The expectation-maximization (EM) algorithm is almost ubiquitous for parameter estimation in model-based clustering problems; however, it can become stuck at local maxima, due to its single path, monotonic nature. Rather than using an EM algorithm, an evolutionary algorithm (EA) is developed. This EA facilitates a different search of the fitness landscape, i.e., the likelihood surface, utilizing both crossover and mutation. Furthermore, this EA represents an efficient approach to "hard" model-based clustering and so it can be viewed as a sort of generalization of the k-means algorithm, which is itself equivalent to a classification EM algorithm for a Gaussian mixture model with spherical component covariances. The EA is illustrated on several data sets, and its performance is compared to k-means clustering as well as model-based clustering with an EM algorithm.
Introduction
Model-based clustering is the use of mixture models for clustering (see Bouveyron and Brunet-Saumard, 2014; McNicholas, 2016b , for recent reviews). The expectation-maximization (EM) algorithm (Dempster et al., 1977) is generally used to estimate parameters in modelbased clustering problems; however, it can become stuck at local maxima, due to its single path, monotonic nature (see Titterington et al., 1985) . Rather than using an EM algorithm to estimate parameters, an evolutionary algorithm (EA) is developed. This facilitates a different search of the fitness landscape, i.e., the likelihood surface, and, more interestingly, an efficient approach to "hard" model-based clustering. Let and note that "hard", in this context, means that the estimated group (component) membership labels are restricted to valuesz ig ∈ {0, 1}. This differs from the typical EM approach, whereẑ ig ∈ [0, 1], and can be viewed as a sort of generalization of the k-means algorithm, which is itself equivalent to a classification EM (CEM) algorithm for a Gaussian mixture model with spherical component covariances (Σ g = λI p ); see Celeux and Govaert (1992) .
Background 2.1 Evolutionary Algorithms
Evolutionary computation is a paradigm in which a computer algorithm incorporates some of the elements of the biological theory of evolution. Evolutionary operations are performed on members of a population, which reproduce and create new population members. The new members replace less "fit" members from the previous generation, and the process is continued until some stopping criterion is met. Evolutionary operations include actions such as crossover and mutation. The measure of "fitness" used is determined by the goal of the evolution, i.e., what parameter or process is being optimized. The field of evolutionary computation is interdisciplinary, with practitioners approaching it from a variety of different perspectives, such as computer programming, biology, and statistics. This leads to the situation whereby terminology is often ambiguous; the following explanation of basic terminology used herein is based on the concepts outlined in Ashlock (2010) .
Evolution occurs when a population is subject to change over time. Population members from each generation undergo a selection process. Crossover is the combining of two data structures to produce at least one new structure. Two-point crossover: occurs when two data structures are selected to be parents. Then, two positions (the same for each structure) are selected at random and the genetic material between these two positions is exchanged between the parents (see Table 1 ). The resulting structures are called offspring, or children. Mutation is the process by which random changes are made to a population member's structure. Mutation can be used to produce a constant supply of minor variation in the population over time. In fitness-based reproduction, solutions that are deemed to be fitter, based on a predetermined fitness function, are preferentially selected to reproduce. Table 1 : Illustration of 2-point crossover, similar to that used by Ashlock (2010 
Classification
Classification is a mechanism by which group membership labels are assigned to undesignated observations. The group itself may be in the form of a class or cluster. The term class implies that some of the observations are a priori labelled; while a cluster is a group of points when all points are a priori unlabelled or treated as such. A common definition of cluster suggests that it occurs when observations are grouped together in such a way that members of one cluster are more similar to each other than they are to observations in other clusters. As McNicholas (2016a) points out, such a definition is flawed because it is satisfied by a solution that places each observation into its own cluster and a better definition casts a cluster as a component in a suitable finite mixture. Finite mixture models lend themselves well to classification problems. Consider a finite mixture distribution: X is a random vector that, for all x ⊂ X, has a density of the form
where π g > 0 such that
) are the component densities, and ϑ = (π, θ 1 , . . . , θ G ) is the vector of parameters where π = (π 1 , . . . , π G ). When the density is written in this form, it is usually customary to assume that the component densities are multivariate Gaussian (Wolfe, 1965) . The Gaussian mixture density is defined as:
where φ(x | µ g , Σ g ) is the multivariate Gaussian density with mean µ g and covariance matrix Σ g . Consider the scenario with unlabelled data x 1 , . . . , x n , i.e., there are no known group membership labels. The Gaussian mixture model likelihood can be expressed as
where π g can be thought of as the a priori probability that observation x i belongs in component g (McLachlan and Peel, 2000a; McNicholas, 2016a) . To enable clustering, the notation z ig is used to represent component (group) membership, with the same meaning as before. Within the EM algorithm framework, the z ig are replaced by their expected valueŝ
at each iteration. The expected values are conditional on the current parameter estimates. Once parameter estimation has been carried out, the predicted group memberships are obtained from the a posteriori probability that observation x i belongs to component g -this is just given byẑ ig evaluated at the parameter estimates, see (4). Depending on the problem at hand, this numerical value for the probability of group membership may be accepted as it is, called a "soft" classification, or the probability may be rounded to 0 or 1, called a "hard" classification. Hard classification is usually carried out by maximum a posteriori classifications, i.e., MAP{ẑ ig } = 1 if g = max k {ẑ ik } and MAP{ẑ ig } = 0 otherwise.
Crucially, regardless of whetherẑ ig or MAP{ẑ ig } is ultimately returned, the parameter estimation processes most often used permit valuesẑ ig ∈ [0, 1] as the algorithm iterates. This is true for the EM algorithm and the most popular alternative, variational Bayes approximations (e.g., McGrory and Titterington, 2007; Subedi and McNicholas, 2014) . The evolutionary algorithm approach that will be taken herein forcesẑ ig ∈ {0, 1} at all times, which is a fundamental difference between it and the more common approaches.
For model-based clustering, the Bayesian information criterion (BIC; Schwarz, 1978 ) is a popular technique for determining the number of components G (if unknown), and
whereθ is the maximum likelihood estimate of ϑ, l(θ) is the maximized log-likelihood, ρ is the number of free parameters in the model, and n is the number of observations. Leroux (1992) and Keribin (2000) show that under the right conditions, the BIC is a good choice for estimating the number of components in a mixture model. The use of the BIC was motivated through Bayes factors (Kass and Raftery, 1995; Kass and Wasserman, 1995; Dasgupta and Raftery, 1998) . Alternatives have been suggested for model selection in modelbased clustering, (e.g., Biernacki et al., 2000) , but none have been consistently better.
Model-Based Clustering and k-Means
Clustering Vermunt (2011) shows that k-means clustering is equivalent to a model-based clustering using a Gaussian mixture model with component covariance structure
where λ ∈ R + , with a CEM algorithm (Celeux and Govaert, 1992) used for parameter estimation. The CEM algorithm is a variation of the EM algorithm whereẑ ig ∈ {0, 1} throughout the algorithm. Although introduced well over a decade ago, the CEM algorithm never caught on because of the seemingly exaggerated difficulties associated with local maxima. Of particular concern is its propensity for getting "stuck" in local maxima -the EM algorithm suffers from the same problem but to a lesser extent. For an extensive discussion on the drawbacks of the CEM algorithm, and related approaches, see McLachlan and Peel (2000b, Section 2.21) .
Note that the component covariance structure in (6) limits the associated Gaussian mixture model -and, by extension, k-means clustering -to spherical components. Accordingly, such an approach will only be effective if the clusters are either roughly spherical or very well separated; further to the latter situation, clustering where the clusters are very well separated is a trivial case and warrants no further consideration. An example of a seemingly easy clustering situation where k-means will not work is the x2 data set from the mixture package (Browne and McNicholas, 2014b) for R. The results for k-means are given in Figure 1 . The failure of k-means depicted in Figure 1 is directly attributable to the fact that it can only accommodate spherical clusters and is not related to the fact that it is a strictly "hard" clustering technique, i.e., a Gaussian mixture withẑ ig ∈ {0, 1} throughout. Herein, an evolutionary algorithm is used to develop a hard clustering approach, based on a Gaussian mixture model, where clusters are flexible in shape, volume, and orientation. Accordingly, in addition to being an alternative approach for parameter estimation in model-based clustering, this work can be viewed as an extension of k-means clustering to cases where the components need not be spherical.
Methodology

Model and Fitness Function
A mixture of multivariate Gaussian distributions was selected as the basic model. As usual, z ig is used to denote component membership labels, where z ig = 1 if x i is in component g and z ig = 0 otherwise, for i = 1, . . . , n and g = 1, . . . , G. As this is a clustering technique, all component memberships are unknown or treated as such. While the EM algorithm works with the expected value of the complete-data log-likelihood, the EA developed herein has a fitness function based on the (observed) log-likelihood
where
As our EA progresses, the estimated value of z ig evolves. To avoid confusion with the expected valuesẑ ig used in the EM algorithm (see Section 2.2), continue to usez ig to denote the estimate of z ig used in our EA. Accordingly, the estimated component membership of x i in our EA is given byz i = (z i1 , . . . ,z iG ) forz ig ∈ {0, 1}. The fitness function is just the log-likelihood (7) evaluated at the estimates
where n g = n i=1z ig .
Evolutionary Algorithm
In our EA, a number of single parents are used and each is cloned many times, with the cloned children reproducing as discussed here. For each child, i.e., each clone of a single parent, two observations are chosen at random and theirz i values are swapped. There is a check in the code, so that the swap only occurs if the group memberships are different, i.e., if thez i are different; if not, other observations are selected until two differentz i are found. The children of the different single parents never interbreed with each other. After one instance of crossover has been carried out on each cloned child, all of the children (plus the original few single parents) are put into one list in descending order of fitness. The top few are selected to become the new generation of single parents. This crossover procedure will help avoid stopping at local maxima of the fitness surface, i.e., the log-likelihood surface. However, crossover alone will not suffice in clustering applications -to see why this is so, consider that it is not always possible to improve a clustering result by just swapping the membership label from one point with that from another -so a mutation step is also carried out at each iteration. These iterations, of crossover followed by mutation, are repeated until our EA stagnates.
To crystallize the exact procedure followed in our EA, consider the following pseudocode. Note that the code used herein was written in R (R Core Team, 2018) and comments within the following pseudocode use the R comment style, i.e., #.
input: x, G, z, pars, stagnation, clones # x is data matrix; G is no. of components (groups); z is a list # where each element is the tilde_z_ig matrix for one parent; # pars is the no. of parents; stagnation is the stagnation value; # clones is the no. of clones N = number of rows in x stag=0 while stag < stagnation # First, crossover for a in 1 to pars for b in 1 to clones randomly select two unequal labels from parent a swap them to get clone (child) b from parent a compute fitness for clone (child) b from parent a end for end for sort parents plus children by descending fitness # The top four are now the parents if top four are unchanged from previous iteration stag ++ else stag = 0 end if # Now, mutation for a in 1 to pars rand = random permutation of 1,2,...,N for i in rand swap two distinct elements in label i if fitness increases break for (i in rand) end if end for end for if no mutation has increased log-likelihood stag = stag +1 else sort parents by descending fitness end if end while return fitness values (log-likelihoods) and labels for the parents Note that, after the very first crossover step, the parents are simply the best pars elements in terms of fitness. Note also that compute fitness entails computing the estimates in (8) and then computing the log-likelihood (7). The greedy nature of the mutation step is clear; for a given parent, once a mutation increases the fitness, our EA moves on to the next parent. There is a nice general interpretation to this EA: the crossover step provides diversity while the mutation step allows fitness (clustering) improvements that cannot be facilitated by crossover alone. The effectiveness of our EA for traversing the fitness (log-likelihood) surface is illustrated in Section 4.
Illustrations 4.1 Overview and Performance Assessment
The purpose of these illustrations is to compare our EA to two well-established hard clustering approaches. Relative (classification) performance when compared to soft approaches, such as a Gaussian mixture model with the EM algorithm, while not directly comparable, are discussed in Section 5. Although all of the illustrations in this section are carried out as real cluster analysis -i.e., the data are treated as unlabelled -the true labels are known. Therefore, it is possible to compare the predicted classifications, i.e., the finalz ig , with the true labels. We carry out this comparison using the adjusted Rand index (ARI; Hubert and Arabie, 1985) , which is the Rand index (Rand, 1971 ) corrected for chance agreement. The Rand index is just the ratio of pairwise agreements to total pairs. Detailed arguments as to why the ARI should be used in this circumstance, as opposed to alternatives like the misclassification rate, are given by Steinley (2004) .
The x2 Data
As a first step, consider the x2 data set from the mixture package (Browne and McNicholas, 2014b) in R (Figure 2 ). The x2 data are generated from a three-component EVE model with three components and were used by Browne and McNicholas (2014a) to illustrate their MM (majorization-minimization) algorithms. As McNicholas (2016a, Chapter 2) points out, the x2 data are a good illustration of data generated from a Gaussian mixture where the "best" clustering result clearly does not correspond perfectly to the labels from the generative model.
Using the EA approach introduced herein, from random starts with settings pars=2, stagnation=3, and clones=10. The result (Figure 2) indicates that "perfect" classification performance is attained -note, again, that this does not quite correspond to the generating model. For comparison, it is interesting to consider the performance of k-means and kmedoids, respectively, on these data. The results (Figure 3) indicate that neither approach performs as well as our EA. That said, starting our EA from k-means and k-medoids starting values gives the same classification performance as depicted for our EA in Figure 2 . 
The Female Voles Data
The female voles (f.voles) data are available in the Flury package (Flury, 2012) for R. They contain six morphometric measurements, as well as age, for 86 female voles from two species: Microtus californicus and Microtus ochrogaster (Figure 4 ). The EA approach introduced herein is applied to these data, using k-means and kmedoids starts, with stagnation ∈ {3, 4, 5}, and clones ∈ {10, 20, 30, 40, 50}. Over all 15 runs, identical and excellent classification performance was obtained, with just one misclassification (Table 2; 
Banknote Data
The banknote data are available from the mclust package (Fraley et al., 2012) in R. They contain six measurements, all in mm, on 100 genuine and 100 counterfeit Swiss 1000-franc banknotes ( Figure 5 ). Our EA is applied to these data, using k-means and k-medoids starts, with stagnation ∈ {3, 4, 5}, and clones ∈ {10, 20, 30, 40, 50}. Over all 15 runs, identical and excellent classification performance was obtained, with just one misclassification (Table 5 ; ARI = 0.980). The respective classification performance of k-means (Table 6 ; ARI = 0.846) and k-medoids (Table 7 ; ARI = 0.941) on these data is inferior. 
Italian Wine Data
Thus far, the real data sets considered have contained just two classes. To move beyond this, consider the Italian wine data that were collected by Forina et al. (1986) . A subset of these data, containing 13 chemical and physical properties of three cultivars (Barolo, Grignolino, Barbera) from the Piedmont region of Italy, are available in gclus (Hurley, 2004) for R. The EA approach introduced herein is applied to these data, using k-means and kmedoids starts, with stagnation ∈ {3, 4, 5}, and clones ∈ {10, 20, 30, 40, 50}. Over all 15 runs, identical and excellent classification performance was obtained, with just one misclassification (Table 9 ; ARI = 0.982). The respective classification performance of k-means (Tables 10; ARI = 0.897) and k-medoids (Tables 11; ARI = 0.741) on these data is notably inferior.
Comparisons with EM Algorithm
Because of the fundamental differences between our EA and the EM algorithm, we have heretofore not used a Gaussian mixture model with the EM algorithm as a competitor when considering the performance of our EA. While the intention is good, and appropriate comparators are used (k-means and k-medoids), it is nevertheless possible that one might be suspicious of the omission of EM algorithm results and so we briefly report them here. The comparison is carried out using the gpcm() function from the mixture package with mnames="VVV". For ease of notation, we will call the EM algorithm analogue of our EA the VVV model in what follows. For the x2 data, the performance of the VVV model is identical to that of our EA (Figure 2 ). For the female voles data, the VVV model gives slightly inferior classification performance (Table 12 ; ARI = 0.908) compared to our EA (Table 2 ; ARI = 0.953). For the banknote data, the VVV model gives identical performance to our EA (Table 5 ; ARI = 0.980). For the Italian wine data, the VVV model gives slightly inferior classification performance (Table 13 ; ARI = 0.945) compared to our EA (Table 9 ; ARI = 0.982). 
Discussion
An EA has been introduced for model-based clustering. Although applied to a Gaussian mixture model, the approach could be extended to other mixture approaches with only mild modification. Each iteration of our EA uses a crossover step followed by a (greedy) mutation step; no comparable approach has been taken for Gaussian mixture models. In fact, the closest approach uses mutations only, completely ignoring crossover (see Andrews and McNicholas, 2013) . The clustering philosophy associated with our approach is that of hard clustering, i.e., z ig ∈ {0, 1}. Specifically, at no point in our parameter estimation scheme do we entertain soft values. This is in contrast to the commonly used EM algorithm approach, which useŝ z ig ∈ [0, 1]. Whether or not the finalẑ ig are hardened to give MAP estimates, a criticism of the approach stands: it is similar to fitting a mixed membership model but, at the end reverting to hard classifications. With our EA, we are fitting an explicitly hard clustering model. While there are advantages and disadvantages to both approaches -and arguments can be made in favour of either one -the fact remains that they are fundamentally different.
In terms of future work, it will be of interest to consider how the EA approach similar to the one introduced herein will work within the fractionally supervised classification framework (see Vrbik and McNicholas, 2015; Gallaugher and McNicholas, 2019) . Using an analogous EA approach within the matrix variate mixture setting, where there has been significant work in recent years (Melnykov and Zhu, 2018; Gallaugher and McNicholas, 2018) .
