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Quantum mechanics promises computational powers beyond the reach of classical computers.
Current technology is on the brink of an experimental demonstration of the superior power of
quantum computation compared to classical devices. For such a demonstration to be meaningful,
experimental noise must not affect the computational power of the device; this occurs when a
classical algorithm can use the noise to simulate the quantum system.
In this work, we demonstrate an algorithm which simulates boson sampling, a quantum advan-
tage demonstration based on many-body quantum interference of indistinguishable bosons, in the
presence of optical loss. Finding the level of noise where this approximation becomes efficient lets us
map out the maximum level of imperfections at which it is still possible to demonstrate a quantum
advantage. We show that current photonic technology falls short of this benchmark. These results
call into question the suitability of boson sampling as a quantum advantage demonstration.
In recent years, interest in quantum information pro-
cessing has focused onto small-scale quantum computing
machines, which could perform specific tasks of scien-
tific or technological interest faster than classical comput-
ers, and which can be constructed with current or near-
future technology [1, 2]. An important milestone would
be demonstrating a quantum device which can convinc-
ingly outperform a classical computer at some particular
problem, i.e., a demonstration of a quantum advantage
[3, 4]. For most quantum advantage proposals, the re-
quired system size is predicted to lie around 50 parti-
cles/qubits [5–7], and constructing a quantum system of
that size is the current focus of experimental quantum
information efforts worldwide [8–13].
A major hurdle to experimentally achieve a quantum
advantage is our poor understanding of how noise af-
fects the viability of quantum advantage demonstrations
[6, 14–29]. Since near-term quantum devices are not er-
ror corrected, it is generally believed that they are not
scalable to arbitrary size, succumbing to noise for a suf-
ficiently large system size or a sufficiently high level of
noise. The challenge lies in finding the point where this
occurs for any given system.
The transition from quantum to classical is demarcated
by the point at which a classical algorithm can use the in-
evitably present experimental noise to simulate the task
being performed by the quantum system. For such an
algorithm to meaningfully restrict the demonstration of
a quantum advantage in a given system, it must meet
three criteria. First, it must use the types of noise nat-
urally present in the system, at the levels at which they
are present in experiments. Second, there must be a well-
defined point in terms of system size and noise level where
the algorithm becomes efficient; this point then demar-
cates the level of imperfections admissible in that exper-
iment. Finally, in order for the algorithm to be applica-
ble to near-term devices, the point where the algorithm
becomes efficient must lie below the system size being
targeted by quantum advantage demonstrations.
In this work, we show an algorithm to classically sim-
ulate one quantum advantage platform, namely boson
sampling (interference of noninteracting, indistinguish-
able bosons) [4], in the presence of the two major sources
of noise for that experiment, namely particle loss and dis-
tinguishability. Our algorithm meets the three criteria
outlined above. It efficiently simulates interference of n
noisy bosons as polynomially many interference processes
of size k ≤ n, supplemented with n− k classical bosons.
Remarkably, k only depends on parameters which quan-
tify the level of noise, and not on the number of particles
undergoing interference. This shows that boson sampling
at a given level of imperfections only carries the hardness
of k interfering bosons, where k acts as an upper bound
on the size of a boson sampler that can be constructed
in the presence of a given level of noise. Such a k ex-
ists for any level of noise, which shows that noisy boson
sampling is asymptotically non-scalable. Our results im-
ply that experimental noise defines the maximum size to
which a noisy boson sampler can be scaled. Our algo-
rithm is efficient for systems constructed with the best
photonic devices currently available.
In boson sampling, the task is to provide samples of
the output probability distribution resulting from many-
boson interference. Aaronson and Arkhipov [4] provided
strong complexity-theoretic evidence that this task can-
not be simulated efficiently (i.e. in polynomial time)
on a classical computer. Boson sampling was initially
proposed in the framework of linear quantum optics,
but alternative implementations for ion traps [30], one-
dimensional optical lattices [31] and superconducting
qubits [32] already exist. Moreover, applications for bo-
son sampling devices have been proposed, particularly in
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2quantum chemistry [33] and machine learning [34]. The
point where a boson sampler is expected to outperform
a supercomputer is around 50 bosons [7], an observation
that has spurred a range of experimental efforts [11, 35–
42].
Progress has also been made on understanding the ef-
fect of imperfections on boson sampling. The two main
imperfections in boson sampling are photon loss, where
some bosons are lost in the course of the experiment, and
distinguishability, i.e. bosons having different internal
quantum states. Boson sampling with partially distin-
guishable photons was shown to be classically simulable
in [21]. For loss, two sets of results can be singled out.
First, boson sampling was shown to retain its hardness
[25–29] for small imperfections, including loss of a con-
stant number of photons (i.e. where the survival proba-
bility of each photon goes to one asymptotically). Sec-
ondly, boson sampling was shown to be classically simu-
lable when the loss probability increases with the number
of photons (i.e. where the per-photon survival probability
goes to zero asymptotically) [22, 23]. The experimentally
crucial case of a constant surival probability per photon
(also known as linear loss) remained unsolved, and was
identified as one of the major open problems in boson
sampling [29, 42, 43].
We demonstrate a classical simulation algorithm for
many-body bosonic interference where the per-boson
transmission probability η is fixed and where the bosons
may also have some degree of distinguishability x, where
x is the internal wavefunction overlap between two arbi-
trary bosons. We show that for every x < 1 and η < 1
(i.e. for any level of noise), boson sampling can be ap-
proximated as quantum interference of clusters of only
k particles. Since k does not depend on the number of
bosons n, it acts as an upper bound on the size of boson
sampler which can be constructed with components of
given transmission and bosons with given distinguisha-
bility. Since the hardness of a boson sampler is fixed by
the number of interfering bosons, and since such an up-
per bound k exists for any level of noise, boson sampling
is asymptotically non-scalable. Our work answers the
question of whether boson sampling with linear losses is
classically simulable in the affirmative.
We can use our results to estimate the quality of exper-
imental components required to demonstrate a quantum
advantage. We find that a transmission of η > 0.88 is
necessary to simulate boson sampling with 50 bosons at
an accuracy level of 10%, and that the current best bo-
son sampling platforms are restricted to interference of
21 bosons under the same criterion. This shows that
achieving a demonstration of a quantum advantage with
boson sampling requires more than the construction of
high-rate, large-scale photonic systems, as was believed
previously [44]: it also requires a qualitative improvement
in the equipment used.
We begin by setting up the problem, see Figure 1. The
Figure 1. A pictorial representation of a boson sampler with
losses. We consider a system with n input particles and m
particles at the output, where the particles are lost before they
enter the interferometer. The symbols illustrate the notation
used in this article: τ are all ways of selectingm particles from
n, and σ(τ) are all the ways of permuting those particles. In
the figure, we give an example of both.
initial boson sampling proposal concerns the interference
of n single-boson input state over an N -mode coupling
interferometer modeled by a unitary transformation U .
At the output we measure the particle number in each
mode. A condition for the hardness proof to hold is
that the number of modes N obeys N = O
(
n2
)
, which
guarantees that the probability of two bosons emerging
from the same mode (known as a collision) can be ne-
glected. In that case, the probability of the photons ex-
iting the system in a particular set of modes is given
by P = |Perm(M)|2 [45], where M is a submatrix of the
overall unitary transformation U that is chosen by select-
ing the rows and columns corresponding to the input and
output modes respectively, and Perm(M) =
∑
σ
∏
iMσi,i
is the permanent function [46], where σ is a permutation
and the sum runs over all permutations.
The hardness of boson sampling ultimately stems from
the fact that for an arbitrary matrix, the permanent can-
not be approximated efficiently by a classical computer
[47]. The best known algorithms for computing an arbi-
trary permanent are due to Ryser and Glynn [48, 49].
These algorithms scale as p2p, where p is the size of
the matrix. It was shown recently [44] that by using
a Metropolis algorithm, one can generate samples from
a probability distribution where each entry is given by a
permanent, at the cost of evaluating a constant number
of permanents. The hardness of boson sampling there-
fore rests on the hardness of computing the individual
output probabilities of a boson sampler.
In this paper, we solve how this hardness is compro-
mised by loss and distinguishability. If the losses in each
path of the boson sampler are equal, which is a reasonable
approximation in experiments, the action of the interfer-
ometer is equivalent to a circuit where all losses act at
the front of the experiment followed by an ideal interfer-
ometerM [23, 29, 44]. The stochastic nature of the losses
will make the number of transmitted photonsm fluctuate
3according to a binomial distribution, but for the purpose
of keeping the presentation simple we first present an al-
gorithm for fixed pair m and n and return later to the
analysis of the most general case. This scenario fits a re-
cently suggested proposal to circumvent losses in boson
sampling by enforcing specific combinations of n and m
by post-selecting, as was done recently for m = 5, n = 7
[42]. Our result strongly constrains the viability of this
post-selection approach.
To derive our results, we will consider the probability P
of an arbitrary collisionless output configuration, without
loss of generality. When only m bosons are detected out
of the initial n, the detection probability at the output
results from the incoherent sum over the
(
n
m
)
different
ideal boson sampling terms,
P =
(
n
m
)−1∑
τ
|Perm(Mτ )|2 =
(
n
m
)−1∑
τ
Pτ , (1)
where τ is an m-combination of n and the sum runs over
all such combinations. Each Pτ is the probability cor-
responding to lossless boson sampling if m bosons were
injected in the modes τ . The prefactor
(
n
m
)−1 arises be-
cause of normalization.
Our strategy is to break up equation (1) into terms
which correspond to classical transmission, two-boson in-
terference, three-boson interference, and so on. We will
then show that boson losses reduce the weight of the
higher interference terms. The consequence of this is
that beyond some number k, which is only a function of
η, these terms can be neglected. We can then use our ap-
proximation as the input for a Metropolis sampler, which
can sample efficiently from our approximate probability
distribution.
Our starting point is the following expression for the
detection probability in the lossless, fully indistinguish-
able case [50]:
Pτ = |Perm(Mτ )|2 =
∑
σ
Perm(Mτ,1 ◦M∗σ(τ),1), (2)
where σ is a permutation of the elements of τ , the sum
runs over all permutations, ◦ denotes the elementwise
product, ∗ denotes complex conjugation, and Mσ,1 de-
notes permuting the rows of matrix M according to σ
and the columns according to the identity. We will use
this notation throughout. For the purpose of keeping the
mathematics simple, we shall derive our results for per-
fect indistinguishability, reintroducing distinguishability
at the very end.
Equation 2 can be rewritten by grouping terms accord-
ing to the number of fixed points (unpermuted elements)
in each permutation σ [21]. When this is done, perma-
nents of positive matrices arise, which can be approxi-
mated efficiently [51]. Grouping terms by the size of the
derangements j (i.e. the number of elements not corre-
sponding to fixed points) and substituting equation (2)
into equation (1), we have:
P =
(
n
m
)−1 m∑
j=0
∑
τ
∑
σj(τ)
∑
ρ
Perm(Mτ,ρ ◦M∗σpj (τ),ρ)×
Perm(|Mσuj (τ),ρ¯|2), (3)
where we have made use of their independence to ex-
change the outer two sums, and where we have used
Laplace expansion for permanents to split the matrix per-
manent into two parts, corresponding to quantum and
classical particles, respectively. The notation σj(τ) de-
notes a permutation with m − j fixed points which is
constructed from the elements of τ , σpj is the permuted
part of such a permutation σj , σuj is the unpermuted part,
ρ is a j-combination of m, and ρ¯ is the complement of
that combination. It should be noted that since the size
of σpj grows with j, the sum over j serves to group terms
by computational cost, from easiest to hardest. Simulta-
neously, one can interpret the j-th term as containing all
interference processes involving precisely j bosons [52].
We show that in equation (3), terms with large j carry
less weight and can therefore be neglected beyond some
threshold value k, which depends on the losses and the
desired accuracy of the approximation. Since the j-th
term represents quantum interference of j bosons, this
amounts to showing that boson sampling with losses can
be understood as boson sampling of some k < m number
of bosons. Therefore, k defines the maximum size of a
boson sampler which can be constructed at a given level
of losses.
We can formalize this idea by computing the ex-
pected value of the L1-distance between our ap-
proximation P ′ and the exact distribution P , i.e.,
d(P, P ′) =
∑
q |P (q)− P ′(q)|, where the sum runs over
all collision-free outcomes q. In the Supplemental Mate-
rial, we show that at a fixed ratio η = m/n, the expected
value of d(P, P ′) over the ensemble of Haar random uni-
taries is upper bounded by the expected value of d(P, P ′)
as n and m go to infinity while keeping their ratio con-
stant. In that case, the expected value is given by:
EU [d(P, P ′)] ≤
√
ηk+1/(1− η). (4)
We note that since we can only compute the expectation
value of the distance, our algorithm will fail for some frac-
tion of unitaries. However, using a standard Markov in-
equality (see Supplemental Material) one can bound the
probability that d(P, P ′) does not satisfy a given bound.
If EU [d(P, P ′)] ≤  one can shown that P [d(P, P ′) > /δ]
is upper-bounded by δ. We note that numerical simula-
tions suggest (see Supplemental Material) that the scal-
ing in δ is actually much better than indicated by this
bound.
To use our results for sampling, we use our approxima-
tion as the input for a Metropolis sampler that samples
4efficiently from our approximate probability distribution,
which results in a classical simulator of boson sampling
with losses. We state the algorithm in full: first, given a
value of probability of failure δ, error tolerance , n and
m, compute the maximum boson sampler size k using
equation (5). Second, randomly choose a set of candi-
date output modes. Third, compute the approximate
output probability by evaluating equation (3) up to the
k-th term. Fourth, use this probability to compute the
acceptance ratio of a Metropolis sampler. Repeat steps
2-4 to generate more samples. In order to compute this
approximation, we need evaluate to evaluate a polyno-
mial number of permanents of size up to k [21].
Solving equation (4) for the maximum boson sampler
size k gives the number of bosons beyond which our algo-
rithm becomes efficient, given a user-defined probability
of failure δ, error tolerance  and the value of η corre-
sponding to the experimental setup, which scales as
k ≈ 2 log + log δ + log(1− η)
log η
, (5)
which shows that the algorithm is efficient in  and δ.
The fact that k → ∞ when η → 1, represents the fact
that an ideal boson sampler cannot be simulated with
our algorithm efficiently, as expected.
We note that equation 5 produces a finite value of k for
any level of imperfections η < 1. Therefore, for any level
of imperfections, boson sampling can be appoximated as
quantum interference of k < n particles and classical in-
terference of the remaining k − n particles. This result
shows that demonstrations of a quantum advantage with
boson sampling will be non-scalable for any level of im-
perfections.
However, in practice, one is interested in performing
boson sampling at some finite n, which should be larger
than what can be simulated with a classical supercom-
puter. Current estimates put this around 50 photons [7].
Using these assumptions, the algorithm presented above
can be used to rule out a quantum advantage in certain
areas of the parameter space. Figure 2 shows the re-
strictions which our algorithm places on losses: we show
parametric plots solving equation (5) for k versus η, for
E(d) = 0.1, 0.01 and 0.001. We find that in order to have
50-boson interference while maintaining an average L1-
distance of 0.1, a transmission of η > 0.88 is necessary. If
a higher accuracy of the classical algorithm is required,
this results only in a polynomial increase in k.
Losses are not the source of noise that a boson sam-
pling device may suffer from. Experimental partial dis-
tinguishability of bosons, which are in principle com-
pletely indistinguishable particles, can have an impor-
tant impact on the quality of an experiment. Following
the treatment of [21], our algorithm leads to a very sim-
ple treatment of both sources of noise. We re-introduce
a finite level of boson distinguishability, as the overlap
x = 〈ψi|ψj〉 for i 6= j of the internal (i.e. non-spatial)
Figure 2. Maximum number of bosons k which can be in-
terfered before our classical algorithm becomes efficient, as a
function of the overall boson transmission η, including losses
in the sources, interferometer and detectors. The horizontal
dashed line indicates the point n = 50, which is convention-
ally taken as the limit of a quantum advantage. The ver-
tical dashed line indicates the corresponding requirement of
η > 0.88 for E(d) = 0.1. Left inset : dependence of E(d) on
η for k = {10, 20, 30, 40, 50}. Right inset : dependence of k on
E(d) for η = {0.75, 0.8, 0.85, 0.9, 0.95}.
parts of the wave function of the photons, where |ψi〉 is
the internal part of the wave function of the i-th boson.
As derived in the Supplementary Material, equation (4)
holds, but with α = ηx2 taking the place of η. Regardless
of the specific combination of η and x used to achieve it,
our algorithm can approximate experiments with equal α
equally well. Its value may therefore be taken as a figure
of merit of the ability of an experiment to interfere large
numbers of bosons.
Figure 3 shows the tradeoff between boson distin-
guishability and loss. The curves are plots of η = α/x2,
where the α correspond to different values of the max-
imum boson sampler size k, as indicated in the legend.
The black dots incidate various photon sources reported
in experiments [11, 41, 54–60]. The plot was generated
for E(d) = 0.1. This plot therefore demarcates areas of
the parameter space where interference of a given number
of photons cannot be simulated at that level of accuracy.
We observe that today, not even the best possible ex-
periments meet the requirements for a scalable demon-
stration of quantum advantage: considering the best in-
terferometers (99% transmission) [42], the best detectors
(93% efficiency) [61] and the best photon sources, we ar-
rive at α = 0.755, which implies that any scalable boson
sampling experiments with more than 21 photons will be
simulable with our algorithm at the 10% accuracy level.
In generating Figure 3, the relevant quantity for her-
alded photon sources (such as those operating on para-
metric down conversion) is the heralding efficiency, i.e.
the probability that a photon enters the experiment given
5Figure 3. Interchange between distinguishability parameter
x and the transmission probability η, for E(d) = 0.1. The
lines in this plot are contours of constant α = ηx2, for α
corresponding to the number of photons indicated in the leg-
end. The red shaded area in the top right is the region of the
parameter space where our algorithm cannot rule out a quan-
tum advantage demonstration. The black points indicate the
values of η and x of various photon sources reported in the
literature.
that the source signals that it has produced a photon.
The heralding efficiency on parametric down conversion
sources can be as high as 82% [60], but the overall pho-
ton generation probability is typically a few percent, to
avoid multiphoton generation. While for boson sam-
pling, this does not affect the complexity [28], further
photonic quantum technologies will most likely require
photon sources with a high absolute photon generation
probability.
Finally, we consider proposals involving postselection
on those cases where (almost) all bosons make it through,
as is usually done in experiments. Wang et al. recently
proposed such an experiment, generating 50 + p photons
and detecting 50 [42]. Our results show than in such a
case (see Supplemental Material), p ≤ 3 is required in
order not to be simulable by our algorithm at the 10%
approximation level.
In real experiments, m fluctuates according to a bino-
mial distribution with mean ηn and variance η(1− η)n.
One can always efficiently simulate these fluctuations if
one has an algorithm for a fixed pair m and n, since
there are approximately
√
m possible outcomes which oc-
cur with high probability, and these are clustered around
m = ηn. As shown in the Supplementary Material, such
a postselection only adds a small correction to equation
(5) and a prefactor to our bound, which vanishes in the
limit of large n. Therefore, the classical algorithm starts
by estimating a k˜, given a value of probability of failure
δ, error tolerance , and n. To generate samples, we sim-
ply modify our algorithm to sample over m according to
the binomial distribution.
Recently, an estimate of the loss which compromises
the demonstration a quantum advantage was given by
Neville et al. [44]. Our result improves on this result in
several ways. First, we demonstrate how losses induce a
transition in the scaling of the runtime of classical sim-
ulation of a boson sampler from exponential to polyno-
mial, while their result is essentially a runtime estimate
comparing an inefficient classical calculation against an
inefficient experiment. Second, because our algorithm
is polynomial in the number of particles, the bounds
that we find are also much more stringent in an absolute
sense. Third, we show that the required transmission
is a monotonically increasing function of the number of
bosons which is coherently interfered. Whereas [44] was
only able to show that lossy boson sampling is at most
as hard as regular boson sampling, we show that it is in
fact much easier.
Future improvement to this work can by made by
generalizing our results to non-uniform losses and more
general disitinguishability models and replacing the
Metropolis sampler by a direct sampling algorithm, such
as the one proposed by Clifford and Clifford [62] for exact
boson sampling. An adaptation of this result to Gaus-
sian boson sampling, an alternative approach for quan-
tum supremacy that has application as a subroutine in
a classical-quantum hybrid algorithm for the calculation
of the vibronic spectra of molecules and finding dense
subgraphs, would also be an interesting future research
direction.
In conclusion, we have found an efficient classical sim-
ulation algorithm for a quantum advantage proposal,
namely boson sampling. This algorithm uses the nat-
ural sources of noise present in the system, i.e. linear
photon loss and particle distinguishability. It predicts
an upper bound to the size of a boson sampler that can
be constructed with noisy components. Remarkably, that
upper bound only depends on a scale-invariate parameter
combining losses and indistinguishability, which allows us
to demarcate areas of the parameter space where a quan-
tum advantage is impossible. By evaluating this bound
for state-of-the-art photonic components, we find that
with current technology, boson sampling cannot demon-
strate a quantum advantage.
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2I. THE BOSON SAMPLING PROBLEM
The boson sampling problem can be stated as follows: given n photons incident on a network of coupled interfer-
ometers containing N modes, provide a sample from the photon distribution at the outcome (i.e. a sample of the
detection events observed). This problem is of note because it is strongly believed to be efficiently solvable on a
quantum machine which implements the problem directly, while being intractable for a classical computer [1].
Calling the unitary transformation of the interferometer U , labeling the input modes τ and the output modes q,
we can describe the probability of a given outcome in an ideal boson sampler (i.e. one without imperfections) as
P (q|τ) = |Perm(M)|2, (1)
where Perm is the matrix permanent function, and M is a matrix constructed by taking the elements of U which
connect τ and q, i.e. select rows from U according to the indices of τ and columns according to q. We will assume
throughout that we are working in the collision-free regime, where the probability of two photon emerging from the
same mode can be neglected.
If we add imperfections to this model, equation (1) is modified. For losses, we must consider all
(
n
m
)
ways in which
n input photons could give rise to m detection events. Hence we have:
P (q) =
(
n
m
)−1∑
τ
|Perm(M)2| =
(
n
m
)−1∑
τ
P (q|τ), (2)
where the sum runs over all possible τ , and the coefficient of normalization is chosen such that the distribution
postselected on the arrival of precisely m photons is normalized.
Finally, if we add photon distinguishability (nonunit wave function overlap), the probability of observing a given
event is modified:
P (q|τ) =
∑
σ
(
∏
i
Si,σi)Perm(Mτ,1 ◦M∗σ(τ),1), (3)
where Si,j is the wave function overlap between the i-th and j-th photons, σ is a permutation, and the sum runs over
all permutations. Equations 2 and 3 can be combined to take into account the effect of loss and distinguishability
simultaneously.
II. PROOF SKETCH
We provide a sketch of the proof of equation 5 of the main text. A full derivation can be found in sections VII-X
below. Our proof can be divided in three parts. First, we reduce the problem of approximating the distribution of
a boson sampler with imperfections to the problem of finding an approximation for a single outcome of the boson
sampler with a bounded expectation value of the relative error on the approximation. Then, we construct such an
algorithm and compute its expected error. Finally, we show how to use this algorithm for sampling.
The first step begins with the observation that, as a function of the size of the sampler, we wish to maintain
a constant distance  between the probability distribution given by our approximation and the exact probability
distribution, i.e. d =
∑
q |P ′(q) − P (q)| < , where q denotes a possible output (i.e. pattern of detection events) of
the boson sampler, P ′(q) is the probability of q predicted by our approximation, and the sum runs over all outputs.
However, since the number of outputs increases as the size of the boson sampler increases (either in the number
of particles or in the number of modes), it is insufficient for each term within this sum to have a constant error
with increasing boson sampler size: we must find an algorithm where the error decreases so as to compensate for the
number of increasing terms in the sum. This means that in order for any approximate algorithm to be useful, the
error scaling of the that algorithm must be inversely propotional with the number of outcomes of the boson sampler.
Next, we show that it is sufficient to merely bound the expected value of this error over the set of all unitary
matrices. Since the trace distance is bounded from below at 0, the Markov inequality applies, which says that for a
non-negative probability distribution, no more than 1/k of a probability distribution d can lie beyond kE(d). Use of
the Markov inequality allows us to average over the set of unitary matrices, which is convenient because in the limits
3Figure 1. An illustration of the central intuition of our results: the weight of higher photon number interference is suppressed
by either loss or distinguishability. We performed numerical simulations of 10000 boson sampling experiments, for three cases:
the black squares represent an ideal 6-photon experiment, the red circles represent an 8-photon experiment where 6 photons
are transmitted, and the blue dots represent an experiment with 6 photons with 75% Hong-Ou-Mandel visibility. The line is
the bound which we use in our calculations.
in which boson sampling operates, submatrices of the unitary matrix U consist of i.i.d. Gaussians, which are very
convenient for computing statistical quantities such as expected values and covariances. The price we pay is that the
Markov bound is probabilistic: when applying the approximation algorithm to some unitary matrices, their error will
lie beyond the expected value. However, we can bring this failure probability down by considering a looser bound, e.g.
not considering E(d) but rather 2E(d). Finally, we will see that numerics suggests that the Markov bound grossly
overestimates the failure probability our our algorithm.
In the second step, we demonstrate an algorithm which meets the requirements derived in the first step. This algo-
rithm is based on the expansion of n-photon interference into terms corresponding to 0, 2, 3, . . .m-photon interference
terms, where m is the number of photons which emerge at the output of the boson sampling machine. We show that
we can write the probability of a given outcome as a polynomial:
P (q) =
m∑
j=0
cjx
j , (4)
where x is the photon distinguishability (we simplify the problem by assuming all photons are equally distinguishable)
and cj is a coefficient, which is a function of the unitary matrix U , as well as the degree of loss η = m/n. Expressions
for computing cj are given in the supplemental material.
The central intuition of our result is that in this expression, any imperfection degrades the higher-order terms of
the polynomial the strongest. This happens either directly, since finite distinguishability corresponds to x < 1, or
through the coefficients cj in the case of photon loss.
In Figure 1, we show this effect. As an illustration, we numerically compute the variance of cjxj for 3 different
scenarios: a lossless boson sampler with 6 photons, a boson sampler with 8 input photons and 6 output photons
(i.e.75% transmission) or a boson sampler with 0.75 Hong-Ou-Mandel visbility (which corresponds to x2 = 0.75).
To generate this figure, we simulated 10000 boson sampling experiments under these three sets of conditions. We
have normalized each graph such that Var(c0) = 1, to facilitate comparison between the curves. The decrease in size
between the terms for the perfect boson sampler for increasing j is due to variations in the number and expected
value of terms which make up cj , and does not affect our results.
As can be seen from Figure 1, inperfections exponentially dampen the higher-order terms in this expansion. This
suggests neglecting the higher order terms by truncating the sum at some index k, thereby producing an approximation
of the form P ′(q) =
∑k
j=0 cjx
j . In order to compute the effect of such a trunctation, we can bound the variance of cj
with a bound of the form Var(cj) < (ηx2)j , where η is the transmission of the boson sampler. We have indicated this
4bound as a solid line in Figure 1. Note that this bound takes into account losses and distinguishability simultaneously,
which is a powerful feature of our algorithm.
Using this bound, we can now compute the error of our approximation for computing a single output probability.
We find that it has the form required to result in a constant error on the expected value of the complete distribution.
We find that the expected value of the error d =
∑
q |P ′(q) − P (q)| is bounded by E(d) <
√
αk+1/(1− α), where
α = ηx2. This means that if we apply a truncation at k-photon interference, we can expect the resulting distribution
to be typically no further away from the ideal one than given by this expression.
In the last major step of our proof, we convert this approximation into a sampling algorithm. We make use of the
results by [2]. In that work, the authors showed that using a Markov-Chain Monte Carlo (MCMC) technique, one
can obtain samples from a boson sampler at the cost of computing a fixed number of permanents.
We present a simplified version of the MCMC from [2]. MCMCs work by recording a position in the parameter
space of outputs q. In every iteration, some new candidate output is chosen, and the sampler moves to that position
with probability min(1, P (qnew)/P (qold)), i.e. it always moves to the candidate position if it has higher probability,
and otherwise it moves with some probability. At the end of each iteration, the present position of the sampler is
output as a sample. It is known that such a sampler samples from the probability distribution P (q).
In our case, our approximate sampler samples from the approximate probability distribution P ′(q) according to the
method outlined above. There are now two complications. First, P ′(q) may occasionally be negative, or even greater
than 1, since it is only an approximation of a probability distribution. This is easily taken care of by constraining
0 ≤ P ′(q) ≤ 1: since this same condition holds for P , this will only decrease the distance between the two. The
second condition is that each sample must be generated efficiently, i.e. in polynomial time. To show this is the case,
we need to look into the computational cost of the cj . We can show that the computational cost of the truncation
scales as m2k. To achieve this number, it is required that we do not merely sample over the potential output modes
q, but also over the input modes, i.e. over all possible sets of photons that could possibly have given rise to a given
output configuration.
Finally, we must also sample over the distribution of possible numbers of photons which make it through the boson
sampler in the first place. This can be done by running n classical sampling algorithms of the form described above
in parallel, and drawing a sample from one of them according to the binomial distribution describing the probability
of observing a certain number of photons. In the supplemental material, we show that these fluctuations in photon
number do not substantially affect our bound, which was derived for a fixed number of output photons. This concludes
the proof.
III. BOSON SAMPLING WITH CONSTANT LOSS
Wang et al recently proposed an experiment where 50 photon boson sampling would be attained with realistic
improvements on current technology, by allowing for the loss of a few bosons [3]. In such an experiment, 50 +
p photons are sent into the interferometer, and postselection on 50 detection events is performed. For elementary
reasons of combinatorics, given a fixed repetition rate of the experiment, the higher p, the higher the rate with which
samples are obtained.
Using our results, we can bound p, and therefore bound the production rate of 50-photon samples in an experiment
in the spirit of [3]. In the case of postselected experiments, η is given by the ratio of m and n that is enforced
by the postselection, rather than by the transmission of the experiment. Furthermore, we will assume that the
distinguishability of the photons used in such an experiment remains at x2 = 0.939. Therefore, equation (5) of the
main text reads:
x2(k+1)
(
n
n+p
)k+1
1− (x2 nn+p )
≥ E(d)2. (5)
Solving this numerically for p, assuming n = 50, k = 49, x2 = 0.939 and E(d) = 0.1 yields p ≤ 3.665, meaning that
at most 3 photons can be lost in this experiment without becoming classically simulable according to our criteria.
Interestingly, due to the interplay between photon losses and distinguishability in our algorithm, creating photons
with perfect distinguishability would actually increase the number of photons which can be lost before becoming
classically simulable. If we assume perfect photons, i.e. x = 1, then lossy boson sampling with up to 7 photons lost
would be permissible under our algorithm, which would correspond with sampling rates in excess of 1/s [3].
5IV. NUMERICAL RESULTS
Figure 2. Cummulative probability distribution of d =
∑
q
|Pm(q)− P ′m(q)| computed for 40000 unitary matrices, with N = 15,
n = 5, m = 3, x = 1, k = 1. The black line shows our numerical data. The red line shows the Markov bound, and the
blue line shows a Gaussian fit to our numerical data. This result demonstrates that the probability distribution of d over
the set of U is much more clustered around its expectation value than the Markov bound would suggest. Left inset: the
cummulative probability distribtion on a log scale. This inset highlights the excess probability above E(d) compared to a
Gaussian distribution. Right inset: the (numerically evaluated) probability density function of d.
We use a Markov inequality to upper bound the fraction of unitaries for which the distance between the set of
output probabilities and our approximation exceeds the expected value computed in equation 4 by some margin, i.e.
those which have a value of d =
∑
q |P (q)−P ′(q)| > αE(d). However, numerical evidence suggests that this bound is
far from optimal. Figure 2 shows a numerical simulation, where we computed d for 40000 Haar-random unitaries. We
set N = 15, n = 5, m = 3, x = 1, k = 1, but the result is representative for other choices of the simulation parameters.
This result shows that our Markov bound strongly overestimates the number of events which exceed E(d) by a large
margin.
We can provide the following explanation for this result: most output configurations q are completely uncorrelated.
Therefore, fluctuations on the quantity d = |P (q) − P ′(q)| have the tendency to average out when summing over all
possible output configurations. Our results suggest that convergence to a Gaussian is not complete: we observe a
slight (but significant) increase of events which have larger d than predicted by our Gaussian fit, which is shown in
Figure 1. We leave the study of this phenomenon to future work.
V. TABLE FOR FIGURE 3
For completeness, we present the data used to generate Figure 3 of the main text in tabular form.
VI. CODE AVAILABILITY
An implementation of our algorithm can be found online at https://github.com/jrenema/BosonSampling
6Reference Type η x2 α k
[4] QD 0.3 0.94 0.282 3
[5, 6] QD 0.5 0.95 0.475 7
[7] QD 0.62 0.85 0.533 8
[8] QD 0.65 0.998 0.65 13
[9] SPDC 0.73 0.96 0.67 16
[10] SPDC 0.75 ≈ 1 0.75 20
[11] SPDC 0.79 ≈ 1 0.79 26
[12] SPDC 0.82 ≈ 1 0.82 31
Table I. The experimental data used to generate Figure 3 from the main text, given in tabular form: The figure of merit α for
various photon sources, as well as the maximally achievable number of photons that can be effectively interferered.
VII. FULL DERIVATION
In the following sections, we provide a derivation of equation 4 of the main text. Our proof proceeds as follows. First,
we demonstrate that in order to approximate the whole probability distribution of outcomes from a boson sampler,
it suffices to be able to approximate the probability distribution of a single outcome to within constant relative error.
Then, we demonstrate that it suffices to bound merely the expected value of the error on the approximation. Next,
we give an algorithm for approximating a single outcome with a bounded expected value of the relative error. Having
done that, we can state our results on classical simulability of boson sampling in the form of 2 theorems.
VIII. FROM DISTRIBUTION TO A SINGLE OUTCOME
We begin by recalling the problem at hand and the main assumptions. We are interested in classically approximating
a boson sampler with the imperfections of partial photon distinguishability and non-unit transmission. We assume
all photons are in internal states |φi〉, i = 1, . . . , n, with a uniform overlap x ≡ 〈φi|φj〉 for j 6= i, and hence the
distinguishability is parameterized by a single real number 0 ≤ x ≤ 1. We assume that the loss of photons is path
independent, and that it can therefore be assumed to occur at the input of an optical network which implements the
unitary U . Under that assumption, the probability for m single photons to emerge from the system given that n were
input is given by
(
n
m
)
ηm(1 − η)n−m, where 0 < η < 1 is the transmission coefficient. Furthermore, we shall assume
that the number of modes N is chosen such that the probability of two photons emerging from the same mode may
be neglected (which is the case when N  n2). We shall therefore only consider outputs where all photons emerge
from distinct modes.
Without loss of generality, we may assume that the photons are incident on the first n modes. In order to compute
the probability of observing a particular output configuration q = (l1, . . . , lm), we must classically sum over all possible
ways which any subset τ = (k1, . . . , km), ki < ki+1 of m photons out of n could have given rise to this configuration.
Calling the probability of τ causing q P (τ |q), we have:
P =
( n
m
)
ηm(1− η)n−mPm(q), (6)
with:
Pm(q) =
( n
m
)−1∑
τ
P (τ |q), (7)
where Pm(q) is chosen such that the probablity distribution for a fixed m is normalized to
∑
q Pm(q) = 1. P (τ |q) is a
function of the matrixM , which is a submatrix of U consisting of those elements containing the probability amplitudes
connecting τ and q, as well as the distinguishability of the bosons. Recall that the boson sampling complexity proof
requires a randomly chosen N -port unitary network U (in the Haar measure over the unitary group). In the limit
that N  n6, the matrix elements of M can be well approximated by i.i.d. Gaussians [1], and we shall assume this
is the case.
We will estimate the trace (i.e. L1) distance d between the probability distribution of boson sampling with a lossy
network (P ) and another probability distribution (P ′), which we will construct as an approximation of P , and which
7we will construct such that it can be efficiently sampled from with classical resources. We consider two cases. First,
we concentrate on the post-selected case of a fixed number of detected photons m, which is relevant to some recent
experimental proposals (e.g., Ref. [3]). In this case we have
dm =
∑
q
|Pm(q)− P ′m(q)|, (8)
where q runs over all distinct combinations of the output ports, q = (l1, . . . , lm), li < li+1. Our main interest is the
trace distance between the full distributions, i.e., with a random number of detected photons m:
d =
n∑
m=0
( n
m
)
ηm(1− η)n−mdm. (9)
To construct an approximation of Pm(q) that one can simulate classically, we expand the boson sampling distribution
over the number of effectively interfering photons 0 ≤ j ≤ m (for more details on the orders of interference, see the
recent Ref. [13]) and choose P ′m(q) to be the sum of the obtained terms up to j = k for some k that guarantees
a polynomial algorithm to approximate the lossy boson sampling to a given error in the trace distance in Eq. (9).
Indeed, since we take k out of n input photons (i.e., only k quantum phartially distinguishable bosons) and the rest
treat as the classical particles (i.e., bosons in internal states orthogonal to each other and to the rest of the bosons in
the system) such an algorithm is possible (see below).
Our method is to bound the terms in the trace distance (equation 8), i.e., the difference |Pm(q) − P ′m(q)| for
q = (l1, . . . , lm), li < li+1, for a randomly chosen network, i.e. by considering an average in the Haar measure over
the group of unitary networks U . We begin by noting that the probability of a single outcome in the Haar measure
is given by 〈Pm(q)〉 = 〈P (τ |q)〉 = m!Nm ≡ 〈Pm〉 for any state of partial distinguishability of photons (see, for instance,
Ref. [15]), which is also the number of terms in Eq. (8). A simple counting argument gives an informal reason why
this is so: if the probability of a collisionless outcome is negligible, the total number of outcomes is given by
(
N
m
)
,
and by symmetry, these are all equally likely. Therefore, the average probability of any one outcome is given by(
N
m
)−1 ≈ m!Nm .
Because of this, a bound on the variance in the form
Var(Pm(q)− P ′m(q)) ≤ 〈Pm〉22 (10)
implies also a bound on the average trace distance error of Eq. (8): 〈dm〉 ≤ . Indeed, for a real random variable
X = Pm(q) − P ′m(q) of zero average 〈X〉 = 0 we have 〈|X|〉 ≤
√
Var(X). Hence 〈|Pm(q) − P ′m(q)|〉 ≤ 〈Pm〉 implies
〈dm〉 ≤  by the fact that the average 〈Pm〉 is the inverse of the number of terms in Eq. (8). A similar bound on the
trace distance between the full distributions with random m, Eq. (9), can be derived as well (see below).
Here we note that by considering an average in the Haar measure over unitary networks U we allow a small
probability of failure of our approach, i.e., for some small fraction of the networks U . By the standard means, e.g.
using Markov’s inequality in probability, we obtain for any a > 1
Prob {|Pm(q)− P ′m(q)| > a〈Pm〉} ≤
Var(Pm(q)− P ′m(q))
(a〈Pm〉)2 ≤
(
1
a
)2
,
P rob {dm > a} ≤ 〈dm〉
a
≤ 1
a
(11)
where we have used Eq. (10).
IX. APPROXIMATING A SINGLE PROBABILITY
From Section 2, we have seen that finding the variance Var(Pm(q)−P ′m(q)) is the key to our approach. To estimate
the variance on the r.h.s. of Eq. (11), our strategy is to expand the probability P (τ |q) of Eq. (7) into the terms that
describe the interferences of j photons (i.e., term j contains the permutations that have exactly m − j fixed points,
i.e., non-interfering photons).
We begin with the following expression for P (τ |q):
P (τ |q) =
∑
σ
(
m∏
i
Si,σ(i)
)
Perm
(
Mτ ◦M∗σ(τ),1
)
, (12)
8where Sij = x + δij(1 − x), Perm(A) =
∑
σ
∏
iAi,σ(i) is the matrix permanent function, Mτ is the sub-matrix
corresponding to input τ and output q, σ(τ) denotes permutation of the elements of τ according to the permutation
σ, Mσ,1 denotes permutation of the rows of M according to σ and the columns according to the identity, ∗ denotes
the complex conjugate, and ◦ denotes the elementwise product. In this expression, as in all others in this section,
we will suppress the explicit dependence on the output configuration q, and take all sums over permutations over all
permutations in that set.
We may group the permutations in the outer sum of equation 12 by their number of derangements (unpermuted
elements). Denoting the number of fixed points (i.e. unpermuted elements) as m− j, we can rewrite equation 12 as:
P (τ |q) =
m∑
j=0
xj
∑
σj
Perm(Mτ ◦M∗σj(τ),1), (13)
where the notation σj indicates a permutation with j derangements. By performing Laplace expansion of the matrix
permanents in Eq. (13) on the rows corresponding to the fixed m− j points, we obtain:
P (τ |q) =
m∑
j=0
xj
∑
σj
∑
ρ
Perm(Mτ,ρ ◦M∗σpj (τ),ρ)Perm(|Mσuj (τ),ρ¯|
2), (14)
where σpj is the set of derangements of the permutation σj (i.e., its “permuted part”), σ
u
j is the set of fixed points,
ρ is an (m − j)-combination of m, and ρ¯ is the complement of that combination. Using Eq. (14) let us expand the
probability in Eq. (7) as follows (again, omitting the output port indices q, for simplicity):
Pm(q) =
( n
m
)−1 m∑
j=0
xjcj , (15)
=
(
n
m
)−1 m∑
j=0
xj
∑
τ
∑
σj
Rτ,σj ,
=
(
n
m
)−1 m∑
j=0
xj
∑
τ
∑
σj
∑
ρ
Sτ,σj ,ρ,
=
(
n
m
)−1 m∑
j=0
xj
∑
τ
∑
σj
∑
ρ
∑
ξ
Tξ,τ,σuj ,ρVτ,σuj ,ρ,
whereR is given byR =
∑
ρ Perm(Mτ,ρ◦M∗σpj (τ),ρ)Perm(|Mσuj (τ),ρ¯|
2), S by Sτ,σj ,ρ = Perm(Mτ,ρ◦M∗σpj (τ),ρ)Perm(|Mσuj (τ),ρ¯|
2),
T by Tξ,τ,σuj ,ρ =
∏m
i (Mτ,ρ◦M∗σup (τ))1,ξ and Vτ,σuj ,ρ = Perm(|Mσuj (τ),ρ¯|
2), where ξ is a permutation of them−j elements
of ρ and the sum runs over all such permutations.
We will now compute the variance of cj . For this, we will rely on two results from [14]. The first set of results relates
to the covariance of R. Two Rτ,σj terms are only correlated if they share the permuted part of their permutation, i.e.
Cov(Rτ,σ, Rµ,ν) = 0 unless σp = (νp)−1 [14, 15], where Cov is the covariance, µ is an m-combination of n, and ν is a
permutation. Secondly, we will later on need the fairly straightforward computations of the variance of R, S, T and
V .
The reason for this remarkable and crucial fact about covariances is the behaviour of the complex phases in equation
12: if σp = (νp)−1, all phases cancel against each other, and we obtain some finite covariance. If this is not the case,
there is a residual phase term which averages out to zero when taking the average over the ensemble of Haar-random
unitaries. Note that this condition does not place any restrictions on the phases of the unpermuted parts of σ and ν.
The reason for this is that the unpermuted parts of σ correspond to a permanent of absolute values (cf equation 14).
From this analysis, it also follows that Rτ,σ = R∗τ,σ−1 . We may therefore, without loss of generality, consider only the
real part of R [16], which we will denote R so as to not make the notation too cumbersome. This concludes the set
of results from [14] that we will use in our derivation.
From these considerations, it immediately follows that the cj are uncorrelated, since by construction, they contain
terms with derangements of different size, which can therefore never be each other’s inverse. Because they are
uncorrelated, each cj contributes independently to the variance used in our bound (equation 11), and we can use the
expansion into smaller terms given by equation 15 for a direct computation of these coefficients.
9The variance is given as
Var(cj) =
∑
τ,σj
Var
(
Rτ,σj
)
+
∑
(τ,µ,τ 6=µ)
∑
(σ,ν,σ 6=ν)
Cov
(
Rτ,σj , Rµ,νj
)
, (16)
where the sums run over all allowed combinations of indices, and where µ is an m-combination of n, and νj is a
permutation with j fixed points.
Our goal then is to understand the behaviour of the (co-)variance of Rτ,σ, Rµ,ν , since this allows us to evaluate
equation 16. For the lossless case, i.e. n = m, the condition σp = (νp)−1 enforces that σ = ν−1, since in that case,
there is only one τ = {1 . . .m}, and the assignment of the remaining part of the permutation is entirely fixed by the
remaining n− j elements of τ . Therefore, in that case, each Rσ has at most one Rµ that it has any covariance with
[14, 15].
However, when we add losses, the picture is complicated somewhat, since we now have freedom to choose σu and
νu by choosing different τ and µ. Considering a fixed τ and σ in the covariance term of equation 16, each µ which
contains the elements of νp now contributes to that covariance term. These permutations have different fixed points,
but identical phase factors, and therefore contribute to the covariance (since they add in phase).
This is best illustrated with an example. Suppose we set n = 4,m = 3. We therefore have a matrix M of size 4
by 3. Consider two choices of m-combinations of n τ = {1, 2, 3} and µ = {1, 2, 4}. Now consider the permutations
of τ and µ, σ2 = (2, 1, 3) and ν2 = (2, 1, 4), respectively. Note that these permutations satisfy σp = (µp)−1, but have
σu 6= µu. If we write down the corresponding R for both of these (using the definitions below equation 15), we get:
R1 = Perm
 M11M∗12 M12M∗11 |M13|2M21M∗22 M22M∗21 |M23|2
M31M
∗
32 M32M
∗
31 |M33|2
 (17)
R2 = Perm
 M11M∗12 M12M∗11 |M14|2M21M∗22 M22M∗21 |M24|2
M31M
∗
32 M32M
∗
31 |M34|2
 , (18)
which only differ in their fixed points. Since these pick up the same phases, they have a nonzero covariance.
In order to compute the variance of cj , we now have two tasks. First, we must count the number of terms in
equation 16 with satisfy the condition σp = (νp)−1. Secondly, we must compute the covariance between any two such
terms. We will begin with the first task. To count the number of terms with which some given Rτ,σj has covariance,
we must compute in how many ways we can assign σu given σp. Observe that σ is a permutation of m elements, and
that j of those elements are set by σp. To assign the fixed points, of which there are m− j by definition, we can chose
from n− j modes. The number of ways #R in which we can assign the fixed points is therefore given by:
#R =
(
n− j
m− j
)
. (19)
It is interesting to note the extremal cases of equation (19): if j = 0, we are in the term which corresponds to
classical interference, and equation (19) reduces to
#R =
(
n
m
)
,
which is nothing more than the statement that all classiscal ways for photons to be transmitted through the system
add without phase terms. In the case of j = m, #R = 1. The reason for this is that if there are no unpermuted parts
in the permutation, there is also no way to assign them, and therefore the only permutation which has covariance with
a given permutation is its inverse, just like in the lossless case. More generally, the number of terms which contribute
covariance in equation 16 is a decreasing function of j. Therefore, as we will see later, terms with low j dominate.
Since these terms correspond to few-photon interference, this allows us to construct an efficient approximation to the
probability distribution.
To compute the variance of cj we have to estimate the covariance of R. We start with the observation that:
Cov(Rτ,σj , Rµ,νj ) ≤
√
Var(Rτ,σj )Var(Rµ,νj), (20)
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where as was previously shown Var(R) < e
(
m
j
)
(m− j)!2m!/2N2m [14]. Hence Cov(Rτ,σj , Rµ,νj ) ≤ e
(
m
j
)
(m−
j)!2m!/2N2m. This inequality is saturated when τ = µ and σj = νj . In the case that σj and νj are fully distinct in
their fixed points, we can compute (see also Ref. [14]):
Cov(Rτ,σj , Rµ,νj ) = 〈Rτ,σjRµ,νj 〉 − 〈Rτ,σj 〉〈Rµ,νj 〉
= 〈Rτ,σjRµ,νj 〉
= 〈
∑
ρ
∑
ρ′
Sτ,σj ,ρSµ,νjρ′〉
= 〈
∑
ρ
Sτ,σj ,ρSµ,νjρ′〉
=
∑
ρ
〈Sτ,σj ,ρSµ,ξjρ′〉
=
(
k
j
)
(k − j)!2j!/2N2k, (21)
where going from the third to fourth line we have used the fact that there is phase cancellation if ρ 6= ρ′, and where
in the last line we have used the expression for E(S) from the supplemental material of [14] (equation 18). Note that
this lower bound differs by a factor 1/e from the upper bound. In other words, if two R add in phase, their normalized
covariance
1 ≤ Cov(Rτ,σj , Rµ,νj )√
Var(Rτ,σj )
√
Var(Rµ,νj )
≤ 1
e
.
From Eqs. (16) and (21) we obtain:
Var(cj) =
∑
τ,σj
Var(Rτ,σj ) +
∑
(τ,µ,τ 6=µ)
∑
(σ,ν,σ 6=ν)
Cov(Rτ,σj , Rµ,νj ),
< e
(
n− j
m− j
)(
n
m
)
D(m,m− j)(m− j)!2 m!
N2m
,
where D(m,m − j) is the rencontres number, which counts the number of permutations of m elements with m − j
fixed points. Since D(m,m− j) = e−1
(
m
m− j
)
j! +O( 1(m−j)! ), we obtain:
Var(cj) <
(
n− j
m− j
)( n
m
)( m!
Nm
)2
. (22)
Using this bound, the variance in Eq. (11) for P ′m(q) ≡
(
n
m
)−1∑k
j=0 x
jcj is bounded as
Var(Pm(q)− P ′m(q)) =
( n
m
)−2 m∑
j=k+1
x2jVar(cj)
<
( n
m
)−1( m!
Nm
)2 m∑
j=k+1
x2j
(
n− j
m− j
)
=
(
m!
Nm
)2 m∑
j=k+1
x2j
m(m− 1) . . . (m− j + 1)
n(n− 1) . . . (n− j + 1)
<
(
m!
Nm
)2 m∑
j=k+1
(
x2
m
n
)j
<
(
m!
Nm
)2
(x2(m/n))k+1
1− x2(m/n) . (23)
where we have used the sum of the geometric progression to obtain the last inequality. Note the important fact that
on the r.h.s. of Eq. (23) we have the average probability squared 〈Pm〉 = m!/Nm, thus our bound on the variance is
in the form of Eq. (10). Also note that the complex overlap between the internal states does not change the result
if we set x = |〈φi|φj〉|. Eq. (23) means that the r.h.s. of Eq. (10) is bounded uniformly in q by α
k+1
m
(1−αm) 〈Pm〉2 with
αm ≡ x2m/n. We can now state our first bound on the trace distance in Eq. (8).
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X. RESULTS
Theorem 1 The post-selected tom detected photons output probability distribution of a uniformly lossy boson sampling
device with n partially distinguishable photons, having a uniform overlap x of the internal states, x ≡ |〈φi|φj〉|, can
be approximated by the probability distribution describing a incoherent mixture of
(
m
k
)
interferences of 0 ≤ k ≤ m
partially distinguishable (as above) photons supplemented with m− k classical particles to the average (in a randomly
chosen network) trace distance error satisfying
〈dm〉 <
√
αk+1m
1− αm ≡ E(dm), αm ≡
x2m
n
. (24)
Note that the bound in Eq. (24) depends on the strength of photon losses, since the output probability distribution
Pm(q) in Eq. (7) involves m input ports τ randomly chosen from the total number n.
Theorem 1 states that one can approximate a lossy boson sampling with n input photons and m detected ones by
the boson sampling with k coherent bosons and m − k classical particles randomly distributed over m ports chosen
at random from n input ones. Obviously, it cannot have more quantum advantage then the k-size boson sampling.
Theorem 1 gives an upper bound on the trace distance between the output distribution and the approximation,
given k and α = x2mn . There is a similar result for the bound on the trace distance between the distributions with
variable number of detected photons.
Theorem 2 The full output probability distribution of a uniformly lossy boson sampling device with n partially dis-
tinguishable photons, having a uniform overlap x of the internal states, x ≡ |〈φi|φj〉|, can be approximated by the
probability distribution describing a incoherent mixture of
(
n
k
)
interferences of 0 ≤ k ≤ n partially distinguishable (as
above) photons supplemented with n− k classical particles to the average trace distance error satisfying
〈d〉 < 4e−2C2 +
√
αk+1
1− α, α ≡ x
2
(
η +
C√
n
)
, (25)
for an arbitrary 0 < C <
√
n(1 − η). The proof of theorem 2 is as follows. We divide the summation in the trace
distance between the whole distributions, i.e.,
d =
n∑
m=k+1
( n
m
)
ηm(1− η)n−mdm ≡ d(I1) + d(I2) + d(I3), (26)
into three parts according to the three domains I1,2,3 of m:
I1 = {k + 1 ≤ m < nη − C
√
n}, I2 = {nη − C
√
n ≤ m ≤ nη + C√n},
I3 = {nη − C
√
n < m ≤ n}, (27)
where C > 0. Taking C <
√
n(1− η), replacing the trace distance dm by its upper bound value 2 (see Eq. (8)), and
using Hoeffding’s inequality for the binomial distribution, represented as a sum of n i.i.d. Bernoulli trials xi ∈ {0, 1},
[17] (Theorem 1 on p. 15), we have for the sum in Eq. (26) over the domain I3:
d(I3) ≤ 2Prob
(
n∑
i=1
xi − nη ≥ C
√
n
)
≤ 2 exp
{
−2n
(
C√
n
)2}
= 2e−2C
2
, (28)
and that for the domain I1, obtained by the symmetry of the binomial distribution: i→ n− i and η → 1− η (i..e, by
counting zeros instead of ones). The sum over the domain I2 can be bounded using the fact that the upper bound on
dm, E(dm), is a growing function of m. We get
d(I2) ≤
∑
m∈I2
( n
m
)
ηm(1− η)n−mE(dm) <
√
αk+1
1− α, α ≡ x
2
(
η +
C√
n
)
, (29)
where we have used that the sum of the binomial distribution is bounded by 1. Q.E.D.
Theorem 2 reduces the problem of bounding the trace-distance of the difference between the whole distributions to that
for a fixed number of detected photons. Indeed, by choosing C(ε) =
√
ln(8/ε)/2 one converts the condition 〈d〉 ≤ ε on
12
the trace distance between the whole distribution to the condition 〈dm〉 ≤ ε/2 for a fixed number of detected photons
m ≡ nη + C(ε)√n (where the smallest bounding integer value is implied).
Theorem 1 means the existence of a fixed-size approximation to arbitrary imperfect boson sampling with non-ideal
indistinguishability and/or losses. Indeed, for any given trace distance error dm ≤ ε 1 and any given odds of failure
δ  1 there is such k(α, εδ) that for any size n 1 (the number of input photons to Boson Sampling) of an imperfect
setup for Boson Sampling, with m out of n photons detected and the overlap x, one can approximate its output by
an incoherent mixture of
(
n
k
)
interferences of 0 ≤ k ≤ n partially distinguishable photons supplemented by n − k
classical particles, where k is at most
k(α, εδ) =
[
ln
(
εδ 1−α2
)
lnα
]
− 1, α = x2m
n
. (30)
To arrive at this conclusion we have used Markov’s inequality for the trace distance d of Eq. (8) and the bound on
the average trace distance (24).
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