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INTRODUCTION 
In this paper we continue the investigation of the cohomology of the finite 
special linear groups. This was addressed in [2], but here we consider exclu- 
sively the case that the underlying field has two elements. We shall complete the 
proof that the results listed in [2, Table I] hold when 4 = 2. 
Our approach is much the same as in [2] and we refer to that paper for a more 
thorough orientation to the problem. However, here we shall not relent when 
nonzero terms appear in our analysis. This will require a rather detailed investi- 
gation of some of the groups and their modules. In addition, we shall construct 
several nonzero cocycles on Sylow 2-subgroups and decide if they are stable 
for the action of the Weyl group, i.e., if they are restrictions of cocycles from 
S&+,(2). In fact, we shall construct (on Sylow 2-subgroups) representatives 
of most of the “sporadic” nonzero classes. At then end of this paper, we list 
in Table I many of the explicit cocycles we construct, as well as the explicit 
cocycles constructed in [2]. 
In the first part of Section 1 we consider the Hochschild-Serre spectral 
sequence, which is a central tool for our analysis. We show how to decide 
when nontrivial terms in this sequence arise from nontrivial 1 and 2 cocycles on 
a maximal parabolic subgroup, and we show how to construct those cocycles 
when they exist. Later in Section 1 we analyze the I-cohomology of ,~5’,5,+~(2) 
acting on the exterior powers of the standard module. In Sections 2 and 3 we 
address the 1-cohomology and 2-cohomology questions, respectively. 
1. PRELIMINARIES 
Our analysis will again require the use of the Hochschild-Serre spectral 
sequence. Since the proofs to follow require explicit formulas for several non- 
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trivial cocycles, we shall also need to know explicitly the maps in these sequences 
in order to construct these cocycles. We now describe these maps under con- 
ditions slightly more general than we need for our applications. 
When 
A>-tP--++X (1.1) 
is an exact sequence of groups and W is a P module the Hochschild-Serre 
spectral sequence gives the exact sequence 
H1(X, WA) >+ HI(P, W) ---f H1(A, W)X --% H2(X, WA) 
y + H2(P, W), - H1(X, H1(A, W)) 2 H3(X, W-4) -+ 
w 
where H2(P, W), is defined by the exact sequence 
H2(P, w), >+ H2(P, W) = H2(A, W)x +. (1.3) 
It is our purpose to describe $i and (62 explicitly. In particular we show how to 
determine preimages of coclyces which are in their kernels. Recall in [2, Sect. l] 
we have described Y. 
We shall make the following assumptions: 
(a) sequence (1.1) splits, 
(b) A is Abelian. 
We remark that McLaughlin [13] has given a more general description than 
the one that follows assuming only (b). An analogous description is given in [l] 
for finding a preimage of an element in Im(Res(A, P)). It can be seen that the 
discussion that follows remains valid without assuming that A is Abelian if we 
add the additional hypothesis that W is A-trivial. 
Since (1.1) splits, both W and A are X-modules and so Cn(A, W) (the func- 
tions: An -+ W) is also an X-module by the action x . c: (a1 ,..., a,) + 
xc(at-I,..., a:-‘) where x E X, c E C”(A, W), and ai E A. Consequently we have 
exact sequences of X-modules 
B”(A, W) >--t Z”(A, W) ++ H”(A, W), 
Z”(A, W) >--c C”(A, W) ++ Bn+l(A, W). 
Recall BO(A, W) = 0, ZO(A, W) = WA, and CO(A, W) = W. From the X- 
cohomology of these we can construct the diagram 
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+ H”(X, Z’(A, W)) -+ H”(X, H’(A, W)) - fJn+l(x w% W>) - 
Lb 1 
EP+yx, WA). 
I 
This diagram commutes when n = 0, 1 [13]. Assume first that n = 0. If 
d E Zi(A, W) such that [d] E H”(X, EP(A, W)) = Hl(A, wx then there is a 
g: X-+ W such that for all u E A, x E X we have (x - 1) . d(u) = (a - 1) g(x). 
Then [d] is in Im(Res(A, P)) iff we can choose representatives so that 
g E 21(X, W). In this case it can be checked explicitly that if we define 
&m) = d(a) + q(x) (1.4) 
then do Zr(P, W) and Res(A, P) [a] = [d]. 
Assume now that n = 1. If d: X + .P(A, W) such that [d] E Hl(X, H’(A, W)) 
then there is g: X x X-+ W such that for all x, y E X and a E A (d(xy) - x . 
d(y) - d(x)) (a) = (u - 1) g(x, y). Then [q E Im(Y) iff we can choose repre- 
sentatives so that S(g) = 0, where 6 = 6,: Ca(X, W) + B3(X, w>. In this case 
again it can be checked explicitly that if we define 
f(ax, by) = 44 (b”) + abZg(x, Y) (1.5) 
where a, b E A and x, y E X, then f E Z2(P, w), (= those cocycles in Z2(P, W) 
which vanish on A x A) and Y[f] = [d]. 
It is now seen that when W is A-trvial (1.4) and (1.5) give the splittings Sz, 
and Q, of 41 and +a described in [2, Sect. 11. In our applications WA 2--f W-M 
W/WA will split in X-modules. Observe that under this condition the previous 
diagram shows that & = C2 = 0. 
Next we give a rather technical lemma which will be the key in many of the 
arguments that follow. Its importance is that in certain cases it shows that non- 
zero terms which arise in the spectral sequence associated with a maximal 
parabolic subgroup of SL,+1(2) are not the restrictions of classes from S&+,(2). 
It can be seen that this lemma applies quite generally to Chevalley groups acting 
on certain of their modules. 
LEMMA 1 .l. Let p be a prime integer, G a group, and P < G such that (G: P) 
is a p’ number. Assume there is un exact sequence of groups A >+ P -++ X. 
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Assume further that B < X and there is w E G such that Bw-’ C A. Suppose that 
W is an Abelian p-group that is a module for G, U is a P-submodule of WA, and 
let 1.: U + WA and i: WA --f W be the inclusion maps. Assume further that 
U >-& W-N W/U splits in B-modules. If n 3 0 and [f] E Hn(X, U) and 
Lfl B] # 0 then [infj,f] in Hn(P, W) is not stable fey w, and so is not the 
restriction of a class from H”(G, W). 
Proof. We have H”(X, U) -+i* Hn(X, WA) +inf Hn(P, W). Put j = infj*f. 
To see [(w - 1) .f i Pn P”] #O we prove [(w - 1) .f j B] # 0. Note that 
{I A = 0 so for b E B we have (1 - w) .f: b+f(b) - wf(b”-‘) = i*j,f(b) 
showing [( 1 - w) . f / B] = [f / B] = [i.+ j,f / B]. Since U >+ W 4-t W/U 
splits in B-modules, we have an exact sequence 0 + H”(B, U) -N* Hn(B, W). 
Thus 0 # [f 1 B] implies 0 # i*j*[f 1 B] = [(I - w) .fi B]. 
This completes our consideration of generalities and we now proceed to the 
problem at hand. We will use the notation of [2, Sect. l] with the restriction that 
q = 2. So now K, P, A, X, Vi, Vi, etc., have the special meanings assigned to 
them there. We will freely use those results of [2] which are applicable. Observe 
that now End(K*) is the trivial ring. Consequently, the superscripts, introduced 
in [2, Sect. 11, are unnecessary. Thus we omit them. Furthermore, R is a finite 
prime field and we will regularly use the fact that Hom( U, W) = Hom,( U, W) 
zzz Hom,(U, W), where Z is the ring of integers and U and W are K vector 
spaces. 
In order to apply Lemma 1.1 we make the following definitions. Assume I> 1 
and set 
B = 
U-6) 
where I = id E S&,(2). In our applications of the lemma U will be KX- 
complemented in W. It is seen that with these definitions Lemma 1 .l applies 
when G = S&+,(2) provided that f is a cocycle satisfying [fi B] # 0. 
Although the next result is known [15, 121, we shall give a proof here in order 
to show how to construct explicit generators of the nonzero groups. These 
explicit cocycles will be necessary in what follows. 
LEMMA 1.2. The results of [2, Table I] hold when q = 2, n = 1, and M = Vi , 
1 <i<l. 
Proof. The result is clear when 1 = 1 as here V, is the Steinberg module for 
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SL, which is projective [17]. Assume 1 > 1. Since Vi’iA = UC [2, Lemma 1.31, 
sequence (1.2) gives the exact sequence 
Hl(X, Ui) >+ Hl(P, Vi) + Hl(A, VJX + H2(X, Vi) -+. (1.7) 
We shall use induction for the first term of this sequence. For the third take 
A-cohomology of the exact sequence of [2, Lemma 1.31 to obtain the exact 
sequence of KX modules U,-i >+ Hom(A, Ui) + H1(A, Vi) --f” Hom(A, 
U,-J -+. We write this as the exact sequence H >--+ H1(A, Vi) --++ Im(?r), where 
H is defined by the exact sequence Uipl >+ Hom(A, UJ -+ H. Take KX- 
cohomology of these sequences to obtain the exact sequences 
Hx >-+ H1(A, V# -+ Im(n)x Z Hom(A, Ui-#, (1.8) 
lJ~--, >+ Hom(A, Ui)x-+ HX+ H1(X, Ui-1). (1.9) 
Since A N U, [2, Eq. (1.9)], by [2, Theorem 2.11 we have 
Hom(A, U,-l)x = 0 when i # 2, 
(1.10) 
7JE, N Hom(A, Ui)x. 
Note also that H = 0 when i = 1, and that when i = I- 1, we have that 
Hom(A, Us) N Hom( U, , Ui) ru U,* @ Ui N (U, @ U,) * does not involve 
the trivial XX-module [15, Sect. II, Proposition 11. Thus 
Hx=O when i=E,l- 1. (1.11) 
Assume now (I, i) = (2, 2). Use (1.8)-(1.11) to conclude Hl(A, V,)X < 
Im(n)x < Hom(A, Ul)x has dimension at most 1. Since the generator of 
H1(X, U,) E H1(X, K) has nonzero restriction to B, we may apply Lemma 1.1 
to conclude that S(SL,(2), V,) h as imension at most 1, and if this group is d’ 
nonzero a generator has nonzero restriction to A. Use [2, Eq. (4.1)] for the case 
(1, i) = (2, 1). 
Now assume (I, i) = (3, 3). Use (1.10) and (1.11) and the fact that X is 
perfect to conclude that (1.8) is the O-sequence and that the first three terms of 
(1.7) are 0. The result follows here. Use [2, Eq. (4.1)] for the case (I, i) = (3, 1). 
Assume now (I, i) = (3, 2). Use (1.11) and (1 .S) to conclude that H1(A, V2)x < 
Hom(A, UJx has dimension at most 1. We have just seen that we may apply 
Lemma 1.1 to conclude that H1(SL,(2), Vs) has dimension at most 1. 
Next assume that I> 4. Using [2, Eq. (4.1)] we may assume i > 3. By 
induction all terms in (1.7)-( 1.10) are 0 except for the case (I, i) = (4, 3). Here 
the result follows from (1.11). 
We have now given the upper bound of the lemma. 
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In general we shall use c$ to denote the restriction to the Sylow 2-subgroup 
of upper triangular matrices of a representative of a nonzero class in Hn(SL,-r(2), 
Vi). We remind the reader who wishes to check the calculations to follow that 
K is the field of two elements and hence x2 = x = -x for all x E K. 
We now construct c:,, . We use (1.4), (1.7), and (1.8). Identify (3 with 
t 0 1 0 1 p a1 
i 
EA 
and x with 1x0 
i 1 0 1 0 EX. 0 0 1 
Define 
and see d E .??(A, V,). Furthermore, it can be checked that 
((x - 1) * d) (8”) = ((i) - 1) g(x) where g(x) = x E Vi . 
0 X 
According to (1.4) we define 
and ct,i is a nontrivial cocycle. It is easily checked explicitly that c:,~ is stable 
for each of the fundamental generators of the Weyl group and so its class is the 
restriction of a nonzero class from H1(SL,(2), V,). The construction of ci,, is 
similar. 
It remains to give c:,s . It will be convenient to first prove the following lemma, 
which will also be used later. 
LEMMA 1.3. W(A, V,)x is of dimension 1 if 1= 3 and is 0 when 1> 3. 
Proof. From the definition we have the exact sequence of KX-modules 
Bl(A, V,) >-+ .C?(A, V,) ---f+ Hl(A, V,). Taking X-cohomology of this sequence 
we obtain the exact sequence of K-modules 
Bl(A, V,)X >+ Z(A, V,)x + EP(A, V# + W(X, B1(A, V,)) -+. (1.12) 
FINITE SPECIAL LINEAR GROUPS, II 245 
We also have an exact sequence of KX-modules VaA >+ Va -++ Bi(A, Va). 
Use [2, Lemma 1.31 to conclude Bi(A, V,) N U, in KX-modules. Thus we have 
seen Bl(A, VJx = 0 and H’(X, @(A, V.J)x is 0 when I # 3 and of dimension 
1 when E = 3. The upper bound of the lemma follows if we show .P(A, V,)x = 0. 
Using the exact sequence of [2, Lemma I.31 we have the exact sequence of 
KX-modules .??(A, U,) >--+ .??(A, V,) -P .P(A, U,). We claim Im(n) = K. 
For this regard Va as the contragradiant module of (I + 1) x (I + 1) alternate 
matrices and when a, b E Kz+l (columns) let a t bt denote the martix whose (i, j) 
entry is a& . Take f (normalized) in Zi(A, Va) and write 
where fi(a) E U, and fi(u) E VI = Kz ( co umns). 1 It is seen the cocycle condition 
on f is equivalent to the conditions that fi E Z1(A, U,) = Hom(A, U,) and that 
ffpl;s4 = f&z) + f2(b) + u * f,(W + b * fdu)“. The symmetry of u and b 
(4 4-u *ff,W + b *fdu)” 
is an alternate form. Using this condition and the fact that Im(?r) is a KX- 
submodule of Hom(A, U,), it is seen that Im(n) is contained in the scalers in 
Hom(A, U,) N Hom(U, , U,). Define f by setting fl(u) = a and fi(u) = 
a * ut + d(u) and see that f E E(A, VJ with n-[f] # 0 (d as defined immediately 
preceding [2, Lemma 3.41). 
We thus have an exact sequence of KX-modules Hom(A, U,) >-+ Z’(A, V,) 
---t-f K. Taking X-cohomology we obtain the exact sequence of K-modules 
Hom(A, U,)* >+ .??(A, V.Jx --f Kx -ta Hi(X, Hom(A, U,)). We conclude from 
[2, Theorem 2.11 that if a # 0 then .Z?(A, V,)r = 0. We compute a(f). For 
x E X and a E A the projection of a(f) on U, is given by a(f) (x) (a) = (x - 1) * 
f(u) = x(x-%2 * d.a+ + d(x-la)) d + a * ut + d(u) = xd(x-la) xt + d(u). We 
compare to [2, Lemma 3.41 to see 8 # 0. The upper bound of the lemma follows. 
Now we give the lower bound. We use (1.12). Let il: U, -+ Vz be the KX- 
injection associated with the decomposition of [2, Lemma I.31 and let S be the 
subgroup of upper triangular matrices of SL. Define d,: A -+ V, by 
rs+r 0 
d. a+p+r 
1’ 0 0 
* 0 i 0 
and set d, = f + dl . Then it is seen that d, E Z(A, V,) and if x E X A S then 
(x - 1) . d,(u) = (a - l)g(x) where g(z) = i&(x) + (x - 1) ii(K) Since g 
is stable for both fundamental Weyl generators in X we see 0 # [da] E 
ZP(A, V.J*. This completes the proof of Lemma 1.3. 
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To complete the proof of Lemma 1.2 observe that (1.4) implies we may define 
da(ax) = da(u) + ag(x) and then 0 # [da] E H1(S, VJ. Now define 
c:,, = inf(&) +4 . 
By construction this is stable for the Weyl generators in X so we need only 
verify stability with respect to the Weyl generator w = wa . It is easily seen that 
(w - 1) .d,2 ~Sn.!P=Sh~SnP where 
2. COHOMOLOGY OF DEGREE 1 
In this section we prove Theorem 2.1. This was proved by Sah [15, Theorem 
51 except when (i,j) E ((1, 3), (3, l), (2, 1 - 2), (I - 2, I)}. It is this case in which 
we are primarily interested since it is necessary for the proof of Theorem 3.1. 
The main difficulty (when 1 > 4) is that the cohomology of degree 1 of P acting 
on the module in question is nonzero. Lemma 1.1 will be used to see this class 
is not the restriction of one from SL. 
THEOREM 2.1. The results of [2, Table I] hold when q = 2, n = 1, 
M = Hom(Vi , I’,), and {i,j> n (1, Z} f m. 
Using Sah’s results and the remarks immediately preceding [2, Eq. (3.2)], it 
is sufficient prove the theorem when either (i, j) is (3, 1) or (1, 3). We do this in a 
sequence of lemmas. 
LEMMA 2.2. Theorem 2.1 hoZds when 2 = 3. 
Proof. Recall from [2, Sect. 31 the definitions of &, Y, and A and let A’ 
denote the contragradiant module of 4 x 4 matrices for SL,(2). Observe 
A! N V @ I? Define Z? and - by the exact sequence 
Define V: A? -+ .zZ by n(m) = m + mt and L: sl+ A’ by letting L(a) be the 
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matrix obtained from a by setting to 0 all entries on or above the diagonal. We 
obtain the exact sequence of KSL-modules 
and we see that L is a K-splitting of X. Now x induces an exact sequence of 
KSL-modules 
Ker($ >+ 9 :+ &‘. (2.3) 
We see that L: a --f L(a) is a K-splitting of ii and that d : Ker(fi) ‘V V, . Take 
SL-cohomology of (2.1) and (2.3) t o obtain the exact sequences of K-modules 
W(SL, d) >+ H’(SL, d&f) ---f fP(SL, 9) -+, (2.4) 
fP(SL, Ker(ii)) -+ fP(SL, 9) + W(SL, at’) -f+ W(SL, Ker(ii)) --+. (2.5) 
Using (2. I), the fact that 31 sr V, , and Lemma 1.2 we see the present lemma is 
proved if we show HI(SL, 9) = 0. For this it is sufficient to prove that 8 # 0. 
We take c1 a,a in Zr(SL, &) and show [SC&J # 0 by showing that 0 # [6& j A] E 
H2(A, Ker(ii)) N H2(A, V,). 
Letf = A,&$, 1 A and take a = (Q), b = (bij) in A. It is seen thatf(a, b) = 
Wci,,W) + uW~,2(4) at +~5(ci,~(4)) =44Wi,2(W) 4 =dwl + ad24e2 
u,,b,,e, E V, . From this it is easily checked that [f] # 0 in H2(A, Vi). The lemma 
is proved. 
Note that the above calculation may be used to compute ci,i from c:,~. An 
analogous computation at 1 = 2 may be used to determine c:,~ using ci,i . We 
can replace &’ by J@ = Vt @ P’f regarded as the KSL-module of (E + 1) x 
(I + 1) matrices with actiong . m = &g-l, whereg E SL, m EJ&, andj = (g”)-r, 
and make corresponding replacements d, 9, 2. Using the above procedure we 
may obtain c&s and c;,~ from ci,, and ci,, . For the case 2 = 2 it is useful to 
observe F: K3 (columns) - (3 x 3 alternate matrices} defined by p)(u) = 
u1(e2s + e32) + u2(e,, + e3i) + u3(e,, + e2J, where {eii} is the usual matrix base, 
satisfies &$z) = gcp(u) gt for all g E SL. Thus v is the isomorphism between the 
two forms of the KSL,(2)-module V,* E V, . The outcome of these calculations 
is listed in Table I. We shall be using these cocycles in Section 3. 
We continue the proof of Theorem 2.1 assuming I > 3 and (i, j) = (3, 1). 
Using (I. 1) and (1.2) we obtain the exact sequence of K-modules 
fP(X, Hom( V, , V1)A) ++ EP(P, Hom( V, , Vi)) -P H’(A, Hom( V, , V,))x -+. 
(2.6) 
In the following lemma we show the first term of this sequence is of dimension 1 
but its image into the second term is not stable for SL. In the remaining lemmas 
481/54/I-17 
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we show the third term is 0. This will complete the proof. We shall need the 
following fact [15, Sect. III, Eq. (3)]: 
Hom(Vi , V,)” N Hom( Vim1 , U,) when i> 1. (2.7) 
LEMMA 2.3. dim, Hl(SL, Hom( I’s , I’,)) < dim, HI(A, Hom( Va , V,))“. 
Proof. By (2.7) and Theorem 2.1 at (i,j) = (2, 1) we see the first term of 
(2.6) is of dimension I. We apply Lemma 1.1 with B and w as given in (1.6) and 
with W = Hom(Vs , I’,) and U = WA. Note that U is KX-complemented in 
W (by @ Hom( Ui , Uj) summed over (i, j) E ((3, l), (3, 0), (2, 0)}) follows from 
the splitting in KX-modules of the sequence of [2, Lemma 1.31. 
We need to see if 0 # [f] E W(X, Hom( U, , U,)) then [f / B] # 0. For this 
replace I- 1 by 1 (and so X by SL, B by A, and lJi by Vi) and obtain a sequence 
identical to (2.6) except that the subscript 3 is replaced by 2. From (2.7) and 
Theorem 2.1 (at i = 2) we have Hr(X, Hom( V, , VJA) = Hl(X, Hom( U, , UJ) 
= 0, showing a nonzero element of Hl(SL, Hom( V, , V,)) must have a nonzero 
restriction to A. This completes the proof of Lemma 2.3. 
LEMMA 2.4. If Theorem 2.1 holds at 1 = 4 then it holds when I> 4. 
Observe first that since A is trivial on Ui , 1 < i, j < 1 we have 
Hom( U< , VJA N Hom( Ui , V,“) N_ Hom( U, , Uj). (2.8) 
Dually we have 
Hom( V, , Ui)A ‘v Hom( V,/[A, V,], Vi) rv Hom( Uipl , Uj). (2.9) 
Proof. Assume 1 > 4. From [2, Lemma I.31 we obtain the exact sequence of 
KP-modules Hom( U, , V,) t--f Hom( V, , VI) -++ Hom( U, , VI). Take A- 
cohomology of this sequence and use (2.7) and (2.8) to obtain the exact sequence 
of KX-modules Hom( U, , U,) >-+ H1(A, Hom( U, , VI)) --t H1(A, Hom( V, , 
V,)) --+” H1(A, Hom( U, , VI)) -+. We write this as the exact sequence of 
KX-modules H >--f H1(A, Hom( V, , V,)) --f+ Im(n) where H is defined by the 
exact sequence Hom( U, , U,) b--t H’(A, Hom( U, , V,)) -+ H. Take the KX- 
cohomology of these to obtain the exact sequences of K-modules 
Hx >-+ H1(A, Hom( V, , VI))x -+ Irn(r)r C H1(A, Hom( U, , VI))x, (2.10) 
Hom( U,, U# >+ H1(A, H1( U, , VI))x-+ Hx+ H1(X, Hom( U,, VI))-+. (2.11) 
We claim H1(A, Hom( Ui , VI))” = 0 for i = 2,3 and 1 > 4. 
Presently we assume the claim and show the Lemma follows. From [2, 
Theorem 2.11 and Theorem 2.1 (applied at 1 - 1 by induction) we see (2.11) 
is the O-sequence except when I= 4. Then (2.10) is the O-sequence. Now Lemma 
2.4 follows from Lemma 2.3. 
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Now we prove the claim. We use [2, Lemma 1.31 to obtain the exact sequence 
of K&modules Hom( Vi, Vi) >+ Hom( Vi , Vi) --++ Hom( Vi, Us). Take 
A-cohomology and use (2.8) to obtain the exact sequence of KX-modules 
Hom( Vi , U,,) >--+ Hom(A, Hom( Ui , U,)) + H1(A, Hom( Vi, VI)) -Q Hom(A, 
Hom( Ui , U,,)) -+. In the familiar way (with H,, = Hom(A, Hom(U, , U,))/ 
Hom( lJi , Us)) we obtain the exact sequences of K-modules 
H,X >+ H’(A, Hom( Ui , V1))x + Im(p)X C Hom(A, Hom( lJ< , U,J)x, (2.12) 
Hom( Ui , U,,)X >i--f Hom(A, Hom( Ui , U,))” + HOx --f W(X, Hom( Ui , U,,)) -+. 
(2.13) 
Use [2, Theorem 2.11 and Lemma 1.2 to see the second of these is the O-sequence 
except when (I, ;) = (4,2). Now use [2, Theorem 2.11 to see the first is also the 
O-sequence except when (I, i) = (4, 2), (4, 3). This completes the proof of the 
claim and the lemma. 
Our next goal is to show Theorem 2.1 holds when I = 4. For this we will 
need some special information about the modules of S,&(2). Recall this is the 
Chevalley group A,(2) and the KA,(2)-modules are parameterized by the 
restricted weights [17]. Thus they may be written as V(‘(h) where X = ‘&, nib, 
where n, = 0 or 1. It is known that V(h,) = Vi for 0 < i < 3 and that V(‘(h, + ha) 
is the nontrivial constituent of Hom(V, , Vi), of dimension 14, and that 
qx, -t A, + &) is the Steinberg module, of dimension 64 [17]. Furthermore, 
V(/\, + &) and V(h, + )1a) are dual to one another [19]. Recall A,(2) is also the 
alternating group on eight symbols. So we may quote [14] to see &l,(2) has an 
irreducible module of dimension 20. Looking through our list we see that 
V(A, + X,) and V(h, + ha) must be of dimension 20. 
LEMMA 2.5. There are split exact sequences of KSL,(2)-modules 
Proof. These statements are dual so we prove only the first. Note that at 
least the dimensions add up correctly. Also note that Vi is a submodule of 
Hom( V, , 17.) follows from [2, Theorem 2.11 and that V(h, + ha) is a homo- 
morphic image of Hom( Vi , V,) ‘v V,* @ Vs N I’s @ I’, follows from [I 9, 
Lemma 2A]. Consequently the claimed sequence exists and it remains to see 
that it splits. For this it is sufficient to see that Vr is a homomorphic 
image of Hom( V, , V,). We have Hom(Hom( I’, , I’,), Vi) ‘v Hom( V, @ V,, V,) 
‘v Hom( I’, , Hom( V, , Vi)). Thus ff”(SU2), Hom(Hom(vl , VJ, v,)) N 
HO(SL,(2), Hom( Vs , Hom( V, , Vi))) N K by [2, Theorem 2.11. The lemma is 
proved. 
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Lemma 2.5 allows us to complete the determination of the first cohomology 
of S&(2) on its irreducible modules in characteristic 2. 
COROLLARY 2.6. H1(A,(2), V(X)) is of dimension 1 when X E {A,, A, + 
A, , A, + AZ, A, + A,} and is 0 otherwise. 
Proof. This is immediate from Lemmas 1.2 and 2.5 and Theorem 2.1, a 
result of Jones [ 121 concerning the case h = /\r + ha , and the fact that the 
Steinberg module is projective. 
LEMMA 2.7. Theorem 2.1 holds at 1 = 4. 
Proof. We return to the proof of Lemma 2.4 and observe its failure in this 
case is that the last term in (2. I1 )-(2.13) is not always 0. Consider first (2.12). 
Since Us is of dimension 1, we have Im(p)X = 0 [2, see proof of Lemma 3.7. 
NOW (2.12) and (2.13) imply H1(A, Hom(Ua, V,))x = 0. Using (2.10) we need 
only further see Hx = 0. This will follow from the fact that Hl(A, Hom( U, , V,)) 
does not involve the trivial module, which we now show. 
The constituents of Hl(A, Hom(Ua , V,)) are among those of Hom(A, 
Hom( U, , U,)) E Hom( U, , U,*) E Hom( U, , U,) and Hom(A, Hom( U, , U,)). 
By Lemma 2.5 the first of these does not involve the trival KX-module so we 
now consider the second. It is isomorphic to Hom(U, , Hom( U, , Ul)) N 
U,* @ Uz @ U, e U, @ U, @ U, and is seen to be self-dual. It is also iso- 
morphic to Hom( U, , Hom( UT , U$ )) E Hom( U, , Hom( U, , U,)) cu Hom( U, , 
U, @ U(h, + ha)) = L, @La where L, = Hom( U, , U,) N (U, @ U,) * and 
L, = Hom( U, , U(X, + ha)). Consequently L: <L, @L, . 
We quote [15, Sect. II, Proposition l] to see L, is a uniserial module whose 
irreducible constituents are U, , U, , U, , respectively. Thus L$ is uniserial with 
constituents Ua, Ur, U,. 
We claim Lf is a constituent of L, . We assume this for now and complete the 
proof. By a theorem of Wong [19, Lemma 2A] L, z U, @ U(X, + A,) has the 
Steinberg module as a homomorphic image. Thus L, @La has constituents 
L, , LF and U(i(x, + X, + ha). Count dimensions to see these are the only con- 
stituents. Thus it does not involve the trivial KX-module. 
Now we prove the claim. Let n1 and ma be the projections associated with 
Ll @La. We have (L, n L$ @ (L, n Lf) CL:. If L, n Lf = 0 then 7~~: 
LT c-+ L, and the claim is proved. Otherwise, considering the structure ofL, and 
L;” we see L, n Lf z U, . Now Lf/L, n L$ s rr,(L$) Z L, . We see that Ua 
is the largest homomorphic image of L$ that is a submodule of L, . Thus 
n,(LT) = 0 or U, . In the former case LT CL, and the claim is proved. In the 
latter dim,(L, n LT) = dim&L:) - dim,( U,) showing (L, n Lt) @ (L2 n I$) 
= Lf. This displays a nontrivial decomposition of the indecomposable module 
L,*. 
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3. COHOMOLOGY OF DEGREE 2 
The main result of this section is the following theorem. 
THEOREM 3.1. The results of [2, Table I] hold when q = 2 and n = 2. 
We shall give a complete proof of this result except to show the group is 
nonzero when (I, i) = (4, 1) or (4,4). For this we refer to [9]. The cases i = 1 
or I have been covered in [6, 7, 9, 15, 161. W e s a h 11 include a proof of these as it 
requires little extra work and allows us to write down explicit cocycles as well as 
accumulate information that is needed for the other cases. 
We remark that essentially the same procedure may be used to compute the 
groups f%%+,(q), Wq)) and t o obtain explicit formulas for the nonzero 
elements. Since this group is the subgroup of the Schur multiplier generated by 
the elements of order p, it is known [lo]. Consequently, we shall not include 
these calculations, but we shall include in Table I, without proof, explicit 
formulas for nonzero generators. 
We further remark that S&(2) is the Chevalley group A,(2) = Q(2) = 
Q,+(2) and that I’, is the standard six-dimensional orthogonal module for this 
group [4]. Thus our results accord with those of Griess [8, 91. 
We carry out the proof of Theorem 3.1 in a sequence of lemmas. Observe the 
case E = 1 is trivial as we have seen here V, is the Steinberg module. Henceforth 
we assume I > 1. 
LEMMA 3.2. If 1 < i < 1 then H2(A, Ui)x is of dimension 1 when i = 1 or 
(I, i) = (2,2), andis 0 otherwise. Furthermore, Res(A, P): H2(P, lJi) + H2(A, Ui)x 
is the O-map except when (1, i) E ((3, l), (2, I), (2,2)}. 
Proof. We use [2, sequence (1.7)]. Hom(A, UJx is 0 when i # 1 and of 
dimension 1 when i = 1 [2, Theorem 2.11. Alt2(A, Ui)x N Hom(AA A, UJx N 
Hom( U, , Ui)x is 0 when i # 2 and of dimension 1 when i = 2 [2, Theorem 
2.11. In case i = 2 we refer to [2, Lemma 4.21. Observe in case (1, i) = (2, 2) we 
have Hom(A, U,) N A* N U, . Thus the lower bound follows in this case from 
[2, sequence (1.7)]. 
‘We refer to Sah [16, Proposition 0.41 for the proof of the statement concerning 
Res(A, P). In his notation there is a map d$2: H2(A, UJx-+ H2(X, Hom(A, U,)) 
such that Im(Res(A, P)) = Ker(dg12). This map is nonzero when i = 1 and 
1 # 2 or 3. Combining his result with ours we see diy2 is an injection with the 
noted exceptions. When (1, i) = (2, 1) or (2,2) then diS2 is 0 since its target 
space is 0, as here A = U, is the Steinberg module for X = SL,(2) and so 
Hom(A, Ui) is projective. When (1, i) = (3, 1) again GT2 = 0 since Sah shows 
its image is in H2(X, HomO(A, U,)) w h ere HomO(A, U,) = Ker(trace: Hom(A, 
77,) -+ K). This group is again 0 because HomO(A, U,) is the Steinberg module 
for X = S&(2), and so is projective. 
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LEMMA 3.3. Assume 1 > 2 and Theorem 3.1 holds at I- 1. If I < i < 1 
then H2(P, UJ is of dimension 2 when (I, i) E ((3, I), (3, 2), (4, 3), (3, 3), (2, 2)}, it 
it is of dimension 1 when i = 2 or (I, i) E ((2, l), (4, I), (5, l), (4,4), (5, 4)}, and it 
is 0 otherwise. 
Proof. We use (1.2) and (1.3). Recall we have seen that 4, = C& = 0 since 
lJi is A-trivial. Now the lemma follows from the previous lemma, the results of 
l-2, Table I], and the fact that H2(SL,+,(2), K) is of dimension 1 when E = I, 2, 
or 3, and is 0 when 1 > 3 [18, p. 951 or [lo]. 
We wish to observe that the previous lemma implies that if Theorem 3.1 
holds at 1 = 5 then it holds for 1 3 5. We use the fact that Vi has KP-factors Vi 
and lJ,-i [2, Lemma 1.31. For the cases i = 2, 3 we use [2, Eq. (4.1)]. 
We will also need the following information for our analysis. 
LEMMA 3.4. Let K denote the submodule of scaler matrices in Hom( V, , VI). 
Then F(SL,+,(2), Hom(V, , V,)/K) is of dimension 1 when 1 = 1 and is 0 when 
1> 1. 
Proof. When 2 1 1 it is seen K is complemented by the submodule of matrices 
of trace 0. Thus the group in question is a direct summand of H1(SL1+,(2), 
Hom(Vi , VI)) = 0, by Th eorem 2.1. When I = 1 we quote [15, Sect. II, 
Proposition l] to see the module in question is a KSL,(2) extension of V, by K. 
Thus it corresponds to an element of H1(SL2(2), Vd = ExtsL,t2)(K, V,). Since 
VI is projective the module is VI @ K. The result is now clear. 
Finally assume 2 { E > 1. Let L denote the submodule of trace 0 matrices and 
J? = L/K. It is seen that the trace map induces an exact sequences 
z >-+ Hom(V1 , VJK -+ K. The SL-cohomology of this sequence gives the 
exact sequence K >-+ H1(SL, L) + Hl(SL, Hom( VI, VJK) -+ Hl(SL, K) -+. 
The result now follows from the fact that the last term in this sequence is 0 and 
that HI(SL,z) rv K [12]. 
For the proof when 1 is small we take A-cohomology of the exact sequence of 
[2, Lemma 1.31 and obtain the exact sequence 
I7-r >--+ Hom(A, Vi) -+ W(A, Vi) -% Hom(A, Vi-,) 
(3.1) 
-+ H2(A, U,) + H2(A, Vi) A H2(A, U,-I) -. 
LEMMA 3.5. Theorem 3.1 holds when i = 1 or 1. 
Proof. By the previous remarks and [2, Eq. (4.1)] we may assume i = 1 and 
1 < 5. According to Sah [15, Sect. III, Eq. (S)], in (3.1) we have n1 = rr, = 0. 
Using this and Lemma 3.4 we see Hr(X, H1(A, V,)) is of dimension 1 when 
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I = 2, and is 0 when I > 2. From (3.1) we can make the exact sequences 
Hx >+ H2(A, Vdx -+ Im(7r.# = 0, 
Hom(A, U,,)X >--f H2(A, UJX + Hx -+ H1(X, Hom(A, U,)) -+. 
We use Lemmas 1.2 and 3.2 to see Hx is of dimension 1, except possibly when 
E = 3. To see this is also true at I = 3 we consult [2, sequence (1.711 to see 
H2(A, U,) has XX-constituents Hom(A, U,) and Alt2(A, U,) N Hom(A A A, 
U,) N Hom( U, , U,) E U$ @ Ur E U, @ U, . Now by [15, Sect. II, Propo- 
sitions 1, 21, H2(A, UJ involves the trivial XX-module with multiplicity at 
most 1. Thus H2(A, V# = K. We now use (1.2) and (1.3) with W = V, . 
When Z = 5 we can get the better bound H2(P, I’,) C K. For this we use 
(1.2) and (1.3) and the information of Lemmas 1.2 and 3.2 and Theorem 3.1 
(by induction) to see H2(P, U,) has dimension 1 and H2(P, U,) is 0. 
Assume 1 = 2. Then H2(P, V,) is of dimension at most 2. To prove the upper 
bound it is sufficient to construct the cocycle in H2(P, V,), that has nontrivial 
projection onto H1(X, H1(A, V,)) an see it is not stable for SL. We use (1.5) d 
and its notation. Identify x with 
and a with 
set 
and 
and see that (d(xy) - x * d(y) - d(x)) (a) = (a - 1) g(x, y). Thus we may set 
f(ax, by) = ad(x) (b”) + a&g(x, y) and v] E H2(P, VI), . Let w = w2 . It is 
seen that [(w - 1) . f / P n P”] # 0 since the projection of 
onto the third coordinate is my, which is easily seen to be nontrivial. 
Assume 2 = 3,4, 5. From the above analysis we see dim, H2(P, VJ - 1 is at 
most the claimed upper bound for H2(SL, I’,). So it is sufficient to see the cocycle 
inflated from H2(X, VIA) = H”(X, U,) . IS not the restriction of one from SL. 
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In this case it also follows that a generator of H2(SL, VJ (if nonzero) has nonzero 
restriction to A. The result now follows from the case I = 2, induction, and 
Lemma 1.1. 
We shall need the following two special lemmas for the cases (I, i) = (5, 3), 
(592). 
LEMMA 3.6. If 1 = 4 then V, A V, does not involve the trivial KSL,(2)- 
module. 
Proof. There is an exact sequence of KSL-modules 
f 
N>-+ V,A V,-++ V, 
where N = Ker(f) and f: (ei A eJ A (e, A e,) --f ei A ej A ek A e, . Since V, 
is SL-irreducible it is sufficient to see that N does not involve the trivial KSL- 
module. 
We claim that V, A V, involves the trivial KX-module with multiplicity I. 
If this is true, then since V, involves the trivial KX-module with multiplicity 1 
[2, Lemma 1.31, we see N does not involve the trivial KX-module and hence 
does not involve the trivial KSL,(2)-module. 
Now we prove the claim. Since as KX-modules we have V, g U, @ U, , 
it is seen that V, A V, E (U, A U,) @ (U, A U,) @ (U, @ U,). Since U, A U, 
cv U, is nontrivial and irreducible and U, @ U, = t73” @ U, ‘v Hom( U, , U,) 
does not involve the trivial KX-module by Lemma 2.5, we need only see that 
U, A U, involves the trivial KX-module with multiplicity 1. Recall that the 
adjoint module for the complex Lie algebra Da(@) is the exterior square of the 
standard six-dimensional orthogonal module [I 1, Sect. I 11. The composition 
factors are preserved upon transfering coefficients to K [20, Lemma 2C]. 
Consequently, the 15-dimensional module U, A U, has the same KX = KQ(2) 
= KA,(2) composition factors as the adjoint module for SL,(2). These factors 
are of dimension 1 and 14 [15, Sect. II, Proposition 21. 
LEMMA 3.1. Assume 1 = 3 or 4. There is an exact sequence of KSL modules 
V, >+f Hom( V, , V,) +-f H which dejines H. Then dim, H’(SL, H) < 1. 
Proof. By [2, Theorem 2. I] there is a unique such f. Hence H is well defined. 
When E = 3 the result follows from Lemma 2.5 and Corollary 2.6. We assume 
1 = 4. It is seen that f is given by the formula f (v): w -+ v A w, for v, w E V, . 
Using [2, Lemma 1.31 we obtain the exact sequence of KP-modules 
Hom( V, , U,) >--f Hom(V, , V,) -++ Hom( V, , U,). It is seen that Im(f) n 
Hom(V1 , U,) = 0. Thus we have an exact sequence of KP-modules 
Hom(V1, U,) 9---f H&L* (3.2) 
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where L* = Hom(I’r , U,)/~~(V,). We claim that L* N Hom(U, , U,)/K as 
KP-module and that A acts trivially on L*. It is seen that ?7f(U,) covers 
Hom( U,, , U,) C Hom(V, , U,) and that ~f( U,,) covers the scalers in 
Hom( U, , UJ C Hom( V, , U,). From this the claim follows. 
We claim (L*)P = H’(P, L*) = 0. The first is clear as (L*)x = 0. For the 
second use (1.2) with W = L*. Hi(X, Lx) = 0 follows from Lemma 3.4 and 
H1(A, L*)x = Hom(A, L*)I = 0 since A and L* have no common KX-con- 
stituents. Using this information in the P-cohomology of (3.2) we see H1(P, H) = 
Hl(P, Hom(vl , UJ). 
We claim this group is of dimension at most 2. From (1.2) and (2.9) we obtain 
the exact sequence Hr(X, Hom(U,, , U,)) >-+ H1(P, Hom(l;; , U,)) -+ 
H1(A, Hom( I’, , U,))x -+. The first term of this sequence is of dimension 1 
by Lemma 1.2 so we complete the proof of the claim by showing the third term 
has dimension at most 1. We have an exact sequence of KP-modules 
Hom( U, , U,) >--+ Hom( V, , U,) ++ Hom( U, , U,). We take A-cohomology 
of this sequence. Using (3.9) and counting dimensions we see Hom( U, , U,) + 
Hom(A, Hom(U, , Us)) is a surjection. Thus H1(A, Hom(vr , U,)) >-+ 
Hom(A, Hom( U, , U,)) + is exact. The claim now follows from [2, Theorem 
2.11. 
We have the maps Hr(X, Hom( U,, , U,)) +i* Hl(X, HA) +i=f H1(P, H). M’e 
have [c&J E Hl(X, Hom( U, , U,)) !z Hr(X, U,) and we claim [inf i&J is not 
the restriction of a cocycle from SL. Note in Lemma 1.2 we saw [cl,, 1 B] # 0 
and note that Hom( U, , U,) is KX-complemented in H (by Gom( U, , U,)/y( U,,) 
@ ((Hom( Ur , U,) @ Hom(U, , U,))if( U,))). The claim and the lemma now 
follow from Lemma 1.1. 
LEMMA 3.8. If Theorem 3.1 holds when 1 = 4 then it holds when (I, i) = (5, 3). 
Proof. The proof proceeds exactly as in the case q = 4 [2, Sect. 41 except 
that the calculations there associated with the diagonal subgroup may be replaced 
by the observation that when q = 2 the trivial module is not involved in 
Alt2(A, U,). To see this is so, note that Alt2(A, U,) = Hom(A A A, U,) = 
Hom(U, , U,) = U, @ U, . Thus it is sufficient to see that (Ua @ U,)* = 
U, @ U, does not involve the trivial KX-module. Recall [15, Sect. II, Proposi- 
tion I] that U, @ U, has a KX-series (in fact a KGL( UJ-series) consisting of the 
modules U, A U, , U, , and U, A U, . By Lemma 3.6 the trivial KX-module is 
not involved in any of these. 
The following lemma completes the proof of Theorem 3.1. 
LEMMA 3.9. Theorem 3.1 holds when 1 = 3,4, or 5. 
Proof. Using the previous lemmas and [2, Eq. (4.1)] we may assume i = 2. 
We evaluate the terms of (1.2) and (1.3) when W = I’, using (3.1). Recall that 
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in the proof of Lemma 1.3 we saw Im(rr) = K. Using this, in the usual way, 
from (3.1) we can make the exact sequence of KX-modules 
Hl >-+ Hl(A, V,) --f+ K, (3.3) 
U, >-+ Hom(A, Ua) -++ EZr , (3.4) 
H, >+ H2(A, V,) ++Im(n2), (3.5) 
L* >-+ H2(A, U,) ++ H, , (3.6) 
K >+ Hom(A, U,) -++L*. (3.7) 
We claim H2(A, I’,)” = 0. We use (3.5) and quote Sah [15, p. 2911 that 
(Im(n2))x = 0. Thus we need only see Hz* = 0. Using (3.6) and Lemma 3.2 
it is sufficient to see H1(X, L*) = 0. This follows from Lemma 3.4. 
Next we claim EP(X, H1(A, V,)) is of dimension I when I = 3 and is 0 when 
I= 4 or 5. From (3.3), (3.4) and [2, Theorem 2.11 we obtain the exact sequences 
HI* >+ H1(A, V,)* + Kx + Hl(X, HJ + H1(X, H1(A, V,)) -+ H’(X, K) -+, 
(3.8) 
H,X >--f EP(X, U,) --+ Hl(X, Hom(A, U,)) + EP(X, HJ + H2(X, U,) +. 
(3.9) 
Assume E = 4 or 5. Using (3.8) and Lemma 1.3 it is sufficient to see 
dim, Hl(X, HJ < 1. This is Lemma 3.7. Now (1.2) and (1.3) show the lemma 
holds if it holds at 1 = 3. 
Assume 1 = 3. Recall in the proof of Lemma 1.2 we saw H1(A, V2)x -+ Kx 
is a surjection. This also implies H,X = 0. Using (3.9), Lemma 1.2, and Theo- 
rem 3.1 we see dim, P(X, HJ < dim, H2(X, Vi) < 1. Note also that following 
the proof of Lemma 2.2 we saw EP(X, HJ -+ H2(X, U,) is nonzero. Using this 
information in (3.8) and (3.9) the claim follows. 
We now use (1.2) with W = V, and note that the sequence ZO(A, V,) B-+ 
CO(A, V,) --++ @(A, V,) is the sequence of [2, Lemma 1.31 and splits in KX- 
modules. The discussion following (1.2) and (1.3) now shows that F, = v2 = 0. 
Thus H2(P, V,) is of dimension 2. Using Lemma 1.1 we see the cocycle inflated 
from H2(X, V2A) = H2(X, U,) is not the restriction of one from SL. We shall 
construct those cocycles which have nontrivial image into H1(X, H1(A, V,)) and 
show that neither is stable for wa E SL. This will complete the proof. 
Recall V, is the contragradiant module of 4 x 4 alternate matrices. Let ii: 
Uj -+ V, for j = 1, 2 be the KX-injections associated with the decomposition of 
[2, Lemma 1.31, where il: u + (“,, i) when u E U, = K3 (columns) and i2: 
w--t (0” i) when w E U, = (3 x 3 alternate matrices). 
From (3.8) and (3.9) we have H1(X, H1(A, V,)) N Hl(X, HI) ‘V HI(X, 
Hom(A, U,)/U,). Recall the isomorphism following Lemma 2.2, v: Ut = 
K3 (columns) ---f U, . Identify a E K3 (columns) with (i 3 E A and let & be the 
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KX-module of 3 x 3 matrices with action x . m = imx-l, m EA. It is seen that 
J,%? N Hom(A, U,) where m: a -+ q(ma). It is further seen that V, 4 
Hom(A, U,) corresponds to the submodule of alternate matrices of A. We thus 
have an exact sequence of KX-modules 
U, >--+ Hom(A, UJU, 5, U, 
where U, is identified with the diagonal submodule (mod U,). We obtain the 
exact sequence 
fP(X, U,) B-F EP(X, Hom(A, U,)/U,). 
We now see Hl(X, U,) N Hl(X, Hom(A, UJU,) N F(X, HI) N ZP(X, 
Hr(A, V,)). Thus we may define h,: S n X-t Z1(A, V,) by h,(x): a -+ 
i,,((dp-r&,(x)) (a)) (recall S is the Sylow 2-subgroup of S&(2) consisting of the 
upper triangular matrices and d is defined in [2], immediately preceding Lemma 
3.4). It will be more convenient to use instead h: S n X-+ .P(A, V,) defined by 
h(x) (4 = h,(x) (a) + (a - 1) k(x) * 
where Y: S n X-e U, is given by Y(X) = x2ax1ae, + (xaaxra + xl2 + xra + xaa) ea 
+ xlae, . It is seen that (h(xy) - x . h(y) - h(x)) (4 = (a - 1) il(g(x, Y)) when 
-2, Y E S n X and gtx, Y) = gdx, Y) el where gdx, Y) = x12(y12 + y13 + y13ys3) 
+ x13(yr3 + x1aya3 + yz3). Furthermore, it can be checked that g = c.$ + 
6s E Za(X, U,) where s: X n S -+ U, is given by s(x) = xa3e3 . According to 
(1.4) we may define f E Z2(S, V,) by 
f(w by) = 4x) (b”) +awx, Y> 
wherea,bEA andx,yEXnS,andO#[f]EH2(S,V2),. 
Let (c:,~)’ = ci,, + 6t where t: S n X+ U, is given by t(x) = xr2(e,, + e32). 
It is seen that (ci,,)’ takes its values in K(e,, + e,,). Now let c =f or 
f + inf((ci,,)‘). Let w = w3. We wish to see [(w - 1) . c 1 S n SW] # 0. If not, 
there is b (normalized) in C2(S n SW, V,) such that (w - 1) . c 1 S n SW = 6b. 
Write b(x) = (bii(x)) E V, and set x = y E S n SW where xl2 = x23 = x34 = 0 
and xl3 = x24 = xl4 = 1. Using the fact that g takes its values in K(e,, + e4r) 
and that (c;,~)’ takes its values in K(e,, + e,,) it is seen that the (2, 4) slot of 
(w - 1) . c(x, y) is 1 while the (2, 4) slot of 6b(x, y) is b,,(xy) - b,,(x) - b2&y). 
This last quantity is 0 since b is normalized, x = y and xy = 1. 
We now give explicitly the restrictions to the Sylow p-subgroup of upper 
triangular matrices of the generators of EP(SL,+,(q), Vi) for several (n, I, q, i) 
(Table I). In general let &(q) denote such a cocycle. We list cases when i = 0 
without proof but they are easily verified. The proofs of the remaining cases are 
given in this paper or in [2]. 
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TABLE I 
i=o 
(2, 1,2) 
(2, 1,3) 
(2, 1>4) 
(2, 1,% 
c&2,2) 
(2,2,4) 
(2,3,2) 
+2Yl2 
“LYlZ + %zYL 
%Y& 
Xl,Y3,, 
XldYl% + %Yu + Y13Y23 + Y13) + x13y23 + x,3yu + x,,y,, 
bl2Y:Jkl + (&Y&z @I, k, E GF(4)) 
%Yl4 + (Xl3 + h%3)Y24 + (x12 + 213 + X,,Xzs)Y34 
i=l 
(n, 64) el e2 e3 
(1, 1,2” > 2) (4”~ 0 
(1,292) x13 + %2X13 + x23 x13 + +z”% JclZ 
(2,1,2” > 4) (%2Y12)“* 0 
c&z 2) . 
(2>2, 5) (‘;; 
XZBY23 
(c) (i 
(2,2, 3” > 3) (“%Y,, + 2”IzY23)“3 0 0 
(2, 3,2) -a 
i=2 
h 4 4 h. + ezl e13 + h ez8 + es2 
xi2 + x13 + Xl,.%, 
(4 
(f) 
Xl3 XI1 
XlZYlZ 0 
(9) 64 
(1, 3,2) 04 
(4 = 4YlZ + y*3 + y13yz3) + x,,y,, + x12x,,y,, 
In (b), (cl, and (d) let z = x13 - x12x33 and w = Ylt - Ylzy2,. 
(b) = &(-2x12~12 + 2~:~) + x;3(xlIw - y,2z - ylzw) + x,,(2zw + mz) 
Cc) = -2&Y,, + x&w 
(4 = -x:sy,z + z?x,,w 
(e) = 6% + x*exe3)(x23y*2 + y13 -t y12y23) + x23(y13 + y23 + y12y13) 
(0 = Xl&~ + x34 + x&*2x*3 + Xl2 + Xl3 + Xs3) + Jc14(x13 + xl2xeg) + xlz + xl3 + xl~*xzs 
(9) = x14x34 + x24 + x34 + x~4(xlzx13 + Xl2 + Xl3 + x*3) + xldxlz + x13 
W = xzaxsa + x,1 + xz4 + xa4 + x34(xl3 + xlzx2~) + x24xl2 + x23 
(i) = x14 + x12x13 + x*2 + Xl3 + x23 
(3 = x24 + x13 + x12x23 
04 = x,2 + x34 
a c,2,,J2)(x, y) = xf=, ciei , where c, is given as follows. Define ai, by the equation 
c:.,(2)(Y) = Cj<i adY)(eij i 4. Now define G = X:-i+, x~.taid~) + Eiwxc xigxijudY)- 
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Regard I/, as IQ+’ ( co umns) 1 with usual base {ei}:z: and V, as the contra- 
gradiant module of (I + 1) x (1 + 1) alternate matrices with usual base 
{eij - ej,jiCj Let x = (xii) and y = (yij) be upper triangular matrices of the 
appropriate size. The left column above gives (n, I, q) and the remaining columns 
give the projections of ~:,~(q) (CC) or cF,~(~) (x, y) onto the various coordinates 
of I/, 
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