I. Introduction
Let us consider the set of positive real numbers, not equal to 1 and denote this by (1) is different from entropies of [2] , [3] , [4] and [5] . The main property of this measure is that when The measure (1) can be generalized in so many ways. [6] Proposed and characterized the following parametric generalization of (1.1):
The above measure (2) was called generalized R-norm information measure of degree β and it reduces to (1) when β=1. Further when R=1 (2) reduces to:
This is an information measure which has been given by [7] . It can be seen that (4) also reduces to Shannon's entropy when 1   .
[8] Proposed and studied the following parametric generalization of (1): Analogous to (1) we consider a measure of 'useful' R-norm information as given below:
where In the present paper we characterize the 'useful' R-norm information measure (8) axiomatically in section 2. In section 3 we study the properties of the new measure of 'useful' R-norm information measure.
II.
Axiomatic Characterization 
This axiom is also called sum property. Axiom 2.2. For , , , and
G satisfies the following property: 
where
The continuous solution that satisfies (9) is the continuous solution of the functional equation:
Proof: Let
be positive integers such that
, and
From equation (9) we have:
in (11), we get:
Taking 1     c a in (11) and using (12), we have: (11) and using (12), we get:
Now (11) together with (12), (13) and (13) reduces to:
in (15), we get the required results (10).
Next we obtain the general solution of (10). Lemma2.3. One of the general continuous solution of equation (10) is given by: 
The most general continuous solution of (18) (refer to [13] ) is given by: 
Taking n p i 1  and u u i  for each i in (21) we have:
Axiom (2.4) together with (22) gives: , (1) reduces to Shannon's entropy [13] .
III. Properties of 'useful' R-norm Information Measure
The 'useful' R-norm information measure
satisfies the following properties:
is symmetric function of their arguments provided that the permutation of 1  1  2  1  1  2  1  1  2  1   ,  ,  ,  ,  ;  ,  ,  ,  ,  ,  ,  ,  ; , , , , Addition of two events whose probability of occurrence is zero or utility is zero has no effect on useful information, i.e. ,  ,  ,  ;  ,  ,  ,  ,  ,  ,  ;  ,  ,  ,  ,  ;  0  ,  ,  ,  ,   2  1  1  2  1  2  1  2  1  1  2  1  2 
Similarly we can prove that
satisfies the non-additivity of the following form: 
