This paper presents a fast method for acquiring 3D models of unknown objects lying on a table, using a single viewpoint. The proposed algorithm is able to reconstruct a full model using a single RGB + Depth image, such as those provided by available low-cost range cameras. It estimates the hidden parts by exploiting the geometrical properties of everyday objects, and combines depth and color information for a better segmentation of the object of interest. A quantitative evaluation on a set of 12 common objects shows that our approach is not only simple and effective, but also the reconstructed model is accurate enough for tasks such as robotic grasping.
INTRODUCTION
The objective of this work is to acquire 3D models of unknown objects lying on a table, using a single viewpoint. This is of particular interest for applications that have to deal with new objects constantly, such as augmented reality or generalpurpose robotic manipulation, which is the context of this paper (Figure 1 ). With the availability of inexpensive RGB-Depth (RGB-D) cameras such as the Microsoft Kinect (Microsoft, 2010) , dense color and depth information about the scene can be acquired in real-time with a good precision at short distances. Thus, a RGB-D image already contains a lot of information, but a single image only provides the geometry of the visible parts ( Figure 2 ). Due to self-occlusions, the hidden parts create empty gaps that have to be estimated using a priori knowledge.
The literature on object reconstruction from multiple views is large, but single view modeling has received a significant interest only recently, mostly motivated by robotic grasping applications. A first category of methods assumes that the objects to be modeled have a simple enough shape, and try to fit a predefined set of shape primitives (Kuehnle et al., 2008 ) (spheres, cylinders, cones or boxes) or a combination of them (Miller and Allen, 2004) . This approach was made more general in other works such as (Sun et al., 2011) and (Thomas et al., 2007) by using a database of objects with known shapes and a recognition module. When an extensive database of object models is not available or practical, more generic a priori assumptions are required. The most common one is to rely on the symmetries of real-life objects (Thrun and Wegbreit, 2005) . The problem then becomes to find the nature of the symmetries in the partial point cloud. These are hard to estimate in practice because of the large search space and limited data, leading e.g. to limit the set of hypotheses to a vertical plane axis in a restricted range (Bohg et al., 2011) , or to focus on rotational symmetries (Marton et al., 2010) .
Modeling 3D objects by symmetry is a common approach because many objects are symmetric, but also, a large class of everyday objects, especially when manufactured, can be generated by extruding a 2D shape through an extrusion axis. The extrusion process is widely used by designers and engineers to generate 3D models from 2D sketch input. This approach is particularly adapted to the fast reconstruction of objects lying on a flat table, which is a common scenario in robotics, because the table plane normal provides a natural extrusion axis. Thus, this paper proposes to leverage this property by reconstructing the hidden parts with an extrusion of the top view of the objects.
The contributions of this paper are three-fold. First, we propose a new technique to extrude an initial sparse point cloud output by a tabletop object detector. Second, we propose a refinement step that takes advantage of the complementarity of the depth and color images by carefully initializing a graph-cut based color segmentation with the depth data. Finally, a quantitative evaluation of the accuracy of the reconstructed meshes is performed on a set of 12 common use objects, showing that its effectiveness is comparable to the most recent approach using symmetries (Bohg et al., 2011) . Some preliminary experiments for grasping applications are also conducted using the OpenRAVE simulator (Diankov, 2010) .
GLOBAL OVERVIEW
For achieving our aim of the acquisition of 3D models using a single RGB-D image, we propose an algorithm which can be divided into two main stages: computation of the initial volume (Section 3) and its completion through color-based model refinement (Section 4). These stages include several steps which are illustrated in Figure 3 .
In the first stage, a table-top object detector identifies and extracts a cluster of 3D points belonging to the object. Then, existing points are extruded along the table plane normal to fill a voxelized volume around the cluster of interest. Object concavities may get filled during the extrusion step, which we compensate by checking the voxel consistency against the depth image.
Depth images output by low-cost RGB-D cameras are usually imprecise around the object borders, and frequently have holes due to reflections or other optical effects. Since the color image does not suffer from these issues, in the second stage, we refine the object boundaries using color segmentation. The refined set of voxels is then given as an input to the final meshing algorithm.
COMPUTATION OF THE
INITIAL VOLUME
Cluster Extraction
A table top object detector similar to (Rusu et al., 2010) is run on the depth image. The dominant 3D plane is first fitted to the depth data using RANSAC, then points lying outside of a prism around the table plane are eliminated. Remaining points are then clustered using Euclidean distances with fixed thresholds. Clusters that are too small or do not touch the table are eliminated. The cluster of interest is then determined in a task-dependent way, e.g. by choosing the most central one. To make 3D processing faster and get a natural neighborhood between 3D points, a voxelized volume of fixed size is then initialized around the cluster, and the voxels corresponding to a cluster point are labeled as "object". The voxel size is a user-defined parameter depending on the desired precision/speed tradeoff. All reconstructions shown in this paper are with 3mm voxels.
Voxel Filling by Extrusion
The objective of this step is to "fill" the occluded parts by relying on the assumption that the object can be approximated by an extrusion process. Taking into account that the table plane normal provides the natural extrusion axis for most objects, it is not necessary to calculate the object axis to get the extrusion direction. Instead, we consider the table plane normal as the extrusion direction of the top face of the object. The proposed algorithm is the following:
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DISCUSSION AND FUTURE WORK
In this paper, a method that reconstructs a model of everyday, man-made objects from a single view has been proposed. We have validated the precision evaluating the difference between the reference and the reconstructed model for 12 real objects. The average error for all meshes is less than 4mm and the standard deviation is less than 1mm. Furthermore, compared to earlier methods, our approach provides 3D models improving run-times significantly with a similar accuracy and even, a significant improvement both in run-time and accuracy for bigger objects. Experimental results with different objects demonstrate that the obtained models are precise enough to compute reliable grasping points. Thus, the current system is an easy and effective approach but it has some limitations when objects have very thin structures, or with objects whose top-view is not very informative. However, thanks to the generality of the proposed algorithm, this could be compensated by adding more cameras as needed, applying the same technique on each view and finally merging the resulting voxels. Furthermore, symmetry and extrusion could complement one another.
In the future, to handle a wider range of objects, rotational symmetries exploitation is planned through the combination with techniques of shape estimation such as the work described in (Marton et al., 2010) . Moreover, for manipulation applications, the integration of single view estimation with the incremental model refinements techniques of e.g. (Krainin et al., 2010) and (Krainin et al., 2011) would be interesting. Finally, the combination of this approach with an online grasp planner is also planned to enable fast online grasping and manipulation of unknown objects.
