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a b s t r a c t
An optimal convergence rateO(∆x) for an explicit finite difference scheme for a variational
inequality problem is obtained under the stability condition σ
2∆t
∆x2
6 1 using completely
PDE methods. As a corollary, a binomial tree scheme of an American put option (where
σ 2∆t
∆x2
= 1) is convergent unconditionally with the rate O((∆t)1/2).
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1. Introduction
In a variational problem, one seeks to minimize a functional in a closed convex set. It is therefore natural to look for a
weak solution defined by integration by parts. The finite element schemes arise naturally in this setting. There are many
studies of these types of schemes.
The Explicit Finite Difference Scheme (EFDS), on the other hand, is only conditionally stable, which results a heavy
restriction on the length of the time steps. However EFDS is flexible and simple to implement, and is still widely used,
especially on financial calculations. For example, the Binomial Tree Method (BTM) for American options, a special case of
EFDS for the corresponding free boundary problem associated with a variational inequality, is a popular method for option
pricing in financial calculation.
Analysis of EFDS, in some way, is more difficult. This is because, in general, the EFDS involves maximum estimate on a
local space like Cα , instead of spaces like Lp. This is why there are not many results of the convergence study on EFDS for an
variational inequality.
In numerical analysis, the convergence rate of a scheme is always an interesting problem. When convergence rates are
known, the computing time can be estimated and controlled, and the schemes can be compared. Therefore, it is always very
significant to find out the optimal convergence rate, including financial problems. For the European style options, Heston &
Zhou studied BTM convergence rate in [1].
An American put option is a contract which gives the holder a right to sell the underlying asset at any time before the
expiration date for a certain price. In the Black–Scholes framework, an American put option is modelled as a free boundary
problem of a variational inequality. As there is no closed form solution for American option pricing, numerical calculations
are the only approaches to the pricing.
Since the problemof pricing American option can be governed by a variational inequality, the BTM for anAmerican option
is very different from that for a European option. Using a probabilistic approach, optimal stopping problem and American
option pricingwere studied byMyneni in 1992 [2].More details about American options and the optimal stopping studies by
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probability approach can also be found in the book of Lamberton & Lapeyre [3]. Under the probabilistic framework, the first
convergence proof of the BTM for American options was given by Amin and Khanna ([4], 1994). The optimal convergence
rate of this schemewas studied by Lamberton et al. ([5] 2000, [6] 2001); using again a probabilistic approach, they suggested
and proved that the error rate estimate is O(∆x) in the notation of the present paper, when the initial datum is uniformly
Lipschitz continuous. They also proved that the convergence rate is better if the initial datum is smooth enough.
As the variational inequality is a PDE free boundary problem, it is very natural to find out whether there is a convergence
rate proof in the PDE framework without using Probability theory.
For BTM for American options, Jiang & Dai [7,8] studied this problem in a PDE framework, and they proved the uniform
convergence of the BTM (without any convergence rate) for American options in the sense of viscosity solutions.
For the finite difference scheme (FDS) for Bellman’s equations, the rate of convergence O((∆x)1/3) for constant
coefficients equations and O((∆x)1/27) for variable coefficients equations are obtained in Krylov [9,10], using combined
analytic and probabilisticmethods. Jakobsen [11] studied Bellman’s equationswith an obstacle,which included our equation
as a special case; they improved the rate estimates to O((∆x)1/2) for certain situations under some natural assumptions,
using purely analytic methods; the systems studied there are more general, but their theorems, when applied to our special
case, do not imply the optimal convergence rate as stated in this paper.
For EFDS for American options, we use PDEmethods in [12] to improve the convergence rate estimate to O((∆x)2/3). The
rate estimate is further improved in this paper to O(∆x), which is optimal (see Section 8). This paper contributes to a first
optimal convergence rate proof in the PDE framework for EFDS for variational inequalities with Lipschitz initial datum, without
using probability theory. Our result includes the BTM as a special case. Our result differs from Heston–Zhou [1] as they deal
with the case of European options, where the solution is smooth away from the initial datum, while the second order spatial
derivative is discontinuous on the free boundary for our problem.
The advantage of this method is its simplicity. There are two intrinsic difficulties to this PDE problem: Firstly, as
mentioned above, an optimal regularity of the solution of the variational inequality is of W 2,1∞ , and it is well known that
second order spacial derivatives are bounded but not continuous. Secondly, the initial datum is only Lipschitz continuous,
the derivative of the initial datum is bounded but not continuous.
We use an idea from Krylov [9,10]. The approach follows the following steps: First, we consider a regularized problem
for which the solution is smooth. Next, we derive error estimates between the solutions of the regularized problem and the
original problem - this is done for both continuous solutions and the finite difference solutions. We then estimate the error
between the continuous and the finite difference solutions for the regularized problems - this task is less challenging since
the solution is smooth. Finally, combining all the estimates, we obtain the convergence rate estimates.
It is clear that sharp estimates are needed in order to derive optimal convergence rate estimates in the above process.
This paper is organized as follows: In Section 2, we state the model and our main theorem. In Section 3, the variational
problem and its properties are presented. In Section 4, a comparison theorem for the FDS is shown; the theorem is of
independent interest, itself. In Section 5, we consider a penalized problem, and establish the estimate between the solutions
of the regularized problem and the original problem. Some basic estimates on the regularized solution are also established.
In Section 6, we proceed to derive sharp higher order derivative estimates for this regularized solution — these are the key
estimates of this paper. These sharp estimates enable us to derive the optimal error estimates between the continuous and
the finite difference solutions for the regularized problem and prove our main theorem in Section 7. Several remarks on the
optimality are collected in Section 8.
To end the introduction, we remark here on some recent results on the numerical schemes of American Option prices.
In [13], the finite element scheme is discussed, and the convergence rate in H1 norm is established with numerical
computations. In [14], finite volume method is discussed, and stability and rate of convergence is discussed for this
method. In [15], a fast numerical method based on finite difference is introduced, with the claim confirmed by numerical
experiments; but no convergence rate is shown. In [16], through a penalty method, the convergence rate of the penalized
problem in L∞(0, T ; L2(Ω)) ∩ L2(0, t;H1(Ω)) is shown.
2. Model and main result
The underlying asset price {St} is a random process, which can be modelled by geometric Brownian motion (cf. [3,17,
18]):
d ln Sτ =
(
r − σ
2
2
)
dτ + σdWτ (2.1)
where r > 0 is the interest rate,σ > 0measures the volatility, andWτ is the standard Brownianmotion. If the corresponding
American put option pricing at the time t = τ is given by
Vτ = V (Sτ , τ ),
then, it is well known (c.f. [19, Ch. 7]) that the function V (S, τ ) satisfies the variational inequality
min
(
r−1˜L[V ], V (S, τ )− g˜(S)) = 0, (S, τ ) ∈ R+ × (0, T ), (2.2)
V (S, T ) = g˜(S), S ∈ R1, (2.3)
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where
L˜[V ] = ∂V
∂τ
+ 1
2
σ 2S2
∂2V
∂S2
+ rS ∂V
∂S
− rV , (2.4)
g˜(S) = max (1− S, 0). (2.5)
For simplicity, we have set the striking price to be 1 in (2.5).
It is well known that no closed-form solutions are available for the variational inequality (2.2)–(2.3). In 1979, Cox and
Rubinstein (see [20]) were the first to propose the Binomial Tree Method (BTM), a discrete time model; this is one of the
most popular approaches for computing the valuations of American options.
By changing variables in variational inequality (2.2) and (2.3)
u(x, t) ≡ V (S, τ ), g(x) ≡ g˜(S), x = log S, t = T − τ , (2.6)
this problem is reduced to
F [u] := min (r−1L[u], u− g(x)) = 0, (x, t) ∈ R1 × (0, T ), (2.7)
u(x, 0) = g(x), x ∈ R1, (2.8)
where
L[u] = ut − σ
2
2
uxx −
(
r − σ
2
2
)
ux + ru, r > 0, (2.9)
g(x) = (1− ex)+, x ∈ R1. (2.10)
The corresponding explicit finite difference scheme (EFDS) for variational problem (2.7) and (2.8) is defined by
Fh[uh] := min
(
r−1Lh[uh], uh − g(x)
) = 0, (x, t) ∈ R1 × (0, T ], (2.11)
uh(x, t) = g(x), (x, t) ∈ R1 × (−h, 0], (2.12)
where Lh is the finite difference operator:
Lh[uh] = u(x, t)− u(x, t − h)h −
σ 2
2
u(x+ σk, t − h)+ u(x− σk, t − h)− 2u(x, t − h)
(σk)2
+
(
σ 2
2
− r
)
u(x+ σk, t − h)− u(x− σk, t − h)
2σk
+ ru(x, t)
= u(x, t)
h
+ ru(x, t)+
(
1
k2
− 1
h
)
u(x, t − h)
−
{[
1
2k2
− 1
2σk
(
σ 2
2
− r
)]
u(x+ σk, t − h)+
[
1
2k2
+ 1
2σk
(
σ 2
2
− r
)]
u(x− σk, t − h)
}
,
and k, h > 0.
We assume that the following Courant–Friedrichs–Lax condition holds:
0 <
√
h 6 k. (2.13)
It is well known that this stability condition is necessary for EFDS for parabolic equations. The comparison principle
(Lemma 4.1) is not valid without this condition, and the EFDS diverges without this condition for the simplest parabolic
equation - the heat equation.
Our main theorem is the following:
Theorem 2.1. Suppose that g(x) is given by (2.10) and r, σ are positive constants. Under the Assumption (2.13), the solution of
the problem (2.11) and (2.12) is convergent to the solution of the problem (2.7) and (2.8) in the ‘‘sup’’ norm (i.e., in the sense of
C(R1 × [0, T ])) with error rate estimates of O(k+√h).
Remark 2.1. The condition (2.13) is used to ensure the comparison principle (Lemma 4.1), and this is the only place in this
paper that requires this assumption. For notational simplicity, the proof in this paper is given for the case k = √h, but the
proof is valid as long as the comparison principle holds.
Remark 2.2. While we state our Theorem 2.1 in terms of the American options, a close examination of the proof indicates
that the theorem can be generalized to general obstacle problems with constant coefficients and Lipschitz initial data.
Remark 2.3. To clearly state our results, only uniformmesh size is considered in this paper. The method used here extends
also to non-uniform mesh size.
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3. Variational inequality & option pricing
For the variational problem (2.7)–(2.8), it is well known that there exists a solution in C(R1×[0, T ])∩W 2,1p,loc(R1× (0, T ])
(see [21, Section 1.6]). Furthermore, the following comparison principle holds:
Lemma 3.1 (Comparison Principle). If uj ∈ C(R1×[0, T ])∩W 2,1p,loc(R1× (0, T ]) (j = 1, 2, p > 3) are bounded functions such
that
F [u1] > F [u2] for (x, t) ∈ R1 × (0, T ),
u1(x, 0) > u2(x, 0),
then
u1(x, t) > u2(x, t) for (x, t) ∈ R1 × [0, T ]. (3.1)
Here,
W 2,1p,loc(R
1 × (0, T ]) =
⋂
0<τ<T/2
⋂
−∞<x0<∞
W 2,1p ((x0 − 1, x0 + 1)× [τ , T ]).
The proof can be found in [21, Theorem 8.4].
For an American option price u, we have more well known properties. There are many references in this area. We list
here a collection of results in the following lemmas.
Lemma 3.2. The American put option price u is the solution of the variational inequality (2.7) and (2.8), which can be decomposed
into two parts: the first is the European option price U and the second is so-called early exercise premium (u − U). The optimal
exercise boundary is a free boundary x = s(t) of the problem satisfying s ∈ C∞(0, T ], s′(t) < 0 and limt→0 s(t)√t| ln t| = −c < 0.
The free boundary x = s(t) divides the domain into two regions: the continuous region x > s(t) and stopping region x < s(t). In
the stopping region, u ≡ g and in the continuous region u > g and L[u] = 0. Moreover, the solution u belongs toW 2,1∞ (R1×[δ, T ])
for any δ > 0.
This result can be found in [2] or [18, Section 6.5].
Since our initial datum contains a cusp, it is convenient to use the European option price U as a comparison function,
which is a solution to the problem
L[U] = 0, for 0 < t < T , x ∈ R1, (3.2)
U(x, 0) = g(x), for x ∈ R1. (3.3)
The properties of U are well known:
Lemma 3.3. Under the transformation of (2.6), the European option price U is the solution of the problem (3.2), (3.3), given
explicitly by
U(x, t) = e−rtN(−d2)− exN(−d1), (3.4)
where
d2 = d1 − σ
√
t, d1 = x+ (r + σ
2/2)t
σ
√
t
, (3.5)
N(z) = 1√
2pi
∫ z
−∞
e−y
2/2dy. (3.6)
Moreover, the solution U satisfies:
‖U‖L∞(R1×[0,T ]) + [U]C1/2t (R1×[0,T ]) + ‖Ux‖L∞(R1×[0,T ]) 6 C, (3.7)
‖[−Ut ]+‖L∞(R1×[0,T ]) + ‖[−Uxx]+‖L∞(R1×[0,T ]) 6 C, (3.8)
and for m > 1, 0 6 α < 1,
‖U‖Cm+α,(m+α)/2(R1×[τ ,T ]) 6 Cτ−(m−1+α)/2. (3.9)
The formulas (3.4)–(3.6) are the famous Black–Scholes formula (see [22]). The estimates (3.7)–(3.9) can be obtained by a
direct computation.
An American option can be decomposed by a European option and a part of the so-called early exercise premium (see [2,
23], the fundamental solution form of the early exercise can also be found in [18, Section 6.3]). i.e.
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Lemma 3.4. Let V (S, t) be the American put option price, then
V (S, t) = U(S, t)+ e(S, t),
where U(S, t) is the European put option price satisfying (4.1). e(S, t) is the early exercise premium,
e(S, t) =
∫ T
t
dη
∫ S(η)
0
(Kr − qξ)G(S, t; ξ, η)dξ
where r, K are defined above, q is the dividend rate, G(S, t; ξ, η) is the fundamental solution of the Black–Scholes equation.
4. A comparison lemma for finite difference schemes
Comparison principles are handy when we need to compare two solutions. For the variational inequality (2.7) and (2.8),
there is a comparison principle (Lemma 3.1). In this section we start to derive the corresponding comparison principle for
the finite difference operator.
Note that if σ > 0 and k is small enough, then∣∣∣∣σ 22 − r
∣∣∣∣ k 6 σ . (4.1)
Lemma 4.1 (Comparison Principle). Let Fh be defined by (2.11) satisfying conditions (2.13) and (4.1). If u and v are piecewise
continuous and satisfy
Fh[u] > Fh[v], (x, t) ∈ R1 × (0, T ], (4.2)
u(x, t) > v(x, t), for − h < t 6 0, x ∈ R1, (4.3)
then
u(x, t) > v(x, t) for (x, t) ∈ R1 × (−h, T ]. (4.4)
Proof. We shall prove by induction
u(x, t) > v(x, t) for (x, t) ∈ R1 × ((n− 1)h, nh], (4.5)
for n = 0, 1, 2, . . . ,N , where Nh = T . When n = 0, (4.5) coincides with the assumption (4.3). Assume that (4.5) holds for
n = m, we shall prove that (4.5) also holds for n = m+ 1.
We set
a = 1
h
− 1
k2
, a± = 1k2
[
1
2
± k
2σ
(
σ 2
2
− r
)]
.
From (2.13), (4.1),
a > 0, a± > 0.
For any (x, t)withmh < t 6 (m+ 1)h, if
v(x, t)− g(x) = min (r−1Lh[v], v(x, t)− g(x)) = Fh[v],
then clearly,
u(x, t)− g(x) > Fh[u] > Fh[v] = v(x, t)− g(x),
which implies u(x, t) > v(x, t) in this case. On the other hand if
r−1Lh[v] = min
(
r−1Lh[v], v(x, t)− g(x)
) = Fh[v],
then
r−1Lh[u] > Fh[u] > Fh[v] = r−1Lh[v].
It follows from (4.5) for n = m and the above inequality that(
1
h
+ r
)
u(x, t) = Lh[u] + au(x, t − h)+ 2a−u(x− σk, t − h)+ 2a+u(x− σk, t − h)
> Lh[v] + av(x, t − h)+ 2a−v(x− σk, t − h)+ 2a+v(x− σk, t − h)
=
(
1
h
+ r
)
v(x, t),
and thus we also have u(x, t) > v(x, t) formh < t 6 (m+ 1)h in this case. The lemma is established. 
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Remark 4.1. The assumptions (2.13) and (4.1) are necessary for the comparison principle to hold. The assumption (4.1)
is automatically satisfied if k is sufficiently small, and (2.13) is the well known Courant-Friedrichs-Lax stability condition,
which is needed even for heat operators.
To simplify notations, we shall take, without loss of generality, k = √h throughout the rest of this paper. The general
case is valid with very minor modifications.
5. Penalized problem
We introduce the standard regularized solution uε to the penalized problem
L[uε] = βε(g − uε), (x, t) ∈ R1 × (0, T ), (5.1)
uε(x, 0) = g(x) = (1− ex)+, x ∈ R1, (5.2)
where βε(z) = β(z/ε), and β satisfies
β(z) = 0 for z < 0, β(z) = z − 1 for z > 2,
β ∈ C∞(R), β ′(z) > 0, β ′′(z) > 0,
β ′(z) > 0, β ′′(z) > 0 for 0 < z < 2.
By the standard Schauder theory (cf. [24, Ch. 4]), uε is smooth for t > 0. We now proceed to derive estimates on
‖u− uε‖L∞(R) in this section:
Lemma 5.1. The solution uε of the problem (5.1) and (5.2) satisfies
−(r + 1)ε 6 F(uε) 6 0 for (x, t) ∈ R1 × (0, T ), (5.3)
0 6 u− uε 6 (r + 1)ε for (x, t) ∈ R1 × (0, T ). (5.4)
We begin by a simple lemma which removes the singularity of the obstacle.
Lemma 5.2. The solution uε to the problem (5.1) and (5.2) also satisfies
L[uε] = βε(1− ex − uε), (x, t) ∈ R1 × (0, T ), (5.5)
uε(x, 0) = g(x) = (1− ex)+, x ∈ R1. (5.6)
Proof. We shall establish
βε
(
1− ex − uε(x, t)) ≡ βε (g(x)− uε(x, t)). (5.7)
If x 6 0, the above equality is obvious.
By maximum principle, uε > 0 everywhere. Thus for x > 0, we have 1 − ex − uε(x, t) 6 0 and g(x) − uε(x, t) 6 0.
Therefore, from the definition of βε , we get βε (1− ex − uε(x, t)) ≡ βε (g(x)− uε(x, t)) ≡ 0 for x > 0. 
Lemma 5.3. There holds
βε(g − uε) 6 r, (5.8)
and therefore
g − uε 6 (r + 1)ε. (5.9)
Proof. Let z = 1− ex − uε , zδ = z − δ(x4 + c0). Then zδ is bounded from above, and
L[zδ] = L[1− ex] − L[uε] − δL(x4 + c0) = r − βε(z)− δq(x),
where
q(x) = −6σ 2x2 − 4
(
r − σ
2
2
)
x3 + rx4 + rc0 > 0,
provided c0, which can be chosen to depend only on the given data, is big enough.
At the time t = 0, zδ|t=0 < 0. We can verify that for fixed t > 0, limx→±∞ zδ(x, t) = −∞. Thus a positive maximum of
zδ , if it exists, must be attained at a finite point (x0, t0)with t0 > 0, with
L[zδ]|x=x0,t=t0 > 0.
Since β ′ε > 0, we obtain
βε(zδ) 6 βε(z(x0, t0)) = (r − L[zδ])|x=x0,t=t0 6 r.
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Letting δ→ 0,we get
βε(z) 6 r.
Using also (5.7) we derive (5.8).
(5.9) is now an immediate consequence from the definitions of β and βε . 
Proof of Lemma 5.1. From the definition of βε , it is clear that
min
(
r−1L[uε], uε − g) = min (r−1βε(g − uε), uε − g) 6 0.
It follows from Lemma 5.3 that
min
(
r−1L[uε], uε − g) = min (r−1βε(g − uε), uε − g)
> min (0, −(r + 1)ε)
> −(r + 1)ε.
Since
F [u] = 0 > F [uε], (x, t) ∈ R1 × (0, T ), (5.10)
u(x, 0) ≡ uε(x, 0), (5.11)
we conclude from Lemma 3.1 that u(x, t) > uε(x, t) for (x, t) ∈ R1 × [0, T ].
Similarly, using Lemma 5.1, we obtain
F [u− (r + 1)ε] = −(r + 1)ε + F [u]
= −(r + 1)ε 6 F [uε], (x, t) ∈ R1 × (0, T ).
By Lemma 3.1 again, we derive u(x, t)− (r + 1)ε 6 uε(x, t) for (x, t) ∈ R1 × [0, T ]. 
6. Estimate of higher order derivatives for uε
Conceptually, for F defined in (2.7), Fh defined in (2.11) and for fixed ε (when uε is smooth), the quantity Fh[uε] − F [uε]
obviously converges to 0 as h→ 0. But the convergence rate deteriorates as uε becomes less regular, as ε becomes smaller.
Therefore, in order to derive the optimal convergence rate, we shall need the sharp 4th x-derivative estimates for uε , i.e., we
shall derive estimates on (uε)xxxx in terms of explicit negative powers of ε, and this power should be optimal.
This section is lengthy. But just like any fully nonlinear systems, in order to derive accurately 4th order derivative
estimates, we need to start with lower order derivative estimates and gradually move to higher order derivative estimates.
The idea of the proof is similar to the fundamental parabolic estimates (cf. [24, Ch. 4]), but we need to keep track of all the
constants in terms of their dependence of ε.
Our system has a singularity at t = 0. So we use a cutoff function to deal with this situation just like in the proof of the
Schauder interior estimates. Since we need explicit dependence in terms of ε, we cannot quote directly general parabolic
theories (which only specify a general constantwithout explicit dependence).We shall derive these estimates in this section.
We state the main result in this section:
Lemma 6.1 (Main Estimate). For any 1/3 < η < 1/2, there holds
|uεtt | + |uεxxxx| + |uεxxt | 6 Ct−3/2 + Cε−1t−1+η, (6.1)
where C = Cη is independent of ε.
Lemma 6.1 is concerned with the estimates for the derivatives. The estimates have to be derived successively using the
standard a priori estimates theory in PDEs. Since we already have the L∞ estimates (see Lemma 5.1), we begin with the
estimates on (uε)x:
Lemma 6.2. There hold
∂
∂x
(
uε(x, t)− (1− ex)) > 0 for (x, t) ∈ R1 × (0, T ), (6.2)
∂uε(x, t)
∂x
> −1 for (x, t) ∈ [0,∞)× (0, T ), (6.3)
∂uε(x, t)
∂x
6 0 for (x, t) ∈ R1 × (0, T ). (6.4)
Proof. It is not difficult to verify that L[1− ex] = r . Differentiating (5.5) in x, we obtain
L
[(
uε − (1− ex))x] = −β ′ε · (uε − (1− ex))x .
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From the initial condition, we can easily verify (6.2) for t = 0. Thus (6.2) follows from the maximum principle. In particular,
this implies that uεx |x=0 > −1. Recalling that βε(g − uε) ≡ 0 for x > 0, we derive (6.3) from the maximum principle.
Finally, we can derive (6.4) by applying the maximum principle to uεx . 
We remark here that the above lemma is essential to ensure that the approximating contact set is a graph of the x direction,
which ensures the estimate (6.24) below.
By using the bounds on βε , uεx and the equation, we immediately obtain,
Lemma 6.3.
[uε]C1/2t (R1×[0,T ]) 6 C . (6.5)
Proof. By interpolation,
[uε]C1/2t (R1×[0,T ]) 6 C
(
‖uεx‖L∞ +
∥∥∥∥uεt − σ 22 uεxx
∥∥∥∥
L∞
)
6 C . 
We just established that the C1,1/2 estimates are uniform in ε as ε → 0. But since the initial data is onlyW 1,∞(R), the
C1+α,(1+α)/2 estimates will not be valid uniformly near t = 0. Our next lemma spells out explicitly how this estimate will
blow up as t → 0:
Lemma 6.4. The solution uε of the problem (5.1) and (5.2) satisfies, for 0 < α < 1,
‖uε‖C1+α,(1+α)/2(R1×[τ ,T ]) 6 Cτ−α/2, (6.6)
where C = Cα is independent of ε and τ .
Proof. Let U be the European option defined in (3.2)–(3.3). We decompose uε into two terms:
uε = U + vε. (6.7)
Then vε does not have any singularities at t = 0:
L[vε] = βε, for (x, t) ∈ R1 × (0, T ), (6.8)
vε|t=0 ≡ 0. (6.9)
Since βε is uniformly bounded, we can employW 2,1p estimates and embedding to obtain
‖vε‖C1+α,(1+α)/2(R1×[0,T ]) 6 C, (6.10)
for some uniform constant C . Hence uε = U + vε satisfies
‖uε‖C1+α,(1+α)/2(R1×[τ ,T ]) 6 ‖U‖C1+α,(1+α)/2(R1×[τ ,T ]) + C . (6.11)
The lemma now follows from the explicit formula for U (c.f. (3.9)). 
In order to get estimates of higher order derivatives for the regularized solution of the penalized problem, we have to
get more delicate estimates, where we should deal with the penalized term βε(g − vε) and its derivatives. For this we shall
need the following interpolation inequality (c.f. [24, p. 47–48]):
Lemma 6.5 (Interpolation Inequality). Suppose that
0 6 α, β, γ 6 1, l+ γ < k+ α < m+ β,
0 < σ < 1, σ (m+ β)+ (1− σ)(l+ γ ) = k+ α.
If the domain satisfies the uniform interior cone condition, then
‖u‖Ck+α,(k+α)/2 6 C‖u‖σCm+β,(m+β)/2‖u‖1−σC l+γ ,(l+γ )/2 . (6.12)
We next derive estimates for vεt and v
ε
xx, where v
ε is defined by (6.7).
Lemma 6.6. For (x, t) ∈ R1 × (0, T ), there hold
vεt (x, t) 6 C, (6.13)
vεxx(x, t) 6 C, (6.14)
where the constant C is independent of ε (but may depend on T).
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Proof. Using (3.8), we can take C > 0 such that C + Ut > 0. Differentiating (6.8) in t , we obtain
L[vεt − C] + β ′ε · (vεt − C) = −Cr − β ′ε(C + Ut) 6 0 for (x, t) ∈ R1 × (0, T ).
It is clear that vεt − C |t=0 = −C 6 0, so that, by the maximum principle,
vεt 6 C for (x, t) ∈ R1 × (0, T ).
(6.14) now follows from (6.13), (6.10), (5.8) and equation (6.8). 
Corollary 6.7. For (x, t) ∈ R1 × (0, T ), there hold
−C 6 uεt (x, t) 6 C +
C√
t
exp
(
− x
2
Ct
)
, (6.15)
−C 6 uεxx(x, t) 6 C +
C√
t
exp
(
− x
2
Ct
)
, (6.16)
where the constant C is independent of ε (but may depend on T).
Proof. The upper bounds in (6.15) and (6.16) follow from Lemma 6.6 and (3.9). It is clear that for any positive constant C0,
uεt + C0 satisfies
L[uεt + C0] + β ′ε · (uεt + C0) = C0(r + β ′ε) > 0 for (x, t) ∈ R1 × (0, T ).
Note that the initial datum of uεt + C0 is smooth except x = 0. At x = 0, it is only Lipschitz continuous and the second
derivative gxx produces a delta function at x = 0 (Dirac measure, or point mass) which is non-negative. Using the equation,
we find that
lim
t→0+ u
ε
t (x, t) > −C,
where the constant C is independent of ε. This procedure can be carried out rigorously, by further approximating the initial
data with smooth functions. Applying the maximum principle, we conclude
uεt (x, t) > −C for (x, t) ∈ R1 × [0, T ].
Using (5.8) and (6.10) and equation (6.8), we also obtain uεxx > −C . 
To derive further quantitative regularity of the approximating system, we want to use the Schauder estimates (see
e.g. [25]), so we proceed to study the function
f ε := βε(g − uε). (6.17)
Lemma 6.8. There hold
|f εt (x, t)| 6 Cε−1t−1/2, (6.18)
|f εx (x, t)| 6 Cε−1/2t−1/4, |f εx (x, t)| 6 Cε−1, (6.19)
|f εxx(x, t)| 6 Cε−1t−1/2. (6.20)
Proof. Differentiating (6.17) in t , we obtain
f εt = −β ′ε · uεt . (6.21)
Using (6.15) and the definition of βε , we immediately obtain (6.18).
Differentiating (6.17) in x, we obtain
f εx = β ′ε ·
(
gx − uεx
)
, (6.22)
f εxx = β ′ε ·
(
gxx − uεxx
)+ β ′′ε · (gx − uεx)2 . (6.23)
We only need to consider the region {(x, t); g − uε > 0}, since βε(g − uε) ≡ 0 outside this region. For x > 0, t > 0, we
have uε > 0 = g(x). For each t > 0, we can derive from (6.2) that there exists sε(t) < 0 such that
{x; g(x)− uε(x, t) > 0} = {x; x < sε(t)} .
Thus, for each fixed t , we can use interpolation (Lemma 6.5) on the interval (−∞, sε(t)) to obtain (the domain condition for
interpolation is satisfied)
‖gx − uεx(·, t)‖L∞(−∞,sε(t)) 6 C‖g − uε‖1/2W2,∞(−∞,sε(t))‖g − u
ε‖1/2L∞(−∞,sε(t))
6 Cε1/2t−1/4. (6.24)
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Substituting this estimate into (6.22), we establish the first inequality in (6.19). The second inequality in (6.19) is a direct
consequence of the first order derivative estimates and the definition of βε .
To establish (6.20) we note that f ε ≡ 0 when x > 0. Thus we only need to consider the region x < 0. In this region
gxx = −ex is bounded and uεxx is estimated by (6.16). Thus the absolute value of the first term in (6.23) is estimated by
Cε−1t−1/2. The second term in (6.23) can be estimated in a similar way, using the definition of βε and (6.24). 
With the estimates on f ε , we are ready to use the Schauder estimates to derive estimates on ‖uε‖C2+α,(2+α)/2(R1×[τ ,T ]). As
indicated in the beginning of this section, a cutoff function is used to take care of the singularity near t = 0. The techniques
here are similar to those used for nonlinear parabolic estimates, and we keep track of all the explicit dependence of ε.
Lemma 6.9. The solution uε of the problem (5.1) and (5.2) satisfies, for 0 < α < 1,
‖uε‖C2+α,(2+α)/2(R1×[τ ,T ]) 6 Cτ−(1+α)/2 + C(ε
√
τ )−α/2, (6.25)
where C = Cα is independent of ε and τ .
Proof. We write uε = U + vε as in (6.7). Then vε satisfies (6.8)–(6.9). We take a cut-off function ζ ∈ C∞(R1) (ζ depends
on τ ) such that
ζ (t) = 0 for t < τ/2, ζ (t) = 1 for t > τ, (6.26)
0 6 ζ (t) 6 1, 0 6 ζ ′(t) 6 Cτ−1, |ζ ′′(t)| 6 Cτ−2. (6.27)
By interpolation, we immediately derive
‖ζ‖Cα/2 6 Cτ−α/2, ‖ζ ′‖Cα/2 6 Cτ−1−α/2. (6.28)
Then ζvε satisfies
L[ζvε] = ζ · f ε + ζ ′ · vε := F ε. (6.29)
By interpolation (Lemma 6.5) and Lemma 6.8,
‖f ε‖Cα,α/2(R1×[τ/2,T ]) 6 C‖f ε‖α/2C2,1(R1×[τ/2,T ])‖f ε‖1−α/2L∞
6 C(ε
√
τ)−α/2,
so that (notice that ζ (t) ≡ 0 for t 6 τ/2)
‖ζ · f ε‖Cα,α/2(R1×[0,T ]) 6 ‖ζ‖L∞‖f ε‖Cα,α/2(R1×[τ/2,T ]) + ‖ζ‖Cα/2([τ/2,T ])‖f ε‖L∞
6 C(ε
√
τ)−α/2 + Cτ−α/2. (6.30)
Next, since vε|t=0 ≡ 0, we can apply Lemma 6.3 and (3.7) to obtain
‖vε‖L∞(R1×[0,τ ]) 6 [vε]C1/2t (R1×[0,τ ])τ
1/2 6 Cτ 1/2. (6.31)
By interpolation, we obtain
‖vε‖Cα,α/2(R1×[0,τ ]) 6 C‖vε‖αC1,1/2(R1×[0,τ ])‖vε‖1−αL∞(R1×[0,τ ])
6 Cτ (1−α)/2. (6.32)
Since ζ ′(t) ≡ 0 for t 6 τ/2 or t > τ , we derive
‖ζ ′ · vε‖Cα,α/2(R1×[0,T ]) 6 ‖ζ ′‖L∞[τ/2,τ ]‖vε‖Cα,α/2(R1×[τ/2,τ ]) + ‖ζ ′‖Cα/2([τ/2,τ ])‖vε‖L∞[τ/2,τ ]
6 Cτ−1τ (1−α)/2 + Cτ−1−α/2τ 1/2 6 Cτ−(1+α)/2. (6.33)
Combining (6.30) and (6.33) we find that the F ε defined in (6.29) satisfies
‖F ε‖Cα,α/2(R1×[0,T ]) 6 Cτ−(1+α)/2 + C(ε
√
τ)−α/2. (6.34)
Thus, by the Schauder estimate,
‖ζ · vε‖C2+α,(2+α)/2(R1×[0,T ]) 6 Cτ−(1+α)/2 + C(ε
√
τ)−α/2. (6.35)
Restricting the norm on the left-hand side of the above inequality to R1×[τ , T ] (where ζ ≡ 1), we obtain the estimates for
vε . Combining it with the estimates for the European option U , the lemma follows. 
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Finally, we are ready to derive our main estimates, which will be needed to estimate the error between differential
operator L and finite difference operator Lh for regularized solutions of penalized problem.
Note that, the estimates in Lemma 6.9 can be used to further derive estimates on the derivatives of f ε = βε(g − uε),
which can then be used to derive higher order derivatives of uε .
The technique used in the proof of the next lemma is similar to that of Lemma 6.9, namely, we use a cutoff function in t
direction and then use the Schauder estimate. We have to repeat some of the proofs for two reasons:
(i), we need to keep track of all the explicit dependence of ε;
(ii), the proof is not entirely the same, and what we need here is the (uε)xxxx estimates, while the C2+α,1+α/2 Schauder
estimate is not valid when α = 0. If we use C4+αx estimates on uε (see (6.45) below) only, we will not be able to derive the
optimal estimates. Another interpolation is used here to obtain the optimal L∞ bounds on (uε)xxxx;
(iii), conceptually, for both Lemmas 6.1 and 6.9, we use a cut-off function to deal with the singularity from the initial data,
and then proceed with the parabolic Schauder estimates. Since the equation is of second order, we need to differentiate the
equation twice when estimating the fourth order spatial derivative in the proof of Lemma 6.1. The extra terms resulting
from the differentiation are estimated using Lemma 6.9. The proof of Lemma 6.1 resembles that of Lemma 6.9 in terms of
the method, but the order of magnitude in terms of  are different, and we need to repeat the proof in order to keep track
of all these terms.
Proof of the main Lemma 6.1. From (6.15) and (6.21) and Lemma 6.9 we find that
‖f εt ‖Cα,α/2(R1×[τ/2,T ]) 6 ‖β ′ε‖L∞‖uεt ‖Cα,α/2(R1×[τ/2,T ]) + ‖β ′ε‖Cα,α/2(R1×[τ/2,T ])‖uεt ‖L∞(R1×[τ/2,T ])
6 Cε−1{τ−(1+α)/2 + (ε√τ )−α/2} + Cτ−1/2‖β ′ε‖Cα,α/2(R1×[τ/2,T ])
6 Cε−1−α/2τ−α/4 + Cε−1τ−(1+α)/2 + Cτ−1/2‖β ′ε‖Cα,α/2(R1×[τ/2,T ]). (6.36)
To estimate ‖β ′ε‖Cα,α/2(R1×[τ ,T ]), we note that ψ(x, t) := β ′ε(g − uε) satisfies
ψx = β ′′ε · (gx − uεx), ψt = −β ′′ε · uεt ,
so that the same techniques in the proof of Lemma 6.8 can be used to obtain
|ψx| 6 Cε−2(ε1/2t−1/4) 6 Cε−3/2t−1/4,
|ψt | 6 Cε−2t−1/2.
By interpolation in x and t , respectively, we obtain
‖ψ(·, t)‖Cαx (R1) 6 C‖ψ(·, t)‖αW1,∞x (R1)‖ψ‖
1−α
L∞
6 C(ε−3α/2t−α/4)ε−(1−α)
6 Cε−1−α/2t−α/4,
and
‖ψ(x, ·)‖Cα/2t ([τ/2,T ]) 6 C‖ψ(x, ·)‖
α/2
W1,∞t [τ/2,T ]
‖ψ‖1−α/2L∞
6 C(ε−ατ−α/4)ε−(1−α/2)
6 Cε−1−α/2τ−α/4,
so that
‖β ′ε‖Cα,α/2(R1×[τ ,T ]) 6 Cε−1−α/2τ−α/4. (6.37)
Substituting these estimates into (6.36), we obtain
‖f εt ‖Cα,α/2(R1×[τ/2,T ]) 6 Cε−1−α/2τ−α/4 + Cε−1τ−(1+α)/2 + Cε−1−α/2τ−1/2−α/4
6 Cε−1τ−(1+α)/2 + Cε−(2+α)/2τ−(2+α)/4. (6.38)
Since, by Hölder’s inequality,
ε−1τ−(1+α)/2 = (ε√τ )−1τ−α/2
6
2
2+ α
(
ε−1τ−1/2
)(2+α)/2 + α
2+ α
(
τ−α/2
)(2+α)/α
6 ε−(2+α)/2τ−(2+α)/4 + τ−(2+α)/2, (6.39)
the estimate (6.38) is reduced to
‖f εt ‖Cα,α/2(R1×[τ/2,T ]) 6 Cε−(2+α)/2τ−(2+α)/4 + Cτ−(2+α)/2. (6.40)
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We shall use the same cut-off function ζ (t) as defined in (6.26)–(6.28) and multiply it to uεt . Then a similar argument as
in the previous lemma shows (using (6.18) and (6.40))
‖ζ · f εt ‖Cα,α/2(R1×[0,T ]) 6 ‖ζ‖L∞‖f εt ‖Cα,α/2(R1×[τ/2,T ]) + ‖ζ‖Cα/2([τ/2,T ])‖f εt ‖L∞
6 C
{
ε−(2+α)/2τ−(2+α)/4 + τ−(2+α)/2}+ Cτ−α/2(ε−1τ−1/2)
6 C
{
(ε
√
τ )−(2+α)/2 + τ−(2+α)/2} , (6.41)
where (6.39) is again used in deriving the last inequality. From Lemma 6.9 and (6.15), we derive
‖ζ ′ · uεt ‖Cα,α/2(R1×[0,T ]) 6 ‖ζ ′‖L∞[τ/2,τ ]‖uεt ‖Cα,α/2(R1×[τ/2,τ ]) + ‖ζ ′‖Cα/2([τ/2,τ ])‖uεt ‖L∞[τ/2,τ ]
6 Cτ−1
{
τ−(1+α)/2 + (ε√τ)−α/2}+ Cτ−1−α/2τ−1/2
6 Cτ−(3+α)/2 + Cτ−1(ε√τ)−α/2. (6.42)
By Hölder’s inequality again,
τ−1(ε
√
τ)−α/2 6
2
2+ α
(
τ−1
)(2+α)/2 + α
2+ α
(
(ε
√
τ )−α/2
)(2+α)/α
6 τ−(2+α)/2 + (ε√τ )−(2+α)/2. (6.43)
Combining (6.41)–(6.43), we obtain, for F˜ ε := ζ · f εt + ζ ′ · uεt ,
‖˜F ε‖Cα,α/2(R1×[0,T ]) 6 Cτ−(3+α)/2 + C(ε
√
τ )−(2+α)/2. (6.44)
Applying the Schauder estimate (c.f. [26]) to ζ · uεt , we obtain
‖uεt ‖C2+α,(2+α)/2(R1×[τ ,T ]) 6 ‖ζ · uεt ‖C2+α,(2+α)/2(R1×[0,T ])
6 Cτ−(3+α)/2 + C(ε√τ )−(2+α)/2. (6.45)
By interpolation (Lemma 6.5) again,
‖uεt ‖W2,1∞ (R1×[τ ,T ]) 6 C‖u
ε
t ‖2/(2+α)C2+α,(2+α)/2(R1×[τ ,T ])‖uεt ‖
α/(2+α)
L∞(R1×[τ ,T ])
6 C(τ−(3+α)/(2+α) + ε−1τ−1/2)τ−α/[2(2+α)]
6 Cτ−3/2 + Cε−1τ−1/2−α/[2(2+α)]
This establishes (6.1) for uεtt and u
ε
xxt if we take α such that η = 1/(2 + α). Since α can be any value in (0, 1), we have
1/3 < η < 1/2.
To establish the bounds for uεxxxx, we can first differentiate the equation in x to get the estimate for u
ε
xxx in terms of the
quantities already estimated. Then we differentiate the equation again in x and solve it uεxxxx in terms of the other quantities,
and then use (6.20). 
7. Proof of the main theorem
To avoid possible difficulties near t = 0, we letwε(x, t) = uε(x, t + 3h). Forwε(x, t), we have the following estimate of
truncation error between differential operator L and finite difference operator Lh as follows.
Lemma 7.1 (Truncation Error Estimate). For any τ > 0,
|Lh[wε] − L[wε]|t>τ 6 C
(
(τ + 2h)−3/2 + ε−1(τ + 2h)−1+η) h. (7.1)
Proof. By the Taylor expansion, for any smooth function u,
u(x+ σk, t − h)+ u(x− σk, t − h)− 2u(x, t − h)
(σk)2
− uxx(x, t − h)
= 1
6(σk)2
{∫ σk
0
uxxxx(x+ ξ, t − h)(σk− ξ)3dξ +
∫ 0
−σk
uxxxx(x+ ξ, t − h)(σk+ ξ)3dξ
}
,
so that, for t > τ + h,∣∣∣∣u(x+ σk, t − h)+ u(x− σk, t − h)− 2u(x, t − h)(σk)2 − uxx(x, t)
∣∣∣∣
6 |uxx(x, t − h)− uxx(x, t)| + Ck2‖uxxxx‖L∞
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6 h‖uxxt‖L∞(R1×[τ ,T ]) + Ck2‖uxxxx‖L∞(R1×[τ ,T ])
6 C‖u‖C4,2(R1×[τ ,T ])(k2 + h).
Other terms in the finite difference operator Lh can be similarly estimated.
Using Lemma 6.1 (recalling that we take k = √h), we obtain, for any τ > 0,
|Lh[wε] − L[wε]|t>τ 6 C‖wε‖C4,2(R1×[τ ,T−3h])h 6 C‖uε‖C4,2(R1×[τ+3h,T ])h
6 C
(
(τ + 2h)−3/2 + ε−1(τ + 2h)−1+η) h. 
In order to obtain the error estimatewe are looking for,we are going to apply the discrete comparison lemmapresented in
Sections 3 and 4. It is clear that the comparison principle, as in Sections 3 and 4, cannot be applied directly. These comparison
principles shall be applied to the following auxiliary functions:
Φ±h (x, t) = wε ±
[
Cε−1h
∫ t
−h
dξ
(ξ + 2h)1−η + Ch
∫ t
−h
dξ
(ξ + 2h)3/2 + Cˆε + Cˆ
√
h
]
, (7.2)
where the constant C is defined in (7.1) and the constant Cˆ will be defined below.
Lemma 7.2. Let uh be the solution of the problem (2.11)- (2.12) andΦ±h (x, t) are defined in (7.2), then we have
Φ−h (x, t) 6 uh(x, t) 6 Φ
+
h (x, t), R
1 × [0, T ]. (7.3)
Proof. First, we claim
Fh[Φ−h ] 6 0 6 Fh[Φ+h ], R1 × [0, T ]. (7.4)
In fact, from truncation error estimate (7.1), a direct computation shows that for t > 0,
Lh
[
Cε−1h
∫ t
−h
dξ
(ξ + 2h)1−η + Ch
∫ t
−h
dξ
(ξ + 2h)3/2
]
> Cε−1h(t + 2h)−1+η + Ch(t + 2h)−3/2
> |Lh[wε] − L[wε]| ,
which implies that, for t > 0,
L[wε] 6 Lh
[
wε+ Cε−1h
∫ t
−h
dξ
(ξ + 2h)1−η + Ch
∫ t
−h
dξ
(ξ + 2h)3/2
]
, (7.5)
and
L[wε] > Lh
[
wε− Cε−1h
∫ t
−h
dξ
(ξ + 2h)1−η − Ch
∫ t
−h
dξ
(ξ + 2h)3/2
]
. (7.6)
The inequalities (7.5) and (7.6) can be rewritten as
L[wε] 6 Lh[Φ+h − Cˆε − Cˆ
√
h] = Lh[Φ+h ] − Cˆε − Cˆ
√
h, (7.7)
and
L[wε] > Lh[Φ−h + Cˆε + Cˆ
√
h] = Lh[Φ−h ] + Cˆε + Cˆ
√
h, (7.8)
so that
F [wε] + Cˆε + Cˆ√h 6 min
{
Lh
[
Φ+h
]
, wε − g + Cˆε + Cˆ√h
}
6 min
{
Lh
[
Φ+h
]
,Φ+h − g
} = Fh [Φ+h ] , t > 0, (7.9)
and
F [wε] − Cˆε − Cˆ√h > min
{
Lh
[
Φ−h
]
, wε − g − Cˆε − Cˆ√h
}
> min
{
Lh
[
Φ−h
]
,Φ−h − g
} = Fh [Φ−h ] , t > 0. (7.10)
Hence, by Lemma 5.1, for Cˆ > r + 1,
Fh
[
Φ−h
]
6 F [wε] − Cˆε − Cˆ√h 6 0, t > 0, (7.11)
Fh[Φ+h ] > F [wε] + Cˆε + Cˆ
√
h > 0, t > 0. (7.12)
Thus (7.4) is proved.
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Next, we verify the following inequalities in the trip {−h < t 6 0, x ∈ R},
Φ−h (x, t) 6 g(x, t) 6 Φ
+
h (x, t).
For−h < t 6 0, we use Lemma 6.3 to derive, for Cˆ sufficiently large,
Φ+h (x, t) = g(x)+ Cˆε + Cˆ
√
h+ uε(x, t + 3h)− g(x)
> g(x)+ Cˆ√h− [uε]C1/2t (R1×[0,T ])
√
3h
> g(x), −h < t 6 0.
Similarly,
Φ−h (x, t) 6 g(x), −h < t 6 0.
Since uh is the solution of the problem (2.11) and (2.12),
Fh[uh] = 0, uh(x, 0) = g(x),
we can apply the comparison principle for finite difference operators (Lemma 4.1) to obtain
Φ+h (x, t) > uh(x, t) > Φ
−
h (x, t)
everywhere. 
Lemma 7.3. Let uε be the solution of the problem (5.1) and (5.2) and uh be the solution of the problem (2.11) and (2.12).
Then
|uh − uε| 6 Chε−1 + Cε + C
√
h, (x, t) ∈ R1 × [0, T ],
where C is independent of h and ε.
Proof. From Lemma 7.2 and a direct computation, we obtain, for t > 0,
|uε(x, t + 3h)− uh(x, t)| = |wε(x, t)− uh(x, t)|
6 Cε−1h
∫ t
−h
dξ
(ξ + 2h)1−η + Ch
∫ t
−h
dξ
(ξ + 2h)3/2 + Cˆε + Cˆ
√
h
6 Cε−1h+ Cˆε + Cˆ√h.
Using now the C1/2 regularity (uniformly in ε and h, Lemma 6.6), we get
|uε(x, t + 3h)− uε(x, t)| 6 [uε]C1/2t (R1×[0,T ])
√
3h 6 C
√
h.
Combining the above two estimates, we conclude our lemma. 
We are now ready to prove our main theorem:
Proof of Theorem 2.1. Combining all the estimates, we get
|u− uh| 6 |u− uε| + |uε − uh| 6 Cε +
{
Chε−1 + Cε + C√h
}
,
where C is independent of ε and h. Upon taking ε = √h, we derive the conclusion of the main theorem. 
8. Remarks on the optimality
Remark 8.1. The analysis is based on a uniform partition in both time and space. However, the result can be extended to
non-uniform meshes for time when h is defined as the maximum step of the partition on time with satisfying condition
(2.13), where the uniform partition for space still remains.
Remark 8.2. The European option admits an analytical solution. We can use the finite difference scheme on this explicit
solution to calculate the convergence rate. For this European option, it is shown inHeston–Zhou [1] thatO(
√
h) is the optimal
rate.
This can also be computed at the point x = 0, t = h. The Eqs. (3.4) and (3.5) give
d1 = 2r + σ
2
2σ
√
h, d2 = 2r − σ
2
2σ
√
h.
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Therefore
U(0, h) = e−rhN(−d2)− N(−d1)
= 1√
2pi
∫ d1
d2
e−u
2/2du+ (e−rh − 1)N(−d2)
= 1√
2pi
∫ d1
d2
(
1− u
2
2
+ o(u2)
)
du+ o(√h)
= 1√
2pi
(d1 − d2)+ o(
√
h) = σ√
2pi
√
h+ o(√h).
On the other hand, in a risk neutral world, by the BTM, the martingale measure gives
q = 1
2
+ 2r − σ
2
4σ
√
h, 1− q = 1
2
− 2r − σ
2
4σ
√
h.
So that,
Uh(0, h) = 11+ rh [qU
0
1 + (1− q)U0−1],
= 1
1+ rh
[
q · 0+
(
1
2
− 2r − σ
2
4σ
√
h
)(
1− e−σ
√
h
)]
= (1− (rh)+ o(h))
[(
1
2
− 2r − σ
2
4σ
√
h
)(
σ
√
h+ o(√h)
)]
= σ
2
√
h+ o(√h).
Thus,
Uh(0, h)− U(0, h) =
(
1
2
− 1√
2pi
)
σ
√
h+ o(√h).
This means that the finite difference scheme on European option cannot have a better convergence rate than O(
√
h),
unless σ ≡ 0. We conclude that the convergence rate of the finite difference scheme on an European option cannot be
better than O(
√
h).
Remark 8.3. For an American option price u and a European option U , there held
u− uh = (u− U)+ (U − uh).
Let us check the error at the point (0, h). Clearly
U(0, h)− uh(0, h) = U(0, h)−min{Uh(0, h), 0} = U(0, h) = σ√
2pi
√
h+ o(√h).
By Lemma 3.4, we have
u(x, t) = U(x, t)+ e(x, t),
where e(x, t) is called the early exercise premium, which, in our case (q = 0, K = 1), can be written as
e(x, t) =
∫ t
0
dη
∫ x(η)
−∞
rG(x, t; ξ, η)dξ,
where x(t) is the free boundary of the solution and G(x, t; ξ, η) is the fundamental solution of the log-normal Black–Sholes
equation:
G(x, t; ξ, η) = 1
σ
√
2pi(t − η) exp
{
−r(t − η)− 1
2σ 2(t − η)
[
x− ξ +
(
r − σ
2
2
)
(t − η)
]2}
.
Thus
|e(x, t)| 6
∫ t
0
dη
∫ x(η)
−∞
r|G(x, t; ξ, η)|dξ
6 C
∫ t
0
er(η−t)dη = C
r
(1− e−rt) = O(t) = o(√t).
598 B. Hu et al. / Journal of Computational and Applied Mathematics 230 (2009) 583–599
Table 1
Numerical result treated as exact data when h = 6.103515625× 10−7 .
t x = −0.3 x = −0.1 x = −0.01 x = 0.0 x = 0.01 x = 0.1 x = 0.3
9.765625×10−6 0.259182 0.095163 0.009950 0.000123 0.000000 0.000000 0.000000
3.90625×10−5 0.259182 0.095163 0.009950 0.000248 0.000000 0.000000 0.000000
1.5625×10−4 0.259182 0.095163 0.009950 0.000497 0.000000 0.000000 0.000000
6.25×10−4 0.259182 0.095163 0.009950 0.000991 0.000000 0.000000 0.000000
2.5×10−3 0.259182 0.095163 0.009970 0.001972 0.000042 0.000000 0.000000
0.01 0.259182 0.095163 0.010656 0.003900 0.000807 0.000000 0.000000
0.1 0.259182 0.095163 0.017150 0.011769 0.007622 0.000006 0.000000
Table 2
Maximum error.
∆t = h 10−2 2.5×10−3 6.25×10−4 1.5625×10−4 3.90625×10−5 9.765625×10−6
∆x = σ√h 0.01 0.005 0.0025 0.00125 0.000625 0.0003125
Est. max err. 0.000999 0.000503 0.000253 0.000126 0.000064 0.00003
Therefore, at the first step t = h, we also have |e(x, h)| = o(√h).
That means the difference of u− uh will be not better than O(
√
h).
Remark 8.4. The limitation to the convergence rate comes from the option pricing initial datum g(x) = [1 − ex]+, which
only belongs toW 1∞.
For smooth initial datum, the convergence rate is better. We refer this to [5,6]. So, in a numerical test, the rate shows
a second order convergence rate (i.e., (∆x)2) on a fixed time level. For any domain excluding the initial layer, the solution
belongs toW 2,∞ in the x-direction by the regularity properties of the parabolic operator, and therefore it is not surprising
that there is a second order rate of convergence on a fixed time t = t0 for t0 > 0, as shown in the numerical example in [12].
On this paper, our optimal error rate is defined as the maximum error among all grid points. The error, when maximized
among all grid points, is of first order. From Remark 8.2, the maximum error must be taken by the point (0, t0), where t0 is
the first step of time. If we calculate the error of these ‘‘moving points’’, we will see the convergence rate is the first order.
(see also the numerical test in [12]).
9. Numerical experiment
Numerical evidence supports the claim that the convergence rate of the model is O(k+√h).
The parameters of the example are r = 0.02, σ = 0.1, ∆x = σ√∆t . In the following tables, we only list the values
of u(x, t) for t = 0.01, 0.1, 0.2 and x = −0.3,−0.1,−0.01, 0, 0.01, 0.1, 0.3. Since there is no closed form solution for
an American option, the numerical result of 6.103515625 × 10−7, shown in Table 1, is used to be an approximated ’’exact
solution’’ for the benchmark which is to be compared by different other levels of bigger h. Notice that in Table 1, we have
1/6.103515625 × 10−7 = 1638400 time-steps, and the computation can still be done on a PC in a reasonable amount of
time (several hours). Next, we start with ∆t = 10−2, the errors of the results comparing to Table 1, then divide ∆t by 4,
until it reaches 1.5625×10−4. We can see that themain error is near the (0,0) point. Table 2 shows that themaximum error
reductions on the listed grid are about the O(
√
∆t) range.
It is estimated and observed that themaximum error occurs near (0, 0), in Table 2, and themaximum error takes the first
step of every time portion when x = 0. It shows that the relation of the error against to the square root of the time portion
(i.e.
√
∆t) is linear.
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