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Točne časovno odvisne rešitve interagirajočih sistemov
Izvleček
V doktorskem delu preučujemo točne rešitve preprostih enodimenzionalnih sistemov
z interakcijo. Predstavimo dva modela na mreži, definirana v diskretnem času:
model nabitih delcev s kontaktno interakcijo in reverzibilni celični avtomat, podan
s pravilom 54 (RCA54). Oba sistema opisujeta dinamiko delcev (solitonov), ki se
premikajo s fiksnimi hitrostmi in se v parih sipajo.
Prvi obravnavani problem so transportne lastnosti modela nabitih delcev. Zač-
nemo z režimom linearnega odziva. Pokažemo, da lahko izračun potrebnih kore-
lacijskih funkcij omejimo na podprostor ekstenzivnih opazljivk, ki imajo preprosto
časovno evolucijo. To nam omogoči, da izračunamo transportne koeficiente, kot sta
npr. difuzijska konstanta in Drudejeva utež. Na podoben način izračunamo profil na-
boja v začetnem problemu z nehomogenim začetnim stanjem in časovno-prostorsko
korelacijsko funkcijo.
Nadaljujemo s časovno evolucijo lokalnih opazljivk v RCA54. Najdemo ekonomi-
čen zapis s matrično-produktnim stanjem (MPS), ki opiše celotno časovno evolucijo
lokalne gostote. MPS uporabimo za izračun gostotnega profila v nehomogenem za-
četnem problemu in za izpeljavo časovno-prostorske korelacijske funkcije. Rezultati
pokažejo, da je transport v modelu balističen z difuzijskimi popravki.
V zadnjem poglavju si ogledamo lastnosti prostorske dinamike RCA54, t.j. dina-
mike dualnega modela, ki ga dobimo z zamenjavo vlog prostora in časa. Najdemo
MPS, ki opiše vse veččasovne korelacijske funkcije opazljivk, lokaliziranih na istem
mestu. Nato nadaljujemo z zapisom prostorske dinamike v obliki komutirajočih
lokalnih preslikav. Zaključimo z upodobitvijo dinamike z vezji, sestavljenimi iz lo-
kalnih vrat.
Ključne besede: statistična fizika, neravnovesna statistična mehanika, točno re-
šljivi modeli na mreži, celični avtomati, solitoni, točne rešitve, matrično-produktna
stanja, transport

Exact time-dependent solutions of interacting systems
Abstract
In the thesis we study exact solutions to simple interacting non-equilibrium prob-
lems. We propose two lattice models in discrete time, a model of hard-core interact-
ing charged particles and the Rule 54 reversible cellular automata (RCA54). Both
systems describe dynamics of particles (solitons) that move with fixed velocities and
undergo pairwise scattering.
The first problem we study are the transport properties of the model of charged
particles. We start by considering the linear response regime. We show that the
computation of the relevant correlation functions can be restricted to a subspace
of extensive observables, in which the time evolution is simple. This enables us
to obtain exact expressions of linear transport coefficients, such as the diffusion
constant and Drude weight. A similar approach is applied to the evaluation of the
charge profile at large times after starting from a piecewise homogeneous state, and
the spatio-temporal charge-charge correlation function.
We proceed by studying the full time-evolution of local observables in RCA54.
We find an efficient matrix-product state (MPS) that captures the full time-evolved
local density. We use the MPS to express the density profile after a special in-
homogeneous quench problem, and get an exact expression of the spatio-temporal
correlation function. The results show that the model exhibits ballistic transport
with diffusive corrections.
In the last chapter we consider space-dynamics of RCA54, i.e. dynamics of the
dual model that corresponds to the exchange of roles of space and time. We obtain
an MPS that encodes all the multi-time correlation functions of ultra-local observ-
ables positioned at the same spatial coordinate. We then proceed to formulate space
dynamics in terms of local maps with support that is finite, but bigger than that of
the local time-evolution maps. We finish by providing an equivalent circuit repre-
sentation of the dynamics.
Keywords: statistical physics, nonequilibrium statistical mechanics, solvable lat-
tice models, cellular automata, solitons, exact results, matrix product states, trans-
port
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Chapter 1
Introduction
. . . sciences do not try to explain, they hardly even try
to interpret, they mainly make models.
— John Von Neumann [1]
The key problem underlying the validity of statistical mechanics is equilibration.
If we imagine that a system starts in some state, will it eventually reach equilibrium,
and if so, what are the corresponding time-scales of this process? Classically, one
usually invokes typicality arguments: even though the phase space is huge and there
are many different micro states in which the system might be, the overwhelming
majority of these states have very similar macroscopic properties, i.e. they are typ-
ical [2, 3], which can be due to the additivity of macroscopic quantities understood
as a manifestation of the law of large numbers. This also explains why starting from
some atypical configuration the system is much more likely to go to a typical one
(i.e. relax towards equilibrium), rather than the opposite. Despite the clear intuitive
picture, it is notoriously hard to obtain a more rigorous understanding, and has so
far only been done for a few idealized cases.
A related concept that describes equilibration in isolated quantum systems is
eigenstate thermalization hypothesis (ETH) [4–6]. It states that in the Hamilto-
nian eigenbasis, the leading contribution to local observables comes from diagonal
matrices with the entries that are smooth functions of the energy. The subleading
corrections are exponentially small in the system size and assumed to be randomly
distributed. Even though at the first sight ETH might seem hard to justify, it has
been numerically extensively tested and appears to apply in many instances [7, 8].
The insight behind it is the quantum chaos conjecture, which states that the Hamil-
tonians of generic (non integrable) quantum systems behave as random matrices
in almost any basis [9]. The question of validity of ETH is therefore intimately
connected to the question of why many quantum systems can be well described by
random matrix theory.
Despite these general ideas the question of equilibration is far from settled.
Putting aside the issue of proving it, it is very hard to even get a clear under-
standing of what are the microscopic assumptions that a system has to fulfil for
equilibration to happen, and what are the timescales of the process. A historically
important example is the Fermi-Pasta-Ulam-Tsingou problem [10–12]. It was the
first known numerical experiment, in which the dynamics of a chain of weakly non-
linear oscillators was simulated. Contrary to the expectations, the thermalization
17
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was not observed, and the dynamics was quasiperiodic for extremely long times.
This observation was particularly surprising in light of the fact that at the time
the Kolmogorov–Arnold–Moser theorem (KAM), which deals with the stability of
quasiperiodic orbits under weak perturbations, was not yet known. Another notable
class of classical systems with extremely long relaxation times are glassy systems
[13, 14]. From the quantum point of view, a recently widely studied setup is to
weakly perturb integrable systems, which show fast relaxation to an intermediate
state and much longer time scales for relaxation [15–18] (note, however, that this
is not a purely quantum effect, see e.g. [19]). Additionally, some systems might
never equilibrate due to ergodicity breaking, two notable examples are many-body
localization [20, 21] and quantum many-body scars [22].
A closely related question is the microscopic derivation of the macroscopic laws
describing the transport of conserved quantities. This problem can be traced back to
1822, when Joseph Fourier published his work on the heat conduction [23], where the
heat current is related to the temperature gradient through the coefficient of ther-
mal conductivity. Conceptually similar descriptions arise in many different physical
situations, such as the diffusion of the solute in a solution, electrical current through
resistors, and the flow of fluids through porous media. These laws are experimentally
very well tested and in the relevant regimes they hold to big accuracy. However,
the underlying microscopic explanation is still missing [24]. The usual derivations of
transport laws assume many non-interacting particles that independently undergo
random walks. Even though qualitatively this assumption provides the expected
macroscopic behaviour, it is hard to justify it and one would like to do better.
A very powerful framework to deal with transport is the linear response the-
ory [25, 26], which characterizes the response of the system to small perturbations
from equilibrium. It provides an appealing formalism that captures transport prop-
erties in terms of conceptually simple time-integrals of correlation functions evalu-
ated at equilibrium. At this point one might be tempted to think that this closes
the question of transport (at least in the linear regime). However, despite the huge
conceptual simplification, the problem is not solved in the full generality, since the
correlation functions strongly depend on the underlying properties of the micro-
scopic systems. The transport properties therefore have to be examined on a case to
case basis, and only the recent computational progress has enabled a deeper insight
into the problem [27, 28].
The questions of equilibration and transport are probably the simplest nonequi-
librium problems one might try to tackle, and yet there are currently no mecha-
nisms to answer them in full generality. Therefore we necessarily have to study the
behaviour of simplified models. The first simplification we can make is to only con-
sider one-dimensional systems. There are many arguments for studying many-body
physics in one dimension, one of them being the existence of peculiar phenomena
not found in higher dimensions [29]. A more pragmatic viewpoint is that one-
dimensional systems are easier to study: the Hilbert space dimension for a lattice of
N particles with q-dimensional local space grows as qN , therefore the linear length of
the lattice one is able to simulate can be much larger in one dimension, and the finite
size effects should be smaller. Furthermore, the low dimensionality together with
the area law for entanglement of many states of interest [30] implies efficient tensor
network representations of states [31, 32], and convenient time evolution algorithms
build upon them [33].
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Despite the comparatively powerful numerical techniques, probably the biggest
advantage of one dimension is the existence of exactly solvable interacting mod-
els, referred to as integrable systems. The best known example is the Heisenberg
model of magnetism, which Bethe diagonalized in 1931 [34], by reducing the prob-
lem to a system of coupled nonlinear equations, now known as Bethe equations.
Later many other one-dimensional quantum models were found to be solvable with
the same method [35–37], such as the anisotropic generalization of the Heisenberg
chain, Lieb-Liniger model of interacting bosons, and Hubbard model of interact-
ing fermions on the lattice, as well as some two-dimensional classical statistical
models [38]. Independently, building on the classical solitonic theories, quantum
integrability was formulated for relativistic field theories, which lead to a powerful
framework of quantum inverse scattering method [39, 40]. Integrable models were
shown to exhibit an extensive number of conserved quantities, which conceptually
pushed quantum integrability closer to the notion of classical Hamiltonian integra-
bility.
In the last two decades, integrable (non)interacting systems have provided an
invaluable tool to probe nonequilibrium physics (see [41] and the references therein
for a recent collection of reviews). One of the standard setups one can study are
quantum quenches [42]: the system is initialized in a ground state of a pre-quench
Hamiltonian, and at time t = 0, the Hamiltonian suddenly changes so that the
systems starts evolving according to the post-quench Hamiltonian. The sudden
change typically releases an extensive amount of energy into the system, therefore
one is probing physics far from equilibrium, which makes it the perfect setting to
study equilibration. The first step is to understand what is the state to which the
system eventually relaxes. For integrable systems, due to an extensive number of
local conserved quantities, the notion of equilibrium states has to be extended to
Generalized Gibbs ensembles (GGE) [43, 44]. Intuitively, they can be understood as
a generalization of grand-canonical ensembles, with an infinite number of chemical
potentials associated to local or quasi-local conserved charges. Even though they
are conceptually easy to understand, the exact formulation of GGEs for interacting
spin chains is subtle and was understood only recently [45–47].
A special class of quench problems are inhomogeneous quenches, where the pre-
quench state is not translationally invariant. The simplest example is the biparti-
tioning protocol. Two half-infinite halves of the chain are prepared in different states,
joined together at some time and then left to evolve according to a translationally
invariant post-quench Hamiltonian [48, 49]. Since the speed of propagation is typi-
cally bounded [50, 51] an effective light-cone structure emerges. In the appropriate
scaling limit when the position on the chain and time go to infinity, the system in-
side the light cone can be understood as being coupled to effective reservoirs, given
by the left and right half-infinite parts of the system out of the light cone. The
state of the system is expected to approach a non-equilibrium steady state (NESS)
with non-decaying currents, which makes it a good protocol to study transport
[52, 53]. Theoretical investigations of this setup gave rise to generalized hydrody-
namics (GHD) [54, 55], an effective theory that describes dynamics of integrable
interacting systems on the hydrodynamic scale. One assumes that the NESS in the
scaling limit can be locally described by a GGE with position dependent chemical
potentials. This implies an infinite hierarchy of continuity equations for the expec-
tation values of charge densities that provide efficient means of extracting charge
19
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and density profiles in the scaling limit. GHD represents a universal description that
does not explicitly rely on the particularities of the underlying model, which makes
it very powerful. In particular, it provides means to study transport in interact-
ing systems. The bipartitioning protocol itself is in principle far from equilibrium,
therefore one can observe genuine nonequilibrium transport behaviour. However,
the formalism can be also applied to the linear response regime to characterize ideal
transport [56–58], and later it was extended to include diffusive corrections [59–62].
On the classical side, a widely studied non-equilibrium class of problems are
exclusion processes, stochastic models of particles that jump on the one-dimensional
lattice. They were first introduced at the end of 1960s to model the transport
in biological systems [63], and later they were applied to transport phenomena in
other contexts [64, 65]. The paradigmatic example is the totally asymmetric simple
exclusion process (TASEP). It is defined on a lattice, where each site can be either
empty or occupied by a particle. If a site x is occupied and x + 1 is empty, the
particle moves from x to x + 1 with probability p and stays at x with probability
1− p. However, if both sites x and x+1 are occupied, the particle stays at position
x. The system is assumed to be coupled to reservoirs at the boundaries, so that
particles appear on the first and disappear from the last site with fixed probabilities.
The NESS for the model with arbitrary boundary rates was found in 1993 [66, 67],
and it exhibits an efficient matrix-product state (MPS) representation with infinite-
dimensional non-commuting matrices. This enables exact evaluation of stationary
density and current profiles, and one can therefore identify different phases of the
NESS depending on the boundary rates [68]. Later, exact steady states in the MPS
form were found for many generalizations of the model [69–77]. Note that also these
systems can be understood in the framework of Bethe ansatz [78].
Another prominent class of models is that of local quantum circuits, where the
time evolution is given by a sequential application of sets of local few-body quantum
maps. These systems were conceived as models of quantum computation [79], and
in the context of many-body dynamics they traditionally appear as Trotter approx-
imation to time-evolution operator, which is the basis of the MPS-based numerical
simulation techniques [80]. Recently local circuits started gaining attention not
only as efficient numerical tools, but also as convenient toy models of many-body
dynamics. The motivation came from the realization that unitary circuits can pro-
vide insight into the entanglement dynamics and information scrambling in generic
systems, as well as quantum many-body chaos and dynamics of local observables
[81–89]. Besides simple numerical simulations, the appealing feature is the existence
of solvable classes of circuits [81, 88], where some of these questions can be answered
exactly.
Despite the recent progress, many problems are still hard to tackle. In particular,
finite-time dynamics is in the vast majority of cases out of scope, even in the presence
of integrability [90–92]. This is the main motivation behind the work presented
here. We propose two classical one dimensional lattice systems: a model of charged
hard-core particles [93] and Rule 54 reversible cellular automaton (RCA54) [94].
Both systems describe the dynamics of particles with one possible velocity that
interact only pairwise by scattering when colliding. From this point of view, they
behave as Bethe-ansatz integrable models. However, they are in a sense simpler,
since the full time evolution of local observables can be explicitly obtained [93, 95–
97], which is reminiscent of non-interacting systems. Despite the simplicity, the
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models show diffusive transport properties [93, 95, 96] usually associated with more
generic dynamics, and on the quantum side they exhibit operator dynamics typical
of interacting integrable systems [61, 98–100]. Therefore one might consider these
models as the simplest caricature of interacting many-body dynamics.
Thesis outline
Most of the work presented here contains results previously published in five pa-
pers [93, 95, 96, 101, 102], with the exception of unpublished parts at the end of
Chapters 4 and 5. We start the thesis by introducing the models in Chapter 2. We
define the microscopic dynamics, introduce the necessary formalism and notation,
and at the end discuss the conservation laws and the relevant statistical ensembles.
In Chapter 3 we discuss the transport properties of the model of hard-core in-
teracting charged particles, as was previously published in [93, 95]. We identify a
subspace of local observables that naturally block-diagonalizes the time-evolution
operator, which enables us to find exact form of linear transport coefficients. De-
pending on the underlying state, the transport can be either ballistic with diffusive
corrections, entirely diffusive or isolating. The same feature of dynamics allows us
to find the stationary profiles after an inhomogeneous quench, and the evaluation of
spatio-temporal charge-charge correlation function.
The remainder of the thesis deals with RCA54. In Chapter 4 we present the
full time-evolution of local observables in terms of a time-dependent matrix product
ansatz, previously published in [96]. In more standard integrable systems one ex-
pects the computational complexity of time-evolution of a local observable to grow
exponentially with time, here, however, the growth is quadratic, which enables us to
express the full time-evolved observable in a matrix product form with the matrices
acting on an infinite-dimensional space and the boundary vectors that explicitly de-
pend on time. This enables us to obtain exact density profile after an inhomogeneous
quench when an empty half-infinite chain is joined together with a half-infinite chain
prepared in the maximum entropy state. Additionally, we can compute the spatio-
temporal density-density correlation function. The results show ballistic transport
with diffusive corrections.
Chapter 5 is devoted to the space-like dynamics in RCA54. It consists of two
main results, published in [101, 102]. In the first part we find a concise way of
expressing multi-time correlation functions of ultra-local observables located at the
same spatial coordinate. All such correlation functions can be conveniently ex-
pressed as a MPS with the Schmidt rank 3, which is a consequence of the statistical
independence of particles in the underlying Gibbs ensemble. In the second part we
show, that these states can be understood as stationary states of the dual model
that is obtained by exchanging roles of space and time. We additionally provide
a circuit interpretation of the dynamics, which provides a more formal algebraic
interpretation of other exact results.
Finally, in Chapter 6 we summarize the main points of the work, and provide
some closing remarks.
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Chapter 2
Statistical physics of classical
discrete-time lattice systems
The models studied in the thesis fall under the umbrella of one-dimensional cellular
automata: classical one-dimensional lattice systems where each site can take a finite
number of different states and time evolution is given in discrete steps, in which
the updated values of sites are determined by application of local rules. Cellular
automata were introduced at the end of 1940s by John von Neumann and Stanisław
Ulam while studying self replication in biology. Later the concept was formalized and
widely studied in the context of theoretical computer science and mathematics [103].
In the broader scientific community they became known due to Conway’s game
of life [104], and Wolfram’s systematic study and classification of one-dimensional
cellular automata [105, 106]. In physics they can be either used as computationally
convenient discretization schemes for various numerical methods or as toy models to
simulate microscopic dynamics with local interactions [107]. In the latter case, the
notion of reversible cellular automata becomes important [108, 109], since physical
laws on the microscopic scale are in general reversible.
Time evolution in cellular automata is usually given as a map that updates all
the sites in one step, by applying local update rules on the old values of the lattice.
The models introduced below are non-standard in this respect, since the dynamics
is staggered. Time evolution is decomposed into two time step, each one of them
expressed as a composition of commuting local maps. From this point of view the
models can be understood as classical versions of local quantum circuits.
Besides the staggered structure of time-evolution, the main common feature of
the models studied in the thesis is the existence of excitations that move with fixed
velocities and are stable under scattering, referred to as solitons. The number of such
excitations grows exponentially with the system size, which implies the exponential
growth of local conserved quantities with the support. In this Chapter we introduce
both models, and the formalism necessary to study dynamics of local observables.
For the sake of simplicity, the notions of states and observables are introduced
separately for the two models, since the local space dimension is different and we
wish to provide explicit expressions to be used later in the thesis. At the end of the
respective sections, we show the emergence of conserved quantities corresponding to
solitonic excitations, and discuss stationary states.
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2.1 Classical hard-core interacting particles on the
lattice
The first system we consider is a deterministic model of classical particles on a
one-dimensional lattice. The model was introduced in [93, 95], as the simplest inter-
acting system in which one can explicitly prove the emergence of diffusive transport
(we report on these results in Chapter 3), and later further studied in [97]. The
model describes the dynamics of charged particles on a one-dimensional chain that
move with fixed velocities and scatter elastically when meeting each other. From
this point of view, the model can be understood as a simple discretization of hard-
rod systems [110–116], with an additional internal degree of freedom. Even though
hard-rod-like systems might seem very simple, in some cases they describe the semi-
classical limit of more generic interacting integrable systems [117–121], and a gen-
eralization of hard-rod system has been found to provide a good numerical scheme
for hydrodynamic simulations [122, 123].
The model is defined on a 1-dimensional lattice of length 2n, with periodic bound-
aries. Each site can be either empty, or occupied by a charged particle. A lattice
configuration is uniquely given by the string s of ternary digits,
s = {s1, s2, . . . , s2n}, sx ∈ {0,±1}, (2.1)
where sx = 0 implies that the site x is empty, while sx = ±1 denote the site
with a (positively or negatively charged) particle. Time evolution of configurations
is given in terms of a local two-site update rule ϕ : Z3 × Z3 → Z3 × Z3, that
uniquely maps a two-site configuration (s1, s2) into an updated two-site configuration
(s′1, s
′
2) = ϕ(s1, s2). Explicitly, for any combination s1, s2 ∈ {+1,−1}, ϕ is defined
as,
ϕ(0, 0) = (0, 0), ϕ(0, s2) = (s2, 0), ϕ(s1, 0) = (0, s1), ϕ(s1, s2) = (s1, s2). (2.2)
The two-site map encodes free movement of particles with the hard-core interaction:
a particle moves to the other side if it is empty, otherwise it stays at the same
position. It can be graphically represented by specifying its action on all the two-
site configurations as
s1 s2
s′1 s
′
2
, (2.3)
where the empty sites are denoted by white circles, while the blue and green circles
are positively and negatively charged particles respectively. The blue and green lines
in the background visually suggest the path of the corresponding particles.
The time evolution of the full configuration consists of applying ϕ to even disjoint
pairs of sites at even time-steps and to odd pairs at odd time steps. Explicitly,
st+1 =
{
ϕe(st), t ≡ 0 (mod 2),
ϕo(st), t ≡ 1 (mod 2), (2.4)
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x
t
Figure 2.1: An example of time-evolution for the lattice of length 2n = 14. The blue
and green colored circles represent sites occupied by the positively and negatively
charged particles respectively, while white circles denote empty sites. The colored
lines are added as a visual guide to suggest particle movement. Time evolution is
staggered; in one time step the two-site local time evolution map is applied to either
even or odd pairs of sites. The pairs of sites that are being updated are denoted by
dashed boxes.
where the superscript denotes the time and ϕe, ϕo are time-evolution maps corre-
sponding to the even and odd times,
ϕe = ϕ1,2 ◦ ϕ3,4 ◦ · · · ◦ ϕ2n−1,2n, ϕo = ϕ2,3 ◦ ϕ4,5 ◦ · · · ◦ ϕ2n,1. (2.5)
Here the transformations ϕx,x+1 are local update maps that act nontrivially only on
sites x and x+ 1,
ϕx,x+1(s1, . . . , s2n) = (s1, . . . , s
′
x, s
′
x+1, . . . , s2n), (s
′
x, s
′
x+1) = ϕ(sx, sx+1). (2.6)
The staggering of the time evolution, together with the local rules imply that the
particles move in a fixed direction, whenever there are no other particles nearby.
When two particles meet, they scatter elastically and reverse their direction. The
graphical representation of an example is given in Figure 2.1.
2.1.1 Macroscopic states and observables
The statistical states (also macroscopic states) are probability distributions over
the set of configurations. They can be expressed as vectors from R32n with the
appropriate normalization
p =
[
p0 p1 p2 · · · p32n−1
]T
,
32n−1∑
s=0
ps = 1, (2.7)
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where the component ps ≡ ps ≥ 0 corresponds to the probability of the configuration
s = (s1, s2, . . . , s2n) given by the ternary representation of s,1
s =
2n∑
j=1
32n−j s¯j, s¯j ≡ sj + 3 (mod 3). (2.8)
The time evolution of states is again staggered,
pt+1 =
{
U ept, t ≡ 0 (mod 2),
Uopt, t ≡ 1 (mod 2). (2.9)
The even and odd time propagators U e and Uo are defined as products of two site
local operators acting on disjoint pairs of sites,
U e =
n∏
j=1
U2j−1,2j, Uo =
n∏
j=1
U2j,2j+1, Uj,j+1 = 1
⊗j−1 ⊗ U ⊗ 1⊗2n−j−1, (2.10)
where 1 is a 3 × 3 identity matrix, while the local two-site propagator U is a de-
terministic 9 × 9 matrix with entries that correspond to transitions given by the
deterministic update rule (2.2),
U(s′1,s′2),(s1,s2) = δ(s′1,s′2),ϕ(s1,s2), U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0 1
0 1
1 0
1
1
1 0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.11)
An observable a is a real-valued function over the set of configurations, that
associates each configuration of the chain s with a real number a(s) ∈ R.
Example. Local two-site density of charge qj,j+1 is the average charge of particles on sites
j and j + 1,
qj,j+1(s) =
1
2
(sj + sj+1). (2.12)
The expectation value of the observable in a state p is by definition expressed as the
following sum over all the configurations,
⟨a⟩p =
∑
s
a(s)ps ≡ a · p, (2.13)
where we introduced a as the (row) vector with components a(s). This immediately
suggests that observables form a vector space that is dual (and therefore isomorphic)
1Note that the configuration is given by a string of digits, {0,+1,−1}, while the ternary rep-
resentation of s consists of {0, 1, 2}. Therefore we have to identify −1 ≡ 2, which is the reason for
the definition in terms of s¯j .
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to R32n . This allows us to formulate time evolution of observables via the following
relation,
a · p2t = aUo · · ·UoU e  
2t
p ≡ a2t · p, (2.14)
where a2t denotes the observable a evolved for 2t time steps, which is due to UT = U
expressed as
a2t = (U eUo)t a. (2.15)
The roles of U e and Uo are reversed with respect to (2.9). Due to the staggered
structure of dynamics, the definition of time evolution of observables at intermediate
(i.e. odd) times is a bit subtle. When not stated differently, we define it via the
following relation,
a2t · p = a2t−1 · p1, (2.16)
which implies
at+1 =
{
U eat, t ≡ 1 (mod 2),
Uoat, t ≡ 0 (mod 2). (2.17)
Note, however, that this choice does not always correspond to the physical situation,
in which case one should be more careful (see Section 3.A.1 for an example).
Additionally, component-wise multiplication of observables can be defined as
(ab)(s) = a(s)b(s), (2.18)
which makes the space of observables a commutative algebra. We introduce an
ultralocal basis [∅]j, [+]j and [−]j, 1 ≤ j ≤ 2n, defined as
[∅]j(s) = δsj ,0, [+]j(s) = δsj ,1, [−]j(s) = δsj ,−1. (2.19)
Any local observable can be expressed as a linear combination of products of one-site
observables. In particular, we introduce the following shorter notation for local-basis
observables acting on r-sites.
[α1α2 . . . αr]x = [α1]x[α2]x+1 · · · [αr]x+r−1, αj ∈ {∅,+,−}. (2.20)
Example. Using this notation, the two-site charge qj,j+1, as introduced in (2.12), can be
expressed as
qj,j+1 =
1
2
(
[+]j − [−]j + [+]j+1 − [−]j+1
)
. (2.21)
Due to the additional algebraic structure, we can interpret observables not only as
vectors dual to states, but also as diagonal matrices with the entries as. In this case
the expectation value can be expressed as
⟨a⟩p = a · p ≡ ω⊗2nO(a)p, ω =
[
1 1 1
]
, (2.22)
where we introduced the row vector ω that corresponds to the unnormalized maxi-
mum entropy state and O(a) is a 32n×32n diagonal matrix with the matrix elements
given by the vector a, (O(a))
t,t′ = δt,t′at. (2.23)
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In particular, the ultralocal basis elements [α]j, α ∈ {∅,+,−}, 1 ≤ j ≤ 2n, are
associated with the following matrices
[α]j = 1
⊗j−1 ⊗
⎡⎣δα,∅ δα,+
δα,−
⎤⎦⊗ 1⊗2n−j. (2.24)
Additionally, we define Ox(a) to denote matrix representation of a one-site observ-
able a at the position x,
Ox(a) = 1⊗x−1 ⊗
⎡⎣a0 0
0 a1
⎤⎦⊗ 1⊗2n−x. (2.25)
2.1.2 Conserved quantities and solitons
Local conservation laws play a key role in the transport of local observables [124–
127]. Generically we expect the number of local conserved quantities to scale linearly
with the support. As we will see, this does not happen in our case, since their number
grows exponentially with the system size. This is a consequence of a big number of
solitonic states, i.e. excitations that freely move in the system.
This point can be intuitively explained by returning to the graphical represen-
tation of the dynamics in Figure 2.1. Empty sites can be interpreted as excitations
(referred to as vacancies) that move through the sea of charged particles. Their
speed is 1 and their direction is constant, determined by the parity of their position
at t = 0. Explicitly, every vacancy positioned at an odd site at time t = 0 moves to
the right, while the excitations at even sites move to the left. Since the speed and
direction do not change, two vacancies separated by an even number of sites will
always stay at the same relative distance. Therefore the density of pairs of vacancies
separated by an even number of sites is conserved. The same holds for combinations
consisting of multiple vacancies, as long as the distances between them are all even.
As we will explicitly see below, this implies an exponentially growing number of
conserved quantities.
To formalize the intuitive picture, we first define the even and odd spaces of
solitonic observables,
Se = lsp{[∅]2k1 [∅]2k2 · · · [∅]2kl ; 1 ≤l ≤ n, 1 ≤ k1 ≤ . . . ≤ kl ≤ n},
So = lsp{[∅]2k1−1[∅]2k2−1 · · · [∅]2kl−1; 1 ≤l ≤ n, 1 ≤ k1 ≤ . . . ≤ kl ≤ n}.
(2.26)
For any observable from Se/o two time steps are equivalent to translation for 2 sites,
U eUosk =
{
η2sk; sk ∈ Se,
η−2sk; sk ∈ So,
(2.27)
where η is the lattice shift operator, (η a)(s1,s2...,s2n) = a(s2,s3,...,s2n,s1), and k =
(k1, k2, . . . , kl) denotes the places where one-site observables [∅] appear. This follows
from a simple two-site relation,
Uj,j+1[∅]j = [∅]j+1, Uj,j+1[∅]j+1 = [∅]j. (2.28)
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Such observables can be understood as a classical analogue to ultralocal solitons
as observed in [128]. Any solitonic observable sk ∈ Se/o can be considered a local
density of a conserved quantity Sk =
∑
j η
2j(sk),
U eUo Sk = U
eUo
( n∑
j=1
η2x sk
)
=
n∑
j=1
η2x±2sk = Sk. (2.29)
For the chain of length 2n, the number of distinct solitonic conserved quantities Sk
is 2n. An additional conserved quantity is the total charge Q, defined as the sum of
two-site charge densities (2.12),
Q =
n∑
x=1
qx,x+1. (2.30)
Therefore the number of all 2 local integrals of motion is 2n + 1.
2.1.3 Stationary states
Generic integrable systems equilibrate to non-thermal equilibrium states, which are
expected to be described by the Generalized Gibbs ensemble [43, 47, 129]. In our
case, the knowledge of conserved quantities enables us to explicitly construct the
analogue of Generalized Gibbs ensemble, as described in [95]. However, here we will
limit the discussion to a simpler class of product stationary states.
Due to the staggering of the time evolution (i.e. the Floquet period is 2), we
require the stationary states to be invariant to two time steps,
UoU ep = p. (2.31)
Equivalently, we can introduce two versions of the stationary state, p and p′, corre-
sponding to even and odd time steps,
U ep = p′, Uop′ = p. (2.32)
We propose the following ansatz for the product stationary state,
p = p1 ⊗ p2 ⊗ · · · ⊗ p2  
2n
, p′ = p2 ⊗ p1 ⊗ · · · ⊗ p1  
2n
. (2.33)
One-site states p1,2 have to be normalized, therefore each one is determined by two
free parameters,
p1,2 =
⎡⎢⎢⎢⎣
1− ρ1,2
1
2
(ρ1,2 + µ1,2)
1
2
(ρ1,2 − µ1,2)
⎤⎥⎥⎥⎦ . (2.34)
In this parametrization, ρ1 and ρ2 correspond to the densities of particles on the
even and odd sites, while µ1, µ2 are the imbalances of charge. The stationarity
condition is fulfilled when the following two relations hold 3
Up1 ⊗ p2 = p2 ⊗ p1, Up2 ⊗ p1 = p1 ⊗ p2. (2.35)
2An explicit numerical search for suggests no other conserved quantities. However, at the
moment we cannot rigorously exclude the possibility of existence of additional integrals of motion.
3Note that the second equality follows from the first one by U = U−1.
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This is satisfied if the ration between the charge imbalance and the density of par-
ticles is the same on all the sites,
µ1
ρ1
=
µ2
ρ2
. (2.36)
2.2 Rule 54 reversible cellular automaton
The second model studied in the thesis is Rule 54 reversible cellular automaton
(RCA54), as introduced by Bobenko et. al. [94]. It is a discrete space-time system
that describes solitons with pair-wise interaction. In the past years, many exact
results have been obtained due to the simplicity of the model. The recent wave of
interest started by the paper by T. Prosen and C. Mejía-Monasterio [130], where a
non-equilibrium steady state (NESS) of the system coupled to stochastic boundaries
was introduced. Later the result was reformulated in terms of a matrix-product
state (MPS), generalized to richer boundaries, and additionally a class of leading
eigenvectors of the Markov matrix (not only the NESS) was found in [131]. A. Inoue
and S. Takesue [132] realised that the model is equivalent to the cellular automaton
known as ERCA250R by Takesue’s classification [109], and found NESS for more
general boundary propagators. Later, the paper by B. Buča et. al. [133], introduced
exact methods to study large deviation statistics in the boundary driven setup.
The work presented in this thesis concerns dynamics away from the boundaries.
In [96] (Chapter 4) we construct the explicit time-dependent matrix product state
(tMPS) representation of time-evolution of local observables, which allows us to
study exactly the nature of transport in the model. In [101] we find an efficient way
of encoding multi-time correlation functions at the same point and in [102] we study
the space-evolution of configurations in time (these two works are summarized in
Chapter 5).
At approximately the same time, the model was independently considered in the
quantum setting [61, 98], as a simple example of an interacting integrable system,
for which operator spreading and dynamics on the hydrodynamic scale can be easily
studied. Later, by adding a dispersion term, it was generalized into a fully quantum
model [134], which can be diagonalized with Bethe ansatz. One of the motivations
to study the quantum RCA54 comes from realization that it can be understood as
a deterministic version of Fredrickson-Anderson model [135], which belongs to the
class of kinetically constrained models (KCMs), effective models that describe glassy
dynamics [136]. Quantum dynamics of cellular automata derived from these models
are expected to show nonthermal features [137, 138], even when not integrable.
Another set of results on the quantum dynamics of RCA54 is a generalization of
tMPS to the time-evolution of quantum local observables [99, 100], that gives the
polynomial upper bound on the rate of operator spreading.
2.2.1 Definition of dynamics
The model is defined on the one-dimensional chain of length 2n, where each site
is either occupied or empty. A lattice configuration is given by a string of binary
digits,
s = {s1, s2, . . . , s2n}, sx ∈ {0, 1}. (2.37)
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The dynamics is characterized by a local three-site rule χ that uniquely maps a
configuration (s1, s2, s3) into the updated value of the middle site s′2,
s′2 = χ(s1, s2, s3) ≡ s1 + s2 + s3 + s1s3 (mod 2). (2.38)
Time evolution is staggered and consists of time-steps in which we apply commuting
local maps: at even times, only the values of the even sites change, while at odd
times the odd sites change. The time-evolution can be therefore summarized as
st =
{
χe(st−1), t ≡ 0 (mod 2),
χo(st−1), t ≡ 1 (mod 2), (2.39)
where the even and odd-time evolution maps are defined as
χe(s1, s2, . . . , s2n) = (s1, s
′
2, s3, s
′
4, . . . , s
′
2n),
χo(s1, s2, . . . , s2n) = (s
′
1, s2, s
′
3, s4, . . . , s2n)
s′x = χ(sx−1, sx, sx+1). (2.40)
It is convenient to imagine the lattice to have a zig-zag shape and give a config-
uration at time t as
st = (. . . , st−1x−1, s
t
x, s
t−1
x+1, s
t
x+2, . . .), x+ t ≡ 0 (mod 2), (2.41)
where the subscript denotes the position coordinate and superscript is the time
coordinate, while requiring that both coordinates have the same parity. Explicitly,
s2t = (s2t−11 , s
2t
2 , s
2t−1
3 , . . . , s
2t
2n), s
2t+1 = (s2t+11 , s
2t
2 , s
2t+1
3 , . . . , s
2t
2n). (2.42)
Geometrically, we imagine the sites with the smaller superscript to be positioned at
the bottom of the zig-zag chain, while the ones with the bigger superscript are at
the top. Time evolution can be therefore understood as moving the bottom sites to
the top, graphically represented as
st−1x−3
st−2x−2
st−1x−1
st−2x
st−1x+1
st−2x+2
st−1
−→ st−1x−3 st−1x−1 st−1x+1
stx−2 stx s
t
x+2
st
−→
st+1x−3
stx−2
st+1x−1
stx
st+1x+1
stx+2
st+1
. (2.43)
In this spirit, the local time-evolution rules (2.38) are expressed as
s1
s2
s3
s′2
, (2.44)
where the empty and full sites are represented by white and black squares respec-
tively. The graphic representation of update rules immediately offers an alternative
interpretation of the dynamics. Black sites represent particles that move with a
constant velocity 1 either to the left or right. When two oppositely moving particles
meet, they annihilate each other and reappear in the next time step continuing with
the same velocity. Or, alternatively speaking, they form a virtual bound state which
decays after one unit of time. As a result, their positions are shifted backwards by
one site with respect to the original trajectories. This behaviour can be observed
by considering the example of time evolution shown in Figure 2.2.
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x
t
Figure 2.2: An example of time evolution. We start with a configuration of 2n = 28
sites and evolve it according to the local time-evolution map (2.38). Full sites
behave as particles that move with velocity 1 either to the left or to the right. The
particles interact pairwise by annihilating and then reappearing in the next time
step (described by the 3rd, 6th and 8th diagram in (2.44)). This induces a delay for
one site with respect to the original trajectories of the particles.
2.2.2 States and observables
Analogously to the situation discussed in Subsection 2.1.1, macroscopic states are
probability distributions over the configuration space and can be represented as
vectors from R22n ,
p =
[
p0 p1 . . . p22n−1
]T
,
22n−1∑
s=0
ps = 1, (2.45)
where the component ps ≥ 0 corresponds to the probability of the configuration
(s1, s2, . . . , s2n) given by the binary representation of s; s =
∑2n
j=1 2
2n−jsj.4 The
time evolution of statistical states is given in terms of a local three-site permutation
operator U that leaves the left and right sites intact, while the middle site is changed
according to the update rule (2.38),
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
1
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, U(s′1,s′2,s′3),(s1,s2,s3) = δs′1,s1δs′2,χ(s1,s2,s3)δs′3,s3 . (2.46)
4To simplify notation, we will interchangeably use ps, ps or ps1,s2,...,s2n to denote probability of
a configuration s = (s1, s2, . . . , s2n), depending on convenience.
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Due to the staggering, the full time evolution of states is given by the alternation
of even and odd time evolution operators U e and Uo,
p(t+ 1) =
{
U ep(t), t ≡ 0 (mod 2),
Uop(t), t ≡ 1 (mod 2), (2.47)
where U e and Uo are defined as products of local three-site operators acting on even
and odd triplets of sites,
U e =
n∏
j=1
U2j, U
o =
n∏
j=1
U2j+1, Uj ≡ 1⊗j−2 ⊗ U ⊗ 1⊗2n−j−1. (2.48)
Most of the previous discussion on observables can be directly applied to this case.
Observables are real valued function over the set of configurations, a : (Z2)2n → R.
The expectation value in a state p is given by
⟨a⟩p =
∑
s
a(s)ps = a · p, (2.49)
where a is a 22n-dimensional vector corresponding to observable a. This formulation
enables us to define time-evolution of observables as 5
at+1 =
{
Uoat, t ≡ 0 (mod 2),
U eat, t ≡ 1 (mod 2). (2.50)
When more convenient, we will use the analogy with the quantum setting to
represent observables with diagonal matrices: to each observable a we assign a
matrix O(a) with elements as on the diagonal, so that the expectation value in a
state p takes the following form
⟨a⟩p = a · p ≡ ω⊗2nO(a)p, ω =
[
1 1
]
. (2.51)
Additionally, we introduce the local basis of the algebra of observables {[0]x, [1]x}2nx=1
with the basis elements defined as
[0]x(s) = δsx,0, [1]x(s) = δsx,1, (2.52)
which can be represented in terms of matrices as
[α]j = 1
⊗j−1 ⊗
[
δα,0
δα,1
]
⊗ 1⊗2n−j. (2.53)
As before, local observables with larger support are expressed in terms of one-site
observables. However, in the context of RCA54 we will use [α1α2 · · ·αr]x to denote
an observable with support r that is centered around x,
[α1α2 · · ·αr]x = [α1]x−⌊r/2⌋[α2]x−⌊r/2⌋+1 · · · [αr]x+⌊(r−1)/2⌋. (2.54)
5Note that the subtleties involving time evolution for odd times (as discussed in Subsection 2.1.1,
in the paragraphs surrounding equations (2.16) and (2.17)), apply here as well.
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It maps a configuration s into 1 if the substring (sx−⌊r/2⌋, sx−⌊r/2⌋+1, . . . sx+⌊(r−1)/2⌋)
equals (α1, α2, . . . αr) and 0 otherwise. An identity observable Ix, defined as
Ix = [0]x + [1]x, (2.55)
is a unit element in the observable algebra: any local observable a is preserved under
multiplication by Ix, which in fact represents the same element for any x, Ix = Iy ≡ I
for any pair of sites x, y. This is easily seen from the matrix representation (2.53),
in which Ix corresponds to the identity matrix for any x. The definition (2.55) is
convenient to formally extend the support of observables:
[α1α2 · · ·αr]x = Ix−⌊r/2⌋−1[α1α2 · · ·αr]xIx+⌊(r−1)/2⌋+1
=[0α1α2 · · ·αr0]x + [0α1α2 · · ·αr1]x + [1α1α2 · · ·αr0]x + [1α1α2 · · ·αr1]x.
(2.56)
2.2.3 Conserved quantities
As we have demonstrated in the previous subsections, the numbers of right and left
moving solitons are separately conserved. We introduce observables corresponding
to numbers of the two types of solitons as extensive sums of local densities
NR =
n∑
x=1
ρR2x, NL =
n∑
x=1
ρL2x, (2.57)
where ρR/Lx denote the densities of right and left movers at (approximate) position 2x
on the chain,
ρRx = [11]2x + [010]2x + [010]2x−1, ρ
L
x = [11]2x−1 + [010]2x + [010]2x−1. (2.58)
It is easy to see that these are indeed densities of right and left movers: the first
term [11]2x (or [11]2x−1) gives the number of pairs of consecutive full sites, which
correspond to all the right (left) moving solitons that are freely moving. The other
two terms, [010]2x and [010]2x−1 count the numbers of pairs of solitons that are
scattering at the moment. We can also verify explicitly by direct calculation that
the two quantities (2.57) are conserved, since they are mapped into each other under
time evolution,
U eNL = U
oNL = NR, U
eNR = U
oNR = NL. (2.59)
Additionally, by construction, both are invariant to translation for an even number
of sites and they map into each other under translation for an odd number of sites,
η(NR) = NL, η(NL) = NR. (2.60)
The relations (2.59) and (2.60) show that the pair of conserved quantities preserves
the symmetry of the model: shift for one site is equivalent to the evolution for one
time step.
These are only the two most local charges. Similarly to the model of hard-core
particles, we observe that RCA54 exhibits an exponential number of local conserved
quantities. From the numerical data shown in Table 2.1, we can quickly see that the
number of charges with support r (denoted bymcqr ) satisfies the Fibonacci recurrence
relation,
mcqr = m
cq
r−2 +m
cq
r−4, (2.61)
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r 5 6 7 8 9 10 11 12 13 14
mcqr 4 5 6 8 10 13 16 21 26 34
Table 2.1: Number of local conserved quantities (mr) with the given support (r).
The data is obtained numerically, by diagonalizing the propagator expressed in the
reduced basis of extensive and local observables with the given support, using the
approach outlined in [139].
Figure 2.3: Scattering of an example of configurations of left and right moving
solitons. Red (orange) rectangles denote a fixed combination of right movers (left
movers). After the scattering, both configuration reemerge unchanged, with the
appropriate shifts of trajectories.
which implies their asymptotic scaling as
mcqr ∝ ϕr/2, ϕ =
1 +
√
5
2
. (2.62)
Analogously to the situation described in Subsection 2.1.2 the conserved charges
can again be understood as local densities of fixed configurations of solitons moving
in the same direction. As is shown with an example in Figure 2.3, any combination
of solitons moving in the same direction is stable under scattering: we refer to them
as composite particles. They move with the same velocity (i.e.±1) as simple particles
and their scattering can be always decomposed into pairwise scattering of solitons.
To demonstrate that the exponentially many conserved quantities correspond to
densities of such composite particles, let us count their number. A combination
of solitons moving in the same direction corresponds to a configuration with some
number of pairs of consecutive full sites, that are separated for an even number of
sites. This immediately implies that the number of all such states increases with
the same recurrence relation as mcqr . To demonstrate it, let us consider composite
left-moving particles on the finite chain of length 2n. Any combination of left movers
can either finish with two empty sites, or it can finish with two full sites. The first
option corresponds to a valid composite particle of length at most 2n− 2, while the
second one has to be composed of a valid particle of length 2n− 4, followed by two
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empty sites and two full sites,
· · ·
2r − 2
,
· · ·
2r − 4
. (2.63)
The number of left movers of size (at most) 2n therefore follows the recurrence
relation from (2.61),
ms,L2n = m
s,L
2n−2 +m
s,L
2n−4. (2.64)
Adding an additional site does not increase the number of all the left movers,
ms,L2n+1 = m
s,L
2n and due to the staggering the number of right movers is shifted
by 1, ms,Rn = m
s,R
n−1. This implies that the total number of composite particles also
increases with the same recurrence relation,
msn = m
s,L
n +m
s,R
n = m
s
n−2 +m
s
n−4. (2.65)
The existence of composite particles therefore fully explains exponentially many
conserved quantities. Curiously, counting the number of short particles and com-
paring it with the numerical data from Table 2.1, we see that the two sequences
differ slightly,
msr = m
cq
r+2, (2.66)
which implies that (apart for the most local states), the support of the local ob-
servable measuring the density of a composite-particle of length r is smaller (r− 2).
However, we cannot prove this, since the systematic explicit construction of con-
served charges in the model is still missing.
2.2.4 Stationary states
Stationary states are invariant under time evolution for whole periods of time, i.e.
for even times t. We introduce two versions of the equilibrium state, p and p′,
corresponding to even and odd time steps. The time invariance condition takes the
following form,
p′ = U ep, p = Uop′. (2.67)
We consider the states that can be expressed in the matrix product form similar to
stationary states introduced in [131, 133]. Let W(ξ, ω) and W′(ξ, ω) be vectors in
the physical space,
W(ξ, ω) =
⎡⎣W0(ξ, ω)
W1(ξ, ω)
⎤⎦ , W′(ξ, ω) =
⎡⎣W ′0(ξ, ω)
W ′1(ξ, ω)
⎤⎦ . (2.68)
Their components are 3 × 3 matrices that depend on two parameters ξ and ω;
ξ, ω > 0,
W0(ξ, ω) =
⎡⎣1 0 0ξ 0 0
1 0 0
⎤⎦ = W ′0(ω, ξ), W1(ξ, ω) =
⎡⎣0 ξ 00 0 1
0 0 ω
⎤⎦ = W ′1(ω, ξ). (2.69)
The two sets of matrices W′(ξ, ω), W′(ξ, ω) are mapped to each other under the
exchange of the parameters ξ ↔ ω. In what follows, the explicit dependence on ξ
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and ω will sometimes be suppressed to simplify the notation. The matrices obey
a cubic algebraic relation
UW1W
′
2W3S =W1SW2W
′
3, (2.70)
where S is a 3× 3 matrix acting in the auxiliary space,
S =
⎡⎣1 1
1
⎤⎦ , S2 = 1. (2.71)
The relation spelled out in physical components states explicitlyWs1W ′χ(s1,s2,s3)Ws3S =
Ws1SWs2W
′
s3
for any combination of s1, s2, s3 ∈ {0, 1}. Due to the mapping between
W and W′, also the following relation holds,
P123W
′
1W2W
′
3S =W
′
1SW
′
2W3. (2.72)
The equilibrium states can then be expressed in the matrix product form as,
p(2n) =
1
Z
tr
(
W1W
′
2 · · ·W′2n
)
, p′(2n) =
1
Z
tr
(
W′1W2 · · ·W2n
)
, (2.73)
with Z being fixed by the normalization. Using the relations (2.70) and (2.72)
together with the properties S2 = 1 and P 2 = 1, it is straightforward to see that
the states p(2n) and p′(2n) are mapped to each other under the time propagation,
p(2n) = Uop′(2n), p′(2n) = U ep(2n), (2.74)
which implies their stationarity. Note that the exchange of the parameters ξ ↔ ω
shifts the state in time for one time step. Furthermore, the exchange of parameters
also corresponds to the shift for one lattice site; explicitly
η
(
p(2n)
)
= p′(2n), η
(
p′(2n)
)
= p(2n), (2.75)
where η is the one-lattice-site shift operator, given in terms of a 22n × 22n matrix
η(s1s2...s2n),(b1b2...b2n) = δs2,b1δs3,b2δs4,b3 · · · δs2n,b2n−1δs1,b2n .
It can be shown that the class of states (2.73) corresponds to the grand-canonical
ensemble, with the probabilities of configurations given as
ps =
1
Z
ξNL(s)ωNR(s), (2.76)
where the partition sum Z is determined by normalization and parameters ξ and ω
can be understood as exponents of chemical potentials corresponding to the densities
of left and right movers. This interpretation also provides systematic means to
construct the MPS representation of the stationary state, rather than imposing it.
See [140] for an explicit demonstration.
Finite section of the larger periodic chain
The equilibrium distribution on a smaller subchain of length 2m, m ≤ n can be
expressed by summing over all the other sites
p
(2n)
[1,2m] =
tr
(
W1W
′
2W3 · · ·W′2mT n−m
)
trT n
, (2.77)
37
Chapter 2. Statistical physics of classical discrete-time lattice systems
with the transfer matrix T = (W0 +W1)(W ′0 +W ′1) taking the following form,
T =
⎡⎢⎢⎢⎣
1 + ξω ω ξ
1 + ξ ξω ξ
1 + ω ω ξω
⎤⎥⎥⎥⎦ . (2.78)
Fixing the subchain length m while taking the thermodynamic limit n → ∞ this
reduces to
p[1,2m] = lim
n→∞
p
(2n)
[1,2m] = λ
−m ⟨l|W1W′2W3 · · ·W′2m |r⟩
⟨l|r⟩ , (2.79)
where λ is the leading eigenvalue of T ,
λ(ξ, ω) =
1
3
(
1 + 3ξω +
(
∆
2
)1/3
+ (1 + 3ξ)(1 + 3ω)
(
2
∆
)1/3)
,
∆ = 2 + 9(ξ + ω) + 27ξω(2 + ξ + ω)
+
√
27(ξ − ω)2(9ξω(3ξω − 2)− 4(ξ + ω)− 1),
(2.80)
and ⟨l|, |r⟩ are the corresponding left and right (unnormalized) eigenvectors,
|l⟩ =
⎡⎢⎢⎢⎣
ω
(
(λ− ξω)2 − ξω)
ω2(λ− ξω + ξ)
ξω(λ− ξω + ω)
⎤⎥⎥⎥⎦ , |r⟩ =
⎡⎢⎢⎢⎣
ω(λ− ξω + ξ)
(λ− ξω)2 − λ− ξ
ω(λ− ξω + ω)
⎤⎥⎥⎥⎦ . (2.81)
Note that the leading eigenvalue λ(ξ, ω) is the largest solution of the cubic equation
λ3 − λ2(1 + 3ξω)− λ(ξ + ω + ξω(1− 3ξω))− ξω(1− ξω)2 = 0, (2.82)
that is larger than 1, and appears as a single (isolated) real root for all non-negative
values of parameters ξ, ω.
The expression (2.79) holds for finite subsections of the chain that start at odd
sites at even times or even sites at odd times, i.e. the components of p are probabil-
ities of observing configurations (stx, stx+1, . . . , stx+2m−1) if x+ t ≡ 1 (mod 2) holds. 6
In the other case, we have to exchange the role of parameters ξ and ω. This can be
summarized as
p
(
s1
s2
· · · · · ·
s2m
)
:= ps1s2...s2m :=
λ−m
⟨l|r⟩ ⟨l|Ws1W
′
s2
· · ·W ′s2m |r⟩ ,
p
(
s1
s2
· · · · · ·
s2m
)
:= p′s1s2...s2m :=
λ−m
⟨l′|r′⟩ ⟨l
′|W ′s1Ws2 · · ·Ws2m |r′⟩ ,
(2.83)
where the new (primed) left/right vectors are obtained from the old (unprimed) ones
by exchanging ξ ↔ ω; ⟨l′(ξ, ω)| = ⟨l(ω, ξ)| and |r′(ξ, ω)⟩ = |r(ω, ξ)⟩.
6Since p[1,2m] is well defined for any m, the subscript will be omitted and the exact length
specified when ambiguous.
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Analogously, the probabilities of configurations of an odd length 2m−1 are given
by summing over all the possible values of the undetermined site 2m,
p
(
s1
s2
· · ·
· · ·
s2m−1
)
:= ps1s2...s2m−1 = ps1s2...s2m−10 + ps1s2...s2m−11
=
λ−m
⟨l|r⟩ ⟨l|Ws1W
′
s2
· · ·Ws2m−1(W0 +W1) |r⟩
=
λ−(m−1)
⟨l| (W0 +W1) |r′⟩ ⟨l|Ws1W
′
s2
· · ·Ws2m−1 |r′⟩ ,
(2.84)
where to get to the last line we observe that auxiliary space vectors (W0 +W1) |r⟩
and |r′⟩ are linearly dependent, i.e. there exists an α ∈ R so that (W0 +W1) |r⟩ =
α |r′⟩. Similarly, swapping the parameters ξ and ω we obtain the probabilities of
configurations starting on the sites with x+ t ≡ 0 (mod 2),
p
(
s1
s2
· · ·
· · ·
s2m−1
)
:= p′s1s2...s2m−1 = λ
−(m−1) ⟨l′|W ′s1Ws2 · · ·W ′s2m−1 |r⟩
⟨l′| (W ′0 +W ′1) |r⟩
. (2.85)
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Chapter 3
Transport in the hard-core particle
model
Even thought the framework of linear response is conceptually simple and can be
applied to many systems, the evaluation of the necessary correlation functions is a
formidable task and so far it has been done only for a handful of non-interacting
cases. In this chapter we show that it can be accomplished for the model of hard-core
particles, introduced in Section 2.1. These results were previously published in [93,
95]. In Section 3.1 we first provide necessary technical details, which allow us to
study the linear response coefficients in Section 3.2. In addition to the deterministic
cellular automaton introduced in Section 2.1, we also find the exact expressions for
the stochastic generalization of the model, where two neighbouring particles have a
nonzero probability of being exchanged. We proceed by studying an inhomogeneous
quench in Section 3.3, while in Section 3.4 we study spatio-temporal density-density
correlation function.
3.1 Computational basis
To perform explicit computations, it is convenient to introduce the following basis
of local observables, determined by a parameter 0 ≤ ρ ≤ 1,
[0]j = [∅]j + [+]j + [−]j,
[1]j = [+]j − [−]j,
[2]j =
ρ
1− ρ [∅]j − [+]j − [−]j.
(3.1)
The basis element [0]j corresponds to the identity observable,
[0]j(s) = 1, for all 1 ≤ j ≤ 2n, s, (3.2)
which is also the multiplicative identity in the algebra of observables, [0]ja = a[0]j =
a. The observable [1]j corresponds to the particle charge on the site j, and the basis
observable [2]j is chosen so that ⟨[2]j⟩p = 0 for the subclass of equilibrium states p
introduced in Section 2.1.3, where the particle density is the same everywhere, ρ1 =
ρ2 = ρ.
To preserve the property ⟨[2]j⟩p = 0 for states with different densities on odd and
even sites, we have to use different basis parameters that match particle densities -
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i.e ρ1 on odd and ρ2 on even sites. In this case the expectation values of products
of basis observables can be expressed as
⟨[0]2x−1[0]2x−1⟩p = 1, ⟨[0]2x[0]2x⟩p = 1,
⟨[0]2x−1[1]2x−1⟩p = µ1, ⟨[0]2x[1]2x⟩p = µ2,
⟨[0]2x−1[2]2x−1⟩p = 0, ⟨[0]2x[2]2x⟩p = 0,
⟨[1]2x−1[1]2x−1⟩p = ρ1, ⟨[1]2x[1]2x⟩p = ρ2,
⟨[1]2x−1[2]2x−1⟩p = −µ1, ⟨[1]2x[2]2x⟩p = −µ2,
⟨[2]2x−1[2]2x−1⟩p =
ρ1
1− ρ1 , ⟨[2]2x[2]2x⟩p =
ρ2
1− ρ2 .
(3.3)
Note that the parameters (ρ1, ρ2, µ1, µ2) are not independent due to the stationarity
condition (2.36), therefore we introduce an alternative set of parameters,
ρ =
ρ1 + ρ2
2
, ∆ =
ρ1 − ρ2
2
, µ = µ1
ρ
ρ1
= µ2
ρ
ρ2
=
µ1 + µ2
2
. (3.4)
Throughout the chapter we will interchangeably use both parametrizations, (ρ,∆, µ)
and (ρ1, ρ2, µ1, µ2), depending on convenience.
When considering time evolution of states (as opposed to observables) it proves
useful to introduce an observable p corresponding to the state p, so that an expec-
tation value of a in the state p can be expressed as
⟨a⟩p = ⟨ap⟩, (3.5)
where ⟨·⟩ is an expectation value in a non-normalized maximum entropy state,
⟨a⟩ =
∑
s
a(s). (3.6)
A good basis to express such observables is [α]′, defined as,
[0]′j =
2− 3ρ
2
[∅]j +
ρ
2
[0]j,
[1]′j =
1
2
[1]j,
[2]′j =
2− 3ρ
2
[∅]j +
1− ρ
2
[2]j,
(3.7)
which is dual to (3.1) with respect to the expectation value ⟨·⟩,
⟨[α]j[β]′j⟩ = δα,β. (3.8)
3.1.1 Examples
We finish this section by providing explicit expressions of observables and operators
that we will use later.
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Local charge and current
In this basis the local charge can be expressed as
qx,x+1 =
1
2
(
[1]x + [1]x+1
)
=
1
2
([10]x + [01]x) . (3.9)
Total charge is conserved, therefore we can define the corresponding current J =∑
x jx,x+1 so that the continuity equation is satisfied, as described in Appendix 3.A.1.
Local current (3.105) takes the following explicit form,
jx,x+1 = (−1)x
(1− ρx+1
2
(
[10]x + [12]x
)− 1− ρx
2
([01]x + [21]x)
)
,
J =
n∑
x=1
jx,x+1 =
n∑
x=1
(1− ρ1
2
(
2[010]2x−1 + [012]2x−1 + [210]2x−1
)
− 1− ρ2
2
(
2[100]2x−1 + [120]2x−1 + [021]2x−1
) )
,
(3.10)
where ρ2x ≡ ρ2 and ρ2x−1 ≡ ρ1.
Time evolution operator
Similarly, we express the two-site time evolution operator U , as defined in (2.11).
Due to the staggering of stationary states p it proves useful to exchange the pa-
rameters ρ1,2 of basis on even and odd sites after 1 time-step. Explicitly, if V (ρ)
denotes the one-site basis transformation corresponding to the parameter ρ, then
the matrix U in the staggered basis is obtained from the original form as
U ↦→ (V (ρ2)⊗ V (ρ1))U
(
V −1(ρ1)⊗ V −1(ρ2)
)
. (3.11)
Explicitly it can be expressed as
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
ρ−∆ 1− ρ+∆ ρ−∆ −ρ+∆
1
1− ρ−∆ ρ+∆ −ρ−∆ ρ+∆
1
1− ρ−∆ −1 + ρ+∆ 1− ρ−∆ ρ+∆
1
−1 + ρ−∆ 1− ρ+∆ ρ−∆ 1− ρ+∆
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.12)
To avoid the cluttering of notation we are using the same symbol as before.
Solitonic charges
In this basis the solitonic charges introduced in Section 2.1.2 are given in terms
of products of [2]j on even (or odd) sites. In particular, the two solitonic sub-
spaces (2.26) can be equivalently defined as
Se = lsp{[2]2k1 [2]2k2 · · · [2]2kl ; 1 ≤l ≤ n, 1 ≤ k1 ≤ . . . ≤ kl ≤ n},
So = lsp{[2]2k1−1[2]2k2−1 · · · [2]2kl−1; 1 ≤l ≤ n, 1 ≤ k1 ≤ . . . ≤ kl ≤ n}.
(3.13)
This follows directly from [∅]x = (1 − 2ρx)([2]x + [0]x), together with the trivial
observation that identity observable is conserved, U [00] = [00].
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3.2 Linear response
The basis of observables introduced in the previous section enables us to explicitly
evaluate linear response coefficients defined in Appendix 3.A. They can be expressed
in terms of the stationary state autocorrelation functions of the extensive current,
CJ(2t) = lim
n→∞
1
n
⟨J2tJ⟩cp, (3.14)
where ⟨·⟩cp is a connected correlation function defined as
⟨atbt′⟩cp = ⟨atbt
′⟩p − ⟨at⟩p⟨bt
′⟩p. (3.15)
Conductivity σ is the time integral (in our case sum) of the current autocorrelation
function,
σ =
1
2
∞∑
t=−∞
CJ(2t) =
1
2
CJ(0) +
∞∑
t=0
CJ(2t). (3.16)
It is related to the diffusion constant D through the Einstein’s relation,
σ = χD, (3.17)
where χ is the static susceptibility, which is for the class of equilibrium states p
expressed as,
χ =
1
2n
2n∑
x=1
2n∑
y=1
⟨qx,x+1qy,y+1⟩cp = ρ− µ2
(
1 +
∆2
ρ2
)
. (3.18)
Drude weight, defined as
D = lim
t→∞
CJ(t), (3.19)
is the rate at which the current in the system increases when the system is exposed to
the constant gradient external field. Nonzero value of Drude weight implies ballistic
transport, in which case the diffusion constant and conductivity diverge.
3.2.1 Mazur bound on Drude weight
We start our discussion of linear response regime by considering Mazur bound on
Drude weight. As is explained in Section 3.A.4, Drude weight D can be bounded
from below by local conserved quantities,
D ≥
∑
k
(
1
n
⟨JOk⟩cp
)2
1
n
⟨O2k⟩cp
, (3.20)
where p is an equilibrium state and the set of conserved quantities {Ok}k is orthog-
onal with respect to ⟨·⟩cp,
⟨OkOk′⟩cp = δk,k′⟨O2k⟩
c
. (3.21)
The only charges with nonzero overlap with the current are the first two solitonic
charges,
Se1 =
n∑
x=1
[02]2x−1, S
o
1 =
n∑
x=1
[20]2x−1, (3.22)
44
3.2. Linear response
as well as the following linear combination of Q and Se/o1 ,
S˜ =
n∑
x=1
(
[01]2x−1 + [10]2x−1 +
µ
ρ
(1− ρ) ([02]2x−1 + [20]2x−1)
+
µ
ρ
∆
(
[02]2x−1 − [20]2x−1
))
.
(3.23)
The right hand side of the inequality (3.20) therefore reduces to a finite sum with
three terms and after inserting the relevant overlaps we obtain the following lower
bound on the Drude weight,
D ≥ 21− ρ
ρ
µ2 + 2
∆2
ρ
(
1− µ
2
ρ2
(1 + ρ)
)
. (3.24)
As we will see later, the lower bound saturates the exact result.
3.2.2 Autocorrelation function of the current
The strategy used to find the exact expression for the autocorrelation function is to
apply time evolution to the current one step at a time and at each step identify and
keep only the terms that contribute to the autocorrelation. This is possible due to
the simple block structure of the local time evolution operator in the computational
basis (3.12). In particular, the number of occurrences of [1] in the time propagated
observable is conserved, and local observables [2] propagate ballistically. Together
with the orthogonality relation (3.3), this implies that the time evolution of the
current can be restricted to the subspace spanned by
AJ = lsp{y+0 , y−0 , y+1 , y−1 , z+2d,0, z−2d,0, z+2d+1,1, z−2d+1,1; d ≥ 0}, (3.25)
where the basis elements y±0 , y
±
1 , z
±
d,k are defined as
y±0 =
n∑
x=1
[10]2x ± [01]2x,
y±1 =
n∑
x=1
[12]2x ± [21]2x,
z±d,k =
n∑
x=1
[0 0 . . . 0  
k
1 0 . . . 0  
d
2]2x ± [02 0 . . . 0  
d
1 0 . . . 0  
k
]2x.
(3.26)
To formalize the argument, let us consider only observables with a single [1], i.e.
those spanned by any local basis vectors [α1α2 · · ·αr]x with a single αi = 1. They
form a subspace A(1) that is invariant under one time-step,
U e(A(1)) ⊆ A(1), Uo(A(1)) ⊆ A(1). (3.27)
Let P be a linear projector from the subspace A(1) into the subspace AJ ,
P : A(1) → AJ , P 2 = P. (3.28)
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Furthermore, we observe that for any observable a ∈ A(1), the only part with the
nonzero overlap with the current is Pa,
⟨J(1− P )a⟩p = 0, (3.29)
together with the fact that the set A(1)/AJ is invariant under the time evolution,
U e(A(1)/AJ) ⊆ A(1)/AJ , Uo(A(1)/AJ) ⊆ A(1)/AJ . (3.30)
This implies that the dynamics of correlation function is fully captured by restricting
the dynamics to AJ . Specifically, we define the reduced one time-step propagator U
as,
U = P ηUoP = P U eηP, (3.31)
so that the current autocorrelation function can be equivalently expressed as
CJ(2t) = lim
n→∞
1
n
⟨JU2tJ⟩cp. (3.32)
Note that even when ∆ ̸= 0 the definition (3.31) yields the same expression for even
and odd time steps, since the basis parameters are swapped.
Explicitly, the reduced propagator (3.31) can be represented by the following
matrix,
U =
1 2∆ 0 −2∆ 0 0
0 1− 2ρ 0 2ρ 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 2∆ 1 −2∆ 0 0
0 −2(1− ρ) 0 1− 2ρ 0 0
ρ −∆ 1− ρ ∆ 0 0
−∆ ρ ∆ 1− ρ 0 0
1− ρ −∆ ρ ∆ 0 0
−∆ 1− ρ ∆ ρ 0 0
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.33)
where the green 4× 4 blocks are repeating and are shifted by 2 columns to the left
of the diagonal. Additionally, we introduce the current vector J expressed in this
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basis and the vector of overlaps o,
J =
∆
1− ρ
∆
2
1−ρ
2
∆
2
−1−ρ
2
0
0
0
0
0
0
0
0
...
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, o =
2∆
2∆2 + 2ρ(1− ρ)
0
ρ2 −∆2
0
− (ρ2 −∆2)
0
0
0
0
0
0
0
0
...
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ µ2
−4∆
ρ
−4∆2
ρ2
0
1− ∆2
ρ2
0
−
(
1− ∆2
ρ2
)
−4∆
ρ
−2
(
1 + ∆
2
ρ2
)
0
−2
(
1− ∆2
ρ2
)
−4∆
ρ
−2
(
1 + ∆
2
ρ2
)
0
−2
(
1− ∆2
ρ2
)
...
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.34)
so that the autocorrelation function (3.32) reduces to
CJ(t) = o
TU2tJ. (3.35)
The block structure of matrix U implies a simple recurrence relation between vec-
tors oTU t and oTU t+1, the solution to which provides the following exact form of the
correlation function,
CJ(0) = (1− ρ)(ρ(2− ρ) + µ2) + ∆2
(
3− ρ− µ
2
ρ2
(5− ρ)
)
,
CJ(2t > 0) = 2ρ
(
µ2
ρ2
(1− ρ) + ∆
2
ρ2
(
1− µ
2
ρ2
(1 + ρ)
))
+ 2ρ(1− ρ)4
(
1− µ
2
ρ2
)(
1− ∆
2
ρ2
)
(1− 2ρ)2t−2.
(3.36)
If ∆ = 0 and µ = 0, i.e. for a translationally invariant state without the charge
imbalance, Drude weight vanishes and the transport is diffusive with the following
diffusion constant and conductivity,
D = 1
2
(
ρ−1 − 1) , σ = 1
2
(1− ρ). (3.37)
Otherwise the transport is ballistic, and the Drude weight reads
D = 2µ2
(
ρ−1 − 1)+ 2∆2ρ−1(1− µ2
ρ2
(1 + ρ)
)
, (3.38)
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which saturates Mazur bound (3.24). In this case the regularized conductivity reads
σ =
1
2
(1− ρ)
(
1− µ
2
ρ2
)(
1− ∆
2
ρ2
)
. (3.39)
As µ→ 0 and ∆→ 0, we recover the expected result for the diffusive regime (3.37).
3.2.3 Stochastic generalization
A similar calculation can be repeated for a stochastic generalization of the model,
where the two particles can tunnel through each other. This is described by associ-
ating nonzero probability Γ with the following two processes,
(±,∓) Γ←→ (∓,±). (3.40)
In this case the local propagator in the computational basis takes the following form,
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
(ρ−∆)Γ 1− (ρ−∆)Γ (ρ−∆)Γ −(ρ−∆)Γ
1
1− (ρ+∆)Γ (ρ+∆)Γ −(ρ+∆)Γ (ρ+∆)Γ
1
(1− ρ−∆)Γ −(1− ρ−∆)Γ (1− ρ−∆)Γ 1− (1− ρ−∆)Γ
1
−(1− ρ+∆)Γ (1− ρ+∆)Γ 1− (1− ρ+∆)Γ (1− ρ+∆)Γ
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(3.41)
where Γ = 1 − Γ is the probability of particles staying at the same position. Fur-
thermore, due to the change of dynamics, the current has to be redefined in order
for the continuity equation to hold (see Appendix 3.A for the details),
J =
2n−1∑
x=1
((
1− Γ
2
2Γ− 1ρ1
)
[010]2x−1 +
Γ
2
(1− ρ1)
(
[012]2x−1 +
1
2Γ− 1[210]2x−1
)
−
(
1− Γ
2
2Γ− 1ρ2
)
[100]2x−1 −
Γ
2
(1− ρ2)
(
[021]2x−1 +
1
2Γ− 1[120]2x−1
))
.
(3.42)
Most of the discussion corresponding to the deterministic dynamics still applies and
provides an exact correlation function, resulting in the following Drude weight,
D = 2µ2
ρ¯
ρ
(
1− ΓΓ¯2(ρ2 −∆2))+2∆2(ρ−1− µ2
ρ3
(1+ρ)+ΓΓ¯2µ2
(
1− ∆
2
ρ2
)
(1+4Γ¯ρ¯)
)
,
(3.43)
where in addition to shorthand notation Γ¯ = 1−Γ we also introduced the density of
vacancies ρ¯ = 1−ρ. Note that when Γ→ 0 (and Γ¯→ 1), we recover the deterministic
value (3.38). In the fully general case the explicit expression for the autocorrelation
function is quite complicated and lengthy, therefore let us only provide it for the
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simpler state with no staggering, i.e. ∆ = 0,
CJ(0) = ρ
2ρ¯
(
µ2
ρ2
+
1 + ρ¯
ρ
)
+ Γ(ρ2 − µ2)
(
2ρ(1 + ρ)Γ3 + 2ρ(3ρ¯− 1)Γ2 + ρ¯(1 + 6ρ¯)Γ− 2(1 + ρ)(2 + ρ)
)
,
CJ(2t) = D + 2µ
2ΓΓ¯2ρ¯ρ(1− Γ¯ρ)2t
+ 2ρ(1− Γ¯ρ)2
(
1− µ
2
ρ2
)
(1− 2Γ¯ρ)2t−2
·
(
2ρ(1 + ρ)Γ¯4 − 2ρ2(5 + ρ)Γ¯3 + ρ(4 + 9ρ)Γ¯2 − 6ρΓ¯ + 1
)
,
(3.44)
where D denotes the stochastic Drude weight (3.43). In the regime µ = ∆ = 0
transport is again diffusive, with the following diffusion constant,
D = 1
2
(
ρ−1 − 1)+ 1− Γ¯
2Γ¯
(
ρ−1 − 4Γ¯ + 5ρΓ¯2 − 2ρΓ¯3) . (3.45)
For small Γ the corrections to the deterministic value of diffusion constant are poly-
nomial, while for Γ→ 1 they diverge. This is compatible with the intuitive picture:
when Γ = 1 the dynamics is free and the transport becomes ballistic.
3.3 Inhomogeneous quench
3.3.1 Reduced time-evolution
Similar ideas can be used to treat an innhomogeneous quench problem, where the
initial probability distribution is piece-wise homogeneous: the left and right halves
of the chain are initialized in different stationary states. In particular, we consider
product states, where the mean density of particles ρ and the odd-even imbalance of
densities ∆ are the same on the whole chain, while the charge imbalance parameters,
denoted by µL and µR differ. Explicitly, the initial state p can be expressed as
p = pL1 ⊗ pL2 ⊗ pL1 ⊗ · · · ⊗ pL2  
n
⊗pR1 ⊗ pR2 ⊗ · · · ⊗ pR2  
n
, (3.46)
where pR/Lj , j = 1, 2, are one-site states as introduced in (2.34)
p
L/R
j =
⎡⎢⎢⎢⎣
1− ρj
1
2
(ρj + µ
L/R
j )
1
2
(ρj − µL/Rj )
⎤⎥⎥⎥⎦ , ρ1,2 = ρ±∆, µ
R/L
j
ρj
=
µR/L
ρ
. (3.47)
Note that for simplicity we assume the system size 2n to be divisible by 4 (i.e. n is
even).
The goal is to express the steady state profile of the charge q,
f(x, t) = ⟨qx,x+1⟩pt = ⟨qx,x+1pt⟩. (3.48)
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We used the duality between states and observables to introduce the observable
pt, corresponding to the time-evolved state pt, as described in (3.5). The observ-
able p corresponding to the initial state p can be conveniently expressed in the dual
computational basis (3.7) as
p =
2n∏
x=1
(
[0]′x + µ(x)[1]
′
x
)
, (3.49)
where µ(x) matches the charge imbalance at the site x, i.e. µ(x) = µL,R1 for odd and
µL,R2 for even sites, with the superscripts L and R corresponding to x ≤ n and x > n
respectively. The basis parameters are chosen to match the densities on even and odd
sites, i.e. the parameter ρ in the basis definition (3.7) is set to ρ1 for [·]′2x−1 and to ρ2
in case of [·]′2x. Additionally, we introduce a linearised observable p˜ corresponding
to the state p, where we keep only the terms with exactly one occurrence of [1]′x,
1
p˜ =
n/2∑
x=1
µL1 [1]
′
2x−1 + µ
L
2 [1]
′
2x +
n∑
x=n/2+1
µR1 [1]
′
2x−1 + µ
R
2 [1]
′
2x. (3.50)
As before, the structure of the local time evolution operator implies the conser-
vation of the number of occurrences of [1]′ in the operator strings and due to the
orthogonality condition (3.8) the charge profile (3.48) simplifies into
f(x, t) = ⟨qx,x+1p˜t⟩. (3.51)
Similarly to linear response, it suffices to express time evolution of the linearised
state p˜ in a reduced subspace of observables that is spanned by {[1]′x}2nx=1. One
time-step in this basis is given by the following maps,
[1]′2x−1
Ue−→ Γ¯ρ2[1]′2x−1 + (1− Γ¯ρ2)[1]′2x, [1]′2x U
e−→ Γ¯ρ1[1]′2x + (1− Γ¯ρ1)[1]′2x−1,
[1]′2x−1
Uo−→ Γ¯ρ1[1]′2x−1 + (1− Γ¯ρ1)[1]′2x−2, [1]′2x U
o−→ Γ¯ρ2[1]′2x + (1− Γ¯ρ2)[1]′2x+1.
(3.52)
From here it quickly follows that the reduced two-time step operator can be conve-
niently expressed in the following block form, 2
U =
⎡⎢⎢⎢⎢⎢⎢⎣
. . .
C A B
C A B
. . .
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.53)
1We should keep in mind that at this point [1]′x can be alternatively expressed as
[0]
′
1[0]
′
2 · · · [0]′x−1[1]′x[0]′x+1 · · · [0]′2n (note the [0]′ instead of [0] at positions y ̸= x).
2In this section we are again using the symbol U to represent the reduced propagator, but now
it corresponds to 2 time steps instead of one.
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with the 2× 2 blocks A, B, C given by
A =
⎡⎣ Γ2ρ1ρ2 (1− Γρ1)Γρ1(
1− Γρ2
)
Γρ2 Γ
2
ρ1ρ2
⎤⎦ ,
B =
⎡⎣ 0 0
Γ(1− Γρ1)ρ2 (1− Γρ1)2
⎤⎦ ,
C =
⎡⎣(1− Γρ2)2 Γ(1− Γρ2)ρ1
0 0
⎤⎦ .
(3.54)
The basis of the linear space is ordered so that the row x corresponds to [1]′x. The
linearised initial state p˜ and the local charge qx,x+1 correspond to the following
column and row vectors respectively,
p =
[
µL1 µ
L
2 · · · µL1 µL2  
n
µR1 µ
R
2 · · · µR1 µR2  
n
]T
,
q
x,x+1
=
1
2
[
0 0 · · · 0  
x−1
1 1 0 0 · · · 0  
2n−x−1
]
,
(3.55)
so that the charge profile at time 2t (3.51) can be expressed as the following product,
f(x, 2t) = q
x,x+1
U tp. (3.56)
We started with the stationary state on both halves of the chain, which implies
the following 2-site relations,
(C + A+B)
⎡⎣µL1
µL2
⎤⎦ =
⎡⎣µL1
µL2
⎤⎦ , (C + A+B)
⎡⎣µR1
µR2
⎤⎦ =
⎡⎣µR1
µR2
⎤⎦ . (3.57)
Plugging in the definitions of block matrices (3.54), we obtain exactly the station-
arity constraint on the charge imbalance (2.36).
In what follows, we restrict the discussion to the deterministic case (Γ = 0,
Γ = 1), since the results for the stochastic generalization can be obtained by rescal-
ing ρ1,2 → Γρ1,2.
3.3.2 Diagonalisation of the reduced time-evolution operator
The matrix U can be diagonalised using the block Fourier transform. The eigenvector
with eigenvalue λ(k) is expressed in the following form
v(k) =
⨁
r
eikrv(k), (3.58)
where v(k) is a two component vector depending on the momentum variable k ∈
[−π, π) (which becomes continuous in the thermodynamic limit n → ∞). The
eigenvalue problem reduces to the following 2× 2 matrix problem(
e−ikC + A+ eikB
)
v(k) = λ(k)v(k). (3.59)
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The eigenvalues and eigenvectors read
λ1,2(k) =
1
2
(
eik (1− ρ1)2 + 2ρ2ρ1 + e−ik (1− ρ2)2 ±
(
(1− ρ1) + e−ik(1− ρ2)
)
δ
)
v1,2(k) =
[
e−ik
2ρ2
(
eik (ρ1 − 1)− ρ2 + 1± δ
)
, 1
]
, (3.60)
δ =
√
e2ik (1− ρ1)2 + 2eik (ρ2ρ1 + ρ1 + ρ2 − 1) + (1− ρ2)2.
To obtain the full time evolution we express a part of the initial state µL/R1 eˆ2l−1 +
µ
L/R
2 eˆ2l in terms of the eigenvectors 3
µ
L/R
1
µL/R
eˆ2l−1 +
µ
L/R
2
µL/R
eˆ2l =
∫ π
−π
dk
⨁
r
eik(r−l)
(
α1(k)v1(k) + α2(k)v2(k)
)
. (3.61)
We recall that the stationarity condition (2.36), restricts the ratios µLj /µL = µRj /µR,
and the prefactors α1,2(k) are determined from the following system of equations,
α1(k)v1(k) + α2(k)v2(k) =
1
2πρ
[
ρ1
ρ2
]
. (3.62)
Now we have everything we need to express a complete time-dependent profile (3.48)
in an integral form,
f(2x− 1, 2t) =
n∑
y=1
(
θn−2yµL + θ2y−n−2µR
) ∫ π
−π
dk eik(x−y)
(
λt1α˜1 + λ
t
2α˜2
)
(3.63)
where we introduced α˜1,2(k) as
α˜1,2(k) =
1
2
α1,2(k) ([1, 1] · v1,2(k)) , (3.64)
and θx is a discrete step function, θx≥0 = 1 and θx<0 = 0.
3.3.3 Asymptotic profile
Let us now focus on the asymptotic shape of the charge profile, t→∞. In this limit
we can consider only the contribution of the leading eigenvalue, λ1(k), since |λ2(k)| <
1. Furthermore, since λ1(k) is an analytic function of k in the vicinity of k = 0
and λ1(0) = 1, |λ1(k ̸= 0)| < 1, we should take into account only the contributions
at k ≈ 0. In this region the leading eigenvalue can be approximated by
− log λ1(k) ≈ ikγ1 + γ2k2, γ1 = ∆
ρ
, γ2 =
1
4
(1
ρ
− 1
)(
1− ∆
2
ρ2
)
, (3.65)
which implies
λ1(k) ≈ exp
(−iγ1k − γ2k2) (3.66)
In the long time limit, the steady states can form on different space/time scales
around the junction, depending on the type of the transport. In particular, if the
transport is ballistic, the steady states arise on the light rays, v = x/t. However, in
3The superscript L or R is determined according to the position (2l − 1, 2l) on the chain.
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the case of diffusive transport the dynamics is more localized, therefore one should
consider the steady state formation along the scaled space-time coordinates u =
x/
√
t.
In general the transport in our model is ballistic, therefore the steady state profile
depends on the ballistic coordinate,
f(v) = lim
t→∞
lim
n→∞
f (n+ 1 + v2t, 2t) . (3.67)
Making a change of variables y = n+2
2
+(v− γ1)t+u
√
t and approximating the sum
with the integral while taking the n→∞ limit, we obtain the following expression,
f(v) =
(
θ(γ1− v)µL+ θ(v− γ1)µR
)∫ ∞
−∞
du lim
t→∞
∫ π
−π
dk
√
te−iku
√
t−γ2k2tα˜1(k), (3.68)
where we already implicitly took into account the fact that the main contribution
stems from small u. We use θ(x) to denote the step function for continuous values
of x. Evaluating the integrals while noticing α˜1(0) = 12π , we obtain the following
asymptotic shape of the density profile,
f(v) = θ(γ1 − v)µL + θ(v − γ1)µR, γ1 = ∆
ρ
=
ρ1 − ρ2
ρ1 + ρ2
. (3.69)
Let us now consider the diffusive region around the ballistic front, v − γ1 = u√2t ,
f˜(u) = lim
t→∞
lim
n→∞
f(n+ 1 + 2t(γ1 +
u√
2t
), 2t)
= lim
t→∞
∞∑
y=−∞
(
θ−1−yµL + θyµR
) ∫ π
−π
dk e
ik u√
2
√
t−iky−γ2k2tα˜1(k).
(3.70)
Evaluating the integral and approximating the sum with the integral we get the final
result,
f˜(u) =
1
2
(µR + µL) +
1
2
(µR − µL) erf
( u
2
√
2γ2
)
. (3.71)
The solution of the diffusion equation, ∂
∂t
q(x, t) = D ∂2
∂x2
q(x, t), with the diffusion
constant D is
q(x, t) = erf
( x√
4Dt
)
, (3.72)
therefore we can read out the diffusion constant from the expression (3.71),
D = 2γ2 = 1
2
(
1
ρ
− 1
)(
1− ∆
2
ρ2
)
. (3.73)
If ∆ ̸= 0, this represents a diffusive correction to the ballistic front, while in the
limit ∆→ 0 the transport is purely diffusive, in which case we can compare D with
the linear response value of the diffusion constant (3.37). Even though the diffusion
constants match, note that the transport in both regimes can be fundamentally
different. Consider for example the inhomogeneous quench with∆ = 0 and µL+µR ̸=
0. In this case we observe purely diffusive transport, since the ballistic speed γ1 is 0,
while the linear response treatment suggests nonzero Drude weight for µ ̸= 0. The
physical explanation for that is simple: inhomogeneous quench does not excite any
imbalance of density of vacancies, which is a conserved quantity. However, in the
perturbative linear-potential quench derivation of linear response coefficients one
has a natural vacancy bias, which generates the Drude weight.
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3.4 Dynamic structure factor
We finish this Chapter by considering the full spatio-temporal correlation function
of charge density, the object that encodes the essential features of the transport
at the hydrodynamic scale [141, 142]. Note that we sometimes refer to it as the
dynamic structure factor, even though in the literature this term usually refers to
its space-time Fourier transform. The spatio-temporal correlation function is defined
as
Cq(x, t) = ⟨qt0,1 qx,x+1⟩cp, (3.74)
where due to strict locality of observables we immediately take the limit n→∞ and
label the sites by x ∈ Z. Additionally, we restrict the discussion to the deterministic,
translationally invariant case (i.e. ρ1 = ρ2 = ρ and Γ = 0).
Similarly as before, since only the observables with at most one occurrence of [2]
contribute to the overlap ⟨qt0 qx⟩c, the time evolution of q0 can be restricted to the
infinite family of subalgebras A[z], z ∈ Z,
A[0] = lsp{ae 0x , ao 0x ; x ∈ Z}, A[z ̸=0] = lsp{azx; x ∈ Z}, (3.75)
with the basis elements azx defined as
ae 0x = [10]2x, a
o 0
x = [01]2x,
a2d+1x = [01 0 · · · 0  
2d
2]2x, a
−(2d+1)
x = [02 0 · · · 0  
2d
1]2x−(2d+2),
a2d+2x = [1 0 · · · 0  
2d+1
2]2x, a
−(2d+2) = [2 0 · · · 0  
2d+1
1]2x−(2d+2),
(3.76)
The reduced two-time step propagator U has the following matrix elements,
Ud′ dx′ x =
⟨(
ad
′
x′
)′
U eUoadx
⟩
. (3.77)
The dual vectors (adx)′ are obtained from expressions (3.76) by simply replacing the
canonical basis vectors by the corresponding dual (primed) vectors. In this basis,
the dynamical structure factor Cq(x, t) can be expressed as
Cq(2x, 2t) =
1
4
⟨(ae 0x + ao 0x )U t (a 00 + ao 00 )⟩cp ≡ Ox U tQ0, (3.78)
where we introduced the initial vector Q0 corresponding to the charge at the ori-
gin 1
2
(ae 00 + a
o 0
0 )
1
2
[Q0]
d
y =
1
2
δd,0δy,0, (3.79)
and the vector Ox that encodes the overlaps between the charge at the position x,
ae 0x + a
o 0
x and the basis elements (3.76)
[Ox]
d
y =
1
2
(
⟨a 0xady⟩cp + ⟨ao 0x ady⟩
c
p
)
. (3.80)
The submatrices Ud′ d, with the elements [Ud′ d]x′ x = Ud′ dx′ x, are mostly zero, due to
the following property of the reduced time propagator
U : A[0] → A[0],A[±1],A[±2],A[±3],
A[±(2d−1)] → A[±2d],A[±(2d+1)],A[±(2d+2)],A[±(2d+3)],
A[±2d] → A[±2d],A[±(2d+1)],A[±(2d+2)],A[±(2d+3)].
(3.81)
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Furthermore, the submatrices Ud′ d have block three-diagonal structure, with the
block dimensions 1× 1, 1× 2 and 2× 2 (for explicit expression see 3.B), therefore it
is possible to use a similar approach as in section 3.3. Introducing the Fourier basis,
e(k) =
∑
x
eikxae 0x , o(k) =
∑
x
eikxao 0x , g
[d](k) =
∑
x
eikxadx, (3.82)
each of the infinite submatrices Ud′ d is reduced to a finite matrix, which depends on
the parameter k (see 3.B for the details). In the basis
[
. . . g[−2](k) g[−1](k) e(k) o(k) g[1](k) g[2](k) . . .
]
, (3.83)
the time propagator takes the following form,
U˜ =
. . .
. . .
B
B
B
B
A
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.84)
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with the matrices A and B given by
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e−ik(1− ρ)2 −e−ik(1− ρ)2
ρ(1− ρ) −ρ(1− ρ)
e−ik(1− ρ)2 − ρ(1− ρ) −(1− ρ)2 + e−ikρ(1− ρ)
ρ2 + (1− ρ)2e−ik ρ(1− ρ)(1 + e−ik)
ρ(1− ρ)(1+ik) ρ2 + (1− ρ)2eik
eikρ(1− ρ)− (1− ρ)2 −ρ(1− ρ) + eik(1− ρ)2
−ρ(1− ρ) ρ(1− ρ)
−eik(1− ρ)2 eik(1− ρ)2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B =
⎡⎢⎢⎢⎢⎢⎢⎣
e−ikρ(1− ρ) e−ik(1− ρ)2
ρ2 ρ(1− ρ)
ρ(1− ρ) ρ2
eik(1− ρ)2 eikρ(1− ρ)
⎤⎥⎥⎥⎥⎥⎥⎦ ,
(3.85)
while the initial vector Q0 and the overlap vector Ox are expressed as
Ox = eikx
(
ρO(D) − µ2O(B)) ,
O(D) = 1
2
[
. . . 0 0 0 1 1 0 0 0 . . .
]
,
O(B) = 1
2
[
. . . e2ik e2ik eik eik 1 1 e−ik e−ik e−2ik e−2ik . . .
]
,
Q0 = 1
2
[
. . . 0 0 0 1 1 0 0 0 . . .
]
.
(3.86)
In the Fourier basis the dynamic structure factor (3.78) corresponds to
Cq(2x, 2t) =
1
2π
∫ π
−π
dkOx U˜ tQ0. (3.87)
The calculation can be split into a ρ-dependent diffusive part and a ballistic contri-
bution proportional to µ2,
Cq(x, t) = ρC
(D)
q (x, t)− µ2C(B)q (x, t). (3.88)
The diffusive contribution can be evaluated rather easily, since O(D) = Q0,
C(D)q (2x, 2t) =
1
8π
∫ π
−π
dk eikx
[
1 1
] U˜ (D)t [1
1
]
, (3.89)
where the matrix U˜ (D) corresponds to the central 2× 2 block of the reduced propa-
gator U (3.84),
U˜ (D) =
⎡⎣ρ2 + (1− ρ)2e−ik ρ(1− ρ)(1 + e−ik)
ρ(1− ρ)(1 + eik) ρ2 + (1− ρ)2eik
⎤⎦ . (3.90)
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In the large time limit, the contribution corresponds to the normal distribution,
C(D)q (x, t) =
1√
4πtDe
− x2
4Dt , D = 1
2
(
ρ−1 − 1) . (3.91)
To find the ballistic contribution, we first observe that for any choice of constants
ce/o ∈ C, there exist appropriate values c′e/o ∈ C so that the following holds,[
. . . ei(t+2)k ei(t+1)k ei(t+1)k ce co e
−i(t+1)k e−i(t+1)k . . .
]
U˜
=
[
. . . ei(t+3)k ei(t+2)k ei(t+2)k c′e c
′
o e
−i(t+2)k e−i(t+2)k . . .
]
.
(3.92)
This implies that the ballistic contribution C(B)q can be obtained by considering
a finite-dimensional reduced problem. In particular, we introduce the following
reduced vectors,
O˜(B) = 1
2
[
e2ik eik eik 1 1 e−ik e−ik e−2ik
]
,
Q˜0 = 1
2
[
0 0 0 1 1 0 0 0
]T
,
(3.93)
and the matrix
U˜ (B)=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
eik e−ik(1− ρ)2 −e−ik(1− ρ)2
eik ρ(1− ρ) −ρ(1− ρ)
eik e−ik(1− ρ)2 − ρ(1− ρ) −(1− ρ)2 + e−ikρ(1− ρ)
ρ2 + (1− ρ)2e−ik ρ(1− ρ)(1 + e−ik)
ρ(1− ρ)(1 + eik) ρ2 + (1− ρ)2eik
eikρ(1− ρ)− (1− ρ)2 −ρ(1− ρ) + eik(1− ρ)2 e−ik
−ρ(1− ρ) ρ(1− ρ) e−ik
−eik(1− ρ)2 eik(1− ρ)2 e−ik
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(3.94)
so that the ballistic part is equivalently given by
C(B)q (2x, 2t) =
1
2π
∫ π
−π
dk eikxO˜(B)U˜ (B) tQ˜0. (3.95)
Diagonalizing the transposed matrix U˜ (B)T and calculating the relevant overlaps with
the eigenvectors, we obtain
C(B)q (2x, 2t) = −
1− ρ
8πρ
∫ π
−π
dk
(
e−ik(x−t) + eik(x+t)
)
+
∫ π
−π
dk eikx
(
α˜1(k)λ1(k)
t + α˜2(k)λ2(k)
t
)
,
(3.96)
with
α˜1,2(k) =
1
8πρ
± 1 + e
ik
8π
√
2eik ((1− ρ)2 cos k + ρ(2 + ρ)− 1) ,
λ1,2(k) = ρ
2 + (1− ρ)2 cos k
± (1− ρ)(1 + e−ik)
√
1
2
eik
(
(1− ρ)2 cos k + ρ(2 + ρ)− 1
)
.
(3.97)
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Figure 3.1: An example of the asymptotic correlation profile Cq(x, t) at different
times (denoted by different colors), as described by (3.98), with ρ = 0.8 and µ = 0.4.
In the large time limit, the first integral reduces to δx,t + δx,−t, while the second
one correspond to the normal distribution (3.89). Taking into account both of the
contributions, we finally obtain the asymptotic shape of the structure factor,
Cq(x, t) = ρ
(
1− µ
2
ρ2
)
1√
4tπD e
− x2
4Dt +
µ2
2
D (δx/2,t + δ−x/2,t) , (3.98)
with D = 1
2
(ρ−1 − 1). The profile consists of the central peak that spreads diffu-
sively, and two spikes that propagate ballistically, see Figure 3.1. The behaviour of
the central peak is consistent with the behaviour in more generic systems [142], how-
ever the two ballistically propagating peaks show no subballistic correction, which
is a pecuiliar feature of the model.
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Appendix 3.A Linear response coefficients
3.A.1 Continuity equation
The continuity equation relates the time derivative of the density with the spatial
derivative of the current, and should hold for any initial state p,
1
2
(
⟨qx,x+1⟩p2t+2 − ⟨qx,x+1⟩p2t
)
+
1
2
(
⟨jx+1,x+2⟩p2t+1 − ⟨jx−1,x⟩p2t+1
)
= 0, (3.99)
which can be in terms of observables rewritten as
U eUoqx,x+1 − qx,x+1 + U ejx+1,x+2 − U ejx−1,x = 0. (3.100)
Note that due to the discrete time dynamics, the derivatives are replaced by appro-
priate symmetrized differences. For even x, the two-site charge density is invariant
under Uo, Uoq2x,2x+1 = q2x,2x+1, therefore the continuity equation can be rewritten
as
U eq2x,2x+1 − q2x,2x+1 + U ej2x+1,2x+2 − U ej2x−1,2x = 0. (3.101)
For the odd parity, the two-site charge density is invariant under U e, U eq2x−1,2x =
q2x−1,2x = (U e)
−1 q2x−1,2x, and the continuity equation can be simplified to
Uoq2x−1,2x − q2x−1,2x + j2x,2x+1 − j2x−2,2x−1 = 0. (3.102)
Deterministic time evolution
Let us first consider the original model, i.e. deterministic dynamics without the
stochastic tunneling. In this case the local two-site propagator U is its own inverse,
which implies U e = (U e)−1. Therefore equation (3.101) can be multiplied by U e and
rewritten as
U eq2x,2x+1 − q2x,2x+1 −
(
j2x+1,2x+2 − j2x−1,2x
)
= 0, (3.103)
which immediately implies that the currents associated to even-odd and odd-even
sites are shifted version of each other, with different signs,
j2x+1,2x+2 = −η (j2x,2x+1) . (3.104)
By solving either (3.102) or (3.103) and applying (3.104), we obtain the following
explicit expressions,
j2x,2x+1 =
1
2
(
([+]2x − [−]2x)[∅]2x+1 − [∅]2x([+]2x+1 − [−]2x+1)
)
,
j2x+1,2x+2 =
1
2
(
− ([+]2x+1 − [−]2x+1)[∅]2x+2 + [∅]2x+1([+]2x+2 − [−]2x+2)
)
.
(3.105)
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Stochastic model
When considering the stochastic generalization of the model introduced in Subsec-
tion 3.2.3, the analogue of the relation (3.104) is deduced by comparing (3.102)
and (3.101) directly. Explicitly,
U ej2x+1,2x+2 = η (j2x,2x+1) , (3.106)
which together with (3.102) implies
j2x,2x+1 =
1
2
(
([+]2x − [−]2x)[∅]2x+1 − [∅]2x([+]2x+1 − [−]2x+1)
)
+ Γ
(
[+−]2x − [−+]2x
)
,
j2x+1,2x+2 =
(
− ([+]2x+1 − [−]2x+1)[∅]2x+2 + [∅]2x+1([+]2x+2 − [−]2x+2)
)
+
Γ
1− 2Γ
(
[+−]2x+1 − [−+]2x+1
)
.
(3.107)
Note that when Γ→ 0 the expressions for the currents simplify into (3.105) and we
recover the deterministic result.
3.A.2 Linear response quench
To find the linear response coefficients, we imagine to start with the system in the
initial stationary state p that is at t = 0 kicked out of equilibrium by a weak constant
external field K(h)
K(h) = 1 + h
2n−1∑
x=1
(x− n) qx,x+1. (3.108)
The external kick implies a gradient of charge on top of the equilibrium charge
imbalance. Explicitly,
⟨qx,x+1⟩K(h)p−⟨qx,x+1⟩p = h(x−n)
(
ρ−µ2
(
1 +
∆2
ρ2
))
+h(−1)x∆
2ρ
(ρ−2µ2), (3.109)
where ρ, ∆ and µ are the parameters of the equilibrium state p. At time 2t, the
current induced by the force takes the following form
jLR(t) =
1
2
(
⟨jn−1,n + jn,n+1⟩(K(h)p)2t − ⟨jn−1,n + jn,n+1⟩K(h)p
)
=
1
2
(
⟨(jn−1,n + jn,n+1) (UoU e)tK(h)⟩p − ⟨(jn−1,n + jn,n+1)K(h)⟩p
)
,
(3.110)
where we are considering the average current on two consecutive pairs of sites in the
middle of the chain. The second line follows from the definitions of time-evolution of
states and expectation values, as well as the stationarity of the pre-quench state p.
Note that we subtracted the initial value of the current, since we are not interested
in the current already present in the initial state, but rather in the current that is
induced by the field on top of it.
After writing out the kick explicitly and dividing the sum in the even and odd
pairs of sites we first recall that q2x,2x+1 and q2x−1,2x are invariant under Uo and U e
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respectively, which enables us to repeatedly apply the continuity equation (3.100)
and rewrite the kick with the applied time evolution as
(UoU e)t(K(h)− 1) = h
2n−1∑
x=1
(x− n− 1)(UoU e)tqx,x+1
= h
n∑
x=1
(2x− n− 1)Uo(U eUo)t−1q2x−1,2x + h
n−1∑
x=1
(2x− n)Uo(U eUo)tq2x,2x+1
= h
2n−1∑
x=1
(x− n− 1)qx,x+1 + 2h
t−1∑
t′=0
n−1∑
x=1
(UoU e)t
′
j2x,2x+1 + 2h
t∑
t′=1
n−1∑
x=1
(UoU e)t
′
j2x−1,2x.
(3.111)
Therefore the long-time current simplifies into
jLR(t) =
h
n
(
⟨JJe⟩p +
t−1∑
t′=1
⟨J2t′n−1,nJ⟩p + ⟨J2tJo⟩p
)
(3.112)
where J =
∑
x jx,x+1 is the total current, and J
e, Jo are the total currents on
even-odd and odd-even pairs of sites, Je =
∑
x j2x,2x+1 and J
o =
∑
x j2x−1,2x.
Ballistic regime
Note that for some stationary states p the expectation value of the local current is
non-vanishing, in which case the long-time current jLR(t) scales as n for any time.
Therefore it makes sense to redefine jLR(t) by subtracting the stationary values from
local currents jn−1,n and jn,n+1. Explicitly in equation (3.110) we make the following
substitution
jn−1,n + jn,n+1 ↦→ jn−1,n + jn,n+1 − ⟨jn−1,n + jn,n+1⟩p. (3.113)
It is straightforward to see that the majority of the discussion applies, with the only
difference in the final result,
jLR(t) =
h
n
(
⟨JJe⟩cp +
t−1∑
t′=1
⟨J2t′n−1,nJ⟩
c
p
+ ⟨J2tJo⟩cp
)
(3.114)
Here we introduced connected correlation functions defined as,
⟨atbt′⟩cp = ⟨atbt
′⟩p − ⟨at⟩p⟨bt
′⟩p, (3.115)
for any t, t′ ∈ Z.
Stochastic time evolution
The local current in the stochastic version of the model (3.107) diverges for Γ =
1
2
, which is a consequence of the local time-evolution matrix U becoming singular
(cf. (3.106)). However, j˜x,x+1, defined as
j˜x,x+1 = U
ejx,x+1 (3.116)
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does not exhibit unphysical behaviour. Therefore we redefine the long-time cur-
rent (3.110) as the expectation value of j˜n−1,n + j˜n,n+1,
jLR(t) =
1
2
(
⟨j˜n−1,n + j˜n,n+1⟩(K(h)p)2t+1 − ⟨j˜n−1,n + j˜n,n+1⟩(K(h)p)1
)
. (3.117)
Note that the parity of the time step when the expectation value is taken is changed,
therefore we have to extend time evolution of the state for one time step (i.e. 2t+1
instead of 2t in the left term and 1 time-step instead of 0 in the right term). Repeat-
ing the same procedure as before, we obtain the following form of the asymptotic
current,
jLR(t) =
h
n
(
⟨J˜ J˜e⟩c +
t−1∑
t′=1
⟨J˜ J˜2t′⟩cp + ⟨J˜ J˜o2t⟩
c
)
, (3.118)
where in analogy to before, we denote J˜ =
∑
x j˜x,x+1, J˜
o =
∑
x j˜2x−1,2x and J˜
e =∑
x j˜2x,2x+1.
Note that in the case of the deterministic model time evolution operators U e and
Uo are involutory, i.e. U e−1 = U e and Uo−1 = Uo, therefore the expressions (3.118)
and (3.114) coincide. To see why, we first recall that the observables can be explicitly
expressed as diagonal matrices via the mapping defined in (2.23). Then we observe
that in the deterministic case the following holds for any 32n vector v,
O(U ev) = U eO(v)U e, O(Uov) = UoO(v)Uo. (3.119)
Now we are able to explicitly express the relevant correlation function,
⟨J˜ J˜2t′⟩p = ω⊗2nO(U eJ)O
(
(U eUo)t
′
U eJ
)
p
= ω⊗2nU eO(J)U e(U eUo)t′U eO(J)U e(UoU e)t′p
= ω⊗2nO(J)(UoU e)t′O(J)(U eUo)t′U ep
= ⟨JJ2t′⟩p′ ,
(3.120)
where we took into account the fact that ω⊗2n is invariant under time evolution.
The state has to be propagated for one time-step, p′ = U ep, which for our class of
states corresponds to ∆↔ −∆.
3.A.3 Linear response coefficients
The asymptotic value of the current corresponds to the conductivity,
σ = lim
t→∞
lim
n→∞
lim
h→0
1
h
jLR(t) = lim
n→∞
1
n
(
⟨J˜ J˜e⟩cp +
∞∑
t′=1
⟨J˜ J˜2t′⟩cp
)
, (3.121)
which for the deterministic case reduces to
σ = lim
n→∞
1
n
(1
2
⟨J J⟩cp +
∞∑
t′=1
⟨J2t′J⟩cp
)
, (3.122)
due to the simple relation between the even and odd currents (3.104). Diffusion
constant is defined by Einstein’s relation
D = σ
χ
, (3.123)
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where χ is the static susceptibility. For the class of states considered in this chapter,
it can be expressed as
χ = ρ− µ2
(
1 +
∆2
ρ2
)
. (3.124)
Diverging conductivity signals a nonvanishing Drude weight, defined as
D = lim
t→∞
lim
n→∞
lim
h→0
jLR(2t)
t h
, (3.125)
which can be in the deterministic case rewritten as the time-average of the sum of
current autocorrelation function running between −2t and 2t,
D = lim
t→∞
lim
n→∞
1
(2t+ 1)n
t∑
t′=−t
⟨J2t′J⟩cp. (3.126)
To unify the notation, we introduce the symbol CJ(2t) to denote the autocorre-
lation function of the current,
CJ(0) = 2 lim
n→∞
1
n
⟨J˜eJ˜⟩cp,
CJ(2t) = lim
n→∞
1
n
⟨J˜ J˜2t⟩cp.
(3.127)
This convention is chosen so that in the deterministic limit we recover 1
n
⟨JJ2t⟩cp for
both t = 0 and t > 0. The expressions for conductivity and Drude weight can be
then succinctly expressed as
σ =
1
2
CJ(0) +
∞∑
t′=1
CJ(2t
′),
D = lim
t→∞
1
2t+ 1
(
CJ(0) + 2
∞∑
t′=1
CJ(2t
′)
)
.
(3.128)
3.A.4 Mazur bound on Drude weight
Drude weight can be bounded from below by Mazur bound [126, 127]. To reformulate
it to the discrete-time case, we consider a time-averaged observable
a¯ =
1
t
t−1∑
t′=0
a2t
′
. (3.129)
For any stationary probability distribution p, the following inequality holds,⟨(
a¯− ⟨a⟩p
)2 ⟩
p
≥ 0. (3.130)
To obtain Mazur inequality, we first choose a to be a sum of the current J and a
linear combination of a (complete) set of conserved quantities {Ok}k,
a =
1
n
(
J −
∑
k
αkOk
)
. (3.131)
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Plugging this expression into the inequality (3.130) and taking into account the
stationarity of the distribution p, we obtain the following inequality
1
t
t−1∑
t′=−t+1
(
1− |t
′|
t
)
1
n
⟨J2t′J⟩cp ≥
∑
k
2αk
1
n
⟨JOk⟩cp −
∑
k
α2k
1
n
⟨O2k⟩cp, (3.132)
where we assume that the conserved charges are orthogonal, i.e. 1
n
⟨OkOk′⟩cp =
δk,k′
1
n
⟨O2k⟩c. Mazur inequality follows directly after choosing the set {αk}k that
maximizes the right-hand side, and taking the limit t→∞,
lim
t→∞
1
2t+ 1
t∑
t′=−t
1
n
⟨J2t′J⟩cp ≥
∑
k
(
1
n
⟨JOk⟩cp
)2
1
n
⟨O2k⟩cp
. (3.133)
Appendix 3.B Spatio-temporal correlation function
Here we present some of the details of calculation that were omitted in section 3.4.
All the nonvanishing submatrices Ud d′ (3.77) are block 3-diagonal. The blocks of
the submatrix U00 are of the size 2× 2,
U00 = L⊗
⎡⎣(1− ρ)2 ρ(1− ρ)
0 0
⎤⎦+ I ⊗
⎡⎣ ρ2 ρ(1− ρ)
ρ(1− ρ) ρ2
⎤⎦+
+ U ⊗
⎡⎣ 0 0
ρ(1− ρ) (1− ρ)2
⎤⎦ ,
(3.134)
and the blocks in Ud 0 for d ̸= 0 have the dimension 2× 1,
U10 = I ⊗
[
−(1− ρ)2 −ρ(1− ρ)
]
+ U ⊗
[
ρ(1− ρ) (1− ρ)2
]
,
U−10 = L⊗
[
(1− ρ)2 ρ(1− ρ)
]
+ I ⊗
[
−ρ(1− ρ) −(1− ρ)2
]
,
U20 = I ⊗
[
−ρ(1− ρ) ρ(1− ρ)
]
, U−20 = I ⊗
[
ρ(1− ρ) −ρ(1− ρ)
]
,
U30 = U ⊗
[
−(1− ρ)2 (1− ρ)2
]
, U−30 = L⊗
[
(1− ρ)2 −(1− ρ)2
]
,
(3.135)
where we defined
L =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
. . .
1 0
1 0
1 0
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, I =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
. . .
1
1
1
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
. . .
0 1
0 1
0 1
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(3.136)
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The other matrices Ud′ d with d′, d ̸= 0 are simpler,
U2d−1 2d−2 = ρ(1− ρ)L, U2d 2d−2 = ρ2 I,
U2d+12d−2 = (1− ρ)2 I, U2d+22d−2 = (1− ρ)2 U,
U2d−1 2d−1 = (1− ρ)2 L, U2d 2d−1 = ρ(1− ρ) I,
U2d+12d−1 = ρ2 I, U2d+22d−1 = ρ(1− ρ)U.
(3.137)
Each submatrix Ud′ d can be (block) diagonalised in a similar way as in section 3.3.
In the Fourier basis
e(k) =
∑
x
eikxae 0x , o(k) =
∑
x
eikxao 0x ,
g[d](k) =
∑
x
eikxadx,
(3.138)
the infinitely dimensional matrices from (3.134), (3.135) and (3.137), which are of
the form
Ud′d = L⊗md′dL + I ⊗md
′ d
I + U ⊗md
′ d
U , (3.139)
read
U˜d′d = e−ikmd′ dL +md
′ d
I + e
ikmd
′ d
D . (3.140)
Therefore the reduced propagator U takes the form (3.85).
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Chapter 4
Time evolution of observables in
RCA54
In the previous chapter we showed that in the hard-core charged particle model
physically relevant correlation functions can be obtained for any time, by restricting
the observables to a reduced space in which the time evolution can be explicitly
expressed. Now we go a step forward, and discuss full evolution of local observables
in RCA54. In this chapter, we show that the propagation of local observables can be
efficiently expressed by the time-dependent matrix product ansatz (tMPA). In Sec-
tion 4.1 we show the construction of tMPA, which is based on the counting of soliton
collisions. We continue by providing two nontrivial examples of physically interest-
ing quantities that can be explicitly evaluated with tMPA: density profile after the
inhomogeneous quench in Section 4.2 and the spatio-temporal correlation function
in 4.3. Remarkably, we are able to find a closed-form expression for the correlation
function in the maximum entropy state. At the end, we show the modification of
tMPA to obtain spatio-temporal correlation function for the class of equilibrium
states introduced in Chapter 2. Most of the contents of the chapter are based on
the previously published work [96], apart from the discussion in 4.3.2, which has not
been published.
4.1 Time-dependent matrix product ansatz
The remarkable property of RCA54 is the ability to formally express full time evolu-
tion of local observables using a MPS with Schmidt rank that increases quadratically
with time. In this section we demonstrate this point by constructing the MPS rep-
resentation of the time evolution of local density ρx = [1]x.
First we restrict the discussion to ρ0 = [1]0 ≡ [1] and express the time evolved
local density for a generic site x as
[1]tx =
{
ηx
(
[1]t
)
; x ≡ 0 (mod 2),
ηx
(
[1]t−1
)
; x ≡ 1 (mod 2), (4.1)
where the different definitions for even and odd x stem from the staggered time-
evolution (i.e. Ux±1[1]x = [1]x). The omitted subscript x in [·]x implies x = 0.
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4.1.1 Soliton dynamics inside the light cone
In every time step, the support of the time-evolved observable [1]t increases by 2 (1
on each side). Therefore at time t, the support is 2t+ 1 and the observable can be
formally expressed as
[1]t =
∑
s−t,s−t+1,...,st
cs−ts−t+1s−t+2...st(t)[s−ts−t+1s−t+2 · · · st], (4.2)
where cs−t...st(t) are the formal coefficients in the basis expansion. Explicitly, at
time t the one time-step evolution of local observables is completely given by the
following prescription,
Uo/e[s−t · · · st] = Uo/e
(
[0s−t · · · st0] + [0s−t · · · st1] + [1s−t · · · st0] + [1s−t · · · st1]
)
=
1∑
s−t−1,st+1=0
U−tU−t+2 · · ·Ut[s−t−1s−ts−t+2 · · · st+1],
(4.3)
where the superscript e or o is determined according to the parity of the time step.
Since the time evolution is deterministic and the product of operators on the last line
acts nontrivially on the subchain [−t− 1, t+ 1], each of the four observables on the
r.h.s. of (4.3) is mapped deterministically into another one. This has two immediate
consequences. Firstly, the coefficients cs−t,...st(t) can only be 0, corresponding to
the inaccessible configurations, or 1, corresponding to the accessible configurations.
Secondly, the number of accessible configurations at time t is 4t which is exactly half
of all possible distinct configurations 22t+1.
The construction of an efficient representation of [1]t relies on the explicit iden-
tification of all accessible configurations. The initial configuration is [1], describing
all possible states with at least one soliton traversing through the origin at time
t = 0. At time t, the soliton originating from the center resides between the lattice
sites x = −t and x = t, i.e. the section of the lattice referred to as the light cone.
The exact position of the soliton is determined by the number of scatterings. An
example is shown in the Figure 4.1. Since the configuration at time t contains the
complete information about the particle content and the history of scatterings, we
can propagate any configuration backwards in time in order to determine whether
one of the solitons originated from the central position. If this is the case, the
coefficient cs−t,s−t+1,...,st(t) yields 1, otherwise the contribution is 0.
As we will show, the coefficients can be efficiently represented in terms of the
time-dependent matrix product ansatz (tMPA) as
cs−t,...st(t) = ⟨L(t)|Xs−tYs−t+1Xs−t+2 · · ·Yst−1Xst |R⟩
+ ⟨L′|X ′s−tY ′s−t+1X ′s−t+2 · · ·Y ′st−1X ′st |R′(t)⟩ .
(4.4)
Xs, Ys, X
′
s, Y
′
s ∈ End(V), s ∈ {0, 1}, are linear operators over an infinite dimen-
sional auxiliary Hilbert space V = lsp{|c, w, n, a⟩; c, w ∈ N0, n ∈ {0, 1, 2}, a ∈
{0, 1}}. Defining the ladder operators,
c+ =
∑
c,w,n,a
|c+ 1, w, n, a⟩ ⟨c, w, n, a| , c− = (c+)T ,
w+ =
∑
c,w,n,a
|c, w + 1, n, a⟩ ⟨c, w, n, a| , w− = (w+)T , (4.5)
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Figure 4.1: An example of an allowed configuration (the top-most saw). The orange,
red, and green-bordered sites denote three distinct solitons. The orange soliton goes
through the site (0, 0), while the red and green solitons originate outside of the light
cone. Alternatively, we can start with the configuration on top and propagate it in
the negative time. The orange soliton passes through the bottom-most site, while
the red and green one escape the light cone and cannot reach the origin.
and projectors
cc1c2 =
∑
w,n,a
|c1, w, n, a⟩ ⟨c2, w, n, a| , ww1w2 =
∑
c,n,a
|c, w1, n, a⟩ ⟨c, w2, n, a| ,
nn1n2 =
∑
c,w,a
|c, w, n1, a⟩ ⟨c, w, n2, a| , aa1a2 =
∑
c,w,n
|c, w, n, a1⟩ ⟨c, w, n, a2| ,
(4.6)
the operators X(′)s , Y (′)s can be expressed as 3 × 3 matrices acting on the space
spanned by {|n⟩}2n=0 as
X0 = a00
⎡⎣1 0 01 0 0
1 0 0
⎤⎦+ a01
⎡⎣ 0 0 0c+ 0 0
0 0 0
⎤⎦+ a11
⎡⎣ 1 0 0c+w+ +w00 0 0
1 0 0
⎤⎦ ,
X1 = a00
⎡⎣0 1 00 0 1
0 0 1
⎤⎦+ a01
⎡⎣0 0 00 0 1
0 0 1
⎤⎦+ a11
⎡⎣0 1 00 0 w+ +w00
0 0 w+ +w00
⎤⎦ ,
Y0 = a00c
−w+
⎡⎣1 0 01 0 0
1 0 0
⎤⎦+ a01
⎡⎣ 0 0 0w+ 0 0
0 0 0
⎤⎦+ a11
⎡⎣ w+ +w00 0 0c+((w+)2 +w10)+w00 0 0
w+ +w00 0 0
⎤⎦ ,
Y1 = a00c
−w+
⎡⎣0 1 00 0 1
0 0 1
⎤⎦+ a11
⎡⎣0 w+ +w00 00 0 c+w+ +w00
0 0 c+w+ +w00
⎤⎦ ,
(4.7)
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and
X ′0 = X
T
0 − a10
⎡⎣0 c01w11 00 0 0
0 0 0
⎤⎦− a11
⎡⎣0 c01(w01 +w12) 00 0 0
0 0 0
⎤⎦ ,
X ′1 = X
T
1 ,
Y ′0 = Y
T
0 − a11
⎡⎣0 c01(w01 +w02) 00 0 0
0 0 0
⎤⎦ ,
Y ′1 = Y
T
1 − a11
⎡⎣0 0 00 0 0
0 c01
(
w01 +w12
)
c01
(
w01 +w12
)
⎤⎦ .
(4.8)
The time-dependent auxiliary space boundary vectors take the following form
⟨L(t)| = ⟨0, t, 0, 0| ,
|R⟩ = |0, 0, 0, 1⟩+ |0, 0, 1, 1⟩+ |0, 0, 2, 1⟩ ,
⟨L′| = ⟨0, 0, 0, 1|+ ⟨0, 0, 1, 1|+ ⟨0, 0, 2, 1|+ ⟨0, 1, 0, 1|+ ⟨0, 1, 2, 1| ,
|R′(t)⟩ = |0, t+ 1, 0, 0⟩ .
(4.9)
4.1.2 Construction of the tMPA
The construction consists of two parts: first we consider the states in which the
soliton emerging from the center is a left mover, and later we derive the tMPA for
the central right mover.
tMPA for the left mover emerging from the center
Let us consider a configuration (s−t, s−t+1, . . . , st) ∈ {0, 1}2t+1. Using the tMPA we
scan a given configuration site by site, starting from the left edge of the light cone
and moving towards the right edge. Whenever we encounter a left mover, which we
dub the probe, we count the number of solitons on its right in order to determine
whether it originated from the center. To encode the soliton counting procedure, we
introduce four auxiliary degrees of freedom, |c, w, n, a⟩.
1. The activation bit, a ∈ {0, 1}, tells us whether we are on the left or the right
side of the probe. If the activation bit is turned off, i.e. a = 0, the state splits
into two parts whenever we encounter a left mover. The first part corresponds
to the value a = 0, describing the situation in which the left mover is not a
probe, while the second part represents the opposite case, with a = 1. In any
other situation the activation bit remains unchanged.
2. The collision counter, c ∈ N0, represents the number of scatterings that the
probe has to undergo in order to reach the origin in the soliton counting
procedure. While a = 0, the collision counter increases by 1 every two sites.
If a = 1, the collision counter decreases by 1 whenever a left moving soliton
that scattered with the probe is encountered. If at the right edge of the light
cone the collision counter is zero, the probe passed through the origin.
3. The scattering width, w ∈ N0, keeps track of the number of scatterings of the
right movers after the probe. At the left edge the width is equal to time t,
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and after every two sites it decreases by 1. Additionally, the width changes as
w → w−1, whenever a left mover on the right side of the probe is encountered.
All the right movers that we meet after the width drops to 0 could not have
scattered with the probe.
4. The occupation counter, n ∈ {0, 1, 2}, provides additional information about
the particle content needed to appropriately change w and c. Explicitly, n = 0
if the current site is empty, n = 1 if the site is full and the left neighbor is
empty, and n = 2 if the site and the left neighbor are both occupied.
In the initial state the collision counter c is 0, and the width w is set to be equal to
the time step t,
⟨L(t)| = ⟨0, t, 0, 0| . (4.10)
The right boundary vector has nonzero overlap with vectors that correspond to a
probe that passed through the origin at time t = 0, i.e. c = w = 0 and a = 1, while
the occupation number can be arbitrary,
|R⟩ = |0, 0, 0, 1⟩+ |0, 0, 1, 1⟩+ |0, 0, 2, 1⟩ . (4.11)
We consider three different regimes.
Left side of the probe. Before choosing the probe, the width and the required
number of scatterings have to be adjusted, therefore the left action of the matrices
restricted to the sector a = 0 corresponds to
⟨c, w, n, 0|Xsa00 = ⟨c, w, s ·min{n+ 1, 2}, 0| ,
⟨c, w, n, 0|Ysa00 = ⟨c+ 1, w − 1, s ·min{n+ 1, 2}, 0| ,
(4.12)
where a00 denotes the projector to the sector a = 0, as introduced in (4.6). This
can be more explicitly written in the following matrix form,
a00X0a00 =
⎡⎣1 0 01 0 0
1 0 0
⎤⎦ , a00X1a00 =
⎡⎣0 1 00 0 1
0 0 1
⎤⎦ ,
a00Y0a00 = c
−w+
⎡⎣1 0 01 0 0
1 0 0
⎤⎦ , a00Y1a00 = c−w+
⎡⎣0 1 00 0 1
0 0 1
⎤⎦ ,
(4.13)
where c± and w± are ladder operators introduced in (4.5).
Choosing the probe. Whenever a left moving soliton is encountered, an addi-
tional vector with a = 1 is created. There are 4 such configurations. The two simpler
ones correspond to a soliton that appears on the right diagonal,
, (4.14)
which implies
⟨c, w, 1, 0|X1a11 = ⟨c, w, 2, 0|X1a11 = ⟨c, w, 2, 1| . (4.15)
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The other two configurations correspond to encountering a soliton while it is scat-
tering,
, (4.16)
where the grey colored squares represent the soliton’s estimated path in absence of
any additional encounters. The appropriate matrix elements are the following,
⟨c, w, 1, 0|X0a11 = ⟨c− 1, w, 0, 1| , ⟨c, w, 1, 0|Y0a11 = ⟨c, w − 1, 0, 1| . (4.17)
There is no other configuration for which the probe can be created, therefore these
are the only matrix elements for which the value of a can increase (left to right).
Equivalently, this is given by the following matrices,
a00X0a11 =
⎡⎣ 0 0 0c+ 0 0
0 0 0
⎤⎦ , a00X1a11 =
⎡⎣0 0 00 0 1
0 0 1
⎤⎦ ,
a00Y0a11 =
⎡⎣ 0 0 0w+ 0 0
0 0 0
⎤⎦ , a00Y1a11 = 0.
(4.18)
Right side of the probe. Let us assume that w > 0. Once a vector with a = 1
is produced, the collision counter has to be decreased whenever a right mover is
encountered, while the width w decreases every two sites and additionally whenever
a left mover is met. Explicitly, there are two possible configurations of a right mover
appearing,
, (4.19)
which are described by the following matrix elements,
⟨c, w, 1, 1|Y1 = ⟨c, w, 2, 1|Y1 = ⟨c− 1, w − 1, 2, 1| . (4.20)
The two configurations from (4.14) correspond to a process of encountering a left
moving soliton, which is described by the following two matrix elements
⟨c, w, 1, 1|X1 = ⟨c, w, 2, 1|X1 = ⟨c, w − 1, 2, 1| . (4.21)
If the scattering solitons are encountered (eq. (4.16)), we have to decrease the width
and the collision counter at the same time, which amounts to the following,
⟨c, w, 1, 1|X0 = ⟨c− 1, w − 1, 0, 1| ,
⟨c, w, 1, 1|Y0 = δw,1 ⟨c− 1, 0, 0, 1|+ (1− δw,1) ⟨c− 1, w − 2, 0, 1| .
(4.22)
In all the remaining cases,
, (4.23)
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there are no additional decreases of w and c, therefore
⟨c, w, 0, 1|X0 = ⟨c, w, 0, 1| , ⟨c, w, 0, 1|X1 = ⟨c, w, 1, 1| ,
⟨c, w, 2, 1|X0 = ⟨c, w, 0, 1| , ⟨c, w, 0, 1|Y0 = ⟨c, w − 1, 0, 1| ,
⟨c, w, 0, 1|Y1 = ⟨c, w − 1, 1, 1| , ⟨c, w, 2, 1|Y0 = ⟨c, w − 1, 0, 1| .
(4.24)
The right movers that are encountered after the width w drops to 0 did not scatter
with the probe, therefore c should not decrease anymore,
⟨c, 0, n, 1|Ys = ⟨c, 0, n, 1|Xs = ⟨c, 0, s ·max{2, n+ 1}, 1| . (4.25)
Matrix elements given by (4.20,4.21,4.22,4.24,4.25) are efficiently encoded by the
following matrix blocks,
a11X0a11 =
⎡⎣ 1 0 0c+w+ +w00 0 0
1 0 0
⎤⎦ , a11X1a11 =
⎡⎣0 1 00 0 w+ +w00
0 0 w+ +w00
⎤⎦ ,
a11Y0a11 =
⎡⎣ w+ +w00 0 0c+(w+)2 + c+w10 +w00 0 0
w+ +w00 0 0
⎤⎦ ,
a11Y1a11 =
⎡⎣0 w+ +w00 00 0 c+w+ +w00
0 0 c+w+ +w00
⎤⎦ .
(4.26)
Combining the three sets of matrices given by (4.13), (4.18) and (4.26) completes
the construction of the tMPA for the left moving solitons (4.7).
tMPA for the central right movers
The tMPA corresponding to the right movers can be derived in a similar fashion, by
reversing the direction of all solitons. This corresponds to the exchange of the roles
of the left and the right boundary vectors, and transposing the auxiliary matrices
Ys and Xs. However, we have to additionally exclude all of the configurations that
were captured by the tMPA for the left movers, i.e. the configurations where both
the left and the right mover are emitted from the origin. Up to time t = 2, the
configurations that should be excluded are
. (4.27)
This can be achieved by considering alternative boundary vectors
|R′(t)⟩ = |0, t+ 1, 0, 0⟩ ,
⟨L′| = ⟨0, 0, 0, 1|+ ⟨0, 0, 1, 1|+ ⟨0, 0, 2, 1|+ ⟨0, 1, 0, 1|+ ⟨0, 1, 2, 1| , (4.28)
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and by changing the tMPA matrices, so that the following holds
Y ′0 |1, 1, 1, 1⟩ = Y ′0 |1, 2, 1, 1⟩ = 0, Y ′1 |1, 1, 1, 1⟩ = Y ′1 |1, 2, 1, 1⟩ = 0,
Y ′1 |1, 1, 2, 1⟩ = Y ′1 |1, 2, 2, 1⟩ = 0, X ′0 |1, 1, 1, 1⟩ = X ′0 |1, 2, 1, 1⟩ = 0,
a11X
′
0 |1, 1, 1, 0⟩ = 0.
(4.29)
4.2 Time-dependent density profile after inhomoge-
neous quench
In this and the following section we will consider two physically relevant applications
of the tMPA. The first example is an explicit calculation of the particle density
profile following the inhomogeneous quench. The density profile corresponds to the
probability of observing a particle at site x and time t
ρˆ(x, t) = ω⊗2n[1]xp
t =
{
⟨ηx
(
[1]t
)⟩
p
; x+ t ≡ 1 (mod 2),
⟨ηx
(
[1]t−1
)⟩
p
; x+ t ≡ 1 (mod 2). (4.30)
The different convention with respect to (4.1) comes from the fact that p is not
stationary (see the discussion in 2.1.1). At time t = 0 the system is prepared in the
initial state p, in which the probability of a site being occupied is 1/2 on the left
side of the chain, and 0 on the right side of the chain,
p =
⎡⎣12
1
2
⎤⎦⊗n ⊗
⎡⎣1
0
⎤⎦⊗n . (4.31)
The density profile changes only in the junction −t ≤ x ≤ t, and it is convenient
to express it in terms of the density profile along the diagonal m (i.e. the distance
from the edge of the lightcone), denoted by ρ(m, t),
ρˆ(x, t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0; t ≤ x,
ρ( t−x
2
, t− 1); x+ t ≡ 0 (mod 2) and − t < x < t,
ρ( t−x+1
2
, t); x+ t ≡ 1 (mod 2) and − t < x < t,
1
2
; x ≤ −t.
(4.32)
The diagonal profile ρ(m, t) is given in terms of the tMPA as
ρ(m, t) = 2−2m (L(m, t) +R(m, t)) ,
L(m, t) = ⟨L(t)| ((X0 +X1)(Y0 + Y1))mX0 (Y0X0)t−m |R⟩ ,
R(m, t) = ⟨L′| ((X ′0 +X ′1)(Y ′0 + Y ′1))mX ′0 (Y ′0X ′0)t−m |R′(t)⟩ .
(4.33)
To explicitly evaluate matrix elements L(x, t) and R(x, t), we take into account
the observation that the action of any matrix Ms ∈ {XTs , X ′s, Y Ts , Y ′s},
1. on a vector with the state index a = 1 does not produce a state from the
subspace corresponding to a = 0, i.e. a00Ms(1− a00) = 0,
2. on a state with a = 0 does not increase its collision (c) or its width (w) index,
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Figure 4.2: Density profile at different times t after the quench. The ballistic front
on the right moves with the velocity 1 and its shape does not change. On the left
side, the profile has a shape of an erf that moves with a velocity 1/2 and interpolates
between 1/3 towards the center and 1/2 to the left. Its width scales as ∼ √t.
3. on the state |0, 0, n, 1⟩ produces a vector |0, 0, s ·max{n+ 1, 2}⟩.
Using these properties, we can calculate certain matrix elements explicitly. In par-
ticular the density profile reads (see Appendices 4.A and 4.B for the details)
ρ(m, t) =
3
8
δm,t +
1
8
(δm,1δt,1 + δm,2δt,2) +
1
4
δm,3δt,4+
+ θ2m−t−32t−2m
(
3
(
2m− t− 3
t−m− 1
)
+
(
2m− t− 3
t−m− 2
))
+
+
1− (−1
2
)m
3
− 1
2
m−1∑
y=t−m
2−(m−1−y)
(
m− 1− y
y
)
+
+
1
8
2m−t−3∑
y=t−m
2−(2m−t−3)
(
2m− t− 3
y
)
+
3
16
2m−t−4∑
y=0
2−y
(
y
t−m− 1
)
,
(4.34)
where θx is a discrete Heaviside function; θx≥0 = 1 and θx<0 = 0. The profile is
plotted for three distinct times in Figure 4.2. From it, we can immediately identify
two distinct regimes.
4.2.1 Free regime
The density profile is particularly simple in the region with the diagonal index
m ≤ 2t/3, where only a single term from the equation (4.34) survives,
ρ
(
m ≤ 2t
3
, t
)
=
1− (−1
2
)m
3
. (4.35)
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Figure 4.3: A realization of the inhomogeneous quench up to t = 74. In the middle
section, all the solitons move to the right without scattering, corresponding to the
free regime.
The density profile in this regime corresponds to the alternating exponential decay
centered around 1/3, traveling with a maximal velocity vmax = 1,
ρˆ
(
t ≥ x ≥ − t
3
+ 1, t
)
=
1
3
(
1−
(
−1
2
)⌈ t−x
2
⌉)
. (4.36)
Note that the appearance of this regime is reminiscent of the generic situation oc-
curring at low temperatures in any integrable model [143].
Alternative derivation
Before the quench, there are no solitons in the right half-infinite chain. When we join
the two half-chains, the right moving solitons from the left that reach the boundary
continue moving to the right unperturbed with the velocity 1, since there are no
left moving solitons to slow them down. Therefore an intermediate area with only
right moving solitons is established between the vacuum and the part that contains
both types of solitons. This can be seen on an example in Figure 4.3. Due to the
maximal velocity of the solitons being vmax = 1, this area is limited to the right by
x = t. The left border is determined by the right most possible position of the left
moving solitons, which is x = −t/3 due to the effective soliton speed being bounded
from bellow by 1/3 (see Figure 4.4). The ballistic part of the profile is therefore
described by the −t/3 + 1 ≤ x ≤ t part of the profile in (4.36).
This behaviour can be equivalently described using a simple Markov process.
Let us look at the intermediate area of the chain at some fixed time t and let us
join two consecutive sites together, so that sites t − (2k − 1) and t − 2k constitute
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Figure 4.4: A path of a soliton (red bordered squares) that moves to the left with
the effective velocity 1/3. Due to propagation rules, the solitons can not scatter
more frequently, therefore this is the slowest possible effective speed.
a supersite labeled by n = k,
t
t − 1
t − 2
t − 3
t − 4
t − 5
t − 6
t − 7
t − 8· · ·
n = 1n = 2n = 3n = 4
(4.37)
All the sites with x ≥ t are empty, while a site with x ≤ t− 1 is occupied if there is
a right moving soliton going through it, in which case the whole supersite has to be
occupied and the neighbouring supersites have to be empty. Since the solitons enter
this area randomly, the site n = 1 is occupied with probability 1/2. If site n− 1 is
full, site n has to be empty and if n− 1 is empty, site n is occupied with probability
1/2. This can be expressed in a matrix form as
xn =
[
1
2
1
1
2
0
]
xn−1 =
[
1
2
1
1
2
0
]n−1
x1, xn =
[
1− pn
pn
]
, (4.38)
where pn is the probability of the site n being full. Taking into account p1 = 12 , we
obtain
pn =
1
3
(
1−
(
−1
2
)n)
, (4.39)
which matches the ballistic part of the profile (4.36).
4.2.2 Thermalising regime
If m > 2t
3
(and t ≥ 7), the profile (4.34) can be expressed as
ρ(m, t) =
3
8
δm,t + 2
t−2m−1
(
2m− t− 3
t−m− 1
)
+
1
2
t−m−1∑
y=0
2−(m−1−y)
(
m− 1− y
y
)
+
+
1
8
2m−t−3∑
y=t−m−2
2−(2m−t−3)
(
2m− t− 3
y
)
+
3
16
2m−t−3∑
y=0
2−y
(
y
t−m− 1
)
.
(4.40)
Asymptotically this reduces to
lim
t→∞
ρ
(
3t
4
+ ζ
√
t, t
)
=
1
12
(5 + erf(4ζ)) , (4.41)
77
Chapter 4. Time evolution of observables in RCA54
0.34
0.36
0.38
0.4
0.42
0.44
0.46
0.48
0.5
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
ρˆ
(−
t 2
+
ζ
√ t
,t
)
ζ
t = 100
t = 1000
Figure 4.5: The density profile ρˆ(x, t) around x = − t
2
. The solid curve denotes the
asymptotic profile, ρˆ(ζ) = 1
12
(5− erf(2ζ)).
implying the following shape of the density profile
ρˆ(ζ) ≡ lim
t→∞
ρˆ
(
− t
2
+ ζ
√
t, t
)
=
1
12
(5− erf(2ζ)) . (4.42)
The comparison of the profile at finite times and the asymptotic expression is shown
in Figure 4.5.
4.3 Dynamic structure factor
4.3.1 Infinite temperature state
Now let us consider the spatio-temporal density-density correlation function, i.e. the
real space-time expression for the dynamic structure factor. It corresponds to the
probability that the particle, which is initially localized at the origin moves to the
site x in time t,
C(x, t) = ⟨[1]x[1]t⟩
c
p = ⟨[1]x[1]t⟩p −
1
4
, (4.43)
where we assume p to be the maximum entropy state,
p =
[
1
2
1
2
]⊗2n
. (4.44)
As a consequence of the staggered structure of the time evolution, the following
holds
C(x, t) =
{
C(x, t− 1); x+ t ≡ 0 (mod 2),
C(x, t+ 1); x+ t ≡ 1 (mod 2), (4.45)
implying that the generic expression for C(x, t) can be obtained by considering only
the cases with x + t ≡ 0 (mod 2). Under this assumption, the dynamic structure
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factor can be represented in terms of tMPA as
C(x, t) =
1
22t+1
(
⟨L(t)|T x+t2 X1T t−
x+t
2 |R⟩+ ⟨L′|T ′
x+t
2 X ′1T
′ t−x+t
2 |R′(t)⟩
)
− 1
4
,
(4.46)
with
T = (X0 +X1)(Y0 + Y1), T = (Y0 + Y1)(X0 +X1),
T ′ = (Y ′0 + Y
′
1)(X
′
0 +X
′
1), T
′
= (X ′0 +X
′
1)(Y
′
0 + Y
′
1).
(4.47)
To simplify the derivation of the structure factor, we introduce the rescaled difference
∆C(x, t) of two next-to-nearest neighbouring correlation functions,
∆C(x, t) ≡ 22t+1 (C(x+ 2, t)− C(x, t)) =
= ⟨l(t)|T x+t2 (T V1 − V1T)T t−x2 −1 |r⟩  
∆Cl(
x+t
2
,t)
−⟨l′|T ′
x+t
2
(
V ′1T
′ − T ′V ′1
)
T ′
t−x
2
−1 |r′(t)⟩  
∆Cr(
t−x
2
−1,t)
,
(4.48)
where ∆Cl(m, t) and ∆Cr(m, t) correspond to the contributions of the left and right
movers respectively. The contributions ∆Cl(m, t) and ∆Cr(m, t) can be evaluated
explicitly (see Appendix 4.C), yielding a following relation
∆C(x, t) =
⎧⎪⎪⎨⎪⎪⎩
22t+x
((−x−3
x+t
2
)− (−x−3x+t−2
2
))
; x ≤ −3,
0; −2 ≤ x ≤ 0,
−22t−x−2
((
x−1
t−x−2
2
)− ( x−1t−x−4
2
))
; x ≥ 1.
(4.49)
The correlation function C(x, t) is then given recursively from ∆C(x, t), and reads
C(x, t) = 2−t−1
t−|x|−2
2∑
m=0
4m
(
2
(
t− 2m− 3
m
)
−
(
t− 2m− 2
m
))
. (4.50)
The functional form of the structure factor can be divided into separate regimes.
Homogeneous regime
This regime occurs in the region |x| ≤ t
3
+ 1, where the correlation functions for
t ≥ 3 become spatially independent, save for the staggering,
C(x, t) = 2−t−1c0(t),
c0(t) =
1
4
(
1 +
i√
7
)(−1− i√7
2
)t
+
1
4
(
1− i√
7
)(−1 + i√7
2
)t
.
(4.51)
This result can be straightforwardly obtained by noting that the function s(u),
defined as
s(u) =
⌊u
2
⌋∑
m=0
4m
(
u− 2m
m
)
, (4.52)
satisfies the recurrence relation s(u) = s(u− 1)− 4s(u− 3). Solving the recurrence
relation for the initial conditions s(0) = s(1) = s(2) = 1, yields the result (4.51).
Asymptotically, the correlation functions in this regime decrease as C(x, t) ∼ 1/√2t.
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Figure 4.6: The dynamic structure factor C(x, t) at different t. The two peaks
move ballistically with the velocity 1/2, while they spread as
√
t.
0 1 37 357 677 -91 -91 -91 -91 -91 -91 677 357 37 1 0
0 1 33 257 257 1 1 1 1 1 257 257 33 1 0
0 1 29 173 45 45 45 45 45 45 173 29 1 0
0 1 25 105 -23 -23 -23 -23 -23 105 25 1 0
0 1 21 53 -11 -11 -11 -11 53 21 1 0
0 1 17 17 17 17 17 17 17 1 0
0 1 13 -3 -3 -3 -3 13 1 0
0 1 9 -7 -7 -7 9 1 0
0 1 5 5 5 5 1 0
0 1 1 1 1 1 0
0 1 -3 -3 1 0
0 1 1 1 0
0 1 1 0
0 -1 0
0 0
Figure 4.7: The explicit values of the correlations, 2t+1C(x, t). In the shaded
inner area, the correlations are homogeneous in x and given by c0(t). Along the red
bordered rays, the values are determined by polynomials of order 1
2
(t− |x|)− 1.
Diffusive regime
In the diffusive regime the correlation function C(x, t) consists of two asymptotically
diffusing peaks, moving apart with a constant velocity v = ±1
2
, see Figure 4.6. Inside
of the region |x| ≥ t+4
3
, the sum (4.50) reduces to (see Appendix 4.C.4),
C(x, t) = 2−t−1
3
2
(t−|x|)∑
n=t−|x|+1
⎛⎜⎜⎝
3
2
(t−|x|)∏
n=t−|x|+1
n̸=j
t− j
n− j
⎞⎟⎟⎠ c0(n). (4.53)
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Figure 4.8: The correlation profile close to the peak. The solid curve denotes the
asymptotic shape, C˜(ζ) = 1
16
√
π
e−4ζ
2 .
Along the rays with the constant distance from the edge of the light cone, the values
of the reduced correlations, 2t+1C(x, t), can be determined by the polynomial of
the order 1
2
(t− |x| − 2) in t, see Figure 4.7. In the asymptotic regime, the peaks
converge to the normal distribution (see Figure 4.8),
C(x, t) ∼ 1
16
√
tπ
exp
(
−4
t
(
|x| − t
2
)2)
. (4.54)
4.3.2 Other equilibrium states
The results can, at least formally, be straightforwardly extended to the class of equi-
librium states introduced in Section 2.2.4. We define the spatio-temporal correlation
function for a stationary state p as
C(x, t) = ⟨[1]x[1]t⟩p − ⟨[1]x⟩p⟨[1]t⟩p. (4.55)
In this section we focus on the correlations inside of the light cone, i.e. |x| ≤ t.
For |x| > t we do not expect the correlations to be identically 0 (as is the case in the
maximum-entropy state), but they decay to 0 exponentially fast with the distance
from the edge of the light cone. This can be relatively straightforwardly shown for
the states considered here, however it is lengthy and we will skip it.
The first part of the correlation function by definition takes the following form,
⟨[1]x[1]t⟩p =
∑
s−ts−t+1...st
cs−ts−t+1s−t+2...st(t)⟨[1]x[s−ts−t+1s−t+2 · · · st]⟩p
=
∑
s−ts−t+1...st
cs−ts−t+1s−t+2...st(t)δsx,1p
′
s−ts−t+1...st
=
∑
s−ts−t+1...st
c∗s−ts−t+1s−t+2...st(t)δsx,1,
(4.56)
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where we defined c∗s−t...st(t) as the product between the time-evolution basis ex-
pansion coefficients cs−t...st(t) and the probability of observing the configuration
(s−t, s−t+1, . . . st). 1 So far we made no assumptions on the underlying probability
distribution. However, for the states introduced in Section 2.2.4, the generalized
coefficients c∗s−t...st again exhibit a compact representation in terms of a tMPA.
For this class of states the probabilities of configurations on the 2t + 1 long
subchain take the MPS form given by (2.85),
p′s−ts−t+1...st =
λ−t
⟨l′| (W ′0 +W ′1) |r⟩
⟨l′|W ′s−tWs−t+1W ′s−t+2 · · ·W ′st |r⟩ . (4.57)
See Section 2.2.4 for details and definitions. For convenience let us just provide the
relevant matrices and the defining relations for the boundary vectors,
W0(ξ, ω) =
⎡⎣1 0 0ξ 0 0
1 0 0
⎤⎦ = W ′0(ω, ξ), W1(ξ, ω) =
⎡⎣0 ξ 00 0 1
0 0 ω
⎤⎦ = W ′1(ω, ξ),
λ ⟨l| = ⟨l| (W0 +W1)(W ′0 +W ′1), λ |r⟩ = (W0 +W1)(W ′0 +W ′1) |r⟩ ,
⟨l′(ξ, ω)| = ⟨l(ω, ξ)| , |r′(ξ, ω)⟩ = |r(ω, ξ)⟩ .
(4.58)
Comparing the 3 × 3 matrices Ws, W ′s with the tMPA matrices Xs, Ys we can
immediately see that the 3×3 blocks are similar, i.e. the possible transitions between
different values of n are the same in both sets of matrices. Therefore the contribution
of the left movers can be combined with the probability of the configuration just by
component wise multiplication of matricesWs andW ′s with the 3×3 blocks of Ys and
Xs respectively. To be more concrete, we define generalized matrices X∗s , Y ∗s and
boundary vectors ⟨L∗s s′(t)|, |R∗⟩, so that the following holds for any configuration
of length 2t+ 1,
⟨L∗s−ts−t+1(t)|X∗s−t+2Y ∗s−t+3 · · ·X∗st |R∗⟩ = λtp′s−ts−t+1...st ⟨L(t)|Xs−tYs−t+1 · · ·Xst |R⟩ ,
(4.59)
note that the left vector ⟨L∗s s′(t)| now depends on the configuration of the first two
sites. The generalized matrices are obtained (4.7) by multiplying the appropriate
matrix elements with the elements of W ′s, Ws,
X∗0 = X0 + (ω − 1)n11X0n00, X∗1 = X1 + (ω − 1)n00X1n11 + (ξ − 1)n22X1n22,
Y ∗0 = Y0 + (ξ − 1)n11Y0n00, Y ∗1 = Y1 + (ξ − 1)n00Y1n11 + (ω − 1)n22Y1n22.
(4.60)
Similarly, the generalized right vector |R∗⟩ is a product of elements of |R⟩ and |r⟩,
|R∗⟩ =
2∑
m=0
rm nmm |R⟩ , (4.61)
where rm denotes the m-th component of the boundary vector |r⟩. The generalized
left vector is defined via the following relation,
⟨L∗s1s2(t)| =
1
⟨l′|W ′0 +W ′1 |r⟩
⟨L(t)|Xs1Ys2
2∑
m=0
nm,m
(⟨l′|W ′s1Ws2)m , (4.62)
1We are referring to the probability of configurations by p′s−t...st (as opposed to ps−t...st) to be
consistent with the convention adopted in 2.2.4.
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where (·)m denotes the m-th component of a vector.
To get an analogous tMPA corresponding to the right-movers, we first note that
the stationary probability p′s−ts−t+1...st can be equivalently expressed by transposing
all the matrices and exchanging parameters
⟨l′|W ′s−tWs−t+1 · · ·W ′st |r⟩
⟨l′|W ′0 +W ′1 |r⟩
=
⟨r′|W Ts−tW ′Ts−t+1 · · ·W Tst |l⟩
⟨r′|W T0 +W T1 |l⟩
. (4.63)
Due to this equivalence, most of the previous discussion can be straightforwardly re-
peated to obtain the following generalized tMPA corresponding to the right-moving
solitons,
X ′ ∗0 = X
′
0 + (ξ − 1)n00X ′0n11, X ′ ∗1 = X ′1 + (ξ − 1)n11X ′1n00 + (ω − 1)n22X ′1n22,
Y ′ ∗0 = Y
′
0 + (ω − 1)n00Y ′0n11, Y ′ ∗1 = Y ′1 + (ω − 1)n11Y ′1n00 + (ξ − 1)n22Y ′1n22,
⟨L′∗| = ⟨L′|
2∑
m=0
r′m nmm,
|R′∗s1s2(t)⟩ =
1
⟨l|X0 +X1ketr′
2∑
m=0
(
X ′Ts1 X
T
s2
|l⟩ )
m
nmmY
′
s1
X ′s2 |R′(t)⟩ .
(4.64)
Combining both parts, we obtain the following form of the generalized coefficient,
c∗s−t...st(t) = λ
−t(⟨L∗s−ts−t+1(t)|X∗s−t+2Y ∗s−t+3 · · ·X∗st |R∗⟩
+ ⟨L′ ∗|X ′ ∗s−tY ′ ∗s−t+1 · · ·X ′ ∗st−1 |R′ ∗st−1st(t)⟩
)
.
(4.65)
This provides a generic matrix product expression for correlation functions, similar
to 4.46. For simplicity let us give the form of C(x, t) for x+ t ≡ 0 and |x| ≤ t− 2,
C(x, t) = λ−t
(
⟨L∗(t)|T ∗ x+t2 −1X∗1T ∗ t−
x+t
2 |R∗⟩
+ ⟨L′ ∗|T ′ ∗
x+t
2 X ′ ∗1 T
′ ∗ t−x+t
2
−1 |R′ ∗(t)⟩
)
−
( ⟨l′|W ′1 |r⟩
⟨l′|W ′0 +W ′1 |r⟩
)2
,
(4.66)
where the last term corresponds to ⟨[1]x⟩p⟨[1]t⟩p = ⟨[1]⟩2p. To keep the expressions
as concise as possible, we introduced the following sums of boundary vectors and
products of sums of matrices,
T ∗ = (X∗0 +X
∗
1 )(Y
∗
0 + Y
∗
1 ), T
∗
= (Y ∗0 + Y
∗
1 )(X
∗
0 +X
∗
1 ),
T ′ ∗ = (Y ′ ∗0 + Y
′ ∗
1 )(X
′ ∗
0 +X
′ ∗
1 ), T
′ ∗
= (X ′ ∗0 +X
′ ∗
1 )(Y
′ ∗
0 + Y
′ ∗
1 ),
⟨L∗(t)| =
∑
s1,s2
⟨L∗s1s2(t)| , |R
′ ∗
(t)⟩ =
∑
s1,s2
|R′ ∗s1s2(t)⟩ .
(4.67)
Note that an analogous expressions can be found for any value of x.
The construction provides a proof that the time evolution can be efficiently ex-
pressed also in the case of more general equilibrium states p. Numerically evaluating
the product (4.66) (and the analogous expressions for other values of x) gives access
to exact correlation functions for relatively large times. 2 An example is shown in
2They are large compared to the times accessible by exact time evolution, in which case the
complexity grows as 2t rather than t2. Since the system is classical, one could consider using Monte
Carlo methods to obtain correlation functions, in which case much larger times are possible.
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Figure 4.9: Spatio-temporal correlation function for the state p given by the values
ξ = 2.4 and ω = 0.4. The correlation function again consists of two ballistically
moving peaks that spread diffusively, however the speeds are not symmetric any
more.
Figure 4.9. We believe that it is possible to use the structure of matrices to gener-
alize the previous result (4.50) and obtain an exact form of correlation functions for
generic values of parameters ξ, ω. However, we have not attempted to do it yet and
the feasibility remains an open question.
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Appendix 4.A The action of the matrices T , T ′, T
and T ′
Here we explicitly compute the powers of the matrices T and T (T ′ and T ′) acting
onto the left (right), with the matrices defined as
T = (Y0 + Y1)(X0 +X1), T = (X0 +X1)(Y0 + Y1),
T ′ = (X ′0 +X
′
1)(Y
′
0 + Y
′
1), T
′
= (Y ′0 + Y
′
1)(X
′
0 +X
′
1),
(4.68)
but first let us discuss the general structure of the matrices M ∈ {αY0+βY1, αX0+
βX1; α, β ∈ R} andM ′ ∈ {αY ′0+βY ′1 , αX ′0+βX ′1; α, β ∈ R}. We start by introduc-
ing the shorthand notation for the projectors to the subspace of activated vectors
with width 0 (a = 1 and w = 0) and to the subspace of vectors with a = 1 and
w ≤ 1,
Q = a11w00, Q
′ = a11(w00 +w11), (4.69)
where aa1a2 and ww1w2 are projectors to the relevant sectors as defined in (4.6). The
subspace with a = 1 is invariant to multiplication by matrices MT and M ′,
a00M
Ta00 = a00M
T , a00M
′a00 = a00M ′, (4.70)
and the value of w inside the a = 1 subspace cannot increase, which implies the
following,
QMTQ =MTQ, QM ′Q =M ′Q,
Q′MTQ′ =MTQ′, Q′M ′Q′ =M ′Q′.
(4.71)
Additionally, the matrices M (M ′) commute with the raising/lowering operators
defined in (4.5) as long as w ≥ 1 (w ≥ 2). Explicitly,
(1−Q) [c±,MT ] = 0, (1−Q) [w±,MT ] = 0,
(1−Q′) [c±,M ′] = 0, (1−Q′) [w±,M ′] = 0. (4.72)
We wish to obtain ⟨v|T x, ⟨v|T x (or T ′x |v⟩, T ′x |v⟩) for an arbitrary auxiliary
space vector |v⟩ ∈ V . Due to the properties mentioned above, it is convenient to
first express the w ≥ 1 (or w ≥ 2) projections,
⟨v|T x(1−Q), ⟨v|T x(1−Q),
(1−Q′)T ′x |v⟩ , (1−Q′)T ′x |v⟩ , (4.73)
and compute the relevant overlaps using these vectors (for specific examples see
equations (4.95), (4.108), (4.118) and (4.119)).
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Furthermore, the matrices Y Ts , XTs and Y ′s , X ′s differ only in the boundary terms;
explicitly,
(1−Q′)(Y ′s − Y Ts ) = 0, (1−Q′)(X ′s −XTs ) = 0, (4.74)
therefore we can express the products of right-soliton matrices by projecting the
corresponding left-soliton products to the subspace with w ≥ 2 and transpose them,
(1−Q′)T ′x |v⟩ =
(
⟨v|T x(1−Q)(1−Q′)
)T
,
(1−Q′)T ′x |v⟩ =
(
⟨v|T x(1−Q)(1−Q′)
)T
.
(4.75)
Thus, it suffices to express ⟨v|T x(1−Q) and ⟨v|T x(1−Q).
4.A.1 The powers of T
The matrices Xs, Ys restricted to the subspace with a = 0 are simple, as are T and
T ,
⟨c, w, n, 0|Ta00 = ⟨c, w, n, 0|Ta00
= 2 ⟨c+ 1, w − 1, 0, 0|+ ⟨c+ 1, w − 1, 1, 0|+ ⟨c+ 1, w − 1, 2, 0| . (4.76)
Since the subspace with a = 1 is an invariant subspace of the left action of matrices
Ys, Xs, the following holds
⟨c, w, n, 0|T xa00 = ⟨c, w, n, 0|T xa00
= 4x−1 (2 ⟨c+ x,w − x, 0, 0|+ ⟨c+ x,w − x, 1, 0|+ ⟨c+ x,w − x, 2, 0|) , (4.77)
as long as x ≤ w, otherwise the r.h.s. is 0.
Now let us focus on the subspace spanned by {|c, w, n, 1⟩ ; c ≥ 0, w > 0, n ∈
{0, 1, 2}}. Due to the value of w and c decreasing, it is convenient to express the
left action of T x to the basis vectors ⟨c, w, n, 1| in the following form
⟨c, w, n, 1|T x(1−Q) =
∑
m,p
fnx (m, p) ⟨c−m,w − x− p, 0, 1|
+
∑
m,p
gnx(m, p) ⟨c−m,w − x− p, 1, 1|
+
∑
m,p
hnx(m, p) ⟨c−m,w − x− p, 2, 1| ,
(4.78)
where fnx , gnx , hnx are some unknown coefficients that have to satisfy the following
recurrence relation
fnx+1(m, p) = f
n
x (m, p) + f
n
x (m− 1, p− 1) + gnx(m, p− 1)
+ gnx(m− 1, p− 1) + hnx(m, p) + hnx(m, p− 1),
gnx+1(m, p) = f
n
x (m, p) + g
n
x(m− 1, p− 1) + hnx(m, p),
hnx+1(m, p) = f
n
x (m− 1, p) + gnx(m− 1, p− 1) + hnx(m− 1, p− 1).
(4.79)
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A family of solutions is parametrized by 4 parameters, α, β, γ and δ,
fx(m, p) =
(
x−m+ p+ α
m+ β
)(
x+m− p+ γ
p+ δ
)
,
gx(m, p) =
(
x−m+ p+ α
m+ β
)(
x+m− p− 1 + γ
p+ δ
)
,
hx(m, p) =
(
x−m+ p+ α
m− 1 + β
)(
x+m− p− 1 + γ
p+ δ
)
.
(4.80)
Taking into account the appropriate initial conditions, it is possible to express the
coefficients fnx , gnx , hnx in terms of this solution with the following parametrization,
n = 0 : (α, β, γ, δ) = (0, 0, 0, 0),
n = 1 : (α, β, γ, δ) = (0, 0, 0,−1),
n = 2 : (α, β, γ, δ) = (−1, 0, 1, 0).
(4.81)
Now we are almost able to express the whole ⟨v|T x(1−Q) for any vector ⟨v|. The
last remaining property is
⟨c, w, 0, 0|Ta11 = ⟨c, w − 1, 0, 1| ,
⟨c, w, 1, 0|Ta11 = ⟨c, w − 1, 0, 1|+ ⟨c− 1, w − 1, 0, 1|
+ ⟨c− 1, w − 1, 1, 1|+ ⟨c− 1, w − 1, 2, 1| ,
⟨c, w, 2, 0|T (1− a00) = ⟨c, w − 1, 0, 1|+ ⟨c− 1, w − 1, 2, 1| .
(4.82)
Combining the equations (4.77) and (4.82) with the expressions (4.80), and (4.81),
we can explicitly obtain the coefficients in the basis expansion of ⟨v|T x(1 − Q) in
terms of sums of coefficients (4.80). For sufficiently simple ⟨v| they simplify, as for
example in the case ⟨v| = ⟨0, t, 0, 0| = ⟨L(t)|,
⟨L(t)|T x(1−Q) = 4x−1 (2 ⟨x, t− x, 0, 0|+ ⟨x, t− x, 1, 0|+ ⟨x, t− x, 2, 0|)
+
x∑
m=0
min{m−1,t−x−1}∑
p=0
A0x(m, p) ⟨x−m, t− x− p, 0, 1|
+
x∑
m=0
min{m−2,t−x−1}∑
p=0
A1x(m, p) ⟨x−m, t− x− p, 1, 1| (4.83)
+
x∑
m=0
min{m−2,t−x−1}∑
p=0
A2x(m, p) ⟨x−m, t− x− p, 2, 1| ;
with the coefficients Anx(m, p) given by
A0x(m, p) = 22x+p−m−1
(
m− p− 1
p
)
, A1,2x (m, p) = 22x+p−m−1
(
m− p− 2
p
)
.
(4.84)
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4.A.2 The powers of T
Similarly, the left action of T x on ⟨c, w, n, 1| can be expressed in terms of basis
vectors via coefficients f¯nx , g¯nx , h¯nx as
⟨c, w, n, 1|T x(1−Q) =
∑
m,p
f¯nx (m, p) ⟨c−m,w − x− p, 0, 1|
+
∑
m,p
g¯nx(m, p) ⟨c−m,w − x− p, 1, 1|
+
∑
m,p
h¯nx(m, p) ⟨c−m,w − x− p, 2, 1| ,
(4.85)
with the coefficients satisfying a recurrence relation similar to (4.79),
f¯nx+1(m, p) = f¯
n
x (m, p) + f¯
n
x (m− 1, p− 1) + g¯nx(m− 1, p)
+ g¯nx(m− 1, p− 1) + h¯nx(m, p) + h¯nx(m− 1, p),
g¯nx+1(m, p) = f¯
n
x (m, p) + g¯
n
x(m− 1, p− 1) + h¯nx(m, p),
h¯nx+1(m, p) = f¯
n
x (m, p− 1) + g¯nx(m− 1, p− 1) + h¯nx(m− 1, p− 1).
(4.86)
Again, a family of solutions is parametrized by 4 parameters,
f¯x(m, p) =
(
x−m+ p+ α
m+ β
)(
x+m− p+ γ
p+ δ
)
,
g¯x(m, p) =
(
x−m+ p− 1 + α
m+ β
)(
x+m− p+ γ
p+ δ
)
,
h¯x(m, p) =
(
x−m+ p− 1 + α
m+ β
)(
x+m− p+ γ
p− 1 + δ
)
,
(4.87)
and the values of parameters corresponding to particular solutions f¯nx , g¯nx , h¯nx are
n = 0 : (α, β, γ, δ) = (0, 0, 0, 0),
n = 1 : (α, β, γ, δ) = (0,−1, 0, 0),
n = 2 : (α, β, γ, δ) = (1, 0,−1, 0).
(4.88)
The relation equivalent to (4.82) is
⟨c, w, 0, 0|Ta11 = ⟨c, w − 1, 0, 1|+ ⟨c+ 1, w − 1, 2, 1| ,
⟨c, w, 1, 0|Ta11 = ⟨c, w − 1, 0, 1|+ ⟨c, w − 1, 1, 1|+ ⟨c+ 1, w − 1, 2, 1| ,
⟨c, w, 2, 0|Ta11 = ⟨c+ 1, w − 1, 2, 1| .
(4.89)
As before, it is possible to explicitly express ⟨v|T x in terms of sums of coefficients
fnx , gnx , hnx for any vector ⟨v|. For some special vectors, the expressions are simple.
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For example,
⟨c, w, 0, 0|T x(1−Q) = 4x−1(2 ⟨c+ x,w − x, 0, 0|+ ⟨c+ x,w − x, 1, 0|
+ ⟨c+ x,w − x, 2, 0|+ ⟨c+ x,w − x, 2, 1| )
+
min{c+x−1,2x−1}∑
m=1
min{w−x−1,m−1}∑
p=0
A¯0x(m, p) ⟨c+ x−m,w − x− p, 0, 1|
+
min{c+x−1,2x−1}∑
m=1
min{w−x−1,m−1}∑
p=0
A¯1x(m, p) ⟨c+ x−m,w − x− p, 1, 1|
+
min{c+x−1,2x−1}∑
m=1
min{w−x−1,m−1}∑
p=1
A¯2x(m, p) ⟨c+ x−m,w − x− p, 2, 1| ,
(4.90)
with the coefficients A¯nx defined as
A¯0x(m, p) =
(
m− p− 1
p
) 2x+p−m−1∑
y=m−x
(
2x+ p−m− 1
y
)
,
A¯1x(m, p) =
(
m− p− 1
p
) 2x+p−m−2∑
y=m−x
(
2x+ p−m− 2
y
)
,
A¯2x(m, p) =
(
m− p− 1
p− 1
) 2x+p−m−2∑
y=m−x
(
2x+ p−m− 2
y
)
.
(4.91)
Note that we assumed w ≥ x.
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We wish to explicitly obtain the overlaps
L(x, t) = ⟨L(t)|T xY0U t−x |R⟩ ,
R(x, t) = ⟨L′|T ′xY ′0U ′ t−x |R′(t)⟩ ,
(4.92)
with 0 ≤ x ≤ t and
T = (Y0 + Y1)(X0 +X1), U = X0Y0,
T
′
= (Y ′0 + Y
′
1)(X
′
0 +X
′
1), U
′ = X ′0Y
′
0 .
(4.93)
Let us start with the overlap that corresponds to the left moving solitons.
4.B.1 Expressing the overlap L(x, t)
The matrices Ys, Xs act trivially on the vectors ⟨0, 0, n, 1|,
⟨0, 0, n, 1|Ys = ⟨0, 0, n, 1|Xs = ⟨0, 0, s ·max{n+ 1, 2}, 1| ,
⟨0, 0, n, 1|T = 2 ⟨0, 0, 0, 1|+ ⟨0, 0, 1, 1|+ ⟨0, 0, 2, 1| , (4.94)
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therefore we can treat these vectors separately. Since they are the only vectors with
the nonzero overlap with |R⟩, computing L(x, t) is equivalent to summing up the
contributions of ⟨0, 0, n, 1| vectors that are created at different steps. Explicitly,
L(x, t) = (1− δx,0) ⟨L(t)|T |R⟩  
≡L1(x,t)
+
x∑
y=1
4x−y ⟨L(t)|T y−1(1−Q)T |R⟩  
≡L2(x,t)
+ ⟨L(t)|T x(1−Q)Y0 |R⟩+
t−x−1∑
z=1
⟨L(t)|T xY0U z−1(1−Q)U |R⟩  
≡L3(x,t)
.
(4.95)
Since L(0, t) = 0, let us from now on assume x > 0 to simplify the notation. The
first contribution is easy; if t ̸= 0, the only nonzero overlap occurs for x = t = 1,
L1(x, t) = δx,1δt,1. (4.96)
The second contribution L2(x, t) is obtained from (4.83) as
L2(x, t) = 4δx,2δt,2 +
x−1∑
y=⌊t+3
2
⌋
2 · 4x−y−1A1y(y − 1, t− y − 1)
+
x−1∑
y=⌊t+2
2
⌋
4x−y−1
(
2A0y(y − 1, t− y − 1)+6A1y(y, t− y − 1)+4A1y(y − 1, t− y − 2)
)
+
x−1∑
y=⌊t+1
2
⌋
4x−y−1
(
2A0y(y, t− y − 1) +A0y(y − 1, t− y − 2) + 2A1y(y, t− y − 2)
)
.
(4.97)
Taking into account the form of the coefficients from (4.83) the first two contributions
combine into
L1(x, t) + L2(x, t) = 2
2x−t−1
( ⌊t−12 ⌋∑
z=t−x
4z
(
t− 1− 2z
z
)
+ 2
⌊t−2
2
⌋∑
z=t−x
4z
(
t− 2− 2z
z
)
+ 3
⌊t−3
2
⌋∑
z=t−x
4z
(
t− 3− 2z
z
)
+ 2
⌊t−4
2
⌋∑
z=t−x
4z
(
t− 4− 2z
z
))
= 22x
(
1
4
u(t− 1, t− x) + 1
4
u(t− 2, t− x) + 3
16
u(t− 3, t− x)
+
1
16
u(t− 4, t− x)
)
;
u(m,n) ≡
⌊m
2
⌋∑
y=n
2−(m−2y)
(
m− 2y
y
)
.
(4.98)
The function u(m,n) satisfies the following recurrence relation,
u(m,n) =
1
2
u(m− 1, n) + 1
2
u(m− 3, n) + θm−2x−122n−m
(
m− 2n
n− 1
)
, (4.99)
90
4.B. The inhomogeneous quench
which implies
2u(m,n)+u(m−1, n)+u(m−2, n) =
⎧⎪⎨⎪⎩
2; n = 0, m ≥ 0,
0; n = 0, m < 0,∑m−2n−1
y=0 2
−y( y
n−1
)
; n > 0.
(4.100)
Therefore, the expression (4.98) simplifies into
L1(x, t) + L2(x, t) = 2
2xδt,x(1− δt,1)3
8
+ δt,1δx,1 + 8δx,3δt,4
+ 22x
2x−t−4∑
y=0
2−y
(
y
t− x− 1
)
+ θ2x−t−32t−1
(
2
(
2x− t− 3
t− x− 1
)
+
(
2x− t− 3
t− x− 2
))
,
(4.101)
where θx is a discrete Heaviside function,
θx =
{
1; x ≥ 0,
0; x < 0.
(4.102)
The other part is obtained by observing
⟨c, w, 0, 1|U z(1−Q)U |R⟩ = δc,0δw,z+1, (4.103)
which implies
L3(x, t) = δx,1 +
t−x∑
z=max{1,t−2x+1}
A0x(x, t− x− z) +
t−x∑
z=max{1,t−2x+2}
A1x(x, t− x− z)
+
t−x∑
z=max{1,t−2x+3}
A1x(x− 1, t− x− z).
(4.104)
Inserting the explicit forms of the coefficients Anx and simplifying the expression we
obtain
L3(x, t) = δx,1δt,1 + θ2x−t−22t−1
(
2x− t− 2
t− x− 1
)
+ 2x
( x−1∑
y=0
2y
(
x− 1− y
y
)
  
2x
3 (1−( 12)
x
)
−
x−1∑
y=t−x
2y
(
x− 1− y
y
))
. (4.105)
Finally, the whole contribution of the left MPA is
L(x, t) = 3 · 22x−3δt,x(1− δt,1) + 2δx,1δt,1 + 16δx,3δt,4
+ 22x
2x−t−4∑
y=0
2−y
(
y
t− x− 1
)
+ 22x
1− (1
2
)x
3
− 2x
x−1∑
y=t−x
2y
(
x− 1− y
y
)
+ θ2x−t−32t−1
(
3
(
2x− t− 3
t− x− 1
)
+ 2
(
2x− t− 3
t− x− 2
))
.
(4.106)
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4.B.2 Overlap R(x, t)
We start by observing
Y ′0U
′ t−x |R′(t)⟩ = Y ′0U ′ t−x |0, t+ 1, 0, 0⟩ = |t− x, x+ 1, 0, 0⟩ , (4.107)
therefore the contribution of right moving solitons to the density profile is
R(x, t) = ⟨L′|T ′xY ′0U ′ t−x |R′(t)⟩ = ⟨L′|T ′x |t− x, x+ 1, 0, 0⟩ . (4.108)
We use the same approach as before: as soon as vectors |0, 0, n, 1⟩ are created, we
compute their overlap with the left boundary vector, while we keep propagating the
other vectors,
R(x, t) = ⟨L′|T ′(1−Q)T ′x−1 |t− x, x+ 1, 0, 0⟩
+
x−2∑
y=1
4x−y−1 ⟨R|T ′(1−Q)T ′ y |t− x, x+ 1, 0, 0⟩+ ⟨R|T ′ |t− x, x+ 1, 0, 0⟩ ,
(4.109)
where we used the fact that ⟨R| = (|R⟩)T is the w = 0 part of ⟨L′|, i.e.
⟨R| = ⟨L′| − (⟨0, 1, 0, 1|+ ⟨0, 1, 2, 1|) = ⟨L′|Q. (4.110)
The expression for (1−Q′)T ′ y |t− x, x+ 1, 0, 0⟩ is straightforwardly obtained from
equation (4.90) by transposing it and removing the vectors with w = 1, therefore
the right overlap reads
R(x, t) = 2δt,3δx,3 + (1− δt,1)A0x−1(t− 1, 0)
+
x−1∑
y=max{1,⌊2x−t+1
2
⌋}
4x−y−1A0y(t− x+ y, x− y − 1)
+
x−1∑
y=max{1,⌊2x−t+2
2
⌋}
2 · 4x−y−1A0y−1(t− x+ y − 1, x− y − 1)
+
x−1∑
y=max{1,⌊2x−t+3
2
⌋}
4x−y−1
(
4A0y−1(t− x+ y − 1, x− y)
+ 6A1y−1(t− x+ y − 2, x− y − 1) + 4A2y−1(t− x+ y − 1, x− y)
+ 2A2y−1(t− x+ y − 2, x− y − 1)
)
.
(4.111)
Since the coefficients inside the sum vanish for almost all values of y, the overlap
can be equivalently expressed as
R(x, t) = 2δt,3δx,3 +
∞∑
y=⌊2x−t
2
⌋
22x−2y−3A¯0y(t− x+ y, x− y − 2)
+
∞∑
y=⌊2x−t+1
2
⌋
22x−2y−3
(
4A¯0y(t− x+ y, x− y − 1) + 3A¯1y(t− x+ y − 1, x− y − 2)
+ 2A¯2y(t− x+ y, x− y − 1) + A¯2y(t− x+ y − 1, x− y − 2)
)
.
(4.112)
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Inserting the explicit values of A¯ny and simplifying the whole expression yields
R(x, t) = 2δx,2δt,2 + 2δx,3δt,3
+ 2 (s(t− 2) + s(t− 3) + 2s(t− 4))
2x−t−3∑
z=t−x
(
2x− t− 3
z
)
+ 2(1− δt,2) (s(t− 2) + 3s(t− 4) + 4s(t− 6))
2x−t−3∑
z=t−x−1
(
2x− t− 3
z
)
,
(4.113)
where
s(m) =
⌊m
2
⌋∑
z=0
4z
(
m− 2z
z
)
, (4.114)
as defined in (4.52). The function s(m) satisfies the following recurrence relation,
s(m+ 3) = s(m+ 2) + 4s(m), (4.115)
which together with the initial condition s(0) = s(1) = s(2) = 1 implies 3
s(m) + 3s(m− 2) + 4s(m− 4) = s(m) + 2(m− 1) + 2s(m− 2) = 2m, (4.116)
and the whole contribution from the right moving solitons is
R(x, t) = 2δx,2δt,2 + θ2x−t−32t−1
(
2x− t− 3
t− x− 1
)
+ 2t
2x−t−3∑
z=t−x
(
2x− t− 3
z
)
. (4.117)
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As already discussed in Appendices 4.A and 4.B, the matrices act trivially on the
vectors ⟨0, 0, n, 1|, which implies that a general overlap, ⟨L(t)|M1M2 · · ·M2t+1 |R⟩+
⟨L′|M ′1M ′2 · · ·M ′2t+1 |R′(t)⟩, can be straightforwardly determined using the projec-
tions ⟨L(t)|M1M2 · · ·Mj(1 − Q), with j = 0, 1, . . . 2t + 1. Explicitly, the over-
laps (4.48) can be expressed as
∆Cl(x, t) = 4
t−x−1 ⟨L(t)|T x(1−Q)D |R⟩
+
t−x−2∑
y=0
4t−x−y−2 ⟨L(t)|T xDT y(1−Q)T |R⟩ , (4.118)
and
∆Cr(x, t) = 4
t−x−1 ⟨R|D′(1−Q)T ′x |R′(t)⟩
+
t−x−2∑
y=0
4t−x−y−2 ⟨R|T ′(1−Q)T ′ yD′T ′x |R′(t)⟩
+ (⟨L′| − ⟨R|)T ′ t−x−1D′T ′x |R′(t)⟩ ,
(4.119)
where we introduced D, D′ to denote the difference of the matrices,
D = TY1 − Y1T , D′ = Y ′1T ′ − T ′Y ′1 . (4.120)
3Note that this holds only for positive m−4. If m ≤ 3, we have to explicitly express the relevant
s(m).
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Therefore to obtain ∆Cl(x, t) it suffices to express the projections ⟨L(t)|T x(1−Q),
⟨L(t)|T xD(1−Q) and ⟨L(t)|T xDT y(1−Q) and then compute the relevant overlaps
with the right vector |R⟩ as shown in (4.118). The right moving soliton counterpart
is very similar; since the matrices X ′s, Y ′s are the same as XTs and Y Ts in the w ≥ 2
subspace, we can just take the corresponding left moving soliton vectors, transpose
them, remove the terms with w ≤ 1 (similarly as in (4.75)) and compute the overlaps
from (4.119).
The procedure is straightforward but lengthy, therefore we split it into multi-
ple parts. In 4.C.1 we use the relations from 4.A to explicitly write the vectors
⟨L(t)|T x(1 − Q), ⟨L(t)|T xD(1 − Q) and ⟨L(t)|T x(1 − Q)T y in terms of basis vec-
tors ⟨c, w, n, a| by introducing the coefficients Anx, Bnx , Cnx,y and Dnx,y. In 4.C.2 we
proceed to express the overlaps ∆Cl,r(x, t). We split the overlaps into multiple parts
corresponding to different coefficients and we simplify the contributions. They are
expressed in terms of single binomial coefficients, their single sums and triple sums.
The contributions consisting of triple sums are simplified in 4.C.3, where also the
whole overlaps∆Cl,r(x, t) are expressed. Additionally, another subsection is included
ad the end, 4.C.4, where we show the equivalence of expressions (4.50) and (4.53).
4.C.1 The form of different contributions to the overlaps
We start by expressing the vectors ⟨L(t)|T x(1−Q), ⟨L(t)|T xD(1−Q) and ⟨L(t)|T xDT y(1−
Q). The first one can be expressed in terms of the basis vectors ⟨c, w, n, a| with the
coefficients Anx(m, p), as introduced in (4.83) and (4.84). Acting on it with TY1−Y1T
we straightforwardly obtain
⟨L(t)|T xD(1−Q) =
= 4x
(
− 2 ⟨x+ 1, t− (x+ 1); 0; 0|+ ⟨x+ 1, t− (x+ 1); 0; 1|
− ⟨x+ 1, t− (x+ 1); 0; 2|+ ⟨x+ 1, t− (x+ 1); 1; 2|
)
⎫⎪⎪⎬⎪⎪⎭ ⟨s(x, t)|
−
∑
p
∑
m
B0x(m, p) ⟨x−m, t− (x+ 1)− p; 1; 0|
+
∑
p
∑
m
B1x(m, p) ⟨x−m, t− (x+ 1)− p; 1; 1|
+
∑
p
∑
m
B2x(m, p) ⟨x−m, t− (x+ 1)− p; 1; 2|
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
⟨c(x, t)| ,
(4.121)
with the following coefficients
B0x(m, p) = 22x+p−m
(
m− p
p
)
, B1x(m, p) = 22x+p−m
(
m− p− 1
p
)
,
B2x(m, p) = 22x+p−m−1
(
m− p
p− 1
)
.
(4.122)
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At this point it is convenient to split ⟨L(t)|T xDT y(1−Q) into two parts; the first
part corresponds to acting with T y from right to the first two lines from (4.121),
⟨s(x, t)|T y(1−Q) =
∑
m,p
C0x,y(m, p) ⟨x−m, t− (x+ y + 1)− p; 1; 0|
+
∑
m,p
C1x,y(m, p) ⟨x−m, t− (x+ y + 1)− p; 1; 1|
+
∑
m,p
C2x,y(m, p) ⟨x−m, t− (x+ y + 1)− p; 1; 2| ,
(4.123)
where the coefficients Cnx,y(m, p) are expressed in terms of f¯ny , g¯ny and h¯ny as introduced
in (4.88) and (4.87),⎡⎢⎣C
0
x,y(m, p)
C1x,y(m, p)
C2x,y(m, p)
⎤⎥⎦ = 4x
⎡⎢⎣f¯
0
y−1(m, p) f¯
1
y−1(m, p) f¯
2
y−1(m, p)
g¯0y−1(m, p) g¯
1
y−1(m, p) g¯
2
y−1(m, p)
h¯0y−1(m, p) h¯
1
y−1(m, p) h¯
2
y−1(m, p)
⎤⎥⎦
⎡⎢⎣12
1
⎤⎥⎦ . (4.124)
Similarly, the second part is
⟨c(x, t)|T y(1−Q) =
∑
m,p
D0x,y(m, p) ⟨x−m, t− (x+ y + 1)− p; 1; 0|
+
∑
m,p
D1x,y(m, p) ⟨x−m, t− (x+ y + 1)− p; 1; 1|
+
∑
m,p
D2x,y(m, p) ⟨x−m, t− (x+ y + 1)− p; 1; 2| ,
(4.125)
with⎡⎢⎣D
0
x,y(m, p)
D1x,y(m, p)
D2x,y(m, p)
⎤⎥⎦ =∑
c,w
⎡⎢⎣f¯
0
y (c, w) f¯
1
y (c, w) f¯
2
y (c, w)
g¯0y(c, w) g¯
1
y(c, w) g¯
2
y(c, w)
h¯0y(c, w) h¯
1
y(c, w) h¯
2
y(c, w)
⎤⎥⎦
⎡⎢⎣−B
0
x(m− c, p− w)
B1x(m− c, p− w)
B2x(m− c, p− w)
⎤⎥⎦ . (4.126)
4.C.2 The overlaps ∆Cl,r(x, t)
To express the overlaps (4.118) and (4.119), we group the contributions from the
different coefficients into separate groups,
∆Cl(x, t) ≡ ∆a(x, t) + ∆b(x, t) + ∆c(x, t) + ∆d(x, t),
∆Cr(x, t) ≡ ∆a′(x, t) + ∆b′(x, t) + ∆c′(x, t) + ∆d′(x, t),
(4.127)
where ∆a(x, t) and ∆a′(x, t) include all the contributions from Anx coefficients,
∆a(x, t) = 4t−x−1
(
−A1x(x− 2, t− x− 3) +A1x(x− 1, t− x− 2)
+ 2A1x(x− 1, t− x− 3)− 2A1x(x− 2, t− x− 2)
)
,
∆a′(x, t) = 4t−x−1
(
A0x(x, t− x− 1) +
1
2
A0x(x, t− x− 2)−A0x(x− 1, t− x− 2)
−A1x(x, t− x− 1) + 2A1x(x− 1, t− x− 1)−
3
2
A1x(x, t− x− 2)
)
,
(4.128)
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∆b(x, t) and ∆b′(x, t) include the contributions of Bnx ,
∆b(x, t) = 4t−x−2
(
− 4B0x(x, t− x− 2)− B0x(x, t− x− 3)
− B0x(x− 1, t− x− 3) + 4B1x(x− 1, t− x− 2) + 3B1x(x− 1, t− x− 3)
+ 2B2x(x, t− x− 2) + 2B2x(x− 1, t− x− 2) + B2x(x− 1, t− x− 3)
)
,
∆b′(x, t) = 4t−x−2
(
− 2B0x(x, t− x− 2)−
1
2
B0x(x, t− x− 3)
+
3
2
B1x(x− 1, t− x− 3) + B2x(x, t− x− 2) +
1
2
B2x(x− 1, t− x− 3)
)
,
(4.129)
∆c(x, t) and ∆c′(x, t) contain the contributions from Cnx,y,
∆c(x, t) =
t−x−2∑
y=1
4t−x−y−2
(
4C0x,y(x, t− x− y − 2) + C0x,y(x, t− x− y − 3)
+ C0x,y(x− 1, t− x− y − 3) + 4C1x,y(x− 1, t− x− y − 2)
+ 3C1x,y(x− 1, t− x− y − 3) + 2C1x,y(x, t− x− y − 2)
+ 2C2x,y(x− 1, t− x− y − 2) + C2x,y(x− 1, t− x− y − 3)
)
,
∆c′(x, t) =
t−x−2∑
y=1
4t−x−y−2
(
2C0x,y (x, t− x− y − 2) +
1
2
C0x,y (x, t− x− y − 3)
+
3
2
C1x,y (x− 1, t− x− y − 3) + C2x,y (x, t− x− y − 2)
+
1
2
C2x,y (x− 1, t− x− y − 3)
)
,
(4.130)
and ∆d(x, t), ∆d′(x, t) contain the contributions from Dnx,y,
∆d(x, t) =
t−x−2∑
y=1
4t−x−y−2
(
4D0x,y(x, t− x− y − 2) +D0x,y(x, t− x− y − 3)
+D0x,y(x− 1, t− x− y − 3) + 4D1x,y(x− 1, t− x− y − 2)
+ 3D1x,y(x− 1, t− x− y − 3) + 2D2x,y(x, t− x− y − 2)
+ 2D2x,y(x− 1, t− x− y − 2) +D2x,y(x− 1, t− x− y − 3)
)
,
∆d′(x, t) =
t−x−2∑
y=1
4t−x−y−2
(
2D0x,y (x, t− x− y − 2) +
1
2
D0x,y (x, t− x− y − 3)
+
3
2
D1x,y (x− 1, t− x− y − 3) +D2x,y (x, t− x− y − 2)
+
1
2
D2x,y (x− 1, t− x− y − 3)
)
.
(4.131)
The contributions ∆a(x, t), ∆b(x, t), ∆a′(x, t) and ∆b′(x, t) can be expressed
in terms of simple binomial coefficients by plugging the coefficients Anx, Bnx into
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equations (4.128) and (4.129),
∆a(x, t) + ∆b(x, t) = θ2x−t−223t−2x−3
((
2x− t− 2
t− x− 3
)
−
(
2x− t− 2
t− x− 2
))
− θ2x−t+123t−2x−7
((
2x− t+ 1
t− x− 4
)
−
(
2x− t+ 1
t− x− 3
))
,
∆a′(x, t) + ∆b′(x, t) = θ2x−t−2
(
2
(
2x− t− 2
t− x− 1
)
−
(
2x− t− 1
t− x− 3
))
− θ2x−t+123t−2x−8
((
2x− t+ 1
t− x− 3
)
−
(
2x− t+ 1
t− x− 4
))
.
(4.132)
Similarly, the sums (4.130) can be simplified into the following form,
∆c(x, t) = θt−2x−42t+2x−1
(
6
(
t− 2x− 4
x
)
+ 5
(
t− 2x− 4
x− 1
)
+
(
t− 2x− 4
x− 2
))
,
∆c′(x, t) = θt−2x−42t+2x−1
(
3
(
t− 2x− 4
x
)
+
(
t− 2x− 4
x− 1
))
,
(4.133)
by observing that for any u ≥ 0 the following holds,
⌊u
2
⌋∑
m=0
4m
(
u− 2m
m
)
= 2u−1 +
1− i√
7
4
(
−1 + i√7
2
)u
+
1 + i√
7
4
(
−1− i√7
2
)u
≡ au.
(4.134)
However, simplifying the contributions ∆d(x, t) and ∆d′(x, t) requires a bit more
work.
4.C.3 Contributions ∆d(x, t) and ∆d′(x, t)
We start by noting that both the remaining contributions can be expressed in terms
of the following triple sum,
sx,t(α, β, γ) =
min{x+α,t−x+β}∑
z=0
min{x+α,t−x+β}−z∑
y=0
2−(x+α−y−z)
(
x+ α− y − z
y
)
× 2−(t−x+β−y−z)
(
t− x+ β − y − z
z
)
×
1
2
(t−x+γ−y+z)∑
w=0
2−(t−x+γ−y+z−2w)
(
t− x+ γ − y + x− 2w
w
)
,
(4.135)
as
∆d(x, t)− 2∆d′(x, t) = 23t−2x−6
(
2x− t+ 2
t− x− 3
)
+ 22t−5
(
sx,t(−3,−4,−3) + sx,t(−3,−4,−2) + 2sx,t(−3,−4,−1)
+ sx,t(−2,−3,−6) + sx,t(−2,−3,−5) + 2sx,t(−2,−3,−4)
− 2sx,t(−1,−3,−4)− 2sx,t(−1,−3,−3)− 4sx,t(−1,−3,−2)
)
,
(4.136)
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and
∆d′(x, t) = 23t−2x−8
(
8
(
2x− t+ 2
t− x− 2
)
+
(
2x− t+ 3
t− x− 3
))
+ 22t−7
(
sx,t(−3,−5,−4) + 3sx,t(−3,−5,−2) + sx,t(−2,−4,−7)
+ 3sx,t(−2,−4,−5) + 2sx,t(−2,−4,−3) + 2sx,t(−2,−4,−2)
+ 8sx,t(−2,−3,−1)− 2sx,t(−1,−4,−5)− 6sx,t(−1,−4,−3)
+ 2sx,t(−1,−3,−6) + 2sx,t(−1,−3,−5) + 8sx,t(−1,−2,−4)
− 4sx,t(0,−3,−4)− 4sx,t(0,−3,−3)− 16sx,t(0,−2,−2)
)
.
(4.137)
Note that instead of explicitly expressing ∆d(x, t) we simplified the expressions a
bit by introducing ∆d(x, t)− 2∆d′(x, t).
We first observe that the inner-most sum in (4.135) can be evaluated,
u
2∑
w=0
2−u+2w
(
u− 2w
w
)
= 2−uau, (4.138)
with au defined in (4.134). If u ≥ 0, the coefficients au satisfy the following recur-
rence relation,
au+1 = au + 4au−2. (4.139)
This enables us to rewrite the expression (4.136) in terms of simpler double sums,
s¯(m,n) =
min{m,n}∑
z=0
min{m,n}−z∑
y=0
4y+z
(
m− y − z
y
)(
n− y − z
z
)
, (4.140)
by grouping together the terms sx,t(α, β, γ) with the same α, β. Explicitly,
sx,t(α, β, γ)+sx,t(α, β, γ+1)+2sx,t(α, β, γ+2) ↦→ 2−(t+α+β)s¯(x+α, t−x+β). (4.141)
Furthermore, we have to subtract the terms that contain an with n < 0, since the
relation does not hold for them. Taking care of these corner cases, the contribution
∆d(x, t)− 2∆d′(x, t) can be rewritten as
∆d(x, t)− 2∆d′(x, t) = 23t−2x−6
(
2x− t+ 1
t− x− 3
)
− 23t−2x−5
(
2x− t+ 1
t− x− 3
)
+ 2t+3s¯(x− 3, t− x− 4) + 2t+1s¯(x− 2, t− x− 3)− 2t+1s¯(x− 1, t− x− 3).
(4.142)
It is possible to further simplify this result by noting that the functions s¯(m,n)
satisfy the following two relations,
s¯(m+ 1, n) = s¯(m,n) + 4s¯(m− 1, n− 1) + ε(m,n),
s¯(m,n+ 1) = s¯(m,n) + 4s¯(m− 1, n− 1) + η(m,n),
ε(m,n) = θn−m−14m+1
(
n−m− 1
m+ 1
)
,
η(m,n) = θm−n−14n+1
(
m− n− 1
n+ 1
)
,
(4.143)
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which enable us to obtain
∆d(x, t)− 2∆d′(x, t) =
{
−22x+t−1(t−2x−2
x−1
)
; x ≤ t−2
2
,
−23t−2x−6 ((2x−t+1
t−x−3
)− (2x−t+1
t−x−4
))
; x ≥ t−1
2
.
(4.144)
The contribution (4.137) is a bit more complicated, since the sums sx,t(α, β, γ)
with the same α, β do not simplify as before. Therefore we split the coefficients an
into two parts,
2−nan =
1
2
+ bn, (4.145)
and we treat the different contributions to ∆d′(x, t) separately,
∆d′(x, t) = ∆d′c(x, t) + ∆d
′
r(x, t) + ∆d
′
i(x, t), (4.146)
where ∆d′c(x, t) includes all the constant terms,
∆d′c(x, t) = 2
3t−2x−8
(
8
(
2x− t+ 2
t− x− 2
)
−
(
2x− t+ 2
t− x− 3
))
, (4.147)
and ∆d′i,r(x, t) correspond to different parts of the coefficients an. Explicitly,
∆d′r(x, t) = 2
t−2
(
16s¯(x− 3, t− x− 5) + 8s¯(x− 2, t− x− 4)
+ 4s¯(x− 2, t− x− 3)− 4s¯(x− 1, t− x− 4) + s¯(x− 1, t− x− 3)
+ s¯(x− 1, t− x− 2)− s¯(x, t− x− 3)− s¯(x, t− x− 2)
)
,
(4.148)
and
∆d′i(x, t) = −2t−1
(
4s¯2(x− 3, t− x− 5)− 4s¯3(x− 3, t− x− 5)
+ 2s¯1(x− 2, t− x− 4)− 2s¯2(x− 2, t− x− 4)− 4s¯2(x− 2, t− x− 3)
− s¯0(x− 1, t− x− 4) + s¯1(x− 1, t− x− 4)− s¯0(x− 1, t− x− 3)
− 2s¯1(x− 1, t− x− 3) + s¯0(x− 1, t− x− 2)− 2s¯1(x− 1, t− x− 2)
− s¯1(x, t− x− 3) + s¯0(x, t− x− 2)
)
,
(4.149)
with the generalized sums s¯γ(m,n) defined as
s¯γ(m,n) =
min{m,n}∑
z=0
min{m,n}−z∑
y=0
4y+z
(
m− y − z
y
)(
n− y − z
z
)
bn+1+γ−y−z. (4.150)
Similarly as before, the contribution (4.148) reduces into
∆d′r(x, t) = 2
t−2
(
− 4η(x− 2, t− x− 4)− η(x− 1, t− x− 3) + η(x, t− x− 3)
− 2ε(x− 1, t− x− 2)
)
= −θt−2x−222x+t−1
(
t− 2x− 2
x
)
.
(4.151)
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In order to simplify the last part (4.149), we first observe that the following relations
hold,
s¯γ(m+ 1, n) = s¯γ(m,n) + 4s¯γ(m− 1, n− 1) + εγ(m,n),
s¯γ(m,n+ 1) = s¯γ+1(m,n) + 4s¯γ+3(m− 1, n− 1) + ηγ(m,n),
εγ(m,n) = θn−m−14m+1
(
n− (m+ 1)
m+ 1
)
bn+m+1+γ,
ηγ(m,n) = θm−n−14n+1
(
m− (n+ 1)
n+ 1
)
bγ.
(4.152)
Using them, we obtain,
∆d′i(x, t) = −2t−1
(
η0(x, t− x− 3)− η1(x− 1, t− x− 3)
− 4η2(x− 2, t− x− 4) + 4η3(x− 1, t− x− 3)
)
= −θ2x−t+123t−2x−7
(
3
(
2x− t+ 1
t− x− 3
)
+ 4
(
2x− t+ 1
t− x− 2
))
,
(4.153)
which yields
∆d′(x, t) =
{
−22x+t−1(t−2x−2
x
)
; x ≤ t−2
2
,
23t−2x−9
((
2x−t+1
t−x−3
)− (2x−t+1
t−x−4
))
; x ≥ t−1
2
.
(4.154)
By combining the equations (4.132), (4.133), (4.144) and (4.154), we can finally
express the left and right overlap as
∆Cl(x, t) =
⎧⎪⎨⎪⎩
22x+t−1
(
4
(
t−2x−4
x
)− 3(t−2x−4
x−2
)− (t−2x−4
x−3
))
; x ≤ t−4
2
,
0; t−3
2
≤ x ≤ t+1
2
,
23t−2x−3
((
2x−t−2
t−x−3
)− (2x−t−2
t−x−2
))
; t+2
2
≤ x,
∆Cr(x, t) =
⎧⎪⎨⎪⎩
22x+t−1
(
2
(
t−2x−4
x
)− (t−2x−4
x−1
)− (t−2x−4
x−2
))
; x ≤ t−4
2
,
0; t−3
2
≤ x ≤ t+1
2
,
23t−2x−3
(
2
(
2x−t−2
t−x−1
)− (2x−t−2
t−x−3
)− (2x−t−2
t−x−4
))
; t+2
2
≤ x.
(4.155)
4.C.4 An equivalent polynomial description of correlation de-
cay
To show that (4.53) is equivalent to (4.50), it suffices to prove that the polynomial
p˜(u, x), defined as
p˜(u, x) =
3x∑
n=2x
⎛⎜⎜⎝ 3x∏
j=2x
j ̸=n
u− j
n− j
⎞⎟⎟⎠ (2s(n)− s(n+ 1)) , (4.156)
is equivalent to the sum p(u, x),
p(u, x) =
x∑
m=0
4m
(
2
(
u− 2m
m
)
−
(
u+ 1− 2m
m
))
, (4.157)
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where s(u) = p(u, ⌊u
2
⌋) is defined in (4.52) 4 and u ≥ 0, 2x ≤ u. Clearly, if
u
2
≥ x ≥ u+1
3
, both expressions coincide, therefore it is sufficient to show that p˜(u, x)
satisfies the same relation as p(u, x),
p(u, x) = p(u− 1, x) + 4p(u− 2, x)− 4x+1
(
2
(
u− 2x− 3
x
)
−
(
u− 2x− 2
x
))
.
(4.158)
After some straightforward manipulation of the sums, we obtain the following
p˜(u, x)− p˜(u− 1, x)− 4p˜(u− 3, x)
=
3x∑
n=2x
⎛⎜⎜⎝ 3x∏
j=2x
j ̸=n
u− j
n− j
⎞⎟⎟⎠
=0  
(−s(n+ 1)+3s(n)−2s(n− 1)+4s(n− 2)−8s(n− 3))
+
3x+3∑
n=2x+2
(−1)n+3x
(
x+ 1
n− 2x− 2
)(
u− 2x− 3
x
)
(8s(n− 3)− 4s(n− 2))
+
3x+2∑
n=2x+1
(−1)n+3x
(
x+ 1
n− 2x− 1
)(
u− 2x− 2
x
)
(8s(n− 3)− 4s(n− 2))
−
3x+1∑
n=2x
(−1)n+3x
(
x+ 1
n− 2x
)(
u− 2x− 1
x
) =s(n+1)−2s(n)  
(s(n)−2s(n− 1)+4s(n− 2)−8s(n− 3)).
(4.159)
Expressing it in terms of the sums r(x, α) =
∑x+1
n=0(−1)n
(
x+1
n
)
s(n + α) and taking
into account the following properties,
r(x+ 1, α) = −4r(x, α− 2)
r(0, α) = −4s(α− 2)
}
r(x, α) = (−4)x+1s(α− 2x− 2), (4.160)
yields
p˜(u, x)−p˜(u−1, x)−4p˜(u−2, x) =−4x+1
(
2
(
u− 2x− 3
x
)
−
(
u− 2x− 2
x
))
. (4.161)
4This coincides with au, defined in (4.134).
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Chapter 5
Space-like dynamics in RCA54
As we have seen in the previous chapter, the complexity of time evolution of lo-
cal observables in RCA54 grows quadratically with time, rather than exponentially.
Despite that, obtaining exact expressions for correlation functions is a cumbersome
task, since the matrices constituting the tMPA are infinite dimensional. As spatio-
temporal correlation functions decay algebraically with time, from the computa-
tional point of view we do not expect a big simplification. However, restricting
the discussion to a single point in space implies exponentially decaying correlations,
which gives hope that in this case the complexity reduces significantly.
The starting point of this chapter are multi-point correlation functions of single-
site observables located at the same spatial point but at different times, assuming
that the system is in a stationary state p. All such correlation functions are given by
a corresponding probability distribution of configurations in time, q. Schematically
we can understand its construction as a problem of keeping track of the solitons that
pass through the origin, as shown in Figure 5.1. Generically there is no guarantee
that this is feasible. However, as we show in Section 5.1, in the class of states
p introduced in Chapter 2 solitons are statistically independent. This implies an
efficient representation of q in terms of a MPS with Schmidt rank 3, which coincides
with the Schmidt rank of p. s_2x=
The probability distribution q has short-range correlations, therefore a natu-
ral question that arises is whether they can be interpreted as a fixed-point of an-
other dynamical system, which corresponds to exchanging roles of space and time
in RCA54. The motivation behind this is a recently discovered class of dual uni-
tary quantum circuits [88], which are exactly solvable in the statistical sense, yet
they are not Bethe-ansatz or Yang-Baxter integrable. These are local interacting
models in discrete space and discrete time where the roles of space and time can be
exchanged while keeping dynamics unitary (a similar space-time duality has been
explored in integrable field theories [144–146]). This property implies a nontriv-
ial structure that enables exact computation of numerous physical quantities, such
as local correlation functions [88, 147], entanglement spreading [148–150], operator
entanglement [128, 151], and OTOCs [152].
In Section 5.2 we show that space evolution in RCA54 is given in terms of lo-
cal deterministic maps, which makes the model dual deterministic. The maps are
defined on a reduced configuration space and their support is 7 (rather than 3). In
Section 5.3 we provide an equivalent derivation of space evolution by considering a
circuit interpretation of dynamics. We show that the space dynamics induced by
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x
t
equilibrium state p
b0
b1
...
bk
q
Figure 5.1: Schematic picture of the setup. We are interested in probability dis-
tribution q of the configurations (b0, b1, · · · , bk) at the center of the chain x = 0
and different times t, while the system is in the equilibrium state p. Intuitively, we
can understand this as keeping track of the particles that pass through the origin.
Since they are interacting with each other this is generally not a trivial task and the
computational complexity of q might still be growing exponentially with time. In
our case, however, solitons are statistically independent, which implies an efficient
MPS representation of q.
7-site deterministic maps can be alternatively expressed in terms of 3-site nonde-
terministic gates. The main advantage of the circuit picture is a more algebraic
derivation of results that does not explicitly depend on the solitonic interpretation
of dynamics. This point is illustrated by rederiving the MPS for multi-time correla-
tion functions in Section 5.4. We finish this chapter by arriving back to the starting
point of our RCA54 discussion: in Section 5.5 we express the formal space evolution
of local observables in terms of a space-dependent matrix product ansatz (sMPA),
the space analogue of tMPA.
Section 5.1 contains the results published in [101], while the remainder of the
chapter is based on [102], with the exception of results presented in Section 5.5,
which are not published.
5.1 Matrix product representation of multi-time cor-
relation functions
5.1.1 Time states
We define time configurations as configurations of empty/full sites observed at the
same position x and different times t, e.g. configurations of vertical zig-zag shaped
chains. Analogously to (2.42), time configurations sx are bit sequences
(. . . , st−2x , s
t−1
x−1, s
t
x, s
t+1
x−1, . . .), (5.1)
where the space and time label have the same parity, x+ t ≡ 0 (mod 2). Explicitly,
s2x = (s
1
2x−1, s
2
2x, s
3
2x−1, . . . , s
2m
2x ), s2x+1 = (s
1
2x+1, s
2
2x, s
3
2x+1, . . . , s
2m
2x ). (5.2)
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For simplicity we assume that the time label t takes the values in a finite range
between 1 and 2m. In analogy with the statistical states, time states are probability
distributions over the set of time configurations and can be represented as vectors
from R22m ,
q =
[
q0 q1 q2 . . . q22m−1
]T
,
22m−1∑
s=0
qs = 1, (5.3)
where each component qs ≥ 0 corresponds to the probability of the time configura-
tion given by the binary representation of s.
However, not every string of 2m binary digits represents a valid time configu-
ration. In particular, the rules (2.44) imply that in a time configuration full sites
always come in pairs, while three consecutive full sites are forbidden. Therefore it
makes sense to restrict the discussion only to allowed (also referred to as accessible)
time configurations, where no substrings (1, 1, 1) or (0, 1, 0) appear. Accordingly,
the only nonzero components of time states should correspond to allowed configu-
rations. This is equivalent to requiring the time states to be invariant under the
action of local projectors Pk,
Pkq = q, Pk ≡ 1⊗k−2 ⊗ P ⊗ 1⊗2m−k−1, (5.4)
where P is the 3 site projector to the allowed subspace of states,
P(s′1,s′2,s′3),(s1,s2,s3) = δs′1,s1δs′2,s2δs′3,s3(1− δs1,s3δs2,1). (5.5)
In analogy with stationary states one can define stationary time-states. These
correspond to probability distributions of time configurations observed under the
assumption of the system being in a stationary state p. Explicitly, stationary time-
states are uniquely determined by the multi-time correlation functions of one-site
observables at the same position, 1 Ca1,a2,...,a2m(p) = limn→∞C
(2n)
a1,a2,...,a2m(p), defined
as the large system size limit of the following correlation function of one-site observ-
ables,
C(2n)a1,a2,a3,...,a2m(p) = ⟨a1(n∗, 0)a2(n∗ + 1, 1)a3(n∗, 2) · · · a2m(n∗ + 1, 2m− 1)⟩p,
where n∗ = 2
⌊n
2
⌋
,
(5.6)
i.e. n∗ = n for even n and n∗ = n− 1 for odd n. Here we use aj(xj, tj) to denote a
one-site observable aj, positioned at the site xj and propagated in time for tj time-
steps. By definition (2.51), the correlation function can be recast as the following
inner product between the vector ω⊗2n and the equilibrium distribution vector p
on which the appropriate sequential product of time evolution operators U e/o and
matrix representations of local observables On∗/n∗+1(aj) is applied,
C(2n)a1,a2,a3,...,a2m(p) = ω
⊗2nOn∗+1(a2m)U e · · ·U eOn∗(a3)UoOn∗+1(a2)U eOn∗(a1)p.
(5.7)
The equilibrium time state q is determined as the probability distribution that
uniquely fixes all the values of multi-time correlation functions C(2n)a1,a2,...a2m(p),
C(2n)a1,a2,...a2m =
∑
s1,s2,...,s2m
qs1s2...s2m
2m∏
j
aj(sj) = ω
⊗2mO2m(a2m) · · · O2(a2)O1(a1)q, (5.8)
1Due to the geometry of the problem, the observables are technically positioned at one of the
two neighbouring sites, depending on the parity of the time-step.
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where the first equality follows from the definition and the second one is just the
convenient vectorial representation.
5.1.2 Statistical independence of solitons
The asymptotic stationary distributions p(ξ, ω), as introduced in (2.83), are charac-
terized by the statistical independence of solitons, i.e. the probability of encountering
a soliton is the same everywhere, independent of the positions of other solitons. This
is a consequence of the fact that the conditional probability of observing a site k in
the configuration sk given the previous configuration (s1, s2, . . . , sk−1) depends only
on the value of the last three bits, (sk−2, sk−1sk). Explicitly,
ps1s2...s2k−2s2k−1
ps1s2...s2k−2
=
ps2k−3s2k−2s2k−1
ps2k−3s2k−2
,
ps1s2...s2k−1s2k
ps1s2...s2k−1
=
p′s2k−2s2k−1s2k
p′s2k−2s2k−1
, (5.9)
where due to the staggering we have to distinguish between even and odd lengths of
the configuration. Exchanging the roles of parameters ξ and ω, we obtain the two
relations corresponding to the other parity of the first site,
p′s1s2...s2k−2s2k−1
p′s1s2...s2k−2
=
p′s2k−3s2k−2s2k−1
p′s2k−3s2k−2
,
p′s1s2...s2k−1s2k
p′s1s2...s2k−1
=
ps2k−2s2k−1s2k
ps2k−2s2k−1
. (5.10)
Similar relations hold for the conditional probability of finding s1 on the first site,
given that the sites from 2 to k are in the configuration (s2, s3, . . . , sk),
ps1s2...sk
p′s2...sk
=
ps1s2s3
p′s2s3
,
p′s1s2...sk
ps2...sk
=
p′s1s2s3
ps2s3
(5.11)
A proof of these relations simply follows from the sparse structure of the matrices
Ws, W ′s, as is shown in Appendix 5.A. Physically, this implies that the equilibrium
state can be interpreted as an ideal gas of solitons.
Taking into account (5.9) and (5.11) we can now introduce probabilities of ob-
serving left/right movers, (pl, pr). The first parameter, pl, is the conditional proba-
bility of observing a left mover, if we know that the neighbouring left ray does not
contain a left moving soliton. This can be easily expressed in terms of equilibrium
probabilities as follows,
pl =
p
( )
p
( ) = p( )
p
( ) = ξ(λ+ ω(1− ξ))
λ(1 + ξ) + ξ(1− ξω) . (5.12)
Similarly, pr is the conditional probability of observing a right moving soliton given
that the neighbouring right ray does not contain a right mover,
pr =
p
( )
p
( ) = p( )
p
( ) = ω(λ+ ξ(1− ω))
λ(1 + ω) + ω(1− ξω) . (5.13)
Note that the shift for one time step or one lattice site maps pr to pl and vice versa;
pl
ξ↔ω←−→ pr.
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5.1.3 Matrix product representation of equilibrium time states
Finally, we can proceed to the main result, the construction of the product repre-
sentation of the time-state q, corresponding to the stationary state p. An intuitive
schematic picture behind the construction is provided in Figure 5.1: we imagine
a process in which we monitor the site x = 0 (and x = 1) and observe the time
configuration one bit at a time. At time t the probability of the site being in the
state bt = 1 or bt = 0 is given by the probability of a soliton reaching or not the
central saw, given the previously observed time configuration (b0, b1, . . . , bt−1).
Since the positions of the solitons in the equilibrium state p are statistically in-
dependent, the probability of a left (right) mover reaching the central site at time
t does not depend on the previously observed solitons, as long as there was no left
(right) mover in the previous time step t− 1. Therefore, the conditional probability
of observing a vertical configuration (b0, b1, b2, . . . bk−1, bk) given the previous config-
uration (b0, b1, b2, . . . bk−1) depends only on the last 4 bits, which implies a relation
similar to (5.9), (5.10), and (5.11),
qb0b1...b2k−1
qb0b1...b2k−2
= f(b2k−4, b2k−3, b2k−2, b2k−1),
qb0b1...b2k
qb0b1...b2k−1
= f ′(b2k−3, b2k−2, b2k−1, b2k),
(5.14)
where we introduced two yet unknown functions of the last four bits, f, f ′ : Z2 ×
Z2 × Z2 × Z2 → R≥0, that have to be mapped into each other under the exchange
of the spectral parameters ξ and ω (or equivalently, pr and pl),
f(b1, b2, b3, b4)
pl↔pr←−−→ f ′(b1, b2, b3, b4). (5.15)
To determine the functions f , f ′, one should first classify all the vertical configura-
tions of 3 sites and their transitions into 4-site configurations. They can be divided
into 3 different types.
• As already mentioned in Subsection 5.1.1, a configuration might be incompat-
ible with the time evolution rules (2.44), and the probability of obtaining such
configurations is 0. These are the following,
. (5.16)
• A configuration is allowed and the local update rules deterministically deter-
mine the next bit, i.e. the conditional probability qbk−3bk−2bk−1bk/qbk−3bk−2bk−1 of
observing bk is either equal to 0 or 1. The following 3 configurations are of
this type:
1 1 1 (5.17)
and analogously for the other parity of k (i.e. considering flipped configura-
tions).
1 1 1 . (5.18)
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Complementary diagrams with negated bk are associated with conditional
probability 0.
• A configuration is allowed and both the configurations (bk−3bk−2bk−10) and
(bk−3bk−2bk−11) are also allowed. These are the following,
1−pl
pl
1−pl
pl
1−pl
pl
. (5.19)
The conditional probabilities qbk−3bk−2bk−1bk/qbk−3bk−2bk−1 correspond to the prob-
ability of a left mover (not)reaching the vertical saw (corresponding to the
top/bottom option respectively) at the position indicated by the red arrows.
Since the solitons in the equilibrium state are independent, the probability pl
is given by (5.12). For the flipped configurations, everything works similarly,
only pl has to be replaced by pr from (5.13),
1−pr
pr
1−pr
pr
1−pr
pr
. (5.20)
Extracting the precise values of f(b1, b2, b3, b4) and f ′(b1, b2, b3, b4) from the dia-
grams (5.16–5.20), the probability of a vertical configuration can be explicitly ex-
pressed as
qb0b1...bk = qb0b1b2f(b0, b1, b2, b3)f
′(b1, b2, b3, b4) · · · f (′)(bk−1, bk−2, bk−1, bk), (5.21)
where the last value is f(bk−1, bk−2, bk−1, bk) if k is odd and f ′(bk−1, bk−2, bk−1, bk)
otherwise. The values of the probabilities of the configurations of length 3 can be
determined by requiring
∑
b0,b1
qb0b1b2b3b4 = qb2b3b4 .
The probability vector (5.21) can be efficiently encoded as an MPS by introducing
a 3 dimensional auxiliary space, with the basis vectors |0), |1), |2) keeping the
relevant information about the last three bits. The pairs of matrices As(pr, pl),
A′s(pr, pl) and left/right boundary vectors (L(pr, pl)|, |R(pr, pl)) are constructed so
that the probability vector q is expressed as
q = (L|A0A′1A2 · · ·A(′)k |R). (5.22)
The last matrix is either A or A′, depending on the parity of the last index k. The
matrices As(pr, pl), contain the relevant transition rates f , f ′,
A0 =
⎡⎣1− pr 0 00 0 0
1 0 0
⎤⎦ , A1 =
⎡⎣0 pr 00 0 1
0 0 0
⎤⎦ , (5.23)
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and the other pair of matrices is obtained by replacing pr with pl,
A′(pr, pl) = A(pl, pr). (5.24)
The left and right vectors (L|, |R) are the left and right eigenvector of the matrix T =
(A0+A1)(A
′
0+A
′
1), that correspond to the leading eigenvalue (which is 1), namely,
(L| = 1
1 + pr + pl
[
1 pl pr
]
, |R) =
⎡⎣11
1
⎤⎦ . (5.25)
Additionally, this choice of |R) works for both parities of k, since |R) is an eigenvector
corresponding to the eigenvalue 1 of both A0+A1 and A′0+A′1. The normalization of
the boundary vectors is determined by the normalization condition of the probability
vector q,
∑
b0,b1,b2,...,bk
qb0b1b2...bk=(L|
k+1  
(A0 + A1)(A
′
0 + A
′
1)(A0 + A1) · · · |R)=(L|R)=1. (5.26)
5.1.4 2-point correlation functions
Since the matrices A, A′ are finitely dimensional, many physically interesting quan-
tities can now be expressed explicitly. The simplest example is the 2-point density-
density correlation function at different times but at the same position,
C(t) = ⟨ρ(0, 0)ρ(0, t)⟩p − ⟨ρ(0, 0)⟩2p, (5.27)
where ρ(x, t) is the density at position x and time t and ⟨·⟩p is the expectation value
in the (horizontal) stationary state p. The correlation function is the x = 0 part of
the spatio-temporal correlation function from Chapter 4.
For simplicity, let us consider even times t = 2m. Then the correlation function
takes the following matrix product form,
C(2m) = (L|A1
2m−1  
(A′0 + A
′
1)(A0 + A1) · · · (A′0 + A′1)A1|R)− (L|A1|R)2
= (L|A1(A′0 + A′1)T m−1A1|R)−
(pl + pr)
2
(1 + pl + pr)2
,
(5.28)
where T is a temporal transfer matrix, i.e. the product of sums of both types of MPS
matrices, T = (A0 + A1)(A′0 + A′1), as introduced earlier. The correlation function
decays exponentially with the exact form given by
C(2m) =
(Λm2 − Λm3 )((pl + pr)2− plpr(1 + pl + pr)) + (Λm−12 − Λm−13 )plpr(pl + pr)
(1 + pl + pr)2(Λ3 − Λ2) ,
(5.29)
where Λ2,3 are the subleading eigenvalues of the matrix T ,2
Λ2,3 = −1
2
(
pl + pr − plpr ±
√
(pl + pr − plpr)2 − 4plpr
)
. (5.30)
2Note that this holds only for Λ2 ̸= Λ3. If the subleading eigenvalues are degenerate the exact
form of the correlation function is slightly changed, but asymptotically the decay is still exponential.
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In the maximum entropy state, i.e. ξ = ω = 1 or pl = pr = 12 , the correlation
function can be recast as
C∞(2m) =
(− 1− i√
7
)(− 3− i√7)m
23m+4
+
(− 1 + i√
7
)(− 3 + i√7)m
23m+4
(5.31)
which agrees with the value of the spatio-temporal correlation function in the ho-
mogeneous regime, described by (4.51).
5.1.5 Probabilities of time-configurations and the absence of
decoupling of timescales in RCA54
Even though the 2-point correlation function provides very explicit values even for
the generalized stationary states, the true advantage of the MPA is the ability to eas-
ily express multi-point correlation functions of observables at one specific location in
space. An extreme case are just the probabilities of time configurations themselves.
These can be alternatively recast in an equivalent (non MPA) form as,
qs1,s2,··· ,sk = δn1,0
(1− pl)n2(1− pr)n3pn4r pn5l
1 + pl + pr
, (5.32)
with {nj, j = 1, . . . , 5} being a set of integer indicators that characterize the number
of left and right movers in the configuration (s1, s2, . . . , sk),
n1 =
k−1∑
j=2
sj
(
1− (sj−1 − sj+1)2
)
, n2 =
⌊k/2⌋∑
j=1
(1− s2j−1)(1− s2j),
n3 =
⌊(k−1)/2⌋∑
j=1
(1− s2j)(1− s2j+1), n4 =
⌊k/2⌋∑
j=1
s2j−1s2j +mod(k + 1, 2)(1− sk−1)sk,
n5 = s1(1− s2) +
⌊(k−1)/2⌋∑
j=1
s2js2j+1 +mod(k, 2)(1− sk−1)sk. (5.33)
The expression (5.32) is equivalent to the appropriate component of the time vec-
tor (5.22), which can be straightforwardly checked.
The result above gives access in principle to the full distribution of timescales
associated with the dynamics of a single site, when tracing out the rest of the
system. This is particularly important information in systems which display complex
dynamics and therefore are likely to exhibit non-trivial distributions of local times.
As a particular example we consider the distributions of exchange and persistence
times in the RCA54. The definitions are those used in the literature on supercooled
liquids, see [153, 154]. The exchange time is the time between two events, for
example a spin flip, after a previous event has occurred, i.e. it is the time between
two events. The persistence time is the time to the next event starting from an
arbitrary time, i.e. not conditioned on the previous event having occurred at the
start of the time segment under consideration.
If the statistics of events is Poissonian, persistence and exchange times are
equally (and exponentially) distributed. In general, however, when there are non-
trivial correlations between events, both types of times measure different properties
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of the underlying process and their distributions differ. For example, in stochas-
tic kinetically constrained models (KCMs) of glasses like the Fredrickson-Andersen
(FA) [135, 155] or the East model [155, 156] the two timescales behave very dif-
ferently, with the average persistence time growing much faster with decreasing
temperature than the average exchange time, a phenomenon known as transport
decoupling [153, 154]. The reason is that the dynamics of these stochastic KCMs is
intermittent, and when projected to a single site - in analogy to what is done here
- it leads to bunching of flip events on the site. In this case the exchange time is
dominated by the bunched events, while the persistence time is dominated by the
long stretches between bunches.
It is interesting to consider the possibility of timescale decoupling in the RCA54
as the dynamical rule (2.38) imposes a constraint that is similar to that of the
FA model (flips can only occur if at least one nearest neighbour is excited). Fur-
thermore, the RCA54 displays dynamical LD transitions [133] similar to those of
the FA model [157], which indicates the presence of non-trivial fluctuations in the
trajectories of the dynamics.
For our case we define the exchange time as the time between two consecutive
observed particles in a time configuration, and define the persistence time as a time
before the next particle if we start observing the state at some point without a
particle. More precisely, we can define the distribution functions of exchange and
persistence times and compute them from our explicit form of the time vector. The
probability of observing an exchange time equal to t, pE(t), can be simply expressed
in terms of probabilities of time configurations of the form 100 . . . 01,
pE(t) ∝ 1
2
(
q100...0
t
1 + q0100...0
t
1 + q1100...0
t
1
)
,
∞∑
t=1
pE(t) = 1, (5.34)
where we average over the even/odd starting positions of the time configuration.
Note that the second term can be dropped since subsequence 010 is forbidden.
Similarly, the probability of persistence time being equal to t, pP(t), is up to nor-
malization equal to
pP(t) ∝ 1
2
(
q00...0
t
1 + q000...0
t
1 + q100...0
t
1
)
,
∞∑
t=1
pP(t) = 1. (5.35)
The two distributions are related by
pP(t)− pP(t+ 1) = pE(t)⟨tE⟩ , (5.36)
which is the discrete time version of the usual relation between persistence and
exchange distributions in continuous time dynamics. Here, ⟨tE⟩, ⟨tP⟩ are average
exchange and persistence times, ⟨tE/P⟩ =
∑∞
t=1 t pE/P(t).
Using the simplified expressions for probabilities (5.32) it is easy to see that the
exchange and persistence time distributions reduce to the following form,
pE(t) =
{
p2l (1−pr)+p2r(1−pl)
pl+pr
((1− pl)(1− pr))t/2−1 , t ≡ 0 (mod 2),
2plpr
pl+pr
((1− pl)(1− pr))(t−1)/2 , t ≡ 1 (mod 2),
pP(t) =
{
pl(1−pr)+pr(1−pl)
2
((1− pl)(1− pr))t/2−1 , t ≡ 0 (mod 2),
pl+pr
2
((1− pl)(1− pr))(t−1)/2 , t ≡ 1 (mod 2).
(5.37)
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If the parameters pl, pr coincide, the two distributions are the same. Otherwise they
differ, but the deviations from the Poissonian statistics are small and can be under-
stood as a consequence of short-range correlations of the time state. Specifically,
computing the average exchange and persistence times,
⟨tE⟩ = 2
pl + pr
, ⟨tP⟩ = 4− pl − pr
2(pl + pr − plpr) , (5.38)
we observe that their ratio is bounded from top and bellow as
1 ≤ ⟨tE⟩⟨tP⟩ ≤
4
3
, (5.39)
which indicates that overall the two timescales scale similarly with the parameters
that control the dynamics, in contrast to what occurs in KCMs like in the FA model
[153, 154]. This also means that unlike stochastic KCMs, to quantify non-trivial
correlations in the dynamics of the RCA54 (cf. [133]), it is necessary to consider
multi-point correlators both in time and space (not just in time as above).
5.2 Space evolution
As we have shown in the previous section, it is possible to explicitly construct
stationary time states, i.e. equilibrium distributions of configurations in time that
correspond to a stationary (horizontal) state. This motivates us to explore whether
the evolution of time configurations in the space direction can be understood as
a well defined dynamical system. In analogy with time evolution (2.43), at every
step the bits of the time configuration with the smaller space label deterministically
change, while the others stay the same,
st−3x−1
st−2x−2
st−1x−1
stx−2
st+1x−1
st+2x−2
sx−1
−→
st−3x−1
st−1x−1
st+1x−1
st−2x
stx
st+2x
sx
−→
st−3x+1
st−2x
st−1x+1
stx
st+1x+1
st+2x
sx+1
. (5.40)
In general, there is no guarantee that the space evolution can be expressed as a
composition of local deterministic maps. In our case, however, we expect this to
be the case due to the soliton description of the model: the dynamics in the space
direction can be understood as particles moving either upwards or downwards with
velocity 1. When two oppositely moving particles meet, they get displaced one site
forward with respect to their original trajectories, mimicking repulsive interaction.
This suggests the existence of a deterministic local map,
stx+1 = ϕ(s
t−r
x/x−1, . . . , s
t−2
x−1, s
t−1
x , s
t
x−1, s
t+1
x , s
t+2
x−1, . . . , s
t+r
x/x−1), (5.41)
where r ∈ N characterizes the support (of size 2r + 1) of the map.
Time evolution diagrams (2.44) immediately imply that local space propagators
cannot be expressed in terms of maps with support 3 (i.e. r = 1). Indeed, it is easy
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to see that the closest two neighbouring sites do not encode enough information to
deterministically propagate the state in space. In particular, the last two pairs of
diagrams have the same configurations of the left three bits and different values of
the right site. Therefore, the support must be larger. Note that we additionally have
to require that the local space maps shifted by an even number of sites commute,
i.e. the order in which we apply (5.41) on a given time configuration should not
matter.
It is easy to see that the support 7 (i.e. r = 3) suffices to express the deter-
ministic space propagation rules. We start by observing that the first four of the
diagrams (2.44) give the 3-site deterministic mapping also in the space direction,
. (5.42)
Now let us consider the subconfiguration (0, 1, 1), which does not have a unique
3-site mapping and we add two neighbouring sites on the top. By avoiding the
forbidden subconfigurations, there are only two possibilities of how the configuration
can continue; either (0, 1, 1, 0, 0) or (0, 1, 1, 0, 1), which can be explicitly visualised
as
. (5.43)
The top three sites in both configurations can be uniquely evolved by the 3-site local
maps (5.42). After applying these deterministic rules we try to update the central
bit to value 0 or 1, while requiring that the updated configuration does not violate
the time-configuration restriction (5.4). In both cases only one configuration obeys
the restriction,
update update
,
update update
, (5.44)
which provides a deterministic mapping corresponding to 5th and 6th diagram of
the time evolution rules (2.44). By adding two undetermined sites to the bottom
(denoted by grey squares), the two (formally 7-site) maps are graphically represented
as
. (5.45)
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The last two rules, corresponding to 7th and 8th diagram of (2.44), are obtained by
flipping (5.45) upside down,
. (5.46)
Combining the diagrams (5.45) and (5.46) together with the simple 3-site update
rules (5.42) completes the construction of local deterministic space evolution maps.
They take the following explicit form,
ϕ(s1, s2, s3, s4, s5, s6, s7) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0; s3 = s4 = s5 = 0,
1; s3 = s4 = 0, s5 = 1,
0; s3 = 0, s4 = s5 = 1, s7 = 0,
1; s3 = 0, s4 = s5 = 1, s7 = 1,
1; s3 = 1, s4 = s5 = 0,
0; s3 = 1, s4 = 0, s5 = 1,
0; s1 = 0, s3 = s4 = 1, s5 = 0,
1; s1 = 1, s3 = s4 = 1, s5 = 0.
(5.47)
Since the update rules s′4 = ϕ(s1, s2, s3, s4, s5, s6, s7) do not depend explicitly on the
values of the sites s2 and s6, all the local maps applied at the same step commute.
5.3 Circuit representation of dynamics
5.3.1 The dual picture
Even though the local space evolution can be straightforwardly obtained by consid-
ering local subconfigurations, it requires carefulness to check all the possible cases.
In this section we provide a more intuitive circuit representation of dynamics, which
provides a simpler and more formal algebraic interpretation of local space propaga-
tion rules.
The local 3-site time evolution operator U (cf. (2.46)) acts on three consecutive
sites and changes only the value of the middle site,
U(s′1,s′2,s′3),(s1,s2,s3) = δs1,s′1δχ(s1,s2,s3),s′2δs3,s′3 , (5.48)
which can be represented by the following graphical notation,
s′1 s
′
2 s
′
3
s1 s2 s3
U . (5.49)
Thus, U is a reversible single bit gate conditioned on the values of two neighbouring
bits. Using it, the one time-step evolution operator corresponding to even times U e
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can be represented as
≡ . (5.50)
Since all the gates sharing at most one site commute, they can be “squeezed” into
a single layer consisting of big and small circles (right hand side). Time evolution
operator corresponding to odd times takes a similar form, with the parity of sites
with big and small circles swapped, therefore the time evolution for several steps
can be represented as a grid with gates centered on sites x+ t ≡ 0 (mod 2),
U e
Uo
U e
Uo
...
t
x
. (5.51)
For simplicity we assume periodic boundary conditions in space and time directions.
The symmetric form of (5.51) makes it tempting to exchange the role of space and
time and express the propagation in space by introducing the local dual evolution
operator Uˆ as (see Appendix 5.B for the details)
s′3
s′2
s′1
s3
s2
s1
Uˆ Uˆ(s′1,s′2,s′3) (s1,s2,s3) = δs′1,s1δs′3,s3U(s2,s1,s′2),(s2,s3,s′2). (5.52)
Then the picture (5.51) can be replaced by the following
Uˆ eUˆoUˆ eUˆo· · ·
, (5.53)
where Uˆ e/o are the products of local operators acting on even/odd triplets of sites,
Uˆ e =
∏
t
Uˆ2t, Uˆ
o =
∏
t
Uˆ2t+1. (5.54)
Here, Uˆt denotes the local operator Uˆ acting nontrivially on the triplet of sites
(t− 1, t, t+ 1),
Uˆt ≡ 1⊗t−2 ⊗ Uˆ ⊗ 1⊗2m−t−1. (5.55)
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The local operators acting on all odd (or all even) triples commute, but they are
clearly not deterministic,
Uˆ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0 1
0
1 1
0 1
1
1 1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5.56)
Nonetheless, as we show later, projecting to the reduced space of allowed time-
states (see the discussion in Subsection 5.1.1), space propagation can be expressed
as a product of local deterministic gates with bigger support.
5.3.2 Projected dual propagators
We start by noting that the local dual operator Uˆ projects to the subspace of allowed
3-site configurations and commutes with the projector introduced in (5.5),
Uˆ = PUˆ = UˆP. (5.57)
Therefore, defining P e/o as the products of projectors on appropriate triples of sites,
P e =
∏
t
P2t, P
o =
∏
t
P2t+1, (5.58)
a relation similar to (5.57) holds for the even/odd dual propagators Uˆ e/o,
Uˆ e = P eUˆ e = Uˆ eP e, Uˆo = P oUˆo = UˆoP o. (5.59)
This allows us to represent the space evolution on the restricted space in terms of
projected dual operators U˜ e/o,
U˜ e = P oUˆ eP o, U˜o = P eUˆoP e. (5.60)
Explicitly, by projecting to the space spanned by allowed time configurations at
the beginning and at the end, the space evolution for 2m sites can be equivalently
expressed in terms of the projected space propagators as
P eP o Uˆ e · · · UˆoUˆ e  
2m
P eP o = U˜ eU˜o · · · U˜ e  
2m
, (5.61)
which follows directly from the definition of U˜ e/o (5.60) and the commutativity of lo-
cal projectors centered at different sites. This equality can be visualised graphically,
by first introducing the following representation for the projector P ,
s′1
s′2
s′3
s1
s2
s3
P , (5.62)
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and transforming the diagram (5.53) as
UˆoUˆ eUˆo
→
Uˆo Uˆe Uˆo
→
Uˆo P o P e Uˆe P e P o Uˆo
→
U˜e
,
(5.63)
where we took into account the fact that the only combinations of noncommuting
gates are the ones with the big circle of one gate sitting on the same line as the small
circle of another one. Explicitly, in this case the following 3 pairs do not commute,
̸= , ̸= , ̸= . (5.64)
5.3.3 Deterministic local 7-site gates
The one-step space evolution operators U˜ e/o can be written as products of local
gates with support 7 that are deterministic on the reduced configuration subspace,
i.e. it is possible to suitably define local propagators V˜ and W˜ so that U˜o/e take the
following form,
U˜ e =
(∏
t
W˜8t+10
)(∏
t
W˜8t+6
)(∏
t
V˜8t+8
)(∏
t
V˜8t+4
)
,
U˜o =
(∏
t
W˜8t+11
)(∏
t
W˜8t+7
)(∏
t
V˜8t+9
)(∏
t
V˜8t+5
)
,
(5.65)
where the subscript denotes the middle site of the subchain on which the local
evolution operators acts, i.e. W˜t acts nontrivially on the sites t − 3, t − 2, t − 1, t,
t+ 1, t+ 2 and t+ 3. Graphically, this is represented by the following diagram,
U˜ e U˜o U˜ e
V˜
V˜
V˜
V˜
V˜
V˜
W˜
W˜
W˜
W˜
W˜
W˜
V˜
V˜
W˜
W˜
W˜
V˜
V˜
V˜
W˜
W˜
W˜
V˜
V˜
V˜
W˜
W˜
W˜
V˜
V˜
V˜
W˜
W˜
W˜
. (5.66)
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The operators V˜ , W˜ can be explicitly written in terms of the dual 3-site operators
Uˆ by introducing the following 5-site projector Q,
s′5
s′4
s′3
s′2
s′1
s5
s4
s3
s2
s1
Q ,
Q(s′1,s′2,s′3,s′4,s′5),(s1,s2,s3,s4,s5) = δs1,s′1δs2,s′2δs3,s′3δs4,s′4δs5,s′5
· (1− δs2,0δs3,1δs1+s4,1)(1− δs4,0δs3,1δs2+s5,1).
(5.67)
Then the 7-site gates can be expressed as a 3-site projected operator Uˆ , sandwiched
between two P projectors on one and two Q projectors on the other side,
V˜ ≡ , W˜ ≡ , (5.68)
or equivalently
V˜t = Qt+1Qt−1U˜tPt+1Pt−1, W˜t = Pt+1Pt−1U˜tQt+1Qt−1. (5.69)
These gates are deterministic on the restricted space of allowed time-configurations,
since the following holds,
V˜tV˜
T
t = W˜
T
t W˜t = Qt−1PtQt+1, V˜
T
t V˜t = W˜tW˜
T
t = Pt−1PtPt+1, (5.70)
where right-hand-sides are diagonal projection matrices with matrix elements that
can only be 0 or 1. Therefore, to see that the space evolution is local and determin-
istic, we only have to show that the diagrams (5.66) and (5.63) are equivalent.
Equivalence between the deterministic and nondeterministic dual gates
The validity of (5.65) can be demonstrated graphically. First we recall that P and
Q are projectors, i.e.
= , = . (5.71)
Furthermore, all the local projectors commute and Uˆ commutes with all the pro-
jectors with which it shares at most one site. Explicitly, this implies the following
diagrams,
= , = , = , = . (5.72)
The last two properties needed for the proof are less trivial, but straightforward to
check. Their diagrammatic form reads as
= , = . (5.73)
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Using these equalities, we can now easily show the equivalence between (5.66)
and (5.63). First we express the propagator U˜ e from (5.66) in terms of gates P ,
Q and Uˆ ,
→ , (5.74)
where we simplified the diagram by using the factQ2 = Q and commutation relations
between the projectors and the gates (5.72). Using the second relation of (5.73) and
moving around some of the commuting gates, we obtain the following,
→ . (5.75)
Now we use the first equality of (5.73) and reposition the commuting gates so that
we can again apply the second equality of (5.73),
→ → → . (5.76)
In the final step we again rearranged the operators to obtain U˜ e as defined in (5.63).
The same reasoning applies to U˜o, therefore (5.66) is equivalent to (5.63), which
completes the proof.
5.4 Circuit interpretation of time states
The ideas of the previous section can be employed to find stationary time-states,
i.e. the probability distributions of time-configurations under the assumption of the
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underlying system being in a stationary state. This provides an alternative deriva-
tion of the results of Section 5.1 that does not explicitly rely on the quasi-particle
interpretation of dynamics. To simplify the discussion we first consider the infinite
temperature state and then generalize the result to the more general class of states.
5.4.1 Maximum entropy state
In the case of maximum entropy (or infinite temperature) stationary state p∞ =
2−2n(ωT )⊗2n, the vectorial form of the finite-size multi-time correlation function (5.7)
exhibits a simple diagrammatic representation,
C(2n)a1,a2,a3,...,a2m(p∞) = 2
−2n
2n
, (5.77)
where the red squares represent (in general different) one-site observables and the
gray circles denote one-site row (and column) vectors ω (and ωT ). The local time-
evolution operator U is deterministic, which implies that it maps the three-site
maximum entropy state into itself,
U (ω ⊗ ω ⊗ ω)T = (ω ⊗ ω ⊗ ω)T , (ω ⊗ ω ⊗ ω)U = ω ⊗ ω ⊗ ω,
≡ , ≡ . (5.78)
This immediately allows us to simplify the diagrammatic expression by removing
the gates from the top and bottom to obtain a light-cone structure,
Ca1,...,a2m(p∞) = 2
−2m ≡ 2−2m . (5.79)
Note that the normalization factor is different with respect to (5.77), because of the
normalization of vectors ω, namely ωωT = 2. The right hand diagram follows from
the definition of (in general, non-deterministic) dual gates (5.52), and the fact that
the observables can be understood as diagonal operators (see Appendix 5.B for more
details).
Up to now we made no assumption on the structure of dual evolution; the right-
hand side of Eq. (5.79) follows from the deterministic nature of time evolution and
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the formal definition of the dual gate Uˆ . It holds for any deterministic 3-site propaga-
tor that nontrivially acts only on the middle site. 3 In our case the dual propagation
is deterministic as well, therefore, in analogy to dual unitary circuits [88], we expect
the diagram to further simplify. However, since the definition of local deterministic
gates is rather involved (see Eq. (5.68)), the deterministic property cannot be di-
rectly used to reduce the diagram (5.79). Instead, we take advantage of the following
two diagrammatic relations fulfilled by Uˆ ,
= , = . (5.80)
We stress that even though these diagrams are conceptually similar to those used to
prove the deterministic property of space evolution (cf. (5.73)), the precise relation
between the two is not clear at present.
Because of UˆT = Uˆ , also the left-right reversed diagrams hold. Additionally, since
the observables are diagonal, they all commute with the three-site projector P . This,
together with the relations (5.80), allows us to transform the correlation function
Ca1,a2,...,a2m(p∞) into a diagram with only the two inner-most layers of dual gates
left,
Ca1,a2,a3,...,a2m(p∞) = 2
−2m
..
.
..
.
. (5.81)
This can be put in a more convenient form by introducing left and right edge matrix
product states, (b|M1N′2M3 · · ·M2m−1|t) and (b|M2N3M4 · · ·M2m|t), to replace the
two remaining dual gate layers. The auxiliary space is 2-dimensional, with the
following boundary vectors
≡ (b| = [1 1] , ≡ |t) = [1
1
]
. (5.82)
The matrices Ms are diagonal with one nonzero entry,
≡M ≡ , M0 =
[
1 0
0 0
]
, M1 =
[
0 0
0 1
]
, (5.83)
while the matrix elements of Ns, N ′s 4, diagrammatically represented by the squares
≡ N, ≡ N′, N0 = N ′0 =
[
1 1
1 1
]
, N1 = N
′
1 =
[
0 2
2 0
]
, (5.84)
3To be more precise, the exact requirement is the validity of (5.78), which is satisfied by any
bistochastic matrix.
4Even though Ns = N ′s we introduced two distinct sets of matrices because in the general case
in the next subsection this no longer.
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are determined by requiring the following relations,
≡ , ≡ , ≡ , ≡ . (5.85)
Note that the first pair of diagrams follows from the second one due to (b|M0|t) =
(b|M1|t) = 1.
The correlation function can finally be rewritten as
Ca1,a2,a3,...,a2m(p∞) = 2
−2m
..
. . (5.86)
The MPS form of the time-state follows directly from here. However, before show-
ing it explicitly, we first generalize the result to the class of stationary states p,
introduced in Section 2.2.4.
5.4.2 Multi-time correlations for generic equilibrium states
To conveniently express multi-time correlations we introduce the diagrammatic no-
tation for the MPS,
W ≡ , W′ ≡ , S ≡ , (5.87)
which allows us to diagrammatically express finite-size correlation function as,
C(2n)a1,a2,a3,...,a2m(p) =
1
Z2n
. (5.88)
Similarly to the case of the maximum entropy state, the deterministic time evolution
implies that the gates outside of the light-cone can be removed. To prove this, in
addition to (5.78), we use the following three-site algebraic relations fulfilled by the
state p,
≡ , ≡ ,
≡ , ≡ .
(5.89)
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The first relation is a diagrammatic analogue of equation (2.70), while the others
follow directly from it by using U = U−1, and S = S−1, as well as the simple mapping
between W and W′. Additionally, we introduce graphical notation for ⟨l′| and |r′⟩,
left and right eigenvectors of the matrix (W ′0 +W ′1)(W0 +W1) that correspond to
the leading eigenvalue λ,
≡ λ , ≡ λ , (5.90)
see Section 2.2.4 for the details. The relations (5.89) immediately imply that the
multi-time correlation function can be expressed in a form analogous to (5.79),
Ca1,...,a2m(p) =
λ−m
⟨l′|r′⟩ =
λ−m
⟨l′|r′⟩ . (5.91)
One of the key ingredients in simplifying the circuit into a form analogous
to (5.86) is the factorization property of the equilibrium state p, introduced in
Appendix 5.A and used in Section 5.1 to prove the statistical independence of soli-
tons. Here we use it in a slightly different form. For any configuration of three
consecutive edge sites (s1, s2, s3) the leftmost (rightmost) matrix can be absorbed
into the left (right) boundary vector and replaced with a configuration-dependent
prefactor. Namely, it is possible to define tensors of coefficients αs1s2s3 , α′s1s2s3 , βs1s2s3
and β′s1s2s3 so that the following holds,
Ws1SWs2SWs3 |r′⟩ = αs1s2s3Ws1SWs2 |r′⟩ , W ′s1Ws2SWs3 |r′⟩ = βs1s2s3W ′s1Ws2 |r′⟩ ,
⟨l′|W ′s1SW ′s2SW ′s3 = α′s1s2s3 ⟨l′|W ′s2SW ′s3 , ⟨l′|W ′s1SW ′s2Ws3 = β′s1s2s3 ⟨l′|W ′s2Ws3 .
(5.92)
As a consequence one is able to define vertically oriented left and right MPSs that
replace layers of dual gates. These are analogous to the left and right edge states
introduced for the maximum entropy case. The boundary vectors (b| and |t), as well
as the matrices Ms are defined in equations (5.82) and (5.83). The matrix elements
of N ′s are determined by the following relations,
≡ , ≡ , ≡ , (5.93)
while the matrices Ns fulfill the analogous identities for the right edge,
≡ , ≡ , ≡ . (5.94)
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The solution to these relations can be explicitly expressed in terms of tensors αs1s2s3 ,
α′s1s2s3 as
N0 =
[
α000 α001
α000 α001
]
, N1 =
[
0 α000 + α001
α000 + α001 0
]
,
N ′0 =
[
α′000 α
′
100
α′000 α
′
100
]
, N ′1 =
[
0 α′000 + α
′
100
α′000 + α
′
100 0
]
.
(5.95)
Additional details and the explicit values of the coefficient tensors are provided in
Appendix 5.C.
Using the relations (5.93) and (5.94), together with the observation that (b|Ms|t) =
1 for any s, namely
≡ , ≡ , (5.96)
the layers of dual gates in the diagram (5.91) can be removed one after another,
until we are left with the innermost two layers squeezed between two vertical matrix
product states,
Ca1,a2,a3,...,a2m(p) =
λ−m
⟨l′|r′⟩
..
.
..
.
..
.
..
.
..
.
. (5.97)
To remove the last two layers, we note that the observables commute with all the
projectors since they are diagonal in the same basis and structure of N, N′ implies
that left (right) vertical states are invariant under projectors centered at odd (even)
sites,
≡ , ≡ , ≡ . (5.98)
Additionally we have
≡ , ≡ . (5.99)
These relations are analogous to the right-most diagrams from (5.93) and (5.94),
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and imply that the multi-time correlation function can be finally written as follows
Ca1,a2,a3,...,a2m(p) =
λ−m
⟨l′|r′⟩ ..
.
..
.
..
. . (5.100)
In components Eq. (5.100) reads as
Ca1,...,a2m =
∑
s1,s2,s3,...,s2m
⟨l′|W ′s1Ws2 |r′⟩
λk⟨l′|r′⟩ (b|Ms1N
′
s2
· · ·Ms2m−1|t)
2m∏
j=1
aj(sj)(b|Ms2Ns3 · · ·Ms2m|t).
(5.101)
5.4.3 Matrix product representation of the time state
The above results can be expressed in terms of a time state, as defined in Sec-
tion 5.1.1. The equilibrium time state q ∈ R22m corresponding to the equilibrium
state p uniquely fixes multi-time correlation functions, which by definition implies
Ca1,a2,a3,...,a2m =
∑
s1,s2,s3,...,s2m
qs1s2s3...s2m
2m∏
j=1
aj(sj). (5.102)
We can then read the probabilities of time-configurations qs1s2...s2m directly from
(5.101) as
qs1s2s3...s2m =
⟨l′|W ′s1Ws2 |r′⟩
λk⟨l′|r′⟩ (b|Ms1N
′
s2
· · ·Ms2m−1|t)(b|Ms2Ns3 · · ·Ms2m|t). (5.103)
From here, an MPS representation is obtained by introducing matrices M˜s, M˜ ′s that
act on the 4-dimensional auxiliary space as
M˜s =Ms ⊗Ns, M˜ ′s = N ′s ⊗Ms, (5.104)
and defining boundary vectors |R˜)), ((L˜| as the solutions to the following relations,
((L˜|M˜s1M˜ ′s2 =
⟨l′|W ′s1Ws2 |r′⟩
⟨l′|r′⟩
(
(b|Ms1N ′s2
)
⊗
(
(b|Ms2
)
,
M˜s1M˜
′
s2
|R˜)) =
(
Ms1 |t)
)
⊗
(
Ns1Ms2|t)
)
.
(5.105)
The time-state can thus be written in the matrix product form as
q =
1
λk
((L˜|M˜1M˜′2M˜3 · · · M˜
′
2m|R˜)). (5.106)
As shown in Appendix 5.D, this form of the time-state is equivalent to the MPS
introduced in Section 5.1.
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5.5 Propagation of local observables in space
In the previous section we demonstrated that formulation of space evolution can be
useful to obtain properties of the usual RCA54 (i.e. RCA54 with temporal dynam-
ics). However, space dynamics of RCA54 can be also regarded as a well defined
dynamical system, where solitons move up and down with fixed velocities and un-
dergo pairwise scattering. Since the solitons only have two possible speeds (±1),
we can express space propagation of local observables in terms of an MPS with the
bond dimension that grows quadratically with space (i.e. with the number of applied
steps of space evolution). This represents the space analogue of tMPA introduced
in Chapter 4, therefore we refer to it as the space-dependent matrix product ansatz
(sMPA). We start the section by first discussing light-cone dynamics of local observ-
ables. Compared to the situation described at the beginning of Section 4.1.1, this
point is more subtle: due to the structure of space evolution it is not immediately
obvious that the dynamics can be restricted to a finite section of the time lattice.
In Subsection 5.5.1 we show that the light-cone indeed emerges with the width that
grows as 6x with space x. This implies that a soliton counting procedure (simi-
lar to the construction in Subsection 4.1.2) can be repeated for the section of the
time lattice between −3x and 3x, which gives the matrix product representation of
space-evolved local density, shown in Subsection 5.5.2.
5.5.1 Light-cone dynamics of local observables
When considering space evolution of observables that are local in time, the dynamics
can again be restricted to the light-cone. For simplicity we restrict the discussion
to one-site observables, but a similar reduced dynamics applies to local observables
with longer support. Let [s] be a one-site basis observable (s = 0, 1) that is localized
in the middle of the time-chain, 5
[s] = ω⊗m−1 ⊗
[
δs,0
δs,1
]
⊗ ω⊗m. (5.107)
Space propagation for x steps can be expressed in terms of the deterministic one
step dual operators as
[s]x = U˜
e/o · · · U˜ eU˜oU˜ e  
x
[s] = P o/eUˆ e/o · · · Uˆ eUˆoUˆ eP o[s]. (5.108)
5For simplicity we assume the length of the chain in the time direction to be 2m. In what
follows, we label the temporal sites so that 0 is in the middle of the chain (i.e. position m), and
we always assume that m is large enough to avoid any finite-size effects.
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In the case x = 4, this is illustrated by the following diagram,
, (5.109)
where the initial product state is represented on the left, with the grey circles de-
noting the positions of the identities and the white circles corresponding to the
positions of nontrivial observables. Since the dynamics is local and deterministic on
the reduced subspace, we wish to restrict the dynamics to the appropriate light-cone.
However, due to the projectors introducing short-scale correlations into the initial
state, we should be a bit careful.
We introduce boundary operators UˆT and UˆB,
UˆT =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0 1
0
1 1
1
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, UˆB =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
0
1
0 1
1
1 1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.110)
which commute with the projector P ,
UˆTP = PUˆT = UˆT , UˆBP = PUˆB = UˆB. (5.111)
Furthermore, since they only change the value of the middle site, they commute
with Uˆ and each other when sharing only one site. Now we observe the following
properties of the operators,
T
≡
T
, B ≡
B
, (5.112)
where the states represented by white circle are arbitrary, and the gates with en-
circled T and B correspond to matrices UˆT and UˆB respectively. In particular, this
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implies that the picture (5.109) can be replaced by the following equivalent diagram,
T
B
T
B
T
B
T
B
. (5.113)
Therefore we can introduce reduced space evolution operator U redx , so that
[s]x = U˜
red
x [s]x−1, (5.114)
and it acts nontrivially only on temporal sites between −3x and 3x,
U˜ redx =
(
3x−2∏
y=0
P−3x+2+2y
)
UˆB−3x+1
(
3x−3∏
y=0
Uˆ−3x+3+2y
)
UˆT 3x−1
(
3x−2∏
y=0
P−3x+2+2y
)
.
(5.115)
As in the case of periodic boundaries, the reduced space propagation can be again
described in terms of local gates that are deterministic on the reduced subspace. To
see that, we define the following boundary 5-site gates,
V˜B ≡
B
, V˜T ≡
T
,
V˜B t = Qt U˜B t+1 Pt, V˜T t = Qt U˜B t−1 Pt,
W˜B ≡
B
, W˜T ≡
T
,
W˜B t = Pt U˜B t+1Qt, W˜T t = Pt U˜B t−1Qt.
(5.116)
These 5-site boundary operators are deterministic matrices on the appropriate re-
duced subspaces, since the following holds,
V˜B t V˜
T
B t = W˜
T
B t W˜B t = QtPt+1, V˜
T
B t V˜B t = W˜B t W˜
T
B t = PtPt+1,
V˜T t V˜
T
T t = W˜
T
T t W˜T t = QtPt−1, V˜
T
T t V˜T t = W˜T t W˜
T
T t = PtPt−1.
(5.117)
Following the reasoning used in the proof of equivalence between diagrams (5.63)
and (5.66), it is straightforward to verify that by inserting all the necessary local
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projectors into the diagrammatic representation of reduced space evolution (5.113),
it can be transformed into a composition of local deterministic gates,
V˜
W˜B
W˜T
V˜
V˜
V˜B
W˜
W˜T
W˜
V˜
V˜T
V˜B
V˜
V˜
W˜
W˜
W˜
W˜
V˜T
V˜
V˜
V˜
V˜
V˜
W˜
W˜
W˜
W˜
W˜
W˜B
U˜ red1 U˜
red
2 U˜
red
3 U˜
red
4
. (5.118)
5.5.2 Evolution of local density
As we have shown in the previous subsection, the dynamics of local observables can
be formulated as deterministic evolution in the causal light-cone that grows for 6
sites in every step. At position x, the space evolved observable can be expressed
by expanding over a basis of all local observables that act nontrivially on temporal
sites between −3x and 3x,
[1]x =
∑
s−3x,s−3x+1,...,s3x
cs−3xs−3x+1...s3x(x)[s−3xs−3x+1 . . . s3x]. (5.119)
Since the dynamics is deterministic, space evolution of local density reduces to the
problem of determining whether a given configuration of 6x+1 bits contains a soliton
that passed through the origin. Coefficients cs−3x...s3x in (5.119) can be expressed as
a sum of products of matrices,
cs−3x,s−3x+1...s3x(x) = ⟨Ls−3x|Ys−3x+1Xs−3x+2 · · ·Ys3x−1 |R(x)s3x⟩
+ ⟨R(x)s−3x|Y Ts−3x+1XTs−3x+2 · · ·Y Ts3x−1 |Ls3x⟩ ,
(5.120)
with the two terms corresponding to a soliton that passed through the origin being
the up or down mover respectively. Explicitly, the first product is 1 if the configura-
tion contains a soliton moving up that passed through the origin and is 0 otherwise.
Similarly, the second product is 1 when the configuration contains a down mover
that started at the origin. In Figure 5.2, an example of a possible trajectory is
shown, with the up moving soliton that went through the origin marked by red
bordered squares. The construction of the matrices relies on the fact that it is pos-
sible to identify all the solitons in the time configuration (s−3x, s−3x+1, . . . , s3x) and
backtrack their positions to check if any one of them passed through the origin. The
construction is analogous to the proof from Chapter 4, but we will skip the details.
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Figure 5.2: An example of space evolution that results in a time-configuration at
x = 6. All the solitons that entered the lightcone can be found in the configuration
at the right-most saw. Therefore we can backtrack their positions and check if any of
them passed through the origin (in this example, the soliton marked by red-bordered
squares).
The matrices Xs, Ys act on the space spanned by vectors |cw n a⟩ with the
two counters c and w being nonnegative integers, and the parameters a and n
taking finitely many different values, a ∈ {0, 1} and n ∈ {0, 1, 2}. The matrices
are expressed in terms of the ladder operators and projectors, as already introduced
in Chapter 4 (cf. (4.5) and (4.6)),
X0 = c
−(n00 + n02)a00 + (n00 + n02)a11,
X1 = c
−(n21a00 + n10(a00 + a10))+ n21a11 + (w+ − c00w10 +w00)n10a11,
Y0 = w
−(n00 + n02)+w00(n00 + n02)a11,
Y1 = w
−(n10a00 + n21)+ (c−w− − c01w01)n10a11 +w00(n10 + n21)a11.
(5.121)
The boundary vectors |Ls⟩, |R(x)s⟩ depend on the values of the first and last bit of
the configuration,
⟨L0| = ⟨0001|+ ⟨0021|+ ⟨0101|+ ⟨0121| , |R(x)0⟩ = |x+ 1 2x+ 1 0 0⟩ ,
⟨L1| = ⟨0001|+ ⟨0011|+ ⟨0111| , |R(x)1⟩ =
∑
1≤n≤2
0≤a≤1
|x+ 1 2x+ 1 n a⟩ .
(5.122)
Analogously to tMPA, sMPA form of space evolution can be used to express
spatio-temporal correlation functions. Note that we cannot simply look at the
infinite-temperature state, since it is not stationary under the dual evolution. There-
fore to obtain correlation functions, one should follow a procedure similar to the
one outlined in Subsection 4.3.2, while replacing the stationary states from Subsec-
tion 2.2.4 with the appropriate time-states (as introduced in Section 5.1).
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Appendix 5.A Factorization of the stationary state
The matrix product form of asymptotic probability distributions exhibits a special
factorization property, given by equations (5.9–5.11).
To prove these relations, we first observe that the vectors ⟨l|Ws1W ′s2Ws3 and
⟨l′|W ′s2Ws3 are linearly dependent for any configuration (s1, s2, s3). Explicitly, we
can define a tensor of coefficients Λs1s2s3 so that the following holds,
⟨l|Ws1W ′s2Ws3 = Λs1s2s3 ⟨l′|W ′s2Ws3 , (5.123)
with the following values of the coefficients,
Λ000 = Λ001 =
ω(λ+ ξ − ξω)
ξ(λ+ ω − ξω) , Λ010 =
ω2(λ+ ξ − ξω)
(λ− ξω)2 − λ− ω ,
Λ011 =
ω
ξ
, Λ100 = Λ101 =
ω((λ− ξω)2 − λ− ξ)
ξ(λ+ ω − ξω) ,
Λ110 =
ω(λ+ ω − ξω)
(λ− ξω)2 − λ− ω , Λ111 =
ω(λ+ ω − ξω)
λ+ ξ − ξω .
(5.124)
Exchanging the roles of the parameters ξ ↔ ω, we obtain the dual relation,
⟨l′|W ′s1Ws2W ′s3 = Λ′s1s2s3 ⟨l|Ws2W ′s3 , (5.125)
where the coefficients tensor Λ′s1s2s3 is for any three-site configuration defined as
Λ′s1s2s3 = Λs1s2s3|ξ↔ω. The equalities (5.123) and (5.125) imply that the ratio of
matrix products appearing in the first relation of (5.9) can be simplified as
ps1s2s3...s2k−1
ps1s2s3...s2k−2
=
⟨l|r⟩ ⟨l|Ws1W ′s2 · · ·Ws2k−1 |r′⟩
⟨l|W0 +W1 |r′⟩ ⟨l|Ws1W ′s2 · · ·W ′s2k−2 |r⟩
=
⟨l|r⟩ ⟨l|Ws2k−3W ′s2k−2Ws2k−1 |r′⟩
⟨l|W0 +W1 |r′⟩ ⟨l|Ws2k−3W ′s2k−2 |r⟩
=
ps2k−3s2k−2s2k−1
ps2k−2s2k−1
,
(5.126)
where we used the definitions of probabilities of configurations of even and odd
lengths, as introduced in Section 2.2.4. The second relation of (5.9) and (5.10) can
be proved analogously.
A similar set of identities holds for the right vectors |r⟩ and |r′⟩,
W ′s1Ws2W
′
s3
|r⟩ = Λs3s2s1W ′s1Ws2 |r′⟩ , Ws1W ′s2Ws3 |r′⟩ = Λ′s3s2s1Ws1W ′s2 |r⟩ .
(5.127)
Note that the multiplicative coefficients have the reversed order of configuration
label with respect to (5.123) and (5.125). Similarly as before, relations (5.11) follow
directly from (5.127).
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Appendix 5.B A corresponding vertex model
A convenient way to introduce the transformation between the usual and dual rep-
resentation of dynamics is to interpret the circuits as a 2-dimensional vertex model.
Each line segment is either in the state s = 0 or s = 1, and the weights of vertices
with large circles are given by the 3-site propagator U as,
s1
s2
s3
s4
≡ U(s1,s4,s3),(s1,s2,s3) (5.128)
The small circles force all the incoming lines to be in the same state,
s1
s2 s3
sk· · · ≡ δs1,s2δs2,s3 · · · δsk−1,sk , (5.129)
where the weight is defined for any number k ≥ 2 of intersecting lines. From here
it clearly follows that exchanging the roles of space and time in the diagram (5.51)
can be achieved by requiring
Uˆ(s2,s3,s4),(s2,s1,s4) = U(s1,s4,s3),(s1,s2,s3), (5.130)
as given by Eq. (5.52).
5.B.1 Correlation functions
This interpretation is particularly convenient to show the equivalence between the
diagrams in Eq. (5.79). First note that for k = 2, the diagram (5.129) can be
transformed into a straight line,
= . (5.131)
In this context, the one-site maximum entropy state ω corresponds to the sum of
the line segment in states 0 and 1. This implies that we can always attach or remove
lines connected to the maximum entropy state from the small circle, as long as at
the end at least one such line remains,
= . (5.132)
Using these relations, the equivalence of the diagrams from (5.79) can be recast as
= . (5.133)
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This equality follows from the fact that the observables can be represented by diag-
onal one-site operators and can be therefore freely moved around the small circle,
= = = . (5.134)
Appendix 5.C Explicit formulation of local few-site
relations
We start by explicitly expressing coefficients α(′)s1s2s3 , β
(′)
s1s2s3 that satisfy factorization
condition in equation (5.92). Solving the first two factorization relations we obtain
the following solution,
α000 = α100 = α111 = 1, α
′
000 = α
′
001 = α
′
111 = 1,
α001 = α101 = α110 =
ξ(λ+ ω − ξω)
λ+ ξ − ξω , α
′
011 = α
′
100 = α
′
101 =
ω(λ+ ξ − ξω)
λ+ ω − ξω ,
α010 =
λ+ ξ − ξω
λ+ ω − ξω , α
′
010 =
λ+ ω − ξω
λ+ ξ − ξω ,
α011 =
ω(λ+ ξ − ξω)2
(λ+ ω − ξω)2 , α
′
110 =
ξ(λ+ ω − ξω)2
(λ+ ξ − ξω)2 ,
(5.135)
where we can immediately see that one set of parameters is transformed into another
one by exchanging ξ and ω, and reversing the order of indices,
α′s1s2s3 = αs3s2s1|ξ↔ω . (5.136)
Similarly, solving the bottom two equations we obtain
βs1s2s3 = αs1s2s3 , β
′
000 = β
′
001 = β
′
110 = α
′
000, β
′
011 = α
′
010,
β′010 = β
′
100 = β
′
101 = α
′
100, β
′
111 = α
′
110.
(5.137)
To demonstrate how the factorization property of the equilibrium state enables us
to formulate the few-site relations (5.93) and (5.94), we first introduce the following
notation for the basis vectors from R25 ,
es1s2s3s4s5 = es1 ⊗ es2 ⊗ es3 ⊗ es4 ⊗ es5 , e0 =
[
1
0
]
, e1 =
[
0
1
]
. (5.138)
Now we can express the first identity from Eq. (5.93) in explicit component form as,∑
s1,s2,s3,s4,s5
es1s2s3s4s5Uˆ3P2P4 · ⟨l|W ′s3SW ′s2SW ′s1
=
∑
s1,s2,s3,s4,s5
es1s2s3s4s5Uˆ3P2P4 · α′s3s2s1 ⟨l|W ′s2SW ′s1
=
∑
s1,s2,s3,s4,s5
es1s2s3s4s5P2P4 · (b|As2B′s3As4|t) ⟨l|W ′s2SW ′s1 ,
(5.139)
where to get from the first to the second line, we used the first of the factorization
conditions (5.92). Note that N and N′ satisfy an even stronger condition, where we
can remove the sum over s1 and s2. Namely,∑
s3,s4,s5
es1s2s3s4s5Uˆ3P2P4 · α′s3s2s1 =
∑
s3,s4,s5
es1s2s3s4s5P2P4 · (b|Ms2N ′s3Ms4|t). (5.140)
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Appendix 5.D Equivalence between different matrix
product states
To see that the MPS representation (5.22) is equivalent to time-states introduced
in Section 5.1 we first explicitly spell out the matrices M˜s, M˜ ′s which by defini-
tion (5.104) take the following form,
M˜0 =
⎡⎢⎢⎣
α000 α001 0 0
α000 α001 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎦ , M˜1 =
⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 α000 + α001
0 0 α000 + α001 0
⎤⎥⎥⎦ ,
M˜ ′0 =
⎡⎢⎢⎣
α′000 0 α
′
100 0
0 0 0 0
α′000 0 α
′
100 0
0 0 0 0
⎤⎥⎥⎦ , M˜ ′1 =
⎡⎢⎢⎣
0 0 0 0
0 0 0 α′000 + α
′
100
0 0 0 0
0 0 α′000 + α
′
100 0
⎤⎥⎥⎦ ,
(5.141)
while the boundary vectors ((L˜| and |R˜)) that solve equation (5.105) can be after
some straightforward algebraic manipulation expressed as
((L| = α
′
000 + α
′
100
1 + α001
α000+α001
+
α′100
α′000α
′
100
[
α′000
α′000+α
′
100
α′100
α′000+α
′
100
α′100
α′000+α
′
100
α001
α000+α001
]
,
|R)) = 1
α′000 + α
′
100
[
1 1 1 1
]T
.
(5.142)
Additionally, we note that the product (α000 + α001)(α′000 + α′100) is equal to the
leading eigenvalue λ of (W ′0 +W ′1)(W0 +W1),
λ = (α000 + α001)(α
′
000 + α
′
100). (5.143)
Equipped by these relations, it is easy to see that it is possible to introduce linear
maps Q, U , V ,
U =
⎡⎢⎢⎣
1 0 0 −α001
α000
1 0 0 1
0 0 1 0
0 1 0 0
⎤⎥⎥⎦ , V =
⎡⎢⎢⎣
1 0 0 −α′100
α000
0 0 1 0
1 0 0 1
0 1 0 0
⎤⎥⎥⎦ , Q =
⎡⎣1 0 0 00 1 0 0
0 0 1 0
⎤⎦ , (5.144)
so that the following holds for any s1, s2 ∈ {0, 1},
M˜s1UQ
TQU−1M˜ ′s2 = M˜s1M˜
′
s2
, M˜ ′s1V Q
TQV −1M˜s2 = M˜
′
s1
M˜s2 ,
((L˜|V QTQV −1M˜s1 = ((L˜|M˜s1 , M˜ ′s1V QTQV −1|R˜)) = M˜ ′s1 |R˜)).
(5.145)
This implies that the state (5.22) can be equivalently represented by an MPS with
a 3-dimensional auxiliary space
q = (xL|X1X′2X3 · · ·X′2m|xR), (5.146)
where the new matrices Xs, X ′s and boundary vectors (xL|, |xR) are defined as
Xs =
1
α000 + α001
QV −1M˜sUQT , X ′s =
1
α′000 + α
′
001
QV −1M˜ ′sUQ
T ,
(xL| = 1
α′000 + α
′
100
((L˜|V QT , |xR) = (α′000 + α′100)QV −1|R˜)),
(5.147)
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which implies the following explicit form,
X0 =
⎡⎢⎣ α
′
000
α′000+α
′
100
0 0
0 0 0
1 0 0
⎤⎥⎦ , X1 =
⎡⎢⎣0 α
′
100
α′000+α
′
100
0
0 0 1
0 0 0
⎤⎥⎦ ,
X ′0 =
⎡⎣ α000α000+α001 0 00 0 0
1 0 0
⎤⎦ , X ′1 =
⎡⎣0 α100α000+α001 00 0 1
0 0 0
⎤⎦ ,
(xL| = 1
1 + α001
α000+α001
+
α′100
α′000+α
′
100
[
1 α001
α000+α001
α′100
α′000+α
′
100
]
,
|xR) =
[
1 1 1
]T
.
(5.148)
Finally, expressing the parameters α001
α000+α001
and α
′
100
α′000+α
′
100
in terms of ξ, ω and λ,
one can verify that the matrices Xs, X ′s coincide with As, A′s, and boundary vectors
|xR), (xL| with |R), (L|, as defined in (5.23) and (5.25).
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Conclusion
The purpose of this thesis was to explore possibilities of exact solutions to simple
interacting many-body problems. As an example, we used two classical cellular
automata, the lattice model of charged hard-core particles and the Rule 54 reversible
cellular automaton (RCA54). In both models the particles move either to the left
or to the right with velocity 1 and undergo pairwise-scattering. As a consequence
of one possible speed of excitations, the models exhibit solitonic degrees of freedom,
which imply an exponentially increasing number of local conserved charges.
The solitonic excitations are the key to the solvability of both systems. In the
model of hard-core particles, solitons imply the existence of a convenient reduced
subspace of observables, to which the time-evolution of observables can be restricted.
This enables us to obtain exact linear transport coefficients and show the coexistence
of ballistic and diffusive transport. Additionally, we can obtain asymptotic density
profiles for an inhomogeneous quench and calculate the spatio-temporal correlation
function. The results can be generalized to the stochastic version of the model,
where the probability of neighbouring particles exchanging positions is nonzero.
The second manifestation of solvability is the time-dependent matrix product
ansatz (tMPA) formulation of time evolution in RCA54. Since all the solitons move
with one possible speed, the problem of time evolution of the local density can be
mapped onto the problem of counting solitons in a configuration inside the light-
cone. This procedure can be efficiently encoded in a matrix-product form, with the
time-dependent boundary vectors and infinite-dimensional matrices. Even though
the matrices are infinite, the form of the boundary vectors implies that at a finite
time the matrices can be replaced by the finite-dimensional ones, with the size that
is quadratic in time. This demonstrates that the complexity of time evolution does
not grow exponentially (as is generically the case), but rather polynomially. The
tMPA can be used to obtain exact expressions of the density profile after a par-
ticular inhomogeneous quench, and the spatio-temporal density-density correlation
function. Both results show ideal transport with diffusive corrections.
Even though the time evolution in RCA54 is much simpler than the generic
behaviour, one still wonders if the complexity can be further reduced by considering
the dynamics at one fixed spatial point. The intuition is that one does not need the
full information about time-evolution to express multi-time correlation functions at a
fixed position. In RCA54 this is indeed the case: due to the statistical independence
of solitons in the Gibbs state, the multi-time correlations can be encoded in terms of
an MPS with the bond dimension 3. This motivates us to wonder whether this MPS
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(referred to as the time-state) can be understood as a fixed point of a dual model,
i.e. a model that is related to RCA54 by the exchange of roles of space and time.
We show that it is possible to define a model like that, and introduce a convenient
circuit formulation, for which the quasi-particle interpretation of the dynamics is
not explicitly required.
The main open question is how to put this work in a broader context. At the
moment the results might seem isolated and there is no clear understanding of what
is the underlying structure that enables the solvability. Some steps in this direction
have already been made. In Ref. [97] the NESS of the deterministic model of charged
particles coupled to stochastic boundaries has been studied, as well as a generaliza-
tion of the inhomogeneous quench from Section 3.3, and the tMPA representation
of time-evolved local observables. An algebraic interpretation of the various sta-
tionary states was provided, which puts the model into the framework build around
exchange models. However, this description only applies to the deterministic version
of the model and it has not yet been extended to include the stochastic generaliza-
tion. For RCA54, Bethe equations were recently formulated [134]. This proves the
Bethe-ansatz integrability of the model, but a more algebraic interpretation is still
missing.
At the moment it is not entirely clear, what are the requirements for the efficient
tMPA description of time evolution. Intuitively it seems that tMPA exists at least
for the systems with one possible speed of particles that interact pairwise. Besides
the two models studied here, another example is the deterministic version of the
PXP model studied in [140]. A more ambitious goal is to extend it to other systems,
where this strict condition is not fulfilled. The first step would be to try to formulate
it for systems with a finite number of possible speeds, such as the box-ball cellular
automaton [158, 159].
Another exciting prospect is to try to apply the circuit formulation of RCA54
to other physical quantities, starting with the two-point correlation functions. This
would open new possibilities of generalization of results, since the simplifications
of circuits rely on well defined few-site relations and do not explicitly depend on
the particularities of the quasi-particle description of the dynamics. Furthermore,
it would be nice to extend the circuit interpretation to the quantum version of
the model. In this way one hopes to find a new class of quantum models for which
questions related to the complexity of quantum dynamics could be answered exactly.
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Razširjeni povzetek v slovenskem
jeziku
V doktorskem delu predstavimo nekaj eksaktnih rešitev dveh klasičnih modelov del-
cev z interakcijo. Kljub temu, da sta zelo preprosta, imata makroskopske značilnosti,
tipične za bolj standardne sisteme. Obravnavana modela lahko torej razumemo kot
primer najpreprostejših sistemov, kjer lahko z eksaktnimi metodami preučujemo
izvor makroskopskih zakonov iz mikroskopskega opisa.
Statistična fizika sistemov na mreži in v diskretnem
času
Začnemo z vpeljavo obeh modelov in definicijami, ki jih potrebujemo v nadaljevanju.
Čeprav lahko koncept statističnih stanj in opazljivk vpeljemo na zelo podoben način,
bomo zaradi konkretnosti pokazali definicije na obeh primerih.
Model nabitih delcev s kontaktno interakcijo
Prvi sistem, ki ga obravnavamo v tem doktorskem delu, je model nabitih delcev
na mreži, ki se v diskretnem času deterministično premikajo levo oz. desno in se
ob srečanju med seboj odbijejo. Definiran je na enodimenzionalni mreži dolžine
2n s periodičnimi robnimi pogoji. Vsako mesto je bodisi prazno, bodisi zasedeno
z nabitim delcem. Konfiguracija sistema je enolično določena z nizom s ternarnih
števil
s = {s1, s2, . . . , s2n}, sx ∈ {0,±1}, (1)
kjer sx = 0 pomeni, da je mesto x prazno, medtem ko sx = ±1 označuje mesto
s pozitivno ali negativno nabitim delcem. Časovna evolucija je podana z lokalnim
pravilom na dveh sosednjih mestih ϕ, ki vsaki konfiguraciji (s1, s2) enolično predpiše
novo vrednost (s′1, s′2) = ϕ(s1, s2). Za poljubno kombinacijo s1, s2 ∈ {+1,−1} je ϕ
podan kot
ϕ(0, 0) = (0, 0), ϕ(0, s2) = (s2, 0), ϕ(s1, 0) = (0, s1), ϕ(s1, s2) = (s1, s2). (2)
Pravilo ϕ grafično predstavimo kot
s1 s2
s′1 s
′
2
, (3)
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x
t
Slika 1: Primer časovne evolucije za verigo dolžine 2n = 14. Modri in zeleni
krogci predstavljajo mesta, na katerih se nahajajo pozitivno in negativno nabiti
delci, medtem ko beli krogci ustrezajo praznim poljem. Za pomoč so narisane barvne
črte, ki označujejo položaj delca v času. Časovna evolucija je podana v dveh korakih:
v prvem koraku uporabimo preslikavo ϕ na liho-sodih parih sosednjih mest, v drugem
koraku pa na sodo-lihih parih. Pari mest, na katerih uporabimo ϕ so označeni s
črtkanimi štirikotniki.
kjer beli krogci predstavljajo prazna mesta, modri in zeleni pa pozitivno in negativno
nabite delce. Časovna evolucija celotne konfiguracije 2n mest je sestavljena iz dveh
korakov, v prvem uporabimo ϕ na liho-sodih parih sosednjih mest, medtem ko v
drugem koraku ϕ uporabimo na sodo-lihih parih,
st+1 =
{
ϕe(st), t ≡ 0 (mod 2),
ϕo(st), t ≡ 1 (mod 2). ,
ϕe = ϕ1,2 ◦ ϕ3,4 ◦ · · · ◦ ϕ2n−1,2n, ϕo = ϕ2,3 ◦ ϕ4,5 ◦ · · · ◦ ϕ2n,1.
(4)
Primer celotne časovne evolucije je podan na sliki 1
Makroskopska stanja in opazljivke
Statistična (tudi makroskopska) stanja so verjetnostne porazdelitve konfiguracij.
Identificiramo jih z vektorji iz R32n , ki so primerno normirani,
p =
[
p0 p1 p2 · · · p32n−1
]T
,
32n−1∑
s=0
ps = 1, (5)
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kjer komponente ps ustrezajo verjetnostim posameznih konfiguracij. Časovno evo-
lucijo stanj podamo z 9 lokalno matriko U ,
U(s′1,s′2),(s1,s2) = δ(s′1,s′2),ϕ(s1,s2), U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0 1
0 1
1 0
1
1
1 0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6)
Tudi časovna evolucija stanj je sestavljena iz dveh časovnih korakov, tako da v enem
koraku delujemo z U na liho-soda mesta, potem pa na sodo-liha,
pt+1 =
{
U ept, t ≡ 0 (mod 2),
Uopt, t ≡ 1 (mod 2),
U e =
n∏
j=1
U2j−1,2j, Uo =
n∏
j=1
U2j,2j+1, Uj,j+1 = 1
⊗j−1 ⊗ U ⊗ 1⊗2n−j−1.
(7)
Opazljivka a je realna funkcija nad množico konfiguracij, ki vsaki konfiguraciji
s predpiše realno število a(s) ∈ R. Pričakovana vrednost opazljivke a v stanju p je
po definiciji enaka
⟨a⟩p =
∑
s
a(s)ps ≡ a · p, (8)
kjer smo uvedli a kot vrstični (dualni) vektor, s komponentami a(s). Prostor opa-
zljivk je torej dualen prostoru stanj, zato lahko definiramo časovno evolucijo opa-
zljivk preko naslednje relacije
a · p2t = aUo · · ·UoU e  
2t
p ≡ a2t · p. (9)
Na prostoru opazljivk vpeljemo še množenje po komponentah,
(ab)(s) = a(s)b(s), (10)
torej je prostor opazljivk tudi komutativna algebra. Vpeljemo ultralokalno bazo [∅]j,
[+]j in [−]j, 1 ≤ j ≤ 2n, definirano kot
[∅]j(s) = δsj ,0, [+]j(s) = δsj ,1, [−]j(s) = δsj ,−1. (11)
Vsako lokalno opazljivko lahko definiramo kot linearno kombinacijo produktov ultra-
lokalnih baznih opazljivk. Vpeljemo še naslednji kratek zapis za lokalne opazljivke
na r mestih,
[α1α2 . . . αr]x = [α1]x[α2]x+1 · · · [αr]x+r−1, αj ∈ {∅,+,−}. (12)
Zaradi dodatne algebrajske strukture lahko opazljivke predstavimo kot diago-
nalne matrike,
⟨a⟩p = a · p ≡ ω⊗2nO(a)p, ω =
[
1 1 1
]
, (13)
kjer smo vpeljali O(a) kot 32n × 32n diagonalno matriko z matričnimi elementi po-
danimi z vektorjem a.
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Stacionarna stanja
Stacionarna stanja so invariantna na časovno evolucijo za sodo število korakov,
UoU ep = p, kar lahko ekvivalentno zapišemo kot
U ep = p′, Uop′ = p. (14)
V modelu imamo eno družino produktnih stacionarnih stanj,
p = p1 ⊗ p2 ⊗ · · · ⊗ p2  
2n
, p′ = p2 ⊗ p1 ⊗ · · · ⊗ p1  
2n
, (15)
kjer predpostavimo naslednjo obliko.
p1,2 =
⎡⎢⎢⎢⎣
1− ρ1,2
1
2
(ρ1,2 + µ1,2)
1
2
(ρ1,2 − µ1,2)
⎤⎥⎥⎥⎦ . (16)
Če vstavimo ta nastavek v zahtevo za stacionarnost (14), dobimo naslednjo povezavo
med parametri na sodih in lihih mestih,
µ1
ρ1
=
µ2
ρ2
. (17)
Reverzibilni celični avtomat s pravilom 54
Drugi model, ki ga obravnavamo v tem delu, je reverzibilni celični avtomat, podan s
pravilom 54 (RCA54). Tudi ta je definiran na verigi dolžine 2n, le da je tokrat vsako
polje bodisi prazno, bodisi polno. Konfiguracija je torej podana z nizom binarnih
števil,
s = {s1, s2, . . . , s2n}, sx ∈ {0, 1}. (18)
Tako kot prej, je tudi tokrat časovna evolucija podana v dveh korakih,
st =
{
χe(st−1), t ≡ 0 (mod 2),
χo(st−1), t ≡ 1 (mod 2), ,
χe(s1, s2, . . . , s2n) = (s1, s
′
2, s3, s
′
4, . . . , s
′
2n),
χo(s1, s2, . . . , s2n) = (s
′
1, s2, s
′
3, s4, . . . , s2n)
s′x = χ(sx−1, sx, sx+1),
(19)
kjer je χ(s1, s2, s3) pravilo lokalne časovne evolucije, ki priredi novo vrednost sre-
dnjemu mestu, medtem ko konfiguracija na levi in desni ostane enaka,
s′2 = χ(s1, s2, s3) ≡ s1 + s2 + s3 + s1s3 (mod 2). (20)
Predstavljamo si lahko, da ima veriga žagasto obliko in podamo konfiguracijo ob
času t kot
st = (. . . , st−1x−1, s
t
x, s
t−1
x+1, s
t
x+2, . . .), x+ t ≡ 0 (mod 2), (21)
kjer spodnji indeks opisuje položaj na verigi, zgornji pa časovni korak. Zahtevamo,
da imata oba indeksa isto parnost,
s2t = (s2t−11 , s
2t
2 , s
2t−1
3 , . . . , s
2t
2n), s
2t+1 = (s2t+11 , s
2t
2 , s
2t+1
3 , . . . , s
2t
2n). (22)
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Slika 2: Primer časovne evolucije. Začnemo s konfiguracijo 2n = 28 mest na dnu
in jo propagiramo v času. Črna polja se obnašajo kot delci, ki se premikajo levo in
desno s hitrostjo 1. Ko se dva delca srečata, se anihilirata, nato pa takoj naslednji
korak spet pojavita. To povzroči, da se delec pri vsaki interakciji upočasni za en
korak.
Geometrijsko si lahko predstavljamo, da so mesta z manjšim časovnim indeksom na
dnu žagaste mreže, mesta z večjim indeksom pa na vrhu. Časovna evolucija potem
prestavi spodnja mesta nad zgornja, tako da se parnost žage spremeni,
st−1x−3
st−2x−2
st−1x−1
st−2x
st−1x+1
st−2x+2
st−1
−→ st−1x−3 st−1x−1 st−1x+1
stx−2 stx s
t
x+2
st
−→
st+1x−3
stx−2
st+1x−1
stx
st+1x+1
stx+2
st+1
. (23)
V tej sliki lahko pravila časovne evolucije predstavimo kot
s1
s2
s3
s′2
, (24)
kjer beli štirikotniki pripadajo praznim, črni pa polnim mestom. Na sliki 2 je pri-
kazan primer tako definirane časovne evolucije.
Stanja in opazljivke
Makroskopska stanja so podobno kot prej predstavljena z R22n vektorji,
p =
[
p0 p1 . . . p22n−1
]T
,
22n−1∑
s=0
ps = 1. (25)
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Njihova časovna evolucija je definirana preko lokalnega operatorja U ,
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
1
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, U(s′1,s′2,s′3),(s1,s2,s3) = δs′1,s1δs′2,χ(s1,s2,s3)δs′3,s3 (26)
in je podana kot
p(t+ 1) =
{
U ep(t), t ≡ 0 (mod 2),
Uop(t), t ≡ 1 (mod 2), ,
U e =
n∏
j=1
U2j, U
o =
n∏
j=1
U2j+1, Uj ≡ 1⊗j−2 ⊗ U ⊗ 1⊗2n−j−1.
(27)
Opazljivke so tako kot prej funkcije nad množico konfiguracij in jih lahko pred-
stavimo z vektorji iz prostora dualnega prostoru stanj. Pričakovana vrednost je
definirana kot
⟨a⟩p = a · p ≡ ω⊗2nO(a)p, ω =
[
1 1
]
. (28)
Vpeljemo tudi ultralokalno bazo {[0]x, [1]x}2nx=1 z naslednjimi baznimi elementi
[0]x(s) = δsx,0, [1]x(s) = δsx,1. (29)
Za razliko od prej tokrat daljše bazne opazljivke označimo z indeksom, ki označuje
položaj okoli katerega je opazljivka centrirana,
[α1α2 · · ·αr]x = [α1]x−⌊r/2⌋[α2]x−⌊r/2⌋+1 · · · [αr]x+⌊(r−1)/2⌋. (30)
Stacionarna stanja
Tako kot prej, stacionarna stanja zadoščajo naslednjemu pogoju,
p′ = U ep, p = Uop′, (31)
le da tokrat ta stanja niso produktna, temveč jih lahko zapišemo kot matrično-
produktna stanja (MPS). Vektorja W(ξ, ω) in W′(ξ, ω) razumemo kot vektorja v
fizikalnem prostoru,
W(ξ, ω) =
⎡⎣W0(ξ, ω)
W1(ξ, ω)
⎤⎦ , W′(ξ, ω) =
⎡⎣W ′0(ξ, ω)
W ′1(ξ, ω)
⎤⎦ . (32)
Njune komponente so 3× 3 matrike, ki so odvisne od dveh pozitivnih parametrov ξ
in ω,
W0(ξ, ω) =
⎡⎣1 0 0ξ 0 0
1 0 0
⎤⎦ = W ′0(ω, ξ), W1(ξ, ω) =
⎡⎣0 ξ 00 0 1
0 0 ω
⎤⎦ = W ′1(ω, ξ). (33)
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Matrike zadoščajo kubični algebraični relaciji,
UW1W
′
2W3S =W1SW2W
′
3, (34)
kjer je S matrika v pomožnem prostoru
S =
⎡⎣1 1
1
⎤⎦ , S2 = 1. (35)
Stacionarna stanja lahko s pomočjo matrik Ws, W ′s zapišemo kot
p(2n) =
1
Z
tr
(
W1W
′
2 · · ·W′2n
)
, p′(2n) =
1
Z
tr
(
W′1W2 · · ·W2n
)
, (36)
kjer je Z konstanta določena z normalizacijo.
V asimptotski limiti, ko gre dolžina verige v neskončno, lahko definiramo verje-
tnosti za končne konfiguracije kot
p[1,2m] = lim
n→∞
tr
(
W1W
′
2W3 · · ·W′2mT n−m
)
trT n
= λ−m
⟨l|W1W′2W3 · · ·W′2m |r⟩
⟨l|r⟩ ,
(37)
kjer je T = (W0 + W1)(W ′0 + W ′1) in λ vodilna lastna vrednost T , ⟨l| in |r⟩ pa
pripadajoča lastna vektorja,
T |r⟩ = λ |r⟩ , ⟨l|T = λ ⟨l| . (38)
Če definiramo |r′(ξ, ω)⟩ = |r(ω, ξ)⟩ in ⟨l′(ξ, ω)| = ⟨l(ω, ξ)|, lahko zapišemo izraze za
asimptotske verjetnosti končnih konfiguracij kot
p
(
s1
s2
· · · · · ·
s2m
)
:= ps1s2...s2m =
λ−m
⟨l|r⟩ ⟨l|Ws1W
′
s2
· · ·W ′s2m |r⟩ ,
p
(
s1
s2
· · · · · ·
s2m
)
:= p′s1s2...s2m =
λ−m
⟨l′|r′⟩ ⟨l
′|W ′s1Ws2 · · ·Ws2m |r′⟩ ,
p
(
s1
s2
· · ·
· · ·
s2m−1
)
:= ps1s2...s2m−1 = λ
−(m−1) ⟨l|Ws1W ′s2 · · ·Ws2m−1 |r′⟩
⟨l| (W0 +W1) |r′⟩ ,
p
(
s1
s2
· · ·
· · ·
s2m−1
)
:= p′s1s2...s2m−1 = λ
−(m−1) ⟨l′|W ′s1Ws2 · · ·W ′s2m−1 |r⟩
⟨l′| (W ′0 +W ′1) |r⟩
.
(39)
Transportne lastnosti modela nabitih delcev s kon-
taktno interakcijo
Čeprav je teorija linearnega odziva konceptualno preprosta in vsestransko uporabna
za opis mnogih sistemov, je zelo težko najti eksplicitno obliko korelacijskih funk-
cij, potrebnih za izračun transportnih koeficientov. Tukaj predstavimo primer, v
katerem lahko to naredimo eksaktno.
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Računska baza opazljivk
Preden pričnemo z izpeljavo rezultatov, vpeljemo naslednji dve bazi lokalnih opa-
zljivk,
[0]j = [∅]j + [+]j + [−]j, [0]′j =
2− 3ρ
2
[∅]j +
ρ
2
[0]j,
[1]j = [+]j − [−]j, [1]′j =
1
2
[1]j,
[2]j =
ρ
1− ρ [∅]j − [+]j − [−]j, [2]
′
j =
2− 3ρ
2
[∅]j +
1− ρ
2
[2]j
(40)
kjer je [0]j multiplikativna identiteta v algebri opazljivk, [1]j meri lokalni naboj, [2]j
pa je izbrana tako, da je pričakovana vrednost v prej vpeljanih stanjih p enaka 0,
⟨[2]⟩p = 0. Bazni elementi [β]′j so določeni tako, da sta leva in desna baza dualni
glede na pričakovano vrednost ⟨·⟩, ⟨[α]j[β]′j⟩ = δα,β.
V splošnem so stanja, ki jih obravnavamo periodična s periodo 2, zato imajo liha
in soda mesta drugačno vrednost ρ. V takem primeru moramo tudi parametre baze
spremeniti, da se ujemajo z gostoto na mestu in v definiciji (40) nadomestimo ρ z ρ1
za lihe in ρ2 za sode vrednosti j. Poleg tega vpeljemo še simetrično parametrizacijo
stanj, ρ = (ρ1 + ρ2)/2, ∆ = (ρ1 − ρ2)/2, µ = ρµ1/ρ1 = ρµ2/ρ2.
Transportni koeficienti v linearnem odzivu
V našem primeru so transportni koeficienti linearnega odziva izraženi s pomočjo
povezanega dela avtokorelacijske funkcije toka,
CJ(2t) = lim
n→∞
1
n
⟨J2tJ⟩cp, ⟨atbt
′⟩cp = ⟨atbt
′⟩p − ⟨at⟩p⟨bt
′⟩p, (41)
kjer je J =
∑2n
x=1 jx,x+1 celoten tok naboja. Prevodnost σ je definirana kot časovni
integral (v našem primeru vsota) avtokorelacijske funkcije,
σ =
1
2
CJ(0) +
∞∑
t=0
CJ(2t) (42)
in je preko Einsteinove relacije povezana z difuzijsko konstanto D,
σ = χD, χ = ρ− µ2
(
1 +
∆2
ρ2
)
, (43)
kjer je χ statična susceptibilnost. V primeru idealnega (balističnega) transporta
prevodnost divergira, kar kvantificiramo z Drudejevo utežjo D, definirano kot
D = lim
t→∞
CJ(t). (44)
Da bi lahko eksaktno izračunali avtokorelacijsko funkcijo, najprej opazimo mo-
žnost redukcije na podprostor opazljivk, saj imajo s tokom neničelno prekrivanje le
take opazljivke iz računske baze, ki imajo eno 1 in največ eno 2 v ternarnem zapisu.
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Poleg tega opazimo, da časovna evolucija opazljivk z več kot eno 2 v ternarnem za-
pisu nikoli ne bo imela prekrivanja s tokom, zato lahko vse take opazljivke zavržemo
in časovno evolucijo zapišemo na reduciranem podprostoru AJ , definiranem kot
AJ = lsp{y+0 , y−0 , y+1 , y−1 , z+2d,0, z−2d,0, z+2d+1,1, z−2d+1,1; d ≥ 0},
y±0 =
n∑
x=1
[10]2x ± [01]2x, y±1 =
n∑
x=1
[12]2x ± [21]2x,
z±d,k =
n∑
x=1
[0 0 . . . 0  
k
1 0 . . . 0  
d
2]2x ± [02 0 . . . 0  
d
1 0 . . . 0  
k
]2x.
(45)
Korelacijsko funkcijo lahko ekvivalentno izračunamo kot
CJ(2t) = lim
n→∞
1
n
⟨JU2tJ⟩cp, U = PU eηP = PηUoP, (46)
kjer je P projektor na AJ in η operator translacije za 1 mesto. Dimenzija podpro-
stora, na katerega deluje reduciran operator časovnega razvoja U , raste linearno z
dolžino verige, kar je bistveno počasneje kot celoten prostor, ki se povečuje ekspo-
nentno. To nam omogoči ekspliciten izračun avtokorelacijske funkcije,
CJ(0) = (1− ρ)(ρ(2− ρ) + µ2) + ∆2
(
3− ρ− µ
2
ρ2
(5− ρ)
)
,
CJ(2t > 0) = 2ρ
(
µ2
ρ2
(1− ρ) + ∆
2
ρ2
(
1− µ
2
ρ2
(1 + ρ)
))
+ 2ρ(1− ρ)4
(
1− µ
2
ρ2
)(
1− ∆
2
ρ2
)
(1− 2ρ)2t−2.
(47)
Če je ∆ = µ = 0, je transport difuziven, difuzijska konstanta in prevodnost pa sta
D = 1
2
(ρ−1 − 1), σ = 1
2
(1− ρ). (48)
V nasprotnem primeru je transport balističen in Drudejeva utež ima naslednjo
obliko,
D = 2µ2
(
ρ−1 − 1)+ 2∆2ρ−1(1− µ2
ρ2
(1 + ρ)
)
. (49)
Nehomogen začetni problem
S podobnimi metodami lahko obravnavamo poseben nehomogen začeten problem,
v katerem ob času t = 0 skupaj staknemo dve polneskončni verigi, pripravljeni v
različnih stacionarnih stanjih,
p = pL1 ⊗ pL2 ⊗ pL1 ⊗ · · · ⊗ pL2  
n
⊗pR1 ⊗ pR2 ⊗ · · · ⊗ pR2  
n
,
p
L/R
j =
⎡⎢⎢⎢⎣
1− ρj
1
2
(ρj + µ
L/R
j )
1
2
(ρj − µL/Rj )
⎤⎥⎥⎥⎦ , ρ1,2 = ρ±∆, µ
R/L
j
ρj
=
µR/L
ρ
,
(50)
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in nato pustimo, da sistem sledi običajni časovni evoluciji. Zanima nas, kakšen bo
profil naboja po dolgem času,
f(x, t) = ⟨qx,x+1⟩pt = ⟨qx,x+1pt⟩, p =
2n∏
x=1
(
[0]′x + µ(x)[1]
′
x
)
, (51)
kjer smo uporabili dualnost med opazljivkami in stanji, zato da smo vpeljali opa-
zljivko p, ki pripada stanju p. Tukaj µ(x) označuje neravnovesje naboja na mestu
x, t.j. µ(x) = µL/R1,2 odvisno od parnosti in položaja na levi/desni strani verige. Po-
dobno kot pri izračunu avtokorelacijske funkcije, lahko tudi tukaj problem omejimo
na reduciran podprostor, tako da p nadomestimo z linearizirano opazljivko p˜,
p˜ =
n/2∑
x=1
µL1 [1]
′
2x−1 + µ
L
2 [1]
′
2x +
n∑
x=n/2+1
µR1 [1]
′
2x−1 + µ
R
2 [1]
′
2x. (52)
Operator časovne evolucije se na podprostoru sestavljenem iz [1]′j, zapiše kot ne-
skončna bločno-tridiagonalna matrika, ki jo lahko z uporabo Fourierjeve transforma-
cije diagonaliziramo in tako dobimo formalno obliko profila naboja f(x, t). Zanimiva
je dolgočasovna limita profila naboja na žarkih s fiksnim razmerjem med razdaljo
od sredine in časom,
f(v) = lim
t→∞
lim
n→∞
f(n+ 1 + 2vt, 2t). (53)
Na taki, balistični, skali ima profil obliko stopnice, ki se premika s fiksno hitrostjo γ1,
f(v) = θ(γ1 − v)µL + θ(v − γ1)µR, γ1 = ∆
ρ
=
ρ1 − ρ2
ρ1 + ρ2
, (54)
kjer θ(x) označuje Heavisideovo funkcijo. Če se zdaj prestavimo bliže k stopnici,
tako da fiksiramo v − γ1 = u/
√
t, profil postane zvezen in ima obliko erf(x),
f˜(u) = lim
t→∞
lim
n→∞
f(n+ 1 + 2t(γ1 +
u√
2t
), 2t)
=
1
2
(µR + µL) +
1
2
(µR − µL) erf
( u
2
√
2γ2
)
, γ2 =
1
4
(ρ−1 − 1)(1− ∆
2
ρ2
).
(55)
To je obnašanje, tipično za difuzijski transport in D = 2γ2 lahko primerjamo z
difuzijsko konstanto izračunano v linearnem odzivu.
Časovno-prostorska korelacijska funkcija
Kot zadnji primer izračunamo še časovno-prostorsko korelacijsko funkcijo gostote
naboja,
Cq(x, t) = ⟨qt0,1 qx,x+1⟩cp. (56)
Uporabimo enak pristop kot že dvakrat do zdaj in se omejimo na podprostor opa-
zljivk z eno 1 in največ eno 2 v ternarnem zapisu. Bistvena razlika je, da je tokrat
baza popolnoma lokalna (in ne ekstenzivna, tako kot pri avtokorelacijski funkciji
toka), zato je prostor nekoliko večji. Reduciran operator časovnega razvoja bločno
diagonaliziramo z uporabo Fourierjeve transformacije in nato izračunamo ustrezna
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Slika 3: Primer asimptotskega profila korelacijske funkcije Cq(x, t) ob različnih
časih, kot je podano z enačbo (57), kjer sta parametra izbrana kot ρ = 0.8 in µ = 0.4.
prekrivanja opazljivk. Asimptotska oblika korelacijske funkcije je sestavljena iz di-
fuzijskega centralnega dela in dveh balističnih repov, ki se premikata s fiksnima
hitrostma levo in desno,
Cq(x, t) = ρ
(
1− µ
2
ρ2
)
1√
4tπD e
− x2
4Dt +
µ2
2
D (δx/2,t + δ−x/2,t) , (57)
kjer je D = 1
2
(ρ−1 − 1). Primer profila je prikazan na sliki 3.
Časovna evolucija opazljivk v RCA54
Če smo v prejšnjem poglavju prevedli računanje korelacijskih funkcij na časovno
evolucijo na reduciranem podprostoru, tukaj formalno zapišemo celotno časovno
evolucijo opazljivke, ki ustreza lokalni gostoti delcev v RCA54.
Časovno odvisni matrično-produktni nastavek
Najprej opazimo, da je dovolj zapisati časovno evolucijo za opazljivko ρ0 = [1]0 ≡ [1],
saj velja naslednje
[1]tx =
{
ηx
(
[1]t
)
; x ≡ 0 (mod 2),
ηx
(
[1]t−1
)
; x ≡ 1 (mod 2), (58)
kjer smo uporabili enostavnejši zapis [·] ≡ [·]0. V vsakem časovnem koraku se dolžina
nosilca (t.j. dolžina dela verige na katerem opazljivka netrivialno deluje) podaljša za
2 mesti, torej lahko ob času t zapišemo
[1]t =
∑
s−t,s−t+1,...,st
cs−ts−t+1s−t+2...st(t)[s−ts−t+1s−t+2 · · · st], (59)
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Slika 4: Primer dovoljene konfiguracije (zgornja žaga). Oranžno, rdeče in zeleno
obrobljena polja ustrezajo trem različnim solitonom. Oranžni delec potuje skozi
polje (0, 0), medtem ko rdeči in zeleni soliton izvirata iz zunanjosti svetlobnega
stožca. Ekvivalentno si lahko predstavljamo, da pričnemo z zgornjo konfiguracijo
in jo propagiramo navzdol v negativnem času. Oranžni soliton prispe do spodnjega
polja, medtem ko rdeči in zeleni uideta iz svetlobnega stožca in ne moreta prispeti
do izhodišča.
kjer so cs−t...st(t) formalni koeficienti v razvoju po bazi. Časovna evolucija za en
korak je torej popolnoma določena z naslednjim predpisom,
Uo/e[s−t · · · st] = Uo/e
(
[0s−t · · · st0] + [0s−t · · · st1] + [1s−t · · · st0] + [1s−t · · · st1]
)
=
1∑
s−t−1,st+1=0
U−tU−t+2 · · ·Ut[s−t−1s−ts−t+2 · · · st+1].
(60)
Zaradi determinističnosti časovnega propagatorja, se vsaka opazljivka na desni strani
enačbe (60) preslika v natanko eno bazno opazljivko. Posledica tega je, da imajo
lahko koeficienti cs−t...st(t) bodisi vrednost 0, če ustrezajo nedostopnim konfiguraci-
jam, bodisi 1, če ustrezajo dostopnim konfiguracijam. Poleg tega vemo, da bo izmed
vseh 22t+1 možnih konfiguracij natanko 4t dostopnih.
Da bi zapisali časovno evolucijo gostote, moramo torej najti način za eksplicitno
identifikacijo dostopnih konfiguracij. Začetno stanje je [1], kar ustreza vsem možnim
konfiguracijam, v katerih se en soliton ob času t = 0 nahaja v izhodišču. Ob času
t, se ta soliton nahaja nekje med pozicijama x = −t in x = t na verigi. Temu
delu verige pravimo svetlobni stožec. Natančna pozicija tega solitona je odvisna od
števila sipanj, v katerih je bil udeležen. Primer vidimo na sliki 4. Konfiguracija
ob času t vsebuje informacije o vseh delcih, ki so vstopili v svetlobni stožec, in o
celotni zgodovini njihovih sipanj, zato lahko poljubno konfiguracijo propagiramo v
negativnem času, da bi ugotovili ali je eden izmed solitonov prišel iz izhodišča. Če
se je to zgodilo, koeficientu cs−t,s−t+1,...,st(t) damo vrednost 1, sicer pa 0.
Koeficiente lahko učinkovito zapišemo v obliki časovno-odvisnega matrično-pro-
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duktnega nastavka (tMPA) kot
cs−t,...st(t) = ⟨L(t)|Xs−tYs−t+1Xs−t+2 · · ·Yst−1Xst |R⟩
+ ⟨L′|X ′s−tY ′s−t+1X ′s−t+2 · · ·Y ′st−1X ′st |R′(t)⟩ ,
(61)
kjer so Xs, Ys, X ′s, Y ′s ∈ End(V), s ∈ {0, 1} linearni operatorji nad neskončno di-
menzionalnim Hilbertovim prostorom V = lsp{|c, w, n, a⟩; c, w ∈ N0, n ∈ {0, 1, 2}, a ∈
{0, 1}} in ⟨L(t)| , ⟨L′| , |R⟩ , |R(t)⟩ ∈ V so ustrezni robni vektorji. tMPA (61) je
sestavljen iz dveh matričnih produktov, od katerih prvi ustreza solitonu, ki se giblje
levo, drugi pa desno gibajočemu se delcu. Konstrukcija obeh členov je zelo podobna
in sloni na preprostem algoritmu. Začnemo s konfiguracijo (s−t, s−t+1, . . . , st) ∈
{0, 1}2t+1 in poskušamo konstruirati matričen produkt, ki bo 1, če konfiguracija vse-
buje levo premikajoč se soliton in 0, če ga ne vsebuje. Predstavljamo si, da začnemo
na levem robu konfiguracije in prebiramo konfiguracijo v smeri proti desni, tako da
v vsakem koraku dodamo en bit. Kadarkoli opazimo levo premikajoč se soliton, ga
označimo in poskusimo ugotoviti ali je prišel iz izhodišča, tako da štejemo njegova
sipanja z ostalimi delci. Da bi lahko postopek učinkovito zakodirali, vpeljemo štiri
pomožne prostostne stopnje, |c, w, n, a⟩.
1. Aktivacijski bit, a ∈ {0, 1}, nam pove ali smo na levi ali desni strani označenega
solitona. Če je a = 0, se stanje za vsak levo gibajoč se delec razcepi na dva
dela. Prvi del ima a = 0 in ustreza situaciji, ko še vedno iščemo soliton, ki
se giblje levo, medtem ko drugi del (t.j. a = 1) ustreza situaciji, ko štejemo
solitone in ugotavljamo, ali je označeni soliton prišel iz izhodišča.
2. Števec sipanj, c ∈ N0, predstavlja število sipanj, v katerih bi moral biti označeni
soliton udeležen, da bi prišel iz izhodišča. Medtem ko je a = 0, se števec sipanj
vsaki dve mesti poveča za 1. V nasprotnem primeru (t.j. a = 1), se števec
sipanj zmanjša za 1 kadarkoli srečamo desno gibajoč se delec, ki se je sipal z
označenim solitonom. Ko pridemo na desni rob svetlobnega stožca, je c = 0
v primeru konfiguracije, ki ustreza levo gibajočemu se solitonu, ki je šel skozi
izhodišče.
3. Števec sipalne širine, w ∈ N0, označuje v koliko sipanjih so bili udeleženi
desno gibajoči se delci, ki so na desni strani označenega solitona. Na levi
strani svetlobnega stožca je širina enaka t, nato pa se zmanjša za 1 na vsaki
dve mesti. Dodatno se širina zmanjša za 1, kadarkoli opazimo levo gibajoč se
delec na desni strani označenega solitona. Vsi desno gibajoči se delci, ki jih
srečamo po tem, ko w pade na 0, se niso mogli sipati z označenim solitonom.
4. Zasedbeno število, n ∈ {0, 1, 2}, nam da dodatno informacijo o zasedenih po-
ljih, ki jo potrebujemo za identifikacijo delcev v konfiguraciji. Eksplicitno,
n = 0 pomeni, da je trenutno polje prazno, n = 1 ustreza situaciji, ko je tre-
nutno polje prazno in polje na levi polno, medtem ko n = 2 pomeni, da sta
tako trenutno polje, kot levi sosed, polni.
Ta proces ustreza naslednji izbiri robnih vektorjev,
⟨L(t)| = ⟨0, t, 0, 0| , |R⟩ = |0, 0, 0, 1⟩+ |0, 0, 1, 1⟩+ |0, 0, 2, 1⟩ , (62)
medtem ko neskončno dimenzionalne matrike Xs, Ys, s = 0, 1, kodirajo opisan
proces. Podoben postopek ponovimo za drugi tMPA člen (61), le da moramo matrike
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transponirati in obenem izključiti možnost, ko gresta skozi izhodišče tako levi kot
desni soliton, kar do časa t = 2 ustreza naslednjim konfiguracijam,
. (63)
Časovno odvisen profil gostote v nehomogenem začetnem pro-
blemu
Ob času t = 0 skupaj staknemo dve polovici verige, ki sta pripravljeni v različnih
stanjih: na levi imamo stanje pri neskončni temperaturi (vse konfiguracije so enako
verjetne), na desni pa prazno verigo. Zanima nas profil gostote ob času t > 0,
ρˆ(x, t) = ω⊗2n[1]xp
t =
{
⟨ηx
(
[1]t
)⟩
p
; x+ t ≡ 1 (mod 2),
⟨ηx
(
[1]t−1
)⟩
p
; x+ t ≡ 1 (mod 2), (64)
kjer je p nehomogeno začetno stanje,
p =
⎡⎣12
1
2
⎤⎦⊗n ⊗
⎡⎣1
0
⎤⎦⊗n . (65)
Profil gostote se spreminja le v delu ob stičišču, −t ≤ x ≤ t, medtem ko je za |x| > t
enak stacionarnemu,
ρˆ(x, t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0; t ≤ x,
ρ( t−x
2
, t− 1); x+ t ≡ 0 (mod 2) and − t < x < t,
ρ( t−x+1
2
, t); x+ t ≡ 1 (mod 2) and − t < x < t,
1
2
; x ≤ −t,
(66)
kjer smo vpeljali diagonalni profil ρ(m, t), ki ga s pomočjo tMPA izrazimo kot
ρ(m, t) = 2−2m (L(m, t) +R(m, t)) ,
L(m, t) = ⟨L(t)| ((X0 +X1)(Y0 + Y1))mX0 (Y0X0)t−m |R⟩ ,
R(m, t) = ⟨L′| ((X ′0 +X ′1)(Y ′0 + Y ′1))mX ′0 (Y ′0X ′0)t−m |R′(t)⟩ .
(67)
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Slika 5: Profil gostote ob času t. Balistična fronta na desni se premika s hitrostjo
1 in njena oblika se ne spreminja. Na levi ima profil obliko erfx, ki se premika s
hitrostjo 1/2 in zvezno poveže 1/3 na sredini z 1/2 na desni. Širina fronte na levi se
povečuje kot ∼ √t.
S preučevanjem lastnosti tMPA matrik ugotovimo, da je možno ta dva produkta
eksaktno izračunati in dobimo profil
ρ(m, t) =
3
8
δm,t +
1
8
(δm,1δt,1 + δm,2δt,2) +
1
4
δm,3δt,4+
+ θ2m−t−32t−2m
(
3
(
2m− t− 3
t−m− 1
)
+
(
2m− t− 3
t−m− 2
))
+
+
1− (−1
2
)m
3
− 1
2
m−1∑
y=t−m
2−(m−1−y)
(
m− 1− y
y
)
+
+
1
8
2m−t−3∑
y=t−m
2−(2m−t−3)
(
2m− t− 3
y
)
+
3
16
2m−t−4∑
y=0
2−y
(
y
t−m− 1
)
,
(68)
kjer je θx diskretna Heavisidova funkcija, θx≥0 = 1 in θx<0 = 0. Na sliki 5 je profil
narisan ob različnih časih t.
Časovno-prostorska korelacijska funkcija
Drugi primer fizikalno zanimive uporabe tMPA je časovno-prostorska korelacijska
funkcija lokalne gostote,
C(x, t) = ⟨[1]x[1]t⟩
c
p = ⟨[1]x[1]t⟩p −
1
4
, (69)
kjer je p stanje pri neskončni temperaturi. Iz strukture časovne evolucije sledi, da
se lahko omejimo na x+ t ≡ 0 (mod 2), saj velja naslednje.
C(x, t) =
{
C(x, t− 1); x+ t ≡ 0 (mod 2),
C(x, t+ 1); x+ t ≡ 1 (mod 2). (70)
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Slika 6: Korelacijska funkcija C(x, t) ob različnih časih t. Vrhova se premikata v
levo in desno s hitrostjo 1/2, njuna širina pa se povečuje kot
√
t.
V tem primeru lahko C(x, t) zapišemo z uporabo tMPA kot
C(x, t) =
1
22t+1
(
⟨L(t)|T x+t2 X1T t−
x+t
2 |R⟩+ ⟨L′|T ′
x+t
2 X ′1T
′ t−x+t
2 |R′(t)⟩
)
− 1
4
, (71)
kjer smo uporabili kompaktnejši zapis za produkte vsot vseh matrik na dveh sose-
dnjih mestih,
T = (X0 +X1)(Y0 + Y1), T = (Y0 + Y1)(X0 +X1),
T ′ = (Y ′0 + Y
′
1)(X
′
0 +X
′
1), T
′
= (X ′0 +X
′
1)(Y
′
0 + Y
′
1).
(72)
Podobno kot v prejšnjem primeru, lahko tudi tukaj produkte eksplicitno izračunamo
in dobimo
C(x, t) = 2−t−1
t−|x|−2
2∑
m=0
4m
(
2
(
t− 2m− 3
m
)
−
(
t− 2m− 2
m
))
. (73)
Ta profil asimptotsko ustreza dvema vrhovoma, ki se balistično premikata levo in
desno s hitrostjo 1/2, medtem ko se difuzijsko širita kot
√
t, kar vidimo na sliki 6.
Dinamika RCA54 v prostoru
V zadnjem poglavju si ogledamo lastnosti prostorske dinamike v RCA54. Pričnemo
z ugotovitvijo, da lahko veččasovne korelacijske funkcije ultralokalnih opazljivk na
istem mestu zelo ekonomično zapišemo kot tridimenzionalno matrično-produktno
stanje (MPS). Tega lahko razumemo kot fiksno točko dualne dinamike, t.j. dinamike
modela, ki ga dobimo ko v RCA54 zamenjamo vlogi časa in kraja.
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Slika 7: Shematska predstavitev stacionarnega časovnega stanja. Zanima nas ver-
jetnostna porazdelitev q konfiguracij (b0, b1, · · · , bk) v sredini verige x = 0 in ob
različnih časih t, medtem ko je sistem v ravnovesnem stanju p. To si lahko intui-
tivno predstavljamo kot spremljanje delcev, ki potujejo skozi izhodišče. V splošnem
delci interagirajo med seboj, zato lahko računska kompleksnost q narašča ekspo-
nentno s časom. A v našem primeru so solitoni statistično neodvisni, zato lahko q
učinkovito predstavimo kot matrično-produktno stanje.
MPS oblika veččasovnih korelacijskih funkcij
Časovna stanja
Konfiguracije v času definiramo kot konfiguracijo praznih/polnih polj, ki jih opazimo
na enem mestu ob različnih časih, kar si grafično predstavljamo kot konfiguracijo v
navpični smeri,
s2x = (s
1
2x−1, s
2
2x, s
3
2x−1, . . . , s
2m
2x ), s2x+1 = (s
1
2x+1, s
2
2x, s
3
2x+1, . . . , s
2m
2x ), (74)
kjer imata časovna in prostorska koordinata isto parnost in zaradi enostavnosti je
čas omejen na 1 ≤ t ≤ 2m. V analogiji z makroskopskimi (vodoravnimi) stanji
verige vpeljemo časovna stanja kot verjetnostne porazdelitve konfiguracij v času,
q =
[
q0 q1 q2 . . . q22m−1
]T
,
22m−1∑
s=0
qs = 1. (75)
Ni pa vsaka konfiguracija 2m binarnih števk veljavna konfiguracija v času. Iz pravil
časovne evolucije sledi, da se niza (0, 1, 0) in (1, 1, 1) ne moreta pojaviti v dovo-
ljenih časovnih konfiguracijah. To je ekvivalentno zahtevi, da so časovna stanja q
invariantna na delovanje lokalnih projektorjev Pk,
Pkq = q, Pk ≡ 1⊗k−2 ⊗ P ⊗ 1⊗2m−k−1, (76)
kjer je P projektor, ki deluje na tri sosednja mesta, z naslednjimi elementi
P(s′1,s′2,s′3),(s1,s2,s3) = δs′1,s1δs′2,s2δs′3,s3(1− δs1,s3δs2,1). (77)
V analogiji s stacionarnimi stanji vpeljemo stacionarna časovna stanja. Ta pred-
stavljajo verjetnostne porazdelitve časovnih konfiguracij, opaženih v primeru, ko je
sistem v stacionarnem stanju, kot je shematsko prikazano na sliki 7. Stacionarna
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časovna stanja so enolično določena z vrednostmi veččasovnih korelacijskih funkcij
ultralokalnih opazljivk na enem mestu,
C(2n)a1,a2,a3,...,a2m(p) = ⟨a1(n∗, 0)a2(n∗ + 1, 1)a3(n∗, 2) · · · a2m(n∗ + 1, 2m− 1)⟩p,
n∗ = 2
⌊n
2
⌋
,
(78)
kjer je n∗ izbran tako, da ustreza sodemu mestu, ki je najbližje sredini verige. V
vektorskem zapisu tako korelacijsko funkcijo zapišemo kot
C(2n)a1,a2,a3,...,a2m(p) = ω
⊗2nOn∗+1(a2m)U e · · ·U eOn∗(a3)UoOn∗+1(a2)U eOn∗(a1)p,
(79)
medtem ko so komponente stacionarnega časovnega stanja določene preko nasle-
dnjega predpisa,
C(2n)a1,a2,...a2m =
∑
s1,s2,...,s2m
qs1s2...s2m
2m∏
j
aj(sj) = ω
⊗2mO2m(a2m) · · · O2(a2)O1(a1)q. (80)
Statistična neodvisnost solitonov
Za asimptotsko verjetnostno porazdelitev p(ξ, ω) je značilna statistična neodvisnost
solitonov, t.j. verjetnost za soliton je enaka povsod, neodvisno od položajev drugih
solitonov. To je posledica naslednjih faktorizacijskih lastnosti stanja p,
ps1s2...s2k−2s2k−1
ps1s2...s2k−2
=
ps2k−3s2k−2s2k−1
ps2k−3s2k−2
,
ps1s2...s2k−1s2k
ps1s2...s2k−1
=
p′s2k−2s2k−1s2k
p′s2k−2s2k−1
,
p′s1s2...s2k−2s2k−1
p′s1s2...s2k−2
=
p′s2k−3s2k−2s2k−1
p′s2k−3s2k−2
,
p′s1s2...s2k−1s2k
p′s1s2...s2k−1
=
ps2k−2s2k−1s2k
ps2k−2s2k−1
,
ps1s2...sk
p′s2...sk
=
ps1s2s3
p′s2s3
,
p′s1s2...sk
ps2...sk
=
p′s1s2s3
ps2s3
.
(81)
Zaradi faktorizacijskih lastnosti lahko smiselno definiramo parametra pr in pl, ki
ustrezata pogojnim verjetnostim za desno (levo) gibajoč se soliton, če vemo da ga
na sosednjem desnem (levem) žarku ni,
pl =
p
( )
p
( ) = p( )
p
( ) = ξ(λ+ ω(1− ξ))
λ(1 + ξ) + ξ(1− ξω) ,
pr =
p
( )
p
( ) = p( )
p
( ) = ω(λ+ ξ(1− ω))
λ(1 + ω) + ω(1− ξω) .
(82)
Matrično-produktni zapis stacionarnega časovnega stanja
Za konstrukcijo stacionarnega časovnega stanja imamo zdaj vse potrebne sestavne
dele. Predstavljamo si, da na položaju x = 0 beležimo časovne konfiguracije, ki jih
opazimo v veliko ponovitvah poskusa, če vemo da je sistem v stanju p. Ob času
t je verjetnost, da opazimo bt = 1 ali bt = 0 enaka verjetnosti, da se ob času t v
izhodišču nahaja soliton ali ne. Solitoni so statistično neodvisni, zato je pogojna
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verjetnost za časovno konfiguracijo (b0, b1, . . . , bt), če je bila prejšnja konfiguracija
(b0, b1, . . . , bt−1), odvisna le od zadnjih štirih bitov,
qb0b1...b2k−1
qb0b1...b2k−2
= f(b2k−4, b2k−3, b2k−2, b2k−1),
qb0b1...b2k
qb0b1...b2k−1
= f ′(b2k−3, b2k−2, b2k−1, b2k),
(83)
kjer funkciji f, f ′ : Z2 × Z2 × Z2 × Z2 → R≥0 lahko zavzameta le vrednosti pl, pr,
1 − pl, 1 − pr, 0 ali 1, odvisno od konfiguracije. Po konstrukciji in pregledu vseh
možnih podkonfiguracij ugotovimo, da lahko verjetnostno porazdelitev q zapišemo
v matrično-produktni obliki kot
q = (L|A0A′1A2 · · ·A(′)k |R), (84)
kjer je zadnja matrika bodisi A, bodisi A′, odvisno od parnosti k. Matrike As(pr, pl)
vsebujejo možne vrednosti f in f ′,
A0 =
⎡⎣1− pr 0 00 0 0
1 0 0
⎤⎦ , A1 =
⎡⎣0 pr 00 0 1
0 0 0
⎤⎦ , A′(pr, pl) = A(pl, pr). (85)
Levi in desni robni vektor sta levi in desni vodilni lastni vektor matrike T = (A0 +
A1)(A
′
0 + A
′
1),
(L| = 1
1 + pr + pl
[
1 pl pr
]
, |R) =
⎡⎣11
1
⎤⎦ . (86)
Prostorska evolucija v RCA54
Pojavi se vprašanje, ali lahko časovna stacionarna stanja q razumemo kot fiksno
točko dobro definiranega dinamičnega sistema in kaj bi ta sistem bil. Z drugimi be-
sedami, ali lahko najdemo lokalen predpis, ki nam bo časovno konfiguracijo prestavil
eno polje na desno, shematično prikazano kot
st−3x−1
st−2x−2
st−1x−1
stx−2
st+1x−1
st+2x−2
sx−1
−→
st−3x−1
st−1x−1
st+1x−1
st−2x
stx
st+2x
sx
−→
st−3x+1
st−2x
st−1x+1
stx
st+1x+1
st+2x
sx+1
. (87)
V splošnem ni nobenega razloga, da bi ta preslikava bila lokalna, a v našem primeru
pričakujemo da je, saj bi v solitonskem jeziku to ustrezalo odbojni namesto privlačni
interakciji. Pričakujemo torej, da obstaja deterministična preslikava
stx+1 = ϕ(s
t−r
x/x−1, . . . , s
t−2
x−1, s
t−1
x , s
t
x−1, s
t+1
x , s
t+2
x−1, . . . , s
t+r
x/x−1), (88)
kjer r ∈ N določa število mest, na katere preslikava deluje netrivialno. Hitro se
lahko prepričamo, da r = 1 ni dovolj, saj imajo v tem primeru nekatere konfigu-
racije nedoločeno prostorsko evolucijo. Izkaže se, da r = 3 zadostuje in pravila za
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prostorsko evolucijo lahko grafično predstavimo kot
. (89)
Siva polja ustrezajo mestom, od katerih pravila niso eksplicitno odvisna, so pa ta v
nekaterih primerih enolično določena z zahtevo (76).
Upodobitev RCA54 dinamike z vezji
Za konec pokažemo, da je možno RCA54 razumeti kot vezje, sestavljeno iz deter-
minističnih vrat. Operator časovne evolucije U predstavimo kot vrata, ki delujejo
na tri sosednja mesta, pri čemer levo in desno mesto ostaneta v istem stanju in le
določita, kako se bo spremenila vrednost na sredini,
s′1 s
′
2 s
′
3
s1 s2 s3
U , U(s′1,s′2,s′3),(s1,s2,s3) = δs1,s′1δχ(s1,s2,s3),s′2δs3,s′3 . (90)
Vrata, ki se prekrivajo za največ eno mesto komutirajo med seboj, zato lahko dina-
miko predstavimo kot mrežo, sestavljeno iz majhnih in velikih kroglic, kjer so velike
kroglice postavljene na mesta z isto parnostjo prostorskega in časovnega indeksa,
U e
Uo
U e
Uo
...
t
x
. (91)
Grafični prikaz je zelo simetričen, zato poskusimo zamenjati vlogi kraja in časa, tako
da definiramo formalna dualna vrata Uˆ kot
s′3
s′2
s′1
s3
s2
s1
Uˆ Uˆ(s′1,s′2,s′3) (s1,s2,s3) = δs′1,s1δs′3,s3U(s2,s1,s′2),(s2,s3,s′2). (92)
Po definiciji lahko torej sliko v enačbi (91) zamenjamo z naslednjo,
Uˆ eUˆoUˆ eUˆo· · ·
, (93)
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kjer smo vpeljali
Uˆ e =
∏
t
Uˆ2t, Uˆ
o =
∏
t
Uˆ2t+1, Uˆt ≡ 1⊗t−2 ⊗ Uˆ ⊗ 1⊗2m−t−1. (94)
Težava je, da operatorji Uˆ niso deterministični. Kljub temu lahko ustrezno defini-
ramo deterministične dualne operatorje, kot smo videli v prejšnjem razdelku.
Začnemo z opazko, da dualni operator Uˆ komutira s projektorjem P ,
Uˆ = UˆP = PUˆ. (95)
Če definiramo P e/o kot produkte P na sodih/lihih trojicah mest,
P e =
∏
t
P2t, P
o =
∏
t
P2t−1, (96)
lahko zapišemo relacijo ekvivalentno (95), ki velja za Uˆ e/o,
Uˆ e = P eUˆ e = Uˆ eP e, Uˆo = P oUˆo = UˆoP o. (97)
To nam omogoči, da zapišemo prostorsko evolucijo na reduciranem podprostoru
dovoljenih časovnih stanj s pomočjo reduciranih dualnih operatorjev U˜ e/o,
U˜ e = P oUˆ eP o, U˜o = P eUˆoP e. (98)
Prostorska evolucija na reduciranem podprostoru je torej ekvivalentno podana z
naslednjim predpisom,
P eP o Uˆ e · · · UˆoUˆ e  
2m
P eP o = U˜ eU˜o · · · U˜ e  
2m
. (99)
Grafično lahko to dokažemo s preprostim diagramom, tako da najprej vpeljemo
grafični simbol za projektor P ,
s′1
s′2
s′3
s1
s2
s3
P , (100)
nato pa ustrezno transformiramo vezje iz diagrama (93) kot
UˆoUˆ eUˆo
→
Uˆo Uˆe Uˆo
→
Uˆo P o P e Uˆe P e P o Uˆo
→
U˜e
.
(101)
Tukaj smo upoštevali da vsa lokalna vrata z največ enim mestom prekrivanja komu-
tirajo. Edini pari nekomutirajočih vrat so naslednji,
̸= , ̸= , ̸= . (102)
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Lokalna deterministična vrata na 7 mestih
Operatorja U e/o sta deterministična na reduciranem podprostoru in ju lahko zapi-
šemo s pomočjo vrat, ki delujejo na 7 sosednjih mest,
U˜ e =
(∏
t
W˜8t+10
)(∏
t
W˜8t+6
)(∏
t
V˜8t+8
)(∏
t
V˜8t+4
)
,
U˜o =
(∏
t
W˜8t+11
)(∏
t
W˜8t+7
)(∏
t
V˜8t+9
)(∏
t
V˜8t+5
)
,
(103)
kjer indeks pomeni sredinsko polje, na katerega W˜ in V˜ delujejo. Grafično to pri-
kažemo kot
U˜ e U˜o U˜ e
V˜
V˜
V˜
V˜
V˜
V˜
W˜
W˜
W˜
W˜
W˜
W˜
V˜
V˜
W˜
W˜
W˜
V˜
V˜
V˜
W˜
W˜
W˜
V˜
V˜
V˜
W˜
W˜
W˜
V˜
V˜
V˜
W˜
W˜
W˜
, (104)
kjer sta operatorja V˜ , W˜ definirana kot
V˜ ≡ , W˜ ≡ . (105)
Poleg projektorja P smo vpeljali še projektor na 5 zaporednih mestih Q,
s′5
s′4
s′3
s′2
s′1
s5
s4
s3
s2
s1
Q ,
Q(s′1,s′2,s′3,s′4,s′5),(s1,s2,s3,s4,s5) = δs1,s′1δs2,s′2δs3,s′3δs4,s′4δs5,s′5
· (1− δs2,0δs3,1δs1+s4,1)(1− δs4,0δs3,1δs2+s5,1).
(106)
Operatorja V˜ in W˜ sta deterministična na ustreznih reduciranih podprostorih, saj
velja naslednje
V˜tV˜
T
t = W˜
T
t W˜t = Qt−1PtQt+1, V˜
T
t V˜t = W˜tW˜
T
t = Pt−1PtPt+1. (107)
Veččasovne korelacijske funkcije z vezji
Vezja lahko uporabimo tudi za neodvisno izpeljavo preproste oblike veččasovnih
korelacijskih funkcij. V primeru stanja pri neskončni temperaturi je korelacijska
170
funkcija podana kot
C(2n)a1,a2,a3,...,a2m(p∞) = 2
−2n
2n
, (108)
kjer sive pike predstavljajo (nenormirano) stanje z maksimalno entropijo na enem
mestu, ω =
[
1 1
]
. Zaradi determinističnosti vrat U lahko diagram poenostavimo
v naslednjo obliko,
Ca1,...,a2m(p∞) = 2
−2m ≡ 2−2m , (109)
kjer desna stran sledi iz srednje po definiciji formalnih dualnih vrat Uˆ . To lahko
potem še dodatno poenostavimo, saj za dualna vrata veljajo naslednje enostavne
relacije
= , = , (110)
iz katerih sledi poenostavljena oblika korelacijske funkcije,
Ca1,a2,a3,...,a2m(p∞) = 2
−2m
..
.
..
.
. (111)
Podobno lahko ponovimo za bolj splošna stanja p in pokažemo, da so te korelacijske
funkcije ekvivalentne MPS zapisu iz začetka tega poglavja.
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