Abstract. We consider summation of consecutive values ϕ(v), ϕ(v + 1), . . . , ϕ(w) of a meromorphic function ϕ(z) where v, w ∈ Z Z. We assume that ϕ(z) satisfies a linear difference equation L(y) = 0 with polynomial coefficients, and that a summing operator for L exists (such an operator can be found -if it exists -by the Accurate Summation algorithm, or alternatively, by Gosper's algorithm when ord L = 1). The notion of bottom summation which covers the case where ϕ(z) has poles in Z Z is introduced.
Introduction
Similarly to [8, 3, 5, 1] , this paper is concerned with the problem of summing the elements of a P -recursive sequence f (k), k ∈ Z Z, i.e., a sequence which satisfies a linear difference equation with polynomial coefficients.
Let E k be the shift operator such that E k (f (k)) = f (k + 1) for sequences f (k) where k ∈ Z Z. Let
We say that an operator R ∈ C(n)[E k ] is a summing operator for L if
for some M ∈ C(k)[E k ]. It is easy to see that if there exists a summing operator for L, then there also exists one of order < d (simply replace R by its remainder when divided by L from the right). Hence we can assume w.l.g. that ord R = ord L − 1 = d − 1:
If a summing operator exists, then it can be constructed by the Accurate Summation algorithm [3] or, when d = 1, by Gosper's algorithm [8] . In those cases
where R ∈ C[k, E k ] exists, equality (2) gives an opportunity to use the discrete Newton-Leibniz formula
for all integers v < w, and for any sequence f such that L(f ) = 0, taking g = R(f ). However, it was shown in [5] that if R has rational-function coefficients which have poles in Z Z, then this formula may give an incorrect result (see Example 5 of the present paper). This gives rise to defects in many implementations of summation algorithms. In [5, 1] a way was proposed to construct a basis for the space W L,R of all solutions of L(y) = 0 for which (4) is valid for all integers v < w. It was also proved that dim W L,R > 0 in the case d = 1.
In the present paper we give a new sufficient condition for the correctness of definite summation by Gosper's algorithm and by the Accurate Summation algorithm.
In Section 3 below we prove that if a summing operator exists for L with
In Section 4 we suppose that L acts on analytic functions:
where E z (ϕ(z)) = ϕ(z + 1) for analytic functions ϕ(z) where z ∈ C. We consider the summing operator (if it exists) in the form
Let ϕ(z) be a meromorphic solution of L(y) = 0. It turns out that if ϕ(z) has no pole in Z Z, then R(ϕ)(z) has no pole in Z Z as well, and we can use (4) to sum values ϕ(k) for k = v, v + 1, . . . , w. This follows from a stronger statement also proved in Section 4. The fact is that even if ϕ(z) has some poles in Z Z, the summation task can nevertheless be performed correctly. For any k ∈ Z Z the function ϕ(z) can be represented as
with ρ k ∈ Z Z and c k,ρ k = 0. If L(ϕ) = 0, then there exists the minimal element ρ in the set of all ρ k , k ∈ Z Z. We associate with ϕ(z) the sequence
We associate a sequence g(k) with R(ϕ) in a similar way, and the value of ρ for R(ϕ) will be the same as for ϕ. Now formula (4) is correct. This type of summation we call bottom summation. Some important auxillary statements (Section 2) on sequences of power series are based on the idea of the ε-deformation of a difference operator which was first used by M. van Hoeij in [7] ; later this idea was used in [4] and in [2] as well.
We start with some notations and definitions. Let ε be a variable (rather than a "small number"). As usual, C [[ε] ] is the ring of formal power series in ε and
is its quotient field (the field of formal Laurent series in ε). If s ∈ C((ε)) \ {0} then we define the valuation of s in the following way:
s is the coefficient of ε m in the series s, and [ε ∞ ]0 = 0. It follows from the definition of the valuation that if s, t ∈ C((ε)) then
and
If K is a ring, then K Z Z denotes the ring of all maps Z Z → K, i.e., the ring of all two-sided K-valued sequences. Note that the operator E k is a ring automorphism of
We say that S is of bounded depth if the sequence ν(S) is bounded from below, i.e., there exists
If S is of bounded depth, then m in (8) is the depth of S. In this case the bottom of S, which is a sequence in C Z Z , is defined by
defines a map C((ε))
If each sequence S j has bounded depth m j for j = 0, 1, . . . , d, then we say that Λ is of bounded depth m = min 0≤j≤d m j . In this case the bottom of Λ is
Proposition 1. Let Λ be an operator of the form (9), of bounded depth. Let S ∈ C((ε)) satisfy Λ(S) = 0. If for all but finitely many k ∈ Z Z we have
then S is of bounded depth andΛ(bott(S)) = 0, whereΛ = bott(Λ).
Proof. Fix k ∈ Z Z and i ∈ {0, 1, . . . , d}. From Λ(S) = 0 it follows that
so by (6) and (7) we have
Assume that ν(S i (k)) = min 0≤j≤d ν(S j (k)). Then it follows from (11) that
. Specializing this to i = 0 and i = d and using (10) we obtain that
for all but finitely many k ∈ Z Z. Therefore S is of bounded depth. The equalitỹ Λ(bott(S)) = 0 now follows from (6).
Then S 1 (k)S(k + 1) = −S 0 (k)S(k) = −1 for all k, and Λ(S) = 0 as a consequence. The depth of S is −1. We see that bott(S)(k) = −1, if k = 0, 0, otherwise, and bott(Λ) = (k + 1)E k − k. It is easy to see that (k + 1)f (k + 1) − kf (k) = 0, where f (k) = bott(S)(k); soΛ(bott(S)) = 0, whereΛ = bott(Λ).
When a Summing Operator Exists
If ϕ(z) ∈ C(z), then we writeφ(k) for the sequence ϕ(k + ε), k ∈ Z Z, of rational functions expanded into Laurent series about ε = 0. We associate with every operator
which acts on sequences from C((ε))
Proof. By (2), there is an operator M ∈ C(z)[E z ] such that
The map N →N is a ring homomorphism from C(z)
Applying both sides of this equality to S, we obtain (12).
, and let R ∈ C(z)[E z ] be a summing operator for L. Let S ∈ C((ε)) Z Z be such thatL(S) = 0. Then depth(R(S)) = depth(S), and
Proof. It follows from (12) that depth(R(S)) ≤ depth(S). To prove equality, we distinguish two cases.
depth(R(S)
Assume that depth(R(S)) < depth(S). Then bott(R(S)) is a non-zero constant sequence. However since R has rational coefficients, there exists k 0 ∈ Z Z such that for all k ≥ k 0 , the valuation of any coefficient ofR is non-negative and, as a consequence,
is not a non-zero constant sequence. This contradiction implies that depth(R(S)) = depth(S).
depth(R(S)) = ν(R(S)(k)) < ν(R(S)(k + 1)) or depth(R(S)) =
ν(R(S)(k)) > ν(R(S)(k − 1)), for some k ∈ Z Z.
By (12), also in this case depth(R(S)) = depth(S).
Now it follows from (12) that (14) is valid.
be a summing operator for L. Denote by V the set of all the poles of r 0 (z), r 1 (z), . . . , r d−1 (z). Then there exist non-zero f, g ∈ C Z Z such that
(iii) the discrete Newton-Leibniz formula
is valid for all integers v < w.
Proof. Pick any non-zero U 1 , . . . , U d ∈ C((ε)), and usingL find a sequence S ∈ C((ε)) Z Z such that S(i) = U i , i = 1, 2, . . . , d, andL(S) = 0. So there exists a nonzero sequence S such thatL(S) = 0. Write f = bott(S), g = bott(R(S)). Then (iii) is valid by Proposition 3, and (i) is valid since L has polynomial coefficients. Finally, for all k / ∈ V we have g(k) = bott(R(S))(k) = R(bott(S))(k) = R(f )(k), so (ii) is valid.
The Analytic Case
In the rest of this paper we assume that the sequences under consideration are defined on an infinite interval I of integers, where either I = Z Z, or
It is easy to see that Propositions 1 -3 remain valid if we consider sequences defined on Z Z ≥l , and define the operators Z Z and bott with respect to Z Z ≥l instead of with respect to Z Z.
Let U be an open subset of C containing I, such that z ∈ U ⇒ z + 1 ∈ U . Denote by M(U ) the set of functions which are meromorphic on U . We associate with ϕ ∈ M(U ) a sequenceφ ∈ C((ε)) Z Z whose k-th element, k ∈ I, is a (formal) series obtained by expanding ϕ(ε + k) into Laurent series at ε = 0.
Proposition 5. Let L ∈ C[z, E z ], and let ϕ ∈ M(U ) satisfy L(ϕ) = 0 on U . ThenL(φ) = 0 everywhere on Z Z, the sequenceφ ∈ C((ε)) Z Z is of bounded depth, andL(bott(φ)) = 0 everywhere on Z Z, whereL = bott(L).
Proof. This follows from the trivial fact that the Laurent series of the zero function has only zero coefficients, and from Proposition 1.
is such that L(ϕ) = 0 everywhere on U except possibly on a set of isolated points, then L(bott(ϕ)) = 0 everywhere on Z Z.
, and let R ∈ C(z)[E z ] be a summing operator for L. Let ϕ ∈ M(U ) satisfy L(ϕ) = 0 on U , and let ψ = R(ϕ). Then the bottom summation formula
is valid for any v < w, v, w ∈ I. In particular, if ϕ has no pole in Z Z (i.e., depth(φ) = 0), then the function ψ = R(ϕ) ∈ M(U ) has no pole in Z Z, and the discrete Newton-Leibniz formula
is valid for any v < w, v, w ∈ I.
Proof. The statement follows from Propositions 5, 3.
Consider some known examples in the context of Theorem 7. 
As a consequence of (15) we have The following example demonstrates a conflict between combinatorial and analytic definitions of the symbol p q .
Example 5. Consider the hypergeometric sequence
which satisfies the equation 2(k + 1)(k − 2)t(k + 1) − (2k − 1)(k − 1) = 0. It has been noticed in [5] that even though Gosper's algorithm succeeds on this sequence, producing R(k) = 2k(k+1) k−2 , and t(k) is defined for all k ∈ Z Z, the discrete Newton-Leibniz formula
is not correct. If we assume that the value of 2k−3 k is 1 when k = 0 and −1 when k = 1 (as is common practice in combinatorics) then the expression on the right gives the true value of the sum only at w = 1. However, assume that the value of 2k−3 k is defined as
This limit exists for all k ∈ Z Z, but
Then formula (16) gives the correct result
for all w ≥ 1, provided that the values of the summand and of the right-hand side are defined by taking appropriate limits.
Note that if αk 0 +β is a non-positive integer, then we can often avoid a direct computation of limits using the asymptotic equality
instead. If α = 0 and − β α is an integer γ, then Γ (αz + β) has integer poles at γ, γ − 1, . . . if α > 0 and γ, γ + 1, . . . if α < 0.
The following example is related to the case ord L > 1. − 3) 2 ), and formula (16) gives the correct result for 3 ≤ v < w.
Conclusion
Indiscriminate application of the discrete Newton-Leibniz formula to the output of Gosper's algorithm or of the Accurate Summation algorithm in order to compute a definite sum can lead to incorrect results. This can be observed in many implementations of these algorithms in computer algebra systems. In the present paper it is shown, in particular, that such undesirable phenomena cannot occur if the elements of the sequence under summation are the values ϕ(k), k ∈ Z Z, of an analytic function ϕ(z), which satisfies (in the complex plane C) the same difference equation with polynomial coefficients as does the original sequence (at integer points).
