Abstract-The adaptive high-gain output feedback strategy ( ) = ( ) ( ), ( ) ( ) = ( ) is well established in the context of linear, minimum-phase, -input -output systems ( , , ) with the property that spec( ) ; the strategy applied to any such linear system achieves the performance objectives of: 1) global attractivity of the zero state and 2) convergence of the adapting gain to a finite limit. Here, these results are generalized in three aspects. First, the class of systems is enlarged to a class ( ), encompassing nonlinear systems modeled by functional differential equations, where the parameter 0 quantifies system memory and the continuous function
the spectrum condition spec(CB) + is a multiple-input-multipleoutput counterpart of the "positive high-frequency gain" assumption for single-input-single-output systems.
As is well known (see, for example, the seminal work in [1] , [3] , and [4] ), the adaptive output feedback control u(t) = 0k(t)y(t) _ k(t) = ky(t)k 2 ; k(0) = k 0 2
is an L-universal stabilizer in the sense that the control, applied to any member of the class L, ensures that: 1) the zero state is globally attractive and 2) the adapting gain converges to a finite limit. Whilst simple, the quadratic nature of the gain adaptation law in (2) can result in intervals of rapid increase in gain which potentially generate asymptotic The overall purpose of this note is to re-examine the above control structure in a more general context of a class N h () of nonlinear systems, described by functional differential equations of the form _ y(t) = f (p(t); y(t); (T y)(t)) + g ((T y)(t); u(t))
where, loosely speaking, the parameter h 0 quantifies system "memory" and the continuous function : 0 ! 0 , with (0) = 0, relates to the allowable nonlinearities f ( = 0 in the case of systems of the linear class and so L N 0 (0)). In the context of the class N h () (which will be made precise in Section II-A), we establish that the stability properties 1) and 2) persist when (2) is replaced by 
N().
Assumption A3 is a counterpart of the spectrum condition spec(CB) + imposed in the context of the linear class L.
Assumptions A4 i)-ii) essentially form a counterpart of the minimum-phase condition imposed in the context of the linear class. Assumption A4 iii) is a rather weak technical assumption of a local Lipschitz nature imposed to allow application of the existence theory developed in [2] .
Example 2 (Finite-Dimensional Linear Prototype): Let 
where the minimum-phase assumption ensures the latter spectrum condition spec(0A4) + (that is, A 4 is a Hurwitz matrix). Also
Define the linear operator T and function p by 
The initial-value problem (6) may now be expressed as If we assume that the semigroup S is exponentially stable and that the operator A2 extends to a bounded linear operator (again denoted by A2) from X to m , then the operator T given by 
satisfies Assumption A4 (for details, see [5] The operator T , so defined, satisfies Assumption A4; for details, see [5] . Therefore, for example, the system _y(t) = L1y(t) + 
B. Stability Analysis
We now arrive at the main result. (10) is such that i) ! = 1; ii) lim t!1 k(t) exists and is finite; iii) y(t) ! 0 as t ! 1.
Proof: That (10) has a solution and every solution has a maximal extension follow from [2, Th. =2 y(t); G f (p(t);y(t); (Ty)(t)) + g (Ty)(t);0k(t) 1 + (ky(t)k)ky(t)k 01 y(t) 2c f kGkky(t)k[kp(t)k + ky(t)k + (ky(t)k) + k(Ty)(t)k] 0 2k(t)[ky (tk + (ky(t)k)]ky(t)k c f kGk kp(t)k 2 + 4ky(t)k 2 + 2 (ky(t)k)ky(t)k + k(Tt)(t)k 2 0 2k(t) ky(t)k 2 + (ky(t)k)ky(t)k for almost all (a.a.) t 2 [0; !)
and so, invoking (11), there exists a constant c 1 > 0 such that 
The proof of Assertion II) now proceeds in three steps. First, by a contradiction argument, we show that k is bounded. Second, we prove that y is also bounded and so ! = 1, whence Assertion II-i) and, by boundedness and monotonicity of k, Assertion II-ii). Finally, we establish Assertion II-iii).
Step 1) For contradiction, suppose that k is unbounded. Choose 2 [0; !) such that 
By continuity of y, we conclude that y 2 L 1 ([0h; !); m ) and so, by continuity of , we may infer boundedness of _ k(1) = (ky(1)k). By the supposition of unboundedness of k, it follows that ! = 1.
By (14) and (17) sequence (tn) such that (ky(tn)k) < 1 for all n 2 and so, by definition of 1, we have ky(t n )k for all n 2 . Extracting subsequences if necessary, we may assume t n 2 (s n ; s n+1 ) for all n 2 . By continuity of y and since ky(sn)k 3 and ky(t n )k , for each n 2 , there exists r n 2 (s n ; t n ) such that ky(r n )k = 2. Again extracting a subsequence if necessary, we may assume rn+1 0 rn 1 for all n 2 . By the first of equations (10) and Assumption A, together with boundedness of the solution (y, k), there exists a constant c 7 > 0 such that k _y(t)k c 7 (1 + kp(t)k) for a.a. t 0:
An application of Hölder's inequality yields ii) lim t!1 k(t) exists and is finite; iii) x(t) ! 0 as t ! 1.
Proof: Invoking Example 2, modifying Step 1) of the proof of Theorem 5 as indicated above, and applying Step 2), Assertions I and II i-ii) readily follow. Moreover, the argument in Step 3) also applies to conclude y(t) ! 0 as t ! 1. Consider the equivalent representation of (1) given by (6) . Since p 2 2 L 2 ( 0 ; m ), spec(0A 4 ) + and y(t) ! 0 as t ! 1, it follows that z(t) ! 0 as t ! 1 and so x(t) = S y(t) z(t) ! 0 as t ! 1:
This completes the proof.
Example 8: For every q > 0 and " > 0, u(t) = 0k(t)y(t) _ k(t) = min fky(t)k q ; "g ;
is an L-universal feedback strategy.
