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Preface
This issue contains papers that were originally presented at the Eighth Inter-
national Workshop on the Practical Application of Stochastic Modelling (PASM).
This workshop was collocated with MMB/DFT, held in Mu¨nster (Germany) in
April 2016.
PASM follows the long tradition of the application of stochastic modelling to
real-world problems. Such models have led to signiﬁcant advances in modelling
theory, as well as insights into the speciﬁc problem areas concerned. Coming from
a computer science background, PASM is particularly concerned with applications
of speciﬁcation and analysis techniques and tools developed for computer science,
as well as computing and communications applications. In particular, the aim
of PASM is to give a forum for which applies current well-developed formalisms
(stochastic Petri nets, stochastic process algebras, layered queueing networks, etc)
to real-world case-studies. Previous PASM workshops have introduced new areas
of application and have presented early versions of novel formal speciﬁcations and
analysis techniques which have gone to being important contributions to the ﬁeld.
The papers in this issue cover a broad range of research in the area of stochastic
modelling and performance evaluation and involve both applications and theory to
enable practical application of techniques. These studies are not only of traditional
computing applications, but also from inter-disciplinary collaborations in transport
and infrastructure, as well as other aspects of non-functional analysis, such as en-
ergy eﬃciency. These links are particularly relevant at this time as we experience a
convergence of methods and cross-fertilisation of ideas between previously distinct
communities working on common problems of environmental impact. Successful
contributions have demonstrated some novel theoretic advance to model their sys-
tem or will have been diligent in constructing a detailed and realistic model and
carried the modelling through to the analysis phase. This results in a collection
of papers which could be used as examples of outstanding practise in the ﬁeld of
formal stochastic modelling and performance evaluation.
The ﬁrst paper, by Todinov, presents a method to cope with the complexity of
the analysis large repairable ﬂow networks. In stochastic ﬂow networks, the ﬂow
capacities of components are seen as random variables and the aim is to determine
the probability that the entire throughput ﬂow is not less than a speciﬁed value.
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The problem is more diﬃcult if, as in this study, a network is reconﬁgurable and the
components are repairable over time. The solution proposed here is a ‘stochastic
pruning’ of the considered network. In a pruned network edges are deleted with
speciﬁed probabilities. This results in a computationally tractable solution and a
fast solver has been developed based on this method.
Fourneau and Pekergin provide a detailed account of evaluating stochastic bounds
for dynamic fault trees in the presence of failures. Dynamic fault trees are used in
reliability analysis to model the duration and sequences of events leading to system
faults. Direct Markov chain analysis leads to the familiar state space explosion
problem and hence here numerical algorithms are presented to compute the results
based on bounds on measures of interest. These are demonstrated on two examples,
showing the diﬀerences in availability in the absence and presence of repairs.
Haar and Theissing study transportation networks models to forecast passen-
ger loads. The authors extend a deterministic hybrid automaton (DHA) model by
replacing all deterministic passenger arrival processes by stochastic ones, and there-
fore introduce a continuous-time stochastic hybrid automaton model. The aim here
is to better predict ﬂows in public transport networks taking into account variable
demand in source and destination processes. The analytical approach is exhaustive
and highlights some bottlenecks and potential workarounds.
Barbierato et al present a modelling framework, SIMTHESys, which is able
to convert between low-level Markov formalisms and high-level hybrid system lan-
guages, facilitating diﬀerent approaches to model speciﬁcation and solution. Such
multi-formalism approaches are increasingly being adopted to specify complex be-
haviour and multifaceted properties of hybrid systems. The authors present a case
study based on FSPNs and queueing networks to illustrate how to model the energy
consumption of a data-centre by a stochastic hybrid language.
Mu¨ller et al describe a model-to-model transformation from Queueing Petri Nets
(QPNs, a variant of coloured Petri nets) to Layered Queueing Networks (LQNs).
This transformation allows the authors to apply an existing LQN ﬂuid approxima-
tion tool (called LINE) to QPNs and hence to compare the performance of diﬀerent
solvers over two example QPN models. The ﬂuid solver is shown to oﬀer the most
scalable solution method by far, with only a simulation solver (LQSIM) also able to
tackle the largest systems considered, albeit predictably much slower than LINE.
Wang et al compare diﬀerent oﬄoading methods for image stitching for mobile
devices, where most of the computation takes place on a remote server. Image
stitching is the problem of attempting to seamlessly combine several images into a
larger single image, taking account of diﬀerent angles, coverage and perspectives of
the original pictures. Although modern mobile devices are equipped with powerful
cameras which make image stitching an attractive option, image stitching algorithms
would demand a lot of the computation and energy capacity of these devices if run
locally. The authors show that full oﬄoading of the image stitching problem (by
sending all source images and receiving back the ﬁnal image) is the method that
minimizes the total execution time, thereby providing a better user experience as
well as preserving the capabilities of the device.
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The ﬁnal paper in this issue, by Perumalla et al, presents a model-based per-
formance analysis of ‘speculative’ approaches to parallel computing. A control-
theoretic feedback loop is employed whereby potentially incorrect parallelisation
optimisations are attempted speculatively and then rolled back in the case of error.
The authors choose the analogy of a car driver that speculatively chooses the next
goal and starts towards it, and, if the goal turns out to be the wrong one, may have
to reverse and re-start towards the right one. A combination of numerical analysis
and simulation is used to evaluate possible strategies to control the system.
This issue presents varied and interesting set of papers, and we are indebted to
the authors for their dedication and for choosing to present their work at PASM.
The organisation of events such as these is a team eﬀort and we have learnt to
choose our team carefully. We would like to extend our thanks to the members of
the PASM programme committee, who thoroughly refereed all the submissions and
made some diﬃcult choices easier by their detailed comments. We would also like to
thank everyone involved with MMB and DFT for the lively and positive atmosphere
which accompanied the workshop.
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