Objectives: Dose-response meta-analysis (DRMA) is widely employed in establishing the potential dose-response relationship between continuous exposures and disease outcomes. However, there is no valid DRMA method readily for discrete exposures, especially when the possible doseresponse trend not likely to be linear. We proposed a piecewise linear DRMA model as a solution to this issue.
INTRODUCTION
In epidemiological research, one important task is to investigate the potential dose-response relationship between exposures and disease outcomes. To establish evidence of dose-specific effects, doseresponse meta-analysis (DRMA) was proposed to serve as a solution. 1 In recent years, DRMA has gained increasing attention and been put into practice in evidence-based medicine. A survey found that there were nearly 400 DRMAs were published by alone over the past five years, and the number continues increasing. One critical methodological issue in DRMA is how to fit dosespecific effects. Both continuous and discrete variables may be used as the exposure in DRMA. Several trend approximating methods have been developed for exploring the relationship between continuous exposures and binary outcomes in DRMA, including the simple linear model, 3 natural quadratic model, 4 fractional polynomial model, 5 and restricted cubic spline model. 6 These models, covering both simple linear and nonlinear trend approximation, have been proven to be valid. However, no model is readily available for dose-response relationship for discrete exposures due to their nature of discontinuous, J Evid Based Med. 2019;12:63-68.
wileyonlinelibrary.com/journal/jebmespecially when the potential trend is not likely to be linear. Some have used nonlinear DRMA model to assess the relationship between discrete exposure and disease outcomes. 7, 8 Although their results tend to be correct, the method may be questionable because the discrete variable cannot be directly smooth as a curve (but can be the line)
between two specified points due to the disjoint nature and nonconvex property. 9 The simple linear model is an alternative, and this is because, under the linear model, the results can be explained as each integer unit increment of exposure with the influence on the outcome. However, in many cases, the simple linear model tends to be at risk of under fit and wrong prediction since the slopes may differ across segments. 10 In this article, we described the piecewise linear (PL) model (we call it "Chang-PL" model), which can be fitted in both one-stage and 
METHODS

Piecewise linear regression model
A collection of j (1, 2, 3 … , n) is assumed as included studies and i(1, 2, 3 … , k − 1) as the knots (k) assigned for the data distribution within a study. Then the data can be divided to i pieces. The expression of the model within each study can be written as
where is the intercept (not always needed), i are slopes or regression coefficients of assigned pieces (i) cut by knots. is the random error. Y is the relative risk (RR) of the interesting outcome, including odds ratio, risk ratio, or hazard ratio. 6 A natural logarithm transformation is made to achieve an approximately normal distribution. For continuous outcomes, Y is the mean difference or the standard mean difference, and the log transformation is not usually needed. X is the exposure, referring to continuous or discrete variables. If we insert one knot (50th) of the distribution of X, the slope would be divided into two pieces: 0∼50th on the left side of the knot and 50th∼100th on the right side. The integers should be chosen as cut points if X is a discrete variable. When equals zero (generally forced to be zero in binary outcome DRMA 6 ), the expression (1) changes to
In such a situation, the function is expected to go through the origin. The mathematical expectation of logY is the estimator of interested, say, ( + i X) in formula (1) and i X in formula (2). The key problem of the function is the estimation of . Generally, ordinary least squares (OLS) estimation can reach the best linear unbiased evaluation (BLUE) for . However, in the meta-analysis of dose-response data, correlations between log RRs cannot be ignored. Orsini et al proposed a generalized least square (GLS) method to satisfy BLUE property for in DRMA. 6 With the OLS method, the estimation of ,Ô could be estimated using the following formula:
While in the GLS method, the formula for estimation of ,Ĝ iŝ
where C is the covariance matrix of Y, which with the correlation elements generally needed to be estimated according to group sizes information-that is, numbers of cases and controls/total of category levels within each study. 4 When the group size information is missing, the GLS approach is hard to be applied. An alternative way in this situation is to use the weighted least squares (WLS) estimation. 11 Likewise, the WLS estimation of ,Ŵ could be conducted as follows:
W is the weight and is usually set as inverse variance in a metaanalysis. The variance can be generally written as
where Ω indicates the identity matrix for OLS, covariance matrix for GLS, and weighted variance matrix for WLS of Y.
Synthesis methods of piecewise relationship
Two methods were available to pool the regression estimators ( ), which refer to the one-stage approach and the two-stage approach. For the one-stage approach, all studies were treated as a whole while each study was treated as a cluster. 11 Under this model, the correlations within each study were adjusted by cluster-robust variance, and the weight of each study was considered an inverse variance. This method was first described by Xu and Doi, 11 which is based on WLS for the estimation and refers to mixed effect model and known as the robust error meta-regression (REMR). We did a slight modification on it that forced the intercept as zero in this model. Under the REMR model, the estimation of variance becomes
The synthesis of in the one-stage model is the estimation of of the regression due to the nature of the one-stage approach. Details were illustrated elsewhere. 11 The two-stage approach, which based on GLS, is first described by
Greenland and Orsini and known as generalized least squares for trend (GLST). 3, 6 It estimates the regression coefficients within each study first and then combines the coefficients in fixed effect, random effect, or other weighting schemes. Let us assume one knot of the function as an illustration of the two-stage method; consequently, we could obtain For REMR model, regression intercept is allowed as the maximum weight was assigned which minimize the regression intercept from the origin [11] .
two pieces of slopes ( 1 and 2 ) in each study produced by the knot.
Then formula
indicate the fixed-effect ( = 0) or random-effect models ( ≠ 0) of the two-stage DRMA. Here 1 and 2 are the summarized estimators of 1j and 2j . j is the within-study variance matrix while is the between-study variance matrix that needs to be estimated. 1 and 2 are correlation coefficients within ( 1j , 2j ) and ( 1 , 2 ), respectively.
Details of the algorithm have been illustrated by White 12 and Matteo. 5 
EXAMPLES
We used both GLST approach (two-stage) and REMR approach (onestage) for PL DRMA as examples. We tested the equality of the slopes (eg, 1 and 2 ) of each piecewise as a judgment of whether there is "piecewise effect" against the simple linear effect, and considered P < 0.1 as statistical significance due to the lower power of the test.
Random-effect model was used due to the potential heterogeneity. All the analyses were illustrated in Stata/SE 14 (Stata Corp, College Station, TX, USA). The code we used was presented in Table 1 .
Dose-response meta-analysis for continuous data
In a large cohort-based DRMA, Liu et al 13 Our meta-analysis showed that, based on GLST approach, significant "piecewise effect" was observed (P < 0.01), the relative risk (RR) of all-cause mortality was 1.02 (95% CI: 1.00, 1.04) for every 1-hour reduction of sleep duration among people who slept less than 7 hours; the RR was 1.09 (95% CI: 1.09, 1.10) for every 1-hour increase in sleep duration among people who slept more than 7 hours ( Figure 1A) ; based on REMR approach, the "piecewise effect" test was significant (P < 0.01) and the RRs were 1.01 (95% CI: 1.01, 1.02) for each-hour reduction when sleep less than 7 hours and 1.08 (95% CI: 1.05, 1.10)
for each-hour increase when rest more than 7 hours, respectively ( Figure 1B ).
Dose-response meta-analysis for discrete data
Epidemiological studies suggested parity (number of birth) may relate to the risk of rheumatoid arthritis. We searched PubMed and Embase and crudely included four case-control or cohort studies about (B) Sleep duration, hours/day F I G U R E 1 Piecewise linear prediction for sleep duration and risk of all-cause mortality: A, based on random-effect GLST approach (P < 0.01 for "piecewise effect" test); B, based on REMR approach (P < 0.01 for "piecewise effect" test) equality and risk of rheumatoid arthritis. We then used the parity data as an example of analyzing the response of a discrete exposure with an outcome in DRMA (Table S2 ). We choose three as the cut point of a number of birth refers to evidence from previous similar publications. 14, 15 This does not need centering since all the studies with "doses" start from zero. The "dose" (number of birth) used in the model was set as 0, 1, 2, 3, 4, 5, 6, 7, and 8.
Our results showed that, based on GLST approach, for women with three or fewer births, the RR of rheumatoid arthritis was 0.94 (95%CI: 0.87, 1.01) for every one-birth increment (P for "piecewise effect" was 0.03); for women with three or more births, the RR of rheumatoid arthritis was 1.13 (95% CI: 1.01, 1.26) for every onebirth increment (Figure 2A ). Based on REMR approach, the RRs were 0.92 (95% CI: 0.83, 1.03) for every one-birth increment for women with three or fewer births (P for "piecewise effect" was 0.06), and 1.15 (95% CI: 1.10, 1.32) for women with three or more births ( Figure 2B ). 
COMPARISON
Comparison to simple linear model
Comparison to nonlinear spline model
We used the restricted cubic spline model 6 (Table 2) .
DISCUSSION
In this article, we proposed a new model (Chang-PL model) for DRMA exploring the relation between discrete variables and outcomes. To the best of our knowledge, there was seldom literature addressed summarized dose-specific effects on discrete exposures. In our examples, this model fitted well, and the results were reasonable. Our model is adaptive when the nonlinear association cannot be directly employed and the linear association is not sufficient.
Previous models for DRMA have been well developed for continuous exposures but are limited when discrete exposures are used. In practice, however, discrete variables are often used as exposures in
DRMAs. While such types of exposure were usually misused. A crosssectional study showed that 5.7% of published DRMAs inappropriately used discrete exposures to fit nonlinear association. 2 This fact may result from the absence of the usable model. Our model thus offers a solution for discrete exposures in DRMAs.
Generally, in a DRMA, the doses (eg, 1-5 cup/day) were extracted from source publications (presented as interval while not point estimate) and had to be changed into an acceptable form. 6, 16 Briefly, for closed interval, the median or mean value of each exposure level is assigned to a corresponding relative risk; 17 for the open-ended interval (eg, >5 cups/day), the assigned dose is estimated by multiplying 1.2 or 1.5 of cutoff point 18 or by assuming the range to be the same as the adjacent interval. However, these approaches are inappropriate for discrete variables because of which would result in decimals that are not allowed for discrete variables-the assigned doses for discrete variables are expected to be an integer. Future studies are needed to focus on this problem. (B) Number of birth F I G U R E 2 Piecewise linear prediction for parity and risk of rheumatoid arthritis: A, based on random-effect GLST approach (P = 0.03 for "piecewise effect" test); B, based on REMR approach (P = 0.06 for "piecewise effect" test) GLST, generalized least square for trend estimation method; REMR, robust error meta-regression method.
In DRMAs, it is important to decide a best-fit model among nonlinear, piecewise linear, and simple linear procedures. For linear and nonlinear association, the common approach often sets the coefficients of the nonlinear term as zero and test the probability of this null hypothesis. If P < 0.1 (assuming = 0.1), we have reasonable evidence to reject the null hypothesis and treat the potential trend is nonlinear. A linear model would be chosen, otherwise. When the nonlinear association is not significant or cannot be directly used, it is reasonable to consider the piecewise or the simple linear model. We use the method of testing the equality of the slopes, which allows us to detect if there is "piecewise effect" against the simple linear model. And the piecewise linear model should be chosen when there is obvious "piecewise effect."
In addition, when the exposure variable is discrete while existing literature suggested evidence of a nonlinear relationship between the exposure and outcome, the piecewise linear model is recommended.
In our examples, we presented the application of piecewise linear DRMA model based on both the one-stage approach as well as the two-stage approach. We found that the results were mostly similar between one-stage and two-stage approach. One advantage of the one-stage approach is it does not need the group size information of included studies while still allows a valid estimation. While for the two-stage approach, it is more convenient to estimate the between study heterogeneity as the variance components and the correlation of the regression coefficients can be easier calculated in this framework. It is notable that, under the one-stage framework, at least two categories (e.g. > 8 h versus < 8 h) of doses is needed;
this is however not the case for the two-stage framework that at least three categories (e.g. > 8 h/< 8 h versus 6-8 h) is needed. As a result, the one-stage approach would expected to make full use of the included studies. In evidence based practice, it is recommended to employ both of the two approaches to achieve robust estimation.
The Stata code can easily apply both these two approaches we attached.
The proposed method has a few limitations. First, piecewise linear model is a particular type of linear function; the results are less precise and flexible compared to higher order function (eg, third order).
Although adding more knots may improve precision, the results remain to be at risk of underfit when a nonlinear association is significant. Second, inverse variance or other weighting schemes according to sample sizes were used in current methods; such methods, however, do not address the issue of study quality. Suhail et al 19 proposed a quality effect model that included study quality for adjusting pooled effect estimates from a meta-analysis of observational studies may serve as a potential solution. Third, a valid approach to determining the best cut point of the distribution of exposure has yet to be established, although adjusted R-squared may offer some suggestions.
CONCLUSION
In conclusion, the piecewise linear function is a valid and straightforward method for DRMA. It is useful for assessing the relation between discrete exposures and outcomes and represents an alternative model to the nonlinear model, and it may also be a superior model to linear model in DRMA. Further studies should focus on improving the precision of cut point selection as well as the flexibility of the piecewise linear model.
