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NEAR-OPTIMAL COLUMN-BASED MATRIX RECONSTRUCTION
CHRISTOS BOUTSIDIS∗, PETROS DRINEAS† , AND MALIK MAGDON-ISMAIL†
Abstract. We consider low-rank reconstruction of a matrix using a subset of its columns and we
present asymptotically optimal algorithms for both spectral norm and Frobenius norm reconstruction.
The main tools we introduce to obtain our results are: (i) the use of fast approximate SVD-like
decompositions for column-based matrix reconstruction, and (ii) two deterministic algorithms for
selecting rows from matrices with orthonormal columns, building upon the sparse representation
theorem for decompositions of the identity that appeared in [1].
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1. Introduction. The best rank k approximation to a matrix A ∈ Rm×n is
Ak =
k∑
i=1
σiuiv
T
i ,
where σ1 ≥ σ2 ≥ · · · ≥ σk ≥ 0 are the top k singular values of A, with associated
left and right singular vectors ui ∈ Rm and vi ∈ Rn respectively. (See Section 1.1
for notation and recall that the singular values and singular vectors of A can be
computed via the Singular Value Decomposition (SVD) of A in O(mnmin{m,n})
time.) It is well-known that Ak optimally approximatesA among all rank k matrices,
with respect to any unitarily invariant norm. There is considerable interest (e.g.
[4, 6, 8, 9, 11, 15, 19, 20, 21]) in determining a minimum set of r ≪ n columns of
A which is approximately as good as Ak at reconstructing A. Such columns are
important for interpreting data [21], building robust machine learning algorithms [4],
feature selection, etc.
Let A ∈ Rm×n and let C ∈ Rm×r consist of r columns of A for some k ≤ r < n.
We are interested in the reconstruction errors
‖A−CC+A‖ξ and ‖A−ΠξC,k(A)‖ξ,
for ξ = 2,F (see Section 1.1 for notation). The former is the reconstruction error for
A using the columns in C; the latter is the error from the best rank k reconstruction
of A (under the appropriate norm) within the column space of C. For fixed A, k,
and r, we would like these errors to be as close to
‖A−Ak‖ξ
as possible. We present polynomial-time near-optimal constructions for arbitrary r >
k, settling important open questions regarding column-based matrix reconstruction.
• Spectral norm: What is the best reconstruction error with r > k columns?
We present polynomial-time (deterministic and randomized) algorithms with
approximation error asymptotically matching a lower bound proven in this
work. Prior work had focused on the r = k case and presented near-optimal
polynomial-time algorithms [6, 17].
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• Frobenius norm: How many columns are needed for relative error approx-
imation, i.e. a reconstruction error of at most
(1 + ǫ) ‖A−Ak‖F,
for ǫ > 0? We show that O(k/ǫ) columns contain a rank-k subspace which
reconstructsA to relative error, and we present the first sub-SVD (in terms of
running time) randomized algorithm to identify these columns. This matches
the Ω(k/ǫ) lower bound in [8] and improves the best known upper bound of
O(k log k + k/ǫ) [6, 8, 12, 23].
1.1. Notation. A,B, . . . are matrices; a,b, . . . are column vectors. In is the
n×n identity matrix; 0m×n is the m×n matrix of zeros; 1n is the n×1 vector of ones;
ei is the standard basis (whose dimensionality will be clear from the context); rank(A)
is the rank of A. The Frobenius and the spectral matrix-norms are: ‖A‖2F =
∑
i,jA
2
ij
and ‖A‖2 = max‖x‖2=1 ‖Ax‖2; ‖A‖ξ is used if a result holds for both norms ξ = 2
and ξ = F. The Singular Value Decomposition (SVD) of A, with rank(A) = ρ is
A =
(
Uk Uρ−k
)︸ ︷︷ ︸
UA∈Rm×ρ
(
Σk 0
0 Σρ−k
)
︸ ︷︷ ︸
ΣA∈Rρ×ρ
(
VTk
VTρ−k
)
︸ ︷︷ ︸
VT
A
∈Rρ×n
,
with singular values σ1 ≥ . . . σk ≥ σk+1 ≥ . . . ≥ σρ > 0. We will use σi (A) to
denote the i-th singular value of A when the matrix is not clear from the context.
The matrices Uk ∈ Rm×k and Uρ−k ∈ Rm×(ρ−k) contain the left singular vectors
of A, and, similarly, the matrices Vk ∈ Rn×k and Vρ−k ∈ Rn×(ρ−k) contain the right
singular vectors of A. It is well-known that Ak = UkΣkV
T
k minimizes ‖A − X‖ξ
over all matrices X ∈ Rm×n of rank at most k. We use Aρ−k to denote the matrix
A − Ak = Uρ−kΣρ−kVTρ−k. Also, A+ = VAΣ−1A UTA denotes the Moore-Penrose
pseudo-inverse of A. For a symmetric positive definite matrix A = BBT, λi (A) =
σ2i (B) denotes the i-th eigenvalue of A.
Finally, given a matrix A ∈ Rm×n and a matrix C ∈ Rm×r with r > k, we
formally define the matrix ΠξC,k(A) ∈ Rm×n as the best approximation to A within
the column space of C that has rank at most k. ΠξC,k(A) minimizes the residual
‖A− Aˆ‖ξ, over all Aˆ in the column space of C that have rank at most k (one can
write ΠξC,k(A) = CX where X ∈ Rr×n has rank at most k). In general,
Π2C,k(A) 6= ΠFC,k(A);
Section 2.2 discusses the computation of ΠξC,k(A).
1.2. Main results. Since
‖A−CC+A‖ξ ≤ ‖A−ΠξC,k(A)‖ξ,
we will state all our bounds in terms of the latter quantity. Note that we chose to state
our Frobenius norm bounds in terms of the square of the Frobenius norm; this choice
facilitates comparisons with prior work and simplifies our proofs (see also Table 1.1
for a summary of our results).
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Theorem 1.1 (Deterministic spectral norm reconstruction). Given A ∈ Rm×n of
rank ρ and a target rank k < ρ, there exists a deterministic polynomial-time algorithm
to select r > k columns of A and form a matrix C ∈ Rm×r such that
‖A−Π2C,k(A)‖2 ≤
(
1 +
1+
√
(ρ−k)/r
1−
√
k/r
)
‖A−Ak‖2 = O
(√
ρ/r
)
‖A−Ak‖2.
The matrix C can be computed in TSVD +O
(
rn
(
k2 + (ρ− k)2
))
time, where TSVD
is the time needed to compute all ρ right singular vectors of A.
Our algorithm uses the matrices Vk and Vρ−k of the right singular vectors of
A. These matrices can be computed in O(mnmin{m,n}) time via the SVD. The
asymptotic multiplicative error of the above theorem matches a lower bound that
we prove in Section 9.1. This is the first spectral reconstruction algorithm with
asymptotically optimal guarantees for arbitrary r > k. Previous work presented
near-optimal algorithms for r = k [17]. We note that in Section 4 we will present
a result that achieves a slightly worse error bound (essentially replacing ρ by n in
the accuracy guarantee), but only uses the top k right singular vectors of A (i.e., the
matrix Vk from the SVD of A).
Theorem 1.2 (Deterministic Frobenius norm reconstruction). Given A ∈ Rm×n
of rank ρ and a target rank k < ρ, there exists a deterministic polynomial-time algo-
rithm to select r > k columns of A and form a matrix C ∈ Rm×r such that
‖A− ΠFC,k(A)‖2F ≤
(
1 +
(
1−√k/r)−2) ‖A−Ak‖2F.
The matrix C can be computed in TVk +O
(
mn+ nrk2
)
time, where TVk is the time
needed to compute the top k right singular vectors of A.
Our bound implies a constant-factor approximation. Previous work presents de-
terministic near-optimal algorithms for r = k [6]; we are unaware of any deterministic
algorithms for r > k.
The next two theorems guarantee (up to small constant factors) the same bounds
as Theorems 1.1 and 1.2, but the proposed algorithms are considerably more efficient.
In particular, there is no need to exactly compute the right singular vectors of A,
because approximations suffice.
Theorem 1.3 (Fast spectral norm reconstruction). Given A ∈ Rm×n of rank ρ,
a target rank 2 ≤ k < ρ, and 0 < ǫ < 1, there exists a randomized algorithm to select
r > k columns of A and form a matrix C ∈ Rm×r such that
E
[‖A−Π2C,k(A)‖2] ≤ (√2 + ǫ)
(
1+
√
n/r
1−
√
k/r
)
‖A−Ak‖2 = O
(√
n/r
)
‖A−Ak‖2.
The matrix C can be computed in O
(
mnkǫ−1 log
(
k−1min{m,n})+ nrk2) time.
Theorem 1.4 (Fast Frobenius norm reconstruction). Given A ∈ Rm×n of rank
ρ, a target rank 2 ≤ k < ρ, and 0 < ǫ < 1, there exists a randomized algorithm to
select r > k columns of A and form a matrix C ∈ Rm×r such that
E
[‖A−ΠFC,k(A)‖2F] ≤ (1 + ǫ)
(
1 +
(
1−√k/r)−2)‖A−Ak‖2F.
The matrix C can be computed in O
(
mnkǫ−1 + nrk2
)
time.
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Spectral norm (ξ = 2) Frobenius norm (ξ = F)
Deterministic
(
1 +
1+
√
(ρ−k)/r
1−
√
k/r
)2
(Thm. 1.1) 1 +
(
1−√k/r)−2 (Thm. 1.2)
Randomized∗ O (n/r) (Thm. 1.3) 1 + 2kr
(
1 + o(1)
)
(Thm. 1.5)
Table 1.1
Upper bounds for the approximation ratio ‖A −Πξ
C,k
(A)‖
2
ξ
/‖A−Ak‖
2
ξ , for any r > k. Here A ∈
R
m×n of rank ρ. ∗ We give a bound on the expected approximation ratio.
Our last, yet perhaps most interesting result, guarantees relative-error Frobenius
norm approximation by combining the algorithm of Theorem 1.4 with one round of
adaptive sampling [8, 9]. This is the first relative-error approximation for Frobenius
norm reconstruction that uses a linear number of columns in k (the target rank).
Previous work [12, 23, 8, 6] achieves relative error with O(k log k+k/ǫ) columns. Our
result asymptotically matches the Ω(k/ǫ) lower bound in [8].
Notice that in Theorems 1.2 and 1.4, which use the deterministic spectral sparsi-
fication technique of Lemma 3.6 to select the columns, we only achieve a 2 + ǫ error
by selecting O(k/ǫ2) columns. To improve this constant factor approximation to a
relative error bound we used the adaptive sampling idea from [8, 9].
Theorem 1.5 (Fast relative-error Frobenius norm reconstruction). Given A ∈
R
m×n of rank ρ, a target rank 2 ≤ k < ρ, and 0 < ǫ < 1, there exists a randomized
algorithm to select at most
r =
2k
ǫ
(
1 + o(1)
)
columns of A and form a matrix C ∈ Rm×r such that,
E
[‖A−ΠFC,k(A)‖2F] ≤ (1 + ǫ)‖A−Ak‖2F.
The matrix C can be computed in O
((
mnk + nk3
)
ǫ−2/3
)
time.
1.3. Running times. Notice that the running times in the theorems presented
above are stated in terms of the number of operations needed to compute the matrixC,
and, for simplicity, we assume that A is dense; if A is sparse, additional savings might
be possible. Our accuracy guarantees are in terms of the optimal matrix ΠξC,k(A),
which would require additional time to compute. For the Frobenius norm, comput-
ing ΠFC,k(A) is straightforward, and only requires an additional O
(
mnr + (m+ n) r2
)
time (see the discussion in Section 2.2). For the spectral norm, we are not aware of
any efficient algorithm to compute Π2C,k(A) exactly. In Section 2.2 we present a sim-
ple approach that computes Πˆ2C,k(A), a constant-factor approximation to Π
2
C,k(A),
in O
(
mnr + (m+ n) r2
)
time. Our bounds in Theorems 1.1 and 1.3 can be restated
in terms of the error
‖A− Πˆ2C,k(A)‖2;
the accuracy guarantees only weaken by small constant factors.
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# Columns (r) Spectral norm (ξ = 2) Frobenius norm (ξ = F)
r = k n/k [6] k + 1 [9]
r > k n/r (Section 9.1) 1 + k/r [8] (and Section 9.2)
Table 1.2
Lower bounds for the approximation ratio ‖A− Πξ
C,k
(A)‖
2
ξ
/‖A−Ak‖
2
ξ. Here A ∈ R
m×n.
1.4. Lower Bounds. Table 1.2 provides a summary on lower bounds for the
ratio
‖A−ΠξC,k(A)‖2ξ
‖A−Ak‖2ξ
,
whereC is a matrix consisting of r columns ofA, with r ≥ k. Theorem 9.1 contributes
a new lower bound for the spectral norm case when r > k. Note that any lower
bound for the ratio ‖A − CC+A‖2ξ/‖A − Ak‖2ξ implies the same lower bound for
‖A−ΠξC,k(A)‖2ξ/‖A−Ak‖2ξ; the converse, however, is not true.
1.5. Prior results on column-based matrix reconstructions. There is a
long literature on algorithms for column-based matrix reconstruction using r ≥ k
columns. The first result goes back to [16], with the most recent one being, to the
best of our knowledge, the work in [6].
1.5.1. The Frobenius norm case. We present known upper bounds for the
approximation ratio
‖A−ΠFC,k(A)‖2F/‖A−Ak‖2F.
We start with the r = k case. [3] describes a TVk+O
(
nk + k3
(
log2 k
)
(log log k)
)
time
randomized algorithm which provides an upper bound O
(
k log
1
2 k
)
with constant
probability. This bound was subsequently improved in [6]. More precisely, Theorem
8 of [6] gives a (k + 1) deterministic approximation running in O(knm3 logm) time;
this upper bound matches the lower bound in [9]. [6] also presents three randomized
algorithms such that E
[
‖A−ΠFC,k(A)‖2F
]
= (k + 1)‖A − Ak‖2F. These random-
ized algorithms are presented in Theorem 7, Proposition 16, and Proposition 18 and
run in O
(
knm3 logm
)
, O
(
kn3m+ kn4 logn
)
, and O
(
kTSVD + knm
2
)
time, respec-
tively. Moreover, Theorem 9 in [6] presents a randomized algorithm that runs in time
O
(
mn lognk2ǫ−2 + n log3 n · k7ǫ−6 log (kǫ−1 logn)) such that, with constant proba-
bility, ‖A−ΠFC,k(A)‖2F ≤ (1 + ǫ) · (k + 1)‖A−Ak‖2F, for any 0 < ǫ < 1. Finally, [18]
improved upon the running time of the results in [6]. More precisely, Theorem 2
in [18] gives an O
(
knm2
)
time randomized algorithm with a (k + 1) multiplicative
error (in expectation).
When r = Ω(k log k), relative-error approximations are known. [12] presented the
first result that achieved such a bound, using random sampling of the columns of A
according to the Euclidean norms of the rows of Vk, the so-called leverage scores [21].
More specifically, a (1 + ǫ)-approximation was proven using r = Ω
(
kǫ−2 log
(
kǫ−1
))
columns in TVk + O(kn + r log r) time. [23] argued that the same technique gives a
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(1 + ǫ)-approximation using r = Ω
(
k log k + kǫ−1
)
columns. It also showed how to
improve the running time to TV˜k+O(kn+r log r), where V˜k ∈ Rn×k contains the right
singular vectors of an approximation to Ak and can be computed in o(mnmin{m,n})
time, which is less than the time needed to compute the SVD of A. In [8], the authors
leveraged volume sampling and presented an approach that achieves a relative error
approximation using O(k2 log k + kǫ−1) columns in O(mnk2 log k) time. Also, it is
possible to combine the fast volume sampling approach in [6] (setting, for example,
ǫ = 1/2) with O(log k) rounds of adaptive sampling as described in [8] to achieve a
relative error approximation using O
(
k log k + kǫ−1
)
columns. The running time of
this combined algorithm is O
(
mnk2 logn+ nk7 log3 n · log (k log n)). The techniques
in [12] do not apply to general r > k, since Ω(k log k) columns must be sampled in
order to preserve rank with random sampling.
A related line of work (including [7, 13, 14, 24]) has focused on the construction
of coresets and sketches for high dimensional subspace approximation with respect
to general ℓp norms. In our setting, p = 2 corresponds to Frobenius norm matrix
reconstruction, and Theorem 1.3 of [24] presents an exponential in k/ǫ algorithm to
select O
(
k2ǫ−1 log (k/ǫ)
)
columns that guarantee a relative error approximation. It
would be interesting to understand if the techniques of [7, 13, 14, 24] can be extended
to match our results here in the special case of p = 2.
The recent work in [18] presents a deterministic and a randomized algorithm for
arbitrary r ≥ k that guarantee upper bounds for the ratio ‖A−CC+A‖2F/‖A−Ak‖2F.
More precisely, Theorem 1 in [18] presents an O
(
rnm3 logm
)
time deterministic al-
gorithm with bound (r + 1)/(r + 1 − k), which is tight up to low order terms if
r = o(n). Also, Theorem 2 in [18] presents an O(rnm2) time randomized algorithm
which achieves the same bound in expectation. We should notice that it is not ob-
vious how to extend the results in [18] to obtain comparable bounds for the ratio
‖A−ΠFC,k(A)‖2F/‖A−Ak‖2F.
1.5.2. The spectral norm case. We present known guarantees for the approx-
imation ratio
‖A−Π2C,k(A)‖22/‖A−Ak‖22.
In general, results for spectral norm have been rare. When r = k, the strongest bound
emerges from the Strong Rank Revealing QR (RRQR) [17] (specifically Algorithm 4
in [17]), which, for f > 1, runs in O(mnk logf n) time and guarantees an f
2k(n−k)+1
approximation. For r > k, to the best of our knowledge, there is no easy way to extend
the RRQR guarantees. In fact we are only aware of one bound that is applicable to this
domain, other than those obtained by trivially extending the Frobenius norm bounds,
because any α-approximation in the Frobenius norm gives an α(ρ−k)-approximation
in the spectral norm:
‖A−Π2C,k(A)‖22 ≤ ‖A−ΠFC,k(A)‖22 ≤ ‖A−ΠFC,k(A)‖2F
≤ α‖A−Ak‖2F ≤ α(ρ− k)‖A−Ak‖22.
Finally, recent work [2] describes a deterministic TVk +O (nk (n− r)) time algorithm
that guarantees an approximation error
‖A−Π2C,k(A)‖22/‖A−Ak‖22 ≤ 2 + k(n− r)/(r − k + 1),
for any r ≥ k.
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2. Matrix norm properties and the computation of ΠξC,k(A).
2.1. Matrix norm properties. Recall notation from Section 1.1; for any ma-
trix A of rank at most ρ, it is well-known that ‖A‖2F =
∑ρ
i=1 σ
2
i (A) and ‖A‖2 =
σ1(A). Also, the best rank k approximation to A satisfies ‖A−Ak‖2 = σk+1(A) and
‖A−Ak‖2F =
∑ρ
i=k+1 σ
2
i (A). For any two matrices A and B of appropriate dimen-
sions, ‖A‖2 ≤ ‖A‖F ≤ √ρ‖A‖2, ‖AB‖F ≤ ‖A‖F‖B‖2, and ‖AB‖F ≤ ‖A‖2‖B‖F.
The latter two properties are stronger versions of the standard submultiplicativity
property. We refer to the next lemma as matrix-Pythogoras:
Lemma 2.1. If X,Y ∈ Rm×n and XYT = 0m×m or XTY = 0n×n, then
‖X+Y‖2F = ‖X‖2F + ‖Y‖2F,
max{‖X‖22, ‖Y‖22} ≤ ‖X+Y‖22 ≤ ‖X‖22 + ‖Y‖22.
Proof. Suppose XYT = 0m×m. Then, (X +Y)(X +Y)T = XXT +YYT. For
ξ = F,
‖X+Y‖2F = Tr
(
(X+Y)(X+Y)T
)
= Tr
(
XXT +YYT
)
= ‖X‖2F + ‖Y‖2F.
For ξ = 2, let z be any vector in Rm. Then,
‖X+Y‖22 = max‖z‖2=1 z
T(X+Y)(X +Y)Tz = max
‖z‖2=1
(
zTXXTz+ zTYYTz
)
.
We have that max‖z‖2=1
(
zTXXTz+ zTYYTz
)
is at most
max
‖z‖2=1
zTXXTz+ max
‖z‖2=1
zTYYTz = ‖X‖22 + ‖Y‖22
and that
max
‖z‖2=1
(zTXXTz+ zTYYTz) ≥ max
‖z‖2=1
zTXXTz = ‖X‖22,
since zTYYTz is non-negative for any vector z. We get the same lower bound with
‖Y‖22 instead, which means we can lower bound by max{‖X‖22, ‖Y‖22}. The case when
XTY = 0n×n can be proven similarly.
A projection operatorP equals its own square, P2 = P. Projection operators play
an important role in our analysis. The following lemma is well known for nontrivial
symmetric projection matrices, but also holds for non-symmetric (oblique) projection
matrices.
Lemma 2.2 ([25]). Let P be a non-null projection. Then, ‖I−P‖2 ≤ ‖P‖2. (If
in addition I − P, also a projection, is non-null, then we get equality in the above
lemma.)
2.2. Computing the best rank k approximation ΠξC,k(A). Let A ∈ Rm×n,
let k < n be an integer, and let C ∈ Rm×r with r > k. Recall that ΠξC,k(A) ∈ Rm×n
is the best rank k approximation to A in the column space of C. We can write
ΠξC,k(A) = CX
ξ, where
Xξ = argmin
Ψ∈Rr×n:rank(Ψ)≤k
‖A−CΨ‖2ξ.
In order to compute (or approximate) ΠξC,k(A) given A, C, and k, we will use the
following algorithm:
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1: Orthonormalize the columns of C in O(mr2) time to construct the matrix Q ∈
R
m×r.
2: Compute (QTA)k ∈ Rr×n via SVD in O(mnr + nr2) – the best rank-k approxi-
mation of QTA.
3: Return Q(QTA)k ∈ Rm×n in O(mnk) time.
Clearly, Q(QTA)k is a rank k matrix that lies in the column span of C. Note that
though ΠξC,k(A) can depend on ξ, our algorithm computes the same matrix, inde-
pendent of ξ. The next lemma, which is essentially Lemma 4.3 in [5] combined with
an improvment of Theorem 9.3 in [19], proves that this algorithm computes ΠFC,k(A)
and a constant factor approximation to Π2C,k(A).
Lemma 2.3. Given A ∈ Rm×n, C ∈ Rm×r and an integer k, the matrix
Q(QTA)k ∈ Rm×n described above (where Q is an orthonormal basis for the columns
of C) can be computed in O
(
mnr + (m+ n)r2
)
time and satisfies:
‖A−Q(QTA)k‖2F = ‖A−ΠFC,k(A)‖2F,
‖A−Q(QTA)k‖22 ≤ 2‖A−Π2C,k(A)‖22.
Proof. Our proof for the Frobenius norm case is a mild modification of the proof
of Lemma 4.3 [5]. First, note that ΠFC,k(A) = Π
F
Q,k(A), because Q ∈ Rm×r is an
orthonormal basis for the column space of C. Thus,
‖A−ΠFC,k(A)‖2F = ‖A−ΠFQ,k(A)‖2F = min
Ψ:rank(Ψ)≤k
‖A−QΨ‖2F.
Now, using matrix-Pythagoras and the orthonormality of Q,
‖A−QΨ‖2F = ‖A−QQTA+Q(QTA−Ψ)‖2F = ‖A−QQTA‖2F + ‖QTA−Ψ‖2F.
Setting Ψ = (QTA)k minimizes the above quantity over all rank-k matrices Ψ. Thus,
combining the above results, ‖A−ΠFC,k(A)‖2F = ‖A−Q(QTA)k‖2F.
We proceed to the spectral-norm part of the proof, which combines ideas from
Theorem 9.3 [19] and matrix-Pythagoras to manipulate the term ‖A−Q(QTA)k‖22.
In the derivations below there are two sources of errors: the first comes from projecting
A on QQT and the second from taking a low-rank approximation of this projection:
‖A−Q(QTA)k‖22 = ‖A−QQTA+Q(QTA− (QTA)k)‖22
≤ ‖A−QQTA‖22 + ‖QQTA− (QQTA)k‖22
(a)
≤ ‖A−Π2Q,k(A)‖22 + ‖A−Ak‖22
≤ 2‖A−Π2Q,k(A)‖22.
The first inequality follows from the simple fact that (QQTA)k = Q(Q
TA)k and
matrix-Pythagoras; the first term in (a) follows becauseQQTA is the (unconstrained,
not necessarily of rank at most k) best approximation to A in the column space of Q;
the second term in (a) follows because QQT is a projector matrix and thus
‖QQTA− (QQTA)k‖22 = σ2k+1(QQTA) ≤ σ2k+1(A) = ‖A−Ak‖22.
The last inequality follows because ‖A−Ak‖22 ≤ ‖A−Π2Q,k(A)‖22.
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3. Main Tools. Our two main tools are the use of matrix factorizations for
column-based low-rank matrix reconstruction, and two deterministic sparsification
lemmas which extend the work of [1].
3.1. Matrix factorizations. Our first tool (see Lemmas 3.1, 3.3, and 3.4) con-
nects matrix factorizations and matrix reconstruction from its columns. Specifically,
Lemmas 3.3 and 3.4 consider factorizations of the matrix A ∈ Rm×n of the form
A = BZT +E,
where B = AZ ∈ Rm×k, Z ∈ Rn×k, E ∈ Rm×n, and Z has orthonormal columns.
Note that the factorization decomposes A to its projection AZZT onto the k dimen-
sional space spanned by the columnd of Z and the orthogonal error E = A(I−ZZT),
which implies that EZ = 0m×k. Lemma 3.1 shows how these factorizations are
connected to column selection. Lemma 3.1 is the starting point of all our column
reconstruction results.
Lemma 3.1. Let A = BZT +E, with B = AZ and ZTZ = Ik. Let S ∈ Rn×r be
any matrix such that rank(ZTS) = rank(Z) = k. Let C = AS ∈ Rm×r. Then,
‖A−ΠξC,k(A)‖
2
ξ
≤ ‖E‖2ξ + ‖ES(ZTS)+‖
2
ξ; (3.1)
and,
‖A−ΠξC,k(A)‖2ξ ≤ ‖E‖2ξ · ‖S(ZTS)+‖22. (3.2)
Proof. We first prove Eqn. (3.1). The optimality of ΠξC,k(A) implies that
‖A−ΠξC,k(A)‖2ξ ≤ ‖A−X‖2ξ,
over all matrices X ∈ Rm×n of rank at most k in the column space of C. Consider
the matrix X = C(ZTS)+ZT (clearly X is in the column space of C and rank(X) ≤ k
because Z ∈ Rn×k):
‖A−C(ZTS)+ZT‖2ξ = ‖BZT +E︸ ︷︷ ︸
A
− (BZT +E)S︸ ︷︷ ︸
C=AS=(BZT+E)S
(ZTS)+ZT‖2ξ
= ‖BZT −BZTS(ZTS)+ZT +E−ES(ZTS)+ZT‖2ξ
(a)
= ‖E−ES(ZTS)+ZT‖2ξ (3.3)
(b)
≤ ‖E‖2ξ + ‖ES(ZTS)+ZT‖2ξ.
(a) follows because, by assumption, rank(ZTS) = k, and thus (ZTS)(ZTS)+ = Ik
which implies that the first two terms cancel:
BZT −B(ZTS)(ZTS)+ZT = 0m×n.
(b) follows by matrix-Pythagoras because
ES(ZTS)+ZTET = 0m×n,
(recall that E = A(I − ZZT) and so EZ = 0m×k). The lemma follows by strong
submultiplicativity because Z has orthonormal columns, hence ‖Z‖2 = 1.
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We now prove Eqn. (3.2). In the above derivation up to (3.3), we have shown:
‖A−ΠξC,k(A)‖2ξ ≤ ‖A−C(ZTS)+ZT‖2ξ = ‖E(I− S(ZTS)+ZT)‖2ξ.
By strong submultiplicativity, the last term is bounded by
‖E‖2ξ‖I− S(ZTS)+ZT‖
2
2 ≤ ‖E‖2ξ‖S(ZTS)+ZT‖
2
2 = ‖E‖2ξ‖S(ZTS)+‖
2
2
The first step follows because
P = S(ZTS)+ZT,
is a non-null projection because
P2 = S(ZTS)+ZTS(ZTS)+ZT = S(ZTS)+ZT,
(where we used ZTS(ZTS)+ = Ik), and so we can apply Lemma 2.2; the second step
is because Z is orthogonal.
In this work, we view C as a dimensionally-reduced or sampled sketch of A; S
is the dimension-reduction or sampling matrix. In words, Lemma 3.1 argues that
if the matrix S preserves the rank of an approximate factorization of the original
matrix A, then the reconstruction of A from C = AS has an error that is essentially
proportional to the error of the approximate factorization. The importance of this
lemma is that it indicates an algorithm for matrix reconstruction using a subset of
the columns of A. First, compute any factorization of the form A = BZT+E, where
B = AZ and ‖E‖ξ is small. Then, compute a sampling matrix S which satisfies the
rank assumption and controls the error ‖ES(ZTS)+‖ξ.
An immediate corollary of Lemma 3.1 emerges by considering the SVD of A.
More specifically, consider the following factorization of A:
A = AVkV
T
k + (A−Ak) ,
where Vk is the matrix of the top k right singular vectors of A. In the parlance of
Lemma 3.1, Z = Vk, B = AVk, E = A−Ak, and clearly EZ = 0m×k.
Lemma 3.2. Let S ∈ Rn×r be a matrix such that rank(VTkS) = k. Let C = AS.
Then,
‖A−ΠξC,k(A)‖
2
ξ
≤ ‖A−Ak‖2ξ + ‖(A−Ak)S(VTkS)+‖
2
ξ ; (3.4)
and,
‖A−ΠξC,k(A)‖2ξ ≤ ‖A−Ak‖2ξ · ‖S(VTkS)+‖22. (3.5)
The above lemma will be useful for designing the deterministic (spectral norm and
Frobenius norm) column-reconstruction algorithms of Theorems 1.1 and 1.2. However,
computing the SVD is costly and thus we would like to design a factorization of the
form A = BZT + E that is as good as the SVD, but can be computed in O(mnk)
time. The next two lemmas achieve this goal by extending the algorithms in [19, 22]
(see Sections 5 and 6 for their proofs). We will use these factorizations to design fast
column reconstruction algorithms in Theorems 1.3, 1.4, and 1.5.
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Lemma 3.3 (Randomized fast spectral norm SVD). Given A ∈ Rm×n of rank ρ,
a target rank 2 ≤ k < ρ, and 0 < ǫ < 1, there exists an algorithm that computes a
factorization A = BZT +E, with B = AZ, ZTZ = Ik, and EZ = 0m×k such that
E [‖E‖2] ≤
(√
2 + ǫ
)
‖A−Ak‖2.
The proposed algorithm runs in O
(
mnkǫ−1 log
(
k−1min{m,n})) time.
Lemma 3.4 (Randomized fast Frobenius norm SVD). Given A ∈ Rm×n of rank
ρ, a target rank 2 ≤ k < ρ, and 0 < ǫ < 1, there exists an algorithm that computes a
factorization A = BZT +E, with B = AZ, ZTZ = Ik, and EZ = 0m×k such that
E
[‖E‖2F] ≤ (1 + ǫ)‖A−Ak‖2F.
The proposed algorithm runs in O
(
mnkǫ−1
)
time.
3.2. Sparse approximate decompositions of the identity. Lemmas 3.1, 3.3
and 3.4 argue that, in order to achieve almost optimal column-based matrix recon-
struction, we need a sampling matrix S that preserves the rank of Z and controls
the error ‖ES(ZTS)+‖ξ. We present algorithms to compute such a matrix S in Lem-
mas 3.5 and 3.6. These lemmas were motivated by an important linear-algebraic result
for a decomposition of the identity presented by Batson et al. [1]. It is worth empha-
sizing that the result of [1] can not be directly applied to the column reconstruction
problem. Indeed, in our setting, it is necessary to control properties related to both
matrices Z and E = A − BZT simultaneously. In the spectral-norm reconstruction
case, we need to control the singular values of the two matrices; in the Frobenius-norm
reconstruction case, we need to control singular values and Frobenius norms of two
matrices. The following two lemmas are proven in Sections 7 and 8.
Lemma 3.5 (Dual Set Spectral Sparsification.). Let V = {v1, . . . ,vn} and U =
{u1, . . . ,un} be two equal cardinality decompositions of the identity, where vi ∈ Rk
(k < n), ui ∈ Rℓ (ℓ ≤ n),
∑n
i=1 viv
T
i = Ik, and
∑n
i=1 uiu
T
i = Iℓ. Given an integer r
with k < r ≤ n, there exists a set of weights si ≥ 0 (i = 1, . . . , n) at most r of which
are non-zero, such that
λk
(
n∑
i=1
siviv
T
i
)
≥
(
1−
√
k
r
)2
, and λ1
(
n∑
i=1
siuiu
T
i
)
≤
(
1 +
√
ℓ
r
)2
.
The weights si can be computed deterministically in O
(
rn
(
k2 + ℓ2
))
time.
In matrix notation, let U and V be the matrices whose rows are the vectors ui
and vi respectively. We can now construct the sampling matrix S ∈ Rn×r as follows:
for i = 1, . . . , n, if si is non-zero then include
√
siei as a column of S; here ei is the
i-th standard basis vector 1. Using this matrix notation,
n∑
i=1
siviv
T
i = V
TSSTV and
n∑
i=1
siuiu
T
i = U
TSSTU,
and so the above lemma guarantees that
σk(V
TS) ≥ 1−
√
k/r and σ1(U
TS) ≤ 1 +
√
ℓ/r.
1Note that we slightly abused notation: indeed, the number of columns of S is less than or equal
to r, since at most r of the weights are non-zero. Here, we use r to also denote the actual number of
non-zero weights, which is equal to the number of columns of the matrix S.
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Clearly, S may be viewed as a matrix that samples and rescales r rows of U and V
(columns of UT and VT), namely the rows that correspond to non-zero weights si.
Lemma 3.6 (Dual Set Spectral-Frobenius Sparsification.). Let V = {v1, . . . ,vn}
be a decomposition of the identity, where vi ∈ Rk (k < n) and
∑n
i=1 viv
T
i = Ik; let
A = {a1, . . . , an} be an arbitrary set of vectors, where ai ∈ Rℓ. Then, given an integer
r such that k < r ≤ n, there exists a set of weights si ≥ 0 (i = 1 . . . n), at most r of
which are non-zero, such that
λk
(
n∑
i=1
siviv
T
i
)
≥
(
1−
√
k
r
)2
, Tr
(
n∑
i=1
siaia
T
i
)
≤ Tr
(
n∑
i=1
aia
T
i
)
=
n∑
i=1
‖ai‖22.
The weights si can be computed deterministically in O
(
rnk2 + nℓ
)
time.
In matrix notation (hereA denotes the matrix whose rows are the vectors ai), the
above lemma guarantees that σk
(
VTS
)
≥ 1−√k/r and ‖ATS‖2F ≤ ‖A‖2F. Observe
that the second condition is actually just a general statement about preserving the
sum of positive numbers, though for our specific application context, as stated in the
lemma, this sum happens to be the Frobenius norm of A.
4. Proofs of our Main Results. In this section, we leverage the main tools
described in Section 3 in order to prove the results of Section 1.2 (Theorems 1.1
through 1.5). We start with a proof of Theorem 1.1, using Lemmas 3.2 and 3.5.
4.1. Proof of Theorem 1.1. Apply the algorithm of Lemma 3.5 on the fol-
lowing two sets of vectors: the n rows of the matrix Vk and the n rows of the
matrix Vρ−k. The output of the algorithm is a sampling and rescaling matrix
S ∈ Rn×r (see discussion after Lemma 3.5 in Section 3.2). Let C = AS and
note that C consists of a subset of r rescaled columns of A. Lemma 3.5 guaran-
tees that σk(V
T
kS) ≥ 1−
√
k/r > 0 (assuming r > k), and so rank(VTkS) = k. Also,
σ1(V
T
ρ−kS) = ‖VTρ−kS‖2 ≤ 1 +
√
(ρ− k)/r. Applying Eqn. (3.4) of Lemma 3.2, we
obtain,
‖A−Π2C,k(A)‖22 ≤ ‖A−Ak‖22 + ‖(A−Ak)S(VTkS)+‖22
≤ ‖A−Ak‖22 + ‖(A−Ak)S‖22‖(VTkS)+‖22
= ‖A−Ak‖22 + ‖Uρ−kΣρ−kVTρ−kS‖22‖(V Tk S)+‖22
≤ ‖A−Ak‖22 + ‖Σρ−k‖22‖VTρ−kS‖22‖(VTkS)+‖22
≤ ‖A−Ak‖22
(
1 +
(1 +
√
(ρ− k)/r)2
(1−√k/r)2
)
,
where the last inequality follows because ‖Σρ−k‖2 = ‖A −Ak‖2 and ‖(VTkS)+‖2 =
1/σk(V
T
kS) ≤ 1/(1−
√
k/r). Theorem 1.1 now follows by taking square roots of both
sides and using
√
1 + x2 ≤ 1 + x. The running time is equal to the time needed to
compute Vk and Vρ−k plus the running time of the algorithm in Lemma 3.5. Finally,
we note that rescaling the columns of C does not change the span of its columns and
thus is irrelevant in the construction of Π2C,k(A).
Our next theorem describes a deterministic algorithm for spectral norm recon-
struction that only needs to compute Vk and will serve as a prequel to the proof of
Theorem 1.3.
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Theorem 4.1. Given A ∈ Rm×n of rank ρ and a target rank k < ρ, there exists
a deterministic polynomial-time algorithm to select r > k columns of A and form a
matrix C ∈ Rm×r such that
‖A−Π2C,k(A)‖2 ≤
1 +
√
n/r
1−√k/r · ‖A−Ak‖2.
The matrix C can be computed in TVk +O
(
nrk2
)
time, where TVk is the time needed
to compute the top k right singular vectors of A.
Proof. First, apply the algorithm of Lemma 3.5 on the following two sets of
vectors: the n rows of the matrix Vk and the n rows of the matrix In. The output
of the algorithm is a sampling and rescaling matrix S ∈ Rn×r (see discussion after
Lemma 3.5 in Section 3.2). Let C = AS and note that C consists of a subset of r
rescaled columns of A. Lemma 3.5 guarantees that ‖InS‖2 ≤ 1 +
√
n/r. Applying
Eqn. (3.5) of Lemma 3.2, we get
‖A−ΠξC,k(A)‖22 ≤ ‖A−Ak‖22 · ‖S(VTkS)+‖22
= ‖A−Ak‖22 · ‖InS(VTkS)+‖22
≤ ‖A−Ak‖22 · ‖InS‖22 · ‖(VTkS)+‖22
≤ ‖A−Ak‖22 ·
(
1 +
√
n/r
)2
·
(
1−
√
k/r
)−2
.
Again, as in Theorem 1.1, the rescaling of the columns of C is irrelevant to the
construction of Π2C,k(A). To analyze the running time of the proposed algorithm, we
need to look more closely at Lemma 3.5 and the related algorithm. The proof of this
Lemma in Section 7 argues that the algorithm of Lemma 3.5 can be implemented
in O(nrk2) time. The total running time is the time needed to compute Vk plus
O(nrk2).
4.2. Proof of Theorem 1.3. In order to prove Theorem 1.3 we will follow
the proof of Theorem 4.1 using Lemma 3.3 (a fast matrix factorization) instead of
Lemma 3.2 (the exact SVD of A). More specifically, instead of using the top k right
singular vectors of A (the matrix Vk), we use the matrix Z ∈ Rn×k of Lemma 3.3.
We now apply the algorithm of Lemma 3.5 on the following two sets of vectors: the
n rows of the matrix Z and the n rows of the matrix In. The output of the algorithm
is a sampling and rescaling matrix S ∈ Rn×r (see discussion after Lemma 3.5 in
ection 3.2). Let C = AS and note that C consists of a subset of r rescaled columns
of A. Applying Eqn. (3.2) of Lemma 3.1, we get
‖A−ΠξC,k(A)‖22 ≤ ‖E‖22 · ‖S(ZTS)+‖22
= ‖E‖22 · ‖InS(ZTS)+‖22
≤ ‖E‖22 · ‖InS‖22 · ‖(ZTS)+‖22
≤ ‖E‖22 ·
(
1 +
√
n/r
)2
·
(
1−
√
k/r
)−2
,
where E is the residual error from the matrix factorization of Lemma 3.3. Tak-
ing square roots and using the bounds guaranteed by Lemma 3.5 for ‖InS‖2 and
‖(ZTS)+‖2, we obtain a bound in terms of ‖E‖2,
‖A−ΠξC,k(A)‖2 ≤ ‖E‖2 ·
(
1 +
√
n/r
)
·
(
1−
√
k/r
)−1
.
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Finally, since E is a random variable, taking expectations and applying the bound of
Lemma 3.3 concludes the proof of the theorem. Again, the rescaling of the columns of
C is irrelevant to the construction of Π2C,k(A). The running time is the time needed
to compute the matrix Z from Lemma 3.3 plus an additional O(nrk2) time as in
Theorem 4.1.
4.3. Proof of Theorem 1.2. First, apply the algorithm of Lemma 3.6 on the
following two sets of vectors: the n rows of the matrix Vk and the n rows of the
matrix (A−Ak)T. The output of the algorithm is a sampling and rescaling matrix
S ∈ Rn×r (see discussion after Lemma 3.5 in Section 3.2). Let C = AS and note
that C consists of a subset of r rescaled columns of A. We follow the proof of
Theorem 1.1 in the previous section up to the point where we need to bound the term
‖(A−Ak)S(VTkS)+‖
2
F. By strong submultiplicativity,
‖(A−Ak)S(VTkS)+‖2F ≤ ‖(A−Ak)S‖2F‖(VTkS)+‖22.
To conclude, we apply Lemma 3.6 to bound the two terms in the right-hand side of the
above inequality. The rescaling of the columns of C is irrelevant to the construction
of ΠFC,k(A). The running time of the proposed algorithm is equal to the time needed
to compute Vk plus the time needed to compute A−Ak (which is equal to O(mnk)
given Vk) plus the time needed to run the algorithm of Lemma 3.6, which is equal to
O
(
nrk2 + nm
)
.
4.4. Proof of Theorem 1.4. We will follow the proof of Theorem 1.2, but, as
with the proof of Theorem 1.3, instead of using the top k left singular vectors of A
(the matrix Vk), we will use the matrix Z of Lemma 3.4 that is computed via a fast,
approximate matrix factorization. More specifically, let Z be the matrix of Lemma 3.4
and run the algorithm of Lemma 3.6 on the following two sets of vectors: the n rows
of the matrix Z and the n rows of the matrix ET. The output of the algorithm
is a sampling and rescaling matrix S ∈ Rn×r (see discussion after Lemma 3.5 in
Section 3.2). Let C = AS and note that C consists of a subset of r rescaled columns
of A. The proof of Theorem 1.4 is now identical to the proof of Theorem 1.2, except
for using Eqn. (3.2) of Lemma 3.1 instead of Eqn. (3.5) in Lemma 3.2. Ultimately,
we obtain
‖A−ΠFC,k(A)‖2F ≤ ‖E‖2F + ‖ES(ZTS)+‖22
≤ ‖E‖2F + ‖ES‖2F‖(ZTS)+‖22
≤
(
1 +
(
1−
√
k/r
)−2)
‖E‖2F.
The last inequality follows from the bounds of Lemma 3.6. The theorem now follows
by taking the expectation of both sides and using Lemma 3.4 to bound E
[‖E‖2F]. The
rescaling of the columns of C is irrelevant to the construction of ΠFC,k(A). The overall
running time is derived by replacing the time needed to compute Vk in Theorem 1.2
with the time needed to compute the fast approximate factorization of Lemma 3.4.
4.5. Proof of Theorem 1.5. Finally, we will prove Theorem 1.5 by combining
the results of Theorem 1.4 (a constant factor approximation algorithm) with one
round of adaptive sampling. We first recall the following lemma, which has appeared
in prior work [10, 15].
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Lemma 4.2. Given a matrix A ∈ Rm×n, a target rank k, and an integer r, there
exists an algorithm to select r columns from A to form the matrix C ∈ Rm×r such
that
E
[‖A−ΠFC,k(A)‖2F] ≤ ‖A−Ak‖2F + kr ‖A‖2F.
The matrix C can be computed in O(mn+ r log r) time.
Algorithms for the above lemma choose r columns of A in r independent iden-
tically distributed (i.i.d.) trials, where in each trial a column of A is sampled with
probability proportional to its norm-squared (importance sampling). We now state
Theorem 2.1 of [9], which builds upon Lemma 4.2 to provide an adaptive sampling
procedure that improves the accuracy guarantees of Lemma 4.2.
Lemma 4.3. Given a matrix A ∈ Rm×n, let C1 ∈ Rm×r consist of r columns of
A, and define the residual B = A−C1C+1 A ∈ Rm×n. For i = 1, . . . , n, let
pi = ‖bi‖22/‖B‖2F,
where bi is the i-th column of the matrix B. Sample a further s columns from A in
s i.i.d. trials, where in each trial the i-th column is chosen with probability pi. Let
C2 ∈ Rm×s contain the s sampled columns and let C = [C1 C2] ∈ Rm×(r+s) contain
the columns of both C1 and C2, all of which are columns of A. Then, for any integer
k > 0,
E
[
‖A−ΠFC,k(A)‖
2
F
]
≤ ‖A−Ak‖2F +
k
s
‖B‖2F .
Note that Lemma 4.3 is an extension of Lemma 4.2, which can be derived by
setting C1 to be empty in Lemma 4.3. We are now ready to prove Theorem 1.5.
First, fix d > 1 and define
c0 = (1 + ǫ0)
(
1 + 1/
(
1−
√
k/rˆ
)2)
,
where
rˆ = ⌈ dk ⌉.
(We will choose d and ǫ0 later.) Now run the algorithm of Theorem 1.4 to sample
rˆ = ⌈ dk ⌉ columns of A and form the matrix C1. Then, run the adaptive sampling
algorithm of Lemma 4.3 with B = A−C1C+1 A and sample a further
s = ⌈ c0k/ǫ ⌉
columns of A to form the matrix C2. Let
C = [C1 C2] ∈ Rn×(rˆ+s)
contain all the sampled columns. We will analyze the expectation
E‖A−ΠFC,k(A)‖
2
F
.
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Using the bound of Lemma 4.3, we first compute the expectation with respect to C2
conditioned on C1:
EC2
[‖A−ΠFC,k(A)‖2F∣∣C1] ≤ ‖A−Ak‖2F + ks ‖B‖2F.
We now compute the expectation with respect to C1 (only B depends on C1):
EC1
[
EC2
[‖A−ΠFC,k(A)‖2F∣∣C1]] ≤ ‖A−Ak‖2F + ksEC1 [‖A−C1C+1 A‖2F] . (4.1)
By the law of iterated expectation, the left hand side is equal to E
[
‖A− ΠFC,k(A)‖2F
]
.
We now use the accuracy guarantee of Theorem 1.4 and our definition of c0 to bound
EC1
[‖A−C1C+1 A‖2F] ≤ EC1 [‖A−ΠFC1,k(A)‖2F] ≤ c0‖A−Ak‖2F.
Using the bound in (4.1), we obtain
E
[‖A−ΠFC,k(A)‖2F] ≤ ‖A−Ak‖2F (1 + c0k/s) .
Finally, recall that for our choice of s, s ≥ c0k/ǫ, and so we obtain the relative error
bound. The number of columns needed is
r = rˆ + s = dk + c0k/ǫ.
Set
d = (1 + α)2,
where
α = 3
√
(1 + ǫ0)/ǫ.
After some algebra, this yields
r = k
(
α3 + (1 + α)
3
)
=
2k
ǫ
(
1 +O
(
ǫ0 + ǫ
1/3
))
sampled columns. The time needed to compute the matrix C is the sum of three
terms: the running time of Theorem 1.4 (which is O(mnkǫ−10 + nrˆk
2)), plus the time
needed to compute A−C1C+1 A (which is O(mnrˆ)), plus the time needed to run the
algorithm of Lemma 4.3 (which is O(mn + s log s)). Assume r < n (otherwise the
problem is trivial), set
ǫ0 = ǫ
2/3,
and use d = O(ǫ−2/3) to get the final asymptotic run time.
4.5.1. Improving the running time. We conclude by noting that the number
of columns required for relative error approximation is approximately 2kǫ , a two-factor
from optimal, since kǫ columns are necessary (see [8] and Section 9.1). We get an
improved running time equal to
O
(
mnk + nk3 + n log ǫ−1
)
using just a constant factor more columns by setting d and ǫ0 in the proof to constants
(for example, setting d = 100, ǫ0 =
62
181 ≈ 13 results in sampling 3kǫ (1+o(1)) columns).
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5. Proof of Lemma 3.3: Approximate SVD in the Spectral Norm. Con-
sider the following algorithm, described in Corollary 10.10 of [19]. The algorithm takes
as inputs a matrix A ∈ Rm×n of rank ρ, an integer 2 ≤ k < ρ, an integer q ≥ 1, and
an integer p ≥ 2. Set r = k + p and construct the matrix Y ∈ Rm×r as follows:
1. Generate an n×r standard Gaussian matrixR whose entries are i.i.d. N (0, 1)
variables.
2. Return Y = (AAT)qAR ∈ Rm×r.
The running time of the above algorithm is O(mnrq). Corollary 10.10 of [19] presents
the following bound:
E
[‖A−YY+A‖2] ≤
(
1 +
√
k
p− 1 +
e
√
k + p
p
√
min{m,n} − k
) 1
2q+1
‖A−Ak‖2,
where e = 2.718 . . .. To the best of our understanding, the above result is not imme-
diately applicable to the construction of a factorization of the form A = BZT + E,
because Y contains r > k columns. Lemma 5.9 below, which strengthens Corollary
10.10 in [19], argues that the matrix Π2Y,k(A) contains the desired factorization BZ
T.
Recall that while we cannot compute Π2Y,k(A) efficiently, we can compute a constant-
factor approximation, which is sufficient for our purposes. The proof of Lemma 5.9
is very similar to the proof of Corollary 10.10 of [19], with the only difference being
our starting point: instead of using Theorem 9.1 of [19] we use Lemma 3.2 of our
work. To prove Lemma 5.9, we will need several results for standard Gaussian matri-
ces, projection matrices, and Ho¨lder’s inequality. The following seven lemmas are all
borrowed from [19].
Lemma 5.1 (Proposition 10.1 in [19]). Fix matrices X, Y, and draw a standard
Gaussian matrix R of appropriate dimensions. Then,
E [‖XRY‖2] ≤ ‖X‖2‖Y‖F + ‖X‖F‖Y‖2.
Lemma 5.2 (Proposition 10.2 in [19]). For k, p ≥ 2, draw a standard Gaussian
matrix R ∈ Rk×(k+p). Then,
E
[‖R+‖2] ≤ e√k + p
p
,
where e = 2.718 . . ..
Lemma 5.3 (Proposition 10.1 in [19]). Fix matrices X, Y, and a standard
Gaussian matrix R of appropriate dimensions. Then,
E
[‖XRY‖2F] = ‖X‖2F‖Y ‖2F.
Lemma 5.4 (Proposition 10.2 in [19]). For k, p ≥ 2, draw a standard Gaussian
matrix R ∈ Rk×(k+p). Then,
E
[‖R+‖2F] = kp− 1 .
Lemma 5.5 (proved in [19]). For integers k, p ≥ 1, and a standard Gaussian
R ∈ Rk×(k+p) the rank of R is equal to k with probability one.
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Lemma 5.6 (Proposition 8.6 in [19]). Let P be a projection matrix. For any
matrix X of appropriate dimensions and an integer q ≥ 0,
‖PX‖2 ≤
(
‖P(XXT)qX‖2
) 1
2q+1
Lemma 5.7 (Ho¨lder’s inequality). Let x be a positive random variable. Then,
for any h ≥ 1,
E [x] ≤ (E [xh]) 1h .
The following lemma provides an alternative definition for ΠξC,k(A) which will be
useful in subsequent proofs. Recall from Section 2.2 that we can write ΠξC,k(A) =
CXξ, where
Xξ = argmin
Ψ∈Rr×n:rank(Ψ)≤k
‖A−CΨ‖2ξ.
The next lemma basically says that ΠξC,k(A) is the projection of A onto the rank-k
subspace spanned by CXξ, and that no other subspace in the column space of C is
better.
Lemma 5.8. For A ∈ Rm×n and C ∈ Rm×r, integer r > k, let ΠξC,k(A) = CXξ,
and Y ∈ Rr×n be any matrix of rank at most k. Then,
‖A−CXξ‖2ξ = ‖A− (CXξ)(CXξ)+A‖2ξ ≤ ‖A− (CY)(CY)+A‖2ξ,
where Y ∈ Rr×n is any matrix of rank at most k.
Proof. The second inequality will follow from the optimality of Xξ because
Y(CY)+A has rank at most k. So we only need to prove the first equality. Again,
by the optimality of Xξ and because Xξ(CXξ)+A has rank at most k,
‖A−CXξ‖2ξ ≤ ‖A− (CXξ)(CXξ)+A‖2ξ.
To get the reverse inequality, we will use matrix-Pythagoras as follows:
‖A−CXξ‖2ξ = ‖
(
Im − (CXξ)(CXξ)+
)
A−CXξ(In − (CXξ)+A)‖2ξ
≥ ‖
(
Im − (CXξ)(CXξ)+
)
A‖2ξ.
Lemma 5.9 (Extension of Corollary 10.10 of [19]). Let A be a matrix in Rm×n
of rank ρ, let k be an integer satisfying 2 ≤ k < ρ, and let r = k + p for some integer
p ≥ 2. Let R ∈ Rn×r be a standard Gaussian matrix (i.e., a matrix whose entries are
drawn in i.i.d. trials from N (0, 1)). Define B = (AAT)qA and compute Y = BR.
Then, for any q ≥ 0,
E
[‖A−Π2Y,k(A)‖2] ≤
(
1 +
√
k
p− 1 +
e
√
k + p
p
√
min{m,n} − k
) 1
2q+1
‖A−Ak‖2
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Proof. Let Π2Y,k(A) = YX1 and Π
2
Y,k(B) = YX2, where X1 is optimal for A
and X2 for B. From Lemma 5.8,
‖A−Π2Y,k(A)‖2 = ‖(Im − (YX1)(YX1)+)A‖2 ≤ ‖(Im − (YX2)(YX2)+)A‖2.
From Lemma 5.6 and using the fact that Im − (YX2)(YX2)+ is a projection,
‖(Im − (YX2)(YX2)+)A‖2 ≤ ‖
(
Im − (YX2) (YX2)+
)(
AAT
)q
A‖
1
2q+1
2
= ‖B− (YX2) (YX2)+B‖
1
2q+1
2
= ‖B−Π2Y,k(B)‖
1
2q+1
2 ,
where the last step follows from Lemma 5.8. We conclude that
‖A−Π2Y,k(A)‖2 ≤ ‖B−Π2Y,k(B)‖
1
2q+1
2 .
The matrix Y is generated using a random R, so taking expectations and applying
Ho¨lder’s inequality, we get
E
[‖A−Π2Y,k(A)‖2] ≤ (E [‖B−Π2Y,k(B)‖2]) 12q+1 . (5.1)
We now focus on bounding the term on the right-hand side of the above equation.
Let the SVD of B be B = UBΣBV
T
B, with the top rank k factors from the SVD of
B being UB,k, ΣB,k, and VB,k and the corresponding trailing factors being UB,τ ,
ΣB,τ and VB,τ . Let ρB be the rank of B. Let
Ω1 = V
T
B,kR ∈ Rk×r and Ω2 = VTB,τR ∈ R(ρB−k)×r.
The Gaussian distribution is rotationally invariant, so Ω1, Ω2 are also standard Gaus-
sian matrices which are stochastically independent because VTB can be extended to
a full rotation. Thus, VTB,kR and V
T
B,τR also have entries that are i.i.d. N (0, 1)
variables. We now apply Lemma 3.2 to reconstruct B, with ξ = 2 and S = R. The
rank requirement in Lemma 3.2 is satisfied because, from Lemma 5.5, the rank of Ω1
is equal to k (as it is a standard normal matrix), and thus the matrix R satisfies the
rank assumptions of Lemma 3.2. We get that,
‖B−Π2Y,k(B)‖22 ≤ ‖B−Bk‖22+‖(B−Bk)R(VTB,kR)+‖22 ≤ ‖ΣB,τ‖22+‖ΣB,τΩ2Ω+1 ‖22.
Using
√
x2 + y2 ≤ x+ y, we conclude that
‖B−Π2Y,k(B)‖2 ≤ ‖ΣB,τ‖2 + ‖ΣB,τΩ2Ω+1 ‖2.
We now need to take the expectation with respect to Ω1,Ω2. We first take the
expectation with respect to Ω2, conditioning on Ω1. We then take the expectation
with respect to Ω1. Since only the second term is stochastic, using Lemma 5.1, we
have:
EΩ2
[‖ΣB,τΩ2Ω+1 ‖2|Ω1] ≤ ‖ΣB,τ‖2‖Ω+1 ‖F + ‖ΣB,τ‖F‖Ω+1 ‖2.
We now take the expectation with respect to Ω1. To bound E
[‖Ω+1 ‖2], we use
Lemma 5.2. To bound E
[‖Ω+1 ‖F], we first use Ho¨lder’s inequality to bound
E
[‖Ω+1 ‖F] ≤ E [‖Ω+1 ‖2F]1/2 ,
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and then we use Lemma 5.4. Since
‖ΣB,τ‖F ≤
√
min(m,n)− k‖ΣB,τ‖2,
collecting our results together, we obtain:
E
[‖B−Π2Y,k(B)‖2] ≤
(
1 +
√
k
p− 1 +
e
√
k + p
p
√
min(m,n)− k
)
‖B−Bk‖2.
To conclude, combine with Eqn. (5.1) and note that
‖B−Bk‖2 = ‖A−Ak‖2q+12 .
We now have all the necessary ingredients to prove Lemma 3.3. Let Y be the
matrix of Lemma 5.9. Set p = k and
q =


log
(
1 +
√
k
k−1 +
e
√
2k
k
√
min{m,n} − k
)
2 log
(
1 + ǫ/
√
2
)− 1/2

,
so that
(
1 +
√
k
p− 1 +
e
√
k + p
p
√
min{m,n} − k
) 1
2q+1
≤ 1 + ǫ√
2
.
Then,
E
[‖A−Π2Y,k(A)‖2] ≤
(
1 +
ǫ√
2
)
‖A−Ak‖2. (5.2)
Given Y, let Q be an orthonormal basis for its column space. Then, using the algo-
rithm of Section 2.2 and applying Lemma 2.3 we can construct the matrix Q(QTA)k
such that
‖A−Q(QTA)k‖2 ≤
√
2‖A−Π2Y,k(A)‖2.
Clearly, Q(QTA)k is a rank k matrix; let Z ∈ Rn×k denote the matrix containing the
right singular vectors of Q(QTA)k, so Q(Q
TA)k = XZ
T. Note that Z is equal to the
right singular vectors of the matrix (QTA)k (because Q has orthonormal columns),
and so Z has already been computed at the second step of the algorithm of Section 2.2.
Since E = A−AZZT and ‖A−AZZT‖2 ≤ ‖A−XZT‖2 for any X, we have
‖E‖2 ≤ ‖A−Q(QTA)k‖2 ≤
√
2‖A−Π2Y,k(A)‖2.
Note that, by construction, EZ = 0m×k. The running time follows by adding the
running time of the algorithm at the beginning of this section and the running time
of the algorithm of Lemma 2.2.
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6. Proof of Lemma 3.4: Approximate SVD in the Frobenius Norm.
Consider the following algorithm, described in Theorem 10.5 of [19]. The algorithm
takes as inputs a matrix A ∈ Rm×n of rank ρ, an integer 2 ≤ k < ρ, and an integer
p ≥ 2. Set r = k + p and construct the matrix Y ∈ Rm×r as follows:
1. Generate an n×r standard Gaussian matrixR whose entries are i.i.d. N (0, 1)
variables.
2. Return Y = AR ∈ Rm×r.
The running time of the above algorithm is O(mnr). Theorem 10.5 in [19] presents
the following bound:
E
[‖A−YY+A‖F] ≤ (1 + k
p− 1
) 1
2
‖A−Ak‖F.
To the best of our understanding, the above result is not immediately applicable to
the construction of a factorization of the form A = BZT + E (as in Lemma 3.4)
because Y contains r > k columns.
Lemma 6.1 (Extension of Theorem 10.5 of [19]). Let A be a matrix in Rm×n of
rank ρ, let k be an integer satisfying 2 ≤ k < ρ, and let r = k + p for some integer
p ≥ 2. Let R ∈ Rn×r be a standard Gaussian matrix (i.e., a matrix whose entries are
drawn in i.i.d. trials from N (0, 1)) and compute Y = AR. Then,
E
[‖A−ΠFY,k(A)‖2F] ≤
(
1 +
k
p− 1
)
‖A−Ak‖2F.
Proof. We construct the matrix Y as described in the beginning of this section.
Let the rank of A be ρ and let A = UΣVT be the SVD of A. Define
Ω1 = V
T
kR ∈ Rk×r and Ω2 = VTρ−kR ∈ R(ρ−k)×r.
The Gaussian distribution is rotationally invariant, so Ω1, Ω2 are also standard Gaus-
sian matrices which are stochastically independent because VT can be extended to a
full rotation. Thus, VTkR and V
T
ρ−kR also have entries that are i.i.d. N (0, 1) vari-
ables. We now apply Lemma 3.2 to reconstructing A, with ξ = F and S = R. Recall
that from Lemma 5.5, the rank of Ω1 is equal to k, and thus the matrix R satisfies
the rank assumptions of Lemma 3.2. We have that,
‖A−ΠFY,k(A)‖2F ≤ ‖A−Ak‖2F + ‖Σρ−kΩ2Ω+1 ‖2F,
where A − Ak = Uρ−kΣρ−kVTρ−k. To conclude, we take the expectation on both
sides, and since only the second term on the right hand side is stochastic, we bound
as follows:
E
[‖Σρ−kΩ2Ω+1 ‖2F] (a)= EΩ1 [EΩ2 [‖Σρ−kΩ2Ω+1 ‖2F|Ω1]]
(b)
= EΩ1
[‖Σρ−k‖2F‖Ω+1 ‖2F]
(c)
= ‖Σρ−k‖2FE
[‖Ω+1 ‖2F]
(d)
=
k
p− 1‖Σρ−k‖
2
F.
(a) follows from the law of iterated expectation; (b) follows from Lemma 5.3; (c)
follows because ‖Σρ−k‖2F is a constant; (d) follows from Lemma 5.4. We conclude the
proof by noting that ‖Σρ−k‖F = ‖A−Ak‖F.
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We now have all the necessary ingredients to conclude the proof of Lemma 3.4.
Let Y be the matrix of Lemma 6.1, and let Q be an orthonormal basis for its column
space. Then, using the algorithm of Section 2.2 and applying Lemma 2.3 we can
construct the matrix Q(QTA)k such that
‖A−Q(QTA)k‖2F = ‖A−ΠFY,k(A)‖2F.
Clearly, Q(QTA)k is a rank k matrix; let Z ∈ Rn×k be the matrix containing the right
singular vectors of Q(QTA)k, so Q(Q
TA)k = XZ
T. Note that Z is equal to the right
singular vectors of the matrix (QTA)k (because Q has orthonormal columns), and
thus Z has already been computed at the second step of the algorithm of Section 2.2.
Since E = A−AZZT and ‖A−AZZT‖F ≤ ‖A−XZT‖F for any X, we have
‖E‖2F ≤ ‖A−Q(QTA)k‖2F = ‖A−Π2Y,k(A)‖2F.
To conclude, take expectations on both sides, use Lemma 6.1 to bound the term
E
[
‖A−Π2Y,k(A)‖2F
]
, and set p =
⌈
k
ǫ + 1
⌉
to obtain:
E
[‖E‖2F] ≤
(
1 +
k
p− 1
)
‖A−Ak‖2F ≤ (1 + ǫ) ‖A−Ak‖2F,
By construction, EZ = 0m×k. The running time follows by adding the running time
of the algorithm at the beginning of this section and the running time of the algorithm
of Lemma 2.2.
7. Dual Set Spectral Sparsification: proof of Lemma 3.5. In this section,
we prove Lemma 3.5, which generalizes Theorem 3.1 in [1]. Indeed, setting V = U
reproduces the spectral sparsification result of Theorem 3.1 in [1]. The basic obser-
vation is that the abalysis of [1] for the upper bound and lower bound are essentially
independent. This means that the analysis in [1] directly applies when the upper and
lower bounds are analyzed with respect to different sets of vectors. The only point
at which the bounds are used together is when one needs to compute a weight that is
in between the two bounds, which as [1] show, is always possible with a single set of
vectors and it is also true with different sets of vectors for the same reason. For com-
pleteness we present the details, simplifying a little and emphasizing the independent
treatment of vi and ui in the proof.
As in [1], we will provide a constructive proof of the lemma and we start by
describing the algorithm that computes the weights si, i = 1, . . . , n.
7.1. The Algorithm. The fundamental idea underlying Algorithm 1 is the
greedy selection of vectors that satisfy a number of desired properties in each step.
These properties will eventually imply the eigenvalue bounds of Lemma 3.5. We start
by defining several quantities that will be used in the description of the algorithm and
its proof. First, fix two constants:
δl = 1; δu =
1 +
√
ℓ
r
1−
√
k
r
.
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Algorithm 1 Deterministic Dual Set Spectral Sparsification.
Input:
• V = {v1, . . . ,vn}, with
∑n
i=1 viv
T
i = Ik (k < n)
• U = {u1, . . . ,un}, with
∑n
i=1 uiu
T
i = Iℓ (ℓ ≤ n)
• integer r, with k < r < n
Output: A vector of weights s = [s1, . . . , sn], with si ≥ 0 and at most r non-zero
si’s.
1. Initialize s0 = 0n×1, A0 = 0k×k, B0 = 0ℓ×ℓ.
2. For τ = 0, ..., r − 1
• Compute lτ and uτ from Eqn. (7.4).
• Find an index j in {1, . . . , n} such that
U(uj , δu,Bτ ,uτ ) ≤ L(vj , δl,Aτ , lτ ). (7.1)
• Let
t−1 =
1
2
(U(uj , δu,Bτ ,uτ ) + L(vj , δl,Aτ , lτ )) . (7.2)
• Update the jth component of s, Aτ and Bτ :
sτ+1[j] = sτ [j]+t, Aτ+1 = Aτ+tvjv
T
j , andBτ+1 = Bτ+tuju
T
j . (7.3)
3. Return s = r−1
(
1−√k/r) · sr.
Given k, ℓ, and r (all inputs of Algorithm 1), and a parameter τ = 0, . . . , r− 1, define
two parameters lτ and uτ as follows:
lτ = r
(
τ
r
−
√
k
r
)
= τ−
√
rk;uτ =
(τ − r)
(
1 +
√
ℓ
r
)
+ r
(
1 +
√
ℓ
r
)2
1−
√
k
r
= δu
(
τ +
√
ℓr
)
.
(7.4)
We next define the lower and upper functions φ(l,A) (l ∈ R and A ∈ Rk×k) and
φ(u,B) (u ∈ R and B ∈ Rℓ×ℓ) as follows:
φ(l,A) =
k∑
i=1
1
λi(A)− l ; φ(u,B) =
ℓ∑
i=1
1
u− λi(B) . (7.5)
Let L(v, δl,A, l) be a function with four inputs (a vector v ∈ Rk×1, δl ∈ R, a matrix
A ∈ Rk×k, and l ∈ R):
L(v, δl,A, l) =
vT(A− (l+ δl)Ik)−2v
φ(l+ δl,A)− φ(l,A) − v
T(A− (l+ δl)Ik)−1v. (7.6)
Similarly, let U(v, δu,B,u) be a function with four inputs (a vector u ∈ Rℓ×1, δu ∈ R,
a matrix B ∈ Rℓ×ℓ, and u ∈ R):
U(u, δu,B,u) =
uT((u+ δu)Iℓ −B)−2u
φ(u,B)− φ(u+ δu,B)
+ uT((u+ δu)Iℓ −B)−1u. (7.7)
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Algorithm 1 runs in r steps. The initial vector of weights s0 is initialized to the all-zero
vector. At each step τ = 0, . . . , r − 1, the algorithm selects a pair of vectors (uj ,vj)
that satisfy Eqn. (7.1), computes the associated weight t from Eqn. (7.2), and updates
two matrices and the vector of weights appropriately, as specified in Eqn. (7.3).
7.2. Running time. The algorithm runs in r iterations. In each iteration, we
evaluate the functions U(u, δu,B,u) and L(v, δl,A, l) at most n times. Note that all
n evaluations for both functions need at most O(k3+nk2+ℓ3+nℓ2) time, because the
matrix inversions can be performed once for all n evaluations. Finally, the updating
step needs an additional O(k2 + ℓ2) time. Overall, the complexity of the algorithm is
of the order O(r(k3 + nk2 + ℓ3 + nℓ2 + k2 + ℓ2)) = O
(
rn
(
k2 + ℓ2
))
.
Note that when U is the standard basis (U = {e1, . . . , en} and ℓ = n), the
computations can be done much more efficiently: the eigenvalues of Bs need not be
computed explicitly (the expensive step), since they are available by inspection, being
equal to the weights sτ . In the function U(u, δu,B,u), the functions φ (given the
eigenvalues) need only be computed once per iteration, in O(n) time. The remaining
terms can be computed in O(1) time, because, for example, eTi ((u+ δu)I−B)−2ei =
(u + δu − s[i])−2. The running time now drops to O
(
rnk2
)
, since all the operations
on U only contribute O(rn).
7.3. Proof of Correctness. We prove that the output of Algorithm 1 satisfies
Lemma 3.5. Our proof is similar to the proof of Theorem 3.1 [1]. The main difference
is that we need to accommodate two different sets of vectors. Let W ∈ Rm×m be a
positive semi-definite matrix with eigendecomposition
W =
m∑
i=1
λi(W)uiu
T
i
and recall the functions φ(l,W), φ(u,W), L(v, δl,W, l), and U(v, δu,W,u) defined
in eqns. (7.5), (7.6), and (7.7). We now quote two lemmas proven in [1] using the
Sherman-Morrison-Woodbury identity. These lemmas allow us to control the smallest
and largest eigenvalues of W under a rank-one perturbation.
Lemma 7.1. Fix δl > 0, W ∈ Rm×m, v ∈ Rm, and l < λm(W). If t > 0
satisfies
t−1 ≤ L(v, δl,W, l),
then λm(W + tvv
T) ≥ l+ δl.
Lemma 7.2. Fix δu > 0, W ∈ Rm×m, v ∈ Rm, and u > λ1(W). If t satisfies
t−1 ≥ U(v, δu,W,u),
then λ1(W + tvv
T) ≤ u+ δu.
Now recall that Algorithm 1 runs in r steps. Initially, all n weights are set to
zero. Assume that at the τ -th step (τ = 0, . . . , r − 1) the vector of weights
sτ = [sτ [1], . . . , sτ [n]]
has been constructed and let
Aτ =
n∑
i=1
sτ [i]viv
T
i and Bτ =
n∑
i=1
sτ [i]uiu
T
i .
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Note that both matrices Aτ and Bτ are positive semi-definite. We claim the following
lemma which guarantees that the algorithm is well-defined. The proof is deferred to
the next subsection.
Lemma 7.3. At the τ-th step, for all τ = 0, . . . , r − 1, there exists an index j in
{1, . . . , n} such that setting the weight t > 0 as in Eqn. (7.2) satisfies
U(uj , δu,Bτ ,uτ ) ≤ t−1 ≤ L(vj , δl,Aτ , lτ ). (7.8)
Once an index j and a weight t > 0 have been computed, Algorithm 1 updates the
j-th weight in the vector of weights sτ to create the vector of weights sτ+1. Clearly,
at each of the r steps, only one element of the vector of weights is updated. Since s0
is initialized to the all-zeros vector, after all r steps are completed, at most r weights
are non-zero. The following lemma argues that λmin(Aτ ) and λmax(Bτ ) are bounded.
Lemma 7.4. At the τ-th step, for all τ = 0, . . . , r − 1, λmin(Aτ ) ≥ lτ and
λmax(Bτ ) ≤ uτ .
Proof. Recall Eqn. (7.4) and observe that l0 = −
√
rk < 0 and u0 = δu
√
rℓ > 0.
Thus, the lemma holds at τ = 0. It is also easy to verify that lτ+1 = lτ + δl, and,
similarly, uτ+1 = uτ + δu. Now, at the τ -step, given an index j and a corresponding
weight t > 0 satisfying Eqn. (7.8), Lemmas 7.1 and 7.2 imply that
λmin(Aτ+1) = λmin(Aτ + tvjv
T
j ) ≥ lτ + δl = lτ+1;
λmin(Bτ+1) = λmax(Bτ + tuju
T
j ) ≤ uτ + δu = uτ+1.
The lemma now follows by simple induction on τ .
We are now ready to conclude the proof of Lemma 3.5. By Lemma 7.4, at the
r-th step,
λmax(Br) ≤ ur and λmin(Ar) ≥ lr.
Recall the definitions of ur and lr from Eqn. (7.4) and note that they are both positive
and well-defined because r > k. Lemma 3.5 now follows after rescaling the vector of
weights s by r−1
(
1−√k/r). Note that the rescaling does not change the number
of non-zero elements of s, but does rescale all the eigenvalues of Ar and Br.
7.4. Proof of Lemma 7.3. In order to prove Lemma 7.3 we will use the fol-
lowing averaging argument.
Lemma 7.5. At any step τ = 0, . . . , r − 1,
n∑
i=1
U(ui, δu,Bτ ,uτ ) ≤ 1−
√
k
r
≤
n∑
i=1
L(vi, δl,Aτ , lτ ).
Proof. For notational convenience, let φτ = φ(uτ ,Bτ ) and let φτ = φ(lτ ,Aτ ).
At τ = 0, B0 = 0 and A0 = 0 and thus φ0 = ℓ/u0 and φ0 = −k/l0. Focus on the
τ -th step and assume that the algorithm has run correctly up to that point. Then,
φτ ≤ φ0 and φτ ≤ φ0. Both are true at τ = 0 and, assuming that the algorithm has
run correctly until the τ -th step, Lemmas 7.1 and 7.2 guarantee that φτ and φτ are
non-increasing.
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First, consider the upper bound on U . In the following derivation, λi denotes the
i-th eigenvalue of Bτ . Using Tr(u
TXu) = Tr(XuuT) and
∑
i uiu
T
i = Iℓ, we get
n∑
i=1
U(ui, δu,Bτ ,uτ ) =
Tr
[
(uτ+1Iℓ −Bτ )−2
]
φτ − φ(uτ+1,Bτ )
+ φ(uτ+1,Bτ )
=
∑ℓ
i=1
1
(uτ+1−λi)2
δu
∑ℓ
i=1
1
(uτ+1−λi)(uτ−λi)
+
ℓ∑
i=1
1
(uτ+1 − λi)
=
1
δu
+ φτ −
1
δu
(
1−
∑ℓ
i=1
1
(uτ+1−λi)2∑ℓ
i=1
1
(uτ+1−λi)(uτ−λi)
)
− δu
ℓ∑
i=1
1
(uτ − λi)(uτ+1 − λi)
≤ 1
δu
+ φ0.
The last line follows because the last two terms are negative (using the fact that
uτ+1 > uτ > λi) and φτ ≤ φ0. Now, using φ0 = δu
√
rℓ and the definition of δu, the
upper bound follows:
1
δu
+ φ0 =
1
δu
+
ℓ
δu
√
rℓ
=
1
δu
(
1 +
√
ℓ
r
)
= 1−
√
k
r
.
In order to prove the lower bound on L we use a similar argument. Let λi denote the
i-th eigenvalue of Aτ . Then,
n∑
i=1
L(vi, δl,Aτ , lτ ) =
Tr
[
(Aτ − lτ+1Ik)−2
]
φ(lτ+1,Aτ )− φτ
− φ(lτ+1,Aτ )
=
∑k
i=1
1
(λi−lτ+1)2
δl
∑k
i=1
1
(λi−lτ+1)(λi−lτ )
−
k∑
i=1
1
(λi − lτ+1)
=
1
δl
− φτ +
1
δl
( ∑k
i=1
1
(λi−lτ+1)2∑k
i=1
1
(λi−lτ+1)(λi−lτ )
− 1
)
− δl
k∑
i=1
1
(λi − lτ )(λi − lτ+1)
≥ 1
δl
− φ0 + E .
Assuming E ≥ 0 the claim follows immediately because δl = 1 and
φ0 = −k/l0 = k/
√
rk =
√
k/r.
Thus, we only need to show that E ≥ 0. From the Cauchy-Schwarz inequality, for
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ai, bi ≥ 0, (
∑
i aibi)
2 ≤ (∑i a2i bi) (∑i bi) and thus
E
k∑
i=1
1
(λi − lτ+1)(λi − lτ ) =
1
δl
k∑
i=1
1
(λi − lτ+1)2(λi − lτ )
− δl
(
k∑
i=1
1
(λi − lτ )(λi − lτ+1)
)2
(7.9)
≥ 1
δl
k∑
i=1
1
(λi − lτ+1)2(λi − lτ )
− δl
k∑
i=1
1
(λi − lτ+1)2(λi − lτ )
k∑
i=1
1
λi − lτ (7.10)
=
(
1
δl
− δlφτ
) k∑
i=1
1
(λi − lτ+1)2(λi − lτ ) . (7.11)
To conclude our proof, first note that
δ−1l − δlφτ ≥ δ−1l − δlφ0 = 1−
√
k/r > 0
(recall that r > k). Second, λi > lτ+1 because
λmin(Aτ ) > lτ +
1
φτ
≥ lτ + 1
φ0
= lτ +
√
r
k
> lτ + 1 = lτ+1.
Combining these two observations with Eqn. (7.11) we conclude that E ≥ 0.
Lemma 7.3 follows from Lemma 7.5 because the two inequalities must hold si-
multaneously for at least one index j.
8. Dual-set Spectral-Frobenius Sparsification: proof of Lemma 3.6. In
this section we will provide a constructive proof of Lemma 3.6. Our proof closely
follows the proof of Lemma 3.5, so we will only highlight the differences. We first
discuss modifications to Algorithm 1. First of all, the new inputs are V = {v1, . . . ,vn}
and A = {a1, . . . , an}. The output is a set of n non-negative weights si, at most r of
which are non-zero. We define the parameters
δl = 1; δu =
∑n
i=1 ‖ai‖22
1−
√
k
r
; lτ = τ −
√
rk; uτ = τδu,
for all τ = 0, . . . , r − 1. Let sτ denote the vector of weights at the τ -th step of
Algorithm 1 and initialize s0 and A0 as in Algorithm 1 (B0 will not be necessary).
We now define the function UF (a, δu), where a ∈ Rℓ and δu ∈ R:
UF (a, δu) = δ
−1
u a
Ta. (8.1)
Then, at the τ -th step, the algorithm will pick an index j and compute a weight t > 0
such that
UF (aj , δu) ≤ t−1 ≤ L(vj , δl,Aτ , lτ ). (8.2)
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The algorithm updates the vector of weights sτ and the matrix
Aτ =
n∑
i=1
sτ,iviv
T
i .
It is worth noting that the algorithm does not need to update the matrix
Bτ =
n∑
i=1
sτ,iaia
T
i ,
because the function UF does not need Bτ as input. To prove the correctness of the
algorithm we need the following two intermediate lemmas.
Lemma 8.1. At every step τ = 0, . . . , r − 1 there exists an index j in {1, . . . , n}
that satisfies Eqn. (8.2).
Proof. The proof is very similar to the proof of Lemma 7.3 (via Lemma 7.5) so we
only sketch the differences. First, note that the dynamics of L have not been changed
and thus the lower bound for the average of L(vj , δl,Aτ , lτ ) still holds. We only need
to upper bound the average of UF (ai, δu) as in Lemma 7.5. Indeed,
n∑
i=1
UF (ai, δu) = δ
−1
u
n∑
i=1
aTi ai = δ
−1
u
n∑
i=1
‖ai‖22 = 1−
√
k
r
,
where the last equality follows from the definition of δu.
Lemma 8.2. Let W ∈ Rℓ×ℓ be a symmetric positive semi-definite matrix, let
a ∈ Rℓ be a vector, and let u ∈ R satisfy u > Tr(W). If t > 0 satisfies
UF (a, δu) ≤ t−1,
then
Tr
(
W + tvvT
) ≤ u+ δu.
Proof. Using the conditions of the lemma and the definition of UF from Eqn. (8.1),
Tr(W + taaT)− u− δu, = Tr(W)− u+ taTa− δu,
≤ Tr(W)− u < 0,
which concludes the proof of the lemma.
We can now combine Lemmas 7.1 and 8.2 to prove that at all steps τ = 0, . . . , r−1,
λmin(Aτ ) ≥ lτ and Tr(Bτ ) ≤ uτ .
Note that after all r steps of the algorithm are completed,
lr = r
(
1−
√
k/r
)
,
and
ur = r
(
1−
√
k/r
)−1 n∑
i=1
‖ai‖22.
A simple rescaling now concludes the proof. The running time of the (modified)
Algorithm 1 is O
(
nrk2 + nℓ
)
, where the latter term emerges from the need to compute
the function UF (aj , δu) for all j = 1, . . . , n once throughout the algorithm.
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9. Lower bounds.
9.1. Spectral Norm Approximation. Theorem 9.1 below is the main result
in this section.
Theorem 9.1. For any α > 0, any k ≥ 1, and any r ≥ 1, there exists a matrix
A ∈ R(n+1)×n for which
‖A−CC+A‖22
‖A−Ak‖22
≥ n+ α
2
r + α2
.
Here C is any matrix that consists of r columns of A. As α→ 0, the lower bound is
n/r for the approximation ratio of spectral norm column-based matrix reconstruction.
Proof. We extend the lower bound in [6] to arbitrary r > k. Consider the matrix
A = [e1 + αe2, e1 + αe3, . . . , e1 + αen+1] ∈ R(n+1)×n,
where ei ∈ Rn+1 are the standard basis vectors. Then,
ATA = 1n1
T
n + α
2In, σ
2
1(A) = n+ α
2, and σ2i (A) = α
2 for i > 1.
Thus, for all k ≥ 1, ‖A−Ak‖22 = α2. Intuitively, as α → 0, A is a rank-one matrix.
Consider any r columns of A and note that, up to row permutations, all sets of r
columns of A are equivalent. So, without loss of generality, let C consist of the first r
columns of A. We now compute the optimal reconstruction of A from C as follows:
let aj be the j-th column of A. In order to reconstruct aj , we minimize ‖aj −Cx‖22
over all vectors x ∈ Rr. Note that if j ≤ r then the reconstruction error is zero. For
j > r, aj = e1 + αej+1,
Cx = e1
r∑
i=1
xi + α
r∑
i=1
xiei+1.
Then,
‖aj −Cx‖22 = ‖e1
(
r∑
i=1
xi − 1
)
+ α
r∑
i=1
xiei+1 − ej+1‖22
=
(
r∑
i=1
xi − 1
)2
+ α2
r∑
i=1
x2i + 1.
The above quadratic form in x is minimized when xi =
(
r + α2
)−1
for all i = 1, . . . , r.
Let Aˆ = A −CC+A and let the j-th column of Aˆ be aˆj . Then, for j ≤ r, aˆj is an
all-zeros vector; for j > r, aˆj = αej+1 − αr+α2
∑r
i=1 ei+1. Thus,
Aˆ
T
Aˆ =
[
0r×r 0r×(n−r)
0(n−r)×r Z
]
,
where
Z =
α2
r + α2
1n−r1Tn−r + α
2In−r.
This immediately implies that
‖A−CC+A‖22 = ‖Aˆ‖22 = ‖Aˆ
T
Aˆ‖2 = ‖Z‖22 =
(n− r)α2
r + α2
+ α2 =
n+ α2
r + α2
α2.
This concludes our proof, because α2 = ‖A−Ak‖22.
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9.2. Frobenius norm approximation. Note that a lower bound for the ratio
‖A−ΠξC,k(A)‖2ξ/‖A−Ak‖2ξ,
does not imply a lower bound for the ratio
‖A−CC+A‖2ξ/‖A−Ak‖2ξ,
because
‖A−CC+A‖2ξ/‖A−Ak‖2ξ ≤ ‖A−ΠξC,k(A)‖2ξ/‖A−Ak‖2ξ.
Also, note that Proposition 4 in [8] shows a lower bound equal to (1 + k/2r) for the
ratio
‖A−ΠFC,k(A)‖2F/‖A−Ak‖2F.
For completeness, we extend the bound of [8] to the ratio
‖A−CC+A‖2F/‖A−Ak‖2F.
In fact, we obtain a lower bound which is asymptotically 1 + k/r. We start with the
following lemma.
Lemma 9.2. For any α > 0 and r ≥ 1, there exists a matrix A ∈ Rm×n for which
‖A−CC+A‖2F
‖A−A1‖2F
≥ n− r
n− 1
(
1 +
1
r + α2
)
.
Proof. We use the same matrix A ∈ R(n+1)×n from Theorem 9.1. So, it follows
that ‖A−CC+A‖2F = Tr(Z) = α2(n− r)
(
1 + 1r+α2
)
, and ‖A−A1‖2F = (n− 1)α2,
which concludes the proof.
Theorem 9.3. For any α > 0, any k ≥ 1, and any r ≥ 1, there exists a matrix
B ∈ Rm×ℓ for which
‖B−CC+B‖2F
‖B−Bk‖2F
≥ ℓ− r
ℓ− k
(
1 +
k
r + α2
)
.
Here C is any matrix that consists of r columns of B. By taking α → 0 and ℓ → ∞
the lower bound is 1 + (k/r) for the approximation ratio of Frobenius norm column-
based matrix reconstruction. In our construction of B, m = (n + 1)k and ℓ = nk for
any ℓ ≥ r.
Proof. The matrix B is constructed as follows. Let A have dimensions (n+1)×n
and be constructed as in Theorem 9.1 except with α replaced by α′ = α/
√
k. B is
block diagonal, with k copies of A along its diagonal; so, the dimensions of B are
m = (n + 1)k and ℓ = nk. We sample r columns in total, with ri columns from
each block. Lemma 9.2 holds for each block, with r replaced by ri, where ri ≥ 0 and∑k
i=1 ri = r. We analyze the Frobenius norm error in each block independently. Let
Zi be the error matrix in each block, as in the proof of Theorem 9.1. Then, using
Lemma 9.2, the approximation error is equal to
‖B−CC+B‖2F =
k∑
i=1
Tr(Zi) = α
′2
k∑
i=1
(n− ri)
(
1 +
1
ri + α′2
)
.
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This last expression is minimized subject to the constraint that
∑k
i=1 ri = r when
ri = r/k, and so
‖B−CC+B‖2F ≥ α′2(nk − r)
(
1 +
k
r + kα′2
)
= α′2(ℓ− r)
(
1 +
k
r + α2
)
.
Where we used α2 = kα′2. The result follows because
‖B−Bk‖2F = k‖A−A1‖2F = k(n− 1)α′2 = (ℓ− k)α′2.
10. Conclusions and Open Problems. Several interesting questions remain
unanswered, which we summarize in this section.
First, is it possible to improve the running time of the deterministic algorithms of
Lemmas 3.5 and 3.6? Recently, Zouzias [26] made progress in improving the running
time of the spectral sparsification result of [1]; can we get a similar improvement for
the 2-set algorithms presented here? Or perhaps, can we trade off the running time
with randomization in those algorithms?
Second, in the parlance of Theorem 1.5, is there a deterministic algorithm that
selects O(k/ǫ) columns from A and guarantees relative-error accuracy for the error
‖A − ΠFC,k(A)‖2F? Such a deterministic bound would be possible, for example, by
derandomizing the adaptive sampling technique used in Theorem 1.5. In a recent
development, [18] partially answers this question by extending the volume sampling
approach of [6] to deterministically select kǫ (1 + o(1)) columns and obtain a relative
error bound for the term ‖A−CC+A‖2F. Notice that it is not obvious if [18] implies
a similar deterministic bound for the error ‖A−ΠFC,k(A)‖2F.
Third, is it possible to develop a (deterministic or randomized) algorithm to com-
pute the best (in the spectral norm) rank restricted projection ofA, into a specific sub-
space C efficiently. That is, can one compute Π2C,k(A) in time that is O(TSV D(C))?
Finally, is it possible to develop column reconstruction algorithms that provide
upper bounds in terms of the column reconstruction that is achieved with an optimal
set of columns? For example, given A, k, and r ≥ k, let Copt be the best choice of
r columns in A. Is it possible to develop algorithms that select matrices C with r
columns and provide upper bounds of the following form,
‖A−CC+A‖2F ≤ γ · ‖A−CoptC+optA‖2F,
where γ ≥ 1 is the approximation factor. Also, how do the lower bounds change if we
replace A−Ak with A−CoptC+optA?
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