In this special issue
Mark Bun, Thomas Steinke and Jonathan Ullman [2] study three different models for answering multiple queries in a differentially private way: offline, online, and adaptive. The main results of the paper show separations between these three models.
Uri Stemmer and Kobbi Nissim [3] present results about the generalization properties of differential privacy. They show that differential privacy can be used to prove concentration bounds for functions that are not low-sensitive.
Yue Wang, Daniel Kifer, and Jaewoo Lee [4] study algorithms for computing confidence intervals for the parameters of differentially private machine learning models based on objective perturbation and output perturbation techniques.
Or Sheffet [5] provides an analysis of statistical inference for the Ordinary Least Squares technique using differentially private statistical estimators. Under mild assumptions this analysis give t-values and confidence intervals.
Yu-Xiang Wang [6] studies a refinement of differential privacy based on the idea of protecting the privacy of a specific individual with respect to a fixed data set. The contribution shows mechanisms that provide this privacy guarantee and their use. 
