Abstract. Full waveform inversion (FWI) is a process in which seismic data in time or frequency domain is fit by changing the velocity of the media under investigation. The problem is non-linear, and therefore optimization techniques have been used to find a geological solution to the problem. The main problem in fitting the data is the lack of low spatial frequencies. This deficiency often leads to a local minimum and to non-geologic solutions. In this work we explore how to obtain low frequency information for FWI. Our approach involves augmenting FWI with travel time tomography, which has low-frequency features. By jointly inverting these two problems we enrich FWI with information that can replace low frequency data. In addition, we use high order regularization in a preliminary inversion stage to prevent high frequency features from polluting our model in the initial stages of the reconstruction. This regularization also promote the low-frequencies non-dominant modes that exist in the FWI sensitivity. By applying a smoothly regularized joint inversion we are able to obtain a smooth model than can later be used to recover a good approximation for the true model. A second contribution of this paper involves the acceleration of the main computational bottleneck in FWI-the solution of the Helmholtz equation. We show that the solution time can be significantly reduced by solving the equation for multiple right hand sides using block multigrid preconditioned Krylov methods.
1. Introduction. Full waveform inversion (FWI) is a process in which the wave propagation velocity of the earth is estimated by using measured wave-field data. The estimation is performed by fitting the field data to simulated data, that are obtained numerically by propagating the wave equation (in time), or by solving the Helmholtz equation (in frequency). The data fitting requires some optimization algorithm, typically some descent algorithm that gradually reduces the misfit between the field and simulated data. To keep the velocity model geologic, regularization is typically added to the process. However, while the method has been investigated over 30 years ago by [39] , it has regained popularity in the last decade when high quality data, computing power and advanced algorithms have been applied to the problem [27, 10, 16, 5, 44, 43] . Many algorithms have been proposed for the solution of the problem, however, it remains difficult to solve in practice; solution techniques can be unstable, converging to local minima or to non-geological solutions.
A naive approach to the FWI problem typically converges to a local minimum that is not geologically reasonable. FWI is highly non-linear and is known to be sensitive to its initialization point. As a result, most algorithms adopt a frequency continuation strategy. That is, initially the problem is solved for low frequency data only to obtain a spatially smooth model. Following that, higher and higher frequency data are introduced to the problem to obtain more resolution [27] . It is known that having low frequency information is crucial if we are to converge to the global minima. If such information exists in the data, then the continuation process is known to be both efficient and stable in producing FWI results. However, in many realistic scenarios this is not possible because most data acquisition systems still do not collect sufficiently low frequencies in order to effectively use frequency continuation. Hence, there may not be sufficient information in the data to lead FWI to a minimizer that geologically makes sense, and indeed for most realistic scenarios FWI converges to a local minima of the misfit function, or to low misfit but non-geological solutions.
The arguments above suggest that in order to find a geologically feasible minimizer to the misfit without having sufficient prior information for initializing FWI, the physics of the problem needs to be augmented with low frequency information. This can be obtained by jointly solving another inverse problem with FWI, complementing the missing low frequencies. In this paper we present this approach using travel time tomography. This problem is computationally attractive when based on the eikonal equation and its factored version [19, 4, 40] for forward modeling. Since the solution of the eikonal equation is based on integration of the slowness along rays, the tomographic data contains low frequency information. Nevertheless, simply using travel-time tomography as initialization for FWI may not lead to a feasible recovery [6] . In this paper we show that a joint inversion of the two problems, using proper regularization, may lead to a better recovery. In addition, upon successful inversion, the resulting model is faithful to both waveform and travel time data [20] . We note that our approach can be combined with other techniques to make the FWI process more robust to its (poor) initial guess, like for example the tomographic FWI [5] or the penalty based constraints relaxation [45] .
Using travel time inversion together with FWI alleviate some of the difficulty but may not be sufficient to promote low frequencies at the initial inversion process. To this end, we introduce an adaptive regularization technique that aggressively promote smoothness initially and is relaxed in later stages to resolve sharp features in the model.
Finally, another aspect that we address in this paper deals with reducing the computational effort and discussing the implementation issues of applying the inversion strategies mentioned above. In this sense, the FWI problem, which involves several frequencies per source, is much more computationally demanding than the travel time tomography. FWI involves with the Helmholtz equation as a forward problem, which is one of the most challenging linear systems to solve. Travel time tomography, on the other hand, requires a rather sophisticated algorithm for treating its forward problem and sensitivities, but is relatively easy to solve computationally. Therefore, we focus on FWI, and we show that by using multigrid preconditioning on multiple right hand sides, we can exploit the large number of sources for reducing the average cost of a linear solve.
The rest of the paper is organized as follows. In Section 2 we discuss the mathematical formulation, inversion algorithm and forward problem of each of the inverse problems separately. Then, in Section 3 we discuss the joint inversion of the two problems. In Section 4 we describe how to accelerate the solution of the Helmholtz equation-the main computational bottleneck of FWI, which is the computationally dominant inversion of the two. Lastly ,in Section 5 we demonstrate the use of our method on two examples, 2D and 3D, and also show some performance results regarding the Helmholtz solution in 3D.
2. Mathematical formulation and algorithms. In this section we provide the mathematical formulation and numerical algorithms for treating the the two inverse problems discussed in this paper: (1) full waveform inversion and (2) travel time tomography. We discuss the mathematical setting, and describe the solution and implementation issues of each of the two problems using Gauss Newton.
Full waveform inversion in the frequency domain.
To model the waveforms we consider the discrete Helmholtz equation as a forward problem, assuming a constant density media
Here, ∆ h is a discretization of the Laplacian, the symbol represents the Hadamard product of two vectors, u = u(m, ω, x s ) is the discrete wavefield, m is the model for the squared slowness (the inverse squared wave velocity), and ω is the angular frequency, hereafter frequency. The source, q s is assumed to be a discretization of a delta function, δ(x − x s ), that is located at x s . The vector γ > 0 is a parameter used to impose attenuation in the wave propagation model, which we assume to be known in this work. The equation is discretized on a finite domain and is accompanied with some absorbing boundary conditions that mimics the propagation of a wave in an open domain. To this end, we also impose a boundary layer in γ, in addition to attenuation. That is, we add a function that quadratically goes from 0 to 1 towards the boundaries to γ [11] . In FWI, we typically have sources at many locations, and the waveform that is generated by each source is recorded at locations where receivers are placed. In our formulation, each observed data corresponding to a source and frequency, is given by
where P s is a sampling matrix that measures (interpolates) the wave field u at the locations of receivers that record the waveform from sources at x s . The data is typically noisy and we assume that the noise, , is iid, Gaussian and with standard deviation Σ. Given data measurements that are collected for each source and a spectrum of frequencies, we aim to estimate the true model, m true . Using a penalized weighted least squares approach, this is done by solving the optimization problem
is the observed data that corresponds to the true model as in (2.2) , and u sj is the waveform for source i and frequency ω j that is predicted for a given model m, according to the forward problem (2.1). Fitting the data is in most cases ill-posed. Therefore, we cannot expect to exactly recover the true model, but wish to recover a reasonable model by adding prior information [47, 38] . To this end, we use the bounds m L > 0 and m H > 0, which are forced to keep the model physical, and a regularization term R(m), which is accompanied by a balancing regularization parameter α. Because the earth subsurface typically involves layers of different ground types, we may assume m to be a layered model, and choose R to promote smooth or piecewise-smooth functions like the total variation regularization term [30] .
To solve the optimization problem (2.3) a variety of methods are typically used. First order methods such as non-linear conjugate gradient and limited memory BFGS [25] require little memory, but can converge rather slowly, especially for problems that are highly non-linear where curvature may play a significant role. Our method of choice is the Gauss-Newton method [28] , that incorporates some curvature information (we describe this method in the next section). The method converges in fewer steps than the first order methods, but requires repeated solutions of (2.1) with the same model m at each step. Therefore, it is most efficient when an effective solver for (2.1) is at hand, even if it is expensive to construct.
The problem is particularly challenging if the sources and the receivers are placed on the same surface and the frequency is high. In this case the problem is known to have multiple minima and therefore convergence to a local minimum may lead to a model that is very different from the true model. One way to overcome the problem of local minima is to use continuation techniques, in particular, frequency continuation has been shown to be very effective [28, 27] . The idea is to start the inversion using low frequencies and to build a smooth background model. The problem is then solved for more frequencies, starting from this background model, and the process continues by adding more frequencies, each time starting from the previous solution. Algorithm 1 summarizes the frequency continuation approach. This approach seems to be robust and can be initialized with models that are very far from the final solution. The main problem with this approach is that low frequency data are difficult to measure which makes the approach elegant in principle but difficult to apply in practice.
Algorithm:
# Assume frequencies are given in increasing order:
3) using data for ω 1 , ..., ω k , starting from m (k−1) . end Algorithm 1: Frequency continuation.
Travel time tomography.
Travel time tomography is a process where the same slowness model m in (2.1) is recovered using first arrival time information. It is known that assuming that the wave field has a solution of the form u = a(x) exp(iωτ (x)), substituting it into the the Helmholtz equation (2.1) and assuming that ω is large we obtain the eikonal equation
where τ is the (discrete) first arrival time, ∇ h is a discretization of the gradient operator and x s is the location of the point source as in (2.1). This equation approximately models the first arrivals of the waves at high frequencies. Since the travel time of each point in the wavefront is an integral of the slowness model over the ray path of that point in the wavefront, the Jacobian of the eikonal equation with respect to the model contains mainly low frequency features.
Similarly to the notation in the previous section, we will refer to the solution τ = τ (m, x s ) of (2.4) as a function of the source location x s and the model m. The first arrival data can be extracted from the time domain waveform data, or the high frequency waveform data, either manually or automatically [33] . Consider now the travel time data that can be assumed to be 
where the data term d
, and the rest of the parameters (bounds, regularization, noise covariance Γ i ) are similar to the ones in (2.3), since the two problems have identical experiment setting and unknown m.
At this point it is worth to make an important observation. The eikonal equation does not capture all the physics that is in the wave propagation and, may have problems such as caustics and multiple value solutions. However, it is important to realize that our goal is not to accurately model wave phenomena. The eikonal equation can be thought of as a reduced model that can capture some of the key features in the media. Even if some of the data is erroneous due to problems such as multi-pathing, the overall travel time data are useful in least-squares sense to obtain a smooth approximation to the media.
Inversion using the Gauss-Newton method.
Let us now briefly describe the inversion of a problem of the same form as (2.3) and (2.6) using GaussNewton (GN). Assume that we have n s sources and corresponding observed data d obs i for each source i. Let u i (m) be a predicted field corresponding to a model m, according to some forward modeling (either Helmohotz or eikonal), and let the matrix P i be a projection matrix that injects the field u i from the whole space to the measurement points. The regularized data fitting problem is given by
with regularization parameters similar to (2.3).
At each iteration k of GN we obtain the approximation
where J i = ∇ m u i is the Jacobian matrix, also referred to as the sensitivity. It is well known [13] that J i need not be formed or stored and only matrix vector products of J i and its transpose are calculated by solving the forward and adjoint problems. At each step, we place (2.8) in (2.7) and get an alternative minimization
To solve that, we essentially compute the gradient (2.10) and to get the step δm we approximately solve the linear system
The linear system is solved using the conjugate gradient method where only matrix vector products are computed. Finally, the model is updated, m ← m + µδm where µ ≤ 1 is a line search parameter that is chosen such that the objective function is decreased at each iteration.
2.4. The Helmholtz forward problem and its sensitivities. As mentioned before, in the frequency domain version of FWI we use a discretized version of the forward problem (2.1) for forward modelling. We use second order finite difference scheme on a regular grid, resulting in a sparse linear system
(2.12)
We are mostly focused in problems where the frequency, ω, is high. In this case, the resulting linear system is highly indefinite and difficult to solve. We note that for the discretization to be meaningful, one has to respect the rule of having at least ten gridpoint per wavelength, which is equivalent to demanding the relation ωh < 0.2π ≈ 0.62 (for a constant m = 1). To solve the discretized (2.1) we either use direct solvers like [1, 34] or iterative methods like [11, 26, 8, 14] . If the problem is two-dimensional, the mentioned direct solvers are preferred, but if the problem is three-dimensional and large, we use a variant of the shifted Laplacian multigrid approach. We summarize this approach later in Section 4, and in particular discuss some techniques to reduce the computational effort of solving this equation for multiple right hand sides.
It is straight forward to see that the sensitivity matrix for (2.1), required in (2.10)-(2.11), is given by
This is a dense matrix, which cannot be stored in memory. However, it can be implicitly applied to a vector. If one has the fields u ij = A(m, ω j ) −1 q si stored in memory, then applying J fwi times a vector can be obtained using one linear system solve for each pair of source and frequency. If the fields u ij are too memory consuming, we save them to the disk and apply the sensitivity in batches of sources. The fields can be stored in low precision either in the memory or on the disk-we found a 16-bit floating point representation to be sufficient. Because the fields are complex this results in a storage of 32-bit per grid unknown per source-frequency pair.
When solving the Helmholtz equation with an iterative solver, an important question arises regarding the accuracy in which the forward problems are needed to be solved. We have found that the simulated data should be solved relatively accurately, but the sensitivities can be computed with less accuracy. Based on our experience, we use a residual drop tolerance of 10 −8 and 10 −4 compared to the norm of the right hand sides for the simulated data and sensitivity, respectively.
2.5. The eikonal forward problem and its sensitivities. To numerically solve the eikonal equation in (2.4), we use its factorized version, which is known to yield significantly more accurate solutions for point sources [12, 21, 22, 23] . That is, we set τ = τ 0 τ 1 in (2.4), where τ 0 is a discretization of the function τ 0 = x − x s 2 is the distance function from the source-this is the solution of (2.4) for m = 1. We then solve the following equation for τ 1 14) where p 0 is the discretized ∇τ 0 which is obtained analytically. Following [40] , we discretize the factored equation using the following Gudonov upwind scheme (here we show the 2D and the 3D is a straightforward extension): 15) where the matricesD are the discretized factorized finite difference derivative operators. For example, the backward first order factored derivative operator is given byD
where τ 0 and p
∂x are known (see [40] for details). To solve this nonlinear partial differential equation efficiently we use the Fast Marching Method (FM) in [40] . This method is based on [35, 36] which were suggested for the non-factored eikonal equation. All of these methods use the monotonicity of the solution along the characteristics in order to obtain an efficient nonlinear GaussSeidel solver. The methods use an upwind scheme and start from the source, updating the values of τ 1 everywhere on the grid. It uses two sets, front and known , where known are the already computed "known" values and front is the set of points at the front of the propagation of the wave. At each iteration, FM chooses the minimal value of τ in front and move it to known . Then, updates its neighbors according to (2.15) and put them in front . Finiding the minimal value of front is obtained using minimum heap. For completeness, Algorithm 2 summarizes the FM method.
Algorithm: Fast Marching
Find x imin,jmin : the minimal entry in front : Add x imin,jmin to known and take it out of front . Add the unknown neighborhood of x imin,jmin to front . foreach unknown neighbor x i,j of x imin,jmin Update τ ij by solving the quadratic (2.15), using only entries in known . end end
To obtain the sensitivity we first rewrite (2.15) using the same derivative operators (forward or backward) that are chosen by the FM algorithm for each grid point i, j when solving the forward problem for m. In the points where no derivative is chosen in the solution of (2.15), a zero row is set in the corresponding operator. Once the operatorsD are set by the choices of FM, the sensitivity is given by
Here,D x andD y are the matrices that apply the finite difference derivatives in (2.15) according to the choice of FM.
The matrix (2.17) is defined by an inverse of a sparse matrix that involves only derivatives in x and y directions. To multiply the sensitivity matrix time an arbitrary vector, v we need to compute
This is equivalent to solving the (sparse) linear system
Since the FM algorithm uses only known variables for determining each new variable, then by reordering the unknowns according to the FM order we obtain a lower triangular system which can be solved efficiently in one forward substitution sweep in O(n) operations. For more information on the solution of travel time tomography using FM see [19, 40] . Applying the operator (2.17) is required for each source in (2.6). However, storing the differential operator in (2.17) for each source may be highly memory consuming at large scales. Therefore, we only save the values that are necessary for applying the matrix and solve the lower linear system by calculating the rows on the fly. This requires the factored traveltime τ 1 , the ordering of FM, and the direction of the operators for each forward/backward derivative. Based on experience, we have found that holding τ 1 in single precision is sufficient. Assuming that the grid is not too large such that the number of unknowns is smaller than 2 32 , we hold the ordering of variables using 32-bit unsigned integer. Lastly, we hold the direction in a 8-bit integer, that is able to support the 5 3 options for the finite-difference directions in 3D. This results in a 72-bit memory per grid unknown per source for applying the sensitivities.
3. Joint FWI and travel time tomography. As mentioned before, it is common to solve the (2.3) by the frequency continuation process in Algorithm 1. However, in the absence of low frequency data this process cannot be used, and convergence to local minima is often observed. Our approach to overcome the lack of low-frequency data is by jointly inverting (2.3) with a complementing problem in that regard, like travel time tomography (2.6). The joint problem is formulated by
where all the components are exactly as in (2.3) and (2.6), and β > 0 is the balancing parameter between the two problems. There are two advantages to the optimization problem in (3.1). First, assuming that the data does not contain low frequencies, travel times substitute in for low frequency waveform data. Second, the resulting model honors both the travel time equations and the full waveform equations, thus, it is consistent to different physical interpretations of the wavefield. Computationally, the cost of adding the tomography to (2.3) and obtaining its sensitivities is trivial compared to the corresponding operations for the Helmholtz equation (2.1). Therefore, the additional computational cost in solving (3.1) instead of (2.3) is negligible.
The problem is non-convex and typically have many local minima and therefore, to solve the optimization problem we use a process that is akin to the frequency continuation previously discussed: replacing the missing low frequency data with travel time data. If the sources and receivers are all on the surface then the first arrival information typically depends only on the top part of the medium. Hence, if one applies the travel time tomography on its own, the bottom part of the model may arbitrarily change due to regularization, without any relation to the true model or the data. Correcting this later in the continuation process with high frequency FWI may not be possible. This is one of the reasons why initializing FWI with a travel time tomogram as well may result in a local minimum [6] . For this reason, we start the continuation by solving (3.1) for both the travel time and the lowest available frequency, using proportional weight β 1. This way, the obtained model satisfies part of the waveform data, so that the gap is not too high when introducing more frequencies. Still, if the first available frequency is too high (which is often the case), this still may result in a poor recovery. To obtain a relatively robust process, we must be able to extract some low-frequency information from FWI alone with relative success, such that the minimization, especially at depth, is only guided by the tomography and does not heavily rely on it. We achieve that by using high-order regularization (together with the joint inversion), discussed in the next section. We note that the frequency gap problem may be further relieved by adding processes that are more sophisticated than travel time tomography, like stereotomography [18, 17] , but generally it is hard to predict when this "frequency gap" is closed.
3.1. Introducing high-order regularization. Let us first mathematically motivate the difficulty of recovering a true model m true without having low frequency data. Let the forward problem in frequency domain be F (m, ω), and the measured data be d obs (ω). Assume that we measure the distance between the computed data and the observed data by some misfit functional S(d(m, ω), d obs (ω)). For example, S can be a least square function as in (2.3), or a more complicated one that is based on phase shift [46] , Wiener transform [49] , or optimal mass transport [24] , and FWI algorithms are designed to minimize S (with additional regularization). Now assume that we are given some initial reference model, m 0 , such that the error m true − m 0 contains low-frequency components. Any gradient-based method uses the gradient of the misfit S with respect to the model in order to compute a step from m 0 (either directly or scaled by an approximation of the Hessian inverse). The gradient is given by J T ∂ d S where J is the sensitivity matrix, J = ∂ m F (m). For problems where no low frequency is recorded, the eigenvectors of J that correspond to low spatial frequencies correspond to extremely small eigenvalues (in magnitude). As a result, the gradient itself contains very little of these low frequencies, independently of the choice of S, and any gradient-based correction to m 0 cannot reduce the low-frequency component of the error.
Let us look now specifically at the problem (2.3) (and its joint version (3.1)). Denote the Helmholtz operator in (2.1) by A (ignoring boundary conditions). That is A = ∆ h + ω 2 diag(m), discretized by a second order finite difference scheme. The gradient of the misfit term for a given source s and frequency ω is given by
where d fwi obs s,ω and d s,ω are the predicted and observed data for ω, s. It is clear that the gradient g has two inversions of the Helmholtz equation in it. Each of those results in a vector that contains an oscillatory spatial behavior that mostly corresponds to a frequency ω. In other words, the dominant component in the gradient is the smallest eigenvector (in magnitude) of A, containing oscillations that correspond to a frequency ω. The magnitude of this component is roughly the magnitude of the reciprocal of the associated eigenvalue squared. More precisely, consider a simple Fourier component exp (i θx h ) in 1D, assuming a constant medium m = 1, the eigenvalues of A are (2 cos θ− 2 + ω 2 ), for θ ∈ [−π, π]. The value of θ for which this eigenvalue expression is close to zero dictates the spatial oscillatory behavior of the associated eigenvector and the result of a typical solution of the Helmholtz equation for a given right hand side. To amplify the smooth components that exist in g but are weak, we must use a smoothing regularization that is able to reduce the magnitude of the oscillatory component. To this end, we propose a preliminary stage for generating the initial smooth model where we solve (3.1) using the regularization
which results in a fourth order derivative of the regularization. This type of regularization is also known as spline smoothing (see [48] ). Using the Gauss-Newton algorithm, we precondition the Jacobian J by (∆ h ) −2 to prevent oscillatory components from entering the model. The Fourier symbol of the preconditioned Jacobian is
for which the smooth spatial mode that corresponds to θ ≈ 0 is significant (higher powers of the Laplacian may also be considered by this same arguments). This influences both the gradient and the Hessian J T J. We apply this for the travel time data and the waveform data of the first one or two frequencies. After we obtain a smooth initial guess by this process, we continue and invert the joint problem using frequency continuation and a standard regularization
that includes oscillatory modes. Alternatively, one can use total variation at this stage, which better allows for the recovery of piecewise smooth models. A complete description of our two-stage inversion algorithm is given in Algorithm 3.
Solving the Helmholtz equation for multiple right hand sides.
In this section we describe the multigrid algorithm that we use for solving (2.1). Generally, a multigrid approach aims at solving a linear system Au = q iteratively by using two complementary processes: relaxation and coarse-grid-correction. The relaxation is usually obtained by a standard iterative method like Jacobi or Gauss-Seidel, and is only effective for reducing certain components of the error. In particular, such relaxation is effective at reducing the error that is spanned by the eigenvectors of A that correspond to relatively high eigenvalues. To treat the entire spectrum, multigrid methods also use a coarse grid correction, where given some iterate u (k) , the linear system for the corresponding error and residual Ae = r = q − Au (k) is projected onto the subspace of some prolongation matrix P . This results in a coarser linear system A c e c = r c , where A c = P T AP , and r c = P T r (the subscript c denotes coarse components). Algorithm 4 summarizes the process. By treating the coarse problem recursively we obtain the multigrid V-cycle, and by treating the coarse problem recursively twice (by two recursive calls to V-cycle) we obtain a so-called W-cycle. For more information see [7, 41, 50] and references therein. To treat the Helmholtz equation (2.1) using shifted Laplacian multigrid, one introduces a complex shift to the system by adding a positive constant to γ in (2.1). From a physical point of view this damps the amplitude of the wave, and from an algebraic point of view this reduces the condition number of the matrix. The shifted Laplacian approach involves applying the shifted matrix as a preconditioner for the original system (2.1), inside a Krylov method. The preconditioning is obtained by applying a multigrid cycle for inverting shifted matrix. The Krylov methods of choice are usually BiCGSTAB [42] or (flexible) GMRES [32] . To define the multigrid cycle, the transfer operator P can be defined as a bilinear interpolation in this case.
The shifted Laplacian multigrid method is very popular, and some software approaches have been proposed for implementing it, e.g., [15, 29] . One of the purposes in this work is to improve its performance by exploiting the multiple right hand sides that are included in FWI. That is, given a large number of right hand sides, we aim to reduce the average solution time of (2.1) per right hand side. We consider a large multicore machine with a large RAM-a configuration that is relatively common. Because the right-hand-sides are many, we give less emphasis on the setup time and focus on the solution time given the multigrid hierarchy.
The computational ingredients involved in the multigrid version of Algorithm 4 as a preconditioner to a Krylov method include sparse matrix-vector multiplication, vector operations (addition, substraction and inner-products) and the coarsest grid solution. Each of the ingredients above has to be accelerated using a shared memory multicore computation, since more than one instance of the multigrid hierarchy in memory is not feasible. To this end, we consider block versions of Krylov methods mentioned above [37, 3, 9] . Working with such methods enables us to exploit level-3 BLAS parallelism for the vector operations, and improve the sparse-matrix products when these are applied on multiple vectors. To precondition a block of right hand sides, we apply a block multigrid cycle where all the relaxations, restrictions and interpolations are performed on blocks.
Unlike most multigrid scenarios, because of the wavy sign-changing nature of the smooth error modes of the Helmholtz operator at high frequency, we cannot coarsen the system more than twice using standard transfer operators. Therefore, at large scales the coarsest grid operator is of considerable size, and the cost of the solution of the coarsest grid is high. This, too, is considerably accelerated by applying the LU solution for a block of right hand sides. We note that because the memory that is involved in this setting is high, we pre-allocate all the necessary memory (righthand side, solution, residual) for each level and reuse it throughout the iterations. Generally, the larger the blocks, the better the parallelism is, and we have less frequent switches between different parallel codes, which reduces overhead. Some more effort is involved in applying the block Krylov methods as the blocks grow, but we have found that this effort is not dominant when using the rather expensive block multigrid preconditioner. In addition, the convergence properties improve as we increase the blocks. Last, we note that in order to solve the transposed system in (2.13), we may use multigrid preconditioning using a transposed hierarchy, and do not need to recompute the hierarchy between solving the original system and its transpose.
Numerical experiments.
In this section we demonstrate the joint FWI and travel time tomography inversion, in two and three dimensions using the SEG/EAGE salt model [2] . Later, we demonstrate the effectiveness of our multigrid solver when solving multiple right hand sides. All of our experiments were conducted on a single workstation operating Ubuntu 14.04 with 2 × Intel Xeon E5-2670 v3 2.3 GHz CPUs using 12 cores each, and a total of 128 GB of RAM. Our code is written in Julia which is compiled using Intel Math Kernel Library (MKL). The only external packages that we use are MUMPS, and a parallel sparse matrix-vector multiplication ParSpMatVec.jl written in Fortran. We use the inversion package jInv.jl [31] , which is freely available in its Github page (https://github.com/JuliaInv/jInv.jl). Our FWI, travel time tomography and Multigrid packages, which are add-ons to jInv, are available online at FWI.jl, EikonalInv.jl and Multigrid.jl.
Joint inversion in two dimensions.
For our first experiment, we use a 2D slice of the SEG/EAGE model, presented in Figure 5 .1(a), using a 600 × 300 grid that represents an area of approximately 13.5 km × 4.2 km. We wish to recover this model using only the linear model in Figure 5 .1(b) as an a priori reference model. Because we use an artificial layer to prevent reflections from the domain boundaries we add a padding of 24 grid points to populate most of the layer in each boundary of the model (except the top free surface)-this results in a 648 × 324 grid. We generate synthetic waveform and travel time data for an array of 119 equally spaced sources and 592 receivers located at the center on the top row of the model. The waveform data in this experiment corresponds to frequencies f i = {2.0, 2.5, 3.5, 5.0, 7.0} Hz (ω i = 2πf i ). For γ, we use attenuation of 0.01, and use 28 grid points for the absorbing layer itself (24 of which lie in the model padding). source are recorded only in receivers distanced 50 m to 9 km away from it on the free surface. The synthetic travel time data is added with white Gaussian noise with standard deviation of 0.01 × mean(|d eik obs |), and for FWI we add half of that noise level, 0.005 × mean(|d fwi obs i |), to each of the real and imaginary parts of the data. To fit the model to the data, we apply Algorithm 3. Throughout the recovery process, in each Gauss Newton iteration we apply five preconditioned CG steps for the Gauss-Newton direction problem (the preconditioning is applied with the regularization Hessian matrix, in (3.3) or (3.4) ). In stage I we use the travel time data and the first frequency and apply 15 Gauss Newton iterations. In stage II, we treat the frequencies in batches of three consecutive frequencies, applying 5 Gauss Newton iterations for each batch (the travel time data is considered as low frequency data for this purpose). We apply three continuation sweeps over all the frequencies to get the final reconstruction. For the first stage we choose β-the proportion between the two misfit terms in (3.1)-to be 2500, and then for stage II we reduce that to 50. We choose the regularization parameter α to be large (10 4 ), and decrease it by a factor of 10 between each sweep. Because of the preconditioning, the rather small number of conjugate gradient iterations also plays the role of regularization. Lower and upper bounds of 1.5 and 4.5 km/sec on the velocity model are chosen such that reconstructed model is physical.
Our first experiment involves applying FWI starting from the linear model in Fig.  (5.1(b) ). The reconstruction appears in Fig. 5.3(a) , and includes a thin layer that includes only the upper part of the salt body. This shows that even with high order regularization, the FWI process cannot resolve the missing low frequencies in the data. Our second experiment involves using the travel time tomography to initialize FWI. Fig. 5 .3(b) shows the travel time tomography result starting from the reference model in Fig. (5.1(b) ). The inversion determines the area beneath the salt body by regularization only, producing a salt-flooding like feature in the model. Following that, the FWI inversion cannot reasonably recover that area, leaving "left-overs" from the initialization, as observed in Fig. 5.3(c) . Figure 5 .3(d) shows the smooth model obtained by the first stage using the joint inversion starting from the linear model in Fig. (5.1(b) ). The reconstruction is indeed a smooth version of the true model, and is considerably different than the travel time tomography reconstruction. In particular, the joint process is able to somewhat determine the right rather low velocity underneath the salt body. The reconstructed model, given in Fig. 5. 3(e), shows a pretty good estimation of the shape of the salt body, reconstructs the area above the salt very well, and reconstructs the area beneath the salt body reasonably well. 
Joint inversion in three dimensions
. Now we consider the three dimensional version of the experiment described above, using the 3D SEG/EAGE model [2] as the true model for the seismic wave velocity of the subsurface, presented in Fig. 5.4(a) . The domain size is 13.5 km × 13.5 km × 4.2 km, and it is divided into 145 × 145 × 70 equally sized mesh cells of approximate size of 93 m × 93 m × 60 m. To populate most of the absorbing boundary layer we add a 10-point padding to the model, resulting in a 165 × 165 × 80 grid for the forward and inverse problems. We use data that corresponds to the frequencies f i = {1.5, 2.0} Hz (ω i = 2πf i ). For γ, we again use attenuation of 0.01, and use 14 grid points for the absorbing layer itself (10 of which lie in the model padding). We use 81 sources, arranged on a 9 × 9 grid located at the center of the free surface. The distance between each source is 1.488 km. The waveform data are given at an array of 129 × 129 receivers that are located at the center of the free surface, distanced 93 m from each other. The data for each source are recorded only in receivers distanced 200 m to 16 km away from it. The data d i ∈ C 16,641×81 are simulated on the same mesh for each frequency f i .
For the inversion, we again apply the two-stage Algorithm 3. The inversion is performed on a single machine, where we use the direct method MUMPS to solve the FWI forward problems (2.1) using a shared memory parallelism on a single worker, and multiple workers to solve the tomography forward problems (2.14). In the first stage, when we treat the travel time data together with the first frequency, we apply 10 Gauss-Newton iterations with 9 projected PCG iterations in each. We use the same regularization strategy as in the two dimensional case.
Because of memory considerations, we apply the second stage of Algorithm 3 in batches of two consecutive frequencies at the time (or traveltime data and one frequency). Furthermore, in this stage we sweep through all the sequence of problems three times, using 5 GN iterations and 5 CG iterations. Furthermore, when handling each frequency, the worker solves the Helmholtz systems for all the sources in batches of only 27 sources at the time, using the same factorization, to further reduce the memory footprint (the fields, which are necessary for the sensitivities, are saved to the disk). Again we use the same regularization strategy as in 2D, using (3.4) .
The FWI reconstruction is given in Fig. 5.4(d) . It shows a blurred version of the true model. Including data that corresponds to higher frequencies will enable a sharper reconstruction, but will also require a finer mesh, which is much more expensive to process. This inversion took about three days of computations using the shared memory computer described earlier.
Solving the 3D Helmholtz equation for multiple right hand sides.
In this section we demonstrate our iterative solution of the Helmholtz equation, and how the solver can benefit from having multiple right hand sides. To this end, we use the same workstation as before, and measure the time that it takes to generate the data that corresponds to the model in Figure 5 .4(a) for multiple sources and a high frequency. The frequency is chosen such that 1 vmin ωh min = 0.58 (slightly more than ten grid-points per wavelength for the maximal slowness in the model). We use an attenuation parameter of 0.01. We compare the running time of the both the MUMPS direct solver and the shifted Laplacian iterative multigrid solver using 2 and 3 levels (setup + average solve time), where we use a shift of 0.05 and 0.15 for our preconditioner using 2 and 3 levels respectively. We use 2 pre and post weighted Jacobi relaxations with a weight 0.85. For the 3-level cycle we use W-cycles (that is -we have two coarse solutions in each cycle). Table 5 .3 summarizes our experiments with the MG solver, where the cells with '−' in the tables denote cases where our machine ran out of memory when trying to solve the systems. The table shows a clear advantage in performance when solving the Helmholtz equation for an increasing block size of right hand sides, whether directly or iteratively. When compared with the MUMPS solver, the iterative solution time is about five times slower, but the setup time of MUMPS is much higher-that is if the factorization fits in memory together with the right hand sides and solution vectors.
For the iterative solver, increasing the right-hand sides achieves a speed-up factor of about 2-5 when compared with the (parallelized) iterative solution of a single right hand side. Most of the improvement in the solution time is achieved by having better parallelization performance from the multi core machine, because the work that is invested in a BlockBiCGSTAB iteration grows with the number of right-hand-sides. This is further improved when using a rather large number of right hand sidesthen the block Krylov method is able to reduce the number of iterations needed for convergence. When comparing between the two multigrid options (two and three levels), we see that the two-level method is generally faster then the three level one, albeit not by a large factor. The biggest drawback of this approach is memory usage, where we need to be able to store about seven batches of vectors of the same size of the right hand sides for the preconditioned BlockBiCGSTAB method. This requires a large RAM for large scale problems, although a major improvement is already achieved for only four right hand sides.
Choosing between the two solution options-iterative vs. direct-depends on whether the direct solver is feasible in memory, and the number of linear systems to be solved. The former reason is obviously the main one for using the iterative solver. Regarding the later, a Gauss-Newton algorithm would generally favor a direct solution only if the factorization can be stored in the available memory for all the frequencies that are solved together in one batch. If a first order type of method is used for the inversion, like steepest descent or non-linear CG, then the linear system changes frequently with m. Then, if the number of sources is not too high, the iterative solver may be favorable because of the high setup times of the direct solver. For GaussNewton, if the problem is large such that only a single factorization can be held in memory in a given time, then we will need to re-factor the matrix for each Hessianvector multiplication for each frequency in the batch. This may be quite costly, and leads to a situation that similar to a first-order method, in terms of frequent setup necessary for solving the linear systems. We note that for lower frequencies, the running time of MUMPS (setup and solve) generally remains similar to that of high frequencies, but the solve time of the MG solver considerably reduces by significant factors, depending on the problem size. Generally, the MG solver is not scalable for a growing mesh size and frequency, and developing a more scalable solver remains part of our ongoing research.
6. Conclusions and further work. In this work we have explored a methodology that aids full waveform inversion to converge to the global minimum in the absence of low frequency data. The method is based on (1) using travel time data instead of the missing low frequency waveform data in a joint inversion of FWI and travel time tomography, which is based on the factored eikonal equation, and (2) using a fourth order regularized inversion in a preliminary stage to obtain the low-frequency model. Since we jointly invert the full waveform and travel time data, our final model is consistent for both physical models. Our method has two main limitations. (1) Having a meaningful travel time tomography inversion requires recording of relatively long offset data and travel time picking. While picking in marine data is relatively simple, it can be a more involved process for land based data. (2) While our preliminary stage is quite robust, the optimization in the second stage may still reach a local minimum because the FWI problem which is the dominant one in this stage is still highly non-linear. Our future research aims at relieving some of this non-linearity and making the process more robust.
Another part of our contribution deals with the main computational bottleneck in FWI-the solution of the Helmholtz forward problems. We described and demonstrated how to exploit the multiple right hand sides available in FWI for accelerating the iterative solution of the Helmholtz linear systems. In this regard, our future research aims at improving the scalability of the solver, and enabling the use of more than three levels in the multigrid hierarchy-this is one of the main obstacles of the shifted Laplacian approach for handling 3D problems at larger scales. 
