Visibility algorithms transform time series into graphs and encode dynamical information in their topology, paving the way for graph-theoretical time series analysis as well as building a bridge between nonlinear dynamics and network science. In this work we introduce and study the concept of visibility graph motifs, smaller substructures that appear with characteristic frequencies. We develop a theory to compute in an exact way the motif profiles associated to general classes of deterministic and stochastic dynamics. We find that this simple property is indeed a highly informative and computationally efficient feature capable to distinguish among different dynamics and robust against noise contamination. We finally confirm that it can be used in practice to perform unsupervised learning, by extracting motif profiles from experimental heart-rate series and being able, accordingly, to disentangle meditative from other relaxation states. Applications of this general theory include the automatic classification and description of physical, biological, and financial time series.
The rest of the paper goes as follows. After recalling the basics of visibility (VG) and horizontal visibility graphs (HVG), we define VG/HVG motifs (Section II) and develop a mathematical theory for HVG motifs (Section III) that allows us to easily derive analytical expressions for the motif profiles of several classes of stochastic and deterministic dynamical systems. We prove, accordingly, that HVG motifs are informative features that can easily distinguish among different types of complex dynamics. In section IV we further show that such discrimination is robust, even when the signals under study are polluted by large amounts of measurement noise, enabling its use in empirical (experimental) time series, i.e. in practical problems. We summarise our results on synthetic time series in section V and finally make use of this methodology in a real scenario in section VI, where we are able classify different physiological time series and efficiently disentangle meditative from general relaxation states by using the motif profiles (only five numbers per Horizontal Visibility Algorithm applied to the same series (top) and the corresponding Horizontal Visibility Graph (HVG) (bottom); each datum in the series corresponds to a node in the graph and two nodes are connected if their corresponding data heights show horizontal visibility (see the text). subject) extracted from heartbeat time series. In section VII we conclude.
II. VISIBILITY GRAPHS AND MOTIFS
Visibility algorithms [13] [14] [15] [16] are a family of methods to map time series into graphs, in order to exploit the tools of graph theory and network science to describe and characterise both the structure of time series and their underlying dynamics . Let S = {x(t)} T t=1 be a real-valued time series of T data. A so called natural visibility graph (VG) is a planar graph of T nodes in association to S, such that (i) every datum x(i) in the series is related to a node i in the graph (hence the graph nodes inherit a natural ordering), and (ii) two nodes i and j are connected by an edge if any other datum x(k) where i < k < j fulfils the following convexity criterion:
By construction, VGs are connected graphs with a natural Hamiltonian path given by the sequence of nodes (1, 2, . . . , T ), whose topology is invariant under a set of basic transformations in the series, including horizontal and vertical translations. An illustration of this method is shown in panel (a) of figure 1, where we plot a time series and its associated VG. VGs inherit in its topology the structure of the time series, in such a way that periodic, random, and fractal series map into motif-like, random exponential and scale-free networks, respectively. It has been shown that VGs are well suited to handle non-stationary data [17] [18] [19] .
A so called horizontal visibility graph (HVG) is defined as a subgraph of the VG, obtained by restricting the visibility criterion and imposing horizontal visibility instead. In this case, two nodes i and j are connected by an edge in the HVG if any other datum x(k) where i < k < j fulfil the following ordering criterion:
x k < inf(x i , x j ), ∀k : i < k < j Such subgraph is indeed an outerplanar graph [20] (see Figure 1 , panel b) for an illustration). Interestingly, HVG inherits some of the properties of VGs and, on top of that, are computationally more efficient [36] and analytically tractable. Accordingly, several analytical properties of these family of graphs [14, 21] , associated to different classes of dynamics including canonical routes to chaos [22] [23] [24] [25] have been investigated in recent years. For instance, for the class of Markovian processes with an integrable invariant measure the values of the degree distribution P (k) can be calculated analytically using a formal diagrammatic theory [21] .
We are now ready to introduce a new topological property of VG/HVG.
Definition (VG/HVG n-node motifs). Consider a VG/HVG of N nodes, associated to a time series of N data, and label the nodes according to the natural ordering induced by the arrow of time (i.e. the trivial Hamiltonian path). Set n < N and consider, sequentially, all the subgraphs formed by the sequence of nodes {s, s + 1, . . . , s + n − 1} (where s is an integer that takes values in [1, N − n + 1]) and the edges from the VG/HVG only connecting these nodes: these are defined as the n-node motifs of the VG/HVG. This is akin to defining a sliding window of size n in graph space that initially covers the first n nodes and sequentially slides, in such a way that for each window, one can associate a motif by (only) considering the edges between the n nodes belonging to that window.
Some basic properties of these motifs are:
• Trivially, there is a total of N − n motifs (which can be the same motifs or not) within each VG/HVG.
• Each motif is a subgraph of the original VG/HVG. Moreover, HVG motifs are outerplanar and have a trivial Hamiltonion path, thus HVG motifs are also HVGs [20] . As a result, there are only 6 admissible motifs of size 4, and 2 admissible motifs of size 3 (see table I for an enumeration).
• Computational complexity: Computing motifs in both VG and HVG is extremely efficient. If instead of exploring the motif occurrence in the structure of the adjacency matrix, one directly examines the set of inequalities reported in table I, one directly has an algorithm that runs in linear time O(N ) for HVG motifs. A similar complexity is found for VG motifs [26] .
As is done traditionally with network motifs [7] , we can compare VG/HVGs associated to different time series and dynamics by comparing the relative occurrence of each motif inside a VG/HVG. In order to do that, we introduce the extension to the VG/HVG realm of a significance profile:
Definition (VG/HVG motif profile Z n ). Let p be the total number of admissible VG/HVG motifs with n-nodes. Assign to each of these p motifs a label from 1 to p (that is, choose an ordering for the motifs). The motif assigned with the label i will be called a type-i motif. Then, we define the n-node VG/HVG motif significance profile Z n (or simply HVG motif profile) of a certain time series of size N as the vector function
whose output is a vector of p components, where the i-th component, P n i , is the relative frequency of the type-i motif.
Several technical comments are in order:
• First, since Z n are n-dimensional real vectors, any L p norm induces a natural similarity measure (distance) between two graphs.
• Second, Z n has, by construction, unit L 1 -norm, as
• Third, note that if one considers dynamical processes instead of individual time series, then the estimated relative frequencies P n i for an individual realization of the dynamical process converge for infinitely long series to the probabilities of type-i motif associated to the process. For the motif profile to be a well-defined feature of a certain dynamical process, it needs to be self-averaging. We check this property by estimating Z n for an ensemble of realizations of the process, computing the mean P n i and standard deviation [P n i ] 2 − P n i 2 over this ensemble, and checking that the standard deviation is small (meaning that a single realization provides a good description of the average behaviour). As we will show below, both VG and HVG motif profiles have very good self-averaging properties. In any case, for every dynamical process considered in this work, instead of P n i we compute P n i and [P n i ] 2 − P n i 2 , but for readability, from now on we will drop the · for the elements of the motif profile, as we found that for the size of the series used in the numerical analysis,
was very small and hence P n i ≈ P n i .
• Fourth, note at this point that the definition of the VG/HVG motif profile is different from standard profiles (significance profile, subgraph ratio profile) defined in the literature [7] , as in the latter case, they make use of a null model (ensemble of randomised networks) to appropriately normalise each frequency. The rationale for this normalization is that one wants to compare motif statistics across very different networks (with different sizes and degree sequences), so variations in the motif relative frequencies only due to size effects need to be removed to be able to correctly compare across different networks. The reader will quickly come to the conclusion that, in the context of VG/HVG, the null model is not a randomised ensemble of the graph under study (which would not yield a VG/HVG with high probability), but on the contrary, it should be the VG/HVG of a randomisation of the time series under study. In other words, normalisation in the case of VG/HVG profiles should deal with the motif statistics of uncorrelated random series (i.i.d. white noise) with similar probability densities than the series under study. In the next section we will prove that, in the case of HVGs (which will be the family of visibility graphs under study), such null model has a universal motif profile, independent of the probability density of the i.i.d. process. Therefore, it is not necessary in this case to normalise each profile accordingly as this would only yield a trivial, constant rescaling.
For illustration purposes, let n = 4, and consider two different dynamical processes: (i) white Gaussian noise described by the map x t = ξ, where ξ are independent and identically distributed (i.i.d.) Gaussian random variables ξ ∼ N [0, 1], and (ii) chaotic dynamics given by the fully chaotic logistic map x t+1 = 4x t (1−x t ). In order to estimate the probability of appearance of each of the motifs, we have generated a time series of size N = 10 4 data for both processes (sample time series can be seen in the top panels of figure 2), and we have computed the relative frequencies of each motif. Results, averaged over an ensemble of 100 realizations, are shown in panels (a) and (b) of figure 3, along with error bars describing the ensemble standard deviation (in panel (a) we plot the HVG motif profile, whereas in panel (b) we plot the VG profile). As we can see, in every case the type-II motif is absent. The simple reason is that this profile is absent for irregular (aperiodic) time series, by construction (see table I ). For the chaotic process, some other motifs are absent: this is related to forbidden patterns arising in chaotic dynamics. More importantly, in both panels, the average relative frequency of some motifs seems to be different for both dynamical processes, enabling the possibility of using both HVG and VG motif profiles to distinguish amongst different dynamical origins. From now on we will focus our motif analysis on the horizontal visibility graphs (HVG) alone, and comparison with the VG case is left for future work [26] . In the next section we advance a theory to compute the motif profile Z n in an exact way for different classes of dynamical systems. We will confirm that HVG motifs can indeed distinguish several kinds of dynamics, and we will explore how to build on this peculiar property for feature-based classification. 4 data per realization). Standard deviations of each motif relative frequency over the ensemble are plotted as error bars, which are not visible as error bars fall inside the symbols. We conclude that these motifs can be used to distinguish between deterministic and stochastic dynamics.
III. THEORY
We now show that for a large set of classes of dynamics that fulfil certain properties, the motif profile can be computed exactly. This is achieved by tackling the zero-order terms of a diagrammatic expansion recently advanced [21] . Let us consider a dynamical process H : R → R with a smooth invariant measure f (x) that fulfils the Markov property. That is, from a probabilistic point of view, conditional probabilities fulfil f (x n |x n−1 , x n−2 , . . . ) = f (x n |x n−1 ), where f (x n |x n−1 ) is the transition probability distribution (note that this concept has a clear meaning in random dynamical systems, whereas for deterministic systems, say maps x t+1 = H(x t ), the Markov property is also trivially fulfilled with f (x 2 |x 1 ) = δ(x 2 − H(x 1 )), where δ(x) is the Dirac-delta distribution). For these processes, each HVG motif has a probability of appearance as a subgraph that can be computed as the measure of a set of inequalities. For instance, for n = 3 and n = 4, probabilities associated to the appearance of a certain motif are based on integrals of the form:
for n = 3, and
for n = 4. The range of integration and the shape of the conditional probabilities are particular for each motif and each process, respectively. First, the range of integration fully determines the motif. In table I we depict the conditions in the time series that have to be fulfilled among n consecutive data x 0 , x 1 , . . . , x n−1 to yield a certain motif of size n in the HVG, for n = 3, 4 (extension to arbitrary n is easy but gets cumbersome as n increases). These geometric restrictions directly translate in the integration range of the probabilities, and we illustrate this principle in an example. The first motif, Z Motif label Motif type Inequality set 1 {∀(x0, x2), x1 > x0} ∪ {∀x0, x1 < x0, x2 < x1} 2 {∀x0, x1 < x0, x2 > x1} 1 {∀(x0, x1), x2 < x1, x3 < x2} ∪ {∀(x0, x3), x1 > x0, x2 > x1} 2 {∀x0, x1 < x0, x2 = x1, x3 > x2} 3 {∀x0, x1 < x0, x1 < x2 < x0, x3 < x2} ∪ {∀(x0, x3), x1 < x0, x2 > x0} 4 {∀x0, x1 > x0, x2 < x1, x3 > x2} ∪ {∀x0, x1 < x0, x2 < x1, x2 < x3 < x1} 5 {∀x0, x1 < x0, x1 < x2 < x0, x3 > x2} 6 {∀x0, x1 < x0, x2 < x1, x3 > x1}
TABLE I: Enumeration of all 3 and 4-node motifs. Each motif can be characterized according to a hierarchy of inequalities in the associated time series. Note that for aperiodic dynamics the type-II 4-node motif has a null probability of occurrence as the probability that two data in the time series repeat vanishes almost surely. For the rest, the probability of each motif reduces to the measure of the set of inequalities (see the text).
⊂ R, the probability of this event is
Analogous expressions can be found for the rest of the probabilities that form the motif profile Z. These terms are nothing but the contributions to the degree distribution at zero-order from a diagrammatic expansion in the number of hidden nodes [21] . Integrals are easy to deal with; in several cases these are exactly solvable, and in general one can solve them up to arbitrary precision with any symbolic programming software. In what follows we determine the motif profiles for i.i.d. (white noise), coloured noise with exponentially decaying correlations, and deterministic chaos (fully chaotic logistic map). We show that Z 4 capture enough information to easily distinguish different processes and thus represent excellent features for series classification.
Let us start by considering time series generate by i.i.d. uniform random variables ξ ∼ U [0, 1]. In this case we have a = 0, b = 1, f (x) = 1 and f (x|y) = f (x) ∀y, and simply enough, probabilities defined by eqs. 1 and 2 easily factorize. According to table I, after a little bit of calculus we find
Note that these results are in perfect quantitative agreement with numerics performed for finite size series (left panel of figure 3 ), so convergence of results for finite series to the (asymptotic) theory is quite fast. Interestingly, results indeed coincide despite the fact that the theoretical values were computed for uniform white noise (f (x) = 1), while the numerics in figure 3 were performed on Gaussian white noise (where f (x) is the Gaussian function). This suggests that i.i.d. may have a universal HVG motif profile, indeed independent of f (x). We now state and prove a theorem that actually guarantees this result.
Theorem 1. Consider a bi-infinite series of i.i.d. random variables extracted from a continuous distribution f (x) with support (a, b), where a, b ∈ R. Then the probability of finding n-node HVG motifs (with n = 3, 4) follows eq. 4, independently of the shape of f (x).
Proof. The proof is a constructive one. We only give here the explicit proof for P 4 1 , as the proof for the rest of probabilities follow analogously. We rely on the cumulative distribution function F (x), defined as 
We have
Using the properties of F (x), the first term above is then
and analogously for the second term,
hence P 4 1 = 2/6 = 8/24, coinciding with the result for uniform and Gaussian series, and being independent of f (x). The rest of the elements in Z 4 are computed analogously.
As a matter of fact, the independency from f (x) can be trivially extended for an arbitrary size of the motif n. This is intuitive so we only give here the strategy of a proof. The main ingredient which is required for this independency to hold ∀n is that the limits of the n-th integral are either the extremes of the distribution support a, b (where the cumulative distribution F (x) take the constant values 0 and 1 respectively, and independently of f (x)), or other variables x 0 . . . x n−1 . In this latter case, one can use iteratively the property in eq. 5 to solve these integrals up to the last one (in x 0 ), whose range is always (a, b) and where F (a) = 0, F (b) = 1 can be finally applied, to give a result which will not depend on the precise shape of f (x).
According to theorem 1, Gaussian, uniform, power law, etc, uncorrelated random series all have the same HVG motif profiles. As a byproduct, for any kind of sufficiently long time series {x t } N t=1 where x t ∈ f (x) and f (x) is continuous, if we randomize (shuffle) the time series, the motif profile of the randomized series is equal to eq. 4. This is the reason why, at odds with the standard definition of a network's motif profile, for HVGs we don't need to rescale Z in any way to be able to compare across different time series and dynamical process.
Another notable consequence of theorem 1 is that it guarantees that series for which Z 4 differ (even in the case of sufficiently long time series) from eq. 4 are not uncorrelated random series. This suggests a very simple test for randomness [14] . For instance, one can use a Pearson's χ 2 hypothesis test, where the null hypothesis is that the observed time series of N data is random and uncorrelated (white noise). The test statistic is then
χ 2 upper-critical values with p − 1 degrees of freedom, for p = 6 (n = 4) are 11.07 and 15.086 at the 95% and 99% significance level (meaning that values of the χ 2 larger than 11.07 suggest that the observed series is not random at the 95% significance level). More rigorously, as type-II motif is forbidden for aperiodic dynamics, we have only p = 5 different motifs of size n = 4, so the χ 2 upper-critical values should be considered for 4 degrees of freedom: 9.49 (95%) and 13.28 (99%). On the other hand,with 4 degrees of freedom, the probability that one misleadingly confounds the observed series with white noise is smaller than 5% for χ 2 < 0.71.
B. Deterministic chaos: fully chaotic logistic map
As previously stated, deterministic maps x t+1 = H(x) are indeed Markovian, and for these situations the conditional probability is simply f (x 2 |x 1 ) = δ(x 2 − H(x 1 )), where δ(x) is the Dirac-delta distribution. Therefore eqs. 1 and 2, combined with inequality sets given in table I can be used to compute the motif profiles for different deterministic processes. In these cases, one has to deal with simple integrals of the form
While in principle any deterministic process can be studied, we are interested in complex signals, so we focus on irregular, aperiodic dynamics. As a paradigmatic case, we tackle the fully chaotic logistic map
In this case, f (x) is the invariant measure that describes in a probabilistic way the average time spent by a chaotic trajectory in each region of the attractor. Let us start by considering
2 ), for which
According to property in eq. 10, the Dirac-delta integrals only have the effect of shrinking the range of integration of x 0 . For instance, for P 3 1 , the integral in x 1 requires H(x 0 ) > x 0 , whereas the integral in x 2 simply requires
While the latter inequality is fulfilled for all x 0 ∈ [0, 1] (and thus has no effect), the former one requires x 0 ∈ [0, 3/4]. This can be easily seen from the cobweb plot of H(x) and its iterates (see figure 4) :
On the other hand, motif normalization imposes P 3 2 = 1/3. The same result is obviously found if we compute P 3 2 explicitly: in this case the integral in x 1 requires H(x 0 ) < x 0 , which holds when x 0 ∈ [3/4, 1], and the integral in
. Looking at the cobweb plots, this final condition is met in two subintervals, so the intersection with the first condition yields a final interval x 0 ∈ [3/4, 1], for which
as expected. These results coincide with those found for i.i.d. series, meaning that Z 3 doesn't capture enough structure to distinguish between chaotic and random motion. Let us proceed in an equivalent way to compute Z 4 = (P 4 1 , . . . , P 4 6 ). It becomes evident that integrals associated to x n deal with the cobweb plots of H(x), H 2 (x), . . . , H n (x). Accordingly, these integrals are ultimately related with the structure of fixed points of H n (x), and with the solutions of equations of the form H r (x) = H s (x) for some r and s. We only have algebraic closed expressions for the fixed points of
is a polynomial of order larger or equal to 6 and according to Abel-Ruffini's theorem, the set of fixed points does not have in general an algebraic expression, however we can compute them up to arbitrary precision). Other values of interest include the roots of H 3 (x) = H 2 (x), and specially the largest one x = 1/2 + √ 3/4. Let us show how to compute one of these motif probabilities. For instance,
which reduces to where [p, q] can be hierarchically obtained as:
, where x p is the second largest root fulfilling
(where B is the incomplete Beta function), which is indeed quite different from the result found for i.i.d., P Similar arguments can be used to obtain analytically the rest of probabilities (explicit computations are put in an appendix), finding
Comparing this set of motif probabilities with the result for i.i.d. (eq. 4), we can conclude that Z 4 distinguishes the fully chaotic logistic map from a purely uncorrelated stochastic process. These exact results are also in excellent quantitative agreement with numerics performed in finite series (left panel of figure 3 ), so convergence to the theory with series size is quite fast, enabling its use in empirical cases. Note, of course, that a similar derivation can be performed in other deterministic maps; in this sense the methodology is general (however one encounters problems when the attractor has a fractal dimension, and one needs to carefully choose a proper integration theory).
C. Stochastic processes with correlations
To round off the theory section, and to explore how results deviate from i.i.d. for correlated stochastic processes, we consider coloured noise with exponentially decaying correlations as described by the AR(1) process:
where ξ t ∼ U [0, 1] is white, and r, 0 < r < 1 is a parameter that tunes the correlation. The auto-correlation function C(t), which describes the correlation of the position at x t0 and x t0+t decays exponentially C(t) = e −t/τ , where the characteristic time τ = 1/ ln(r). In the limit r → 0, the correlations vanish and the process reduces to a white noise signal. The limit r → 1 is more delicate, but intuitively in this limit the process gets completely correlated and tends to be constant x t+1 = x t ∀t. This is a family of models parametrized by the coefficient r. For 0 < r < 1, these models are indeed Gaussian, Markovian and stationary, with a probability density f (x) and transition probability f (x 2 |x 1 ) are
respectivly. Since x are Gaussian variables they can vary in (−∞, ∞). We focus on Z 4 that we know gave good discriminatory results between i.i.d. and chaos. For illustration, the first element reads
For any particular value of r, these integrals can be evaluated up to arbitrary precision using Mathematica [27].
In table Table II we report the theoretical values of Z 4 (r) for r ∈ [0.02 − 0.99]. These are in perfect agreement with numerical simulations performed on finite series of size N = 10 4 (ensemble averaged over 100 realizations) for r = {0, 0.1, 0.3, 0.5, 0.7, 0.9, 0.99}, as shown in Figure 5 . As r > 0 the profiles deviate from i.i.d. and thus, again, these features can easily distinguish between coloured and white noise.
IV. ROBUSTNESS
In the preceding section we have developed a general theory to compute explicitly the motif profile of HVGs associated to a given type of dynamics. We have applied this theory to find theoretical expressions in the case of white and coloured noise as well as chaotic dynamics, and have shown that these predictions perfectly match the results found in numerical simulations for reasonably short time series. The theory (which is exact in the limit of infinite size series) is thus correct also in the case of short time series: Z 4 discriminates across classes of dynamics. These are nonetheless only idealized models: empirical time series, however, even if they comply to a particular dynamical system are usually polluted with measurement noise. Therefore, before being able to apply this new technique to real world phenomena, we need to assess its robustness and reliability against noise contamination. To do that, we consider a situation where a chaotic time series is contaminated with different amounts of white noise, and explore the ability of Z 4 to detect the chaotic signal. Formally, we pollute a chaotic signal x(t) with uniform white noise ξ(a) and thus construct a noisy chaotic signal Y (t) such that
where a tunes the noise power. The noise-to-signal ratio of the signal Y t is defined as N SR = σ for AR(1) processes described by Eq.14, for different values of the correlation coefficient r. When r increases the appearance probability of motif of type-I increases while the rest of probabilities decrease. This is simply due to the fact that finding constant sequences xt+3 = xt+2 = xt+1 = xt becomes more probable as r increases.
contamination is small. Any technique that is able to distinguish Y (t) and ξ(t) for increasing values of N SR is said to be robust to noise. For N SR = 1 the levels of the signal and the noise contamination are comparable and for N SR > 1 the underlying chaotic signal is effectively hidden. Of course, when a reaches a certain value it won't be possible any more to distinguish the underlying chaotic nature of the time series by looking at the motif profile. To estimate this threshold we can use two different tests:
• The first test makes use of the (L 1 ) distance in motif space between the signal and the noise d(a) = |Z 4 (Y ) − Z 4 (iid)|. This is just a simple, motif-based similarity metric between two graphs, that we use here to measure the similarity between two series. Ideally, the threshold of distinguishability is the smallest value of a for which d(a) = 0. However, in practice, as we are dealing with finite size series, there will always be a small uncertainty associated to small finite-size deviations from the theory. That is, if one estimates the Z 4 (iid) with an ensemble average of m realizations of a finite random time series of N data, then for each element in the profile, the standard deviation of the estimate P 4 i will be a finite value (that converges to zero as N and m increases). We define σ(Z 4 (iid)) as the vector where the i-th term is such standard deviation, for the same values of N and m used in the analysis of Y (t). Then, we define the uncertainty threshold a * as the smallest value of a such that d(a) ≤ |σ(Z 4 (iid))| (intuitively, a * is the smallest value for which we don't know if the difference in the motif profile between the empirical results and the theory are due to the fact that there is a chaotic signal underlying the process, or just due to finite size effects).
• The second possibility is to use a Pearson's χ 2 hypothesis test such as equation 9 with 4 degrees of freedom, where the null hypothesis is that Y (t) (the observed series) is just white noise (no hidden signal). In this latter case, we are not taking into account the deviations associated to finite size effects in the profile of i.i.d., though. If χ 2 < 9.49, then we can't reject the null hypothesis at the 95% significance level: this is the limit of what we could call certain distinguishability. However this is a very conservative way of accepting the null hypothesis. When χ 2 < 0.71, this means that the amount of noise that have been added to the chaotic signal is such that the probability of the null hypothesis to be false is at most 5%. This is the limit for certain undistinguishability. According to this test, a * lies somewhere between certain distinguishability and uncertain undistinguishability.
For each value of the parameter a, we have simulated a time series of N = 10 4 steps from the process Y (t), and results were ensemble averaged over m = 100 realizations. In panel (b) of figure 6, we plot the motif profile as a function of a. It is interesting to observe that the probabilities which vary most with a are related to types III, IV, V and VI, while type-I seems to maintain approximately the same rate of appearance (we will show later that this is not always the case). In the panel (a) of the same figure we plot d(a). As expected, d(a) is a monotonically decreasing function of a, and we find a * ≈ 1. Remarkably, this corresponds to a value of the noise to signal ratio N SR ≈ 2.67. This is indeed confirmed by the Pearson χ 2 test, where we found that the limit for confidently rejecting the null hypothesis -certain distinguishability-is a ≈ 1 (i.e. N SR ≈ 2.67). Now, in order to confidently accept the null hypothesis -certain undistinguishability-one needs contaminate the signal with noise up to a ≈ 2 (i.e. N SR ≈ 10.66). These results prove that Z 4 is indeed an extremely robust feature with respect to measurement noise contamination, hence useful for applications.
V. PRINCIPAL COMPONENT ANALYSIS
According to the last sections, we can conclude that the HVG Z 4 is an informative feature of complex dynamics. Here we summarise and gather the findings on i.i.d., fully chaotic logistic maps (with and without noise contamination) and coloured noise, and we complement those with additional chaotic maps (Ricker's map, Cubic map, Sine map). Each process is described by the six dimensional vector Z 4 (although in practice this space is 5-dimensional as P 4 2 = 0). As this representation is obviously not very convenient for readability, we have projected each point into a 2-dimensional space spanned by the principal components of the data. We recall that Principal Component Analysis (PCA) [28] is a common statistical procedure to perform dimensionality reduction on data. It uses an orthogonal transformation to project our set of observations, originally described in R 6 -where each direction describes the probability of occurrence of a given motif, this being possibly correlated among observations-into a lower dimensional subspace spanned by the so called principal components, obtained from the eigenvectors of the dataset covariance matrix. These particular directions are such that (i) they are orthogonal, (ii) the first principal component has the largest possible variance (that is, accounts for as much of the variability in the data as possible), and each succeeding component in turn has the highest variance possible under the constraint that it is orthogonal to (i.e., uncorrelated with) the preceding components. Thus projecting each observation O i (originally O i ∈ R 6 ) into a smaller space spanned by the first m principal components hugely reduces the dimensionality of the observations, while keeping the relevant information of the data. This projection is indeed the one that minimizes the mean squared distance between the data points and their projections. If the data can be efficiently projected in a lower dimensional space, then the eigenvalues associated to each of the principal components sum up a large percentage of the data variability. In that case, the projection is said to be faithful, and constitutes an accurate description of the data. To summarise, the following processes have been considered (for all of them, we have estimated Z 4 from a time series of N = 10 4 points, and have averaged this over 100 realizations):
• White noise (i.i.d.) with Gaussian, exponential, uniform and power low probability densities. All these processes share the same Z 4 according to the theory, so all these processes have the same coordinates in the original sixdimensional space.
• Chaotic maps, in particular: Fully chaotic logistic map x t+1 = 4x t (1 − x t ), Ricker's map x t+1 = 20x t e −xt , Cubic The projection into the space spanned by the first two principal components is shown in figure 7 . Interestingly, these first two components capture about 98.3% of the variability of the set of variables {Z 4 }. This means that motif probabilities are indeed highly correlated, and as few as two real numbers per time series seem already enough to describe them. As expected, white noise is well distinguished from all the chaotic maps points. Coloured noise, which interpolates between white noise (r → 0) and a constant series (r → 1) is projected into a straight line that departs from i.i.d. as r increases in the direction where type-I motif increases, as it should. In another direction, the noisy logistic map deviates from a purely chaotic logistic map as a > 0 and approaches i.i.d. as the noise level increases. We also plot, as red solid axes, the projection of each motif in this new basis (see also table III). We conclude that Z 4 is a highly informative and robust feature, which in principle could be used to assess similarities and differences across empirical empirical complex signals. To test this hypothesis, in the final section we will explore this idea and will show that clustering of complex physiological processes is possible with this simple feature.
It is well-known that meditation has a measurable effect on well-being. In particular, neuroscience has shown that meditation promotes EEG high-amplitude gamma synchronisation [29] , or increases sustained attention [30] among others effects on the brain [31] . In this final section we explore, via a HVG motif profile analysis, if one can distinguish purely meditative states from general states of relaxation by only looking at a single physiological indicator: the heart rate series [32, 33] . This analysis is based on experiments performed in a former publication [34] . Data are freely available online [35] .
A. Data
Data are collected for five different groups of healthy subjects [34] :
• The first group of 4 subjects (two women and two men in the age range 20-52) were expert Kundalini Yoga meditators. Their heart rate was recorded for approximately fifteen minutes before the Yoga practice (premeditative state) and for approximately one hour during the breathing and chanting exercises (meditative state) (a total of 8 time series);
• The second group comprised 8 Chinese Chi Meditation practitioners, (five women and three man in the age range 26-35) relatively novice in the practice. The heart rate of the subjects was recorded for approximately five hours during the pre-meditation (pre-meditative state) and for approximately one hour during the meditation session (meditative state), when the meditators sat quietly and were instructed by the master to breathe spontaneously while visualizing the opening and closing of a perfect lotus in the stomach (a total of 16 time series);
To better compare the pre-meditation and meditation states, three healthy, non-meditating control groups were considered from a database of retrospective electrocardiogram (ECG) signals:
• a spontaneous breathing group of 13 subjects (eight women and five men in the age range 25-35) during sleeping hours (general relaxation state) (a total of 13 time series);
• a group of 9 elite triathlon athletes (six women three men, age range 21-55) in the pre-race period during sleeping hours (general relaxation state) (a total of 9 time series);
• a group of 14 subjects (9 women and 5 men, age range 20-35) during supine metronomic breathing at 0.25 Hz (a total of 14 time series); Sample time series from each group are plotted in figure 8. In the original study the authors addressed the frequency spectra and observed prominent heart rate oscillations in the time series recorded during the two meditation practices with a peak in the range 0.025-0.35 Hz, and an overall variability of these series with respect to those from nonmeditative states.
B. Unsupervised clustering based on HVG motif profiles
The total dataset is made of a total of 60 time series (60 observations). A priori, we assume that each series is a different process. For each subject and state, we extract from the heart beat series the corresponding Z 4 (detailed results are put in an appendix).
As a first analysis, we only consider the expert meditators (first group) performing two different tasks and we explore if Z 4 can disentangle the two tasks. Results are shown in panel (a) of figure 9 . In PCA space, we have 8 points scattered over the subspace spanned by the first two principal components. These aggregate more than 99% of the data variance and is thus a faithful projection. Interestingly, already a visual inspection clusters the 4 subjects in the meditative state (red circles, right hand side of the plane) from those in the pre-meditative state (green squares). A simple k-means algorithm [28] with k = 2 correctly distinguishes the two states by assigning different clusters to both states (a black dotted oval is depicted with the purpose of visualizing the result of the k-means clustering).
In a second step, we consider the second group, formed now by novice Chi meditators before and during the practice. We repeat the analysis in the panel (b) of figure 9. Again the first two principal components capture more than 99% of the variability of the motifs considered. The scores related to the first principal component are very close to the ones found for the Yoga data subset (see appendix). For this meditation technique however it is not that easy to perfectly distinguish pre-meditative from meditative state clusters: the two clusters obtained with the k-means algorithm with input k = 2 (visualized by the black dotted line) contain just a few 'errors'. Now, as in this experiment the subjects were inexperienced Chi meditators, it is plausible that some of them were not able to concentrate of perform the task adequately, what would put their motif profile mixed amongst the pre-meditative state subjects. If this was to be the case, then it would be much more likely to find 'false non-meditators' (i.e. subjects which were supposed to be in a meditative state but couldn't reach the adequate level of concentration and effectively were in a non-meditative state) than 'false meditators'. As we can see in the figure, one indeed finds 'false non-meditators' intertwined among non-meditators, but not the other way around.
We then perform the same analysis by considering data from the first two groups (Yoga group and the Chi group) altogether. Here we also aim at distinguishing meditative from pre-meditative states, however this is in principle much more delicate and problematic as we have different subjects performing different tasks, not the same subjects performing different tasks. The results are reported in panel (c) of Figure 9 , and are consistent with the first two analysis conducted before. In PCA space, the first two principal components still capture more than 99% of the data variability (scores are reported in the appendix). k-means correctly clusters together most of the pre-meditative states and distinguishes them from the meditative states (Yoga and Chi-style). There are two clear 'false non-meditators' which seem to correspond to two novice Chi meditators that falsely fall in the non-meditation state despite they were supposedly performing meditation. The two 'false meditators' are not mixed among the meditators but placed in the boundary of the cluster, meaning that a refined clustering algorithm would very likely do a better job. On the other hand, it is worth highlighting that meditators show lower scattering than non-meditators, and are placed at the right hand side of the plane. Among these, Chi meditators (the experienced subjects) appear even more towards the right hand side in the PCA plane. According to the motif scores (appendix), one can conclude that meditation promotes the onset of type-I motifs, that is to say, generates a relative decrease of high-frequency heart rate fluctuations.
Finally, in panel (d) of Figure 9 we show the results for the analysis of the whole data set (the projection in PCA space still gathers more than 94% of the data variability). Here we have highly heterogeneous subjects performing totally different tasks, which somehow can be classified into 'meditative' and 'non-meditative' states. In the inset panel of the same figure, each observation is labelled according to the result of k-means (crosses for non-meditative and dots for meditative states). Despite the heterogeneity of subjects, k-means does a reasonably good job, and most of the observations associated to the meditative state concentrate towards the right hand side of the PCA plane (which, again according to the scores, corresponds to an overcontribution of type-I motif). We conclude that meditative practices leave a unique physiological fingerprint in the heart rate time series of its practitioners, which can be distinguished from other relaxation techniques and states such as metronomic breathing or sleeping by using the HVG motif profile of each time series. This is a remarkable result, taking into account that this profile only consists of a vector of 6 numbers (actually 5 as P 
VII. CONCLUSIONS
The theory of visibility graphs (VG and HVG) allows us to describe and characterise time series and dynamics using the powerful machinery of graph theory and network science. Here we have introduced the concept of Horizontal Visibility Graph (HVG) motifs, substructures present in the HVG of a time series, whose statistics have been shown to be informative about the time series structure and its underlying dynamics (comparison with VG motifs will be published elsewhere [26] ). We have advanced a mathematically sound theory by which the motif profile of large classes of stochastic and deterministic dynamics can be computed exactly, and have shown that different complex dynamics can be easily distinguished accordingly. Furthermore, we have found that this graph feature is robust, in the sense that it is still able to distinguish amongst different dynamics even when the signals are polluted with large amounts of measurement noise, what enables its use in practical problems. As an application, we have tackled the problem of disentangling meditative from general relaxation states from the HVG motif profiles of heartbeat time series of different subjects performing different tasks. We have been able to provide a positive, unsupervised solution to this question by applying standard clustering algorithms on this simple feature. To conclude, HVG motifs provide a mathematically sound, computationally efficient and highly informative simple feature (a few numbers per time series) which can be extracted from any kind of time series and used to describe complex signals and dynamics from a new viewpoint. Potential applications of this technique pervades the biological, financial and physical sciences. As for open problems, a natural question is to investigate how these features can be extended to the realm of multivariate time series [16] . • P 4 2 = 0 since the probability of having H 2 (x 0 ) = H(x 0 ) is of zero measure.
• P during the meditation practice; f) 9 elite athletes during sleeping; ; g) 14 subjects during metronomic breathing at 0.25 Hz.
• P gives the following conditions: H 3 (x 0 ) > H(x 0 ) > H 2 (x 0 ) H(x 0 ) < x 0 which are never satisfied for the H(x) map (this is indeed based on the fact that the pattern x i > x i+1 < x i+2 is indeed a forbidden pattern in the orbit of H(x).Hence In Figure 10 we give an overview of the 4-node motif profiles, measured for the different subjects in the different states. Interestingly, the motif that shows more variability in each of the given states is the one related to the type-1 motif, which we have seen to play a minor role in the case of the chaotic dynamics polluted with noise.
A. Scores
The scores of the two components in terms of motifs are reported in Table VII A, and as expected the highest contribution to the first component (0.874) is given by motif of type 1. 
