Optimum distributed signal detection system design is studied for cases with statistically dependent observations from sensor to sensor. The common parallel architecture is assumed. Here each sensor sends a decision to a fusion center which determines a nal binary decision using a nonrandomized fusion rule. General L sensor cases are considered. A discretized iterative algorithm is suggested which can provide approximate solutions to the necessary conditions for optimum distributed sensor decision rules under a xed fusion rule. The algorithm is shown to converge in a nite number of iterations and the solutions obtained are shown to approach the solutions to the original problem, without discretization, as the variable step size shrinks to zero. In the formulation, both binary and multiple-bit sensor decisions cases are considered. Illustrative numerical examples are presented for two, three and four sensor cases where a common random Gaussian signal is to be detected in Gaussian noise. Some unexpected properties of distributed signal detection systems are also proven to be true. In an L-sensor distributed detection system which uses L?1 bits in the decisions of the rst L ? 1 sensors, it is shown that the last sensor should use no greater than 2 L?1 bits in its decision. Using more than this number of bits cannot improve performance. Further, in these cases a particular fusion rule, which depends only on the number of bits used in the sensor decisions, can be used without sacri cing any performance. This fusion rule can achieve optimum performance with the correct set of sensor decision rules.
Introduction
In recent years, there has been increased research interest in distributed signal detection problems 1] through 18]. A system with multiple distributed sensors has many advantages over one with a single sensor. These include increases in the reliability, robustness and survivability of the system.
Distributed signal detection problems for cases with statistically independent observations have received signi cant attention. Problems with statistically dependent observations have received much less study, mainly because they have been shown to be di cult. A set of coupled equations describing necessary conditions for optimum distributed sensor detectors were produced in 1]. It was explained in 1] that nding solutions to these equations is extremely di cult, due to the coupling. While 1] produced necessary conditions for the single-bit sensor decision case, similar equations for multiple-bit sensor decision cases were provided in 6]. Again, the authors emphasized the di culty in solving for the optimum sensor detectors. A mathematical veri cation demonstrating the computational di culty of nding the optimum sensor detectors was provided in 7] . Some progress was made for weak signal cases. Closed form expressions for the optimum sensor detectors for weak signal cases were found in 8] and interpretations of the forms of the optimum sensor rules were given. A Gauss-Seidel approach was suggested in 9] to numerically nd the functional forms of the sensor detectors for cases where signals may not be weak. In 9] , the sensor rule optimization problem is addressed as a continuous one. Discretizing the optimization problem is not addressed in 9]. We propose an e cient discretized iterative algorithm to search for optimum sensor rules. We prove the convergence of this algorithm and that the solutions approach the solutions of the original continuous algorithm as a step-size parameter is taken to zero.
Studies of fusion rules for distributed signal detection systems have also been appeared. The form of the optimum fusion rule for cases with independent observations was produced in 10] . Further studies of fusion rules for independent observations have also appeared 11, 12] . General studies of fusion rules for dependent observations have appeared less frequently, but a limited number of studies can be found 13, 14] . In this research, we present some new ndings about optimum fusion rules. The basic nature of these ndings demonstrates how little is known about this topic. In particular, we show some highly unexpected properties of fusion rules. We show that a speci c xed fusion rule, which depends only on the number of bits used in the sensor decisions, can be used to obtain overall optimum performance in some speci c cases. These cases include those where an L-sensor distributed decision system uses a total of L ? 1-bit decisions distributed over the rst L?1 sensors, while the last sensor uses 2 L?1 bits in its decision. Moreover, the fusion rule employed in these cases does not depend on the statistical properties of the observation data. Of course, to get optimum performance, the choice of the sensor rules does depend on statistical properties of the observation data. Further, we show that, in these cases, increasing the number of bits used in the last sensor decision will not improve performance. Even if the observations themselves are sent from this sensor to the fusion center, performance will not be improved. Our numerical results support the above statements. We note that other types of unexpected behavior have been observed for distributed detection systems in the past, for example in 15].
The paper is organized as follows. In Section 2, we present the problem formulation. In Section 3 we propose a discretized algorithm to nd optimum sensor detectors for a xed fusion rule and we demonstrate the nite convergence of this algorithm. In Section 4 we extend our results to cases with sensor detectors that make multiple bit decisions. In Section 4, we also present some unexpected properties of distributed signal detection systems. In Section 5, several numerical results are provided. Finally, we present our conclusions in the last section, Section 6.
Problem Formulation
Consider a Bayesian hypothesis testing problem with two hypotheses H 0 and H 1 , and L sensors, where an n i dimensional vector of observations y i is observed at sensor i. A binary decision, u i = 0 or 1, is generated at sensor i, i = 1; : : : ; L, using the nonrandomized sensor decision rule u i = I i (y i ). Here u i denotes the decision at sensor i. For convenience we de ne i = fy i 2 < n i : I i (y i ) = 1g; i = 1; 2; :::; L: (2.1) as the set of observations for which a binary decision of 1 is made at sensor i. A parallel architecture is assumed, so that the sensor decisions are all sent to a fusion center where a nal binary decision is made. At the fusion center, a nal decision is made using a nonrandomized fusion rule F. Let p(y 1 ; y 2 , ..., y L jH 1 ) and p(y 1 ; y 2 , ..., y L jH 0 ) denote the known conditional probability density functions (pdfs) of the observations under each hypothesis and let C(I 1 (y 1 ); :::; I L (y L ); F) = c 00 P 0 P(F = 0jH 0 ) + c 01 P 1 P(F = 0jH 1 ) + c 10 P 0 P(F = 1jH 0 ) + c 11 P 1 P(F = 1jH 1 );
denote the cost of using a particular set of sensor rules and the fusion rule F where c ij are suitable cost coe cients 19], P 0 and P 1 are the prior probabilities for the hypotheses H 0 and H 1 , and P(F = ijH j ) is the probability the fusion center decides for hypothesis i given hypothesis H j is true.
Substituting the de nition of F and I i (y i ) into (2.2) and simplifying, we see that 1 C(I 1 (y 1 ); :::; I L (y L ); F) = P 0 c 10 where P i1 and P i2 , i = 1; :::; L, are polynomials in u j , j = 1; :::; i ? 1; i + 1; :::; L; therefore, they are both independent of I i . Note that P i2 is the Boolean expression giving the complement of the truth value of the fusion rule when u i = 1 and P i1 + P i2 is the Boolean expression giving the complement of the truth value when u i = 0, so the expressions in (2.5) are easily interpreted and it is clear that P i1 and P i2 are well de ned. The polynomials in (2.5) will simplify the necessary conditions we provide next.
Necessary Conditions for Optimum Sensor Decision Rules
Now we give a set of necessary conditions for optimal decision rules. Q.E.D. From Theorem 2.1, it is easy to see that if the observation data y 1 ; y 2 ; ...,y L are all independent of each other, the optimum sensor decision rules (I 1 ; I 2 ; :::; I L ) are all of the form of likelihood ratios, which is a well-known result from Tenney and Sandell, Lemma 2 of 1].
We note that, if one looks closely, one will see that Theorem 2.1 has a similar avor to the results in 9], but our Theorem 2.1 is presented in a simpler, more explicit form. Further, due to the importance of Theorem 2.1 to the following discussions, it is important that it is included explicitly in this paper. Theorem 2.1 shows that every set of optimal sensor decision rules must be a solution of the coupled integral equations (2.6). Thus, the optimal distributed decision problem, with xed fusion rule, is e ectively reduced to nding an optimal set (I 1 ; I 2 ; :::; I L ) that satis es (2.6). Note that the authors of 9] state that it is not known if the sequence of solutions produced by their algorithm will converge. In the next Section we demonstrate the convergence of our algorithm. 
To facilitate computer implementation of the above process, we discretize the variables. Let the discretization (the grid) of < n 1 , < n 2 ,...,< n L be given by k (y kj ). Thus, the iterative processes of (3.1) can be approximated as respectively. In the sequel, for notational simplicity we normalize them to unity.
The iterations (3.2) are the corresponding discrete versions of the continuous iteration processes (3.1). As such, they are readily implemented on computers. A simple termination criterion of the iteration process is to stop as soon as 
where > 0 is some pre-speci ed tolerance parameter.
We now examine the convergence of the Gauss-Seidel iterative algorithm of (3.2). To simplify expressions, de ne L (y 1m 1 ; :::; y Lm L ) for 81 j L, (3.6) where is the discrete version of the cost functional in (2.3). G (i+1) j is the discrete version of the integral R P j1L (y 1 ; :::; y l )dy 1 y j?1 y j+1 dy L in (2.8).
In order to simplify the presentation of the proof of the convergence, we present a sequence of lemmas.
Lemma 3.1 Once the termination condition in (3.3) is satis ed for some i = k 0, then this condition will remain satis ed for all i k. where C j is a constant independent of I (i) j and I (i+1) j . The rst three equalities follow from (2.5), (3.5) and (3.6), and the last inequality holds due to the fact that (3. Q.E.D.
Summarizing the above three lemmas, we can assert the following theorem on the nite convergence of the discretized Gauss-Seidel iteration process. Remark 3.1 Here we have to emphasize again that Theorem 3.1 does not guarantee the algorithm in (3.2) converges to a globally optimum solution of (2.6) for any initial conditions. It is possible that even as the step-sizes approach zero, the algorithm may converge to a person-by-person 2 optimum solution, that is not globally optimum, for some initial values provided. Of course, the problem is that (2.6) are only necessary conditions. Fortunately, in all cases we investigated numerically (see Section 5), only one (usually one) or a few solutions to (3.2) were observed.
Let y 1 = y 2 = = y L = and let C (I 1 ; I 2 ; :::; I L ; F) be the minimum of the discrete version of C(I 1 ; I 2 ; :::; I L ; F). Thus C (I 1 ; I 2 ; :::; I L ; F) is computed using a sum and it is the quantity our discretized algorithm tries to, and can, achieve. One may question the existence of the limit of C and its relationship to the minimum of C(I 1 ; I 2 ; :::; I L ; F). The following theorem asserts, under some mild conditions, that the limit of C exists and that C converges to the in mum of C(I 1 ; I 2 ; :::; I L ; F) as tends to zero. Using the inequality (3.9) and (3.17), for some K large enough, we have C(I (K) 1 ; I (K) 2 ; :::; I (K) L ; F) C K + < C inf ; (3.19) which contradicts the de nition of C inf . Therefore, the reverse inequality of (3. The theorem follows.
Q.E.D. Remark 3.2 The assumption in this theorem (3.9) is not restrictive. When L(y 1 ; y 2 ; :::y L ) is locally Lipschetz continuous, one can easily prove the inequality (3.9) holds.
Extensions and Unexpected Properties
To improve decision accuracy, if communication bandwidth is available, the sensors can make multiple bit decisions. In this case an r i bit sensor decision can be made by a group of decision functions at sensor i. In particular, the m th bit in the sensor decision at sensor`is produced by u`; m = I`; m (y`) for m = 1; : : : ; r`and`= 1; : : : ; L. It is not hard to see that all the above analyses, algorithms and results can be extended to this more general case. In fact, a set of equations which are very similar to (2.5) results. These are (4.2) Accordingly, there is an obvious discretized version of (4.2) which has obvious similarities to (3.2).
Unexpected Properties
Thus far, we have not yet considered optimizing the fusion rule. Of course, one could use our techniques to nd the best sensor rules for each of a set of fusion rules in some class. Then one could pick the fusion rule in this class that gives best performance. Of course, this could require signi cant computation if the class of fusion rules considered is large. Here we present an alternative for some special cases which generally requires considerably less computation. This alternative can nd the best distributed signal detection system over the class of all nonrandomized fusion rules. The alternative is based on the following fact. In special cases we can provide a xed fusion rule that can be used to achieve optimum performance. This is not always possible, just in these special cases. These special cases exhibit unexpected and interesting properties as we shall discuss in the The Proof of Theorem 4.1 Obviously, the Theorem will be proven if we show that there exists a set of sensor decision rules which, with this fusion rule, can implement any distributed detection scheme with a nonrandomized fusion rule. 3 For simplicity, we denote these sensor decisions and their decision rules using a single index as we did in the binary sensor decision case. 4 Here we use two indices.
We denote the union of all such L which correspond to sensor decisions in the jth group when the j th group does appear in ( .3) insures the overall scheme produces the same output as the original scheme using the rule from (4.5). It is easy to see that the important point for the proof is that the last sensor has a bit in its sensor decision that can match up with each combination of the other sensor decisions.
Thus L ? 1 bits can be used by the rst L ? 1 sensors in total and it is not important that each of the rst L ? 1 sensors make a one bit decision. Q.E.D. Remark 4.2 Theorem 4.2 is useful in practice. For example, when the performance of a decision system is not satisfactory, we may add a number of extra sensors. The theorem tells the number of bits to be used if one sensor is added to binary sensors. We note that increasing the number of bits used in a sensor decision will generally increase performance except in speci c situations. Some of these have been outlined. Thus, even in a case with L binary sensors, it is generally advantageous to increase the number of bits used in one of the sensor decisions until the limit of 2 L?1 is reached. Remark 4.3 Theorem 4.1 and Theorem 4.2 suggest a way to nd optimum distributed signal detection systems which use binary sensor decisions if one can make observations at the fusion center. Start with an L ? 1 sensor system. Allow observations to be made at the fusion center, through an added sensor there, and allow these observations to be used in the fusion. Recall that Theorem 4.2 tells us we could quantize these observations to 2 L?1 bits if desired, without loss of performance and in fact we need to do this to use Theorem 4.1. Then, Theorem 4.1 says (4.3) can be used to achieve optimum performance over the class of nonrandomized fusion rules. From Theorem 4.2, the system would be optimum over all systems that combine binary decisions at the rst L ? 1 sensors with an unquantized observation at the L th sensor. In essence, we have exchanged the complexity of searching over multiple fusion rules for the complexity of designing an extra sensor rule for the added L th sensor (at the fusion center). The added sensor is more di cult to design than the other sensors since it makes an 2 L?1 bit sensor decision. Once the optimum sensor rules are found, one can use (4.3) to learn exactly how the rst L ? 1 single-bit sensor decisions and the observations at the fusion center are used to generate a nal decision. Remark 4.4 Note that the added L th sensor could be a dummy which really does not make observations. This might be used as a \trick" to avoid searching for the optimum fusion rule for the L?1 sensor problem. In this case we expect the rulesÎ L;j (y L ); j = 1; : : : ; 2 L?1 will not depend on y L so eachÎ L;j (y L ); j = 1; : : : ; 2 L?1 will always take on the value 0 or 1 for all y L . In fact, if we think that the dummy sensor ouput is xed at a certain value, maybe 0, then we must acknowledge that this value could be mapped to any of the possible sensor decisions at sensor L. Since 2 that will work as long as the last sensor has enough bits in its decision. This leads to xed fusion rules for other cases that can be used to achieve optimum performance. It also leads to more cases where a nite number of bits in a sensor's decision will lead to the same performance that can be achieved if the sensor sends unquantized data to the fusion center. As one example consider a two sensor case where the rst sensor makes a 2-bit decision and the second sensor makes a 4-bit decision. A slight generalization of (4.3) gives the fusion rule to use here. A case of this type is considered in the numerical results given in the next Section.
Numerical Results
In the following numerical investigations, we consider detecting a common random Gaussian signal in Gaussian noise with 2, 3, and 4 sensors. In our algorithm, we take = 0:2, y i 2 ?7; 7].
Two sensors
The observations consist of signal s and noise 1 ; 2 so that First, we consider two sensors cases using binary sensor decisions. The ROC (Receiver Operating Characteristics) 19] for centralized, AND, and OR rule cases are provided in Fig. 1 . We also include the ROC of the optimum scheme using binary decisions at sensor one and two bit decisions at the second sensor. This is a case of the type discussed in Theorem 4.1 so the fusion rule in (4.3) is used here. Here we use the notation \OPT(1+2)". Note that using two bit sensor decisions yields better performance as we expect.
To show the performances of choosing di erent sensors to transmit the extra bit, in Fig. 2 we have computed the ROC for the optimum schemes where sensor one transmits two bits and sensor two transmits one \OPT(2+1)" and for the optimum schemes where sensor one transmits one bit and sensor two transmits two \OPT(1+2)".
Next, we consider cases where one sensor makes two bit decisions and the other sensor makes four bit decisions. This case is covered by the extension to Theorem 4.1 discussed in Remark 4.5. Thus, a xed fusion rule, which is a slight extension to the one in Theorem 4.1, can be used to obtain optimum performance. In Fig. 3 , we have again compared switching the sensor which uses the extra bits as shown in the results labeled \OPT(4+2)" and \OPT(2+4)".
From the above 3 gures, we can see that, typically, the more information bits transmitted by sensors, the closer the performance of the distributed scheme to the performance of the centralized decision system. In addition, when the power of one sensor's noise is smaller, we should generally use the extra bits at this sensor (see Figs. 2 and 3) . In Fig. 4 , we show ROC curves for 2-sensor and 3-sensor centralized decision systems as well as two distributed detection cases. We consider a two sensor case with sensor detectors that use one bit and two bit sensor decisions. This is the case considered in Theorem 4.1 where the xed fusion rule given in this Theorem can be used to achieve optimum performance. We also consider a three sensor case where the rst two sensors make one bit decisions and the last sensor makes four bit decisions. This another case of the type discussed in Theorem 4.1.
From Fig. 4 we can see that the three sensor distributed decision system with six bit communication distributed among the sensors can be superior to the two sensor centralized decision system. Again, for all the results in Fig. 4 , we tried running the iterative algorithm with many di erent starting conditions and in each case we found only one solution with the iterative algorithm, which is the one shown in Fig. 4 . We use the xed fusion rule from Theorem 4.1 for the case considered there with four sensors (single bit decisions at three sensors and eight bit decisions at the other sensor). We know this xed fusion rule can achieve optimum performance. We compute the cost functional in (2.2) and present results in Table 1 . The parameters needed to calculate (2.2) are P 1 = 1 3 , P 0 = 2 3 , C 00 = C 11 = 0 and C 10 = C 01 = 1. Here we tried many di erent starting conditions and some of these resulted in di erent solutions as illustrated in Table 1 . In Table 1 we just show one of the starting conditions that produced a given solution. Actually, we found many starting conditions produced this same solution.
In Table 1 I( ) is an indicator function de ned as in (2.7). Note that we do not really need the initial sensor rule with respect to y 4 in our algorithms. The rst three sensor rules de ne the last in our algorithm. This can be seen from (3.2). Table 1 : Some centralized and distributed (using our algorithm) designs found and their costs.
From the results, we can see that the distributed costs are quite close to the centralized cost. In addition, the initial sensor decision rules in our algorithms do in uence the nal cost, but the numerical results indicate performance may not be too sensitive to the initial sensor decision rules.
Conclusion
We investigated distributed signal detection problems without making the assumption of independent observations from sensor to sensor. We have provided necessary conditions for optimum sensor decision rules under a given fusion rule, proposed a discretized Gauss-Seidel iterative algorithm and proved its convergence. Further, we uncovered some highly unexpected results concerning distributed signal detection systems. In certain cases we have shown that a xed fusion rule can be used to achieve optimum performance. The fusion rule is independent of the detection problem (additive noise, known signals, random signals), pdfs, prior probabilities, and all other details except for the number of bits used in the sensor decisions. This signi cantly reduces the complexity of nding optimum distributed detection schemes in these cases. The cases for which his xed fusion rule can be found include those where L?1 out of L sensors use a total of L?1 bits in their sensor decisions, while the last sensor makes a 2 L?1 bit decision. Further, we have also shown that performance is not improved if more than 2 L?1 bits are used in the last sensor decision. This is true even if full precision is used. All theses results have been supported by numerical investigations.
There are a number of interesting investigations which deserve exploration. Studying the properties of the optimum sensor detectors is an important topic which has just recently begun to receive attention 16, 17] . The investigations in 16, 17] categorize when likelihood ratio tests are optimum at the sensors for the speci c problem of detecting a known signal in Gaussian noise which is correlated from sensor to sensor. This is an important issue which can considerably simplify the design of optimum sensor detectors. Similar studies should be made for other distributed signal detection problems. 
