Abstract Streamwater temperature may be severely affected by the global warming. Different types of models could be used to evaluate the regime of water temperatures in future climatic conditions, including artificial neural networks. As neural networks have no physical background, they require calibration of large number of parameters. This is typically done by gradient-based algorithms, however there is an ongoing debate on usefulness of metaheuristics for this task. In this paper more than ten Swarm Intelligence and Evolutionary Algorithms, including one developed especially for this study, are tested to train four kinds of artificial neural networks (multi-layer perceptron, product-units, adaptive-network-based fuzzy inference systems and wavelet neural networks) for daily water temperature prediction in a natural river located in temperate climate zone. The results are compared with the ones obtained when the classical Levenberg-Marquardt algorithm is used. Finally, the ensemble aggregating approach is tested. Although the research confirms that most metaheuristics do not suite well for training any kind of neural networks, there are exceptions that include the newly proposed heuristic. However, the gain achieved when using even the best metaheuristics is low, comparing to the effort (computational time and complexity of such algorithms). Using ensemble aggregation approach seems to have higher impact on the model performance than seeking for new training methods.
Introduction
According to the European Environment Agency (2012) report during the last century water temperature of some European rivers and lakes increased from 1 to 3°C as a result of increase in air temperature and due to anthropogenic reasons. Because of the global warming water temperatures are expected to rise in the future (Webb et al. 2008; Kurylyk et al. 2014) . However, the relations between air and streamwater temperatures are not trivial and their description still pose a difficulty, especially when climatic change is to be considered (van Vliet et al. 2011; Kurylyk et al. 2014) . The difficulties in determining such relations are augmented by many local features (Poole and Berman 2001; Rayne et al. 2008; Kalinowska et al. 2012; Caissie et al. 2014) . For example, Kurylyk et al. (2014) illustrated how the configuration of local aquifer may affect the response of the stream temperature to the global warming-induced rise of air temperatures.
To model streamwater temperature often physically-based, temperature equilibrium concept-based, statistical or data-based models are used (Webb et al. 2008; Wehrly et al. 2009; Bustillo et al. 2014; Cole et al. 2014) . Among data-based approaches artificial neural networks (ANNs) are frequently applied (Sahoo et al. 2006 (Sahoo et al. , 2009 Chenard and Caissie 2008; Daigle et al. 2009; Jeong et al. 2013; Hadzima-Nyarko et al. 2014; Piotrowski et al. 2014; Rabi et al. 2015) . Often ANNs require more information than just air temperature to properly reflect the water temperature dynamic, but additional variables needed, like river runoff, solar radiation or declination of the Sun are relatively easily measurable.
Various streamwater temperature models have been compared with each other in the past. For example Sahoo et al. (2006) tested regression, chaotic and so-called multi-layer perceptron (MLP) ANN models (Haykin 1999) , Wehrly et al. (2009) compared a number of statistical models, Bustillo et al. (2014) compared regression and temperature equilibrium-based models and Cole et al. (2014) verified the performance of three data-driven approaches and a heat flux model. Chenard and Caissie (2008) , Daigle et al. (2009) , Jeong et al. (2013) and Rabi et al. (2015) suggested that MLP may outperform various non-ANN-based regression approaches. Interestingly, among many ANN types researchers interested in streamwater temperature modelling almost always choose MLP ones, even though various kinds of ANNs turned out successful in other hydro-meteorological applications (e.g. Maier et al. 2010; Buyukyildiz et al. 2014; Nourani et al. 2014; Luo et al. 2015; Kumar et al. 2015) . According to our knowledge, just in three papers (Sahoo et al. 2009; Hadzima-Nyarko et al. 2014; Piotrowski et al. 2015) other ANN types were tested. Sahoo et al. (2009) showed that radial-basis function (RBF) ANNs are less suitable for streamwater temperature forecasting than classical MLPs when Genetic Algorithm is used as a training method. Also Hadzima-Nyarko et al. (2014) , who used more traditional training approach, found RBF inferior to MLP models. Piotrowski et al. (2015) compared adaptive-networkbased fuzzy inference systems (ANFIS) (Jang 1993) , product-units neural networks (PUNN) (Durbin and Rumelhart 1989) and wavelet ANNs (WNN) (Shoaib et al. 2014) with MLPs (all trained by Levenberg-Marquardt (LM) algorithm (Hagan and Menhaj 1994) ), and found that although various ANN types could be recommended depending on the way the comparison is performed, MLPs are indeed always among the best choices for water temperature modelling in rivers.
However, the ranking of models, especially data-based ones that require many parameters to be calibrated, may be affected by inappropriate selection of the optimization method. Although in the majority of ANN applications, including streamwater temperature modelling, the gradient-based algorithms are used, they are prone to sticking in the closest local optima. There is an ongoing debate on the usefulness of non-gradient based algorithms, especially so-called metaheuristics for ANN training. Studies in various fields of science (Mandischer 2002; Ilonen et al. 2003; Maric 2013; Piotrowski et al. 2014; Bullinaria and AlYahya 2014) led to the conclusions that the performance of ANNs trained with metaheuristics is at best similar to the performance of well designed gradient-based methods, which are much quicker. However, a number of other authors (Sexton and Gupta 2000; Cao et al. 2012; Taormina and Chau 2015; Wang et al. 2015) suggest, on the contrary, that metaheuristics do outperform gradient-based algorithms.
Although Sahoo et al. (2009) claimed the successful application of Genetic Algorithm to MLP training for river temperature forecasting, in our previous study , in which over a dozen of metaheuristics were tested as MLP training methods, their usefulness for this task was seriously questioned. However, in both papers metaheuristics were applied for MLP training only, and it is well known that some ANN types may be more difficult to calibrate than the others (see for example Leerink et al. (1995) for the discussion on PUNN neural networks).
The main objective of the paper is to verify how much improvement may be achieved by using various Evolutionary Algorithms and Swarm Intelligence methods for training different ANN types, including ANFIS, PUNN, WNN and MLP ones, for streamwater temperature prediction. Apart from testing only already available optimization methods, the novel Evolutionary Algorithm is also proposed in this study, that has been developed in order to verify how useful may be to grasp together various Bpromising^approaches found in the Operations Research literature. The study is based on data collected for Biala Tarnowska River, which is located in mountainous part of Poland and experience annually large variations in water temperatures -it freezes during winter and may warm to over 22°C during summer. The performance of ANNs trained by different global search methods is compared with the ones calibrated by LM algorithm (Hagan and Menhaj 1994; Jang and Mizutani 1996) , which is considered a standard ANN training approach today (Adamowski and Karapataki 2010) , even though its basic version does not allow for training arbitrary connected neural networks (Wilamowski and Yu 2010) .
Study Location
Biala Tarnowska River, a tributary of Dunajec River, flows through the Carpathian Mountains in the south-eastern Poland. It is located in the Humid Continental Zone according to the Köppen Climate Classification. The catchment's area up to the gauging station from which hydrological measurements are collected (located in Koszyce Wielkie village, on the outskirts of city of Tarnow) equals 956.9 km 2 . Air temperatures used are measured in meteorological station in Tarnow. The highest peaks within the catchment reach almost 1000 m above sea level (a.s.l.) and are located in the far south; in the northern part hills reach just 550 m a.s.l. The river frequently freezes in winter -and in such cases it is assumed in this study that its water temperature equals 0°C. The area experiences frequent snowfalls during winter and very dynamic weather conditions through the whole year.
For Biala Tarnowska catchment 17 years of measurements of daily minimum (T1), mean (T2) and maximum (T3) air temperatures, the river runoff (Q), water temperature (TW) and the declination of the Sun (S) are available from 01.11.1983 to 31.10.2000 period (for the average monthly data, see Fig. 1 ). This data are divided into three sets, what is required by the standard method used to prevent ANN overfitting (see section 3.5 below), namely training (01.11.1983-31.10.1990), validation (01.11.1990-31.10.1994) and testing (01.11.1994-31.10.2000) .
Models

Multi-layer Perceptron ANN (MLP)
MLP is composed of nodes grouped into input, hidden and output layers (Haykin 1999) . Although one hidden layer is sufficient to approximate continuous functions, there is no widely accepted rule how to choose the number of hidden nodes. MLP with single hidden layer and logistic (sigmoidal) activation function, which is used in this study, is defined as:
In the Eq. (1) y P is a predicted value of the output variable, x i , i = 1,…,I represent input variables, w and v are MLP weights and J is the number of hidden nodes, that is often determined empirically (Maier et al. 2010) . Input and output variables are linearly normalized to [0,1] interval before being used by MLP (Zhang et al. 1998) . Durbin and Rumelhart (1989) proposed product-unit ANNs (PUNN) as an example of higher-order neural networks. The simplest version of PUNN, which is chosen for the present paper, is defined as Durbin and Rumelhart (1989) suggested using the logistic function as f , but for simplicity in later studies (Martinez-Estudillo et al. 2006; Piotrowski and Napiorkowski 2012) an identity function (f(a) = a) was applied, and this version is also adopted here.
When using PUNNs one must be aware that eventual negative inputs raised to non-integer exponents will produce complex numbers. To avoid that, PUNNs inputs and outputs are linearly normalized to the [0.1,0.9] interval (Martinez-Estudillo et al. 2006) . However, when hydro-meteorological variables are considered one cannot exclude the possibility of extreme measurements in the future, that after linear normalization could still lead to negative inputs.
Adaptive-Network-Based Fuzzy Inference Systems (ANFIS)
ANFIS, developed by Jang (1993) , are widely used in many disciplines. ANFIS models use Takagi-Sugeno inference rules, in which the consequent part is defined by a non-fuzzy function, for example: if x 1 is LOW and x 2 is HIGH… and x I is LOW, than y = f(x,b). Here LOW and HIGH are linguistic variables and b is a vector of parameters. In fuzzy rules each input variable (x i ) may partly belong to any linguistic variable, following the chosen definition of so-called membership functions. Often the Gaussian membership functions are used
where μ ji (x i ) is the membership function of j-th linguistic variable, x i is the i-th input to a particular first-layer node and a 1ij and a 2ij are two Gaussian parameters. To avoid ambiguous values, in this study when global-search metaheuristics are used a 1 and a 2 values are restricted to [−2,2] and [0.2,5] intervals, respectively. The simplest variant of ANFIS, tested in this paper, has five layers. When the number of rules NR (set to 4 in this study) and input variables I are set, in layer 1 so-called fuzzification takes place, following Eq. (3). In layer 2 for each j-th rule (j = 1,…, NR) its firing strength is computed as
In layer 3 the ratio of each rule's firing strength is evaluated
Then, in layer 4, the Takagi-Sugeno inference is performed by means of simple linear relation
and the final output is obtained by means of the summation procedure
When environmental modelling is concerned, the main disadvantage of ANFIS is large number of parameters. In this study instead of assuming the number of linguistic labels, the number of rules NR is fixed first (to 4), as using all possible rules composed of available combinations of even a few linguistic variables easily leads to heavily over-parameterized models. In this paper input and output variables are linearly normalized to [−1,1] interval before being used by ANFIS.
Wavelet ANN (WNN)
It has been shown that wavelet transform, that enables analysis of a signal in both time and frequency domains, may improve the performance of hydrological modelling (Adamowski and Chan 2011; Nourani et al. 2014; Parmar and Bhardwaj 2015) . The time-scale wavelet transform of a continuous time signal, x(τ), is defined as
where ψ (τ) is mother wavelet ('*' denotes the complex conjugate); s is the scale, δ is the time factor, R is the set of real numbers. The above equation describes, that wavelet transform represents the decomposition of x(τ) under different resolution scales (Daubechies 1990) . The successive wavelet is often discrete in real application. For a discrete time series x t , the discrete wavelet transform DWT is defined as
where t is integer time step, j and k are integers that control the scale and time; W(j,k) is the wavelet coefficient for the scale factor, s = 2 j , and the time factor, τ = 2 j k. High pass and low pass filters corresponding to selected mother wavelet are used in the paper to separate the signal at different scales for the assumed decomposition level K. This way the original hydrological time series can be represented (decomposed) as a sum of one approximation series AK accompanied with K detail series D1, … , DK.
In the present study, several wavelet types are coupled with MLP architecture. Daubechies (db) wavelets (suggested to perform best in a study by Shoaib et al. (2014) on WNN application to river runoff forecasting), Symmlet (sym), also known as Daubechies' leastasymmetric wavelets, and Coiflet (coif) of order 1 to 6 (last two were suggested by Sahay and Srivastava (2014) to perform best for monsoon floods forecasting), are considered as the mother wavelets.
The hydrological time series used in WNN training are decomposed into approximation and detail coefficients for different decomposition levels. These data are then linearly normalized to [−1,1] interval.
Objective Function, Initialization and Approach to Prevent Overfitting
LM algorithm requires Mean Square Error (MSE) to be used as objective function:
where y t is the measured value of the output variable, p is the vector of parameters (different for each ANN type) and N is the number of observations. Each training method is applied 100 times (starting from different initial solutions) in order to obtain a sample big enough to justify the conclusions. The mean, median and standard deviations of MSE values obtained for each data set when every training algorithm is applied are the basis of the comparison. ANN weights are randomly generated from uniform distribution [−1,1] (apart from the spread parameter in ANFIS, that allows positive values only); when metaheuristics are used all ANN parameters apart from a 1 and a 2 used in ANFIS (see section 3.3 for the limits set for this two parameters) are restricted within [−1000,1000] interval. ANNs may suffer from overfitting to the training data (Prechlet 1998; Haykin 1999) . Overfitting is understood as fitting the ANN parameters not only to the signal, but also to a noise that is usually present in the training sample. A number of techniques to prevent ANN overfitting have recently been compared on hydrological data in Piotrowski and Napiorkowski (2013) . Based on this results the early stopping implemented according to Prechlet's (1998) Generalization Loss (GLα) class has been chosen for this paper. It requires dividing the whole available data into three sets: training (TR), validation (V) and independent testing (TE). MSE (see Eq. (10)) is computed for each set separately (MSE TR , MSE V and MSE TE ). During training the computation of derivatives (in case of LM algorithm) or application of selection procedures (in case of metaheuristics) are based on MSE TR set only. In case of LM algorithm training is stopped either at iteration g at which (see Prechlet 1998)
where α is set to 0.2 in this study and c (c ≤ g) is the number of the iteration at which the lowest value of MSE V was obtained, or after pre-defined number of function calls (set to 300). Metaheuristics, that are by orders of magnitude slower (Mandischer 2002; Ilonen et al. 2003) , are stopped only after the maximum number of function calls (set to 500,000) is reached. However, during run of each algorithm the solution with the lowest MSE V achieved so far is remembered, as after termination this will be the best solution returned by the algorithm. As LM is a local search method, it is prone to be trapped by local optima that occasionally may represent a very poor solution (in other words, MSEs may be very high in some local optima). Such very poor solution could significantly affect the 100-run mean performance of the model. As LM is much quicker than metaheuristics and after a few trials one may easily learn what the performance of the model should be, the maximum acceptable value of MSE V is set in this study (set to 3 and effective for LM only). If higher MSE V is obtained after termination of LM run, the result is discarded and calibration is simply repeated for that run, starting from another initial solution. This would be unfair if the numbers of available function calls were equal for LM and metaheuristics, what however is not the case due to the slowness of metaheuristics. Note, however, that ANNs calibrated by LM algorithm may nonetheless perform poorly for independent testing data (may have high MSE TE values).
The Choice of ANN Architectures for Comparison
As the model is to be applicable for future climatic conditions, no autoregressive inputs are considered (in other words the past water temperatures are not used to predict the future ones). To evaluate the tomorrow's streamwater temperature TW(t + 1), a few combinations of exogenous inputs composed of recently (at days t to t-7) measured values of Q, T1, T2, T3 and S were tested in Piotrowski et al. (2015) , the study in which only LM algorithm was used as a training method. The choice of input variables is inevitably linked with the choice of the architecture of particular ANN type, that is often done by trial-and-error (Zhang et al. 1998) sometimes the number of tested architectures may be truly large (e.g. Al-Zahrani and AboMonasar 2015). In this paper only the best performing ANN architectures found when LM algorithm is applied for training are used to test the usefulness of metaheuristics. They, however, vary for each ANN type (see Fig. 2 ). According to this figure, only in case of MLP and ANFIS the same 10 inputs are needed, namely those that include information on daily maximum, mean and minimum air temperatures and declination of the Sun from previous 2 days (t and t-1), the sum of mean daily air temperatures from another five recent days (t-2, t-3,…, t-6) and the most recent flow. In PUNN two inputs could be skipped (maximum and minimum daily air temperatures measured 2 days ago -T1(t-2) and T3(t-2)), and WNN inputs result from the decomposition of only mean air temperature and flow data, with declination of the Sun at two recent days added. Hence, the architectures of each ANN type chosen for further study are as follows: MLP and ANFIS -10-6-1, PUNN -8-6-1 (in each case the variant c defined in Fig. 2 ), WNN -coif 3-3/10-4-1 (such WNN architecture should be understood as: Coiflet wavelet of order 3, with decomposition level 3, 10 inputs, 4 hidden nodes and 1 output; other ANN architectures are defined as: number of inputs -hidden nodes -outputs).
ANN Ensemble Aggregation Approach
The idea of ANN ensemble aggregation has been proposed by Hansen and Salamon (1990) , who found that the modelling performance may be improved when the predictions for each time step (in our case -day) are somehow aggregated from outcomes of various models. Different aggregation modes have been proposed and discussed in the literature (Zheng 2009 ). In the simplest approach as the aggregated prediction for particular day the mean or median of the predictions obtained from each among 100 runs of particular training method are used. In this paper we consider median, hence the median-aggregated prediction (y t P,agg ) for each day t is computed as
and the mean square errors of the aggregated predictions (MSEagg) are evaluated for training, validation and testing data as
Among papers that aimed at streamwater temperature prediction, the same approach was applied in Piotrowski et al. (2015) ; DeWeber and Wagner (2014) followed the similar concept, but used the mean as aggregation approach. The median is used here as it is not sensitive to outliers -which almost always represent very poor predictions in case of ANN training.
Metaheuristics
Recent Methods
As plenty of population-based metaheuristics have been proposed so far, the choice of approaches used for comparison is always subjective. In Piotrowski et al. (2014) many
input variables variant a 7-n-1 a S(t, t-1); Q(t);T2 (t, t-1, sum(t-2,t-6));T3(t);
8-n-1 a S(t, t-1); Q(t); T2 (t, t-1, sum(t-2,t-6)); T3(t, t-1);
9-n-1 a S(t, t-1); Q(t, t-1);T2 (t, t-1, sum(t-2,t-6)); T3(t, t-1); b t n a i r a v 6-n-1 b S(t, t-1); Q(t); T2 (t, t-1, sum(t-2,t-6)); c t n a i r a v 8-n-1 c S(t, t-1); Q(t); T1(t); T2 (t, t-1, sum(t-2,t-6)); T3(t);
9-n-1 c S(t, t-1); Q(t); T1(t, t-1); T2 (t, t-1, sum(t-2,t-6)); T3(t);
10-n-1 c S(t, t-1); Q(t); T1(t, t-1); T2 (t, t-1, sum(t-2,t-6)); T3(t, t-1); Fig. 2 Results achieved by various architectures of each ANN type tested. Input variants a, b and c are defined with use of following abbreviations: S -declination of the Sun, Q -river runoff; T1 -minimum daily air temperature; T2 -mean daily air temperature; T3 -maximum daily air temperature; sum(t-2,t-6) is a sum of the daily averaged air temperatures measured 2 to 6 days before day t; n -represent different numbers of hidden nodes tested historical and relatively new metaheuristics were tested as training methods for streamwater temperature forecasting, but only when MLP neural networks were used. In this paper the algorithm that overall performed best in that study, called DEGL (Das et al. 2009 ) is used together with a number of the most recent methods to train four different ANN types. In this study we focus only on metaheuristics that belong to widely accepted families of methods, like Particle Swarm Optimization (PSO) (Eberhart and Kennedy 1995) , Genetic Algorithms (GA) (Holland 1975) or Differential Evolution (DE) (Storn and Price 1997) , which even if fall into stagnation (Piotrowski 2014) , are relatively successful for ANN training. The algorithms tested in this paper for ANN training are summarised in Table 1 -unless otherwise noted, apart from the population size their control parameters are the same as suggested in the source papers.
Approach Based on DEGL and a Number of Recently Introduced Methods
Although many metaheuristics have been proposed in recent years, merging novel concepts within a single method to accumulate their advantages is rare in the literature. In this study the algorithm that assembles ideas from four DE variants introduced since 2009 is proposed in order to verify if unifying various, claimed to be successful concepts, may be helpful for our task. The method is based on DEGL (Das et al. 2009 ), which, although performed well in previous study on the MLP training for streamwater temperature prediction , keeps control parameter values fixed contrary to the majority of recent DE approaches, what limits its flexibility. Here we propose to implement DEGL with JADE-based adaptive control parameters (Zhang and Sanderson 2009) and extend the approach by including concept of eigenvector-based crossover (shortened as BEG^, the idea was proposed in both Wang et al. (2014) and Guo and Yang (2015) ; the second implementation is used in this paper) and repairing the crossover rate (BRcr^) ). The resulting approach, abbreviated DEGL-Rcr-EG-JADE, is hoped to accumulate benefits of each among four constituent ideas. However, the question arises if it would be sufficient to improve ANN training? Due to space constraints, the approach is described in details in Appendix A, available online as a supplementary material. In this paper DEGL-Rcr-EG-JADE is implemented with population size set to 5D, like most tested DE variants (see Table 1 ).
Results
In Table 2 the average and median MSE (accompanied by its standard deviation) of the best solutions found during 100-runs by every algorithm for each ANN type are shown for training, validation and testing data separately. One may note several important points:
1. The averaged performances for training and validation sets achieved by MLP, PUNN and ANFIS trained by LM algorithm are almost identical -MSE TR vary within 1.020-1.037 and MSE V within 1.150-1.170. This show that all three ANNs may be fitted to the data equally well (even though PUNN skips two inputs used by MLP and ANFIS) and that the average performance of LM is very robust. The respective median results are also consistent, but differences are slightly larger. 2. According to the averaged results, irrespective of the set considered, the LM performs better than almost all competitive algorithms. For testing data only a very few approaches 3.501E + 00
1.311E + 00
1.257E + 00
1.069E + 00
1.063E -01
5.527E -02
1.082E + 01
The lowest MSE for each ANN type are bolded. Inf -means very large standard deviation (bigger than E + 308) Table 3 . For testing data LM do not outperform metaheuristics. In case of MLP and PUNN, LM remains the best method, just marginally better than DEGL-Rcr-EG-JADE and DEGL. However, for ANFIS the proposed DEGL-Rcr-EG-JADE turns out the best, with LM second and AM-DEGL third. Finally, for WNNs DEGL perform best, followed by DEGL-Rcr-EG-JADE, Rcr-JADE and SapsDE. LM is only the fifth best approach. Overall, the differences between best methods are marginal when aggregation approach is used, irrespective of ANN type. Comparing to the single predictions, aggregation The lowest MSE are bolded approach improves the results obtained by any ANN type and training algorithm. Interestingly, the predictions for testing data achieved by MLP or ANFIS, each trained by LM or DEGL-Rcr-EG-JADE, are of almost equal quality; also the differences between this two ANN types and PUNN or WNN diminish when aggregation approach is used. As a result, use of ensemble aggregation may be suggested for any ANN type. 5. Finally, although the DEGL-Rcr-EG-JADE method slightly improves the results achieved by metaheuristics, it rarely outperform LM algorithm and the effort in creating it can hardly be confirmed by the improvement achieved. As DEGL-Rcr-EG-JADE was developed by aggregating the novelties proposed in various recently introduced metaheuristics, it show how difficult may be to Bimprove^ANN training methods (irrespective which ANN type is considered) by following paradigms of metaheuristics. One may hence suspect that most claims that some novel metaheuristics perform so well for ANN training (that are abundant in the literature) may be exaggerated.
Conclusions
In this paper over a dozen of training methods, including classical LM algorithm and many recently developed metaheuristics (including DEGL-Rcr-EG-JADE proposed in this study), has been tested to train ANFIS, MLP, PUNN and WNN neural networks applied to daily streamwater temperature forecasting for a river located in mountainous area with moderately cold climatic conditions. Each algorithm has been applied 100 times to train every ANN type. The paper shows that when comparing predictions of single ANNs trained by different methods, metaheuristics do not outperform LM algorithm. Some metaheuristics, especially newly introduced DEGL-Rcr-EG-JADE, turns out quite competitive to LM for each ANN type when median results achieved during 100 runs are compared, but none may withstand comparison when 100-run averaged performances are considered. This, accompanied by the slowness of such methods, shows that overall the usefulness of metaheuristics for ANN training remains doubtful. Slightly more encouraging conclusions are achieved when instead of comparing the mean or median performances, one intent to use ensemble aggregation approach. Comparison of the predictions obtained by very simple, median-based ensemble aggregation shows that some metaheuristics, including DEGL-Rcr-EG-JADE, may perform slightly better than LM algorithm at least for training WNN and ANFIS models, and only marginally poorer than LM when MLP or PUNN are trained.
The performed experiments show, however, that the large interest in training ANNs (of any type) by various global search techniques observed in recent years may not be accompanied by the effectiveness of such methods. Although it is possible to propose a novel approach that somehow improves results in specific circumstances, the gains are rather too limited to validate the effort.
