For a class of infinite-dimensional systems we obtain a simple frequency domain solution for the suboptimal Nehari extension problem. The approach is via J-spectral factorization, and it uses the concept of equalizing vectors. Moreover, the connection between the equalizing vectors and the Nehari extension problem is given.
Nehari problems and equalizing vectors for Infinite-Dimensional Systems
Introduction 2 Preliminaries
We introduce our class of stable transfer functions via their impulse responses. We say that f ∈ A if f has the representation f (t) = f a (t) + f 0 δ(t), t ≥ 0, 0, t<0, where f 0 ∈ C, ∞ 0 |f a (t)|dt < ∞ and δ represents the delta distribution at zero. Letf denote the Laplace transform of f . ThenÂ defined asÂ := f | f ∈ A is our class of stable transfer functions. By the definition of A it is easy to see that for every f ∈ A,f is well-defined on C + := {s ∈ C | Re(s) ≥ 0}, it is holomorphic and bounded on C + := {s ∈ C | Re(s) > 0}, and continuous on jR := {s ∈ C | Re(s) = 0}. Furthermore,Â is a commutative Banach algebra with identity under pointwise addition and multiplication (see [8] , Corollary A.7.48).
For (matrix-valued) functions we define F ∼ (s) = [F (−s)] * , where * denotes the transpose complex conjugate. We also consider the Wiener algebrâ
where L ∞ is the space of essentially bounded functions, on the imaginary axis.Ŵ is a Banach algebra under pointwise addition, multiplication, and scalar multiplication. The elements of Ŵ are bounded and continuous on the imaginary axis, and their limit at infinity exists. For more properties ofŴ we refer to [4] .
The space H 2 denotes the standard Hardy space on the right-half plane. The space H ⊥ 2 is the orthogonal complement of H 2 with respect to the inner product in the space L 2 of square integrable functions on the imaginary axis. We denote by L n×m ∞ ,Â n×m ,Ŵ n×m , the classes of n × m matrices with entries in L ∞ ,Â,Ŵ, respectively. We omit the size of the matrix when there is no danger of confusion. A square matrix-valued function G ∈Ŵ is invertible overŴ if and only if det G(jω) = 0 for ω ∈ R ∪ {∞} (see [4] ). We say that a matrix-valued function is bistable if it is stable, its inverse exists and it is also stable.
We consider the signature matrix
where n, m ∈ N and σ a strictly positive real number. Sometimes we simply use J without indices.
Such a matrix V is called J-spectral factor of the matrix-valued function Z.
Definition 2.2 A vector u is an equalizing vector for the matrix-valued function Z ∈Ŵ if u is a nonzero element of H 2 and Zu is in H
The following theorem gives equivalent conditions for the existence of a J-spectral factorization for a matrix-function Z = Z ∼ ∈Ŵ. The proof can be found in [14] . In order to prove the main result of this paper we need the following technical lemma.
Lemma 2.4
Let P ∈Ŵ (nw+nz)×(ny+nz) , and suppose that
Consider the equality 
For a proof of this lemma, see [15] .
The suboptimal Nehari extension problem
The Hankel operator with symbol G ∈ L ∞ , is defined as
Here Π + and Π − are the orthogonal projection from L 2 to H 2 and H ⊥ 2 , respectively (see [10] ).
Using the fact that the suboptimal Nehari extension problem is trivial for stable matrixvalued functions, we can restrict this problem, without loss of generality, to antistable matrixvalued functions. The following theorem is our main result. 
c. There
Furthermore, all solutions for the suboptimal Nehari extension problem are parametrized by
where
Remark 3.2 The equivalence between the first two items is well-known. We only present the proof of the equivalence between the items b. and c.
Proof: b. ⇒ c. It is easy to see that W (s) = W ∼ (s), and det W (s) = 0 for all s ∈ jR ∪ {∞}. In order to prove that the matrix-valued function W (s) has a J-spectral factorization it is sufficient to show that W (s) has no equalizing vectors (see Theorem 2.3). Let u be an equalizing vector for the matrix-valued function W (s). This means that
So, we have that
which is equivalent to
In the first equality we split Gu 2 using the projections Π − and Π + . We obtain that
From (6) and the definition of the projection operators we have that the left-hand side of the first equality lies in H 2 and the right-hand side lies in H ⊥ 2 . This implies that
Now we can replace u 1 in the second equality of (7) by −Π + Gu 2 . Splitting the term G ∼ Π − Gu 2 according to the projections, we obtain that
Using similar arguments as before, we have that
and
Since b. holds, we have that a. holds, and thus we obtain that u 2 must be zero. From (8) we see that also u 1 must be zero as well, so u = 0. We conclude that the matrix-valued function W has no equalizing vectors, which by Theorem 2.3 implies that W has a J-spectral factorization. Let Λ be a J-spectral factor. We prove that Λ 11 (s) −1 is a stable matrix-valued function. The following equality holds
with P 21 , P 22 , Q 1 and Q 2 stable matrix-valued functions. Now, by the definition of Λ,
Combining this with (3), we conclude from Lemma 2.4 that P 22 is bistable. Using matrix block manipulation, it can be proved that Λ 
Denoting
2 , gives
and, using (13), X 1 and X 2 satisfy (5), with
Suppose that there exists a J-spectral factor Λ for the matrix-valued function W such that Λ 11 is bistable. Let V denote Λ −1 . Using matrix block manipulation, it can be proved that 
and Lemma 2.4, we see that K 0 is a solution for the suboptimal Nehari extension problem.
Using again Lemma 2.4, it is easy to see that any K = X 1 X −1 2 , where X 1 and X 2 are given by (5) , is a solution for the suboptimal Nehari extension problem. [5] .
Remark 3.3 The results stated in this paper hold also forŴ − . This is the class of transfer functions obtained similarly asŴ. The impulse responses in A − are the sum of a weighted L 1 -function with a delta function. This is the same class as the stable one considered in

Remark 3.4 In case that the matrix-valued function W (s), defined in (4) admits a J-spectral
factorization, we can construct a J-spectral factor using the procedure described in [12] , [13] , [14] . The disadvantage of the method used there is that it relays on the existence of solutions for two equations involving projection operators.
Corollary 3.5 Let
u = u 1 u 2 ∈ H 2
be an equalizing vector for the matrix-valued function W (s) defined in (4). The following assertions hold:
a. u has the following representation c. From (8), (9), and the definition of the Hankel operator, we obtain the representation (15) for the vector v = W u.
and using b.
Corollary 3.6 If (φ, ψ) is the Schmidt pair of the Hankel operator with symbol G corresponding to a nonzero singular value σ, then
is an equalizing vector for the matrix-valued function W (s) defined in (4) , and
Proof: Let (φ, ψ) be the Schmidt pair of the Hankel operator with symbol G corresponding to a nonzero singular value σ. We have the following sequence of equalities:
This shows that u is an equalizing vector for the matrix-valued function W (s) defined in (4). Since (φ, ψ) is the Schmidt pair of the Hankel operator with symbol G corresponding to the nonzero singular value σ, we have that H G φ = σψ. So, the relation (16) is satisfied.
The Nehari extension problem and equalizing vectors
The problem of finding K ∈ H k×m ∞ that achieve the minimum distance in 
also satisfies
where u 2 is an eigenvector for the compact nonnegative operator H * G H G corresponding to the largest eigenvalue H G 2 . Moreover, G + K 0 has constant modulus almost everywhere on the imaginary axis.
Proof:
We have that the Hankel operator with symbol G is a compact operator (see [8] , Lemma 8.1.7), and the equality
holds (see [8] , Lemma 8.1.12). The rest of the proof follows from Theorem 8.1.11 in [8] .
The following theorem provides a connection between the equalizing vectors and solutions of the Nehari extension problem. 
So, the equality (20) holds.
Remark 4.3 From the relation (20) one can see that the equalizing vector is fixing the solution of the Nehari extension problem in the direction of the eigenvector corresponding to the largest singular value of the Hankel operator with symbol G.
If the symbol is a scalar function, an equalizing vector can be used to prove the uniqueness of the solution for the Nehari extension problem. 
Corollary 4.4 Consider the scalar transfer function g ∈Ŵ and let
Proof: Since u 2 ∈ H 2 , it is zero, at most, on a set of measure zero (see [8] , Lemma A.6.20) of the imaginary axis. This means that we can divide the equality (20) through u 2 and obtain (21). 
for every f ∈ L m 2 and every g ∈ L k 2 .
A proof for the results stated in the previous remark can be found in [8] , Theorem 8.3.8.
