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Resumen: Este proyecto propone el desarrollo de nuevas arquitecturas para el pro-
cesado de la voz y el audio mediante me´todos de aprendizaje profundo, explorando
tambie´n nuevas aplicaciones y dando continuidad al trabajo inicial del equipo de
investigadores solicitante y de toda la comunidad internacional. Las lineas de in-
vestigacio´n incluyen: reconocimiento de voz, reconocimiento de eventos acu´sticos,
s´ıntesis de voz y traduccio´n automa´tica.
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Abstract: This project proposes the development of new deep learning methods for
speech and audio processing, exploring new applications and continuing the initial
work of the research team and the international community. Research lines include:
automatic speech recognition, acoustic event detection, speech synthesis and machine
translation.
Keywords: Speech technology, Deep learning, Speech recognition, Text to speech,
Deep neural networks
1 Participantes del proyecto
El grupo de investigacio´n que participa en el
proyecto es el grupo de Voz del Departamen-
to de Teor´ıa de Sen˜al y Comunicaciones de
la Universidad Polite´cnica de Catalun˜a. Los
investigadores principales son los mismos au-
tores de este art´ıculo.
2 Entidad financiadora
El proyecto esta´ financiado por el Ministerio
de Economı´a y Competitividad y el Fondo
Europeo de Desarrollo Regional y el codigo
del proyecto es TEC2015-69266-P. DeepVoice
comenzo´ el 1 de enero de 2016 y tiene una
duracio´n de cuatro an˜os.
3 Contexto y motivacio´n
Las tecnolog´ıas de aprendizaje profundo ha-
cen referencia a los me´todos y sistemas de
aprendizaje automa´tico compuestos de varias
capas de procesamiento o niveles de abstrac-
cio´n. Esta familia de algoritmos suele caracte-
rizarse adema´s por tener una estructura sen-
cilla de describir y versa´til. En concreto, este
aprendizaje profundo suele utilizar alguna va-
riante de las redes neuronales artificiales de
mu´ltiples capas o profundas para aprender
un determinado modelo. En este modelado
es tan importante la arquitectura de la red
neuronal como el algoritmo de entrenamien-
to o aprendizaje de los para´metros de esta
red.
En los u´ltimos an˜os, el modelado median-
te redes neuronales ha resurgido con mucha
fuerza gracias a ese e´nfasis en el aprendizaje y
en el nu´mero de capas. Otros factores impor-
tantes han sido la disponibilidad de mayor ca-
pacidad de ca´lculo y de grandes bases de da-
tos. La grandes bases de datos permiten en-
trenar mejor estructuras multicapa con gran
nu´mero de para´metros y los recursos compu-
tacionales permiten realizar este proceso en
tiempos razonables.
A pesar de que su uso no se ha generali-
zado hasta hace unos pocos an˜os y de la difi-
cultad de analizar el comportamiento de los
algoritmos de aprendizaje profundo, su im-
pacto ha sido ya espectacular en mucho a´mbi-
tos como el procesado de imagen, voz y texto
tanto a nivel de investigacio´n como comer-
cial. En reconocimiento de voz, por ejemplo,
se ha pasado de un avance anual muy len-
to basado en sistemas de gran complejidad a
estructuras sencillas de aprendizaje profundo
que suponen toda una revolucio´n en cuanto
a arquitectura y salto en prestaciones.
Este proyecto propone el desarrollo de
nuevas arquitecturas para el procesado de la
voz y el audio mediante me´todos de apren-
dizaje profundo, explorando tambie´n nuevas
aplicaciones.
El proyecto incluye un paquete de traba-
jo general dedicado al aprendizaje profundo
y otros cuatro paquetes de trabajo dedicados
al reconocimiento del habla y del locutor, de-
teccio´n de eventos acu´sticos, s´ıntesis de voz
y traduccio´n de voz. En el primer paquete de
trabajo se exploran nuevas arquitecturas y al-
goritmos de aprendizaje, teniendo en cuenta
el coste computacional y la escalabilidad a
grandes bases de datos, mientras que los si-
guientes exploran su aplicacio´n en procesado
de la voz y del audio. En la siguiente sec-
cio´n mencionamos con algo ma´s de detalle
que´ aportaciones se hara´n en cada una de las
tareas.
En estas tareas o en la difusio´n de los re-
sultados esta´ previsto continuar colaborando
con otros grupos de investigacio´n a nivel na-
cional e internacional y con las empresas in-
teresadas en la tema´tica del proyecto y sus re-
sultados. En concreto, se incluye en el plan de
trabajo la colaboracio´n con el hospital Sant
Joan de De´u de Barcelona en la deteccio´n
y mejora de las condiciones acu´sticas de las
unidades de cuidados intensivos de neonatos.
Tambie´n se pone e´nfasis en la evaluacio´n de
los resultados. Se comenta esta colaboracio´n
en la seccio´n 5 de este art´ıculo.
4 Proyecto DeepVoice
El proyecto integra diferentes a´reas de las
tecnolog´ıas del habla y prentende contribuir
en cada una de ellas incorporando modelos
de aprendizaje profundo. A continuacio´n des-
cribimos brevemente los objetivos de cada
uno de los paquetes de trabajo del proyecto
que adema´s del paquete de arquitecturas de
aprendizaje profundo incluye las areas de: re-
conocimiento de voz, reconocimiento de even-
tos acu´sticos, s´ıntesis de voz y traduccio´n au-
toma´tica.
4.1 Arquitecturas de aprendizaje
profundo
Las arquitecturas profundas construidas a
partir de redes neuronales artificiales tienen
una larga historia, pero su reciente renaci-
miento esta´ relacionado con la disponibili-
dad de algoritmos de entrenamiento efica-
ces, bases de datos grandes y hardware de
computacio´n potente (Hinton, Osindero, y
Teh, 2006; Bengio, 2009).
El proyecto dedicara´ recursos a investigar
nuevas arquitecturas de aprendizaje profun-
do que puedan ser u´tiles en aplicaciones de
voz. Se pretende desarrollar medidas de op-
timizacio´n nuevas para entrenar redes recu-
rrentes con datos no segmentados. Asimis-
mo, desarrollar nuevos algoritmos de entre-
namiento o modificar los ya existentes para
que sean paralelizables.
4.2 Reconocimiento de voz
El impacto del aprendizaje profundo en re-
conocimiento de voz ha sido revolucionario y
abarcan las tres l´ıneas de investigavio´n que
vamos a seguir en este proyecto.
En primer lugar, en robustez del sistema
de reconocimiento, algunos trabajos recien-
tes proponen usar redes neuronales profun-
das (Xia y Bao, 2014) para reducir el ruido
de la sen˜al, por poner un ejemplo. En esta di-
reccio´n, se contribuira´ mediante el desarrollo
de te´cnicas basadas en aprendizaje profundo
que permitan an˜adir ruido al sistema sin que
la calidad se vea afectada.
En segundo lugar, se pretende desarrollar
arquitecturas end-to-end de reconocimiento
de voz, viendo la viabilidad de las mismas
en ejemplos anteriores (Hannun et al., 2014).
Para ello, se debe hacer un estudio exhaustivo
de las caracter´ısticas perceptuales en mode-
lado acu´stico y su modelizacio´n con modelos
neuronales profundos. Asimismo, se pretende
usar redes neuronales recurrentes y entrena-
mientos conjuntos para los modelos acu´stico
y de lenguaje.
Finalmente, en reconocimiento de locutor
trabajos anteriores como (Richardson, Rey-
nolds, y Dehak, 2015) usan las redes neuro-
nales para extraccio´n automa´tica de carac-
ter´ısticas. En este proyecto se pretende ir ma´s
alla´ y usar la entrada de sen˜al sin modificar
para mejorar el rendimiento de los algoritmos
de aprendizaje profundo.
4.3 Reconocimiento de eventos
acu´sticos
El contexto de esta tarea se encuentra en la
unidad de curas intensivas de neonatos (NI-
CU). En este contexto, hay muchos ruidos
que se tienen que filtrar para estudiar los pa-
trones relevantes. Se pretende grabar y eti-
quetar datos recogidos de micro´fonos instala-
dos en las incubadoras de las NICU. La base
de datos incluira´ informacio´n sobre las varia-
bles fisiolo´gicas relevantes y los patrones de
suen˜o.
4.4 S´ıntesis de voz
El aprendizaje profundo se ha integrado en
s´ıntesis de voz principalmente aplicado a la
modelizacio´n parame´trica (Ling et al., 2015)
La tarea de s´ıntesis de voz es ba´sicamen-
te una tarea de regresio´n. Con tal de produ-
cir voz natural y continua se pueden utilizar
te´cnicas de generacio´n parame´trica. En esta
area, proponemos investigar representaciones
de la voz que permitan usar redes neurona-
les. Tambie´n pretendemos proponer y evaluar
te´cnicas de aprendizaje profundo para redu-
cir el ruido de la voz generada e incluir ex-
presividad en la voz final.
4.5 Traduccio´n automa´tica
En este caso, el aprendizaje profundo se ha
usado para mejorar los sistemas estad´ısticos
ya existentes y tambie´n ha permitido desarro-
llar un nuevo paradigma de traduccio´n usan-
do un modelado de secuencia a secuencia. Co-
mo en las otras areas, la lista de trabajos es
muy extensa (Costa-jussa` et al., 2017).
La traduccio´n automa´tica se puede apli-
car a la voz o al texto. El objetivo al final de
este proyecto es construir un sistema de tra-
duccio´n de voz a texto, ya sea concatenando
te´cnicas de reconocimiento de voz y traduc-
cio´n de texto o planteando un sistema directo
de voz a texto traducido. En el primer caso,
se integrara´n las mejoras del paquete de re-
conocimiento de voz y las mejoras que aporta
un paradigma de traduccio´n automa´tica ba-
sado en redes neuronales. En el segundo caso,
se disen˜ara´ una nueva arquitectura neuronal
para afrontar el reto.
5 Impacto del proyecto
Las tecnolog´ıas de voz pueden facilitar el ac-
ceso a la informacio´n (comunicacio´n hombre-
ma´quina) y la comunicacio´n humana. Los dis-
positivos electro´nicos se esta´n convirtiendo
en imprescindibles. El uso de la voz en es-
tos dispositivos es cada vez ma´s esencial y
tambie´n puede abrir una nueva gama de po-
sibilidades. Estas tecnolog´ıas tambie´n pueden
aplicarse a mu´ltiples campos espec´ıficos, co-
mo mejorar la comunicacio´n y la comprensio´n
de los seres humanos, ayudar a las personas
discapacitadas y ancianas, mejorar los servi-
cios ofrecidos en los medios de comunicacio´n,
etc. El empleo de dispositivos de voz con vo-
ces inadecuadas (ge´nero, edad, acento, dia-
lecto, tono) o sistemas de reconocimiento de
voz que no funcionan en condiciones ruidosas
pueden desalentar a los usuarios. El desarro-
llo que estamos proponiendo de la tecnolog´ıa
de voz sera´ la clave para aplicaciones robus-
tas de alta calidad. Asimismo, la traduccio´n
es un aspecto importante para reducir las ba-
rreras internacionales y lograr el pleno en-
tendimiento entre las personas, preservando
al mismo tiempo las sociedades multilingu¨es.
Esperamos realizar traducciones de voz en
tiempo real y de alta calidad con concate-
nacio´n e integracio´n de reconocimiento pro-
fundo de voz y tecnolog´ıas de traduccio´n au-
toma´tica. Esto representar´ıa un progreso cla-
ro en los negocios y las relaciones pol´ıticas,
as´ı como en las a´reas de ocio y educacio´n.
Nuestra propuesta de investigacio´n sobre
deteccio´n de eventos acu´sticos tambie´n inclu-
ye su aplicacio´n espec´ıfica en unidades de cui-
dados intensivos neonatales (NICU). En este
caso, se diferenciara´n los factores de ruido mi-
croambiental y los signos fisiolo´gicos y as´ı los
cl´ınicos podra´n proponer mejores protocolos
NICU.
6 Pa´gina web
En la pa´gina web del proyecto
http://www.tsc.upc.edu/deepvoice/
se puede consultar el equipo de investiga-
cio´n. En la misma pa´gina tambie´n se hara´n
pu´blicos los principales resultados alcanzados
con el progreso de DeepVoice.
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