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THE MARTINGALE PROBLEM FOR A CLASS OF NONLOCAL
OPERATORS OF DIAGONAL TYPE
JAMIL CHAKER
Abstract. We consider systems of stochastic differential equations of the form
dXit =
d∑
j=1
Aij(Xt−)dZ
j
t
for i = 1, . . . , d with continuous, bounded and non-degenerate coefficients. Here Z1t , . . . , Z
d
t
are independent one-dimensional stable processes with α1, . . . , αd ∈ (0, 2). In this article we
research on uniqueness of weak solutions to such systems by studying the corresponding mar-
tingale problem. We prove the uniqueness of weak solutions in the case of diagonal coefficient
matrices.
1. Introduction
Anisotropies and discontinuities are phenomena of great interest that arise in several natu-
ral and financial models. In this paper we bring together these two subjects and investigate
in anisotropic nonlocal operators. We research on diagonal systems of stochastic differential
equations driven by pure jump Lévy processes with anisotropic Lévy measures.
Let d ∈ N, d ≥ 3. For j ∈ {1, . . . , d}, let (Zjt )t≥0 be an one-dimensional symmetric stable Lévy
process of order αj ∈ (0, 2), i.e. Z
j
t is a pure jump Lévy process with Lévy-Khintchine triplet
(0, 0, cαi |h|
−1−αjdh), where the constant cαj is chosen such that
E[eiξZ
j
t ] = e−t|ξ|
αj
for t > 0 and ξ ∈ R.
We assume Zjt ’s to be independent and define the d-dimensional process Zt = (Z
1
t , . . . , Z
d
t ).
Consider the following system
dXit =
d∑
j=1
Aij(Xt−)dZ
j
t , for i ∈ {1, . . . , d},
X0 = x0,
(1.1)
where A : Rd → Rd×d is a matrix-valued function, which is pointwise non-degenerate and has
bounded continuous entries. We mainly study this system in the case of diagonal matrices,
i.e. Ai,j ≡ 0 whenever i 6= j. The aim of this paper to prove uniqueness of solutions to the
martingale problem for diagonal systems. If the matrix-valued function A is global Lipschitz
continuous, it is easy to prove that there is a unique strong solution by Picard’s iteration.
However, when A is only continuous, the uniqueness of weak solutions becomes a challeng-
ing problem. Since Lévy processes are appropriate processes for modeling price processes for
instance, such stochastic differential equations are interesting objects in financial mathematics.
Key words and phrases. Lévy processes, Systems of stochastic differential equations, Martingale problem,
perturbation, Lp-Multiplier.
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The case where α1 = · · · = αd = α ∈ (0, 2) has been studied systematically in the non-diagonal
case in [BC06] for non-diagonal coefficient matrices. Furthermore, if Zt consists of independent
2-stable Lévy processes, the process Zt is a d-dimensional Brownian motion running twice the
speed, which is well studied.
We study the diagonal system with the method of Stroock and Varadhan from 1969, see [SV69].
The celebrated martingale problem provides an equivalent concept of existence and uniqueness
in law for weak solutions to stochastic differential equations. An overview of the martingale
problem for elliptic operators in non-divergence form can be found in [SV79, Chapter 6] or
[Bas98, Chapter VI].
Up to the present day, the martingale problem is still an intensely studied topic. For instance,
in [AK09] unique solvability of the Cauchy problem for a class of integro-differential operators
is shown to imply the well-posedness of the martingale problem for the corresponding operator.
In [CZ16] the authors study well-posedness of the martingale problem for a class of stable-
like operators and in [Pri15] the author considers degenerate stochastic differential equations
and proves weak uniqueness of solutions using the martingale problem. In [Kü18], existence
and uniqueness for stochastic differential equations driven by Lévy processes and stable-like
processes with unbounded coefficients are studied. For an overview of the martingale problem
for jump processes, see [Jac05, Chapter 4] and the references therein.
Let us give a short survey to known results related to our studies.
In [Bas88], Bass considers nonlocal operators of the form
Lf(x) =
ˆ
R\{0}
(f(x+ h)− f(x)− f ′(x)h1[−1,1](h)) ν(x,dh)
for f ∈ C2b (R) and gives sufficient conditions on ν for the existence and uniqueness of a solution
to the martingale problem for L. Further, the author proves that the associated stochastic
process Xt is a Feller process with respect to the unique solution P
x to the martingale problem
for L started at x ∈ R. One important example in the paper is ν(x,dh) ≍ |h|−1−α(x)dh
with 0 < inf{α(x) : x ∈ R} ≤ sup{α(x) : x ∈ R} < 2. In this case the Dini continuity of
α : R→ (0, 2) is a sufficient condition for well-posedness of the martingale problem. Although
the results in the paper were proven in one spatial dimension they can be extended to higher
dimensions. In [SW13], the authors present sufficient conditions for the transience and the
existence of local times for Feller processes. The studies contain the class of stable-like processes
of [Bas88]. With a different method the authors prove a transience criterion and the existence
of local times for these kind of processes in d dimensions for d ∈ N.
In [Hoh94], Hoh considers operators of a similar form, but the starting point is a different
representation of the operator. The author studies the operator as a pseudo-differential operator
of the form
Lf(x) = −p(x,D)f(x) = −(2π)−d/2
ˆ
Rd
eix·ξp(x, ξ) · f̂(ξ)dξ
for f ∈ C∞0 (R
d), where for any fixed x ∈ Rd, p(x, ·) is negative definite. In the paper,
uniqueness of the martingale problem for pseudo-differential operators with the symbol p(x, ξ)
of the form
p(x, ξ) = −
d∑
i=1
bi(x)ai(ξ)
is studied, where bi, i ∈ {1, . . . , d} are non-negative, bounded and d +m times continuously
differentiable for some m ∈ N and ai, i ∈ {1, . . . , d} are continuous non-negative definite with
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ai(0) = 0. This covers for example symbols of the type
−
d∑
i=1
bi(x)|ξj |
αj
for αj ∈ (0, 2] with the already mentioned conditions on bi.
In [BC06] the authors study systems of stochastic differential equations of the form (1.1), where
the driving process Zt = (Z
1
t , . . . , Z
d
t ) consists of d independent copies of a one-dimensional
symmetric stable process of index α ∈ (0, 2). Hence the indices of stability are the same in
every direction, which is the main difference to our model. In the article the authors prove
existence and well-posedness of the martingale problem for
Lf(x) =
d∑
j=1
ˆ
R\{0}
(
f(x+ aj(x)w) − f(x)− w1|w|≤1∇f(x) · aj(x)
) cα
|w|1+α
dh,
where f ∈ C2b (R
d) and aj(x) denotes the j
th column of A(x) and show that this is equivalent to
existence and uniqueness of solutions to (1.1). This operator is a pseudo-differential operator
of the form
Lf(x) = −
ˆ
Rd
p(x, ξ)e−ix·ξ f̂(ξ)dξ,
where
p(x, ξ) = −
d∑
i=1
|ξ · aj(x)|
α. (1.2)
In [SS10], Schilling and Schnurr study stochastic differential equations of the form dXt =
Φ(Xt−)dLt,X0 = x0 ∈ R
d, where Φ : Rd → Rd×n is Lipschitz continuous with linear growth
and Lt is a R
n-valued Lévy process. They prove that the unique strong solution of this equation
has the symbol given by p(x, ξ) = Ψ(Φ(x)tξ), where Ψ is the symbol of Lt (see [SS10, Theorem
3.1]). Note that the symbol (1.2) is exactly of the form p(x, ξ) = Ψ(A(x)tξ) as in [SS10], where
A(x) = (aij(x))i,j=1,...,d and Ψ(ξ) = −
∑d
i=1 |ξi|
α.
Because of the lack of differentiability, the symbol (1.2) does not fit into the set-up of [Hoh94].
The authors’ central idea is the usage of a perturbation argument as in [SV79]. The main part
of the paper is the proof of an Lp-boundedness result of pseudo-differential operators whose
symbols have the form
−
|a(x) · ξ|α∑d
i=1 |ξi|
α
,
where a : Rd → Rd is continuous and bounded with respect to the Euclidean norm from above
and below by positive constants. The proof of this Lp-boundedness follows from a result by
Calderón and Zygmund, see [CZ56]. Therefore, the main difficulty is to show that the operator
fits into the set-up of [CZ56], which is done with the method of rotations.
In [BC10], Bass and Chen study the same system of stochastic differential equations and prove
Hölder regularity of harmonic functions with respect to L. Furthermore, they give a counter
example and thus show that the Harnack inequality for harmonic functions is not fulfilled.
In [KR17] the authors study (1.1) in the case of diagonal matrices A and α1 = α2 = · · · =
αd = α ∈ (0, 2). They prove sharp two-sided estimates of the corresponding transition density
pA(t, x, y) and prove Hölder and gradient estimates for the function x 7→ pA(t, x, y).
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Our consideration of the system (1.1) driven by the anisotropic Lévy process consisting of inde-
pendent one-dimensional stable Lévy processes of orders that may differ leads to the operator
Lf(x) =
d∑
j=1
ˆ
R\{0}
(
f(x+ aj(x)w) − f(x)− w1{|w|≤1}∇f(x) · aj(x)
) cαj
|w|1+αj
dh. (1.3)
Since the existence of weak solutions is well-studied, we shortly comment on known results
from which one can derive the existence of weak solutions to (1.1). If Aij is bounded and
continuous for every i, j ∈ {1, . . . , d}, the existence of weak solutions to (1.1) can be deduced
for instance from [Hoh98, Theorem 3.15] or [Kü18, Theorem 4.1]. Furthermore, a direct proof
of the existence of weak solutions to (1.1) for the case α1 = α2 = · · · = αd ∈ (0, 2) can be found
in [BC06, Section 4]. This proof can be adjusted to the case of different indices of stability.
In order to prove uniqueness of solutions to the martingale problem, we have to restrict our-
selves to matrices whose entries are zero outside the diagonal. The reason we have to restrict
ourselves to this restrictive case, is that the approach of Calderón and Zygmund seems to be
not applicable. We have not been able to prove a general non-diagonal version of the required
Lp-boundedness result (c.f. Proposition 3.13) and leave it as a conjecture. Once this result is
proven the techniques we use would lead to uniqueness of solutions to the martingale problem.
In the case of diagonal matrices, we have to prove an Lp-boundedness result for pseudo-
differential operators B of the form
Bf(x) =
ˆ
Rd
(
d∑
k=1
cαk |Akk(x)ξk|
αk∑d
i=1 |Ciξi|
αi
)
e−ix·ξf̂(ξ)dξ
for some constants Ci 6= 0 in order to apply the perturbation argument as in [SV79].
The main ingredient in the proof of the Lp-bound for the perturbation operator B is a Fourier
multiplier theorem which goes back to Bañuelos and Bogdan, see [BnB07, Theorem 1]. In order
to apply this result we have to show that the perturbation operator B is an operator on L2(Rd)
with the representation
B̂f(ξ) =
´
Rd
(cos(ξ · z)− 1)φ(z)V (dz)´
Rd
(cos(ξ · z)− 1)V (dz)
f̂(ξ)
for a measurable and bounded function φ : Rd → C and a positive Lévy measure V . This
allows us to prove the well-posedness of the martingale problem for L.
Theorem 1.1. Suppose A satisfies Aij ≡ 0 for i 6= j, x 7→ Ajj(x) is bounded continuous for
all j ∈ {1, . . . , d} and A(x) is non-degenerate for any x ∈ Rd. For every x0 ∈ R
d, there is a
unique solution to the martingale problem for L started at x0 ∈ R
d.
The anisotropic system (1.1) has been studied in [Cha16], where harmonic functions are shown
to satisfy an Hölder estimate.
Notation. Let A ⊂ Rd be open. We denote by C(A) the space of all continuous functions on
A, by Cb(A) the space of all continuous and bounded functions on A, by Cc(A) the space of
all continuous functions on A with compact support and by C0(A) the space of all continuous
functions on A vanishing at infinity. Furthermore, let C2b (A) be the space of bounded continuous
functions on A that have continuous bounded derivatives up to second order. Similarly let
C20 (A) and C
2
c (A) denote the space of all functions in C0(A) resp. Cc(A) with derivatives up to
second order in C0(A) resp. Cc(A). The space of all smooth and compactly supported functions
on A is denoted by C∞c (A). For i ∈ N we write ci for positive constants and additionally
ci = ci(·) if we want to highlight all the quantities the constant depends on.
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Structure of the article. This work is organized as follows. In Section 2 we provide def-
initions, constitute sufficient preperation and illustrate the underlying Lévy process. Section
3 consists of four subsections. In Subsection 3.1 we study the system of stochastic differen-
tial equations with fixed coefficients and prove in Subsection 3.2 boundedness of the resolvent
operators for weak solutions to the system. Subsection 3.3 contains auxiliary results and in
Subsection 3.4 we present the proof of the uniqueness of weak solutions to the system.
2. Preliminaries
The aim of this section is to give a brief exposition of the system of stochastic differential
equations (1.1).
Let us start with some basic definitions and notations.
We denote the Skorohod space of all càdlàg functions on [0,∞) with values in Rd by D([0,∞)).
For f ∈ D([0,∞)) let
f(t−) := lim
sրt
f(s) and ∆f(t) = f(t)− f(t−).
Let (Z˘it)t≥0 be the d-dimensional Lévy process, defined by Z˘
i
t = Z
i
tei, where ei is the i
th standard
coordinate vector. Then (Z˘it)t≥0 is a Lévy process with Lévy?Khintchine triplet (0, 0, ν˘i(dh)),
where ν˘i is given by
ν˘i(dw) =
cαi
|wi|1+αi
dwi
∏
j 6=i
δ{0}(dwj)
 .
Obviously, (Zt)t≥0 is the sum of the d independent Lévy processes Z˘it , i = 1, . . . , d and hence
a Lévy process itself.
Using the independence of the Z˘it ’s, the Lévy-measure of (Zt)t is given as the sum of the ν˘i’s,
i.e.
ν(dw) =
d∑
i=1
 cαi
|wi|1+αi
dwi
∏
j 6=i
δ{0}(dwj)
 .
The support of this measure is the union of the coordinate axes. Hence ν(A) = 0 for every set
A ⊂ Rd, which has an empty intersection with the coordinate axes.
The process Zt makes a jump into the i
th direction of the coordinate axis, whenever Zit makes
a jump.
For f ∈ C2b (R
d) let
Lf(x) =
d∑
j=1
ˆ
R\{0}
(f(x+ aj(x)h) − f(x)− h1{|h|≤1}∇f(x) · aj(x))
cαj
|h|1+αj
dh, (2.1)
where aj(x) denotes the j
th column of the matrix A(x).
Let us recall the concept of weak solutions and solutions to the martingale problem.
Definition 2.1. We call a filtered probability space (Ω,F , (Ft)t≥0,P) and stochastic processes
(X1t , . . . ,X
d
t ) and (Z
1
t , . . . , Z
d
t ) weak solution to the system (1.1), starting at x0, if (1.1) holds
and the processes (Zit)i=1,...,d are independent one-dimensional symmetric stable processes of
index αi under P.
In particular, the existence of a unique weak solution to (1.1) implies that for a given initial
distribution, the law of (Xt)t≥0 is uniquely determined. For the sake of brevity, we denote weak
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solutions by (Ω,F , (Ft)t≥0,P,X,Z).
An equivalent formulation of the concept of weak solutions to stochastic differential equations
is given by the so-called martingale problem method which gives us another approach to study
solvability of stochastic differential equations by studying the corresponding generator.
Definition 2.2. Let L be an operator whose domain includes C2b (R
d). Let (Xt)t≥0 be the
coordinate maps on Ω = D([0,∞)), that is Xt(ω) = ω(t) and (Ft)t≥0 be the filtration generated
by (Xt)t≥0. We say a probability measure P is a solution to the martingale problem for L,
started at x0, if the following two conditions hold:
(1) P(X0 = x0) = 1.
(2) For each f ∈ C2b (R
d)
f(Xt)− f(X0)−
ˆ t
0
Lf(Xs)ds
is a P-martingale.
We make the following assumptions on the coefficients to the system (1.1), c.f. [BC06, Assump-
tion 2.1.].
Assumption 1.
(1) For every x ∈ Rd the matrix A(x) is non-degenerate, that is
inf
u∈Rd : |u|=1
|A(x)u| > 0.
(2) The functions x 7→ Aij(x) are continuous and bounded for all 1 ≤ i, j ≤ d.
The system (1.1) has been studied in the case α1 = α2 = · · · = αd = α ∈ (0, 2) by Bass
and Chen in their articles [BC06], [BC10]. In [BC06] the authors prove with the help of
the martingale problem the existence and uniqueness of a weak solution to (1.1) in the case
α1 = α2 = · · · = αd = α ∈ (0, 2). The main tool to obtain uniqueness is by using a bound
on the Lp-operator norm of the corresponding perturbation integral operator. In order to do
so the authors use the method of rotations, which seems not to be applicable in the case of
different indices.
In [BC10] the authors study bounded harmonic functions for the corresponding integral operator
and show that such harmonic functions are Hölder continuous. This result has been extended
in [Cha16] for the case where the αi’s are allowed to be different.
Let us first write the integro-differential operator L with weighted second order differences.
Lemma 2.3. Let f ∈ C2b (R
d), then
Lf(x) =
1
2
d∑
j=1
ˆ
R\{0}
(f(x+ aj(x)h) − 2f(x) + f(x− aj(x)h))
cαj
|h|1+αj
dh.
Proof. Follows immediately by symmetry. 
Let (Ω,F , (Ft)t≥0,P,X,Z) be a weak solution to (1.1). Proposition 2.4 shows that any weak
solution to (1.1) is a solution to the martingale problem for the operator L. Since there are no
significant differences in the proof of Proposition 2.4 and the proof of [BC06, Proposition 4.1.],
we skip the proof and refer the reader to [BC06].
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Proposition 2.4. Suppose A is bounded and measurable. Let (Ω,F , (Ft)t≥0,P,X,Z) be a weak
solution to (1.1). If f ∈ C2b (R
d), then
f(Xt)− f(X0)−
ˆ t
0
Lf(Xs)ds
is a P-martingale.
3. Uniqueness
In this section we prove uniqueness of weak solutions to (1.1). For this purpose we add the
following assumption on the coefficients.
Assumption 2. Suppose Aij(x) = 0 for all x ∈ R
d, whenever i 6= j.
The aim of this section is to prove Theorem 1.1. For this purpose we first study the system
(1.1), where the coefficients are fixed, and use a perturbation argument in the spirit of [SV79].
3.1. Perturbation. Let x0 = (x
1
0, . . . , x
d
0) ∈ R
d be a fixed point. We define the process (Ut)t≥0
by
Ut = U0 +A(x0)Zt.
Note that (Ut)t≥0 is an affine transformation of a Lévy process and has stationary and inde-
pendent increments and càdlàg paths. Hence (Ut − U0)t≥0 is a Lévy process. For f ∈ C
2
b (R
d)
consider the operator
L0f(x) =
d∑
j=1
ˆ
R\{0}
(f(x+ ejAjj(x0)h) − f(x)− h1{|h|≤1}∂jf(x)Ajj(x0))
cαj
|h|1+αj
dh. (3.1)
For a function f ∈ L1(Rd), we define its Fourier transform by
Ff(ξ) := f̂(ξ) :=
ˆ
Rd
eix·ξf(x)dx, ξ ∈ Rd.
For j ∈ {1, . . . , d}, let
Ijf(x) :=
ˆ
R\{0}
(f(x+ ejAjj(x0)h)− f(x)− h1{|h|≤1}∂jf(x)Ajj(x0))
cαj
|h|1+αj
dh. (3.2)
Lemma 3.1. Let f ∈ C∞c (R
d). Then
L̂0f(ξ) = −
d∑
j=1
|ξjAjj(x0)|
αj f̂(ξ).
Proof. By the substitution w = (ξjAjj(x0))h and Fubini’s theorem we get
Îjf(ξ) =
1
2
ˆ
Rd
eiξ·x
ˆ
R\{0}
(f(x+ ejAjj(x0)h) − 2f(x) + f(x− ejAjj(x0)h))
cαj
|h|1+αj
dhdx
=
1
2
f̂(ξ)
ˆ
R\{0}
(eihξjAjj(x0) − 2 + e−ihξjAjj(x0))
cαj
|h|1+αj
dh
= f̂(ξ)
ˆ
R\{0}
(cos(hξjAjj(x0))− 1)
cαj
|h|1+αj
dh
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= −f̂(ξ)
ˆ
R\{0}
(1− cos(hξjAjj(x0)))
cαj
|h|1+αj
dh
= −f̂(ξ)|(ξjAjj(x0))|
αj
ˆ
R\{0}
(1− cos(w))
cαj
|w|1+αj
dw.
The choice of cαj yields ˆ
R\{0}
(1 − cos(w))
cαj
|w|1+αj
dw = 1,
which proves the assertion. 
Note that by Lemma 3.1 the characteristic function of (U jt )t≥0 is given by
E
(
eiξ·U
j
t
)
:= exp(−tΨj(ξj)) = exp (−t|ξjAjj(x0)|
αj ) .
Since the Zit ’s are independent, the U
i
t ’s are also independent. Therefore the characteristic
function of (Ut)t≥0 is the product of the characteristic functions of (U
j
t )t≥0, i.e.
E
(
eiξ·Ut
)
= exp
−t d∑
j=1
Ψj(ξj)
 =: exp(−tΨ(ξ)). (3.3)
Next we show a scaling result for the transition density function of (Ut)t≥0. It is reasonable
to first study the transition density of Zt, since (Ut)t≥0 is given as an affine transformation of
(Zt)t≥0.
By Lemma 3.1, we deduce that the characteristic function of (Zjt )t≥0 is given by
E
(
eiξ·Z
j
t
)
:= exp(−tψj(ξj)) = exp (−t|ξj |
αj ) .
Note that, since exp(−ψj(·)) ∈ L
1(R), the inverse Fourier-Transform exists and therefore the
transition density function qjt of Z
j
t exists and is given by
qjt (xj) = F
−1
(
e−tψj
)
(xj) =
1
(2π)
(ˆ
R
e−ixjyje−tψj (yj) dy
)
. (3.4)
Hence ˆ
R
eixξjqjt (x)dx = exp(−t|ξj|
αj ). (3.5)
Since the processes Zjt , j ∈ {1, . . . , d} are independent and Zt = (Z
1
t , . . . , Z
d
t ), the transition
density function of (Zt)t≥0 is given by
qt(x) =
d∏
j=1
qjt (xj). (3.6)
The scaling property for one-dimensional symmetric αj-stable processes states
qjt (xj) = t
−1/αjq1(t
−1/αjxj). See e.g. [Ber96, Chapter 8] for more details.
Using this scaling property of the one-dimensional processes and (3.6) we get the following
scaling property for the transition density of (Zt)t≥0
qt(x) =
d∏
j=1
qjt (xj) =
d∏
j=1
t−1/αj qj1(t
−1/αjxj) = t
−
∑d
k=1 1/αkq1(t
−1/α1x1, . . . , t
−1/αdxd).
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We next deduce a scaling property for the transition density of (Ut)t≥0.
Let B ∈ B(Rd). Then by using the substitution z = A(x0)x+ U0
P(Ut ∈ B) = P(U0 +A(x0)Zt ∈ B) = P(A(x0)Zt ∈ B − U0) = P(Zt ∈ A(x0)
−1(B − U0))
=
ˆ
Rd
qt(x)1A(x0)−1(B−U0)(x) dx
=
1
|det(A(x0))|
ˆ
B
qt(A(x0)
−1(z − U0)) dz.
Set
pjt(x) =
1
Ajj(x0)
qjt ((A(x0)
−1(x− U0))j). (3.7)
Then the transition density pt(x) of (Ut)t≥0 is given by
1
|det(A(x0))|
qt(A(x0)
−1(x− U0)) =
1
|det(A(x0))|
d∏
j=1
qjt ((A(x0)
−1(x− U0))j)
=
d∏
j=1
pjt(x) = pt(x).
(3.8)
Moreover, we have
pt(x) =
t−
∑d
k=1 1/αk
|det(A(x0))|
q1(Ξ(t)(A(x0)
−1(x− U0))), (3.9)
where
Ξ(t) = diag(t−1/α1 , . . . , t−1/αd) =

t−1/α1 0 . . . 0
0 t−1/α2 . . . 0
... 0
. . .
...
0 . . . 0 t−1/αd
 .
We define the transition semigroup (Pt)t≥0 of (Ut)t≥0 and (Qt)t≥0 of (Zt)t≥0 on C0(R
d) by
Ptf(x) =
ˆ
Rd
pt(x− y)f(y)dy = E[f(Ut + x)] =: E
x[f(Ut)]
and
Qtf(x) =
ˆ
Rd
qt(x− y)f(y)dy = E[f(Zt + x)] =: E
x[f(Zt)].
By e.g. [Sat13, Theorem 31.5] the operators {Pt : t ≥ 0} indeed define a strongly continuous
semigroup on C0(R
d) with operator norm ‖Pt‖ = 1. Note that Ptf is also well-defined for
f ∈ Cb(R
d) but, in general, (Pt)t≥0 is not strongly continuous on Cb(R
d). We now state an
important result on the limit behavior of the semigroup.
Theorem 3.2. Let f ∈ C0(R
d). Then
lim
t→∞
‖Ptf‖∞ = 0. (3.10)
Proof. Let ǫ > 0. Choose R > 1 such that |f(y)| ≤ ǫ/2 for all y ∈ Rd \BR(0). Then
Ptf(x) =
ˆ
Rd
pt(x− y)f(y)dy =
ˆ
BR(0)
pt(x− y)f(y)dy +
ˆ
Rd\BR(0)
pt(x− y)f(y)dy
:= (I) + (II).
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For each t ≥ 0, we have
(II) ≤
ǫ
2
ˆ
Rd\BR(0)
pt(x− y)dy ≤
ǫ
2
ˆ
Rd
pt(x− y)dy︸ ︷︷ ︸
=1
=
ǫ
2
.
Moreover by (3.9), we know there is a consant c1 > 0 such that
pt(x) ≤ c1
t−
∑d
k=1 1/αk
|det(A(x0))|
.
Thus,
(I) =
ˆ
BR(0)
pt(x− y)f(y)dy ≤ c1
t−
∑d
k=1 1/αk
|det(A(x0))|
ˆ
BR(0)
f(y)dy
≤ c1‖f‖∞
t−
∑d
k=1 1/αk
|det(A(x0))|
|BR(0)|.
Choose t0 ≥ 0 such that for all t ≥ t0
‖f‖∞
t−
∑d
k=1 1/αk
|det(A(x0))|
|BR(0)| ≤
ǫ
2
.
Note that the choice of t0 is independent of x. Hence the assertion follows. 
We introduce some important operators associated to the family of operators (Pt)t≥0 on Cb(R
d).
From (3.4) and (3.7) we immediately see pt(z) = pt(−z) for every z ∈ R
d.
Hence there exists a positive and symmetric potential density function rλ with respect to
(Ut)t≥0, that is
0 < rλ(y − x) = rλ(x− y) :=
ˆ ∞
0
e−λtpt(x− y)dt. (3.11)
Let f ∈ Cb(R
d). For λ > 0 we define the λ-resolvent operator of (Ut)t≥0 by
Rλf(x) :=
ˆ
Rd
f(y)rλ(x− y)dy =
ˆ ∞
0
e−λtPtf(x)dt = E
x
[ˆ ∞
0
e−λtf(Ut)dt
]
. (3.12)
The resolvent operator describes the distribution of the process evaluated at independent expo-
nential times. That is, if τ = τ(λ) has exponential law with parameter λ > 0 and is independent
of (Ut)t≥0, then
E[f(Uτ )] = λRλf.
It is often more convenient to work with the resolvent operators than with the semigroup, thanks
to the smoothing effect of the Laplace transform and to the lack of memory of exponential laws.
To study these objects in detail, we first have to define for λ ≥ 0 the λ-potential measures
V λ(x, ·), x ∈ Rd on B(Rd) by
V λ(x,B) = Ex
[ˆ ∞
0
e−λt1{Ut∈B} dt
]
for B ∈ B(Rd). (3.13)
Note that V λ is obviously well-defined for all λ > 0. Since Ut(ω) is measurable in (0,∞) × Ω,
the application of Fubini’s theorem implies
V λ(B) = E
[ˆ ∞
0
e−λt1B(Ut)dt
]
=
ˆ ∞
0
e−λtE [1B(Ut)] dt
=
ˆ ∞
0
e−λtP(Ut ∈ B)dt ≤
ˆ ∞
0
e−λt dt =
1
λ
.
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Clearly, this argument is not valid for λ = 0. This case will be studied separately at a later
point. The 0-potential measure will be denoted by V (x,B) and is called potential measure.
By (3.12) and the definition of V λ we obtain an additional representation of the λ-resolvent
operator on Cb(R
d) by
Rλf(x) =
ˆ
Rd
f(y)V λ(x, dy).
Recall the following properties.
Lemma 3.3. Let f ∈ Cb(R
d). Then we have the following properties.
(1) Rλf −Rµf = (µ− λ)RλRµf for λ, µ > 0,
(2) RλRµf = RµRλf .
Let us define
β =
d∑
j=1
1
αj
. (3.14)
Let us prove some elementary facts about Rλ and Pt.
Proposition 3.4. Let λ > 0 and f ∈ Cb(R
d).
(1) If p ∈ [1,∞], then
‖Rλf‖p ≤
‖f‖p
λ
.
(2) If p ∈ (1,∞], then
|Ptf(x)| ≤ t
−β/p‖p1(·)‖q‖f‖p, (3.15)
where q is the conjugate exponent to p.
(3) If p > β, then
|Rλf(x)| ≤ c1‖f‖p,
where c1 = ‖p1(·)‖q
´∞
0 e
−λtt−β/pdt.
Proof. The idea of the proof goes back to [BC06, Proposition 2.2].
Without loss of generality we can assume f ∈ Lp(Rd). Otherwise the assertions are trivially
true.
(1) By Young’s inequality and the conservativeness of pt, we have
‖Ptf‖p ≤ ‖pt‖1‖f‖p = ‖f‖p.
Therefore by Minkowski’s inequality
‖Rλf‖p ≤
ˆ ∞
0
e−λt‖Ptf‖p dt ≤
1
λ
‖f‖p.
(2) By Hölder’s inequality,
|Ptf(x)| =
∣∣∣∣ˆ
Rd
pt(x− y)f(y)dy
∣∣∣∣ ≤ ‖f‖p‖pt(x− ·)‖q = ‖f‖p‖pt(·)‖q .
Using the scaling property for pt, we get
pt(x) =
t−β
|det(A(x0))|
q1(Ξ(t)(A(x0)
−1(x− U0))).
Hence
‖pt(·)‖q = ‖
t−β
|det(A(x0))|
q1(Ξ(t)(A(x0)
−1(· − U0)))‖q
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=
t−β
|det(A(x0))|
(
det(Ξ(t))−1
)1/q
‖q1((A(x0)
−1(· − U0)))‖q
=
t−βtβ/q
|det(A(x0))|
‖q1((A(x0)
−1(· − U0)))‖q
= t
−β q−1
q ‖p1(·)‖q = t
−β/p‖p1(·)‖q .
(3) Using the previous estimate,
|Rλf(x)| =
∣∣∣∣ˆ
Rd
e−λtPtf(x)dt
∣∣∣∣ ≤ ‖p1(·)‖q (ˆ ∞
0
e−λtt−β/p dt
)
‖f‖p.

Let A be the infinitesimal generator of the semigroup Pt on C0(R
d) with domain D(A). Note
that L0 = A on C
2
0(R
d).
We now study λ-potential measures for the case λ = 0. First, we give the definition of the
potential operator.
Definition 3.5. The potential operator (N,D(N)) for (Pt)t≥0 is the operator on C0(R
d), de-
fined by
Nf(x) = lim
t→∞
ˆ t
0
Psf(x) ds,
where f ∈ D(N) := {f ∈ C0(R
d) : Nf exists in C0(R
d)}.
Next we state a proposition, which shows that (N,D(N)) plays the role of an "inverse" operator
to −L0. Let R(N) denote the range of the operator N .
Proposition 3.6 ([BF75, Proposition 11.9.]). The following three conditions are equivalent:
(i) D(N) is dense in C0(R
d),
(ii) R(N) is dense in C0(R
d),
(iii) lim
t→∞
Ptf = 0 for all f ∈ C0(R
d).
When conditions (i)-(iii) are fulfilled the potential operator is a densely defined, closed operator
in C0(R
d), and the infinitesimal generator A is injective and satisfies
N = −A−1 and A = −N−1.
An important object will be the 0-resolvent operator, that is the limit
R0f := lim
λ→0
Rλf,
where f ∈ D(R0) := {f ∈ C0(R
d) : R0f exists in C0(R
d)}. By [BF75, Proposition 11.15]
R0 = N if lim
t→∞
Ptf = 0 for all f ∈ C0(R
d), which is fulfilled by Theorem 3.2. Moreover, by
Proposition 3.6 R0 is well-defined and a densely defined and closed operator in C0(R
d).
Lemma 3.7. Let f ∈ D(R0) and λ > 0. Then
Rλf −R0f = −λRλR0f.
Proof. Let f ∈ D(R0). By Lemma 3.3 for λ, µ > 0 we have
Rλf −Rµf = (µ− λ)RλRµf. (3.16)
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Since f ∈ D(R0) the limit lim
µ→0
Rµf exists in C0(R
d). Thus the result follows by taking the
limit µ→ 0 in (3.16). 
Next we want to study the long-time behavior of the process (Ut)t≥0 in terms of the potential
measure, c.f. [Ber96].
Definition 3.8. We say that a Lévy process is transient if the potential measures are Radon
measures, that is, for every compact set K ⊂ Rd
V (x,K) <∞, x ∈ Rd.
For z ∈ C, we write R(z) for the real part of z. One method to verify transience of a Lévy
process is the following. Recall
Theorem 3.9 ([Ber96, Theorem 17]). Let (Lt)t≥0 be a Lévy process with characteristic exponent
Ψ. If for some r > 0 ˆ
Br
R
(
1
Ψ(ξ)
)
dξ <∞, (3.17)
then (Lt)t≥0 is transient.
Note that Definition 3.8 and Theorem 3.9 also apply for shifted Lévy processes, i.e. Lévy
processes whose initial value is not zero.
We next show that (Ut)t≥0 is transient by verifying (3.17).
Proposition 3.10. (Ut)t≥0 is transient.
Proof. By Theorem 3.9 and (3.3), if
∃r > 0 :
ˆ
Br
1∑d
j=1 |Ajj(x0)ξj |
αj
dξ <∞,
then (Ut)t≥0 is transient. Let r < 1 such that for ξ ∈ Br. Then |ξj | < 1 for any j ∈ {1, . . . , d}.
Let c1 := min{|Ajj(x0)| : j ∈ {1, . . . , d}} and αmax = max{αj : j ∈ {1, . . . , d}}. Then
d∑
j=1
|Ajj(x0)ξj|
αj ≥ c1
d∑
j=1
|ξj |
αmax ≥ c1 max
j∈{1,...,d}
{|ξj |
αmax}
= c1
(
max
j∈{1,...,d}
{|ξj |
2}
)αmax/2
≥
c1
d
 d∑
j=1
|ξj|
2
αmax/2 = c2|ξ|αmax
Hence ˆ
Br
1
ψ(ξ)
dξ =
ˆ
Br
1∑d
j=1 |Ajj(x0)ξj |
αj
dξ ≤ c3
ˆ
Bǫ
1
|ξ|αmax
dξ
= c4
ˆ r
0
sd−1s−α ds = c4
ˆ r
0
sd−1−α ds <∞,
since d ≥ 3 and αmax ∈ (0, 2) and therefore d− αmax > 0. 
Because of the transience of the Lévy process Ut we have R0f(x) → 0 as |x| → ∞ for f ∈
Cc(R
d), see [Sat13, Exercise 39.14]. Furthermore is easy to see that R0f for f ∈ Cc(R
d) is
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continuous by dominated convergence theorem. Hence for f ∈ Cc(R
d) we know R0f ∈ C0(R
d).
We have
R0f(x) = E
x
ˆ ∞
0
f(Us)ds f ∈ Cc(R
d). (3.18)
Different to Rλ the operator R0 is not well-defined on Cb(R
d). For instance let f be a non-zero
constant function. Then by the representation (3.18) of R0, one can easily see that R0f is
infinite.
In the next step, we use Lemma 2.3 to write the operator L0 on f ∈ C
2
b (R
d) with respect to a
density.
Lemma 3.11. Let f ∈ C2b (R
d), then
L0f(x) =
1
2
d∑
j=1
ˆ
R\{0}
(f(x+ ejh)− 2f(x) + f(x− ejh))
cαj
|h|1+αj
|Ajj(x0)|
αjdh.
Proof. By Lemma 2.3
L0f(x) =
1
2
d∑
j=1
ˆ
R\{0}
(f(x+ ejAjj(x0)h) − 2f(x) + f(x− ejAjj(x0)h))
cαj
|h|1+αj
dh.
Using the substitution t = Ajj(x0)h for each summand, we get
L0f(x) =
1
2
d∑
j=1
ˆ
R\{0}
(f(x+ ejAjj(x0)h)− 2f(x) + f(x− ejAjj(x0)h))
cαj
|h|1+αj
dh
=
1
2
d∑
j=1
ˆ
R\{0}
(f(x+ ejt)− 2f(x) + f(x− ejt))
cαj
|Ajj(x0)−1t|1+αj
|Ajj(x0)|
−1 dt
=
1
2
d∑
j=1
ˆ
R\{0}
(f(x+ ejt)− 2f(x) + f(x− ejt))
cαj
|t|1+αj
|Ajj(x0)|
αj dt,
which proves the assertion. 
Next we give a Fourier multiplier theorem, which goes back to [BnB07].
Given p ∈ (1,∞), let
p∗ := max
{
p,
p
p− 1
}
⇐⇒ p∗ − 1 = max
{
(p− 1), (p − 1)−1
}
.
Let Π ≥ 0 be a symmetric Lévy measure on Rd and φ a complex-valued, Borel-measurable and
symmetric function with |φ(z)| ≤ 1 for all z ∈ Rd.
Theorem 3.12 ([BnB07, Theorem 1]). The Fourier multiplier with the symbol
M(ξ) =
´
Rd
(cos(ξ · z)− 1)φ(z)Π(dz)´
Rd
(cos(ξ · z)− 1)Π(dz)
(3.19)
is bounded in Lp(Rd) for 1 < p < ∞, with the norm at most p∗ − 1. That is, if we define the
operator M on L2(Rd) by
M̂f(ξ) =M(ξ)f̂ (ξ),
then M has a unique linear extension to Lp(Rd), 1 < p <∞, and
‖Mf‖p ≤ (p
∗ − 1)‖f‖p.
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For j ∈ {1, . . . , d}, let
Mjf(x) =
ˆ
R\{0}
(f(x+ ejh)− 2f(x) + f(x− ejh))
cαj
|h|1+αj
dh.
Our aim is to show that this operator fits into the set-up of Theorem 3.12. Let f ∈ L2(Rd).
Then
M̂jf(ξ) =
ˆ
Rd
eix·ξ
ˆ
R\{0}
(f(x+ ejh)− 2f(x) + f(x− ejh))
cαj
|h|1+αj
dhdx
=
ˆ
R\{0}
ˆ
Rd
eix·ξ(f(x+ ejh)− 2f(x) + f(x− ejh))
cαj
|h|1+αj
dx dh
=
ˆ
R\{0}
f̂(ξ)(eihej ·ξ − 2 + e−ihej ·ξ)
cαj
|h|1+αj
dh
= 2
ˆ
R\{0}
f̂(ξ)(cos(hξj)− 1)
cαj
|h|1+αj
dh.
For f ∈ C2c (R
d), R0f is well-defined and therefore, by the previous calculation
M̂jR0f(ξ) = −2
´
R\{0}(cos(hξj)− 1)
cαj
|h|1+αj
dh∑d
j=1
´
R\{0}(cos(hξj)− 1)
cαj
|h|1+αj
|Ajj(x0)|αj dh
f̂(ξ).
If we define for z = (z1, . . . , zd) ∈ R
d
Π(dz) =
d∑
j=1
|Ajj(x0)|
αj
cαj
|zj |1+αj
dzj
∏
i 6=j
δ{0}(dzi),
φ(z) = 1{z=eju : u∈R}(z)|Ajj(x0)|
−αj ,
(3.20)
then we can write
M̂jR0f(ξ) = −2
´
Rd
(cos(z · ξ)− 1)φ(z)Π(dz)´
Rd
(cos(z · ξ)− 1)Π(dz)
f̂(ξ).
Therefore by Theorem 3.12 for f ∈ C2c (R
d)
‖M̂jR0f‖p ≤ 2a(p
∗ − 1)‖f‖p, (3.21)
where
a = max{|A11(x0)|
−α1 , . . . , |Add(x0)|
−αd}. (3.22)
Let us define the perturbation operator on C2b (R
d) by
Bf(x) = Lf(x)− L0f(x).
Set
η := sup
j∈{1,...,d}
‖|Ajj(·)|
αj − |Ajj(x0)|
αj‖L∞(Rd). (3.23)
We assume
η ≤ η0 :=
1
4da(p∗ − 1)
, (Loc)
where a is defined as in (3.22).
Proposition 3.13. Let f ∈ C0(R
d) be such that R0f ∈ C
2
b (R
d). Let p ∈ (1,∞) and assume η
satisfies (Loc). Then
‖BR0f‖p ≤
1
4
‖f‖p.
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Proof. Without loss of generality, we can assume f ∈ Lp(Rd). Otherwise the right-hand side
of the assertion is infinite and the statement is trivially true. Using Hölder’s inequality, we get
‖BR0f‖p = ‖(L − L0)R0f‖p
=
∥∥∥∥∥12
d∑
j=1
ˆ
R\{0}
(R0f(·+ ejh)− 2R0f(·) +R0f(· − ejh))
cαj
|h|1+αj
dh
× (|Ajj(·)|
αj − |Ajj(x0)|
αj )
∥∥∥∥∥
p
≤
d∑
j=1
∥∥∥∥∥12
ˆ
R\{0}
(R0f(·+ ejh)− 2R0f(·) +R0f(· − ejh))
cαj
|h|1+αj
dh
× (|Ajj(·)|
αj − |Ajj(x0)|
αj )
∥∥∥∥∥
p
≤
1
2
η
d∑
j=1
‖MjR0f‖p.
Using (3.21), ‖MjR0f‖p ≤ 2a(p
∗ − 1)‖f‖p. Hence by the definition of η
‖BR0f‖p ≤ ηda(p
∗ − 1)‖f‖p ≤
1
4
‖f‖p.

3.2. Boundedness of the resolvent. The aim of this subsection is to prove that the resolvent
operator for any weak solution to (1.1) is bounded for any f ∈ C2b (R
d) by the Lp-norm of f .
More precisely, assume that P is a solution to the martingale problem for L started at x0, see
Definition 2.2 and E the expectation with respect to P. Let
Sλf = E
[ˆ ∞
0
e−λtf(Xt)dt
]
, f ∈ Cb(R
d). (3.24)
We want to show that under the assumption (Loc) there is a constant c1 > 0 such that
|Sλf | ≤ c1‖f‖p. (3.25)
For each n ∈ N we first define the truncated process
Y nt =
∞∑
k=0
Xk/2n1{ k
2n
≤t< k+1
2n
}∩{t≤n} +Xn1{t>n} (3.26)
and Unt as the solution to the system of stochastic differential equations
dUnt = A(Y
n
t−)dZt, U
n
0 = x0, (3.27)
where x0 ∈ R
d is as in (1.1). Since Y nt is piecewise constant and constant after time n, for
every n ∈ N, there is a unique solution Unt to (3.27). Let
V nλ f := E
[ˆ ∞
0
e−λtf(Unt )dt.
]
, f ∈ C0(R
d). (3.28)
First we show that the resolvent operator V nλ f converges to Sλf for any f ∈ Cb(R
d) and any
fixed λ > 0. This follows from the observation that Unt (ω) converges to Xt(ω) in probability
for all t ≥ 0.
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Lemma 3.14. Let λ > 0. For all f ∈ Cb(R
d)
lim
n→∞
V nλ f = Sλf.
Proof. Since lim
n→∞
Y nt− = Xt− almost surely, by dominated convergence U
n
t converges to Xt in
Lp and therefore Unt converges to Xt in probability with respect to the solution of martingale
problem P. Hence,
lim
n→∞
V nλ f = limn→∞
E
[ˆ ∞
0
e−λtf(Unt )dt
]
= E
[ˆ ∞
0
e−λtf(Xt)dt
]
= Sλf.

The following Lemma gives an Lp-bound for V nλ , depending on n. Since we want to consider
the limit of V nλ for n→∞, the statement of this lemma is not sufficient for our purposes. Thus
we have to improve the result to an uniform Lp-bound independent of n afterwards. This is to
be done in Theorem 3.17.
Lemma 3.15. Let p > β, n ∈ N and λ > 0. There is a constant c1 > 0, depending on n, such
that for all f ∈ Cb(R
d)
|V nλ f | ≤ c1‖f‖p.
The result follows as in [BC06, Lemma 5.1]. Hence we omit it here.
Next, we prove for every λ > 0 a uniform bound in n for sup
‖f‖p≤1
V nλ f. For this purpose, we need
to define auxiliary functions.
Let n ∈ N. For s ≥ 0 and ω ∈ Ω we define
A˜nj (s, ω) =
∞∑
k=0
Ajj(X k
2n
−(ω))1{ k
2n
≤s< k+1
2n
}∩{s≤n} +Ajj(Xn−(ω))1{s≥n}
and for f ∈ C2b (R
d)
L˜nf(x, s, ω) :=
d∑
j=1
ˆ
R\{0}
[f(x+ ejA˜nj (s, ω)h) − f(x)− h1{|h|≤1}∂jf(x)A˜
n
jj(s, ω)]
cαj
|h|1+αk
dh.
Moreover, let
B˜nf(x, s, ω) = L˜nf(x, s, ω)− L0f(x).
Note that for each j ∈ {1, . . . , d} by continuity it holds
lim
n→∞
A˜njj(s, ω) = Ajj(Xs−(ω))
and by dominated convergence we have for all f ∈ C2b (R
d)
lim
n→∞
L˜nf(x, s, ω) = Lf(Xs−(ω)).
Proposition 3.16. Let f ∈ C0(R
d) such that R0f ∈ C
2
b (R
d). Let p ∈ (1,∞) and assume that
η defined in (3.23) satisfies (Loc). Then
‖B˜nR0f‖ ≤
1
4
‖f‖p.
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Proof. Note that we can rewrite the operator B˜n by Lemma 2.3 with weighted second order
differences.
Since
sup
j∈{1,...,d}
sup
(s,ω)∈[0,∞)×Ω
∣∣∣|A˜njj(s, ω)|αj − |Ajj(x0)|αj ∣∣∣ ≤ η,
we also have (Loc) if we take A˜njj instead of Ajj.
The proof of Proposition 3.16 is now similar to the proof of Proposition 3.13. 
We now improve the result of Lemma 3.15 by proving that there is an upper bound independent
of n such that the result holds. At first we prove the result for compactly supported functions
whose resolvents are in C2b (R
d) and afterwards, in Corollary 3.18, we show by an elementary
limit argument that the result is true for functions in Cb with resolvents in C
2
b (R
d).
Theorem 3.17. Suppose p > β and λ > 0. There exists a constant c1 > 0, such that for all
n ∈ N and g ∈ Cc(R
d) with R0g ∈ C
2
b (R
d)
|V nλ g| ≤ c1‖g‖p.
Proof. The idea of the proof is to write V nλ f in terms of Rλf and B˜Rλf for a function f ∈
C2b (R
d) and use Proposition 3.16 to get an upper bound independent of n. Similar to the proof
of [BC06, Theorem 5.3] we can show that for f ∈ C2b (R
d)
V nλ f =
1
λ
E[f(Un0 )] +
1
λ
E
[ˆ ∞
0
e−λsL˜nf(U
n
s (ω), s, ω)ds
]
. (3.29)
Let g ∈ Cc(R
d) with R0g ∈ C
2
b (R
d). Then
(λ−L0)Rλg(x) = g(x) ⇐⇒ L0Rλg(x) = −g(x) + λRλg(x).
Hence
L˜nRλg(x, s, ω) = B˜nRλg(x, s, ω)− g(x) + λRλg(x). (3.30)
Let f = Rλg ∈ C
2
b (R
d). Plugging (3.30) into (3.29) for f = Rλg yields
V nλ Rλg =
1
λ
E[Rλg(U
n
0 )] +
1
λ
E
[ˆ ∞
0
e−λsB˜nRλg(U
n
s (ω), s, ω)ds
]
−
1
λ
V nλ g + V
n
λ Rλg,
which is equivalent to
V nλ g = E[Rλg(U
n
0 )] + E
[ˆ ∞
0
e−λsB˜nRλg(U
n
s (ω), s, ω)ds
]
.
Let h = g − λRλg. Then by Lemma 3.7
R0h = R0(g − λRλg) = R0g − λR0Rλ = Rλg.
Thus R0h ∈ C
2
b (R
d). Using the triangle inequality and Proposition 3.4, we get
‖h‖p ≤ ‖g‖p + ‖λRλg‖p ≤ 2‖g‖p.
Note ∣∣∣∣E [ˆ ∞
0
e−λsB˜nR0h(U
n
s (ω), s, ω)ds
]∣∣∣∣ ≤ E [ˆ ∞
0
e−λs|B˜nR0h(U
n
s (ω), s, ω)|ds
]
= V nλ (|B˜nR0h(U
n
s (ω), s, ω)|).
We define
Θn := sup
‖g‖p≤1
|V nλ g|.
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By Lemma 3.15 there is a c2 > 0, depending on n, but being independent of g, such that
|V nλ g| ≤ c2‖g‖p. Hence Θn ≤ c2 <∞.
Now we need to find a constant, independent of n, such that the assertion holds. Note that we
have shown h ∈ C0(R
d) with R0h ∈ C
2
b (R
d) which allows us to apply Proposition 3.16 on h.
By Proposition 3.4 and Proposition 3.16 there exists a c3 > 0, independent of n, such that
|V nλ g| =
∣∣∣∣Rλg(x0) + E [ˆ ∞
0
e−λsB˜nR0h(U
n
s (ω), s, ω)ds
]∣∣∣∣
≤ |Rλg(x0)|+
∣∣∣∣E [ˆ ∞
0
e−λsB˜nR0h(U
n
s (ω), s, ω)ds
]∣∣∣∣
≤ c3‖g‖p + V
n
λ (|B˜nR0h(U
n
s (ω), s, ω)|)
≤ c3‖g‖p +Θn(‖B˜nR0h(U
n
s (ω), s, ω)‖p)
≤ c3‖g‖p +Θn
(
1
4
‖h‖p
)
≤ ‖g‖p
(
c3 +
1
2
Θn
)
.
Taking the supremum over all g ∈ Cc(R
d) with R0g ∈ C
2
b (R
d) and ‖g‖p ≤ 1, we get
Θn ≤ c3 +
1
2
Θn ⇐⇒ Θn ≤ 2c3 <∞,
which proves the assertion for g ∈ Cc(R
d) with R0g ∈ C
2
b (R
d). 
Note that we had to take g ∈ Cc(R
d) with R0g ∈ C
2
b (R
d) in the proof of Theorem 3.17 so that
the expressions in the proof are well-defined. By a standard limit argument we conclude.
Corollary 3.18. Suppose p > β and λ > 0. There exists a constant c1 > 0, such that for all
n ∈ N and f ∈ Cb(R
d) with R0f ∈ C
2
b (R
d)
|V nλ f | ≤ c1‖f‖p.
Proof. By Theorem 3.17 we already know the result holds for compactly supported functions
whose resolvents are in C2b (R
d). The assertion on Cb(R
d) instead of Cc(R
d) follows by dom-
inated convergence. Let f ∈ Cb(R
d). Without loss of generality, we can assume f ∈ Lp(Rd).
Otherwise the right hand side of the assertion is infinite and the statement trivially holds true.
Let gm ∈ Cc(R
d) such that gm = f on Bm and supp(gm) ⊂ Bm+1. Then gm → f as m→ ∞.
Since f ∈ Lp(Rd), by dominated convergence gm also converges to f in L
p. Moreover, since gm
and f are bounded, we have
lim
m→∞
|V nλ gm(x)| = |V
n
λ limm→∞
gm(x)|,
which finishes the proof. 
Finally, we can prove the desired result.
Corollary 3.19. Suppose p > β. There exists a constant c1 > 0, such that for all f ∈ Cb(R
d)
with R0f ∈ C
2
b (R
d)
|Sλf | ≤ c1‖f‖p.
Proof. By Lemma 3.14 and Corollary 3.18 we get
|Sλf | = lim
n→∞
|V nλ f | ≤ limn→∞
c1‖f‖p = c1‖f‖p,
where we have used the fact that c1 is independent of n. 
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The next proposition gives a representation of Sλf . See [BC06, Proposition 6.1] for a proof.
Proposition 3.20. Let f ∈ Cb(R
d) with Rλf ∈ C
2
b (R
d) and λ > 0. Then
Sλf = Rλf(x0) + SλBRλf.
3.3. Auxiliary results. Before we prove the main result, we prove some important technical
results. The following theorem states that in order to prove uniqueness of solutions to the
martingale problem, it is sufficient to prove uniqueness for the corresponding resolvents.
Theorem 3.21. Let P1,P2 be two solutions to the martingale problem for L started at x0.
Suppose for all x ∈ Rd, λ > 0 and f ∈ C2b (R
d),
E1
[ˆ ∞
0
e−λtf(Xt)dt
]
= E2
[ˆ ∞
0
e−λtf(Xt)dt
]
.
Then for each x0 ∈ R
d the solution to the martingale problem for L has a unique solution.
A proof of this theorem can be found e.g. in [Bas98, Theorem V.3.2]. Although the author
studies the martingale problem for the elliptic operator A in nondivergence form given on
C2(Rd) by
Af(x) =
1
2
d∑
i,j=1
aij(x)
∂2f(x)
∂xi∂xj
+
d∑
i=1
bi(x)
∂f(x)
∂xi
,
where aij and bi are bounded and measurable, the proof of Theorem 3.21 does not significantly
change and does apply for a large class of operators. Hence, we don’t give the proof and refer
the reader to [Bas98, Theorem V.3.2].
Recall that assumption (Loc) states
sup
j∈{1,...,d}
‖|Ajj(·)|
αj − |Ajj(x0)|
αj‖L∞(Rd) ≤
1
4da(p∗ − 1)
,
where a = max{|A11(x0)|
−α1 , . . . , |Add(x0)|
−αd} and p∗ − 1 = max
{
(p − 1), (p − 1)−1
}
. By
Proposition 3.13 this assumption implies ‖BR0h‖p ≤
1
4‖h‖p for h ∈ C
2
c (R
d).
We first prove uniqueness of solutions to the martingale problem for L under the assumption
(Loc).
Proposition 3.22. Let x0 ∈ R
d and assume (Loc) holds for the coefficients of L. Suppose P1
and P2 are two solutions to the martingale problem for L started at x0. Then P1 = P2.
Proof. We follow the proof of [BC06, Proposition 6.2].
Let p > β. Moreover let S1λ and S
2
λ be defined as above with respect to P1 and P2 respectively.
Set
S∆λ g := S
1
λg − S
2
λg,
where g ∈ Cb(R
d) with R0g ∈ C
2
b (R
d) and let
Θ = sup
‖g‖p≤1
|S∆λ g|.
By Corollary 3.19, we have Θ < ∞. Let f ∈ Cc(R
d) with R0f ∈ C
2
b (R
d) and define h :=
f−λRλf . As in the proof of Theorem 3.17 we conclude h ∈ C0(R
d) and R0h = Rλf ∈ C
2
b (R
d).
By Proposition 3.13, we have
‖BR0h‖p ≤
1
4
‖h‖p.
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Furthermore, Proposition 3.20 and ‖h‖p ≤ 2‖f‖p imply
|S∆λ BRλf | = |S
∆
λ BR0h| ≤ Θ‖BR0h‖p ≤
1
4
Θ‖h‖p ≤
1
2
Θ‖f‖p.
As in the proof of Corollary 3.18, we can take f ∈ Cb(R
d) with R0f ∈ C
2
b (R
d). Taking the
supremum over f ∈ Cb(R
d) with R0f ∈ C
2
b (R
d) and ‖f‖p ≤ 1, we have Θ ≤
1
2Θ and since Θ
is finite we have Θ = 0 by Corollary 3.19. Finally, taking f ∈ C2b (R
d), the result follows by
Theorem 3.21. 
The following result provides a maximal inequality.
Lemma 3.23. Let (Ω,F , (Ft)t≥0,P,X,Z) be a weak solution to (1.1). There exists a constant
c > 0 depending only on the upper bounds of |Aij(x)| for 1 ≤ i, j ≤ d and the dimension d,
such that for every δ > 0 and t ≥ 0
P
(
sup
s≤t
|Xs −X0| > δ
)
≤ ct
d∑
j=1
δ−αj .
Proof. Using the maximal inequality from [BSW13, Theorem 5.1], we immediately conclude
P
(
sup
s≤t
|Xs −X0| ≥ δ
)
≤ c1t sup
|y−x|≤r
sup
|δ|≤1/r
d∑
j=1
|δ · aj(x)|
αj ≤ c2t
d∑
j=1
δ−αj ,
where c2 depends on the upper bounds of |Aij(x)| for 1 ≤ i, j ≤ d and the dimension d only. 
Note that Lemma 3.23 is an immediate consequence of [Sch98, Lemma 4.1], where the author
provides maximal inequalities for a large class of Feller processes. See also [SU07, Section 3].
Let Θt be the shift operator on D([0,∞)) that is f(s) ◦Θt = f(s+ t). Recall the definition of
the first exit time:
τ := τBr(x0) := inf{t ≥ 0: |Xt − x0| ≥ r}.
We define
Pτ (A) = Pi(A ◦Θτ )
and let Eτ be the expectation with respect to Pτ .
Lemma 3.24. Let P be a solution to the martingale problem for L started at x0 ∈ R
d and
Q(·, ·) be a regular conditional probability for E[· |Fτ ]. Then Q(ω, ·) is P-almost surely a solution
to the martingale problem for L started at Xτ (ω).
For a proof we refer the reader to [Bas98, Proposition VI.2.1].
3.4. Proof of Theorem 1.1.
Proof. The proof follows the idea of the proof of [Bas98, Theorem VI.3.6]
Let P1 and P2 be two solutions to the martingale problem for L started at x0 ∈ R
d. Recall
that we consider the canonical process (Xt)t≥0 on the Skorohod space Ω = D([0,∞);R
d), i.e.
Xt(ω) = ω(t) and (Ft) is the minimal augmented filtration with respect to the process (Xt)t.
We denote the σ-field of the probability space by F∞.
For N ∈ N let
ρN := τBN := inf{t ≥ 0 : |Xt − x0| > N}.
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Since càdlàg functions are locally bounded the process Xt does not explode in finite time.
Further by the transience of Zt, we have for i = 1, 2,
ρN →∞ Pi-a.s. as N →∞. (3.31)
To prove P1 = P2, we have to show that all finite dimensional distributions of Xt under P1
and P2 are the same. By (3.31) it is sufficient to show that there is a N0 ∈ N such that for all
N ≥ N0
P1
∣∣
FρN
= P2
∣∣
FρN
.
Choose N0 = ⌊|x0|⌋+ 1 and let N ≥ N0 be arbitrary. Set
‖A‖∞ := max
1≤j≤d
sup
x∈Rd
|Ajj(x)|.
Since A(x) is non-degenerate at each point x ∈ Rd,
µ1(A,N) := inf
x∈BN
inf
u∈Rd : ‖u‖=1
|A(x)u| > 0.
Let η˜0 :=
η0
2 , where η0 is defined as in (Loc). Since A is continuous on R
d, it is uniformly
continuous on BN+1. Hence there is a r ∈ (0, 1) such that
sup
1≤j≤d
|Ajj(x)−Ajj(y)| <
η˜0
2
for x, y ∈ BN+1, |x− y| < r.
Let A˜ : Rd → Rd×d be diagonal such that A˜ = A on Br and the functions x 7→ A˜jj(x) on
the diagonal are continuous and bounded for all j ∈ {1, . . . , d}. Moreover let A˜ be uniformly
non-degenerate such that
µ1,1(A˜) = inf
u∈Rd:|u|=1
inf
x∈Rd
|A˜(x)u| >
µ1(A,N)
2
and
sup
j∈{1,...,d}
|A˜jj(·)− A˜jj(x0)|L∞(Br) < η˜0.
Let L˜ be defined as L with A replaced by A˜. By Proposition 3.22, there is a unique solution of
the martingale problem for L˜ started at any x0 ∈ R
d. We call this solution P˜.
Let Q˜(·, ·) be a regular conditional probability for E˜[· |Fτ ] By Lemma 3.24 Q˜(ω, ·) is P˜-almost
surely a solution to the martingale problem for L˜ started at Xτ (ω). For abbreviation we denote
this measure by Q˜ .
Define the measure on (F∞ ◦Θτ ) ∩ Fτ by
P(A ∩B ◦Θτ ) :=
ˆ
A
Q˜(B)dPi, A ∈ Fτ , B ∈ F∞,
which represents the process behaving according to Pi up to time τ and afterwards according
to P˜.
We now show that Pi solves the martingale problem for L˜ started at x0.
Clearly Pi(X0 = x0) = Pi(X0 = x0) = 1.
Let f ∈ C2b (R
d). Then
Mt = f(Xt∧τ )− f(X0)−
ˆ t∧τ
0
L˜f(Xs)ds
= f(Xt∧τ )− f(X0)−
ˆ t∧τ
0
Lf(Xs)ds
THE MARTINGALE PROBLEM FOR A CLASS OF NONLOCAL OPERATORS OF DIAGONAL TYPE 23
is Fτ measurable for each t ≥ 0 and by assumption a Pi-martingale. Therefore (Mt)t≥0 a
Pi-martingale. Further
Nt = f(Xt+τ )− f(Xτ )−
ˆ t+τ
τ
L˜ ds
is a Pi-martingale by Lemma 3.24.
Hence Pi, i = 1, 2, is a solution to the martingale problem for L˜ started at x0. By definition
of L˜ the coefficients satisfy the assumptions of Proposition 3.22 and therefore P1 = P2, which
implies P1
∣∣
Fτ
= P2
∣∣
Fτ
.
We define the sequence of exit times (τk)k∈N as follows
τ1 := τ and τk+1 = inf{t > τk : |Xt −Xτk | > r} ∧ ρN .
Iterating the piecing-together method from before, we get P1 = P2 on Fτk for all k ∈ N. By
Lemma 3.23 it holds that τk → ρN as k →∞ and hence we get P1 = P2 on FρN , which finishes
the proof. 
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