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Abstract
Single-cell RNA sequencing provides tremendous
insights to understand biological systems. How-
ever, the noise from dropout can corrupt the down-
stream biological analysis. Hence, it is desirable
to impute the dropouts accurately. In this work,
we propose a simple and powerful dropout imputa-
tion method (SCGNN) by applying a bottlenecked
Graph Convolutional Neural Network on an in-
duced hierarchical cell similarity graph. We show
SCGNN has competitive performance against
state-of-the-art baselines across three datasets and
can improve downstream analysis.
1. Introduction
Single-cell RNA sequencing (scRNA-seq) revolutionizes
the ability to study the biological processes by narrowing
the study resolution to single cell level (Usoskin et al., 2015;
Keren-Shaul et al., 2017; Stephenson et al., 2018; Gladka
et al., 2018).
Despite tremendous success, scRNA-seq suffers from nois-
iness due to the low RNA capture rate (Kharchenko et al.,
2014; Jia et al., 2017). Lots of missing values (zero) are
observed in scRNA experiment and these values could be
either truly zero RNA expression or false negatives due to
the low capture rate and failure of amplification. The false
negatives is called dropout events. These dropout could
potentially affect the downstream analysis such as cell clus-
tering (Hicks et al., 2018). Hence, to leverage the scRNA-
seq for biological tasks, it is of tremendous necessity and
importance to impute these dropouts accurately.
Several scRNA-seq imputation methods have shown initial
success (Arisdakessian et al., 2019; Van Dijk et al., 2018;
Huang et al., 2018; Gong et al., 2018) and there are two
principles that are leveraged. The first one is the gene co-
expression pattern. Through gene regulations, several genes
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can be expressed together. Hence, if a gene is an incorrectly
dropout event, it could be corrected after observing high
values of co-expressed genes in the same cell. The second
one is cell-cell similarity. As scRNA experiments sequence
large number of cells where genes in the similar cells are
expected to have similar expression values, a dropout event
in one cell can be recovered by imputing the values from
a similar cell. These two principles govern the majority
of the methods such as MAGIC (Van Dijk et al., 2018),
SAVER (Huang et al., 2018), DCA (Eraslan et al., 2019)
and etc. The auto-encoder approaches are reported to have
competitive performances in several recent studies (Aris-
dakessian et al., 2019; Eraslan et al., 2019).
Despite promising results, there are still several challenges
that could be tackled in previous works:
1. Hierarchical cell similarity is missing. For cell similar-
ity, previous works usually select a set of similar cells and
then treat all of them as the same. However, it is likely that
there is a hierarchy among the similar cells, i.e. a set of
cells have a higher similarity or importance to impute than
others.
2. Method that combine cell similarity and gene co-
expression principles is lacking. We observed that most of
the previous works focus on improving either cell similarity
or gene similarity principle.
To tackle the above challenges, in this work, we propose a
new method called SCGNN, which successfully addresses
the above two challenges via:
1. An induced hierarchical cell similarity graph. The
induced cell similarity graph is constructed in a way that
preserves the cell similarity hierarchy such that the immedi-
ate neighbor of a cell is the top K most similar cells, with
the n-hop neighbors’ similarity decreasing as n goes larger.
This network is induced from the raw scRNA-seq data and
does not require additional sources.
2. A novel bottle-necked GCN network to integrate
cell similarity and gene co-expression patterns. SCGNN
leverages the neighborhood message passing mechanism of
GCN. To allow GCN to capture the gene co-expreesion
pattern, we inject the bottleneck effect into the GCN
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network, which has shown efficacy to capture gene co-
expressions (Arisdakessian et al., 2019). SCGNN achieve
this through a simple modifications by manipulating the
weight matrix of GCNs. A one line equation is derived to
conduct the entire process from raw data to imputed data.
SCGNN has competitive performances in dropout imputa-
tion on three real world datasets when compared to several
state-of-the-art baselines. The imputed scRNA matrix re-
duces noise and improves downstream biological analysis.
2. Method
Task Description. Given a dataset of scRNA sequences X,
where Xij is the expression value of j-th gene in i-th cell,
we want to find a function F to generate an imputed scRNA
seq matrix X˜ where X˜ij is the imputed expression value of
j-th gene in i-th cell: F : X→ X˜.
Since the dropout is unknown, we follow standard prac-
tice (Arisdakessian et al., 2019) to mask portions of non-
zero values and make them zeros to simulate the dropout.
This step and other data processing step is described in de-
tail in Section. 3.1. We denote the preprocessed scRNA-seq
xˆ.
Induced hierarchical cell similarity graph. To aggregate
gene information from similar cells, we construct a cell
graph where the nodes are cells and edges connect similar
cell. For a high quality graph, we filter the noise such
as experiment artifacts by applying Principle Component
Analysis (PCA) and using the top 50 dimensions to retain the
majority of the variations. Then, we compute the euclidean
distance among each cell-pair i and j, which accounts for
their similarity. The similarity matrix S is constructed where
each position Sij is the similarity between cells i and j. S
is then used to construct a K-nearest neighbor (KNN) graph
where each cell is connected to its K most-similar cells
based on S. This KNN graph is our cell similarity graph G
with adjacency matrix A.
Note that G preserves the cell similarity hierarchies. For
target cell i that we want to impute, the immediate neighbors
are the top K similar cells. Since we know for each neighbor
j of cell i, j has K neighbors (i’s second-hop neighbors) that
are the most similar to j. By the transitivity of euclidean
distance, the second-hop neighbors are also similar to our
target cell, although less similar to the first-hop neighbors.
Hence, G preserves the hierarchical structure of cell sim-
ilarity. We call cells in the first-hop neighbors first-order
similar cells and second-hop neighbors second-order similar
cells and so forth.
Graph convolutional encoding. We use a two-layer graph
convolutional neural network (Kipf & Welling, 2016) to
aggregate the hierarchical cell similarity information in a
simple propagation equation. GNN could be considered as
message passing across connected nodes where messages
are node attributes (scRNA sequence in our case). For the
first layer of GCN, for any node cell i with the attribute Xˆi,
it aggregates node attributes from the connected neighbors
j ∈ N (i) with a learnable matrix W1g and a non-linear
function σ to obtain an updated cell representation Hi for
target cell i:
Hi = σ
 1
Kˆ
∑
j∈N (i)∪i
XˆjW
1
g
 ,
where Kˆ is the KNN parameter K plus 1 for the node itself.
It is also the degree of each cell in our similarity network. To
interpret this, we see it takes the mean of the weighted first-
order similar cells’ scRNA-seq data. Intuitively, for dropout
gene, this step imputes these gene expressions by taking
the average of gene expressions from the most similar cells.
For the second layer, the GCN applies the same propagation
rule on top of the new Hi to obtain the imputed X˜i:
X˜i = σ
 1
Kˆ
∑
j∈N (i)∪i
HjW
2
g
 .
The second propagation layer utilizes the second-order sim-
ilar cells. It is clear when we combine the two propagation
layers by expanding Hj :
X˜i = σ
 1
Kˆ
∑
j∈N (i)∪i
σ
 1
Kˆ
∑
k∈N (j)∪j
XˆkW
1
g
W2g
 .
After the second layer, we see that GCN actually imputes
the target gene expressions by aggregation first-order cells’
expression by the factor 1
Kˆ
and the second-order cells’ ex-
pression by the factor 1
Kˆ2
. Intuitively speaking, it aggregates
similar cells where different level of similarity will have dif-
ferent aggregation weights. Less similar cells have less
weights for the final imputation vector. This is an ideal
property for dropout imputation that previous methods do
not have.
The hierarchical imputation equation can be vectorized for
every cell in G through matrix multiplication for fast paral-
leled computation (Kipf & Welling, 2016):
X˜ = σ
(
Aˆ σ
(
AˆXˆW1g
)
W2g
)
where Aˆ = D˜−
1
2 A˜D˜−
1
2 , D˜ and A˜ are the renormalized
degree and adjacency matrices of cell similarity graph G,
defined as: A˜ = A+ I and D˜ii =
∑
j A˜ij (I is the identity
matrix). We see this equation takes in the preprocessed data
and outputs the imputed values.
Bottle-necked GCN weights. We present a novel but sim-
ple modifications on GCN to leverage gene co-expression
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Xˆ2<latexit sha1_base64="3xneNpWNSrTdeSGCdFtq+Bb250Q=">AAACAHicbVC7TsMwF HV4lvIKj43FokViqpIwwFjBwlgkSouaqHJcp7XqPGTfIJUo4ldYGGBBrHwGG3+D02aAliPZOjrnXvn4+IngCizr21haXlldW69sVDe3tnd2zb39OxWnkrI2jUUsuz5RTPCItYGDY N1EMhL6gnX88VXhdx6YVDyObmGSMC8kw4gHnBLQUt88rLsjApkbEhj5QdbN875T75s1q2FNgReJXZIaKtHqm1/uIKZpyCKggijVs60EvIxI4FSwvOqmiiWEjsmQ9TSNSMiUl03T5 /hEKwMcxFKfCPBU/b2RkVCpSejrySKlmvcK8T+vl0Jw4WU8SlJgEZ09FKQCQ4yLKvCAS0ZBTDQhVHKdFdMRkYSCLqyqS7Dnv7xI7p2GfdbQl3Pj1JqXZSMVdISO0Smy0TlqomvUQ m1E0SN6Rq/ozXgyXox342M2umSUOwfoD4zPH+81lZo=</latexit>
Xˆ3
<latexit sha1_base64="eDiFE/1RzZcz8NzvRrugWWb7V60=">AAACAHicbVC7TsMwF L0pr1Je4bGxWLRITFXSDjBWsDAWidKiJqoc12mtOg/ZDlKJIn6FhQEWxMpnsPE3OG0GaDmSraNz7pWPjxdzJpVlfRulldW19Y3yZmVre2d3z9w/uJNRIgjtkIhHoudhSTkLaUcxxW kvFhQHHqddb3KV+90HKiSLwls1jakb4FHIfEaw0tLAPKo5Y6xSJ8Bq7PlpL8sGzdrArFp1awa0TOyCVKFAe2B+OcOIJAENFeFYyr5txcpNsVCMcJpVnETSGJMJHtG+piEOqHTTWf oMnWpliPxI6BMqNFN/b6Q4kHIaeHoyTykXvVz8z+snyr9wUxbGiaIhmT/kJxypCOVVoCETlCg+1QQTwXRWRMZYYKJ0YRVdgr345WVy36jbzbq+GjeNauuyaKQMx3ACZ2DDObTgGtr QAQKP8Ayv8GY8GS/Gu/ExHy0Zxc4h/IHx+QPwvZWb</latexit>
Xˆ4<latexit sha1_base64="Z+/zWj+sHvn6IllylrEnuRqVmfc=">AAACAHicbV C7TsMwFL0pr1Je4bGxRLRITFVSkGCsYGEsEqVFTVQ5rtNadZzIdpBKFPErLAywIFY+g42/wWkzQMuRbB2dc698fPyYUals+9soLS2vrK6V1ysbm1vbO+bu3p2MEo FJG0csEl0fScIoJ21FFSPdWBAU+ox0/PFV7nceiJA04rdqEhMvRENOA4qR0lLfPKi5I6RSN0Rq5AdpN8v6Z7W+WbXr9hTWInEKUoUCrb755Q4inISEK8yQlD3Hjp WXIqEoZiSruIkkMcJjNCQ9TTkKifTSafrMOtbKwAoioQ9X1lT9vZGiUMpJ6OvJPKWc93LxP6+XqODCSymPE0U4nj0UJMxSkZVXYQ2oIFixiSYIC6qzWniEBMJKF1 bRJTjzX14k9426c1rXV+OmUW1eFo2U4RCO4AQcOIcmXEML2oDhEZ7hFd6MJ+PFeDc+ZqMlo9jZhz8wPn8A8kWVnA==</latexit>
Xˆ5
<latexit sha1_base64="wMjdomIRdv7Xhu90Irt4JA+k/D8=">AAACAHicbVC 7TsMwFL0pr1Je4bGxRLRITFVShGCsYGEsEqVFTVQ5rtNadZzIdpBKFPErLAywIFY+g42/wWkzQMuRbB2dc698fPyYUals+9soLS2vrK6V1ysbm1vbO+bu3p2MEoFJ G0csEl0fScIoJ21FFSPdWBAU+ox0/PFV7nceiJA04rdqEhMvRENOA4qR0lLfPKi5I6RSN0Rq5AdpN8v6Z7W+WbXr9hTWInEKUoUCrb755Q4inISEK8yQlD3HjpWXIq EoZiSruIkkMcJjNCQ9TTkKifTSafrMOtbKwAoioQ9X1lT9vZGiUMpJ6OvJPKWc93LxP6+XqODCSymPE0U4nj0UJMxSkZVXYQ2oIFixiSYIC6qzWniEBMJKF1bRJTj zX14k9426c1rXV+OmUW1eFo2U4RCO4AQcOIcmXEML2oDhEZ7hFd6MJ+PFeDc+ZqMlo9jZhz8wPn8A882VnQ==</latexit>
eX5
<latexit sha1_base64="J0fb3O9yYSG6NhJTzQvs2iqHZnY=">AAACBnicbVDLSsNAFJ34rPUVdaebYCu4KklFdFl047KCtZUmhMnkph06eTAzUUoIuPFX3LjQjbj1 G9z5N07aLLT1wAyHc+7l3nu8hFEhTfNbW1hcWl5ZraxV1zc2t7b1nd1bEaecQIfELOY9DwtgNIKOpJJBL+GAQ49B1xtdFn73HrigcXQjxwk4IR5ENKAESyW5+n7dfqA+SMp8yOwQy6EXZL08d0/rrl4zG+YExjyxSlJDJdqu/mX7MUlDiCRhWIi+ZSbSyTCXlDDIq3YqIMFkhAfQVzTCIQgnm9yQG0dK8Y0g5upF0piovzsyHAoxDj1VWWwpZr1 C/M/rpzI4dzIaJamEiEwHBSkzZGwUgRg+5UAkGyuCCadqV4MMMcdEqtiqKgRr9uR5ctdsWCcN9TWvm7XWRZlIBR2gQ3SMLHSGWugKtVEHEfSIntEretOetBftXfuYli5oZc8e+gPt8wfYEJhX</latexit> eX4
<latexit sha1_base64="SHyHJlIPfYq3PRS4Ts2zKc+kDm4=">AAACBnicbVDLSsNAFJ34rPUVdaebYCu4KkkVdFl047KCtZUmhMnkph06eTAzUUoIuPFX3LjQjbj1G9 z5N07aLLT1wAyHc+7l3nu8hFEhTfNbW1hcWl5ZraxV1zc2t7b1nd1bEaecQIfELOY9DwtgNIKOpJJBL+GAQ49B1xtdFn73HrigcXQjxwk4IR5ENKAESyW5+n7dfqA+SMp8yOwQy6EXZL08d0/rrl4zG+YExjyxSlJDJdqu/mX7MUlDiCRhWIi+ZSbSyTCXlDDIq3YqIMFkhAfQVzTCIQgnm9yQG0dK8Y0g5upF0piovzsyHAoxDj1VWWwpZr1C/M/r pzI4dzIaJamEiEwHBSkzZGwUgRg+5UAkGyuCCadqV4MMMcdEqtiqKgRr9uR5ctdsWCcN9TWvm7XWRZlIBR2gQ3SMLHSGWugKtVEHEfSIntEretOetBftXfuYli5oZc8e+gPt8wfWiJhW</latexit>
eX3
<latexit sha1_base64="NHugH3E6tdPA7S0cMqADiAQ+9Ow=">AAACBnicbVC7TsNAEDzzDOFloIPGIkGiiuykgDKChjJIhATFlnU+r5NTzg/dnUGRZYmGX6Ghg AbR8g10/A3nxAUkjHSn0cyudne8hFEhTfNbW1peWV1br2xUN7e2d3b1vf1bEaecQJfELOZ9DwtgNIKupJJBP+GAQ49BzxtfFn7vHrigcXQjJwk4IR5GNKAESyW5+mHdfqA+SMp8yOwQy5EXZP08d1t1V6+ZDXMKY5FYJamhEh1X/7L9mKQhRJIwLMTAMhPpZJhLShjkVTsVkGAyxkMYKBrhEISTTW/IjROl+EYQc/UiaUzV3x0ZDoWYh J6qLLYU814h/ucNUhmcOxmNklRCRGaDgpQZMjaKQAyfciCSTRTBhFO1q0FGmGMiVWxVFYI1f/IiuWs2rFZDfc3rZq19USZSQUfoGJ0iC52hNrpCHdRFBD2iZ/SK3rQn7UV71z5mpUta2XOA/kD7/AHVAJhV</latexit>
eX2
<latexit sha1_base64="rUDWNiwxetaasvTTy1HbsL9AmdE=">AAACBnicbVC7TsNAEDyHVwgvAx00FgkSVWSbAsoIGsogERIUW9H5vE5OOT90dwZFliUafoWGAhpEyzfQ8TecE xeQMNKdRjO72t3xEkaFNM1vrbK0vLK6Vl2vbWxube/ou3u3Ik45gQ6JWcx7HhbAaAQdSSWDXsIBhx6Drje+LPzuPXBB4+hGThJwQzyMaEAJlkoa6AcN54H6ICnzIXNCLEdekPXyfGA3BnrdbJpTGIvEKkkdlWgP9C/Hj0kaQiQJw0L0LTORboa5pIRBXnNSAQkmYzyEvqIRDkG42fSG3DhWim8EMVcvksZU/d2R4VCISeipymJLMe8V4n9eP5XBuZvRKEklRGQ2KEiZIW OjCMTwKQci2UQRTDhVuxpkhDkmUsVWUyFY8ycvkju7aZ021Wdf2/XWRZlIFR2iI3SCLHSGWugKtVEHEfSIntEretOetBftXfuYlVa0smcf/YH2+QPTeJhU</latexit>
eX1
<latexit sha1_base64="HHqIgK+jWd6Xou3tnl3gAksIk88=">AAACBnicbVC7TsNAEDyHVwgvAx00FgkSVWSHAsoIGsogERIUW9b5vE5OOT90dwZFliUafoWGAhpE yzfQ8TecExeQMNKdRjO72t3xEkaFNM1vrbK0vLK6Vl2vbWxube/ou3u3Ik45gS6JWcz7HhbAaARdSSWDfsIBhx6Dnje+LPzePXBB4+hGThJwQjyMaEAJlkpy9YOG/UB9kJT5kNkhliMvyPp57loNV6+bTXMKY5FYJamjEh1X/7L9mKQhRJIwLMTAMhPpZJhLShjkNTsVkGAyxkMYKBrhEISTTW/IjWOl+EYQc/UiaUzV3x0ZDoWYhJ6qLLYU814h /ucNUhmcOxmNklRCRGaDgpQZMjaKQAyfciCSTRTBhFO1q0FGmGMiVWw1FYI1f/IiuWs1rdOm+lrXrXr7okykig7RETpBFjpDbXSFOqiLCHpEz+gVvWlP2ov2rn3MSita2bOP/kD7/AHR8JhT</latexit>
H1
<latexit sha1_base64="kpSSNn19r2WGHSt9sLb3BkmiDck=">AAAB+HicbVDNTgIxGPzWX8Q/1KOXRjDxRHbxoEeiF46YiGBgJd3ShYa2u2m7GrLh Pbx40Ivx6qN4823swh4UnKTNZOb70ukEMWfauO63s7K6tr6xWdgqbu/s7u2XDg7vdJQoQlsk4pHqBFhTziRtGWY47cSKYhFw2g7G15nffqRKs0jemklMfYGHkoWMYGOlh0pPYDMKwrQx7XuVfqnsVt0Z0DLxclKGHM1+6as3iEgiqDSEY627nhsbP8XKMMLptNhLNI0xGeMh7VoqsaDaT2epp+jUKgMURsoead BM/b2RYqH1RAR2MgupF71M/M/rJia89FMm48RQSeYPhQlHJkJZBWjAFCWGTyzBRDGbFZERVpgYW1TRluAtfnmZ3Neq3nnVXrWbWrl+lTdSgGM4gTPw4ALq0IAmtICAgmd4hTfnyXlx3p2P+eiKk+8cwR84nz9rB5KL</latexit>
H2
<latexit sha1_base64="eZxgpjBILkqcFJ1CtagreqJAqYI=">AAAB+HicbVC9TsMwGPxS/kr5KzCyWLRITFWSDjBWsHQsEqVFbagc12mtOk5kO 6Aq6nuwMMCCWHkUNt4Gp80ALSfZOt19n3w+P+ZMadv+tgpr6xubW8Xt0s7u3v5B+fDoTkWJJLRNIh7Jro8V5UzQtmaa024sKQ59Tjv+5DrzO49UKhaJWz2NqRfikWABI1gb6aHaD7Ee+0HanA3c6qBcsWv2HGiVODmpQI7WoPzVH0YkCanQhGOleo4day/FUjPC6azUTxSNMZngEe0ZKnBIlZfOU8/QmVG GKIikOUKjufp7I8WhUtPQN5NZSLXsZeJ/Xi/RwaWXMhEnmgqyeChIONIRyipAQyYp0XxqCCaSmayIjLHERJuiSqYEZ/nLq+TerTn1mrncG7fSuMobKcIJnMI5OHABDWhCC9pAQMIzvMKb9WS9WO/Wx2K0YOU7x/AH1ucPbI+SjA==</latexit>
H3
<latexit sha1_base64="bjc+IKMGTArBheywMFXk+bLzRJ0=">AAAB+HicbVC9TsMwGPxS/kr5CzCyWLRITFXSDjBWsHQsEqVFbagc12mtOk5kO6Aq 6nuwMMCCWHkUNt4Gp80ALSfZOt19n3w+P+ZMacf5tgpr6xubW8Xt0s7u3v6BfXh0p6JEEtomEY9k18eKciZoWzPNaTeWFIc+px1/cp35nUcqFYvErZ7G1AvxSLCAEayN9FDph1iP/SBtzgb1ysAuO1VnDrRK3JyUIUdrYH/1hxFJQio04VipnuvE2kux1IxwOiv1E0VjTCZ4RHuGChxS5aXz1DN0ZpQhCiJpjtBo rv7eSHGo1DT0zWQWUi17mfif10t0cOmlTMSJpoIsHgoSjnSEsgrQkElKNJ8agolkJisiYywx0aaokinBXf7yKrmvVd161Vy1m1q5cZU3UoQTOIVzcOECGtCEFrSBgIRneIU368l6sd6tj8Vowcp3juEPrM8fbheSjQ==</latexit>
H4
<latexit sha1_base64="mx/2eta8gryxwA31CyrZ7T26quw=">AAAB+HicbVC9TsMwGPxS/kr5CzCyWLRITFVSkGCsYOlYJEqL2lA5rtNadZzIdkBV 1PdgYYAFsfIobLwNTpsBWk6ydbr7Pvl8fsyZ0o7zbRVWVtfWN4qbpa3tnd09e//gTkWJJLRFIh7Jjo8V5UzQlmaa004sKQ59Ttv++Drz249UKhaJWz2JqRfioWABI1gb6aHSC7Ee+UHamPbPK3277FSdGdAycXNShhzNvv3VG0QkCanQhGOluq4Tay/FUjPC6bTUSxSNMRnjIe0aKnBIlZfOUk/RiVEGKIikOUK jmfp7I8WhUpPQN5NZSLXoZeJ/XjfRwaWXMhEnmgoyfyhIONIRyipAAyYp0XxiCCaSmayIjLDERJuiSqYEd/HLy+S+VnXPquaq3dTK9au8kSIcwTGcggsXUIcGNKEFBCQ8wyu8WU/Wi/VufcxHC1a+cwh/YH3+AG+fko4=</latexit>
H5
<latexit sha1_base64="FFeq0Ppog6+cRuBw+f7aVUzHRfo=">AAAB+HicbVC9TsMwGPxS/kr5CzCyWLRITFVShGCsYOlYJEqL2lA5rtNadZzIdkBV1Pdg YYAFsfIobLwNTpsBWk6ydbr7Pvl8fsyZ0o7zbRVWVtfWN4qbpa3tnd09e//gTkWJJLRFIh7Jjo8V5UzQlmaa004sKQ59Ttv++Drz249UKhaJWz2JqRfioWABI1gb6aHSC7Ee+UHamPbPK3277FSdGdAycXNShhzNvv3VG0QkCanQhGOluq4Tay/FUjPC6bTUSxSNMRnjIe0aKnBIlZfOUk/RiVEGKIikOUKjmfp7I8WhUpP QN5NZSLXoZeJ/XjfRwaWXMhEnmgoyfyhIONIRyipAAyYp0XxiCCaSmayIjLDERJuiSqYEd/HLy+S+VnXPquaq3dTK9au8kSIcwTGcggsXUIcGNKEFBCQ8wyu8WU/Wi/VufcxHC1a+cwh/YH3+AHEnko8=</latexit>
Xˆ1<latexit sha1_base64="C7+dwYGsGJzgZEXVeNTDvpy/OZ0=">AAACAHicbVC7TsM wFHV4lvIKj43FokViqpIywFjBwlgkSouaKHJcp7XqPGTfIJUo4ldYGGBBrHwGG3+D02aAliPZOjrnXvn4+IngCizr21haXlldW69sVDe3tnd2zb39OxWnkrIOjUUsez5RTPCI dYCDYL1EMhL6gnX98VXhdx+YVDyObmGSMDckw4gHnBLQkmce1p0RgcwJCYz8IOvluWfXPbNmNawp8CKxS1JDJdqe+eUMYpqGLAIqiFJ920rAzYgETgXLq06qWELomAxZX9OIhE y52TR9jk+0MsBBLPWJAE/V3xsZCZWahL6eLFKqea8Q//P6KQQXbsajJAUW0dlDQSowxLioAg+4ZBTERBNCJddZMR0RSSjowqq6BHv+y4vkvtmwzxr6at40a63LspEKOkLH6BT Z6By10DVqow6i6BE9o1f0ZjwZL8a78TEbXTLKnQP0B8bnD+2tlZk=</latexit>
Xˆ2<latexit sha1_base64="3xneNpWNSrTdeSGCdFtq+Bb250Q=">AAACAHicbVC7TsMwF HV4lvIKj43FokViqpIwwFjBwlgkSouaqHJcp7XqPGTfIJUo4ldYGGBBrHwGG3+D02aAliPZOjrnXvn4+IngCizr21haXlldW69sVDe3tnd2zb39OxWnkrI2jUUsuz5RTPCItYGDY N1EMhL6gnX88VXhdx6YVDyObmGSMC8kw4gHnBLQUt88rLsjApkbEhj5QdbN875T75s1q2FNgReJXZIaKtHqm1/uIKZpyCKggijVs60EvIxI4FSwvOqmiiWEjsmQ9TSNSMiUl03T5 /hEKwMcxFKfCPBU/b2RkVCpSejrySKlmvcK8T+vl0Jw4WU8SlJgEZ09FKQCQ4yLKvCAS0ZBTDQhVHKdFdMRkYSCLqyqS7Dnv7xI7p2GfdbQl3Pj1JqXZSMVdISO0Smy0TlqomvUQ m1E0SN6Rq/ozXgyXox342M2umSUOwfoD4zPH+81lZo=</latexit>
Xˆ3
<latexit sha1_base64="eDiFE/1RzZcz8NzvRrugWWb7V60=">AAACAHicbVC7TsMwF L0pr1Je4bGxWLRITFXSDjBWsDAWidKiJqoc12mtOg/ZDlKJIn6FhQEWxMpnsPE3OG0GaDmSraNz7pWPjxdzJpVlfRulldW19Y3yZmVre2d3z9w/uJNRIgjtkIhHoudhSTkLaUcxxW kvFhQHHqddb3KV+90HKiSLwls1jakb4FHIfEaw0tLAPKo5Y6xSJ8Bq7PlpL8sGzdrArFp1awa0TOyCVKFAe2B+OcOIJAENFeFYyr5txcpNsVCMcJpVnETSGJMJHtG+piEOqHTTWf oMnWpliPxI6BMqNFN/b6Q4kHIaeHoyTykXvVz8z+snyr9wUxbGiaIhmT/kJxypCOVVoCETlCg+1QQTwXRWRMZYYKJ0YRVdgr345WVy36jbzbq+GjeNauuyaKQMx3ACZ2DDObTgGtr QAQKP8Ayv8GY8GS/Gu/ExHy0Zxc4h/IHx+QPwvZWb</latexit>
Xˆ4<latexit sha1_base64="Z+/zWj+sHvn6IllylrEnuRqVmfc=">AAACAHicbV C7TsMwFL0pr1Je4bGxRLRITFVSkGCsYGEsEqVFTVQ5rtNadZzIdpBKFPErLAywIFY+g42/wWkzQMuRbB2dc698fPyYUals+9soLS2vrK6V1ysbm1vbO+bu3p2MEo FJG0csEl0fScIoJ21FFSPdWBAU+ox0/PFV7nceiJA04rdqEhMvRENOA4qR0lLfPKi5I6RSN0Rq5AdpN8v6Z7W+WbXr9hTWInEKUoUCrb755Q4inISEK8yQlD3Hjp WXIqEoZiSruIkkMcJjNCQ9TTkKifTSafrMOtbKwAoioQ9X1lT9vZGiUMpJ6OvJPKWc93LxP6+XqODCSymPE0U4nj0UJMxSkZVXYQ2oIFixiSYIC6qzWniEBMJKF1 bRJTjzX14k9426c1rXV+OmUW1eFo2U4RCO4AQcOIcmXEML2oDhEZ7hFd6MJ+PFeDc+ZqMlo9jZhz8wPn8A8kWVnA==</latexit>
Xˆ5
<latexit sha1_base64="wMjdomIRdv7Xhu90Irt4JA+k/D8=">AAACAHicbVC 7TsMwFL0pr1Je4bGxRLRITFVShGCsYGEsEqVFTVQ5rtNadZzIdpBKFPErLAywIFY+g42/wWkzQMuRbB2dc698fPyYUals+9soLS2vrK6V1ysbm1vbO+bu3p2MEoFJ G0csEl0fScIoJ21FFSPdWBAU+ox0/PFV7nceiJA04rdqEhMvRENOA4qR0lLfPKi5I6RSN0Rq5AdpN8v6Z7W+WbXr9hTWInEKUoUCrb755Q4inISEK8yQlD3HjpWXIq EoZiSruIkkMcJjNCQ9TTkKifTSafrMOtbKwAoioQ9X1lT9vZGiUMpJ6OvJPKWc93LxP6+XqODCSymPE0U4nj0UJMxSkZVXYQ2oIFixiSYIC6qzWniEBMJKF1bRJTj zX14k9426c1rXV+OmUW1eFo2U4RCO4AQcOIcmXEML2oDhEZ7hFd6MJ+PFeDc+ZqMlo9jZhz8wPn8A882VnQ==</latexit>
H1
<latexit sha1_base64="kpSSNn19r2WGHSt9sLb3BkmiDck=">AAAB+HicbVDNTgIxGPzWX8Q/1KOXRjDxRHbxoEeiF46YiGBgJd3ShYa2u2m7GrLh Pbx40Ivx6qN4823swh4UnKTNZOb70ukEMWfauO63s7K6tr6xWdgqbu/s7u2XDg7vdJQoQlsk4pHqBFhTziRtGWY47cSKYhFw2g7G15nffqRKs0jemklMfYGHkoWMYGOlh0pPYDMKwrQx7XuVfqnsVt0Z0DLxclKGHM1+6as3iEgiqDSEY627nhsbP8XKMMLptNhLNI0xGeMh7VoqsaDaT2epp+jUKgMURsoead BM/b2RYqH1RAR2MgupF71M/M/rJia89FMm48RQSeYPhQlHJkJZBWjAFCWGTyzBRDGbFZERVpgYW1TRluAtfnmZ3Neq3nnVXrWbWrl+lTdSgGM4gTPw4ALq0IAmtICAgmd4hTfnyXlx3p2P+eiKk+8cwR84nz9rB5KL</latexit>
H2
<latexit sha1_base64="eZxgpjBILkqcFJ1CtagreqJAqYI=">AAAB+HicbVC9TsMwGPxS/kr5KzCyWLRITFWSDjBWsHQsEqVFbagc12mtOk5kO 6Aq6nuwMMCCWHkUNt4Gp80ALSfZOt19n3w+P+ZMadv+tgpr6xubW8Xt0s7u3v5B+fDoTkWJJLRNIh7Jro8V5UzQtmaa024sKQ59Tjv+5DrzO49UKhaJWz2NqRfikWABI1gb6aHaD7Ee+0HanA3c6qBcsWv2HGiVODmpQI7WoPzVH0YkCanQhGOleo4day/FUjPC6azUTxSNMZngEe0ZKnBIlZfOU8/QmVG GKIikOUKjufp7I8WhUtPQN5NZSLXsZeJ/Xi/RwaWXMhEnmgqyeChIONIRyipAQyYp0XxqCCaSmayIjLHERJuiSqYEZ/nLq+TerTn1mrncG7fSuMobKcIJnMI5OHABDWhCC9pAQMIzvMKb9WS9WO/Wx2K0YOU7x/AH1ucPbI+SjA==</latexit>
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Figure 1. Model Illustration. A. The raw scRNA-seq data is first preprocessed and then we construct the cell-similarity graph G by
applying KNN on the PCA embeddings. B. A Graph Convolutional Network is applied on top of G. In the first layer, imputation
information from the most similar cells (4, 5) are propagated to the center cell (3). In the second layer, the second-order similar cell
(2) imputation information is also propagated to the center cell (3) with a discount factor. This models the hierarchical cell similarity
imputation principle. Simultaneous to the propagation, in the first layer of GCN, the input scRNA seq data is mapped to low-dimensional
latent representation throughW1g (e.g. Xˆ3 → H3). Then, in the second layer of GCN, it is mapped back to the original scRNA dimension
throughW2g (e.g. Xˆ3 → H3). This process enables SCGNN to recognize gene co-expression patterns and recover it. C. After imputation,
we retrieve the imputed masked values X˜Mask and the input masked values XˆMask. The MSE loss L is then computed.
patterns. While the standard graph convolutional network
enables aggregation over similar cells, to leverage gene
co-expression pattern is not obvious. Previous successful
methods (Arisdakessian et al., 2019; Talwar et al., 2018;
Van Dijk et al., 2018) use auto-encoder to first map the
scRNA-seq into a low dimensional latent space and then
recover it to the original space. We borrow this idea of bot-
tleneck into the GCN framework. A brute-force adaptation
would be to include a separate auto-encoder and concatenate
the latent embedding from both auto-encoder and GCNs.
However, this requires additional computation memory and
speed. Instead, we directly inject this bottleneck into the
GCN framework by setting the weight matrix W1g to have
dimension RM×D and weight matrix W2g to have dimen-
sion RD×M , where D << M (M is the number of genes
in the input). This way, we inject an auto-encoder into the
GCN without any additional computation time and it has
the same effect of auto-encoder since the weight matrix is
applied on every cells.
Loss and inference. Given the input Xˆ and the output X˜,
we first retrieve the corresponding masked values XˆMask
and X˜Mask. Then, we compute the reconstruction loss:
L = ‖XˆMask − X˜Mask‖2. This loss measures the accuracy
of dropout imputation on the masked true gene expressions.
During inference, we fill in the masking values and freeze
the model weights. Then, we put the predicted values for
the dropout position while leave the non-zero values intact.
The imputed scRNA-seq is then obtained and ready for
downstream biomedical analysis.
3. Experiment
3.1. Setup
Datasets and Data Processing. We use three datasets. The
first one is Zeisel dataset (Zeisel et al., 2015), which is
scRNA-seq from mouse cortex and hippocampus and has
SCGNN
Table 1. Dataset Statistics.
Dataset # Cells #Genes % Mask
Zeisel 3,005 19,972 18.79
Neuron1K 1,301 31,053 10.45
Jurkat 3,258 32,738 9.76
scGNN Imputed scRNA-seq Raw scRNA-seq
t-SNE C1 t-SNE C1
t-S
NE
C2
t-S
NE
C2
Silhouette Score
scGNN:  0.334
Raw: 0.157
Glutamatergic
GABAergic
Non-Neuronal
Endothelial
Figure 2. SCGNN improves downstream biomedical analysis.
It obtains better clustering result than the raw scRNA-seq data,
measured by more than 100% increase on clustering silhouette
score.
3,005 cells and 19,972 genes. The second is Neuron1K.
It derives from the brain cells from E18 mouses (10X Ge-
nomics). It has 1,301 cells and 31,053 genes. The third one
is Jurkat (10X Genomics), which is extracted from human
blood cell lines and have 3,258 cells and 32,738 genes.
There are three steps for the standard data processing (Tal-
war et al., 2018; Arisdakessian et al., 2019). First we select
important genes as many genes are not useful. We filter
genes that have mean over variance ratio (MVR) less than
0.5. Second, we conduct median normalization of tran-
script abundance by forcing each cell has the same transcript
counts as the median across cells. This way we eliminate
cell size as the potential inaccurate imputation. In the last,
we calculate the dropout percentage in the original scRNA-
seq dataset and randomly mask the same percentage on the
processed dataset.
Evaluation Metrics. We use two metrics for evaluating
dropout imputation accuracy. The first one is Mean Squared
Error (MSE), which equals to the loss function. The second
one is the Pearson Correlation (R2), which measures the
correlation between the predicted and true transcript counts.
Baselines. To compare SCGNN’s performance, we evaluate
dropout imputation performance for 1. MAGIC (Van Dijk
et al., 2018) constructs Markov affinity matrix to model cell
similarity and 2. DCA (Eraslan et al., 2019) uses denoising
auto-encoders, taking account into the count distribution,
overdispersion and sparsity of the data by constructing a
negative binomial loss.
Table 2. Five fold average and standard deviation of MSE and R2.
Dataset Zeisel Neuron1K Jurkat
Metric MSE R2 MSE R2 MSE R2
DCA 165.7 0.863 411.9 0.931 40.3 0.960
MAGIC 348.6 0.536 441.8 0.825 22.1 0.962
SCGNN 98.6 0.871 113.0 0.943 32.7 0.933
3.2. Preliminary Result
SCGNN1 is a robust, competitive dropout imputation
algorithm. The prediction result measured by R-squared
and MSE is reported in Figure. (2). We see that in Zeisel
and Neuron1K, SCGNN has the highest R-squared and
lowest MSE. In Jurkat, SCGNN’s performance is worse
than DCA and MAGIC in R-Squared and better than DCA
in MSE. This suggests SCGNN has very good predictive
performances, and in often times, better predictions. We see
both DCA and MAGIC has higher variance in all the three
datasest, especially MAGIC, it could not infer high-quality
dropouts in the Zeisel dataset, suggested by the mediocre
R-squared result. In the Neuron1K dataset, we found DCA
and MAGIC perform significantly bad in one random data
split fold while SCGNN obtains consistently good result,
suggesting SCGNN is robust.
SCGNN improves downstream function clustering anal-
ysis. The purpose of doing dropout imputation is to enable
more accurate downstream scRNA-seq analysis. In this ex-
periment, we compare the cell types t-SNE visualization,
before and after SCGNN imputation. We report the result
in Figure. (2). We see that before SCGNN imputation, the
Glutamatergic and GABAergic, two clusters, are separated
into several small parts. SCGNN is able to identify the
main variance and cluster them together. To quantify the
improvement, we use the silhouette score, which measures
the how similar a cell is to its own cluster compared to other
clusters. We compute the scores, raw data achieves 0.157,
and SCGNN achieves 0.334, a nearly 100% relative increase
over raw data. This suggests the benefit of using SCGNN
and its usefulness in improving downstream biomedical
analysis.
4. Conclusion
In this work, we present a novel, simple, and efficient com-
putational method that unifies cell similarity and gene co-
expression patterns and also leverages the hierarchical na-
ture of cell similarity. SCGNN achieves great dropout im-
putation predictive performance and improves downstream
analysis.
1Source code available at https://github.com/
kexinhuang12345/scGNN.
SCGNN
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