The sensitivity of the late stages of stellar core collapse to electron-capture rates on nuclei is investigated, with a focus on electron-capture rates on 74 nuclei with neutron number close to 50, just above doubly magic 78 Ni. It is demonstrated that variations in key characteristics of the evolution, such as the lepton fraction, electron fraction, entropy, stellar density, and in-fall velocity are about 50% due to uncertainties in the electron-capture rates on nuclei in this region, although thousands of nuclei are included in the simulations. The present electron-capture rate estimates used for the nuclei in this high-sensitivity region of the chart of isotopes are primarily based on a simple approximation, and it is shown that the estimated rates are likely too high, by an order of magnitude or more. Electron-capture rates based on Gamow-Teller strength distributions calculated in microscopic theoretical models will be required to obtain better estimates. Gamow-Teller distributions extracted from charge-exchange experiments performed at intermediate energies serve to guide the development and benchmark the models. A previously compiled weak-rate library that is used in the astrophysical simulations was updated as part of the work presented here, by adding additional rate tables for nuclei near stability for mass numbers between 60 and 110.
Impact of electron-captures on nuclei near N = 50 on core-collapse supernovae 1 
. Introduction
Electron captures on nuclei play an important role in astrophysical phenomena, such as during carbon burning and later stages in massive stars [1, 2] , especially the growth of the iron core [3, 4] and the subsequent collapse of the iron core leading to a core-collapse supernova [5] [6] [7] [8] [9] [10] , thermonuclear supernovae [11] [12] [13] [14] , neutron stars and their crusts [15, 16] , and neutron-star mergers [17] . Therefore, it is important to obtain accurate nuclear-physics inputs that can be used in astrophysical simulations, including sets of electron-capture and β-decay rates across a range of stellar temperatures and densities for a large number of nuclei.
Electron-capture rates depend sensitively on the Gamow-Teller transition ( L 0 D = , S 1 D = , J 1 D = ) strength distribution in the b + direction. b + and electron-capture decay experiments yield the Gamow-Teller strength distributions necessary to calculate electroncapture rates [18] [19] [20] [21] . However, these experiments are energetically limited to states within a specific Q-value window, if energetically possible at all. On the neutron-rich side of the valley of stability, decay proceeds in the b -direction and the Gamow-Teller transitions required to calculate electron-capture rates cannot be measured with the exception of ground-state to ground-state transitions.
Charge-exchange experiments, which provide an indirect way to extract the relevant Gamow-Teller strengths, are not limited by this Q-value window. Information about transitions to higher excitation energies can be gathered across the chart of nuclides. Because of the well-established proportionality between Gamow-Teller strength and charge-exchange reaction cross section [22] [23] [24] , Gamow-Teller strengths can be extracted model-independently. Therefore, charge-exchange experiments in the b + direction have become an important tool to extract Gamow-Teller strengths of relevance for the determination of astrophysical electron-capture rates. Unfortunately, it is not possible to measure Gamow-Teller strength distributions on all nuclei that play a role in the above astrophysical phenomena. In addition, in high-temperature stellar environments, low-lying states in parent nuclei can be thermally populated, and electron captures can take place on these excited states [25] . Moreover, at high temperatures, shell orbits that would be Pauli-blocked at T=0, can become partially unblocked [26] , which changes the Gamow-Teller strength distribution. These effects are very difficult to study in the laboratory. Consequently, the electron-capture rate calculations and the astrophysical simulations can use rates determined on the basis of experiment, where available and appropriate, but in general must rely on theoretical estimates. An important role of the experiments is then to guide and benchmark the theoretical calculations and provide measures for uncertainties in the theory.
The earliest set of theoretical weak-rates, based on a single-particle estimate, were provided by Fuller, Fowler and Newman (FFN) [27] [28] [29] [30] . With the advent of increased computational power, electron-capture rate sets based on shell-model calculations became feasible, starting with nuclei in the sd-shell [31] , which were recently updated [2] . Weak-rate sets for nuclei in the pf-shell were generated [13, 25, 32] based on the KB3G interaction [33] and, recently, the GXPF1 family of interactions [34] [35] [36] . For heavier nuclei, shell-model calculations are computationally challenging, although calculations with severely constrained model spaces, such as the 88 Sr core, used in [37] , have been used to estimate weak rates for astrophysical purposes. Consequently, other theoretical techniques, such as QRPA [38] [39] [40] [41] [42] or shell-model Monte-Carlo [43, 44] , are used. Such calculations cannot reproduce the details of the Gamow-Teller strength distributions as well as shell-model calculations can, but at higher stellar densities (in excess of 10 10 g cm -3 ), such details matter somewhat less than at low densities [18] .
In order to consolidate all available tables of weak rates for use in astrophysical simulations, a weak-rate library was developed by Sullivan et al [9] . As shown in figure 1 , weak rates based on microscopic calculations of varying origin cover low-and medium-mass nuclei primarily around the valley of stability. To fill in the gaps, it is necessary to turn to more rudimentary approximations. For a vast number of nuclei, especially far away from stability, an approximate method is used to generate these electron-capture rates for use in simulations [7, 45] . The weak rate library and this approximate method will be discussed in section 2.
Sensitivity studies, in which electron-capture rates are varied within uncertainties, are helpful for gaining a better understanding of the impact on the evolution of late-stage core collapse [2, 9] . In the recent work by Sullivan et al, it was shown that nuclei in the upper pfand pfg/sdg-shells, particularly in the region around the N=50 closed neutron shell at and above 78 Ni (see figure 2) , have the largest impact on the change in electron density (Y e ) and, thus, on the dynamical evolution of the collapse. In this work, we focus our effort on this region of important nuclei (denoted hereafter as the high-sensitivity region) and demonstrate the importance of constraining the electron-capture rates in this region.
Weak rate library
The weak-rate library [9] mentioned above includes several tables of electron-capture and β-decay rates (see figure 1) over a large density and temperature grid. It can be used independently for calculations or can be used in conjunction with the neutrino-interaction library, NuLib [48] . NuLib uses the electron-capture rates in the library to calculate neutrino/ Figure 1 . Nuclear species currently included in the weak-rate library. The original tables included in the library by Sullivan et al were FFN [28] , ODA [31] , LMP [32, 46] and LMSH [6, 26] . The Pruet and Fuller tables [47] were added to the library as part of the present work. Reproduced from [9] . © 2016. The American Astronomical Society. All rights reserved.
antineutrino charged-current absorption opacities for use in astrophysical simulations. In the present work, the simulations of core-collapse supernovae are performed using the GR1D code, a general relativistic, spherically-symmetric stellar collapse code [48, 49] , but the library has also been used in two-dimensional simulations of core-collapse supernovae [10] .
Here, the electron-capture rates for neutron-rich nuclei far from stability in the region surrounding the N=50 shell closure, and their impact on the evolution of the collapse, are examined. Many of these nuclei do not yet have an electron-capture rate based on a microscopic model calculation included in the library and, consequently, the code uses an approximate method to calculate the electron-capture rate at the appropriate density and temperature. The approximate electron-capture rate is given by [30, 46] :
where m e is the electron mass, K=6146 s, F k are Fermi integrals of rank k and degeneracy η,
h c m = + , and T and e m are the temperature and electron chemical potential, respectively. B, the effective Gamow-Teller transition strength, is fixed for all isotopes to 4.5. E D , the effective excitation energy, is fixed for all isotopes to 2.5 MeV. These values were determined in a fit to shell-model calculations for nuclei in the pf-shell [7] relatively close to the valley of stability. We note that, very recently, this approximate method has been improved by adjusting the effective excitation energy based on neutron and proton numbers [45] (while leaving the effective transition strength fixed).
For neutron-rich nuclei, including those in the high-sensitivity region, the use of the approximation with parameters fit to microscopic calculations for nuclei close to stability constitutes an extrapolation to a region of the chart of nuclei in which different shells play a role. Hence, the uncertainties when applying the approximation can be large, as first detailed in [44] , in which occupation numbers were estimated based on predictions in shell-model Figure 2 . Contributions to the change in electron fraction (Y e ), as a function of neutron and proton number, in late stages of a core-collapse supernova, based on the work by Sullivan et al [9] . The right-hand side panel is zoomed into a small region of the lefthand side panel. Nuclei in this high-sensitivity region around N=50, at and above 78 Ni, as outlined in both panels, are particularly important contributors to the change in Y e and strongly affect the dynamical evolution of the supernova. Reproduced from [9] . © 2016. The American Astronomical Society. All rights reserved.
Monte-Carlo calculations. At the N=50 shell closure, neutrons fill the g 9 2 n orbital and Gamow-Teller transitions are associated with transitions in which the added neutron occupies an orbital above g 9 2 n [50] . Therefore, the strongest transition is g 9 2 p  g 7 2 n [51, 52] . If protons are present in the g 9 2 p orbital, the Gamow-Teller transition strength is significant. However, with increasing neutron number beyond N=50, the g 7 2 n orbital becomes Pauliblocked and the transition strength decreases. Similarly, as the nucleus becomes less protonrich and the occupancy of g 9 2 p is lowered, the transition strength will decrease. For N 50 < , g 9 2 p  g 9 2 n transitions also contribute to the Gamow-Teller transition strength. In order to examine the effect of filling these orbitals on the Gamow-Teller strength, it is beneficial to use a simple model, using the occupancies of the g 9 2 p , g 7 2 n and g 9 2 n orbitals. Following the work of Macfarlane [53] , the Gamow-Teller strength in the b + direction can be estimated using:
where n N nlj is the average occupancy of the initial neutron orbital, n nlj P ¢ is the average occupancy of the final proton orbital, and and Gamow-Teller excitations are completely blocked. The opposite trend is seen when (2) and (3) [53] for nuclei on the N=50 line (blue triangles), for nuclei on the Z=38 line (red squares) and for the approximate method, which uses a fixed value of B(GT) = 4.6 (black line).
increasing the neutron number (shown in red squares in figure 3 for the case of Z = 36).
transitions are completely blocked, and g 9 2 p  g 7 2 n transitions increasingly so. Hence, the Gamow-Teller strength decreases, until it is completely blocked at N=58 (A = 94) when the neutrons completely fill the g 7 2 orbital. Figure 3 also shows the strength used in the approximation of [7, 45] , which is higher by approximately an order of magnitude or more in this region of the chart of isotopes than the estimates based on the orbital fillings. We note that at high stellar temperatures, thermallydriven Pauli-unblocking effects will increase the electron-capture rates beyond the value calculated at T=0. For nuclei in which the Pauli-blocking effects are very strong, the unblocking can lead to a significant increase of the electron-capture rates. However, for nuclei in which the Pauli-blocking is incomplete, the effects of the increased temperatures and additional unblocking are relatively small [26] . This is the likely scenario for nuclei in the high-sensitivity region.
Ultimately, one prefers to use microscopic calculations to generate electron-capture rates based on realistic strength distributions that are benchmarked against data. In the pf-shell, rates calculated by using shell-models are the most accurate based on a comparison with charge-exchange data [18] . Even though shell-model calculations near N=50 are a challenge, initial calculations were performed using Oxbash [54] using the SNET interaction [52] . An example of such a calculation, for the case of 88 Sr, is shown in figure 4 . The excitation energy of the first transition in the shell-model calculation was chosen to match the first known 1 + state in 88 Rb (at about 2.2 MeV), because the energy of the 2 -ground state in 88 Br cannot be calculated within the chosen model space.
It is found that strength extracted from the shell-occupancy approximation, discussed above, provides a similar total strength to the shell-model calculation for 88 Sr, indicating that the g 7 2 n and g 9 2 p orbitals are the dominant ones in the shell-model calculations as well. However, in the shell-model calculations, about half of the total strength is distributed over many states at higher excitation energy, which results in a reduction of the electron-capture rates compared to the assumption that all strength is contained in a single state at 2.5 MeV used in the rate approximation of equation (1) . This reduction is in addition to that caused by the overestimated total transition strength. Finally, we note that it is well-known that GamowTeller strengths that are calculated in the shell-model must be quenched by factors of 0.5-0.6 to account for effects not included in the calculation [55] [56] [57] [58] , which reduce the total strengths and, thus, the electron-capture rates further. A quenching factor is not applied to the calculations presented in this paper.
To understand the relative importance of contributions from electron-capture transitions to final states at different Q-values, the phase-space dependence on reaction Q-value must be evaluated as a function of stellar density, as illustrated in figure 5 . In this figure, the phase space factor at finite Q-value is divided by the phase-space factor at Q=0, so the relative contribution (for fixed value of B(GT)) can easily be read from the figure. The stellar temperature was fixed at 10 9 K. At low stellar densities ( Y 10 e 7 r = g cm -3 ), only electroncapture transitions to states at low Q-values will contribute significantly. When the stellar density increases to Y 10 e 9 r = g cm -3 , the Fermi surface increases and states at higher Qvalue will contribute more. At Y 10 e 11 r = g cm -3 , states at Q 10 MeV » contribute half of those close to Q=0. In summary, the electron-capture rates are more sensitive to details of the Gamow-Teller strength distributions at low excitation energies and less sensitive to the total Gamow-Teller strength when the stellar density is low. The reverse is true when the density is high. The core-collapse supernova simulations performed in this work evaluate the evolution at densities above 10 10 g cm -3 and fall in the latter category. When the densities are in excess of 10 11 g cm -3 , contributions from forbidden transitions start to contribute as well [44, 46, 59 ], but they are not explicitly included here. At densities of 10 12 g cm -3 the EC rate could double due to contributions from forbidden transitions [44] . Although charge-exchange experiments provide information on the strength distributions for forbidden transitions, a proportional relationship between forbidden transition strengths and charge-exchange cross sections has not been established, making it difficult to extract strengths and quantify the uncertainties in the associated electron-capture rates.
For some of the nuclei in the high-sensitivity region, electron-capture rates have been estimated by considering thermally-driven Pauli-unlocking effects in a hybrid shell-model RPA calculation [6, 26] and included in the weak-rate library. These are the rates referred to as LMSH in figure 1 . A comparison between the LMSH rates and the rates based on the , and 10 11 g cm -3 respectively. The phase-space factors have been normalized to the value at Q=0. The temperature was kept fixed at 10 9 K. With increasing electron density, the Fermi energy increases, and transitions to states at higher Q-value contribute more strongly. approximation of equation (1) for nuclei in the high-sensitivity region are shown in figure 6 . Because the LMSH calculations do consider the effects of Pauli blocking and have more accurate estimates for the Gamow-Teller strengths, the electron-capture rates are, generally speaking, below the estimates based on the approximation. Still, this is not uniformly the case, because the electron-capture rate Q-values used in the two methods can be different and change the estimated rates significantly. Deviations between the two methods are as large as two orders of magnitude. Clearly, guidance from charge-exchange experiments, similar to what was done for nuclei in the pf-shell, is required to better constrain and estimate the uncertainties in the theory and to provide data on the basis of which the theoretical estimates can be improved.
Addition of new tables
For the purpose of the present work, electron-capture rates, generated by Pruet and Fuller [47] , were added to the weak-rate library. These rates are for a set of nuclei in the mass range A 66 110 = -that are predominantly on the proton-rich side of the chart of nuclides and are shown by the orange squares in figure 1 . The electron-capture and b + decay rates were calculated following the method of FFN [27] . -3 ) range of 1.0-7.5. In the previous sensitivity study of core-collapse supernovae to electron-capture rates performed by Sullivan et al [9] , the electron-capture rates for all nuclei were systematically scaled by constant factors in order to test the sensitivity of the simulations to global changes in the electron-capture rates. The inclusion of the new rate table by Pruet and Fuller did not significantly change these outcomes, primarily because the late-stage of core collapse Figure 6 . Comparison between electron-capture rates estimated in a hybrid shell-model RPA calculation (LMSH) [6, 26] and based on the approximation of equation (1) for nuclei in the high-sensitivity region near N=50. A density of 10 10 g cm -3 and a temperature of 1 MeV was used in the rate calculations.
involves nuclei on the neutron-rich side of the valley of stability. Still, the inclusion of the new rates will be helpful for studies of other astrophysical phenomena.
Study of the high-sensitivity region
As discussed above and illustrated in figure 2 , there is a cluster of nuclei around the N=50 shell closure at and above 78 Ni that has a large impact on the change in electron fraction in the simulation. In order to determine the sensitivity of the simulation of the late stages of stellar collapse to this region in more detail, a set of 74 nuclei were chosen, covering both sides of the N=50 line from the valley of stability to the neutron drip line, as shown in figure 2 . In the study presented here, the electron-capture rates are also systematically scaled, but in addition to scaling the rates on all nuclei, simulations in which only the rates on nuclei in the high-sensitivity region are scaled, were performed. The scaling factors were chosen to represent the uncertainty in the electron-capture rates based on the comparison between different models, as discussed above, and the models and experimental data for nuclei in the pf-shell.
The simulation framework used for the sensitivity is the same as in Sullivan et al and only briefly summarized here. The open-source spherically symmetric, general-relativistic neutrino-transport and hydrodynamics code, GR1D, is used; details about the hydrodynamics are found in [49] and about the neutrino transport in [48] . In these simulations, all of the tables included in the weak-rate library were used, with the hope that a larger set of nuclei would have microphysically-accurate rate available. The electron-capture rates from the library are integrated in NuLib [48] , an open-source neutrino-interaction library. A wellknown 15 solar-mass, solar-metallicity progenitor (s15WW95) [60] was used in the simulations with the SFHo equation of state and nuclear statistical equilibrium distributions from [61] . It has been shown that variations in the electron-capture rates play a more important role in the simulation than variations in the progenitor or equation of state [9] . Only the electroncapture rates that were input to the simulations were changed in the sensitivity studies discussed below.
A comparison of the lepton fraction (Y l ) as a function of central density ( c r ) for simulations in which the electron-capture rates are scaled is shown in figure 7 . The black solid line represents the base calculation, in which the electron-capture rates have not been scaled. At low densities ( 10 c 10 r~g cm -3 ), electron captures are responsible for the deleptonization of the matter in the core of the star. The opacity is low, allowing electron neutrinos to escape the star freely and causing the lepton fraction to decrease. When the central density reaches 2 10 c 12 r »´g cm -3 , the lepton fraction saturates (at a value of Y 0.292 l = in the base calculation) because neutrino trapping prevents further deleptonization. If the electron-capture rates in the library are increased (dashed-dotted lines in figure 7 ), simulating the situation in which the electron-capture rates in the library are underestimated, a similar or slightly higher final lepton fraction is attained. This is due to the fact that the opacity related to electronneutrino captures on heavy nuclei becomes stronger than opacities related to the electronneutrino scattering, reducing the window for deleptonization to occur and preventing further deleptonization [9] .
For reasons discussed above, the scenario in which the electron-capture rates in the library are overestimated is more likely. In the simulations in which the electron-capture rates are reduced (dashed (×0.1) and dotted (×0.01) in figure 7 ) the final lepton fraction significantly increases compared to the base calculation.
The blue curves in figure 7 represent scenarios in which the electron-capture rates for all nuclei in the library are scaled, whereas the red curves denote the results in which only the 74 nuclei in the high-sensitivity region are scaled. Scaling all electron-capture rates used in the simulation by a factor of 0.1 (blue dashed line) produces a final lepton fraction of ∼0.314, an increase of 7.5% compared to the base simulation. By scaling the electron-capture rates only in the high-sensitivity region (red dashed line), the final lepton fraction is ∼0.303, a 3.8% increase from the base simulation.
The relatively strong effect of scaling the electron-capture rates in the high-sensitivity region is also apparent in the simulation results for the electron fraction, entropy, stellar density and in-fall velocity at core bounce, as a function of enclosed mass, as shown in figure 8 . Here, we follow the definition of t bounce by the authors of GR1D, namely that it occurs when the entropy reaches a value of 3.0 [48] . The variation in simulated characteristics of these parameters, resulting from applying scaling factors of 10, 1, 0.1, and 0.01 to the electron-capture rates on the nuclei in the high-sensitivity region only is indicated by the red bands. The variation by scaling the electron-capture rates on all nuclei is indicated by the black lines. As in the case of the lepton fraction, the effect of only changing the rates for the nuclei in the high-sensitivity region accounts for the about half of the changes seen when scaling the electron-capture rates on all nuclei. Of the 8140 nuclei included in the corecollapse supernova simulations, fewer than half play a role [62] and, of these, the 74 nuclei in the high-sensitivity region are most important during the core-collapse and early post-bounce phases. Figure 9 shows how much different isobars, isotopes and isotones contribute to the integrated change in electron fraction ( Y e D | |) from the beginning of the simulation until neutrino trapping. The colors indicate the scaling factor applied to the electron-capture rates as a measure of the uncertainty into the estimated electron-capture rates used in the library. In Figure 8 . Electron fraction, entropy, density and matter velocity at t t bounce = (defined when the entropy reaches 3.0) for two sets of simulations. The bands indicate the range of values obtained when the electron capture rates are scaled in the high-sensitivity region (red) or across the entire chart of nuclides (black).
the top three panels, electron-capture rates on all nuclei are scaled. In the bottom panel, distributions in which a scaling factor of 0.1 has been applied to the electron-capture rates for all nuclei (red) and in the high-sensitivity region (black) are compared. The strong contribution from nuclei near N=50 to the change in electron fraction is clearly observed. A strong contribution from neutron-rich nuclei near closed-shell N=82 is also obvious.
From the results in figure 9 , it is observed that with decreasing electron-capture rates relative to the base rates, fewer proton-deficient nuclei play an important role in the peak at N=82 (A 130 ), while increasing the rates has a relatively weak impact on the overall distributions. In addition, when the electron-capture rates are decreased, the contributions to the change in electron fraction from captures on nuclei in between N=50 and N=82 increases, although only slightly.
By only scaling the electron-capture rates in the high-sensitivity region around N=50, the trends are similar: by reducing the rates, less proton-deficient nuclei near N=82 play a more important role. The observed shift in the peak near Z=50 (bottom-right panel of figure 9 ) is about half of that observed when all rates are scaled by a factor of 0.1 (top-right panel of figure 9 ).
It is important to note that, although the distributions shown in figure 9 peak at N=50 and N=82, indicating that these groups of nuclei are predominantly responsible for the Figure 9 . Integrated change in electron fraction from the beginning of the simulation until neutrino trapping. The top row shows the total electron fraction as a function of mass number, neutron number and proton number for simulations in which all electroncapture rates are scaled. Increasing the rates causes the abundance to become less proton-rich and does not affect the position of the neutron number distribution. Additionally, as the electron-capture rates are increased, the abundance tends to cluster around the closed shells, and fewer nuclei appear in the mid-shell regions. The bottom row of plots shows the simulation in which all rates are scaled by 0.1 compared to scaling the rates in the high-sensitivity region by 0.1; both cases show the abundance shifted to become less proton-rich. change in electron fraction, the electron-capture on the nuclei near N=50 is much more important for the simulation of the evolution of core-collapse supernovae. Simulations indicate that the nuclei at the N=82 shell closure do not contribute significantly until just before core-bounce when the density is very high and neutrino trapping has already occurred. Therefore, we conclude that experimental and theoretical studies of Gamow-Teller strength distributions and derived electron-capture rates in the high-sensitivity region around N=50 are the most important objective for better constraining the weak-interaction input for the purpose of simulating and for understanding the evolution of core-collapse supernovae.
Conclusions and outlook
From the simulations of core-collapse supernovae performed as part of this and earlier works, it has become clear that accurate electron-capture rates are very important for understanding the dynamical evolution of these cataclysmic events. Here, the focus was on the electroncapture rates on nuclei in the high-sensitivity region around N=50 just above doubly-magic 78 Ni. Electron captures on about 74 nuclei in this region affect key characteristics, such as the lepton fraction, electron fraction, entropy, stellar density, and in-fall velocity of the evolution by as much as the other thousands of isotopes included in the simulation combined.
The electron-capture rates on nuclei in the high-sensitivity region that are currently used in the weak-rate library are probably too high because the approximation used to estimate these rates is based on microscopically calculated rates close to stability, where Pauliblocking effects are much weaker. Although at finite stellar temperatures Pauli-unblocking occurs due to thermally-driven excitations of nuclei present in the star [41, 46] , the overestimation of the electron-capture rates could amount to an order of magnitude. In order to reduce such large uncertainties, it is important to develop better estimates which requires a combination of improved theoretical approaches and high-quality data to guide and benchmark the theoretical development. Charge-exchange experiments are used to test theoretical predictions, but, as mentioned previously, only provide information about transitions from the ground state of the parent nucleus. There are still significant uncertainties related to the effects of finite temperature corrections on electron-capture rates [41] , but this is not a facet that charge-exchange experiments are able to examine.
An experimental program focused on using charge-exchange reactions at intermediate energies to measure the relevant Gamow-Teller strength distributions from the nuclei of primary interest is underway at the National Superconducting Cyclotron Laboratory, where the (t, 3 He) reaction is used to study transition strength from stable nuclei. [67] reaction. The experimental Gamow-Teller distributions will be compared with theoretical calculations, such as the shell-model calculations described in this work, as well as various density-functional calculations. It is also important to develop new experimental techniques to study Gamow-Teller transition strengths in the b + direction from unstable nuclei, for example by using the (d, 2 He) reaction in inverse kinematics. In addition to these efforts, several improvements to the weak-rate library are ongoing. The weak-rate library used in the simulations presented in this work was expanded to contain estimated rates in the mass region between A=60 and 110. Although the late-stage core collapse leading to a supernovae is not strongly affected by the inclusion of these improved rate estimates, since the nuclei included in the expansion were too proton-rich, their inclusion will be important for studies of other astrophysical phenomena. Additional tables of electroncapture rates that have recently become available for pf-shell nuclei [2] will be added to the weak rate library. Finally, the approximate method for estimating weak rates based on equation (1) has been improved recently [45] , by adjusting the excitation energy E D based on neutron and proton numbers. Although this resolves neither the issue of increased Pauliblocking, nor the impact of fixing the strength to a value that is inconsistent with more accurate theoretical methods or with data, the new approximation provides better estimates than presently available and will be included in the library.
