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Abstract
We discuss generalized Bessel integrals with nondegenerate characters, which are assigned to irreducible
submodules of a reducible degenerate principal series representation of Sp(n,R). Then we give sufficient
conditions for their vanishings which are based on the signatures of the nondegenerate characters. This con-
sequently suggests a reasonable correspondence between open GLn(R)-orbits in the set of real symmetric
matrices of size n and irreducible submodules of the reducible principal series representations.
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1. Introduction
In [12], Shimura studied in detail the confluent hypergeometric functions on tube domains.
Here we recall, in particular, the following function in n × n positive definite matrices y ∈ Yn
and (α,β) ∈ C2:
ξ(y,h;α,β) =
∫
Sn
e−2πi tr(hx) det(x + iy)−α det(x − iy)−β dx, (1.1)
E-mail address: miyazaki@math.keio.ac.jp.0022-1236/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2011.01.013
2580 T. Miyazaki / Journal of Functional Analysis 260 (2011) 2579–2597where Sn denotes the set of all n × n real symmetric matrices, and h ∈ Sn. The integral is
convergent if Re(α + β) > n. It was proved in [12] that for every nondegenerate h, the integral
(1.1) is continued to a holomorphic function in (α,β) on the whole C2, that is also real analytic
in y.
If α − β ∈ 2Z, then we remark that the ξ(y,h;α,β) is related to a generalized Bessel integral
assigned to the character ψh(x) = e2πi tr(hx) on Sn and a degenerate principal series represen-
tation I (α + β) of Gn = Sp(n,R) induced from the Siegel maximal parabolic subgroup (see
Section 2 for this). Consequently, the module structure of I (α + β) has an influence on the ana-
lytic behavior of the confluent hypergeometric function. This arouses our interests, in particular,
when I (α + β) is reducible.
We recall an example. Assume that n is even. Let us fix an even integer k > n and also put
Γn(s) = π 14 n(n−1)∏nj=1 Γ (s − 12 (j − 1)). Concerning the function ξ(y,h; k,0) with a nonde-
generate h ∈ Sn, [12, (1.23)] tells us the following facts:
(i) If h /∈ Yn, then ξ(y,h; k,0) = 0.
(ii) If h ∈ Yn, then ξ(y,h; k,0) = 2−m(m−1)2 Γn(k)−1 det(h)k− n+12 e−2π tr(hy) is non-vanishing.
On the other hand, we know that the principal series I (k) is reducible and contains a holomorphic
discrete series representation πkn,0 as its submodule. In fact, we find that ξ(y,h; k,0) is related
to a generalized Bessel integral assigned to the lowest K-type of this πkn,0. Then, we may use the
above facts (i) and (ii) for providing a connection between the discrete series πkn,0 and the open
GLn(R)-orbit Yn in Sn.
The module structures of reducible degenerate principal series of Gn were extensively studied
by Lee [9]. In particular, all irreducible submodules of the above I (k) are computed, where we
find that certain unitarizable modules πkp,n−p , p ≡ k mod 2, 0  p  n, not being equivalent
to πkn,0 if p < n, are occurring. Hence, it is natural to ask about generalizations of (i), (ii) above
that are concerned with generalized Bessel integrals assigned to those πkp,n−p . Our main result
will give a partial answer to this problem, which can be summarized as
1.1. Theorem. If h ∈ Sn is nondegenerate and h /∈ Ωp,n−p , then all generalized Bessel integrals
assigned to the character ψh and the minimal K-type of πkp,n−p are vanishing. Here Ωp,n−p
denotes the open GLn(R)-orbit in Sn of matrices with the signature (p,n− p).
This is clearly a generalization of (i) concerning every πkp,n−p . It is strongly expected that a
generalization of (ii) also holds in a natural way, but we are not arriving at the complete under-
standing of it only with our method.
Besides the above examples, we add that our consideration in this paper covers all irreducible
submodules of the degenerate principal series I (k) of Gn with the assumptions that n = 2m is
even, and that k is any integer satisfying k m.
The paper is organized as follows. After preparing some notations, in Section 2 we will give
assignment of generalized Bessel integrals Wh(g; s, d)(ϕ) to every K-type of a degenerate prin-
cipal series representation I (s), s ∈ C, of Gn (see (2.4) for the definition). Here ϕ varies over
certain polynomials on Yn which control right K-translations of those integrals. Consequently,
we will obtain at s = k the generalized Bessel integrals that are assigned to the minimal K-type
of every irreducible submodule of I (k), k m.
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call [12, (1.29)], that relates ξ(y,h;α,β) to the integral
Γn(α)
−1Γn(β)−1
∫
v>0n,v>2h
e−tr((v−h)y) det(v)α−
n+1
2 det(v − 2h)β− n+12 dv.
We will have to find a suitable generalization of this equality for our integrals. Then, Theorem 3.1
will answer this problem. In addition to it, we will state Theorem 3.2, which gives sufficient
conditions for the vanishings of the generalized Bessel integrals in our interests. This combined
with a result in [9] yields Theorem 1.1. The proofs of these theorems will be given in the last two
sections of this paper, after establishing some necessary preliminaries in Sections 4–7.
In Section 4 we will recall some basic facts concerning polynomials ϕ which generate an
irreducible GLn-module Vκ of finite dimension. In particular, the notion of EP-polynomials by
Kushner, Lebow and Meisner [8] will be addressed.
In Sections 5 and 6, we will discuss two kinds of expansion formulas related to ϕ ∈ Vκ :
the Pieri formula and the generalized binomial formula. For ϕ being O(n)-invariant, these ex-
pansions were studied by Bingham [1] and Kushner [6]. Here we discuss their generalizations so
that they shall cover the case of other polynomials not being O(n)-invariant in general. Proposi-
tion 6.6 will give a key description of the generalized binomial expansion of ϕ(1n + x) for every
ϕ ∈ Vκ .
The theory by Herz [3] concerning the generalized Laguerre polynomials Lsϕ(y) defined for
all polynomials ϕ on Yn will play an important role in this paper. In Proposition 7.1, Lsϕ(y) will
be described with a suitable finite sum according to the binomial expansion formula for ϕ ∈ Vκ .
The description will be used essentially in the proof of Theorem 3.1 in Section 8. Finally, in
Section 9 we will combine some analytic arguments due to [12] and Gindikin [2] with our results
to give the proof of Theorem 3.2.
1.1. Notations
For the field F = R, or C, we let Fmn denote the set of m × n matrices with entries in F . Let
1n, or 0n, denote the unit, or the zero, matrix in Cnn. For every matrix x = (xij ) ∈ Cnn, x = (xij )
stands for its complex conjugate. We let σ(x), or δ(x), denote the trace, or the determinant, of x,
respectively. Also δi(x) denotes the upper left i × i determinant of x; thus δn(x) = δ(x). For
x, y ∈ Cnn we write x[y] = t yxy, where t y is the transpose of y. For any x ∈ Cmm and y ∈ Cn−mn−m
let us write diag(x, y) for the block diagonal matrix
( x 0
0 y
) ∈ Cnn.
We let Sn, or Tn, denote the space of real, or complex, n×n symmetric matrices, respectively.
Also let Yn be the subset of all positive definite elements in Sn. The symbol x1 > x2 for matrices
x1, x2 ∈ Sn means that x1 −x2 ∈ Yn. If a nondegenerate matrix h ∈ Sn has p positive and n−p
negative eigenvalues, then we say h has the signature sign(h) = (p,n− p).
Let k  0 be an integer. A partition κ = (k1, k2, . . .) of k is a finite sequence of non-negative
integers satisfying ki  ki+1 so that |κ| = k, where we put |κ| =∑all i ki . We define its length
l(κ) by the number of parts ki = 0. For every n k we let Pnk denote the set of partitions κ of k
with l(κ) n: Pnk = {κ | |κ| = k, l(κ) n}. Given any κ ∈ Pnk and 1 i  n, we define κ(i) and
κ(i) by
κ(i) = (k1, . . . , ki−1, ki + 1, ki+1, . . . , kn) if ki−1  ki + 1, and
κ(i) = (k1, . . . , ki−1, ki − 1, ki+1, . . . , kn) if ki − 1 ki+1.
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κ[i] = (k1 − ki, . . . , ki−1 − ki),
which belongs to P i−1|κ[i]|.
For partitions λ = (l1, . . . , ln) ∈ Pnl and κ = (k1, . . . , kn) ∈ Pnk we use the symbol λ ≺ κ if the
inequalities li  ki are satisfied for all 1 i  n.
2. Bessel integrals and confluent hypergeometric functions
Let us put G = Gn = {g ∈ SL2n(R) | t gJng = Jn} with Jn =
( 0 1n
−1n 0
)
. It is the real symplectic
group of degree n. Take the maximal compact subgroup K = G ∩ O(2n) in the standard way.
Let P = MN denote the Siegel maximal parabolic subgroup of G, where we recall that M =
{m(a) | a ∈ GLn(R)} and N = {n(x) | x ∈ Sn} with the symbols
m(a) =
(
a 0
0 t a−1
)
and n(x) =
(
1n x
0 1n
)
.
For any s ∈ C we define a one-dimensional representation δsP of P by setting δsP (p) = |δ(a)|s for
p = m(a)n(x) ∈ MN . Then we consider the induced representation I (s) of G obtained from δsP ,
whose space consists of all functions f ∈ C∞(G) such that
f (pg) = δsP (p)f (g)
are satisfied for all p ∈ P and g ∈ G, on which G acts by right translations. This is called a degen-
erate principal series representation of G. We notice that its K-type decomposition is multiplicity
free, where all non-trivial K-types are parameterized by the highest weights (d1, d2, . . . , dn),
which correspond to all non-increasing sequences d1  d2  · · · dn of even integers.
Let Hn denote the Siegel upper half space of degree n: Hn = {z ∈ Tn | z − z > 0n}.
The group G acts on Hn in the standard way: namely, gz = (az + d)(cz + d)−1 for every
g = ( a b
c d
) ∈ G with n× n block matrices a, b, c, d . We will also use the symbols
μg(z) = cz + d and jg(z) = δ
(
μg(z)
)
.
The subgroup K stabilizes i = i1n and is isomorphic to the unitary group U(n) by the map
K  r 	→ μr(i) ∈ U(n). Thus also KC is isomorphic to the general linear group GLn(C).
For an integer k  0 we let Vk denote the space of all homogeneous polynomials on Tn of
degree k, on which GLn(C) acts by τk : [τk(a)f ](z) = f (taza) for a ∈ GLn(C), f ∈ Vk , and
z ∈ Tn. There is the irreducible decomposition τk =∑κ τκ , correspondingly
Vk =
∑
κ
Vκ, (2.1)
where κ varies over all partitions in Pnk and τκ denotes the irreducible action τk|Vκ on the
subspace Vκ of the highest weight 2κ = (2k1, . . . ,2kn). Notice that this decomposition is multi-
plicity free.
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integer d and take the module Vκ for every κ ∈ Pnk . Then, one can check that the functions
Λ(g; s, d)(ϕ) = ∣∣jg(i)∣∣−s(jg(i)−1jg(i))−d/2ϕ(μg(i)−1μg(i)) (2.2)
in g ∈ G and s ∈ C belong to the K-type of I (s) of the highest weight
(2k1 − d,2k2 − d, . . . ,2kn − d) (2.3)
for all ϕ ∈ Vκ . On the other hand, if we put cϕ(z) = ϕ(z), then the functions Λ(g; s, d)(cϕ)
belong to the K-type of I (s) of the highest weight
(−2kn − d,−2kn−1 − d, . . . ,−2k1 − d)
for all ϕ ∈ Vκ .
Now for any h ∈ Sn we define an integral transform of Λ(g; s, d)(ϕ), ϕ ∈ Vκ , by
Wh(g; s, d)(ϕ) =
∫
Sn
e−2πiσ (hx)Λ
(
wn(x)g; s, d)(ϕ) dx, (2.4)
with w = ( 0 1n−1n 0 ). Then its right K-translations behave according to the K-module of the high-
est weight (2.3). Besides this remark, we also have the identities
Wh
(
n(x)m(a)g; s, d)(ϕ) = e2πiσ (hx)∣∣δ(a)∣∣n+1−sWh[a](g; s, d)(ϕ)
for x ∈ Sn and a ∈ GLn(R). So in other words, the functions Wh(g; s, d)(ϕ), ϕ ∈ Vκ , give the
generalized Bessel integrals which are assigned to the character ψh and the K-type of I (s) of
the highest weight (2.3). Due to this observation and the Iwasawa decomposition G = PK , we
find that the functions Wh(g; s, d)(ϕ) in g ∈ G are determined by those values on M .
Let us also introduce the generalized confluent hypergeometric function related to the inte-
gral (2.4). Let us put ε(x) = 1n − ix for x ∈ Sn. Then, for any h ∈ Sn, ϕ ∈ Vκ , and (α,β) ∈ C2,
we define
ξ(h;α,β)(ϕ) =
∫
Sn
e−2πiσ (hx)δ
(
ε(x)
)−α
δ
(
ε(x)
)−β
ϕ
(
ε(x)−1ε(x)
)
dx. (2.5)
Here dx stands for a Euclidean measure on Sn which is identified with R
n(n+1)
2
. Since ε(x)−1ε(x)
is a symmetric unitary matrix and ϕ is a polynomial, [12, Lemma 1 and (1.23)] implies that this
integral is convergent if Re(α + β) > n.
Now one can write
Wh
(
m(a); s, d)(ϕ) = ∣∣δ(a)∣∣2ρn−sξ(h[a]; s − d , s + d)(ϕ) (2.6)2 2
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discuss the analytic behavior of the generalized confluent hypergeometric function occurring in
the right-hand side above.
3. Main results
We shall give the statements of our main results. The proofs will be given in Sections 8 and 9.
Let us begin with some necessary definitions. To each partition κ = (k1, . . . , kn) ∈ Pnk we shall
assign a product of Γ -functions defined by
Γn(s, κ) = π 14 n(n−1)
n∏
i=1
Γ
(
s + ki − 12 (i − 1)
)
, s ∈ C.
In particular, one has Γn(s, (0n)) = Γn(s) (see Section 1) for the trivial partition (0n) =
(0, . . . ,0) ∈ Pn0 .
For every h ∈ Sn, ϕ ∈ Vκ , and (α,β) ∈ C2, let us define the integral
η(h;α,β)(ϕ) =
∫
v>0n,v>2h
e−2σ(v−h)δ(v)α−ρnδ(v − 2h)β−ρnϕ(v) dv.
This is convergent at least when Re(α) > ρn − 1 and Re(β) > ρn. Now our first main result is
stated as follows.
3.1. Theorem. Take a κ ∈ Pnk . Then, for every ϕ ∈ Vκ , there exists a collection of suitable poly-
nomials ϕλ ∈ Vλ for all λ ≺ κ , λ ∈ Pnl (l  k), so that one has the identity
ξ(h;α,β)(ϕ) = Γn(β)−1
∑
λ≺κ
Γn(α,λ)
−1η(πh;α,β)(ϕλ). (3.1)
This identity holds at least if Re(α) > ρn − 1 and Re(β) > 2ρn − 1.
Here the right-hand side is a finite sum. The proof of this assertion will be given in Section 8
by using Proposition 7.1.
Next we assume that n is even, and thus let us put n = 2m. We shall take a pair of integers k
and p satisfying the parity condition: k ≡ p mod 2, and the inequalities: k m and 0 p  n.
Then, we define a partition κ(p) ∈ Pn(k−m)p by
κ(p) = (k −m, . . . , k −m︸ ︷︷ ︸
p
,0n−p
)
, (3.2)
which has the length l(κ(p)) = p. As a consequence, we find that the functions Λ(g; k, k−p)(ϕ)
belong to the K-type of I (k) of the highest weight
( k − n+ p, . . . , k − n+ p︸ ︷︷ ︸
p
,p − k, . . . ,p − k︸ ︷︷ ︸
n−p
) (3.3)
for all ϕ ∈ Vκ(p). Now we shall state our second main result.
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above conditions. Assume that h ∈ Sn is nondegenerate. Then one has the following assertions.
(i) The function ξ(h; s−k+p2 , s+k−p2 )(ϕ) is continued to an entire function in s for every
ϕ ∈ Vκ(p).
(ii) If sign(h) = (p,n−p) for the matrix h ∈ Sn, then ξ(h; p2 , k − p2 )(ϕ) = 0 for all ϕ ∈ Vκ(p).(iii) If sign(h) = (p,n − p) for the matrix h ∈ Sn, then Wh(g; k, k − p)(ϕ) = 0 for all g ∈ G
and ϕ ∈ Vκ(p).
These assertions will be proved in Section 9.
We give some remarks on this theorem, while rest of the paper is logically independent of
them. Keep the setting above. Firstly, it is known that I (k) is reducible. Now Theorems 4.1
and 5.2 in [9] tell us that the K-type (3.3) of I (k) attached to each pair (k,p) provides the
minimal K-type of an irreducible G-submodule πkp,n−p embedded in I (k). These πkp,n−p are
all unitarizable, and they exhaust all irreducible submodules of I (k) when p varies. We have in
particular that the generalized Bessel integrals Wh(g; k, k−p)(ϕ) are assigned to the minimal K-
type of πkp,n−p for all ϕ ∈ Vκ(p). Then, we may think that Theorem 3.2(iii) suggests a connection
between πkp,n−p and the open GLn(R)-orbit Ωp,n−p in Sn, as stated in Theorem 1.1 in particular.
If k > n, then each πkp,n−p has the regular infinitesimal character. Hence we shall identify
it with a cohomological representation Aqp,n−p (λk) of G by applying Proposition 6.1 in Vogan
and Zuckerman [14]. Here qp,n−p stands for a maximal parabolic subalgebra in sp(n,C) with
the abelian unipotent radical and the Levi subalgebra lp,n−p = u(p,n − p) ⊗ C. Consequently,
we may think that the above theorem suggests a reasonable correspondence between the open
GLn(R)-orbits in Sn and the cohomological representations of G of the above type.
4. EP-polynomials in GLn-representations
We first recall some basic facts concerning the analysis on Yn. The reference is Maass [10,
Section 6].
When the space Yn is parameterized by yn = (yij ), 1  i, j  n, let us define the operator
∂n = (ηij ∂∂yij ), where ηij is 1 if i = j , 12 otherwise. We let Ln denote the ring of GLn(R)-
invariant differential operators on Yn. Then it is known that Ln is algebraically generated by
r = σ((yn∂n)r ) with 1 r  n, see the theorem in p. 64 of [10] for this fact.
We will need another system of generators of Ln which is given in p. 67 of [10]. We recall
the definition. Take a general n × n matrix A = (aij ). For a pair of sequences 1  i1 < · · · <
ir  n and 1  j1 < · · · < jr  n of length r , we set a subdeterminant of A as
( i1···ir
j1···jr
)
A
=
δ((aiαjβ )1α,βr ). We define differential operators Dnr , 1 r  n, by
Dnr =
∑
1i1<···<irn
1j1<···<jrn
(
i1 · · · ir
j1 · · · jr
)
yn
(
j1 · · · jr
i1 · · · ir
)
∂n
. (4.1)
It can be checked that these operators Dnr , 1  r  n, are all GLn(R)-invariant, and provide
a system of generators of Ln. We note that Dnn = δ(yn)D, where D = δ(∂n) is a hyperbolic
differential operator on Yn.
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in the unified way. It is just done by switching the domain of polynomials between Tn and Yn. We
use the same symbol Vk , or Vκ , to denote the GLn(R)-module that corresponds to the GLn(C)-
module Vk , or Vκ , respectively. Of course, the irreducible decomposition (2.1) still holds in the
real setting.
Kushner and Meisner [7], and Kushner, Lebow and Meisner [8] introduced a family of
EP-polynomials {pκβ} (EP = “expectation property”) on Yn, which gives a basis of every
GLn(R)-module Vκ . Richards [11] also gave a characterization of these polynomials as com-
mon eigenfunctions of the ring Ln. Now we recall their results in a form convenient to us. The
following are indeed [8, Theorem 3.2], and [11, the remark after Lemma 3 and Theorem 1].
4.1. Proposition. Let k  0 be any integer. For every κ ∈ Pnk , the irreducible module Vκ has a
basis {pκβ | β ∈ Eκ}, Eκ being an index set of order equal to dimVκ , consisting of polynomials
satisfying the following properties.
(i) One has the identity
σ(yz)k =
∑
κ∈Pnk
∑
β∈Eκ
pκβ(y)p
κ
β(z) (4.2)
for y, z ∈ Yn.
(ii) There exist constants cr(κ) for 1 r  n so that
Dnr p
κ
β(yn) = cr(κ)pκβ(yn) (4.3)
hold simultaneously for all the pκβ ∈ Vκ . Conversely, the solutions of these equations char-
acterize the GLn(R)-stable subspace in Vk spanned by those pκβ , β ∈ Eκ .
Here we add some remarks. Let δ(κ;yn) denote the power polynomial attached to a κ =
(k1, . . . , kn) ∈ Pnk defined by
δ(κ;yn) =
n∏
i=1
δi(yn)
ki−ki+1
(put kn+1 = 0). Then δ(κ;yn) ∈ Vκ . There is an expression of every pκβ , β ∈ Eκ , into a finite
linear combination
pκβ(yn) =
∑
i
ciδ
(
κ; t riynri
) (4.4)
with suitable ci ∈ C and ri ∈ O(n). This is indeed used to prove (4.3) for pκβ , and thus, cr(κ) can
be specified as the eigenvalues of the power polynomial.
We know that each Vκ has the non-trivial O(n)-invariant subspace. It is one-dimensional, and
a base is given by the zonal polynomial attached to κ by James [4]. In our terms, there exists a sin-
gle EP-polynomial pκβ0(κ) for every κ such that p
κ
β0(κ)
(1n) = 0 which agrees with the zonal poly-
nomial in Vκ up to a constant multiple. We note the identity σ(y)k =∑|κ|=k pκβ0(κ)(y)pκβ0(κ)(1n)
as a particular case of (4.2).
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yn−1 ∈ Yn−1. Then the limit
rnn−1(f )(yn−1) = lim
t→0f
((
1n−1 0
0 t
)(
yn−1 x
tx z
)(
1n−1 0
0 t
))
(4.5)
is well defined to give a polynomial on Yn−1.
4.2. Lemma. Take a κ ∈ Pnk such that l(κ) = n. Then one has that rnn−1(ϕ) = 0 for all ϕ ∈ Vκ .
Proof. It suffices to prove the assertion for ϕ = pκβ . Let us use (4.4), where the assumption
l(κ) = n implies that all the terms δ(κ; t riynri) are divided by δ(yn). This concludes that
rnn−1(p
κ
β) = 0, and thus the proof is completed. 
It will be useful to understand the limits rnn−1(ϕ) of ϕ ∈ Vκ also when l(κ) < n. Now let us
begin with any partition μ ∈ Pn−1k . We take the GLn−1(R)-module Wμ of the highest weight 2μ
that has a basis {pμγ (yn−1) | γ ∈ Fμ} consisting of EP-polynomials on Yn−1. Besides this, one
can consider the partition μ˜ = (μ,0) ∈ Pnk , which corresponds to the GLn(R)-module Vμ˜ with
the basis {pμ˜β (yn) | β ∈ Eμ˜}.
We give a generalization of the lemma in [6, p. 88], which will be used to give an inductive
argument afterwards.
4.3. Lemma. Consider the above pair of the irreducible modules Wμ and Vμ˜ for any μ ∈ Pn−1k .
Then one has that rnn−1(ϕ) ∈ Wμ for all ϕ ∈ Vμ˜.
Proof. It suffices to prove the assertion for ϕ = pμ˜β ∈ Vμ˜. Since δ(μ˜;yn) = δ(μ;yn−1), the ex-
pression (4.4) implies that
Dnr p
μ˜
β (yn) = Dn−1r pμ˜β (yn) = cr(μ)pμ˜β (yn)
are satisfied for all 1  r  n − 1 with the eigenvalues cr(μ) of δ(μ;yn−1). Also we see that
Dnnp
μ˜
β = 0. Therefore, the limits rnn−1(pμβ ), β ∈ Eκ , are common eigenfunctions of all Dn−1r ,
1  r  n − 1, with the specified eigenvalues cr(μ). Applying Proposition 4.1(ii) to this, we
finish the proof of the lemma. 
5. Pieri formulas
Take a partition λ ∈ Pnl . In this section we are concerned with the products σpλα ∈ Vl+1 for all
α ∈ Eλ. According to the irreducible decomposition (2.1), we may consider the identity
σ(yn)p
λ
α(yn) =
∑
κ∈Pnl+1
∑
β∈Eκ
a
λ,α
κ,β p
κ
β(yn) (5.1)
with suitable coefficients aλ,ακ,β ∈ C. If pλα ∈ Vλ is zonal, then this formula was studied in detail
by Kushner [6]. Here we generalize the argument in [6] so that it shall cover the cases of other
EP-polynomials.
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5.1. Lemma. Given any partition μ ∈ Pn−1l , one has that
σ(yn)p
μ˜
α (yn) =
∑
γ∈Eμ˜(n)
a
μ˜,α
μ˜(n),γ
p
μ˜(n)
γ (yn) +
∑
ν∈Pn−1l+1
∑
β∈Eν˜
a
μ˜,α
ν˜,β p
ν˜
β(yn) (5.2)
for every α ∈ Eμ˜. Here, in the right-hand side, the first summation occurs only if μ(n) is definable
in Pnl+1.
Proof. We apply the invariant operator Dnn = δ(yn)D to the both sides of (5.1). Using Leibniz’s
rule, we can compute it as
δ(yn)
(
n∑
i=1
Di
)
pμ˜α (yn)+ σ(yn)Dnnpμ˜α (yn) =
∑
κ∈Pnl+1
cn(κ)
∑
β∈Eκ
a
μ˜,α
κ,β p
κ
β(yn), (5.3)
where Di denotes the minor of the entry ∂/∂yii in D. Notice that the operator
∑n
i=1 Di is O(n)-
invariant.
Let us compute the left-hand side. We note that Diδ(μ˜;yn) = 0 for all 1 i  n− 1, and also
that
δ(yn)Dnδ(μ˜;yn) = δ(yn)δ(∂n−1)δ(μ˜;yn) = cn−1(μ)δ(μ˜(n);yn).
Thus, the expression (4.4) implies that
δ(yn)
(∑
i
Di
)
pμ˜α (yn) = cn−1(μ)
∑
i
ciδ
(
μ˜(n); t riynri
)
= cn−1(μ)
∑
γ∈Eμ˜(n)
cγ p
μ˜(n)
γ (yn)
with suitable constants cγ . On the other hand, since Dnnδ(μ˜; t rynr) = Dnnδ(μ˜;yn) = 0 for every
r ∈ O(n), we get Dnnpμ˜α (yn) = 0 by using (4.4) again. Consequently, the identity (5.3) appears
cn−1(μ)
∑
γ∈Eμ˜(n)
cγ p
μ˜(n)
γ (yn) =
∑
κ∈Pnl+1
cn(κ)
∑
β∈Eκ
a
μ˜,α
κ,β p
κ
β(yn).
This identity concludes that, if aμ˜,ακ,β is non-trivial in the right-hand side, then it must hold ei-
ther cn(κ) = 0, that implies l(κ)  n − 1; or cγ cn−1(μ) = cn(μ˜(n))aμ˜,αμ˜(n),γ with κ = μ˜(n). This
completes the proof of the lemma. 
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σ(yn)p
λ
α(yn) =
∑
γ∈Eλ(n)
a
λ,α
λ(n),γ
p
λ(n)
γ (yn)+
∑
κ
∑
β∈Eκ
a
λ,α
κ,β p
κ
β(yn) (5.4)
for every α ∈ Eλ, where in the latter summation κ = (k1, . . . , kn) varies over the partitions
in Pnl+1 satisfying kn = ln.
Proof. Put μ = λ[n] ∈ Pn−1l−nln . By the equivalence V(ln,...,ln) ⊗ Vμ˜  Vλ, we note that
δ(y)lnp
μ˜
α (y) ∈ Vλ for all α ∈ Eμ˜ which give all together a basis of Vλ. Similarly we have that
δ(y)lnp
μ˜(n)
γ (y) ∈ Vλ(n) for all γ ∈ Eμ˜(n) . Now we multiply δ(yn)ln to the both sides of (5.2) to get
the identity expressing δ(y)lnpμ˜α (y) for every α ∈ Eμ˜. By taking a suitable linear combination of
the identities for all α and comparing it with the definition (5.1), we obtain the formula (5.4) in
the lemma. 
5.3. Proposition. Fix any partition λ ∈ Pnl and an α ∈ Eλ. Assume that aλ,ακ,β = 0 in (5.1) for
some κ ∈ Pnl+1 and β ∈ Eκ . Then it must hold that κ = λ(i) ∈ Pnl+1 with 1 i  n. For any other
κ ∈ Pnl+1, we get that aλ,ακ,β = 0 for all β ∈ Eκ .
Proof. We proceed by induction on the size n of the matrix variable y. Put μ = λ[n] ∈ Pn−1l−nln .
Dividing by δ(yn)ln the both sides of (5.4), we obtain
σ(yn)ϕ
μ˜
α (yn) =
∑
γ∈Eλ(n)
a
λ,α
λ(n),γ
ϕ
μ˜(n)
γ (yn)+
∑
κ∈Pnl+1
kn=ln
∑
β∈Eκ
a
λ,α
κ,β ϕ
κ˜[n]
β (yn)
with polynomials ϕμ˜α ∈ Vμ˜, ϕμ˜(n)γ ∈ Vμ˜(n) , and ϕκ˜[n]β ∈ Vκ˜[n]. We take the limits (4.5) of both sides,
and apply Lemma 4.2 (for μ˜(n)) and Lemma 4.3 to the result. Then we obtain∑
γ∈Fμ
cαγ σ (yn−1)pμγ (yn−1) =
∑
κ∈Pnl+1
kn=ln
∑
β∈Eκ
a
λ,α
κ,β
∑
δ∈Fκ[n]
c
β
δ p
κ[n]
δ (yn−1)
with suitable constants cαγ and c
β
δ , where we note that there is some cαγ = 0, or cβδ = 0 for each β ,
respectively. Now we take the expansions (5.1) of the products σ(yn−1)pμγ (yn−1) in the left-hand
side above. Then, by the hypothesis of induction, we find that the possible non-zero terms are
supported only on the partitions μ(i) = λ[n](i), 1  i  n − 1. Consequently, it must hold that
κ[n] = λ[n](i) with suitable 1 i  n − 1 for each κ in the right-hand side. Combined with the
condition kn = ln for κ , this concludes the assertion. 
6. Binomial expansions
Take a partition κ ∈ Pnk . We define the generalized binomial expansion of the polynomial
pκ ∈ Vκ by the identityβ
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k∑
l=0
∑
λ∈Pnl
∑
α∈Eλ
b
κ,β
λ,αp
λ
α(yn) (6.1)
with suitable constants bκ,βλ,α . These b
κ,β
λ,α are called the binomial coefficients for p
κ
β . This formula
was studied by Bingham [1] and Kushner [6] for zonal polynomials. We shall first generalize [1,
Theorem 1] to a version concerning all EP-polynomials.
6.1. Lemma. Take a partition λ ∈ Pnl . Then for every α ∈ Eλ one has that
eσ(yn)
pλα(yn)
k! =
∞∑
k=l
∑
κ∈Pnk
∑
β∈Eκ
b
κ,β
λ,α
pκβ(yn)
k! (6.2)
with the binomial coefficients bκ,βλ,α . In particular, there is an identity between the coefficient aλ,ακ,β
in (5.1) and bκ,βλ,α , which is given by
(l + 1)aλ,ακ,β = bκ,βλ,α (6.3)
for every λ ∈ Pnl , α ∈ Eλ, and κ ∈ Pnl+1, β ∈ Eκ .
Proof. Combining the formula (4.2) with the identity eσ(y)eσ(yz) = eσ(y(1n+z)), we obtain that
∞∑
l=0
∑
λ∈Pnl
∑
α∈Eλ
eσ(y)
pλα(y)
l! p
λ
α(z) =
∞∑
k=0
∑
κ∈Pnk
∑
β∈Eκ
pκβ(y)
k! p
κ
β(1n + z).
Put the expansions (6.1) of pκβ(1n + z)’s into the right-hand side. Then it becomes
∞∑
k=0
∑
κ∈Pnk
∑
β∈Eκ
pκβ(y)
k!
(
k∑
l=0
∑
λ∈Pnl
∑
α∈Eλ
b
κ,β
λ,αp
λ
α(z)
)
=
∞∑
l=0
∑
λ∈Pnl
∑
α∈Eλ
( ∞∑
k=l
∑
κ∈Pnk
∑
β∈Eκ
b
κ,β
λ,α
pκβ(y)
k!
)
pλα(z).
Since EP-polynomials form a basis of
∑
Vl , we obtain (6.2) by comparing the coefficients of
each pλα(z). The identity (6.3) is obtained by (5.1) and (6.2). 
6.2. Lemma. Fix any κ ∈ Pnk and β ∈ Eκ . Assume that bκ,βλ,α = 0 in (6.1) for some λ ∈ Pnk−1 and
α ∈ Eλ. Then it must hold that λ = κ(i) with 1 i  n.
Proof. This is a consequence of (6.3) and Proposition 5.3. 
We let V =∑Vk denote the space of all polynomials on Yn. A polynomial h ∈ V is called
SO(n)-harmonic, if it satisfies the equations
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for all SO(n)-invariants P in V without the constant terms. In particular, every SO(n)-harmonic
h ∈ V should satisfy that (σ (∂n))rh(yn) = ( ddt )rh(t1n + yn) = 0 for all integers r > 0. Thus,
Taylor’s expansion of h(t1n + yn) shows that
h(t1n + yn) = h(yn) (6.4)
for any SO(n)-harmonic h ∈ V . Also we recall that every polynomial ϕ ∈ V can be expressed in
the finite sum
ϕ(yn) =
∑
j
hj (yn)fj (yn), (6.5)
with suitable homogeneous SO(n)-harmonic, or -invariant, polynomials hj , or fj . See Kostant
and Rallis [5] for this fact.
Now we consider the finite sum expansion
pκβ(t1n + yn) =
∑
r
p(r)(yn)
r! t
r , (6.6)
where p(r)(yn) denotes ( ddt )
rpκβ(t1n + yn)|t=0 = (σ (∂n))rpκβ(yn).
6.3. Lemma. Each p(r)(yn) for 0  r  k is a homogeneous polynomial of degree k − r , and
thus p(r)(yn) ∈ Vk−r =∑λ∈Pnk−r Vλ.
Proof. We use the expression (6.5) of pκβ to compute all differentials p(r)(y). Then, apply-
ing (6.4), we have
p(r)(y) =
∑
j
hj (y)
(
d
dt
)r
fj (t1n + y)
∣∣∣∣
t=0
=
∑
j
hj (y)
(
σ(∂n)
)r
fj (y).
Since σ(∂n) and all fj (y)’s are SO(n)-invariant, each (σ (∂n))rfj (y) above is equal to
(
∑n
i=1 ∂∂ai )
rfj (a1, . . . , an) with the eigenvalues a1, . . . , an of y. It is homogeneous of degree
deg(fj )− r . This completes the proof of the lemma. 
6.4. Lemma. In the expansion (6.1), one has that bκ,βκ,β = 1. If |λ| = k and λ = κ , then bκ,βλ,α = 0
for all α ∈ Eλ. Also one has
σ(∂n)p
κ
β(yn) =
n∑
i=1
∑
α∈E
κ(i)
b
κ,β
κ(i),α
pκ
(i)
α (yn). (6.7)
Proof. Put t = 1 in (6.6) and compare it with (6.1). Then, we get each conclusion by applying
Lemmas 6.2 and 6.3 to the term of r = 0, or 1, respectively. 
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and α ∈ Eλ (0 r  k). Then it must hold that λ ≺ κ . Otherwise, we have that bκ,βλ,α = 0 for all
α ∈ Eλ.
Proof. We proceed by induction on r . The cases of r = 0 and 1 have been proved in Lemmas 6.4
and 6.2. Now put t = 1 in (6.6) and compare the result with (6.1). Lemma 6.3 implies that
p(r)(yn)
r! =
∑
λ∈Pnk−r
∑
α∈Eλ
b
κ,β
λ,αp
λ
α(yn)
for every 0 r  k. Applying σ(∂n) to both sides, we obtain
(r + 1)
∑
ν∈Pn
k−(r+1)
∑
γ∈Eν
bκ,βν,γ p
ν
γ (yn) =
∑
λ∈Pnk−r
∑
α∈Eλ
b
κ,β
λ,ασ (∂n)p
λ
α(yn).
We use Lemma 6.4, (6.7) to expand the terms σ(∂n)pλα(yn) in the right-hand side. Then, the
assertion for every 0 r  k is inductively obtained. 
7. Generalized Laguerre polynomials
Let H′n = {z ∈ Tn | Re(z) > 0n} be the right half space of degree n. The following formula is
given in [13, Proposition 3.1]: if z ∈ H′n and Re(s) > ρn − 1, then one has that∫
Yn
e−σ(zv)δ(v)s−ρnϕ(v) dv = Γn(s, κ)δ(z)−sϕ
(
z−1
) (7.1)
for every polynomial ϕ ∈ Vκ , κ ∈ Pnk . This may be regarded as a precise version of Herz [3,
Lemma 4.1].
For an s ∈ C we recall the function As(yn) on Yn defined in [3, Section 2]:
As(yn)δ(yn)
s = Γn(s + ρn)−1δ(yn)s0F1(s + ρn,−yn)
= (2πi)−n
∫
Re(z)=x0>0n
eσ(ynz)e−σ(z−1)δ(z)−s−ρn dz.
Indeed it is O(n)-invariant and gives an entire function of s and yn simultaneously, see [3,
p. 486].
The notion of generalized Hankel transforms is discussed in [3, Theorem 3.1]. We recall the
definition [3, (4.2)] of the generalized Laguerre function Lsϕ(yn) that is the generalized Hankel
transform of e−σ(yn)ϕ(yn) for every ϕ ∈ Vκ , κ ∈ Pnk :
e−σ(yn)Lsϕ(yn) =
∫
Yn
As(ynv)δ(v)
s−ρne−σ(v)ϕ(v) dv. (7.2)
Here we assume that Re(s) > ρn − 1.
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(i) The generalized Laguerre function Lsϕ(yn) provides a polynomial on Yn for every ϕ ∈ Vκ ,
κ ∈ Pnk . Thus, it gives a polynomial on Tn.
(ii) For every ϕ ∈ Vκ , there exists a collection of suitable polynomials ϕλ ∈ Vλ for all λ ≺ κ ,
λ ∈ Pnl (l  k), so that one has the expansion
Lsϕ(yn) = Γn(s, κ)
∑
λ≺κ
Γn(s, λ)
−1ϕλ(yn). (7.3)
In particular, Lsϕ(yn) is continued to an entire function in s.
Proof. When Re(s) > ρn − 1, the inversion formula for the generalized Hankel transform gives
us ∫
Yn
e−σ(vz)δ(v)s−ρnLsϕ(v) dv = Γn(s, κ)δ(z)−sϕ
(
1n − z−1
) (7.4)
for z ∈ H′n, ϕ ∈ Vκ , see [3, Theorem 3.2, Lemma 4.1, and (4.3)]. By Proposition 6.5, one can
write ϕ(1n − z−1) in the right-hand side in the form
ϕ
(
1n − z−1
)=∑
λ≺κ
ϕλ
(
z−1
)
by choosing polynomials ϕλ ∈ Vλ for all λ ≺ κ . Consequently, (7.1) implies that the right-hand
side of (7.4) is equal to
Γn(s, κ)
∑
λ≺κ
Γn(s, λ)
−1
∫
Yn
e−σ(zv)δ(v)s−ρnϕλ(v) dv.
Now the inverse Laplace transform is applied to complete the argument. 
8. Proof of Theorem 3.1
Take a partition κ ∈ Pnk . For every ϕ ∈ Vκ we have the formula∫
Yn
e−σ(ε(x)v)δ(v)s−ρnLsϕ(2v)dv = (−1)kΓn(s, κ)δ
(
ε(x)
)−s
ϕ
(
ε(x)−1ε(x)
)
, (8.1)
which is a variant of (7.4). Here we assume that Re(s) > ρn − 1.
We now turn to the proof of Theorem 3.1. By the formula (8.1), we get that ξ(h;α,β)(ϕ) is
equal to
(−1)kΓn(α, κ)−1
∫
e−σ(v)δ(v)α−ρnLαϕ(2v)
∫
eiσ ((v−2πh)x)δ
(
ε(x)
)−β
dx dv.Yn Sn
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Γn(α, κ)
−1Γn(β)−1
∫
v>0
v>2πh
e−2σ(v−πh)δ(v)α−ρnδ(v − 2πh)β−ρnLαϕ(2v)dv
up to a scalar multiple, where we assume that Re(α) > ρn − 1 and Re(β) > 2ρn − 1. Now let us
insert the expansion (7.3), being modified for Lαϕ(2y), into this expression, which completes the
assertions of Theorem 3.1.
9. Proof of Theorem 3.2
Now suppose that n is even, and thus let us put n = 2m. Recall the partition κ(p) ∈ Pn(k−m)p
defined in (3.2) for a pair of integers k ≡ p mod 2, k m, 0 p  n. Also we take κ(n − p) ∈
Pn(k−m)(n−p) as its counterpart for the pair k and n− p.
9.1. Lemma. For every ϕ ∈ Vκ(p) there exists a suitable polynomial ϕ′ ∈ Vκ(n−p) so that one has
Λ(g; s, k − p)(ϕ) = Λ(g; s, n− p − k)(cϕ′).
Proof. Both sides of the identity belong to the same K-type (3.3) of I (s). Since the K-type
decomposition of I (s) is multiplicity free, we get the conclusion. 
Fix a nondegenerate matrix h ∈ Sn with sign(h) = (r, n − r), 0  r  n. By taking ϕ′ ∈
Vκ(n−p) in the above lemma for every ϕ ∈ Vκ(p), we consider the function
ξ
(
h; s − k + p
2
,
s + k − p
2
)
(ϕ) = ξ
(
h; s + k − n+ p
2
,
s − k + n− p
2
)(
cϕ′
)
. (9.1)
Our goal is to show the vanishing of this function at s = k, if r = p.
We first prove the vanishing for p < r  n. Let us start with the expression in the left-hand
side of (9.1). Then, by Theorem 3.1, we find that it suffices to show the vanishings of all the
terms
Γn
(
s + k − p
2
)−1
Γn
(
s − k + p
2
, λ
)−1
η
(
h; s − k + p
2
,
s + k − p
2
)
(ϕλ) (9.2)
with ϕλ ∈ Vλ, λ ≺ κ(p), which occur in (3.1).
Let us reformulate the problem as follows. We take a matrix q ∈ GLn(R) so that one
has h[q−1] = diag(1r ,−1n−r ) and qtq = diag(a, b), where a ∈ Yr and b ∈ Yn−r are diag-
onal matrices whose entries consist of the absolute values of the eigenvalues of h. Let us
put εr = diag(1r ,0n−r ), ε′n−r = diag(0r ,1n−r ), and define the domain Xr = {x ∈ Sn | x + εr
and x + ε′n−r ∈ Yn}. A change of variables shows that η(h;α,β)(ϕ) is equal to the product of
δ(2h)α+β−ρne−2σ(h) and∫
e−4σ(qt qx)δ(x + εr)α−ρnδ
(
x + ε′n−r
)β−ρn(τλ(q)ϕ)(x + εr) dx
Xr
T. Miyazaki / Journal of Functional Analysis 260 (2011) 2579–2597 2595for every ϕ ∈ Vλ. By replacing τλ(q)ϕ with an arbitrary polynomial ψ on Sn, we define the
integral
ζr,n−r (g;α,β)(ψ) =
∫
Xr
e−4σ(gx)δ(x + εr )α−ρnδ
(
x + ε′n−r
)β−ρnψ(x + εr) dx,
where g = diag(a, b) ∈ Yn with a ∈ Yr and b ∈ Yn−r . This is convergent at least if Re(α) >
ρn − 1 and Re(β) > ρn. Now our concern is to show the next assertion.
9.2. Proposition. Keep the setting above, hence in particular, we assume that λ ≺ κ(p). Then,
for general polynomials ψ on Sn, the products
Γn
(
s + k − p
2
)−1
Γn
(
s − k + p
2
, λ
)−1
ζr,n−r
(
g; s − k + p
2
,
s + k − p
2
)
(ψ) (9.3)
are continued to entire functions in s. They are all vanishing at s = k, if p < r  n.
Proof. We recall the smooth bijection from Xr onto Ur = Yr × Yn−r × Rrn−r that is defined
in [12, p. 289]. Write X = ( x zt z y ) ∈ Xr in the block decomposition with x ∈ Rrr , y ∈ Rn−rn−r , and
z ∈ Rrn−r . Put f = (x + 1r )−1/2z(y + 1n−r )−1/2 and s = (1r − f tf )1/2. Then, the bijection
Xr  (x, y, z) 	→ (u, v,w) ∈ Ur is given by w = s−1f , u = x − W , and v = y − W ′, where we
put W = wtw and W ′ = tww. Its inverse map ι is given by x = u+W , y = v +W ′, and
z = (1r + u+W)1/2(1r +W)−1/2w
(
1n−r + v +W ′
)1/2
.
We also have that
∂(x, y, z)
∂(u, v,w)
= δ(1r + u+W)n−r2 δ
(
1n−r + v +W ′
) r
2 δ(1r +W)−ρn .
Notice that when u approaches the boundary ∂Yr , the map ι, together with all its derivatives
with respect to u = (uij ), is locally uniformly bounded in u. The analogous properties hold also,
when we let the variable v approach ∂Yn−r .
By the change of variables given above, we obtain the identity
Γr
(
s + d − n+ r
2
)−1
ζr,n−r
(
g; s − d
2
,
s + d
2
)
(ψ)
=
∫
Yn−r
δ(v)
s−d
2 −ρne−σ(bv)Ig,s(v)(ψ)dv. (9.4)
Here we put d = k − p to shorten the notation, and
Ig,s(v)(ψ) = Γr
(
s + d − n+ r
2
)−1 ∫
δ(u)
s+d
2 −ρne−σ(au)Jg,s,v(u)(ψ)du,Yr
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R
r
n−r
e−σ(aW)−σ(bW ′)δ
(
v + 1n−r +W ′
) s+d
2 −ρn−r
· δ(u+ 1r +W)s−d2 −ρr δ(1r +W)ρn−sψ
(
ι(u, v,w)+ εr
)
dw. (9.5)
Notice that the maximal absolute value of entries of X + εr , X = ι(u, v,w) ∈ Xr , is bounded by
δ(1n + X + εr)  2r δ(1n−r + v + W ′)δ(1r + u)δ(1r + W)−1. We also have estimates δ(1r +
W)  δ(1r + u + W)  2r δ(1r + u)δ(1r + W)r for (u,w) ∈ Yr × Rrn−r , and the analogous
ones for δ(1n−r + v +W ′). Since ψ |Xr is a polynomial on Xr , we can choose suitable constants
A1, . . . ,A7 so that
A1 · δ(1r + u)A2μ+A3δ(1n−r + v)A4μ+A5
∫
R
r
n−r
e−σ(aW)−σ(bW ′)δ(1r +W)A6μ+A7 dw
gives a bound of (9.5), μ = Re(s). This is proved to converge for all s ∈ C, see [12,
Lemma 2.8]. Then, also because the convergence of (9.5) is locally uniform in s, v,u, the prod-
uct e−σ(au)Jg,s,v(u)(ψ), together with all its derivatives, provides a rapidly decreasing function
in u ∈ Yr for all (s, v) ∈ C × Yn−r , and stays bounded when u approaches ∂Yr . Thus, we can
apply Theorem 3.1 in Gindikin [2] to conclude an entire continuation in s of the generalized
Riemann–Liouville integral Ig,s(v)(ψ).
Again the function e−σ(bv)Ig,s(v)(ψ) of v ∈ Yn−r has the similar properties as above for all
s ∈ C. Then we repeat the same argument to conclude that
Γn−r
(
s − d − r
2
)−1
Γr
(
s + d − n+ r
2
)−1
ζr,n−r
(
g; s − d
2
,
s + d
2
)
(ψ) (9.6)
is continued to an entire function in s. Comparing (9.3) with this entire function, we find that the
analytic behavior of (9.3) in s can be determined by that of
Γn−r ( s−k+p−r2 )
Γn(
s−k+p
2 , λ)
Γr(
s+k−n−p+r
2 )
Γn(
s+k−p
2 )
. (9.7)
Now this gives an entire function. This is proved by the assumption λ ≺ κ(p), which implies
l(λ) p, combined with the definition (3.1) of each factor in (9.7). Thus, we have obtained the
desired entire continuation of (9.3).
Let us examine the order of (9.7) at s = k more precisely. We let [c] denote the Gauss symbol
of c ∈ Q. Then, we find that Γn( s−k+p2 , λ)−1 has the zero of order [n−p+12 ] at s = k for λ ≺ κ(p).
On the other hand, the order of the pole of Γn−r ( s−k+p−r2 ) at s = k is counted as follows: it
is equal to [n−p+12 ] if r  p; or [n−r+12 ] if r > p and r ≡ p mod 2; or [n−r2 ] if r > p and
r ≡ p + 1 mod 2. Consequently, we have the vanishing of (9.7) at s = k, hence, (9.3) is also
vanishing at the point. This completes the argument of the proof. 
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ψ = τλ(q)ϕλ to get the vanishing of (9.2) at s = k for every λ ≺ κ(p). Then, Theorem 3.1
concludes the vanishing of (9.1) at s = k under the same assumption on r .
It remains to prove the vanishing when 0 r < p. To this end we shall begin our discussion
with the expression in the right-hand side of (9.1).
By Theorem 3.1, the right-hand side of (9.1) appears to be a finite sum of
Γn
(
s + k − n+ p
2
)−1
Γn
(
s − k + n− p
2
, λ
)−1
η
(
−h; s − k + n− p
2
,
s + k − n+ p
2
)
(ϕλ)
with polynomials ϕλ ∈ Vλ for λ ≺ κ(n − p). Therefore, our problem is reduced to check the
behavior at s = k of
Γn
(
s + k − n+ p
2
)−1
Γn
(
s − k + n− p
2
, λ
)−1
ζr,n−r
(
g; s − k + n− p
2
,
s + k − n+ p
2
)
(ψ)
for λ ≺ κ(n−p) and general polynomials ψ on Sn. Similarly as in the proof of Proposition 9.2,
the behavior is controlled by the function
Γr(
s−k−p+r
2 )
Γn(
s−k+n−p
2 , λ)
Γn−r ( s+k−n+p−r2 )
Γn(
s+k−n+p
2 )
. (9.8)
We notice that this (9.8) coincides with the function (9.7) after changing the parameter r ,
or p, with n − r , or n − p, respectively. Consequently, we obtain the desired vanishing of (9.1)
when 0 r < p, which completes the proof of Theorem 3.2(ii). The third claim is an immediate
consequence of this and (2.6). Thus, the proof is completed.
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