Abstract. Let X D U=K be a compact Hermitian symmetric space, and let E be a U -homogeneous Hermitian vector bundle on X. In a previous paper, we showed that the space of nearly holomorphic sections is well-adapted for harmonic analysis in L 2 .X; E/ provided that non-trivial nearly holomorphic sections do exist. Here we investigate the problem of extending local nearly holomorphic sections to global ones and prove the existence of non-trivial nearly holomorphic sections. This extends the results on the U -type decomposition of L 2 .X; E/ from our previous paper.
Introduction
In this paper we continue the investigation started in [16] of nearly holomorphic sections in holomorphic vector bundles on compact Hermitian symmetric spaces. On any Kähler manifold X and holomorphic vector bundle E on X, a nearly holomorphic section f 2 N .X; E/ is characterized by the condition that for any open set U Â X and Kähler potential ‰ on U, f is given by a polynomial expression
ization of the image of this embedding, and hence characterize those local nearly holomorphic sections that extend to global ones. As part of the proof we show the existence of non-trivial nearly holomorphic sections in any homogeneous Hermitian vector bundle, which also extends our results from [16] concerning harmonic analysis for sections in E.
Let us describe our results in more detail. Let X D U=K be a Hermitian symmetric space of compact type, and let E D U K E be a U -homogeneous vector bundle. We assume that E is irreducible in the sense that E is an irreducible K-module. Let u and k denote the Lie algebras of U and K. The complex structure of X corresponds to a grading u C D n C˚k C˚n , where n˙are abelian subalgebras which are irreducible under the adjoint action of K. We may identify n C holomorphically with an open and dense subset of X and choose a K-invariant Kähler potential on n C . In this setting, (1.1) yields an identification of N .n C ; E n C / with the space of O.n C ; E/-valued polynomials on .n C / Š n . We prove that the coefficients f i corresponding to global nearly holomorphic sections are in fact polynomial, i.e., the restriction map yields an embedding into the space of E-valued polynomials on n C n , Ã N W N .X; E/ ,! P .n C n ; E/; f 7 ! p f with f j n C .z/ D p f .z; q.z//:
Here, q D @‰ is considered as a map from n C to n Š .n C / . For the characterization of the image of Ã N we use the Hermitian structure on E, which is induced from the essentially unique K-invariant Hermitian inner product on E. Since n C Â X is dense, the L 2 -norm of f 2 N .X; E/ is given by a certain integral over n C . Therefore, elements of the image of Ã N necessarily satisfy the condition p.z; q.z// 2 L 2 .X; E/: (1.2)
Our main result states that this condition is also sufficient, i.e., Ã N maps N .X; E/ onto the space of polynomials p 2 P .n C n ; E/ satisfying condition (1.2), denoted by P 2 .n C n ; E/. Proving estimates for the L 2 -norm corresponding to particular polynomials, we also show that there always exist non-trivial nearly holomorphic sections. In summary, Theorem A (Theorem 2.3, Theorem 3.2). Let X D U=K be a compact Hermitian symmetric space, and E D U K E be an irreducible U -homogeneous Hermitian vector bundle. The map Ã P W P 2 .n C n ; E/ ! L 2 .X; E/; p 7 ! f p .z/ WD p.z; q.z//;
is an isomorphism onto N .X; E/ with inverse Ã N . Moreover, N .X; E/ is nontrivial.
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As a consequence, it follows from our results in [16] that N .X; E/ coincides with the space of U -finite vectors in L 2 .X; E/, and hence contains all information about the U -type decomposition of L 2 .X; E/. It turns out that there is a bijection between U -types in L 2 .X; E/ and K-types in the subspace P 2 .n ; E/ of polynomials in P 2 .n C n ; E/ that are constant along n C . More explicitly, choose a Cartan subalgebra of k, which then is also a Cartan subalgebra of u. For an appropriate choice of positive root system, recall that if V is a U -type of highest weight then the subspace V n C of n C -invariants is a K-type of the same highest weight.
Theorem B (Theorem 4.2, Corollary 4.3). For all U -types V , there is an isomorphism
Moreover, any K-type in P 2 .n ; E/ is isomorphic to V n C for some , and the multiplicities of U -types in L 2 .X; E/ are uniformly bounded by the dimension of E.
This extends our results from [16] , where we assumed that E admits non-trivial holomorphic sections in which case P 2 .n ; E/ coincides with P .n ; E/. Applying this result to the case of a line bundle L, we determine the precise U -type decomposition of L 2 .X; L/, which recovers Schlichtkrull's generalization of the Cartan-Helgason theorem [13] , see Theorem 4.7. As an application to higher rank vector bundles, we consider the holomorphic cotangent bundle T .1;0/ and prove some estimates on the multiplicities of U -types contained in L 2 .X; T .1;0/ /, see Theorem 4.12. However, we note that it is quite a hard problem to give precise formulas for the multiplicities. Our estimates are based on the K-type decomposition of P .n ; E/, and it remains to determine which K-types are actually contained in P 2 .n ; E/. So far, we do not have enough insight into the L 2 -condition (1.2) in order to determine P 2 .n ; E/ more explicitly, see Corollary 4.5 for a partial result.
The notion of nearly holomorphic sections was first introduced in [17] where Shimura defined nearly holomorphic functions in order to describe certain automorphic forms on bounded symmetric domains. The straightforward generalization from functions to sections was made in [5] by means of invariant CauchyRiemann operators. We note, however, that almost all results on nearly holomorphic sections obtained so far are concerned with bounded symmetric domains, which in particular admit a global Kähler potential. For compact Kähler manifolds, existence of nearly holomorphic sections is a non-trivial question, and Theorem A is the first statement in this direction. Concerning representation theory, Zhang showed that the invariant Cauchy-Riemann operators provide intertwinors 402 B. Schwarz between relative discrete series representations on bounded symmetric domains and spaces of nearly holomorphic functions [19] . In the compact setting, the decomposition problem for L 2 .X; E/ is usually translated into a branching problem from U to K via Frobenius reciprocity, see [3] for a generalized Cartan-Helgason theorem on rank-1 symmetric spaces. However, as noted in [9] , practical formulas for complete branching from U to K that are helpful in applying Frobenius reciprocity in the setting of a compact symmetric space are available in only limited circumstances. Exploring the inner structure of nearly holomorphic sections, our approach is different and translates the decomposition problem for L 2 .X; E/ into a decomposition problem for tensor product representations of K, see Theorem B. There are effective (cancellation-free) formulas describing tensor product decompositions, see [10] for a survey. In contrast to [3, 4] , we thus also obtain effective estimates for multiplicities, see Corollary 4.3. This paper is organized as follows. Section 2 is devoted to the proof of the first part of Theorem A. In Section 3 we prove the existence of non-trivial nearly holomorphic sections. Section 4 provides the proof of Theorem B (Section 4.1), discusses some results on the L 2 -condition (Section 4.2), which then yield applications to line bundles (Section 4.3) and to the holomorphic cotangent bundle (Section 4.4). We end up with a conjecture concerning highest weight vectors and the L 2 -condition, which might be helpful in determining the precise K-type decomposition of P 2 .n ; E/.
The local picture of nearly holomorphic sections
Let .X; h/ be a Kähler manifold of dimension n with Kähler metric h, and let E ! X be a holomorphic vector bundle on X. Recall the definition of nearly holomorphic sections in E given in [16, Section 1.2] . For the purpose of this paper, it suffices to note the following characterization. Suppose we have an open and dense subset U Â X with Kähler potential ‰ and coordinate functions z D .z 1 ; : : : ; z n /. Set
For i 2 N r , we use standard multi-index notation, so The space of all nearly holomorphic sections on X is denoted by N .X; E/, which by definition is a subspace of C 1 .X; E/.
We now turn to Hermitian symmetric spaces. Let G be a simply connected and connected complex simple Lie group with holomorphic involution , let U Â G be a -stable maximal compact subgroup with corresponding Cartan involution Â, and set X WD U=K with K WD U . Then L WD G is a reductive Lie group with 1-dimensional center, and K Â L is a maximal compact subgroup. Let g, u, l and k denote the Lie algebras of G, U , K and L. There exists a unique element Z 0 in the center of l whose adjoint action on g induces the grading g D n C˚l˚n where n˙are the˙1 eigenspaces of ad Z 0 . We may identify X with the complex quotient X Š G=P , where P WD L exp.n / is a maximal parabolic subgroup of G.
We identify n C with an open and dense subset of X via the exponential map,
which is a holomorphic embedding. In the sequel, we refer to this identification by simply writing n C Â X . Let E D G P E be the G-homogeneous holomorphic vector bundle on X associated to the holomorphic representation W P ! GL.E/. We assume that E is irreducible in the sense that is irreducible, which implies that j exp.n / is trivial and j L is irreducible. Then (2.2) induces a trivialization E n C Š n C E. In particular, the holomorphic tangent bundle T .1;0/ is trivialized to T
If ‰ is a Kähler potential on n C , we may regard q WD @‰ as a map q W n C ! .n C / and we may further identify .n C / with n via (the negative of) the Killing form Ä of g, and obtain
Applying now Proposition 2.1 to this setting, we find that a smooth section f 2 C 1 .X; E/ is nearly holomorphic if and only if there exists an O.n C ; E/-valued polynomial p f on n such that the restriction of f to n C Â X is given by
Here, p f .x; y/ denotes the evaluation of p f 2 P .n ; O.n C ; E// at y 2 n and x 2 n C . As a consequence of Proposition 2.1, we obtain the embedding
The main goal of this section is to characterize the image of Ã N in case of a particularly nice Kähler potential.
Proof. For the existence, see [16, Lemma 2.6] and (2.6) below. Now assume that ‰ 0 is a second K-invariant Kähler potential on n C . Since n C is simply connected, ‰ and ‰ 0 just differ by the real part of a holomorphic function, f 2 O.n C /, and it suffices to show that f is constant. Invariance under K in particular implies that Re f is invariant under the torus action z 7 ! e it z for t 2 R. Let f D P n 0 f n denote the expansion of f into homogeneous polynomials. Since f n .e it z/ D e i nt f n .z/ and Re f n D .Re f / n (considered as real homogeneous polynomials), we readily obtain
Re f is constant, and by holomorphy of f we conclude that f is constant.
For the following we fix ‰ as the Kähler potential given by Lemma 2.2, see (2.6) for an explicit formula. In order to characterize the image of Ã N we choose a K-invariant Hermitian inner product on E (since E is irreducible, this inner product is unique up to a positive constant multiple), which induces a Hermitian structure on E. Let L 2 .X; E/ denote the corresponding space of L 2 -sections. Since N .X; E/ Â L 2 .X; E/ and since n C Â X is dense, elements p in the image of Ã N necessarily satisfy the L 2 -condition
The following theorem states that Ã N actually maps N .X; E/ into the subspace P .n C n ; E/ Â P .n ; O.n C ; E// of E-valued polynomials on n C n , and conversely, for a polynomial map p 2 P .n C n ; E/, the L 2 -condition is sufficient to prove that f .z/ WD p.z; q.z// extends to a nearly holomorphic section on X. Let P 2 .n C n ; E/ denote the space of E-valued polynomials on n C n satisfying the L 2 -condition (2.4).
Theorem 2.3. Let X D G=P be a compact Hermitian symmetric space, and let E D G P E be an irreducible G-homogeneous Hermitian vector bundle. The map
is an isomorphism onto N .X; E/ with inverse Ã N .
The proof of this theorem needs some preparation. It essentially uses the fact that U -finite vectors in L 2 .X; E/ are smooth sections, which is an elementary fact in abstract representation theory of compact Lie groups. In order to investigate the u C -action and to give an explicit description of the L 2 -condition (2.4), we use the Jordan theoretic framework for Hermitian symmetric spaces. Recall that the pair .n C ; n / is a complex simple Jordan pair with Jordan products n˙ n n˙! n˙; .x; y; z/ 7 ! ¹x; y; zº WD OEOEx; y; z:
In addition, for x; z 2 n˙, y 2 n let Q x , D x;y and B x;y denote the operators defined by Q x y WD 1 2 ¹x; y; xº; D x;y z WD ¹x; y; zº; B x;y WD Id D x;y C Q x Q y : The latter operator is called the Bergman operator, and its determinant is the power of an irreducible polynomial W n C n ! C, called the Jordan pair determinant,
Here, p is a structure constant of X . Finally, let z 7 ! N z denote the Cartan involution of g with respect to u restricted to n˙. Then
is the Kähler potential for .X; h/ on n C described in Lemma 2.2, and the corresponding q-map is given by Lemma 2.6] . For convenience, we set hz WD Ad h .z/ and T z WD ad T .z/ for the adjoint actions of h 2 L and T 2 l on z 2 n˙. Moreover, we note that B z; N z and B N z; z are positive definite operators with respect to the inner products .v; w/ WD Ä.v; N w/ on n˙, and there exists an element in L whose adjoint action on n C and n is given by B z; N z and B 1 N z; z . In this way we may consider B z; N z as an element of L, see also (3.3) below. In the following, let @ and N @ denote the usual holomorphic and anti-holomorphic derivatives. The anti-holomorphic tangent space at z 2 n C is identified with n .
This proposition immediately follows from the description of the u C -action on arbitrary local sections on n C given in [16, Lemma 3.2] and the following identities for the q-map,
. @ Q z w N @ w /q.z/ D w C ¹q.z/; z; wº:
These identities can be proved by standard Jordan theoretic calculations using, e.g., the list of Jordan identities given in the appendix of [12] . We omit the details. The second ingredient for the proof of Theorem 2.3 is an explicit formula for the L 2 -condition.
where p is the structure constant of X given by (2.5) and is the Lebesgue measure on n C .
Proof. Recall that continuous sections in the vector bundle E can be represented by functions f W G ! E satisfying the equivariance condition
Then the L 2 -norm is given by kf k 2 D R U jf .u/j 2 du with normalized Haar measure du on U . For the transformation to an integral on n C , we note that the Langlands decomposition of the parabolic subgroup P Â G is given by P D MAN with A WD exp.a/, a WD RZ 0 , M WD L ss exp.ia/ and N WD exp.n /, where L ss denotes the semisimple part of L. Let˛0 2 a be defined by˛0.Z 0 / D 1. Then due to [8, Chapter V, Section 6],
where ı WD n˛0, and for z 2 n C the elements u z K 2 U=K and H.exp.z// 2 a are determined by the factorization of exp.z/ 2 G according to
Using the relation B In this case,
and the L 2 -norm simplifies to
For vector bundles of higher rank, the evaluation of j .B 1 =2 z; N z /f .z/j 2 is more involved. We turn to this in the next section, however we note in advance that there are estimates
for suitable constants 1 ; 2 2 Z just depending on , see Proposition 3.1 below.
Proof of Theorem 2.3. We first show that for any p 2 P 2 .n C n ; E/ the local section f p indeed extends to a nearly holomorphic section on all of X. Due to Proposition 2.1, it suffices to show that f p extends to a smooth section. We prove that f p is a U -finite vector, which implies smoothness. Let k D deg n p be the degree of p.x; y/ with respect to y, i.e., considered as a polynomial in P .n C ; E/OEn , and let P k Â P 2 .n C n ; E/ be the subspace of polynomials g with deg n g Ä k.
A close look at Proposition 2.4 shows that the space
It suffices to show that the n C -degree of elements in C k is bounded. For g 2 C k set d g WD deg n C g. Due to Proposition 2.5 the L 2 -condition on g corresponds to the finiteness of the integral
for some E-valued real polynomial G 2 P R .n C ; E/ of degree d g . Due to (2.7), we may estimatě
with fixed 2 Z. The condition I.g/ < 1 therefore implies that
Since the integrand is a rational function, Fubini's theorem yields that the degree of G.z/ with respect to each variable is smaller than the corresponding degree in .z; N z/ C2kCp . This shows that d g is bounded. Therefore, C k is finite dimensional, and hence U:f p Â C k spans a finite dimensional subspace. We conclude that f p indeed extends to a nearly holomorphic section in E.
Due to Proposition 2.1, Ã N is a left inverse of Ã P . Therefore, Ã P is injective and it remains to prove surjectivity onto N .X; E/. Let N Â N .X; E/ denote the image of Ã P . In the case of the trivial line bundle, i.e., for the space N .X / of nearly holomorphic functions, surjectivity is proved in [16, Corollary 2.9] . It thus follows that N is an N .X/-submodule of N .X; E/. Moreover, due to Proposition 2.4, N is a u C -invariant subspace, hence it is also U -invariant. We claim that it suffices to show that N is non-trivial. Indeed, in this case it follows from [16, Lemma 2.3] that N is dense in N .X; E/, and since N .X; E/ coincides with the space of U -finite vectors in L 2 .X; E/, this implies that N D N .X; E/, cf. [16, proof of Proposition 3.3]. Non-triviality of N is a consequence of Theorem 3.2 below, which completes the proof.
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The goal of this section is to prove the existence of non-trivial nearly holomorphic sections by showing that P 2 .n C n ; E/ is non-trivial. In order to verify the L 2 -condition (2.4) for particular E-valued polynomials on n C n , we first prove some estimates for the action of .B z; N z /. We need some root data. Let h Â l be a Â -stable Cartan subalgebra. Since l and g are of the same rank, h is also a Cartan subalgebra of g. LetˆWDˆ.g; h/ andˆc WDˆ.l; h/ denote the corresponding root systems, and setˆn c WDˆnˆc. Here, elements inˆc (resp.˛2ˆn c / are called compact (resp. non-compact) roots. We choose a system D ¹˛1; : : : ;˛`º of simple roots forˆ, such that c WD n ¹˛1º is a system of simple roots forˆc, and such that n C is the sum of all g˛with˛2ˆC nc . For each positive root˛2ˆC, we fix a corresponding sl 2 -triple .X˛; H˛; Y˛/ satisfying Â.H˛/ D H˛and Â.X˛/ D Y˛. Let ƒ (resp. ƒ c ) denote the set of highest weights parametrizing irreducible finite dimensional representations of U (resp. K). Since U and K are compact connected, and U is simply connected, ƒ D ¹ 2 h j .H˛/ 2 N for all˛2 º; ƒ c D ¹ 2 h j .H˛1/ 2 Z; .H˛/ 2 N for all˛2 c º:
We consider the lexicographic order of roots corresponding to the simple roots .˛1; : : : ;˛`/, i.e.,˛> 0 if˛D P m i˛i with m i > 0 for the first non-zero coefficient. Let . 1 ; : : : ; r / be the maximal system of strongly orthogonal roots such 410 B. Schwarz that i is the highest element ofˆC nc strongly orthogonal to j for j < i, i.e., i˙ j are no roots. We note that in the context of Jordan theory, the elements X i are usually denoted by e i WD X i 2 n C .i D 1; : : : ; r/; (3.1)
and .e 1 ; : : : ; e r / is called a frame of tripotents. The polar decomposition of n C with respect to this frame is given by the smooth surjection
.k; t/ 7 ! kz t with z t WD t 1 e 1 C C t r e r : (3.2)
Recall that kz t denotes the adjoint action of k on z t . As an application, we note that
see [12, Section 9.7] . Moreover, the polar decomposition yields the integral formula see, e.g., [6] .
Proposition 3.1. For all z 2 n C , the operator .B z; N z / is positive definite with respect to the K-invariant inner product on E. Moreover,
for all v 2 E with jvj D 1, where 2 ƒ is the highest weight of . ; E/.
Proof. According to the polar decomposition (3.2), any element z 2 n C can be written in the form z D kz t . Since B z; N z D kB z t ; N z t k 1 , it therefore suffices to prove positive definiteness for the case k D Id. Due to (3.3),
If E D L 2ˆ.E / E denotes the decomposition of E into weight spaces, we thus Existence of nearly holomorphic sections 411 obtain for v 2 E the relation
It follows that .B z t ; N z t / is positive definite. For arbitrary k 2 K, the identity For arbitrary 2ˆ.E/, recall thatˆ.E/ is contained in the convex hull of the set where i .y/ WD . i ; N i y/ with i WD e 1 C C e i . This is a polynomial on n . In fact it is well known that this is a highest weight vector for the induced action of K on P .n /, see also Section 4.2. Here we consider p m as an element of P .n C n /, constant along n C .
Theorem 3.2. If m 2 N r satisfies m r C .H˛1/ 0, then
In particular, P 2 .n C n ; E/ is non-trivial.
Proof. We fix an element v 2 E and may assume jvj 2 D 1. Then we have to evaluate the integral
For this, we use the integral formula (3.4). For z D kz t as in (3.2), Proposition 3.1 yieldsˇ
Moreover, due to 
We thus obtain
where c is a positive normalizing constant. Setting s i WD see (3.5) . Since a; b; m r 2 N, the assumption m r C .H˛1/ 0 implies that the integrand of the right hand side is bounded, so the integral is finite (in fact, it is a finite Selberg type integral). This completes the proof.
As a corollary of Theorem 3.2 we obtain in combination with Theorem 2.3 and [16, Theorem 2.1] the following important result.
Corollary 3.3. The space N .X; E/ of nearly holomorphic sections is dense in the space C.X; E/ with respect to uniform convergence.
Remark 3.4. In Section 4 we prove the converse implication of Theorem 3.2, i.e., p m .y/ E Â P 2 .n C n ; E/ necessarily implies that m r C .H˛1/ 0, see Corollary 4.5. In the special case m D 0, this yields that L 2 .X; E/ contains smooth sections that trivialize to constant maps on n C Â X if and only if .H˛1/ 0, i.e., if and only if theˆC c -dominant weight is alsoˆC-dominant. Since such a section is actually holomorphic, this gives a criterion for the existence of nontrivial holomorphic sections in E. Conversely, it immediately follows from Proposition 2.4, that if O.X; E/ is non-trivial, then a corresponding highest weight vector restricts to a constant map on n C Â X. We thus have recovered the well-known Borel-Weil Theorem for the case of Hermitian symmetric spaces. ) . Let E D G P E be an irreducible homogeneous vector bundle on the Hermitian symmetric space X D G=P of compact type, and let be the highest weight of E. Then E admits non-trivial holomorphic sections if and only if isˆC-dominant, i.e., if and only if .H˛1/ 0.
Corollary 3.5 (Borel-Weil

Application to harmonic analysis
We now turn to the problem of decomposing the space of L 2 -sections in E under the action of U . Due to abstract representation theory of compact Lie groups, L 2 .X; E/ decomposes into the Hilbert sum
of U -isotypic components, where m 0 denotes the multiplicity of the U -type V of highest weight 2 ƒ. Frobenius reciprocity yields that all multiplicities are finite. 
Main result
Having proved the existence of non-trivial nearly holomorphic sections (Corollary 3.3), we obtain the following improvement of [16, Proposition 3.3] .
Proposition 4.1. The space N .X; E/ of nearly holomorphic sections coincides with the space of U -finite vectors in L 2 .X; E/.
According to Theorem 2.3 we may identify the space N .X; E/ with the space P 2 .n C n ; E/ of E-valued polynomials on n C n satisfying the L 2 -condition (2.4) via the isomorphism
The corresponding action of u C is given by Proposition 2.4. Since the Kähler potential used for the definition of q.z/ is K-invariant (Lemma 2.2), it readily follows that the action of K Â U on p 2 P 2 .n C n ; E/ is given by
which coincides with the induced action of K on arbitrary E-valued polynomials on n C n . Let P 2 .n ; E/ Â P 2 .n C n ; E/ denote the K-invariant subspace of polynomials that are constant along n C . In order to state our main result recall that if V is a U -type of highest weight 2 ƒ, then the space V n C of n C -invariants,
is a K-type of highest weight . The following is a generalization of [16, Theorem 3.5], where we assumed that E admits non-trivial holomorphic sections.
Recall that Ã N denotes the inverse of Ã P .
Theorem 4.2. For all 2 ƒ, the map
is an isomorphism of vector spaces. Moreover, any K-type in P 2 .n ; E/ is isomorphic to V n C for some 2 ƒ, hence there is a bijection between U -types in L 2 .X; E/ and K-types in P 2 .n ; E/.
Proof. This theorem is proved essentially in the same way as [16, Theorem 3.5] . For convenience, we recall the details. Since all U -finite vectors are nearly holomorphic (Proposition 4.1), the image of T 2 Hom U .V ; L 2 .X; E// is a subspace Existence of nearly holomorphic sections 415 of N .X; E/, so Ã N ı T is well-defined. Moreover, due to Proposition 2.4, the restriction of Ã N ı T to V n C maps into P 2 .n ; E/. Therefore, ' is well-defined.
It is clear that ' is linear, and bijectivity follows from abstract, but simple arguments. Indeed, if ' .T / D 0, then
and since V n C is a non-trivial subspace of V , irreducibility of V implies that ker T D V , so T D 0. This proves injectivity of ' . For surjectivity, fix a nontrivial S 2 Hom K .V n C ; P 2 .n ; E// and let v be the U -highest weight vector in V . Then, v is an element of V n C and it is a K-highest vector for V n C .
Consider f WD Ã P .Sv /. Since f 2 N .X; E/, it is U -finite and hence the action of U on f generates a U -type Q V Â L 2 .X; E/ of highest weight . Then, ' .T / D S for T given by the isomorphism V Š Q V determined by T v D f . This proves surjectivity. Moreover if Sv is replaced by the highest weight vector of any K-type in P 2 .n ; E/, the same argument shows that this K-type is isomorphic to V n C for some 2 ƒ.
According to Theorem 4.2, the space P 2 .n ; E/ decomposes under the action
where E denotes the K-type with highest weight , and m is the same multiplicity as in (4.1). We may consider P 2 .n ; E/ as K-invariant subspace of the space P .n ; E/ of all E-valued polynomials on n , whose K-type decomposition is denoted by
Obviously, m Ä M . Moreover, recall that P .n ; E/ is canonically isomorphic (as K-module) to the tensor product P .n /˝E, and the well-known HuaKostant-Schmid decomposition of P .n /, see [6, 7, 14] , yields
where N r is defined as in (3.8) and P m .n / Â P .n / denotes the K-type of highest weight m WD m 1 1 C C m r r . Set WD ¹ m j m 2 N r º, and let ƒ E denote the set of highest weights 2 ƒ with positive multiplicity m > 0. Recall thatˆ.E/ denotes the set of weights in E.
Corollary 4.3. Let ƒ E Â ƒ denote the set of highest weights corresponding to U -types in L 2 .X; E/ with positive multiplicity m . There are finitely many elements 1 ; : : : ; s 2 . Cˆ.E// \ ƒ such that
Moreover, for 2 ƒ E the multiplicity m is bounded by
where M is the multiplicity of the K-type E in P .n ; E/.
Proof. It is known that the highest weights 2 ƒ c occurring in the tensor product P m .n /˝E must be of the form D m C for some weight 2ˆ.E/, and that the multiplicity of E is less than or equal to the dimension of the weight space E Â E, see, e.g., [10] . Since the Hua-Kostant-Schmid decomposition of P .n / is multiplicity free, this implies that the multiplicities in P .n /˝n cannot exceed dim E. Due to Theorem 4.2, the highest weights of L 2 .X; E/ must also beˆC-dominant, hence we conclude that ƒ E is contained in . Cˆ.E// \ ƒ. Moreover, recall that N .X; E/ is an N .X /-module [16, Corollary 1.9], and since the highest weights of N .X / are precisely given by (see [16, Remark 3.8] ), it follows that C Â ƒ E for all 2 ƒ E . Finally, for fixed 2ˆ.E/ consider the set ƒ D . C / \ ƒ E . If ƒ is non-empty, let 2 ƒ be the minimal element with respect to the order relation Ä 0 given by the condition that 0 2 . Then ƒ D C , and sinceˆ.E/ is finite, this completes the proof.
Results on the L 2 -condition
In order to determine P 2 .n ; E/ we have to investigate the L 2 -condition (2.4), i.e., finiteness of the integral
We first note the following necessary condition. Recall the definition of the elements e 1 ; : : : ; e r 2 n C in (3.1).
Proposition 4.4. If p 2 P 2 .n ; E/ is a weight vector of weight 2 h , then
for all i D 1; : : : ; r.
In combination with Theorem 3.2, Proposition 4.4 yields the following partial result concerning the explicit description of P 2 .n ; E/. Recall that the polynomial p m .y/ defined in (3.8) is the highest weight vector of the K-type P m .n /, see [18] . Proof. First assume that m r C .H˛1/ 0. Then Theorem 3.2 implies p m E Â P 2 .n ; E/;
and since P 2 .n ; E/ is K-invariant, it follows that P m .n /˝E Â P 2 .n ; E/. For the converse, consider the polynomial p m .y/ v 2 P 2 .n ; E/, where v 2 E is a weight vector of E of weight 2ˆ.E/. Then p m .y/ v is a weight vector of weight m C , and Proposition 4.4 implies that
We may choose such that .H r / D .H˛1/, since r and˛1 are elements of the same W c -orbit, where W c is the Weyl group ofˆc, see also the proof of Proposition 3.1. This completes the proof.
Remark 4.6. For rank-1 Hermitian symmetric spaces, i.e., for complex projective spaces X D P n , Corollary 4.5 determines P 2 .n ; E/ inside P .n ; E/ up to finitely many K-types.
So far do not have enough insight into the L 2 -condition to determine P 2 .n ; E/ more precisely. For the case of line bundles, Corollary 4.5 provides enough information for a complete description of P 2 .n ; E/ (see below). In Section 4.4 we briefly discuss the holomorphic cotangent bundle as an example of a higher rank vector bundle.
Application to line bundles
Recall that G-homogeneous line bundles on X correspond to 1-dimensional representations of P , which are parametrized by integer multiples of the fundamental weight 1 2 ƒ c associated to˛1, i.e., 1 .H˛i / D ı 1i . For the following, we fix k 2 Z and consider the line bundle L k associated to the character k with highest weight k WD k 1 .
Application to the holomorphic cotangent bundle
As an application of our results to higher rank vector bundles, we consider the holomorphic cotangent bundle T .1;0/ of X , which corresponds to the irreducible representation of P on n given by the adjoint action, so T .1;0/ D G P n with .h/ D Ad h for h 2 P . As before, we set hv WD Ad h v for h 2 L, v 2 n . The Hermitian structure on T .1;0/ is induced from the K-invariant inner product on n given by .vjw/ WD Ä.v; N w/, where Ä denotes the Killing form of g. The highest weight of with respect toˆC c is D ˛1. Since .H˛1/ D 2, the trivial section is the only holomorphic one, see Corollary 3.5, and P 2 .n ; n / is a proper subset of P .n ; n /, see Corollary 4.5.
According to Corollary 4.3 it suffices to determine the K-type decomposition of P .n ; n / in order to obtain bounds for the multiplicities of the U -type decomposition of L 2 .X; E/. Recall the decomposition P .n ; n / D M Recall that c denotes the set of simple compact roots, and that the set of weights of n coincides with the set of non-compact negative roots inˆ, denoted byˆ nc .
Lemma 4.10. For a vector m 2 N r , the K-type decomposition of the tensor product P m .n /˝n is given by Remark 4.11. If the root systemˆof g is simply laced, then the same argument as in [16, Remark 3.16] shows that the additional condition onˇ2ˆ nc in (4.5) is always satisfied, so (4.5) simplifies to
By a straightforward analysis of the weights of the tensor product P m .n /˝n for various m (see [16, Theorem 3.17] for details) we obtain the K-type decomposition of P .n ; n / and hence the following estimates for the multiplicities of the U -types contained in L 2 .X; T .1;0/ /. Theorem 4.12. The K-type decomposition of P .n ; n / is given by P .n ; n / D M else.
Here, m 1 WD 1. Furthermore, the U -type V occurs in L 2 .X; T .1;0/ / only if 2 ƒ.n /, and its multiplicity m is bounded by M .
Due to our general analysis of the L 2 -condition in Section 4.2 we can say slightly more. Since .H˛1/ D 2, Corollary 4.5 yields P m .n /˝n Â P 2 .n ; n / " m r 2: (4.6) Therefore, m D M for all D m Cˇ2 ƒ.n / with m r 2,ˇ2ˆ nc . However, for m r Ä 1 it is quite a hard problem to decide which K-types in the tensor product P m .n /˝n satisfy the L 2 -condition. There also might be K-types in P 2 .n ; n / not contained properly in P m .n /˝n for any m, so it is not sufficient to consider the K-types in P m .n /˝n for each m separately. So far, our investigation indicates that condition (4.4) of Proposition 4.4 is not just necessary, but also sufficient -when applied to highest weight vectors, i.e., Conjecture 4.13. Let p 2 P .n ; E/ be a highest weight vector of weight 2 h . Then p 2 P 2 .n ; E/ if and only if deg t i p.t 1 N e 1 C C t r N e r / Ä .H i / for all i .
Moreover, if p 2 P m .n /˝E, then m i Ä deg t i p.
In order to make use of this conjecture even in cases where highest weight vectors are not known explicitly, it also remains to determine a precise relation between the t i -degrees of p 2 P m .n /˝E, its weight , and m.
