A framework based on hidden Markov trees for multimodal PET/CT image co-segmentation by Hanzouli-Ben Salah, Houda et al.
 
 
 
A framework based on hidden Markov trees for
multimodal PET/CT image co-segmentation
Citation for published version (APA):
Hanzouli-Ben Salah, H., Lapuyade-Lahorgue, J., Bert, J., Benoit, D., Lambin, P., Van Baardwijk, A.,
Monfrini, E., Pieczynski, W., Visvikis, D., & Hatt, M. (2017). A framework based on hidden Markov trees
for multimodal PET/CT image co-segmentation. Medical Physics, 44(11), 5835-5848.
https://doi.org/10.1002/mp.12531
Document status and date:
Published: 01/11/2017
DOI:
10.1002/mp.12531
Document Version:
Publisher's PDF, also known as Version of record
Document license:
Taverne
Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can
be important differences between the submitted version and the official published version of record.
People interested in the research are advised to contact the author for the final version of the publication,
or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these
rights.
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.
If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above,
please follow below link for the End User Agreement:
www.umlib.nl/taverne-license
Take down policy
If you believe that this document breaches copyright please contact us at:
repository@maastrichtuniversity.nl
providing details and we will investigate your claim.
Download date: 08 Jan. 2021
A framework based on hidden Markov trees for multimodal PET/CT image
co-segmentation
Houda Hanzouli-Ben Salah, Jerome Lapuyade-Lahorgue, Julien Bert, and Didier Benoit
INSERM, UMR 1101, LaTIM, IBSAM, UBO, UBL, Brest, France
Philippe Lambin and Angela Van Baardwijk
Department of Radiation Oncology (MAASTRO), GROW – School for Oncology and Developmental Biology, Maastricht University
Medical Center, Maastricht, The Netherlands
Emmanuel Monfrini and Wojciech Pieczynski
SAMOVAR, Telecom SudParis, CNRS, Universite Paris-Saclay, 9 rue Charles Fourier, 91000 Evry, France
Dimitris Visvikis and Mathieu Hatta)
INSERM, UMR 1101, LaTIM, IBSAM, UBO, UBL, Brest, France
(Received 8 September 2016; revised 5 July 2017; accepted for publication 8 August 2017;
published 9 October 2017)
Purpose: The purpose of this study was to investigate the use of a probabilistic quad-tree graph (hid-
den Markov tree, HMT) to provide fast computation, robustness and an interpretational framework
for multimodality image processing and to evaluate this framework for single gross tumor target
(GTV) delineation from both positron emission tomography (PET) and computed tomography (CT)
images.
Methods: We exploited joint statistical dependencies between hidden states to handle the data stack
using multi-observation, multi-resolution of HMT and Bayesian inference. This framework was
applied to segmentation of lung tumors in PET/CT datasets taking into consideration simultaneously
the CT and the PET image information. PET and CT images were considered using either the original
voxels intensities, or after wavelet/contourlet enhancement. The Dice similarity coefficient (DSC),
sensitivity (SE), positive predictive value (PPV) were used to assess the performance of the proposed
approach on one simulated and 15 clinical PET/CT datasets of non-small cell lung cancer (NSCLC)
cases. The surrogate of truth was a statistical consensus (obtained with the Simultaneous Truth and
Performance Level Estimation algorithm) of three manual delineations performed by experts on fused
PET/CT images. The proposed framework was applied to PET-only, CT-only and PET/CT datasets,
and were compared to standard and improved fuzzy c-means (FCM) multimodal implementations.
Results: A high agreement with the consensus of manual delineations was observed when using
both PET and CT images. Contourlet-based HMT led to the best results with a DSC of 0.92  0.11
compared to 0.89  0.13 and 0.90  0.12 for Intensity-based HMT and Wavelet-based HMT,
respectively. Considering PET or CT only in the HMT led to much lower accuracy. Standard and
improved FCM led to comparatively lower accuracy than HMT, even when considering multimodal
implementations.
Conclusions: We evaluated the accuracy of the proposed HMT-based framework for PET/CT image
segmentation. The proposed method reached good accuracy, especially with pre-processing in the
contourlet domain. © 2017 American Association of Physicists in Medicine [https://doi.org/10.1002/
mp.12531]
Key words: Bayesian inference, computed tomography (CT), hidden Markov trees (HMT), positron
emission tomography (PET), segmentation, wavelet and contourlet analysis
1. INTRODUCTION
The current trend in modern personalized medicine is to
acquire and exploit sequential images for a patient during the
course of its treatment (pre-, per-, post-treatment). These
images are also more and more frequently coming from mul-
tiple image modalities including Computed Tomography
(CT), Magnetic Resonance Imaging (MRI), Positron Emis-
sion Tomography (PET), Single Photon Emission Computed
Tomography (SPECT) or UltraSound (US). In addition, the
development of each modality has led to the use of several
modes of acquisition, such as various MRI sequences or the
development of several PET and SPECT radiotracers. In clini-
cal oncology and radiotherapy, this has been especially true,
due to the introduction of multimodality imaging integrated
devices such as PET/CT and SPECT/CT, and now the rising
development of sequential and simultaneous PET/MRI,
which have also led to significant improvements regarding
image fusion and anatomical/physiological data association.
On the one hand, multimodality imaging today provides
the physicians with an unprecedented potential wealth of
information, both morphological and functional regarding the
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pathology.1 On the other hand, the manual and visual
exploitation of the image datasets becomes more and more
complex, tedious, subjective and time-consuming owing to
increasing data volumes as well as image characteristics’ vari-
ability. Automated analysis may thus potentially improve
overall patient management based on the use of multimodal-
ity images.
From an image and data processing point of view, most
recent developments have been focused on a single image
modality, optimizing and adapting algorithms to deal with its
specific characteristics. In clinical research, when multiple
images (from one or several modalities) are being considered,
they are most often analyzed independently and the results
are then combined a posteriori, thereby not exploiting the full
potential correlation between multimodal images. One of the
main challenges for semi-automatically handling such multi-
modal datasets is the large variability in terms of spatial reso-
lution and definition, noise and texture properties, across as
well as within modalities.
Several papers have investigated the combination and
association of functional and anatomical images for a specific
purpose, such as denoising2 or reconstruction3 of PET data
using anatomical priors coming from MRI or CT, correction
of partial volume effects in PET or SPECT by exploiting the
associated morphological information,4–6 the use of associ-
ated CT images to spatially register several low-resolution
PET images, for instance during treatment7,8 or several differ-
ent radiotracers,9 or the definition of tumor target volumes in
radiotherapy by considering both PET and CT images
features.10,11
This last application in particular has led recently to the
development of several (semi)automated methodologies aim-
ing at determining a single gross tumor volume (GTV) from
fused PET/CT datasets, assuming both modalities provide
complementary information regarding a single contour of the
tumor volume.10–16 Although an alternative approach could
consist in segmenting each image independently and then
combine the obtained volumes a posteriori using some kind
of consensus, these approaches have mostly considered the
first approach and used a variety of tools including super-
vised learning using textural features of PET/CT images,10,14
Markov random field,13 random walk segmentation,12 active
contours11,16 and topology integrated within graph-models.15
The idea underlying all these studies is that the delineation
should benefit from the co-registered modalities’ information
to produce a single, more robust and accurate GTV. Most of
these previous works have indeed highlighted the potential
value in considering both modalities simultaneously in a
common mathematical and algorithmic framework. The
objective of most of these studies is to objectively automate
the manual and subjective task of GTV delineation by a radia-
tion oncologist visualizing the fused PET/CT images. We
place our present work in the same context.
Hidden Markov fields (HMF) are well suited to image pro-
cessing and have been exploited in a variety of applications,
including medical imaging.17 They have been used in PET
segmentation18 and two recent studies investigated the use of
HMF to associate PET and CT datasets with the goal of co-
segmentation.13,19 Markov random fields however require
computationally expensive iterative methods for estimating
parameters,17 contrary to hidden Markov chains (HMC) that
have also been explored for PET segmentation.20 Finally, hid-
den Markov trees (HMT) share similar favorable computa-
tional properties with chains, while being quite as robust as
fields and providing a useful structure for the association of
multiscale and multimodal images.17,21 HMT proved their
efficiency in several fields. For example, phylogenetic models
in biology are diagrams showing the evolutionary relation-
ships between species.22 Hierarchical models are also used
for aerial image parsing.23 HMT have found numerous appli-
cations in imaging, including astronomical,24 remote sens-
ing25,26 and medical imaging for instance in MRI.27
However, medical image segmentation using HMT is quite
rare28 contrary to Markov fields,29 and to the best of our
knowledge, our work is the first to investigate their use for
multimodal PET/CT image segmentation. The present paper
is an extension of the first developments initially presented in
a conference proceeding.30
The scope of this work is thus to evaluate the value of a
unified framework based on HMT for PET/CT segmentation
with the objective of GTV delineation in radiotherapy plan-
ning. Results are provided on 1 simulated case and on 15
clinical datasets with comparison to a statistical consensus of
three different manual delineations. Finally, we elaborate at
several potential improvements regarding the framework
itself, as well as other applications that may benefit from its
use, and that will be investigated in future studies.
2. MATERIALS AND METHODS
2.A. Hidden Markov tree framework
In this section, we present the mathematical methodology
used to handle, associate and process multimodal medical
images using different resolutions and modalities within a
unified framework based on a HMT.
The multiresolution nature of the data can be managed by
using the successive scales of the HMT to handle data repre-
sented at different resolutions. Another modeling approach
consists in using the different levels in the HMT not to repre-
sent data of different resolutions, but rather as an algorithmic
solution to model dependencies between neighboring obser-
vations at successive scales, while the data is associated only
with the last scale of the HMT. In that case, different modali-
ties are handled by considering observed data in a given voxel
as a vector containing several values, each vector component
representing a modality’s observation. This setting was cho-
sen for the present work: in radiotherapy planning clinical
practice, the PET image is up-sampled to exactly the same
dimension as the CT, so that the images can be overlaid for
visualization and manual delineation. We used cubic B-spline
interpolation to up-sample the PET image so that a PETvoxel
exactly corresponds to a CT voxel. Therefore both PET and
CT voxels intensities are associated as a 2-value vector with
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the leaves of the tree (the level/scale at the bottom of the tree),
as illustrated in Fig. 1. Note that all the scales/levels above in
the tree are only used as calculus and parameters estimation
tools and none of their nodes are associated with PET/CT
voxels values.
The HMTwill exploit conjointly within the same algorith-
mic framework each couple of voxels’ intensities (one PET,
one CT) to take a segmentation decision based on the proba-
bility of this couple to belong to a class (tumor) or another
(background). This probability is calculated by combining
two different probabilities: the first corresponds to the prior
probability of each node of the tree to belong to a given class,
which will be based on the fathers-children statistical transi-
tions in the tree structure (Section 2.A.1). Regarding the seg-
mentation task, the most important probability will be the
one associated with each leaf. Indeed, the probabilities esti-
mated in the above scales are only calculus and estimation
tools to incorporate spatial neighborhood and multiscale
information. The second corresponds to the observation prob-
ability calculated based on the voxel couple of values (PET
and CT) with respect to the respective joint generalized nor-
mal distribution estimated for the entire PET/CT region of
interest containing the tumor and background (Section 2.A.2).
Each case requires automatic estimation of all parameters
defining the HMT model and these estimated parameters are
then used to perform the actual segmentation (Section 2.A.3).
2.A.1. Hidden Markov tree model
Contrary to HMC, a HMT is a hierarchical hidden Markov
model, which is able to take into account the probabilistic
dependencies between scales directly. At a given scale, the
probabilistic spatial dependencies among voxels are then
taken into account via dependency on a common ancestor
(Fig. 1). Similar to HMCs, HMTs allow fast data processing
owing to their computational efficiency. Despite their sim-
plicity, they are able to produce results with similar perfor-
mance as hidden Markov fields.17
The HMT model is defined as follows: let S be a finite set
of points and X ¼ ðXsÞs2S, Y ¼ ðYsÞs2S0 two random vectors
indexed respectively on S and S0  S subset of observed vox-
els. Each Xs takes its values in the finite set of classes
O = {x1, . . ., xk} (in this work tumor and background) and
Ys takes its values in the set of observations (real values corre-
sponding to voxels’ intensities). Let S1, . . ., SR be a partition
of S representing different “generations”. Each s 2 Si admits
sþ  Siþ1 (called his “children”) in such a way that every ele-
ment of t 2 Siþ1 has a unique “father” t 2 Si such that
ðsþÞ ¼ s. We assume that S1 is a singleton so as its element
r is called “root”. Setting pðx; yÞ density of the distribution of
(X, Y), the random vector (X, Y) is a HMT if:
pðx; yÞ ¼ pðxrÞpðyrjxrÞ
YN
j¼2
Y
s2Sj pðxsjxsÞpðysjxsÞ;
(1)
where pðysjxsÞ ¼ 1 if s 62 S0
2.A.2. Observation modeling
With respect to image segmentation in a statistical setting,
a Gaussian distribution is sufficient to model PET voxels’
intensities and more complex distributions through the use of
the Pearson’s system (containing 7 different distributions)31
does not improve accuracy.32 However, in the present case
the framework has to conjointly model PET and CT distribu-
tions that could be very different, hence calling for a more
flexible statistical model. Therefore, the observation’s noise
densities pðysjxsÞ (for s 2 S0) considered are of the general-
ized normal distribution form.33
2.A.3. HMT parameters estimation
The parameters of the HMT that need to be estimated are
listed in Table I. The table also lists how their values are ini-
tialized, as well as the aspects of these parameters that are not
estimated but rather set a priori.
We emphasize that parameters of the HMT are not set or
chosen arbitrarily or empirically but all of them are automati-
cally estimated from the observed PET, or CT, or the PET/CT
intensities. To estimate the parameters we chose the iterative
Stochastic Expectation Maximization (SEM) algorithm34
FIG. 1. Hidden Markov tree (HMT) Model with the associated PET/CT
image (selection centered on the tumor): the root, scale R-1 with four chil-
dren, scale 2 with 16, down to scale R-6 with 4096 “leaves” (64 9 64), each
one being associated with a vector of two values (y1 and y2) corresponding to
the PET and CT intensities. The classification as “tumor” or “background” is
x ¼ ðxsÞs2S0 . [Color figure can be viewed at wileyonlinelibrary.com]
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which is a stochastic version of the EM algorithm.34 The EM
algorithm has been adapted to HMT,25 and in the present
work we used a SEM version adapted to the HMT model.
The parameters are first initialized using a simple fuzzy
c-means. The loglikelihood and conditional probabilities
involved in the (S)EM rely on the use of backward and for-
ward probabilities, in a similar manner as in HMC. Segmen-
tation (assigning a class to the hidden states based on the tree
structure probabilities and the observed data) is then obtained
using the estimated parameters with the Modes of Posterior
Marginal (MPM)35 inference, a Bayesian estimator which
associates to each site the most probable class given all the
data. This estimator requires the computation of the posterior
marginals. These are computed through the Baum–Welsh
algorithm36 by propagating information first from the
“leaves” to the “root”, and then in the inverse direction, from
the “root” to the “leaves”. In this work, we used the condi-
tional version of Baum–Welsh algorithm37 to avoid under-
flow issues. More details can be found in Ref.[25].
2.B. Pre-processing
The HMT model was applied to three different data repre-
sentations. Observations in each node were defined as the
intensity in each image voxel (as illustrated in Fig. 1) or its
corresponding element in image obtained after pre-proces-
sing in the wavelet or contourlet domains.
The spatio-frequential (wavelet or contourlet) transforms
provide the ability to exploit image information at different
resolutions and directions, to better quantitatively describe
the information provided by the observed data. The use of
images rebuilt after pre-processing in the spatio-frequential
domain has been suggested recently for PET image segmen-
tation.38 We thus decided to investigate the potential benefit
of such an approach within our context of PET/CT segmenta-
tion, considering the contourlets in addition to the wavelets.
2.B.1. Wavelets pre-processing
The wavelet transform (WT) is established as a powerful
tool for statistical signal and image processing. In this work,
we used the isotropic undecimated wavelet transform (IUWT)
based on the ‘a trous’ algorithm.39 The nondecimation avoids
the pseudo Gibbs phenomenon. The “a trous” algorithm
decomposes an image I0(x,y,z) into a list of wavelet planes
{wj(x,y,z)} with intermediate smoothed planes {Fj(x,y,z)}.
This approximation sequence {Fj(x,y,z)} is obtained through
N successive filtering with a 3D low-pass filter h5 related to a
scaling function φ3D, which must satisfy a number of proper-
ties (compactly supported, regularity, symmetry, convergence
in the Fourier space and derivability). B-spline interpolations
were chosen in this work. At each iteration j, the approxima-
tion image Ij+1 is given according to Eq. (2).
Ijþ1ðx; y; zÞ ¼
X
m;n;o2½2;2
hðm; n; oÞIjðxþ m2j; yþ n2j;
zþ o2jÞ
(2)
The wavelet planes wj + 1 are defined as the differences
between two consecutive approximations Ij and Ij+1 contain-
ing the details at a resolution level between Ij and Ij+1 in such
a way that the initial image I0(x,y) can be rebuilt from its
details layers as in Eq. (3).
I0ðx; y; zÞ ¼ INðx; y; zÞ þ
Xj¼N
j¼1
wjðx; y; zÞ (3)
2.B.2. Contourlets pre-processing
The Contourlet transform (CoT, to avoid confusion with
CT, computed tomography)40 is an extension of the WTusing
non-separable and directional filter banks. Thanks to its
remarkable properties (multiresolution, localization, direc-
tionality and anisotropy), CoT is a more efficient tool than
WT for capturing intrinsic geometrical structures of images.
CoT is implemented by the pyramidal directional filter bank
(PDFB). In a first step, a Laplacian pyramidal (LP) decompo-
sition is applied to the image so as to obtain a number of
radial subbands. In the second step, each LP subband is
decomposed into a power of two’s number of directional
subbands through a filter banks. In this work, we used the
non-subsampled contourlet transform (NSCT).41 First, the
M-most significant coefficients from all subbands are
retained whereas the rest are set to 0. Second, the image is
rebuilt using the selected coefficients. PET and CT images
and their wavelet or contourlet-based pre-processing results
are illustrated in Fig. 2. In a previous work,38 the value M
TABLE I. Parameters of the HMT.
HMT
parameter
category Parameter Initialization
Parameter aspects
that are not
estimated but set a
priori
Prior model Root prior
distribution
Equal
probability for
each class
Each node has 4
children. The
number of scales
and nodes/leaves
are set depending
on the size of the
input image (e.g.,
6 scales for a
64 9 64 image)
Parent-child
transition
probabilities
Calculated using
a first rough
segmentation
through a Fuzzy
C-means
algorithm
Observation
model (data
likelihood)
Mean of
distribution for
each class
The distribution of
each class is a
generalized
normal
distribution
Standard
deviation of
distribution for
each class
Shape parameter
(generalized
normal
distribution) for
each class
Medical Physics, 44 (11), November 2017
5838 Hanzouli-Ben Salah et al.: PET/CT co-segmentation with Markov trees 5838
was arbitrarily set at 200 for PET. In our case we determined
these values empirically by exploring values between 100 and
3000. The best performance was reached for M = 800 for
PET images and M = 2000 for CT images.
2.C. Evaluation study
2.C.1. Simulated dataset
We have been advocating for a long time the use of realis-
tic simulated datasets with voxel-based ground-truth as part
of a rigorous validation framework for PET segmentation42,43
and have contributed in making such datasets available to the
community.44,45 However, these past efforts were focused on
the PET component and did not include CT simulated
images. For the present work, to investigate the complemen-
tary value of PET/CTvs. CT-only or PET-only HMT segmen-
tation, a digital phantom of a lung tumor located close to the
mediastinum and the chest wall was designed and both a PET
image and CT image were simulated. No breathing was simu-
lated. The simulated PET was generated with GATE (Geant4
Application for Tomography Emission) and reconstructed fol-
lowing the same process as described previously.44,45 PET
spatial resolution was ~4 mm and voxel size of the recon-
structed PET image was 4 9 4 9 4 mm3. The CT simulated
image was generated using the same digital phantom used for
the PET simulation. The CT simulation is based on a Monte-
Carlo simulation where X-rays are created and tracked indi-
vidually through the voxelized phantom using the Siddon
projector46 and attenuated following the Beer–Lambert Law.
Compton and Rayleigh scattering were not computed. The
simulation was performed using 360 projections around the
phantom (1 projection per degree), and 5 9 109 particles
were created to achieve ~10000 counts/voxel in the his-
togram. The source aperture was 20 degrees, a focal spot size
of 0 mm was simulated, and a mono-energetic at 60 keV was
FIG. 2. Four examples of PET/CT clinical datasets (a, d, g, j) preprocessed in the contourlets (b, e, h, k) or wavelets (c, f, i, l) domains. Note the increased con-
trast and loss of background details.
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simulated to avoid beam-hardening artifacts in the final
reconstructed image. A line detector composed of 750 pixel
elements and 1 mm pixel size, was placed behind the phan-
tom. The phantom was centered in the image space, the posi-
tion of the X-ray source was (700, 0, 0) mm and the
position of the simulated detector was (350, 0, 0) mm.
Finally, the simulated histogram was reconstructed using a
maximum likelihood for transmission tomography (MLTR)
algorithm based on a gradient-ascent method.47 For this
study, the CT data was reconstructed using 5 iterations and
72 subsets, 1 mm voxel size, and the final image was blurred
with 1 mm Gaussian filter. As explained in Section 2.A, the
reconstructed PET image was up-sampled to be of same size
as the CT dataset to be associated within the HMT frame-
work. Figure 3 shows the digital phantom and the associated
simulated PET and CT images.
2.C.2. Clinical datasets
The proposed methodology was evaluated on PET/CT
clinical images. Fifteen patients with confirmed non–small
cell lung cancer (NSCLC), stage Ib–IIIb, for which no obvi-
ous spatial mismatch between the CT and the PET images
(due to respiratory motion and/or positioning differences
between the two acquisitions) was observed, were analyzed.
All patients underwent an 18F-FDG PET/CT examination for
staging purposes before treatment. Patients were instructed
to fast for a minimum of 6 h before examination. Free-
breathing PET and CT images were acquired 45–60 min
after 18F-FDG injection. A total of seven 5-min bed posi-
tions with overlap were used for whole-body PET (Biograph
PET/CT; Siemens, Erlangen, Germany) acquisitions, which
were corrected for attenuation using the CT data and itera-
tively reconstructed using the ordered-subsets expectation
maximization algorithm (four iterations, eight subsets). The
noise levels in PET and CT correspond to standard PET/CT
clinical acquisitions. Voxel sizes of PET and CT datasets
were 5.31 9 5.31 9 5 mm3 and 0.98 9 0.98 9 5 mm3
respectively. Spatial resolution of the PET scanner is esti-
mated at 4.5 mm full-width at half-maximum (FWHM) in
the center of the field of view, whereas spatial resolution of
the CT scanner is estimated below 1 mm FWHM. The PET
and CT images were assumed to be co-registered at recon-
struction. The PET images were up-sampled using a cubic
B-spline interpolation scheme48, so that it corresponds to
the dimension of the CT image.
2.C.3. Surrogate of truth
In the simulated case, the ground-truth of the phantom
was used. In the clinical dataset, all patients underwent sur-
gery and the maximum diameter was measured on the surgi-
cal specimen, as previously described.49 In the absence of
other surrogate of truth such as histopathological volumes,
the validation of the approach consisted in comparing auto-
matic segmentation of the tumor with a statistical consensus
of manual delineations performed by three different experts
on each slice of the fused PET/CT images. The experts were
asked to draw contours with the goal of defining a GTV for
radiotherapy planning. The consensus was obtained using the
simultaneous truth and performance level estimation (STA-
PLE) algorithm,50 an expectation-maximization algorithm
that computes a probabilistic estimate of the true segmenta-
tion from a collection of segmentations. To strengthen the
reliability of this consensus, the maximum diameter mea-
sured in histopathology was compared with the one measured
on the STAPLE consensus. The maximum diameter was not
further used for the validation of the proposed algorithm
since we are interested here in spatial PET/CT overlap, which
cannot be rigorously evaluated with the maximum diameter
only.
2.C.4. PET, CT and PET/CT comparison
The proposed framework was first evaluated on the
simulated PET/CT dataset, and then on the 15 clinical
cases, by considering either the PET or the CT image
only, then using both PET and CT images. Parameters of
the HMT model as described in Table I were in each case
automatically estimated from the input images. They are
therefore not set with the same values for each configura-
tion (PET, CT, and PET/CT) but iteratively estimated for
each image and each configuration. Note however that the
structure of the tree (one father, four sons for instance)
(a) (b) (c)
FIG. 3. (a) Digital phantom with complete tumor ground-truth contour (largest) and sub-volume (smaller one) within, with a mean value of 5HU and 3 SUV.
The rest of the tumor has a mean value of 20 HU and 12 SUV. Background uptake in the lung was set at 0.8 SUV whereas HU were set at 850. Bones were set
at 700 HU. The uptake in the surrounding soft tissues (mediastinum) was set at 1.6 SUV and the HU at 40 and 80 (light and dark gray voxels respectively); (b–
c) corresponding reconstructed and upsampled PET (b) and CT (c) images. [Color figure can be viewed at wileyonlinelibrary.com]
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and type of statistical distributions (set as generalized nor-
mal distributions) are the same in all configurations since
they are not estimated.
Note also that the segmentation algorithms are not applied
to the entire whole-body datasets, but rather on a selected
cropped volume around the tumor (as illustrated in Figs. 2
and 5 for instance).
2.C.5. Other methods for comparison
Segmentation results were also generated using the stan-
dard fuzzy c-means (FCM) algorithm and the fuzzy local
information c-means (FLICM)51 for comparison purposes.
FLICM is an FCM implementation adding a weighted norm
to account for outliers due to the noise and uses two parame-
ters: a regularization parameter and the size of the surround-
ing kernel. We used the recommended parameters values
(regularization equal to 1 and kernel radius equal to 3 vox-
els).51 Alternative values for these two parameters were
explored without obtaining improved performances. Both
methods were implemented as multimodal, i.e., using as input
vectors containing the intensities of both up-sampled PET
and CT images. The input regions (cropped from the entire
image) were the same for all methods under comparison.
2.C.6. Evaluation metrics and figures of merit
The performance of segmentation was assessed using Dice
similarity coefficient (DSC), sensitivity (SE) and positive pre-
dictive value (PPV). Let us denote by VT the true lesion vol-
ume, VS the segmented volume, VT \ VS the intersection
between volumes VT and VS and size (V) the size of volume V .
The sensitivity (SE) is defined as the ratio between the
size of the segmented volume intersecting the true volume,
and the true volume:
SE ¼ sizeðVT \ VSÞ
sizeðVTÞ (4)
The positive predictive value (PPV) is defined as the ratio
between the size of the segmented volume intersecting the
true volume and the measured size of the segmented volume:
PPV ¼ sizeðVT \ VSÞ
sizeðVSÞ (5)
The combination of a high PPV and a low SE indicates an
under-evaluation of the true volume, whereas the inverse indi-
cates an over-evaluation of the true volume.
The Dice similarity coefficient (DSC) is a statistical mea-
sure of accuracy in image segmentation. This metric assesses
the spatial overlap between the segmented volume (VS) and
the true one (VT ) and is defined as the ratio between twice the
size of the segmented volume intersecting the true volume
and the size of the sum of VS and VT.
DSC ¼ 2 sizeðVT \ VSÞ
sizeðVT þ VSÞ (6)
The Kruskal–Wallis rank test was used (MedcalcTM, Med-
calc software, Belgium) to statistically compare the perfor-
mance of each methods.
3. RESULTS
3.A. Validity of the manual consensus
The consensus of three manual delineations led to vol-
umes with a maximum diameter very close to the histopathol-
ogy measurement, with a correlation of 0.91, and differences
of 97%, which is in line with previous observations on the
same datasets by the original authors49 and other studies.52
This consensus of manual delineations can therefore be con-
sidered a reliable surrogate of truth for evaluating the pro-
posed methodology.
3.B. HMT segmentation results
3.B.1. Simulated dataset
Figures 4 and 5 show the IHMT segmentation results
considering only the PET, only the CT, or the joint PET/
CT. The PET-only segmentation led to very high PPV
(0.96) but low SE (0.65) (DSC of 0.77), due to the
heterogeneous uptake of the tumor, although with no
issue differentiating the rest of the tumor uptake from the
surrounding normal tissues uptake. On the contrary the
CT-only segmentation led to very high SE (0.98), but
low PPV (0.64) (DSC of 0.77) due to the lack of con-
trast between tumor and surrounding normal soft tissues.
(a) (b) (c)
FIG. 4. Simulated (a) PET, (b) CT and (c) overlaid PET/CT images with HMT segmentation on (a) PET only in blue, (b) CT only in yellow and PET/CT in green.
[Color figure can be viewed at wileyonlinelibrary.com]
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The PET/CT combination led to a better coverage of the
tumor with high SE (0.90) and PPV (0.97) (DSC of
0.93).
3.B.2. Clinical datasets
Table II summarizes the DSC calculated respectively
across the 15 cases, comparing IHMT applied to either PET
or CT only, or on PET/CT. The HMT on PET/CT obtained
the best accuracy with DSC of 0.89  0.13 compared to
0.50  0.28 on PET only and 0.48  0.35 on CT only.
Using WHMT and CHMT the conclusions were similar with
the same hierarchy, with slightly better DSC, and a small
advantage for CHMT over WHMT. The differences between
IMHT, WHMT, and CHMTwere not significant (P > 0.1).
Figure 6 illustrates two examples of IHMT segmentation
on PET only, CT only and PET/CT, showing a similar behav-
ior on a clinical case as it was shown on the simulated case.
Figure 7 shows four examples of HMT segmentations
compared to the consensus of manual delineations for the
PET/CT cases illustrated in Fig. 2.
Quantitative results of all figures of merit calculated
across the 15 cases are summarized in Table III, for IHMT,
WHMT CHMT, FCM, and FLICM. The three HMT methods
led to an accurate tumor segmentation, characterized by high
PPV, SE, and DSC values. CHMT slightly outperformed the
two other methods with higher mean PPV, SE, and DSC val-
ues along with smaller standard deviations, thanks mostly to
an improvement in sensitivity. There was however no statisti-
cally significant differences between the three approaches.
On the contrary, FCM and FLIMC led to significantly lower
(a) (b) (c)
FIG. 5. All contours (ground-truth, CT only, PET only and PET/CT) reported to the digital phantom (a), the simulated CT (b) and the simulated PET (c). Largest
square corresponds to the initial selection box used as input. Red is the ground-truth, blue is PET-only segmentation, yellow is CT-only segmentation and green
is PET/CT segmentation. [Color figure can be viewed at wileyonlinelibrary.com]
TABLE II. Performance of IHMT, WHMT, and CHMT according to DSC for
the 15 cases exploiting either PET or CT only, or PET/CT.
PET-only CT-only PET/CT
IHMT 0.50  0.28 0.48  0.35 0.89  0.13
WHMT 0.61  0.29 0.56  0.31 0.90  0.12
CHMT 0.64  0.23 0.59  0.29 0.92  0.11
FIG. 6. Comparison of monomodal (PET or CT) segmentation with multimodal PET/CT segmentation using IHMT on two cases. The brightest contour is the
ground-truth (STAPLE consensus), whereas red, blue and pink contours are IHMT segmentations using PET only (with contours on the left side within the med-
iastinum), CT only (with contours around the lungs and bones), and PET/CT (with a single contour closest to the ground truth). [Color figure can be viewed at
wileyonlinelibrary.com]
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accuracy (P < 0.01), with slightly higher PPV but at the cost
of a much lower SE (<70%) resulting in mean DSC below
0.8. The difference between FCM and FLICM was on the
other hand not significant (P = 0.2).
Figure 8 shows the distribution of the DSC across the
entire patient datasets for the three HMT methods. Although
the differences between the three methods were not signifi-
cant, smaller spread and higher values were obtained with
WHMT and CHMT compared to IHMT.
In Fig. 9, we show an outlier case for which the DSC is
0.62, 0.60, and 0.62 for IHMT, WHMT, and CHMT, respec-
tively. These results may be influenced by the tumor’s neigh-
borhood to the ribs and soft tissues in the lung.
4. DISCUSSION
The accuracy of GTV definition becomes crucial to
exploit fully image-guided, intensity-modulated, motion-
compensated radiotherapy treatment, for which margins that
are added to the GTV to derive the clinical (CTV) and plan-
ning target volume (PTV) are continuously reduced with each
technical improvement. The manual definition of the GTV by
FIG. 7. Comparison of ground-truth, IHMT, WHMT and CHMT PET/CT segmentations on the 4 cases from Fig. 2. Green contours are the STAPLE consensus.
[Color figure can be viewed at wileyonlinelibrary.com]
TABLE III. Performance of FCM, FLICM, IHMT, WHMT, and CHMT according to SE, PPV and DSC for the 15 patients cases.
FCM FLICM IHMT WHMT CHMT
SE (%) 68.3  15.1 65.1  14.0 85.7  12.0 86.9  13.1 92.7  5.2
PPV (%) 89.9  7.7 92.6  8.0 85.2  9.3 86.3  16.4 86.1  7.4
DSC 0.73  0.19 0.75  0.16 0.89  0.13 0.90  0.12 0.92  0.11
FIG. 8. Distributions of the DSC values obtained by IHMT, WHMT and
CHMTon the 15 cases.
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radiation oncologists, which is time-consuming and prone to
very high inter- and intra-observer variability therefore
appears to be a major limiting factor amongst the automation
efforts occurring in all other steps of radiotherapy treatment
planning and delivery. It has been standard practice for dec-
ades to perform manual delineation of GTV on CT scans.
However, over the last few years there has been a growing
exploitation of 18F-FDG PET functional imaging in the radio-
therapy practice. The addition of FDG PET as a complemen-
tary information within the treatment planning step by fusion
of CT and PET datasets has been performed to improve tumor
visualization and delineation by radiation oncologists. This
has led to important changes in practice and guidelines for
treatment planning in several cancer models including lung
cancer,53,54 including smaller or larger irradiation volumes,
higher inter- and intra-observer reproducibility, and faster
delineation.49
Today radiation oncologists are therefore required to take
into consideration complementary visual information using
multimodality imaging when defining GTV. In addition to
being used for dose calculation due to the correlation between
Hounsfield units and electron density, CT has always been a
modality of choice for manual delineation due to a high spa-
tial resolution and rather homogeneous tissue densities. PET
is intrinsically less well suited to the task as it suffers from
limited spatial resolution, small reconstruction grids (and
thus large voxels and limited spatial sampling), low signal-to-
noise ratio and complex uptake distributions shapes and
heterogeneities. PET however provides an often higher con-
trast between the tumor and healthy background, especially
in challenging cases where the anatomical tumor volume is
attached to the chest wall or mediastinum, or in cases of
atelectasis. Manual delineation of PET/CT datasets remains a
complex, tedious, time-consuming and less than ideally
reproducible task.55 Efforts to provide automated PET/CT
tumor segmentations are therefore still necessary. This is
going to become even more crucial as additional hybrid
imaging is increasingly introduced in clinical therapy with
the development of PET/MRI scanners. Despite these recent
developments, the majority of commercially available auto-
mated and semi-automated segmentation algorithms do not
usually consider more than one modality at a time.
Several works have recently addressed the PET/CT multi-
modal segmentation.12–14,19 A method based on a decision
tree with K-Nearest Neighbors classifiers relying on textural
features from both PET and CT images and originally devel-
oped for head and neck10 was retrained for NSCLC.14 This
approach requires a training dataset to build the decision tree
and is clearly dependent on it as it requires different training
for each localization. Compared to a consensus of 3 manual
contours generated by STAPLE (similarly as in our study), it
demonstrated very high specificity of almost 1, at the cost of
low specificity (<0.7) for a mean DSC of 0.61 only.
Another framework for the segmentation of multimodal
PET/CT/MRI images models functional and anatomical data
in a product lattice and applies simultaneous delineations of
tumor regions based on a random walk algorithm.12 Results
in term of DSC were compared for PET-only, CT-only, MRI-
only, PET-CT, PET-MRI, and PET-CT-MRI segmentations,
with mean values of 0.832, 0.878, 0.882, 0.914, 0.931, and
0.934, respectively, demonstrating increasing accuracy with
each additional image modality being exploited by the algo-
rithm. Our results comparing segmentations using either PET
or CT only, or PET/CT, are in line with these observations,
higher accuracy being obtained when exploiting both
modalities.
FIG. 9. Illustration of the outlier case: (a) PET/CT clinical dataset image preprocessed in the (b) contourlet or (c) wavelet domain and (d) comparison of IHMT,
WHMTand CHMTcontours. [Color figure can be viewed at wileyonlinelibrary.com]
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Another approach used a HMF based segmentation of
PET and CT image separately with a regularized term penal-
izing the segmentation difference between the two modali-
ties.19 PET/CT segmentation led to an accuracy of
0.86  0.05 in terms of DSC which is comparable to our
results, with however likely lower computational efficiency:
HMT ensures better computational properties and faster esti-
mation of parameters than HMF.17 A similar approach was
evaluated by comparing PET-only, CT-only and the associa-
tion of PET and CT images through optimization of a HMF
based segmentation with the graph cut algorithm, where each
node is associated with a pair of corresponding voxels in
PET and CT images.13 More importantly, the method allows
obtaining different segmentations on the PET and the CT
through this co-segmentation framework. This original
approach was compared with a standard fused PET/CT seg-
mentation, the surrogate of truth being a manual delineation
by a radiation oncologist on CT images with the guidance of
PET images. The proposed method combining PET and CT
led to a much higher accuracy than PET-only and CT-only in
a set of 23 lung tumors (DSC of 0.81  0.08 compared to
0.66  0.13 and 0.48  0.27 with PET-only and CT-only).
However, the improvement of the proposed approach com-
pared to a segmentation on fused PET/CT, comparable to our
approach, (DSC of 0.79  0.08) was not significant.
Note that the comparison with our results is challenging
since these methods were evaluated on different datasets.
However, we can also observe that the range of overlap values
we obtained in the present work compared with manual delin-
eation, is competitive or even better than those previously
reported in similar evaluation settings.
In the present work, we developed a HMT-based framework
allowing the exploitation of several image modalities of the
same object of interest (here, tumors). This framework was
implemented under the assumption that the segmentation
would benefit from combining both modalities. We aimed at
automating the manual task of the radiation oncologist in
defining a single GTV from PET/CT images, contrary to a CT
segmentation guided by PET (or the opposite). The proposed
framework was evaluated NSCLC cases previously considered
as a reference comparison set by several other studies.16,43,56
Given our goal (a single GTV derived from both PET and CT
images, as is performed by radiation oncologists), the valida-
tion protocol consisted in comparing automatic results with
the surrogate of truth defined by a statistical consensus of three
manual delineations, to address inter-observer variability. The
accuracy was assessed using three complementary metrics to
provide a full picture of the performance. In addition, we
investigated the potential benefit of a pre-processing filtering
step of the PET/CT images using either the contourlet
(CHMT) or wavelet (WHMT) transforms.
Our proposed multimodal HMT framework achieved high
overlap with the surrogate of truth HMT, providing balanced
segmentation with high PPV and high SE (both >0.80). Over-
all, the results were slightly improved when applying the
HMT framework on images filtered in the contourlet domain,
although the difference was not significant. All HMT
methods significantly outperformed (P < 0.01) multimodal
FCM and FLICM, which tended to under-estimate volumes
(high PPV, low SE).
In this work, we proposed a joint-segmentation framework
for anatomical and functional images that has the potential to
combine more than two images (in the present study PET and
CT), since extra modalities can be handled and analyzed
simultaneously. As an extension of this work, we thus aim to
test the proposed framework on PET/CT rectal cancer data-
sets,57,58 as well as MRI-PET and MRI-CT-PET datasets.
Our work has several limitations. The proposed framework
assumes an appropriate co-registration of the considered
images, with an accurate correspondence between PET and
CT images. Data were acquired in free-breathing acquisitions
and no correction for respiratory motion was applied. Datasets
with obvious mismatches between PET and CT data were
excluded prior to the present evaluation, as they would lead to
strong bias in both manual and automatic segmentations. The
inclusion of datasets strongly affected by respiratory motion
would require pre-processing corrections outside the scope of
the present study.59,60 In our NSCLC cases, bias due to breath-
ing motion cannot be excluded, even after exclusion of the
obvious cases. Other tumor locations with less/no motion
could be considered such as head and neck or brain tumors,
however, we do not possess PET/CT images for such tumors
for which histopathology measurements are available, the only
dataset available to us consisting of head and neck PET images
only.61 We did not use the maximum diameter measurement as
an evaluation metric, because it would not allow differentiat-
ing spatial overlap differences between methods. It was how-
ever used to check the reliability of the manual consensus.
Another limitation concerns the wavelet and contourlet pre-
processing steps: we empirically set the threshold under which
significant wavelets and contourlets coefficients were
excluded. In the previous work that proposed the approach, the
value was set arbitrarily at 200 without justification.38 We
found this parameter is quite robust, as choosing different val-
ues only lowered the accuracy of WHMT and CHMT to the
level of IHMT. We plan to further improve the robustness of
this step by implementing a case-by-case automated adaptive
selection of the most significant coefficients. Our HMT-based
approach could not be directly compared to other previously
published advanced multimodal segmentation methods. These
are indeed not freely available and are complex to implement,
which was beyond the scope of the present work. The current
efforts of the AAPM Task Group 211 for PET image segmen-
tation benchmarking42 are going to be expanded to address
PET/CT segmentation. When ready, such a benchmark will
allow a more comprehensive and direct comparison of various
multimodal algorithms. We did not investigate our approach
within the context of dose painting or dose redistribution/
boosting, as our goal was to automate the definition of the
GTV. Such a GTV could however constitute a starting point
for a dose painting/boosting/redistribution strategy analysis
within this GTV.
Although the HMT used to build the proposed framework
showed interesting properties in terms of overall
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performance, robustness and stability, we will further investi-
gate the use of more sophisticated HMT models, among
which we can cite pairwise Markov trees (PMTs) that extend
the classic HMT.62 Another rich recent family of models are
the triplet Markov trees (TMTs),63 which extend PMTs and
combined with the theory of evidence (Dempster-Shafer), can
be useful when dealing with non-stationary data.64 These
future developments could be exploited to deal with other
applications of the framework such as partial volume effects
correction, therapy follow-up using sequential PET/CT data-
sets, and fusion of multi tracer PET/CT datasets, or even
motion characterization and correction.
5. CONCLUSIONS
In this work, we developed a framework based on HMT
for multimodal image processing and analysis and investi-
gated its relevance for multimodal PET/CT segmentation.
Tumor delineation was performed by exploiting the hierarchi-
cal and multi-observation properties of a HMT to exploit the
CT and the PET image simultaneously. The impact of pre-
processing in the wavelet and contourlet domains on the seg-
mentation accuracy was also investigated. The proposed
method led to high accuracy, the best results being obtained
after filtering in the contourlet domain, with higher DSC and
the best trade-off between sensitivity and positive predictive
value. HMT models could be further applied to PET/MR and
PET multitracer data. Validation of the PET/CT segmentation
on datasets with full volume histopathological reference will
also be investigated.
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APPENDIX
ANNEX
Let S0; S1; . . .; SN be successive scales, with S0 ¼ frg con-
taining just the root, S1 containing four children of r, and so
on, as showed in Fig. 1. Let S ¼ S0 [ S1 [ . . . [ SN be the
set of all nodes. For s 2 Sn, with 0 ≤ n < N, we will denote
with sþ the four children of s (which are in Snþ1), and for
s 2 Sn, with 0 < n ≤ N we will denote with s the unique
parent of s (which is in Sn1). The distribution of the classic
HMT ðX; YÞ ¼ ðXs; YsÞs2S used in the paper is defined by
pðx; yÞ¼ pðxrÞ
YN1
n¼0
Y
sn2Sn
Y
snþ12sþn
pðxsnþ1 jxsnÞ
2
4
3
5 Y
sN2SN
pðysN jxsN Þ;
(A1)
pðysN jxsN Þ are generalized Gaussian distributions modeling
PET/CT images ysN ¼ yPETsN ; yCTsN
 
. Then the problem is to
compute pðxsjysN Þ for each s 2 SN , which is the probability to
have xs ¼ tumor, xs ¼ no tumor. Then co-segmenting images
y ¼ ysN ¼ yPETsN ; yCTsN
 
consists of setting at each node
s 2 SN “tumor” if pðxs ¼ tumorjyÞ[ pðxs ¼ non tumorjyÞ,
and “no tumor” if not. Setting x1 as “tumor” and x2 as “no
tumor” the co-segmentation y ¼ ysN ¼ yPETsN ; yCTsN
 
! x̂sN is
thus given with
For each node s 2 SN : x̂s
¼ x1 if pðxs ¼ x1jyÞ[ pðxs ¼ x2jyÞ
x2 if pðxs ¼ x1jyÞ\pðxs ¼ x2jyÞ

(A2)
The computation of pðxsjyÞ for each s 2 SN is made on
two steps: Backward – Up step, and Forward – Down step.
For each Sn and s 2 Sn let sþþ be the set of all the descen-
dent of s (which is the set of leaves of the sub-tree having s
for root), and let bnðxsÞ ¼ pðysþþ jxsÞ for s 2 S SN, and
bNðxsÞ ¼ 1. Then one shows:
bnðxsÞ ¼
Y
u2sþ
X
xu2X
bnþ1ðusÞpðxujxsÞ
" #
; (A3)
which makes bnðxsÞ computable for each 1 ≤ n ≤ N, xs 2 Sn.
The core point is that the distribution of the whole tree XS
conditional on both observed images YSN ¼ y ¼
yPETsN ; y
CT
sN
 
, denoted as py, also is a Markov tree distribu-
tion, with pyðxrÞ and transitions pyðxsjxsÞ given by
pyðxrÞ ¼ pðxrÞb
1ðxsÞP
xr2X
pðxrÞb1ðxsÞ
;
pyðxsjxsÞ ¼ b
nþ1ðxsÞpðxsjxsÞP
xs2X
bnþ1ðxsÞpðxsjxsÞ
(A4)
Having calculated pyðxrÞ and pyðxsjxsÞ with (A3), (A4),
probabilities pðxsjyÞ for each s 2 SN are computed by the fol-
lowing Forward – Down procedure.
Let s 2 SN . There exists an unique path s1; s2; . . .; sN such
that sN ¼ s; sN1 ¼ s; . . .; s1 ¼ sr ¼ s2 . The distribution of
Xs1 ;Xs2 ; . . .;XsN conditional on Y ¼ y is then a Markov chain
distribution, and pyðxsÞ is classically computable by:
pyðxs1Þ ¼ pyðxrÞ given with (4); for n ¼ 1; . . .;
N  1 : pyðxsnþ1Þ ¼
X
xsn2X
pyðxsnÞpyðxsnþ1 jxsnÞ
(A5)
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Finally the co-segmentation algorithm runs as follows:
(1) For each for s 2 S and for xs 2 X compute
bnðxsÞ ¼ pðysþþ jxsÞ par Backward – Up procedure
(A3);
(2) For each s 2 S and xs 2 X compute pyðxrÞ, pyðxsjxsÞ
with (A4);
(3) For each s 2 SN compute pðxsjysN Þ with the Forward –
Down procedure (A5);
(4) Perform co-segmentation using (A2).
a)Author to whom correspondence should be addressed. Electronic mail:
hatt@univ-brest.fr; Tel: +33 2 98 01 81 11.
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