Introduction
Given a sample of n independent realizations {y 1 , . . . , y n } of an s-dimensional random vector Y with an unknown distribution function F , it is often desirable to test whether F is equal to a specified distribution F 0 , i.e., we would like to test
For discrete distributions, the classical test statistic is the Pearson χ 2 -statistic (Greenwood and Nikulin, 1996; Read and Cressie, 1988) , which is a measure of the discrepancy between the observed frequencies with the expected frequencies under the null hypothesis.
Although the Pearson χ 2 -statistic can also be applied to continuous distributions by discretization, it is more natural to employ the empirical (cumulative) distribution function for continuous distributions
where 1(·) denotes the indicator function and the partial order ≤ in R s is defined componentwise. The empirical function F n is an unbiased and consistent estimator of F . To test the goodness-of-fit for a hypothesized distribution F 0 , we can use the discrepancy between the empirical F n and the hypothesized F 0 as a test statistic.
The aim of this paper is to propose different measures of discrepancy between F n and F 0 and then compare the powers of them in testing goodness-of-fit for multivariate continuous distributions, including but not restricted to multivariate normal. However, we do not intend to compare the powers of all existing tests for multivariate normality because (i) there are at least 50 testing procedures, including goodness-of-fit type tests as well as tests based on measures of skewness and kurtosis or based on empirical characteristic functions, for multivariate normality (see Mecklin and Mundfrom (2004) for an overview of power studies for testing multivariate normality); (ii) our tests can be used to test for any hypothesized continuous multivariate distributions and so it would not be appropriate to compare ours with tests tailor-made for multivariate normality; (iii) we regard our test statistics as competitors of the multivariate Kolmogorov-Smirnov statistic proposed by Justel et al. (1997) .
Some of the discrepancies used in this paper have also been used to construct statistics to test complete spatial randomness hypothesis in spatial point pattern analysis (Ho and Chiu, 2007) . These test statistics have been shown to be more powerful in detecting clustering than existing statistics in spatial point process literature.
Kolmogorov-Smirnov statistic and Cramér-von Mises statistic
For the univariate case s = 1, the two most famous measures of discrepancy between two continuous distributions are the Kolmogorov-Smirnov statistic Modifications or generalizations of the Kolmogorov-Smirnov statistic and the Cramér-von Mises statistic include the Watson-Darling statistic (Darling, 1983; Watson, 1976 Darling, 1952, 1954 )
dF 0 (y), which has been further generalized to phi-divergence test statistics (Jager and Wellner, 2007) .
To extend the Kolmogorov-Smirnov statistic and the Cramér-von Mises statistic to multivariate cases s ≥ 2, Justel et al. (1997) applied a theorem by Rosenblatt (1952) , which is given as follows. Consider the s! distinct permutations of (1, . . . , s) . We order these s! permutations in some way and denote them by (π j (1), . . . , π j (s)) for j = 1, . . . , s!. Define the transformation T j : R (1) , . . . , y π j (s) ) with joint density function f , the components x i 's of the random vector x are independent and identically uniformly distributed in [0, 1] . Thus, whenever a distribution has been explicitly given in the null hypothesis, we can always transform the data and use a goodness-of-fit test for uniform distribution.
Transforming the problem of testing multivariate normality into the problem of testing uniformity has already been considered by Hensler et al. (1977) , Rincon-Gallardo and Quesenberry (1982) and Rincon-Gallardo et al. (1979) . However, the computing requirement of their tests was too high and made their tests unattractive (Bera and John, 1983 ) when compared with others. Nevertheless, the advancement of computing technology in the last two decades enables us to do extensive computations in (milli)seconds.
For each j = 1, . . ., s!, let
be the empirical distribution of {x 1 , . . . , x n }, where x i = T j (y i ). For s = 1, there is only one permutation and so by denoting U
n (x) =: U n (x), the Kolmogorov-Smirnov statistic and the Cramér-von Mises statistic can be rewritten as Justel et al. (1997) proposed the following multivariate version of the Kolmogorov-Smirnov statistic
n (x) is piecewise constant and jumps occur only when one of the coordinates of x is equal to the value of the same coordinate of any one of x i . Let x i = (x i1 , . . . , x is ). The supremum of the pointwise absolute difference must be the absolute difference at some (m 1 , . . . , m s ) where
Therefore, the computation of the supremum of each permutation requires O(n s ) operations. Justel et al. (1997) showed that for s = 2 it is not necessary to evaluate the differences at all of these 2n 2 combinations but only the differences U
where (x 01 , x 02 ) = (0, 0), and the differences U (j)
. This approach will reduce the number of pointwise differences from 2n 2 to a number between 3n and 3n + n 2 , depending on the sample configuration. Nevertheless, it only works for s = 2 and the worst case still requires O(n 2 ) operations. They also suggested an approximation by considering the differences at x i and x − i :
,
Comparing the univariate and the multivariate cases, we can see from this formulation that the univariate Kolmogorov-Smirnov statistic and the Cramér-von Mises statistic, as well as their centred or weighted versions, are distribution-free, but the multivariate KolmogorovSmirnov statistic are not, because the covariance structure of F will play a role. In particular, if the components of y i are themselves independent, then U (j) n does not depend on j, but in general if the components are not independent, then different j will give us different empirical U (j) n . Therefore, if we want to test, for example, for multivariate normality N(µ, Σ), the distributions of D KS max andD KS max under the null hypothesis depend on the covariance matrix Σ.
Because of the dependence, general goodness-of-fit tests for multivariate distribution have not been fully explored. To overcome this difficulty, Justel et al. (1997) respectively, and reject the null hypothesis whenever any one of the s! observed suprema exceeds the 100(1 − α/s!)th percentile, where α is the nominal significance level. We divide α by s! because this testing procedure is equivalent to a multiple test and the Bonferroni adjustment is applied.
Discrepancy and Cramér-von Mises Statistics
The Kolmogorov-Smirnov statistic and the Cramér-von Mises statistic for testing uniformity are special cases of the so-called L p -star discrepancy (Hickernell, 1998a) , defined by
where for p → ∞, we take the sup-norm
s because some of our generalizations below will involve periodic boundary conditions.
The idea of discrepancy has been used extensively in the quasi-Monte Carlo methods in numerical integration (Hua and Wang, 1981; Niederreiter, 1992) . Suppose an integral of the function f over the domain [0, 1) s is approximated by the arithmetic mean of the values of f at n distinct locations in [0, 1) s . The absolute error of this approximation is bounded above by the product of the variation of the function f and a function, defined according to the definition adopted for the variation of a function, of those n distinct locations. This function is called the discrepancy and any such a discrepancy can be regarded as a goodness-of-fit statistic (Hickernell, 1999a) for testing the uniform distribution, where the n locations are the data {x 1 , . . . , x n }. In addition to the star discrepancy, a number of other discrepancies were proposed by e.g. Hickernell (1998a Hickernell ( ,b, 1999a Niederreiter (1992) , and in this paper we investigate six discrepancies that have simple formulae for computation when p = 2.
We start with the notations required for the precise definition of the discrepancies. Let S = {1, 2, . . . , s} and for u ⊂ S and z = (z 1 , . . . , z s ) ∈ R The original star discrepancy in Warnock (1972) is,
This discrepancy measures the uniformity of the points in the s-dimensional hypercube, i.e., the goodness-of-fit of the joint distribution. In order to be more powerful, we would like to consider the goodness-of-fit of all marginal distributions. That is, we would like to measure not only the uniformity in the s-dimensional hypercube, but also the uniformity of the projections of the points onto all lower dimensional hypercubes. A straightforward generalization of the L 2 -star discrepancy is the modified L 2 -star discrepancy (Hickernell, 1998a (Hickernell, , 1999a :
Because U n and λ are in fact distribution functions, it is very natural to measure from zero (0, 0, . . . , 0), and we say that the hyper-rectangle [0, x] is anchored at zero. From geometrical point of view, however, a measure of the uniformity of a set of points in [0, 1) s should not depend on such an arbitrarily chosen anchor. One possible modification is to measure not from the zero but, in some sense, from the nearest vertex of the hypercube so that the discrepancy value will be invariant under rotation and reflection. This idea led to the L 2 -centred discrepancy (Hickernell, 1998a (Hickernell, , 1999a :
is the empirical distribution of the random vector X taking some value in the hyper-rectangle formed by z and its nearest vertex in [0, 1] s , where X follows the distribution from which x i 's are sampled, and λ c (z) is the volume of this hyper-rectangle. In the L 2 -centred discrepancy, for each fixed z, the empirical distribution U c n (z) anchors at only one (the nearest) vertex. A further modification is to anchor at multiple vertices. We divide the 2 s vertices of the hypercube [0, 1) s into two groups. For each vertex, if the sum of its coordinates is even, then we call it an even vertex; otherwise it is odd. If we anchor the empirical distribution at all even vertices, we have the L 2 -symmetric discrepancy (Hickernell, 1998a (Hickernell, , 1999a :
, in which U e n (z) is the empirical distribution of the above mentioned random vector X taking some value in the hyper-rectangles formed by z and all even vertices, and λ e (z) is the total volume of these hyper-rectangles.
The L 2 -centred discrepancy and L 2 -symmetric discrepancy still anchor at the vertices of the hypercube [0, 1) , which gives us the L 2 -unanchored discrepancy (Hickernell, 1998a (Hickernell, , 1999a Niederreiter, 1992 )
, where U n ([z 1 , z 2 )) is the empirical distribution of the above mentioned X taking some value in the hyper-rectangle [z 1 , z 2 ), the volume of which is λ([z 1 , z 2 )). The L 2 -unanchored discrepancy integrates over z 2 ). If we use periodic boundary conditions, this restriction can be removed and we have the L 2 -wraparound discrepancy (Hickernell, 1998a (Hickernell, , 1999a :
, where J(z 1 , z 2 ) is a hyper-rectangle under period boundary conditions:
The L 2 -star discrepancy, D * 2 , is the square root of the Cramér-von Mises goodness-of-fit statistic testing the uniform distribution. The other five discrepancies M D 2 , CD 2 , SD 2 , U D 2 and W D 2 , using the L 2 -norm, can be considered as generalizations of the Cramér-von Mises statistic; they measure the discrepancy between not only the joint distribution but also all marginal distributions of the empirical distribution and the hypothesized distribution by taking the sums of the discrepancies of all possible projections. It can be believed, and we will confirm by simulation, that these generalizations would lead to more powerful tests. We choose the L 2 -norm in these discrepancies because we have simple computational formulae involving O(n 2 s) operations; for the supremum of each permutation in the calculation of the multivariate Kolmogorov-Smirnov statistic, the computation requires O(n s ) operations.
Variants of goodness-of-fit statistics
As we mentioned above, such discrepancies have already been suggested (Hickernell, 1999a) as statistics for testing the uniform distribution. However, Liang et al. (2000, Corollary 2.4) showed that the square of any one of the above L 2 -type discrepancies, even multiplied by √ n, converges in probability to zero, as n → ∞, and consequently they suggested that these discrepancies would not be as appealing as the following two variants, denoted by A n and T n , where
in which
and the parameters U 1 , U 2 , M , ζ 1 and ζ 2 depend on the choice of the discrepancy. They argued that these two variants would be more appealing by showing that A n and T n converge weakly to the standard normal and the χ 2 -distribution with 2 degrees of freedom, respectively.
The parameters in A n and T n arisen from M D 2 , CD 2 and SD 2 have been given (with two misprints) in Liang et al. (2000, p. 345 ) and we derived them for those arisen from U D 2 and W D 2 . Suppose the points in P are ordered in some way, the formulae of these parameters are given as follows:
1. the modified star discrepancy M D 2 :
2. the centred discrepancy CD 2 :
3. the symmetric discrepancy SD 2 :
4. the unanchored discrepancy U D 2 : 
However, for the wraparound discrepancy U D 2 , the matrix Σ n is singular and ζ 1 = 0, implying that equations (1) and (2) contain undefined terms and are not valid. We follow the generic definitions given in Liang et al. (2000) and obtain the following corresponding formulae for A n and T n :
n , where now the limiting distribution of T n is χ 2 with only 1 degree of freedom.
Test statistics, Multiple tests and Monte Carlo tests
When s > 1, the values of the discrepancies of the transformed sample depend on which permutation of (1, . . . , s) is used in the Rosenblatt transformation, unless the components are independent. The multiple test formulation using Bonferroni adjustment, adopted in Justel et al. (1997) , can also be used for all these discrepancies. The advantage of this formulation is that each permutation of a test statistic is compared with the percentile of the distribution, either the asymptotic one or an approximate obtained by Monte Carlo simulation, of that statistic calculated from independent uniformly distributed points, making the test distribution-free. The actual type I error rate, however, may be much lower than the nominal significance level α, leading to conservative tests. The price to pay for conservativeness is a loss in power.
A better way is to use Monte Carlo tests (Davison and Hinkley, 1997, pp. 140-143) , which are exact in their own right. We generate R Monte Carlo samples of size n consisting of s-dimensional random vectors simulated according to the hypothesized distribution. Thus, in total we have R + 1 samples, namely, the sample of the observed data and the Monte Carlo samples simulated under the null hypothesis. Denote by τ the value of a test statistics calculated from the observed sample and by τ * r the value of the same statistic obtained from the rth Monte Carlo sample, r = 1, . . ., R. The sequence {τ, τ * 1 , . . . , τ * R } forms a random sample of the distribution of the chosen test statistic under the null hypothesis. The one-sided p-value can be estimated by the sample proportion
The null hypothesis will be rejected if p mc is less than or equal to the nominal significance level α. Hope (1968) showed that the power loss, compared with the corresponding uniformly most powerful test, resulting from using Monte Carlo tests is slight and so R is not necessary to be large. Marriott (1979) suggested that for α = 0.05, R = 99 is adequate, whilst Davison and Hinkley (1997, p. 156) suggested, for α ≥ 0.05, that the loss of power with R = 99 is not serious and R = 999 should generally be safe.
If we adopt the multiple tests with Bonferroni adjustment, a test statistic has to be the maximum over all permutations; if we adopt the Monte Carlo test, we may take either the maximum or the sum. Therefore, for testing multivariate distribution, we have quite a number of possible test statistics, which can be generically denoted by
is one of the following eight measures of discrepancy of {x 1 , . . . ,
is the approximation suggested in Justel et al. (1997) 
can also be the A n or T n statistics arisen from the above five discrepancies, which will be denoted below by M A n and M T n for M D 2 , CA n and CT n for CD 2 , and similarly for SD 2 , U D 2 and W D 2 .
However, the goodness-of-fit test based on the statistic A n is a two-sided test, and the finite-sample distribution of it is not necessarily symmetric. Thus, when we discuss the statistic D max for A n below, we in fact, with a slight abuse of notation for ease of presentation, consider not only the maximum but also the minimum over all permutations, and the type I error rate and the power are the sizes of the critical region, which is the union of two intervals: (j) n |. By the same spirit, we may also consider the one-sided test based on max 1≤j≤s! |A (j) n |. Thus, we also include |A n | as one possible form of D (j) .
Simulation
The actual type I error rates and the powers of these possible test statistics were compared in the two scenarios considered in Justel et al. (1997) . In the first scenario, the null hypothesis was the bivariate normal distribution with mean µ 0 and covariance matrix Σ, where
Let 0 < ε < 1. The sample point set was generated according to the alternative model, which is the bivariate normal distribution with the mean (1 − ε)µ 0 + εµ 1 and the same covariance matrix Σ as in the null hypothesis. We compared the powers for the following cases: µ 1 = (3, 3) and (3, −1), ε = 0.1, 0.2 and 0.4 and n = 15, 25, 50 and 100. In each at the 0.05 significance level for a sample of size n. The null hypothesis is the N((0, 0), Σ) and the alternative is the mixture
The values in parentheses are the powers of the multiple tests suggested by Justel et al. (1997) with the Bonferroni adjustment. 
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where a = 0.5 was used in the simulations. The distribution functions are
The alternative model was the product of two independent Beta(α, β) distributions. Five cases were considered: (α, β) = (10, 10), (3, 3), (3, 2), (0.5, 1) and (0.5, 0.5). In each case, the empirical powers were estimated by 1000 simulations with R = 999. The results are shown in Tables 7-11 .
In the tables, we have new symbols XD, XA n and XT n , which will be explained later in this section. We also reported the powers of the Kolmogorov-Smirnov statistics D
KS max
and its approximationD KS max by multiple tests with the Bonferroni adjustment suggested by Justel et al. (1997) , in which the percentiles of the distributions of D KS max andD KS max for n independent and uniformly distributed points in [0, 1) 2 can be found. We, however, used our own simulated percentiles, which are nevertheless very close to theirs; our estimates of the powers under the multiple testing formulation, however, are not always close to theirs. Unfortunately, some implementation details, such as the number of simulation, used by them more than ten years ago are no longer available (Justel, 2007) and so, other than random error, we are not able to identify any causes of the differences.
We can see from these tables that for D Tables 12 and 13 show the estimated actual type I error rates of the Monte Carlo tests at α = 0.05, with R = 999, from 10,000 simulations, as well as the estimated actual type I error rates of the multiple tests with the Bonferroni adjustment. The results confirm that the Bonferroni adjustment will lead to conservative and hence less powerful tests. We also obtained but chose not to bother the reader with the powers of other D max statistics using the Bonferroni adjustment, because, as expected, the powers are all lower than the corresponding Monte Carlo tests. However, the variants A n and T n have the merit of the known usual limiting distributions and hence can be conveniently applied, with the Bonferroni adjustment, in practice. Thus, it may be of interest to see the size distortion if the asymptotic distributions are used to approximate the p-values for finite samples. Figure 1 shows the p-value plot (Davidson and MacKinnon, 1998) in which the p-values of the A n variant of the M D 2 discrepancy for 10,000 independent samples of size n = 100 from the null model N(µ 0 , Σ) are approximated by the asymptotic standard normal distribution. It is evident that the Bonferroni adjustment will cause serious negative size distortion, leading to overly at the 0.05 significance level for a sample of size n. The null hypothesis is the Morgenstern distribution and the alternative is the product of two independent Beta(α, β). The values in parentheses are the powers of the multiple tests suggested by Justel et al. (1997) with the Bonferroni adjustment.
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XA n 0.388 0.512 0.837 0.922 1.000 1.000 1.000 1.000 |XA n | 0.612 0.629 0.951 0.958 1.000 1.000 1.000 1.000 XT n 0.545 0.452 0.939 0.906 1.000 1.000 1.000 1.000 Table 10 : Same as Table 7 but with different parameter values. at the 0.05 nominal significance level for a sample of size n by 10000 simulations. The null hypothesis is the N((0, 0), Σ). at the 0.05 nominal significance level for a sample of size n by 10000 simulations The null hypothesis is the Morgenstern with parameter a = 0.5 and uniform marginals. conservative and hence less powerful tests. The same is true for other discrepancies. Thus, we do not recommend the multiple test formulation.
The approximationD KS max of the Kolmogorov-Smirnov statistic, as expected, is less powerful than the Kolmogorov-Smirnov statistic D KS max itself, which is neither superior nor inferior to (the square root of) the original Cramér-von Mises statistic. Also, neither the sum D sum nor the maximum D max over all s! permutation shows a definite advantage over the other, although the sum D sum often gives a slightly higher power.
What is more interesting should be the performance of the generalized Cramér-von Mises statistics by using discrepancies and their variants A n and T n , for M D 2 , CD 2 , SD 2 , U D 2 and W D 2 , to measure the goodness-of-fit. Let us first compare between different discrepancies and later we will discuss whether we should use the original discrepancies or their variants as the test statistics.
It is found that the powers of at least one of these five discrepancies are better than the Cramér-von Mises statistic and the Kolmogorov-Smirnov statistic in each case. More precisely, the powers of the statistics using M D 2 , CD 2 and SD 2 are usually the highest in detecting the difference in means for the bivariate normal distribution (see Tables 1-6 ). The powers of the Kolmogorov-Smirnov and the original Cramér-von Mises statistics sometimes, especially when n = 15, can be much smaller.
The superiority of M D 2 , CD 2 and SD 2 , however, is not universal; the powers of the statistics using M D 2 , CD 2 and SD 2 are much smaller than those using W D 2 and U D 2 , when we test the null hypothesis of the Morgenstern distribution against the product of two independent Beta(α, β), where (α, β) = (10, 10), (3, 3) and (3, 2) (see Tables 7-9) . Nevertheless, For (α, β) = (0.5, 0.5) (see Table 11 ) the powers of the statistics using M D 2 , CD 2 and SD 2 are slightly smaller than W D 2 and U D 2 , and for (α, β) = (0.5, 1) (see Table 10 ), M D 2 , CD 2 and SD 2 outperform W D 2 and U D 2 .
The different performance of these discrepancies is caused by the different features of the alternative distributions. We divide the unit square into two regions, namely, the inner square [1/2 − √ 2/4, 1/2 + √ 2/4] 2 of area 0.5 and its complement. If the points are independent and uniformly distributed, then approximately 50% of the points would be in the inner square. Tables 14 and 15 show the average proportion of points in all transformed data {T j (y 1 ), . . . , T j (y n )} for j = 1, . . . , s! lying in the inner square. It is found that the test statistics using W D 2 and U D 2 are much more powerful when the transformed points are concentrated on the centre of the unit square [0, 1) 2 . Thus, if the scatter plot of the transformed data shows a high point density in the centre, we should use W D 2 or U D 2 to measure the discrepancy and construct the test statistic; otherwise we should use M D 2 , CD 2 or SD 2 .
We empirically put M D 2 , CD 2 and SD 2 into one group, and W D 2 and U D 2 into another group. This grouping, interestingly, agrees with the grouping in the context of numerical integration. The discrepancies M D 2 , CD 2 and SD 2 belong to the group of discrepancies used to describe the error bounds of the quasi-Monte Carlo integration for non-periodic integrands, whilst W D 2 and U D 2 belong to the one for periodic integrands (Hickernell, 1999b) . Let us simply call these two groups "non-periodic" and "periodic". The relationship of area 0.5, where the n points were generated from the distribution function F A and were transformed according to the Morgenstern distribution with parameter a = 0.5 and uniform marginals. between the distribution of the locations of the points and the periodicity of the integrand, however, is not clear and will be left for future endeavour. Because sometimes W D 2 and U D 2 are better and sometimes M D 2 , CD 2 and SD 2 are better, it makes sense to combine the five discrepancies by using
and consider D = XD = XD sum for D sum . The powers of the statistics using XD were also tabulated in Tables 1-11. As we can see from these tables, the powers of the statistics using XD sum are often slightly higher than those using XD max , also often higher than the Kolmogorov-Smirnov statistic and the original Cramér-von Mises statistic, but usually less than the most powerful one among the statistics using Given a sample of size n = 100, we compared the computation times for carrying out one Monte Carlo test with R = 999, implemented in MATLAB on a Pentium IV 2.66GHz desktop computer. For any one of M D 2 , CD 2 , SD 2 , U D 2 , W D 2 and D * 2 , it took about 30 seconds; forD * ∞ , it took about 50 seconds; for D * ∞ , it took about 25 minutes. Nevertheless, the computation times can be substantially reduced by implementing in, instead of the scripting language MATLAB, a compiled language such as C.
After comparing the discrepancies, we turn to the comparison between the discrepancies and their variants A n and T n . From the tables, for each discrepancy, none of the discrepancy itself or its variants A n , |A n | and T n uniformly outperform the others. For example, in Tables 1-6 , CD 2 is much more powerful than its variants CA n and |CA n |, and is usually slightly better than CT n , but in Table 8 , for small n, CD 2 is much worse than its three variants. Similar observations can be made for each discrepancy. However, we can see that our suggested data-driven approach for choosing a more powerful discrepancy is still sound, and if the "non-periodic" group is chosen by the data-driven approach, then it is sensible to use the discrepancies themselves, because even though they are not always the most powerful, their variants, especially M A n and |M A n | (see Tables 4-6 ), can be much worse. If the "periodic" group is chosen, then from the cases we considered, U T n is usually more powerful (but note that for the cases where the "non-periodic" group should be chosen, U D 2 , though should be not used, is often much more powerful than U T n ). These observations also suggest that for the discrepancies considered in this paper, the variants A n and |A n | should not be recommended as a goodness-of-fit test statistic.
For the combined statistic XD, it seems that XD itself and its variant XT n are similarly good in Tables 1-7 , in which XD often has a bit higher powers, but XT n performs better for small sample sizes in Tables 8-11 .
Conclusion
The Cramér-von Mises statistics and its generalizations can be calculated by simple formulae, requiring O(n 2 s) operations to perform the goodness-of-fit test for the null hypothesis F = F 0 . The generalizations enhance the measure of uniformity of the distribution of the data points after the Rosenblatt transformation by considering not only the uniformity in s-dimensional hypercube, but also the uniformity in all projections onto lower dimensional hypercubes. In the other words, the generalizations measure the discrepancy between the empirical distribution F n and the hypothesized distribution F 0 not only in their joint distri-bution but in all marginal distributions. Because of the dependence between the components y k of Y, there are s! possible ways to do the Rosenblatt transformation such that, for a given sample, the numerical value of a discrepancy of one transformed point set is not independent of the values of the same discrepancy of other transformed point sets, unless the components y k are independent. We showed that the multiple test formulation suggested by Justel et al. (1997) is conservative and proposed to use the Monte Carlo tests. Simulation results showed that the generalized Cramér-von Mises statistics by using M D 2 , CD 2 , SD 2 , U D 2 and W D 2 , as well as their variants A n and T n , are more powerful than the multivariate KolmogorovSmirnov and the original Cramér-von Mises statistics. However, the variant A n and |A n | are discouraged because they sometimes can perform very poorly. To choose which discrepancy and which statistic (the discrepancy itself or its variant T n ) to use, we recommend the interested reader to use either one of the following two approaches. The first one is to investigate the scatter plot of a transformed point set. If the transformed points are denser at the middle, we should use W D 2 or U D 2 to measure the discrepancy and the preferred test statistic is the T n came from U D 2 . Otherwise, we should use M D 2 , CD 2 or SD 2 and the test statistic should be the discrepancy itself, rather than its T n . The other approach is to use the statistic D sum in which the variant XT n of the combined discrepancy XD is employed. Either approach improves the power of the multivariate goodness-of-fit test, compared with the Kolmogorov-Smirnov statistic or the Cramér-von Mises statistics.
It is also possible to generalize the discrepancy statistics further by introducing weight functions, just as the Anderson-Darling statistic, but this will be left for future endeavour.
A final remark is about the Lilliefors-type modification. If the parameters θ of F 0 are not specified, we still can use the Monte Carlo tests in which the nuisance parameters θ are estimated by, for example, the maximum likelihood estimation. In such a situation the Monte Carlo tests are known as the parametric bootstrap tests (Davison and Hinkley, 1997) .
