This work simulates multidimensional detonation waves using the high-order Rosenbrock semi-implicit Runge-Kutta time-stepping scheme (SIRK-3C) and quantitatively compares the performance of SIRK with the second-order time-splitting schemes in dealing with the hyperbolic conservation laws with stiff relaxation terms. In the simulation of 2D detonations, a full set of elementary hydrogen-oxygen kinetics with nine species is linear-implicitly treated, while the explicit discretization of the basic advection equations is achieved by the third-order ENO schemes. Several model problems of hyperbolic systems with stiff relaxation are considered in the comparison of the time-splitting and the SIRK-3C scheme. A set of low-storage SIRK(LSSIRK) schemes is derived and tested to be high-order accurate and strongly A-stable. The results show that high-order SIRK time-stepping methods are suitable for stiff reactive flow simulations like the multidimensional detonations. -g(u) , where the nonstiff term / is treated explicitly while the stiff term g is simultaneously treated implicitly. The purpose of this work is twofold: first, to simulate multidimensional detonation waves using the high-order Rosenbrock semi-implicit Runge-Kutta time-stepping scheme(SIRK-3C); secondly to quantitatively compare the performance of SIRK with the second-order timesplitting schemes in dealing with the hyperbolic conservation laws with stiff relaxation terms. In the simulation of two-dimensional detonations, a full set of elementary hydrogen-oxygen kinetics with nine species are linear-implicitly treated while the explicit discretization of the basic advection equations are achieved by the third-order ENO schemes. Several model problems of hyperbolic systems with stiff relaxation are considered in the comparison of the Time-Splitting and the SIRK-3C scheme. A set of low-storage SIRK(LSSIRK) schemes is derived and tested to be high-order accurate and strongly A-stable. The results show that high-order SIRK time-stepping methods are suitable for stiff reactive flow simulations like the multi-dimensional detonations.
INTRODUCTION
In the reactive flow field solutions and the combustion related problems, the existence of several nonequilibrium states impose additional difficulties in the solutions of the reactive Euler equations with stiff relaxation terms. Since the smallest time scale is introduced from the chemical reaction kinetics, the second-order time-splitting method of Strang^ allows an independent calculation of the stiff ODE for the source term via implicit methods in one step, and an explicit highorder convective calculation in the following time steps. By " splitting" the main source of stiffness from the basic hyperbolic conservation laws, it can accomplish a •Graduate Student, Member AIAA 'Assistant Professor, Mechanical and Aerospace Engineering Department, Member AIAA Copyright ©1997 by American Institute of Aeronautics and Astronautics, Inc. AH rights reserved.
robust and easy-to-implement computation of reactive flow of current interests.
Despite the second-order in time accuracy and the robustness of these methods, there are two main difficulties with the stiffness which have been minimally handled. The spurious solutions are one of the often observed phenomena, which are stable and free of oscillations, and yet may be completely incorrect.'-2 ' Some type of resolution technique is needed to treat this known difficulties.
13114115^6 '! 7 ] The degrading of the second-order time accuracy to the first-order is another and quite recent observation when there exist solutions with many small-scaled structures of high-degree of complication. Jin® has modified the Strang splitting into the secondorder time-splitting methods which preserve its highorder accuracy when the considered solutions are complicated.
New third-order semi-implicit Rosenbrock type Runge-Kutta scheme, based on the original version of Zhong '-9 -" 10 -', is computationally efficient with the linearized source term integration, thus requiring no iterations during the implicit treatment of the stiff source term. Third-order ENO schemes discretize the convective fluxes such that both implicit and explicit terms are treated at each of the three Runge-Kutta stages. This high-order Runge-Kutta scheme(SIRK-3C) still possesses the typical under-resolved characteristics of unphysical spurious numerical results of the TimeSplitting method. However the reduction to lower order if the small relaxation time is not temporally wellresolved, is successfully removed.
Multi-dimensional Detonations
Detonation waves are multi-dimensional and unstable phenomenon in nature as demonstrated by the early experiments of Urtiew and Oppenheinv 11 -'. Existence of the triple points'^, consisting of an incident shock, a reflecting shock and a Mach stem, is the main characteristic of the reacting region behind the propagating shock front, and these detaching triple points from the leading front further contributes to the rolling up of vortices of opposite strength. One distinctive feature of the instability process observed in experiments is the formation of regular cell structures as triple points collide as they come together in the incident shock and move away from each other in the newly formed Mach stem. Figure [13] depicts this process of triple point col-lision and the trace of these points will leave a regular cell-structure pattern behind the propagation path.
Stiff Conservation Laws
The complexity of the nonequilibrium gas dynamics is a major concern in modeling of the flow field in certain regimes of hypersonic aerodynamics and combustion problems, where several nonequilibrium states exist. Many researchers over the years have developed different approaches to deal with these stiff-coupled system of equations and suggested many well-known stable high order methods. 
Two stable equilibria at u = 1 and 0 and unstable equilibrium point at u -| exist. For large n and arbitrary initial data, the solution rapidly approaches the upper equilibrium if U(XQ, 0) > \ and the lower equilibrium at u(x,t) -0 if u(x 0 ,Q) < |. LeVeque and Yee' 2 -' have considered this model problem and reported the main difficulty with the stiff system; regardless of the implicit treatment of the source term and high-order treatment of the convective term via MacCormack type predictor-corrector methods with limiter, unphysical shock speed is observed. Similar behavior was reported by Colella, Majda, and Roytburd' 7ô n a model combustion problem. It is known that this unphysical phenomena is due to the introduction of nonequilibrium values through numerical dissipation in the advection step. In our study, we have "nearly" removed this "turning-on" of the points within the smeared discontinuity, thus causing a wrong propagating speed, by using the Harten's subcell resolution technique similar to Ref. [3] .
High-Order Accurate Simulations
The goal of the present work is to perform highorder accurate reacting flow calculations and to carry out a detailed analysis on the time-stepping methods by means of considering combustion model problems. For the fast ignition type flow as the multi-dimensional detonation problems, high order numerical scheme is desirable, in order to capture small-scale shock waves and combustion fronts. In addition, a low-storage version of the current high-order semi-implicit RungeKutta(LSSIRK) is derived and briefly discussed in the next section.
The reflected shock tube experiments in the strong ignition regime'-14^15 -' and the wedge induced oblique detonation with extent to its structures and induction zone' 16 -! ^ are first replicated numerically using a detailed hydrogen-air-argon combustion mechanism, before the simulated results of the transverse detonation waves with regular cell structures are presented. Following these one and two dimensional validations, a model combustion system of Yee^ is used in the analysis of the two time-stepping methods, namely the Strang TimeSplitting and the SIRK-3C schemes. Another prototypical model problem of hyperbolic conservation laws with stiff relaxation terms by Chen, et al. '-18 -' is considered to show the noticeable improvements in the solutions with complicated structures when the third-order timestepping is used instead of the Strang-Splitting or the Second-order Splitting by Jin. [8] [191
MATHEMATICAL FORMULATION

Governing Equations
The three-dimensional governing equations for inviscid compressible reacting flows in Cartesian coordinates with the nonequilibrium chemistry and vibrational energy mode are^
= W (3)
where
The equation of state for pressure is given by the Dalton's law for a mixture of thermally perfect gases, (6) where R, is the species specific gas constant. The total energy is
• P^kUk (7) where A? is the heats of formation, and c v t, the specific heat at constant volume, is equal to 3Rj/2 and 5Ri/1 for monatomic and diatomic, and 6/Jj/2 for other atomic species. To account for the vibrational nonequilibrium, the thermal state of the gas is described by two separate and independent temperatures. One temperature T represents the translational and rotational modes of molecular energy while the other temperature T v represents the energy stored in the vibrational degrees of freedom of the molecules. This approach requires a separate energy equation for vibrational energy and allows an harmonic oscillator model to be used to represent the energy in the vibrational modes. It is assumed that anharmonic effects and the excitation of electronic states are not important for the flow of interest.
The total vibrational energy is defined as
All of the n m species are considered to be harmonic oscillators at a single vibrational temperature T v . e v j for each diatomic molecule is expressed by where #"; is the characteristic vibrational temperature for the single mode of vibration. Triatomic molecule, such as HzO, has three vibrational modes so its vibrational energy is written in the harmonic approximation
where there is a characteristic temperature for each of the three modes. Hydrogen peroxide, H^Oi, has six vibrational modes, so its vibrational energy is written with six terms. With the vibrational energies defined in this manner, T v can be found iteratively.
Chemical Source Terms
All of the hydrogen-air combustion in this report occur below their maximum temperature and pressure of 3500° Kelvin and 27 atmospheres respectively. For this range, the updated GRI 1. -' is detailed with out the inclusion of NZ dissociation and herein will be referred to as the "detailed model".
Of the nearly 50 reactions, the following two are the most influential in the species formation and destruction for the reasons discussed below. First and the most significant branching reaction given by (H) is the governing reaction for which radicals are created.
Second type of reaction involves three-body collisions.
A sample reaction is quoted from Oran's'-15 -' as below.
H + OH + M ^ H 2 O + M
which yields a reaction rate of (12) (13) Here M refers to all possible third-body collision partners and hi are the third-body efficiency factors for the given reaction.
Vibrational Source Term
The source terms for the vibrational equations are
where QT-V is the translation-vibration coupling and QV-D is the vibration-dissociation coupling, following a a Landau-Teller model.'
26
-' Although vibrational relaxation effects are small for combustion in compressing flows ' 27^ such that the gas is essentially in thermal equilibrium, i.e. T v = T, vibrational source term is considered through out the current research.
NUMERICAL FORMULATION
The governing equation(Eqn. [3] ) is solved by the method of lines using a finite difference upwind scheme developed by Shu and Osher^2 8 ' to discretize the equation in space. The inviscid terms are evaluated by either ENO or TVD schemes with up to third order accuracy. As for the temporal discretization, a set of 3rd order semi-implicit Runge-Kutta(SIRK-3) schemes with three different coefficients are used in the current work. A detailed description of a spatial discretization can be found in the references ' 9 J' 10 J and a brief description of the semi-implicit Runge-Kutta with derived set of coefficients will be summarized below. k, = Af (*"
Low-Storage SIRK Schemes
Work is on the progress to derive a set of highorder semi-implicit Runge-Kutta schemes which require no more than 2N locations. Unlike the fully implicit version of SIRK-3A which has 3N storage requirement, a new semi-implicit low-storage Runge-Kutta scheme(LSSIRK-3A) requires only evaluations of q^ and Xj at each of the general r-stage and takes the following form:
where h is the time step ,and f and g are the results of spatial discretization of the explicit and implicit parts, respectively. All other parameters which are determined by accuracy and stability requirements are summarized in Tablefl]. The computations are relatively inefficient, since nonlinear solvers, such as the Newton's method, are required to solve such nonlinear equations. Method B and C, however require no iteration [see Zhong *- 9 '} , and they are semi-implicit extension of the
Here J = ^ is the Jacobian matrix of the stiff term ,and dij = 0 and c^ for method B and C respectively. A single LU decomposition is required for these method. proper implicit treatment of the source term g is enforced by searching for strictly positive implicit coefficients, Cj thus eliminating any unphysical variables which might be introduced from the negative or zero coefficients during the intermediate stages. "
Once 10 undetermined coefficients are written in terms of the original twelve SIRK-3A parameters, the eight accuracy conditions and one strong A-stability condition denned in Ref. [10] are used in the optimal search of the new parameters. Of the obtained four possible roots of the eight non-linear equations, additional determination criteria of a strong A-stability and large stability region defined by Cj > 0 further narrow down the parameter selections and the following set of new coefficients for the LSSIRK-3A is obtained:
Then the expressions for the third-order method become,
These obtained coefficients have been tested to hold their third-order accuracy. Moreover, complete discussions of all three low-storage versions of semi-implicit Runge-Kutta schemes of up to four stages with extension to the non-autonomous version' 32 -' will be reported in the forthcoming paper.
RESULTS with DETAILED CHEMISTRY
The new third order semi-implicit Runge-Kutta code(SIRK-3C) was tested with one-dimensional reflected reacting shock tube experiment before it was applied to two-dimensional detonation cases. In the first case of strong ignition shock reflection, H? -02 -Ar mixture is used. Following Gambler'
-! and Li'
17 ' , we then conducted two dimensional wedge induced oblique detonation simulations with N% as an inert gas instead of Ar.
Reflected Shock Tube
Detailed ignition processes in hydrogen-oxygen-argon mixtures behind a shock wave reflected from a rigid wall are simulated, based on the shock tube experiments performed by Cohen and Larsen' 14^ The corresponding numerical simulation is carried out by Oran, et al.' 15^ who use the Flux Corrected Transport(FCT) method along with an adaptive grid in their solutions.
We used the detailed 48-step chemical reaction with 9 species as discussed earlier, which is the identical combustion mechanism used in the simulation of Oran, et al. Before moving on to the multi-dimensional simulation, we applied different sets of rate coefficients suggested by Moretti and Maas-Warnatz and found that similar structures are obtained but clearly different ignition delay was observed. It is believed that the discrepancy in the magnitudes of the main branching reaction rate coefficients(see Eqn.fll]) causes this ignition time difference and thus for this simulation, choice of Oran's full mechanism was a crucial factor in achieving such well-agreeing results.
Wedge-Induced Detonation
Computational domain used in the two-dimensional wedge detonation problem is sketched in Figure [5] . So, for a simulation of supersonic premixed fuel hitting the wedge at an angle 0, incoming flow at the left boundary is at this angle to the domain such that a uniform grid can be used.
Standing Oblique Detonation with Fast Ignition
The revisited test case of the two dimensional oblique detonation problem is Cambier, Adelman and Menees.' 16 -' The free stream conditions are as in The ignition temperature of the mixture is around 1000°Kelvin, so that high freestream temperature drives the shock-detonation coupling at a supersonic speed of 3.8. Figure [7] and Figure [8] show temperature and pressure distribution along the cut at grid row 32. Slightly different cut was chosen in Cambier's results' 16 -', but reasonably identical profiles were obtained in our simulation. Discrepancy in the rate of relaxation of temperature is believed to come from the omission of three elementary reaction steps from the detailed model by the authors Cambier, Adelman and Menees. A major reason for their removal of several steps was due to errors during the process of manuscripting the compiled reactions reported in the reference.' 15 -' For our detonation code, corrected and accurate version of this mechanism is implemented with several personal acknowledgments from authors.
Standing Oblique Detonation with Induction
A different set of initial conditions to that of the previous shock induced detonation simulation is listed in Table[ The size of the computational domain is 10.0cm x 3.5cm and the numerical resolution is Ax = Ay = 0.05cm such that 200 and 70 points are used in x and y directions respectively. All three hydrogen-air mechanisms were used to simulate this case and with its most detailed nature, Oran's full mechanism results are included in this report. Foi the given conditions, non-reacting post shock state has been analyzed and compare well with the obtained results as in Table [5] . While obtaining a very stable and fast reacting combustion front results, we then slightly varied the initial species concentration which will result in an induction zone behind an oblique shock. HZ : O? : N% composition of 0.296 : 0.148 : 0.556 by mass was used to generate a structure of oblique detonations, consisting of a nonreactive oblique shock, and induction region, a set of deflagration waves, and a detonation front. Figure [12] depicts this structure and suggests grid refining for resolving the near wall behavior of the deflagration waves.
The numerical code(FCT) used in the work of Li, et al. is second order in space and second order in time, while keeping the chemistry part simplest via the induction parameter model.' 33 -' In the current simulation, 48-step combustion mechanism was considered and third order accuracy in time and space was achieved. Reported discrepancies in the induction zone structure is under continued investigation and full description of the explanations and suggestions will be reported in the future.
RESULTS of MULTI-DIMENSIONAL DETONATION WAVES Basic Equations
Reactant is converted to product by a single-step irreversible chemical reaction, governed by Arrhenius kinetics. The specific heat ratio, 7 is fixed at 1.2, and a dimensionless parameter, Q + is also introduced for the specific heat of formation. The specific total energy is
where Z is used to represent the reactant mass fraction, namely the ratio of pi to p total. Further TO is the 
Here, E + is the activation energy parameter and TO is again the initial temperature of the unreacted gas mixture.
Initial Setup
The initial data consist of the theoretical Z-N-D profiles on which a transverse perturbation must be added to excite a fully multi-dimensional instability. If no transverse gradient is present in the initial data, onedimensional profile will be preserved such that only a longitudinal instability, if it exists, can be observed. 
where Q + is also a known parameter such that the initial inflow speed D can be set accordingly.
Two-Dimensional Detonation Waves with Regular Cell Structures
M-type Z-N-D waves are perturbed to develop into two-dimensional detonation waves with regular cell structures using the third-order semi-implicit RungeKutta scheme for highly accurate time stepping and the third-order ENO schemes for high-order shock capturing calculations. A set of uniform 300 by 300 grids was used in the physical domain of a 9 by 9cm duct using periodic boundary conditions in the transverse direction. The data for this case are given below: 7 
E+
/ L x 1.2 10 50 1.2 9cm 9cm For the mixture of ideal gas with constant 7 = 1.2, molecular weight, and heat of reaction, the chemistry is modeled with a single-step reaction governed by Arrhenius kinetics. The reaction coefficient K in Eqn. [24] is chosen at 3.124. Figure[14] depicts the evolving Mach structures and triple-point collisions from which one can see the rolling up of the vortex sheets as soon as they detach from the triple points at the detonation front.
Coarse Grid Fine Grid 300 x 300 600 x 600 The converged results are assured by the continuing reproduction of the vortex pairs. At a qualitative level, maximum vorticity peak to peak distances ratios are measured and compared within 6% of error to the reported results of Bourlioux^ '. Figure[15 ] is a sequence of density contours in which the regular cell pattern behind the detonation front is observed, and the similarity in the mushroom like vortex structures to the reported results of Bourlioux is further obtained. Furthermore, the grid independence check was performed by running a similar condition at a 600 by 600 grid size, and the obtained vorticity contour in Figure [ 16] reports no additional structures to that of the coarse grid cases at 300 by 300. Calculated paths of triple point movements in Figure [ 17] is a representation of an approximate measure of the cell size and the cell reproduction time. It is a y-t contour plot of pressure from which one can estimate the cell size corresponding to species of the given idealized system. A typical one-cell size of hydrogen-air detonation is of order 10(/^5ec)' ' and the observed size in the current simulation is approximately 38(/*sec).
Since the simulation of an idealized multi-dimensional detonation involving an one-step irreversible chemical reaction with two species present is valid only at a qualitative level, a detailed HI -Oi mechanism was also implemented in the further computation and validation of detonation waves with all of the nonequilibrium effects as considered in previous one-dimensional test cases. All of the significant structures of the detonation region is observed including the continuous evolution of Mach structure with spinning contact discontinuity. Observations regarding the H2 -02 detonation waves are intended for suggesting the ball-point average speed of the propagating detonation waves in a combustible mixture, and further supports the time accuracy nature of the high-order semi-implicit Rosenbrock RungeKutta(SIRK-3C) scheme.
STIFF RELAXATION SYSTEMS
The high order Semi-Implicit Rosenbrock RungeKutta schemes have been tested in multi-dimensional detonation cases and shown to reproduce previously reported results of both numerical simulations and experiments. Work is continued on the comparison of the SIRK-3C scheme to the Strang Time Splitting methods in stiff model problems of Yee' 2 ' and Chen, et al.' 18 ' for a discontinuity and a smooth sinusoidal wave propagation.
Semi-Implicit Coupling vs. Time-Splitting
In going about the solving of the fluid and stiff source terms, one can achieve a second order in time integration by the time-splitting or the fractional stepping' ' to maintain the second order accuracy, the solution at time n + I is given as (27) where each fluid and reaction operators are denoted Lj and Cs respectively. A half step in time is taken in the linear implicit solving of the source term and the solution is used as an initial value to solve a full one step fluid calculation. Final half step in time is taken in updating the source term calculation achieving efficiently second order in time, and spatial accuracy is determined arbitrarily depending on the choice of a convective scheme by the user. Here we described the exact version that is used in the present analysis of time stepping schemes and thus ENO-Roe-S-3(see Shu and Osher' 28 ') scheme is used in calculating the inviscid flux term, further advanced in time via explicit RK-3. This allows the flux operator iCs(k) locally third order in time and third order in space. 32) where in this scalar format, the Jacobian J is replaced by the derivative, S (u), and all of the Runge-Kutta coefficients were reported in the earlier work. Here, F(u) is discretized in the same fashion as in the TimeSplitting case and thus third order ENO-Roe is again implemented. Another version of the SIRK, namely the fully iterative SIRK-3A, was also implemented in the current analysis and the code performances to the time-split approach is reported herein.
Propagation of a Discontinuity
When the initial condition is given by the piecewise constant data, (33) and the stiffness parameter kfj, is much larger than 1, the solution is a propagating step function at incorrect speeds. This stiffness parameter is called the "cell
Damkohler number", which is a ratio of advection time scale Atf to the relaxation time scale for the source term, namely -. Figure [18] shows the result of solving this model equation with Time-Splitting/ENO-Roe-3/RK-3, and SIRK-3C/ENO-Roe-3 schemes. Two methods become nearly identical when stiffness is reduced to zero as in the case kfj, -0. This adds to the observation that approximately one cell is used to capture a shock after the subcell resolution at the ENO convective stage. When the stiffness is large such that the cell Damkohler number becomes much greater than 1, the prediction of the shock location starts to fail. In fact at a very highest stiffness at kfj, > 15, the discontinuity does not propagate at all. This is understood as the small time scale introduced from the source term relaxation governs the computation, thus the points within the discontinuity are turned on incorrectly. We have also shown that this improper excitation of the points within the discontinuity has even a greater effect in the overall stiffness test when the original ENO-3 without the subcell resolution or the basic TVD is used instead.
Chang" has applied the idea of subcell resolution technique on the source term calculation in addition to applying it at the ENO stage, and have shown to improve the range of stiffness at which the shock location is correctly predicted. For our analysis, we have shown a slight improvement of predicting the propagating discontinuity speeds to the original results of LeVeque and Yee and further implemented a higher order in time and more sophisticated ENO-3 convective schemes to show that both SIRK-3C and Time-Splitting methods fail when a large stiffness is encounted. A fully iterative SIRK-3A is also tested against this model problem and found to produce similar results as the SIRK-3C.(see Figure[19] ) This expected phenomenon motivates us to conduct a detailed analysis of the two methods of other kinds while allowing only a fixed stiffness that will allow a thorough temporal as well as spatial accuracy comparison. The propagation of an initially smooth sinusoidal data is discussed in the following section.
Propagation of a Smooth Function
The model equation of non-homogeneous hyperbolic equation have three points of equilibria as mentioned earlier. When the unstable points other than the three points are used as the initial condition, the solution tends to either the two of the stable equilibria, namely 0 or 1. Following the linear perturbation analysis, one can approximate an exact solution to the system. Let u is described by one of the following three expressions, and apply these to the system as initial data:
u -1 + eu' (34) (35) (36) while the perturbation parameter E is kept small (usually less than 10~3) in order for the linear perturbation analysis to hold true. Also «' is a derivative of u with respect to t. If we let u = 1 + su' as initial data, the governing equation with an order of magnitude analysis can become: (37) where the fluctuation magnitude, A(t), can be solved for. The expression for u' = A(t)e tax is substituted, and then found A(t) = e^+ ta^. For a small value of s, the analytical solution is finally obtained:
Similar analysis can be done to find solutions to the two other points of equilibrium as well. clearly it is the case in the reported results. With the magnitude of L TO norm error nearly 11 times greater than that of the SIRK-3C, Time-Splitting scheme has its errors mainly evolved from the temporal accuracy. This is an expected behavior of a second-order scheme that when Ax is reasonably small, the effect of temporal accuracy is significant in total error, suggesting a higher order scheme like the SIRK-3C.
When the solution does not evolve it self with many small scale structures and thus a fast and efficient method is simply needed to do the job, the timesplitting is the way to go. As shown in this paper and others, time-splitting can meet most of the stiffness features of the problem. Nevertheless, when introduced a complicated flow structures with presence of many small scale structures, like the small rolling up of the vorticies and the triple point structures behind a propagating two-dimensional detonation, SIRK-3C can be more appropriate. Although the users must compromise between the robustness at a very high stiffness and the accuracy at a reasonably high stiffness, when going about choosing one of the two considered time-stepping methods in this paper.
Navier-Stokes Limit Model
A prototypical relaxation model' 18 ' is now considered to suggest the reduced accuracy of the Splitting schemes for a solution with complicated structures. 
This is a 2x2 system with its long-time behavior analogous to a parabolic system with added convection term as noted below.
h -,
The "Damkohler number" as in the previous cases is 10 8 , making the considered problem a hyperbolic system with relaxation terms at its limit of stiffness. 
The method is second order if the coefficients are chosen as follows®:
The convective operators, £/ combine to give the second-order explicit Runge-Kutta method when the source term is zero.(s(u) = 0) In order to reduce any additional errors introduced from the spatial calculations and thus to make a fair comparison of the three time stepping methods, two additional cares are considered:
(a) For the system of two variables, flux-vector splitting is used based on the two characteristic wave speeds, namely ±\/l + h. with the Newton's iteration method in order to "eliminate" any additional errors from solving them approximately. Noticeable improvement in the solution is obtained from this second-order time-splitting of Shi Jin; however, the solutions still overshoot at the locations of complicated structures and thus illustrate an inferior result to those of the SIRK-3C. It is fairly appropriate to say that both of the Strang Time-Splitting and the improved Second-Order Splitting fail to approximate the exact solutions with complicated structures as accurately as the third-order Semi-Implicit Rosenbrock Runge-Kutta scheme, and the high-order temporal calculation is a critical parameter when considering a stiff relaxation system with existing small scale structures as in many of the reactive flow situations, considered in this paper. Figures [22 -24] also support the same observations at a varied range of stiffness.
CONCLUDING REMARKS
New high-order semi-implicit Runge-Kutta schemes are applied to simulate multi-dimensional detonation waves with complicated small scale structures. Unlike the conventional second-order time-splitting methods, these new time-stepping methods preserve their thirdorder accuracy even if the small relaxation time is not temporally well-resolved. Because of the coupling between the source and fluid terms in each of the RungeKutta stages, SIRK-3C may become less robust than the decoupled time-splitting methods when the underresolved chemical relaxation time scale approaches its limit at zero. However, numerical analyses of this paper and others have shown the generation of totally incorrect and yet stable results at this theoretical limit of stiffness. Then how one can compromise between the high-accuracy of the solutions over the robustness of the code at the stiffness limit will depend on the applications on which the proposed schemes will be considered. In conclusion, as far as the multi-dimensional detonation waves are concerned, either time-stepping methods with the third-order convective schemes with some type of resolution technique will be suitable for a fairly accurate results; however, for added confidence in the obtained numerical results, second-order time-splitting should be used if the imposed chemical relaxation time scale due to a considering combustion mechanism is considerably close to the asymptotic limit of stiffness; however, the semi-implicit Runge-Kutta scheme has discernible advantages over the time-splitting when small scale structures are evident in the solutions. 
