Understanding and prediction of the performance of complex materials using molecular simulations
INTRODUCTION
With the recent advancement in computational power, new methods are being developed to simulate the behavior of physical and chemical processes at larger scales. Coarse-graining is one such method which reduces the degrees of freedom in a computational model and thus enables molecular simulation of materials and phenomena at longer length and time scales. In this approach, it is critical to accurately parameterize the resulting coarse-grained models so that they accurately represent the phenomena of interest. Among the available methods in the literature, Boltzmann inversion [1] , reverse Monte Carlo (MC) [2] , force-matching [3] , and relative entropy minimization [4] are "bottomup" coarse-graining methods, where inference about the "coarse" interaction potentials are carried out using fine-scale (atomistic) information. These methods typically impose a massive computational burden. The alternative is to pursue a "top-down" approach, where the parameters of the selected coarse-grained interaction potential are the ones that produce coarse-scale output quantities that are closest to the experimentally calculated values.
Independent of which approach in initial parametrization of coarse-grained (CG) model parameters is used, a significant challenge is how to efficiently optimize and infer the sensitivity of desired observables to model parameters.
These models are prone to uncertainties, of which one type is the parametric uncertainty that results from not knowing the "true" input parameters of the interaction potential that best represent the properties of interest. Uncertainty quantification (UQ) techniques can be used to efficiently assess the impact of the parametric uncertainties on system properties. This task has traditionally been done using MC sampling and its derivatives, which impose significant computational burden, especially in large systems. Numerous techniques have been proposed to improve MC approaches by enhanced sampling recipes [5, 6] . In spite of these developments, there is still a need to increase the tractability of these stochastic approaches, particularly for computationally expensive techniques such as molecular simulations where the simulation for one sample point in the parameter space can take a substantial amount of time and resources.
Among the alternatives to MC simulation, the polynomial chaos (PC) methodology consists of spectral approximation of random variables using a series expansion with orthogonal polynomial basis functions [7, 8] . Both the model inputs and quantities of interest (QoIs) are represented using truncated expansions in the same vector space, effectively resulting in a finite-dimensional approximation, which leads to significant computational savings. In particular, statistical moments and sensitivity indices can be readily available [7, 9] . The calculation of the QoI expansion can be done using the intrusive Galerkin projection [7] or nonintrusive spectral projection [10] . The latter requires drawing samples from the input parameters according to either brute-force MC approach, full tensor product construction based on one-dimensional samples, or the sparse grid construction [10] . PC expansions have been also used to accelerate Bayesian inference [11, 12] , where the forward model is replaced by a PC surrogate which is analytically evaluated at a substantially lower cost for each Markov chain Monte Carlo (MCMC) sample.
UQ with the discussed polynomial approximation is a powerful tool to evaluate the predictive capacity of atomistic and coarse-grained models. Rizzi et al. have used UQ to quantify the impact of parametric uncertainties on the density, enthalpy, and diffusivity of the TIP4P water model [13] . Rizzi et al. in [14, 15] investigated the significance of the intrinsic noise, relative to the parametric uncertainty, on the flux of ions through silica nanopores, where they showed that the thermal noise present in molecular dynamics simulations is relatively negligible. Their findings allow for use of a polynomial approximation for the macroscopic observables in terms of the model parameters. We made use of this finding in using PC surrogates in the Bayesian framework that we will describe later.
To demonstrate the application of Bayesian model ranking and averaging, we focus on coarse-grained models of water. Several coarse-graining paradigms have been proposed for water models, the most popular of which remains to be the standard rigid atomistic water models with electrostatic interactions. This representation can be considered a coarse-grained representation of more detailed flexible or quantum mechanical models of water. The next level of coarse-graining contains models that preserve the all-atom structure of water with modified interactions at reduced length scale [16, 17] . Models that treat the water molecule as a single particle represent the next level of coarse-graining [18] . In a recent work [19] , the authors used UQ machinery to assess the sensitivity of observables to the parameters of an interaction potential and deterministically calibrated the parameters using an interpolation-based response surface, in a "top-down" approach (see Fig. 1 ). As QoI, a number of water properties such as density, enthalpy of vaporization, and radial distribution function (RDF) at 300 K were considered.
In this paper, we consider a family of water models. For each model, we treat the parameters to be uncertain and using a surrogate-based Bayesian inference framework find the optimal probability density function for each parameter (see Fig. 2 ). In Section 2, we describe how the models are formed and how, based on their structural difference we expect different predictive performances from them. Finally, in Section 3, technical background for the Bayesian calibration and surrogate-based Bayesian calibration is discussed, while in Section 4, the basics of Bayesian model ranking and model averaging are included. In Section 5, we demonstrate the Bayesian calibration of one of the three water models in detail and then discuss the Bayesian model ranking results for the three-model ensemble. We highlight the additional insights that this statistical inversion, compared to a deterministic calibration approach, grants on the predictive capacity of different interaction potentials. We will also include the results from an approximate sensitivity analysis, which shed light on how certain observables are more informative for the calibration of certain parameters. Specifically, if the resulting probability distribution from the calibration procedure is not much different from our prior expectation, it means that the particular observed quantity used in the calibration process was not informative.
FIG. 1:
The deterministic inverse problem framework to calibrate the parameters of the coarse-grained model with data from experiments, or from fully atomistic simulations
FIG. 2:
The statistical inverse problem framework to calibrate the probability model of the random parameters of the coarsegrained model with data from noisy measurement, or from erroneous fully atomistic simulations
COARSE-GRAINED MODELS FOR WATER
For this work, we have employed three potentials for water, representing three differing degrees of coarse-graining. In order of complexity; they are the TIP4P/2005 [20] , which is an atomically detailed potential, the mW water model [21] which reduces the atomic detail to a single site model while employing an anisotropic potential to regain some degree of local spatial organization; and the isotropic model of Chaimovitz and Shell [22] , derived by minimizing the relative entropy of the coarse-grained model to yield an optimal spherically symmetric potential. The most detailed of these potentials is the TIP4P/2005 model, which has been parameterized to accurately represent the entire phase diagram of condensed water. In this model, each water molecule is comprised of a rigidly bound set of four force centers: two representing hydrogen, one oxygen, and one offset site representing a centralized location for the negative charge carried by oxygen while being parameterized to best represent the overall electrostatic potential of the molecule as a whole. The overall potential between sites in the system can be generalized as
where r ij is the vector originating at site i and terminating at site j, n is the set of all translation vectors comprised of equal integral offsets of the original simulation unit cell along one or more cell axes, and the prime on the n in the summation indicates that the interaction for i = j with n = 0 is omitted. The oxygen atoms of each water molecule interact solely through the first two terms, representing the local repulsion/dispersion (R/D) interaction between the oxygen molecules and setting a local length scale, while the hydrogen atoms as well as the offset charge of the fourth force center interact solely through the third term, which represents the long-range electrostatic interactions between molecules. The structure and thermodynamics of the TIP4P/2005 model are therefore a complex function of both these length scales as well as the energy scales imposed by the R/D and electrostatic interactions. Similarly, local organization is controlled by the complex interplay between the energy length scales and the inherent symmetry of the rigidly bonded force centers, ultimately yielding the tetrahedral organization of associating water molecules which is fundamental in the unique thermodynamic character of liquid water. Instead of the explicit geometric arrangement of atoms in the TIP4P/2005 model, the mW water model reduces the entire molecule to a single site, which interacts with nearby sites via a modified Stillinger-Weber potential [23] :
with p = 4; q = 0; A = 7.049556277; B = 0.6022245584; γ = 1.2; θ 0 = 109.47
• ; a = 1.8; and σ, ε, and λ are utilized as the fitting parameters. For this interaction, a single length scale is present, implicitly controlled by the values of σ and ε, while the extent of local organization is controlled by λ which sets the relative magnitude of the anisotropic contribution to the overall potential. The net effect of going from a model such as TIP4P/2005 to the mW water model is that of trading off the explicit molecular geometry and long-range interactions (and the emergent structuring and order which they beget) for a shorter-ranged, explicitly ordered potential which is more approximate for intermediate-and long-range orders while also being significantly faster to calculate. Thus, the mW water model effectively coarse-grains the long-range structure of a more explicit model in exchange for faster calculation, under the assumption that most of the thermodynamic and structural characteristics of water arise from nearest-neighbor interactions. Previous work has shown that this coarse-grained approximation does quite well at reproducing various state functions of water [21] . Figure 3 illustrates the difference between the atomistically detailed TIP4P and coarsergrained mW water models.
Finally, the isotropic spherical model of [22] has been investigated as a highly coarse-grained model. Here, the water molecule is again reduced to a single site representation. However, unlike the mW water model which preserves the local tetrahedral structure of water via anisotropic interaction potentials, their proposed potential is isotropic, with the effect of local structural correlations accounted for in a mean-field manner by the presence of a so-called "core-softened" potential which has two overlapping length scales designed to mimic the primary and secondary organization of liquid water correlation shells around a specific water molecule. This potential generates the two requisite length scales by fitting to a potential form comprised of combined Lennard-Jones and Gaussian terms, yielding the Lennard-Jones plus Gaussian (LJG) pair potential [22] :
Schematic illustration of the TIP4P and mW water models and representative snapshots of molecular configurations of bulk water produced by these models in molecular dynamics simulations
where σ and ε have their standard meaning of representing the length scale and energy scale of the LJ portion of the interaction, while B * , r * 0 , and ∆ * represent the relative strength, center, and spread of the Gaussian well. In order to fit this function, Chaimovich and Shell minimize the relative entropy of the functional form with respect to the canonical ensemble configurational probability distribution of an explicit, all-atom model of water. This technique is somewhat complicated (specifically requiring calculation of the free energy of the system which can be a significant effort, depending upon the system). However, the upside of this technique is that the entropy minimization is equivalent to saying that the coarse-grained model is required to reproduce the underlying probability distribution of the ensemble configurations of the explicit, atomistic model as closely as is possible for the reduced degrees of freedom present within the CG model.
For the purposes of this work, the implication is that the ultimate fitting of the CG model to the overall data against which it is compared to other models is strictly a function of the quality of the model, and should contain no additional error due to the quality of the fitting of the CG model to atomistic data. It should be noted that the underlying all-atom model utilized by [22] is different than our atomistic model, which makes it difficult to deconvolute the exact extent of the imprecision injected by the process of coarse-graining the model compared to that introduced by the difference between the different atomistic models. The latter should be minimal, since the SPC/E atomistic model upon which the LJG model is parameterized is generally regarded as an accurate water model.
BAYESIAN CALIBRATION
Model calibration is the task of parameter estimation using observation from a real system. Typically, an inverse problem is constructed with the aim of finding the parameter values that produce model outputs that most closely match the observation data. In general, the parameter could be treated as random or deterministic quantities, and the observation could be considered to be noisy or noise-free. Also, the forward model, i.e., the computer simulation that calculates the outputs given actual parameter values, can be subject to errors. Thus, a modeler, on one hand, could be dealing with a fully deterministic case, where observation, model parameters, and model predictions are assumed to be error-and noise-free and therefore considered as deterministic quantities. On the other hand, the modeler may be dealing with cases where at least one of these quantities is random. The water models described in Section 2, as well as other coarse-grained atomistic modelsm are approximations of the true interactions in these systems. Therefore, it would be logical to consider, instead of a model with deterministic parameters, a stochastic model with multiple possible parameter values. Such model will then lead to predictions which account for multiple potential outcomes with calculated occurrence probabilities. Thus, using these results, one moves away from drawing conclusions based on a potentially invalid model to considering a range of possibilities, and thus increasing the chance of capturing the true behavior. This, of course, comes at the expense of increased computational cost; a potentially prohibitive increase in many systems.
A statistical inverse problem is one in which the model parameters and observation data are considered to be random quantities. The characterization of the randomness in the observation data is given in this problem, often in the form of the probability density function of the observational noise, or also in the form of summary statistics of the data. The objective is then to characterize the randomness in the model parameters using the UQ-enabled solution of the inverse problem.
In order to formulate the statistical inverse problem, the Bayes theorem can be used.
denote the vector of N random parameters in the model of interest, and
, of a single or multiple QoIs. For the sake of notation brevity, we use π(·) to denote a generic probability density function. The Bayes theorem, then, states
where π(p|d) is called the posterior density of parameter p; π(p) is the prior density of p, prescribed based on the expert or prior knowledge about the parameter; and π(d|p) is called the likelihood function, which determines the likelihood that the model given a fixed parameter value p produces the output with the value equal to the observation d. This likelihood is calculated based on the following general map from parameters p to observation data d:
where f : R N → R D represents the forward model, i.e., the numerical model that produces the QoIs. mod denotes the error in our understanding and modeling of the actual physical system, num is the error incurred by the numerical implementation of the proposed models, and obs is the discrepancy between the model prediction and the observed quantity due to noisy measurement or experimental procedure. In this paper, similar to the majority of Bayesian approaches, we only consider the measurement noise obs and assume the other two error terms are zero, and henceforth denote it by . Let us assume that each of the D observation data refers to a distinct quantity of interest, measured with a noise i with the given density function π i . The likelihood function can then be written as
In statistical inverse problems, the objective is to find the posterior density, and there is no direct interest, in general, in computing the integral in the denominator, referred to as the evidence. As a matter of practice, the standard algorithms used to solve these problems are formed based on a proportionality relation which does not involve the evidence, and is as follows:
In most of the application areas, due to the nonlinearities in the forward model, the resulting complex form of the likelihood function does not allow for the analytical solution of the posterior probability density function. Instead, algorithms such as MCMC simulation aim to generate samples from this posterior density function. To be able to reliably infer about the uncertain parameters, a sufficiently large number of these samples should be obtained, meaning that the likelihood function, and therefore the forward model f (p), should be evaluated for a very large number of parameter samples.
It consists of drawing samples based on the product of the prior distribution and likelihood function. Thus, in each step of the algorithm, the value of the likelihood function should be evaluated at a new parameter value. As mentioned earlier, in order to calculate this likelihood function, one needs to run a computer simulation at the new parameter value. In the case of molecular dynamics or other computationally expensive computer models, several calls to the computer code at each step of the MCMC algorithm impose a significant computational burden, making it infeasible to use the MCMC algorithm for large, complex systems. To alleviate the computational cost associated with the many forward simulations, probabilistic response surfaces have been used as surrogates [11, 24, 25] . A response surface efficiently relates the model parameters to their corresponding random output. In the most ideal case, such a surface is formed by drawing a sufficiently large number of points in the parameter space, and calculating their associated model outputs. In atomistic systems, for instance, the simulation for each point can take hours or days, depending on thermodynamic conditions. Thus, efforts have aimed at the characterization of an approximate response surface given only a few points. This surface will then serve as a proxy to replace the forward numerical model and thus alleviate the tremendous number of computer simulations. At each step of the MCMC simulation, then, the QoIs are obtained analytically from the approximate surface at the given parameter sample.
In particular, in the Bayesian calibration, we make use of the PC expansion to form the surrogate, an idea first proposed in [11] . The PC expansion consists in representing random variables using an orthogonal series expansion based on polynomial basis functions [7, 8] . It has been shown that such representation can significantly reduce the cost associated with uncertainty propagation computation [10, 26, 27] . The surrogate-based Bayes rule will then be based on the following approximate likelihood: function
wheref i (p) is an approximation of the exact forward model obtained based on the following P th-order order expansion:f
where {Ψ i (p)} are the set of polynomial functions that are orthogonal with respect to the probability density function of p [8] . The deterministic coefficients {c i } fully characterize the response surfacef i (p). These coefficients can be calculated using the stochastic collocation technique where quadrature points are selected based on the density of the input parameters p [10] . In this work, the parameters are assumed to be uniformly distributed, so we select GaussLegendre quadrature points. Specifically, in a one-dimensional case with 
For a multidimensional parameter space with p ∈ [−1, 1] N , we can use the full tensor product of the collocation points in each dimension to form the multidimensional grid of points, or make use of the Smolyak sparse grid cubature, which exploits a sparse tensor product and is computationally superior, especially in high-dimensional problems [10, 28] .
It has been shown that if the L 2 distance between the exact forward model and the one approximated by the PC surrogate goes to zero, the Kullback-Leibler distance, which is a distance between between two probability density functions, goes to zero as well [12] . Therefore, it is possible to calculate the posterior density function and statistical moments with guaranteed satisfactory accuracy. The L 2 convergence between the exact forward model and the surrogate can be controlled by the order of the PC expansion and the number of quadrature points.
BAYESIAN MODEL RANKING AND AVERAGING
In many applications, including computational chemistry, more than one predictive model is available for the same system. These could be models that are built at different scales, or they could be variations of the same model given different parameter values or different initial or boundary conditions. Often, the statistical average of the outputs of the ensemble of competing models is more predictive than any of the individual outputs. Bayesian model averaging provides a way to combine the component predictions by each ensemble member. It does so by weighing each prediction according to the plausibility of its associated model. Similar to the task of model averaging, model ranking or selection has also gained attention. The objective in model ranking is to give quantitative scores to competing models based on their predictability with respect to one or multiple observables.
Let us consider a family of K predictive models {M 1 , · · · , M K }. Let p k denote the parameters of model k whose prior distribution is denoted by π(p k |M k ). To compare two statistical models based on the way the evidence provided by data d favors each model, the Bayes factor [29, 30] can be used as a criterion defined by
where π(d|M k ) is referred to as the marginal likelihood of model M k and can be calculated according to
We will discuss the numerical evaluation of this integral later in this section. Bayes factors, by construction, do not depend on prior model probabilities, i.e., any a priori perception of the plausibility of each model. In order to incorporate this extra component, we can define the posterior model probability of model M k as follows:
A different criterion that includes prior model probabilities can then be defined as the ratio between two posterior model probabilities as follows:
This criterion is referred to as the posterior odds. Using the definition of posterior model probabilities, we can also make a prediction for the quantity of interest y based on an ensemble of models using Bayesian model averaging as follows:
where d is the available observation. This equation is essentially a weighted sum of the individual predictions {π(y|M k , d)} with the weights equal to the posterior model probabilities. Statistical moments of the y can also be calculated using the moments given by individual models. Let {ȳ 1 , · · · ,ȳ K } and {Var(y) 1 , · · · , Var(y) K } denote the first and second statistical moments of the QoIs predicted by the K models, i.e.,
Then, the ensemble prediction of these statistical moments can be calculated according tō
To evaluate the posterior model probabilities, we need to evaluate the marginal likelihood defined in Eq. (14) . In most engineering applications, this integral cannot be evaluated analytically. To numerically evaluate this integral, the most simple way is to use N MC MC samples from the prior distribution, i.e.,
To accelerate this MC integration, which is particularly critical in large models, importance sampling, Laplace approximation [31, 32] , and thermodynamic sampling [33, 34] can be used. We used the calculation based on the importance sampling, where the integral is approximated by
where π * (p) is the importance sampling function and
, where drawing samples from the density function π * (p) accelerates the convergence of the sample mean estimator. The posterior harmonic mean estimator was proposed by [35] , where π * (p) was chosen to be the posterior density function, the integral in Eq. (14) is approximated using posterior parameter samples that have higher likelihood than their prior counterparts. The estimator is then given by
The estimatorπ 2 (d) converges almost surely to the true value of P r(d|M k ). However, in its current form, it does not satisfy a Gaussian central limit theorem, in general, and samples with small likelihood will result in instabilities and observing large variance on the numerical integration results is possible. We observed these instabilities in our simulations, and used prior samples [i.e., Eq. (20)].
NUMERICAL RESULTS
In this section, we demonstrate the Bayesian model calibration and ranking techniques discussed in previous sections on three water models: the TIP4P/2005, mW, and LJG water models. Through numerical results, we highlight the unique capabilities that these Bayesian techniques present. The set of observables (water properties) considered in this study includes water density ρ, enthalpy of vaporization ∆H, and radial distribution function (RDF) g ij (r). These quantities are calculated based on the simulation results according to
where N A is the Avogadro constant; N is the number of molecules with the molecular mass of water, M , equal to 18.015 g/mol. V , p, and E are the volume, pressure, and total internal energy of the system per mol, R is the gas constant, and T is the temperature. r ij denotes the distance between molecules i and j and δ(·) is the Dirac delta function. We chose the bulk properties of water at 300 K and 1 atm as the QoIs. The experimental values for these properties are ρ = 10.52 g/ml, ∆H = 0.997 kcal/mol. Also, the empirical RDF reported in [36] was used as the reference.
The simulation systems for the mW and TIP4P/2005 models consisted of a periodic cell with 4096 and 2048 water molecules, respectively. Both simulations were performed in an isothermal, isobaric ensemble, where mW simulations had a time step of 10 fs and total simulation time of 2 ns, and TIP4P/2006 simulations were performed for 0.5 ns with a time step of 0.5 fs. The LJG potential was used in an NVT simulation with the time step of 10 fs and total simulation time of 10 ns. The estimates of water density were irrelevant in the case of LJG, given the fixed volume and number of atoms. The uncertain parameters in all the models were considered to be uniformly distributed within a range which will be described in the next sections.
Bayesian Calibration of mW Models
In a previous study [19] , the authors used a UQ approach to estimate the deterministic parameters of mW models. Specifically, they found the values for three parameters, , σ, and λ, which best predicted the observed values for thermodynamic and structural properties of water. They used the stochastic collocation technique to generate a response surface which facilitated the parameter estimation. The generated response surface replaced the molecular dynamics simulator, leading to significant computational savings.
The distinction in the current work is the treatment of the parameters as random quantities. In the previous work, the optimal parameter value was determined within a given range, whereas in the current work we determine the best probability density function over a prescribed range. We chose the three ranges to be centered around the nominal values of = 6.1890 kcal/mol, σ = 2.3925Å, and λ = 23.1500, with widths equal to 40% of the associated nominal values. Given such probability density, one could subsequently calculate point estimates, i.e., a single optimal value for each parameter. These point estimates, such as the mean or maximum a posteriori (MAP) estimate, are not necessarily the same as the deterministically calibrated parameter values. To demonstrate this fact, Fig. 4 depicts the results obtained from deterministic and Bayesian (statistical) calibrations. The Bayesian calibration was carried out based on the PC surrogate. The surrogate was the approximate response surface obtained using a level-three sparse grid cubature. Figures show the posterior density functions for parameters , σ, and λ. Also, the MAP estimates calculated based on the posterior density functions are compared with their deterministic counterparts. The x-range of the plots are set equal to the prior range of the three parameters. The differences between the figures on the first and second row are due to different noise levels in the RDF data. The standard deviations of the noise model for density and enthalpy are 0.05 and 0.5, respectively, in both rows. The standard deviations for the noise in RDF residual are assumed to be 1 for the top row and 0.5 for the bottom one.
As mentioned earlier, one of the additional capabilities of the Bayesian calibration is the quantification of impact of data quality. Figure 4 also shows the calibration results associated with different assumptions for the measurement inaccuracy. We have in particular demonstrated the data quality impact by changing the error models in the observation of RDFs. As can be seen, as we lower the accuracy level in the RDF observation, our confidence in the calibrated parameters deteriorates accordingly. This change is more apparent in the probability models of λ of σ and less so for . It could be deduced from these comparative results that the RDF is more sensitive to changes in λ and σ. Also, it could be seen that the MAP estimates get closer to the deterministic optima as the measurement noise decreases. This is consistent with the fact that given an unbiased surrogate model approximating the likelihood function-if we can make a perfect observation, since we are not incorporating any other source of uncertainty or error-then the posterior density function will be a Dirac delta function at the deterministic optimum.
Sensitivity of the Response to Model Parameters
In the previous section, we observed the impact of the measurement noise on the calibration of the mW parameters. This impact was seen to be different for different parameters. Alternatively, we can perform the sensitivity analysis to quantify the different level of sensitivity for different parameters. In this work, we make use of an approximate derivative-based approach that uses the PC expansion in uncovering the sensitivity character of the system response [37] . Specifically, we approximate the first derivatives of the response with respect to each parameter, as a sensitivity index. These first derivatives are computed at the mean values of the random parameters, using a very small number of simulations. Specifically, given a D-dimensional parameter space, only D + 1 full simulations are needed to calculate these derivatives. Figure 5 shows the values of these indices for the three observables. As can be seen, RDF residual is most sensitive to σ and λ, which is consistent with the observation made based on Fig. 4 . The approximate values for the first derivatives of the observables with respect to the eight parameters in the mW model. These values can serve as a rough indicator of the global sensitivity character of the system. The range for each parameter was assumed to be centered around its deterministic calibrated value with the width equal to 5% of those nominal values. Note the difference in the derivative values in the three panels. RDF residual is more sensitive to the assumed small variability in the parameters compared to density and enthalpy of vaporization by around one order of magnitude.
Bayesian Model Ranking
We now demonstrate the quantitative Bayesian framework for model ranking and model averaging given the family of water models, described in Section 2. We aim to assess the plausibility of PC surrogates for each model in predicting the coarse-scale observables. In using the TIP4P/2005 potential of Eq. (1), we set both charge values q i and q j equal to a constant q, and considered four random parameters for Bayesian calibration: the two Lennard-Jones parameters A, B, together with the charge q of the "charge center" attached to oxygen and the distance of this "charge center" from the oxygen atom denoted by d q . The prior distribution for each parameter is chosen to be uniform, which is the maximum entropy distribution when only the range of a random parameter is known. For each parameter, a number of calibrated values are available in the literature forming a family of TIP4 models, each predictive for certain water behaviors. Among the family members, the extrema of parameter values are extracted. The prescribed range for each parameter is one that is 10% larger than the distance of the two extrema, and is centered at the midpoint between the two extrema. Doing so, we consider all the plausible parameter values in the Bayesian calibration procedure. The surrogates for the three observables were constructed using level-two sparse grid points in the four-dimensional parameter space. For the LJG potential of Eq. (5), the parameters , σ, and B * are considered to be random. The average values of these random parameters together with the nominal values of the other parameters are set equal to those that minimize the relative entropy, which are reported in [22] , i.e., = 4.9 kcal/mol, σ = 2.43Å, and B = 5.6 kcal/mol. The random parameters are assumed to be uniformly distributed in ranges that are centered at the corresponding nominal values and are as wide as 10% of the respective average values for and B and 8% for σ. First, let us visually assess the performance of each model by comparing its posterior prediction versus the observation data (see Fig. 6 ). In order to quantitatively assess the plausibility of each surrogate, we need to calculate the integral in Eq. (14) . This is done by evaluating the PC surrogates at the parameter samples drawn from the prior uniform distributions. The reason is that calculation of marginal likelihood according to Eq. (14) using posterior samples suffers from instabilities caused by the occurrence of small likelihood posterior samples. We observed these instabilities in using the harmonic mean estimator of Eq. (22) due to the occasional occurrence of low likelihood posterior samples and used samples from the prior distributions [Eq. (20) ]. We could compare the predictive capacity of these models with respect to different observables. One can evaluate the capability of these models to simultaneously reproduce all three observables, namely, density, enthalpy of vaporization, and RDF, or their capability in reproducing each observable separately. We quantify these capabilities using Bayes factors. Table 1 includes the relative Bayes factors between different pairs of models corresponding to difference observable cases. Because of the way the LJG potential was formed and calibrated, it is expected that it can predict the structural properties, namely, the RDF, rather accurately. The quantified Bayes factors support this fact, where it can be seen that the RDF predictive capacity of the LJG model is three times that of the mW model, and is almost the same as that of the computationally expensive TIP4P/2005. The overall predictive capacity is, however, extremely poor, as seen in the table and as evident in the LJG prediction of the enthalpy of vaporization shown in Fig. 6 . However, in Fig. 6 , one notices a very poor RDF prediction, measured by the RDF residual, obtained from the LJG model. The reason is that these predictions were made based on samples from the posteriors that were inferred from all three observables. In Fig. 7 , we show the posterior prediction of the RDF residual, when we conduct an isolated inference procedure using only RDF residual as the single observables. In this figure, it is shown qualitatively that the LJG model has the superior performance in reproducing the RDF, compared to the other two models, as supported by the Bayes factors in Table 1 .
Model Averaged Prediction of Higher-Dimensional Structural Properties
In this section we investigate the performance of an ensemble of surrogates over predictions made by individual surrogates. In particular, we demonstrate a case where the ensemble prediction obtained by two surrogates aggregated using Bayesian model averaging weights is more accurate than the prediction made by each individual surrogate. Let us consider the PC-based surrogates for mW and LJG, each generated using level-three sparse grid points. We denote these two models (surrogates) by M mW and M LJG . Each surrogate consists of three response surfaces for the three observables ρ, ∆H cap , and δ RDF , each constructed upon the three-dimensional parameter space of each model. Let us focus on the predictive capacity for the estimation of four structural properties: the magnitudes and locations of the extrema of the first peak and valley of the radial distribution function, g(·). The empirical RDF of water used in this study, which is reported in [36] , is shown in Fig. 8 , where the two extrema are highlighted based on which of the four structural QoIs are computed. Let y k ∈ [R + ] 4 denote the vector of four QoIs obtained from model α, where k ∈ {mW, LJG}. The Bayesian model averaged prediction can be given by
where d is taken to be the RDF residual, as it is the informative observation for the structural QoIs, and π(M k |d) is given in Eq. (15 
The expectation operator is applied on individual predictions corresponding with the posterior parameter samples. A representative response surface for the first peak magnitude corresponding to mW and LJG is shown in Fig. 9 . The thickness of the surfaces shows the level of variability, in particular the standard deviation, due to the third uncertain parameter not shown in the figures.
To evaluate the accuracy of each prediction, the root-mean-square errors (RMSE) with respect to the four empirical values are computed. The empirical locations and magnitudes of the first peak and valley are 2.7900, 2.5691, 3.4500, and 0.8386, respectively. Table 2 tabulates the RMSE values for different cases. As can be seen, the ensemble prediction is more accurate than the individual predictions from the two member models. r (Å) g( r )
FIG. 8:
The empirical radial distribution function of water after [36] . The circle markers show the extrema of the first peak and valley. 
CONCLUSION
In this study, we examined the plausibility of three surrogate-based water models. We demonstrated the application of Bayesian model ranking together with PC-based surrogates, and showed how the quantitative ranking provided by this framework is in agreement with the experts' expectation. We also demonstrated how the Bayesian calibration framework for these models can be used to characterize the variabilities in the input parameters that give rise to the observed variability of some measured quantities. In other words, it effectively, and in a quantitative way, takes into account the interplay between the accuracy of the experimentation/instrumentation procedures and the uncertainty level in the parameter values. Also, compared to the deterministic calibration, in this approach, even if the point estimates of the parameters are used for practical purposes, the modeler will have obtained the quantified confidence in these point estimates. We also discussed some insights on how computational acceleration can be achieved and how cautious one should be in interpreting the results. In particular, due to the use of surrogates in lieu of the full simulator, the posterior samples are subject to an error. In the current form, since the numerical error in the use of surrogates is not quantified and is absent in the MCMC procedure, one cannot account for the impact of numerical error on the posterior samples. Therefore, the Bayesian ranking scores are interpreted as the plausibility of the PC surrogates constructed from these physical systems. The approach that we used in this paper can be further extended to assist with the design of experiments. Specifically, because of the analytical form of the approximate response surfaces, they lend themselves readily to relatively fast sensitivity studies, the outcome of which guides the choice of observables that are most informative for the model parameters.
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