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Abstract: The spatial dependence of static meson correlation functions at finite baryon
density is studied in the Nambu – Jona-Lasinio model. In contrast to the finite temperature
case, we find that the correlation functions at finite density are not screened but exhibit
long-range oscillations. The observed phenomenon is analogous to the Friedel oscillations in
a degenerate electron gas.
1. Introduction
Recently, there is a growing interest in studying the properties of hadronic correlation
functions. The correlation functions form a common ground, where QCD inspired effective
theories can be tested against each other as well as against lattice results, where available
[1].
The hadronic correlation functions have been intensively studied in lattice simulations
of QCD at finite temperatures [2, 3, 4, 5]. The results of these simulations show that
at large distances the correlation functions decrease exponentially. The screening masses
characterizing this type of behaviour are, at T > Tc, degenerate for chiral partners. This
reflects the restoration of chiral symmetry at high temperatures. Moreover, as it was pointed
out by Eletskii and Ioffe [6] (see also [7]), the values of the screening masses are close to 2πT
for mesons and 3πT for baryons. Such results are typical for a gas of non-interacting quarks.
Therefore, the lattice results show that at high temperatures quarks behave, to large extent,
as free particles.
The results of the lattice simulations have been interpreted in terms of simple models
by several authors: Gocksch [8] argues that the hadronic screening masses can be well
described in the linear sigma model; Hansson and Zahed [9] claim that the static correlation
functions in high-temperature QCD can be well calculated from an equivalent problem of
non-relativistic quarks in a dimensionally reduced theory; similarly, V. Koch et al. [10] argue
that the propagation of a light fermion in a spatial direction at high temperatures can be
described effectively by a two-dimensional Schro¨dinger equation.
In Ref. [11] the temperature dependence of the meson screening masses was computed
and discussed in the framework of the Nambu – Jona-Lasinio (NJL) model. The results are
in qualitative agreement with the lattice simulations. In the present paper, we explore the
static meson correlation functions at finite baryon density, using the methods developed in
[7, 11]. In this way, we complement and generalize our previous work. We note that, for
studying systems at finite baryon density one has to rely on models, since lattice results are
available only for vanishing density.
The NJL model was introduced already in the early sixties as a theory of interacting
nucleons [12]. Later it was reformulated in terms of quark degrees of freedom. Numerous
calculations demonstrate the success of the model in describing hadronic data (for a recent
review see one of the articles in [13]). Two general characteristics of QCD are described
by the model, namely the chiral invariance which is spontaneously broken in the ground
state and the chiral phase transition (the chiral symmetry is restored at high temperature
or density). On the other hand, the model is not renormalizable and not confining. Thus, it
is an effective theory, valid only at low energies for phenomena, which are controlled by the
chiral symmetry of QCD.
Since the NJL model exhibits a chiral phase transition, it is very instructive to use it
in order to study the temperature (density) dependence of various physical quantities like,
e.g., the quark condensate [14], the pion decay constant [15, 16], and the dynamic masses
of hadrons [14, 16, 17]. The model has also been used to investigate the thermodynamic
properties of the quark-meson plasma near the chiral phase transition [18].
In this paper we study the in-medium static meson correlation functions at finite baryon
density. In contrast to the behaviour known from the high temperature calculations, we find
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that the correlation functions at finite baryon density are not screened but oscillate in space.
This behaviour is analogous to the Friedel oscillations in a degenerate electron gas [20]; they
are caused by the existence of the sharp Fermi surface.
We find that the NJL approach to the correlation functions breaks down already at
moderate densities. Thus, to complete the picture we compute the meson correlation function
at higher densities in perturbative QCD. Keeping only the leading term, we find oscillations
with a period δr = π/pF , where pF is the Fermi momentum of the quark sea.
The paper is organized as follows. In the next section we define the model. In Section 3
the details of the calculations are presented. Section 4 contains our results on the density
dependence of the quark and meson masses. In Section 5 we discuss our results on the
correlation function. The results based on the perturbative QCD are presented in Section 6.
We summarize the paper in Section 7.
2. Definition of the model
Our calculations are based on the following form of the Lagrangian
L = ψ(iγµ∂µ −m)ψ +
3∑
a=0
GS
2
[
(ψσaψ)
2 + (ψiγ5σaψ)
2
]
. (1)
Here ψ is the Dirac field with additional flavour (Nf=2) and colour (Nc=3) degrees of
freedom, σa are the Pauli matrices (with σ0=1), GS is the coupling constant, and m is the
current quark mass (mu = md = m).
In the chiral limit, m → 0, the Lagrangian (1) is invariant under the unitary transfor-
mations UV (1), UA(1) and the chiral symmetry SUL(2)×SUR(2). These are fundamental
symmetries of QCD, the underlying theory of strong interactions. In the QCD vacuum the
axial UA(1) symmetry is broken due to the instanton effects [19] and SUL(2)×SUR(2) is
spontaneously broken down to SUV (2). In the Nambu–Jona-Lasinio model the spontaneous
breaking of the chiral symmetry is reproduced. The explicit breaking of the UA(1) symme-
try, accounting for the instanton effects, can be modelled by adding an extra term to the
Lagrangian (1). In order to keep things as simple as possible, we do not take this term into
account here. This does not affect our results, since we do not consider the η − η′ channel.
The self-energy of quarks is obtained in the Hartree-Fock approximation by a self-
consistent solution of the Schwinger-Dyson equation
Σ = GS i
3∑
a=0
∫
d4p
(2π)4
[
σaTr [σaS(p)]− σaS(p)σa
+ iσaγ5Tr [iσaγ5S(p)]− iσaγ5S(p)iσaγ5
]
= GS i
3∑
a=0
∫
d4p
(2π)4
σaTr [σaS(p)]. (2)
Here Tr denotes the trace over flavour, colour and spinor indices, and S(p) is the quark
3
propagator
S(p)−1 = 6p− Σ−m+ iǫ. (3)
Using the last expression we define the quark condensate in the following way
〈qq〉 = − i
2
Tr S(x = 0−) = −4Nc i
∫
d4p
(2π)4
Σ +m
p2 − (Σ +m)2 + iǫ . (4)
The sum M = Σ + m is the constituent quark mass. Eqs. (2) and (4) lead to a simple
relation between M and the condensate
M = m− 2GS〈qq〉. (5)
The zeroth-order correlation function is defined by the expression
χ
(0)
AA(Q) = 2iNc Sp
∫
d4p
(2π)4
[ΓAS(p+Q)ΓAS(p)]. (6)
Here A = P (A = S) corresponds to the pseudoscalar (scalar) channel, Qµ = (ω,q ) is the
external momentum, ΓP = iγ5, ΓS = 1, and Sp denotes the trace over the spinor indices. In
the random phase approximation the full correlation function has the form
χAA(Q) =
χ
(0)
AA(Q)
1−GSχ(0)AA(Q)
. (7)
It is important to realize that the in-medium correlation function χAA(Q) depends on
the variables ω2 and q2 ≡ q2 separately. From now on we shall use the notation χAA(ω2, q2)
in order to exhibit this dependence explicitly. The dynamic mass is defined by the position
of the lowest lying pole of χAA(ω
2, 0). In our case it is easily found by solving the equation
1−GSχ(0)AA(m2dyn, 0) = 0. (8)
The screening mass, on the other hand, is defined by the asymptotic behavior of the static
correlation function in r-space, namely
mscr = − lim
r→∞
d lnχAA(r)
dr
, (9)
where
χAA(r) =
∫
d3q
(2π)3
χAA(0, q
2) eiq·r =
1
4π2ir
+∞∫
−∞
dq q χAA(0, q
2) eiqr. (10)
In Eq. (10) the angular integrals were performed using the fact that χAA(0, q
2) is a function
of q2 only. In vacuum, the dynamic and screening masses are equal due to Lorentz invariance.
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On the other hand, at finite temperature or density the two masses can be different, since
the heat bath introduces a preferable reference frame. The relation between the dynamic
and the screening masses is discussed more thoroughly in [11]. The main purpose of this
paper is to compute the static correlation functions defined by (10).
3. Physical quantities at finite density
i) Imaginary time formalism
In our calculations we adopt the imaginary time formalism [20, 21]. Formally, this is
achieved by the following substitution [21]
∫ d4p
(2π)4
f(p0,p) −→
+i∞∫
−i∞
dp0
2π
∫ d3p
(2π)3
f(p0,p) +
∮
C
dp0
2π
∫ d3p
(2π)3
f(p0,p). (11)
Here C denotes an integration contour in the complex energy plane p0. The position of the
contour is fixed by the value of the chemical potential µ, see Fig. 1. In the case when the
integrand depends additionally on the external frequency, e.g., f = f(p0,p, ω), the integrals
on the right hand side of formula (11) should be evaluated for purely imaginary values of ω
and subsequently analytically continued to real frequencies.
8
8
+i
-i
p
0
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µ
Figure 1: Integration contour in the complex energy plane used for the evaluation of the matter parts .
The advantage of the decomposition (11) is that we can separate the so called vacuum
part from the matter part. The vacuum part of a physical quantity does not explicitly depend
on the occupation of phase space and reduces at T = µ = 0 to its vacuum expectation value.
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On the other hand, the matter part depends explicitly on the occupation of phase space and
consequently vanishes in vacuum.
Using Eqs. (4) and (11) we can decompose the condensate into two parts
〈qq〉 = 〈qq〉vac + 〈qq〉mat. (12)
In the similar way, using Eqs. (6) and (11) we find
χ
(0)
AA(ω
2, q2) = χ
(0)
AA,vac(Q
2) + χ
(0)
AA,mat(ω
2, q2). (13)
ii) Vacuum parts
In this subsection we recapitulate our calculation of the vacuum parts (more details can
be found in [11]). After a Wick rotation of the variables p0 = ip4 and ω = iq4, we find
〈qq〉vac = −M
2
I1,vac(M
2), (14)
χ
(0)
PP,vac(−q2E) = I1,vac(M2) + q2EI2,vac(M2, q2E) (15)
and
χ
(0)
SS,vac(−q2E) = I1,vac(M2) + (q2E + 4M2)I2,vac(M2, q2E). (16)
Here q2E = q
2 + q24 = q
2
1+ ... +q
2
4 and the functions I1,vac(M
2) and I2,vac(M
2, q2E) are defined
by the expressions below
I1,vac(M
2) = 8Nc
∫
d4pE
(2π)4
1
p2E +M
2
, (17)
I2,vac(M
2, q2E) = −4Nc
∫
d4pE
(2π)4
1
[(pE + qE/2)2 +M2][(pE − qE/2)2 +M2] , (18)
where d4pE = d
3pdp4.
Since the integrals (17) and (18) diverge, the quantities (14), (15) and (16) are not well
defined. In order to obtain finite results, we apply a modified Pauli-Villars subtraction
scheme, where the functions I1,vac(M
2) and I2,vac(M
2, q2E) are replaced by
I1,vac(M
2)→ IR1,vac(M2) =
N∑
i=0
AiI1,vac(Λ
2
i ) (19)
and
I2,vac(M
2, q2E)→ IR2,vac(M2, q2E) =
N∑
i=0
AiI2,vac(Λ
2
i , q
2
E). (20)
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In Eqs. (19) and (20) N is the number of subtractions, A0 = 1 and Λ0 = M . The
coefficients Ai, for i > 0, have to be chosen in such a way as to provide the finite result for
IR1,vac and I
R
2,vac. Moreover, the correlation functions should be well behaved at infinity (for
q →∞), to guarantee the existence of the Fourier transform (10). These requirements lead
to the following set of constraints
N∑
i=0
Ai = 0,
N∑
i=0
AiΛ
2
i = 0, ... ,
N∑
i=0
AiΛ
2(N−1)
i = 0. (21)
Following [7, 11] one finds
IR1,vac(M
2) =
Nc
2π2
N∑
i=0
Ai Λ
2
i ln Λ
2
i (22)
and
IR2,vac(M
2, q2E) =
Nc
2π2
N∑
i=0
Ai

2Λi
qE
√
1 +
(
qE
2Λi
)2
ln


√
1 +
(
qE
2Λi
)2
+
qE
2Λi

+ lnΛi

 . (23)
Substituting Eqs. (22) and (23) into (14), (15) and (16) yields finite expressions for the
vacuum parts of the condensate and the zeroth-order correlation functions. The correlation
functions evaluated in such a way are functions of the squared Euclidean momentum. This
form is convenient for doing the Fourier transform (10). In this case we set q4 = 0 and we
use Eq. (23) with the substitution q2E = q
2.
In order to compute the dynamical masses, we need the function IR2,vac(M
2,−ω2). This
can be obtained by performing the analytic continuation of the function defined on the right
hand side of Eq. (23). The substitution qE → iω± ǫ (for ω > 0) leads to the following result
[11]
IR2,vac(M
2,−ω2 ± iǫ) = Nc
2π2
N∑
i=0
Ai

Θ(2Λi − ω)

2Λi
ω
√
1−
(
ω
2Λi
)2
arcsin
(
ω
2Λi
)
+ lnΛi
]
+Θ(ω−2Λi)

2Λi
ω
√(
ω
2Λi
)2
−1
(
arcosh
(
ω
2Λi
)
± iπ
2
)
+ lnΛi



 . (24)
iii) Matter parts
Let us now consider the matter parts of the physical quantities of interest. In the case of
the condensate we find, using Eqs. (4) and (11),
〈qq〉mat = −M
2
I1,mat(M
2), (25)
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where
I1,mat(M
2) = 8iNc
∮
C
dp0
2π
∫
d3p
(2π)3
1
p20 − p 2 −M2
. (26)
To evaluate the function I1,mat(M
2) we collect the contributions from the poles within the
contour C (see Fig. 1)
I1,mat(M
2) = −2Nc
π2
∞∫
0
dp p2
ωp
θ(µ− ωp) = −2Nc
π2
pF∫
0
dp p2
ωp
. (27)
Here θ(x) is the step function, ωp =
√
p2 +M2, and pF is the Fermi momentum of the
quarks, i.e., pF =
√
µ2 −M2.
As was pointed out in Section 2, the matter parts of the zeroth-order correlation functions
depend separately on ω2 and q2. Nevertheless, for the extreme cases of a purely timelike
(Qµ = (ω, 0)) or a purely spacelike momentum (Qµ = (0,q )) the following decompositions,
analogous to those obtained in vacuum, are possible
χ
(0)
PP,mat(ω
2, q2) = I1,mat(M
2)−Q2I2,mat(M2, ω2, q2) (28)
and
χ
(0)
SS,mat(ω
2, q2) = I1,mat(M
2)− (Q2 − 4M2)I2,mat(M2, ω2, q2). (29)
Here the function I2,mat(M
2, ω2, q2) is given by the integral
I2,mat(M
2, ω2, q2) = 4iNc
∮
C
dp0
2π
∫ d3p
(2π)3
1
[(p+Q/2)2 −M2] [(p−Q/2)2 −M2] . (30)
The calculation of I2,mat(M
2, ω2, q2) proceeds in the same way as the calculation of the
function I1,mat(M
2). Now, as remarked above, the integral over p0 is evaluated for imaginary
ω and subsequently analytically continued to real frequencies. The final results (for ω > 0)
are
I2,mat(M
2, ω2 ± iǫ, 0) = Nc
2π2
pF∫
0
dp p2
ωp
1
ω2p − (ω ± iǫ)2/4
=
Nc
2π2
[
log
(
pF + ωF
M
)
− F(M2, ω2 ± iǫ)
] (31)
and
I2,mat(M
2, 0, q2) = − Nc
2qπ2
pF∫
0
dp p
ωp
ln
∣∣∣∣∣2p− q2p+ q
∣∣∣∣∣ =
= − Nc
2qπ2
G(M2, q2),
(32)
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where ωF =
√
p2F +M
2,
F(M2, ω2 ± iǫ) = − 1
ω
[√
4M2 − ω2 arctan
(
pFω
ωF
√
4M2 − ω2
)]
(ω < 2M)
= − 1
ω
√
ω2 − 4M2 ln
[
ωF
√
ω2 − 4M2 + pFω
ωF
√
ω2 − 4M2 − pFω
]
(ω > 2M)
± i π
2ω
θ (ω − 2M) θ (2ωF − ω)
√
ω2 − 4M2
(33)
and
G(M2, q2) =
(√
q2 + 4M2
2
− ωF
)
ln
∣∣∣∣∣2pF + q2pF − q
∣∣∣∣∣
+
√
q2 + 4M2
2
ln
[
2M2 + qpF + ωF
√
q2 + 4M2
2M2 − qpF + ωF
√
q2 + 4M2
]
− q ln
[
pF + ωF
M
]
.
(34)
We need the analytic structure of the function I2,mat(M
2, 0, q2) in the whole complex
q = |q| plane. To this end we represent I2,mat(M2, 0, q2) as a sum of two functions, namely
I2,mat(M
2, 0, q2) = I
(+)
2,mat(q) + I
(−)
2,mat(q) (35)
where
I
(±)
2,mat(z) = −
Nc
4zπ2
pF∫
0
dp p
ωp
ln
2p− z ± iǫ
−2p− z ± iǫ . (36)
At the end of the calculations we let the infinitesimal ǫ go to zero. The functions I
(±)
2,mat(z)
have logarithmic cuts parallel to the real axis and stretching from −2pF ± iǫ to +2pF ± iǫ.
At the respective cut the imaginary part of the function I
(±)
2,mat(z) is discontinuous. On the
physical Riemann sheet, this amounts to a change in sign:
ImI
(+)
2,mat(qR + iδ±) = ∓
Nc
4qRπ

√p2F +M2 −
√
q2R
4
+M2

 , (37)
where qR is real and −2pF < qR < 2pF , δ+ = 2ǫ and δ− = 0. Thus, for the upper sign
one is above the cut of I
(+)
2,mat and for the lower sign below. Obviously the imaginary part of
I
(−)
2,mat above and below its cut is equal to that of I
(+)
2,mat above and below its cut. This can
be summarized by the following equation
ImI
(−)
2,mat(z = qR − iδ∓) = ImI (+)2,mat(z = qR + iδ±)
ImI
(−)
2,mat(z = qR − iδ±) = − ImI (+)2,mat(z = qR + iδ±)
(38)
Consequently, the cuts are arranged in such a way that for z on the real axis, the imaginary
part of I
(+)
2,mat(z) cancels that of I
(−)
2,mat(z) and I2,mat(M
2, 0, q2) is real for real q as it should
be.
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Using Eqs. (32),(34),(35) and (36) we can find the analytic continuation of I2,mat(M
2, 0, q2)
to purely imaginary values of q. Substituting q = ik we find
I2,mat(M
2, 0,−k2) = − Nc
kπ2
pF∫
0
dp p
ωp
arctan
(
2p
k
)
. (39)
The analytic form of I2,mat(M
2, 0,−k2) is easily obtained from (32) and (34) by analytic
continuation.
The integrals (26) and (30), which define the functions I1,mat and I2,mat are finite. Con-
sequently, we are not forced to regularize them. However, if we consider the cutoff to be
an intrinsic property of the quark-quark interaction, there is no reason not to regularize the
matter parts in the same way as the vacuum parts. In such an approach, all fermion loops
vanish when µ → ∞ (or T → ∞) due to a cancellation between the vacuum and matter
parts, as was discussed in the case of finite temperatures [11]. This is a desirable property,
since it guarantees that the condensate and the zeroth-order correlation functions are well
behaved in the high density/temperature limit. Consequently, we replace the matter parts
by their regularized counterparts
I1,mat(M
2)→ IR1,mat(M2) =
N∑
i=0
AiI1,mat(Λ
2
i ) (40)
and
I2,mat(M
2, ω2, q2)→ IR2,mat(M2, ω2, q2) =
N∑
i=0
AiI2,mat(Λ
2
i , ω
2, q2). (41)
We note that for µ < 2Λ1, which usually includes the region of interest to us, the additional
terms appearing for i > 0 in Eqs. (40) and (41) vanish. Therefore, the regularization of the
matter parts become effective only at very large densities.
The structure of Eqs. (14) - (16), (25), (28) and (29) suggests that the following definitions
will be useful
I1(M
2) = IR1,vac(M
2) + IR1,mat(M
2) (42)
and
I2(M
2, ω2, q2) = IR2,vac(M
2, q2 − ω2) + IR2,mat(M2, ω2, q2). (43)
Eqs. (31) - (38), (39) have a very similar form to the expressions found in [11]. The formal
correspondence can be obtained by the replacement of the functions [exp(βωp) + 1]
−1 by
1
2
θ(µ − ωp). Nevertheless, there is a crucial difference between the present calculation and
[11]: here the cut along the real axis is finite, which leads to a completely different behaviour
of the correlation functions at large distances.
4. Density dependence of the quark and meson masses.
Using Eqs. (5), (12), (14), (25) and (42) we find that
M = m+MGSI1(M
2). (44)
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Eq. (44) is the gap equation determining the constituent quark mass M . This equation
determines M as a function of the chemical potential µ. The dynamic masses of pion and
sigma are obtained from Eq. (8). Assuming that the gap equation has a non-trivial solution,
M 6= 0, we obtain
m
M
+m2dyn,piI2(M
2, m2dyn,pi, 0) = 0 (45)
and m
M
+ (m2dyn,σ − 4M2)I2(M2, m2dyn,σ, 0) = 0. (46)
If the current quark mass is zero, the pion is massless, i.e., a Goldstone boson and the mass
of sigma is simply 2M .
We note that Eqs. (45) and (46) are correct not only in vacuum but also at finite density,
as long as a non-trivial solution to the gap equation exists. Nevertheless, as follows from
Eqs. (24) and (31), the correlation functions have cuts for arguments larger than 2M . At
high densities the meson poles merge with the quark-antiquark cuts, which means that in
this model the mesons can decay into qq¯ pairs. Thus, at these densities there are no isolated
poles which can be identified with the mass of the pion or the sigma. We circumvent this
difficulty by defining the mass as the zero of the real part of Eq. (8), i.e.,
1−GS Reχ(0)AA(m2dyn, 0) = 0. (47)
We note that by using Eq. (47) we implicitly neglect the qq¯ widths of the mesons. This
seems reasonable, since these widths are non-zero only because the Nambu–Jona-Lasinio
model lacks confinement.
µ
400 450 500
50
150
250
350
[MeV]
[M
eV
]
M
Figure 2: Constituent quark mass M as a function of the quark chemical potential µ.
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In Figs. 2 and 3 we show the density dependence of the constituent quark mass and
of the dynamic masses of mesons. We use the same values of the parameters as in [11].
Consequently, our results for µ = 0 coincide with the T = 0 results of [11]. The values of
the three regulating masses are: Λ1 = 680 MeV, Λ2 = 2.1Λ1 and Λ3 = 2.1Λ2. The coupling
constant GS = 0.75 fm
2 and the current quark mass m = 8.56 MeV. In vacuum we find the
constituent quark mass M = M0 = 376 MeV, the pion mass mdyn,pi = 138 MeV, and the
sigma mass mdyn,σ = 760 MeV. The corresponding value of the quark condensate is 〈qq〉1/3 =
– 214 MeV and of the pion decay constant fpi = 94 MeV. The latter can be obtained from
the Gell-Mann – Oakes – Renner relation: f 2pim
2
pi = −2m〈qq〉.
We note that at T = 0 all values of the chemical potential in the range 0 < µ < M0 are
equivalent and correspond to the physical vacuum. The reason is that the chemical potential
µ is the energy needed to add a quark to the system. Clearly µ must exceed the minimal
energy, the vacuum rest mass of a quark M0, before the Fermi sea of quarks begins to be
populated.
In Fig. 2, one can see that the constituent quark mass decreases with the increasing
value of the chemical potential. At the same time, see Fig. 3, the dynamic masses of pion
and sigma become degenerate. This fact indicates restoration of the chiral symmetry at high
density. The overall µ-dependence shown in Figs. 2 and 3 is analogous to the T -dependence
studied in [11].
400 500
µ
450
150
350
750
550
m
  
  
  
[M
eV
]
[MeV]
pi
σ
dy
n
Figure 3: Pion (solid line) and sigma (dashed line) dynamic masses plotted as functions of the quark
chemical potential µ.
The change of the in-medium constituent quark mass M implies, through Eq. (5), a
modification of the value of the quark condensate. The calculation of the decrease of the
condensate with increasing baryon density in the framework of the NJL model is instructive,
since there are model independent estimates of this quantity, which impose constraints on
the in-medium behaviour of the condensate. Using the Hellmann-Feynman theorem and the
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Gell-Mann – Oakes – Renner relation, one finds [22, 23] to leading order in the density
〈qq〉
〈qq〉0 = 1−
ΣpiN
m2pif
2
pi
ρ, (48)
where ΣpiN is the pion nucleon sigma commutator, 〈qq〉0 is the vacuum value of the quark
condensate, and ρ is the baryon density. The baryon density is for two flavours given by
ρ = 2p3F/3π
2, where pF =
√
µ2 −M2 is the quark Fermi momentum. We compute the pion
nucleon sigma term by using the relation [23]
1
3
ΣpiN = Σpiq = m
dM0
m
, (49)
where we assume that the πN sigma term is simply the sum of the πq sigma terms, like in
the naive quark model. For the parameters obtained above we find ΣpiN = 18 MeV, which,
using Eq. (48), implies that the condensate is reduced by 15 % at the saturation density
of nuclear matter, ρ0 = 0.17 fm
−3. In Fig. 4 we show the numerical results for the quark
condensate (normalized to its vacuum value) as a function of the baryon density (normalized
to the saturation density). We note that the calculation agrees with the low-density theorem
(48), when we use the sigma commutator obtained within the model. Since the sigma term
is much smaller than the empirical value of 45 MeV, the density dependence of the quark
condensate is too weak. Nevertheless, the fact that Eq. (48) is satisfied, shows that the
calculation is consistent.
ρ        ρ
0.6
0.8
1.0
0.4
0.2
0.0
0.0 2.0 6.04.0
q 
q
q 
q
0
0
Figure 4: Ratio of the in-medium quark condensate to the vacuum one, plotted as a function of baryon
density.
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5. Static correlation functions in space
i) Analytic structure in complex momentum space
In this Section we discuss our results on the spatial dependence of static correlation
functions. By deforming the integration contour, the Fourier transform (10) can be rewritten
as a sum of a few contributions, which are due to the singularities of the correlation function
in the complex q-plane. The results of Section 3 indicate that χ (0)vac(−q2) has cuts (in the
following we refer to these as the vacuum cuts) along the imaginary axis starting at q = ±2iM
and going to ±i∞. On the other hand the function χ (0)mat(0, q2) has cuts (matter cuts) which
are parallel to the real axis. Thus, the full correlation χAA(−q2) function defined by Eq. (7)
has at least these two cuts. Moreover, it can have poles for imaginary arguments in between
the cuts. The general structure of these singularities is shown in Fig. 5.
Re q
Im q
2pF-2p F
* m
* m*
2M
2M
upper vacuum cut
lower vacuum cut
matter cuts
*
Figure 5: Structure of the singularities of the correlation functions in the complex q = |q| space.
The position of the pole is determined by
1−GSχ(0)AA(0,−m2∗) = 0. (50)
A pole can appear only in the interval 0 < m∗ < 2M , since the vacuum cut starts at
m∗ = 2M . In vacuum, due to the Lorentz invariance, we find that m∗ = mdyn. On the
other hand, for µ > M0, m∗ 6= mdyn in general, because the functions I2,mat(M2, k2, 0) and
I2,mat(M
2, 0,−k2) are different; compare Eqs. (31) and (39). The contribution of the pole to
the Fourier transform is of course of the form ∼ exp(−m∗r). However, there are additional
contributions from the vacuum as well as the matter cuts. The integral around the vacuum
cut can be written as follows
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χV CAA(r) = −
1
4π2ir
∫ ∞
2M
dk k
[
χAA(0,−k2 + iǫ)− χAA(0,−k2 − iǫ)
]
e−kr. (51)
For large values of r, the exponential factor in (51) cuts down the integrand very quickly as
a function of k. Thus, the remaining factors, which are slowly varying, can be approximated
by their value at k ≈ 2M . Consequently, for r → ∞ the contribution of the vacuum cut is
also of the exponential form, ∼ exp(−2Mr). The contribution of the matter cut is
χMCAA (r) =
1
4π2ir
+2pF∫
−2pF
dq q
[
χAA(0, [q + iδ−]
2)− χAA(0, [q + iδ+]2)
]
eiqr, (52)
where δ± is defined below Eq. (37). The imaginary shift of the argument, iδ±, denotes
that the function should be calculated just above/below the matter cut. We note that in
contrast to the finite temperature calculation [11], the contribution by the matter cut is
in the present case represented by an integral over the finite range in q. This leads to a
qualitatively different behaviour of the Fourier transform.
ii) Results
Let us start the presentation of the results by discussing the zero density case (0 < µ <
M0). This is equivalent to the zero temperature case (T = 0) studied in [11]. In vacuum
the matter cut vanishes and we are left with only one or two singularities which contribute
to the Fourier transform. This allows for the simple analysis of the asymptotic behaviour of
the correlation functions.
In the case of the pseudoscalar channel we find an isolated pole and a cut. Because of
the Lorentz invariance, the pole coincides with the dynamical mass. For large values of r
the contribution from the pole, ∼ exp(−mdyn,pir), dominates over that of the vacuum cut,
∼ exp(−2M0r). Consequently, the static correlation function in the pseudoscalar channel
exhibits a pure exponential behaviour, whose decay rate is characterized by the pion screening
mass: mscr,pi = mdyn,pi = 138 MeV.
In the case of the scalar channel we do not have an isolated pole and the only contribution
to the Fourier transform is due to the vacuum cut. The latter also leads to the exponential
behaviour. In consequence the sigma screening mass equals 2M0 and is a little bit smaller
than the dynamic one computed using Eq. (47): mscr,σ = 752 MeV and mdyn,σ = 760 MeV.
Our numerical calculations, done in the interval 0.5 fm < r < 6 fm, confirm the re-
sults of the analysis carried out above: the correlation functions in both pseudoscalar and
scalar channel decays exponentially with distance, although the numerically evaluated sigma
screening mass turns out to be slightly larger than 2M0. The discrepancy between the nu-
merical and analytical results is due to the fact that numerically we are not able to compute
at truly asymptotic distances.
Let us now discuss the finite density calculations. In the case of the pseudoscalar channel,
we did the numerical calculations in the energy range M0 = 376 MeV ≤ µ ≤ 415 MeV. In
Fig. 6 we show the corresponding correlation for µ = 376, 400 and 410 MeV. In contrast to
the exponential decay found in vacuum (solid line), the correlation function at finite density
15
(dashed and dotted lines) oscillates, with a power-law decay of the amplitude. Its period
decreases with the increasing value of the chemical potential. From the physical point of
view, such oscillations are caused by the existence of a sharp Fermi surface.
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Figure 6: Correlation function in the pseudoscalar channel plotted for three different values of the chemical
potential: µ = 376 MeV (solid line), µ = 400 MeV (dashed line), and µ = 410 MeV (dotted line).
The oscillatory behaviour of the correlation functions at finite density is well known for the
non-relativistic degenerate electron gas, where the phenomenon is called Friedel oscillations
[20]. These long range oscillations lead to many interesting phenomena like, e.g, broadening
of the nuclear magnetic resonance lines. A characteristic feature of the Friedel oscillations (at
very large distances) is their period δr = π/pF . In our case the situation is similar; for very
large values of r, the contribution from the matter cut dominates over the other ones. Since
the cut extends over a finite range in q (|q| < 2pF ) the correlation function oscillates with
the period π/pF (at r →∞). Nevertheless, the numerical study of the correlation functions
at very large distances is difficult because the amplitudes decrease with r. Consequently, we
restrict the numerical calculations to the interval 0.5 fm < r < 6 fm.
So far we have discussed the results for µ < 415 MeV. For larger values of the chemical
potential (corresponding roughly to ρ > 1
2
ρ0) the pseudoscalar correlation function acquires
additional singularity on the real axis for q ≈ 2pF . In the scalar channel, a similar singularity
appears at even smaller densities (ρ > 1
3
ρ0). These singularities indicate instabilities of the
ground state, which lead the system to states of lower energy. However, most likely the
singularities are artifacts due to regularization procedure and do not correspond to physical
instabilities. In order to check this point we have redone the calculation using a different
regularization scheme with a three-dimensional cutoff. Using the parameters obtained in
Ref. [18], we find no singularities on the real axis. This shows that these singularities are
unphysical, since their presence depends on details in the formulation of the model. Thus,
our regularization scheme can be used only at low densities.
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On the other hand, the three-dimensional cutoff regularization is unsatisfactory because
it explicitly breaks Lorentz invariance. This obscures the relation between the correlation
functions in timelike and spacelike regions. Moreover, in the three-dimensional cutoff scheme,
one does not recover the well known screening of the correlation function at finite tempera-
tures. Instead, the correlation function oscillates, much like the Friedel oscillations at T = 0,
with a period π/Λ, where Λ is the momentum cutoff. We stress that this behaviour is an
artifact, due to the finite range of momenta (|q| < Λ) available in the Fourier transform.
Consequently, we stick to the covariant Pauli-Villars method, in spite of its shortcomings.
However, since the results are inconclusive at high densities, ρ ∼ ρ0 and higher, we restrict
the calculations to small densities ρ < 1
3
ρ0. The physics at very large densities will be
addressed in the following section using a different (although closely related) approach.
6. Perturbative QCD calculation
The formalism developed so far can also be used to study correlation functions in per-
turbative QCD. In this case the leading term in the meson correlation function is the lowest
order quark loop contribution. Thus, at large densities the correlation function in r-space is
given by
χ
(0)
AA(r) =
1
4π2ir
∞∫
−∞
dq q χ
(0)
AA(0, q
2)eiqr. (53)
The Fourier transforms of the vacuum χ
(0)
AA,vac(0, q
2) and matter χ
(0)
AA,mat(0, q
2) parts define
the functions χ
(0)
AA,vac(r) and χ
(0)
AA,mat(r), respectively, with
χ
(0)
AA(r) = χ
(0)
AA,vac(r) + χ
(0)
AA,mat(r). (54)
The Fourier transform (53) can be computed analytically. Using the methods developed
in [7], we find that
χ
(0)
PP,vac(r) =
Nc
2π3r3
N∑
i=0
AiΛ
2
i [3K2(2Λir) + 2ΛirK1(2Λir)] . (55)
where K1 and K2 are the modified Bessel functions [24]. The matter piece, on the other
hand, is given by
χ
(0)
PP,mat(r) =
Nc
4π3r
(
2
r3
− 2
r2
∂
∂r
+
1
r
∂2
∂r2
)
[G1(r) +G2(r)] , (56)
where
G1(r) =
∂
∂r
N∑
i=0
Ai
2
∫ ∞
0
dp√
p2 + Λ2i
cos(2pr) = −
N∑
i=0
Ai ΛiK1(2Λir) (57)
and
G2(r) = − ∂
∂r
N∑
i=0
Ai
2
∫ ∞
pF
dp√
p2 + Λ2i
cos(2pr). (58)
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The properties of the modified Bessel functions [25] imply that the vacuum part (55) is
exactly canceled by the G1(r) term of the matter part (56). The cancellation is quite general
and in fact independent of the number of subtractions N and of the values of the regulating
masses Λi.
The vacuum part of the correlation function χ
(0)
AA,vac(0, q
2) is divergent and must be regu-
larized. Nevertheless, the Fourier transform χ
(0)
AA,vac(r) remains finite for r > 0 also when one
sends the cutoff masses to infinity. To see how this works we consider the Fourier integral
of the regularized vacuum correlation function. This is well defined, so that the integration
contour can be deformed into a path around the cut on the positive imaginary axis starting
at p = 2iM , whereM is the quark mass. The integral around the cut converges for r > 0 and
the contributions of the regularization terms, which correspond to cuts starting at p = 2iΛi
are exponentially suppressed. Consequently, the role of the regularization terms is to make
the Fourier integral finite and thus to make the deformation of the contour possible. After
the contour has been deformed, the integral is finite, for r > 0, even when one sends the
cutoff masses to infinity. In the limit Λi →∞ and M → 0, we find
G2(r) =
cos(2pF r)
2r
(59)
The form of G2(r) implies that the correlation function χ
(0)
PP (r) is not screened but oscillates
in space with a period δr = π/pF . For massless quarks, the behaviour of χ
(0)
SS(r) is identical,
since the two channels are degenerate in this limit.
7. Summary
In this paper, we have studied the structure of static meson correlation functions at finite
baryon density within the NJL model. We have restricted our work to the pseudoscalar and
scalar channels.
In general the vacuum correlation functions in the meson channels are screened and, due
to Lorentz invariance, the screening mass of a stable meson equals its dynamical mass. For
unstable mesons the screening mass equals the mass of the branch point, since the asymptotic
form of the correlation function picks out the lowest lying singularity. As demonstrated in our
previous work [11], these results are qualitatively reproduced by the Nambu–Jona-Lasinio
model: the pion screening mass is equal to its dynamic mass, whereas the sigma screening
mass is 2M0, where M0 is the constituent quark mass in vacuum. [The latter result is
of course an artifact of the NJL model, which lacks confinement and of the approximation,
which lacks a coupling of the sigma to the two-pion continuum. In a more realistic treatment
the screening mass in the sigma channel should equal 2mpi.] At finite temperature and zero
density, the correlation functions are again exponentially damped, although the screening and
dynamic masses differ. However, as we have demonstrated here, the correlation functions at
T = 0 and finite density differ qualitatively from those in vacuum: they exhibit long ranged
oscillations, of the Friedel type, rather than exponential damping.
In order to understand this effect, we carefully explored the analytic structure of the
correlation functions. We found that the appearance of the oscillations is connected with the
existence of a cut of finite range in the complex momentum plane. This cut is responsible for
the leading contribution to the correlation function at large distances. The length of the cut,
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which is proportional to the Fermi momentum of the constituent quarks, is reflected in the
oscillation period at large distances δr = π/pF . Consequently this form of the correlation
function is quite general and is expected in all normal Fermi liquids. In particular, the
existence of the oscillations is independent of whether the basic fermionic degrees of freedom
are quarks or nucleons. Therefore, we feel the oscillatory behaviour of the correlation function
at finite density will not change qualitatively by confinement.
The fact that the correlation function exhibits Friedel type oscillations indicates that
at finite density it is impossible to obtain the information about timelike excitations by
studying spacelike correlation functions. Their long distance behaviour is dominated by low
lying particle-hole excitations, and consequently not connected with the dynamical mass.
We find, in agreement with the low density theorem [22, 23], that the quark condensate is
reduced as the density is increased and eventually almost vanishes, implying that the chiral
symmetry is restored at high densities. This, and the fact that the dynamical masses of
chiral partners (here π and σ) become degenerate with increasing density, seems to indicate
that the NJL model offers a consistent description of the restoration of chiral symmetry
at finite baryon density. Nevertheless, the spurious singularities we encountered in the
correlation functions, suggest that the model in the present formulation cannot be naively
used for densities ρ > 1
3
ρ0. Therefore, we complemented our investigation with a calculation
in perturbative QCD, which again indicates the presence of oscillations also at very high
densities.
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