The effect of user bias in fact-checking has not been explored extensively from a user-experience perspective. We estimate the user bias as a function of the user's perceived reputation of the news sources (e.g., a user with liberal beliefs may tend to trust liberal sources). We build an interface to communicate the role of estimated user bias in the context of a fact-checking task. We also explore the utility of helping users visualize their detected level of bias. 80% of the users of our system find that the presence of an indicator for user bias is useful in judging the veracity of a political claim.
INTRODUCTION
Recommender systems have the potential to reinforce existing user biases. This narrowing effect of recommender systems is called the Filter Bubble [19] . Users consume tailored content in systems such as e-commerce platforms, search engines, and social media. Recommender systems are capable of recording the users' responses and in real-time adjusting which recommendations are made. These systems regularly filter which information is exposed to the user. Filter bubbles are especially problematic due to the pervasive use of these recommendation systems.
In the context of news consumption, filter bubbles can impact users' social and political opinions. Social media and search engines have become a medium for news consumption, and recommender systems are an integral part of both social media and search engines. The news delivered to users also can be tailored to further reinforce existing beliefs. Similarly, the term Echo Chamber [11] is used to describe the phenomenon when a group of people repeat each other's views without thoroughly analyzing and questioning them. Echo chambers play a significant role in reinforcing user biases both in online and offline news consumption.
Because filter bubbles create ideal echo-chambers, they are even more problematic in the context of spreading misinformation. Social media and search engines make it easy for users to access information, but the entry barrier for information creation and propagation is also low. It is important to note that spreading of misinformation is influenced by users' biases. Increasing personalization in the online media system can reinforce these biases. Different research communities have addressed the issue of factchecking without taking the effect of user bias into account. We attempt to make users aware of the Filter Bubble in the context of verifying misinformation in political news [10, 20] .
Nguyen et al. [17, 18] introduce back-end algorithms and frontend interface design to support human fact-checking, demonstrated in a functional prototype 1 . To enable transparency of the underlying prediction model, their prototype allows the users to dynamically modify the reputation of the news source and the stance of the article. Through interaction, users can better understand how such information can be aggregated to better estimate the veracity of online claims.
In this work, we extend Nguyen et al. [18] 's interface design by introducing an interactive slider for depicting the user's estimated political bias. Given the user's input on the reputation of the news sources, and bias values of these news sources, we estimate the user's bias. Also, the user's bias setting can be explicitly altered via user controls, enabling a user to observe the resulting modification in the reputation of the sources. We refer to our website as Communication of Bias (in fact-checking) Webapp (CoBWeb) 2 .
The rest of the article is organized as follows. We discuss the research questions and the contributions of this project in Subsection 1.1 and 1.2, respectively. In Section 2 we discuss the related works in this area. Methodologies used and experiments to be performed are discussed in Section 3. We discuss experiments and results in Section 4 and conclude the article in Section 6.
Research Questions
With the increasing amount of interaction data used in social media platforms and search engines, users may see less and less information that challenges their beliefs. Often, it becomes difficult for users to realize that they are in a filter bubble. Behavioral echo chambers hinder users from making an informed judgment about the veracity of fake claims, especially in case of political news. We explore whether users' perceived reputation of news sources is an indicator of their political leaning i.e. bias. By displaying the users' political leaning, we aim to provide users with control and transparency so that they can remain objective while judging the veracity of a claim.
As users become more aware of their own potential biases, they may also become more open to other perspectives and better assess the veracity of online information. We estimate user bias in CoBWeb and display it as an interactive slider widget. By using the slider to Figure 1 : The CoBWeb interface with claim and bias scores. Our interface extends Nguyen et al. [17] 's design and prototype. The sliders indicating Overall Political Leaning and Source Reputation are enabled or disabled based on the experiments. In experiment 1 (Section 4.3), we familiarize the users with the interface by providing them with a set of movable sliders indicating the source reputation. We estimate the user's overall political leaning based on their interaction. In experiment 2 (Section 4.4), we enable the slider for overall political leaning for the users to change. Any change in the overall political leaning is reflected in the reputation score of the sources. In experiment 3 (Section 4.5), we provide the user with the interface shown in the image. This experiment is designed to understand if communicating overall political leaning helps the users in assessing the credibility of a claim. The elements used in each experiment are described in Table 2. alter the model's estimate of user bias, the user can explore how their own potential bias may color their perceived reputation of news sources, as well as reflect on and assess whether the estimated user bias correctly reflects his/her own mental model.
RQ1
How can we assist users in identifying their own biases in a political claim checking scenario? RQ2 In supporting users with fact-checking, how useful is it to show users an estimate of their own biases?
Contribution
To the best of our knowledge, no prior work combines estimation and communication of user's political bias with fact-checking. As online echo chambers are the perfect space for spreading fake news, it is essential to study both of these phenomena together. In this work, our contributions are two-fold. First, we design and develop a user interface for communicating biases when users are engaged in political fact-checking. Second, we measure the effectiveness of our design in communicating bias and in verifying claims. We develop a prototype to enable users to view their estimated bias. Using our prototype, users can explore how alternative biases would change the predicted veracity of a given claim based on relevant news sources used in prediction.
RELATED WORK
Public opinion can be shaped by manipulating online media such as search engines. The effect of such manipulation can have a direct impact on the real world, such as changing a user's political opinion. Epstein and Robertson [5] show that, depending on search engine results, voting preferences of as many as 20% of the users could completely change, which might affect the outcome of an election. Communicating user bias and enabling a user to control the bias inferred and modeled by the system thus has the potential to support more informed decision making. Liao and Fu [15] argue that despite the presence of competing views, users have a natural tendency to make choices that reinforce their own beliefs. They also suggest that biases can be controlled by presenting users with diverse perspectives, particularly when they are actively seeking information. Similarly, Resnick et al. [23] present two strategies to avoid Filter Bubbles. The first strategy is to include diversified content in systems such as search engines and social media. The second strategy is to motivate the users to seek information actively. In this work, we provide users with indicators and controls for their biases, which in turn might motivate them toward more active information seeking. Nagulendra and Vassileva [16] study the Filter Bubble in a social network with an interactive visualization prototype. They show that visualizations help users to become aware of the bubble. Based on the study by Nagulendra and Vassileva, we argue that it is essential to draw users' attention to the tangible effect of Filter Bubbles. In contrast, Zuiderveen Borgesius et al. [28] show that in the specific case of news sites, there is no empirical evidence that Filter Bubbles exist in algorithm-generated personalization. However, Shearer and Gottfried [24] show that around 67% of adults in the United States get their news from social media instead of news sites. Flaxman et al. [6] show that there is an increase in the gap between different political ideologies in users who consume news through social media. Consequently, we argue that despite the lack of substantial evidence of filter bubbles in news sites, there is a need for studying the effects of the filter bubble in the context of social media and search engines.
A division of opinion amongst scholars exists regarding the impact of the echo chamber phenomenon in online news consumption. Some scholars argue that the phenomenon exists due to personalization, while some argue that it is an effect of a user's inherent tendency to reinforce his/her own beliefs. Garrett [8] studies the phenomenon of echo-chambers in online news consumption. He argues that when users read news online, the difference between a user's exposure to opinion-reinforcing content and opinion-challenging content is not statistically significant. In contrast, Quattrociocchi et al. [22] present empirical evidence that users tend to reinforce their bias by ignoring arguments that contradict their beliefs. On the other hand, Hannak et al. [9] show that in the case of search engines there is a significant difference in search results in the presence of a recommendation system.
Lease [14] argues that online systems used for information gathering can be harmful for users if misinformation is provided in the context of fake news. He also discusses the importance of factchecking in online information seeking and poses a set of related research questions for information retrieval. Our work builds on one of the research questions: how can we provide users with diverse information without catering to their political bias. Different applications address the problem of political bias on social media, such as Politecho 3 (not to be confused with Politico 4 ) and Rbutr 5 . Politecho is a Chrome extension that allows users to see where their Facebook friends are in the political spectrum and predict the political biases of Politecho users. Rbutr is another Chrome extension that enables users to view sources that have both supported and rebutted the topic of a given web page. In our study, we aim to make these echo-chambers explicit in our user interface by communicating the user bias.
Prior work highlights that to address the problem of fact-checking, it is important to provide a user experience along with giving evidence regarding a claim [1, 2, 17, 20, 26] . Bountouridis et al. [1] show that presentation of the evidence regarding a claim plays a crucial role in making a fact-checking system useful. Popat et al. [20] propose a fact-checking system that uses language style, stance, and source reputation to predict the validity of a claim. They also show that highlighting an important section from the evidence to provide an explanation is more effective than just providing the evidence. Nguyen et al. [17] develop a similar system with an interpretable model for fact-checking. Chen et al. [2] show that presenting the user with different perspective helps user in making better judgment towards a claim. Across these works, we see that user experience design play an important role in enabling effective communication with users. In this project, we create an interpretable user experience that helps users to better recognize and understand the effect of their own biases. Previous study in health information retrieval [13] show that incorporating debiasing strategies in user interface design can influence a user's ability to interpret information in a more fair manner.
Zuiderveen Borgesius et al. [28] mention that if users don't know that their search-engine webpage is personalized, they may not realize that different people are shown different results. The authors argue that transparency alone cannot solve the problem of filter bubbles; nevertheless, it is an important factor. The study also mentions the difference between self-selected personalization and pre-selected personalization of news. They find that self-selected personalization has an effect on influencing political attitudes, but this effect is very low. Also, Zuiderveen Borgesius et al. [28] argue that in the present technological landscape, pre-selected personalization cannot cause filter bubbles. This idea is contradictory to the caution indicated by Liao and Fu [15] about the negative effects of filter bubbles. This contradiction could rise because most studies are done on the US two-party system, whereas the study by Zuiderveen Borgesius et al. [28] refers to a multi-party democratic system.
In the political space, Fossen and Anderson [7] challenge the existing Voting Advice Applications (VAAs) and aim to improve these applications' decisions by making them more transparent to the user. They argue that when a user is matched with a party using a specific set of criteria, it limits the perception of the user for that particular party. This effect on the user's mind is contrary to the aim of VAAs. Connecting this with our study, our aim is to make users' biases more transparent to them and potentially, help them perceive political information in a more neutral way.
Tromp et al. [27] mention the recent attempts in design methodologies to deliberately change user behavior. The authors acknowledge that these methodologies have been rarely studied from effectiveness and ethical perspective. Their study is based on the assumption that the user is more or less receptive to behavior change. They conclude that the choice of design strategy for influencing behavior should be based on the kind of the intended user experience. They also provide specific design strategies for many scenarios, which we will incorporate in the design of our interface. We want our design to help users achieve a more neutral and balanced assessment of political claims.
Our prototype, CobWeb, with its movable sliders lies in the scope of Interactive Information Retrieval (IIR) systems. Kelly et al. [12] summarize the existing evaluation work in the field of IIR and offer suggestions for conducting user studies for IIR systems. Similarly, Cramer et al. [3] take inputs from users and provide art recommendations based on the user's preferences. They have three experiments which have non-transparency, transparency and visibility of confidence levels in the interfaces, respectively. They find that transparency of the recommendation system improved acceptance of the recommendations and was better understood by the participants, but had no effect on the trust of the system. They also found that showing the confidence level of the system does not have an influence on the trust on the system. This is similar to the observation by Nguyen et al. [18] , in which the result of the perceived veracity of claims was not influenced even when the participants were aware that the system is fallible. Sinha and Swearingen [25] also find that transparency improves confidence on the recommendations. They show that users liked viewing the reasoning behind the recommendations for new items as well as already liked items. Hence, it is observed that transparency is a positive phenomenon and is preferred by the users.
Pu et al. [21] introduce a framework called ResQue for doing user-centric evaluations for recommendation systems. They come up with thirty-two questions to measure user experience of a recommendation system based on metrics for perceived usefulness, perceived ease of use, control and transparency, etc. The short version of these questions is adopted for the study of our interface. Davis [4] gives additional specifications on how to use the before-mentioned metrics of user experience (UX), which are also incorporated in our user studies.
METHODOLOGY
In this section, we discuss the methodologies employed to estimate user bias. The proposed methodology for this project is two-fold, i.e., algorithmic component to estimate user bias, and user studies for evaluation. We estimate the user bias using bias of the news sources and how a user modifies the reputation of a news source in the context of a claim.
The method by Nguyen et al. [18] is used to predict the reputation of a source given a claim. Based on a claim, a search is done on a commercial search engine and titles of articles which are relevant are retrieved and compared with the claim to understand whether it supports, refutes or is neutral to the claim. The system by Nguyen et al. [18] also uses a veracity classifier that models reputation score of a particular news source.
Our prototype, CobWeb, extends the research prototype of Nguyen et al. [17] by introducing an additional slider to indicate estimated user bias. We also communicate the (estimated) political leaning of each source using a slider. If the user adjusts the reputation for a given source, as in Nguyen et al. [17] 's work, the predicted veracity of a claim is updated in real-time. In our work, the estimate for user bias is also updated as a function of how the user adjusts reputations assigned to sources (given the estimated political leanings of each source). In the other direction, any change in the estimated user bias also propagates to adjust the reputation assigned by the model to news sources. The bias slider starts at a neutral point and ranges from "Liberal" to "Conservative" on the left and the right side of the slider, respectively. We show the shift in the overall bias as a relative scale for users to understand their position in the bias spectrum.
Estimating User Bias
We allow users to interact with the system in two distinct ways. A user can change both the estimated user bias and the source reputations for a particular claim. Once the bias score is changed, a user cannot change the reputation score, and vice-versa. Given this constraint, there are two mathematical relationships we need to establish. They are described below.
Change in Reputation
Score. When a user changes the reputation score of a particular source (for example, abc.com from Table  1 ) from R 1 to R 2 , the change in reputation score is represented by δR = R 2 − R 1 . The change in user's overall bias is represented by δ β. We calculate δ β using the formula below.
Once a user modifies the reputation score of a reputation slider, we shift the bias-slider by δ β. For the purpose of interface design, in this study, we assign arbitrary bias scores (Source bias ) and reputation scores to imaginary sources, as shown in Table 1 . It is important to note that, if sources are neutral (for example, uta.edu from Table  1 ), the change in reputation score does not necessarily change the estimated user bias score.
Change in Bias Score.
Our assumption is when the claims are checked using unmodified and model-estimated source reputation and stance, the user does not impose his/her bias on the system. Hence, the initial position of the user bias slider is thus always set to 0. The user can move the user bias slider in either direction. Suppose the magnitude of the change is δ β and the sign denote the direction (-ve denotes left, and +ve denotes right). For each source, the change in reputations is calculated using the following.
δR sour ce ∝ δ β =⇒ δR sour ce = Bias Sour ce * δ β (2) We use δR sour ce to change the position of the reputation slider. Using the methodology discussed above, we aim to provide the user with an interaction method to enable them to understand and control their biases. Our goal is to investigate research questions RQ1 and RQ2.
In order to evaluate our methodology, we perform a set of experiments with users to validate the usefulness and ease of use of use of our application. The details of the user study are discussed in Section 4. Although political bias can be subjective and can vary in different contexts, we focus on the American political spectrum.
Design Decisions
Developing an interface to communicate user bias raised several challenges and design questions. Note that the design questions are different from the research questions mentioned before in section 1.1.
(1) Which design element is effective for communicating bias? (2) How can we design the interaction between the reputation of news sources and the overall estimated bias of the user? (3) How can we make the interaction interpretable for the user?
Another challenge was to evaluate the effectiveness of the interaction provided. We have created a step-by-step approach for evaluation. First, we familiarize the user with our interface, and then we evaluate their understandability of the system. Experimental design is described in details in Section 4.
Design Elements.
Nguyen et al. [17] use sliders as the main design elements to communicate the reputation of news sources and stance of news articles regarding a claim. They also use a movable bar to indicate the veracity of a claim. Drawing from their design, we chose the slider as our primary design element as well. Use of sliders provides us a thematic consistency across our application. In order to leverage the codebase provided by Nguyen et al. [17] we have used Flask 6 . We used a five point slider to limit user choices in changing the value of source reputation and overall bias. Since, the word bias has a negative connotation to it, we have used the words overall political leaning to indicate user bias. It is important to note that, we have used fictional data in the user study to prevent the influence of users' previous knowledge about actual news sources.
Interpretability.
We aimed to enable users to understand our application's rationale for estimating their bias. As we have described the bias estimation in Section 3, the essential component for estimating the overall political leaning is the leaning of the news source. To communicate the news source biases we have used sliders that range from -1 to +1. The difference between the reputation sliders and the bias sliders are that the latter ones are not movable by the user. To show that the source bias sliders denote fixed values, we have grayed them out 7 . To denote the range of the bias sliders, we have also included the words "Liberal" and "Conservative" on the left and the right side of each of these sliders. We have also explored other design elements such as using only words to denote the bias of the news source, but the information conveyed to the users was less granular. It was difficult to understand why changing the reputation of different sources by the same value would cause a varying degree of movement in the user bias slider.
USER STUDY
The user study is divided into three experiments described later in this section, each consisting of several tasks. All participants perform each experiment. The survey experiments start with instructions on how to complete the experiment, and the definitions used in the survey. Participants are asked to use a laptop or a desktop computer, because our prototype is less mobile-friendly.
Website integration with Qualtrics
We display task instructions and collect responses on Qualtrics 8 . We use Qualtrics because HTML, CSS and JavaScript codes can be easily integrated into it. Our prototype, CoBWeb, is integrated with Qualtrics by adding inline frame (iframe) blocks. We tested the integration and flow of the survey by doing a pilot study.
Recruitment and Respondents
We sent the survey link to potential participants, using University mailing lists, and got 10 responses. We did not collect participant demographics but believe that most of the participants are graduate students.
Experiment 1
This experiment has 10 tasks to assess whether participants understand the user bias slider based on changing source reputations.
Website elements.
At the top, we show the user bias (i.e., overall political leaning) slider. The overall political leaning slider is immovable for this experiment, to avoid confusion for the participants. Below the slider are three columns for news sources, political leaning of the news sources (i.e., source bias) and reputation of the news sources. We use a stripped down version of Figure 1 for this experiment by removing the stance sliders and predicted correctness slider. In table 2 we list the components that appear in the interface for this experiment.
Procedure.
To accustom the participants to the system, the first five tasks ask the participant to change the source reputation in a specific direction and then observe changes in the inferred user's bias. Next, they answer a question on a 5 point Likert scale about the degree to which they agree with the system's estimate of inferred user's bias. An example of such a task is as follows:
Imagine you have a Neutral perspective for politics and believe that abc.com should have a higher reputation. Change the source reputation for the news source and observe the change in the overall political leaning.
We ask each participant five such questions for five different news sources to learn whether the participants understand the system. To confirm the their understanding of the system, we ask another five questions. The participants change the reputations of five sources on the website and estimate the resulting inferred user's bias in each case. To avoid influencing participants' predictions, we keep the algorithm's prediction of user bias stationary when source reputations are modified. We collect the responses on a five-point scale ranging from "Extreme Liberal" to "Extreme Conservative". Next, we compare participants' responses with the answers generated by our algorithm.
Results.
For the initial five tasks where we ask the participants the degree to which they agree with the system, we find that 9 out of 10 participants have selected "Agree" or "Strongly Agree" on the Likert scale. Hence, participants tend to agree with the algorithm's prediction of user bias.
In the next five tasks, which ask the users to predict the user bias, we find that 6 out of 10 participants have gotten at least 60% of the answers correct. It seems that participants tend to trust the system, and hence they agree with it even when they do not completely understand the way it works.
For the task which has a neutral news source (neither Liberal nor Conservative), 9 out of 10 participants have predicted the user bias correctly. Hence, it seems that the predicted user bias is more understandable when the news sources are neutral rather than Liberal or Conservative.
Conversely, when the source bias is not neutral, and source reputation is set to 0.5 (0 being the lowest reputation, and 1 being the highest reputation), only 3 out of 10 participants have gotten the answer right. More than half of the participants (6 out of 10) believe that the user bias slider should point to neutral. This result indicates that the participants are confused between the terms "source reputation" and "source bias".
Experiment 2
This experiment investigates whether change in source reputation is understood by the participants when the user bias is modified.
Website elements.
The website looks the same as in Experiment 1. The only difference is that the user bias slider is movable in this experiment.
Procedure.
There are two tasks in this experiment, the first task is designed to accustom the participants to the system and how it works. The task requires them to change the position of the user bias slider and observe changes in the source reputations. Next, the participants mark their degree of agreement with the algorithm's prediction of source reputations on a Likert scale. For example, when the position of the user bias slider is moved towards the "Liberal", it leads to an increase in the reputation scores for sources having a Liberal political leaning.
To know whether the participants have understood the above concept, the second task asks the participants to predict the source reputations when the user bias slider is moved in a given direction. To avoid influencing participants' predictions, we mask the algorithm's prediction by not reflecting the change caused by modification in position of the user bias slider.
Results.
For the first task, only half of the participants agree with the algorithm's prediction of source reputations. In the second task, 6 out of 10 participants answered at least 60% of the answers correct. Even though the participants only partially agree with the algorithm's prediction when it is explicitly asked, the participants' answers in the second task imply that they agree with the algorithm's prediction more than their prior belief. This degree of agreement also suggests that the estimate of source reputation is understandable to most of the participants.
Experiment 3
This experiment assesses participants' accuracy to predict truthfulness of a political claim when user bias slider is present on the website. 4.5.1 Website elements. For this experiment, the website has all the elements as earlier with two additional elements: the algorithm's prediction of whether the claim is true and the stance of each news source. The stance shows whether a news source denies or supports a political claim.
Procedure.
There are 5 tasks in this experiment. We ask participants to assume a claim like "Clinton and Trump are friends on Facebook". In each task, participants modify the source reputation of a news source and observe changes in system prediction of claim veracity and the inferred user's bias. Next, the participants assess claim veracity.
Results.
We compare the participants' and the algorithm's predictions for the truthfulness of a given claim. 8 out of 10 participants have the same prediction as the algorithm's prediction. Hence, when the algorithm's predicted veracity and user bias is shown on the website, 80% of the participants can correctly interpret the correctness of the claim.
Post-tasks questionnaire
Davis [4] defines perceived usefulness as "the degree to which a person believes that using a particular system would enhance his/her job performance" (p. 320). He introduces six questions to determine the perceived usefulness of a system. We adopt those questions and modify them in the perspective of communicating user's bias. Out of the six questions, we eliminate two questions which are related to speed and productivity, as these questions did not relate to our study's goal.
We calculate the average score of each participant and find that 80 percent of the participants believe that the user bias slider is a useful feature in predicting the truthfulness of a claim.
LIMITATIONS
This study assumes a simplified American political fact-checking context with the user bias and source bias values from Liberal to Conservative. It will be more complicated to apply this approach in domains having variables in more than two dimensions.
There are relatively few participants in this study and they are largely graduate students. In the future, the scale and diversity of participants should be further increased.
We have used synthetic data in the study to control independent variables. When users interact in the real world, they may have preset beliefs for certain news sources which may influence the way they interact with our system. They may not agree with the algorithm's prediction of user bias if it opposes their beliefs. Hence, the system needs to be tested with real news sources, and their real reputations and biases in order to have more conclusive results.
CONCLUSION
We investigate the Filter Bubble problem using interaction design as a methodology. We provide a system design to estimate and communicate user bias in the context of fact-checking. Our design has potential to be generalized to other areas beyond politics, such as claims related to the effects of vaccination. The evaluation method for this work could also be more broadly applied to interaction-design for explainable machine learning.
The results of our study support that the participants tend to agree more with the algorithm's prediction of user bias than the algorithm's prediction of source reputation. In general, we can Table 2 : List of elements used in the interface for the experiments infer that the interplay between user bias and source reputation appears to be understood by the participants. This realization helps us understand how source reputation helps in calculating user bias (RQ1) and validates our approach of estimating the user bias.
To predict claim truthfulness, participants tend to trust the algorithm's prediction even though we have mentioned in the study that the algorithm is typically correct only 70% of the time. Overall, participants find the user bias slider useful in predicting the truthfulness of claims. Hence, the communication of user bias is understandable and useful for most participants.
In this work, we provide a design and web-application using hypothetical sources, data, and scenarios. In the future, we aim to implement the system using real data. We also plan to extend this work in areas such as sentiment-based bias. The findings and methods of this study can be employed to understand how the emotional state of a user affects their content consumption, especially in the fake news context.
