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ABSTRACT 
We compare the block Lanezos and the Davidson methods for computing a basis 
of a singular subspace associated with the smallest singular values of large matrices. 
We introduce asimple modification on the preconditioning step of Davidson's method 
which appears to be efficient on a range of large sparse matrices. © Elsevier Science 
Inc., 1997 
1. INTRODUCTION 
In this paper, we consider the problem of computing a few smallest 
singular values and the associated singular vectors of  a large sparse p × n 
(p  >~ n) rectangular matrix. This problem has attracted a great deal of  
interest from a variety of perspectives [1, 2, 5, 8, 16]. Among the examples 
mentioned in these references, one can cite seismic tomography, where the 
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smallest singular values and their corresponding singular vectors are required. 
In total least squares applications, one is interested in solving the linear 
system Ax = b by transforming it to the linear homogeneous system 
1)=0 
where only the computation of the right singular vector of the appended 
matrix [A, b ] associated with its zero singular value is required. However, the 
algorithms discussed there either are not suitable for large matrices or give 
efficient approximations only for the largest singular values. If the size of the 
matrix A is extremely large, it is not possible to rely upon the singular value 
decomposition algorithm [9], due to the expense of storage requirements and 
the high computational cost. An alternative way to proceed for solving our 
problem is to apply the Lanczos method [11, 8] to the matrix 
(0 A) 
B= AT 0 
or to the matrix ATA. The eigenvalues of B are _ o's(A), i = 1 . . . . .  n, the 
singular values of A with p - n additional zeros, whereas the eigenvalues of 
ArA are ori2(A), i = 1 . . . . .  n. In the first case, the sought eigenvalues lie in 
the interior of the spectrum of B, while in the second they lie in the lower 
part of the spectrum of ATA. 
From the mathematical point of view, the convergence properties of the 
two approaches are similar in the following sense: since for k ~> 0 we have 
B zk = C k and B 2k+l  = CkB with 
AA r 0 ) 
C= 0 ATA ' 
the Krylov subspace we get when applying Lanczos's method to B is 
equal to 
K2m( B, x) = span{x, B2x, Bax . . . . .  BZm-lx} 
= Km(C, x) + 1<re(C, BX) 
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K2m. I( B , x) = span{x, Bex, B3x . . . . .  B2mx) 
= Km+I(C, x) + K,,,(C, Bx). 
By considering an initial vector of the form 
it can be shown [8] that the two Lanczos bases of Km(AA r, y) and 
gm( ATA, Ay) can be generated simultaneously. 
Another approach which might be of interest is Davidson's method [6, 10, 
4] applied to ATA. Davidson's method exhibits the same behavior as Lanczos's 
method, but it is less sensitive to the distribution of eigenvalues. However, to 
be efficient, Davidson's method needs a good preconditioner. The main 
difference between the Lanczos and Davidson methods is that the former 
finds several eigenvalues from one Krylov subspace, whereas the latter adapts 
separately the vectors from which the eigenvectors are computed. The aim of 
this paper is to compare these two methods, the block Lanczos and the block 
Davidson methods applied to ATA, for computing the right singular vectors 
corresponding to the smallest singular values of A. One advantage of these 
two methods over the classical SVD method is that the (large) original matrix 
is not altered and that little storage is required, since only block matrix-vector 
multiplications are computed. 
Since the smallest eigenvalues of ATA can be very close, we choose to use 
a block version for the two algorithms. The block strategy, although much 
more expensive than the standard one, is accepted for the following reasons: 
(1) It may improve the numerical efficiency: Lanczos with block size l 
can compute close eigenvalues and eigenvalues of multiplicity up to l, 
whereas the standard Lanczos algorithm may not. For Davidson's method, 
only the block version allows the computation of several eigenpairs at the 
same time. 
(2) It involves BLAS 3 primitives, which are more efficient for memory 
management and for parallelism. 
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Throughout this paper A = U EW T denotes the singular value decompo- 
sition of  the matrix A, where 
U = [u 1 . . . . .  u m] are the orthonorrnal left singular vectors. 
= diag(o-i) the diagonal matrix of singular values o" 1 ~ o" 2 ~< .-- ~< o-,, 
and 
W = [w 1 . . . . .  w n ] denotes the orthonormal right singular vectors. 
We will be concerned only with the computation of right singular vectors, 
since the left ones can be obtained for example by applying the same 
algorithm to AA T with Aw i as starting vector. 
This paper is organized as follows. In Section 2 we briefly recall the block 
Lanczos algorithm. In Sections 3 and 4 we recall Davidson's method and give 
some convergence analysis for computing the smallest singular values; we also 
discuss several preconditioning techniques for Davidson's method. Section 5 
is devoted to numerical experiments and comparisons between the two 
methods for computing the smallest singular values. 
2. THE BLOCK LANCZOS ALGORITHM FOR ATAx = o-2x 
A block version of the Lanczos algorithm with block size 1 for the n × n 
matrix ATA can be written in the following 
ALGORITHM 1. 
Set V 0 =0,  B 1 =0 
Choose V 1 ~ R "xt with V]'V~ = I 
fo r j  = 1,2 . . . . .  rn .... 
S) = ATAVj - Vj_IB f 
Aj = v/s  
Rj+  = Sj - VjAj  
Vj+ 1 Bj+I = Rj+I (QR decomposit ion) 
The matrix ATA is of course never formed explicitly; only successive 
computations of the form AT(A(V)) are needed. The matrices V k, S k, R k 
for k = 1, 2 . . . .  are n × l; Aj and Bj are 1 × l, with Aj symmetrie. The 
matrices Vj+ 1 and Bj+ 1 are defined by the QR factorization of R,+ 1, so that 
Bj+ 1 is upper triangular and the columns of Vj+ 1 are orthonorma~ The block 
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Lanczos vectors can be grouped together as the columns of an n x kl matrix 
~'k = [V1, V2 . . . . .  Vk]; it is easy to show that the columns of ~'~k remain 
orthonormal provided none of the upper triangular matrices Bj are rank 
deficient. Furthermore the columns of -~k form an orthonormal basis of the 
Krylov subspace Kk(ATA, V 1) = Span{V 1, ATAV1 . . . . .  (ATA) k- 1V1}. The re- 
striction T k of the matrix ATA to Kk(ATA, V 1) is the kl × kl band matrix 
Tk = = 
(A 1 B T 0 "'" 
Be A2 B T 
0 
0 "'" 0 B k 
0 
Ak 
(1) 
with half band l + 1. 
The convergence analysis of the block Lanczos algorithm, that is, the 
convergence of some eigenvalues of T k towards some eigenvalues of ArA, 
has already been studied in [15, 13]. We recall one of the main convergence 
results• 
THEOREM 2.1. Let 01 <~ 02 <~ "" <<. Okz be the eigenvalues of T k la- 
beled in increasing order, and assume that k steps of the block Lanczos 
algorithm have been carried out. Then for  i = 1 . . . . .  l 
0<~ 
0i 2 - -  0-/2 tan Ot -l[e, trl~ 1 - tri 2 
1 + 3"i/ where 3"i (rn2 _ (r2 , ] Tk-1 1 - -3 , , ]  (2 )  
and 
0~< 
- 0 l_,+1 
&- ,+ l  - 
tan ~z ]2, 
<~ [ l+r i~ 
(3) 
where 3"i = (trl2+l - °' i2)/(~, 2 - tri2), ~'i = (O'n2-~+l -- O',~l)/(O'n2-,+l --
try), Ol (alP1) denotes the principle angle between span{V 0 and the invariant 
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subspace associated with the l smallest (largest) singular values of A, and 
Tk- 1 is the Chebyshev polynomial of order k - 1. 
Proof. See [15], and especially [13] for an improved result. 
It is easy to see that the bounds (2) and (3) are quite satisfactory in the 
case of convergence to an extremal singular value of A. However, in practice 
it is not always true that both ends of the spectrum are equally approximated. 
In the case of the smallest singular value, the bound (2) shows that the 
convergence rate of the block Lanczos method depends on the gap between 
the square of the smallest singular value O'mi n and the square of the next lth 
singular value O'l+ 1, and on the spread Crma x2__ crl+ 12 of the unwanted singular 
values. The larger this gap and this spread, the larger the gain in speed. Note 
that the gap and the spread would be ~rz 2 - z 2 Ormi n and O]tna x - -  o'2 if we had 
used the standard Lanczos method. We conclude that if the smallest singular 
values are close, block Lanczos with block size as large as the number of 
singular values in a given cluster can be helpful for accelerating the conver- 
gence. 
In Theorem 2.1, it is not assumed that Algorithm 1 restarts periodically, a 
technique that is very often used as a remedy for the growth of storage [12]. 
There is no difficulty in proving convergence of Algorithm 1 when restarting 
is used, but bounds similar to (2) and (3) do not hold in this case. 
We do not develop any further the properties of the block Lanczos 
method and prefer to refer to the literature [11] for the details. 
3. THE GENERALIZED DAVIDSON METHOD FOR ATAx---tr2x 
Davidson published his algorithm in work on quantum chemistry [6] as an 
efficient way to compute the lowest energy levels and the corresponding wave 
functions of the Schr/Sdinger operator. The matrix dealt with must be strongly 
diagonally dominant in the sense that its eigenvectors are close to the 
canonical vectors. The algorithm then uses the diagonal as preconditioner. In 
[4, 10] Davidson's method has been used with general preconditioner. 
From now on, C k stands for a set of n × n preconditioning matrices 
whose choice will be discussed later. 
3.1. Algorithm 2 
The following algorithm computes the 1 smallest eigenpairs of the matrix 
ATA; mma x is a given integer which limits the dimension of the basis. MGS 
stands for modified Gram-Schmidt procedure [9]. 
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ALGORITHM 2. Choose an initial orthonormal matrix V 1 := [v 1 . . . . .  v t] 
E Rn×/; 
for k = 1 . . . .  do  
1. Compute the matrix U k := AVk; 
2. Compute the matrix W k := ATUk; 
3. Compute the Rayleigh matrix H k := V~Wk; 
4. Compute the l smallest eigenpairs ( v2k,~, Yk~)l~i¢l of H k 
5. Compute the vectors x L i := Vk Yk, i for i = 1 . . . . .  l; 
2 for i = 1, I; 6. Compute the residuals rk, ~ := W k Yk, ~ - vk, ~ xL ~ . . . .  
i f  convergence then  exit; 
7. Compute the new directions tk, ~ := Ck~rk, ~ for i = 1 . . . . .  l; 
8. ff  dim V k ~< mma x - -  l 
then  Vk÷ 1 := MGS(Vk, tL 1 . . . . .  tL/); 
else  Vk+ 1 := MGS(xL1 . . . . .  xLl, tL1 . . . . .  tLt); 
end i f  
end  for  
Here again, an important characteristic of the algorithm is that the matrix 
ArA is not required explicitly. All that it is required is two subroutines that 
compute Au and Arv for given vectors u and v. At step k, the basis Vk+ 1 is 
obtained from V k by incorporating the vectors tk, i = CL irk, i, i = 1 . . . . .  l, 
after orthonormalization. The subspace spanned by V k is not a Krylov 
subspace, and if the matrices Ck, i are not diagonal, then l linear systems 
must be solved at each iteration. The hope is to reach the convergence very 
quickly with a small value of m, thus rewarding the extra cost involved in 
these system resolutions. A detailed convergence analysis of the above 
algorithm can be found in [4]. We give here a simplified convergence result 
for the smallest singular value. 
3.2. Rate of Convergence of the Smallest Singular Value 
For i = 1,2 . . . . .  l, it is clear that the sequence {v~, i} is decreasing and 
bounded below by criZ; hence it converges. 
For the sake of simplicity we restrict the study to the case l = 1 where 
only the smallest singular value is sought. The numerical experiments deal, 
however, with the case where more than one singular value is computed. We 
simplify the notation in Algorithm 2 and drop the subscript i. We denote by 
(or 2, X) the smallest eigenpair of ATA, by o"  and O'ma x the second and the 
largest singular values of A, by {(v~, xk)} k the sequence of Ritz values pairs 
obtained at step 5, and by t k = Ckrk, where r k = (ArA - v~I)xk, the result 
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of step 7. Finally we denote by s k the vector x k - t k and by ~b k the angle 
/__(V k, s k) between the subspace spanned by V k and the vector s k. 
We have the following result: 
LEMMA 3.1. 
I r [Ckrk l  < I lskl l2v/ l lAvk+ll l~ -- v~+l V/V~ -- v2k+~ Isin Ski. (4) 
Proof .  The new vector vk+ 1 of the basis constructed at step k of 
Algorithm 2 is such that Vk+l =Zk+l/llzk+llh, where Zk+ 1 = ( I -  
VkVf )Ckrk .  
Since vk+z 1 is the smallest eigenvalue obtained from V k + 1, the optimality 
of the Rayleigh-Ritz procedure [11] ensures that 
( X k --  Olt~k + l )  T ATA(  xk  -- O/L~k+l) 
2 V~R v,~+ 1~ 1 + ot 2 
v~ -- 7; 2 "i" 1 ATAvk + 1 2aVk+IArAxk  + t~ Vk+ 
1+o~ 2
Vt~ E R. 
Hence, for any ot ~ 0 such that sign(ol) = sign(v[+ 1ArAxk) we have 
1 
2 2 1)" 2 vk+l  ) + i~ l (V~+lZTAvk+l  12vT+IATAxkl  ~ -~ l (vk  -- _ vk+ 
2 /.)2 ) 
v_L- __k+~ 
By choosing Ial = V[+lA~Avk + 1 - V~+l 
1/2 
we have 
• ,. 1/2/ T Ivff+aeTAxkl <<. (v~ -- v~+~) (Vk+lerAvk+l  -- v~+l )  1/g. 
The proof follows by noticing that 
v~+ 1 A~Axk = - -  
r iCk  rk 
IlZk+llh 
and that 
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THEOREM 3.1. I f  the precondit ioning matr ix C k is posit ive (or  negative) 
definite, then A lgor i thm 2 converges. 
Proof. I f  the preconditioning matrix C k is positive definite, then from 
T (4) and the convergence of {u~}, we have limk_.~ rkCkr  r = 0 and thus 
lim k _.~ r k = 0. We conclude that lim k _,~ u k is a singular value of A. • 
4. CHOICE OF PRECONDIT IONING 
We now discuss some choices of the preconditioning matrix C k. Note that 
if no preconditioning is used, that is, if C k = TI, T 4= 0, then the block 
Lanczos method is recovered under a costly implementation. On the other 
hand, as was already pointed out, a diagonal preconditioning of the form 
C k = (D  - u~I )  - l  with D = diag(ArA) is the simplest choice. It is effective 
only if the eigenvectors of ATA are close to the canonical vectors. 1 If  we take 
a good approximation to ATA, then we are faced with the problem of solving 
(several) linear systems at each iteration, and the amount of work could be 
intolerably high. 
In order to overcome this difficulty, we propose to take C k = M-1 as a 
preconditioner in Algorithm 2, where M is a good approximation to ArA. An 
advantage is that the cost remains low, since the matrix M is constant during 
the iterations. Furthermore it is clear that the convergence r sult of Theorem 
3.1 still holds as soon as M is positive (or negative) definite. With this 
modification s k = x k - t k = ( I  - M-1ATA)xk  + u~M-  lxk,  which shows that 
if M is a good approximation to ATA, and if we write x k =cos0  k x+ 
sin O k Yk where Yk is of norm 1 and Yk ± x and where O k = /_(xk,  x)  is the 
acute angle between x k and x, the components of s k will be dominated by 
those of 
(ATA)  _ ~ cos Ok 
xk or 2 x + sin Ok ( A~A) -1 - - -  Yk" 
Now if tr is small compared to the other singular values, then the compo- 
nents of x become increasingly dominant. The residual r k can be decom- 
See the appendix for a proof of convergence. 
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posed in the form 
r k = (ATA - v~I )x  k 
= - [c°s0k sin2 Ok Y~(ATA - tr2I)  Yk] x + sin O k (ATA - v~I )y  k. 
Thus 
(5) 
Ilrklie = O(~x sin O k). (6) 
Let 
Uk = [M- '  -- ( ATA) - ' ] rk ;  (7) 
then 
Ilnkll2 = O(K  sin Ok) with 
2 trmax 
,, = - -7 - .  (s) 
O'mi n 
We thus define ek = IlUkll2/(K sin O k) as an indicator of the quality of the 
preconditioner at step k. 
THEOREM 4.1. Let 
E k = 
I t2 2 r f ( t r  ~or )e kK<<. 1 then 
M-1 -- (ATA) - I ]  rk 2 
r sin O k 
04 tan2 I[1 t )1 (1 + O k + 0 - -~Tekr 2 ~_~2 ~ ~,2( ,2_~)  
(9) 
Proof. t k = M-  1 rk ' whence 
8 k ~ X k - -  t k 
v~( ATA) l X k - -  U k 
= ~'k eOSOkX + sin O k_ArA - l yk  -- u k • 
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The optimality of  the Rayleigh-Ritz procedure nsures that 
so that 
T T s~: A As~ 
2 
Vk+l~ II "sk ''e ' 
2 
b'k + I 
,~( A"A - o'~I)sk 
_0 -z< 
a 1 + a 2 
= t,, + b~ 
with 
(10) 
a~ u k sin e O k y ( ATA) -  ~ = uk, (11) 
~ = -2 , ,~  sin ok y [ (aTa) - ' (a~a - ~et)uk + u~(aTa - ~et)uk, 
(12) 
(1 ) 
b l = 1.': ~cos  20k+ sin e O k[[(ATA) - Yk , 
= - -2Ukuk  ~ + s inOk(ArA) - lyk  + Ilukll~. 0" 2 X 
We next treat each of the terms (11), (12), (13), and (14) separately: 
a~ <~ v k sin 20 k o.,e 4 
O'ma x
4 
JYk 
~-7 sine Ok, 
[ael < 2u~lsin 0kl Ilukllz + Ilukll~.x 
=2v~ sin e O k Ke k + e z z O'da xK ~k sine Ok 
= u~ sin e O k Ke k 2 + _--~T-Ke~ 
Pk 
z sin z Ok K%(2 + Kz%); Pk 
(la) 
(14) 
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Il: ~ ,,,k(2 + lal + a21 < ~ sin2 0k + ~'k sine 0k K2ek) 
{7" 
= Ilk ~-~ 0~[ o,~ + o(~,k) 
Likewise 
4 
bl>~ uk - -  cos e O k 
0.4  
= 2 v~ [ o.e a4 / [~  --q yk be - -g7 oo~0~.~+ ~in0~.~(A~A) -~ ] 
.4 ( o.~ o.' 1 ] 
Ibz] ~< 2~4]sin 0k] ~--~Kek + -~Kek~-7~] 
4 
1,' k 
< 4~-7[sin 0k[Kek + K2E[ sin 2 O k 
_ v-~4 ]sin < OklKek(4 + Keklsin 0k]); 
therefore 
+ K2e~ sin 2 O k 
4 
V~_k r 2 b 1 +b 2 /> °" 4 [cos O k + O(ekKs in0k)  ] 
4 
Ilk 
= o-~ oo~ ~ ok [1 + o(~k ~ t~. ¢ )1 .  
Thus 
2 2 
I l k+ l  - -  o. 
o.' Ilk/o.~" '~- + o( K~,k )
~< Il~ tan2 Ok 1 + O(ekx  tan Ok) 
Ilk o (~k)  
= _.-ST tan2 Ok ~ + 
II k 
- o.,2 tan20k 1 + O ~o.2ekK2 , 
+ Ilukll~, 
(15) 
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and since sin 2 0 k < (v [  - o '2) / (0-  '2 - 0.2), we conclude that 
,[ t I1 vk+12_0.z -< (1 +tan  20 k 1 +O __  2 . • (16)  0. ,2 (0 . ,2  _ 0.2 
The above conditions on ek and sin 0 k may be considered as severe, but 
it is important to stress that, unlike Theorem 2.1, Theorem 4.1 provides 
estimates on the singular values within one iteration. These estimates are 
often pessimistic, and v k may converge towards 0. much better than this 
theorem predicts. However, they are acceptable in the important case where 
the smallest singular value 0. is small compared to the others. Consider for 
examp!e a matrix in which 0. --- 10-10. '; then after a few steps, 1 + tan 2 0 k is 
expected to settle down around 1, while 0.4/0.,2(0.,2 _ 0.2) ~ 10-4. The 
choice of the preconditioning matrix M plays a crucial role for the success of 
the method. We have seen that the better the approximation M -1 to 
(ArA) -1, the closer the vector s k to x. The extreme case happens when 
M = ArA. In this case the inequality (9) becomes 
l)ff+ 1 __ 0.2 0.4 
0~ vk2_ 0.2 ~< 0. ,2(0. ,2_  0 .2) (1  +tan  20k).  (17) 
This case, although usually impossible in practice, may be used to clarify the 
theory. 
PROPOSITION 4.1. Assume that M = ArA. Then the columns of V k con- 
structed by Algorithm 2 form an orthonormal basis of the Krylov subspace 
Kk( (ATA)- I ,v1)  = span(V1, ( ATA)-IvI  . . . . .  ( ATA)-k+IV1), 
where V 1 denotes the rectangular matrix used at the previous restart. 
Proof. Follows from the fact that V k = MGS(Vk_x, tk_I, 1 . . . . .  tk_l, l) 
and in this case for i = 1 . . . . .  l, tk- l , i  = (ArA) - l rk - l , i  =xk- l , i  - 
O'~_ I , , (ATA) - lxk_ I , ,  = Vk_ l ,  i Yk_ l ,  , -- o '~_ l , i (ATA) - lVk_ l ,  i Yk_ l , i  • 
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We can thus, in this case, derive optimal bounds for Davidson's method. 
The smallest singular value of the matrix H k satisfies 
v~AVav 
vk2 = min  ~ , where 
vEK vTD 
K=Kk( (ATA) - I , v1) .  
Let w = (AVA)I/2v; then 
1 wT(arA) -'w 
~ = max 2 Pk vEl~ wTw 
where I~ = Kk( ( ATA) - I , (  ATA)I/2V1). 
This means that Davidson's method applied to ATA for computing the 
smallest singular values amounts, in this case, to Lanczos's method applied to 
(ATA) -1 for computing the largest singular values. Unlike Lanczos's method, 
Davidson's method oes not require the explicit use of (AVA)-I; one can be 
happy with any good approximation to ( ArA)- 1 in step 7 of Algorithm 2. The 
disadvantages in comparison with Lanczos's method are the cost and the 
storage (which are high) and the fact that the projected matrix H k is not 
banded as was the matrix T k in (1). 
A straightforward application of the bound (3) in Theorem 2.1 leads us to 
the following corollary: 
COnOLLARY 4.1. Assume that M = ATA, and that k steps of Algorithm 2 
have been carried out. Then 
where 
1 
1 1 
0.2 2 °;,~ax 
(18) 
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qb t denotes the principal angle between span{(ArA)l/2V1} and the invariant 
subspace associated with the 1 smallest singular values of A, and T k_ 1 is the 
Chebyshev polynomial of order k - 1. 
Proof. From Theorem 2.1, we have 
1 1 
/2 k tai l  ~b l 
0~< 1 1 ~< [1  +/z  / (19) 
0.2 0-2ax Zk-l~J 
1 1 
0.2 2 0.1+1 
with tx 1 1 , which leads to the corollary. • 
0.2 2 0.max 
Let us consider the favorable singular value distribution in which 0- = 
10-10-t+l and o" = 10-2O'max . Then, after 10 steps of Algorithm 2 and if 
nothing goes wrong, (18) will be approximated by 1 - (0-/uk) 2 <<, [(tan ~b l) 
× 7.3 × 10-24] 2. 
5. NUMERICAL EXPERIMENTS 
Our main concern in this section is to illustrate the behavior of Davidson's 
method for computing the smallest singular values, and to give comparisons 
with Lanczos's method. We choose a set of realistic test matrices coming, all 
but one, from the Harwell-Boeing set of sparse matrices [7]. Some character- 
istics of these matrices are summarized in Table 1. 
Before considering our test examples, let us recall that steps 1 to 5 in 
Algorithm 2 are nothing but the Rayleigh-Ritz procedure [11] applied to ArA, 
where only the last columns of U k, W k, and H k are computed at each 
iteration. We point out that only the matrix A is stored and that we access 
the elements of A ~ using the data structure of A. The algorithm involves 
intensive use of matrix-matrix operations (BLAS 3 level), and the desired 
eigenpairs of H k, step 4 in Algorithm 2, are computed with E1SPACK; thus the 
portability of the algorithm is preserved on a wide class of computers. In 
order to keep the complexity of the algorithm at a reasonable l vel and since 
some of the l singular values may converge before others, we choose to 
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TABLE 1 
CHARACTERISTICS OF TEST MATRICES 
No. of No. of No. of 
Matrix rows columns entries Description 
ADI 374 82 1343 Seismic tomography 
ILLC1033 1033 320 4732 Least squares problems 
in surveying 
WELL1850 1850 712 8758 Least squares problems 
in surveying 
HOR131 434 434 4710 Flow network 
problem 
SHERMAN1 1000 1000 3750 3D simulation of 
black oil 
PORES3 532 532 3474 Reservoir modeling 
problem 
restart he algorithm not only when the maximum size of the basis is reached, 
but also whenever a singular vector xk. i is converged. In this latter case we 
put the converged singular vector at the beginning of the basis so that all the 
vectors are orthogonalized against it. We then restart with a reduced block 
size built from the unconverged vectors. 
Concerning the preconditioning step 7 in Algorithm 2, we choose four 
ways to precondition: 
(1) Diagonal. This is the most commonly used preconditioner: Ck, i = 
(D-  z, 2 1) -1, where D is the diagonal of ATA. We call this version of k,i 
Davidson's method DAVID. 
(2) Incomplete LUfactorization of A. We take here Ck, i = (MTM) -1, 
where M is an incomplete LU factorization of A, assumed square: the 
so-called ILUTH, which consists in removing any entry of the reduced A 
which is less that some prespecified rop tolerance. We call this version of 
Davidson's method DAVIDLU. 
(3) Incomplete QR factorization of A. We take here Ck,  i ~- (RTR) -1, 
where R is the upper triangular factor of an incomplete QR factorization of 
A [3, 14]. We call this version of Davidson's method DAVIDQR. 
(4) Incomplete Choleski factorization of ArA. We take here Ck, i = 
(LLr)  -1, where L is the lower triangular factor of an incomplete Choleski 
factorization on the normal equations using the data structure of A [3, 14]. 
We call this version of Davidson's method DAVIDIC. 
The Lanczos method we choose to compare with is a sparse SVD via a 
hybrid block Lanczos procedure for eigensystems of the form ArA called 
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nLSVD, developed by Berry [2] and available from netlib. BLSVD is normally 
designed to approximate he largest singular values, but only a small modifica- 
tion, indicated by the author, need be made for obtaining the smallest ones. 
Both algorithms (Davidson and Lanczos) need initial starting vectors, a 
maximum size mma x for the basis, an initial block size nblock, and the 
number of desired singular values, nvalues. In order to make a fair compari- 
son between the different methods, we use the same parameters above. 
For each test example we plot the logarithms of the singular values O'ei~p 
as computed by EISPACK, and give tables comparing the results obtained with 
different preconditioning. In these tables, the quantity mat-vec is equal to the 
number of multiplications by A plus the number of multiplications by A T. 
The parameter tol is the drop tolerance for the different ype of factorization: 
incomplete LU for square matrices, incomplete Choleski and incomplete QR 
for general matrices. The fill-in produced uring these incomplete factoriza- 
tions is also reported. 
For the three methods, we set maxit = 150 as an upper bound on the 
number of outer iterations. The algorithms terminate when maxit is ex- 
ceeded. 
Matrix ADI  
This matrix comes from information retrieval and seismic tomography 
applications [2] and is available from netlib. See Table 1 and Figure 1. This 
example does not present any special difficulty; we only use it for comparison 
purposes. We compare BLSVD, DAVID, DAVIDIC, and DAVIDQR for computing 
the 10 smallest singular values and the corresponding right singular vectors. 
For the three methods we use mma x = 40, nblock = nvalues = 10, and a 
stopping criterion such that the residual norm is less than 10 -8 . The results 
are listed in Table 2. All the methods perform well, especially DAVIDIC and 
DAVIDQR. For BLSVD, the precision in the obtained residuals was higher than 
required. This is because the Lanczos method checks the stopping criterion 
only periodically and hence convergence may be obtained before the itera- 
tions terminate. 
Matrix ILLC1033 
The characteristics of this matrix are described in Table 1 and Figure 2 . 
Here again we use mma x = 40, nblock = nvalues = 10, and a stopping crite- 
rion such that the residual norm is less than 10 -8. BLSVD and DAVID failed to 
compute the 10 wanted singular values. We give in Table 3 the results 
obtained by DAVIDIC and DAVIDQR. 
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Matrix WELL1850 
The characterist ics o f  this matrix are descr ibed in Table  1 and F igure  3 . 
We use here  mma x = 80, nblock = nvalues = 20, and a stopping cr i ter ion 
such that the residual norm is less than 10 -1°. Only DAVIDIC and DAVIDQR 
succeeded in comput ing  the wanted  singular values. See Table 4. 
TABLE 2 
PERFORMANCE FOR MATRIX ADI, NVALUES = 10 
Algorithm tol Fill-in mat-vec 
BLSVD - -  - -  2180 
DAVID - -  - -  1634 
DAVIDIC 5E-3 3077 560 
1E-2 2807 586 
2 E-2 2244 596 
5E-2 1245 634 
DAVIDQR 5E-3 3077 554 
1 E-2 2807 592 
2 E-2 2243 596 
5E-2 1227 628 
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Matrix HOR131 
The characteristics of this matrix are described in Table 1 and Figure 4 . 
It has 17 singular values of order 10 -5 , 43 of  order 10 -4 , 169 of order 10 -3 , 
173 of order 10 -2, and 32 of order 10 -1. We choose mma x = 80, nblock = 
nvalues = 20, and a stopping criterion such that the residual norm is less 
than 10 -s. BLSVD did not converge, and after 148 outer iterations and 23794 
matrix-vector multiplications 1.7924031832664E-5 and 2.4045394072133E-5 
were declared good singular values with corresponding residuals 9.53E-9 and 
TABLE 3 
PERFORMANCE FOR MATRIX ILLC1033,  NVALUES = 10 
Algor i thm tol Fill-in mat-vec 
BLSVD 
DAVID 
DAVID IC  
DAVIDQR 
1E-5 8067 
1 E-4 6344 
1 E-5 8068 
1E-4 6329 
a 
a 
504 
2440 
320 
1816 
amaxit > 150. 
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TABLE 4 
PERFORMANCE FOR MATRIX WELL1850, NVALUES = 20 
Algorithm tol Fill-in mat-vec 
BLSVD 
DAVID 
DAVID IC  
DAVIDQR 
a 
a 
1 E-5 43869 760 
1E-4 32317 760 
1E-3 17093 848 
1E-5 43868 760 
1E-4 32319 760 
1E-3 17175 848 
.maxit  > 150. 
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9.50E-9 by DAVID. These two numbers lie respectively between the smallest 
and the second and between the fourth and the fifth singular values of A. 
Table 5 summarizes the results given by DAVIDLU, DAVIDIC, and DAVIDQR. 
Matrix SHERMAN1 
The characteristics of this matrix are descr ibed in Table 1 and Figure 5 . 
This matrix is symmetric negative definite, but we can treat it as an unsym- 
TABLE 5 
PERFORMANCE FOR MATRIX HOR131, NVALUES = 20 
Algorithm tot Fill-in mat-vec 
BLSVD 
DAVIDLU 
DAVIDIC 
DAVIDQR 
a 
1E-5 12897 324 
5E-5 9236 612 
1E-4 7932 1110 
1E-5 33748 218 
1E-4 28210 240 
1E-3 21027 1248 
1E-5 33484 a 
amaxit > 150. 
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metric matrix. It has 1 singular value of order 10 -4, 47 of order 10 -z, 206 of 
order 10 -2, 251 of order 10 -~, 315 equal to 1, and the last 180 between 
1.1325183438792 and 5.0448693671654. We choose mma x = 80, nblock = 
nvalues = 20, and a stopping criterion such that the residual norm is less 
than 10 -~. Here again neither BLSVD nor DAVID was capable of computing the 
wanted singular values. In Table 6 we list the results obtained by DAVIDLU, 
DAVIDIC, and DAVIDQR.  
Matr ix PORES3 
The characteristics of this matrix are described in Table 1 and Figure 6. 
The smallest singular values are not small in magnitude, but they are small in 
comparison with the largest ones. For example O'mi . = 0.26733863526883 and 
Crma x = 149922.80169575, which means for the methods used that Crm2i, = 
3.12 × 10-120"~ax . Here again we used mma x = 40, nblock = nvalues = 8, 
and a stopping criterion such that the residual norm is less than 10 -6. The 
only method that succeeds in this case is DAVlDLU with tol = 10-1, fill-in = 
7580, and mat-vec = 1186. The number of outer iterations in BLSVD, DAVID, 
DAVlDIC, and DAVIDQR always exceeds 150. 
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TABLE 6 
PERFORMANCE FOR MATRIX SHERMAN1, NVALUES = 20 
Algorithm tol Fill-in mat-vec 
BLSVD 
DAVID 
DAVIDLU 
DAVID IC  
DAVIDQR 
a 
a 
1E-4  18204 938 
5E-4 10473 978 
1E-3 8304 1106 
1 E-5 41068 468 
1 E-4 32431 550 
1 E-3 24588 1836 
1 E-5 41065 550 
1 E-4 32130 850 
amaxit > 150. 
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6. CONCLUSION 
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We have compared several techniques for computing the smallest singular 
values and the corresponding right singular vectors of large matrices. The 
results of experiments reported in this paper can be summarized as follows: 
The Lanczos and the standard Davidson methods are, in general, not 
suitable for computing the smallest singular values. The results given by the 
modification we introduced in Davidson's method are effective and by far 
superior to those obtained by the two previous methods. The success or 
failure of DAVIDLU, DAVIDIC, and DAVIDQR depends on the success or failure 
of the incomplete faetorizations used. It is not easy to state in advance which 
version to use for a given problem, but overall, DAVIDIC turned out to be the 
most successful method in our tests. 
We would like to stress the fact that none of these techniques can be 
considered as a general purpose method. The existence of the incomplete 
factorizations we have used is not guaranteed, and even if the factorization 
exists, it is not clear that it yields an acceptable approximation of the matrix 
( ArA)- ~. 
With respect o robustness, the Lanczos method applied to (ArA) -1  is 
likely the good approach for computing the smallest singular values. The 
disadvantage is the need of solving efficiently, at each iteration, one or more 
linear systems of the form AT[4x = b. This may cost a lot, especially if the 
matrix is too ill conditioned. The modified Davidson method that we have 
used belongs in some sense to the family of Lanczos type methods in that the 
preconditioner matrix used in step 7 of Algorithm 2 is kept constant. The 
advantage over the Lanczos method is the nonexplicit use of (ArA)- 1. 
APPENDIX. ON THE DIAGONAL PRECONDITIONING 
We present a convergence proof of Davidson's method when the diagonal 
preconditioner is used. We simplify the notation and assume that we are 
interested in computing the 1 > 1 smallest eigenvalues of a symmetric matrix 
A = (a~j) l .< i j,~ ,, whose eigenvalues are ~1 ~< "'" ~< An and the correspond- 
ing set of e~igenvectors x 1 . . . . .  x,~ with xrx j  = 8i j  (Kronecker's ymbol) for 
1 <~ i , j  ~ n.  We denote by ~ i, i = 1 . . . . .  l, the Ritz values obtained at 
iteration k of Davidson's algorithm, and by xk,/, i = 1 . . . . .  l, the correspond- 
ing Ritz vectors. The proof of convergence uses a form of diagonal domi- 
nance. 
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Consider a solution (A, X) of the eigenproblem 
X~R nxt, X tX=I t ,  AX=XA with X=diag(A  1 . . . . .  At). 
We assume that 
a l ,1  ~ . . .  ~ al, l ( a l+ l , l+  1 ~ . . .  ~ an,  n. 
Let ~/= II X - ZIIz, where 
We assume that 77 is small. 
LEMMA A.1. 
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Let D = diag(al, 1 . . . . .  al, t). Then 
l ID - All2 ~< 2n211AII2. (20) 
zTx i  l~rT- 
The proof follows by noticing that 
a i , i - -A i=eTAe i - -xTAx i=- -A izTz iWzTAz i  . (m)  (21) 
LEMMA A.2. For any orthonormal basis X '  ~ R "×t of  the invariant 
subspace corresponding to the eigenvalues A1 . . . .  , At, consider the partition 
and therefore 
Proof. For any i = 1 . . . . .  1 we consider the eigenvector xi = e i + zi, 
where e i stands for the ith canonical vector; then 
Ilzill2 ~ f iX -  i112 = n. 
Since xi is a unit vector, we obtain that 
~?'C i  1 T - -  ~Z i Z i , 
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where  B '  ~ R lxl and Z'  ~ R t"-z)xl .  Then 
IIZ'l12 ~< IIX - i112 = n. (22)  
Proof. 
he the part i t ion of  the reference system X. Since 
we obtain that 
Ilzl12 ~ I Ix - fl12 = n- 
Since X and X '  are two or thonormal  bases of  the same subspace,  then there 
exists an orthogonal  matr ix U ~ R t×t such that X '  = XU. Therefore  IIZ'l12 = 
IIZUII2 = IlZl12 ~ ft. • 
PROPOSITION A.1. I f  we assume that there exists k o such that fo r  k >1 k o 
one has IIXk - xl12 ~ n, where  X k is the n x l matr ix whose columns are the 
1 Ritz vectors xk, i, i = 1 . . . . .  l, then there exists ~!o < ~ such that r I < ~7o 
implies that the matrices Ck, i = (D  - Ak, i I ) - l  are uni formly posit ive defi- 
nite on {xk,1, xk, 2 . . . . .  xk, l} ± fo r  i = 1 . . . . .  1. 
Proof. I t  is suff icient to prove the propos i t ion for i = 1. We cons ider  
the part i t ion 
(Bk) X k = Zk , where  Bk ~R txl.  
From the assumpt ions on X and X k, it follows that 
Ilzkll2 ~ I Ix - 1112 + IIX - Xkll2 ~ 2n .  (23)  
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From the orthonormality of X k, we get 
BTBk = I -  Z [Z  k. 
1 Under the assumption r /<  ~. the matrix B~B k is positive definite and 
therefore 
1 1 
118~-~112 < V/1 z 2 < (24) 
-II kl12 V ~- -- 4r/2 
I_~t us consider a unit vector s = ( r  1 . . . . .  ~,)r in the orthogonal comple- 
ment of the subspace spanned by the vectors {Xk, ~}1 ,~ i < t; hence Xrs  = O. By 
denoting s 1 = (1" 1 . . . . .  ~'t) r and s 2 = (~'l+ x. . . . .  Zn) r, we have 
s l  = - Bk  r z~s2  ' 
and from (23) and (24). we obtain 
2,/ 
IIslll2 < 
~r~_ 4r/2 
Therefore 
l 
s t (  D - Ak . l I )S  = E riZa,., + ~ "r/2a,.i- Ak./ 
i=1  i=/+1 
al.xllslll2 z + at+x.t+xlls211~ - Ak, z 
= - - (a l+ l , l+ l  - -  ax.1)llslll~ + at+l . t+ l  - Ak.z 
4rl  2 
>1 - - (  a l+  l ' l+  l - -  a1'1) 1 -- 4r l  2 - -  "1- a l+ l , t+ 1 - -  Ak ,  l 
= - (a t+a,z+ l -- a i .  1 ) - -  
4a~ z
1 - 47/2 
+(at+l , z+ l  - az, l) + (az, z - '~)  + ( ,~  - '~ ,z ) .  
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It is easy to see that IA t - Ak.ll = O(l[x l - xk, tll2 ~) = 0(712), and from Lemma 
A.1 we have lal, t - Atl <~ 27211 All2. Hence for a sufficiently small r/, sr(D - 
Ak, zI)s > O. • 
Theorem 2.1 in [4] implies then the convergence of Davidson's method. 
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