Selective visual attention modulates neural activity in the visual system and leads to enhanced performance on difficult visual tasks. Here, we use an existing circuit model of visual cortex, known as the stabilized supralinear network, to demonstrate that many neural correlates of attention can arise from simple circuit mechanisms. Using different variants of the model we replicate results from studies of both feature and spatial attention. In addition to firing rate changes, we also replicate findings regarding how attention impacts trial-to-trial variability. Finally, we expand this circuit model into an architecture that can perform visual tasks in order to show that these neural effects can enhance detection performance. This work advances our understanding of the physical underpinnings of attention.
Expansive nonlinearity and balanced amplification yield multiplicative scaling. We consider a simple two-unit nonlinear SSN model, with one excitatory (E) cell and one inhibitory (I) cell (Methods 4.1.4) . We drove both cells with a series of feedforward inputs, whose strengths varied as a function of "orientation" to generate "tuning curves". While driving the cells with this feedforward input, an additional constant input of one of four varying strengths (indicated by color legend at left) was added to either the E or the I cell. With increasing input to the E cell, both E and I rates are scaled up, whereas with increasing input to the I cells, both E and I rates are scaled down. Normalizing each curve by its maximum reveals that the gain change is almost exclusively multiplicative.
Beyond changes in firing rates described by the normalization model of 42 attention, attention also decreases trial-to-trial variability and noise correla-43 tions across neuron pairs (Cohen and Maunsell, 2009; Mitchell et al., 2007) . 44 We have previously shown that a simple model of cortical circuitry- A ring model of attention. The ring model represents different features (e.g., preferred orientation) at a single location in visual space. At each location on the ring, a pair of excitatory (red) and inhibitory (blue) cells exist. Oriented stimuli are modeled as Gaussians centered at a particular location on the ring (black curves). Attention to one of the stimuli (indicated by dashed circle around it) is modeled as an additional Gaussian input biased towards the excitatory subpopulation at the center of the locus of attention (red curve). In this example, recording from the E-I pair indicated with the arrow would correspond to the cyan line in Attention enhances the suppressive effect of non-preferred stimuli A stimulus of preferred orientation was shown to a cell in the ring model. An orthogonally oriented stimulus was presented along with the preferred stimulus, and the strength of the non-preferred "probe" was varied (blue line). The test was then repeated with attention (indicated by dashed circle around stimulus) directed towards either the preferred stimulus (cyan) or the probe stimulus (green). When attention was directed towards the preferred stimulus, suppression was decreased. When attention was directed to the probe stimulus, suppression was enhanced.
form of amplification may be sufficient to account for the observed effects In several regions of visual cortex, attention to one of multiple stimuli 148 presented within the receptive field of a neuron can shift the response of that 149 neuron towards the response evoked by the attended stimulus alone. This was shown by Reynolds and Desimone (2003) , who probed the responses of 151 V4 neurons with preferred and non-preferred stimuli, presented either alone 152 or together in the receptive field of a single neuron. They found that in the 153 simultaneous presentation condition, attending to a non-preferred stimulus 154 caused a relative suppression compared to an attend-away condition, whereas 155 attending to the preferred stimulus boosted the response. To simulate this 156 experiment, we recorded the response of a cell to a strong stimulus of pre- Attention scales tuning multiplicatively. In the presence of a non-preferred probe stimulus, we varied the orientation of a test stimulus between 0 • and 180 • , while recording from the cell at 45 • and attending either to the nonpreferred probe (red), the varying stimulus (cyan), or away (blue). Attention produced an almost exclusively multiplicative change in response. Normalized responses are shown in the inset. There was virtually no change in tuning width, as observed experimentally (Treue and Martinez Trujillo, 1999 ).
Correlation between feature attention and normalization
Several groups have considered the mechanistic relationship between attention and cortical normalization (Reynolds and Heeger, 2009 ; Lee and ity in the strength of attentional modulation, Ni and collegues demonstrated 192 that neurons vary in the degree to which their responses are normalized by 193 the presence of an orthogonal, non-preferred stimulus in the receptive field. 194 They further show that the degree of normalization a cell demonstrates (or 195 in their terminology, the broadness of the "tuning" of normalization -quan- Attention modulates the strength of surround suppression. A stimulus was shown in the receptive field of the neuron at position 0. A stimulus of equal strength and size was then placed in the surround, and the response was recorded from neurons in the vicinity. Attention was then directed either to the center or surround stimulus. In the main figure, the E cell activity across the network is shown in response to the center stimulus alone, the surround stimulus alone, the center and surround stimuli shown together, the center and surround stimuli with attention directed towards the center, and the center and surround stimuli with attention directed towards the surround. The inset demonstrates the activity at the center E cell -the dashed line is the response to the center stimulus alone, and the three dots show the response to the center and surround presented together, either with no attention, with attention directed towards the center, or with attention directed towards the surround.
of an attentional input (the "Attend Away" condition), as well as with an Attention modulates the strength of surround suppression in the large scale model. A stimulus of preferred orientation was shown to a randomly selected cell. A stimulus with the same orientation and strength was placed in the surround, and the response was recorded. Attention was then directed either to the center or surround stimulus. The mean responses relative to the center alone is shown for a sample of 100 neurons from the 2-D model. Error bars indicate the standard error of the mean. All three response groups are significantly different from each other at p < .005 (student's t-test). 
where R max is the plateau firing rate, n describes the steepness of the contrast 275 response curve, and c 50 is the strength of the stimulus at which the response is 276 50% of its maximum. In our fitting procedure, the value of n is discovered for 277 the no-attention condition, and held at that value when fitting the attended 278 condition.
279
With a large attentional field and small stimulus, the effect of atten-280 tion was predominantly a leftward shift in the contrast-response function,
281
as predicted by the model of Reynolds and Heeger (2009) . We quantified 282 this change in "contrast gain" as the difference in the c 50 parameters of the 283 contrast response curves produced with and without attention ( Figure 8A ).
284
We compared this to the "response gain", which we quantify as the ratio The qualitative effect of attention depends on the relative sizes of the attentional and stimulus fields. Here we used the spatial line model to study the two different effects of attention, as described by Reynolds and Heeger (2009), Figure 3 . Contrast response curves were calculated by varying the input strength logarithmically (base 10) in the presence (red curves) and absence (cyan curves) of attention. Left: with a large attentional field (red dashed circle) and small stimulus, the impact of attention was largely on contrast gain, defined as the difference between c 50 values with and without attention (R max ratio: 0.98, c 50 difference: -6.43) . Right: in the "small attentional field, large stimulus" condition, attention mainly affected response gain, defined as the ratio of R max values (R max ratio: 1.39, c 50 difference: -0.88). Dotted lines show the percent change in firing caused by attention. However, Lee and Maunsell showed that if the contrast of both the preferred 303 and non-preferred stimulus were varied simultaneously, attending to one or 304 the other stimulus would produce a much larger change in response gain (Lee 305 and Maunsell, 2009). Using the ring model again, we modeled both of these 306 stimulus conditions, and find analogous results ( Figure 9A , B). Size of attention influences length tuning. Using the line model, we presented a stimulus of increasing length (left two plots). If attention was small compared to the stimulus (far left) attention shifted the preferred length (i.e., the length that elicits the highest firing rate) rightward, making it larger. If the area to which attention was applied was large compared to the stimulus (middle), the opposite occurred. Thus, varying the ratio of the size of attention to the stimulus size ("attention scale factor") caused a shift in the ratio of the preferred lengths (preferred length with attention divided by preferred length without attention; right plot). Scale factor in the far left plot is marked on the right plot by the letter A, middle by B. In Roberts et al. (2007) the ratio of preferred lengths for parafoveal receptive fields was .88 and for peripheral receptive fields 1.19.
(that is, the length of the bar that elicits the highest firing rate). For receptive 314 fields in the periphery, the reverse was true: attention increased the preferred 315 length. 316 We explored attention's impact on length tuning using the spatial line 317 model. For different lengths of the stimulus, firing rates were recorded from 318 a neuron at the center. The effect of attention varied as a function of the size 319 of the attentional field. In Figure 10 (right) the ratio of the size of attention to 320 the size of the stimulus is on the x-axis. By keeping a fixed ratio of attention 321 size to stimulus size, we assume that the size of the attentional field scales 322 with the size of the stimulus, but this scaling factor may differ for different Effects of attention are greater with more than one stimulus in the receptive field. Using the ring model, three different stimuli (preferred, intermediate, and null) were shown either individually or in pairs. Attention was directed to either of the two stimuli ('Attend 1' or 'Attend 2') or outside of the receptive field ('Away'; when only one stimulus was present, attending to the opposite stimulus is the same as attending away recorded with a stimulus centered on its preferred location. Attention was 365 applied to this location, or to a location in the surround both in the presence 366 and absence of a stimulus there. There results of this are shown in Figure 12 Attention causes a reduction in trial-to-trial variability. In the ring model with noisy background input, 35 E (red) and 35 I (blue) cells were recorded as a stimulus that was oblique (but not orthogonal) to their preferred stimuli was presented. Stimulus onset produced a substantial reduction in trial-to-trial variability, measured as the Fano factor, compared to spontaneous activity (left; errorbars are STD). Next, the effect of an attentional modulation was observed. On the right, fractional change in Fano factor is plotted as a function of fractional change in firing rate for each of the 35 E and 35 I cells in the presence and absence of attention. In all cells, stimulus onset produced a decrease in the trial-to-trial variability, regardless of whether the stimulus produced an increase, decrease, or no change in the mean firing rate (Churchland et al., 2010) . In the presence of attention, this decrease in variability was enhanced, as has been observed experimentally (Mitchell et al., 2007) . The percent change in both firing rate and Fano factor was calculated for each cell by taking a time average of both the mean rate and Fano factor before and after the onset of the stimulus (in trials with attention, it came on at the same time as the stimulus).
Attention reduces trial-to-trial variability and noise correlations 381
In addition to its effects on mean firing rates, attention has also been 382 shown to modulate the variability in rates across trials. Mitchell et al. (2007) 383 showed that attending to a stimulus decreased the across-trial variability of neural responses when compared to trials in which attention was directed elsewhere. Furthermore, this experiment showed that this decrease in vari-386 ability occurs in both broad spiking (putative excitatory) cells and narrow 387 spiking (putative inhibitory) cells.
388
To study this effect in our model, we introduced a source of trial-to-trial 389 variability into our ring network by given each neuron a noisy input in addi- 4.1.1 for details). We then ran 1,000 trials of a simple stimulus presentation.
392
On half of these trials, attention was directed towards the stimulus being 393 presented. On the other half there was no attentional modulation added to 394 the network. The stimulus onset produced a reduction in the trial-to-trial 395 variability, measured as the Fano factor, with this reduction occurring both 396 for neurons that are activated by the stimulus and neurons that are not acti- Attention decreases noise correlations between neurons. In the ring model with noisy background input, stimulus onset produced a reduction in noise correlations between pairs of neurons in the network. The correlation in firing rates between each pair of cells was calculated as a function of time for each of the two conditions. On the left, an example pair is shown. The mean firing rates of two excitatory cells in each of the two conditions is plotted on top; stimulus (at 90 degrees) and attention turn on at 250ms. The correlations between the two cells are plotted on the bottom. Correlation time-series are shown as a running average with a 50-ms sliding window. On the right, the mean correlation between pairs of recorded cells (representing 30-65 degrees) during the stimulus response epoch is plotted against difference in preferred orientation. Error bars indicate SEM.
(left). The average value of noise correlations between neurons at various 423 distances is shown on the right. As was observed experimentally, attention 424 caused a reduction in the noise correlations between neurons beyond the 425 reduction caused by the stimulus alone.
426
The suppression of correlated variability can be understood as resulting which is largely averaged out in its impact at the network level.
440
An alternative picture of the mechanism of suppression is that it oc- Attention increases or decreases noise correlations between neurons based on preferred stimulus. In Ruff and Cohen (2014), animals performed a contrast discrimination task on two nearby stimuli, represented here as two inputs to the line model of different strengths. During different blocks, attention was directed to one of two such sets of stimuli, one in each hemifield. Here we model attention to the opposite hemifield as a 'no attention' condition (top left) and attention to the hemifield of the recorded cells as attention to each of the two stimuli simultaneously (bottom left). The 25 model cells we analyzed responded to one or the other stimulus alone. TTS values are the product of d-primes and represent whether a pair of cells has the same (positive) or different stimulus preference (negative). By creating 20 populations of 25 cells each, we analyzed the relationship between TTS and the effect of correlation on attention for 6000 cell pairs. Through this we found both a significant (p << .05) decrease in correlation with attention for cells that preferred the same stimulus and increase for cells that had opposite preferences (right). Error bars indicate SEM. For more details, see Methods 4.2.
An alternative mechanism 469
In all of the simulation results presented thus far, attentional modulation 470 has been modeled as a small excitatory input biased towards the excitatory 471 cells within the locus of attention. Here we consider instead a small in-hibitory input to inhibitory cells within the locus of attention, disinhibiting rather than exciting the excitatory cells. This is motivated by two observa- 
486
To test the feasibility of this mechanism in our model, we repeated our 487 suite of simulations using this alternative, disinhibitory mechanism of at-488 tention. Rather than modeling attention as an additional excitatory input 489 to E cells, we instead model it as an additional inhibitory input to I cells.
490
The results of these simulations are presented in the Supplementary Figures. 
491
Overall, this alternative mechanism can qualitatively reproduce most of the 492 findings we report above ( Supplementary Figure A.18) . Frequently, however, 
496
In addition, there are instances where this form of attention does not The architecture of the SSN-CNN model. In the SSN layers, a full ring model exists at each spatial location (though only one is shown). B.) An example of the images used in the attention task. This image contains a '5' and '4' overlaid, therefore both the binary classifier trained to detect 4s and the one trained to detect 5s should respond positively. C.) Binary detection performance for each digit with (right) and without (left) attention. D.) Example firing rate of two neurons recorded from the second SSN layer with receptive fields at the center of the image when shown the image in (B). The top neuron had a small decrease in firing when attention was deployed to the digit 4 and the bottom had an increase. E.) Impact of attention to the digit 4 on firing rates of excitatory cells (rate with attention divided by rate without) as a function of tuning to the digit. A feature map's tuning value for a given digit is defined as its z-scored mean response to that digit (see Methods, section 4.3). Attention is modeled as excitatory input applied to feature maps whose tuning value is above the median value across maps for that digit. The strength of a map's attentional input is proportional to the difference between that map's tuning value and the median value. Only neurons marked in red were above the median and given direct attentional input.
that contains two overlaid digits ( Figure 16B ). The network performs above chance on this challenging task, and performance increased when attention and inhibitory recurrent connections was able to replicate these phenomena (Miconi and VanRullen, 2016) . Creating a unified model that can capture 623 all of attention's relevant effects is a goal for future work.
624
In addition to replicating known findings, the set of models presented here 625 can serve as testbeds for future work on attention. This model also sets a precedent for how traditional approaches from com-637 putational neuroscience can be incorporated with the increasingly popular 638 approach of using deep neural networks to study the brain (Yamins and 639 DiCarlo, 2016; Kell and McDermott, 2019) . 
Methods

651
Code will be publicly available upon publication. In all models, each neuron, i, is represented as a firing rate unit whose 660 activity, r i , evolves according to:
with n > 1 (indicating a supralinear activation function). The expression
662
[v] + = max(v, 0), that is, neuronal activity cannot go below zero. The in- this input is instead given to inhibitory cells, with a < 0.) In total, input to the E or I cell at location θ on the ring is given by:
respectively. The ring and its inputs are schematized in Figure 2 .
698
In certain simulations, noise is added to the inputs to these cells. Specifi-699 cally, 10 + ν(θ, t) was added to input to each unit at each timestep. External 700 noise ν was given by convolution of unit-integral Gaussian temporal filter 701 (stdev 10 ms) and spatial filter (stdev 8 • ) with Gaussian spatiotemporally 702 white noise (mean 0, stdev 40), yielding ν 2 ≈ 1. differently and the recurrent connections are differently arranged.
709
A stimulus input is defined in terms of stimulus center x 0 (taken as zero for 710 center stimuli), length l and sharpness parameter σ RF . The input to an E-I 711 pair at location x is given by
As in the ring model, this input is scaled by the overall strength of the stim- 
; for a full-field grating, the 765 relative input is simply h(
We used different exponents, n I > n E , to increase stability despite vari- In Figure 1 we study an isolated E-I pair. The inputs in this simple 774 two-neuron model are given by:
We use the following parameters: W EE = 1.00, W IE = 1.25, W EI = 0.75,
776
W II = 0.75, k = 0.01, and n = 2.2. The inputs c E and c I are the sums of 777 two components, an "orientation tuned" input that is equal between the two were presented with strength 20 and an additional input of 10 was given to all 811 cells to better match the baseline firing in (Sundberg et al., 2009) . Attention
812
(of strength 1.5) was applied to either of the stimuli present or not at all.
813
In Figures 13 and 14 , the ring model with added noise was used and 814 simulations ran for 500ms. In Figure 13 , for the first 250ms, no stimulus or length is defined as the length at which the maximal firing rate is elicited.
851
In Figure 12 , a stimulus of length 1 degree and strength 25 is centered on 852 the recorded neuron's receptive field. A stimulus of the same size and strength 853 either is or isn't presented in the surround (1.5 degrees away). Attention
854
(strength 1, length 1) is applied to the center or surround location in each 855 condition.
856
In Figure 15 To decide where to place the surround stimulus, the surrounding neuron at a 895 distance of 10 with a preferred orientation closest to that of the center neuron is chosen. Attention (modulation strength = 5) is then directed either to the replaced with a series of binary classifiers, one for each digit. The weights from the 1024-unit second-to-last layer to the 2-unit final layer were trained 935 to perform binary classification on a balanced training set wherein half of 936 the images were of the given digit and half without.
937
We then generate more challenging images on which to test the benefits 
Tuning values are defined for each feature map and digit, d as:
When attention is applied to a particular digit, excitatory neurons that 955 prefer that digit are given additional input. Specifically, the cells in feature 956 maps whose tuning value for the attended digit are above the median tuning 957 value for that digit are given attentional inputs. The attentional input to 958 each feature map is proportional to how much above the median its tuning 959 value is:
Note, in this model the attentional input to the excitatory cell is fully speci-961 fied by the above equation (that is, this value is not multiplied by the shape 962 of the feedforward input).
963
We define digit preference on the feature map level (rather than for individual neurons) because feature attention is known to be a spatially-global Stimulus Strength 15, Trials 250
Distance Distance Correlation Coefficient
Correlation Coefficient Figure A .17:
Attention can increase correlations. Example runs of the model used to make Figure 14 that result in attention increasing correlations for distant pairs. The strength of the stimulus and number of trials used for each condition is given at the top for each (in Figure 14 , strength was 25 and 500 trials were used). Errorbars are SEM. Findings not qualitatively replicated with attention modeled as inhibitory input to inhibitory cells A. Figure 3 . Here much of the results are replicated however at low probe strengths attending the probe can increase firing rates compared to no attention. B. Figure 5 . Here the relationship between normalization and attention is negative. C. Figure 7 . Here the attend-surround condition is too similar to the attend-center one. D. Figure 13 . Here for a range of firing rate changes, inhibitory cells have their Fano Factor increased with attention (though it should be noted this result happens occasionally when modeling attention as excitation to excitatory cells, for example, when the number of trials is lower). E. Figure 15 . Here cell pairs with TTS¿1 also show an increase in correlation with attention. Figure A .20: Impact of feature attention at different spatial locations in layer 2 of the SSN-CNN Ratio of attended to non-attended firing rates for cells in a ring network as a function of tuning value as in Figure 16E , but for different nearby spatial locations.
