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Abstract: Every n-vertex planar triangle-free graph with maximum degree at most 3 has an
independent set of size at least 38 n. This was first conjectured by Albertson, Bollobás and
Tucker, and was later proved by Heckman and Thomas. Fraughnaugh and Locke conjectured
that the planarity requirement could be relaxed into just forbidding a few specific nonplanar
subgraphs: They described a family F of six nonplanar graphs (each of order at most 22) and
conjectured that every n-vertex triangle-free graph with maximum degree at most 3 having
no subgraph isomorphic to a member of F has an independent set of size at least 38 n. In this
paper, we prove this conjecture.
As a corollary, we obtain that every 2-connected n-vertex triangle-free graph with
maximum degree at most 3 has an independent set of size at least 38 n, with the exception
of the six graphs in F. This confirms a conjecture made independently by Bajnok and
Brinkmann, and by Fraughnaugh and Locke.
1 Introduction
All graphs in this paper are undirected, finite, and simple. A subset X of vertices of a graph G is
independent if no two vertices in X are adjacent in G. The independence number of G is the maximum
size of an independent set in G, denoted α(G). The graph G is said to be subcubic if G has maximum
degree at most 3, and cubic if G is 3-regular.
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Figure 1: The graphs F(1)14 , F
(2)
14 , F22, F11, F
(1)
19 and F
(2)
19 .
One of the first results about independent sets in triangle-free subcubic graphs is the following
theorem of Staton [19] from 1979.
Theorem 1 (Staton [19]). Let G be a triangle-free subcubic n-vertex graph. Then, α(G)> 514 n.
Different proofs of this result have appeared in the literature, see in particular Heckman and
Thomas [12] for a short proof. The bound is best possible, as witnessed by the two cubic graphs
on 14 vertices in Figure 1 (top left and top center). In fact, these are the only tight examples among
connected graphs [2, 11]. This suggests that a better bound might hold for connected triangle-free
subcubic graphs when n is not too small, and indeed Fraughnaugh and Locke [9] proved the following
result in 1995.
Theorem 2 (Fraughnaugh and Locke [9]). Let G be a connected triangle-free subcubic n-vertex graph.
Then, α(G)> 1130 n− 215 .
The factor 1130 is best possible, as shown by a construction of Fraughnaugh and Locke [9] illustrated in
Figure 2. Note that this construction is far from being 2-connected, thus it is natural to wonder whether
the bound could be improved further under some extra connectivity assumption. In fact, already in 1986
Locke [14] conjectured that there are only finitely many 3-connected triangle-free cubic n-vertex graphs
G with α(G) < 38 n. Fraughnaugh and Locke [9] made a similar conjecture under the assumption of
2-connectivity:
Conjecture 3 (Fraughnaugh and Locke [9]). Let G be a 2-connected triangle-free subcubic n-vertex
graph. Then, α(G)> 38 n− 14 .
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Figure 2: Construction of connected triangle-free subcubic n-vertex graphs G with α(G) = 1130 n− 115 :
Start with a 4-regular tree, replace each internal node with a copy of B8 (see Figure 4) and each leaf
with a copy of F11 (see Figure 1), and link them using the degree-2 vertices. One can verify that for the
resulting graph G, α(G) is three times the number of internal nodes plus four times the number of leaves.
The construction is illustrated starting with a 4-leaf star.
Bajnok and Brinkmann [2] investigated this conjecture using a computer search. While they found
no counterexample in the range they considered, they also noted that they only found six 2-connected
triangle-free subcubic n-vertex graphs G with α(G)< 38 n, namely the graphs F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 ,
F22 from Figure 1, which will be called the forbidden graphs. They conjectured that there are no other
such graphs.
Conjecture 4 (Bajnok and Brinkmann [2]). There are exactly six 2-connected triangle-free subcubic
n-vertex graphs G with α(G)< 38 n, namely F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22.
Fraughnaugh and Locke [9], aware of the six graphs found in [2], formulated the following closely
related conjecture.
Conjecture 5 (Fraughnaugh and Locke [9]). If G is a triangle-free subcubic n-vertex graph containing
none of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 as a subgraph, then α(G)> 38 n.
This conjecture implies Conjecture 4, because if G is 2-connected and contains some graph F among
these six graphs as a subgraph then G must be isomorphic to F . (Indeed, this is clear if F is one of the
three cubic graphs F(1)14 , F
(2)
14 , F22, and if F is one of the three subcubic graphs F11, F
(1)
19 , F
(2)
19 this is
because they have a unique vertex of degree less than 3, which would be a cutvertex of G if F were a
proper subgraph of G.)
Observe also that Conjecture 5 implies in particular that α(G)> 38 n holds for every planar triangle-free
subcubic n-vertex graph G, since none of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 is planar. This was conjectured
by Albertson, Bollobás, Tucker [1] in 1976 and was still an open problem when the two papers [2, 9]
appeared. The conjecture was eventually proved by Heckman and Thomas [13] in 2006:
Theorem 6 (Heckman and Thomas [13]). Let G be a triangle-free subcubic n-vertex planar graph on n
vertices. Then, α(G)> 38 n.
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The goal of this paper is to show that the conjectures mentioned above are true:
Theorem 7 (Main theorem). Let G be a triangle-free subcubic n-vertex graph containing none of F11,
F(1)14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 as a subgraph. Then, α(G)> 38 n.
Corollary 8. Let G be a 2-connected triangle-free subcubic n-vertex graph. Then, α(G) > 38 n− 14 .
Moreover, α(G)> 38 n if G is not isomorphic to any of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22.
Both Theorem 7 and Corollary 8 are best possible in the following strong sense: There exist infinitely
many 3-connected girth 5 graphs G (containing none of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 as a subgraph)
attaining α(G) = 38 n. There are many ways to obtain such graphs, for example by taking a large collection
of disjoint copies of the graph B(2)16 (see Figure 4), and adding edges between degree-2 vertices of distinct
copies, in such a way that no triangles or 4-cycles are created and the resulting graph is 3-connected.
This is sufficient because B(2)16 has 16 vertices and a size-6 maximum independent set avoiding all of its
degree-2 vertices, which implies that the resulting graph satisfies α(G) = 38 n.
Let us also mention a consequence for subcubic graphs with girth at least 6. For g> 3, let
i(g) := inf
{
α(G)
|V (G)| : G subcubic graph with girth at least g
}
.
Then i(3) = 14 and i(4) = i(5) =
5
14 , as follows from the discussion above. For g = 6, the best known
lower bound was i(6)> 1130 , due to Pirot and Sereni [18]. Since F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 each have
a 5-cycle, Theorem 7 implies that i(6)> 38 .
Corollary 9. Let G be a triangle-free subcubic n-vertex graph with girth at least 6. Then, α(G)> 38 n.
This is not far from best possible; there exist precisely three cubic girth 7 graphs on 26 vertices [5], two
of which certify that i(6)6 i(7)6 38 +
1
104 . Using the generator for cubic graphs called minibaum [6], we
determined that there are no other graphs among the cubic graphs of girth at least 6 up to 40 vertices which
meet or improve this bound. Using a modified version of the generator geng [16, 17], we determined that
there are no other graphs among the subcubic graphs of girth at least 6 up to 31 vertices which meet or
improve this bound. We also note that limg→+∞ i(g) is a much studied quantity, which is known to be
between 0.44533 (Csóka [7]) and 0.454 (Balogh, Kostochka, and Liu [3]).
Proof approach
Theorem 7 is proved by induction on the size of the graph. In order to help the induction go through, we
need to prove a slightly stronger version of the theorem. Before stating it, we introduce a few definitions.
An edge e of a graph G is called critical if α(G− e)> α(G). A graph is called critical if each of its
edges is critical. (Note that, in particular, K1 is critical.)
For a graph G, we define
µ(G) :=
6|V (G)|− |E(G)|−λ
12
,
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where λ denotes the number of components of G. Equivalently,
µ(G) =
1
24
(9n3+10n2+11n1+12n0−2λ ) ,
where ni denotes the number of vertices of degree i in G.
In order to state our main technical theorem, we also need to introduce two families of exceptional
graphs. The first one is defined in terms of an 8−augmentation operation, defined as follows. A corner
of a subcubic graph G is a triplet (a,b,c) of vertices such that a has degree 3, b and c have degree 2,
ab,bc ∈ E(G) and ac /∈ E(G), and the unique neighbors of the three vertices outside {a,b,c} are pairwise
distinct; these neighbors are called the interface vertices. An 8−augmentation of G consists in replacing
the three vertices of a corner of G with a gadget on 11 vertices as in Figure 3. The size-3 matching
between the three interface vertices and the three leftmost vertices of the gadget is chosen arbitrarily, thus
different choices can produce different graphs. The 8−augmentation operation was introduced explicitly
in [13] and it also appears implicitly in one of the proofs in [9].
Figure 3: The 8−augmentation operation.
Bad graphs are defined inductively as follows: The graph B8 (defined in Figure 4) is bad, and every
8−augmentation of a bad graph is bad. The three smallest bad graphs are illustrated in Figure 4.
In order to prove Theorem 7, it is enough to consider the case where G is connected and critical.
Ideally, we would like to show that α(G) > µ(G) holds under these hypotheses; the fact that vertices
of degree less than 3 contribute more to the lower bound helps the induction go through. However, this
is not true because of bad graphs: An n-vertex bad graph G is connected, critical, has four degree-2
vertices, and yet α(G) = 38 n, that is, bad graphs are tight examples for Theorem 7. In terms of µ(G), bad
graphs G satisfy α(G) = µ(G)− 112 . As it turns out, bad graphs form an exceptional family of graphs,
α(G)> µ(G) will always hold for non-bad graphs, as stated in Theorem 10 below.
While bad graphs need to be treated separately, there is a second family of graphs that needs to be
singled out. Suppose that a triangle-free subcubic graph D has a vertex u of degree 2, both of whose
neighbors v1,v2 have degree 3. Suppose further that the graph H := D−{u,v1,v2} has exactly one
cut-edge e, and let D1,D2 be the components of H− e. Then we will call D the sum of D1 and D2 if for
each i ∈ {1,2},
• vi has exactly two neighbors in H;
• Di has precisely five vertices of degree 2.
• V (Di) contains precisely two vertices that have degree 2 in D, and these vertices are adjacent.
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B8
B(1)16 B
(2)
16
Figure 4: The bad graphs B8, B
(1)
16 , and B
(2)
16 .
A join of two bad graphs H1 and H2 consists in taking the disjoint union of H1 and H2, choosing a
corner (ai,bi,ci) of Hi for i = 1,2, then removing the vertices b1,b2,c2, and finally adding the edges c1a2
and a1y2, where y2 is the neighbor of c2 in H2 that is distinct from b2. (For instance, starting with two
copies of B8, one obtains the top left graph in Figure 5.)
Dangerous graphs are defined inductively as follows:
• C5 is dangerous;
• every graph which is the sum of two dangerous graphs is also dangerous;
• every 8-augmentation of a dangerous graph is dangerous;
• every join of two bad graphs is dangerous.
We remark that dangerous graphs correspond essentially to the ‘difficult graphs’ in [13].1 Figure 5
shows the five dangerous graphs that can be obtained using the sum operation on two copies of C5. While
these five graphs are critical, we note that in general dangerous graphs need not be. (However, in the
proofs we will mostly deal with dangerous graphs that are also critical.)
Theorem 10 (Main technical theorem). Let G be a connected critical triangle-free subcubic graph which
is not isomorphic to any of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22. Then
• α(G) = µ(G)− 112 if G is bad
• α(G)> µ(G) otherwise.
Furthermore, if G has at least three vertices of degree 2, G is not dangerous, and G has no bad subgraph,
then α(G)> µ(G)+ 112 .
Theorem 7 follows from Theorem 10, as we now explain.
1To be precise, difficult graphs are defined in [13] using only the first three items from the definition of dangerous graphs.
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Figure 5: Five dangerous graphs.
Proof of Theorem 7. The proof is by induction. We may assume that G is connected, since otherwise
we are done by induction. We are similarly done by induction if α(G− e) = α(G) holds for some edge
e ∈ E(G). Thus we may suppose that G is critical. If G is bad then it is easily checked from the inductive
definition of bad graphs that µ(G) = 38 n+
1
12 , and thus α(G) = µ(G)− 112 = 38 n by Theorem 10. If G is
not bad, then Theorem 10 gives
α(G)> µ(G)> 3
8
n− 1
12
,
which can be rewritten as 3(8α(G)−3n)>−2. However, since α(G) and n are both integers, it follows
that 3(8α(G)−3n)> 0, i.e. α(G)> 38 n, as desired.
Here is a very brief outline of the proof of Theorem 10. Arguing by contradiction, we consider a
minimum counterexample G to Theorem 10. The fact that G is connected and critical implies that G is
2-connected. We first show that G is almost 3-connected in the following sense: If X is cutset of G of
size 2, then G−X has exactly two components, one of which is isomorphic to K1 or K2.
Next, we prove that no subgraph of G is bad. Our goal after that is to show that there is no vertex of
degree 2 in G. To do so, we analyze the degrees of the two neighbors of an hypothetical degree-2 vertex.
First, we show that they cannot both have degree 2, then that they cannot both have degree 3, and finally
that they cannot have degree 2 and 3.
At this point, we conclude that G is cubic and in fact 3-connected. Successively, we prove that G has
no 4-cycle and no 6-cycle. Then we show that G has no 5-cycle either.
The fact that G has girth at least 7 implies in turn that no subgraph of G is dangerous. We then
derive a final contradiction by studying the local structure around a shortest even cycle in G (which exists
because G is cubic), exploiting heavily the nonexistence of bad or dangerous subgraphs.
We note that some of the steps in the outline of the proof above appear also in [9] or in [13]. However,
the proofs are different and typically longer in our setting. To give just one illustration of this phenomenon,
when trying to rule out the existence of a bad subgraph in G, one first shows that each of the four degree-2
vertices in a bad subgraph B needs to send an edge out of B, and that G−V (B) is connected. This directly
implies that G has a K5-minor, so in the planar case we can just stop there. In our setting however we need
to keep studying the local structure around B in order to eventually find one of the forbidden subgraphs.
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Additional results
Using Theorem 10 we recover Theorem 2 of Fraughnaugh and Locke [9] but with a slight improvement
of the additive constant, matching exactly the bound of the construction in Figure 2. This answers a small
question from [9].
Theorem 11. Let G be a connected triangle-free subcubic n-vertex graph. Then, α(G)> 1130 n− 115 , unless
G is isomorphic to F(1)14 or F
(2)
14 , in which case α(G) =
11
30 n− 215 .
Theorem 11 is proved in Section 5.
In Section 6, we point out that another simple application of Theorem 10 gives a variant of Theorem 7
where triangles are allowed. The lower bound on α(G) is then decreased by some function of the
maximum number of disjoint triangles in the graph and of the maximum number of bad or ‘almost bad’
disjoint subgraphs; see Corollary 40 for the precise statement.
Paper organization
In Section 2 we review some standard results about critical graphs. In Section 3 we consider properties of
bad graphs and dangerous graphs. Section 4, which is the bulk of this paper, is devoted to the proof of
Theorem 10. The proof of Theorem 11 is given in Section 5. The case where triangles are allowed is
briefly discussed in Section 6. Finally, we conclude the paper in Section 7 with some open problems.
2 Critical graphs
In this section we introduce a few standard lemmas about critical graphs that will be needed in our proofs.
We omit the proofs here, these results appear e.g. in Lovász’s textbook Combinatorial problems and
exercises [15] and are easy to prove (with the exception of Lemma 15 whose proof is a bit tedious).
A clique cutset is a cutset that induces a complete graph.
Lemma 12. A connected critical graph has no clique cutset.
In particular, the above lemma implies the following:
Lemma 13. Every connected critical graph distinct from K1 and K2 is 2-connected.
Subdividing an edge twice keeps criticality:
Lemma 14. Let G′ be a graph with an edge ad. Let G be the graph obtained from G′ by replacing the
edge ad with a path abcd, where b,c are two new vertices. Then α(G) = α(G′)+ 1. Moreover, G is
critical if and only if G′ is.
The above lemma is a special case of the following gluing operation for critical graphs. This operation
explains how all non 3-connected critical graphs are built from smaller critical graphs, see Figure 6 for
an illustration. Recall that if {x,y} is a 2-cutset of a critical graph, then x and y are not adjacent, by
Lemma 12.
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Figure 6: Gluing two critical graphs.
Lemma 15. Let G0,G1 be two connected critical graphs distinct from K1 and K2 on disjoint vertex sets.
Let xy ∈ E(G0) and let v ∈ V (G1). Let G be obtained by first taking the disjoint union of G0− xy and
G1− v and then making each neighbor of v in G1 adjacent to exactly one of x,y, in such a way that x,y
are each chosen at least once. Then G is critical and α(G) = α(G0)+α(G1).
Conversely, if G is a connected critical graph and {x,y} is a 2-cutset of G, then G can be obtained
from two connected critical graphs G0,G1 distinct from K1,K2 in this way. That is, G−{x,y} has
exactly two components, and they can be denoted C0,C1 in such a way that every vertex of C1 has at
most one neighbor in {x,y}, and that the graphs G0 and G1 are critical, where G0 is obtained from
G[V (C0)∪{x,y}] by adding the edge xy, and G1 is obtained from G[V (C1)∪{x,y}] by identifying x and
y.
Regarding the second part of Lemma 15, we remark that if some component of G−{x,y} has a vertex
adjacent to both x and y, then that component must be C0 (and the other C1). For instance, this happens
for the graph in Figure 6 (right). Thus, in such a case we know in advance which decomposition will be
given to us by the lemma. This observation will be used in the proofs.
We conclude this section with an easy observation about 4-cycles in critical graphs.
Lemma 16. In a critical graph G, no vertex of degree 2 lies on a 4-cycle.
Proof. Suppose that abcd is a 4-cycle and a has degree two in G. Since in particular the edge bc is critical,
every maximum independent set S of G−bc contains both b and c and therefore contains neither a nor d.
But then S∪{a}−{b} is an independent set of G of size |S|= α(G)+1, which is a contradiction.
3 Bad graphs and dangerous graphs
In this section we list some useful properties of bad graphs and dangerous graphs. We begin with a lemma
about 8−augmentations.
Lemma 17. Let G be an 8−augmentation of a subcubic graph G′. Then, α(G) = α(G′)+3, µ(G) =
µ(G′)+3, and G is 2-connected if and only if G′ is.
Proof. It is immediate that µ(G) = µ(G′)+3 and that G is 2-connected if and only if G′ is. Let us show
that α(G) = α(G′)+3. Let (a,b,c) denote the corner of G′ used in the 8−augmentation operation when
producing G. Consider the 11-vertex gadget that replaced these three vertices in G, as drawn in Figure 3.
We classify its vertices into three leftmost vertices, three middle vertices, and five rightmost vertices
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Figure 7: All four bad graphs on 24 vertices.
(the latter inducing C5), in the obvious way. The gadget has independence number 5 and every size-5
independent set must contain the three leftmost vertices.
Let S be a maximum independent set of G. If S contains five vertices of the gadget, then it contains
the three leftmost vertices, and we can replace the five vertices from the gadget with a and c to obtain an
independent set of G′. If S contains at most four vertices of the gadget, then we can replace them with
vertex b and obtain an independent set of G′. In both cases we deduce that α(G′)> α(G)−3.
Now, let S′ be a maximum independent set of G′. Observe that S′ contains either one or two vertices
from {a,b,c}. If S′ contains only one, then removing that vertex and adding the three middle vertices
plus one of the rightmost degree-2 vertices of the gadget gives an independent set of G. If S′ contains two
vertices from {a,b,c} then these vertices are a and c. Replacing them with the three leftmost vertices
plus two independent rightmost vertices of the gadget gives an independent set of G. In both cases we
deduce that α(G)> α(G′)+3.
Combining the two inequalities it follows that α(G) = α(G′)+3, as claimed.
There are two bad graphs on 16 vertices, B(1)16 and B
(2)
16 ; see Figure 4. Even though these two graphs
look almost the same, only B(1)16 behaves similarly to B8, in the sense of property (v) of the following
lemma.
Lemma 18. The following properties hold for every bad graph B.
(i) B is triangle-free, subcubic, and 2-connected;
(ii) B has minimum degree 2 and has exactly four degree-2 vertices;
(iii) The degree-2 vertices of B induce a size two matching;
(iv) α(B) = µ(B)− 112 ;
(v) Let T ⊆V (B) denote a set of three degree-2 vertices. Then B has a maximum independent set that
avoids T . Furthermore, B has a maximum independent set avoiding all of its degree-2 vertices if
and only if B is neither B8 nor B
(1)
16 ;
(vi) If B is not isomorphic to B8 nor to B
(1)
16 then no edge of B is contained in all 6-cycles of B.
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Proof. Note that the lemma is true if B is the graph B8. Therefore properties (i) and (iv) follow inductively
from Lemma 17, and the fact that 8−augmentations preserve triangle-freeness. Properties (ii) and (iii)
also follow straightforwardly, because they are invariant under taking an 8−augmentation.
It can be checked that property (v) holds true for B8 and B
(1)
16 , as well as for each graph that can be
obtained from B8 or B
(1)
16 by a single 8−augmentation: Up to isomorphism, there are exactly two graphs
that are 8−augmentations of B8, namely B(1)16 and B(2)16 , and exactly four graphs that are 8−augmentations
of B(1)16 , see Figure 7. It happens that every 8−augmentation of B(2)16 is also an 8−augmentation of B(1)16 ,
hence the four graphs in Figure 7 constitute the full list of bad graphs on 24 vertices.
Thus it suffices to show that the property of having a maximum independent set avoiding all degree-2
vertices is preserved when taking an 8−augmentation. Suppose that B is an 8−augmentation of a bad
graph B′ that has a maximum independent set S′ avoiding all of its degree-2 vertices. Let (a,b,c) denote
the corner of B′ used in the 8−augmentation operation. (Recall that a has degree 3 in B′, while b and c
have degree 2 in B′.) Then b,c /∈ S′ since S′ avoids all degree-2 vertices of B′, and thus a ∈ S′ (otherwise
S′ is not maximal). Reusing the same terminology as in the proof of Lemma 17, select the two leftmost
vertices of the gadget that together have in B the same neighbors outside the gadget as vertex a in B′.
Then take also the two independent rightmost degree-3 vertices of the gadget. Replacing vertex a in
S′ with the four selected vertices gives an independent set of B of size |S′|+ 3 = α(B) that avoids all
degree-2 vertices of B, as desired.
Finally, let us consider property (vi). If B is isomorphic to B(2)16 then this property is easily seen to
be true. Otherwise, B is constructed from B8 using k > 2 iterated applications of the 8−augmentation
operation, and it can be checked that B then has at least k vertex-disjoint 6-cycles.
Lemma 19. The following properties hold for every dangerous graph D.
(i) D is triangle-free, subcubic, and 2-connected;
(ii) D has exactly five vertices of degree 2, and if D is not C5 then the degree-2 vertices induce an
isolated vertex plus a size two matching;
(iii) α(D)> µ(D);
(iv) If T is a set of two degree-2 vertices of D then D has an independent set of size µ(D) that avoids T ;
(v) If T is a set of three degree-2 vertices of D such that the remaining two degree-2 vertices are not
adjacent then D has an independent set of size µ(D) that avoids T ;
(vi) D contains a 5-cycle.
Proof. Properties (i) and (ii) follow from the inductive definition of dangerous graphs. Let us show
property (iii), by induction. This property is true if D is C5. If D is the sum of two smaller dangerous
graphs D1 and D2, then µ(D) = µ(D1)+µ(D2)+1, and it is easily seen that α(D)>α(D1)+α(D2)+1,
implying α(D) > µ(D) using the induction hypothesis on D1 and D2. If D is an 8−augmentation of
a smaller dangerous graph D′, then α(D) = α(D′) + 3 > µ(D′) + 3 = µ(D) by Lemma 17 and the
induction hypothesis. If D is a join of two bad graphs H1 and H2, then µ(D) = µ(H1)+µ(H2)−1− 16 =
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α(H1)+α(H2)−1 by Lemma 18.(iv). Thus it only remains to observe that α(D)> α(H1)+α(H2)−1,
which follows easily from the definition of the join operation using Lemma 18.(v).
Note that property (iv) follows directly from property (v) by adding an extra degree-2 vertex to T
in such a way that the remaining two degree-2 vertices are not adjacent (which is always possible by
property (ii)).
Let us prove property (v), by induction. The property is true for C5. Suppose that D is the sum
of two dangerous graphs D1 and D2. By the definition of sum, there is a degree two vertex u with
degree three neighbors v1,v2 such that each of v1,v2 has two neighbors in D1∪D2. Let i ∈ {1,2} and let
ai,bi,ci,di,ei denote the degree-2 vertices of Di, such that ai and bi each have a neighbor in {v1,v2}, and
c1c2,d1e1,d2e2 ∈ E(D).
By symmetry, we may assume that either T = {u,d1,d2} or T = {d1,e1,d2}. Suppose first that
T = {u,d1,d2}. By induction there exists an independent set Si of Di of size µ(Di) avoiding {ai,bi,di},
for i = 1,2. Then (S1 ∪ S2 ∪ {v1,v2})−{c1} is an independent set of D avoiding T and with size
µ(D1)+µ(D2)+1 = µ(D). Next, suppose that T = {d1,e1,d2}. By induction, there is an independent
set S2 of D2 of size µ(D2) avoiding {c2,d2}. Similarly, there is an independent set S1 of D1 of size µ(D1)
that avoids {d1,e1}. Then S1∪S2∪{u} is an independent set of D avoiding T and with size µ(D).
Next, suppose that D is a join of two bad graphs H1 and H2, say D is obtained from the disjoint
union of H1 and H2 by choosing a corner (ai,bi,ci) of Hi for i = 1,2, and then removing the vertices
b1,b2,c2, and adding the edges c1a2 and a1y2, where y2 is the neighbor c2 in H2 that is distinct from
b2, as in the definition. Let di,ei denote the two degree-2 vertices of Hi distinct from bi,ci, for i = 1,2
(thus diei ∈ E(Hi)). First suppose that c1 ∈ T . Then T contains exactly one of di,ei for i = 1,2, say
without loss of generality di. Let Si (i = 1,2) be a maximum independent set of Hi avoiding bi,ci,di,
which exists by Lemma 18.(v). Let S be obtained from S1∪S2 by removing y2 in case y2 ∈ S2. Then
S is an independent set of D avoiding T and of size at least α(H1)+α(H2)− 1 = µ(D), as desired.
Now assume that c1 /∈ T . Then relabeling if necessary we may assume that either T = {d1,d2,e1} or
T = {d1,d2,e2}. First, if T = {d1,d2,e1}, then let S1 be a maximum independent set of H1 avoiding
c1,d1,e1, and let S2 be a maximum independent set of H2 avoiding b2,c2,d2. Let S be obtained from
S1∪S2 by removing a1 in case a1 ∈ S1 and removing b1 in case b1 ∈ S1. Note that we have removed at
most one vertex since a1b1 ∈ E(H1). Then S is an independent set of D avoiding T and of size at least
α(H1)+α(H2)−1 = µ(D), as desired. If on the other hand T = {d1,d2,e2}, then let S1 be a maximum
independent set of H1 avoiding b1,c1,d1, and let S2 be a maximum independent set of H2 avoiding
b2,d2,e2. Let S be obtained from S1∪S2 by removing c2 in case c2 ∈ S2 and removing y2 in case y2 ∈ S2.
Note that we removed at most one vertex since c2y2 ∈ E(H2). Thus again S is an independent set of D
avoiding T and of size at least α(H1)+α(H2)−1 = µ(D), as desired.
The remaining case where D is an 8−augmentation of a smaller dangerous graph is easier. We leave
it to the reader.
Finally, property (vi) is easily seen to be true from the inductive definition of dangerous graphs. (The
only case requiring some thoughts is when D is a join of two bad graphs. By an induction argument,
every bad graph B contains two 5-cycles that do not have any degree-2 vertex of B in common. The join
operation preserves at least one of these 5-cycles.)
Lemma 20. Let G be a connected critical subcubic graph containing a bad graph B as a proper subgraph
(that is, B 6= G). Then V (B)(V (G), B is an induced subgraph of G, B is isomorphic to B8 or B(1)16 , and
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there are exactly four edges between V (B) and V (G)−V (B).
Proof. If V (B) = V (G) then G is the graph B plus one or two edges linking degree-2 vertices of B.
However, by Lemma 18.(v) there is a maximum independent set of B avoiding three of its degree-2
vertices, which is thus also an independent set of G, and hence α(B) = α(G). This implies that these one
or two extra edges in G cannot be critical, a contradiction. Therefore, V (B)(V (G).
Since G is connected, there exists an edge ua with u ∈V (G)−V (B) and a ∈V (B). If B is not induced
in G, then there is exactly one edge bc in G linking two degree-2 vertices of B. By Lemma 18.(v), there
is a maximum independent set SB of B that avoids each of its degree-2 vertices that are distinct from c.
By criticality of G, each maximum independent set S of G−bc contains both b and c. However, since
|S∩V (B)|6 |SB|, we can replace S∩V (B) with SB to obtain a new independent set of G−bc of size at
least |S| that avoids b. Contradiction. Therefore, B is an induced subgraph of G.
Suppose that B is not isomorphic to B8 or B
(1)
16 . Then by Lemma 18.(v), B has a maximum independent
set SB that avoids each of its degree-2 vertices. In particular, SB avoids a. By criticality of G, each
maximum independent set S of G−ua contains both u and a. However, since |S∩V (B)|6 |SB|, we can
replace S∩V (B) with SB to obtain a new independent set of G− ua of size at least |S| that avoids a.
Contradiction. This proves that B is isomorphic to B8 or B
(1)
16 .
It remains to show that there are exactly four edges between V (B) and V (G)−V (B). Let T =
{a,b,c,d} ⊆ V (B) denote the set of vertices that have degree 2 in B. Suppose for a contradiction that
some vertex of T , say b, has no edge to V (G)−V (B). Recall that a does have an edge to V (G)−V (B),
namely ua. Since G is critical, every maximum independent set S of G−ua must contain u and a. By
Lemma 18.(v), B contains a maximum independent set SB that avoids {a,c,d}. This means that we can
locally modify S by replacing S∩V (B) with SB, thus obtaining an independent set of G of size at least
|S|= α(G)+1. Contradiction. We have shown that each vertex of T has an edge to V (G)−V (B), and so
B has exactly four edges to V (G)−V (B).
4 Proof of Theorem 10
The following Table 1 lists the relevant parameters for the graphs F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22. Observe
in particular that the three cubic graphs F satisfy α(F) = µ(F)− 16 while the three noncubic graphs F
satisfy α(F) = µ(F)− 112 . These values will be used in various places in the proof.
n3 n2 α µ
F11 10 1 4 4+ 112
F(1)14 ,F
(2)
14 14 0 5 5+
1
6
F(1)19 ,F
(2)
19 18 1 7 7+
1
12
F22 22 0 8 8+ 16
Table 1: The values of some relevant parameters for the graphs F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22. (Recall
that ni denotes the number of vertices of degree i).
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Let G be a graph. An independence packing for G is a collection of vertex-disjoint subgraphs
G1,G2, . . . ,Gk of G such that
(i) Each Gi is connected and critical;
(ii) V (G) =
⋃k
1=1V (Gi);
(iii) α(G) = ∑ki=1α(Gi).
Lemma 21. Every graph G has an independence packing.
Proof. We proceed by induction. If G itself is critical, then all of its components are critical, and they
together define an independence packing. Otherwise, there is a noncritical edge e, and it suffices to
observe that every independence packing for G− e is also one for G.
If G is connected and critical, then a trivial independence packing for G is obtained by taking G itself.
Let us point out that this is also the only one:
Lemma 22. If G is a connected and critical graph, then G has a unique independence packing, which is
G itself.
Proof. Suppose that G1, . . . ,Gk is an independence packing of G. Then by definition J = G1∪·· ·∪Gk is
a spanning subgraph of G with α(J) = α(G). However, since every edge of G is critical, every proper
spanning subgraph of G has independence number strictly greater than α(G), and hence we must have
J = G.
Now we turn to the proof of Theorem 10. Arguing by contradiction, we fix for the rest of this
section a hypothetical counterexample G to Theorem 10 that minimizes |V (G)|+ |E(G)|. We know from
Lemmas 18.(iv) and 19.(iii) that G is neither bad nor dangerous. Thus, in order to arrive at a contradiction
we need to show that α(G)> µ(G), and moreover that α(G)> µ(G)+ 112 in case G has at least three
vertices of degree 2 and contains no bad subgraph.
Since G is connected, critical and not isomorphic to K1 or K2, we already know from Lemma 13 that
G is 2-connected. Our first goal is to prove that G is 3-connected.
4.1 Reduction to the 3-connected case
Lemma 23. Suppose that G has a 2-edge cutset {e1,e2}. Then exactly one component of G−{e1,e2} is
isomorphic to K1 or K2.
Proof. Since G−e1 is connected, G−{e1,e2} has precisely two components. It is checked that G is not a
counterexample to Theorem 10 if both components are isomorphic to K1 or K2. Arguing by contradiction,
let us assume that neither of them are isomorphic to K1 or K2. Let C0,C1 denote the two components of
G−{e1,e2}. Thus, each of these two components has at least three vertices.
If e1 and e2 have a vertex in common, then this vertex is a cutvertex of G, contradicting the fact
that G is 2-connected. So e1 and e2 must form a matching. Say e1 = ab and e2 = cd, with a,c ∈V (C0)
and b,d ∈ V (C1). Note that ac is not an edge of G, for otherwise {a,c} would be a clique cutset of
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G, contradicting the fact that G is critical (see Lemma 12). Also, ad cannot be an edge, for otherwise
{ab,cd} would not be an edge cutset of G. By symmetry, it follows that ab and cd are the only two edges
in G[{a,b,c,d}].
We now apply Lemma 15 to G with the 2-cutset {b,c}. Exchanging C0 and C1 if necessary, we may
assume that the outcome of the lemma consists of two connected critical graphs G0,G1 such that
• G0 is C0 plus an extra vertex w adjacent to a and c (and no other vertices);
• G1 is C1 plus the edge bd;
• α(G) = α(G0)+α(G1).
Note that G0 is triangle-free, because C0 was triangle-free and ac /∈ E(G0). On the other hand, G1 is
not necessarily triangle-free, because the addition of the edge bd to C1 could create a triangle. For this
reason, we define a new triangle-free graph G2 from G1, by subdividing twice the edge bd. By Lemma 14,
G2 is still critical, and α(G2) = α(G1)+1. Hence, α(G) = α(G0)+α(G2)−1.
The graph G0 ∪G2 has three more vertices than G, and these extra vertices have degree 2, while
the remaining vertices have the same degrees as in G. Thus, µ(G) = µ(G0)+ µ(G2)+ 112 − 3 · 512 =
µ(G0)+µ(G2)−1− 16 .
Let us show that α(Gi) > µ(Gi)− 112 holds for i ∈ {0,2}. Both graphs G0 and G2 are connected,
critical, and strictly smaller than G. (Note that |V (G2)|+ |E(G2)|< |V (G)|+ |E(G)| because C0 has at
least three vertices.) Thus they are not counterexamples to Theorem 10. Hence, if Gi (i ∈ {0,2}) has
none of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 as a subgraph, then α(Gi)> µ(Gi)− 112 . If, on the other hand, Gi
contains one graph F from these six graphs as a subgraph then Gi = F (because Gi is 2-connected) and
F is one the three noncubic graphs (because Gi has a degree-2 vertex), and i = 0 (because G2 has two
degree-2 vertices). Therefore, α(G0) = µ(G0)− 112 , as indicated in Table 1.
In conclusion,
α(G) = α(G0)+α(G2)−1> µ(G0)+µ(G2)−1−2 · 112 = µ(G).
This is the desired contradiction, unless G has at least three degree-2 vertices, is not dangerous, and has
no bad subgraph, in which case we need to show that α(G)> µ(G)+ 112 . So let us consider that case.
As argued above, G2 contains none of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 as a subgraph. If G2 is not bad
then α(G2)> µ(G2), implying that α(G)> µ(G)+ 112 ; contradiction. So G2 must be bad.
If G0 contains one graph F among F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 as a subgraph then G0 = F and F
has exactly one degree-2 vertex, as already mentioned. However, this is not possible because G would
then have only two degree-2 vertices.
If G0 is not bad then we obtain α(G0)> µ(G0), and so α(G)> µ(G)+ 112 ; contradiction. Hence,
G0 must also be bad. But then G is a join of the two bad graphs G0 and G2, and hence G is dangerous, a
contradiction.
Lemma 24. Suppose that G has a 2-cutset {v,w}. Then G−{v,w} has exactly two components, and one
of the two components is isomorphic to K1 or K2.
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Proof. We already know from Lemma 15 that G−{v,w} has exactly two components, say C1 and C2, and
from Lemma 12 that v and w are not adjacent. We may assume that v has only one neighbor in C1, say v∗.
If w also has only one neighbor in C1, say w∗, then C1 is one of the two components of G−{vv∗,ww∗}
and that component must be isomorphic to K1 or K2 by Lemma 23, since the other component contains v
and w, which are not adjacent. If, on the other hand, w has two neighbors in C1, then w has exactly one
neighbor in C2, say w∗, and {vv∗,ww∗} is again a 2-edge cutset of G (since vw /∈ E(G)). Both components
of G−{vv∗,ww∗} contain at least two vertices, thus one is isomorphic to K2 by Lemma 23, and it follows
that one of C1,C2 is isomorphic to K1.
Our next goal is to show that G does not have a bad subgraph.
Lemma 25. G does not have a bad subgraph.
Proof. Arguing by contradiction, suppose that G0 is a bad subgraph of G. By Lemma 20, G0 is induced
in G and G0 is isomorphic to B8 or B
(1)
16 . Moreover, V (G)−V (G0) 6= /0, and there are exactly four edges
between V (G0) and V (G)−V (G0). Let v1,v2,v3,v4 denote the degree-2 vertices of G0, in such a way that
v1v3 and v2v4 are edges of G0. For each i ∈ {1, . . . ,4}, let wi denote the neighbor of vi in V (G)−V (G0).
Note that w1,w2,w3,w4 are not necessarily pairwise distinct. However, we do know that w1 6= w3 and
w2 6= w4 since G is triangle-free. Therefore, |{w1,w2,w3,w4}| ∈ {2,3,4}.
First, we show:
{w1,w2,w3,w4} ⊆ S for every maximum independent set S of G−V (G0). (4.1)
Suppose for a contradiction that there exists a maximum independent set S of G−V (G0) that avoids wi
for some i ∈ {1,2,3,4}. By Lemma 18.(v), G0 has a maximum independent set S0 avoiding all three
vertices v j with j 6= i, and thus S∪S0 is an independent set of G. Hence, α(G)> α(G−V (G0))+α(G0).
However, this contradicts the fact that α(G)< α(J) holds for every spanning subgraph J of G with J 6=G
(since G is critical). Therefore, (4.1) holds.
Note in particular that {w1,w2,w3,w4} is an independent set of G, by (4.1). We now distinguish three
cases, depending on the size of {w1,w2,w3,w4}.
Case 1: |{w1,w2,w3,w4}|= 2.
In this case either w1 = w2 and w3 = w4, or w1 = w4 and w2 = w3. Recalling that G0 is isomorphic to B8
or B(1)16 , it is easily seen that V (G) 6=V (G0)∪{w1,w3}, because the graph induced by V (G0)∪{w1,w3}
cannot be a counterexample to Theorem 10. Thus, {w1,w3} is a cutset of G. Hence, by Lemma 24
G−{w1,w3} has exactly two components, G0 and another component C which must be isomorphic to
K1 or K2.
Suppose first that C is isomporphic to K2. Then the graph G−V (G0) is isomorphic to a 4-vertex path
with endpoints w1,w3, and in particular has a maximum independent set avoiding one of its endpoints,
contradicting (4.1). Next suppose that C is isomorphic to K1. Then G is either isomorphic to F11 (if G0 is
isomorphic to B8), or to one of F
(1)
19 ,F
(2)
19 (if G0 is isomorphic to B
(1)
16 ); contradiction.
Case 2: |{w1,w2,w3,w4}|= 3.
Without loss of generality w1 = w2 and w1,w3,w4 are pairwise distinct. Let H denote the graph obtained
from G by removing all vertices of V (G0) except the three vertices v1,v3,v4, and adding the two edges
v1v4,v3v4. In other words: we replace G0 with the triangle v1v3v4. This is illustrated in Figure 8.
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Figure 8: Replacing G0 with a triangle in Case 2 of the proof of Lemma 25 illustrated for G0 = B8.
Recall that every maximum independent set of G−V (G0) =H−{v1,v3,v4} contains all three vertices
w1,w3,w4, by (4.1). Thus, α(H) = α(G−V (G0)) = α(G)−α(G0)+1.
Now, consider an edge e of H distinct from v1v4 and v3v4. Thus e also exists in G. Let Se be
an independent set of G− e of size α(G) + 1. The set Se can be mapped to an independent set Te
of H − e of size α(H) + 1 in the following way. First, suppose that e has no endpoint in {v1,v3,
v4}. If Se contains all three vertices w1,w3,w4, then we know that |Se ∩V (G0)| = α(G0)− 1, and it
suffices to take Te = Se−V (G0). If, on the other hand, Se avoids some vertex wi with i ∈ {1,3,4}, then
|Se ∩V (G0)| = α(G0), and we take the set Te = (Se−V (G0))∪{vi}. Next, suppose that e = viwi for
some i ∈ {1,3,4}. Here, it suffices to take a maximum independent set of G−V (G0) plus the vertex
vi for the set Te. Finally, assume that e = v1v3. Since Se avoids w1 and w3, we know from (4.1) that
|Se−V (G0)| 6 α(G−V (G0))− 1. It then follows that |Se ∩V (G0)| > α(G0)+ 1, and thus these two
inequalities hold with equality. In this case, it suffices to take Te = (Se−V (G0))∪{v1,v3}.
This shows that all edges e considered above are critical in H. Note that, since v1v3 is critical in H,
so is the edge v1v4, by symmetry. (Indeed, exchanging v1 and v2 in the definition of H results in the same
graph H, except that v1 is relabeled v2, and the above argument then shows that the edge v2v4 is critical in
H.) In conclusion, all edges of H are critical in H, except perhaps the edge v3v4. We now distinguish two
cases, depending on whether that last edge is critical or not.
First suppose that v3v4 is not critical in H. Then the graph H− v3v4 is connected and critical, and
thus 2-connected, and moreover triangle-free. If H− v3v4 contains one of F11, F(1)14 , F(2)14 , F(1)19 , F(2)19 ,
F22 as a subgraph, then it is isomorphic to that graph (by 2-connectivity). However, this is not possible
since H− v3v4 has two degree-2 vertices (v3 and v4). Since H− v3v4 is smaller than G, we may apply
Theorem 10 to H− v3v4, giving that α(H− v3v4)> µ(H− v3v4)− 112 . Recalling once more that G0 is
isomorphic to B8 or B
(1)
16 , it is easily checked that µ(G) = µ(H− v3v4)+α(G0)−1− 14 . Thus
α(G) = α(H)+α(G0)−1 = α(H− v3v4)+α(G0)−1> µ(H− v3v4)+α(G0)−1− 112 > µ(G),
showing that G is not a counterexample, a contradiction.
Next, assume that v3v4 is critical in H. Thus H is critical. Let H ′ be the graph obtained from H by
subdividing twice the edge v3v4. Then H ′ is also critical, and moreover triangle-free. Also, H ′ does not
contain any of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22 as a subgraph, similarly as before. Moreover, H
′ cannot
be bad, since w1 does not have degree three in H ′ (see the construction of H, during which a neighbor
of w1 is deleted) and w3 6= w4. Since H ′ is smaller than G, we may apply Theorem 10 to H ′, giving
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Figure 9: Situation if every two vertices in {w1,w2,w3,w4} have a common neighbor in Case 3 of the
proof of Lemma 25. The four unlabeled vertices are w1,w2,w3,w4 (in some order).
α(H ′)> µ(H ′). It follows
α(G) = α(H)+α(G0)−1 = α(H ′)+α(G0)−2> µ(H ′)+α(G0)−2 = µ(G),
a contradiction.
Case 3: |{w1,w2,w3,w4}|= 4.
Recall that {w1,w2,w3,w4} is an independent set, by (4.1). First we show that there is at least one pair
of vertices from that set that has no common neighbor. Suppose not, and consider the set X of vertices
of G that see at least two vertices in {w1,w2,w3,w4}. Clearly, X ⊆V (G)− (V (G0)∪{w1,w2,w3,w4}).
One can check that X must consist of exactly three vertices x1,x2,x3, the first two having three neighbors
in {w1,w2,w3,w4} and the last one having two neighbors in {w1,w2,w3,w4}, as depicted in Figure 9.
Since G is 2-connected, it then follows that x3 has no other neighbor in G, and that G is precisely the
graph induced by V (G0)∪{w1,w2,w3,w4,x1,x2,x3}. However, this is a contradiction because this graph
is not critical. This can be seen as follows: {w1,w2,w3,w4} is the unique maximum independent set of
G−V (G0), and this remains true even if we remove an edge incident to x1. It follows that w jx1 is not
critical in G.
Therefore, we conclude that there is a pair of vertices in {w1,w2,w3,w4} with no common neighbor.
Choose such a pair and let H denote the graph obtained from G−V (G0) by adding an edge e∗ connecting
these two vertices. Thus H is subcubic and triangle-free. Since every maximum independent of G−V (G0)
includes w1,w2,w3,w4, it follows that α(H) = α(G−V (G0))−1.
Let G1,G2, . . . ,Gk be an independence packing of H. Then,
α(G) = α(G−V (G0))+α(G0)−1 = α(H)+α(G0) =
k
∑
i=0
α(Gi).
Since e∗ is a critical edge of H, it is included in some Gi with i> 1, say without loss of generality in Gk.
Let mi (i ∈ {0,1, . . . ,k}) denote the numbers of edges of G that have exactly one endpoint in V (Gi).
For each i ∈ {0,1, . . . ,k−1}, the graph Gi is a subgraph of G. Using Lemmas 20 and 23, and that G is
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2-connected, we obtain
mi >

4 if Gi is bad
2 if Gi is isomorphic to K1 or K2
3 if Gi is dangerous
3 if |Gi|> 3 and Gi is neither bad nor dangerous.
Let β ,σ ,δ ,ν (for bad, small, dangerous, not bad or dangerous) denote the number of graphs Gi (i ∈ {0,
1, . . . ,k− 1}) in the first, second, third and fourth category above. Thus β + σ + δ + ν = k. Let
m := |E(G)|−∑ki=0 |E(Gi)|. By the previous discussion
2m>
k
∑
i=0
mi−2> 4β +2σ +3δ +3ν+mk−2 = 2k+2β +δ +ν+mk−2. (4.2)
(The −2 is due to the edge e∗.) Observe also that
µ(G) =
k
∑
i=0
µ(Gi)+ 112(k−m).
Now let us consider the graph Gk. Note that this graph could be isomorphic to one of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 ,
F(2)19 , F22, since Gk is not a subgraph of G. However, if this is the case then Gk−e∗ is connected, and thus
mk > 3 by Lemma 23, implying that Gk must be isomorphic to one of F11, F(1)19 , F
(2)
19 , and mk = 3.
Note also that if Gk is bad then we cannot apply Lemma 20 and deduce that mk = 4 as above (again
because Gk is not a subgraph of G) but at least we know that mk > 3 by Lemma 23, since Gk− e∗ is
connected.
Applying Theorem 10 to each graph Gi (i ∈ {0,1, . . . ,k}), we obtain that
α(Gi)>

µ(Gi)− 112 if Gi is bad or isomorphic to one of F11,F
(1)
19 ,F
(2)
19
µ(Gi)+ 16 if Gi is isomorphic to K1 or K2
µ(Gi) otherwise
For convenience, let I be the indicator variable being equal to 1 if Gk is bad or isomorphic to one of
F11, F
(1)
19 , F
(2)
19 , and equal to 0 otherwise. Combining the previous observations together, we obtain that
α(G) =
k
∑
i=0
α(Gi)>
k
∑
i=0
µ(Gi)+
1
12
(2σ −β − I) = µ(G)+ 1
12
(m− k+2σ −β − I).
Thus, in order to deduce that α(G)> µ(G) (as desired), it suffices to show that m− k+2σ −β − I > 0.
This can be seen as follows. Substituting inequality (4.2) yields
2(m− k+2σ −β − I)> 2k+2β +δ +ν+mk−2−2k+4σ −2β −2I = 4σ +δ +ν+mk−2−2I,
which is at least 0 if I = 0 (because mk > 2) or if I = 1 and mk > 4. If I = 1 but mk = 3 then all we need
is that σ +δ +ν > 1. But this is true by the handshaking lemma: Since mk is odd, at least one mi with
i < k must be odd as well, and the graph Gi is not bad (since we would have mi = 4 if Gi were bad). This
concludes the proof of the lemma.
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In the following lemmas we rule out various local structures around a degree-2 vertex of G.
Lemma 26. Every degree-2 vertex of G has at least one neighbor of degree 3.
Proof. Arguing by contradiction, suppose that x is a degree-2 vertex with two degree-2 neighbors y
and z. Then, the two edges going out of {x,y,z} form a 2-edge cutset of G, and Lemma 23 implies
that G−{x,y,z} is isomorphic K1 or K2. That is, G is a 4-cycle or a 5-cycle, neither of which is a
counterexample to Theorem 10.
In subsequent lemmas, we will often remove a well-chosen set of vertices from G and then study the
properties of an independence packing of the remaining graph. For this reason, it will be convenient to
define a near independence packing of G as a sequence P= (G0,G1, . . . ,Gk) of vertex-disjoint connected
subgraphs of G covering all vertices of G such that G0 is a proper induced subgraph of G, and G1, . . . ,Gk
form an independence packing of G−V (G0). Given a near independence packing P= (G0,G1, . . . ,Gk),
we let mi(P) (i ∈ {0,1, . . . ,k}) denote the numbers of edges of G that have exactly one endpoint in V (Gi).
The graphs G1, . . . ,Gk of the independence packing of G−V (G0) are naturally classified into three
categories:
• at least three vertices and dangerous;
• at least three vertices but not dangerous;
• at most two vertices.
We let δ (P), ν(P), and σ(P) denote respectively the number of graphs in the first, second, and third
categories.2 Also, let us define γ(P) as the difference α(G)−∑ki=1α(Gi), that is, the gap between the
independence numbers of G and that of G−V (G0). (Since these notations will be used often, let us
suggest the following mnemonic device: δ dangerous, ν not dangerous, σ small, and γ gap.) We will
drop P from the notations defined above when P is clear from the context.
The following technical lemma will be useful in ruling out the remaining types of degree-2 vertices
in G.
Lemma 27. Fix some near independence packing P= (G0,G1, . . . ,Gk) of G. If m0 > 3, then
α(G)> µ(G)+ γ−µ(G0)+(m0−δ +σ) · 112
and
α(G)> µ(G)+ γ−µ(G0)+
⌈
∑ki=0 mi
2
−δ +σ
⌉
· 112 > µ(G)+ γ−µ(G0)+
⌈
m0+δ +3ν+4σ
2
⌉
· 112 .
Moreover, if G is cubic then
α(G)> µ(G)+ γ−µ(G0)+
⌈
m0+3δ +3ν+4σ
2
⌉
· 112 .
2We remark that, while the notations δ ,ν ,σ already appeared in Case 3 of the proof of Lemma 25, there G0,G1, . . . ,Gk
was not exactly a near independence packing of G because of the extra edge e∗, and moreover δ ,ν ,σ were defined w.r.t.
G0,G1, . . . ,Gk−1 instead of G1,G2, . . . ,Gk.
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Proof. Since G is 2-connected and since m0 > 3, Lemma 23 implies that, for each i ∈ {1, . . . ,k},
mi >
{
3 if |Gi|> 3
2 otherwise.
Let m := |E(G)|−∑ki=0 |E(Gi)|. Then
2m>
k
∑
i=0
mi > m0+3δ +3ν+2σ . (4.3)
Observe also that
µ(G) =
k
∑
i=0
µ(Gi)+(k−m) 112 . (4.4)
For each i ∈ {1, . . . ,k}, the graph Gi is not a counterexample to our theorem. Thus,
α(Gi)>

µ(Gi) if |Gi|> 3 and Gi dangerous
µ(Gi)+ 112 if |Gi|> 3 and Gi not dangerous
µ(Gi)+ 16 if |Gi|6 2
(In the second case, we used that Gi has at least three degree-2 vertices since mi > 3.) It follows that
α(G) = γ+
k
∑
i=1
α(Gi)> γ+
k
∑
i=1
µ(Gi)+(ν+2σ)
1
12
= γ+µ(G)−µ(G0)+(ν+2σ +m− k) 112 .
The first part of the lemma then follows by using k = δ +ν+σ and the following two lower bounds:
m> m0 and m>
⌈
∑ki=0 mi
2
⌉
>
⌈
m0+3δ+3ν+2σ
2
⌉
.
For the second part of the lemma, when G is cubic, it suffices to notice that for each dangerous graph
Gi (i ∈ {1, . . . ,k}), either Gi is induced in G, in which case we know mi > 5 by Lemma 19 (instead of
just mi > 3), or we find an edge of G with both endpoints in V (Gi) but not in Gi. Thus, we deduce
2m> m0+5δ +3ν+2σ ,
and plugging in this inequality in the previous proof gives the desired result.
Lemma 28. Every degree-2 vertex of G has at most one neighbor of degree 3.
Proof. Arguing by contradiction, suppose that there exists a degree-2 vertex u with degree-3 neighbors
v1 and v2. Let P= (G0,G1, . . . ,Gk) be a near independence packing of G with G0 = G[{u,v1,v2}]. Since
every maximum independent set of G−V (G0) can be extended to an independent set of G by adding u, it
follows that γ > 1. We also have µ(G0) = 54 and m0 = 4. Using Lemma 27, we obtain
α(G)> µ(G)+ γ− 5
4
+
⌈
4+∑ki=1 mi
2
−δ +σ
⌉
· 112 > µ(G)−
1
4
+
⌈
4+δ +3ν+4σ
2
⌉
· 112 .
Recall that, since G is a counterexample, we have α(G) < µ(G)+ 112 . Thus, it follows γ = 1, ν = 0,
σ = 0, and δ 6 2. Note that δ > 1 since G 6= G0. The above inequality then implies α(G)> µ(G). It
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follows that G has at least three degree-2 vertices (since otherwise G is not a counterexample). This in
turn implies δ 6= 1 (since otherwise G would consist of G0 and a dangerous graph G1 joined by m0 = 4
edges; every dangerous graph has five degree-2 vertices, so whis would force G to have only two degree-2
vertices). Thus δ = k = 2. Furthermore, m1+m2 6 6 (since otherwise α(G)> µ(G)+ 112 by the above
inequality).
Since mi > 3 for i= 1,2 by Lemma 23, it follows that m1 =m2 = 3. Recalling that m0 = 4, we deduce
that there is precisely one edge e between G1 and G2 and that there are precisely two edges between Gi
and {v1,v2}, for each i ∈ {1,2}. Let ai,bi ∈V (Gi) denote the two vertices having a neighbor in {v1,v2}
and let ci ∈ V (Gi) denote the vertex incident to e. Because Gi has minimum degree 2, it follows that
ai,bi,ci have degree 2 in Gi and are pairwise distinct. Let di,ei denote the two remaining degree-2 vertices
of Gi.
We claim that di and ei are adjacent for i = 1,2. Suppose not, say without loss of generality d1 and e1
are not adjacent. Then by Lemma 19.(v), there is an independent set S1 of G1 of size µ(D1) avoiding
{a1,b1,c1}. From Lemma 19.(v) we also obtain an independent set S2 of G2 of size µ(D2) that avoids
{a2,b2} as well as some vertex of {c2,d2,e2}. Thus S1∪S2∪{v1,v2} is an independent set of G of size
µ(D1)+µ(D2)+2, which implies that α(G)> µ(G)+1, a contradiction.
Hence, di and ei are adjacent for i = 1,2, as claimed, and it follows in turn that G is a sum of the
dangerous graphs G1 and G2, and therefore G is dangerous; contradiction.
Lemma 29. G has an even number of degree-2 vertices.
Proof. If not, then there is a degree-2 vertex with two degree-2 neighbors, which is forbidden by
Lemma 26, or with two degree-3 neighbors, which is forbidden by Lemma 28.
Lemma 30. G has no two adjacent degree-2 vertices.
Proof. Arguing by contradiction, suppose u1,u2 ∈ V (G) are two adjacent vertices of degree 2. By
Lemma 26, the neighbor v1 of u1 and the neighbor v2 of u2 have degree 3. By Lemma 16, v1v2 is not an
edge.
First suppose that v1 and v2 have no common neighbor. Then the graph G′ obtained by contracting the
path v1u1u2v2 to an edge v1v2 is triangle-free. By Lemmas 14 and 13, G′ is critical and 2-connected and
α(G) = α(G′)+1. Note that G has two extra vertices of degree 2 compared to G′, so µ(G) = µ(G′)+ 56 .
If G′ contains a forbidden graph F as a subgraph then G′ = F , since G′ is 2-connected, and thus
α(G′) > µ(G′)− 16 . If G′ contains no forbidden graph as a subgraph, then α(G′) > µ(G′) since G′ is
smaller than G, and thus not a counterexample to the theorem. Thus in both cases we deduce that
α(G) = α(G′)+1> µ(G′)− 16 +1 = µ(G).
Moreover, if G has at least three vertices of degree 2, then G′ has at least one vertex of degree 2, in
which case we know that G′ is not one of the forbidden cubic graphs, implying α(G′)> µ(G′)− 112 , and
α(G)> µ(G)+ 112 . Therefore, G is not a counterexample, a contradiction.
We may thus assume from now on that v1 and v2 have at least one common neighbor; let v3 denote
one such common neighbor. The following summarizes our progress so far.
u1 and u2 are contained in an induced 5-cycle u1u2v2v3v1. (4.5)
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Next, let us show that v3 is the only common neighbor of v1 and v2. Indeed suppose that they
have a second common neighbor, say v4. By Lemma 16 applied to the 4-cycle v4v1v3v2, both v3 and
v4 have degree 3. Therefore {v3,v4} is a cutset of size 2. By Lemma 24, this is only possible if
G−{u1,u2,v1,v2,v3,v4} is isomorphic to K1 or K2. In the first case α(G) = 3 and µ(G) = 3− 13 . In the
second case G is isomorphic to B8. Thus we obtain a contradiction in both cases. Therefore, v3 is the
only common neighbor of v1 and v2, as claimed.
Vertices v1 and v2 each have a neighbor outside {u1,u2,v1,v2,v3}, let us denote them respectively
w1 and w2. Note that w1 6= w2, since v3 is the only common neighbor of v1 and v2. Since v1 and v2 have
degree 3, so does v3 by Lemma 28, thus v3 has a neighbor w3 /∈ {v1,v2,w1,w2}.
Let G′ be the critical graph obtained by contracting the path v1u1u2v2 into the edge v1v2. By
Lemma 14, α(G) = α(G′)+1. Furthermore, µ(G) = µ(G′)+ 56 .
Let us show that {w1,w2,w3} is an independent set. Suppose not. We will derive a contradiction
using the criticality of G′. Since v1,v2,v3 form a triangle in G′, by symmetry, we may assume without
loss of generality that w1w3 is an edge. Using Lemma 16 with the 4-cycle w1w3v3v1 in G′, we deduce
that the vertices w1 and w3 have degree 3. Since G has no triangle, at least one of w1,w3, say without
loss of generality w3, has a neighbor x in V (G′)−{v1,v2,v3,w1,w2,w3}. Now consider a maximum
independent set S in G′−w3v3. Since w3v3 is a critical edge of G′, the set S must contain both w3
and v3. This implies that w1,v1,v2 /∈ S, and thus (S∪{v1})−{v3} is an independent set of G′ of size
|S| = α(G′−w3v3) = α(G′)+ 1, a contradiction. Thus, {w1,w2,w3} must be an independent set, as
claimed.
In the remainder of the proof, we distinguish three cases depending on the local structure around the
vertices w1,w2,w3.
Case 1: There are two vertices in {w1,w2,w3} that have no common neighbor.
Let wi,w j be two such vertices.
Let G0 := G[{u1,u2,v1,v2,v3}] and let H be the graph obtained from G−V (G0) by adding the edge
e∗ = wiw j. Note that H is subcubic and triangle-free, because wi and w j have no common neighbor.
Since G0 is a 5-cycle, we have µ(G0) = 5·10−224 = 2. Next, consider a maximum independent set S
of G−V (G0). Because of the edge wiw j, the set S avoids at least one of wi,w j, say wi. Thus S can be
extended to an independent set of G by adding vi and a vertex from {u1,u2} not adjacent to vi. This
shows that α(G)−α(H)> 2.
Let G1,G2, . . . ,Gk be an independence packing of H. If the edge e∗ is included in one of the graphs
G1, . . . ,Gk, let us assume without loss of generality that it is in Gk.
First, let us deal quickly with the case that e∗ is not in Gk. Then P = (G0,G1, . . . ,Gk) is a near
independence packing of G. Using the corresponding notations and Lemma 27 combined with γ > 2 and
m0 = 3, we obtain
α(G)> µ(G)+ γ−µ(G0)+
⌈
m0+δ +3ν+4σ
2
⌉
· 112 > µ(G)+ 112 ,
implying that G is not a counterexample.
Thus, the edge e∗ must be in Gk. Our analysis of this case will go along the same lines as that of
Case 3 in the proof of Lemma 25. Let mi (i ∈ {0,1, . . . ,k}) denote the numbers of edges of G that have
exactly one endpoint in V (Gi). Let m := |E(G)|−∑ki=0 |E(Gi)|.
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Note that Gk could be bad or isomorphic to one of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22, since Gk is not a
subgraph of G. However, if this is the case then Gk− e∗ is connected and not isomorphic to K1 or K2, and
thus mk > 3 by Lemma 23, implying that mk = 3 and that Gk cannot be isomorphic to one of F(1)14 , F
(2)
14 ,
F22. Let I be the indicator variable being equal to 1 if Gk is bad or isomorphic to one of F11, F
(1)
19 , F
(2)
19 ,
and equal to 0 otherwise.
Applying Theorem 10 to each graph Gi (i ∈ {0,1, . . . ,k}), we obtain that
α(Gi)>

µ(Gi)− 112 if Gi is bad or isomorphic to one of F11,F
(1)
19 ,F
(2)
19
µ(Gi)+ 16 if Gi is isomorphic to K1 or K2
µ(Gi) otherwise
Note that the first outcome is only possible for Gk. Recall that G0 is a 5-cycle, and thus µ(G0) = 2 =
α(G0). Let σ denote the number of indices i ∈ {1, . . . ,k} such that Gi is isomorphic to K1 or K2. We
obtain
α(G) =
k
∑
i=0
α(Gi)>
k
∑
i=0
µ(Gi)+
1
12
(2σ − I) = µ(G)+ 1
12
(m− k+2σ − I).
We will show that m− k+ 2σ − I > 0, and moreover m− k+ 2σ − I > 1 in case G has at least three
degree-2 vertices, implying that G is not a counterexample, as desired.
Recall that m0 = 3. Observe that
2m>
k
∑
i=0
mi−2 =
k
∑
i=1
mi+1> 2σ +3(k−σ)+1.
Above, the −2 comes from the edge e∗, and we used the fact that mi > 2 for each i ∈ {1, . . . ,k}, and
furthermore mi > 3 when Gi is not isomorphic to K1 or K2. Note that this implies m > k+ 1, since m
is an integer. Thus if σ > 1 or I = 0 we directly obtain m− k+ 2σ − I > 1. Hence, we may assume
σ = 0 and I = 1. Now, if k > 2, the above inequality implies 2m> 3k+1> 2k+3 and thus m> k+2,
and hence m− k+2σ − I > 1. So we may assume k = 1. In this case we know m > 2, which already
implies m− k+2σ − I > 0. Thus G must have at least three degree-2 vertices. Moreover, we must have
m = 2, that is, G is obtained from the union of G0 and G1 by removing e∗ and adding three edges each
having one endpoint in V (G0) and the other in V (G1). If G1 is isomorphic to one of F11, F
(1)
19 , F
(2)
19 ,
then it follows that the only degree-2 vertices in G are u1,u2, and thus G has less than three degree-2
vertices, a contradiction. If G1 is bad, then G has exactly five degree-2 vertices, namely u1,u2 and three
others in V (G1). However, this contradicts the fact that G has an even number of degree-2 vertices (c.f.
Lemma 29).
This finishes the proof that every two vertices in {w1,w2,w3} have a common neighbor. Note that
therefore either w1,w2,w3 have a common neighbor x123, or: each two vertices wi,w j ∈ {w1,w2,w3}
have a private common neighbor xi j, meaning that x12,x23,x13 are pairwise distinct.
Case 2: Every two vertices in {w1,w2,w3} have a common neighbor but no vertex is a common
neighbor of all three vertices.
By Lemma 28, each private common neighbor xi j has degree 3, and therefore has a neighbor yi j in
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V (G′)\{v1,v2,v3,w1,w2,w3,x12,x23,x13}. Using Lemma 24, it is not difficult to check that y12,y23,y13
must be pairwise distinct.
Next, we construct a new graph as follows. Starting from G, we first contract {u1,u2,v1,v2,v3,w1,
w2,w3,x12,x23,x13} into a single vertex x. Let G∗2 be the resulting graph. Note that x might be contained
in some triangles. We choose an edge e ∈ {xy12,xy23,xy13} that is contained in all triangles (if any). It
is easily checked that such an edge exists using the fact that every triangle contains x. We subdivide
the edge e into a 3-edge path and call the resulting graph G2. Note that G2 is triangle-free and that by
construction, G is an 8−augmentation of G2 (see Figure 3). Hence, we can apply Lemma 17, yielding
that G2 is 2-connected, and α(G) = α(G2)+3 and µ(G) = µ(G2)+3.
The graph G2 cannot be bad nor dangerous since G is neither bad nor dangerous. Furthermore, G2
has at least two vertices of degree 2, which implies that G2 has no forbidden graph as a subgraph, since
G2 is 2-connected.
Finally, G2 must be critical, for the following reason. First, note that α(G∗2) = α(G2)−1= α(G)−4,
and that G2 is critical if and only if G∗2 is, by Lemma 14. Thus, let us show that G
∗
2 is critical. Consider
an edge ab of G∗2.
First suppose a,b 6= x. We consider the edge ab in the graph G′. Recall that α(G′) = α(G)−1 =
α(G∗2) + 3. Since G′ is critical, there is an independent set S of G′ − ab of size α(G′) + 1 (and
containing both a and b). If S avoids y12,y23,y13 then S contains at most four vertices of X :=
{v1,v2,v3,w1,w2,w3,x12,x23,x13}, as is easily checked, and thus (S−X)∪{x} is an independent set of
G∗2−ab of size at least α(G′)+1−4+1= α(G∗2)+1. If S contains some vertex yi j then S avoids xi j and
then one can check that S may only contain up to three vertices of X . Thus S−X is then an independent
set of G∗2−ab of size at least α(G′)+1−3 = α(G∗2)+1.
Next assume ab is of the form xyi j. Let S be an independent set of G′− xi jyi j of size α(G′)+ 1,
thus S contains xi j and yi j. If S∩{y12,y23,y13} = {yi j}, then noting again that S contains at most four
vertices of X (counting xi j), we see that (S−X)∪{x} is an independent set of G∗2−ab of size at least
α(G′)+1−4+1 = α(G∗2)+1. If S∩{y12,y23,y13}= {yi j,yi′ j′}, then it can be checked that S contains
up to three vertices of X . Thus (S− (X ∪{yi′ j′})∪{x} is an independent set of G∗2−ab of size at least
α(G′)+1−4+1 = α(G∗2)+1. Finally, the case where S contains all three vertices y12,y23,y13 cannot
happen, because S avoids vk for some k ∈ {i, j} (since the edge viv j is always there in G′), and it follows
that (S−{xi j})∪{wk} is an independent set of G′ of size |S|= α(G′)+1, a contradiction.
In summary, in all possible cases we found an independent set of G∗2−ab of size α(G∗2)+1. Hence,
G∗ is critical, as claimed. We conclude that G2 satisfies the assumptions of Theorem 10, yielding
α(G2)> µ(G2), since G2 is smaller than G and thus not a counterexample. Hence, α(G) = α(G2)+3>
µ(G2)+3 = µ(G).
Furthermore, if G has at least three vertices of degree 2, then G2 also has at least three degree vertices
of degree 2, and then Theorem 10 gives α(G2) > µ(G2) + 112 since G2 is not dangerous, implying
α(G)> µ(G)+ 112 , as desired.
Case 3: There exists a common neighbor x123 of w1,w2 and w3.
Each of w1,w2,w3 has two neighbors of degree 3 in G, so by Lemma 28 it follows that w1,w2 and w3 each
have degree 3. Let xi denote the neighbor of wi outside {v1,v2,v3,w1,w2,w3,x123}, for i = 1,2,3. Recall
that G′ is the critical graph obtained by contracting the path v1u1u2v2 into the edge v1v2; the benefit of
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working with G′ rather than G is that we can treat the vertices in the triangle v1v2v3 symmetrically.
First, we argue that x1,x2,x3 are pairwise distinct. Arguing by contradiction, suppose xi = x j for two
distinct indices i, j, and let k denote the remaining third index. Let S be a maximum independent set
of G′−{wix123}. By criticality of the edge wix123 of G′, the set S contains wi and x123. Thus S avoids
vi,w j,x j,wk. Note that S contains at most one of v j,vk because of the edge v jvk of G′. Furthermore, if
v j ∈ S, we can replace v j with vk in S, since vi,wk /∈ S. Thus we may assume v j /∈ S. It follows that
(S−{x123})∪{w j} is an independent set of G′ of size |S|= α(G′)+1, a contradiction.
A similar argument shows that x1,x2,x3 form an independent set, as we now explain. Suppose for a
contradiction that xi and x j are adjacent, and let k denote the remaining third index. Let S be a maximum
independent set of G′−{wix123}. By criticality of the edge wkx123 of G′, the set S contains wk and x123.
Thus S avoids vk,wi,w j. The set S contains at most one of xi,x j because of the edge xix j. Exchanging i
and j if necessary, we may assume that xi /∈ S. Also, S contains at most one of vi,v j because of the edge
viv j of G′. Furthermore, if vi ∈ S, we can replace vi with v j in S, since w j /∈ S. Thus we may assume vi /∈ S.
It follows that (S−{x123})∪{wi} is an independent set of G′ of size |S|= α(G′)+1, a contradiction.
Next, we argue that x1,x2,x3 all have degree 3. Arguing by contradiction, suppose some xi has degree
2, and let yi denote its neighbor distinct from wi. Since wi has degree 3, Lemma 28 implies that yi has
degree 2. Thus xi and yi are two adjacent vertices of degree 2. By our observation (4.5) at the beginning of
this proof, we know that there is a 5-cycle of G containing the edge xiyi. Such a cycle necessarily contains
wi, and it follows that yi = x j for some j ∈ {1,2,3}−{i}, contradicting the fact that xix j /∈ E(G).
Having gathered all necessary structural information about G, we are ready to finish the proof. Let
Z := {u1,u2,v1,v2,v3,w1,w2,w3,x123,x1,x2}.3 Let P= (G0,G1, . . . ,Gk) be a near independence packing
of G with G0 = G[Z]. Since every maximum independent set of G−Z can be extended to an independent
set of G by adding {w1,w2,v3,u1}, it follows that γ > 4. We also have µ(G0) = 6·9+3·10+2·11−224 = 4+ 13
and m0 = 5, as follows from the properties of G established in the previous paragraphs. Using Lemma 27,
we obtain
α(G)> µ(G)+ γ−µ(G0)+(m0−δ +σ) · 112 = µ(G)−
1
3
+(5−δ +σ) · 112 . (4.6)
Recall that, since G is a counterexample, we have α(G)< µ(G)+ 112 . Thus, we must have δ > 1. By
Lemma 27, we also have
α(G)> µ(G)+ γ−µ(G0)+
⌈
m0+δ +3ν+4σ
2
⌉
· 112 > µ(G)−
1
3
+
⌈
5+δ +3ν+4σ
2
⌉
· 112 .
Thus, it follows that δ ∈ {1,2,3}, ν = 0 and σ = 0. That is, G1, . . . ,Gk are all dangerous graphs, and
k ∈ {1,2,3}.
If δ = 1, then because G1 has exactly five degree-2 vertices and m0 = 5, we deduce that u1,u2 are
the only two vertices of G with degree 2. Thus in this case we know that α(G) < µ(G) since G is a
counterexample. However, this contradicts (4.6) when δ = 1.
If δ = 2, then we reach a contradiction as follows. In total, there are exactly ten degree-2 vertices in
G1 and G2 (five in each), exactly five of which are incident in G to an edge with an endpoint in G0 (since
3At first sight it might seem odd that Z does not include x3. Note however that Z consists of the closed neighborhood of the
6-cycle v1v3v2w2x123w1. In Section 4.2 we will use closed neighborhoods of even cycles more often.
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m0 = 5). Consider the remaining five vertices. Every edge e of G having both endpoints in V (G1)∪V (G2)
but which is not in G1 nor in G2 connects two of these vertices. We deduce that an odd number of these
five vertices have degree 2 in G. Since only two vertices of V (G0) have degree 2 in G, namely u1 and u2,
it follows that G has an odd number of degree-2 vertices, contradicting Lemma 29.
Thus we may assume that δ = 3. By Lemma 23 (and also using that G is 2-connected and that no
dangerous graph is isomorphic to K1 or K2), we know that for all i ∈ {1,2,3}, there are at least three
edges with precisely one endpoint in V (Gi). Suppose that for some i ∈ {1,2,3}, either G[V (Gi)] contains
an edge that is not in Gi or: G has more than three edges with precisely one endpoint in V (Gi). Then
(also using that σ = ν = 0, δ = 3 and m0 = 5) we gain at least an additive term of 2 in inequality (4.3),
which propagates to an extra additive term of 112 in the lower bound of Lemma 27. Plugging this into the
argument given just below inequality (4.6) yields α(G)> µ(G)+ 112 ; contradiction.
So we may assume that for each i ∈ {1,2,3}, Gi is an induced subgraph of G and there are precisely
mi = 3 edges with one endpoint in Gi. This means that V (G1),V (G2),V (G3) each contain precisely
two vertices that have degree 2 in G. Moreover, the number of edges in E(G)−⋃06i63 E(Gi) is
1
2 ∑
3
i=0 mi =
5+3+3+3
2 = 7, of which m0 = 5 edges have an endpoint in G0. Thus G has precisely two
edges which have their endpoints in distinct V (Gi), V (G j) with i, j ∈ {1,2,3}, which we will call the two
heterogeneous edges. Note that these two edges are independent since G has maximum degree 3.
Without loss of generality, x3 ∈ V (G3). Let y1,y2 denote the neighbors of x1 in V (G1)∪V (G2)∪
V (G3). Note that y1 and y2 cannot both be in V (G3), for else w2x2 would be a bridge (since m3 = 3). Let
us call x3,y1 and y2 the pre-blocked vertices.
For each i ∈ {1,2,3}, we have mi = 3, and the graph Gi has at most two pre-blocked vertices.
Using these facts, a quick case analysis shows that it is possible to select a vertex y3 incident to one
heterogenerous edge and another vertex y4 incident to the other heterogeneous edge such that for all
i ∈ {1,2,3}, the set {x3,y1,y2,y3,y4}∩V (Gi) has size at most 2. Let us call {x3,y1,y2,y3,y4} the set of
blocked vertices.
Since each of G1,G2,G3 contains at most two blocked vertices, it follows from property (iv) of
Lemma 19 that for each i ∈ {1,2,3}, there exists an independent set Si of Gi that avoids all blocked
vertices and satisfies α(Gi)> µ(Gi). Because S := S1∪S2∪S3 avoids all neighbors of {x1,w3} and also
avoids a vertex of every heterogeneous edge, it follows that S∪{x1,w3,w2,v1,u2} is an independent set
of G. From this we obtain
α(G)> 5+
3
∑
i=1
µ(Gi).
Since furthermore m= |E(G)|−∑3i=0 |E(Gi)|= 7 and µ(G) =∑3i=0 µ(Gi)+(3−m) 112 = 4+∑3i=1 µ(Gi),
we conclude that α(G)> µ(G)+1; contradiction.
Our progress so far can be summarized in the following lemma.
Lemma 31. G is cubic and moreover 3-connected.
Proof. Recall that G is 2-connected. Lemmas 26, 28 and 30 together imply that G has no vertex of degree
2. Combined with Lemma 24, this yields that G is 3-connected.
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4.2 The 3-connected case
Let us first remark that from now on, in order to obtain the desired contradiction, it suffices to show that
α(G)> µ(G)− 112 .
Indeed, because G is cubic, we know that |V (G)| is even and µ(G) = 38 |V (G)| − 112 . Thus, α(G) >
µ(G)− 112 implies 8α(G) > 3|V (G)| − 1612 , and hence 8α(G) > 3|V (G)|, that is, α(G) > µ(G)+ 112 ,
since 8α(G) and 3|V (G)| are both even integers.
Using the fact that G is cubic, we obtain the following corollary from Lemma 27.
Lemma 32. Fix some near independence packing P= (G0,G1, . . . ,Gk) of G such that G0 is connected
and has at least three vertices. Then
α(G)> µ(G)+ γ+ 2−9·|V (G0)|24 +(m0−2δ +2σ) · 124 ,
and
α(G)> µ(G)+ γ+ 2−9·|V (G0)|24 +(3δ +3ν+4σ) · 124 .
Proof. Because G is cubic, it follows that µ(G0) = |V (G0)|·9+m0−224 . The two inequalities follows then
respectively from the first and the third inequality from Lemma 27.
Corollary 33. Fix some near independence packing P= (G0,G1, . . . ,Gk) of G such that G0 is connected,
36 |V (G0)|6 14, and γ > 5. Then G = G0, |V (G0)|= 14, and α(G) = γ = 5.
Proof. If G 6= G0 then δ +ν+σ > 1, and Lemma 32 yields
α(G)> µ(G)+ γ+ 2−9·1424 +(3δ +3ν+4σ) · 124 > µ(G)−
1
12
,
a contradiction. Thus G = G0. If |V (G0)|< 14 then α(G)> µ(G)+ γ+ 2−9·1324 > µ(G)− 112 , a contra-
diction. Thus |V (G0)|= 14. Finally, if α(G)> 5, then α(G)> 9·14−424 = µ(G)− 112 , a contradiction.
Lemma 34. G has no 4-cycle.
Proof. Suppose that G has a 4-cycle v1v2v3v4. For each i ∈ {1,2,3,4}, let wi /∈ {v1,v2,v3,v4} denote
the third neighbor of vi. If w1 = w3 and w2 = w4, then {w1,w2} is a 2-cutset separating G into two
components, neither of which is isomorphic to K1 or K2, contradicting Lemma 24. Thus, without loss of
generality we may assume that w1 6= w3.
Consider a near independence packing P= (G0,G1, . . . ,Gk) of G with G0 =G[{v1,v2,v3,v4,w1,w3}].
Since each maximum independent set S of G−V (G0) can be extended to the independent set S∪{v1,v3}
of G, we have γ > 2. Clearly, G 6= G0, since G0 is not a counterexample to Theorem 10. Then, from
Lemma 32 it follows that
α(G)> µ(G)+2+ 2−9·624 +(3δ +3ν+4σ) · 124 > µ(G)+(−4+3δ +3ν+4σ) · 124 > µ(G)−
1
12
,
a contradiction.
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Lemma 35. G has no 6-cycle.
Proof. Suppose that G has a 6-cycle C := v1v2v3v4v5v6. This is an induced 6-cycle, because G has girth
at least 5. Let wi denote the neighbor of vi in V (G)−V (C), for each i ∈ {1, . . . ,6}. Since the girth of G
is at least 5, we have wi /∈ {wi+1,wi+2} (where the indices are taken cyclically). We may however have
wi = wi+3 for some i ∈ {1, . . . ,6}, in which case we call wi a sneaky vertex. Similarly, each edge of the
form wiwi+2 is called a sneaky edge.
We define two parity classes, C1 := {v1,v3,v5} and C2 := {v2,v4,v6} and . If wiwi+2 is a sneaky edge
then we say that wiwi+2 belongs to the parity class Ci mod 2.
Case 1.1: Some parity class has no sneaky edge and there is at most one sneaky vertex.
Without loss of generality, we may assume that C1 has no sneaky edge. If there is a sneaky vertex, we
assume without loss of generality that it is w2 = w5.
Consider a near independence packing P = (G0,G1, . . . ,Gk) of G with G0 =
G[{v1,v2,v3,v4,v5,v6,w1,w3,w5}]. Note that w1,w3,w5 are pairwise distinct, thus |V (G0)| = 9.
Every maximum independent set of G−V (G0) can be extended to an independent set of G by adding
{v1,v3,v5}, hence γ > 3. Since there are no sneaky edges in the parity class C1, we either have m0 = 9 if
there is no sneaky vertex, or m0 = 7 if there is one (namely, w2). Thus, m0 > 7. Applying Lemma 32, we
obtain
α(G)> µ(G)+ γ+ 2−9·|V (G0)|24 +max(m0−2δ +2σ ,3δ +3ν+4σ) · 124 > µ(G)−
1
12
,
a contradiction.
Case 1.2: Some parity class has no sneaky edge and there are two or three sneaky vertices.
Without loss of generality, we may assume that C1 has no sneaky edge. Also, without loss of generality
w2 = w5 and w3 = w6 are two sneaky vertices, and possibly w1 = w4 in case there is a third one. Let
x2 /∈ {v2,v5} denote the third neighbor of w2.
Consider a near independence packing P = (G0,G1, . . . ,Gk) of G with G0 =
G[{v1,v2,v3,v4,v5,v6,w2,w3,x2}]. Note that |V (G0)| = 9. Every maximum independent set of
G−V (G0) can be extended to an independent set of G by adding {v3,w2,v6}, hence γ > 3. Since G has
girth at least 5, the vertices v1,v4,w3 are pairwise non-adjacent, and so are v1,v4,x2. Note however that
we could possibly have the edge x2w3. It follows that either m0 = 3 (in case x2w3 ∈ E(G)) or m0 = 5 (in
case x2w3 /∈ E(G)). Applying Lemma 32, we obtain
α(G)> µ(G)+ γ+ 2−9 · |V (G0)|
24
+max(m0−2δ +2σ ,3δ +3ν+4σ) · 124 .
Since m0 > 3, this is at least µ(G)− 112 (yielding a contradiction) unless δ +ν = 1 and σ = 0. Let us
analyze that last possibility. First note that k = δ +ν +σ = 1. Moreover, w1 6= w4 (that is, there are
precisely two sneaky vertices), since σ = 0 and thus G1 has minimum degree 2.
Suppose first that δ = 1. Consider the dangerous graph G1, which has five degree-2 vertices. Let us
show that α(G)> µ(G1)+4. If G1 is an induced subgraph of G, then we must have m0 = m1 = 5. The
endpoints in V (G1) of the edges between V (G0) and V (G1) are x3,w1,w4,y2,y∗2, where x3 is a neighbor
of w3 and y2,y∗2 6= w2 are two neighbors of x2. Since y2y∗2 is not an edge (otherwise x2y2y∗2 is a triangle),
it follows from Lemma 19.(v) that there is an independent set S of G1 of size at least µ(G1) that avoids
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Figure 10: Illustration of Case 1.2 of Lemma 35, when ν = 1 and G = G′0.
{w1,w4,x3}. Hence, S∪{v1,w2,v4,w3} is an independent set of G of size at least µ(G1)+4. If G1 is not
an induced subgraph of G, then since m1 > 3 there is exactly one edge z1z2 of G that links two degree-2
vertices of G1, and m0 = m1 = 3. It follows that x2w3 ∈ E(G) (since m0 = 3). Let y2 be the neighbor of
x2 in V (G1). Then w1,w4,y2,z1,z2 are the five degree-2 vertices of G1, and by Lemma 19.(iv) there is an
independent set S of G1 of size at least µ(G1) that avoids {w1,w4}. Hence, S∪{v1,w2,v4,w3} is again
an independent set of G of size at least µ(G1)+4. Therefore, in both cases we obtain
α(G)> µ(G1)+4 = µ(G)− 9 · |V (G0)|24 +
5
24
+4> µ(G)− 1
12
,
a contradiction.
Next, suppose that ν = 1. If m0 = 5 then we directly obtain α(G)> µ(G)− 112 . So we may assume
that m0 = 3, which implies that x2 and w3 are adjacent. Let y2 /∈ {w2,w3} denote the third neighbor
of x2 and let z2,z∗2 denote the two neighbors of y2 distinct from x2. Consider a near independence
packing P′ = (G′0,G
′
1, . . . ,G
′
k) of G with G
′
0 = G[{v1,v2,v3,v4,v5,v6,w1,w2,w3,w4,x2,y2,z2,z∗2}]. It
could be that not all vertices in the latter set are pairwise distinct, but we do know that |V (G′0)| 6 14,
and that S0 := {v1,w2,v4,w3,y2} is an independent set consisting of five pairwise distinct vertices.
Every independent set of G−V (G′0) can be extended to an independent set of G by adding S0. Hence,
α(G)−α(G−V (G′0)) > 5. By Corollary 33, we find that G = G′0, and that all vertices in the set
{v1,v2,v3,v4,v5,v6,w1,w2,w3,w4,x2,y2,z2,z∗2} are pairwise distinct. However, in the subgraph of G′0
that we identified so far (see Figure 10), z2,z∗2,w1 and w4 have degree 1 and the remaining vertices
have degree 3. It is impossible to complete this graph to a cubic graph without creating a 4-cycle.
Contradiction.
Case 2: Both parity classes have at least one sneaky edge, and one has exactly one sneaky edge.
Without loss of generality, C1 has exactly one sneaky edge, say w1w3. If w1 = w4 or w3 = w6, then there
is a 4-cycle, so w1 6= w4 and w3 6= w6. Thus, either there is exactly one sneaky vertex (if w2 = w5), or
none (if w2 6= w5).
Consider a near independence packing P = (G0,G1, . . . ,Gk) of G with G0 =
G[{v1,v2,v3,v4,v5,v6,w1,w3,w5}]. Note that |V (G0)| = 9 and m0 6 7. Suppose first that w2 6= w5. If
m0 < 7 then G[{w1,w3,w5,v2,v4,v6}] must contain an edge different from w1w3. But then w2 = w5 or
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there is a triangle or a 4-cycle; contradiction. So m0 = 7. Furthermore, exactly as in case 1.1 we obtain
that γ > 3. Applying Lemma 32 yields
α(G)> µ(G)+ −7+max(m0−2δ +2σ ,3δ +3ν+4σ)
24
> µ(G)+ max(−2δ ,3δ −7)
24
> µ(G)− 1
12
,
a contradiction.
Next, suppose that w2 = w5. Here we will use that there is at least one sneaky edge in the parity class
C2. If w2w6 is an edge then w2w6v6v5 is a 4-cycle, so w2w6 cannot be a sneaky edge. By symmetry, w2w4
is not a sneaky edge either. Therefore w4w6 must be a sneaky edge. At least one of w1w4,w3w6 is not an
edge, for otherwise w1w3w6w4 would be a 4-cycle. Without loss of generality (by symmetry of the graph
structure derived so far) w1w4 /∈ E(G).
Using these assumptions and the fact that G has no triangle nor 4-cycle, we see that for i ∈ {1,2,4},
the vertex wi has its third neighbor outside the set {v1, . . . ,v6,w1, . . . ,w6}; we let xi denote that neighbor.
Consider a near independence packing P = (G0,G1, . . . ,Gk) of G with G0 =
G[{v1,v2,v3,v4,v5,v6,w1,w2,w3,w4,w6,x1,x2,x4}]. Observe that |V (G0)| 6 14 (possibly x1,x2,
x4 are not all distinct). Also, by the discussion above and absence of triangles and 4-cycles,
S0 := {v3,v6,w1,w2,w4} is an independent set that has no neighbors in V (G)−V (G0). Therefore every
independent set of G−Z can be extended to an independent set of G by adding S0. This means that
γ > 5. Applying Corollary 33, we find that G = G0 and |V (G)|= 14. In particular, x1,x2,x4 are pairwise
distinct. The subgraph of G that we have identified so far (see Figure 11a) has three vertices of degree 1
(x1,x2 and x4) and two vertices of degree 2 (w3 and w6). We need to complete this to the cubic graph G.
If x1 (resp. x4) is adjacent to both x2 and x4 (resp. both x2 and x1) then every extra edge incident to x4
(resp. x1) will create a triangle or 4-cycle; contradiction. On the other hand, if x2 is adjacent to both x1
and x4, then we need to add the edges x1w6,x4w3 to obey 3-regularity and triangle-freeness. But then
G is the forbidden graph F(2)14 (see Figure 11b); contradiction. Thus, in G each vertex in {x1,x2,x4} is
incident to at most one other vertex in {x1,x2,x4}. This means that we cannot complete the subgraph in
Figure 11a to a cubic graph; contradiction.
Case 3: Both parity classes have at least two sneaky edges.
Three sneaky edges in one parity class create a triangle, so we may assume that both parity
classes have exactly two sneaky edges. Without loss of generality, let w1w3 and w3w5 be the two
sneaky edges for C1. Consider a near independence packing P = (G0,G1, . . . ,Gk) of G with G0 =
G[{v1,v2,v3,v4,v5,v6,w1,w2,w3,w4,w5,w6,x1,x5}], where x1 /∈ {v1,w3} and x5 /∈ {v5,w3} are the third
neighbors of respectively w1 and w5. Since w1w5 is not an edge, it follows that S0 := {v2,v4,v6,w1,w5}
is an independent set. Note that S0 has no neighbors in V (G)−V (G0). Thus, every independent set of
G−V (G0) can be extended to an independent set of G by adding S0. Hence, γ > 5. Since |V (G0)|6 14,
Corollary 33 yields that G = G0, |V (G)|= 14 and α(G) = 5.
Since the parity class C2 also has two sneaky edges, exactly two of the pairs {w2,w4} ,{w4,w6} ,
{w2,w6} induce an edge. In particular, at least one of w2w6,w4w6 is an edge of G, and by symmetry of
the structure identified so far, we may assume that w4w6 ∈ E(G).
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(a)
(b)
Figure 11: Illustration of Case 2 of Lemma 35, when w2 = w5 and G = G0. If additionally x1x2,x4x2,
x1w6,x4w3 are edges, then we obtain the forbidden graph F
(2)
14 (see Figure 11b). Otherwise the subgraph
depicted in Figure 11a cannot be completed to a cubic graph with girth at least 5 (on the same vertex set).
F(1)14 F
(2)
14
Figure 12: Illustration of the end of Case 3 of Lemma 35, when both parity classes have two sneaky edges
and G = G0 is a graph on 14 vertices and α(G) = 5. The two graphs are isomorphic to the forbidden
graphs F(1)14 and F
(2)
14 , respectively.
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See Figure 12 for an illustration of the following discussion. If w2w6 ∈ E(G), then
{w1,w2,w4,w5,v3,v6} is an independent set, contradicting that α(G) = 5. Thus w2w6 /∈ E(G), and
hence w2w4 ∈ E(G). In that case, we must have x1x5 ∈ E(G), so that G is either the forbidden graph F(1)14
(if x1w6 and x5w2 are edges) or the forbidden graph F
(2)
14 (if x1w2 and x5w6 are edges). Contradiction.
Lemma 36. If C is a 5-cycle of G, then for every edge e of C there is another 5-cycle Ce such that
E(C)∩E(Ce) = {e}.
Proof. Let C := v1v2v3v4v5 be a 5-cycle. For each i ∈ {1, . . . ,5}, let wi /∈V (C) denote the third neighbor
of vi. Observe that v1, . . . ,v5,w1, . . . ,w5 must be pairwise distinct and wiwi+1 /∈ E(G) for each i (where
indices are taken cyclically), since G has no triangle, and no 4-cycle or 6-cycle either by Lemmas 34
and 35.
It suffices to prove the lemma for the edge e = v1v2. Arguing by contradiction, we assume from now
on that w1 and w2 do not have a common neighbor. Let G0 := G[{v1,v2,v3,v4,v5,w4}] and let H denote
the graph obtained from G−V (G0) by adding the edge w1w2. Note that H is subcubic and triangle-free,
by our assumption on w1 and w2.
Let S be a maximum independent set of H. At least one of w1,w2, say w1, is not in S. Then S∪{v1,v4}
is an independent set of G. Thus α(G)> α(H)+2. Also, µ(G0) = 1·9+4·10+1·11−224 = 2+
5
12 . Hence,
α(G)> α(H)+2 = α(H)+µ(G0)− 512 . (4.7)
Let G1,G2, . . . ,Gk be an independence packing of H. If the edge w1w2 is included in one of the
graphs G1, . . . ,Gk, let us assume without loss of generality that it is in Gk.
First, let us deal quickly with the case that w1w2 is not in Gk. Then P = (G0,G1, . . . ,Gk) is a near
independence packing of G. Since α(H) = ∑ki=1α(Gi) and α(G)−α(H) > 2, we deduce that γ > 2.
Using Lemma 27 combined with m0 = 6, we then obtain
α(G)> µ(G)+ γ−µ(G0)+
⌈
m0+3δ +3ν+4σ
2
⌉
· 112 > µ(G)− 112 ,
implying that G is not a counterexample. Thus, the edge w1w2 must be in Gk.
Let m := |E(G)|−∑ki=0 |E(Gi)|. Let mi (i ∈ {0,1, . . . ,k}) denote the numbers of edges of G that have
exactly one endpoint in V (Gi).
Since m0 = 6, it follows that m> 6−1 = 5 (the −1 is due to the edge w1w2 which is in Gk but not in
G). Also, by 3-connectivity of G we know that mi > 3 for each i ∈ {1, . . . ,k}.
Let us consider Gk. If Gk is isomorphic to one of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22, then Gk has at most
one degree-2 vertex, and in fact it must have one because otherwise {w1,w2} would be a cutset of G,
so Gk is isomorphic to one of F11, F
(1)
19 , F
(2)
19 . In particular, mk = 3 in this case. If Gk is isomorphic to a
bad graph then Gk has four vertices of degree 2. Since w1w2 ∈ E(Gk), this implies that either mk = 6, or
mk = 4 and there is one edge of G with both endpoints in V (Gk) but not in Gk.
Similarly but not quite exactly as when considering independence packings, let us write δ ,σ ,ν for
the number of indices i ∈ {1, . . . ,k} such that Gi is respectively dangerous, isomorphic to K1 or K2, and
a graph on at least three vertices that is neither dangerous nor bad nor isomorphic to F11, F
(1)
19 or F
(2)
19 .
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Let also IF (IB) be the indicator variable which is equal to 1 if Gk is isomorphic to one of F11, F
(1)
19 , F
(2)
19
(respectively, to a bad graph), and 0 otherwise.
Combining the previous observations, we obtain
2m> 6−2+3IF +6IB+5δ +3(σ +ν). (4.8)
The −2 accounts for the edge w1w2 in Gk but not in G, and the 5δ comes from the fact that every
dangerous graph has five degree-2 vertices.
Applying Theorem 10 to each graph Gi with i ∈ {1, . . . ,k−1}, we obtain that
α(Gi)>

µ(Gi) if Gi is dangerous
µ(Gi)+ 16 if Gi is isomorphic to K1 or K2
µ(Gi)+ 112 otherwise.
In the third case, the lower bound comes from the fact that Gi has at least three degree-2 vertices, contains
no bad subgraph, and is not dangerous.
As for the graph Gk, since Gk is not a subgraph of G, we have less control on its structure. Applying
Theorem 10 gives the following (weaker) lower bounds:
α(Gk)>

µ(Gk)− 112 if Gk is bad or isomorphic to one of F11,F
(1)
19 ,F
(2)
19
µ(Gk)+ 16 if Gk is isomorphic to K1 or K2
µ(Gk) otherwise.
Note that Gk cannot in fact be isomorphic to K1 since it contains the edge w1w2, but we will not use this
fact. Let IN be the indicator variable which is equal to 1 if Gk falls in the third category and Gk is not
dangerous, and 0 otherwise. Note that in the case IN = 1 we do not necessarily obtain a stronger lower
bound of µ(Gk)+ 112 for Gk as Gk could have a bad subgraph or less than three degree-2 vertices.
Using (4.7), we obtain
α(G)> µ(G0)− 512 +α(H) = µ(G0)−
5
12
+
k
∑
i=1
α(Gi) = µ(G)+
2(m− k)−10
24
+
k
∑
i=1
(α(Gi)−µ(Gi)).
(4.9)
Combining the previous inequalities, we obtain
α(G)> µ(G)+ 1
24
(−6− IF +2IB+3δ +5σ +3ν−2IN) . (4.10)
If instead of using inequality (4.8) we use that 2m> 10, then we find
α(G)> µ(G)+ 1
24
(−2δ +2σ −4IF −4IB−2IN) . (4.11)
From (4.10) and (4.11) we see that α(G)−µ(G)>− 112 , unless σ = 0, δ +ν 6 1, and IF + IB = 1.
Thus k ∈ {1,2}.
Suppose first that Gk is bad. By inequality (4.10), we may assume that k = 1. If Gk is not isomorphic
to B8 or B
(1)
16 , then by Lemma 18.(vi), no edge of Gk is contained in every 6-cycle of Gk. Thus Gk−w1w2
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Figure 13: Reduction to F22, in Lemma 36. There are 23 ways of adding extra edges between G0 and
Gk−w1w2, such that the resulting graph is triangle-free and cubic. Indeed: w4 must have one neighbor
in {x1,x2} and one neighbor in {x3,x4}, and v5 and v3 cannot be adjacent. One of the eight resulting
graphs is F22, obtained by adding the edges w4x2,w4x3,v5x1 and v3x4. The seven other graphs all contain
6-cycles.
contains a 6-cycle, and so does G; contradiction. If Gk is isomorphic to B8 then w1w2 must be an edge of
the 4-cycle of B8. But then in G there is a 6-cycle consisting of the path w1v1v2w2 and two other vertices
of Gk. Contradiction. Finally, if Gk is isomorphic to B
(1)
16 , then observe that there is only one edge of
B(1)16 contained in all 6-cycles of B
(1)
16 , and thus w1w2 must be that edge. There are eight ways to add the
remaining edges in G between G0 and Gk−w1w2 while respecting 3-regularity and triangle-freeness, see
Figure 13. This reveals that G is either the forbidden graph F22 (contradiction) or G contains a 6-cycle
(contradiction).
It remains to consider the case where Gk is isomorphic to one of F11,F
(1)
19 ,F
(2)
19 . Note that k = 1 is
not possible here, since m0 = 6 but m1 = 3. Thus k = 2. Recall that G1 is then either dangerous, or not
dangerous with at least three degree-2 vertices. Let y denote the unique degree-2 vertex of Gk. If yv3 is
an edge of G then {v3v4,v1v5} is a 2-edge cutset of G; contradiction. Thus yv3 /∈ E(G). Symmetrically
we know that yv5 /∈ E(G). Below we distinguish two cases, namely yw4 ∈ E(G) and yw4 /∈ E(G).
Case 1: yw4 /∈ E(G).
In this case {y,v3,v5,w4} is an independent set. Therefore there must be precisely five edges in G that
have one endpoint in V (G1) (and the other endpoint in {y,v3,v5,w4}). If G1 is not dangerous then this
implies that in inequality (4.8), we can replace the factor 3ν with 5ν . This propagates to an extra additive
term 112 in inequality (4.10), yielding α(G)> µ(G)− 112 ; contradiction. So we may assume that G1 is
dangerous. Let x4,x∗4 denote the neighbors of w4 in V (G1) and let y
∗ denote the neighbor of y in V (G1).
Observe that {w3,w5,x4,x∗4,y∗} are the degree-2 vertices of G1.
Because x4x∗4 is not an edge (otherwise w4x4x
∗
4 is a triangle), it follows from Lemma 19.(v) that G1
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has an independent set S1 of size µ(G1) that avoids {w3,w5,y∗}. Let S2 be a maximum independent set
of G2−w1w2. Since G2 is critical, we know that |S2|= α(G2)+1> µ(G2)− 112 +1. Now, let
S := {v3,v5}∪S1∪S2.
Note that S is an independent set of G. Since µ(G) =∑2i=0 µ(Gi)− 412 , and recalling that µ(G0) = 2+ 512 ,
we obtain that
α(G)> |S|> 2+µ(G1)+
(
µ(G2)− 112 +1
)
=
2
∑
i=0
µ(Gi)+
6
12
= µ(G)+
10
12
,
a contradiction.
Case 2: yw4 ∈ E(G).
First note that G−{v1,v2,v3,v4,v5,w4} is disconnected. Observe furthermore that y 6= w1, for otherwise
{w1,w2} would be a 2-cutset. Due to the edge yw4 and the facts that y 6= w1 and G2−w1 is connected, it
follows that G−{v1,v2,v3,v4,v5,w1} is connected.
We started out the proof of this lemma from the perspective of an arbitrary edge v1v2 of the 5-cycle
and, arguing by contradiction, we assumed that w1 and w2 do not have a common neighbor. In case w4
and w5 do not have a common neighbor either, we can apply the same arguments instead to the edge
v4v5, and deduce that the derived local graph structure from the perspectives of v1v2 respectively v4v5
are the same. That is, we end up in this last case as well when considering the edge v4v5. However, this
implies that G−{v1,v2,v3,v4,v5,w1} must be disconnected, a contradiction. Hence, w4 and w5 must
have a common neighbor x4 6= y. Symmetrically w4 and w3 must have x4 as their common neighbor. But
then x4w3v3v4v5w5 is a 6-cycle; contradiction.
Lemma 37. G has no 5-cycle.
Proof. Suppose G has a 5-cycle. By repeatedly applying Lemma 36, we see that each edge of G is
incident to a 5-cycle and (therefore) in fact contained in some 5-cycle. Let C := v1v2v3v4v5 be a 5-cycle.
By Lemma 36, there is a second 5-cycle v1v2w2x1w1 containing v1v2, with w1,w2,x1 /∈ V (C). There
cannot be a third 5-cycle containing v1v2, for otherwise G must have a 4-cycle or 6-cycle. We conclude
that v1v2 (and therefore each edge of G) is contained in exactly two 5-cycles. As proved by Bondy and
Locke [4, Theorem 8.2], the only connected triangle-free cubic graph having no 6-cycle and admitting
an edge-2-covering by 5-cycles is the dodecahedron. The dodecahedron is not a counterexample to
Theorem 10.
In summary, we know that G is 3-connected and has girth at least 7. In particular, by Lemma 19.(vi)
and absence of 5-cycles, no subgraph of G is dangerous. Recall that G also has no bad or forbidden
subgraph.
We are now in a position to finish the proof of Theorem 10. Because G is cubic, G contains an even
cycle. Let C := v1v2 . . .v2t be a shortest even cycle. We will derive a contradiction by constructing a
shorter even cycle from C, using the properties of our minimum counterexample G.
Note that the cycle C has at most one chord, for otherwise there is a shorter even cycle. Let wi /∈V (C)
denote the third neighbor of vi, for 1 6 i 6 2t. If wi = w j for two distinct i, j then we call wi a sneaky
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vertex. Observe that i− j must be odd. Furthermore, there is at most one sneaky vertex, for otherwise
there is a shorter even cycle (here we use that G has girth at least 7).
Similarly, an edge of the form wiw j is called a sneaky edge. Observe that there are no edges of
the form wiwi+2 (otherwise there is a 5-cycle) or wiwi+2l+1 (otherwise there is a shorter even cycle).
Therefore all sneaky edges are of the form wiwi+2l , for some integers i and l > 2. In particular, this means
that every sneaky edge is a ‘shortcut’ for C, yielding an odd cycle that is shorter than C. Later we will use
the chord, the sneaky vertex, and sneaky edges, if any exists, to build contradictory shorter even cycles.
We define two parity classes, Z1 :=V (C)∪{w1,w3, . . . ,w2t−1} and Z0 :=V (C)∪{w2,w4, . . . ,w2t}.
If wiwi+2l is a sneaky edge then we say it belongs to the parity class Zi mod 2.
Let V1 := {v1,v3, . . . ,v2t−1} and V0 := {v2,v4, . . . ,v2t}. If C has no chord then both V0 and V1 are
independent sets. If C has a chord then it must be of the form vgvg+2h, for some integers g,h (otherwise
there is a shorter even cycle). Without loss of generality we assume that g is even, so that V1 is an
independent set. (Note that V0 then is not an independent set.)
We consider a near independence packing P = (G0,G1, . . . ,Gk) of G with G0 = G[Z1]. Before
pursuing further, let us first remark that in case C has no chord, then the arguments below apply equally if
we chose G0 = G[Z0] instead, and indeed we will use this freedom of switching to G0 = G[Z0] in Case 2
below.
A maximum independent set of G−V (G0) = G−Z1 can be extended to an independent set of G
by adding V1. Using the notations associated to our near independence packing P, this shows that
γ > |V1|= t. The vertices in Z1 are pairwise distinct (otherwise there is a shorter even cycle), so |Z1|= 3t.
By Lemma 32, we obtain (using that δ = 0 because G has no dangerous subgraph):
α(G)> µ(G)+ t+ 2−9 ·3t
24
+
m0
24
= µ(G)+
2+m0−3t
24
. (4.12)
To obtain a contradiction, it thus suffices to show that m0 > 3t−4.
If there is no chord, no sneaky vertex, and no sneaky edge, then each vertex in {w1,w3, . . . ,w2t−1}
has two neighbors in V (G)−Z1 and each vertex in V0 has one neighbor in V (G)−Z1. The remaining
vertices of Z1 have no neighbors in V (G)−Z1. This then immediately implies that m0 = 3t.
Each chord, sneaky vertex or sneaky edge belonging to Z1 decreases our estimate 3t on m0 by (at
most) 2. It thus suffices to show that
1{there is a chord}+1{there is a sneaky vertex}+#{sneaky edges belonging to Z1}6 2. (4.13)
Case 1. C has a chord.
It suffices to show that there is no sneaky edge belonging to Z1. Because G has girth at least 7, we
must have t > 6. Without loss of generality, we may assume that v2v2+2h is the chord, for some
integer h. The chord ‘separates’ C into two shorter odd cycles, C1 = v2v2+2hv2+2h+1 . . .v2tv1 and C2 =
v2v2+2hv2+2h−1 . . .v3.
Suppose that there is a sneaky edge wiw j belonging to Z1. If vi and v j are both in C1 or both in C2 (say
both in C1) then the path viwiw jv j is a shortcut for C1, yielding a shorter even cycle. If vi is in C1 and v j
is in C2, then either v2v3 . . .viwiw jv jv j−1 . . .v2+2h or v2v1 . . .v jw jwivivi+1 . . .v2+2h is a shorter even cycle.
Therefore there is no sneaky edge belonging to Z1.
Case 2. C has no chord.
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Suppose wawb and wcwd are two sneaky edges, not necessarily belonging to the same parity class.
Recall that this implies that a= b mod 2 and c= d mod 2 (otherwise there is a shorter even cycle). Using
the symmetries of the cycle C, we may assume without loss of generality that 1 = a < b < d 6 2t and
a < c < d. We will now argue that then a < c < b < d. If this is not the case, then either a < b = c < d
or a < b < c < d.
First suppose that a < b = c < d. In other words, wawb and wcwd share the vertex wb = wc.
We have b− a > 4 and d − c > 4 (since G has girth at least 7), so that d > 9. But then C1 :=
v1w1wbwdvdvd+1 . . .v2t is an even cycle shorter than C = v1v2 . . .vdvd+1 . . .v2t . Indeed, |C| − |C1| =
|{v2,v3, . . . ,vd−1}|− |{wa,wb,wd}| = d−5 > 4, and d−5 is even because 1 = a = b = c = d mod 2.
Next, suppose that a < b < c < d. Then C2 := vawawbvbvb+1 . . .vcwcwdvd . . .v2t is an even cycle shorter
than C. Indeed, |C| − |C2| = |{va+1,va+2, . . . ,vb−1}|+ |{vc+1,vc+2, . . . ,vd−1}|− |{wa,wb,wc,wd}| =
(b−a−1)+(d− c−1)−4> 3+3−4 = 2. We have now proved that a < c < b < d; in other words,
every two sneaky edges cross.
We are done if at most one sneaky edge belongs to Z1, so we may assume that Z1 has at least two
sneaky edges. Likewise, at least two sneaky edges belong to Z0. Thus in total there are at least four
sneaky edges wawb,wcwd ,wew f ,wgwh. By the crossing property we have derived above, we may assume
without loss of generality that 1 = a < c < e < g < b < d < f < h 6 2t. In particular b must be odd,
since a is.
Consider the cycles C3 := vawawbvbvb−1 . . .vgwgwhvhvh+1 . . .v2t and C4 :=
vava+1 . . .vcwcwdvdvd−1 . . .vbwbwa. Then |C| − |C3| = |{va+1,va+2, . . . ,vg−1}| +
|{vb+1,vb+2, . . . ,vh−1}| − |{wa,wb,wg,wh}| = (g− a− 1) + (h− b− 1)− 4 = g+ h− b− 7, while
|C| − |C4| = |{vd+1, . . . ,v2t}| + |{vc+1, . . . ,vb−1}| − |{wa,wb,wc,wd}| = b − c − d + 2t − 5 =
b−g−h+2t−5+(h−d)+(g− c)> b−g−h+2t−5+2+2 = b−g−h+2t−1.
Note that |C| − |C3| and |C| − |C4| are even because b is odd and g = h mod 2 and c = d mod 2.
Therefore C3 and C4 are even cycles. Furthermore, the minimum of |C|− |C3| and |C|− |C4| is at least
−7+min(g+h−b,2t+6− (g+h−b))6−7+(t+3). This implies that there is a shorter even cycle
unless t 6 4. Because G has girth at least 7, we know that t > 4. Thus t = 4 (i.e. C is an 8-cycle). Then,
there is no sneaky vertex, because this would create a triangle, a 5-cycle or a shorter even cycle. Since Z1
clearly cannot contain more than two sneaky edges, inequality (4.13) holds, as desired.
This concludes the proof of Theorem 10.
We end this section with a discussion of some aspects of the proof. These remarks can be freely
skipped.
Forbidden graphs and how they emerge in the proof
Here we briefly recap where the forbidden graphs arose as obstructions in the proof. The three noncubic
graphs appear as exceptional cases in the proofs of Lemma 23 (about 2-edge cutsets) and Lemma 25 (no
bad subgraph). This makes sense because all noncubic forbidden graphs have a bad subgraph (namely B8
or B(1)16 ) as well as a 2-edge cutset whose removal leaves two components, one of which is isomorphic to
K1 (cf. Figure 1).
The three cubic forbidden graphs arise much later, when we already know that our minimum
counterexample is cubic. More specifically, F(1)14 and F
(2)
14 occur in the proof of Lemma 35 (no 6-cycle)
ADVANCES IN COMBINATORICS, 2020:7, 45pp. 38
LARGE INDEPENDENT SETS IN TRIANGLE-FREE CUBIC GRAPHS: BEYOND PLANARITY
and F22 emerges in the proof of Lemma 36. This makes sense because F
(1)
14 and F
(2)
14 contain a 6-cycle,
whereas F22 does not. As for F22: In the proof of Lemma 36, we remove a 5-cycle and one of its neighbors
from G, and then add a specific edge, yielding an auxiliary graph H to which we apply induction. The
graph F22 then emerges in the special case that H is isomorphic to B
(1)
16 (cf. Figure 1).
Why is Lemma 25 needed?
Lemma 25 shows that the minimum counterexample G has no bad subgraph. Since its proof takes a few
pages, it is natural to wonder whether we could simply avoid introducing this lemma. At first sight, such a
strategy could be borrowed from Heckman and Thomas [13]. They first prove a technical theorem similar
to our Theorem 10 (in the planar case) but only for graphs that do not have a bad subgraph. As a result
they (almost) only need to deal with bad subgraphs when they derive α(G)> 3n/8 from their technical
theorem, only requiring a short and elegant induction argument there.
We have come to the conclusion that we cannot use such a strategy in our case. It is possible to obtain
a relatively short derivation of Theorem 7 from such a hypothetical weakening of Theorem 10 (only stated
for graphs that do not have a bad subgraph). However, the proof of such a weaker statement is the real
problem: It appears we really need the stronger ‘induction hypothesis’ in Theorem 10. For example, we
need this in Lemma 36, where we remove some vertices from G and add an edge, creating a new graph H.
In the independence packing of that new graph H, it could be that the component Gk containing the new
edge has a bad subgraph. In such a situation Gk would not satisfy the conditions of the theorem, so we
would not know anything about how α(Gk) and µ(Gk) compare. When faced with a similar situation,
Heckman and Thomas [13] were able to dodge such problems by considering a planar embedding of G,
and deducing that Gk in fact cannot contain any bad subgraph as this would create a K5 minor. In our
situation, where we do not know that G is planar, it seems we cannot hope to use such a short argument.
5 Independence ratio 11/30 for connected triangle-free subcubic graphs
In this section we prove Theorem 38 (see below), which is a more precise version of Theorem 11. We
show that, up to a few explicit exceptions, all connected triangle-free subcubic graphs on n vertices have
independence number at least 1130 n. Before stating the theorem, we will now describe the exceptional
families T and T−.
Let T denote the family of graphs that can be obtained from an order > 2 tree whose internal nodes
have degree 4, in the following way: internal nodes (if there are any) are replaced with a copy of B8 and
leaves are replaced with a copy of F11. Furthermore, we let T− denote the family of graphs that can be
obtained from some graph in T by deleting (the vertices of) one copy of F11.
For the purpose of proving Theorem 38, it is convenient to provide the following alternative description
of T and T−. Let G41 denote the connected graph on 41 vertices that consists of a copy of B8 and three
copies of F11 that each are joined to the B8 by an edge. Observe that G41 and F11 share the property of
having exactly one vertex of degree 2, the other vertices being of degree 3. If a graph G can be obtained
from a graph G′ by replacing a subgraph F11 with a copy of G41 (mapping the degree-2 vertex of F11 to
the degree two vertex of G41), then we say that G is a 30-augmentation of G′. A graph G is said to be
reducible to G′ if G = G′ or G can be obtained from G′ by repeated applications of 30-augmentations.
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Observe that T equals the family of graphs that are reducible to the graph consisting of two copies of F11
joined by an edge, and T− equals the family of graphs that are reducible to F11.
Theorem 38. Let G be a connected triangle-free subcubic graph on n vertices. Then
α(G) =
11
30
n− 1
30
·

4 if G∼= F(1)14 or G∼= F(2)14
2 if G∼= F22 or G ∈ T
1 if G ∈ T−.
Furthermore, in the remaining cases
α(G)> 11
30
n.
Proof. First we show that the number κ(G) := 30 ·α(G)− 11 · |V (G)| is invariant under taking 30-
augmentations. Indeed, suppose that G is a 30-augmentation of G′. Because both F11 and G41 have a
maximum independent set avoiding their unique degree-2 vertex, we have α(G) = α(G′)+α(G41)−
α(F11). Furthermore, 30 · (α(G41)−α(F11)) = 30 · 11 = 11 · (|V (G41)| − |V (F11)|). It follows that
κ(G) = κ(G′), as desired.
Thus, we may assume from now on that G does not have G41 as a subgraph. In particular: to prove
the first part of the theorem it suffices to verify it for the graphs F(1)14 ,F
(2)
14 ,F22,F11 as well as the graph
consisting of two copies of F11 joined by an edge, which can be done by straightforward computation.
It remains to prove that α(G) > 1130 n if G is not one of these five graphs (and does not have G41 as a
subgraph).
Let P= (G1, . . . ,Gk) be an independence packing of G. Let I denote the set of indices i ∈ {1, . . . ,k}
such that Gi is not a copy of F11. Because G is not F11, nor two copies of F11 joined by an edge, we
know that I is nonempty. For each i ∈ I, let Hi denote the graph that is the disjoint union of Gi and
those components of P that are a copy of F11 and have an edge to Gi in G. Also, let fi denote the
number of those copies of F11. Observe that V (G) is the disjoint union
⊔
i∈I V (Hi) and that α(G) =
∑ki=1α(Gi) = ∑i∈I α(Hi), by the definition of independence packing. It therefore suffices to show that
α(Hi)> 1130 |V (Hi)| for each i ∈ I. We will do so now.
Let i∈ I. If Gi is isomorphic to a forbidden graph, then by the discussion above Gi must be isomorphic
to F(1)19 or F
(2)
19 . Then Hi is either Gi or: Gi and a copy of F11 joined by an edge. In the former case
α(Hi) = 7 = 1130 |V (Hi)|+ 130 and in the latter case α(Hi) = 4+7 = 1130 |V (Hi)|, as desired.
If Gi is a bad graph then α(Gi) = µ(Gi)− 112 = 38 |V (Gi)|, so
α(Hi) = α(Gi)+ fi ·α(F11)
=
11 · |V (Gi)|
30
+
|V (Gi)|
120
+ fi · 11 · |V (F11)|−130
=
11 · |V (Hi)|
30
+
|V (Gi)|−4 fi
120
.
Since Gi has only four vertices of degree 2, we must have fi 6 4. If Gi is not isomorphic to B8 then
|V (Gi)|> 16. If Gi ∼= B8 then fi 6 2 (for otherwise G41 would be a subgraph of G). It follows that always
|V (Gi)|−4 fi > 0, so that α(Hi)> 1130 |V (Hi)|.
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Finally, we discuss the case that Gi is neither a forbidden nor a bad graph. By Theorem 10, we know
that α(Gi)> µ(Gi). Therefore
α(Hi) = α(Gi)+ fi ·α(F11)
> 9 · |V (Gi)|+ fi−2
24
+ fi · 11 · |V (F11)|−130
=
9 · |V (Gi)|+ fi−2
24
+4 fi.
On the other hand, we have 1130 · |V (Hi)|= 1130 · (|V (Gi)|+11 fi) = 11|V (Gi)|+ fi30 +4 fi, so
α(Hi)>
11
30
· |V (Hi)|+
⌈
9 · |V (Gi)|+ fi−2
24
⌉
− 11 · |V (Gi)|+ fi
30
.
If Gi is not isomorphic to K1 or K2 then Gi has minimum degree at least 2, and hence fi 6 |V (Gi)|.
It thus suffices to verify that
⌈
9g+ f−2
24
⌉
− 11g+ f30 > 0 for all integers f ,g such that either 0 6 f 6 g or
16 g6 26 f 6 4. For f +g6 9 there is only a small number of integer pairs to be checked, while for
f +g> 10 it directly follows from the fact that 9g+ f−224 =
11g+ f
30 +
f+g−10
120 .
6 If triangles are allowed
In this section we generalize our main theorem by relaxing the triangle-freeness condition, in the spirit
of [10]. We first prove a generalization of Theorem 10 (for connected critical graphs) by a reduction to
the triangle-free case. We then apply this result to every component of an independence packing.
To describe the result, we first need to define a class of graphs that is closely related to bad graphs.
From Lemma 18.(iii) it follows that a bad graph contains precisely two 4-vertex paths whose interior
vertices have degree 2; let us call them the nice paths. A graph which is not isomorphic to the complete
graph K4 is called almost bad if it can be obtained from a bad graph by contracting one or both of its nice
paths to an edge. We remark that each such contraction creates a triangle, so almost bad graphs are not
triangle-free. Furthermore, almost bad graphs are critical by Lemma 14.
For a graph G, let T (G) denote the maximum number of vertex-disjoint triangles in G. Note that if
G is subcubic, then two triangles are vertex-disjoint if and only if they are edge-disjoint. We define the
following refinement of the measure µ(G):
µT (G) :=
6 · |V (G)|− |E(G)|−2 ·T (G)−1
12
.
With the new terminology in hand, we can now state our (partial) generalization of Theorem 10 for
critical graphs. Note that it is sharp due to e.g. the triangle and dangerous graphs.
Theorem 39. Let G be a connected critical subcubic graph which is not isomorphic to any of K4,F11,
F(1)14 , F
(2)
14 , F
(1)
19 , F
(2)
19 , F22. Then
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• α(G) = µT (G)− 112 if G is bad or almost bad
• α(G)> µT (G) otherwise.
Proof. The bound for bad and almost bad graphs is immediate from Theorem 10 and Lemma 14. Hence
it suffices to show that α(G) > µT (G) if G is not bad and not almost bad. We apply induction on the
number of triangles in G. The base case, no triangle, is certified by Theorem 10. Let t be a triangle in
G. If t is disjoint from every other triangle, then let e denote an arbitrary edge of t. Otherwise, let e
denote the unique edge of t that is shared with another triangle t2. This edge is unique because G is not
isomorphic to K4; for the same reason, every other triangle must be disjoint from t and t2. Let G′ be the
graph obtained by subdividing the edge e twice. By Lemma 14, G′ is critical and α(G′) = α(G)+ 1.
Moreover: T (G′) = T (G)−1, and G′ has two more vertices and two more edges compared to G. Hence
µT (G′) = µT (G)+1 and therefore α(G)−µT (G) = α(G′)−µT (G′). By the definition of almost bad
graphs, if G′ is bad or almost bad, then G is almost bad. Thus the desired bound follows by induction.
As a corollary, we obtain the following. Here B(G) denotes the maximum number of vertex-disjoint
subgraphs of G that are bad or almost bad.
Corollary 40. Let G be a connected subcubic graph containing none of K4,F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 ,
F22 as a subgraph. Then
α(G)> µT (G)−
B(G)
12
.
Proof. Consider an independence packing P= (G1, . . . ,Gk) of G. Since G is connected, at least k−1
edges of G are not contained in any of G1, . . . ,Gk. Thus µT (G)6∑ki=1 µT (Gi). Moreover, by Theorem 39
and the definition of independence packing: α(G) = ∑ki=1α(Gi)> ∑ki=1 µT (Gi)− B(G)12 .
Corollary 40 is sharp due to e.g. connected graphs that have an independence packing consisting
entirely of triangles. However, we remark that Corollary 40 is not quite best possible, in the sense that we
did not take advantage of any integrality trick, as e.g. in the proof of Theorem 7. This is because such an
integrality trick is not possible for every value of the tuple (|V (G)|, |E(G)|,T (G)).
7 Conclusion
Let χ f (G) denote the fractional chromatic number of the graph G. Among the several equivalent
definitions of this parameter, one (using duality) is as follows:
χ f (G) := sup
w6=0
∑v∈V (G)w(v)
α(G,w)
,
where w is a weight function associating a nonnegative real weight w(v) to each vertex v ∈V (G), and
α(G,w) denotes the maximum weight of an independent set in G. From this definition, it is clear that
n
α(G) 6 χ f (G) when G is an n-vertex graph. Accordingly, it is natural to ask which upper bounds on
n
α(G)
extend to upper bounds on χ f (G). This is the case for Staton’s 154 upper bound for triangle-free subcubic
graphs (Theorem 1):
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Theorem 41 (Dvorˇák, Sereni, and Volec [8]). Let G be a triangle-free subcubic graph. Then, χ f (G)6 145 .
Heckman and Thomas [13] conjectured that χ f (G)6 83 for every triangle-free subcubic planar graph
G, which would generalize their result (Theorem 6). We conjecture that Theorem 7 can similarly be
extended to fractional colorings:
Conjecture 42. Let G be a triangle-free subcubic graph containing none of F11, F
(1)
14 , F
(2)
14 , F
(1)
19 , F
(2)
19 ,
F22 as a subgraph. Then, χ f (G)6 83 .
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