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1 Introdução
Neste texto, lembramos algumas noções básicas e resultados sobre geometria
complexa e correntes no cenário complexo. A maioria dos resultados é clássica
e suas provas não são dadas aqui. Por outro lado, descrevemos em detalhes
algumas noções para ajudar o leitor que não está familiarizado com geometria
ou correntes complexas. As principais referências para a teoria abstrata de cor-
rentes são [AZO19] [Che03] [dR84] [Fed69] [Sch66] [War71] . O leitor encontrará
em [JP] [Gun90] [Hor83] [Lel68] [Nar66] o básico sobre correntes em variedades
complexas. Também nos referimos a [JP] [PA78] [Huy05] [Voi02] para a teoria
de variedades compactas de Kähler.
2 Noção de correntes e teoria pluripotencial
2.1 Espaços projetivos e conjuntos analíticos
Neste parágrafo, lembramos a definição de espaços projetivos complexos. Em
seguida, discutimos brevemente as variedades compactas de Kähler , as varie-
dades projetivas e os conjuntos analíticos.
O espaço projetivo complexo Pk é uma variedade compacta complexa de di-
mensão k. Ele é obtido como o quociente de Ck+1\{0} pela ação multiplicativa
natural de C∗ . Em outras palavras, Pk é o espaço de parâmetros das linhas
complexas passando por 0 em Ck+1 . A imagem de um subespaço de dimensão
p + 1 de Ck+1 é uma subvariedade de dimensão p em Pk, bi-holomórfa a Pp,
e é chamada de subespaço projetivo de dimensão p. Os hiperplanos de Pk são
subespaços projetivos de dimensão k − 1.
∗O presente trabalho foi realizado com apoio da Coordenação de Aperfeiçoamento de Pes-
soal de Nível Superior - Brasil (CAPES) - Código de Financiamento 001
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O grupo GL(C, k + 1) de endomorfismos lineares invertíveis de Ck+1 induz
o grupo PGL(C, k + 1) de automorfismos de Pk. Ele age de forma transitiva
em Pk e envia subespaços projetivos para subespaços projetivos.
Seja z = (z0, ..., zk) as coordenadas padrão de Ck+1. Considere a relação de
equivalência: z ∼ z′ se ∃λ ∈ C∗ tal que z = λz′. O espaço projetivo Pk é
o quociente de Ck+1\{0} por esta relação. Podemos cobrir Pk por conjuntos
abertos Ui associados aos conjuntos abertos {zi 6= 0} em Ck+1\{0}.
Cada Ui é bi-holomorfo a Ck e (z0/zi, ..., zi−1/zi, zi+1/zi, ..., zk/zi) é um
sistema de coordenadas neste gráfico.
O complemento de Ui é o hiperplano definido por {zi = 0}. Assim, Pk
pode ser considerado como uma compactificação natural de Ck. Denotamos por
[z0 : ... : zk] o ponto de Pk associado a (z0, ..., zk) .
Esta expressão traduz as coordenadas homogêneas em Pk. Os espaços pro-
jetivos são variedades compactas de Kähler. Descreveremos essa noção mais
tarde.
Seja X uma variedade complexa de dimensão k. Seja ϕ uma l−forma diferencial
em X. Em coordenadas holomórfas locais z = (z1, ..., zk) , ela pode ser escrita
como
ϕ(z) =
∑
|I|+|J|=l
ϕIJdzI ∧ dzJ ,
onde ϕIJ são funções complexas, dzI := dzi1 ∧ ... ∧ dzip se I = (i1, ..., ip) e
dzJ := dzj1 ∧ ... ∧ dzjq se J = (j1, ..., jq) .
A conjugada de ϕ é
ϕ(z) =
∑
|I|+|J|=l
ϕIJdzI ∧ dzJ .
A forma ϕ é real se e somente se ϕ = ϕ .
Dizemos que ϕ é uma forma de bigrau (p, q) se ϕIJ = 0 quando (|I|, |J |) 6=
(p, q).O bigrau não depende da escolha de coordenadas locais. Seja TCX a com-
plexificação do feixe tangente de X.A estrutura complexa em X induz um en-
domorfismo linear J nas fibras de TCX tais que J 2 = id.Este endomorfismo
induz uma decomposição de TCX na soma direta de dois subgrupos apropria-
dos de dimensão k: a parte holomorfa T 1,0X associada ao autovalor 1 de J e
a parte anti-holomorfa T 0,1X associada ao autovalor −1. Sejam Ω1,0X e Ω0,1X os
grupos duais de T 1,0X e T
0,1
X . Então, as (p, q) -formas são seções do vetor pacote∧p
Ω1,0
⊗∧q
Ω0,1.
Se ϕ é uma forma (p, q), então o diferencial dϕ é a soma de uma forma
(p + 1, q) e uma forma (p, q + 1). Denotamos então por ∂ϕ a parte do bigrau
(p + 1, q) e ∂ϕ a parte do bigrau (p, q + 1). Os operadores ∂ e ∂ estendem-se
linearmente para formas arbitrárias ϕ . O operador d é real, isto é, envia for-
mas reais para formas reais, mas ∂ e ∂ não são reais. A identidade d ◦ d = 0
implica que ∂ ◦ ∂ = 0, ∂ ◦ ∂ = 0 e ∂∂ + ∂∂ = 0. Defina dc := i2pi (∂ − ∂).Este
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operador é real e satisfaz ddc := ipi∂∂. Note que os operadores acima comutam
com o pull-back por mapas holomorfos. Mais precisamente, se τ : X1 −→ X2 é
um mapa holomorfo entre variedades complexas e ϕ é uma forma em X2 então
df∗(ϕ) = f∗(dϕ), ddcf∗(ϕ) = f∗(ddcϕ), etc. Lembre-se de que a forma ϕ é
fechada (resp. ∂−fechado, ∂− fechado, ddc− fechado) se dϕ (resp. ∂, ∂, ddc)
anula-se. A forma ϕ é exata (resp. ∂−exata, ∂−exata, ddc−exata) se for igual
ao diferencial dφ (resp. ∂φ, ∂φ, ddcφ) de uma forma φ. Claramente, as formas
exatas são fechadas.
Uma forma suave (1, 1) ω em X é Hermitiana se puder ser escrita em coor-
denadas locais como
ω(z) =
√−1
∑
1≤i,j≤k
αij(z)dzi ∧ dz(j),
onde αij são funções suaves tais que a matriz (αij) é Hermitiana. Consideramos
uma forma ω tal que a matriz (αij) é positiva definida em todos os pontos. É
estritamente positiva no sentido que vamos apresentar mais tarde. Se a é um
ponto em X, podemos encontrar coordenadas locais z tais que z = 0 em a e ω
é igual próximo de 0 à forma euclidiana ddc||z||2 modulo um termo de ordem
||z||. A forma ω é sempre real e induz uma norma nos espaços tangentes de X.
Então, ela define uma métrica riemanniana em X . Dizemos que ω é uma forma
de Kähler se for uma forma Hermitiana positiva-definida e fechada. Neste caso,
pode-se encontrar coordenadas locais z tais que z = 0 em a e ω é igual próximo
de 0 a ddc||z||2 modulo um termo de ordem ||z||2 . Assim, no nível infinitesi-
mal, uma métrica de Kähler é próxima da Euclidiana. Esta é uma propriedade
crucial na Teoria de Hodge no cenário complexo.
Considere agora uma variedade complexa compacta X de dimensão k. Su-
ponha que X é uma variedade de Kähler, isto é, admite uma forma de Kähler ω.
Lembre-se de que o grupo de cohomologia de de Rham, H l(X,C) é o quociente
do espaço das l−formas fechadas pelo subespaço das l−formas exatas. Este
espaço vetorial complexo é de dimensão finita. Os grupos reais H l(X,R) são
definidos da mesma maneira usando formas reais. Temos
H l(X,C) = H l(X,R)⊗R C.
Se α é uma l−forma fechada, sua classe em H l(X,C) é denotada por [α].
O grupo H0(X,C) é apenas o conjunto das funções constantes. Portanto, é
isomorfo a C . O grupo H2k(X,C) também é isomorfo a C. O isomorfismo é
dado pelo mapa canônico [α] 7→ ∫
X
α. Para l, m tal que l +m ≤ 2k, o produto
cup
^: H l(X,C)×Hm(X,C) −→ H l+m(X,C)
é definido por [α] ^ [β] := [α ∧ β]. O teorema da dualidade de Poincaré diz
que o produto cup é uma forma bilinear não-degenerada quando l + m = 2k.
Assim, ele define um isomorfismo entre H l(X,C) e o dual de H2k−l(X,C). Seja
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Hp,q(X,C), 0 ≤ p, q ≤ k, o subespaço de Hp+q(X,C) gerado pelas classes de
(p, q)−formas fechadas . Chamamos Hp,q(X,C) o Grupo de Cohomologia de
Hodge. A teoria de Hodge mostra que
H l(X,C) =
⊕
p+q=l
Hp,q(X,C)
e
Hq,p(X,C) = Hp,q(X,C).
Isso, juntamente com a dualidade de Poincaré, induz um isomorfismo canô-
nico entre Hp,q(X,C) e o espaço dual de Hk−p,k−q(X,C). Defina para p = q
Hp,p(X,R) := Hp,p(X,C) ∩H2p(X,R).
Temos
Hp,p(X,C) := Hp,p(X,R)⊗R C.
Lembre-se que o Grupo de Cohomologia de Dolbeault Hp,q
∂
(X) é o quoci-
ente do espaço de (p, q)−formas ∂−fechadas pelo subespaço das (p, q)−formas
∂−exatas. Observe que uma forma (p, q) é d−fechada se e somente se for
∂−fechado e ∂−fechado. Portanto, há um morfismo natural entre os grupos
de cohomologia de Hodge e Dolbeault. A teoria de Hodge afirma que isso é de
fato um isomorfismo: temos
Hp,q(X,C) ' Hp,q
∂
(X).
O resultado é uma consequência do seguinte teorema, o chamado ddc−lema, cf
[Dem] [Voi02].
Teorema 2.1 (ddc−lema). Seja ϕ uma forma (p, q) suave d−fechada em X.
Então ϕ é ddc−exata se e somente se for d−exata (ou ∂−exata ou ∂−exata).
O espaço projetivo Pk admite a forma de Kähler ωFS , chamada a forma de
Fubini-Study. É definida no gráfico Ui por
ωFS := dd
c log(
k∑
j=0
|zj
zi
|2).
Em outras palavras, se pi : Ck+1\{0} −→ Pk é a projeção canônica, então ωFS
é definida por
pi∗(ωFS) := ddc log(
k∑
i=0
|zi|2).
Pode-se verificar que ωkFS é uma medida de probabilidade em Pk. Os grupos
de cohomologia de Pk são muito simples.Temos Hp,q(Pk,C) = 0 para p 6= q e
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Hp,p(Pk,C) ' C. Os grupos Hp,p(Pk,R) e Hp,p(X,C) são gerados pela classe
de ωpFS . As subvariedades de Pk são Kähler, como subvariedades de uma varie-
dade de Kähler. O teorema de Chow diz que tal variedade é algébrica, isto é, é
o conjunto de zeros comuns de uma família finita de polinômios homogêneos em
z. Uma variedade compacta é projetiva se for bi-holomorfa a uma subvariedade
de um espaço projetivo. Seus grupos de cohomologia são em geral muito ricos
e difíceis de descrever.
Um resultado útil de Blanchard [A.B56] diz que a explosão de uma varie-
dade compacta de Kähler ao longo de uma subvariedade é sempre uma variedade
compacta da Kähler. A construção da explosão é a seguinte. Considere primeiro
o caso de conjuntos abertos em Ck com k ≥ 2. Observe que Ck é a união das
linhas complexas que passam por 0, as quais são parametrizadas pelo espaço
projetivo Pk−1. A explosão Ĉk de Ck em 0 é obtida pela separação dessas li-
nhas complexas, isto é, mantemos Ck\{0} e substituímos 0 por uma cópia de
Pk−1. Mais precisamente, se z = (z1, ..., zk) denota as coordenadas de Ck e
[ω] = [ω1 : ... : ωk] são coordenadas homogêneas de Pk−1, então Ĉk é a subvari-
edade de Ck × Pk−1 definida pelas equações ziωj = zjωi para 1 ≤ i, j ≤ k. Se
U é um conjunto aberto em Ck contendo 0, a explosão Û de U em 0 é definida
por pi−1(U) onde pi : Ĉk −→ Ck é a projeção canônica.
Se U é uma vizinhança de 0 em Ck−p, p ≤ k − 2, e V é um conjunto aberto
em Cp, então a explosão de U × V ao longo de {0} × V é igual a Û × V . Con-
sidere agora uma subvariedade Y de X de dimensão p ≤ k − 2. Cobrimos X
por gráficos que, ou não cruzam Y ou são do tipo U × V , onde Y é identificado
com {0} × V . A explosão X̂ é obtida colocando os gráficos fora de Y com as
explosões de gráficos que se cruzam com Y . A projeção natural pi : X̂ −→ X
define um mapa bi-holomorfo entre X̂\pi−1(Y ) e X\Y . O conjunto pi−1(Y ) é
uma hipersuperfície suave, ou seja, subvariedade de codimensão 1; ele é cha-
mado de hipersuperfície excepcional. A explosão pode ser definida usando os
ideais locais de funções holomorfas que anulam-se em Y . A explosão de uma
variedade projetiva ao longo de uma subvariedade é uma variedade projetiva.
Lembramos agora alguns fatos sobre conjuntos analíticos, veja [Gun90] [Nar66].
Seja X uma variedade arbitrária complexa de dimensão k 1. Os conjuntos ana-
líticos de X podem ser vistos como subvariedades de X, possivelmente com
singularidades. Os conjuntos analíticos de dimensão 0 são subconjuntos local-
mente finitos, os de dimensão 1 são (possivelmente singulares) superfícies de
Riemann. Por exemplo, {z21 = z32} é um conjunto analítico de C2 de dimensão
1 com uma singularidade em 0. O Teorema de Chow vale para conjuntos analí-
ticos: qualquer conjunto analítico em Pk é o conjunto dos zeros comuns de uma
família finita de polinômios homogêneos.
1Frequentemente assumimos que X é conexa para simplificar.
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Lembre-se que um conjunto analítico Y de X é localmente o conjunto de
zeros comuns de funções holomorfas: para cada ponto a ∈ X existe uma vizi-
nhança U de a e funções holomorfas fi em U tais que Y ∩ U é a interseção de
{fi = 0}. Podemos escolher U para que Y ∩ U seja definida por uma família
finita de funções holomorfas. Os conjuntos analíticos são fechados para a topo-
logia usual em X. Os anéis locais de funções holomorfas em X induzem anéis
locais de funções holomorfas em Y . Um conjunto analítico Y é irredutível se
não for uma união de dois conjuntos analíticos diferentes não-vazios de X. Um
conjunto analítico geral Y pode ser decomposto de uma forma única em uma
união de subconjuntos analíticos irredutíveis Y =
⋃
Yi, onde nenhum compo-
nente Yi está contido em outro. A decomposição é localmente finita, isto é, dado
um conjunto compacto K em X, somente um número finito de Yi intersecta K.
Qualquer sequência crescente de subconjuntos analíticos irredutíveis de X é
estacionária. Uma sequência decrescente (Yn) de subconjuntos analíticos de X
é sempre localmente estacionária, ou seja, para qualquer subconjunto compacto
K de X, a sequência (Yn)
⋂
K é estacionária. Aqui, não supomos (Yn) irredu-
tível. A topologia em X, cujos conjuntos fechados são exatamente os conjuntos
analíticos, é chamada de topologia de Zariski. Quando X é conexo, os conjun-
tos abertos não-vazios de Zariski são densos em X para a topologia usual. A
restrição da topologia de Zariski em X para Y é também chamada de topologia
de Zariski de Y . Quando Y é irredutível, os subconjuntos abertos não-vazios
de Zariski são também densos em Y , mas não é o caso de conjuntos analíticos
redutíveis.
Existe um subconjunto analítico mínimo sing(Y ) em X tal que Y \ sing(Y )
é uma subvariedade complexa (suave) de X\ sing(Y ), isto é, uma variedade
complexa que está fechada e sem fronteira em X\ sing(Y ). O conjunto analítico
sing(Y ) é a parte singular de Y . A parte regular de Y é denotada por reg(Y ); ela
é igual a Y \ sing(Y ). A variedade reg(Y ) não é necessariamente irredutível; ela
pode ter vários componentes. Chamamos dimensão de Y , dim(Y ), o máximo
das dimensões desses componentes; a codimensão codim(Y ) de Y em X é o
inteiro k − dim(Y ). Dizemos que Y é um conjunto analítico próprio de X se
tiver codimensão positiva. Quando todos os componentes de Y têm a mesma
dimensão, dizemos que Y é de pura dimensão ou de pura codimensão. Quando
sing(Y ) não é vazio, sua dimensão é sempre estritamente menor que a dimensão
de Y . Podemos novamente decompor sing(Y ) em partes regular e singular. O
procedimento pode ser repetido menos de k vezes e fornece uma estratificação de
Y em variedades complexas disjuntas. Observe que Y é irredutível se e somente
se reg(Y ) é uma variedade conexa . O resultado a seguir é devido a Wirtinger.
Teorema 2.2 (Wirtinger). Seja Y um conjunto analítico de pura dimensão p
de uma variedade Hermitiana (X,ω). Então o volume 2p−dimensional de Y
em um conjunto de Borel K é igual a
volume(Y ∩K) = 1p!
∫
reg(Y )∩K ω
p.
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Aqui, o volume é relativo à métrica Riemanniana induzida por ω.
Seja Dk o polidisco {|z1| < 1, ..., |zk| < 1} em Ck . O resultado a seguir
descreve a estrutura local dos conjuntos analíticos.
Teorema 2.3. Seja Y um conjunto analítico de dimensão pura p de X. Seja a
um ponto de Y . Então existe uma carta holomorfa U de X, bi-holomorfa a Dk,
com coordenadas locais z = (z1, ..., zk), tal que z = 0 em a, U é dado por {|z1| <
1, ..., |zk| < 1} e a projeção pi : U −→ Dp, definida por pi(z) := (z1, ..., zp), é
própria em Y ∩U . Nesse caso, existe um subconjunto analítico próprio S de Dp
tal que pi : Y ∩ U\pi−1(S) −→ Dp\S é uma cobertura finita e as singularidades
de Y estão contidas em pi−1(S).
Lembre-se que um mapa holomorfo τ : X1 −→ X2 entre variedades comple-
xas de mesma dimensão é uma cobertura de grau d se cada ponto de X2 admite
uma vizinhança V tal que τ (−1)(V ) é uma união disjunta de d conjuntos aber-
tos, cada um dos quais é enviado bi-holomorficamente para V por τ . Observe
que o teorema anterior também implica que as fibras de pi : Y ∩ U −→ Dp são
finitas e contêm no máximo d pontos se d é o grau da cobertura. Podemos redu-
zir U para ter a como o único ponto na fibra pi−1(0)∩Y . O grau d da cobertura
depende da escolha das coordenadas e o menor inteiro d obtido dessa maneira
é chamado multiplicidade de Y em a e é denotado por mult(Y, a). Veremos que
mult(Y, a) é o número de Lelong em a da correntes positiva fechada associada
a Y . Em outras palavras, se Br denota a bola de centro a e de raio r, então
a relação entre o volume de Y ∩ Br e o volume de uma esfera de raio r em Cp
decresce para mult(Y, a) quando r decresce para 0.
Seja τ : X1 −→ X2 um mapa holomorfo aberto entre variedades complexas
de mesma dimensão. Aplicando o resultado acima ao gráfico de τ , podemos
mostrar que para qualquer ponto a ∈ X1 e para uma vizinhança U de a pe-
quena o suficiente, se z é um ponto genérico em X2 perto o suficiente de τ(a),
o número de pontos em τ−1(z) ∩ U não depende de z. Chamamos este número
de multiplicidade ou grau topológico local de τ em a. Dizemos que τ é uma
cobertura ramificada de grau d se τ é aberto, próprio e cada fibra de τ contém
exatamente d pontos contados com multiplicidade. Neste caso, se Σ2 é o con-
junto dos valores críticos de τ e Σ1 := τ−1(Σ2), então τ : X1\Σ1 −→ X2\Σ2 é
uma cobertura de grau d.
Recordamos a noção de espaço analítico que generaliza variedades complexas
e seus subconjuntos analíticos. Um espaço analítico de dimensão ≤ p é definido
como uma variedade complexa, mas uma carta é substituída por um subcon-
junto analítico de dimensão≤ p em um conjunto aberto de um espaço Euclidiano
complexo. Como no caso de subconjuntos analíticos, pode-se decompor espa-
ços analíticos em componentes irredutíveis e em partes regulares e singulares.
As noções de dimensão, de topologia de Zariski e de mapas holomorfos podem
ser estendidos para espaços analíticos. A definição precisa usa o anel local de
funções holomorfas, veja [Gun90] [Nar66] . Um espaço analítico é normal se o
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anel local de funções holomorfas em cada ponto estiver integralmente fechado.
Isto é equivalente ao fato de que para U aberto em Z funções holomorfas em
reg(Z) ∩ U que são limitadas perto de sing(Z) ∩ U , são holomorfas em U. Em
particular, os espaços analíticos normais são localmente irredutíveis. Um mapa
holomorfo f : Z1 −→ Z2 entre espaços complexos é um mapa contínuo que induz
morfismos de anéis locais de funções holomorfas em Z2 para aqueles em Z1. As
noções de cobertura ramificada, de multiplicidade e de mapas abertos podem
ser estendidas aos espaços analíticos normais. Temos o seguinte resultado útil,
onde Z˜ é chamado normalização de Z.
Teorema 2.4. Seja Z um espaço analítico. Então existe um único, até um
mapa bi-holomorfo, espaço analítico normal Z˜ e um mapa holomorfo finito pi :
Z˜ −→ Z tal que :
• pi−1(reg(Z)) é um conjunto aberto denso de Zariski de Z˜ e pi define um
mapa bi-holomorfo entre pi−1(reg(Z)) e reg(Z);
• Se τ : Z ′ −→ Z é um mapa holomorfo entre espaços analíticos, então
existe um único mapa holomorfo h : Z ′ −→ Z˜ e satisfazendo pi ◦ h = τ .
Em particular, os auto-mapas holomorfos de Z podem ser levantados para
auto-mapas holomorfos de Z˜.
Exemplo 2.5. Seja pi : C −→ C2 o mapa holomorfo dado por pi(t) = (t2, t3).
Este mapa define uma normalização da curva analítica {z31 = z22} em C2 que
é singular em 0. A normalização do conjunto analítico {z1 = 0} ∪ {z31 = z22}
é a união de duas linhas complexas disjuntas. A normalização de uma curva
complexa (um conjunto analítico de dimensão pura 1) é sempre suave.
O seguinte teorema de desingularização, devido a Hironaka, é muito útil.
Teorema 2.6. Seja Z um espaço analítico. Então existe uma variedade su-
ave Zˆ, possivelmente redutível, e um mapa holomorfo pi : Zˆ −→ Z tal que
pi−1(reg(Z)) seja um conjunto denso aberto de Zariski de Zˆ e pi define um
mapa bi-holomorfo entre pi−1(reg(Z)) e reg(Z) .
Quando Z é um subconjunto analítico de uma variedade X, então pode-se
obter um mapa pi : Xˆ −→ X usando uma sequência de Explosões ao longo das
singularidades de Z. A variedade Zˆ é a transformada estrita de Z por pi. A
diferença com a normalização de Z é que não temos a segunda propriedade no
Teorema 2.4 , mas Zˆ é suave.
Exemplo 2.7. Seja Grass(l, k) o Grassmanniano, ou seja, o conjunto de subes-
paços lineares de dimensão l de Ck . Então Grass(l, k) admite uma estrutura
natural de uma variedade projetiva.
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2.2 Correntes positivas e funções p.s.h.
Neste parágrafo, introduzimos formas positivas, correntes positivas e funções
plurisubarmônicas em variedades complexas. O conceito de positividade e a
noção de funções plurisubarmônicas são devidos a Lelong e Oka. A teoria tem
muitas aplicações na geometria algébrica complexa e na dinâmica. Seja X uma
variedade complexa de dimensão k e ω uma forma Hermitiana (1, 1) em X, que
é positiva-definida em cada ponto. Lembre-se de que uma corrente S em X, de
grau l e de dimensão 2k − l, é uma forma linear contínua no espaço D2k−l(X)
de formas suaves (2k − l) com suporte compacto em X. Seu valor em uma
(2k − l)−forma ϕ ∈ D2k−l(X) é denotada por S(ϕ) ou mais frequentemente
por < S,ϕ >. Em uma carta, S corresponde a uma forma linear contínua
atuando nos coeficientes de ϕ. Assim, pode ser representado como uma forma-l
com coeficientes de distribuição. Uma sequência (Sn) de correntes-l converge
para uma l−corrente S se para todo ϕ ∈ D2k−l(X), < Sn, ϕ > converge para
< S,ϕ >. O conjugado de S é a l−corrente S definida por
< S,ϕ >:= < S,ϕ >,
para ϕ ∈ D2k−l(X). A corrente S é real se e somente se S = S.
O suporte de S é o menor subconjunto fechado supp(S) de X tal que
< S,ϕ >= 0 quando ϕ é suportado em X\supp(S). A corrente S estende-se
continuamente para o espaço de formas suaves ϕ tais que supp(ϕ) ∩ supp(S) é
compacto em X. Se X ′ é uma variedade complexa de dimensão k′ com 2k′ ≥
2k − l, e se τ : X −→ X ′ é um mapa holomorfo que é próprio no suporte de S,
podemos definir o push-forward τ?(S) de S por τ . Esta é uma corrente τ?(S)
de mesma dimensão que S, ou seja, de grau 2k′ − 2k + l, que é suportado em
τ(supp(S)), que satisfaz
< τ?(S), ϕ >:=< S, τ
?(ϕ) >
para ϕ ∈ D2k−l(X ′). Se X ′ é uma variedade complexa de dimensão k′ ≥ k e se
τ : X ′ −→ X é uma submersão, podemos definir o pull-back τ?(S) de S por τ .
Esta é uma corrente l suportada em τ−1(supp(S)), que satisfaz
< τ?(S), ϕ >:=< S, τ?(ϕ) >
para ϕ ∈ D2k′−l(X ′). De fato, como τ é uma submersão, a corrente τ?(ϕ) é de
fato uma forma suave com suporte compacto em X; ela é dada por uma integral
de ϕ nas fibras de τ .
Qualquer l−forma diferencial suave ψ em X define uma corrente: ela define
a forma linear contínua ϕ 7→ ∫
X
ψ ∧ ϕ em ϕ ∈ D2k−l(X) . Assim, as correntes
estendem a noção de formas diferenciais. Os operadores d, ∂, ∂ nas formas dife-
renciais se estendem para correntes. Por exemplo, temos que dS é uma corrente
(l + 1) definida por
< dS,ϕ >:= (−1)l < S, dϕ >
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para ϕ ∈ D2k−l−1(X). É fácil verificar que, quando S é uma forma suave,
a identidade acima é uma consequência da fórmula de Stokes. Dizemos que
S é de bigrau (p, q) e de bidimensão (k − p, k − q) se anula-se nas formas de
bigrau (r, s) 6= (k − p, k − q). A conjugada de uma corrente (p, q) é de bigrau
(q, p). Então, se tal corrente é real, temos necessariamente p = q. Note que o
push-forward e o pull-back por mapas holomorfos comutam com os operadores
acima. Eles preservam correntes reais; o push-forward preserva a bidimensão e
o pull-back preserva o bigrau.
Existem três noções de positividade que coincidem para os bigraus (0, 0), (1, 1),
(k − 1, k − 1) e (k, k). Aqui, usamos apenas dois deles. Eles são duais um para
o outro. A (p, p)− forma ϕ é (fortemente) positiva se em cada ponto, é igual a
uma combinação com coeficientes positivos de formas do tipo
(
√−1α1 ∧ α1) ∧ ... ∧ (
√−1αp ∧ αp),
onde αi são formas (1, 0). Qualquer forma (p, p) pode ser escrita como uma
combinação finita de formas positivas (p, p). Por exemplo, nas coordenadas
locais z, uma (1, 1)−forma ω é escrita como
ω =
k∑
i,j=1
αij
√−1dzi ∧ dzj ,
onde αij são funções. Esta forma é positiva se e somente se a matriz (αij) é
semi-definida positiva em cada ponto. Em coordenadas locais z, a (1, 1)−forma
ddc||z||2 é positiva. Pode-se escrever dz1∧dz2 como uma combinação de dz1∧dz1,
dz2 ∧ dz2, d(z1 ± z2) ∧ d(z1 ± z2) e d(z1 ±
√−1z2) ∧ d(z1 ±
√−1z2). Assim, as
formas positivas geram o espaço das formas (p, p).
Uma (p, p)− corrente S é fracamente positiva se para cada (k − p, k − p)−
forma positiva suave ϕ, S ∧ ϕ é uma medida positiva e é positiva se S ∧ ϕ é
uma medida positiva para cada (k− p, k− p)− forma suave fracamente positiva
ϕ. Positividade implica positividade fraca. Estas propriedades são preservadas
sob pull-back por submersões holomorfas e push-forward por mapas holomorfos
próprios. As formas positivas e fracamente positivas e correntes são reais. Pode-
se considerar as formas (p, p) positivas e fracamente positivas como seções de
alguns feixes de cones fechados salientes convexos que estão contidos na parte
real do feixe vetorial
∧p
Ω0,1 ⊗∧p Ω1,0.
O produto de interseção de uma corrente positiva com uma forma positiva
é positivo. O produto de interseção de uma corrente fracamente positiva com
uma forma positiva é fracamente positivo. Os produtos de interseção de formas
ou correntes fracamente positivas não são sempre fracamente positivos. Para
as correntes reais (p, p) ou as formas S, S′, escreveremos S ≥ S′ e S′ ≤ S se
S−S′ é positiva. Uma corrente S é negativa se -S é positiva. Uma (p, p)− cor-
rente ou forma S é estritamente positiva se em coordenadas locais z, existe uma
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constante  > 0 tal que S ≥ (ddc||z||2)p. Equivalentemente, S é estritamente
positiva se tivermos localmente S ≥ ωp com  > 0.
Exemplo 2.8. Seja Y um conjunto analítico de codimensão pura p de X.
Usando a descrição local de Y próximo de uma singularidade no Teorema 2.3 e
o Teorema de Wirtinger 2.2, pode-se provar que o volume 2(k−p)− dimensional
de Y é localmente finito em X. Isto permite definir a seguinte (p, p)− corrente
[Y ] por
< [Y ], ϕ >:=
∫
reg(Y )
ϕ
para ϕ ∈ Dk−p,k−p(X), o espaço de formas suaves (k−p, k−p) com suporte
compacto em X. Lelong provou que essa corrente é positiva e fechada [Dem]
[Lel68] .
Se S é uma corrente (fracamente) positiva (p, p), ela é de ordem 0, ou seja,
ela se estende continuamente para o espaço de formas contínuas com suporte
compacto em X. Em outras palavras, em uma carta de X, a corrente S corres-
ponde a uma forma diferencial com coeficientes de medida. Definimos a massa
de X em um conjunto de Borel K por
||S||K :=
∫
K
S ∧ ωk−p.
QuandoK é relativamente compacto em X, obtemos uma norma equivalente
se mudarmos a métrica Hermitiana em X. Isto é uma consequência da propri-
edade que mencionamos acima, que diz que S toma valores em cones fechados
convexos salientes. Observe que a anterior norma-massa é definida apenas por
uma integral, que é mais fácil de calcular ou estimar do que a massa usual para
correntes em variedades reais.
A positividade implica uma propriedade importante de compacidade. Quanto
às medidas positivas, qualquer família de correntes positivas (p, p) com massa
localmente uniformemente limitada é relativamente compacta no cone de cor-
rentes positivas (p, p). Para a corrente [Y ] no Exemplo 2.8, pelo teorema de
Wirtinger, a massa em K é igual a (k− p)! vezes o volume de Y ∩K em relação
à métrica Hermitiana considerada. Se S é uma corrente negativa (p, p), sua
massa é definida por
||S||K := −
∫
K
S ∧ ωk−p.
O resultado a seguir é a versão complexa do teorema clássico do suporte no
cenário real,[Bas94] [Fed69] [RH75] .
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Proposição 2.9. Seja S uma corrente (p, p) suportada em uma subvariedade
complexa suave Y de X. Seja τ : Y −→ X o mapa de inclusão. Suponha que
S é C−normal, isto é, S e ddcS são de ordem 0. Então, S é uma corrente
em Y . Mais precisamente, existe uma C−normal (p, p)− corrente S′ em Y tal
que S = τ?(S′). Se S é positiva fechada e Y é de dimensão k − p, então S é
igual a uma combinação com coeficientes positivos de correntes de integração
nos componentes de Y .
A última propriedade também é válida quando Y é um conjunto analítico
singular. A proposição 2.9 aplica-se a correntes positivas fechadas (p, p) que
desempenham um papel importante em geometria complexa e em dinâmica.
Estas correntes generalizam conjuntos analíticos de dimensão k−p, como vimos
no Exemplo 2.8. Elas não têm massa nos conjuntos de Borel de medida de
Hausdorff 2(k − p)− dimensional 0. A proposição é usada para desenvolver um
cálculo nos potenciais de correntes fechadas.
Introduzimos agora a noção de número de Lelong para tais correntes, que
generalizam a noção de multiplicidade para conjuntos analíticos. Seja S uma
corrente fechada positiva (p, p) em X. Considere as coordenadas locais z em
uma carta U de X e a forma de Kähler local ddc||z||2. Seja Ba(r) a bola de
centro a e de raio r contida em U . Então,S ∧ (ddc||z||2)k−p é uma medida
positiva em U . Defina para a ∈ U
ν(S, a, r) :=
||S ∧ (ddc||z||2)k−p||Ba(r)
pik−pr2(k−p)
Note que pik−pr2(k−p) é (k − p)! vezes o volume de uma bola em Ck−p de
raio r, ou seja, a massa da corrente associada a esta bola. Quando r diminui
para 0, ν(S, a, r) está diminuindo e o número de Lelong de S em a é o limite
ν(S, a) := lim
r→0
ν(S, a, r).
Ele não depende das coordenadas. Assim, podemos definir o número de
Lelong para correntes em qualquer variedade. Note que ν(S, a) é também a
massa da medida ||S ∧ (ddc log ||z − a||)k−p|| em a. Discutiremos o produto de
interseção de correntes no próximo parágrafo.
Se S é a corrente de integração em um conjunto analítico Y , pelo teorema de
Thie, ν(S, a) é igual à multiplicidade de Y em a que é um inteiro. Isso implica
a seguinte desigualdade de Lelong: o volume Euclidiano 2(k − p)−dimensional
de Y em
uma bola Ba(r) centrada em um ponto a ∈ Y , é pelo menos igual a
1
(k−p)!pi
k−pr2(k−p), o volume em Ba(r) de um espaço linear (k−p)−dimensional
que passa através de a.
As correntes fechadas positivas generalizam os conjuntos analíticos, mas são
muito mais flexíveis. Um fato notável é que o uso de correntes fechadas positivas
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permite construir conjuntos analíticos. O seguinte teorema de Siu [Siu74]é uma
bela aplicação do método complexo L2.
Teorema 2.10. Seja S uma corrente fechada positiva (p, p) em X. Então, para
c > 0, o conjuntode nível {ν(S, a) ≥ c} do número de Lelong é um conjunto
analítico de X, de dimensão ≤ k − p. Além disso, existe uma decomposição
única S = S1+S2 onde S1 é uma combinação localmente finita, com coeficientes
positivos, de correntes de integração em conjuntos analíticos de codimensão p
e S2 é uma corrente positiva fechada (p, p) tal que {ν(S2, z) > 0} é uma união
finita ou enumerável de conjuntos analíticos de dimensão ≤ k − p− 1.
O cálculo das correntes é geralmente delicado. No entanto, a teoria é bem
desenvolvida para (1, 1)−correntes positivas fechadas graças ao uso de funções
plurisubharmônicas. Note que as correntes positivas fechadas (1, 1) correspon-
dem a hipersuperfícies (conjuntos analíticos de codimensão pura 1) em geometria
complexa e trabalhando com (p, p)−correntes, como com conjuntos analíticos de
codimensão mais altos, é mais difícil.
Uma função semi-contínua superior u : X −→ R∪{−∞}, não identicamente
-∞ em nenhuma componente de X, é plurisubharmônica (p.s.h. para abreviar)
se for sub-harmônica ou identicamente −∞ em qualquer disco holomorfo em X.
Lembre-se que um disco holomorfo em X é um mapa holomorfo τ : ∆ −→ X
onde ∆ é o disco unitário em C. Geralmente, identifica-se este disco holomorfo
com sua imagem τ(∆). Se u é p.s.h., então u ◦ τ é subharmônica ou identica-
mente −∞ em ∆. Da mesma forma que para as funções sub-harmônicas, temos
a desigualdade submédia: em coordenadas locais, o valor em a de uma função
p.s.h. é menor ou igual à média da função em uma esfera centralizada em a. De
fato, essa média aumenta com o raio da esfera. A desigualdade submédia implica
o princípio máximo: se uma função p.s.h. em uma variedade conexa X tem um
máximo local, então ela é constante. A semi-continuidade implica que funções
p.s.h. são localmente limitadas por cima. Uma função v é pluriharmônica se
v e -v forem p.s.h.. As funções pluriharmônicas são localmente partes reais de
funções holomorfas, em particular, são analíticas reais. A seguinte proposição é
de uso constante.
Proposição 2.11. Uma função u : X −→ R ∪ {−∞} é p.s.h. se e somente se
as seguintes condições são satisfeitas
1. u é fortemente semi-contínua superiormente, ou seja, para qualquer sub-
conjunto A de medida de Lebesgue completa em X e para qualquer ponto
a em X, temos u(a) = lim supu(z) quando z → a e z ∈ A.
2. u é localmente integrável com respeito à medida de Lebesgue em X e ddcu
é uma corrente fechada positiva (1, 1).
Por outro lado, qualquer corrente fechada positiva (1, 1) pode ser escrita
localmente como ddcu, onde u é uma função p.s.h. (local) . Esta função é
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chamada de potencial local da corrente. Dois potenciais locais diferem por
uma função pluriharmônica. Portanto, existe quase uma correspondência entre
(1, 1)−correntes positivas fechadas e funções p.s.h. . Dizemos que u é estrita-
mente p.s.h. se ddcu é estritamente positiva. As funções p.s.h. são definidas em
todos os pontos; esta é uma propriedade crucial na teoria pluripotencial. Outras
propriedades importantes desta classe de funções são algumas fortes proprieda-
des de compacidade que indicamos abaixo.
Se S é uma corrente positiva fechada (p, p), pode-se escrever localmente
S = ddcU com U uma corrente (p − 1, p − 1). Podemos escolher o potencial
U negativo com boas estimativas na massa, mas a diferença de dois potenciais
pode ser muito singular. O uso de potenciais U é muito mais delicado do que
no caso do bigrau (1, 1). Formulamos aqui uma estimativa local útil, veja por
exemplo [TD08a].
Proposição 2.12. Seja V um domínio aberto convexo em Ck e W um conjunto
aberto com W b V . Seja S uma corrente positiva fechada (p, p) em V . Então
existe uma forma L1 negativa U de bigrau (p−1, p−1) emW tal que ddcU = S e
||U ||L1(W ) ≤ c||S||V onde c > 0 é uma constante independente de S. Além disso,
U depende continuamente de S, onde a continuidade é em relação à topologia
fraca em S e a topologia L1(W ) em U .
Note que quando p = 1, U é quase sempre igual a uma função p.s.h. u tal
que ddcu = S.
Exemplo 2.13. Seja f uma função holomorfa em X não identicamente 0
em nenhuma componente de X. Então, log |f | é uma função p.s.h. e temos
ddc log |f | = ∑ni[Zi] onde Zi são componentes irredutíveis da hipersuperfície
{f = 0} e ni suas multiplicidades. A última equação é chamada de equação
de Poincaré-Lelong. Localmente, o ideal de funções holomorfas que se anulam
em Zi é gerado por uma função holomorfa gi e f é igual ao produto de Πgnii
com uma função holomorfa que não se anula. Em algum sentido, log |f | é uma
das funções p.s.h. mais singulares . Se X é uma bola, o conjunto convexo ge-
rado por tais funções é denso no cone de funções p.s.h. [Gun90] [Hor83] para
a topologia L1loc. Se f1, ..., fn são holomorfas em X, não identicamente 0 em
uma componente de X, então log(|f1|2 + ...+ |fn|2) também é uma função p.s.h..
A seguinte proposição é útil na construção de funções p.s.h..
Proposição 2.14. Seja χ uma função definida em (R ∪ {−∞})n com valores
em R ∪ {−∞}, não identicamente −∞, que é convexa em todas as variáveis
e crescente em cada variável. Sejam u1, ..., un funções p.s.h. em X. Então
χ(u1, ..., un) é p.s.h.. Em particular, a função max(u1, ..., un) é p.s.h..
14
Chamamos de conjunto pluripolar completo o conjunto de pólos {u = −∞}
de uma função p.s.h. e conjunto pluripolar um subconjunto de um conjunto
pluripolar completo. Os conjuntos pluripolares são de dimensão de Hausdorff
≤ 2k − 2, em particular, eles têm medida de Lebesgue zero . As uniões finitas
e enumeráveis de conjuntos pluripolares (localmente) são (localmente) pluripo-
lares. Em particular, as uniões finitas e enumeráveis de subconjuntos analíticos
são localmente pluripolares.
Proposição 2.15. Seja E um conjunto pluripolar fechado em X e u uma função
p.s.h. em X\E, limitada localmente acima de E. Então a extensão de u para
X dada por
u(z) := lim sup
ω→z,ω∈X\E
u(ω)
para z ∈ E, é ma função p.s.h. .
O seguinte resultado descreve as propriedades de compacidade de funções
p.s.h., consulte [Hor83].
Proposição 2.16. Seja (un) uma sequência de funções p.s.h. em X, localmente
limitada por cima. Então, ou ela converge localmente uniformemente para −∞
em uma componente de X ou existe uma subsequência (uni) que converge em
Lploc(X) para uma função p.s.h. u para cada p com 1 ≤ p < ∞. No segundo
caso, temos lim supuni ≤ u com igualdade fora de um conjunto pluripolar. Além
disso, se K é um subconjunto compacto de X e se h é uma função contínua em
K tal que u < h em K, então uni < h em K para i grande o suficiente.
A última afirmação é o lema clássico de Hartogs. Ele sugere a seguinte noção
de convergência introduzida em [TD]. Seja (un) uma sequência de funções p.s.h.
convergindo para uma função p.s.h. u em Lploc(X) . Dizemos que a sequência
(un) converge no sentido de Hartogs ou é H−convergente se para qualquer sub-
conjunto compacto K de X existirem constantes cn convergindo para 0 tal que
un + cn ≥ u em K. Neste caso, O lema de Hartogs implica que (un) converge
pointwise para u. Se (un) decresce para uma função u, não identicamente −∞,
então u é p.s.h. e (un) converge no sentido de Hartogs. O seguinte resultado é
útil nos cálculos com funções p.s.h..
Proposição 2.17. Seja u uma função p.s.h. em um subconjunto aberto D de
Ck. Seja D′ b D um conjunto aberto. Então, existe uma sequência de funções
p.s.h. suaves (un) em D′, que decresce para u.
As funções (un) podem ser obtidas como a convolução padrão de u com al-
guma função radial ρn em Ck. A desigualdade submédia para u permite escolher
ρn para que (un) decresça para u.
O seguinte resultado, veja [Hor90], pode ser considerado como a propriedade de
compacidade mais forte para funções p.s.h.. A prova pode ser reduzida ao caso
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unidimensional por fatiamento.
Teorema 2.18. Seja F uma família de funções p.s.h. em X que é limitado em
Lploc(X). Seja K um subconjunto compacto de X. Então, existem constantes
α > 0 e A > 0 , de tal forma que
|| exp (−αu)||L1(K) ≤ A
para cada função u em F
Funções p.s.h. são geralmente não-limitadas. No entanto, o último resultado
mostra que essas funções são quase limitadas. A família F acima é uniforme-
mente limitada por cima em K. Então, temos também a estimativa
|| exp (α|u|)||L1(K) ≤ A
para u em F e para algumas (outras) constantes α , A. Estimativas mais
precisas podem ser obtidas em termos do número máximo de Lelong de ddcu
em uma vizinhança de K.
Defina o número de Lelong ν(u, a) de u em a como o número de Lelong de
ddcu em a.
O seguinte resultado descreve a relação com a singularidade de funções p.s.h.
perto de um pólo. Fixamos aqui um sistema de coordenadas locais para X.
Proposição 2.19. O número de Lelong ν(u, a) é o supremo do número ν tal
que a desigualdade u(z) ≤ ν log ||z − a|| verifica-se em uma vizinhança de a.
Se S é uma corrente positiva fechada (p, p), o número de Lelong ν(S, a) pode
ser calculado como a massa em a da medida S ∧ (ddc log ||z− a||)k−p. Esta pro-
priedade permite provar o seguinte resultado, devido a Demailly [Dem], que é
útil em dinâmica.
Proposição 2.20. Seja τ : (Ck, 0) −→ (Ck, 0) um germe de um mapa holo-
morfo aberto com τ(0) = 0. Seja d a multiplicidade de τ em 0. Seja S uma
corrente positiva fechada (p, p) em uma vizinhança de 0. Então, o número de
Lelong de τ?(S) em 0 satisfaz as inequações
ν(S, 0) ≤ ν(τ?(S), 0) ≤ dk−pν(S, 0).
Em particular, temos ν(τ?(S), 0) = 0 se e somente ν(S, 0) = 0.
Suponha agora que X é uma variedade compacta de Kähler e ω é uma forma
de Kähler em X. Se S é uma (p, p)− corrente ddc−fechada, podemos, usando
o lema ddc, definir uma forma linear em Hk−p,k−p(X,C) por [α] 7→< S,α >.
Portanto, a dualidade de Poincaré implica que S é canonicamente associado a
16
uma classe [S] em Hp,p(X,C). Se S é real, então [S] está em Hp,p(X,R). Se S é
positiva, sua massa < S, ωk−p > depende apenas da classe [S]. Assim, a massa
de correntes fechadas positivas ddc pode ser computada cohomologicamente.
Em Pk, a massa de ωpFS é 1, uma vez que ωkFS é uma medida de probabilidade.
SeH é um subespaço de codimensão p de Pk, então a corrente associada aH é de
massa 1 e pertence à classe [ωpFS ]. Se Y é um conjunto analítico de codimensão
pura p de Pk, o grau deg(Y ) de Y é, por definição, o número de pontos na sua
interseção com um espaço projetivo genérico de dimensão p. Pode-se verificar
que a classe de cohomologia de Y é deg(Y )[ωpFS ]. O volume de Y , obtido usando
o teorema de Wirtinger 2.2, é igual a 1p!deg(Y ).
3 Intersecção, pull-back e fatiamento
Vimos que as correntes fechadas positivas generalizam as formas diferenciais e
os conjuntos analíticos. No entanto, nem sempre é possível estender o cálculo
em formas ou em conjuntos analíticos para correntes. Vamos dar aqui alguns re-
sultados que mostram como as correntes fechadas positivas são flexíveis e como
elas são rígidas.
A teoria da interseção é muito mais desenvolvida em bigrau (1, 1) graças ao
uso de seus potenciais que são funções p.s.h. O caso de potenciais contínuos foi
considerado por Chern-Levine-Nirenberg [SC69]. Bedford-Taylor [E.B82] desen-
volveu uma boa teoria quando os potenciais são limitados localmente. O caso
de potenciais ilimitados foi considerado por Demailly [Dem93] e Fornæss-Sibony
[Sib85]. Temos a seguinte definição geral.
Definição 3.1. Seja S uma corrente fechada positiva (p, p) em X com p ≤ k−1.
Se ω é uma forma Hermitiana fixa em X como acima, então < S, ωk−p > é uma
medida positiva que é chamada de medida traço de S. Em coordenadas locais,
os coeficientes de S são medidas, limitadas por uma constante vezes a medida
traço. Agora, se u é uma função p.s.h. em X, localmente integrável com relação
à medida traço de S, então uS é uma corrente em X e podemos definir
ddcu ∧ S := ddc(uS).
Como u pode ser aproximado localmente por sequências decrescentes de
funções p.s.h. suaves, é fácil verificar que a interseção anterior é uma corrente
fechada positiva (p + 1, p + 1) com suporte contido em supp(S). Quando u é
pluriharmônico, ddcu ∧ S é identicamente zero. Assim, a interseção depende
apenas de ddcu e de S. Se R é uma corrente fechada positiva (1, 1) em X,
define-se R ∧ S como acima, usando potenciais locais de R. Em geral, ddcu∧ S
não depende continuamente de u e S. A seguinte proposição é uma consequên-
cia do lema de Hartogs.
Proposição 3.2. Seja u(n) funções p.s.h. em X que convergem no sentido de
Hartogs para uma função p.s.h. u. Se u é localmente integrável com relação
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à medida traço de S, então ddcu(n) ∧ S são bem definidos e convergem para
ddcu∧S. Se u é contínua e Sn são correntes positivas fechadas (1, 1) convergindo
para S, então ddcu(n) ∧ Sn convergem para ddcu ∧ S.
Se u1, ..., uq, com q ≤ k− p, são funções p.s.h., podemos definir por indução
o produto de interseção
ddcu1 ∧ ... ∧ ddcuq ∧ S
quando algumas condições de integrabilidade são satisfeitas, por exemplo, quando
as ui são localmente limitadas. Em particular, se u
(n)
j , 1 ≤ j ≤ q, são funções
p.s.h. contínuas convergindo localmente uniformemente para funções p.s.h. con-
tínuas uj e se Sn são positivas fechadas convergindo para S, então
ddcu
(n)
1 ∧ ... ∧ ddcu(n)q ∧ Sn → ddcu1 ∧ ... ∧ ddcuq ∧ S
A seguinte versão da desigualdade de Chern-Levine-Nirenberg é um resultado
muito útil [Dem] [SC69] .
Teorema 3.3. Seja S uma corrente fechada positiva (p, p) em X. Sejam
u1, ..., uq, q ≤ k − p, funções p.s.h. localmente limitadas em X e K um sub-
conjunto compacto de X. Então existe uma constante c > 0 dependendo apenas
de K e X tal que se v é p.s.h. em X, então
||vddcu1 ∧ ... ∧ ddcuq ∧ S||K ≤ c||v||L1(σS)||u1||L∞(X)...||uq||L∞(X),
onde σS denota a medida traço de S.
Essa desigualdade implica que funções p.s.h. são integráveis em relação à
corrente ddcu1 ∧ ... ∧ ddcuq. Deduzimos o seguinte corolário.
Corolário 3.3.1. Sejam u1, ..., up, p ≤ k, funções p.s.h. localmente limitadas
em X . Então, a corrente ddcu1 ∧ ... ∧ ddcup não tem massa em conjuntos
pluripolares locais, em particular em conjuntos analíticos próprios de X.
Damos agora duas outras propriedades de regularidade do produto de inter-
seção das correntes com os potenciais locais contínuos de Hölder.
Proposição 3.4. Seja S uma corrente positiva fechada (p, p) em X e q um
inteiro positivo tal que q ≤ k−p. Sejam ui funções p.s.h. contínuas e de Hölder
de expoentes de Hölder αi com 0 < αi ≤ 1 e 1 ≤ i ≤ q. Então, a corrente
ddcu1 ∧ ... ∧ ddcuq ∧ S não tem massa em conjuntos de Borel com dimensão de
Hausdorff ≤ 2(k − p− q) + α1 + ...+ αq.
A prova desse resultado é dada em [Sib85]. Baseia-se em uma estimativa de
massa em uma bola em termos do raio, o que é uma consequência da desigual-
dade de Chern-Levine-Nirenberg.
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Dizemos que uma medida positiva ν em X é localmente moderada se para
qualquer subconjunto compacto K de X e qualquer família compacta F de
funções p.s.h. em uma vizinhança de K, existem constantes positivas α e c tais
que ∫
K
e−αudν ≤ c
para u em F . Esta noção foi introduzida em [T.C03]. Dizemos que uma
corrente positiva é localmente moderada se sua medida traço for localmente mo-
derada. O seguinte resultado foi obtido em [TD08b] .
Teorema 3.5. Seja S uma corrente positiva fechada (p, p) em X e u uma função
p.s.h. em X. Suponha que S é localmente moderado e u é Hölder contínuo.
Então a corrente ddcu∧S é localmente moderada. Em particular, os produtos de
interseção de correntes fechadas positivas (1, 1) com potenciais locais contínuos
de Hölder são localmente moderados.
O Teorema 2.18 implica que uma medida definida por uma forma suave é lo-
calmente moderada. O teorema 3.5 implica, por indução, que ddcu1∧...∧ddcup é
localmente moderada quando as funções p.s.h. uj são Hölder contínuas. Então,
usando funções p.s.h. como funções de teste, as correntes anteriores satisfazem
estimativas semelhantes às formas suaves. Pode-se também considerar que o Te-
orema 3.5 fortalece 2.18 e fornece uma propriedade de compacidade forte para
funções p.s.h.. A estimativa tem muitas consequências em dinâmica complexa.
A prova do Teorema 3.5 é baseada em uma estimativa de massa de ddcu∧S no
conjunto de subníveis {ν < −M} de uma função p.s.h. ν. Algumas estimativas
são facilmente obtidas para u contínua usando a desigualdade de Chern-Levine-
Nirenberg ou para u de classe C2 . O caso da função contínua de Hölder utiliza
argumentos próximos à interpolação entre os espaços de Banach C0 e C2. No
entanto, a não linearidade da estimativa e a positividade das correntes tornam
o problema mais sútil.
Discutimos agora o pull-back das correntes por mapas holomorfos que não
são submersões. O problema pode ser considerado como um caso particular da
teoria geral de interseção , mas não discutiremos este ponto aqui. O seguinte
resultado foi obtido em [TD07].
Teorema 3.6. Seja τ : X ′ −→ X um mapa holomorfo aberto entre variedades
complexas de mesma dimensão. Então , o operador pull-back τ? de uma forma
fechada positiva suave (p, p) pode ser estendido de maneira canônica para um
operador contínuo em (p, p)−correntes positivas fechadas S em X. Se S não
tiver massa num conjunto de Borel K ⊂ X, então τ?(S) não tem massa em
τ−1(K). O resultado também vale para correntes negativas S tais que ddcS é
positivo.
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De maneira canônica, queremos dizer que a extensão é functorial. Mais preci-
samente, pode-se aproximar localmente S por uma sequência de formas fechadas
positivas suaves. O pull-back dessas formas converge para alguma corrente fe-
chada positiva (p, p) que não depende da sequência de formas escolhida. Este
limite define a corrente de retorno τ?(S). O resultado ainda é válido quando X ′
é singular. No caso do bigrau (1, 1), temos o seguinte resultado devido a Méo
[Mé96].
Proposição 3.7. Seja τ : X ′ −→ X um mapa holomorfo entre variedades
complexas. Suponha que τ é dominante, isto é, a imagem de τ contém um sub-
conjunto aberto de X. Então o operador pull-back τ? de uma forma fechada
positiva (1, 1) pode ser estendido de maneira canônica para um operador contí-
nuo em correntes positivas fechadas (1, 1) S em X.
De fato, localmente podemos escrever S = ddcu com u p.s.h. A corrente
τ?(S) é então definida por τ?(S) := ddc(u◦ τ). Pode-se verificar que a definição
não depende da escolha de u.
A parte restante deste parágrafo trata do fatiamento de correntes. Conside-
ramos apenas uma situação usada neste texto. Sejam pi : X −→ V um mapa
holomorfo dominante de X para uma variedade V de dimensão l e uma corrente
S em X. A Teoria do fatiamento permite definir a fatia 〈S, pi, θ > de algumas
correntes S em X pela fibra pi−1(θ). A teoria do fatiamento generaliza a restri-
ção de formas às fibras. Pode-se também considerá-la como uma generalização
dos teoremas de Sard e Fubini para correntes ou como um caso especial da teoria
de interseção: a fatia 〈S, pi, θ〉 pode ser vista como o produto de interseção de
S com a corrente de integração em pi−1(θ). Podemos considerar o fatiamento
de correntes C−planas, em particular, de (p, p)−correntes tais que S e ddcS são
de ordem 0. A operação preserva positividade e comuta com ∂, ∂. Se ϕ é uma
forma suave em X, então 〈S ∧ϕ, pi, θ〉 = 〈S, pi, θ〉 ∧ϕ . Aqui, consideramos ape-
nas (k − l, k − l)−correntes positivas fechadas S. Neste caso, as fatias 〈S, pi, θ〉
são medidas positivas em X com suporte em pi−1(θ).
Seja y as coordenadas em uma carta de V e λV := (ddc||y||2)l a forma
volumétrica Euclidiana associada a y. Seja ψ(y) uma função suave positiva
com suporte compacto tal que
∫
ψλV = 1. Defina ψ(y) := −2lψ(−1y) e
ψθ,(y) := ψ(y − θ). As medidas ψθ,λV aproximam a massa de Dirac em θ.
Para cada função de teste suave Φ em X, temos
〈S, pi, θ〉(Φ) = lim
→0
〈S ∧ pi?(ψθ,λV ,Φ〉
quando 〈S, pi, θ〉 existe. Esta propriedade é válida para todas as escolhas de ψ.
Inversamente, quando o limite anterior existe e é independente de ψ, ele define
a medida 〈S, pi, θ〉 e dizemos que 〈S, pi, θ〉 é bem definida. A fatia 〈S, pi, θ〉 é
bem definida para θ fora de um conjunto de Lebesgue de medida zero em V
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e a seguinte fórmula vale para formas suaves Ω de grau máximo com suporte
compacto em V : ∫
θ∈V
〈S, pi, θ〉(Φ)Ω(θ) = 〈S ∧ pi?(Ω),Φ〉
Lembramos o seguinte resultado que foi obtido em [TD06c].
Teorema 3.8. Seja V uma variedade complexa de dimensão l e seja pi a pro-
jeção canônica de Ck × V em V . Seja S uma corrente fechada positiva de
bidimensão (l, l) em Ck × V , suportada em K × V para um subconjunto com-
pacto K de Ck dado. Então a fatia 〈S, pi, θ〉 é bem definida para todo θ em V e
é uma medida positiva cuja massa é independente de θ. Além disso, se Φ é uma
função p.s.h. em uma vizinhança de supp(S), então a função θ 7→ 〈S, pi, θ〉(Φ)
é p.s.h.
A massa de 〈S, pi, θ〉 é chamada de massa de fatia de S. O conjunto de
correntes S como acima com massa de fatia limitada é compacto para a topologia
fraca em correntes. Em particular, suas massas são localmente uniformemente
limitadas em Ck ×V . Em geral, a fatia 〈S, pi, θ〉 não depende continuamente de
S nem de θ. A última propriedade no Teorema 3.8 mostra que a dependência em
θ satisfaz uma propriedade de semi-continuidade. Mais geralmente, temos que
(θ, S) 7→ 〈S, pi, θ〉(Φ) é semi-contínua superiormente para Φ p.s.h. Deduzimos
facilmente da definição acima que a massa de fatia de S depende continuamente
de S.
4 Correntes em espaços projetivos
Neste parágrafo, introduziremos os quase-potenciais de correntes, os espaços
de funções d.s.h., as correntes DSH e o espaço complexo de Sobolev que são
utilizados como observáveis em dinâmica. Introduziremos também as correntes
PB e PC e a noção de super-potenciais que são cruciais no cálculo com correntes
de maior bigrau.
Lembre-se que a forma de Fubini-Study ωFS em Pk satisfaz
∫
Pk ω
k
FS = 1. Se
S é uma corrSeja u uma função d.s.h. em Pk tal que ||u||DSH ≤ 1. Então
existem funções quase−p.s.h. negativas u± tal que u = u+− u−, ||u±||DSH ≤ c
e ddcu± ≥ −cωFS , onde c > 0 é uma constante independente de u
ente fechada positiva (p, p), a massa de S é dada por ||S|| := 〈S, ωk−pFS 〉.
Como Hp,p(Pk,R) é gerado por ωpFS , tal corrente S é cohomologous a cω
p
FS
onde c é a massa de S. Então, S − cωpFS é exata e o ddc−lema, que também
vale para correntes, implica que existe uma (p − 1, p − 1)−corrente U , tal que
S = cωpFS + dd
cU . Chamamos U de quase-potencial de S. Temos de fato o
seguinte resultado mais preciso [TD].
Teorema 4.1. Seja S uma corrente fechada positiva (p, p) de massa 1 em Pk.
Então, existe uma forma negativa U tal que ddcU = S − ωpFS. Para r, s com
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1 ≤ r < kk−1 e 1 ≤ s < 2k2k−1 , temos||U ||Lr ≤ cr e ||∇U ||Ls ≤ cs,
onde cr, cs são constantes independentes de S. Além disso, U depende linear-
mente e continuamente de S com respeito à topologia fraca em correntes S e à
topologia Lr em U .
A construção de U usa um núcleo construído em Bost-Gillet-Soulé [JB94].
Chamamos U de quase-potencial de Green de S. Quando p = 1, dois quase-
potenciais de S diferem por uma constante. Então, a solução é única se exigirmos
que 〈ωkFS , U〉 = 0. Neste caso, temos uma correspondência bijetiva e bi-contínua
S ↔ u entre (1, 1)−correntes positivas fechadas S e seus quase-potenciais nor-
malizados u.
Pelo princípio máximo, as funções p.s.h. em uma variedade compacta são cons-
tantes. No entanto, o interesse nas funções p.s.h. é o tipo de singularidades
locais delas. S.T.Yau introduziu em [Yau78] [130] a noção útil de funções quase
−p.s.h.. Uma função quase −p.s.h. é localmente a diferença de uma função
p.s.h. e outra suave. Várias propriedades de funções quase −p.s.h. podem ser
deduzidas das propriedades de funções p.s.h.. Se u é uma função quase −p.s.h.
em Pk, existe uma constante c > 0 tal que ddcu ≥ −cωFS . Então, ddcu é a
diferença de uma corrente fechada positiva (1, 1) e uma forma fechada positiva
suave (1, 1): ddcu = (ddcu+ cωFS)− cωFS . Por outro lado, se S é uma corrente
fechada positiva (1, 1) cohomóloga a uma (1, 1)−forma real α, existe uma função
quase −p.s.h. u, única até uma constante, tal que ddcu = S−α. A seguinte pro-
posição é facilmente obtida usando uma convolução no grupo de automorfismos
de Pk, veja Demailly [Dem] para resultados análogos em variedades compactas
de Kähler.
Proposição 4.2. Seja u uma função quase−p.s.h. em Pk, tal que ddcu ≥ −ωFS.
Então, existe uma sequência (un) de funções quase−p.s.h. suaves decrescente
para u tal que ddcun ≥ −ωFS. Em particular, se S é uma corrente positiva
fechada (1, 1) em Pk, então existem (1, 1)−formas fechadas positivas suaves Sn
convergindo para S.
Um subconjunto E de Pk é pluripolar se está contido em {u = −∞} onde
u é uma função quase−p.s.h.. É pluripolar completo se existe uma função
quase−p.s.h. u tal que E = {u = −∞}. É fácil verificar que os conjuntos
analíticos são pluripolares completos e que uma união enumerável de conjun-
tos pluripolares é pluripolar. A seguinte noção de capacidade está próxima de
uma noção de capacidade introduzida por H. Alexander em [H.A81] . O ponto
interessante aqui é que a nossa definição se estende às variedades compactas
de Kähler em geral [TD06b] . Vamos ver que a mesma ideia permite definir a
capacidade de uma corrente. Seja P1 o conjunto de funções quase−p.s.h. u em
Pk tal que maxPk u = 0. A capacidade de um conjunto de Borel E em Pk é
cap(E) := inf
ϕ∈P1
exp (sup
E
u).
O conjunto de Borel E é pluripolar se e somente se cap(E) = 0. Não é difícil
mostrar que quando o volume de E tende para o volume de Pk, então cap(E)
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tende para 1.
O espaço de funções d.s.h. (diferenças de funções quase−p.s.h.) e o espaço
complexo de Sobolev de funções em variedades compactas de Kähler foram intro-
duzidos pelos autores em [TD06a] [TD06b] . Eles satisfazem propriedades fortes
de compacidade e são invariantes sob a ação de mapas holomorfos. Usando-os
como funções de teste,isso permite obter vários resultados em dinâmica com-
plexa.
Uma função em Pk é chamada d.s.h. se ela é igual fora de um conjunto
pluripolar à diferença de duas funções quase−p.s.h.. Identificamos duas fun-
ções d.s.h. se elas são iguais fora de um conjunto pluripolar. Seja DSH(Pk)
o espaço das funções d.s.h. em Pk. Deduzimos facilmente das propriedades de
funções p.s.h. que DSH(Pk) está contido em Lp(Pk) para 1 ≤ p < ∞. Se u é
d.s.h. então ddcu pode ser escrita como a diferença de duas correntes positivas
fechadas (1, 1) que são cohomológas. Inversamente, se S± são (1, 1)−correntes
positivas fechadas de mesma massa, então existe uma função d.s.h. u, única até
uma constante, tal que ddcu = S+ − S−.
Introduzimos várias normas equivalentes em DSH(Pk). Defina
||u||DSH := |〈ωkFS , u〉|+ min ||S±||,
onde o mínimo é tomado sobre (1, 1)− correntes positivas fechadas S± tais
que ddcu = S+ − S−. O termo |〈ωkFS , u〉| pode ser substituído por ||u||Lp com
1 ≤ p < ∞; então obtemos normas equivalentes. O espaço de funções d.s.h.
munido da norma acima é um espaço de Banach. No entanto, usaremos neste
espaço uma topologia mais fraca: dizemos que uma sequência (un) converge
para u em DSH(Pk) se un converge para u no sentido das correntes e se (un)
é limitada em relação a ||.||DSH . Sob a última condição da norma−DSH, a
convergência no sentido das correntes de un equivale à convergência em Lp para
1 ≤ p <∞. Temos a seguinte proposição [TD06b].
Proposição 4.3. Seja u uma função d.s.h. em Pk tal que ||u||DSH ≤ 1. Então
existem funções quase−p.s.h. negativas u± tal que u = u+ − u−, ||u±||DSH ≤ c
e ddcu± ≥ −cωFS, onde c > 0 é uma constante independente de u.
Uma medida positiva em Pk é dita ser PC2 se puder ser estendida para
uma forma linear contínua em DSH(Pk). Aqui, a continuidade é em relação à
topologia fraca em funções d.s.h.. Uma medida positiva é PB 3 se as funções
quase−p.s.h. são integráveis em relação a esta medida. As medidas PB não têm
massa nos conjuntos pluripolares e funções d.s.h. são integráveis com respeito
a tais medidas. As medidas PC são sempre PB. Seja µ uma medida PB
estritamente positiva em X. Defina
2Em dimensão 1, a medida é PC se e somente se seus Potenciais locais são Contínuos.
3Em dimensão 1, a medida é PB se e somente se seus Potenciais locais são limitados.
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||u||µ := |〈µ, u〉|+ min ||S±||,
com S± como acima. Temos a seguinte propriedade interessante [TD06b].
Proposição 4.4. A semi-norma ||.||µ é de fato uma norma em DSH(Pk) que
é equivalente a ||.||DSH .
Pode-se estender as noções acima às correntes, mas as definições são li-
geiramente diferentes. Seja DSHp(Pk) o espaço gerado por (p, p)−correntes
negativas Φ tais que ddcΦ seja a diferença de duas correntes fechadas positivas
(p+ 1, p+ 1). Uma (p, p)−corrente DSH , isto é, uma corrente em DSHp(Pk),
não é uma forma L1 em geral. Defina a norma ||Φ||DSH de uma corrente nega-
tiva Φ em DSHp(Pk) por
||Φ||DSH := ||Φ||+ min ||Ω±||,
onde Ω± são positivas fechadas de tal forma que ddcΦ = Ω+ − Ω−. Para
uma Φ geral em DSHp(Pk) defina
||Φ||DSH := min(||Φ+||DSH + ||Φ−||DSH),
onde Φ± são correntes negativas em DSHp(Pk) tal que Φ = Φ+−Φ−. Consi-
deramos também neste espaço a topologia fraca: uma sequência (Φn) converge
para Φ em DSHp(Pk) se ela converge para Φ no sentido das correntes e se
(||Φn||DSH) é limitado. Usando uma convolução no grupo de automorfismos de
Pk, podemos mostrar que as formas suaves são densas em DSHp(Pk).
Uma (p, p)−corrente positiva fechada S é chamada PB se existe uma constante
c > 0 tal que |〈S,Φ〉| ≤ c||Φ||DSH para qualquer (k − p, k − p)−forma real su-
ave Φ. A corrente S é PC se ela pode ser estendida para uma forma contínua
linear em DSHk−p(Pk) . A continuidade é com relação à topologia fraca que
consideramos em DSHk−p(Pk). As correntes PC são PB. Veremos que essas
noções correspondem à correntes com super-potenciais limitados ou contínuos.
Como consequência do Teorema 3.6, temos o seguinte resultado útil.
Proposição 4.5. Seja f : Pk −→ Pk um mapa holomorfo surjetivo. Então, o
operador f? em formas suaves tem uma extensão contínua f? : DSHp(Pk) −→
DSHp(Pk) . Se S é uma corrente em DSHp(Pk) sem massa em um conjunto
de Borel A, então f?(S) não tem massa em f−1(A).
Outro espaço funcional útil é o espaço complexo de Sobolev W ?(Pk). Sua
definição usa a estrutura complexa de Pk. Em dimensão 1,W ?(P1) coincide com
o espaço de Sobolev W 1,2(P1) das funções a valor real em L2 com gradiente em
L2. Em dimensão maior, W ?(Pk) é o espaço das funções u em W 1,2(Pk) tal que
i∂u ∧ ∂u é limitado por uma (1, 1)−corrente positiva fechada Θ. Definimos
||u||W? := |〈ωkFS , u〉|+ min ||Θ||1/2
com Θ como acima, veja [TD06a] [Vig07]. Pela desigualdade de Sobolev-
Poincaré, o termo |〈ωkFS , u〉| pode ser substituído por ||u||L1 ou ||u||L2 ; obtemos
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então normas equivalentes. A topologia fraca em W ?(Pk) é definida como no
caso das funções d.s.h.: uma sequência (un) converge emW ?(Pk) para uma fun-
ção u se ela converge para u no sentido das correntes e se (||u||W?) é limitada.
Uma medida positiva µ éWPC se ela pode ser estendida para uma forma contí-
nua linear em W ?(Pk). Se u é uma função quase−p.s.h., estritamente negativa,
pode-se provar que log(−u) está emW ?(Pk). Isso permite mostrar que as medi-
das WPC não têm massa nos conjuntos pluripolares. No restante do parágrafo,
vamos introduzir a noção de super-potenciais associados a correntes positivas
fechadas (p, p).Eles são funções canônicas definidas em espaços dimensionais in-
finitos e são, em algum sentido, funções quase−p.s.h. lá. Os super-potenciais
foram introduzidos pelos autores para substituir as funções quase−p.s.h. ordi-
nárias que são usadas como quase-potenciais para correntes de bigrau (1, 1). A
teoria é satisfatória no caso de espaços projetivos [TD] e pode ser facilmente
estendida a variedades homogêneas.
Seja Ck−p+1(Pk) o conjunto convexo das correntes fechadas positivas de bi-
grau (k− p+ 1, k− p+ 1) e de massa 1, isto é, correntes cohomológas a ωk−p+1FS .
Seja S uma corrente fechada positiva (p, p) em Pk. Assumimos para simplificar
que S é de massa 1; o caso geral pode ser deduzido por linearidade. O super-
potencial4 US de S é uma função em Ck−p+1(Pk) com valores em R∪{−∞}. Seja
R uma corrente em Ck−p+1(Pk) e UR um potencial de R−ωk−p+1FS . Subtraindo
de UR uma constante vezes ω
k−p
FS permite obter 〈UR, ωpFS〉 = 0. Dizemos que
UR é um quase-potencial de média 0 de R. Formalmente, isto é, no caso em
que R e UR são suaves , o valor de US em R é definido por
US(R) := 〈S,UR〉.
Pode-se verificar facilmente usando a fórmula de Stokes que formalmente se
US é um quase-potencial de média 0 de S, então US(R) := 〈US ,R〉. Portanto,
a definição anterior não depende da escolha de UR ou US . Por definição, temos
US(ωk−p+1FS ) = 0. Observe também que quando S é suave, a definição acima faz
sentido para cada R, e US é uma função afim contínua em Ck−p+1(Pk). Também
está claro que se US = US′ , então S = S′. O teorema a seguir permite definir
US no caso geral.
Teorema 4.6. A função US acima , que é definida em formas suaves R em
Ck−p+1(Pk), pode ser estendida para uma função afim em Ck−p+1(Pk) com va-
lores em R ∪ {−∞} por
US(R) := lim supUS(R′),
onde R′ é suave em Ck−p+1(Pk) e converge para R. Temos US(R) = UR(S).
Além disso, existem (p, p)−formas positivas fechadas suaves Sn de massa 1 e
4O superpotencial que consideramos aqui corresponde ao super-potencial de média 0 em
[TD].Os outros super-potenciais diferem de US por constantes.
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constantes cn convergindo para 0 tais que USn + cn decresce para US. Em par-
ticular, USn converge pointwise para US.
Para bigrau (1, 1), existe uma única função quase−p.s.h. uS tal que ddcuS =
S−ωFS e 〈ωkFS , uS〉 = 0 . Se δa denota a massa de Dirac em a, temos US(δa) =
uS(a) . As massas de Dirac são elementos extremais em Ck(Pk) . O super-
potencial US , neste caso, é apenas a extensão afim de uS , ou seja, temos para
qualquer medida de probabilidade ν:
US(ν) =
∫
US(δa)dν(a) =
∫
uS(a)dν(a).
A função US estende a ação 〈S,Φ〉 em formas suaves Φ para 〈S,U〉 onde U é
um quase-potencial de uma corrente fechada positiva. Os super-potenciais satis-
fazem propriedades análogas às funções quase−p.s.h.. Eles são semi-contínuos
superiormente e limitados por cima por uma constante universal. Note que con-
sideramos aqui a topologia fraca em Ck−p+1(Pk). Temos a seguinte versão do
lema de Hartogs.
Proposição 4.7. Sejam Sn (p, p)−correntes positivas fechadas de massa 1
em Pk convergindo para S. Então, para cada função contínua U em Ck−p+1
com US < U , temos USn < U para n grande o suficiente. Em particular,
lim supUSn ≤ US.
Dizemos que Sn converge para S no sentido de Hartogs se Sn converge
para S e se existem constantes cn convergindo para 0, de modo que USn +
cn ≥ US . Se USn converge uniformemente para US , dizemos que Sn converge
SP−uniformemente para S.
Pode-se verificar que as correntes PB e PC correspondem a correntes de
super-potencial limitado ou contínuo. No caso de bigrau (1, 1), elas correspon-
dem a correntes com quase-potencial limitado ou contínuo. Dizemos que S′ é
mais difusa do que S se US′ −US é limitado por baixo. Então, as correntes PB
são mais difusas do que qualquer outra corrente.
Para provar os resultados acima e para trabalhar com super-potenciais, te-
mos que considerar uma estrutura geométrica em Ck−p+1(Pk). Em um sentido
fraco, Ck−p+1(Pk) pode ser visto como um espaço de dimensão infinita que
contém muitos conjuntos "analíticos"de dimensão finita que chamamos de vari-
edades estruturais. Seja V uma variedade complexa e R uma corrente fechada
positiva de bigrau (k− p+ 1, k− p+ 1) em V ×Pk. Seja piV o mapa de projeção
canônica de V × Pk para V . Pode-se provar que a fatia 〈R, piV , θ〉 é definida
para θ fora de um conjunto localmente pluripolar de V . Cada fatia pode ser
identificada com uma (p, p)−corrente positiva fechada Rθ em Pk. Sua massa
não depende de θ. Então, multiplicando R por uma constante, podemos assu-
mir que todos os Rθ estão em Ck−p+1(Pk). O mapa τ(θ) := Rθ ou a família
(Rθ) é chamada de variedade estrutural de Ck−p+1(Pk). A restrição de US a
esta variedade estrutural, ou seja, US ◦ τ , é localmente uma função d.s.h. ou
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identicamente −∞. Quando a variedade estrutural é boa o suficiente, essa res-
trição é quase−p.s.h. ou identicamente −∞. Na prática, muitas vezes usamos
alguns discos estruturais especiais parametrizados por θ no disco unitário de C.
Eles são obtidos por convolução de uma dada corrente R com uma medida de
probabilidade suave no grupo PGL(C, k + 1) de automorfismos de Pk.
Observe que, como a correspondência S ↔ US é 1 : 1, a compacidade em cor-
rentes fechadas positivas deve induzir alguma compacidade em super-potenciais.
Temos o seguinte resultado.
Teorema 4.8. Seja W ⊂ Pk um conjunto aberto e K ⊂ W um conjunto com-
pacto. Seja S uma corrente em Cp(Pk) com suporte em K e R uma corrente em
Ck−p+1(Pk). Suponha que a restrição de R para W seja uma forma limitada.
Então, o super-potencial US de S satisfaz
|US(R)| ≤ A(1 + log+ ||R||∞,W )
onde A > 0 é uma constante independente de S,R e log+ := max(0, log).
Este resultado pode ser aplicado a K = W = Pk e pode ser considerado
como uma versão da estimativa exponencial no Teorema 2.18 . De fato, a es-
timativa mais fraca |US(R)| . 1 + ||R||∞ é fácil de obter. Isso corresponde à
estimativa L1 na função quase−p.s.h. uS no caso de bigrau (1, 1).
Usando a analogia com o caso de bigrau (1, 1), definimos a capacidade de
uma corrente R como
cap(R) := inf
S
exp(US(R)−maxUS).
Esta capacidade descreve preferencialmente a regularidade de R: um R com
grande capacidade é de alguma forma mais regular. O Teorema 4.8 implica
que cap(R) & ||R||−λ∞ para algum constante universal λ > 0. Esta propriedade
está próxima da estimativa de capacidade para conjuntos de Borel em termos
de volume. Os super-potenciais permitem desenvolver uma teoria de interseção
de correntes em maior bigrau. Aqui, o fato de que US tem um valor em cada
ponto (isto é, em cada corrente R ∈ Ck−p+1(Pk)) é crucial. Sejam S, S′ correntes
fechadas positivas de bigrau (p, p) e (p′, p′) com p + p′ ≤ k. Assumimos, para
simplificar, que suas massas são iguais a 1. Dizemos que S e S′ são intersectá-
veis se US é finita em S′ ∧ ωk−p−p
′+1
FS . Esta propriedade é simétrica em S e S
′.
Se S˜, S˜′ são mais difusas do que S, S′ e se S, S′ são intersectáveis, então S˜, S˜′
são intersectáveis.
Seja Φ uma forma real suave de bigrau (k − p − p′, k − p − p′). Considere
ddcΦ = c(Ω+−Ω−) com c ≥ 0 e Ω± positiva fechada de massa 1. Se S e S′ são
intersectáveis, defina a corrente S ∧ S′ por
〈S ∧ S′,Φ〉 := 〈S′, ωpFS ∧ Φ〉+ cUS(S′ ∧ Ω+)− cUS(S′ ∧ Ω−).
27
Um cálculo simples mostra que a definição coincide com o produto de inter-
seção usual quando S ou S′ é suave. Pode-se também provar que a definição
anterior não depende da escolha de c, Ω± e é simétrica em relação a S, S′. Se S é
de bigrau (1, 1), então S, S′ são intersectáveis se e somente se os quase-potenciais
de S são integráveis com respeito à medida traço de S′. Nesse caso, a definição
acima coincide com a definição da Seção 3 . Temos o seguinte resultado geral.
Teorema 4.9. Sejam Si correntes positivas fechadas de bigrau (pi, pi) em Pk
com 1 ≤ i ≤ m e p1 + ... + pm ≤ k. Suponha que, para 1 ≤ i ≤ m − 1, Si e
Si+1∧...∧Sm são intersectáveis. Então, esta condição é simétrica em S1, ..., Sm.
O produto de interseção S1 ∧ ...∧ Sm é uma corrente positiva fechada de massa
||S1||...||Sm|| suportada em supp(S1)∩ ...∩ supp(Sm) . Ele depende linearmente
de cada variável e é simétrica nas variáveis. Se S(n)i converge para Si no sentido
de Hartogs, então os Sni são intersectáveis e S
(n)
1 ∧ ...∧S(n)m converge no sentido
de Hartogs para S1 ∧ ... ∧ Sm.
Deduzimos deste resultado que os produtos de interseção das correntes PB
são PB. Pode-se também provar que os produtos de interseção das correntes
PC são PC. Se Sn são definidas por conjuntos analíticos, elas são intersectáveis
se a interseção desses conjuntos analíticos é de codimensão p1 + ...+ pm. Neste
caso, a interseção no sentido das correntes coincide com a interseção de ciclos,
isto é, é igual à corrente de integração na interseção de ciclos onde contamos as
multiplicidades. Temos o seguinte critério de interseção que contém o caso de
ciclos.
Proposição 4.10. Sejam S, S′ correntes fechadas positivas em Pk de bigraus
(p, p) e (p′, p′). Sejam W,W ′ conjuntos abertos tais que S restrito a W e S′
restrito a W ′ sejam formas limitadas. Suponha que W ∪W ′ é (p+p′)− côncava
no sentido de que existe uma forma positiva fechada suave de bigrau (k − p −
p′ + 1, k − p − p′ + 1) com suporte compacto em W ∪W ′. Então S e S′ são
intersectáveis.
O seguinte resultado pode ser deduzido do Teorema 4.9.
Corolário 4.10.1. Seja Si correntes fechadas positivas (1, 1) em Pk com
1 ≤ i ≤ p. Suponha que, para 1 ≤ i ≤ p−1, Si admite um quase-potencial que é
integrável com relação à medida traço de Si+1 ∧ ...∧Sp. Então, esta condição é
simétrica em S1, ..., Sp. O produto de interseção S1∧...∧Sp é uma corrente posi-
tiva fechada (p, p) de massa ||S1||...||Sp|| suportado em supp(S1)∩ ...∩supp(Sp).
Ele depende linearmente de cada variável e é simétrica nas variáveis. Se S(n)i
converge para Si no sentido de Hartogs, então os S
(n)
i são intersectáveis e
S
(n)
1 ∧ ... ∧ S(n)p converge para S1 ∧ ... ∧ Sp.
Discutimos agora as correntes com super-potencial contínuo de Hölder e as
correntes moderadas. O espaço Ck−p+1(Pk) admite uma distância natural distα,
com α > 0, definida por
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distα(R,R
′) := sup
||Φ||Cα≤1
|〈R−R′,Φ〉|,
onde Φ é uma forma suave (p−1, p−1) em Pk. A norma Cα em Φ é a soma das
Cα−normas dos seus coeficientes para um atlas fixo de Pk. A topologia associada
a distα coincide com a topologia fraca. Usando a teoria de interpolação entre
os espaços de Banach [Tri78] , obtemos para β > α > 0 que
distβ ≤ distα ≤ cα,β [distβ ]α/β
onde cα,β > 0 é uma constante. Assim, uma função em Ck−p+1(Pk) é Hölder
contínua em relação a distα se e somente se ela é Hölder contínua em relação a
distβ . A proposição a seguir é bastante útil em dinâmica.
Proposição 4.11. O produto de interseção de correntes fechadas positivas em
Pk com super-potenciais contínuos de Hölder tem um super-potencial contínuo
de Hölder. Seja S uma corrente positiva fechada (p, p) com um super-potencial
contínuo de Hölder. Então, a dimensão de Hausdorff de S é estritamente maior
do que 2(k−p). Além disso, S é moderada, isto é, para qualquer família limitada
F de funções d.s.h. em Pk, existem constantes c > 0 e α > 0 tais que∫
eα|u|dσS ≤ c
para cada u em F , onde σS é a medida traço de S.
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