Noise-robust speech recognition system is still one of the ongoing, challenging problems, since these systems usually work in the noisy environments, such as offices, vehicles, airplanes, and others. Even though deep learning algorithms provide higher performances, there is still a large recognition drop in the task of speaker recognition in noisy environments. The proposed system is tested on VIDTIMIT dataset in the presence of Additive White Gaussian Noise changing the Signal-to-Noise Ratio levels. The experimental results show how the optimization of Stochastic Gradient Descent algorithm parameters such as learning rate and dropout rate, can improve the performance of speech recognition in both noisy and less noisy environments.
INTRODUCTION
The important issues in Automatic Speech Recognition (ASR) are dealing with environmental noise (such as car engine, traffic noise, white noise, crowd noise, etc.), and speech signal variations caused by modifications of articulation (that can be found in the speakers' pitch, intervals of silence, high-energy vowels of various lengths and others) [1] [2] . Up to now, speech recognition systems are designed to work in controlled environments using clean speech and so far have reached high levels of performance [3] . However, if these systems are exposed to noisy environments then their performance degrades rapidly. Due to the increasing use of user-centric applications (such as voice interractions with mobile devices like Bing voice search, Siri on iPhone, etc.) noise robust systems are becoming an increasingly important technology [4] [5] .
There are several techniques for speech recognition in noise:
◆ Noise resistance features and similarity measurement technique -focus on the effects of noise on the speech signal rather on the noise removal with the attempt to derive features which are noise resistant; ◆ Speech enhancement technique -attempt to remove the corrupting noise from the speech signal without changing the parameters of the acoustic model [6] ;
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◆ Model adaptation technique -the statistical modeling techniques are trained using clean speech and then are adapted to noisy speech. The common technique used for acoustic modeling in ASR systems is a combination of Hidden Markov model (HMM) for modeling the sequential structure of the speech signal, and Gaussian Mixture Model (GMM) for modeling the acoustic representation of features extracted from the signal. However, this approach is easily affected by speech variations in daily conversations and it is particularly sensitive to the mismatch introduced by environmental noise [7] . The development of deep neural network (DNN) algorithms has overcome the gap, and demonstrated striking performance improvements.
The fundamental architecture across DNN systems is a network that consists of several hidden layers of connected neurons whose activations are a nonlinear function of a linear combination of the previous layer activations. The most used hidden neuron activation function is the sigmoid function, however, in this paper we are using the Rectified Linear Unit (ReLU). Compared to the sigmoid, it is found that ReLU greatly accelerate the convergence of stochastic gradient descent, since the activation is simply threshold at zero [8] . Networks with such function are often trained with the dropout regularization technique for improved generalization of large models [9] . The final layer usually does not have an activation function, because the last layer is taken to represent the class scores which are either real-valued numbers or a target. Gradient descent learning algorithms minimize Neural Network loss functions in a way that iteratively compute the gradient on the weights and use them to perform a parameter update at every step. Parameter update requires a setting of the learning rate to an appropriate value. If the learning rate is too low then the algorithm will have many iterations to converge to the optimal values, and if it is too high the progress can be faster, but with a risk to skip optimal solution. Since Gradient Descent learning algorithms estimate the gradient on a large dataset (batch), performing redundant computations (as recomputed gradients for similar examples before each parameter update), the Stochastic Gradient Descent (SGD) is usually much faster because it estimates the gradient from just a few examples at a time instead of the entire training set. Mini-batch SGD takes the best of the both and performs an update for every mini-batch that is usually between 50 and 256. In this paper, the mini-batch size is set to 100. This paper basically focuses on the improvement of speaker identification in noisy environment using DNN with SGD. We analyze how different combinations of its parameters, such as learning rate and dropout rate, influence ASR performances when different noise levels are applied to original speech signal. The remainder of the paper is structured as follows: Section 2 summarizes related works in the area of noise robust speech recognition systems using DNN. In Section 3 research method is given. The experiments and results are described in Section 4, followed by conclusion in Section 5.
RELATED WORK
There are few research works that deal with the robustness of ASR systems within noisy environments using DNN. Kumar et al [6] studied speech enhancement in office environment conditions where multiple noises can be simultaneously present in speech. They collected 95 noise samples observed in office environments that were then mixed and added to the clean utterance of TIMIT training set at a random SNR (signal-to-noise ratio) chosen uniformly from -5dB to 20dB. Their results show that DNN based strategies provide an average PESQ (Perceptual Evaluation of Speech Quality) increment of 24%.
In order to evaluate the performance of the acoustic model based on DNN, Seltzer et al [7] performed a series of experiments on the Aurora 4 medium vocabulary task that is based on the Wall Street Journal corpus. The 7137 utterances recorded from 83 speakers consist of clean speech and speech that is corrupted by one of the six noises (restaurants, cars, street traffic, trains, airports, and babbles) at 10-20dB SNR. The best performance that they obtained was with the improvement of 7.5%. Mitra et al [10] showed that vocal tract length normalization in DNN and CNN acoustic models, for a noisy English continuous speech recognition task of Aurora4, can improve the performance compared to the mel-filterbank energies.
De-la-Calle-Silos et al [11] tested the robustness of the different hybrid DNN-based ASR systems by digitally added four different types of noises at four different SNRs, to the clean speech. The experiments, performed on the TIMIT corpus, show improvement in the recognition accuracy over traditional techniques in both clean and noisy conditions. Noda et al [12] demonstrated that the deep denoising autoencoder can effectively remove the noise. Misamadi et al [13] explored DNN acoustic model adaptation in order to achieve improved noisy robust ASR systems. They adapted the clean-trained DNN model to speech data selected from Aspire challenge data. The experiment Sinteza 2017 submit your manuscript | www.sinteza.singidunum.ac.rs Electronic Communications and Digital Broadcasting Systems uses 10 folds, with a mini-batch size of 256, and a learning rate of 0.001. They obtained relative word error rate (WER) improvement of 16%.
Kim et al [14] proposed a noise adaptation framework that employs knowledge of the background noise and learns the low-dimensional noise feature from the trained DNN. They trained the model using datasets, RM (Resource Management), and CHiME-3, and then tested it with Aurora4 task. They verified the effectiveness of their proposed noise adaptation approach in which trained DNN dynamically adapts the speech recognition system to the environment in which it is being used.
In our previous work [15] , we observed the speech recognition performance when optimizing the parameters of SGD algorithm. We trained ViDTIMIT dataset in a clean environment and found that the best performance is achieved when dropout rate is 0.1, and learning rate for hidden layers is 0.8, and for input layers is 0.9.
DEEP NEURAL NETWORK
The field of deep learning is constantly expanding with new algorithms. There are several different Deep Neural Network algorithms, such as Deep Belief Networks (DBN), Recurrent Neural Networks (RNN), Convolutional Neural Networks (CNN) and others. In this paper we are dealing with a Neural Network algorithm with stochastic gradient descent (SGD) method that is implemented with Rectified Linear Units (ReLU), and dropout functionalities. Since overfitting is the main problem in training deep neural networks, one of the solutions is implementation of input/hidden layer dropout, which drops out random units form input and hidden layers. The parameter called the probability of retaining (p), helps us to control the density of dropout. That means that if the parameter p is higher, then we have less dropouts, and vice versa. This parameter is multiplied with trained weights of neural network, as it is shown in Figure 1 . Fig. 1 . Deep Neural Network schema with weights multiplied by probability of retaining [15] .
According to the Figure 1 , the {x According to the pseudo code, another parameter that needs to be set at the optimal level is the learing rate α, which determines how much the weights are adjusted at each update. General advice is to set larger learning rate at the beginning, and then gradually, as the training progresses, to decrease its value.
RESEARCH METHOD
In order to find the optimal SGD parameters in the noisy environment, we artificially added the additive white Gaussian noise (AWGN) when Signal to Noise Ratio (SNR) was set to 8dB, 12dB and 16dB. SNR used MATLAB. Therefore, we created four independent databases including original database cleaned from noise. From created databases we extracted 83 state-of-the-art features using signal processing techniques [15] . For the classification, we trained the Deep Neural Network (DNN) with SGD implemented with dropout regularization and Rectified Linear Units. Training was done with 100 training examples in each mini-batch. The different parameters, such as input layer dropout rate, learning rate and hidden layers dropout rate, were analyzed for different values of SNR. The proposed speaker recognition system architecture is shown in Figure 2 . 
EXPERIMENTS AND RESULTS
In this paper we used the ViDTIMIT dataset that was comprised of audio recordings of 43 people (19 female, and 24 male). It was recorded in a noisy office environment, usually with computer fan noise in the background. In addition, each person moved their head to the left, right, and up and down.
The dataset was recorded in three sessions on different days, which allows for changes in the voice, mood etc. All sessions contain different phonetically balanced sentences, which were selected from the NTIMIT database. Each person pronounced ten short utterances [16] , which lasted around 4.25 seconds per each. The audio is stored as a mono, 16 bit, 32 kHz WAV file. The entire database consists of around 106 video frames.
In this experiment, we show how optimization of parameters in SGD algorithm can improve the performance of speaker recognition for different levels of noise. The values of SNR are changing from 8dB to higher values tending to clean the signal from AWGN. Different curves, in Figure 3 , represent the Recognition Rate performance for different learning rates, changing values from 0.1 to 0.9 (with the step of 0.1) for the fixed value of dropout rate.
The "optimal parameters" curve presents the recognition rate with the best performance values, i.e. when learning rate and dropout rate are optimized for each SNR (Table 1) .
It is presented that the optimized performance, tuning both values for dropout and learning rates, outperforms other performances when values are not optimized for each SNR value approximately in range from 5% to 7.5%. It is presented that the optimized performance, tuning both values for dropout and learning rates, outperforms other performances when values are not optimized for each SNR value approximately in range from 5% to 7.5%.
CONCLUSION
Performance optimization in automatic speech recognition system is still a challenging task especially when different types of noise are present in speech. Lately, deep neural network algorithms show remarkable results in comparison to the other classifiers. However, those algorithms require lots of parameter tunings in different learning tasks.
In this paper, it is shown that the performance obtained by tuning both dropout rate and learning rate parameter significantly improves the speech recognition performance, both in noisy and less noisy environments.
