: O^s, t ^1} be a stochastic process which has independent increments (second differences). Necessary and sufficient conditions are established to ensure the existence of a version with the property that almost every sample function is continuous. A corollary to these results is the existence of a class of measures on Wiener-Yeh space. The conditions are analogous to the usual case of additive processes Z(t) indexed by one time parameter.
X(s, t) will be said to have independent "increments" (second differences) if whenever 0 <£ s 0 < s x < < s m <^ 1 and 0 <£ t 0 < t x < < t n^ 1 the random variables X(s i9 t 3 
) -X{s^u t 3 ) -X(s i9 έ -O + X(s^l 9 t ά^) i = 1,
, m, j = 1, , n are independent. If X(s, t) has independent increments and X(0, t) = X(s, 0) = 0, then X(s, t) will be called biaddi-
tive. Let m(s, t) = E[X(s, t)] and v(s, t) = var [X(s, t)]. The following result is proved below:
There is a version of a biadditive process X(s, t) with the property that almost every sample function is continuous if and only if X(s, t) is Gaussian, m(s, t) and v(s, t) are continuous, and v(s, t) is the distribution function of a Lebesgue-Stieltjes measure on [0, 1] x [0, 1] .
A special case of this result occurs when m(s, t) = 0 and v(s, t) = st. This process is realized when the space C 2 of continuous functions of two variables on [0, 1] x [0, 1] is assigned the Wiener-Yeh measure and X(s, t) is defined by X(s, t){f) = f(s, t) where feC 2 .
Theorem 2 will imply the existence of a class of Wiener-Yeh measures on C 2 corresponding to the choices of a pair of continuous functions m(s, t) and v (s, t) .
The conditions on m(s, t) and v(s, t) are analogous to the wellknown conditions for the usual case of a stochastic process indexed by one time parameter. The case for a process indexed by π-time parameters is similar. The proof here is probabilistic in nature, unlike the analytic proof given by Yeh in [2] for the special case above. The Aij(n) form an infinitesimal system because
and since lim sup P(A n ) = 0 ,
It follows that X(s, t) is normally distributed.
To show that the increments of X(s, t) are normally distributed, let s 0 and t 0 be fixed and for s ^ s 0 , t ^ t 0 consider the process
Y(S, t) = X(8, t) -X(8 0 , t) -X(S, to) + X(8 Q , t 0 ) .

It is biadditive and has continuous sample functions a.s. The above argument shows that Y(s, t) is Gaussian and hence the increments of X(s, t) are Gaussian.
To complete the proof of Theorem 1 we need to check that m(s, t) and v{s, t) are continuous and determine the distribution of the process. Since X(s, t) is biadditive, we have for s' < s" and t' < t"
var (X(s\ t") -X{s\ t')) + var (X(s', t')) = var (X(s\ t")) var (X(8", V) -X(s\ t')) + var (X(s\ t')) = var (X( 8 ", t'))
.
From these equations using v(s, t) -var (X(s, t)) we obtain var (X(8", t") -X(8", V) -X(s', t") + X{s\ t')) = V{S", t") -V{8\ Π -V(8", t') + V(S\ V)
Since a similar relation holds for m(s, t) = EX(s, t), the fact that the increments are Gaussian and X(s, t) is biadditive implies that the distribution of X(s, t) is determined by m(s, t) and v{s, t).
Since almost every sample function is continuous, 
(s, t) such that EX(s, t) = m(s, t) and var (X(s, f)) = v(s, t).
For this proof a few preparatory results are needed. In the following Lemma, * denotes convolution.; Proof. The proof uses the Daniell-Kolmogorov extension theorem in the usual manner and is therefore omitted-Conditions (1) and (2) Proof. The proof may be found in reference [3] . It is very similar to the following lemma which will be proved in full. Proof. Let A u be defined for i = 1, 2, , m, and i = 1, 2, , n by 
= k=l
Since X(s, t) is biadditive, A kl and i? fcZ are independent events, and R t and Q Ai are independent random variables. It follows that
P(B kl) = P[|*,| < ±}P[\Q H \ < - §•] £ V| Vj = I
Hence, The first part of the proof will show that
| > 2sΊ = i-Σ ± P(A {j ) ^±± P(A i3 -f] B i} )
. Let m(s, t) == EX(s, t) and v(s, t) = var (X(s, t)) be continuous on D. Then for any point (s 0 , ^o) € D and for any sequence of points {(s n , t n )} c D such that
The same kind of argument can be used to show that for i = 2, 3, and 4
and so only the case for S x will be done here. Let the elements of S λ be numbered in an arbitrary manner so that S, = {(s i9 U): i = 1, 2,
•}. Then
Thus it suffices to show that
in order to prove (2) . Now clearly (1) we may verify that the hypotheses of the Ottaviani inequalities, Lemmas 4.2 and 4.3, are satisfied. Thus
From the choice of δ we see that the right sides of inequalities (7), (8), and (9) are each not greater than 2ε. Since the σ/s are s/s and r/s are ί/s, we have
Substituting (10), (11), and (12) into (6) we get (5), i.e.
L(8,t)eS 1 A
Since the proof of (2) is similar, it is omitted.
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Now If an arbitrary sequence (s n , t n ) with lim^^^ (s w , t n ) = (s 0 , ί 0 ) is given, we extend the point set {s n , t n ) to a countable dense set S in Z). Then 
A{8, t, 8', V) = X(S', t') -X(8, t') -X(S\ t) + X(8, t) .
Since X{s, t) is biadditive, the three collections of random variables below are systems of independent random variables: as before, a sum of independent random variables. Again, (5) allows us to use the extended Ottaviani's Inequality to obtain
