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1. INTRODUCTION 
There are many appl icat ions involving nonnegative matrices. We mention areas like game theory, 
Markov chains (stochastic matrices),  theory of probabil i ty,  probabi l ist ic algor ithms, numerical  
analysis, discrete distr ibut ion,  group theory, matr ix  scaling, theory of small  osci l lat ions of elastic 
systems (osci l lation matrices),  and economics. 
Many references concerning propert ies of nonnegative matr ices are available. Some fundamen- 
tal  results are collected into the following main theorem of Perron and Frobenius [1]. 
THEOREM 1. Let A be a nonnegative irreducible n x 'n matrix. Then, 
1. A has a positive real eigenvalue r (A)  equal to its spectral radius p(A) ,  
2. to r (A)  there corresponds a positive eigenvector, 
3. r (A )  increases when any entry  of  A increases, 
4. r (A )  is a simple eig~nvalue of A.  
The eigenvalue r (A)  is called the Perron root of A and the corresponding posit ive eigenveetor 
is called the Perron vector of A. 
Work supported by Fondecyt 1990363, Chile. 
tPart  of this research was conducted while these authors were visitors at IME, Universidade de Sac Paulo, Brazil. 
0898-1221/01/$ - see front matter @ 2001 Elsevier Science Ltd. All rights reserved. Typeset by AA~-TEX 
PII: S0898-1221 (01)00247-4 
1380 O. Ro Jo  et al. 
The general inverse eigenvalue problem for nonnegative matrices is the following. 
PROBLEM 1. Given a set ~ = {~1, ~2, ~3,- . - ,  An} of complex numbers, find necessary and suffi- 
cient conditions for ~ to be the spectrum of a nonnegative matrix. 
An important particular case of Problem 1 follows. 
PROBLEM 2. Given a set cr - {kl, ~2, Xa,. . . ,  k,~} of real numbers, find necessary and sufficient 
conditions for ~ to be the spectrum of a nonnegative matrix. 
These problems have been studied by many authors and very important results have been 
obtained by Suleinmnova [2], Perfect [3], Salzman [4], Ciarlet [5], Kellogg [6], Fiedler [7], Soules [8], 
Borobia [9], Radwan [10], and Wumen [11]. 
However, "very few of these results are ready for implementation to actually compute this 
matrix" [12, p. 18]. 
\Ve recall the first and perhaps the most important sufficient condition, due to Suleimanow~ [2], 
fl)r the existence of a symmetric nonnegative matrix with a prescribed real spectrum. 
TItEOREM 2. Let a = {A1, A2,.. . ,  An} be a real set satisfying 
"~1 -]- -'~2 q- " ' '  @ -'~n ~ 0, 
(1) 
Aj < O, j = 2 ,3 , . . .n .  
Then there exists a nonnegative n × n matr ix  with spectrum ~. 
Perfect [3] proved this theorem showing that the companion matrix of the polynomial p(A) = 
[[~'=~ (~ - Aj) is nonnegative. The construction of the companion matrix of the polynomial p 
requires to evMuate the elementary symmetric flmctions at kl, A2,. . . ,  k~. That is, 
C 2 = /~1/~2 -{- .,~i/~ 3 -~- . . .  q- /~n_ l ,~n,  
c3 = /~a/~2)~3 q-/~1,~2/~4 ~- " ' "  q- -~n-2-~rz- l /~n,  
c~ = klA2ka.. .A~. 
This computation requires a number of arithmetic operations which increases exponentially 
with ,t. In addition, it is well known that the zeros of a polynomial are very sensitive to changes 
in its coefficients. 
Tile most constructive result is the sufficient condition studied by Soules. The construction of 
the matrix depends on the specification of the Perron vector; in particular, the components of 
the Perron vector need to satisfy' some inequalities in order for the construction to work. 
In this paper, we relax the sufficient, condition of Suleimanova nd we obtain a fast and stable 
procedure based on the fast Fourier transform [la] to construct a symmetric nonnegative matrix 
with a prescribed real sI)ectrum. The procedure does not require to know the Perron vector. 
The fast Fonrier transform is a very fast and a very stable algorithm to compute the discrete 
Fourier transform. In particular, this algorithm can be used to compute very efficiently the 
eigenvalues of a circulant matrix. Thus, for the purpose of this paper, we begin considering 
tile case of the inverse eigenvalue problem for a cireulant nonnegative matrix. This is done 
in Scction 2. In Section 3, we consider a prescribed real spectrum. This spectrum is used to 
define an inverse eigenvalue problem tbr a real circutant (2n) × (2n) matrix. We arrive to a real 
symmetric persymmetric nonnegatiw ~, matrix. Then, using properties of this class of matrices, 
a real symmetric nonnegative n x n matrix which realizes the prescribed real spectrum is easily 
obtained. In Section 4, some experimental results are included. 
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2. C IRCULANT NONNEGATIVE  MATRICES 
In this section, we recall basic facts of the circulant matrices and we study the inverse eigenvalue 
problem for circulant nonnegative matrices. 
An n x n matrix C = (cij) is a circulant matrix if c~j = ci+l,j+t and the subscripts are taken 
modulo n, that is, 
CO C1 C2 Cn-2 Cn-1 
Cn- 1 C O C 1 Cn- 2 
C---- Cn--2 Cn--1 (2) 
C2 
C2 C1 
C 1 C2 Cn- 2 Cn -- 1 CO 
The circulant matrix given in (2) is denoted by 
C = circ (c0 ,c l , . . . , cn -1) .  
The circulant matrices have very nice properties. We recall some of them. 
1. If a = exp (27ri/n), i 2 = -1 ,  then the vectors 
in = [1,1,. . . ,1] T, 
Vj  = [1 ,w J_ I ,w2( j _ I )  . . . ,w(n -1) ( j -1 )  IT ,  (3) 
j = 2, 3 , . . . ,  n, form an orthogonal basis of eigenvectors of any complex circulant n x n 
matrix. 
2. Moreover, 
where Vj denotes the vector whose components are the complex conjugates of the com- 
ponents of vj and [(n + 1)/2] is the greatest integer not exceeding (n + 1)/2. 
3. If C is the circulant n x n matrix given in (2) then its eigenvalues are 
/~1 = CO -4- C1 -~- C2 + "'" + Cn-1,  
)~j = C 0 JF Cl~d j -1  JF C2~d 2( j - l )  -F "'" -b Cn-1 w(n -1) ( j -1 ) ,  (5) 
j ---- 2 , . . . ,  n, with eigenvectors ln, V2, V3,. . . ,  Vn, respectively. If, in addition, C is a real 
matrix, then 
1 
4. Let 
Then, 
F = (ft.j) = [ ln ,v2 ,v3 , . . . , v~] .  (7) 
fkj  =w (k-1)(j-1), l<_k,  j<_n ,  and FF=FF=nI ,~,  (8) 
where In denotes the identity matrix of order n. In the literature, (1/v/-~)F is called the 
Fourier matrix. 
We consider the following subset of C (n-l), 
S(n-1)= ( ()~2,~3,. .. ,/kn) , An_j+2 = ~j,  j = 2,3 . . . .  , [~-~1}-  
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EXAMPLE 1. We have 
+ + 4- 
( -2  + i, 3 - i, 5i, -3 ,  -3 ,  -5 i ,  3 + i, -2  - i) E ss ,  
(5+3i ,6 -4 i , -1+i , -4 -2 i ,5 , -4+2i , -1 - i ,  6+4 i ,5 -3 i )  E$9 ,  
(5+3i ,6 -4 i , -1 , -4 -2 i ,5 , -4+2i , -1 ,6+4i ,5 -3 i )  E$9  
( -2 ,  -3 ,  5, -7 ,  0, -7 ,  -5 ,  -3 ,  -2 )  c $~'~. 
The following lemma is cleat'. 
LEMMA 3. /f(A2, A3,. • • , An) C 8 (n-l),  then {A2, A3, . . . ,  A~,} is closed trader complex co~t]ngation 
and Am+2 ~]Ri fn=2m+2.  
REMARK 1. If {A2, A3, . . . ,  A,~} is closed under complex conjugation and hn Aj ¢ 0, 2 < j _< .n, 
then the elements of the set can be reindexed such that (A2, A3, . . . ,  A,,) ~ ,3 ( ' - l )  
LEMMA 4. Iir lt C R and (A2, A3, . . . ,  An) C 8 (n-l), then there exists a real circulant n x n matr ix 
C = circ (co, C l , . . . ,  c,,-1) such that 
PROOF. Let 
S ince  (A2 ,A3 , . . . ,  A,n) E 8 (n - l ) ,  
~(c) = {#, ~+, ~+,..., ~} .  
q = [#, A2, A3,.. An- l ,  An] T 
Let P be the permutat ion matrix P = [el, er~, 
of I,t. Then, 
e~ 
T e~ 
T en-  1 
P~= 
e3 T A3 
e2 v . ..k2 
Also, using the property iI1 (4), one call see that 
q = [#, A2, A,a, . . ,  A-~, A2] q- 
e n - l ,  . .  • , e3, e2], where ej denotes the j th column 
-23 
A2 
A3 
PF= 
C =t i re  (Co ,C I ,C2 , . . .  
- # 
A2 
A3 
~q.  
.A2 
FP  = F. Let 
• , Cn- -1 )  • 
Taking ill consideration that  the eigenvalues of C are given by the expressions in (5), we impose 
co+c1 +c2+-"+cn-1  =#,  
co +we1 +c Jc2  4- . . .  +of~- lcn - t  = A2, 
CO +w2c l  --  o-j4e2 + ' ' "  + 032(n- l )Cn-1 = /~3, 
C 0 Jr-Cd3Cl Jr-u-;3C2 4- . . '  4- 033(n--1)Cn_ 1 -- -'~4, 
CO -L 02n--3C1 1_ 032(n-3)C2  4- . . . 4- '~)(n--1)(~t--3)C~z_ 1 = ~4, 
C0 4-02n--2C1 4- 032(n--2)C2 4- " ' "  4- CO('n--l)(n--2)CT~--I = ~3, 
CO 4- Con--lcl 4- ~2(n--1)C2 4- " " " 4- Cd(~t--1)(rt--1)Cn-- l = X2- 
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This system of linear equation in the unknowns co, c1, c2,. , Cn-1 can be written as follows 
Fc = q, (9) 
where 
C : [Co, C1, C2, . . . . . .  , Cn_l] T 
After complex conjugation, from (9), we obtain FE = q. Then, PFE  = P~. Since PF  = F 
and P~ = q, we have FE = q. Therefore, Fe = Fg. Finally, using the fact that F is an invertible 
matrix, we conclude that c = g. Thus, system (9) has a real solution e = F -~q = (1 /n )Fq  
and #, 12, As, . . . ,  t,~ are eigenvalues ofthe real circulant n x n matrix C. The proof is complete. |
REMARK 2. The matrix C in Lemma 4 can be computed as follows. 
1. Compute c = (1/'n)Fq. 
2. Define C = eirc (co ,c l , c2 , . . .  ,c,~-l). 
The product Fq  may be accomplished by the fast Fourier transform. A direct calculation of the 
product requires (n -  1) 2 multiplications and n(n -  1) additions. For large n this would require too 
much computer time. The advantage of the fast Fourier transform consists of the tremendous 
savings that it gives in the number of multiplications and additions; in particular, if n is a 
power of 2, the number of operations to compute the product Fq  is (1/2) n log~ n multiplications 
and n log~ n additions. For instance, if n = 2 l°, then the fast Fourier transform requires 5,120 
multiplications as opposed to 1,046,529 multiplications for a direct calculation. Moreover, since 
the singular values of F are the nonnegative square roots of the eigenvalues of FF  = hi, its 
spectral condition number is equal to 1. Thereibre, Fe = q is a very well conditioned system of 
linear equations. 
REMARK 3. For 
~=--~ A j+~--~ [ Iml j ,  
j =2 j =2 
the explicit ~brmulas for the entries of the circulant matrix C of Lemma 4 follow. 
1. I fn=2m+l ,  then 
rrz+l 2]~(j -- 1)7r 
2 ~ (cos 1) ReAj 
1 5T,,  T- T 
c l . , : -  m+l ( 2k ( j -1 ) r r  ) ' 
n +2 ~ Iln kj sin + ]hn Aj[ 
j=2 2m + 1 
for k=0,1 , . . . ,2m.  
2. If n = 2'm + 2, then 
1 k( j  -- 1)zr 
2 '~ (cos 1) Re l j  + - 1) Am+2 1 j :2 ~ 1 ((-1)k 
Ck: - -  rrz+l Q k(j -- 1)Tr ) 
'tt +2 ~ ImAjsin +]ImAjl  
j=2 ~rz + 1 
for 0, 1 , . . . ,2m + 1. 
For the rest of this section, let 
p =-  ~2_~. l j  + ~2_~ [imAjl, 
j=2 j=2 
and let C : circ (co, Cl, c2 , . . . ,  on - l )  be the real circulant of Lemma 4 and 
(10) 
c = rain {co, c1, c2 . . . .  , cn-1}. ( i i)  
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THEOREM 5. K (A2, A3,...,  An) E ,..q(rt-1) and 
Ao = max {t~, max ,A~.]}, 2<~,<,~ wherever  c >_ O, 
or  
then  there ex is ts  a c i rcu lant  nonnegat ivc  matr ix  Ao such that  r(Ao) = Ao and a(Ao) = 
{k0, A2 . . . . .  A,~}. And,  for A > Ao, there ex is ts  a c i rcu lant  pos i t ive  matr ix  Ax such that  v(Aa) = k 
 ,n,l = (a, a,,}. 
PHOOF. From Lemma 4, there exists a real circulant ~ x 7~ matrix 
C =circ  (co, CI , . . . ,  C~,t--1) ,
?t n such that {k2, k3, . . . ,  A,, } c or(C). The other eigenvalue of C is # = - Y~-j=2 kj +~.j=2 Ihn kj] = 
j=o cj. We recall that 1,~, v2 , . . . ,  v,~, given in (3), are orthogonal eigenvectors corresponding 
to/z, A2, A3,... ,  A.,~, respectively. Let. 
A - iz, T A,x = C + 1,~1,~. 
Then, 
t/ l l ( i  
A- l l  A p A - i z  A - i z '~  
AA =circ co @ - - ,  Cl ~- - - ,  C2 -7 - - , . . . ,  Czz--I q- / 7~ 1L 17, '/2 
T Moreover, since lr~ vj = 0, we have 
Aavj =Cv j  =)~jv j ,  for j = 2 ,3 , . . . ,~-  1. 
We have proved that 
- {a, a: , , . . . ,  a,,}. 
Let. c be as defined in (11). 
CASE 1. Suppose c > 0. Then, It >_ 0. Let 
Ao=max{#,  max2<k<,~,A,:,}, 
and A0 = Aao is a circulant nonnegative matrix. 
CASI~: 2. Now, suppose c < 0. Let 
A0 = max ~Iz 
/ 
max I kl}. 
Then. Ao > Iz and 
Ao - # Xo - Iz 
cj + - -  > c + - -  >0,  
?/, 1l 
for j = O, 1, 2, . . . , 'lz -1 .  
Therefore, Ao - A,% is a circulant nonnegative matrix. 
in both cases, or(A0) = {Ao, A2,A3,...,A,,} and r(Ao) = Ao. Clearly, if A > Xo, then Aa is a 
circulant, positive matrix and, ~7(A),) = {A, A2, A3 . . . . .  An} and r(A,x) = A. I 
EXAMPLE 2. LetA . ,=5+3i ,  A3=-2-11 i ,  A4=7+8i ,  A5=7-8 i ,  A6=-2+l l i ,  AT=5-3 i .  
For these given numbers, the use of Theoreni 5 gives Ao = 50.0214 and 
Ao-  circ (10.0031, 7.7640, 8.1776, 0.0000, 11.11,50, 9.0021, 4.9596), 
to four decimal places. 
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COROLLARY 6. /fo- = {A1, A2,. . . ,An} is such that (A2, Aa,... ,A~) E S (n- l )  and A1 = Ao, 
(respectively, As > Ao), where Ao is as in Theorem 5, then there exists a cireulant nonnegative, 
(respectively, posit ive) n x n matr ix  with spectrum {A1, A2,... ,  k,~)}. 
EXAMPLE 3. Consider Aj, j = 2, 3, 4, 5, 6, 7, of Example 2, and let A1 = 51. Since As > Ao, there 
exists a circulant positive matrix A with spectrum 7 
51 A0 
A=A0+- - -  1717 T 
7 
=circ  (10.1429, 7.9038, 8.3174, 0.1398, 10.2548, 9.1419, 5.0994). 
COROLLARY 7. //co- = {A1, A2,. . . ,  An} C ]~ is such that (A2, A3,... ,  A,z) C S (n - l )  and 
A 1 -[- A 2 -~- "'" -[- A n = O, 
Aj < O, 
( respect ive~ > 0), 
j=2 ,3 , . . .n .  
Then there exists a circulant nonnegative, (respectively, posit ive) n x n matr ix  with spect rum O-. 
n PROOF. Since ImAj = 0 for all j, it follows that # = -~ j=2 Aj. From the proof of Theorem 5 
there exists a circulant matrix C = circ (co, Cl,. •., Cn) such that 
Now, from the formulas given in Remark 3 and from the hypothesis l j < 0, j = 2, 3, . . .  n, we have 
that Co = 0 and ck > 0 for k = 1, . . . ,  n -  1. Then, c >_ 0 and thus, A0 = max {#, max2<k<~ I Akl} = #. 
Finally, since A1 >_ #, from Corollary 6, we have that A1 and {A1, A2,... ,  An} are the Perron root 
and the spectrum, respectively, of the circulant nonnegative matrix 
ls+~ lj 
C + j=2 lnlnT. 
n 
Clearly, if A1 > #, then the matrix is positive. The proof is complete. II 
EXAMPLE 4. Let A1 = 13, A2 = -1,A3 = -2,  A4 = -3,  A5 = -3,/k6 = -2,/~7 = -1.  This 
prescribed spectrum satisfies the hypothesis of the previous lemma and it is realized by the 
circulant positive matrix 
A = circ(0.1429, 2.5784, 1.9011, 1.9490, 1.9490, 1.9011, 0.5784). 
COROLLARY 8. frO" = {A1, A2 , . . .  ,An} C C is such that (Az, A3,... ,An) E S (n - l )  and  if 
AI+~ A j - -~  IImAjl _>0, 
j=2 j=2 
Re (Aj) _< 0, j :9 ,3 , . . .n ,  
then there exists a circulant nonnegative n x n matr ix  with spectrum O-. 
PROOF. We have n n 
j=2 j=2 
From the proof of Theorem 5 there exists a circulant matrix C = circ (co, e l , . . . ,  c,~) such that 
O-(c) : b ,  A2, A3,..., A.}. 
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Without  loss of generality, we may suppose Im 5j _< 0 for j = 2, 3 , . . . ,  [(n + 1)/2]. We assume 
n = 2m + 2. The proof for n = 2m + 1 is similar. From the formulas given in Remark  3, we have 
/ ) i j :2  7n7-~ ch'= n m+' ( k ( j - l )T r  ) " 
+2 ~ sin 1 hnSj ,=~ ~7~ 
Now, using the hypothesis ReS j  < 0, j = 2, 3 , . . .n ,  we have that  ck _> 0 for k = 1 , . . . ,n  - 1. 
Then, c >_ 0, and thus, 50 = max{#, max2<k<n 15~1} = p. Finally, since 51 >_ #, from Corollary 6, 
we have that  {51, k2 , . . . ,  5n} is the spectrum of the circulant nonnegative matr ix C + ((5~ - 
p ) /n ) I .  II 
EXAMPLE 5. Let Ai = 48, 52 = -7 -  i, 5a = -6 -  5i, 54 = -5 ,  55 = -5 ,  A6 = -6  + 5i, 
and 57 = -7  + i. This set satisfies the conditions of the previous corollary and it is the spectrum 
of the matr ix  
A = circ(1.7143, 8.8949, 7.6147, 6.9152, 8.9011, 8.2973, 5.6626). 
3. ALGORITHM TO CONSTRUCT A 
SYMMETRIC  NONNEGATIVE  MATRIX  
In this section, we consider a prescribed real spectrum {5i}~ 1. 
LEMMA 9. I f  
5j < 0, ibr j = 2, 3 , . . . ,  71., (12) 
then there ex is ts  a symmetr ic  c i rcu lant  nonnegat ive  (2n) x (2n) matr ix  C with  zeroes on its 
d iagona I  such that  
PROOF. Clearly, 
Let 
(52 ,53 , . . .  ,Sn_ l ,5n ,0 ,5n ,5n_ l , . . .  ,53,52) E S (2n-l).  
#= -2 ~ 5j. 
j=2 
Then, by Lemma 4, there exists a real circulant (2n) × (2n) matr ix C, 
such that  
C = circ (co, ca,  c2 , .  • •,  c,,~_ 1, c,z, c .  + 1, • • • ,  c2n-  1 ) , 
o(C)  : {#,~2,53 , . . . ,5n - - l ,Sn ,O ,5n ,5n- -1 , . . . ,53 ,52} .  
7z 
Since tr (C) = p + 2 Y-~-a=2 5j = 0, it follows that Co = 0. The real vector 
e = [0,cl ,c2,.  ,c2,,-2,c2,~-1] r 
is given by the equation 
Fc = q, (13) 
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where 
and 
q = [#, A2, A3,. •., An-l ,  A~, 0, A~, An_ l ,  . • • , A3 ,  A2] T (14) 
F = ( fk j ) ,  
~ :=exPk2n j  =exp ~-  , =-1 .  
"]'k) : 03(k-l)(j-1), 1 < k, j < 2n, 
(15) 
From equation (13), we have Fc  = q. After complex conjugation and using the fact that c is 
a real vector, we obtain Fe  = q. Now, we observe that F= FP ,  where P is the permutat ion 
matr ix P = [el, e2~,e2,~-x, . . . ,  e3, e2]. Here ek denotes the /¢ th  colunm of I2~. Then, FPc  = q. 
Therefore, FPc  = F t .  Thus, Pe  = e. This implies 
C2n- I  ~ C1, C2n--2 ~ C2, • . .~Cn+l  ~ Ca-1 .  
Hence, 
C = circ (0, Cl,  C2, C3, . . . ,  Ca-2,  Ca-  1, Ca, Ca-  5, Ca-2 ,  • • • , C3, C2, C1 ) 
is a real symmetr ic  circulant matrix. Finally, we prove that C is a nonnegative matrix. From 
Remark 3, for k = 1, 2 , . . . ,  n, we have 
) c~. = -- cos 1 Aj. 
j=2 
Since Aj < 0 for j = 2 ,3 , . . . ,n ,  we conclude that ca. > 0 for k = 1 ,2 , . . . ,n .  Hence, C is a 
nonnegative matrix. | 
The matr ix C in Lemma 9 is symmetr ic  with respect to the main diagonal and also it is 
symmetr ic  to the secondary diagonal. Therefore, it is a symmetr ic  persymmetr ic  matrix. This 
c l~s  of matrices have special properties [14]. In particular, the matr ix C can be p~rtit ioned as 
follows: 
C--[U W 1 
JV  U ' 
where 
U = 
V = 
0 C1 C2 C3 C7~--3 Crt--2 Ca-- 1 
C 1 0 C 1 C 2 Ca_  2 
C2 Cl 0 C1 Ca--3 
C3 C2 C1 
C3 
Ca-- 3 C1 C2 
On-- 2 C1 0 C 1 
C,,~ _ 1 Cn - 2 Ca-  3 C 3 C 2 C 1 0 
C1 C2 C3 C4 Ca-  2 Ca-  l Cn 
C2 C3 C4 C5 C~t- 1 Cn Cn-  1 
C3 C4 C5 Cn Ca-- 1 Ca-  2 
C4 C5 
Ca-  2 Cry-- 1 Cn 
CT) 1 CTL Cr~- 1 
Cn Ca-- 1 Ca-- 2 C4 
C4 
C4 C3 
C4 C3 C2 
C3 C2 Cl 
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and 
J = 
0 . . . . .  0 1 
. . . . . .  1 0 
0 1 0 . . . . .  
.1 0 . . . . .  0. 
Matr ices U and V are both symmetr ic  matrices, each of them of order n x n. We see that  U is 
a Toepl i tz matr ix.  The entries of U = (uij) and V = (vij) are given by 
uii = 0, for all i and uij = Clj_il , for i # j ,  (16) 
Yij = C i+ j -  1, if i + j < n + 1, and 
Yij = C2n- i - j+l ,  if i + j > n + 1. (17) 
One can easi ly check that  
is an orthogonal  matr ix  and that  
1[: i i Q=7 
0 U V " 
Therefore, 
~(c)  = ~(u  + v )  u ~(u - v ) .  
Even more, it is easy to prove that  
o(U-~-V)  = {/. .t ,~2,.~3,.. . , /~n_l, .~rz}, 
~(U - V) = {o, ~2,A3,..., M-t,  £,},  
and that  the n-dimensional  vector 
in  = [1 ,1 , . . . ,1 ,1 ]  T
is an eigenvector for the eigenvalue i,. 
Let 
B=U+V.  
Since U is a symmetr ic  nonnegative matr ix  and V is a symmetr ic  posit ive matr ix,  it follows 
that  B is a symmetr ic  posit ive matrix.  The entries of B = (bij) can be easily obta ined from (16) 
and (17), 
C2i_l~ 
bij = C2n-2i+l '  
CIj_i[ Jr Ci_{_j_l, 
Clj_il ~- C2n_ i_ j+ l ,  
i f j  = i  and2 i<n+l ,  
i f j= iand  2 i>n+1,  
i f j T~ iand i+ j<_n+l ,  
i f j¢ iand i+ j>n+l .  
We smnmarize the above results into the following theorem. 
(is) 
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THEOREM 10. / f  
Aj < 0, for j = 2 ,3 , . . . ,n  and t* = -2  ~ Aj, 
j=2  
then a symmetric positive matrix B such that 
~(B)  = {/z, A2, A3 , . . . ,  A,~} 
can be constructed by a procedure based on the fast Fourier transform. 
COROLLARY 11. Let {Xl, A2, Aa , . . . ,  A~} be a real prescribed spectrum. If" 
Aj < 0, for j = 2, 3 , . . . ,n  and kl _> -2  ~ kj, (19) 
j =2 
then a symmetric positive A, having the prescribed spectrum, can be constructed by a procedure 
based on the fast Fourier transform. 
PROOF. From Theorem 10, a symmetr ic  positive matr ix B such that  
~(B)  = b*,  a2, A3 . . . .  , a,~ t 
can be constructed by a procedure b~ed on the fast Fom'ier transform, where p, = -2  ~-~'~'.=2 Ak. 
Let 
A1 - -#  T 
A = B + - -  1,~1,~. 
'n 
Since A1 _> lt, A is a symmetr ic  positive matrix. Moreover, 
- A - tz • Aln  = BI,~ + A tz 1~1T1~ =/ t l , ,  + (1,~ 1~) 1 ,  = AI~. 
Let vk be an eigenvector of B corresponding to the eigenvalue Ak, k = 2, 3 . . . . .  n. Since B is 
a real symmetr ic  matr ix,  the eigenvectors v~: can be chosen orthogonal with the eigenvector L,.  
Then, 
Avk  = Bvk + A - l* ln l~vt ,  = Akvh,, for k = 2,3 . . . .  , n. 
Therefore, a (A)  = {A1, A2, A3, . . . ,  An}. This finishes the proof. | 
ALGORITHM 1. The algorithm to construct he matrix A in Corollaw 11 follows. 
1. Compute 
t* = -2  ~ Aj. 
j 2 
2. Compute 
1 - -  
c= ~nt Fq,  
where F is the matrix given in (15) and q is the vector in (14), via the fast Fourier 
transform. 
3. Construct he matrix B = U + V = (b,j) given by (18). 
4. Construct he matrix A = (aij), aij = bij + ct where 
'tt 
As + 2 ~ A~ 
3='2  
! t 
Next, we improve the condition given in (19). Let 
b = ~ lnin {C1, C3, C5 . . . .  C,t 1 } . if ". is even, 
[ rain, {cl, ca, c5 . . . .  % } . if ,~ is odd. (~0) 
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COROLLARY 12. Let {A1, A2, A3,.. . ,  A,~} be a prescribed real spectrum. Let b be given by (20). 
It" 
7/ ,  
AA < O, for j = 2, 3, . . . ,  rz and A 1 >_ -2  E kj - bn, (21) 
j=2  
then a symmetric nonnegative matrix A, having the prescribed spectrum, can be constructed by 
Algorithm i. 
Tt PROOF. Let > = -2  ~ j=2 Aj. Clearly, the smallest entry of the matrix B of Theorem 10 occurs 
on its diagonal and it is the nmnber b defined in (20). Let A0 = I* - bn. Then, since k~ > A0, we 
have 
A1 - tz Ao - I~ 
b~j+- -  >_b+- -  -0 .  
'/% '/l 
Therefore, the matrix A = B + ((A1 - t~)/n) ln1~ is nonnegative and it has the prescribed 
spectrum. I 
n n 
Since -2  ~ j=2 Aj - bn < -2  ~ j=2 Aj, the condition in (21) strictly improves the condition 
in (19). 
5 EXAMPLE 6. Let A2 = -1 ,  A3 = -1.5, )~4 = --3, /~5 = --3.8. Then, # = -2  ~ j=2 = 18.6. For 
these eigenvalues the matrix B of Theorem 10 is 
2.4058 4.6972 3.7357 3.8028 3.9585~ 
4.6972 1.4442 4.7643 3.8915 3.8028| 
3.7357 4.7643 1.6000 4.7643 3.7357| , 
3.8028 3.8915 4.7643 1.4442 4.6972| 
3.9585 3.8028 3.7357 4.6972 2.4058J 
rounded the entries to four decimal places, and its smallest entry is b = 1.4442. From Corollary 11, 
for A1 _> 18.6 there exists a symmetric positive matrix with spectrum 5 {AJ}j=I. For A~ = 19, the 
matrix is 
-2.4858 4.7772 3.8157 3.8828 4.0385] 
4.7772 1.5242 4.8443 3.9715 3.8828| 
3.8157 4.8443 1.6800 4.8443 3.8157| . 
3.8828 3.9715 4.8443 1.5242 4.77721 
4.0385 3.8828 3.8157 4.7772 2.4858J 
Now, fi'om Corollary 12, for "~1 ~ It - -  55  = 11.3788 there exists a symmetric nonnegative matrix 
which realizes the spectrum. For A1 = 11.3788, the matrix with spectrum {11.3788,-1, -1.5,  
-3 , -3 .8}  is 
-0.9615 3.2530 2.2915 2.3585 2.5148 
3.2530 0 3.3201 2.4472 2.3585 
2.2915 3.3201 0.1558 3.3201 2.2915 
2.3585 2.4472 3.3201 0 3.2530 
2.5143 2.3585 2.2915 3.2530 0.9615 
4. COMPUTATIONAL RESULTS 
All the computations were performed on a personal computer equipped with Intel Pentimn 
chips. Because of memory limitations we took ~ _< 450 in all the experiments. We used MATLAB 
for Windows, Version 4.2e.1. 
Table 1 shows the average CPU time in seconds required to construct he symmetric nonnega- 
tive n x n matrix A of Corollary 12, with randomly generated prescribed eigenvalues A2, A3,. . . ,  k,~ 
from the range I -a ,  0), a = 10 -s,  10 -6, 10 -4, 10 -2, 1, 10 2, 10 4, 10 6, 10 8. These eigenvalues were 
generated using the function rand of MATLAB. The other MATLAB functions that we used 
were 
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lift to compute c = (1 /2n)Fq ,  
toeplitz to construct  he matr ix  U and the lnatr ix V J ,  
fliplr to obta in the matr ix  V,  
cputime to see the CPU t ime in seconds required in each construct ion of the matr ix  A.  
Table 1. CPU t ime in seconds. 
a 
- 64 
T/ 
10 -s  0.06 
10 -6  0.06 
10 -4  0.06 
10 -2  0.05 
1 0.06 
102 0.06 
104 0.06 
10 (~ 0.06 
10 s 0.06 
100 
0.11 
0.12 
0.13 
0.13 
0.13 
0.12 
0.12 
0.15 
0.14 
128 200 256 300 350 400 450 
0.20 0.48 0.82 1.16 1.53 1.97 2.63 
0.21 0.49 0.88 1.16 1.55 2.02 2.61 
0.21 (/.51 0.85 1.18 1.56 2.04 2.65 
0.20 0.50 0.87 1.18 1.46 2.01 2.67 
0.20 0.49 0.86 1.20 1.52 2.02 2.68 
0.2] 0.51 0.86 1.18 1.55 2.02 2.69 
0.19 0.49 0.86 1.18 1.49 2.09 2.62 
0.22 0.49 0.86 1.19 1.18 2.01 2.63 
0.22 0.50 0.88 1.20 1.51 2.01 2.69 
For each n and for each a, we ran our MATLAB program ten t imes for a same prescr ibed 
spectrunl  and then we calculated the corresponding average of the CPU times. These averages 
are shown in Table 1. 
These exper imenta l  results confirm that  the algorithm that  we propose to construct  a symmetr ic  
nonnegat ive matr ix  A with a prescribed spectrum is a very fast procedure. In addit ion,  as we 
ment ioned in Remark  2, the procedure is very stable. 
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