Suppose l = 2m + 1, m > 0. We introduce m "theta-series",
Introduction
Throughout L is a field of fractions of Z/2 [[x] ], viewed as the field of Laurent series with coefficients in Z/2. Definition 1.1. For g = 0 in Z/2 [[x] ], B(g) is the set of n in Z for which the co-efficient of x n in 1/g is 1. Note that only finitely many elements of B(g) can be < 0. In this note we study the sets B([r]) for fixed l and r with r prime to l. Note that each j in B( [r] ) is ≡ −r 2 (l) and that consequently B([r]) has (upper) density at most 1/l in the positive integers.
In [1] , Cooper, Eichhorn and O'Bryant conjectured, in a slightly different language, that each B([r]) has density 0. I think this is never true, but we'll show that for certain l and r and in certain congruence classes mod a power of 2, B([r]) indeed has relative density 0. For example when l = 3 the relative density is 0 in the classes n ≡ 0 (2), n ≡ 1 (4) and n ≡ 3 (8). I'll now describe more precisely, what perhaps is true in general, and the small part of it I'm able to prove. Definition 1.3. Fix l. k < 0 is "l-exceptional" if k is in some B([r]) with r prime to l. A "basic congruence class" is a congruence class of the form n ≡ k (8q), where k is l-exceptional and q is the largest power of 2 dividing k. Definition 1.4. An integer n ≥ 0 is in U if it is in some basic congruence class, and in U * otherwise.
Example 1. Suppose l = 3. Then 1/[1] = x −1 +· · · . So the only 3-exceptional k is −1 and the only basic class is n ≡ −1 (8). U * consists of the integers n ≥ 0 with n ≡ 0 (2), n ≡ 1 (4), or n ≡ 3 (8).
Example 2. Suppose l = 9. The only [r] we need consider are [1] , [2] and [4] . It seems to me plausible that when r is prime to l then B([r]) has relative density 0 in U * . I'll show that this holds for l ≤ 11. When l = 13 or 15, then U * is the union of 83 mod 128 congruence classes, and I'll prove that B([r]) has relative density 0 in each of these classes, with the possible exception of the class n ≡ 48 (128). Unfortunately the proof is not unified-we have to write U * as a union of congruence classes and examine each class in turn. To this end we now give the (easily proved) description of U * as a union of congruence classes for each l ≤ 15. (A) c n e 2πinz converges in Im(z) > 0 to a modular form of integral weight for a congruence group.
(B) g is the mod 2 reduction of c n x n (2) Suppose that g/ [r] q is itself the mod 2 reduction of some d n x n where d n e 2πinz converges to a modular form as in 1(A) above. Then B([r]) has density 0 in the congruence class j mod q.
g is in fact the image of [r] q−1 under a certain projection operator p q,j which we describe in the next section. The fact that g is "the reduction of a modular form" comes from a corresponding result for [r]; [r] is the reduction of a weight 1 modular form. (The proof of (2) is deeper, coming from a result of Deligne and Serre on the reduction of modular forms.) Once (1) and (2) are established we still need to show that for each of our choices of l, [r], and the congruence class j mod q lying in U * , the power series g/[r] q satisfies the condition (2) above. This is true, for example, whenever g/ [r] q lies in the ring S of Definition 1.2. In certain cases, extensive computer calculations tell us that g/ [r] q lies in S.
At the end of the paper we'll speculate on the relative density of B([r]) in the basic classes. Though we are unable to prove anything, computer calculations suggest that each B([r]) has relative density 1/(2l) in each basic class.
2 The operators p q,j and the case l = 3
-linear projection map attached to the above direct sum decomposition.
Note that p q,j (F G) = p q,a (F )p q,b (G), the sum extending over all pairs (a, b)
We'll use these facts often.
Lemma 2.2. Fix l = 2m + 1. Then:
The subring S of L generated over Z/2 by all the [i] is stabilized by the operators p 8,0 , . . . , p 8,7 .
Proof.
In view of the formula for p 8,j (F G), to prove (2) 
Suppose for the rest of this section that l = 3. In this case the proofs of zero-density in U * are much easier than the proofs for l > 3, requiring neither modular forms nor computer calculations. Observe that if 3 doesn't divide i,
Theorem 2.4. Suppose n ≡ 0 (2) and n is in B(a). Then n/2 is a square.
Since n is in B(a) and is even, the coefficient of x n in a 2 is 1, giving the result.
Theorem 2.5. Suppose n ≡ 1 (4) and n is in B(a). Then the number of pairs (s 1 , s 2 ) with s 1 and s 2 squares, and s 1 + 4s 2 = n is odd. Furthermore n is the product of a prime and a square.
Since n is in B(a) and is ≡ 1 (4), the coefficient of x n in a 5 + a 8 is 1, and so the coefficient in a 5 = a·a 4 is 1. So the number of pairs (r 1 , r 2 ) with r 1 ≡ r 2 ≡ 1 (3) and r Proof. p 8,3 
has its entries ≡ 1 (3) and maps to (s 1 , s 2 , s 3 ).
Theorem 2.8. Suppose n ≡ 3 (8) and n is in B(a). Then the number of pairs (s 1 , s 2 ) with s 1 and s 2 squares and s 1 + 2s 2 = n is odd. Furthermore, n is the product of a prime and a square.
Proof. Consider the set of triples (s 1 , s 2 , s 3 ) where the s i are squares and
Since n is in B(a), and n ≡ 3 (8), n ≡ 11 (24). Lemmas 2.6 and 2.7 then show that the number of such triples is odd. Now (s 1 , s 2 , s 3 ) → (s 1 , s 3 , s 2 ) is an involution on the set of such triples whose fixed points identify with the pairs (s 1 , s 2 ) as in the statement of the theorem. This gives the first assertion of the theorem, and a little arithmetic in Z[ √ −2] gives the second.
Theorem 2.9.
(1) Every element n of B(a) that lies in U * is the product of a prime and a square.
(2) The number of elements of B(a) that are ≤ x and lie in U * is O (x/ log x).
Proof. The elements of U * are ≡ 0 (2), 1 (4), or 3 (8), and we use Theorems 2.4, 2.5 and 2.8 to get (1) . (2) is an immediate consequence. Remark 1. The proof of Theorem 2.9 is easier than that of a similar result in Monsky [2] , which makes use of results of Gauss on representations by sums of 3 squares.
Remark 2. The set B(a + a 4 ) has been more extensively studied. One sees immediately that a + a 4 = x 1+24s , where s runs over the generalized pen-tagonal numbers 0, 1, 2, 5, 7, 12, 15, . . .. So the elements of B(a + a 4 ) are all ≡ −1 (24). The mod 2 reduction of a famous identity of Euler tells us that 24k −1 is in B(a+ a 4 ) if and only if the number of partitions, p(k), of k is odd. Large-scale computer calculations suggest very strongly that the k for which p(k) is odd have density 1/2, so that B(a + a 4 ) has relative density 1/2 in the congruence class n ≡ −1 (24). It's tempting to believe that B(a) also has relative density 1/2 in this congruence class. This would be in line with the (modest) computer calculations that have been made; see our final section. as elements of Z/2[a], and were able to deduce that B(a) has density 0 in the congruence classes n ≡ 0 (2), n ≡ 1 (4) and n ≡ 3 (8). (Note that p 8,7
. In our treatment of larger l we'll use a similar idea, but in most cases we'll have to rely on a deep result on modular forms due to Deligne and Serre. My thanks go to David Rohrlich for telling me about this result.
The following is well-known; for a more general theorem on definite quadratic forms in an even number of variables see Schöneberg [4] . Theorem 3.1. e 2πi(m 2 +n 2 )z , the sum extending over all pairs (m, n) with m and n in Z and n ≡ some j mod l, converges in Im(z) > 0 to a weight 1 modular form for a congruence group. Proof. It's enough to show this when u = [j]. We take our modular form to be that of Theorem 3.1. If we write this form as c s e 2πisz , then (A) is satisfied. Furthermore c s is the number of pairs (m, n) with n ≡ j (l) and m 2 + n 2 = s. (m, n) → (−m, n) is an involution on this set of pairs. There is one fixed point if s is the square of some n ≡ j (l), and no fixed point otherwise. It follows that the mod 2 reduction of c s is a s . Now fix l. Recall that S is the subring of Z/2[[x]] generated over Z/2 by all the [j]. Theorem 3.3. If u = a n x n is in S, then the set of n for which a n is 1 has density 0.
Proof. We may assume that u is a product of powers of various [j] . As we've seen, there are c n in Z, with c n reducing to a n mod 2, such that c n e 2πinz converges in Im(z) > 0 to a modular form of integral weight for a congruence group. A theorem of Serre [5] , based on results of Deligne attaching Galois representations to Hecke eigenforms, shows that the n for which 2 does not divide c n form a set of density 0.
) has relative density 0 in the congruence class j mod q.
. But to show that this quotient lies in p q,j (S) for various choices of j and q seems very difficult. There is however a technique for showing that a quotient of two elements of S lies in S that makes use of certain "quintic theta relations".
Proof. It suffices to show that the coefficients of x 2n on the two sides are equal. On the left one has the mod 2 reduction of the number of pairs (r, s) with r ≡ 2i (l), s ≡ 2j (l) and r 2 + s 2 = 2n. On the right one has the mod 2 reduction of the number of pairs (t, u) with t ≡ i + j (l), u ≡ i − j (l) and
gives the desired bijection.
). Now use Lemma 3.5.
Let x 1 , . . . , x m (where l = 2m + 1) be indeterminates over Z/2. Proof. The definition of x m+1 , . . . , x 2m shows that φ r (x k ) = [rk] for k = 1, . . . , 2m. The result now follows from Theorem 3.6 on replacing i and j by ri and rj throughout. Proof. u is in (N, v) . Applying φ r and using Theorem 3.9 we find that in S, φ r (u) lies in the principal ideal φ r (v).
Remark.
There is one further simple result that we'll use frequently in the calculations to follow. Proof. We first write these power series as quotients of elements of S. 
In view of (1), (2) and (3) it will suffice to show that is in S.
l = 7
In this section l = 7. Then m = 3 and the ideal N is generated by x Remark. In this case, as in the case l = 5, N is the kernel of each φ r . This is not true when l = 9. Whether it holds for all prime l is an interesting question. 
Proof. By Lemma 3.10, p 8,0
2 . And p 4,1 Proof. Again we first write these power series as quotients of elements in S. 2 . Now p 8,3
2 . Now p 4,3 (ab) = 0, and it follows that p 4,1 (ab) = p 2,1 (ab) = ab + p 2,0 (ab) = ab + a 2 c 2 . So p 8,3
We can now use the technique of the last section to prove the theorem. It suffices to show that is in S, and we use the fact that p 8,3 stabilizes S.
6 l = 9
Now l = 9. Then m = 4 and N is generated by x Proof. Again we first write these power series as quotients of elements in S.
(1) The proof of Theorem 4.2 shows that p 4,2
(2) p 8,5 
We conclude with our by now standard computer procedure. For example to show that . So it suffices to show that (abcd + ab . It remains to show that this u is in S. This is established using Macaulay 2 in the usual way. ) is in S cause a computer crash. Indeed the computer seemed at its limit in handling the congruence class n ≡ 16 (64) when l = 15; it was an all-day calculation.
For l = 11 I don't know whether Theorem 7.5 can be strengthened to show that p 128,48 1 a is in S. When l = 13 or 15 it's possible that, as in the case l = 11, p 128,48 1 a is the eighth power of an element of p 16,6 (S). But there's no analogue of Lemma 7.4 that could be used to prove this. in C, so that "half the elements of C that are ≥ −r 2 and are congruent to −r 2 mod l lie in B([r])."
Suppose for example that l ≤ 9 and we are looking at the basic classes to the modulus 8. These are:
. Consider a basic class C and the first X elements in the class that are ≥ −r 2 and congruent to −r 2 mod l. Of these elements, the number in B([r]) is
We might go even further, speculating that this is true not only for the basic classes, but for any congruence class contained in a a basic class.
It would be interesting to test these speculations further experimentally. But some caution is in order. Suppose for example that l = 9. Then the congruence class n ≡ 2 (4) is contained in U * , and as we've seen, B([1]), B( [2] ) and B( [4] ) all have relative density 0 in this class. Consider now the first 2 18 = 262, 144 elements of this class that are ≥ −r 2 and congruent to −r 2 mod 9. The number of these elements that lie in B([r]) is 102,284 when r = 1, and 110,034 when r = 2. This is in good accord with our zero-density result. But when r = 4 more than half of the elements are in B([r])! (The number is 137,657.) So we are advised not to place too much predictive power in such computer counts unless the range over which we're counting is considerably extended.
