INTRODUCTION 45 46
Supporting applications of random utility maximization theory, the GEV class of models (McFadden  47 1978) has become a mainstay in travel behavior analysis of discrete choice behaviors. McFadden's 48 (1973) multinomial logit (MNL) model represents the most familiar and straightforward of these models. 49 However, the MNL model suffers from the independence of irrelevant alternatives (IIA) property, which 50 results in equivalent cross-elasticities across each pair of choice alternatives 1 .
52
The nested logit model (Ben-Akiva and Lerman 1985) relaxes this assumption, allowing correlations to 53 emerge across similar alternatives. However, choice alternatives in common nests still retain the IIA 54
property. Vovsha (1997) Similar to the way in which the MNL is generalized for a continuous response variable, the CNL can be 166 generalized, though some additional support is needed, as discussed here. Of great importance is nest 167 composition. It makes good sense to think of these nests as small, contiguous intervals of the 168 continuous spectrum of alternatives. And, since the response variable is continuous, it seems 169 reasonable to restrict our attention to the case of ordered alternatives. Thus, each nest should be 170 constructed so that it contains a set of sequential elemental alternatives. 171
172
The set of nests could be structured in a couple different ways. For instance, one could construct a finite 173 number of nests, similar to the discrete CNL model. However, a more general approach would be to 174 consider the set of nests in the same manner as the set of alternatives, effectively infinite. Such 175 treatment requires parameterization of the inclusive value and allocation parameters, as discussed in 176 more detail below. 177 178
As before, suppose the continuous response variable of interest, t, is bounded by a and b (e.g., 0 and 24 179 hours for trip departure time); t is discretized so that t j denotes the j th discrete alternative; and J is the 180 total number of choice alternatives, computed as 1 . In addition, suppose the number of 181 nests equals the number of alternatives (i.e., ), and the nest interval is given as 2h (i.e., each nest, 182 m, is composed of elemental alternatives ranging from alternative t m -h to alternative t m + h). Let 183 , denote the allocation parameter for alternative j in nest m and let , the exponent 184 of systematic utility for alternative j. Like the parallel between MNL and continuous logit, we can now 185 write the generating function and choice probabilities for this discretized model as they appear in 186 equations (7) and (8). As before, taking the limit, 0 (and 0), results in the generating 187 function and choice density function for the CCNL model, as shown in equations (9) and (10), 188 respectively. 189 190 Here, represents an adjustment factor, to ensure that condition (11) holds for "close to" (i.e., 221 within h units of) either limit, a or b. The adjustment factor is given by the following: 222 223 As shown in Figure 1b , when 1, the CCNL collapses to the continuous logit. However, as one or 285 both of the correlation parameters increase, the peaking in the density becomes more pronounced and 286 the largest peak becomes narrower. In effect, the areas of highest utility become much more likely with 287 larger values of and h, drawing probability away from departure time choices close in time, but with 288 lower utility. This is a consequence of the correlation parameters of the CCNL, though it should be 289 noted that identical utility functions are used in this illustration. In reality, if the two models were 290 estimated side-by-side, one will obtain different parameter estimates in systematic utilities, which could 291 have the opposite effect on predictive densities. The models were estimated using Bayesian methods. If we let the set of independent variables be 336 denoted by X, the set of response variables be Y, and the parameters be, the Bayesian posterior 337 distribution can be written as follows (Gelman et al. 2004 ):
Here, | , represents the likelihood function and is a prior distribution on the model 342 parameters (reflecting the analyst's prior beliefs). In this work, the priors on , , , , , and 343
(from the utility equation [14] ) were chosen to be independent and normally distributed with vague 344 (i.e., large variance) prior parameters. For the CCNL, priors on h and were chosen to be independent 345 gamma distributions (bounded below by 0.5 and 1, respectively), both with shape and scale parameter 346 values of 1 and 0.5. These priors offer the model information on h and (unlike the vague priors 347 selected for other parameters), which pulls them closer to their respective left-side bounds. This is quite 348 reasonable for h, since h specifies the minimum time interval between uncorrelated alternatives (and 349 one would not expect correlations between alternatives a great distance apart). While similar 350 expectations may not exist for , its prior can be viewed as follows: unless the data offer significant 351 proof for another value, the prior guides to a value of one, thereby reducing the model to the 352 continuous logit. Also, while h is not required to be at least 0.5 in model formulation, this restriction 353 aids in numerical integration computations. For small h, a large number of function evaluations would 354 be required to obtain reasonable integral estimates using Simpson's rule (Press et al. 1989 The algorithm works best when the proposal density, | , is very close to the posterior distribution. 373
Since the form of the posterior is unknown, | was chosen to be multivariate normal with mean . 374
Using this proposal density for the CCNL model estimation, it is possible to draw a value of less than 1 375 and/or a value of h less than 0.5. In such cases, the entire set of parameters was re-drawn from the 376 same proposal density until an acceptable set of parameters was obtained. The covariance matrix of the 377 proposal density was initially set to be zero for all off-diagonal elements, with very small values on the 378 diagonal. This helped ensure that proposals were often accepted at the beginning of the chain. After 379 500 draws were obtained, the covariance matrix of the proposal density was estimated from all previous 380 draws and updated following each iteration. After 5,000 draws were obtained, only the previous 5,000 381 draws were used to update the covariance matrix (not including the current draw). As long as the 382 current parameter values were not used in estimation of the covariance matrix, this approach has been 383 found to converge to the proper posterior distribution (Holden et al. 2009 ). 384 385
After about 250,000 iterations, draws from the continuous logit posterior appeared to converge. 386
Another 100,000 draws were obtained after convergence. To eliminate correlation between successive 387 draws (which is inevitable using the MH algorithm described here), only every 50 th draw (from these 388 100,000) was used for inference. Because draws from the CCNL were obtained much more slowly (20 to  389 30 times slower), the CCNL To better understand behavioral differences suggested by the two models, four sample individuals were 421 chosen and their predictive densities (under both models) plotted. A variety of personal and tour 422 characteristics were sought to illustrate the effect of each variable in the model. predicted by the two models. In particular, being a part-time worker (Figure 2c ) and the presence of 429 additional tours in the day (Figure 2d ) shift the location of the second mode of the utility functions to 430 the right, which results in a second (smaller) peak in the predictive densities. These second peaks are 431 smaller under the CCNL specification than under the continuous logit specification, due to those 432 correlations in the CCNL. 433 434 In order to evaluate the models' abilities to capture variation in departure time choice, out-of-sample 444 prediction provides a number of benefits. Furthermore, it aids in illustrating the merits of Bayesian 445 methods. The out-of-sample data is composed of 3,550 records, representing about 20% of the total 446 data. Since Bayesian estimation output offers a collection of parameter draws from the posterior 447 distribution, each draw is used to compute the likelihood each model would predict the actual 448 departure time outcome for each individual. The distribution of individual-level likelihoods and total log 449 likelihoods can then be characterized. Here, each of the 2,000 continuous logit and 800 CCNL posterior 450 draws are employed. Figure 3a shows the total log likelihood (across all individuals) distributions and 451 Figure 3b shows the individual-level likelihood distributions for the two models 
