Contrast Measures based on the Complex Correlation Coefficient for
  PolSAR Imagery by Frery, Alejandro C. et al.
Contrast Measures based on the Complex
Correlation Coefficient for PolSAR Imagery
Alejandro C. Frery1, Renato J. Cintra2, Abraa˜o D. C. Nascimento3
1LaCCAN – Laborato´rio de Computac¸a˜o Cientı´fica e Ana´lise Nume´rica
Universidade Federal de Alagoas
Av. Lourival Melo Mota, s/n
57072-900 Maceio´ – AL, Brazil
acfrery@gmail.com
2Departamento de Estatı´stica
Universidade Federal de Pernambuco
50740-540 Recife – PE, Brazil
rjdsc@de.ufpe.br
3Departamento de Estatı´stica
Universidade Federal de Paraı´ba
58051-900 Joa˜o Pessoa – PB, Brazil
abraao@de.ufpb.br
Abstract—We derive contrast measures which involve the
number of looks and the complex correlation coefficient between
polarization channels in PolSAR imagery. Using asymptotic
results which characterize the behavior of these measures, we
derive statistical regions of confidence which lead to test of
hypothesis. An application to real data is performed, confirming
the importance of the proposals.
I. INTRODUCTION
The aim of remote sensing is to capture and to analyze in-
formation scenes concerning the Earth surface. In this context,
polarimetric synthetic aperture radar (PolSAR) has achieved a
prominent position among the remote sensing technologies [1].
Such systems employ coherent illumination in its processing
and, as a consequence, their resulting images are contaminated
with fluctuations on its detected intensity called “speckle”.
Speckle significantly degrades the perceived image quality, as
much as the ability of extracting information from the data.
Speckle is well described by statistical models. Thus, two
pre-processing steps are often sought: (i) the identification
of a probability distribution for PolSAR image regions [2],
and (ii) the derivation of statistical methods for quantifying
contrast between such regions [3].
A successful statistical model for homogeneous regions in
PolSAR images is the scaled complex Wishart law [2]. This
distribution is equipped with two parameters: the number of
looks and the complex covariance matrix. A rich discussion
about estimation and interpretation of the number of looks
was given by Anfinsen et al. [4]. In terms of the covariance
matrix, it contains all necessary information to characterize
the backscattered data. Conradsen et al. [5] discuss hypothesis
tests based on the covariance matrix.
Lee et al. [6] proposed a reparametrization for the co-
variance matrix in terms of the complex correlation coeffi-
cient. Statistical models which describe the multilook phase
difference, the magnitude of the complex product, and both
intensity and amplitude ratios between two components of
the scattering matrix are provided in that work. The resulting
density functions have closed forms which depend on the
complex correlation coefficient and on the number of looks.
Many authors have utilized the complex correlation coeffi-
cient as an important quantity for analyzing PolSAR images.
For instance, Ainsworth et al. [7] presented evidence that
the complex correlation coefficient between channels can be
utilized to identify man-made targets.
In recent years, information-theoretic based measures have
used to derive new PolSAR image processing methods. Liter-
ature in this field of research can be divided in two groups:
(i) works that involve deterministic tools [8], and (ii) contribu-
tions that consider statistical properties of these measures [3],
[9]. In this work, we advance the statistical inference based
on the complex correlation coefficient in for PolSAR data —
a contribution within the second group of works.
In summary, our contributions are two-fold:
1) Based on the parametrization proposed by Lee et al. [6],
we derive four contrast measures which depend on
the complex correlation coefficient. These measures
were obtained considering four distances from the h-
φ class of distances proposed by Salicru´ et al. [10]:
the Kullback-Leibler, Re´nyi (of order β), Bhattacharyya,
and Hellinger distances between reparametrized scaled
complex Wishart distributions.
2) We study the asymptotic properties of these measures,
and we propose new confidence regions for these dis-
tances which allow comparing two PolSAR regions.
II. THE MODEL
If the complex return with p polarization channels follows
a complex Gaussian law [2], the multilook covariance matrix
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return Z follows a scaled complex Wishart distribution char-
acterized by the following probability density function:
fZ(Z;Σ, L) =
LpL|Z|L−p
|Σ|LΓp(L) exp
(−L tr(Σ−1Z)), (1)
where Γp(L) = pip(p−1)/2
∏p−1
i=0 Γ(L − i), L ≥ p, Γ(·) is
the gamma function, tr(·) is the trace operator, and exp(·)
is the exponential function. The parameters which index this
distribution are the number of looks L, and the covariance
matrix Σ. This situation is denoted Z ∼ W(Σ, L), and this
distribution satisfies E{Z} = Σ, which is a Hermitian positive
definite matrix [4].
Lee et al. [6] presented a reparametrization of a particular
case of the complex Wishart distribution based on a two-
element scattering vector y(k) =
[
y
(k)
1 , y
(k)
2
]>
at the kth look,
for which the covariance matrix is written as
Z =
[
z11 αe
i∆
αe−i∆ z22
]
,
where (·)> is the transposition operator, α and ∆ are the
sample multilook magnitude and phase, respectively, and zii =
L−1
∑L
k=1 y
(k)
i y
(k)∗
i , for i = 1, 2. The resulting covariance
matrix is
Σ =
[
σ11
√
σ11σ22|ρc|eiδ√
σ11σ22|ρc|e−iδ σ22
]
, (2)
where σii = E(zii), δ is the population multilook phase, and
ρc is the complex correlation coefficient between z11 and z22.
In order to study the preservation of polarimetric properties
along the process of filtering PolSAR imagery, Lee et al. [11]
studied the correlation coefficient between polarization chan-
nels. It is given by
ρc =
E(SHHS
∗
VV)√
E(|SHH|2) E(|SVV|2)
. (3)
The normalized quantities
B1 =
z11
σ11
, B2 =
z22
σ22
, η =
α√
σ11σ22
,
and ∆ obey the distribution characterized by the following
joint probability density function:
f(B1, B2, η,∆; ρc, L) =
η(B1B2 − η2)L−2
pi(1− |ρc|2)LΓ(L)Γ(L− 1)
× exp
{
− B1 +B2 − 2η|ρc| cos(∆− δ)
1− |ρc|2
}
. (4)
The complex correlation coefficient has been utilized as a
important quantity for identifying contrast in PolSAR images.
For instance, Lee et al. [11] presented results which provide
evidences that changes of correlation coefficient between po-
larization channels can be captured when one considers pixels
of different regions.
III. STOCHASTIC DISTANCES BASED ON THE COMPLEX
CORRELATION COEFFICIENT
We adhere to the convention that a (stochastic) “divergence”
is any non-negative function between two probability measures
which obeys the identity of definiteness property [3]. If the
function is also symmetric, it is called “distance” [12, ch. 1
and 14].
An image can be understood as a set of regions, in which the
enclosed pixels are observations of random variables follow-
ing a certain distribution. Therefore, stochastic dissimilarity
measures can be used to assess the difference between the
distributions that describe different image areas [13].
Dissimilarity measures were submitted to a systematic and
comprehensive treatment in [10], leading to the proposal of
the class of (h, φ)-divergences. Stochastic distances applied to
intensity SAR data were presented in [13], [14] and to PolSAR
models in [3].
We consider here four stochastic distances between the
models characterized by the densities f1 and f2 with the same
support A:
i) Kullback-Leibler: dKL = 12
∫
A(f1 − f2) log f1f2 .
ii) Re´nyi of order β ∈ (0, 1): dβR = (β −
1)−1 log(
∫
A f
β
1 f
1−β
2 +
∫
A f
1−β
1 f
β
2 )/2.
iii) Bhattacharyya: dBA = − log
∫
A
√
f1f2.
iv) Hellinger: dH = 1−
∫
A
√
f1f2.
In practical applications, the densities f1 and f2 are not
know. Their parameters are usually estimated with samples
of sizes N1 and N2, yielding f̂1 = f1(·; θ̂1(N1)) and f̂2 =
f2(·; θ̂2(N2)). Whenever there is no risk of ambiguity, i.e.,
when the distribution is the same, only the estimators can be
used to denote the distances.
These distances become more useful and comparable scal-
ing them into test statistics, as discussed in [13]:
SD
(
θ̂1(N1), θ̂2(N2)
)
=
2N1N2vD
N1 +N2
dD
(
θ̂1(N1), θ̂2(N2)
)
,
(5)
where vD = 1, β−1, 4, and 4 for D = KL, R, BA, and H,
respectively, and θ̂1(N1) = [Σ̂(N1), L̂(N1)] and θ̂2(N2) =
[Σ̂(N2), L̂(N2)] are the maximum likelihood estimators for θ1
and θ2 using different random samples of sizes N1 and N2,
respectively. Under mild conditions, SD
(
θ̂1(N1), θ̂2(N2)
)
is
asymptotically distributed as a χ2M random variable, where M
is the dimension of the parameter θ.
IV. RESULTS
This section presents contrast measures based on the number
of looks and the complex correlation coefficient, and provides
probabilistic criteria for discriminating two PolSAR regions
in terms of their sample correlation coefficients between
polarization channels.
Since this seems untractable for random vectors equipped
with densities given by Eq. (4), we derive the four distances
discussed in the previous section between the random matrices
Z1 and Z2 such that
Zk =
[
z
(k)
11 αe
i∆(k)
αe−i∆
(k)
z
(k)
22
]
and
E(Zk) = Σk =
 σ(k)11 √σ(k)11 σ(k)22 |ρc|eiδ√
σ
(k)
11 σ
(k)
22 |ρc|e−iδ σ(k)22
 ,
for k = 1, 2. In order to obtain closed-form contrast measures,
we assume that Pr(∆(k) = 0) = 1 or, equivalently, that the
population multilook phase is zero. Thus, the used distances
are denoted by
dD(θ1,θ2) ≡ dD(Z1,Z2), (6)
where θk = (ρk, Lk, σ
(k)
1 , σ
(k)
2 ), for k = 1, 2.
A common practice when dealing with observations that
have different scales or units is to standardize the vari-
ables [15]. Such transformation may be relevant since the
mean intensity in the cross-polarized channels can be quite dif-
ferent from the one in the co-polarized channels [7]. When that
is the case, only the correlation coefficients are left to check
if two samples come from the same distribution. We, thus,
derived the distances dD(ρ1, ρ2 | L) ≡ dD([ρ1, L]>, [ρ2, L]>),
when σ11 = σ22 = 1 and L1 = L2 = L in (6). They are given
by Eqs. (9)-(12).
Note that the change of correlation coefficient between
polarization channels can be captured when one considers
pixels of different regions. In the subsequent discussion, we
provide two methodologies in terms of Eqs. (9) and (12)
which aim to discriminate two PolSAR regions based on the
difference between ρ1 and ρ2.
From the asymptotic result discussed in the last paragraph
of Section III, four new hypothesis tests are derived for
checking whether two samples, of sizes N1 and N2, come
from regions with statistically similar correlation coefficients
between channels. As a consequence, the resulting statistics
can be also used as confidence regions. For simplicity, we
present only the results relative to the Kullback-Leibler and
Hellinger distances.
The statistics based on Kullback-Leibler and Hellinger dis-
tances present the following confidence regions, respectively:
Given a PolSAR image, let L be the number of looks known
and constant on this image,
RKL(ρ1, ρ2 | L) =
{
(ρ1, ρ2) ∈ C× C :
(1− |ρ1||ρ2|)(2− |ρ1|2 − |ρ2|2)
(1− |ρ1|2)(1− |ρ2|2)︸ ︷︷ ︸
ξ1
≤ (N1 +N2)
2LN1N2
χ21(η) + 2︸ ︷︷ ︸
tKL
}
(7)
and
RH(ρ1, ρ2 | L) =
{
(ρ1, ρ2) ∈ C× C :√
(1− |ρ1|2)(1− |ρ2|2)
4− (|ρ1|+ |ρ2|)2︸ ︷︷ ︸
ξ2
≥ 1
4
[
1− (N1 +N2)
2LN1N2
χ21(η)
]1/L
︸ ︷︷ ︸
tH
}
,
(8)
where η is the specified nominal level.
Given two polarimetric data samples, their correlation coef-
ficients can be estimated according to Eq. (3). Quantities ξ̂1,
ξ̂2, tKL, and tH are evaluated by means of (7) and (8), replacing
ρ1 and ρ2 by their estimates (or sample counterparts) ρ̂1 and
ρ̂2. We then propose the following decision rules:
• Kullback-Leibler criterion: If ξ̂1 ≤ tKL, then we have sta-
tistical evidence that the samples come from populations
with similar correlation between HH and VV channels.
• Hellinger criterion: If ξ̂2 ≥ tH, the samples present
equivalent correlation between channels.
Thus, regions RKL(ρ1, ρ2 | L) and RH(ρ1, ρ2 | L) along
with (3) are methods for comparing two regions based on their
estimates for the correlation coefficient.
In order to illustrate this methodology, consider the samples
highlighted in Fig. 1 (which is extracted from an E-SAR
image from surroundings of Weßling, Germany). Table I lists
the quantities observed, along with the decisions they led to.
Notice that both rules discriminate well.
Fig. 1. PolSAR image (HH channel) with four samples.
TABLE I
RESULTS BASED ON CONFIDENCE REGIONS
Regions ξ̂1 tKL Decision ξ̂2 tH Decision
D1-D2 2.0220 2.0016 Distinct 0.2486 0.2499 Distinct
D1-D3 2.0068 2.0012 Distinct 0.2495 0.2499 Distinct
D1-D4 2.0734 2.0014 Distinct 0.2455 0.2499 Distinct
D2-D3 2.0534 2.0018 Distinct 0.2467 0.2499 Distinct
D2-D4 2.0149 2.0020 Distinct 0.2490 0.2498 Distinct
D3-D4 2.1254 2.0016 Distinct 0.2424 0.2499 Distinct
Statistics derived from these distances can be used to
measure the influence of the number of looks on the complex
dKL(ρ1, ρ2 | L) = L
[
(1− |ρ1||ρ2|)(2− |ρ1|2 − |ρ2|2)
(1− |ρ1|2)(1− |ρ2|2) − 2
]
(9)
dβR(ρ1, ρ2 | L) =
log 2
1− β +
1
β − 1 log
{[
(1− |ρ1|2)1−β(1− |ρ2|2)β
1− {|ρ1| − β(|ρ1| − |ρ2|)}2
]L
+
[
(1− |ρ2|2)1−β(1− |ρ1|2)β
1− {|ρ2| − β(|ρ2| − |ρ1|)}2
]L}
(10)
dB(ρ1, ρ2 | L) = L
{
log(1− |ρ1|2) + log(1− |ρ2|2)
2
− 2 log 2 + log
[
4− (|ρ1|+ |ρ2|)2
(1− |ρ1|2)(1− |ρ2|2)
]}
(11)
dH(ρ1, ρ2 | L) = 1−
[
4
√
(1− |ρ1|2)(1− |ρ2|2)
4− (|ρ1|+ |ρ2|)2
]L
(12)
correlation coefficient in Z. Fig. 2 illustrates the resulting
statistics for |ρ1|2 = 0.5 and L1 = L2 = L ∈ {2, 5}
(Figures 2(a) and 2(b), respectively), while |ρ2| varies on [0, 1].
As expected, the curves have their minimum value, zero, at
ρ1 = ρ2. Notice, however, that the curves are steeper on
the interval (|ρ1|, 1) than on (|ρ1|, 0). Thus for discrimination
purposes, the statistics provide better sensitivity capabilities
when |ρ2| > |ρ1|. Additionally, the increasing of the number
of looks tends to correct this behaviour.
(a) L = 2 (b) L = 5
Fig. 2. Sensitivity of statistics in (9)-(12) for L1 = L2 = L = {2, 5}, and
|ρ1|2 = 0.5.
V. CONCLUSION
In this paper, we have derived four contrast measures in
terms of the correlation coefficient and of the number of
looks. Using asymptotic results for theses measures, two
methodologies based on the Kullback-Leibler and Hellinger
distances were proposed as new discrimination techniques
between PolSAR image regions. These methods were applied
to actual data and the obtained results present evidence in favor
of both the proposals.
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