

























































基本的なベクトル空間モデルでは，n個の文書の集合を m× n 単語－文書行列 Cで表現する。
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索引ベクトルの次元を単語の異なり総数 m より小さな値 m' (≪m )とし，各語に m' 次元の擬直交ベ
クトルを割り当てる事で m' 次元の効率的な単語ベクトルを生成する。これは高次元ベクトル空間
では次元数より遥かに多い擬直交ベクトルが存在することができる性質を利用している。ここで







こで，ブログ記事集合 Dから日別のテキスト集合を作成し， D1，D2,……，DTとする。 Dtは第 t日
目のタイムスタンプを持つテキストの集合である。









と置き，単位日別ベクトル（unit daily vector)，単位累積日別ベクトル（unit cumulative daily
vector)と呼ぶ。単位累積日別ベクトルはその時点までの全文書から生成した単語ベクトルであるの

























































図３　第 t-1 日と第 t 日の日別ベクトル間コサ
イン類似度（2006年２月26日起点)
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An experiment to analyze word sense changes based on the distributional
hypothesis, using blog texts generated before and after the 3.11 accident.
Masahiro Ishikawa
We live in the era of information explosion. There is a massive amount of text on the Web. Especially in
social media, huge amount of text is generated by users day by day. There are many studies trying to use
them for sentiment analysis, market analysis, and so on. In such analysis, treatment of text meaning is
essential. Text is composed of words, thus word sense treatment is essential. However, word meanings
undergo changes. A word can acquire new word senses, or become obsolete. Thus, we should consider word
sense changes over time. In this paper, we propose a method to detect word sense changes over time. The
proposed method uses Random Indexing technique, which is based on the distributional hypothesis of word
meanings. The result of the first experiment on timestamped blog texts is also presented. 
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