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Abstract—This paper addresses the stability and `2-gain anal-
ysis of adaptive control systems with event-triggered try-once-
discard protocols. At every sampling time, an event trigger
evaluates an error between the current value and the last
released value of each measurement and determines whether to
transmit the measurements and which measurements to transmit,
based on the try-once-discard protocol and given lower and
upper thresholds. For gain-scheduling controllers and switching
controllers that are adaptive to the maximum error of the
measurements, we obtain sufficient conditions for the practical
stability and upper bounds on the `2-gain of the closed-loop
system.
Index Terms—Stability of linear systems, Networked control
systems, LMIs.
I. INTRODUCTION
IN standard sampled-data control, measurements are peri-odically transmitted to controllers. For this time-triggered
control, many techniques of designing controllers have been
developed during last decades such as the lifting approach
[1], [2], the fast sample/fast hold approach [3], and the
frequency response operator approach [4]. However, time-
triggered control may lead to redundant transmissions, which
waste energy and network resources.
As an alternative control paradigm, event-triggered control
[5], [6] has been developed. In the event-triggered approach,
transmission intervals are determined by a predefined condi-
tion on the measurements, and energy and network resources
are used only if the measurements have to be transmitted. The
effectiveness of event-triggered techniques has been illustrated,
e.g., through security in networked control systems in [7]–[9]
and an experiment of mobile robots in [10], [11], and there
are many researches on the analysis and synthesis of event-
triggered control as surveyed in [12], [13].
To avoid network congestion, medium access protocols such
as the Round-Robin (RR) protocol and the Try-Once-Discard
(TOD) protocol govern the access of nodes to networks. The
RR protocol assigns transmissions to the nodes in a prefixed
order. In contrast, the TOD protocol determines which nodes
should transmit their data by evaluating the largest error
between the current value and the last released value of the
node signals; see [14]–[18] and references therein for control
methods based on the TOD protocol.
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In this paper, we study the stability and `2-gain analysis of
adaptive control systems with event-triggered TOD protocols.
As the periodic event-triggered control proposed in [19], [20],
an event trigger periodically evaluates errors between the
current values and the last released values of the measurements
and determine whether to transmit the measurements and
which measurements to transmit, based on the TOD protocol
and given lower and upper thresholds.
In the usual event-triggered control, e.g., of [5], [6], [19]–
[23], the controller knows that if it does not receive the
measurements, then the errors between the current values and
the last released values of the measurements are smaller than a
prefixed threshold. In addition to such information, under the
event-triggered TOD protocol, the controller can know that the
errors of the measurements that are not transmitted are smaller
than the error of the transmitted measurement. To exploit this
additional information, we here use two types of adaptive con-
trollers: gain-scheduling controllers and switching controllers,
both of which change their feedback gains depending on
the error between the current value and the previous value
of the transmitted measurement. We see from a numerical
simulation in Sec. IV that these adaptive controllers achieve
faster response and are more robust against quantization noise
than single-gain controllers.
Conditions that the errors satisfy in our closed-loop system
are more complicated than those in the usual event-triggered
control. We describe these conditions by systems of linear
inequalities in terms of the measurements and their errors, and
employ the technique of the S-procedure for piecewise affine
systems developed in [24], [25]. Moreover, in the Lyapunov
analysis and the S-procedure, we use time-varying parameters
dependent on the error of the transmitted measurement, in-
spired by the stability analysis of systems with time-varying
delays developed in [18], [26]. This makes the analysis of our
adaptive control system less conservative.
This paper is organized as follows. The closed-loop sys-
tem and the event-triggered TOD protocol we consider are
described in Section II. In Section III, we obtain sufficient
conditions for the practical stability and upper bounds on the
`2-gain of the closed-loop system under gain-scheduling con-
trol and switching control. An illustrative example is presented
in Section IV. We draw concluding remarks and future work
in Section V.
Notation: Let Z+ denote the set of nonnegative integers.
For a matrix M ∈ Rm×n, let us denote its transpose by M>.
For a vector v = [v1 · · · vn]> ∈ Rn, the inequality v ≥ 0
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means that every element vi satisfies vi ≥ 0. On the other
hand, for a square matrix P , the notation P  0 means that P
is symmetric and positive definite. For simplicity, we write a
partitioned symmetric matrix
[
Q W
W> R
]
as
[
Q W
? R
]
. We
denote by diag(M1, . . . ,Mp) a block-diagonal matrix with
diagonal blocks M1, . . . ,Mp.
For a vector v = [v1 · · · vn]> ∈ Rn, its Euclidean
norm is denoted by ‖v‖ = (v>v)1/2. Let us denote the
maximum norm of v by ‖v‖∞ = max{|v1|, . . . , |vn|} and
its corresponding induced norm of A ∈ Rm×n by ‖A‖∞ =
sup{‖Av‖∞ : v ∈ Rn, ‖v‖∞ = 1}. We denote by `2
the space of square-summable sequences over Z+ with norm
‖v‖`2 = (
∑∞
k=0 v
>[k]v[k])1/2.
For every α > 0 and β ≤ 0, we set α/0 = +∞ and β/0 =
−∞. We define Jn := {(j1, . . . , jn) : jp ∈ {1,−1} (1 ≤
p ≤ n)}.
II. PROBLEM STATEMENT
Consider a linear time-invariant discrete-time system:
x[k + 1] = Ax[k] +Bu[k]
y[k] = Cx[k] +Dw[k]
z[k] = Fx[k],
(1)
where x[k] ∈ Rnx , u[k] ∈ Rnu , y[k] ∈ Rny are the state, the
input, and the output of the plant, respectively. In addition,
w[k] ∈ Rnw and z[k] ∈ Rnz are the noise and the performance
signal.
We transmit the output y[k] through digital communication
channels, by using the event-triggered TOD protocol below.
Let y = [y1, . . . , yny ]
>, and we denote by lik the latest time
(≤ k) at which the ith measurement yi is transmitted.
Event-triggered TOD protocol: Set parameters ∆max >
∆min ≥ 0, λi > 0, and δi ≥ 0 for all i = 1, . . . , ny . The event
trigger stores information on the last released data yi[lik−1] and
calculates the error e′i[k] := yi[l
i
k−1]− yi[k] and
E′i :=
|e′i[k]| − δi
λi|yi[k]| ∀i = 1, . . . , ny.
The parameter δi is used for the absolute error of yi, and if
δi = 0, then E′i is the relative error of yi weighted by λi.
Exploiting this value E′i, the event-triggered TOD protocol
sends yi[k] based on the following rule:
1) If maxiE′i < ∆min, then the event trigger discards all
the measurements y1[k], . . . , yny [k].
2) If maxiE′i ≥ ∆max, then the event trigger sends all the
measurements yi[k] satisfying E′i ≥ ∆max.
3) Otherwise, the event trigger sends a single measurement
yi[k] that achieves E′i = maxiE
′
i, as the usual TOD
protocol. If several measurements achieve the maximum,
then either one of them can be chosen. 
Note that if maxiE′i ≥ ∆max, then two or more measure-
ments may be sent to the controller. Define
E[k] :=

∆min if maxiE′i < ∆min
∆max if maxiE′i ≥ ∆max
maxiE
′
i otherwise
∀k ∈ Z+,
which is an upper bound of the weighted relative errors at time
k in the case δi = 0. Indeed, under the event-triggered TOD
protocol, the error ei[k] := yi[lik]− yi[k] satisfies
|ei[k]| ≤ λiE[k] · |yi[k]|+δi ∀k ∈ Z+, ∀i = 1, . . . , ny. (2)
If yi[k] is transmitted, then lik = k; otherwise l
i
k = l
i
k−1 <
k. Therefore we can write the update equations for the last
released measurement yi[lik] and its error ei[k] as
yi[l
i
k] =
{
yi[k] if yi[k] is transmitted
yi[l
i
k−1] otherwise
ei[k] =
{
0 if yi[k] is transmitted
e′i[k] otherwise.
Note that the controller can also compute E[k] from the
transmitted data, considering the following two cases:
1) If the controller receives no data, then E[k] = ∆min.
2) Otherwise, the controller receives one or more mea-
surements, and let us denote one of them by yi. Since
yi[l
i
k] = yi[k], it follows that
E[k] = min
{
∆max,
∣∣yi[lik−1]− yi[lik]∣∣− δi
λi|yi[lik]|
}
.
Defining the latest information on the measurement, y˜[k],
by y˜[k] :=
[
y1[l
1
k] · · · yny [lnyk ]
]>
, we can therefore use
the following adaptive controller:
u[k] = K(E[k])y˜[k]. (3)
Fig. 1 illustrates the closed-loop system. We define the
practical stability, the decay rate, and the `2-gain of this
closed-loop system.
Definition 2.1 (Practical stability and decay rate): Consider
the closed-loop system discussed above. The system is practi-
cally stable if for every w¯ ≥ 0, there exists an ultimate bound
η ≥ 0 such that
‖w[k]‖∞ ≤ w¯ ∀k ∈ Z+ ⇒ lim sup
k→∞
‖x[k]‖ ≤ η.
Furthermore, we say that (an upper bound of) decay rate is σ
if there exists M ≥ 1 such that
w[k] = 0, ρi = 0 ∀k ∈ Z+, ∀i = 1, . . . , ny
⇒ ‖x[k]‖ ≤Mσk‖x[0]‖ ∀k ∈ Z+.
Definition 2.2 (`2-gain): Consider the closed-loop system
discussed above, and assume w ∈ `2. We say that the `2-gain
(from w to z) is less than or equal to γ if z ∈ `2 and
x[0] = 0 and δi = 0 ∀i = 1, . . . , ny ⇒ ‖z‖`2 ≤ γ‖w‖`2 .
In the next section, we obtain sufficient conditions for the
practical stability and upper bounds of the `2-gain.
Plant
Adaptive controller
Event-triggered 
TOD protocol
y˜[k]
y[k]
E[k]
u[k] Cx[k] Dw[k]
Fig. 1: Closed-loop system.
III. MAIN RESULTS
A. Gain-scheduling control
Define ∆1 := ∆min and ∆2 := ∆max. Given two feedback
gains K1 and K2, we set an adaptive gain K(E[k]) to be
K(E[k]) := K[k] :=
2∑
p=1
αp[k]Kp, (4)
where
α1[k] :=
∆2 − E[k]
∆2 −∆1 , α2[k] :=
E[k]−∆1
∆2 −∆1 . (5)
Note that α1[k] and α2[k] satisfy
0 ≤ α1[k], α2[k] ≤ 1,
2∑
p=1
αp[k] = 1 ∀k ∈ Z+. (6)
Using the technique of the S-procedure for piecewise affine
systems in [24], [25], we obtain the following result:
Theorem 3.1: Consider the closed-loop system discussed
in Section II, and let σ ∈ (0, 1]. The closed-loop system is
practically stable with an ultimate bound
η=ρ · max
i=1,...,ny
((∆maxλi+1)w¯‖D‖∞+δi) for some ρ≥0
(7)
and with a decay rate σ, and its `2-gain is less than or equal
to γ if there exist a positive definite matrix Pp ∈ Rnx×nx , a
symmetric matrix with nonnegative entries[
Lp,j Np,j
? Mp,j
]
∈ R2ny×2ny ,
and a symmetric matrix Zp,j ∈ Rny×ny (p = 1, 2, j =
(j1, . . . , jny ) ∈ Jny ) such that the following LMI[
Γp,q,j Φp,q,j
? Ξq,j
]
 0 (8)
is feasible for every p, q = 1, 2 and j ∈ Jny , where
N+q,j := Nq,j +N
>
q,j , N
−
q,j := Nq,j −N>q,j
Λj := diag(λ1j1, . . . , λnyjny )
Rq,j :=
[
Lq,j +Mq,j +N
+
q,j Lq,j −Mq,j −N−q,j
? Lq,j +Mq,j + Zq,j
]
Γp,q,j := diag(σ2Pp, γ2I,N+q,j + Zq,j)
Ξq,j := diag(Pq, I, Rq,j)
Φp,q,j :=

A+BKpC BKpD BKp
F 0 0
∆pΛjC ∆pΛjD 0
0 0 I

>
Ξq,j .
Proof: 1. First we consider the case δi = 0 for every
i = 1, . . . , ny and show that the decay rate and the `2-gain of
the closed-loop system are less than or equal to σ and γ if the
LMI in (8) is feasible for every p, q = 1, 2 and j ∈ Jny .
Inspired by the stability analysis in [18], [26], we define a
time-dependent Lyapunov function V (k, x) by
V (k, x) := x>P [k]x, where P [k] :=
2∑
p=1
αp[k]Pp, (9)
where P1, P2 are positive definite. For simplicity of notation,
define Vk := V (k, x[k]).
The dynamics of the closed-loop system is given by
x[k+ 1] = (A+BK[k]C)x[k] +BK[k]Dw[k] +BK[k]e[k],
where e[k] := y˜[k]− y[k]. Define
ξ[k] :=
x[k]w[k]
e[k]
 , Ω1[k] := diag(σ2P [k], γ2I, 0)
Ω2[k + 1] := H
>[k]
[
P [k + 1] 0
0 I
]
H[k]
H[k] :=
[
A+BK[k]C BK[k]D BK[k]
F 0 0
]
Then the Lyapunov function Vk satisfies
σ2Vk − Vk+1 + γ2‖w[k]‖2 − ‖z[k]‖2
= ξ[k]>(Ω1[k]− Ω2[k + 1])ξ[k]. (10)
Under the event-triggered TOD protocol described in
Sec. II, ξ[k] satisfies W [k]ξ[k] ≥ 0 for every k ∈ Z+, where
W [k] :=
[
I I
I −I
]
J [k]
J [k] :=
[
E[k]Λj[k] 0
0 I
] [
C D 0
0 0 I
]
.
(11)
for some j[k] =
(
j1[k], · · · , jny [k]
) ∈ Jny . Here every
ji[k] ∈ {1,−1} is chosen such that |yi[k]| = ji[k]yi[k]. Thus,
for all ξ[k] 6= 0, if the statement
W [k]ξ[k]≥0 ⇒ ξ>[k](Ω1[k]−Ω2[k+1])ξ[k]>0 (12)
is true for every k ∈ Z+, then we have from (10) that
σ2Vk − Vk+1 + γ2‖w[k]‖2 − ‖z[k]‖2 > 0 ∀k ∈ Z+. (13)
For matrices with nonnegative entries[
L1,j N1,j
? M1,j
]
,
[
L2,j N2,j
? M2,j
]
∀j ∈ Jny ,
define the matrix Υ[k + 1] by
Υ[k + 1] :=
[
L[k + 1] N [k + 1]
? M [k + 1]
]
:=
2∑
p=1
αp[k + 1]
[
Lp,j[k] Np,j[k]
? Mp,j[k]
]
∀k ∈ Z+.
Since the elements of Υ[k+1] are also nonnegative, it follows
from the S-procedure [27] that if the matrix inequality
Ω1[k]− Ω2[k + 1]−W [k]>Υ[k + 1]W [k]  0 (14)
holds for every k ∈ Z+, then the statement (12) is true.
We shall show that if the LMI in (8) is feasible for every
p, q = 1, 2 and j ∈ Jny , then the matrix inequality (14) holds
for every k ∈ Z+. Using arbitrary symmetric matrices Z1,j
and Z2,j (j ∈ Jny ), we define
Z[k + 1] :=
2∑
p=1
αp[k + 1]Zp,j[k] ∀k ∈ Z+,
and set
R[k] :=
[
L[k] +M [k] +N+[k] L[k]−M [k]−N−[k]
? L[k] +M [k] + Z[k]
]
T [k] := diag(0, 0, N+[k] + Z[k]) ∀k ∈ N,
where N+[k] := N [k] +N [k]> and N−[k] := N [k]−N [k]>.
Since by the definition (11) of W ,
W [k]>Υ[k + 1]W [k] = J [k]>R[k + 1]J [k]− T [k + 1],
it follows that the matrix inequality (14) can be rewritten as
Ω1[k] +T [k+ 1]−Ω2[k+ 1]−J [k]>R[k+ 1]J [k]  0. (15)
Moreover, it follows from the Schur complement formula that
the matrix inequality (15) is feasible if and only if[
Γ[k] Φ[k]
? Ξ[k]
]
 0, (16)
where Γ[k] := Ω1[k] + T [k + 1] and
Ξ[k] := diag(P [k + 1], I, R[k + 1])
Φ[k] :=
[
H[k]> J [k]>
]
Ξ[k].
On the other hand,[
Γ[k] Φ[k]
? Ξ[k]
]
=
2∑
p=1
2∑
q=1
αp[k]αq[k + 1]
[
Γp,q,j[k] Φp,q,j[k]
? Ξq,j[k]
]
.
Since α1 and α2 satisfy (6), the inequality (16) holds for every
k ≥ 0 if the LMI in (8) is feasible for every p, q = 1, 2 and
j ∈ Jny .
From (13), we see that if w[k] = 0 for every k ∈ Z+, then
VN ≤ σ2NV0. Hence the decay rate of x[k] is less than or
equal to σ. In addition, assuming x[0] = 0, we find from (13)
with σ = 1 that the `2-gain is less than or equal to γ.
2. Let us proceed to the case δi 6= 0 and prove practical
stability. Define
δ¯ := max
i=1,...,ny
((∆maxλi + 1)w¯‖D‖∞ + δi) .
For every i = 1, . . . , ny , there exist fi[k], gi[k] ∈ R such that
ei[k] +Dw[k] = fi[k] + gi[k] and
|fi[k]| ≤ λiE[k] · |cix[k]|, |gi[k]| ≤ δ¯, (17)
where ci is the ith row vector of C. Define
f [k] :=
[
f1[k] · · · fny [k]
]>, g[k] := [g1[k] · · · gny [k]]>
z[k] := (A+BK[k]C)x[k] +BK[k]f [k].
Then
Vk+1 = z[k]
>P [k + 1]z[k] + 2z[k]>P [k + 1]BK[k]g[k]
+ (BK[k]g[k])>P [k + 1]BK[k]g[k]. (18)
From (17), there exist costants ρ1 > 0 and ρ2 > 0 such that
z[k]>P [k + 1]BK[k]g[k] ≤ ρ1‖x[k]‖δ¯ (19)
(BK[k]g[k])>P [k + 1]BK[k]g[k] ≤ ρ2δ¯2 (20)
for every k ∈ Z+. Moreover, we have from Young’s inequality
that
2‖x[k]‖δ¯ ≤ θ‖x[k]‖2 + δ¯2/θ ∀θ > 0. (21)
If the LMI in (8) is feasible for every p, q, and j, then there
exists σ1 ∈ (0, σ2) such that σ1Vk − z[k]>P [k + 1]z[k] > 0
for every k ∈ Z+. It follows from (18)–(21) that
σ1Vk − Vk+1 > −ρ3θVk − (ρ1/θ + ρ2)δ¯2
for some ρ3 > 0. Hence if we choose sufficiently small θ > 0
satisfying σ2 := σ1 + ρ3θ < 1, then we have
Vk+1 < σ2Vk + (ρ1/θ + ρ2)δ¯
2 ∀k ∈ Z+,
and hence the state convergence lim supk→∞ ‖x[k]‖ ≤ ρδ¯
is satisfied for some ρ > 0. Thus the closed-loop system
practically stable with the ultimate bound defined by (7). 
B. Switching control
Define ∆min =: ∆0 < ∆1 < · · · < ∆r := ∆max and
E1 := [∆0,∆1], Ep := (∆p−1,∆p] for all p = 2, . . . , r. Given
feedback gains Kp (p = 1, . . . , r), we set a switching gain
K(E[k]) to be
K(E[k]) := Kp if E[k] ∈ Ep. (22)
Similarly to the gain-scheduling control (4), we obtain a
sufficient condition for closed-loop stability with the switching
control (22).
Theorem 3.2: Consider the closed-loop system discussed
in Section II, and let σ ∈ (0, 1]. The closed-loop system is
practically stable with an ultimate bound in (7) and with a
decay rate σ, and its `2-gain is less than or equal to γ if there
exist a positive definite matrix P ∈ Rnx×nx , a symmetric
matrix with nonnegative entries[
Lp,j Np,j
? Mp,j
]
∈ R2ny×2ny ,
and a symmetric matrix Zp,j ∈ Rny×ny (p = 1, . . . , r, j ∈
Jny ) such that [
Γp,j Φp,j
? Ξp,j
]
 0 (23)
for all p = 1, . . . , r and j = (j1, . . . , jny ) ∈ Jny , where
N+p,j := Np,j +N
>
p,j , N
−
p,j := Np,j −N>p,j
Λj := diag(λ1j1, . . . , λnyjny )
Rp,j :=
[
Lp,j +Mp,j +N
+
p,j Lp,j −Mp,j −N−p,j
? Lp,j +Mp,j + Zp,j
]
Γp,j := diag(σ2P, γ2I,N+p,j + Zp,j)
Ξp,j := diag(P, I,Rp,j)
Φp,j :=

A+BKpC BKpD BKp
F 0 0
∆pΛjC ∆pΛjD 0
0 0 I

>
Ξp,j
Proof: Instead of the time-dependent Lyapunov function
V (k, x) in (9), we employ a common Lyapunov function
V (x) := x>Px. The rest of the proof follows the same lines
as that of Theorem 3.1, it is therefore omitted. 
Remark 3.3: Since we use common Lyapunov functions
in Theorem 3.2, the analysis for switching control is more
conservative than that for gain-scheduling control. However,
the switching controller in (22) is more flexible for the choice
of control gains than the gain-scheduling controller in (4).
IV. NUMERICAL EXAMPLE
Consider the unstable batch reactor studied in [28], whose
continuous-time model has the following system matrix Ac
and input matrix Bc:
Ac :=

1.38 −0.2077 6.715 −5.676
−0.5814 −4.29 0 0.675
1.067 4.273 −6.654 5.893
0.048 4.273 1.343 −2.104

Bc :=

0 0
5.679 0
1.136 −3.146
1.136 0
 .
Here we discretize this system with a sampling period h =
0.01 and use A := eAch and B :=
∫ h
0
eActBcdt for the plant
(1). We set the other matrices C, D, and F to be C = D = I
and F = [0, 1, 0, 0].
For the gain-scheduling control and the switching control,
we design the following two linear quadratic regulators:
K1 :=
[−0.5466 −0.3732 −0.4618 −0.0421
1.7706 0.1643 1.2380 −0.7572
]
K2 :=
[
3.0966 −6.2406 −0.8145 −7.4480
10.8086 −0.2883 8.7038 −4.2906
]
.
Fix the lower bound ∆min = 0.05 and the weighting constants
λi = 1 (i = 1, . . . , 4) of the event-triggered TOD protocol.
We see from Theorem 3.2 in the case with a single gain that
the low gain K1 and the high gain K2 allow ∆max ≤ 0.214
and ∆max ≤ 0.648 without compromising practical stability.
On the other hand, consider the usual event triggered control
that sends all the measurements at the times {`m} defined by
`0 = 0 and
lm+1 :=min{k ≥ lm : ‖y[lm]− y[k]‖ > ∆max‖y[k]‖+ 0.01}
and produces the control input
u[k] = Ky[lm] ∀k = lm, . . . , lm+1 − 1, ∀m ∈ Z+.
We see from the discrete-time version of Corollary III.6 in [21]
that this event-triggered control achieves practical stability if
∆max ≤ 0.212 for the low gain K = K1 and if ∆max ≤ 0.548
for the high gain K = K2. Hence we see that the obtained
sufficient conditions are not conservative compared with the
results of [21] for event-triggered control.
As we see later, however, high gain control may lead to
the increase of measurement transmissions in the state-steady
phase. Hence we here design the gain-scheduling control (4)
and the switching control (22) so that the controller chooses
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Fig. 2: `2-gain.
a low gain for small E[k] and a high gain for large E[k].
Such adaptive control exploits another advantage of high gain
control, a fast response, because E[k] is large at the transient
phase. The gain-scheduling control (4) allows ∆max ≤ 0.351
from Theorem 3.1, and the switching control (22) with
∆min = ∆1 < ∆2 = 2∆min < ∆3 = ∆max
allows ∆max ≤ 0.280 from Theorem 3.2 without compromis-
ing practical stability.
Fig. 2 depicts an upper bound of the `2-gain that is achieved
by each controllers. Since our analysis investigates the worst
case among possible errors {E[k]}, the `2-gains by the adap-
tive controllers are larger than the `2-gain by the high gain
controller K2. However, the adaptive controllers achieve small
`2-gains than the low gain controller K1 for ∆max ≥ 0.21,
although they use K1 for small E[k].
For the simulation of the time response, we set the pa-
rameters ∆max, ∆min, λi, and δi of the event-triggered TOD
protocol to be ∆max = 0.20, ∆min = 0.05, λi = 1, and
δi = 0.01 for all i = 1, . . . , 4. The initial state x[0] is given
by x[0] = [0.1, − 0.1, 0.1, 0.1]>, and the noise w[k] is
due to quantization that rounds two digits to the right of the
decimal point. Fig. 3 illustrates the time response of the state
x = [x1, x2, x3, x4]
> under each control. The gain-scheduling
control and the switching control exhibit a faster response than
the low gain control with K1. Indeed, from Theorems 3.1
and 3.2, upper bounds of the decay rates by these adaptive
controllers are 0.993 and 0.996, respectively, whereas an
bound by the low gain controller is 1. Furthermore, compared
with the adaptive controllers, the steady-state response by the
high gain control with K2 oscillates with high frequency due to
event triggering and quantization, which leads to the increase
of measurement transmissions as we see next.
Table I shows the total number of measurements transmitted
in the time interval [0, 4) for each control. We calculate the
average of the total numbers for 104 initial states that are
uniformly distributed in the box {x ∈ R4 : ‖x‖∞ < 1}, and
if all the measurements are transmitted at every sampling time,
then the total number is 4ny/h = 1600. On the other hand,
the average total number of transmitted measurements by the
usual event-triggered control discussed above is 119.59 for
the low gain K = K1 and 249.48 for the high gain K = K2.
Therefore, the event-triggered TOD protocol can reduce the
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Fig. 3: Time Responses.
number of transmitted measurements in this example. We also
see that the adaptive controllers requires less data transmis-
sions for practical stability.
TABLE I: Average of the total numbers of measurements
transmitted in the time interval [0, 4) for 104 samples.
Gain scheduling (4) Switching (22) K1 K2
92.02 74.13 113.17 162.61
V. CONCLUSION
We studied the stability and `2-gain analysis of adaptive
control systems with the event-triggered TOD protocol. Fo-
cusing on gain-scheduling control and switching control, we
obtained sufficient conditions for the practical stability and
upper bounds on the `2-gain of the closed-loop system. Future
work will focus on the quantitative analysis of how many
transmissions we can save and the co-design of controllers
and protocol parameters. Another interesting direction is to
extend the proposed method to model-based event-triggered
control developed, e.g., in [19], [22], [23].
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