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Abstract
In this paper we study extensions of the arithmetic operators +, −, ·, ÷ to the
lattice LI of closed subintervals of the unit interval. Starting from a minimal set
of axioms that these operators must fulfill, we investigate which properties they
satisfy. We also investigate some classes of t-norms on LI which can be generated
using these operators; these classes provide natural extensions of the  Lukasiewicz,
product, Frank, Schweizer–Sklar and Yager t-norms to LI .
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1 Introduction
Interval-valued fuzzy set theory [15,19] is an extension of fuzzy theory in which
to each element of the universe a closed subinterval of the unit interval is
assigned which approximates the unknown membership degree. Another ex-
tension of fuzzy set theory is intuitionistic fuzzy set theory introduced by
Atanassov [1]. In [9] it is shown that Atanassov’s intuitionistic fuzzy set theory
is equivalent to interval-valued fuzzy set theory and that both are equivalent
to L-fuzzy set theory in the sense of Goguen [14] w.r.t. a special lattice LI .
In [5] we introduced additive and multiplicative generators on LI based on a
special kind of addition introduced in [6]. It was shown that the only t-norms
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on LI which have a continuous additive generator on LI that is a natural exten-
sion of an additive generator on the unit interval are pseudo-t-representable,
and this is due to the typical construction of the addition operator introduced
in [6]. Because of this limitation, in [11] another addition was introduced.
In fact many more additions can be introduced. Therefore, in this paper we
will study arithmetic operators on LI in an axiomatic way. Starting from a
minimal set of axioms that these operators must fulfill, we investigate which
properties can be deduced. We will investigate some classes of t-norms and
t-conorms which can be generated using the arithmetic operators on LI and
which are natural extensions of some well-known t-norms and t-conorms on
the unit interval. In a future paper we will use the arithmetic operators to
define additive and multiplicative generators on LI in a more general way.
2 The lattice LI
Definition 1 We define LI = (LI ,≤LI ), where
LI = {[x1, x2] | (x1, x2) ∈ [0, 1]
2 and x1 ≤ x2},
[x1, x2] ≤LI [y1, y2] ⇐⇒ (x1 ≤ y1 and x2 ≤ y2), for all [x1, x2], [y1, y2] in L
I .
Similarly as Lemma 2.1 in [9] it can be shown that LI is a complete lattice.
Definition 2 [15,19] An interval-valued fuzzy set on U is a mapping A : U →
LI .
Definition 3 [1] An intuitionistic fuzzy set on U in Atanassov’s sense is a
set
A = {(u, µA(u), νA(u)) | u ∈ U},
where µA(u) ∈ [0, 1] denotes the membership degree and νA(u) ∈ [0, 1] the
non-membership degree of u in A and where for all u ∈ U , µA(u) +νA(u) ≤ 1.
An intuitionistic fuzzy set A on U in Atanassov’s sense can be represented by
the LI-fuzzy set A given by
A : U → LI :
u 7→ [µA(u), 1 − νA(u)], ∀u ∈ U.
In Figure 1 the set LI is shown. Note that x = [x1, x2] ∈ L
I is identified with
the point (x1, x2) ∈ R
2.
In the sequel, if x ∈ LI , then we denote its bounds by x1 and x2, i.e. x =
[x1, x2]. The length x2 − x1 of the interval x ∈ L









Figure 1. The grey area is LI .
uncertainty and is denoted by xπ. The smallest and the largest element of L
I
are given by 0LI = [0, 0] and 1LI = [1, 1]. Note that, for x, y in L
I , x <LI y
is equivalent to x ≤LI y and x 6= y, i.e. either x1 < y1 and x2 ≤ y2, or
x1 ≤ y1 and x2 < y2. We define the relation ≪LI by x ≪LI y ⇐⇒ x1 < y1
and x2 < y2, for x, y in L
I . The order ≤LI is called in [12] the “weak truth
ordering”: interpreting an interval as a range between a pessimistic and an
optimistic truth-evaluation of a proposition, this ordering tells us that one
interval evaluation is considered smaller or equal than another one if it is the
case for both the corresponding pessimistic and optimistic truth evaluations.
This is not always the most accurate order: if two intervals overlap, then the
real truth value approximated by the lower interval is not necessarily smaller
than the real value approximated by the highest interval. Therefore in [12] a
“strong truth ordering” is considered defined by x LI y ⇐⇒ (x2 ≤ y1 or
x = y). This order suffers however from the same problem: denote the truth
value approximated by an interval x by x̂ and the truth value approximated
by y by ŷ, then x = y does not necessarily mean that x and y approximate the
same truth value and therefore x̂ can actually be larger than ŷ. On the other
hand, if x = y then the probability that x̂ ≤ ŷ is the same as the probability
that x̂ ≥ ŷ. Using this interpretation the weak truth ordering is more natural
than the strong truth ordering, because x ≤LI y iff the probability that x̂ ≤ ŷ
is larger than the probability that x̂ ≥ ŷ. In [12] a third ordering is considered,
the “imprecision order”, which is induced by the set inclusion (x ⊆ y ⇐⇒
x1 ≥ y1 and x2 ≤ y2) and which orders intervals according to how precise they
are.
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We define for further usage the sets
D = {[x1, x1] | x1 ∈ [0, 1]},
L̄I = {[x1, x2] | (x1, x2) ∈ R
2 and x1 ≤ x2},
D̄ = {[x1, x1] | x1 ∈ R};
L̄I+ = {[x1, x2] | (x1, x2) ∈ [0, +∞[
2 and x1 ≤ x2},
D̄+ = {[x1, x1] | x1 ∈ [0, +∞[},
L̄I+,0 = {[x1, x2] | (x1, x2) ∈ ]0, +∞[
2 and x1 ≤ x2},
D̄+,0 = {[x1, x1] | x1 ∈ ]0, +∞[}.
Note that for any non-empty subset A of LI it holds that
sup A = [sup{x1 | [x1, x2] ∈ A}, sup{x2 | [x1, x2] ∈ A}],
inf A = [inf{x1 | [x1, x2] ∈ A}, inf{x2 | [x1, x2] ∈ A}].
Definition 4 A t-norm on LI is a commutative, associative, increasing map-
ping T : (LI)2 → LI which satisfies T (1LI , x) = x, for all x ∈ L
I .
A t-conorm on LI is a commutative, associative, increasing mapping S :
(LI)2 → LI which satisfies S(0LI , x) = x, for all x ∈ L
I .
Definition 5 A t-norm T on LI is called t-representable if there exist t-norms
T1 and T2 on ([0, 1],≤) such that T1(x1, y1) ≤ T2(x1, y1), for all x1, y1 in [0, 1],
and such that, for all x, y in LI ,
T (x, y) = [T1(x1, y1), T2(x2, y2)].
Then T1 and T2 are called the representants of T , and T is denoted by TT1,T2.
A t-norm T on LI is called pseudo-t-representable if there exists a t-norm T
on ([0, 1],≤) such that, for all x, y in LI ,
T (x, y) = [T (x1, y1), max(T (x1, y2), T (x2, y1))].
Then T is called the representant of T , and T is denoted by TT .
In [8,10] the following classes of t-norms on LI are introduced: let T be a
t-norm on ([0, 1],≤), then the mappings TT,t and T
′
T given by, for all x, y in
LI ,
TT,t(x, y) = [T (x1, y1), max(T (t, T (x2, y2)), T (x1, y2), T (x2, y1))],
T ′T (x, y) = [min(T (x1, y2), T (x2, y1)), T (x2, y2)],
are t-norms on LI . This class TT,t of t-norms is important in interval-valued
fuzzy logic, since any t-norm on LI which satisfies the residuation principle
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and for which the t-norm itself and its residual implication are both natural
extensions (see below for the definition of natural extension) of corresponding
operations on the unit interval, is an element of this class (see Theorem 15 in
[22]).
Definition 6 A negation on LI is a decreasing mapping N : LI → LI for
which N (0LI ) = 1LI and N (1LI ) = 0LI . If N (N (x)) = x, for all x ∈ L
I , then
N is called involutive.
The mapping Ns defined by Ns(x) = [1 − x2, 1 − x1], for all x ∈ L
I , is a
negation on LI and is called the standard negation on LI . Note that Ns(x) =
[Ns(x2), Ns(x1)], where Ns is the standard negation on ([0, 1],≤) given by
Ns(x1) = 1 − x1, for all x1 ∈ [0, 1].
Let T be a t-norm and N an involutive negation on LI . Then the mapping
T ∗N : (L
I)2 → LI defined by, for all x, y in LI , T ∗N (x, y) = N (T (N (x),N (y))),
is a t-conorm on LI , called the dual t-conorm of T w.r.t. N . Similarly the
dual t-norm of a t-conorm w.r.t. an involutive negation on LI is defined.
Let n ∈ N \ {0}. If for an n-ary mapping f on [0, 1] and an n-ary mapping F
on LI it holds that F ([a1, a1], . . . , [an, an]) = [f(a1, . . . , an), f(a1, . . . , an)], for
all (a1, . . . , an) ∈ [0, 1]
n, then we say that F is a natural extension of f to LI .
Clearly, for any mapping F on LI , F (D, . . . , D) ⊆ D if and only if there exists
a mapping f on [0, 1] such that F is a natural extension of f to LI . E.g. TT,T ,
TT , TT,t and T
′
T are all natural extensions of T to L
I , Ns is a natural extension
of Ns.
Example 7 Let, for all x1, y1 in [0, 1],
TW (x1, y1) = max(0, x1 + y1 − 1),





min(x1, y1), if max(x1, y1) = 1,
0, else,
SW (x1, y1) = min(1, x1 + y1).
Then TW , TP and TD are t-norms, and SW is a t-conorm on ([0, 1],≤). Let
now, for all x, y in LI ,
TW (x, y) = [max(0, x1 + y1 − 1), max(0, x1 + y2 − 1, x2 + y1 − 1)],
TP (x, y) = [x1y1, max(x1y2, x2y1)],
SW (x, y) = [min(1, x1 + y2, x2 + y1), x2 + y2].
Then TW and TP are t-norms, and SW is a t-conorm on L
I . Furthermore, TW ,
TP and SW are natural extensions of TW , TP and SW respectively. In [2,4,7]
it is shown that TW inherits more interesting properties from the  Lukasiewicz
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t-norm on the unit interval than the t-representable extension of TW to L
I .
3 Arithmetic operators on L̄I
We start from two arithmetic operators ⊕ : (L̄I)2 → L̄I and ⊗ : (L̄I+)
2 → L̄I
satisfying the following properties,
(add-1) ⊕ is commutative,
(add-2) ⊕ is associative,
(add-3) ⊕ is increasing,
(add-4) 0LI ⊕ a = a, for all a ∈ L̄
I ,
(add-5) [α, α] ⊕ [β, β] = [α + β, α + β], for all α, β in [0, +∞[,
(mul-1) ⊗ is commutative,
(mul-2) ⊗ is associative,
(mul-3) ⊗ is increasing,
(mul-4) 1LI ⊗ a = a, for all a ∈ L̄
I
+,
(mul-5) [α, α] ⊗ [β, β] = [αβ, αβ], for all α, β in [0, +∞[.
The conditions (add-1)–(add-4) and (mul-1)–(mul-4) are natural conditions
for any addition and multiplication operators. The conditions (add-5) and
(mul-5) ensure that these operators are natural extensions of the addition
and multiplication of real numbers to L̄I .
Sometimes we will assume that ⊕ and ⊗ satisfy the following conditions in-
stead of (add-5) and (mul-5):
(add-5’) [α, α] ⊕ b = [α + b1, α + b2], for all α ∈ R and b ∈ L̄
I ,
(mul-5’) [α, α] ⊗ b = [αb1, αb2], for all α ∈ [0, +∞[ and b ∈ L̄
I
+.
Note that from (add-3) and (add-4) it follows that, for all a, b in L̄I , a⊕b ≥LI
a, if b ≥LI 0LI . Similarly, we find that a ⊗ b ≥LI a, if b ≥LI 1LI , for all a, b
in L̄I+. On the other hand, in order to show that ⊕ satisfies (add-5’) it is
sufficient to prove that [α, α] ⊕ b = [α + b1, α + b2], for all α ∈ ]0, +∞[ and
b ∈ L̄I . Indeed, for α ∈ ]−∞, 0[ and b ∈ L̄I , we obtain using (add-2), (add-4),
(add-5) and (add-5’) that
[α + b1, α + b2] = 0LI ⊕ [α + b1, α + b2]
= [α, α] ⊕ [−α,−α] ⊕ [α + b1, α + b2]
= [α, α] ⊕ [−α + (α + b1),−α + (α + b2)]
= [α, α] ⊕ b.
For α = 0 and b ∈ L̄I , it follows from (add-4) that [0, 0] ⊕ b = [0 + b1, 0 + b2].
Using a similar reasoning and using the fact that 0 = [0, 0]⊗[b1, b1] ≤LI [0, 0]⊗
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b ≤LI [0, 0] ⊗ [b2, b2] = 0, we obtain that (mul-5’) follows from [α, α] ⊗ b =
[αb1, αb2] for all α ∈ ]1, +∞[ and b ∈ L̄
I
+.
Similarly as in (add-5’) we want to define 1LI ⊖ x componentwise. In order
to obtain a similar arithmetic formula for the standard negation on LI as for
the standard negation on the unit interval, we define for all x ∈ L̄I ,
1LI ⊖ x = [1 − x2, 1 − x1]. (1)
For general x and y in L̄I we extend the subtraction using the connection
between ⊕LI and ⊖LI (see Example 8) that was obtained in [6]: for all x, y in
L̄I ,
x ⊖ y = 1LI ⊖ ((1LI ⊖ x) ⊕ y). (2)
Similarly, we define the mapping ⊘ by, for all x, y in L̄I+,0,










x ⊘ y = 1LI ⊘ ((1LI ⊘ x) ⊗ y). (4)
Although there seems to be a duality between the addition and multiplication,
this duality is not perfect, since we also allow the multiplication of elements for
which the lower bound is 0 (as a consequence, for the division operator we have
to exclude exactly those elements; such an exclusion does not occur for the
subtraction). We allow these elements for the multiplication, because in this
paper we want to extend the product t-norm to LI using the multiplication.
Example 8 We give some examples of arithmetic operators satisfying the
conditions (add-1)–(add-5) and (mul-1)–(mul-5).
• In the interval calculus (see e.g. [18]) the following operators are defined:
for all x, y in L̄I ,
x ⊕ y = [x1 + y1, x2 + y2],
x ⊖ y = [x1 − y2, x2 − y1],
x ⊗ y = [x1y1, x2y2], if x, y in L̄
I
+,








, if x, y in L̄I+,0.
It is easy to see that these operators satisfy (add-1)–(add-5), (mul-1)–
(mul-5), (add-5’), (mul-5’), (1), (2), (3) and (4).
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• In [6] the following operators are defined: for all x, y in L̄I ,
x ⊕LI y = [min(x1 + y2, x2 + y1), x2 + y2],
x ⊖LI y = [x1 − y2, max(x1 − y1, x2 − y2)],
x ⊗LI y = [x1y1, max(x1y2, x2y1)], if x, y in L̄
I
+,














, if x, y in L̄I+,0.
It was proven in [6] that these operators satisfy (add-1)–(add-5), (mul-1)–
(mul-5), (add-5’), (mul-5’), (1), (2), (3) and (4). In [5] these operators are
used to define additive and multiplicative generators on LI and it is shown
that the only t-norms that can have a continuous additive generator based
on this addition are t-representable t-norms.
• In [11] the following operators are defined for all t ∈ ]0, 1]: for all x, y in L̄I ,
x ⊕tLI y = [min(1 − t + x1 + y1, x1 + y2, x2 + y1), x2 + y2],
x ⊖tLI y = [x1 − y2, max(t + x2 − y1 − 1, x1 − y1, x2 − y2)],
x ⊗tLI y = [x1y1, max(tx2y2, x1y2, x2y1)], if x, y in L̄
I
+,

















, if x, y in L̄I+,0.
It was proven in [11] that these operators satisfy (add-1)–(add-5), (mul-
1)–(mul-5), (add-5’), (mul-5’), (1) and (2). We prove (2) and (4). For any










LI [min(1 − t + 1 − x2 + y1, 1 − x2 + y2, 1 − x1 + y1), 1 − x1 + y2]
= [x1 − y2, max(t + x2 − y1 − 1, x2 − y2, x1 − y1)]
= x ⊖tLI y,
and similarly for (4).
• Define the following operators, for all x, y in L̄I ,
x ⊕′LI y = [x1 + y1, max(x1 + y2, x2 + y1)],
x ⊖′LI y = [min(x1 − y1, x2 − y2), x2 − y1],
x ⊗′LI y = [min(x1y2, x2y1), x2y2], if x, y in L̄
I
+,












, if x, y in L̄I+,0.
It is easy to verify that these operators satisfy (add-1)–(add-5), (mul-1)–
(mul-5), (add-5’), (mul-5’), (1), (2), (3) and (4).
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• Define the following operators, for all x, y in L̄I ,
x ⊕̃LI y = [min(2x2 + y1, 2y2 + x1, x2 + y2), x2 + y2],
x ⊖̃LI y = [x1 − y2, max(2x1 − y1 − 1, x2 − 2y2, x1 − y2)],
x ⊗̃LI y = [x1y1, max((x2 + 1)y1 − 1, (y2 + 1)x1 − 1, x1y1)], if x, y in L̄
I
+,





(x1 + 1)y1 − x1
,
x2









, if x, y in L̄I+,0.
It can be verified that these operators satisfy (add-1)–(add-5), (mul-1)–
(mul-5), (1), (2), (3) and (4). For example we prove (2): for any x, y in L̄I
we obtain
1LI ⊖̃LI ((1LI ⊖̃LI x) ⊕̃LI y)
= 1LI ⊖̃LI ([1 − x2, 1 − x1] ⊕̃LI y)
= 1LI ⊖̃LI [min(2 − 2x1 + y1, 2y2 + 1 − x2, 1 − x1 + y2), 1 − x1 + y2]
= [x1 − y2, max(2x1 − y1 − 1, x2 − 2y2, x1 − y2)]
= x ⊖̃LI y.
On the other hand, ⊕̃LI does not satisfy (add-5’) and ⊗̃LI does not satisfy
(mul-5’): e.g. for ⊕̃LI we obtain that [1, 1] ⊕̃LI x = [min(2+x1, 1+x2), 1+x2]
is in general not equal to [1 + x1, 1 + x2].
Theorem 9 The mapping ⊖ satisfies the following properties, for all α, β in
R and a, b, c in L̄I ,
(i) ⊖ is increasing in its first and decreasing in its second argument,
(ii) [α, α] ⊖ [β, β] = [α − β, α − β],
(iii) a ⊕ b = 1LI ⊖ ((1LI ⊖ a) ⊖ b),
(iv) (a ⊖ b) ⊖ c = a ⊖ (b ⊕ c) = (a ⊖ c) ⊖ b,
(v) a ⊖ b = (1LI ⊖ b) ⊖ (1LI ⊖ a),
(vi) a ⊖ (1LI ⊖ b) = b ⊖ (1LI ⊖ a),
(vii) a ⊖ (b ⊖ c) = ((1LI ⊖ b) ⊕ c) ⊖ (1LI ⊖ a).
If ⊕ satisfies (add-5’), then
(viii) [α, α] ⊖ b = [α − b2, α − b1],
(ix) b ⊖ [α, α] = [b1 − α, b2 − α],
(x) a ⊖ b = [α, α] ⊖ (([α, α] ⊖ a) ⊕ b),
(xi) a ⊕ b = [α, α] ⊖ (([α, α] ⊖ a) ⊖ b),
(xii) (a ⊕ b) ⊖ [α, α] = a ⊕ (b ⊖ [α, α]) = b ⊕ (a ⊖ [α, α]).
The mapping ⊘ satisfies the following properties, for all α, β in ]0, +∞[ and
a, b, c in L̄I+,0,
(xiii) ⊘ is increasing in its first and decreasing in its second argument,
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(xv) (a ⊘ b) ⊘ c = a ⊘ (b ⊗ c) = (a ⊘ c) ⊘ b,
(xvi) a ⊗ b = 1LI ⊘ ((1LI ⊘ a) ⊘ b),
(xvii) a ⊘ b = (1LI ⊘ b) ⊘ (1LI ⊘ a),
(xviii) a ⊘ (1LI ⊘ b) = b ⊘ (1LI ⊘ a),
(xix) a ⊘ (b ⊘ c) = ((1LI ⊘ b) ⊗ c) ⊘ (1LI ⊘ a).
If ⊗ satisfies (mul-5’), then


















(xxii) a ⊘ b = [α, α] ⊘ (([α, α] ⊘ a) ⊗ b).
(xxiii) a ⊗ b = [α, α] ⊘ (([α, α] ⊘ a) ⊘ b),
(xxiv) (a ⊗ b) ⊘ [α, α] = a ⊗ (b ⊘ [α, α]) = b ⊗ (a ⊘ [α, α]).
PROOF. Let α, β in R and a, b, c in L̄I .
(ii) Using the definition of ⊖ and (add-5), we obtain [α, α] ⊖ [β, β] = 1LI ⊖
([1 − α, 1 − α] ⊕ [β, β]) = 1LI ⊖ [1 − α + β, 1 − α + β] = [α − β, α − β].




(1LI ⊖ (1LI ⊖ a)) ⊕ b
))
= a ⊕ b,
using the definition of ⊖ and the fact that 1LI ⊖ (1LI ⊖ x) = x, for all
x ∈ L̄I .
(iv) (a ⊖ b) ⊖ c = 1LI ⊖ ((1LI ⊖ (a ⊖ b)) ⊕ c)
= 1LI (((1LI ⊖ a) ⊕ b) ⊕ c)
= 1LI ((1LI ⊖ a) ⊕ (b ⊕ c))
= a ⊖ (b ⊕ c),
using the associativity of ⊕ and the fact that 1LI ⊖ (1LI ⊖ x) = x, for all
x ∈ L̄I .
Since the expression a ⊖ (b ⊕ c) is symmetrical in b and c, it follows
that (a ⊖ b) ⊖ c = (a ⊖ c) ⊖ b.
(v) a ⊖ b = 1LI ⊖ ((1LI ⊖ a) ⊕ b)
= 1LI ⊖ ((1LI ⊖ (1LI ⊖ b)) ⊕ (1LI ⊖ a))
= (1LI ⊖ b) ⊖ (1LI ⊖ a),
using the commutativity of ⊕ and the fact that 1LI ⊖ (1LI ⊖ x) = x, for
all x ∈ L̄I .
(vi) Using the definition of ⊖, we obtain a⊖(1LI ⊖b) = 1LI ⊖((1LI ⊖a)⊕(1LI ⊖
b)), which is symmetrical in a and b. Hence a⊖ (1LI ⊖ b) = b⊖ (1LI ⊖ a).
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(vii) a ⊖ (b ⊖ c) = 1LI ⊖
(
(1LI ⊖ a) ⊕
(




1LI ⊖ ((1LI ⊖ b) ⊕ c)
)
⊕ (1LI ⊖ a)
)
= ((1LI ⊖ b) ⊕ c) ⊖ (1LI ⊖ a).
(viii) [α, α] ⊖ b = 1LI ⊖ ([1 − α, 1 − α] ⊕ b)
= 1LI ⊖ [1 − α + b1, 1 − α + b2]
= [α − b2, α − b1].
(x) From (viii) it follows that [α, α] ⊖ ([α, α] ⊖ x) = x, for all x ∈ L̄I . Using
(iv) we obtain:
a ⊖ b = ([α, α] ⊖ ([α, α] ⊖ a)) ⊖ b
= [α, α] ⊖ (([α, α] ⊖ a) ⊕ b).
(xi) From (viii) it follows that [α, α] ⊖ ([α, α] ⊖ x) = x, for all x ∈ L̄I . Using
(x) we obtain:
[α, α] ⊖ (([α, α] ⊖ a) ⊖ b)
















= a ⊕ b.
(xii) Using (viii) and (ix), we obtain that 0LI ⊖ (b⊖ [α, α]) = 0LI ⊖ [b1−α, b2−
α] = [α − b2, α − b1] = [α, α] ⊖ b. So,
(a ⊕ b) ⊖ [α, α]




















− α, α −
((







(using (viii) and (ix))
= 0LI ⊖
((












= (b ⊖ [α, α]) ⊕ a (using (xi))
= a ⊕ (b ⊖ [α, α]).
Using (add-1) we obtain that a ⊕ (b ⊖ [α, α]) = (a ⊕ b) ⊖ [α, α] = (b ⊕
a) ⊖ [α, α] = b ⊕ (a ⊖ [α, α]).
The other properties are shown in a similar way. 2
We check whether a binary operator ⊕ on L̄I can be found such that (L̄I ,⊕,
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0LI ) is a group. First we give some lemmas.
Lemma 10 Assume that a mapping ⊕ : (L̄I)2 → L̄I satisfies (add-1)–(add-
5) and (L̄I ,⊕, 0LI ) is a group. Then for each element x ∈ L̄
I the inverse x−1
is given by x−1 = [−x2,−x1].
PROOF. Assume that (L̄I ,⊕) is a group. Let arbitrarily x ∈ L̄I . Then there
exists an element x−1 ∈ L̄I such that x ⊕ x−1 = 0LI . Since ⊕ satisfies (add-
2)–(add-5), we obtain successively that
x ⊕ [(x−1)1, (x
−1)1] ≤LI 0LI = x ⊕ x
−1
x ⊕ [(x−1)1, (x
−1)1] ⊕ [−(x
−1)1,−(x








Noting that x−1 ≤LI [(x
−1)2, (x
−1)2], we obtain similarly that −(x
−1)2 ≤ x1,
so x2 + (x
−1)1 ≤ 0 ≤ x1 + (x
−1)2. Similarly, from [x1, x1] ⊕ x
−1 ≤LI x ⊕
x−1 ≤LI [x2, x2] ⊕ x
−1 it follows that x1 + (x
−1)2 ≤ 0 ≤ x2 + (x
−1)1. Hence
x1 + (x
−1)2 = x2 + (x
−1)1 = 0, so x
−1 = [−x2,−x1]. 2
Lemma 11 Assume that a mapping ⊕ : (L̄I)2 → L̄I satisfies (add-1)–(add-
5) and (L̄I ,⊕, 0LI ) is a group. Define D̄
′ = {[−x, x] | x ∈ [0, +∞[}. Then, for
all x ∈ L̄I ,
x ∈ D̄′ ⇐⇒ x ⊕ x = 0LI .
PROOF. Let arbitrarily x ∈ L̄I . From Lemma 10 it follows that x−1 =
[−x2,−x1]. If x ∈ D̄
′, then x = x−1 = [−x2, x2], so x ⊕ x = x ⊕ x
−1 = 0LI .
Assume conversely that x ⊕ x = 0LI , then x
−1 ⊕ x ⊕ x = x−1 ⊕ 0LI , so
[x1, x2] = 0LI ⊕ x = x
−1 = [−x2,−x1]. Thus x1 = −x2, and hence x ∈ D̄
′. 2
Theorem 12 Assume that a mapping ⊕ : (L̄I)2 → L̄I satisfies (add-1)–
(add-5). Then (L̄I ,⊕, 0LI ) is not a group.
PROOF. Assume that (L̄I ,⊕, 0LI ) is a group. Let arbitrarily x in D̄
′ =
{[−x2, x2] | x2 ∈ [0, +∞[} such that x2 > 0. Let y = x ⊕ [x2, x2], then
since ⊕ satisfies (add-3)–(add-5), we have that y ≥LI x ⊕ 0LI = x and
y ≥LI [−x2,−x2] ⊕ [x2, x2] = 0LI , so y ≥LI sup(x, 0LI ) = [0, x2].
Let z = x⊕ [0, x2]. Then z ≤LI x⊕ y = x⊕ (x⊕ [x2, x2]) = (x⊕x)⊕ [x2, x2] =
[x2, x2] (using Lemma 11), so z2 ≤ x2. We prove now that z2 = x2. Assume that
z2 < x2. We first show that (x⊕z)1 < 0. Assume that this is not the case, then
x⊕ z ≥LI 0LI , so z = (x⊕x)⊕ z = x⊕ (x⊕ z) ≥LI x⊕0LI = x (using Lemma
12
11). Thus we obtain that z2 ≥ x2, which is a contradiction. Hence (x⊕z)1 < 0.
But from this it follows that ([0, x2])1 = (x ⊕ x ⊕ [0, x2])1 = (x ⊕ z)1 < 0,
which is a contradiction. Therefore, the assumption that z2 < x2 is incorrect.
We now prove that z = [0, x2]. Assume that z1 > 0. Then, using the fact that
z2 = x2, we obtain that [0, x2] = x⊕ x⊕ [0, x2] = x⊕ z ≥LI x⊕ [0, x2] = z, so
z1 ≤ 0, which is a contradiction. Similarly, the assumption z1 < 0 leads to a
contradiction, so z1 = 0. Hence x ⊕ [0, x2] = [0, x2].
Now we obtain that x = x⊕ [0, x2]⊕ [0, x2]
−1 = [0, x2]⊕ [0, x2]
−1 = 0LI , which
contradicts our choice of x. So (L̄I ,⊕, 0LI ) is not a group. 2
Similarly we obtain the following lemmas and theorem.
Lemma 13 Assume that a mapping ⊗ : (L̄I+)
2 → L̄I+ satisfies (mul-1)–(mul-
5) and (L̄I+,0,⊗, 1LI ) is a group. Then for each element x ∈ L̄
I
+,0 the inverse








Lemma 14 Assume that a mapping ⊗ : (L̄I+)
2 → L̄I+ satisfies (mul-1)–(mul-
5) and (L̄I+,0,⊗, 1LI ) is a group. Define D̄
′′ = {[ 1
x
, x] | x ∈ [1, +∞[}. Then, for
all x ∈ L̄I+,0,
x ∈ D̄′′ ⇐⇒ x ⊗ x = 1LI .
Theorem 15 Assume that a mapping ⊗ : (L̄I+)
2 → L̄I+ satisfies (mul-1)–
(mul-5). Then (L̄I+,0,⊗, 1LI ) is not a group.
4 The arithmetic operators and t-norms and t-conorms on LI
Using two arithmetic operators ⊕ and ⊗ which satisfy (add-1)–(add-5) and
(mul-1)–(mul-5), some t-norms and t-conorms can be deduced. Since the
 Lukasiewicz t-norm and t-conorm and the product t-norm on the unit interval
play an important role in fuzzy set theory (see e.g. [16,17]), we construct t-
norms and t-conorms on LI using a similar algebraical expression as for the
corresponding operations on the unit interval. In an example we will show
that using some specific arithmetic operators, we obtain some well-known t-
(co)norms on LI .
Theorem 16 The mapping S⊕ : (L
I)2 → LI defined by, for all x, y in LI ,
S⊕(x, y) = inf(1LI , x ⊕ y), (5)
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is a t-conorm on LI if and only if ⊕ satisfies the following condition:
(∀(x, y, z) ∈ (LI)3)
((
(inf(1LI , x ⊕ y) ⊕ z)1 < 1 and (x ⊕ y)2 > 1
)




Furthermore S⊕ is a natural extension of SW to L
I .
PROOF. Define the mapping S⊕ : (L
I)2 → LI by S⊕(x, y) = inf(1LI , x⊕ y),
for all x, y in LI . Clearly if S⊕ is a t-conorm on L
I , then from the associativity
of S⊕ it follows that (inf(1LI , x⊕y)⊕z)1 = (x⊕ inf(1LI , y⊕z))1, for all x, y, z
in LI such that (inf(1LI , x ⊕ y) ⊕ z)1 < 1. Hence (6) holds.
Assume conversely that (6) holds. Then we prove that S⊕ is a t-conorm. It is
easy to see that S⊕ is commutative and increasing, and S⊕(0LI , x) = x, for
all x ∈ LI . Finally we check the associativity. Let arbitrarily x, y, z in LI . We
have the following cases.
(1) inf(1LI , y⊕ z) = y⊕ z: in this case S⊕(x,S⊕(y, z)) = inf(1LI , x⊕ (y⊕ z)).
(a) If inf(1LI , x⊕y) = x⊕y, then S⊕(S⊕(x, y), z) = inf(1LI , (x⊕y)⊕z) =
S⊕(x,S⊕(y, z)), using the associativity of ⊕.
(b) If inf(1LI , x⊕ y) = [(x⊕ y)1, 1], then S⊕(S⊕(x, y), z) = inf(1LI , [(x⊕
y)1, 1] ⊕ z). Since z ≥LI 0LI , we obtain that (x ⊕ (y ⊕ z))2 ≥ (x ⊕
(y ⊕ 0LI ))2 = (x ⊕ y)2 ≥ 1. On the other hand ([(x ⊕ y)1, 1] ⊕ z)2 ≥
([(x ⊕ y)1, 1] ⊕ 0LI )2 = 1. So (S⊕(S⊕(x, y), z))2 = (S⊕(x,S⊕(y, z)))2.
If ([(x ⊕ y)1, 1] ⊕ z)1 ≥ 1, then (x ⊕ (y ⊕ z))1 = ((x ⊕ y) ⊕ z)1 ≥
([(x ⊕ y)1, 1] ⊕ z)1 ≥ 1. If ([(x ⊕ y)1, 1] ⊕ z)1 < 1, then from (6) it
follows that (S⊕(S⊕(x, y), z))1 = (S⊕(x,S⊕(y, z)))1.
(c) If inf(1LI , x ⊕ y) = 1LI , then S⊕(S⊕(x, y), z) = inf(1LI , 1LI ⊕ z) =
1LI . On the other hand, x ⊕ (y ⊕ z) ≥LI 1LI ⊕ z ≥LI 1LI , so
S⊕(x,S⊕(y, z)) = 1LI .
(2) inf(1LI , y ⊕ z) = [(y ⊕ z)1, 1]: in this case S⊕(x,S⊕(y, z)) = inf(1LI , x ⊕
[(y ⊕ z)1, 1]).
(a) If inf(1LI , x⊕ y) = [(x⊕ y)1, 1], then S⊕(S⊕(x, y), z) = inf(1LI , [(x⊕
y)1, 1] ⊕ z). We have that (x ⊕ [(y ⊕ z)1, 1])2 ≥ ([(y ⊕ z)1, 1])2 = 1
and ([(x⊕ y)1, 1]⊕ z)2 ≥ ([(x⊕ y)1, 1])2 = 1. So (S⊕(x,S⊕(y, z)))2 =
(S⊕(S⊕(x, y), z))2.
If ([(x⊕y)1, 1]⊕z)1 < 1, then from (6) it follows that (S⊕(S⊕(x, y),
z))1 = (S⊕(x,S⊕(y, z)))1.
If on the other hand ([(x⊕y)1, 1]⊕z)1 ≥ 1, then (x⊕[(y⊕z)1, 1])1 ≥
1, otherwise from (6) it would follow that (x ⊕ [(y ⊕ z)1, 1])1 = (z ⊕
inf(1LI , x ⊕ y))1 = (z ⊕ [(x ⊕ y)1, 1])1 < 1, which is a contradiction.
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(b) If inf(1LI , x⊕y) = 1LI , then S⊕(S⊕(x, y), z) = 1LI . Since y⊕z ≥LI y
and y2 ≤ 1, we have that [(y ⊕ z)1, 1] ≥LI y. So we obtain x ⊕ [(y ⊕
z)1, 1] ≥LI x ⊕ y ≥LI 1LI . Hence S⊕(x,S⊕(y, z)) = 1LI .
(3) inf(1LI , y ⊕ z) = 1LI : in this case S⊕(x,S⊕(y, z)) = S⊕(x, 1LI ) = 1LI .
Similarly, from inf(1LI , x⊕y) = 1LI it follows that S⊕(S⊕(x, y), z) = 1LI .
Using the commutativity of S⊕, the other cases follow immediately from the
above.
Clearly, if x, y are elements of D, then S⊕(x, y) = inf(1LI , [x1 + y1, x1 + y1]) =
[SW (x1, y1), SW (x1, y1)]. 2
Theorem 16 shows that in order to check whether a mapping S⊕ given by (5)
is a t-conorm, it is sufficient to check the associativity for all x, y, z in LI such
that (inf(1LI , x ⊕ y) ⊕ z)1 < 1 and (x ⊕ y)2 > 1.
Theorem 17 The mapping T⊕ : (L
I)2 → LI defined by, for all x, y in LI ,
T⊕(x, y) = sup(0LI , x ⊖ (1LI ⊖ y)), (7)
is a t-norm on LI if and only if ⊕ satisfies (6). Furthermore, T⊕ is a natural
extension of TW to L
I .
PROOF. Assume that ⊕ satisfies (6). From Theorem 16 it follows that S⊕
is a t-conorm. Denote by T⊕ the dual t-norm of S⊕ w.r.t. Ns. We prove that
T⊕(x, y) = sup(0LI , x ⊖ (1LI ⊖ y)), for all x, y in L
I . First note that for any
a, b in LI , Ns(inf(a, b)) = [1 − min(a2, b2), 1 − min(a1, b1)] = [max(1 − a2, 1 −
b2), max(1 − a1, 1 − b1)] = sup(Ns(a),Ns(b)). Furthermore, for all a ∈ L
I , we
have that Ns(a) = 1LI ⊖ a. Hence, we obtain, for all x, y in L
I ,
T⊕(x, y) = Ns(inf(1LI ,Ns(x) ⊕Ns(y)))
= sup(Ns(1LI ),Ns(Ns(x) ⊕Ns(y)))
= sup(0LI , 1LI ⊖ ((1LI ⊖ x) ⊕ (1LI ⊖ y)))
= sup(0LI , x ⊖ (1LI ⊖ y)),
using the definition of ⊖.
Conversely, assume that the mapping T⊕ given by (7) is a t-norm on L
I . Then
it is shown similarly that the dual t-conorm of T⊕ w.r.t. Ns is equal to the
mapping S⊕ defined by (5). From Theorem 16 it follows that ⊕ satisfies (6).
If x, y are elements of D, then from Theorem 9 it follows that T⊕(x, y) =
sup(0LI , [x1 − (1 − y1), x1 − (1 − y1)]) = [TW (x1, y1), TW (x1, y1)]. 2
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Remark 18 Note that from the proof of Theorem 17 it follows that if the
mapping T⊕ defined by (7) is a t-norm, then it is the dual t-norm of the t-
conorm S⊕ defined by (5).
The following theorem gives a simpler sufficient condition so that S⊕ is a
t-conorm and T⊕ is a t-norm on L
I .
Theorem 19 Assume that ⊕ satisfies the following condition:
(∀(x, y) ∈ L̄I+ × L
I)
((
([x1, 1] ⊕ y)1 < 1 and x2 ∈ ]1, 2]
)




Then the mappings T⊕,S⊕ : (L
I)2 → LI defined by, for all x, y in LI ,
T⊕(x, y) = sup(0LI , x ⊖ (1LI ⊖ y)),
S⊕(x, y) = inf(1LI , x ⊕ y),
are a t-norm and a t-conorm on LI respectively. Furthermore T⊕ is a natural
extension of TW to L
I , and S⊕ is a natural extension of SW to L
I .
PROOF. Note that for all x, y in LI , 0LI = 0LI ⊕ 0LI ≤LI x ⊕ y ≤LI 1LI ⊕
1LI = [2, 2], so x⊕ y ∈ L̄
I
+ and (x⊕ y)2 ≤ 2. From (inf(1LI , x⊕ y)⊕ z)1 < 1 it
follows that (x ⊕ y)1 < 1. If furthermore (x ⊕ y)2 > 1, then inf(1LI , x ⊕ y) =
[(x ⊕ y)1, 1]. So, for any x, y, z in L
I , from (inf(1LI , x ⊕ y) ⊕ z)1 < 1 and
(x ⊕ y)2 > 1 it follows, using (8), that
(inf(1LI , x ⊕ y) ⊕ z)1 = ((x ⊕ y) ⊕ z)1.
If inf(1LI , y ⊕ z) = y ⊕ z, then clearly ((x ⊕ y) ⊕ z)1 = (x ⊕ inf(1LI , y ⊕ z))1.
If inf(1LI , y ⊕ z) = [(y ⊕ z)1, 1], then (x ⊕ inf(1LI , y ⊕ z))1 < 1, because
otherwise (x ⊕ (y ⊕ z))1 ≥ (x ⊕ inf(1LI , y ⊕ z))1 ≥ 1, which contradicts the
above. So, similarly as above it follows from (8) that (x ⊕ inf(1LI , y ⊕ z))1 =
(x ⊕ (y ⊕ z))1. The case inf(1LI , y ⊕ z) = 1LI cannot occur because otherwise
(inf(1LI , x⊕ y)⊕ z)1 = (x⊕ (y⊕ z))1 ≥ (y⊕ z)1 ≥ 1, which is a contradiction.
Hence in all cases (inf(1LI , x ⊕ y) ⊕ z)1 = (x ⊕ inf(1LI , y ⊕ z))1, so (6) holds.
From Theorems 16 and 17 it now follows that S⊕ and T⊕ are a t-conorm and
a t-norm on LI respectively. 2
Theorem 20 The mapping T⊗ : (L
I)2 → LI defined by, for all x, y in LI ,
T⊗(x, y) = x ⊗ y,
is a t-norm on LI . Furthermore T⊗ is a natural extension of TP to L
I .
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PROOF. This follows immediately from (mul-1)–(mul-4). 2
In the following theorem an alternative way of extending the  Lukasiewicz t-
norm on the unit interval to LI using the arithmetic operators on L̄I is given.
Theorem 21 The mapping T ′⊕ : (L
I)2 → LI defined by, for all x, y in LI ,
T ′⊕(x, y) = sup(0LI , x ⊕ (y ⊖ 1LI )), (9)
is a t-norm on LI if and only if ⊕ satisfies the following conditions:
(∀a ∈ LI)(1LI ⊕ (a ⊖ 1LI ) = a) (10)
and
(∀(x, y, z) ∈ (LI)3)
((
(sup(0LI , x ⊕ (y ⊖ 1LI )) ⊕ (z ⊖ 1LI ))2 > 0 and (x ⊕ (y ⊖ 1LI ))1 < 0
)
=⇒ (sup(0LI , x ⊕ (y ⊖ 1LI )) ⊕ (z ⊖ 1LI ))2




Furthermore T ′⊕ is a natural extension of TW to L
I .
PROOF. Define the mapping T ′⊕ : (L
I)2 → LI by, for all x, y in LI , T ′⊕(x, y) =
sup(0LI , x⊕(y⊖1LI )). Clearly if T
′
⊕ is a t-norm on L
I , then from the associativ-
ity of T ′⊕ it follows that (sup(0LI , x⊕(y⊖1LI ))⊕(z⊖1LI ))2 = (x⊕(sup(0LI , y⊕
(z⊖1LI ))⊖1LI ))2, for all x, y, z in L
I such that (sup(0LI , x⊕ (y⊖1LI ))⊕ (z⊖
1LI ))2 > 0. Hence (11) holds. From the commutativity of T
′
⊕ it follows (taking
into account that 1LI ⊕ (a⊖ 1LI ) ≥LI 1LI ⊕ ([a1, a1] ⊖ 1LI ) = [a1, a1] ≥LI 0LI )
that 1LI ⊕ (a ⊖ 1LI ) = sup(0LI , 1LI ⊕ (a ⊖ 1LI )) = T
′
⊕(1LI , a) = T
′
⊕(a, 1LI ) =
sup(0LI , a ⊕ (1LI ⊖ 1LI )) = a, for all a ∈ L
I .
Assume conversely that (10) and (11) hold. Then we prove that T ′⊕ is a t-norm.
It is easy to see that T ′⊕ is increasing and that T
′
⊕(1LI , x) = x, for all x ∈ L
I .
We prove that T ′⊕ is commutative and that a⊕ (b⊖ 1LI ) = (a⊕ b)⊕ [−1,−1],
for all a, b in LI . Using (10) we obtain successively, for all a ∈ LI ,
1LI ⊕ (a ⊖ 1LI ) = a,
[−1,−1] ⊕ 1LI ⊕ (a ⊖ 1LI ) = [−1, 1] ⊕ a,
a ⊖ 1LI = a ⊕ [−1,−1],
using (add-1), (add-2), (add-4) and (add-5). It follows that a⊕ (b⊖ 1LI ) =
a ⊕ (b ⊕ [−1,−1]) = (a ⊕ b) ⊕ [−1,−1], for all a, b in LI . So, T ′⊕(x, y) =
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sup(0LI , (x ⊕ y) ⊕ [−1,−1]) = T
′
⊕(y, x), for all x, y in L
I . The associativity is
proven in a similar way as in Theorem 16. 2
Corollary 22 Assume that ⊕ satisfies (add-5’). The mapping T ′⊕ : (L
I)2 →
LI defined by 1 , for all x, y in LI ,
T ′⊕(x, y) = sup(0LI , x ⊕ y ⊖ 1LI ),
is a t-norm on LI if and only if ⊕ satisfies the following condition:
(∀(x, y, z) ∈ (LI)3)
((
(sup(0LI , x ⊕ y ⊖ 1LI ) ⊕ z ⊖ 1LI )2 > 0 and (x ⊕ y ⊖ 1LI )1 < 0
)




Furthermore T ′⊕ is a natural extension of TW to L
I .
PROOF. From Theorem 9(xii) and (add-4) it follows that (10) holds. The
result now easily follows from the previous theorem. 2
Example 23 We give t-norms T⊕, T⊗ and t-conorms S⊕ on L
I defined using
the examples for ⊕ and ⊖ given in Example 8.
• Let ⊕, ⊖ and ⊗ be the addition, subtraction and multiplication used in the
interval calculus, then, for all x, y in LI ,
T⊕(x, y) = T
′
⊕(x, y)
= [max(0, x1 + y1 − 1), max(0, x2 + y2 − 1)]
= [TW (x1, y1), TW (x2, y2)]
= TTW ,TW (x, y),
T⊗(x, y) = TTP ,TP (x, y),
S⊕(x, y) = [min(1, x1 + y1), min(1, x2 + y2)]
= [SW (x1, y1), SW (x2, y2)]
= SSW ,SW (x, y).
Thus the t-norms T⊕, T
′
⊕, T⊗ and the t-conorm S⊕ obtained using the arith-
metic operators from the interval calculus are t-representable.
1 Since from Theorem 9(xii) it follows that (x ⊕ y) ⊖ 1LI = x ⊕ (y ⊖ 1LI ), for all
x, y in LI , we will omit the brackets in this formula.
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(x, y) = [max(0, x1 + y1 − 1), max(0, x1 + y2 − 1, x2 + y1 − 1)]
= [TW (x1, y1), max(TW (x1, y2), TW (x2, y1))]
= TW (x, y),
T⊗
LI
(x, y) = TP (x, y),
S⊕
LI
(x, y) = [min(1, x1 + y2, x2 + y1), min(1, x2 + y2)]
= [min(SW (x1, y2), SW (x2, y1)), SW (x2, y2)]
= SW (x, y),
T ′⊕
LI
(x, y) = [max(0, min(x1 + y2 − 1, x2 + y1 − 1)), max(0, x2 + y2 − 1)]
= [min(TW (x1, y2), TW (x2, y1)), TW (x2, y2)]
= T ′TW (x, y).
Thus the t-norm T⊕
LI
and the t-conorm S⊕
LI
are the  Lukasiewicz t-norm
and t-conorm on LI , and T⊗ is the product t-norm on L
I , which are pseudo-
t-representable. On the other hand, T ′⊕
LI
is not pseudo-t-representable.








(x, y) = [max(0, x1 + y1 − 1),
max(0, t + x2 + y2 − 2, x1 + y2 − 1, x2 + y1 − 1)]
= [TW (x1, y1), max(TW (t, TW (x2, y2)), TW (x1, y2), TW (x2, y1))]
= TTW ,t(x, y),
T⊗t
LI
(x, y) = TTP ,t(x, y),
S⊕t
LI
(x, y) = [min(1, 1 − t + x1 + y1, x1 + y2, x2 + y1), min(1, x2 + y2)]
= [min(SW (1 − t, SW (x1, y1)), SW (x1, y2), SW (x2, y1)), SW (x2, y2)]
= SSW ,t(x, y),
T ′⊕t
LI
(x, y) = [max(0, min(x1 + y1 − t, x1 + y2 − 1, x2 + y1 − 1)),
max(0, x2 + y2 − 1)]
= [min(max(0, x1 + y1 − t), max(0, x1 + y2 − 1),
max(0, x2 + y1 − 1)), max(0, x2 + y2 − 1)].








(x, y) = [max(0, min(x1 + y2 − 1, x2 + y1 − 1)), max(0, x2 + y2 − 1)]
= [min(TW (x1, y2), TW (x2, y1)), TW (x2, y2)]
= T ′TW (x, y),
T⊗′
LI
(x, y) = T ′TP (x, y),
S⊕′
LI
(x, y) = [min(1, x1 + y1), min(1, max(x1 + y2, x2 + y1))]
= [SW (x1, y1), max(SW (x1, y2)), SW (x2, y1))]




(x, y) = [max(0, x1 + y1 − 1), max(0, x1 + y2 − 1, x2 + y1 − 1)]
= TW (x, y).




(x, y) = [max(0, x1 + y1 − 1),
max(0, 2x1 + y2 − 2, 2y1 + x2 − 2, x1 + y1 − 1)],
T⊗̃
LI
(x, y) = [x1y1, max((x2 + 1)y1 − 1, (y2 + 1)x1 − 1, x1y1)],
S⊕̃
LI





are the t-norms T1 and T2 given in Example 7.1
and Example 8.1 of [3], respectively.
Since 1LI ⊕̃LI ([0, 1] ⊖̃LI 1LI ) = 1LI ⊕̃LI [−1,−1] = [−1, 0] 6= [0, 1], we have
that (10) does not hold and thus T ′⊕̃
LI
is not a t-norm on LI .
5 The arithmetic operators and special families of t-norms
In this section we will generalize the Frank t-norms [13], the Schweizer–Sklar t-
norms [20,21] and the Yager t-norms [23] to LI using the arithmetic operators
on L̄I . In order to do so, we have to extend the exponential function and the
Neperian logarithm function to L̄I .
Consider mappings exp : L̄I → L̄I+,0 and ln : L̄
I
+,0 → L̄
I which satisfy the
following properties:
(exp-1) exp is increasing,
(exp-2) exp([α, α]) = [eα, eα], for all α ∈ R,
(ln-1) ln is increasing,
(ln-2) ln([α, α]) = [ln(α), ln(α)], for all α ∈ ]0, +∞[.
In some cases we will also assume that exp and ln satisfy the following prop-
erty:
(expln) exp and ln are each others inverse, i.e. for all a ∈ L̄I , ln(exp(a)) = a,
and for all a ∈ L̄I+,0, exp(ln(a)) = a.
Theorem 24 The mappings exp and ln satisfying the conditions (exp-1),
(exp-2), (ln-1), (ln-2) and (expln) are given by, for all x ∈ L̄I ,
exp(x) = [ex1 , ex2 ],
ln(x) = [ln(x1), ln(x2)], if x1 > 0.
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PROOF. Let arbitrarily x ∈ L̄I such that x1 < x2. Then x ≥LI [x1, x1], so
exp(x) ≥LI exp([x1, x1]). Assume that (exp(x))1 > (exp([x1, x1]))1. From (exp-
2) it follows that exp([x1, x1]) ∈ D̄. If exp(x) were an element of D̄, then from
(ln-2) it would follow that ln(exp(x)) = x is also an element of D̄, which
is a contradiction. Hence (exp(x))1 < (exp(x))2. Let now z = [(exp([x1, x1]))1,
(exp(x))2] and z
′ = [(exp(x))1, (exp(x))1]. Then from (exp([x1, x1]))1 < (exp(x))1
< (exp(x))2 it follows that z and z
′ are incomparable elements of L̄I . Further-
more, exp([x1, x1]) ≤LI z ≤LI exp(x) and exp([x1, x1]) ≤LI z
′ ≤LI exp(x). Since
ln is increasing and is the inverse of exp, we obtain that [x1, x1] ≤LI ln(z) ≤LI x
and similarly for ln(z′). But then, since ([x1, x1])1 = x1, ln(z) and ln(z
′) are
comparable. Thus, using the fact that exp is increasing, it follows that z and
z′ are comparable, which is a contradiction. Hence (exp(x))1 = (exp([x1, x1]))1.
In a similar way we obtain that (exp(x))2 = (exp([x2, x2]))2, for all x ∈ L̄
I .
From (exp-2) it follows that (exp([x1, x1]))1 = e
x1 and (exp([x2, x2]))2 = e
x2 ,
which completes the proof for exp.
Let now arbitrarily x ∈ L̄I+,0. Using (expln) and the first part of the proof, we
obtain ln(x) = ln([eln(x1), eln(x2)]) = ln(exp([ln(x1), ln(x2)])) = [ln(x1), ln(x2)]. 2
Define for all a, b in L̄I+ such that a1 > 1,
ab = expa(b) = exp(b ⊗ ln(a)),
and for all a, b in L̄I such that a1 > 1 and b1 ≥ 1,
loga(b) = ln(b) ⊘ ln(a).
Note that the condition a1 > 1 implies that ln(a) ≥LI ln([a1, a1]) = [ln(a1),
ln(a1)], with ln(a1) > 0, so we can use the operators ⊗ and ⊘ in the above
formulas. Then clearly expa and loga are increasing, for all a ∈ L̄
I such that
a1 > 1.
Theorem 25 Assume that ⊕ and ⊗ satisfy (add-5’) and (mul-5’). Let a ∈

















loga(x) = [loga1(x1), loga1(x2)], if x1 ≥ 1.












are each others inverse. Using (ln-2) and Theorem 9, we obtain, for all x ∈ L̄I+,
loga(a
x) = ln(exp(x ⊗ ln(a))) ⊘ ln(a)
= (x ⊗ ln(a)) ⊘ ln(a)
= [x1 · ln(a1), x2 · ln(a1)] ⊘ [ln(a1), ln(a1)]
= x.
Similarly, we obtain that aloga(x) = x, for all x ∈ L̄I such that x1 ≥ 1.
Assume conversely that expa and loga are each others inverse. Using (ln-2)












⇐⇒ ln(exp(x ⊗ ln(a))) = x ⊗ ln(a).
Let now arbitrarily x ∈ L̄I+. Define x
′ = x ⊘ ln(a). Then, since a ∈ D̄ and so
ln(a) ∈ D̄, x = x′⊗ ln(a). Thus, from the above it follows that ln(exp(x)) = x.
























are each others inverse, then using Theorem












similar proof) we obtain, for all x ∈ L̄I+,
ax = exp(x ⊗ [ln(a1), ln(a1)])





The formula for loga is obtained in a similar way. 2
The equalities loga(a
b) = b and aloga(b) = b are however not valid for general
a ∈ L̄I satisfying a1 > 1. This is shown in the next theorem.
Theorem 26 The mappings expa and loga cannot be each others inverse for
all a ∈ L̄I such that a1 > 1.
PROOF. Assume that for all a ∈ L̄I such that a1 > 1, expa and loga are each

















= ln(exp(1LI ⊗ ln(a))) ⊘ ln(a)
= ln(a) ⊘ ln(a).












are each others inverse. Thus, from the above it
follows that x ⊘ x = 1LI , for all x ∈ L̄
I
+,0. From (3) and (4) it follows that
(1LI ⊘ x) ⊗ x = 1LI , for all x ∈ L̄
I
+,0. This is in contradiction with Theorem
15. 2
In the following subsections we will use the functions expa and loga defined
above to extend some well-known classes of t-norms on ([0, 1],≤) to LI . From
now on we assume that exp and ln satisfy (expln).
5.1 The Frank t-norms
The family (TFλ )λ∈[0,+∞] of Frank t-norms [13] on ([0, 1],≤) is given by, for all
x1, y1 in [0, 1],


















TM(x1, y1), if λ = 0,
TP (x1, y1), if λ = 1,








Let λ ∈ D̄+ such that λ1 > 1. Define the mapping T
F
λ : (L
I)2 → LI by, for all
x, y in LI ,




(λx ⊖ 1LI ) ⊗ (λ
y ⊖ 1LI )
)
⊘ (λ ⊖ 1LI )
))
.
We show that T Fλ is a t-norm on L
I . It is easy to see that T Fλ is increasing
23
and commutative. Let x ∈ LI , then using Theorems 9 and 25 we obtain,




(λ1LI ⊖ 1LI ) ⊗ (λ
x ⊖ 1LI )
)






[λ1 − 1, λ1 − 1] ⊗ (λ
x ⊖ 1LI )
)










Note that the last equality only holds if exp and ln satisfy (expln). We prove
the associativity. First note that for all x, y in L̄I+ and α ∈ ]0, +∞[,


















= (x ⊗ y) ⊘ [α, α].
Let x, y, z in LI , then, using the fact that expλ and logλ are each others inverse,
we obtain









(λx ⊖ 1LI ) ⊗
((
(λy ⊖ 1LI ) ⊗ (λ
z ⊖ 1LI )
)

















(λx ⊖ 1LI ) ⊗
(
(λy ⊖ 1LI ) ⊗ (λ
z ⊖ 1LI )
))
⊘ (λ ⊖ 1LI )







which, using the associativity of ⊗, is symmetrical in x, y and z. Thus T Fλ is
associative.
Hence the Frank t-norms can be extended to t-norms on LI which, using the
arithmetic operators on L̄I , can be written in a similar way as their counter-





5.2 The Schweizer–Sklar t-norms
First note that for all a ∈ L̄I+ for which a1 > 1, and b ∈ D̄+,
ab = exp([b1, b1] ⊗ [ln(a1), ln(a2)])
= exp([b1 ln(a1), b1 ln(a2)])




Thus, we extend the operation ab to elements a ∈ L̄I+ (including the elements
for which a1 ≤ 1) as follows: for all a ∈ L̄
I




The family (TSSλ )λ∈[−∞,+∞] of Schweizer–Sklar t-norms [20,21] is given by, for
all x1, y1 in [0, 1],














TM(x1, y1), if λ = −∞,
TP (x1, y1), if λ = 0,
TD(x1, y1), if λ = +∞,





Let λ ∈ D̄+. Define the mapping T
SS
λ : (L
I)2 → LI by, for all x, y in LI ,
T SSλ (x, y) =
(
sup(0LI , x






We show that T SSλ is a t-norm on L
I . It is easy to see that T SSλ is increasing.
From Theorem 9(vi) it follows that T SSλ is commutative. Note that for all



























So we obtain for all x ∈ LI ,
T SSλ (1LI , x) =
(







sup(0LI , 1LI ⊖ [1 − (x2)














We prove the associativity: for all x, y, z in LI ,









































































= T SSλ (z, T
SS
λ (y, x)) (similarly)
= T SSλ (T
SS
λ (x, y), z).
Hence the Schweizer–Sklar t-norms can be extended to t-norms on LI which,
using the arithmetic operators on L̄I , can be written in a similar way as their




5.3 The Yager t-norms
The family (TYλ )λ∈[0,+∞] of Yager t-norms [23] is given by, for all x1, y1 in [0, 1],








TD(x1, y1), if λ = 0,
TM(x1, y1), if λ = +∞,
max(0, 1 − ((1 − x1)




Let λ ∈ D̄+. Define the mapping T
Y
λ : (L
I)2 → LI by, for all x, y in LI ,
T Yλ (x, y) = sup
(
0LI , 1LI ⊖
(
(1LI ⊖ x)






We show that T Yλ is a t-norm on L
I . It is easy to see that T Yλ is increasing
and commutative. For all x ∈ LI , we obtain
T Yλ (1LI , x) = sup
(







= sup(0LI , 1LI ⊖ (1LI ⊖ x))
= x.
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We prove the associativity. Using (13), we obtain for all x, y, z in LI ,













1LI ⊖ ((1LI ⊖ y)




















0LI , 1LI ⊖
(
(1LI ⊖ x)
λ ⊕ ((1LI ⊖ y)






which is symmetrical in x, y and z. Thus T Yλ is associative. Hence the Yager t-
norms can be extended to t-norms on LI which, using the arithmetic operators
on L̄I , can be written in a similar way as their counterparts on ([0, 1],≤). Note




Example 27 We give the expressions for the Frank, Schweizer–Sklar and
Yager t-norms on LI obtained using the examples for ⊕, ⊖, ⊗ and ⊘ given in
the previous section.
• Let ⊕, ⊖, ⊗ and ⊘ be the arithmetic operators used in the interval calculus,
then, for all x, y in LI ,
T Fλ (x, y) = logλ([1, 1] ⊕ (([λ
x1
1 − 1, λ
x2
1 − 1] ⊗ [λ
y1
1 − 1, λ
y2
1 − 1])
⊘ [λ1 − 1, λ1 − 1]))











































λ obtained using the arithmetic operators
from the interval calculus are t-representable.









= [TP (x1, y1), TP (x2, y2)]
= TTP ,TP (x, y).
27
Here we calculated the limit in the metric space (LI , dE), (LI , dM) or any
other topologically equivalent metric space, where the Euclidean metric dE
and the max-metric dH are given by
dE([x1, x2], [y1, y2]) =
√
(x1 − y1)2 + (x2 − y2)2,
dM([x1, x2], [y1, y2]) = max(|x1 − y1|, |x2 − y2|),










T SSλ (x, y) = TTP ,TP (x, y), lim
λ→[+∞,+∞], λ∈D̄+





T Yλ (x, y) = TTD,TD(x, y), lim
λ→[+∞,+∞], λ∈D̄+
T Yλ (x, y) = TTM ,TM (x, y).
• Using ⊕LI , ⊖LI , ⊗LI and ⊘LI we obtain, for all x, y in L
I ,
T Fλ (x, y) = logλ([1, 1] ⊕LI (([λ
x1
1 − 1, λ
x2
1 − 1] ⊗LI [λ
y1
1 − 1, λ
y2
1 − 1])
















































































T SSλ (x, y) = TTSS
λ1
(x, y),
T Yλ (x, y) = TTY
λ1
(x, y).




λ obtained using the arithmetic operators
⊕LI , ⊖LI , ⊗LI and ⊘LI are pseudo-t-representable.
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TFλ1(x1, y1), max( limλ1→1
TFλ1(x1, y2), limλ1→1
TFλ1(x2, y1))]
= [TP (x1, y1), max(TP (x1, y2), TP (x2, y1))]









T SSλ (x, y) = TTP (x, y), lim
λ→[+∞,+∞], λ∈D̄+





T Yλ (x, y) = TTD(x, y), lim
λ→[+∞,+∞], λ∈D̄+
T Yλ (x, y) = TTM (x, y).






LI we obtain, for all x, y in L
I ,




1 − 1, λ
x2




1 − 1, λ
y2
1 − 1])


























































































= [TFλ1(x1, y1), max(T
F
λ1











T SSλ (x, y) = TTSS
λ1
,t(x, y),










and 1 − t =
(1 − t′′)λ1 .
Note that, similarly as for limλ1→1 T
F
λ1
(x2, y2) = TP (x2, y2), it can be
proven that limλ1→1 T
F
λ1
(t′, TFλ1(x2, y2)) = TP (t
′, TP (x2, y2)), for all x2, y2 in





T Fλ (x, y) = [ lim
λ1→1







= [TP (x1, y1), max(TP (t
′, TP (x2, y2)), TP (x1, y2), TP (x2, y1))]









T SSλ (x, y) = TTP ,t(x, y), lim
λ→[+∞,+∞], λ∈D̄+





T Yλ (x, y) = TTD,t′′(x, y), lim
λ→[+∞,+∞], λ∈D̄+
T Yλ (x, y) = TTM ,t′′(x, y).






LI we obtain, for all x, y in L
I ,
























































In this paper we have studied extensions of the arithmetic operators +, −, ·,
÷ to the lattice LI of closed subintervals of the unit interval. Starting from a
minimal set of axioms that these operators must fulfill, we investigated which
properties they satisfy. We have shown that the addition and multiplication
operators on LI never generate a group. Using any choice of the arithmetic
operators on LI , some operators can be defined which are constructed using the
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same arithmetic formula as the  Lukasiewicz t-norm and t-conorm, the product
t-norm, the Frank t-norms, the Schweizer–Sklar t-norms and the Yager t-
norms on the unit interval. We have given necessary and sufficient conditions
such that these operators are t-norms and t-conorms on LI and we have shown
that they are natural extensions of their counterparts on the unit interval. For
the  Lukasiewicz t-norm, we have given two possible extensions to LI using the
arithmetic operators on LI . In order to extend the Frank, Schweizer–Sklar and
Yager t-norms, we have introduced generalizations of the exponential and the
logarithm functions to LI and we have investigated some of their properties.
In a future work we will construct additive and multiplicative generators of
t-norms on LI based on the arithmetic operators introduced in this paper.
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