We discuss the numerical approximation of the solution to the multi-configuration time-dependent Hartree-Fock (MCTDHF) equations in quantum dynamics. The MCTDHF method approximates the high-dimensional wave function of the time-dependent electronic Schrödinger equation by an antisymmetric linear combination of products of functions depending only on three-dimensional spatial coordinates. The equations of motion, obtained via the Dirac-Frenkel time-dependent variational principle, consist of a coupled system of three-dimensional nonlinear partial differential equations and ordinary differential equations. We investigate the convergence properties of a time integrator based on a splitting of the Hamiltonian directly in the variational principle. First-order convergence in the H 1 Sobolev norm and second-order convergence in the L 2 norm are established under a solution regularity of H 2 . As a prerequisite, we show that the MCTDHF equations have a solution in this Sobolev space if the initial data has such regularity.
Introduction
This paper deals with an approach to the approximate solution of the time-dependent Schrödinger equation for a system of unbound fermions interacting by Coulomb forces,
where the wave function ψ = ψ(x (1) , . . . , x (d) ,t) depends on the spatial coordinates x (k) ∈ R 3 of d particles, and on time t. The many-body Hamiltonian is given by
where the kinetic energy operator T is the sum of the kinetic energy operators of the particles,
with
with the Laplacian ∆ x (k) with respect to the coordinates of the kth particle, and where the potential V is given by pairwise Coulomb interaction of the particles, The applications that motivate this research are given by the study of ultrafast laser pulses in photonics [5, 14, 29, 30] . There, the single-particle parts of the Hamiltonian additionally depend on a time-dependent drift term modeling the laser determined by a real-valued function A(t), and moreover an attractive potential to a nucleus of charge Z at the origin is incorporated,
Here and in the following, the subscript of the differential operator ∇ x (k) (and likewise for ∆ x (k) ) refers to differentiation with respect to the space variables associated with the kth particle. Extensions of our analysis to models (1.3) are briefly discussed at the end of Sections 3 and 4.
The method chosen to make the linear electronic Schrödinger equation (1.1) tractable for numerical computation, is the multi-configuration time-dependent Hartree-Fock method, MCTDHF [5, 13, 14, 25, 29, 30] , which is closely related to the MCTDH method in quantum molecular dynamics [2, 3, 4, 23, 24] .
In the MCTDHF approach, the wave function is approximated by a linear combination of antisymmetrized products (Slater determinants) of functions each depending on the coordinates of only a single particle (henceforth referred to as orbitals). The antisymmetry is required to concur with the Pauli exclusion principle [19] . The Dirac-Frenkel time-dependent variational principle [8, 9] yields equations of motion for the orbitals and the coefficients in the linear combination of the products. The MCTDHF method thus replaces the high-dimensional linear Schrödinger equation by a system of low-dimensional nonlinear partial differential equations and ordinary differential equations and in this way makes the problem computationally tractable.
In Section 3, we study the nonlinear equations of motion of the MCTDHF approach. For initial data in the Sobolev space H 2 of functions that are square integrable together with all their first and secondorder weak partial derivatives, we show that a unique solution to the MCTDHF equations exists in H 2 , even globally in time unless a density matrix appearing in the method formulation becomes singular.
In Section 4, we study the approximation of the MCTDHF equations by semi-discretization in time employing an operator splitting introduced in [20] , which splits the Hamiltonian directly on the level of the time-dependent variational principle. It is shown that for a symmetric, second-order splitting, firstorder convergence holds in H 1 when the solution is in H 2 , and the method is second-order convergent in L 2 for the same solution regularity.
The MCTDHF method
In the MCTDHF method, the multi-particle wave function ψ is approximated by an antisymmetric linear combination of Hartree products, that is,
Here, the multi-indices J = ( j 1 , . . . , j d ) formally vary for j k = 1, . . . , N, k = 1, . . . , d, the a J (t) are complex coefficients depending only on t, and the N orbitals φ j (x,t) depend on the three-dimensional spatial variable x ∈ R 3 and on time t. In view of the Pauli principle, antisymmetry is imposed on the coefficients a J : for any permutation σ of {1, . . . , n}, we have with
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The approximation can thus alternatively be written as
with the antisymmetrized products (Slater determinants)
Thus, in fact only N d coefficients a J have to be determined in the actual computations. The MCTDHF method is a model reduction analogous to the low rank approximation of time-dependent matrices, where a large system matrix is replaced by a linear combination of rank-1 matrices. The particular choice N = d, that is, taking only a single Slater determinant for the approximation, is known as the time-dependent Hartree-Fock method (TDHF). It dates back to Dirac [8] and has since long found widespread use in physics.
The Dirac-Frenkel time-dependent variational approximation principle [8, 9] (see also [22] for a detailed discussion) is used to derive differential equations for the coefficients a J and the orbitals φ j in (2.1). For u(t) in the manifold M of ansatz functions (2.1) of full rank, we require that the time derivative ∂ u/∂t be chosen such that the residual of the Schrödinger equation is orthogonal to the tangent space T u M of M at u:
Using the Dirac-Frenkel principle and imposing orthogonality and gauge conditions on the orbitals,
with T = − 1 2 ∆ , yields a system of coupled ordinary and partial differential equations for the coefficients a = (a J ) J and orbitals φ = (φ j ) j , rigorously derived in [2, 23] under the implicit assumption that a sufficiently regular solution exists:
Here we have the Hartree products Φ J := n k=1 φ j k and the single-hole functions 10) with the integration in the L 2 inner product over the first variable x (1) , so that by (2.6), The inner products ψ m | V | ψ l are over all remaining variables. Since V is a sum of two-particle interactions, these high-dimensional integrals as well as those in (2.8) actually reduce to six-and threedimensional integrals.
The density matrix ρ(t) with entries
is assumed to be nonsingular, and ρ −1 j,m in (2.9) are the entries of ρ −1 . The choice of the initial condition such that ρ is nonsingular ensures that this holds at least for small t. In [1] a sufficient criterion for global invertibility of ρ is given.
Finally, P is the orthogonal projector onto the space spanned by φ 1 , . . . , φ N ,
The problem formulation based on the gauge condition (2.7) offers the advantage that the single-particle operator T = − 1 2 ∆ appears outside the projection in (2.9).
Regularity of MCTDHF orbitals
As a prerequisite for the convergence analysis of numerical approximations, we establish the existence of a unique, regular solution to the MCTDHF equations (2.8)-(2.9). 
where either t * = ∞ or the density matrix ρ(t) becomes singular for t ↑ t * . Moreover, for u defined by a J , φ j via (2.1), we have u(t) ∈ H 2 for t ∈ [0,t * ), and u solves the Dirac-Frenkel variational equation (2.5).
For the single-configuration time-dependent Hartree-Fock method (TDHF), a corresponding result was given by Chadam and Glassey [7] . In parallel to our work, an existence result for the MCTDHF equations was recently given in [1] , including also a criterion for the global invertibility of the density matrix ρ. Since the estimates needed for our argument are the same as those required in the convergence analysis of the variational splitting given in Section 4, we nevertheless include our analysis in this section.
To prepare for the proof of Theorem 3.1, we note that the right-hand side of (2.8)-(2.9) contains terms of the forms 1
2) 1 The subscripts on inner products and norms refer to the function spaces involved and the variables these are associated with. They will be omitted if there is no danger of ambiguity.
Time Integration of MCTDHF 5 of 16 which need to be estimated. These are associated with the particle-particle interactions V. Note that (3.2) appears only in the equations (2.8) since in (2.9) these contributions are annihilated by the projection I − P, and that the terms actually take the form of antisymmetric linear combinations
The following lemma collects the necessary estimates.
LEMMA 3.1 Let F and J be defined by (3.1)-(3.2). Then, there are the following bounds with a constant C independent of φ 1 , φ 2 ,φ 1 ,φ 2 .
Moreover, the dependence of F and J on φ 1 , φ 2 ,φ 1 ,φ 2 is locally Lipschitz continuous from H 2 to H 2 and from H 1 to C, respectively.
Proof. Much of the proof rests on the Hardy inequality [12, p.350]
The Cauchy-Schwarz inequality and the Hardy inequality yield
Therefore,
The modulus of (3.2) satisfies by similar arguments
Next, we consider the H 1 -norm of F . Noting that where − → e x−y denotes the unit vector in direction x − y, we find similarly as in (3.10)
Next, we use the fact that (4π|x|) −1 is the fundamental solution of the three-dimensional Laplacian and the bound φ 1 φ 2φ2 L 2 const. φ 1 H 1 φ 2 H 1 φ 2 H 1 (which follows from the Sobolev embedding H 1 ⊂ L 6 ) together with the previous estimates to obtain (3.7) (this estimate is also given in [6, p.976] ). Note in particular that the bound depends only linearly on the H 2 -norms of the φ 's.
To verify that F is locally Lipschitz from H 2 → H 2 , the same estimates as above are used, where one of the φ 's is replaced by the difference between two orbitals, and the same is done for J .
The outline of the proof of Theorem 3.1 is similar to [7] : first it is shown that solutions in H 2 exist locally in time, where the growth in the H 2 norm is exponential in terms of a bound of the H 1 norm of the solution, and also a bound of the inverse ρ −1 of the density matrix. Since the H 1 norm of a strong solution can be bounded by the constant total energy, it follows that the H 1 norm remains in fact bounded and the H 2 norm grows at worst exponentially as long as ρ −1 remains bounded. There are, however, some subtleties that need to be addressed carefully.
We write the system (2.8)-(2.9) compactly as
We will use the following norms:
Theorem 3.1 is proven by verifying the assumptions of the existence result from [28] (also restated in [26, Section 6.1]) for an abstract initial value problem on the Banach space X, In order to prove that the system (2.8)-(2.9) with initial data (a 0 , φ 0 ) has a unique solution in H 2 at least for small t, we show that this system satisfies the assumptions of the above existence result for abstract initial value problems. Subsequently, we will show that the solution remains bounded in H 2 as long as ρ is nonsingular.
We need to consider the dependence of A V and B V on the coefficient vector a and the orbitals φ . From the smooth dependence of ρ −1 on a when ρ is nonsingular, and the estimates for F and J above, we obtain that estimates 18) hold locally in the spaces S = L 2 , H 1 , H 2 , with a constant C 1 depending on the H 1 -norms of φ andφ and bounds of a and ρ −1 .
With the existence result for abstract initial value problems applied to the system (2.8)-(2.9), we now conclude that a strong solution φ exists in H 2 on some interval [0,t 1 ] with t 1 > 0. This further implies that φ j satisfy the orthonormality relations (2.6), provided that the initial data are orthonormal; see [18] . We then conclude that u = ∑ J a J Φ J indeed solves the variational problem (2.5).
Having come this far, we note next that the L 2 and the H 1 norms of u are bounded along solutions of (2.5): The L 2 -norm is conserved, which follows immediately on taking the real part in (2.7). Moreover, the total energy E := u | H | u of variational approximations is conserved; see, e.g., [2] or [22, Section II.1]. Hence, the trivial bound of the kinetic energy operator T,
implies bounded H 1 -norm of u. Now, a calculation using the orthogonality relation (2.6) and formula (2.11) shows that ∂
is the partial derivative with respect to the i-th component of the position variable x (k) of the k-th particle, and ∂ i is the partial derivative with respect to the i-th component of x. Since ρ is hermitian positive definite, it follows that the H 1 norm of φ can be bounded in terms of the H 1 norm of u, with a constant that depends on a bound of ρ −1 .
To derive a bound for the H 2 -norm, we apply T = − With the estimate (3.7), we find that
with a constant C that depends only on bounds of ρ −1 and of the L 2 -and H 1 -norms of φ on the considered time interval. Since
, we obtain with the Gronwall lemma that
Since the L 2 -and H 1 -norms of φ have been shown to be bounded, we conclude overall that φ can grow at worst exponentially in t on any interval on which a bound of ρ −1 is available. In conjunction with the existence result for abstract initial value problems on page 6, this shows the assertion of Theorem 3.1.
REMARK 3.1 On rewriting (3.1) as
O. Koch and C. Lubich and differentiating the differential equations for the φ j , the above result is readily extended to show that for every m 2, the orbitals φ j are in H m if the initial data is in H m . REMARK 3.2 For the extension to the more elaborate single-particle operators (1.3), we note that (1.3) still generates a strongly continuous semigroup on H 2 , since 1/|x| ≪ ∆ [12] . Thus the proposition remains valid with the same proof.
Analysis of Variational Splitting

Variational Splitting
The variational splitting method for the time integration of a Schrödinger equation with Hamiltonian H = T + V reduced to an approximation manifold M by the Dirac-Frenkel time-dependent variational principle (2.5) was introduced in [20] . One step u 0 → u 1 = S ∆t (u 0 ) of the method with step size ∆t, starting at u 0 ∈ M , is defined as follows:
with initial value u(t 0 ) = u 0 .
• Compute u
1/2
+ ∈ M as the solution at time t 0 + ∆t of
with initial value u(t 0 ) = u 1/2 − .
• Compute u 1 ∈ M as the solution at time t 0 + ∆t of (4.1) with initial value u(t 0 +
For the MCTDHF approximation with the gauge (2.7), this is equivalent to using the usual second order, symmetric operator splitting (commonly known as Strang splitting) on the MCTDHF equations (2.8)-(2.9) [16, 20] . Since for MCTDHF we have Tu ∈ T u M for u ∈ M ∩ H 2 , the two steps (4.1) just solve the free Schrödinger equation
For initial data in M , this decouples into single-particle free Schrödinger equations:
The step (4.2) amounts to the solution of the nonlinear system, cf. (3.15)-(3.16),
Time Integration of MCTDHF 9 of 16 which in practice is solved approximately with one or a few steps of an explicit time-stepping method followed by occasional reorthogonalization of the orbitals. Since the Laplacian has been taken out of the equation, there is no time-step restriction ∆t = O(∆ x 2 ) as for a direct treatment of (3.16). Advantages of this splitting have been described in [15] and [20] , for instance. Convergence properties for bounded potentials have been studied in [20] . For Schrödinger-Poisson equations, the symmetric splitting method was analyzed in [21] . The error analysis of the present paper uses similar techniques.
Error Bounds for the Variational Splitting
We will prove the following convergence result. 
hold uniformly for 0 t n = n∆t t if the MCTDHF solution u(t) is in H 2 . The constant C depends on the maximum of the H 2 norm of u(t) for 0 t t.
Outline of the Convergence Proof for Variational Splitting
We denote by u(t) ∈ M the MCTDHF wave function with coefficients and orbitals (a(t), φ (t)) that are the exact solution of the MCTDHF equations (2.8)-(2.9), and by u n ∈ M the approximate discrete-time wave function with coefficients and orbitals (a n , φ n ) resulting from the variational splitting, which we denote by (a n+1 , φ n+1 ) = S ∆t (a n , φ n ).
Since this amounts to a symmetric splitting of the vector field defining (2.8)-(2.9), we set
In our estimates we will work with orbitals φ ∈ (H 2 ) N and coefficients a ∈ C D rather than with the corresponding wave function u ∈ M , for which the theorem is formulated. However, in view of the identity (cf. (3.19) 
we can switch back and forth between Sobolev-norm estimates of u and φ on any interval where the hermitian positive definite density matrix ρ has a bounded inverse. For (a, φ ) we use the norms given after (3.15)-(3.16).
Step 1 First, stability in the H 1 norm is shown: If a,ã ∈ C D are of unit norm and φ ,φ ∈ (H 1 ) N with
with a constant c 1 = c 1 (M 1 ).
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Step 2 We then estimate the local error in H 1 . If
then, for 0 t t − ∆t,
with a constant c 2 = c 2 (M 2 ). In this argument, a bound for the Lie commutator [T ,V ](a, φ ) H 1 is used. This depends on the H 2 -norm of φ .
Step 3 Combining stability (4.12) and consistency (4.14) in H 1 , the standard argument referred to as Lady Windermere's fan in [11, Section II.3] then yields convergence in H 1 , 
Step 5 Then, the local error in L 2 is estimated. To this end, the L 2 -norm of the double commutator
The bound depends on M 2 from (4.13). From this it is concluded that, for 0 t t − ∆t,
where c 2 = c 2 (M 2 ).
Step 6 Since we previously concluded in (4.16) that φ n H 1 is bounded, the stability estimate (4.17) in conjunction with (4.18) now yields second-order convergence in L 2 : 19) which further yields (4.8).
Calculus of Lie Derivatives
For the convergence analysis, a convenient notation to derive estimates for the local error of the splitting method is given by the calculus of Lie derivatives; see also [10] , [21] . For a (nonlinear) vector field F, such asĤ orT orV , we denote by ϕ t F the corresponding flow, so that ϕ t F (z 0 ) is the solution at time t of the differential equationż = F(z), z(0) = z 0 . If G is another vector field, the Lie derivative D F is defined by If G is the identity, the exact flow is thus reproduced as exp(tD F )Id(z) = ϕ t F (z). We have the following manipulation rule:
Moreover, we will use that the commutator 
Commutator bounds
In the estimation of the local errors of the variational splitting (Steps 2 and 5) we need to derive bounds for commutators of the vector fieldsT andV . We find that commutators of the nonlinear parts of (2.8)-(2.9) with the kinetic energy operators contain terms of the following forms, after taking into account the antisymmetry expressed in (3.3):
These terms can be estimated as in Lemma 3.1. We obtain the following bounds:
Repeating the analogous derivations to compute the terms in the double commutator [T , [T ,V ]] reveals that the only terms which do not cancel due to antisymmetry, take the form
which is bounded by
on using the Hölder inequality and the Sobolev embeddings H 1 ⊂ L 4 and L ∞ ⊂ H 2 .
Proof details
We now work out the details of the roadmap given in Section 4.3, using the estimates from Sections 3 and 4.5. Without restriction of generality, we let t 0 = 0.
Step 1 The substeps (4.1) amount to the solution of free Schrödinger equations (4.3), which preserve the H 1 -norm. The substep (4.2) with the potential requires the solution of (4.6). Since the right-hand side is locally H 1 -Lipschitz by (3.18) , the H 1 stability bound (4.12) follows with the Gronwall lemma.
Step 2 We denote by D H , D T and D V the Lie derivatives defined by the vector fieldsĤ,T andV , respectively, see (4.9), omitting for simplicity the hats in the subscripts. For a shorter notation, we write for the vector containing the coefficients and the orbitals z := (a, φ ). We recast the exact solution z(t) = exp(tD H )Id(z 0 ) using the nonlinear variation-of-constants formula (also known as Gröbner-Alekseev formula [11, p. 98] ) twice, 30) with the remainder term given by
On the other hand, we observe that a step of the numerical method can be recast as
whence by Taylor expansion of exp(∆tD V )
Subtracting (4.30) with t = ∆t from (4.33), we thus obtain The quadrature error can be written in first order Peano form as
with the scalar, bounded Peano kernel κ 1 of the midpoint rule. We can now compute
By virtue of the commutator bounds derived in Section 4.5 and the unitarity of exp sT = blockdiag(1, e −isT ), it follows that
where c 2 depends on the H 2 norm of z. It remains to derive a bound for r 2 − r 1
where ζ := ϕ θ ∆t
Analogously to the proof of (4.12) (see Step 1 of this proof) we conclude that
Finally, with the bounds
with a constant C 1 depending on the H 1 -norm of z, we conclude
with another constant depending on the H 1 -norm of z.
Step 3 This follows directly from Lady Windermere's fan [11] .
Step 4 This is concluded analogously as Step 1, noting (3.5) and (3.8).
Step 5 We revisit the error representation (4.34). We now write the principal error term in second order Peano form ∆t f (∆t/2) − const.∆t 3 
we realize that these partial derivatives only containV and [T ,V ] together with their derivatives, whose L 2 -norms can be estimated in terms of z H 2 by virtue of (4.38). Altogether, we obtain
where the constant C depends on z H 2 . Recalling (4.34), we obtain (4.18).
Step 6 Uses the same standard argument as in Step 3. with a smooth, bounded potential U. The extension to the situation (1.3) with a Coulomb potential encounters, however, technical difficulties in estimating the commutators, which we do not address here.
