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Abstract – The large-scale integration of intermittent energy 
sources, the introduction of shiftable load elements and the 
growing interconnection that characterizes electricity systems 
worldwide have led to a significant increase of operational 
uncertainty. The construction of suitable statistical models is a 
fundamental step towards building Monte Carlo analysis 
frameworks to be used for exploring the uncertainty state-space 
and supporting real-time decision-making. The main 
contribution of the present paper is the development of novel 
composite modelling approaches that employ dimensionality 
reduction, clustering and parametric modelling techniques with a 
particular focus on the use of pair copula construction schemes. 
Large power system datasets are modelled using different 
combinations of the aforementioned techniques, and detailed 
comparisons are drawn on the basis of Kolmogorov-Smirnov 
tests, multivariate two-sample energy tests and visual data 
comparisons. The proposed methods are shown to be superior to 
alternative high-dimensional modelling approaches. 
Index Terms-- Clustering, copulas, dimensionality reduction, 
parametric statistics, stochastic dependence, uncertainty analysis 
I. INTRODUCTION  
The large-scale integration of intermittent energy sources, 
the introduction of shiftable load elements and the growing 
interconnection that characterizes electricity systems 
worldwide have led to a significant increase of operational 
uncertainty. The vast number of stochastic variables beyond the 
operator’s control are expanding the range of possible system 
states, thus rendering experience-based operational practices 
inefficient or even obsolete [1]. Under this new reality, the use 
of historical data will be instrumental in informing operators of 
possible system states likely to occur in the near-term and 
providing useful information regarding the risk the system is 
likely to face.  
There are several advantages to having a stochastic model 
matched to historic observations instead of relying solely on 
past measurements. Most importantly, a parametric model is 
capable of producing samples that are similar but not identical 
to what has already been encountered, thus interpolating and 
extrapolating the historical dataset. In addition, the model 
parameters themselves can be useful in extracting properties of 
a multivariate dataset that could be too complex to identify 
through direct examination. Another practical advantage is not 
having to deal with missing data. Beyond all the above, 
statistical models can provide versatility when combined with 
other sampling or data-mining techniques. For example, the 
ability to generate a sample population of arbitrarily large size 
can be extremely useful in generating unseen training and 
testing data sets for machine learning algorithms to 
subsequently produce efficient security rules. Despite the 
numerous applications, there has been little progress in 
developing a unified stochastic modelling framework. 
Particularly in the case of high-dimensional datasets, there are 
four distinct issues that render this task highly challenging; the 
non-Gaussian marginal probability distribution of individual 
variables, the non-linear dependency structure, the large 
number of observations to be fit as well as the vast number of 
variables, resulting in increased computational complexity. 
In recent years, copulas have been applied to capture the 
relation between different stochastic attributes in the context of 
electrical energy system operation. Their superiority lies in their 
ability to decouple marginal distribution from dependency 
modelling, rendering them well-suited to capture statistical 
properties of datasets that do not belong to standard multivariate 
distributions. For example, in [2] a multivariate Gaussian 
copula has been applied to generate synthetic wind power 
output from 15 sites in the Netherlands.  A statistical modelling 
framework based on a multivariate Gaussian copula is also 
proposed in [3] to obtain complete temporal dependence 
structure and actual distributions of wind speed time series. 
However, when moving to a high-dimensional setting, a single 
multivariate copula lacks the required flexibility for accurate 
dependence structure modelling. Different pair copula schemes 
have recently been proposed in the literature to address this 
issue. However, they entail significant computational load, and 
their computation can become intractable even for a moderate 
number of dimensions. The FP7 iTesla project has recently 
developed a composite modelling framework for high-
dimensional variables, consisting of a combination of pair 
copula construction with dimensionality reduction and data 
clustering. In a forthcoming paper, we explore the performance 
of a particular modelling scheme across datasets of different 
size and complexity. In addition, a case study demonstrated the 
method’s clear advantages when applied to the construction of 
training-testing datasets for building proxies for a system’s 
security boundary.  
The research leading to these results has received funding from the European 
Union Seventh Framework Programme under grant agreement no 283012 for 
the iTesla project http://www.itesla-project.eu/. 
 
 
In the present paper we investigate the performance of a 
number of alternative composite schemes. Quantitative 
comparisons of goodness-of-fit are used to identify synergies 
between different modelling stages with the aim of identifying 
well-performing composite modelling approaches. We mainly 
focus on the use of pair-copula construction schemes, namely 
C-vine and D-vine copulas models, which utilize cascades of 
two-dimensional copulas as building blocks for flexible high-
dimensional models. Also, clustering techniques are used to 
create mixture models that achieve an overall better model fit. 
The effectiveness of different data clustering methods and 
relevant clustering validity indicators are examined. Finally, 
statistical models utilizing different dimensionality reduction 
techniques, are compared. Note that the proposed modelling 
approach is time-independent. The autocorrelations and 
temporal dependencies between variables of the historcial 
population are captured in the sampled data set, but it is not 
possible to reference a particular sample in terms of time.  On 
the other hand, spatial dependencies between variables are fully 
captured. Detailed comparisons are drawn on the basis of 
Kolmogorov-Smirnov tests, multivariate two-sample energy 
tests and further supported by visual data comparisons. A large 
power system dataset is modelled using different combinations 
of the techniques above and the proposed composite modelling 
approaches are shown to considerably out-perform alternative 
methods. The computational performance of each modelling 
scheme is also discussed. 
The outline of the remainder of this paper is as follows: 
Section II explicitly introduces the structure of the proposed 
composite modelling framework and describes the main 
characteristics of stochastic data in the context of power 
systems. Section III presents the individual components of the 
examined composite modelling approaches. Section IV 
introduces the model evaluation techniques used for 
performance comparison. Section V presents and compares the 
results of different modelling schemes when applied to 
historical data from the French power system. Finally, Section 
VI summarizes and concludes the paper. 
II. PROPOSED COMPOSITE MODELLING FRAMEWORK 
To illustrate some of the challenges related to modelling of 
power system stochastic variables such as active/reactive load 
and power injections, an example dataset is shown in Fig. 1. It 
demonstrates that stochastic variables in power systems have 
highly non-standard marginal distributions (diagonal 
histograms) and non-linear dependencies (scatter plots) that 
limit the effectiveness of traditional parametric models. To 
tackle these challenges, a composite modelling approach has 
been developed in the iTesla project [4] that consists of K-
means clustering method, Principal Components Analysis 
(PCA) and C-vine copulas. In the present paper, another version 
of this modelling framework is introduced alternative clustering 
techniques (i.e. K-means, hierarchical clustering, and Gaussian 
mixture model clustering (GMM)), dimensionality reduction 
methods (PCA, Locality Preserving Projections (LPP)), and 
parametric modelling (C-vine and D-vine copulas) to identify 
well-performing combinations of modelling stages.  
 
Fig. 1. Histograms of marginals distributions and bivariate scatter plots of 
active loads (MW) for five randomly selected buses in France, measured 
between Jan 2012 and Feb 2012. 
The high-level structure of the composite high-dimensional 
modelling framework is illustrated in Fig. 2. In general, the 
whole workflow can be split in two stages;  
a) Modelling Stage: Given the input historical data, 
construct the composite model via the Clustering Module, 
Dimensionality Reduction Module, and Vine Copulas Module;  
b) Sampling Stage: Generate samples through the Vine 
Copulas Simulation Module and the Reconstruction Module. 
 
Fig. 2. The structure of composite high-dimensional modelling framework. 
In particular, the aim of each module is as follows.  
1) Clustering Module: Let ݀ denote the total number of 
inter-dependent injections and loads in the power system to be 
modelled, the whole set of historical data set consists of 
ܰmeasurements and is denoted asࣴ ൌ ሾݖଵǡ ǥ ǡ ݖேሿ் א Թேൈௗ. 
Clustering is performed to partition the observations into 
ܭclusters, whereࣴ௞ ؿ ࣴ, for݇ ൌ ͳǡǥ ǡ ܭ. The weight of each 
cluster is calculated as the share of observations classified in 
cluster ݇. 
2) Dimensionality Reduction Module: This step can be 
considered as a pre-processing procedure principally aimed at 
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decreasing the computational cost of the following Vine 
Copulas Module. For each cluster k, we first transform the 
observations from the original domain to the rank-uniform 
domain via the corresponding empirical cumulative 
distribution functions (ECDF). As such, each clustered dataset 
ࣴ௞ is transformed to ࣳ௞in the ሾͲǡͳሿௗ domain.  Carrying out 
this transformation step is one way to reduce the sensitivity of 
dimension reduction techniques to to data skewness. Let ݍ ൏
݀ define the reduced target number of variables. Dimension 
reduction is performed on each transformed cluster ࣳ௞ to get 
the low-dimensional data set ࣲ௞ א Թேೖൈ௤ǡ where ܰ௞ 
represents the number of observations in cluster k. This module 
also outputs the corresponding eigenvectors to be used as an 
input in the Reconstruction Module.  
3) Vine Copulas Module: For vine copulas, the parametric 
model should be fitted to the data set in the uniform domain. 
Therefore, the first step of this module is performing the 
uniform transformation through the ECDFs of ࣲ௞ to obtain ࣯௞. 
By using the vine copula modeling technique, described in the 
next section, a different parametric model is constructed for 
each cluster ݇. 
4) Vine Copulas Simulation Module: Given the target 
number of samples ௌܰ , each parametric cluster-model 
generates samples ෡ܷ௞ of size ௌܰ௞ ൈ ݍ, where ௌܰ௞ ൌ ௌܰ ൈܹ௞, 
and  ܹ௞ is the weight of cluster ݇.  
5) Reconstruction Module: The goal of this module is to 
transform the generated samples back to the original domain. 
Firstly, samples of each cluster ෠࣯௞ are transformed back to the 
domain of ࣲ௞ ; we obtain ෡ࣲ௞ of size ௌܰ௞ ൈ ݍ, by transforming 
෡ܷ௞ through the inverse empirical distribution functions 
(ܧܥܦܨିଵ ) of the original dataset ࣯௞ . Subsequently, ෡ࣲ௞  is 
back-projected to the high-dimensional spaceԹேೄೖൈௗ, denoted 
by the data set ෠ࣳ௞. Note that in this step it is possible to add 
suitable noise to variables that had been discarded by the 
dimension reduction. Finally, each ෠ࣳ௞ is clipped to the ሾͲǡͳሿௗ 
domain and transformed via the ܧܥܦܨିଵ of original data set 
ࣴ௞. Let መࣴ ௞ be the sampled data for the cluster k; the final high-
dimensional sampled data set is  መࣴ ൌ መࣴଵ ׫ ǥ׫ መࣴ௄ א Թேೄൈௗ. 
III. TECHNIQUES FOR COMPOSITE MODELLING APPROACH 
A. Clustering Techniques 
To confront the challenges of the vast number of historical 
observations and the complex dependency patterns, clustering 
techniques are used to partition measurements into groups of 
similar statistical attributes. The methods considered here can 
be classified into two categories: non-model based clustering 
(K-means, hierarchical clustering) and model-based clustering 
(Gaussian mixture model clustering).  
The K-means clustering technique [5], which is one of the 
most widely-used unsupervised clustering methods, aims to 
group historical measurements into ܭ  (user-defined integer 
value) clusters by means of an iterative procedure. Given the 
historical data ࣴ , the first step is to randomly initialize the 
centroids ܥ ൌ ሾܿଵǡ ǥ ǡ ܿ௄ሿ் א Թ௄ൈௗ  of clusters ࣴ୩ ؿ ࣴ , 
for݇ ൌ ͳǡǥ ǡ . The objective is to minimize the within-cluster 
Euclidean distances between the sets of points and their nearest 
centroid. The procedure stops when all the centroids are 
invariant. K-means clustering is a fast and easily implementable 
clustering technique.   
Hierarchical clustering [6] takes a different approach; 
instead of clustering on the basis of a pre-specified number of 
clusters, a hierarchy of clusters is iteratively constructed by 
using a measure of similarity between groups of measurements. 
The first step is to assign each observation of ࣴ  to its own 
singleton group. Subsequently, a similarity matrix ܵ ൌ
ሼݏ௜ǡ௝Ǣ ݅ ൌ ͳǡǥܰǡ ݆ ൌ ͳǡǥ ǡܰሽ א Թேൈே is built for the historical 
datasetࣴ on the basis of the Euclidean distance. Each element 
ݏ௜ǡ௝of ܵ represents the similarity between clusters ࣴ௜ and ࣴ௝. 
This intergroup similarity can be measured by different linkage 
criterions; single linkage, complete linkage, average linkage, 
median linkage, centroid linkage and ward linkage. Different 
properties of these types of linkages have been concretely 
analyzed and compared in [7]. In this paper, we consider 
average linkage and ward linkage. According to the calculated 
similarity, cluster pairs that are close to each other are merged 
to a higher level. This procedure is successively repeated until 
the target number of clusters ܭ is achieved.  
In the case of GMM, the whole dataset is described as a 
mixture of multivariate Gaussian distributions. Mathematically, 
the GMM clustering algorithm can be given as follows. Let 
௞݂ሺݖȁߤ௞ǡ ȭ௞ሻ ൌ
ୣ୶୮ሼିభమሺሺ୸ିఓೖሻ
೅ஊೖషభሺ୸ିఓೖሻሻሽ
ඥୢୣ୲ሺଶగஊೖሻ
  be a multivariate 
Gaussian distribution fitted to component݇, for ݇ ൌ ͳǡǥ ǡ ܭ, 
where ߤ௞ and ȭ௞ are the mean vector and the covariance matrix 
of ௞݂ , respectively. The likelihood for a Gaussian mixture 
model with K components distributions is: 
ࣦ௚௠௠ሺߤଵǡǥ ǡ ߤ௄Ǣ ȭଵǡ ǥ ǡ ȭ௄ȁࣴሻ ൌෑ෍ߨ௞ ௞݂ሺݖ௡ȁߤ௞ǡ ȭ௞ሻ
௄
௞ୀଵ
ே
௡ୀଵ
ሺͳሻ 
where  ߨ௞ א ሾͲǡͳሿ is the mixing proportion for component ௞݂, 
which satisfies σ ߨ௞௄௞ୀଵ ൌ ͳ . To estimate the optimal 
parameters for the Gaussian mixture models, the Expectation-
Maximization (EM) algorithm can be used [9]. 
B. Dimensionality Reduction Techniques 
Besides the complex dependency, high-dimensionality is 
another challenge of modelling stochastic data. Dimensionality 
reduction techniques can realize the transformation from the 
original high-dimensional space to an appropriate lower-
dimensional space while retaining the main properties of the 
original data set. In this research, we examine the effectiveness 
of two unsupervised linear dimensionality reduction 
techniques: Principal Components Analysis (PCA) and 
Locality Preserving Projections (LPP).   
PCA is a widely-used linear and full-spectral 
dimensionality reduction technique [10]. The basic concept of 
PCA is to perform an eigenvalue decomposition of the 
historical variables’ covariance matrix. The resulting 
eigenvectors can be used to construct a lower dimensional 
representation of the original dataset, named principal 
components (PCs), that keeps as much of the variance as 
possible. The corresponding eigenvalues can be seen as a metric 
of the information contained within each dimension of this new 
 
 
domain. This way we can sort PCs in order of information 
density and decide which eigenvectors are retained subject to a 
user-defined information retainment threshold.  
LPP is a sparse-spectral linear dimensionality reduction 
technique, designed to find a low-dimensional data set that 
preserves the local neighborhood structure of the original data 
manifold [11]. In fact, LPP can be regarded as the linear 
approximation to the popular non-linear Local Linear 
Embedding (LLE) method [12]. The first step of LPP is to 
construct an adjacency graph by using the k nearest neighbors 
(KNN) method. Each edge of this graph is weighted and a 
weights matrix is constructed. Subsequently, a generalized 
eigenanalysis is performed. The resulting eigenvectors can be 
used to map the original data set to a lower-dimensional space. 
As in PCA,  the new number of dimensions is defined on the 
basis of an information retainment threshold.  
C. Vine Copulas 
Given the highly complex dependence structure 
characterizing the stochastic variables of interest, the proposed 
modelling technique must be able to capture higher-order 
statistics such as tail-to-tail dependencies. Copulas can be 
exploited as a powerful tool to model the dependence structure 
of a complex data set. In this paper, probability density 
functions and cumulative distribution functions are denoted by 
݂  and ܨ , respectively, and their copula versions by ܿ  and ܥ .   
The basic concept of copulas can be demonstrated with the 
introduction of Sklar’s theorem [13]. Consider ݀  random 
variables ܺ ൌ ሺ ଵܺǡ ܺଶǡ ǥ ǡ ܺௗሻ א Թௗ with marginal density 
functions ௜݂ሺݔ௜ሻ and distribution functions ܨ௜ሺݔ௜ሻ , for ݅ ൌ
ͳǡǥ ǡ ݀. The joint probability density function is given by: 
݂ሺݔଵǡ ǥ ǡ ݔௗሻ ൌ ൭ෑ ௜݂ሺݔ௜ሻ
ௗ
௜ୀଵ
൱ ൈ ܿଵǥௗ൫ܨଵሺݔଵሻǡ ǥ ǡ ܨௗሺݔௗሻ൯ሺʹሻ 
where the function ܿଵǥௗǣ ሾͲǡͳሿௗ ՜ Թ  is a d-dimensional 
copula density with uniform marginals ሼ ଵܷǡ ܷଶǡǥ ǡ ܷௗሽ ൌ
ሼܨଵሺ ଵܺሻǡ ܨଶሺܺଶሻǡ ǥ ǡ ܨௗሺܺௗሻሽ .This way, even though a joint 
density function contains information on both the individual 
marginal distributions and on the relation between the 
variables, copulas provide a way for isolating the dependency 
structure to be modelled separately using a wide range of 
parametric families. In terms of the copula families, although 
a rich variety is available, they are primarily limited to the 
bivariate case; only very few copulas (e.g. Gaussian and 
Archimedean) can be extended to higher dimensions. This 
introduces severe limitations towards high-dimensional data 
modelling, where data are bound to have complex inter-
dependencies and not be accurately modelled by a single 
multivariate distribution, despite the accurate modelling of 
marginals. To address this shortcoming, the pair-copula 
construction algorithm was proposed in [14] to decompose the 
n-dimensional density function ݂ሺݔଵǡ ǥ ǡ ݔ௡ሻ into a cascade of 
bivariate copulas and marginal density functions. In particular, 
two special types of graphical models, Canonical vines (C-
vines) and D-vines, were introduced in [16]. C-vine and the D-
vine representations for the density function  ݂ሺݔଵǡ ǥ ǡ ݔௗሻ can 
be expressed as follows: 
݂ሺݔଵǡ ǥ ǡ ݔௗሻ ൌ ቌෑ ௞݂ሺݔ௞ሻ
ௗ
௞ୀଵ
ቍሺܥǦݒ݅݊݁ሻ
ൈෑෑ ௝ܿǡ௝ା௜ȁఠ೔ǡೕ ቀܨ௝ȁఠ೔ǡೕ ǡ ܨ௝ା௜ȁఠ೔ǡೕቁ
ௗି௝
௜ୀଵ

ௗିଵ
௝ୀଵ
ሺ͵ሻ 
݂ሺݔଵǡ ǥ ǡ ݔௗሻ ൌ ቌෑ ௞݂ሺݔ௞ሻ
ௗ
௞ୀଵ
ቍሺܦǦݒ݅݊݁ሻ 
ൈෑෑܿ௜ǡ௜ା௝ȁజ೔ǡೕ ቀܨ௜ȁజ೔ǡೕ ǡ ܨ௜ା௝ȁజ೔ǡೕቁሺͶሻ
ௗି௝
௜ୀଵ
ௗିଵ
௝ୀଵ
 
where ߱௜ǡ௝ ൌ ሼͳǡǥ ǡ ݆ െ ͳሽ  and ߭௜ǡ௝ ൌ ሼ݅ ൅ ͳǡǥ ǡ ݅ ൅ ݆ െ ͳሽ . 
Graphically, both of the C-vine and D-vine constructions can 
be represented as a sequence of dependency treesሼ ଵܶǡ ǥ ǡ ௗܶିଵሽ. 
Examples of C-vine and D-vine for ݀ ൌ Ͷ are shown in Fig.3. 
 
Fig.3. Example of C-vine (left panel) and D-vine trees (right panel) for݀ ൌ Ͷ. 
As can be seen above, for both C-vine and D-vine, there is a 
total of  ݀ሺ݀ െ ͳሻȀʹ edges, where d is the number of variables 
being modelled. Each edge corresponds to a pair-copula density 
function fitted to the connected nodes. Each vine should be 
fitted with an appropriate copula family and corresponding 
estimated parameters. There are different criteria that can be 
used to select the best-fitting pair copula such as the Vuong test, 
goodness-of-fit (GOF) test, the Akaike information criterion 
(AIC), and the Bayesian inference criterion (BIC) [17]. As 
shown in [18], the AIC is more reliable than using a GOF test; 
in our modelling approach AIC is selected as the criterion for 
the copula selection procedure. Note that for each family the 
best-fitting parameter must have already been determined via 
Maximum Likelihood Estimation (MLE) method. More details 
about parameters estimation can be found in the literature (e.g. 
[15]). Furthermore, the C-vine approach inherently imposes a 
hierarchy of variables. Because residual errors propagate 
downstream the copula cascade, variables positioned near the 
root node will be more accurately modelled than subsequent 
variables. This creates a potential for synergies with dimension 
reduction techniques that order variables according to their 
variability (e.g. PCA). 
IV. MODEL EVALUATION TECHNIQUES 
In the context of high-dimensional data modelling, another 
problem that constitutes an open research question is 
quantifying the modelling accuracy and determining whether a 
particular data model successfully captures the main 
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characteristics of the data being modelled. As a statistical 
analysis method, two-sample hypothesis tests are designed to 
determine if two samples are drawn from same distributions. In 
order to evaluate the performance of each proposed modelling  
schemes, test statistics of interest can be calculated between the 
historical data and the samples that are generated with different          
combinations of the introduced data mining techniques and vine 
copulas. In this paper, we investigate two types of two-sample 
tests: two-sample Kolmogorov-Smirnov tests and multivariate 
two-sample energy tests, to examine the marginal distributions 
individually as well as the entire multidimensional structure, 
respectively.  
A. Two-sample Kolmogorov-Smirnov Test 
The two-sample Kolmogorov-Smirnov test (two-sample K-
S test) [18] is a popular non-parametric test used to determine 
whether two one-dimensional samples have been drawn from 
the same probability distribution. The two-sample K-S test is 
applied to sets of historical and simulated values (࣭ and መ࣭) of a 
single variable ݔ under the null hypothesis that they are drawn 
from the same marginal distribution. The K-S statistic ܦ௄ௌ is 
given by:  
୏ୗሺ࣭ǡ መ࣭ሻ ൌ 
௫
หܨሺݔሻ െ ܨ෠ሺݔሻหǡሺͷሻ 
where ܨሺݔሻ  and ܨ෠ሺݔሻ  represent the empirical distribution 
functions of the observations in ࣭ and መ࣭. We report the p-value 
associated with this statistic as reported by the Matlab function 
kstest2.  
B. Multivariate Two-sample Energy Test 
Two-sample energy test [19] is a powerful non-parametric 
multivariate two-sample test based on a statistical quantity 
defined as energy to determine whether two multivariate 
samples are from the same distributions. The test statistic ܦா is 
given by: 
ܦா ൌ 
ܰ ൈ ௌܰ
ܰ ൅ ௌܰ
ቌ ʹܰ ൈ ௌܰ
෍෍ฮݖ௜ െ ݖƸ௝ฮ
ேೄ
௝ୀଵ
ே
௜ୀଵ
െ ͳܰଶ෍෍ฮݖ௜ െ ݖ௝ฮ
ே
௝ୀଵ
ே
௜ୀଵ
െ ͳ
ௌܰ
ଶ෍෍ฮݖƸ௜ െ ݖƸ௝ฮ
ேೄ
௝ୀଵ
ேೄ
௜ୀଵ
ቍሺ͸ሻ 
where ý.ý denotes the Euclidean norm. The statistic and its 
p-value are computed using the R package energy. 
V. CASE-STUDY: EVALUATION BASED ON REAL DATA  
In this section, the performance of the proposed composite 
modelling schemes is illustrated with a large library of 
historical load and renewable injection measurements that was 
provided by RTE, the French Transmission System Operator. 
The original library includes 14251 measurements at 15-minute 
intervals over the course of two months, from January to 
February 2012, and spans over 7,000 load buses and 200 wind 
plants. In this paper we focus on a subset; a 100-dimensional 
dataset consisting of 90 demand buses and 10 wind generators 
chosen at random. This dataset was used as the basis for 
comparing between different statistical modelling techniques.  
A. Clustering Validity Assessment
The first step is to compare the performance of the clustering 
techniques via a set of clustering validity indicators. The 
Cluster Dispersion Indicator (CDI) and the Mean Index 
Adequacy (MIA) are indicators that have been presented in 
detail in [20] and used in this research; better clustering quality 
corresponds to lower indicator values. The clustering methods 
examined in this section are K-means, hierarchical clustering 
(average linkage), hierarchical clustering (Ward linkage) and 
GMM. Most of the clustering techniques need a pre-specified 
number of clusters. Fig.4 shows the results of adequacy 
comparisons among the tested clustering techniques by using 
the CDI and MIA validity indicators for clusters counts ܭ
ranging from 2 to 20.  
 
Fig.4. Comparisons among the clustering techniques by using (left) the CDI 
indicator and (right) the MIA indicator 
     As discussed in [20], the optimal number of clusters 
corresponds to the knee of each curve. Fig.4 suggests that 
(ܭ௢௣௧ ൌ ͵) is a good choice for this dataset. Furthermore, the 
hierarchical clustering with the average distance linkage 
criterion exhibits the lowest CDI and MIA criterions values, 
suggesting it is the most suitable clustering technique for the 
examined dataset.  
The next step is to generate a large sample population 
( ௌܰ =50,000) from the historical dataset of 14,251 100-
dimensional observations. Regarding the Dimensionality 
Reduction Moduleˈthe tested methods were PCA and LPP. 
The input parameter of this module is a metric, named 
information retainment (IR), which is the sum of eigenvalues  
of the retained PCs divided by the total eigenvalue sum of the 
non-reduced dataset. This metric was set to 97.5% and the 
average reduced dimensions for each cluster are 56 and 70 for 
PCA and LPP, respectively. In the Vine Copulas Module and 
the Vine Copulas Simulation Module, C- and D-vine copulas 
are implemented with bivariate copula families Gaussian, 
Student-t , Clayton, Frank, Gumbel, as well as their 90 ˚, 180˚ 
and 270˚ rotated versions.  In addition, we examine two 
conventional modelling techniques (implemented without 
clustering): multivariate Gaussian distribution (MGD) and 
multivariate Gaussian copula (MGC). All the methods were 
implemented in MATLAB and run on an Intel Xeon E5-2690 
PC with 8 cores. The CPU times required for modelling and 
sampling for these six methods are shown in Table I. The MGD 
and MGC methods are far less computationally expensive but 
as will be shown later, underperform in terms of modelling 
accuracy. On the other hand, there is little difference between 
the four composite methods; most CPU time is expended in 
pair-copula fitting; 30,800 (20 candidate families across 1540 
pair copulas) copulas have been fit in the case of PCA-based 
methods, while 43800 copulas are fit in the LPP case. Note that 
 
 
the load can be significantly reduced by choosing a lower IR 
value. 
TABLE I. COMPUTATION TIMES FOR DIFFERENT METHODS 
Modelling Methods CPU Times (s) 
Hierarchical(average linkage)+PCA+C-vine 3595.07 
Hierarchical(average linkage)+PCA+D-vine 3602.12 
Hierarchical(average linkage)+LPP+C-vine 4100.23 
Hierarchical(average linkage)+LPP+D-vine 4125.15 
MGD 3.25 
MGC 5.62 
 
B. Visual Comparison
Considering the difficulties in fully visualizing such a high-
dimensional data set, in Fig. 5 we compare historical and 
sampled data generated by the six different methods via the 
scatter plot of a single load variable and a single wind infeed 
variable chosen at random. In Fig.5 (a), the point-cloud of 
historical data is shown to be composed of several obvious sub-
groups of highly non-linear dependence and complex data 
features. The superiority of the proposed composite modelling 
schemes (Fig. 5(b)-(e)), compared to the MGD and MGC 
approaches (Fig.5(f)-(g)), can be observed in their 
reconstructed dependency structures.  Among these schemes, 
the method with LPP performs slightly better than the methods 
with PCA. For the methods with C-vine and D-vine copulas, no 
significant differences can be found by this visual comparison. 
In Fig. 5(f), the MGD method is shown to have severely limited 
modelling capabilities due to the inherent constraints imposed 
on the marginal distributions and dependency structure. Also, 
as shown in Fig. 5(g), the MGC model can not well 
accommodate the signal characteristics as a result of its limited 
type of dependence modelling. 
 
Fig. 5: Scatter plots of historical (a) and data generated using 
Hierarchical(average linkage)+PCA+C-vine (b), Hierarchical (average 
linkage)+PCA+D-vine (c), Hierarchical (average linkage)+LPP+C-vine (d), 
Hierarchical (average linkage)+LPP+D-vine(e), MGD (f – note the different 
range on the axes), and MGC (g) . 
C. Two-sample Kolmogorov-Smirnov Test 
In order to evaluate the performance of each modelling
scheme on the basis of two-sample tests, a resampling method 
is employed to randomly generate comparison samples from the 
historical and simulated datasets. Sets of 100 (historical) and 
200 (simulations) points were drawn at random, and the process 
was repeated 1000 times for each of the 100 variables. In this 
way, the distribution of test results can be obtained to increase 
the effectiveness of our analysis. For the null hypothesis to hold 
true (in this case meaning that historical and sampled data have 
been drawn from the same distribution), the p-values must be 
uniformly distributed. Recall that modelling high-dimensional 
stochastic signal has two main challenges of non-Gaussian 
marginal probability distributions and complex dependence 
structure. In terms of the first issue, the capability of 
reconstructing the original marginal distribution is illustrated in 
Fig. 6 by comparing the marginal distributions of sampled data 
set to the corresponding historical margins, for each modelling 
method, via the two-sample K-S test. Note that the total number 
of the K-S tests performed for all variable pairs is ͳͲହ  (100 
dimensions times 1000 samples).  
  
Fig. 6: Results of the two-sample K-S tests: Number of tests with ݌ ൏ ͲǤͲͷ for 
each method (a) and empirical CDF of test p-values for each method (b). 
As can be seen in Fig. 6 (a), which shows the total number 
of sampled marginal distributions with a K-S p-value of less 
than 0.05, MGC performs best among all the methods because 
there is no information loss arising from the dimensionality 
reduction procedure. However, the proposed modelling 
schemes with PCA, LPP as well as C-  and D-vine copulas 
(Methods 1-4) also exhibit low number of rejections (i.e. 
average about 10% in total tests). Among the proposed 
modelling schemes, the one combined with LPP and D-vine 
copulas has a slightly better performance than the other. In 
contrast, MGD is shown to achieve the worst performance 
(nearly 75% cases with ݌ ൏ ͲǤͲͷ), reflecting the non-normal 
margins of the original stochastic variables. The same pattern 
can be observed from the ECDFs of p-values of the K-S tests, 
as shown in Fig. 6 (b). The marginal modelling capability of the 
examined composite modelling approaches is similar to the 
MGC model, which does not suffer from information reduction, 
while the traditional MGD is held back by the imposed 
Gaussian marginals. The p-values of the two-sample K-S tests 
are almost perfectly uniformly distributed when the historical 
dataset is compared to itself (i.e. training dataset). 
D. Multivariate Two-sample Energy Test 
In this section, the results of multivariate two-sample 
energy tests are used to examine how the original dependency 
structure and marginal distributions are captured across 
different methods. The null hypothesis under investigation is 
whether historical and sampled data have been drawn from the 
same multivariate distribution.  As before, 1000 random 
datasets have been generated and the distribution of p-values is 
computed in each case. A total of 1000 energy tests are carried 
out for each method. For the null hypothesis to hold, the p-
 
 
values should be uniformly distributed, essentially indicating 
that the two datasets being compared are statistically 
indistinguishable. 
As expected, the composite modelling schemes exhibit 
considerably more powerful ability to capture the original 
dependence patterns when compared to MGC and MGD. From 
Fig. 7 (a) and (b), it can be observed that the results of 
composite modelling schemes show higher average p-values, 
and the distributions of their p-values are much closer to a 
uniform distribution.  The test results of the schemes with C- 
and D-vine copulas do not exhibit a big difference when 
combined with PCA. However, the combination of  LPP and D-
vine copulas results in the best performance overall. Although 
intuitively one would expect the variable ordering emerging 
from dimensionality reduction to synergize with the 
hierarchical structure of the C-vine, this is not the case. We 
suspect this is caused by two factors: 1) because high-variance 
variables are prioritized and detecting a well-fitting copula 
becomes a very challenging task; 2) model inaccuracies due to 
ill-fitting pair copulas are propagated throughout the vine 
structure. In contrast, the increase in modelling accuracy 
suggests that the D-vine may be a more robust to ill-fitting pair 
copulas and error propagation. 
 
Fig. 7: Results of the multivariate two-sample energy test: boxplot of test p-
values for each method (a), ECDF plot of test p-values for each method (b). 
VI. CONCLUSIONS 
The main contribution of the present paper is an in-depth 
evaluation of potential synergies between these different 
components with the aim to identify well-performing 
composite modelling approaches. Among varieties of data 
mining techniques and vine copulas types, we choose the 
unsupervised clustering techniques: k-means, hierarchical 
clustering and GMM, the dimensionality reduction techniques: 
PCA and LPP as well as C-vine, D-vine copulas. Before 
assessing combinations of the above techniques, clustering 
validation indicators CDI and MIA are used to determine the 
optimal number of clusters and the optimal clustering method. 
On the basis of a 100-dimensional measurement dataset from 
the French transmission system, the calculation of these 
indicators for each clustering method shows that the most 
appropriate clustering technique is the hierarchical clustering 
with average linkage. To evaluate the performance of the 
proposed composite modelling schemes with different 
combinations of the aforementioned techniques, visual 
comparisons, two-sample K-S tests, and multivariate two-
sample tests are performed to test the reconstructed marginal 
distributions and dependency patterns of the sampled 
measurements. The results of the comparisons suggest the use 
of a modelling scheme that combines hierarchical clustering 
(average linkage), LPP, and D-vine copulas. Also, the results 
show that the performance of the proposed modelling schemes 
mostly depends on the choice of dimensionality reduction 
techniques. Overall, the composite modelling approach with 
LPP performs better than with PCA; in addition, D-vine copulas 
are more suitable for modelling the high-dimensional 
dependence encountered in the examined dataset.   
Further research will focus on applying the proposed 
modelling approach to a broad range of problems that involve 
decision-making under high-dimensional uncertainty and 
require the generation of large populations of system states. 
Such problems include stability analysis around a population of 
anticipated operating points as well as the application of 
machine learning techniques to train stability predictors. There 
is also benefit in carrying out further tests on larger datasets 
spanning thousands of variables, as in large-area power systems.  
In terms of the model evaluation, additional metrics (e.g. [21]) 
could be considered to further assess the quality of the 
dependency modelling. 
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