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Abstract
We study analytic properties of height zeta functions of equivariant
compactifications of the Heisenberg group.
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Introduction
Let G = G3 be the three-dimensional Heisenberg group:
G = {g = g(x, z, y) =

 1 x z0 1 y
0 0 1

}.
Let X be a projective equivariant compactification of G (for example X =
P3). Thus X is a projective algebraic variety over Q, equipped with a (left)
1
action of G (and containing G as a dense Zariski open subset). Such vari-
eties can be constructed as follows: consider a Q-rational algebraic repre-
sentation ρ : G → PGLn+1 and take X ⊂ Pn to be the Zariski closure of
an orbit (with trivial stabilizer). This closure need not be smooth (or even
normal). Applying G-equivariant resolution of singularities and passing to a
desingularization, we may assume that X is smooth and that the boundary
D = X \ G consists of geometrically irreducible components D = ∪α∈ADα,
intersecting transversally. In this paper, we will always assume that X is a
bi-equivariant compactification, that is, X carries a left and right G-action,
extending the left and right action of G on itself. Equivalently, X is an
equivariant compactification of the homogeneous space G×G/G.
Let L be a very ample line bundle on X . It defines an embedding of
X into some projective space Pn. Let L = (L, ‖ · ‖A) be a (smooth adelic)
metrization of L and
HL : X(Q)→ R>0
the associated (exponential) height. Concretely, fix a basis {fj}j=0,...,n in the
vector space of global sections of L and put
HL(x) :=
∏
p
max
j
(|fj(x)|p) · (
n∑
j=0
fj(x)
2)1/2.
We are interested in the asymptotics of
N(B) = N(L, B) := {γ ∈ G(Q) |HL(γ) ≤ B}
as B →∞.
The main result of this paper is the determination of the asymptotic
behavior of N(B) for arbitrary bi-equivariant compactifications X of G and
arbitrary projective embeddings.
To describe this asymptotic behavior it is necessary to introduce some
geometric notions. Denote by Pic(X) the Picard group of X . For smooth
equivariant compactifications of unipotent groups, Pic(X) is freely generated
by the classes of Dα (with α ∈ A). We will use these classes as a basis. In
this basis, the (closed) cone of effective divisors Λeff(X) ⊂ Pic(X)R consists
of classes
[L] = (lα) =
∑
α∈A
lα[Dα] ∈ Pic(X)R,
2
with lα ≥ 0 for all α. Let L = (L, ‖ · ‖A) be a metrized line bundle on X
such that its class [L] is contained in the interior of Λeff(X). Conjecturally, at
least for varieties with sufficiently positive anticanonical class, asymptotics of
rational points of bounded height are related to the location of (the class of) L
in Pic(X) with respect to the anticanonical class [−KX ] = κ = (κα) and the
cone Λeff(X) (see [10], [20] and [4]). In the special case of G-compactifications
X as above and [L] = (lα), define:
• a(L) := inf{a | a[L] + [KX ] ∈ Λeff(X)} = maxα(κα/lα);
• b(L) := #{α | κα = a(L)lα};
• C(L) := {α | κα 6= a(L)lα};
• c(L) :=∏α/∈C(L) l−1α .
Let
Z(s,L) :=
∑
γ∈G(Q)
HL(γ)
−s,
be the height zeta function (the series converges a priori to a holomorphic
function for ample L and ℜ(s) ≫ 0). The Tauberian theorems relate the
asymptotics of N(L, B) to analytic properties of Z(s,L).
Theorem 1 Let X be a smooth projective bi-equivariant compactification of
the Heisenberg group G and L = (L, ‖ · ‖A) a line bundle (equipped with a
smooth adelic metrization) such that its class [L] ∈ Pic(X) is contained in
the interior of the cone of effective divisors Λeff(X). Then
Z(s,L) = c(L)τ(L)
(s− a(L))b(L) +
h(s)
(s− a(L))b(L)−1 ,
where h(s) is a holomorphic function (for ℜ(s) > a(L)− ǫ, some ǫ > 0) and
τ(L) is a positive real number. Consequently,
N(L, B) ∼ c(L)τ(L)
a(L)(b(L) − 1)!B
a(L) log(B)b(L)−1
as B →∞.
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Remark 0.1 The constant τ(−KX) is the Tamagawa number associated to
the metrization of the anticanonical line bundle (see [20]). For arbitrary
polarizations τ(L) has been defined in [4].
The paper is structured as follows: in Section 1 we describe the relevant
geometric invariants of equivariant compactifications of unipotent groups. In
Section 2 we introduce the height pairing
H =
∏
p
Hp ·H∞ : Pic(X)C ×G(A)→ C,
between the complexified Picard group and the adelic points of G, general-
izing the usual height, and the height zeta function
Z(s, g) :=
∑
γ∈G(Q)
H(s, γg)−1. (1)
By the projectivity of X , the series converges to a function which is contin-
uous and bounded in g and holomorphic in s, for ℜ(s) contained in some
(shifted) cone Λ ⊂ Pic(X)R. Our goal is to obtain a meromorphic con-
tinuation of Z(s, g) to the tube domain T over an open neighborhood of
[−KX ] = κ ∈ Pic(X)R and to identify the poles.
The bi-equivariance of X implies that H is invariant under the action
on both sides of a compact open subgroup K of the finite adeles G(Afin).
Moreover, H∞ is smooth. We observe that
Z ∈ L2(G(Q)\G(A))K.
Next, we have, for ℜ(s) contained in some shifted cone in Pic(X)R, an identity
in L2(G(Q)\G(A)) (Fourier expansion):
Z(s, g) =
∑
̺
Z̺(s, g), (2)
where the sum is over all irreducible unitary representations (̺,H̺) of G(A)
occuring in the right regular representation of G(A) in L2(G(Q)\G(A)) and
having K-fixed vectors. We recall the relevant results from representation
theory in Section 3.
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We will establish the above identity as an identity of continuous functions
by analyzing the individual terms on the right. Thus we need to use the (well-
known) theory of irreducible unitary representations of the Heisenberg group.
We will see that for L = −KX the pole of highest order of the height zeta
function is supplied by the trivial representation. This need not be the case
for other line bundles. Depending on the geometry of X , it can happen that
infinitely many non-trivial representations contribute to the leading pole of
Z(s,L). In such cases the coefficient at the pole of highest order is an infinite
(convergent) sum of Euler products.
To analyze the contributions in (2) from the various representations, we
need to compute local height integrals. For example, for the trivial represen-
tation, we need to compute the integral∫
G(Qp)
Hp(s, gp)
−1dgp
for almost all p (see Section 4). This has been done in [6] for equivariant
compactifications of additive groupsGna ; the same approach applies here. We
regard the height integrals as geometric versions of Igusa’s integrals. They
are closely related to “motivic” integrals of Batyrev, Kontsevich, Denef and
Loeser (see [14], [9] and [18]).
The above integral is in fact equal to:
p− dim(X)
(∑
A⊆A
#D0A(Fp)
∏
α∈A
p− 1
psα−κα+1 − 1
)
, (3)
where
D∅ := G, DA := ∩α∈ADα, D0A := DA \ ∪A′)ADA′,
and Fp is the finite field Z/pZ. The resulting Euler product has a pole of
order rk Pic(X) at s = κ and also the expected leading coefficient at this
pole.
The bi-K-invariance of the height insures us that the trivial representation
is “isolated” (c.f. especially Proposition 4.9). Using “motivic” integration
as above, we prove that each of the terms on the right side in (2) admits a
5
meromorphic continuation. We will identify the poles of Z̺ for non-trivial
representations: for s ∈ T they are contained in the real hyperplanes sα = κα
and the order of the pole at s = κ is strictly smaller than rk Pic(X). Finally,
it will suffice to prove the convergence of the series (2), for s in the appropriate
domain. This is done in Section 4.
This paper is part of a program initiated in [10] to relate asymptotics
of rational points of bounded height to geometric invariants. It continues
the work of Chambert-Loir and the second author on compactifications of
additive groups [6]. Many statements are direct generalizations from that
paper. In this paper we explore the interplay between the theory of infinite-
dimensional representations of adelic groups and the theory of height zeta
functions of algebraic varieties. The main theorem holds for bi-equivariant
compactifications of arbitrary unipotent groups. We decided to explain in
detail, in a somewhat expository fashion, our approach in the simplest pos-
sible case of the Heisenberg group over Q and to postpone the treatment
of the general case to a subsequent publication. We have also included the
example of P3 in which most of the technicalities are absent.
Acknowledgements. The second author was partially supported by the
NSA, NSF and the Clay Foundation.
1 Geometry
Notation 1.1 Let X be a smooth projective algebraic variety. We denote
by Pic(X) the Picard group, by Λeff(X) the (closed) cone of effective divisors
and by KX the canonical class of X . If X admits an action by a group G,
we write PicG(X) for the group of (classes of) G-linearized line bundles on
X .
Definition 1.2 Let X be a smooth projective algebraic variety. Assume
that Λeff(X) is a finitely generated polyhedral cone. Let L be a line bundle
such that its class [L] is contained in the interior of Λeff(X). Define
a(L) = inf{a | a[L] + [KX ] ∈ Λeff(X)}
and b(L) as the codimension of the face of Λeff(X) containing a(L)[L]+[KX ].
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Notation 1.3 Let G be a linear algebraic group over a number field F . An
algebraic variety X (over F ) will be called a good compactification of G if:
• X is smooth and projective;
• X contains G as a dense Zariski open subset and the action of G on
itself (by left translations) extends to X ;
• the boundary X \G is a union of smooth geometrically irreducible divi-
sors intersecting transversally (a divisor with strict normal crossings).
Remark 1.4 Equivariant resolution of singularities (over a field of charac-
teristic zero) implies that for any equivariant compactification X there ex-
ists an equivariant desingularization (a composition of equivariant blowups)
ρ : X˜ → X such that X˜ is a good compactification. By the functoriality of
heights, the counting problem for a metrized line bundle L on X can then
be transferred to a counting problem for ρ∗(L) on X˜. Thus it suffices to
prove Theorem 1 for good compactifications (the answer, of course, does not
depend on the chosen desingularization).
Proposition 1.5 Let X be a good compactification of a unipotent algebraic
group G. Let D := X \ G be the boundary and {Dα}α∈A the set of its
irreducible components. Then:
• PicG(X)Q = Pic(X)Q;
• Pic(X) is freely generated by the classes [Dα];
• Λeff(X) = ⊕αR≥0[Dα];
• [−KX ] =
∑
α κα[Dα] with κα ≥ 2 for all α ∈ A.
Proof. Analogous to the proofs in Section 2 of [12]. In particular, it suffices
to assume that X carries only a one-sided action of G. 
Notation 1.6 Introduce coordinates on Pic(X) using the basis {Dα}α∈A: a
vector s = (sα) corresponds to
∑
α sαDα.
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Corollary 1.7 The divisor of every non-constant function f ∈ F [G] can be
written as
div(f) = E(f)−
∑
α
dα(f)Dα,
where E(f) is the unique irreducible component of {f = 0} in G and dα(f) ≥
0 for all α. Moreover, there is at least one α ∈ A such that dα(f) > 0.
2 Height zeta function
Notation 2.1 For a number field F , we denote by Val(F ) the set of all places
of F , by S∞ the set of archimedean and by Sfin the set of non-archimedean
places. For any finite set S of places containing S∞, we denote by oS the ring
of S-integers. We denote by A (resp. Afin) the ring of adeles (resp. finite
adeles).
Definition 2.2 Let X be a smooth projective algebraic variety over a num-
ber field F . A smooth adelic metrization of a line bundle L on X is a family
‖ · ‖A of v-adic norms ‖ · ‖v on L⊗F Fv, for all v ∈ Val(F ), such that:
• for v ∈ S∞ the norm ‖ · ‖v is C∞;
• for v ∈ Sfin, the norm of every local section of L is locally constant in
the v-adic topology;
• there exist a finite set S ⊂ Val(F ), a flat projective scheme (an integral
model) X over Spec(oS) with generic fiberX together with a line bundle
L on X , such that for all v /∈ S, the v-adic metric is given by the integral
model.
Proposition 2.3 Let G be a unipotent algebraic group defined over a number
field F and X a good bi-equivariant compactification of G. Then there exists
a height pairing
H =
∏
v∈Val(F )
Hv : Pic(X)C ×G(A)→ C
such that:
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• for all [L] ∈ Pic(X), the restriction of H to [L] × G(F ) is a height
corresponding to some smooth adelic metrization of L;
• the pairing is exponential in the Pic(X) component:
Hv(s+ s
′, g) = Hv(s, g)Hv(s
′, g),
for all s, s′ ∈ Pic(X)C, all g ∈ G(A) and all v ∈ Val(F );
• there exists a compact open subgroup (depending on H)
K = K(H) =
∏
v
Kv ⊂ G(Afin)
such that, for all v ∈ Sfin, one has Hv(s, kgk′) = Hv(s, g) for all s ∈
Pic(X)C, k, k
′ ∈ Kv and g ∈ G(Fv).
Proof. For G = Gna the Proposition is proved in [6], Lemma 3.2. The same
proof applies to any unipotent group. 
Notation 2.4 For δ ∈ R, we denote by Tδ ⊂ Pic(X)C the tube domain
ℜ(sα)− κα > δ (for all α ∈ A).
Definition 2.5 The height zeta function on Pic(X)C ×G(A) is defined as
Z(s, g) =
∑
γ∈G(F )
H(s, γg)−1.
Proposition 2.6 There exists a δ > 0 such that, for all s ∈ Tδ and all g ∈
G(A), the series defining the height zeta function Z(s, g) converges normally
(for g and s contained in compacts in G(A), resp. Tδ) to a function which
is holomorphic in s and continuous in g.
Proof. The proof is essentially analogous to the proof of Proposition 4.5 in
[6] (and follows from the projectivity of X). 
Corollary 2.7 For s ∈ Tδ, one has an identity in L2(G(F )\G(A)), as above:
Z(s, g) =
∑
̺
Z̺(s, g). (4)
The sum is over all irreducible unitary representations ̺ of G(A) occuring
L
2(G(F )\G(A)) and having a K-fixed vector (cf. Proposition 3.2).
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3 Representations
3.1
From now on, for the sake of simplicity, we suppose F = Q. Denote by Z =
Ga the one-dimensional center and by G
ab = G/Z = G2a the abelianization
of G. Let U ⊂ G be the subgroup
U := {u ∈ G | u = (0, z, y)}
and
W := {w ∈ G |w = (x, 0, 0)}.
We have G = W · U = U · W. We may assume that the compact open
subgroup
K =
∏
p
Kp ⊂ G(Afin)
of Proposition 2.3 is given by
K =
∏
p/∈SH
G(Zp) ·
∏
p∈SH
G(pnpZp), (5)
where SH is a finite set of primes and the np are positive integers. We denote
by Kab,KZ etc. the corresponding compact subgroups of the (finite) adeles
of Gab,Z,U,W, respectively, and put
n(K) =
∏
p∈SH
pnp.
We denote by dg =
∏
p dgp · dg∞ the Haar measure on G(A), where we have
set dgp = dxpdypdzp with the normalization
∫
Zp
dxp = 1 etc. (similarly at the
real place). We write dup = dzpdyp (resp. du∞, du) for the Haar measure on
U(Qp) (resp. U(R), U(A)). We let dkp be the Haar measure on Kp obtained
by restriction of dgp to Kp. Further, our normalization of measures implies
that
∫
Kp
dkp = 1. As usual, a choice of a measure on the local (or global)
points of G and of a subgroup H ⊂ G determines a unique measure on the
local (resp. global) points of the homogeneous space G/H.
Lemma 3.1 One has:
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• G(Zp) = (G(Zp) ∩ U(Qp)) · (G(Zp) ∩W(Qp));
• U(Qp) ·W(Zp) is a subgroup of G(Qp);
• G(A) = G(Q) ·G(R) ·K;
• there exists a subgroup Γ ⊂ G(Z) (of finite index) such that
G(Q)\G(A)/K = Γ\G(R);
• the quotient Γ\G(R) is compact.
These statements are well-known and easily verified.
We now recall the well-known representation theory of the Heisenberg
group in an adele setting ([13]). Denote by ̺ the right regular representation
of G(A) on the Hilbert space
H := L2(G(Q)\G(A)).
Consider the action of the compact group Z(A)/Z(Q) on H (recall that
Z = Ga). By the Peter-Weyl theorem, we obtain a decomposition
H = ⊕Hψ
and corresponding representations (̺ψ,Hψ) of G(A). Here
Hψ := {ϕ ∈ H | ̺(z)(ϕ)(g) = ψ(z)ϕ(g)}
and ψ runs over the set of (unitary) characters of Z(A) which are trivial on
Z(Q). For non-trivial ψ, the corresponding representation (̺ψ,Hψ) of G(A)
is non-trivial, irreducible and unitary. On the other hand, when ψ is the
trivial character, the corresponding representation ̺0 decomposes further as
a direct sum of one-dimensional representations ̺η:
H0 = ⊕ηHη.
Here η runs once over all (unitary) characters of the group Gab(Q)\Gab(A). It
is convenient to consider η as a function on G(A), trivial on the Z(A)-cosets.
Precisely, let ψ1 =
∏
p ψ1,p · ψ1,∞ be the Tate-character (which has exponent
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zero at each finite prime, see [27] and [28]). For a = (a1, a2) ∈ A⊕A, consider
the corresponding linear form on
Gab(A) = A⊕ A
given by
g(x, z, y) 7→ a1x+ a2y
and denote by η = ηa (a = (a1, a2)) the corresponding adelic character
η : g(x, z, y)) 7→ ψ1(a1x+ a2y)
of G(A). For a ∈ A, we will denote by ψa the adelic character of Z(A) given
by
z 7→ ψ1(az).
As in Section 2, the starting point of our analysis of the height zeta
function is the spectral decomposition of H. A more detailed version of
Corollary 2.7 is the following Proposition.
Proposition 3.2 There exists a δ > 0 such that, for all s ∈ Tδ, one has an
identity of L2-functions
Z(s, g) = Z0(s, g) + Z1(s, g) + Z2(s, g), (6)
where
Z0(s, id) =
∫
G(A)
H(s, g)−1dg, (7)
Z1(s, g) =
∑
η
η(g) · Z(s, η), (8)
and
Z2(s, g) =
∑
ψ
∑
ωψ
ωψ(g) · Z(s, ωψ). (9)
Here we have set
Z(s, η) := 〈Z(s, ·), η〉 =
∫
G(A)
H(s, g)−1η(g)dg,
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Z(s, ωψ) := 〈Z(s, g), ωψ〉 =
∫
G(Q)\G(A)
Z(s, g)ωψ(g)dg =
=
∫
G(A)
H(s, g)−1ωψ(g)dg,
η ranges over all non-trivial characters of
Gab(Q) ·Kab\Gab(A),
ψ ranges over all non-trivial characters of
Z(Q) ·KZ\Z(A),
and ωψ ranges over a fixed orthonormal basis of HKψ (for each ψ).
In particular, for η = ηa and ψ = ψa occuring in this decomposition, we
have
a1, a2, a ∈ 1
n(K)
Z.
Proof. We use the (right) K-invariance of the height for the last statement
(for η). For ψ see also Lemma 3.8 as well as Proposition 2.6. 
Remark 3.3 The desired meromorphic properties of Z0 and Z1 have, in
fact, already been established in [6]. The height integrals are computed as in
the abelian case and the convergence of the series Z1 is proved in the same
way as in [6]. In particular, (8) is an identity of continuous functions. The
novelty here is the treatment of Z2.
We now proceed to describe the various standard models of infinite-
dimensional representations of the Heisenberg group.
3.2
Locally: Let ψ = ψp (resp. ψ = ψ∞) be a local non-trivial character of Qp
(resp. R). Extend ψ to U(Qp) by setting
ψ((0, z, y)) = ψ(z).
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The one-dimensional representation of U(Qp) thus obtained induces a rep-
resentation πψ = πψ,p of G(Qp). The representation πψ acts on the Hilbert
space of measurable functions
φ : G(Qp)→ C
which satisfy the conditions:
• φ(ug) = ψ(u)φ(g) for all u ∈ U(Qp) and g ∈ G(Qp);
• ‖φ‖2 := ∫
U(Qp)\G(Qp)
|φ(g)|2dg <∞.
The action is given by
πψ(g
′)φ(g) = φ(gg′), g′ ∈ G(Qp).
On the other hand, we have a representation π′ψ = π
′
ψ,p (the oscillator
representation) on
L
2(W(Qp)) = L
2(Qp),
where the action of G(Qp) on a function ϕ ∈ L2(Qp) is given by
π′ψ(g(x
′, 0, 0))ϕ(x) = ϕ(x+ x′) (10)
π′ψ(g(0, 0, y))ϕ(x) = ψ(y · x)ϕ(x)
π′ψ(g(0, z, 0))ϕ(x) = ψ(z)ϕ(x).
It is easy to see that the representations πψ and π
′
ψ are unitarily equiva-
lent. We will identify the unitary representations πψ and π
′
ψ in what follows.
Globally: In the adelic situation, to each non-trivial character ψ of Z(A)
we can associate a representation πψ of G(A), where πψ = ⊗pπψ,p⊗πψ,∞ and
the action on L2(U(A)\G(A)) = L2(A), is given by the formulas (10) (with
ψp replaced by ψ). The representations πψ and ̺ψ are equivalent irreducible
unitary representations of G(A). We will recall the explicit intertwining map
between πψ and ̺ψ (c.f. Lemma 3.8).
We also recall that the space S(A) ⊂ L2(A) of Schwartz-Bruhat functions
coincides with the space of smooth vectors of πψ (for the real place, see the
Appendix in [7]) and note that L2(Qp)
Kp = S(Qp)Kp.
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For a character ψ(z) = ψ∞(z) = e
2πiaz (with a 6= 0) consider the following
operators on the subspace of Schwartz functions S(R) ⊂ L2(R):
d+ψϕ(x) =
d
dx
ϕ(x)
d−ψϕ(x) = 2πiaxϕ(x)
∆ψ = (d
+
ψ )
2 + (d−ψ )
2.
We have
∆ψϕ(x) = ϕ
′′(x)− (2πax)2ϕ(x)
(harmonic oscillator). The eigenvalues of ∆ψ are given by
λψn = −2π(2n + 1)|a|
(with n = 0, 1, 2, ...). They have multiplicity one. Denote by hψn(x) the n-th
Hermite polynomial:
hψ0 (x) = 1
hψ1 (x) = 4π|a|x
hψ2 (x) = −4π|a|(1− 4π|a|x2)
and, in general,
dn
dxn
e−2π|a|x
2
= (−1)nhψn(x)e−2π|a|x
2
.
The (essentially unique) eigenfunction ϕψn corresponding to λ
ψ
n is given by
ϕψn := cne
−π|a|x2hψn(x).
Here we choose the constants cn, so that the L
2-norm of ϕψn is 1.
Lemma 3.4 The set B∞(π′ψ) := {ϕψn} is a complete orthonormal basis of
L
2(R).
Proof. For details see, for example, [5], Chapter 13, or [8]. 
15
3.3
Notation 3.5 For η = ηa with a = (a1, a2) and a1, a2 ∈ 1n(K)Z, denote by Sη
the set of primes p dividing either n(K)a1 or n(K)a2. Similarly, for ψ = ψa
with a ∈ 1
n(K)
Z, denote by Sψ the set of primes dividing n(K)a.
Lemma 3.6 Let ψ = ψa be a non-trivial character of Z(Q)\Z(A) and ̺ψ =
⊗p̺ψ,p ⊗ ̺ψ,∞ the corresponding infinite-dimensional automorphic represen-
tation. Suppose ̺ψ contains a K-fixed vector (for K as in (5)). Then:
• a ∈ 1
n(K)
Z (for n(K) =
∏
p∈SH
pnp);
• dim ̺Kpψ,p = 1 for p /∈ Sψ;
• dim ̺Kpψ,p = |n(K)2a|−1p for p ∈ Sψ, provided pnp · n(K) ∈ Zp.
Proof. We need only use the explicit form of the representation πψ,p given
in (10). Suppose first that πψ,p has a non-zero Kp-fixed vector ϕ. Taking
z ∈ pnp · Zp, we get
ψp(p
npr) = ψ1,p(ap
npr) = 1
for all r ∈ Zp. Since the exponent of ψ1,p is zero, we have
a · pnp ∈ Zp,
from which the first assertion follows.
Let us assume then that pnp · n(K) ∈ Zp. Then the space of Kp-fixed
vectors ϕ in L2(Qp) is precisely the set of ϕ satisfying
1. ϕ(u+ pnpr1) = ϕ(u);
2. ϕ(u) = ψ(pnpr2u)ϕ(u)
for all r1, r2 ∈ Zp, u ∈ Qp. The first identity implies that ϕ is a continuous
function and the second that Supp(ϕ) ⊂ a−1p−np · Zp. The second and the
third assertions of the Lemma follow at once. 
Notation 3.7 Let Vψ,p be the space of the induced representation of πψ,p.
Denote by V ∞ψ,p the space of smooth vectors in Vψ,p. Thus V
∞
ψ,p is the set of
all ν ∈ Vψ,p fixed by some open compact subgroup of G(Qp). Note that V ∞ψ,p
is stable under the action of G(Qp). Note also that in the explicit realization
of πψ,p given in (10), L
2(Qp)
∞ = S(Qp) (see the proof of Lemma 3.6).
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For ϕ ∈ S(A) define the theta-distribution
Θ(ϕ) :=
∑
x∈Q
ϕ(x).
Clearly, Θ is a G(Q)-invariant linear functional on S(A). This gives a map
jψ : S(A) → L2(G(Q)\G(A))
jψ(ϕ)(g) = Θ(πψ(g)ϕ).
Lemma 3.8 The map jψ extends to an isometry
jψ : L
2(A)
∼−→ Hψ ⊂ L2(G(Q)\G(A)),
intertwining πψ and ̺ψ. Moreover,
jψ : L
2(A)K
∼−→ HKψ .
Let us recall the definition of a restricted algebraic tensor product: for all
primes p, let Vp be a (pre-unitary) representation space for G(Qp). Let (ep)p
be a family of vectors ep ∈ Vp, defined for all primes p outside a finite set S0.
Suppose that, for almost all p, ep is fixed by Kp. We will also assume that
the norm of ep is equal to 1. Let S be a finite set of primes containing S0.
A pure tensor is a vector, ν = νS ⊗ eS, where eS = ⊗p/∈Sep and νS is a pure
tensor in the finite tensor product ⊗p∈SVp. The restricted algebraic tensor
product V = ⊗pVp is generated by finite linear combinations of pure tensors
(see [16] for more details).
Example 3.9 Consider the representation πψ of G(A) on the Schwartz-
Bruhat space S(Afin) = ⊗pS(Qp) and the corresponding representation πψp
of G(Qp) on S(Qp). In this case, for all primes p /∈ Sψ, ep is unique (up to
scalars) and may be taken to be the characteristic function of Zp. We have
jψ(S(Afin)⊗ S(R)) = Hsmoothψ (by [7]).
We now fix an orthonormal basis Bfin(πψ) for the space S(Afin)K as follows.
We let Bfin(πψ) = ⊗pBp(πψp), where, for p ∈ S0 = S = Sψ, Bp(πψp) is any
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fixed orthonormal basis for S(Qp)Kp and, for p /∈ S, Bp(πψp) = ep. Thus any
ϕ ∈ Bfin(πψ) has the form
ϕ = ϕS ⊗ eS,
with eS = ⊗p∈Sep, as above. We have then the following Lemma:
Lemma 3.10 The set
B(̺ψ) := jψ(Bfin(πψ)⊗ B∞(πψ))
is a complete orthonormal basis of HKψ . The number of elements ω ∈ B(̺ψ)
(c.f. Lemma 3.6) with given eigenvalue λψn is |n(K)2a| if a ∈ 1n(K)Z (and zero
otherwise).
Definition 3.11 Suppose p /∈ Sψ. The normalized spherical function fp on
G(Qp) is defined by
fp(gp) := 〈πψp(gp)ep, ep〉.
Here 〈·, ·〉 is the standard inner product on L2(Qp).
Lemma 3.12 (Factorization) For ω ∈ B(̺ψ) and S = Sψ ∪{∞}, we have
an identity ∫
KS
ω(kSg)dkS =
∏
p/∈S
fp(gp) · ω(gS).
Here KS =
∏
p/∈Sψ
Kp, g = g
S ·gS, with gS (resp. gS) in G(AS) (resp. G(AS)).
Proof. Define a linear form µ on V = S(A) by setting
µ(ϕ) :=
∫
KS
j(ϕ)(kS)dkS,
(where ϕ ∈ S(A)). Set
V S := ⊗p/∈SS(Qp)
and
VS := ⊗p∈SψS(Qp)⊗ S(R),
so that V = VS ⊗ V S. Then from Lemma 3.6 we have, for ϕS ∈ V S, with
πSψ = ⊗p/∈Sπψ,p, an equality of the form∫
KS
πSψ(k
S)ϕSdkS = νS(ϕS) · eS
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for a unique linear form νS on V S. Note that νS(ϕS) = 〈ϕS, eS〉, for ϕS ∈ V S.
Now we have, for ϕ of the form ϕ = ϕS ⊗ ϕS, with ϕS ∈ VS and ϕS ∈ V S,
µ(ϕS ⊗ πSψ(kS)ϕS) = µ(ϕS ⊗ ϕS),
from which it follows at once that
µ(ϕS ⊗ ϕS) = µS(ϕS) · νS(ϕS),
for some linear form µS on VS. From this we obtain in turn, for ϕ = ϕS⊗ eS ,
the identity∫
KS
j(ϕ)(kSg)dkS = µ(πψ(g)ϕ)
= µS(πψ,S(gS)ϕS) · νS(πSψ(gS)eS)
= µS(πψ,S(gS)ϕS) ·
∏
p/∈S fp(gp)
for g ∈ G(A). Here πψ,S = ⊗p∈Sπψ,p. Taking ω = j(ϕ), with ϕ = ϕS ⊗
eS, ϕS ∈ VS as above, we arrive next at the equality∫
KS
ω(kSg)dkS = ω′(gS) ·
∏
p/∈S
fp(gp),
for some function ω′ on G(AS). Finally, if g = gS ∈ G(AS), we obtain from
the last expression
ω′(gS) =
∫
KS
ω(kSgS)dk
S =
∫
KS
ω(gSk
S)dkS = ω(gS),
since, in fact, ω is K-invariant on the right. This completes the proof of the
Lemma. 
Corollary 3.13 Let ψ = ψa be as above (with a ∈ Q×) and ̺ψ the associated
irreducible unitary automorphic representation of G(A). Suppose that ̺ψ has
a K-fixed vector. Then, for S = Sψ ∪ {∞}, all ω ∈ B(̺ψ), all primes p /∈ Sψ
and all (integrable) functions H on G(A) such that
Hp(kpgp) = Hp(gpkp) = Hp(gp),
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for all kp ∈ Kp and gp ∈ G(Qp), one has∫
G(A)
H(g)ω(g)dg =
∏
p/∈S
∫
G(Qp)
Hp(gp)fp(gp)dgp ·
∫
G(AS)
H(gS)ωS(gS)dgS,
(11)
where ωS is the restriction of ω to G(AS).
Lemma 3.14 For all ψ and all p /∈ Sψ one has, for Hp as above,∫
G(Qp)
Hp(gp)fp(gp)dgp =
∫
U(Qp)
Hp(up)ψp(up)dup.
Proof. Suppose p /∈ Sψ. Let χp be the characteristic function of Kp. Define
a function ψ˜p on G(Qp) by setting
ψ˜p(gp) :=
∫
U(Qp)
χp(upgp)ψp(up)dup
(with gp ∈ G(Qp)). Clearly, ψ˜p belongs to the space Vψ,p of the induced
representation πψ,p; moreover, ψ˜p is Kp-invariant (on the right).
Next we have, with our normalization of Haar measures,
ψ˜p(gp) = ψp(up)
provided gp = upkp, with up ∈ U(Qp), kp ∈ Kp, and zero otherwise. In
particular,
|ψ˜p(gp)|2 =
∫
U(Qp)
χp(upgp)dup,
from which it follows that
‖ψ˜p‖2 =
∫
U(Qp)\G(Qp)
|ψ˜p(gp)|2d∗gp =
∫
G(Qp)
χp(gp)dgp =
∫
Kp
dgp = 1.
(Here d∗gp is normalized so that dgp = dupd
∗gp as in Section 3.1.) Next, for
ν ∈ V ∞ψ,p, we have, with πp = πψ,p,∫
Kp
πp(kp)νdkp = µ(ν)ψ˜p,
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for a unique linear form µ on V ∞ψ,p. Note that µ(ν) = 〈ν, ψ˜p〉. We have then,
using ψ˜p(e) = 1,
fp(gp) = 〈πp(gp)ψ˜p, ψ˜p〉 =
∫
Kp
ψ˜p(kpgp)dkp.
To complete the proof, we note first, from the left Kp-invariance of Hp, that∫
G(Qp)
Hp(gp)fp(gp)dgp =
∫
G(Qp)
Hp(gp)ψ˜p(gp)dgp.
In turn, the last integral is
=
∫
U(Qp)
ψp(up)
∫
G(Qp)
Hp(gp)χp(upgp)dgp
=
∫
U(Qp)
ψp(up)
∫
G(Qp)
Hp(upgp)χp(gp)dgp
=
∫
U(Qp)
Hp(up)ψp(up)dup,
the last equality from the right Kp-invariance of Hp.

4 Euler Products
In this section we show that each summand in the L2-expansion of the height
zeta function in Proposition 3.2 is regularized by an explicit Euler product.
First we record the integrability of local heights:
Lemma 4.1 For all compacts K ⊂ T−1 and all primes p, there exists a
constant cp(K) such that, for all s ∈ K, one has:∫
G(Qp)
|Hp(s, gp)−1|dgp ≤ cp(K).
Moreover, for all ∂ in the universal enveloping algebra U(g) of G and all
compacts K ⊂ T−1, there exists a constant c(K, ∂) such that, for all s ∈ K,∫
G(R)
|∂H∞(s, g∞)−1|dg∞ ≤ c(K, ∂).
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Proof. This is Lemma 8.2 and Proposition 8.4 of [6]. 
Notation 4.2 Denote by SX the set of all primes such that one of the fol-
lowing holds:
• p is 2 or 3;
• Kp 6= G(Zp);
• over Zp, the union ∪αDα is not a union of smooth relative divisors with
strict normal crossings.
Remark 4.3 For all p /∈ SX , the height Hp is invariant with respect to the
right and left G(Zp)-action.
Proposition 4.4 For all primes p /∈ SX and all s ∈ T−1, one has∫
G(Qp)
H(s, gp)
−1dgp = p
−3
(∑
A⊆A
#D0A(Fp)
∏
α∈A
p− 1
psα−κα+1 − 1
)
,
where X = ⊔D0A is the stratification of X by locally closed subvarieties as in
the Introduction and Fp = Z/pZ is the finite field with p elements.
Proof. This is Theorem 9.1 in [6]. The proof proceeds as follows: for p /∈ SX
there is a good model X of X over Zp: all boundary components Dα (and
G) are defined over Zp and form a strict normal crossing divisor. We can
consider the reduction map
red : X(Qp) = X(Zp)→ X(Fp) = ⊔A⊂AD0A(Fp).
The main observation is that, in a neighborhood of the preimage in X(Qp) of
the point x˜v ⊂ D0A(Fp), one can introduce local p-adic analytic coordinates
{xα}α=1,...,n such that
Hp(s, g) =
∏
α∈A
|xα|sαp .
Now it suffices to keep track of the change of the measure dgp:
dgp =
∏
α/∈A
dxα ·
∏
α∈A
|xα|kαp dxα,
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where dxα are standard Haar measures on Qp. The integrals obtained are
elementary:∫
red−1(x˜p)
Hp(s, gp)
−1dgp =
∏
α/∈A
∫
pZp
dxα ·
∏
α∈A
∫
pZp
p−(sα−kα)vp(xα)dxα
(where vp(x) = logp(|x|p) is the ordinal of x at p). Summing over all
x˜p ∈ X(Fp), we obtain the proof (see [6] for more details.) 
Corollary 4.5 For all primes p one has the identity∫
G(Qp)
Hp(s, gp)
−1dgp =
∏
α∈A
ζp(sα − κα + 1) · f0,p(s),
where f0,p(s) is a holomorphic function in T−1+ǫ. Moreover, there exist a
δ > 0 and a function f0(s, g) which is holomorphic in T−δ and continuous in
g ∈ G(A), such that
Z0(s, g) = f0(s, g) ·
∏
α∈A
ζ(sα − κα + 1);
moreover,
lim
s→κ
Z0(s, e) ·
∏
α∈A
(sα − κα) = τ(KX) 6= 0,
where τ(KX) is the Tamagawa number defined in [20].
Proof. Apply Corollary 9.6 in [6]. 
Notation 4.6 Let a = (a1, a2) ∈ Q2 and let fa be the Q-rational linear form
(x, y) 7→ a1x+ a2y.
The linear form fa defines an adelic character η = ηa of G(A):
η(g(x, z, y)) = ψ1(a1x+ a2y),
where again ψ1 is the Tate-character of A/Q. Write
div(η) = E(η)−
∑
α∈A
dα(η)Dα
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for the divisor of the function fa on the compactification X (by Corollary 1.7,
dα ≥ 0 for all α ∈ A and dα > 0 for at least one α ∈ A). Denote by
A0(η) = {α | dα(η) = 0}.
Let V ⊂ X be the induced equivariant compactification of U ⊂ G.
Assumption 4.7 From now on we will assume that the boundary V \U is a
strict normal crossing divisor whose components are obtained by intersecting
the boundary components of X with V :
V \ U = ∪α∈AVDVα = ∪α∈ADα ∩ V,
(with AV ⊆ A).
Remark 4.8 The general case can be reduced to this situation by (equiv-
ariant) resolution of singularities.
By Lemma 7.3 of [6], we have
−KV =
∑
α∈AV
κVαD
V
α ,
with κVα ≤ κα (for all α) and equality holding for α in a proper subset of A.
Denote by fa the Q-rational linear form on the center Z of G
z 7→ a · z.
The linear form fa defines an adelic character ψ = ψa of U(A)/U(Q):
ψa(g(0, z, y)) = ψ1(az).
Write
div(ψ) = E(ψ)−
∑
α∈AV
dα(ψ)Dα
for the divisor of the function fa on V and denote by
A0(ψ) = {α | dα(ψ) = 0}.
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We note that both A0(η) and A0(ψ) are proper subsets of A. A pre-
cise formulation of the statement that the trivial representation of G(A) is
“isolated” in the automorphic spectrum is the following Proposition.
Proposition 4.9 Let η = ηa and ψ = ψa be the non-trivial adelic characters
occuring in Proposition 3.2 (a1, a2, a ∈ 1n(K)Z). For any ǫ > 0 there exist a
constant c(ǫ) and holomorphic bounded functions φη(a, ·), ϕψ(a, ·) on T−1/2+ǫ
such that, for any s ∈ T0, one has
∏
p/∈Sη
∫
G(Qp)
Hp(s, gp)
−1ηp(gp)dgp = φη(a, s)
∏
α∈A0(η)
ζSη(sα − κα + 1);
∏
p/∈Sψ
∫
U(Qp)
Hp(s, up)
−1ψp(up)dup = ϕψ(a, s)
∏
α∈A0(ψ)
ζSψ(sα − κα + 1),
where ζS(s) =
∏
p/∈S(1 − p−s)−1 is the incomplete Riemann zeta function.
Moreover,
|φη(a, s)| ≤ c(ǫ),
|ϕψ(a, s)| ≤ c(ǫ).
Proof. The integrals can be computed as in Proposition 4.4. They are regu-
larized by the indicated products of (partial) zeta functions. The remaining
Euler products are expressions involving the number of Fp-points for bound-
ary strata (and their intersections with div(η), resp. div(ψ)). In particular,
they are uniformly bounded on compacts in T−1/2+ǫ. For details we refer to
[6], Proposition 5.5 (which follows from Proposition 10.2 in loc. cit.). 
Corollary 4.10 In particular, each term in the sums Z1(s, g) and Z2(s, g)
has a meromorphic continuation to the domain T−1/2.
Lemma 4.11 For any ǫ > 0 and any compact K in T−1/2+ǫ, there exist
constants c(K) and n′ = n′(K) > 0, such that
|∏p∈Sη ∫G(Qp)Hp(s, gp)−1dgp| ≤ c(K) · (1 + ‖a‖)n′
|∏p∈Sψ ∫G(Qp)Hp(s, gp)−1dgp| ≤ c(K) · (1 + |a|)n′
for all s ∈ K.
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Proof. For p ∈ SX we use the bound from Lemma 4.1. For p ∈ Sη \SX (resp.
Sψ \SX) we apply Proposition 4.4: there is a constant c > 0 (depending only
on X and K) such that
|
∫
G(Qp)
Hp(s, gp)
−1dgp| ≤ (1 + c√
p
)
for all p. Using the bound ∏
p|b
(1 +
c√
p
) ≤ |b|n′,
(for b = a · n(K) and some n′ = n′(K) > 0) we conclude the proof. 
Proposition 4.12 For any n > 0 and any compact K ⊂ T−1/2+ǫ, there exists
a constant c(K, n) such that, for any s ∈ K, and any a = (a1, a2) and a as
above, one has the estimates
| ∫
G(R)
H∞(s, g∞)
−1η∞(g∞)dg∞| ≤ c(K, n)(1 + ‖a‖)−n,
| ∫
G(AS)
HS(s, gS)
−1ωS(gS)dgS| ≤ c(K, n)(1 + |λ|)−n(1 + |a|)n′ ,
where n′ = n′(K) is the bound from Lemma 4.11, S = Sψ ∪ {∞}, λ = λ(ω)
is the eigenvalue of ωS ∈ BS(̺ψ) (with respect to the elliptic operator ∆).
Proof. We use Lemma 4.1 and integration by parts. For η we apply the
operator ∂ = ∂2x+∂
2
y (as in [6]) and for ψ the elliptic operator ∆ = ∂
2
x+∂
2
y+∂
2
z
(and use the eigenfunction property of ωS, or, what amounts to the same, of
ω ∈ B(̺ψ)). More precisely, the second integral is majorized by
|λ|−m · |
∫
G(AS )
∆mHS(s, gS)
−1dgS| · sup
gS∈G(AS )
|ωS(gS)|.
Using the class number one property
G(A) = G(Q) ·G(R) ·K
and the invariance of ω under G(Q) and K, we obtain the estimates
sup
gS∈G(AS)
|ωS(gS)| ≤ sup
g∈G(A)
|ω(g)| = sup
g∈Γ\G(R)
|ω∞(g)|. (12)
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Further we have
sup
g∈Γ\G(R)
|ω∞(g)| ≪ |λ|m′ · ‖ω‖L2(Γ\G(R)) = |λ|m′ · ‖ω‖L2(G(Q)\G(A)) = |λ|m′
(13)
for some constant m′ (see [11], [23], p. 22, and [25] for the comparison be-
tween the L2 and the L∞ norms of an eigenfunction of an elliptic operator
on a compact manifold and other applications of this inequality). The rest
of the proof follows at once from Lemma 4.1 and Lemma 4.11. (Notice that
the implied constants, including m′, in the above inequalities depend only on
the choice of K.) 
Before continuing to the proof of the main theorem, we discuss the indi-
vidual inner products
Z(s, η) = 〈Z(s, ·), η〉,
Z(s, ωψ) = 〈Z(s, ·), ωψ〉.
Let us first set
ζη(s) =
∏
α∈A0(η)
ζ(sα − κα + 1),
ζψ(s) =
∏
α∈A0(ψ)
ζ(sα − κα + 1).
We have then the following Corollary.
Corollary 4.13 The functions
ζη(s)
−1 · Z(s, η)
and
ζψ(s)
−1 · Z(s, ωψ),
initially defined for s ∈ Tδ (c.f. 2.4), have an analytic continuation to the
domain T−1/2+ǫ (for all ǫ > 0).
Proof. We will consider the function ζψ(s)
−1 · Z(s, ωψ) and leave the first
case to the reader. We start by observing that, for s ∈ Tδ, we have∫
G(A)
|H(s, g)|−1dg <∞ (14)
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(this follows from Proposition 2.6 together with the compactness of G(Q)\G(A)).
Consequently,
Z(s, ωψ) =
∫
G(A)
H(s, g)−1ωψ(g)dg,
again for s ∈ Tδ. Using the left-K, and in particular, the left KS-invariance
of H , we have, for s ∈ Tδ,
Z(s, ωψ) =
∫
G(A)
H(s, g)−1
∫
KS
ωψ(kSg)dkSdg.
Then, from Lemma 3.12 (factorization), we have (with s in the same domain),
Z(s, ωψ) =
∫
G(AS )
H(s, gS)
−1ωψ(gS)dgS ·
∫
G(AS)
H(s, gS)−1fS(gS)dgS, (15)
where we have set
fS(gS) :=
∏
p/∈S
fp(gp)
(recall that S = Sψ ∪ {∞}). Both integrals above are convergent for s ∈ Tδ
by (14). By Lemma 4.1, the first integral on the right in (15) is absolutely
convergent for s ∈ T−1. Next it follows from Proposition 4.9 that the second
integral above actually converges for s ∈ T0. Moreover, we have for that
integral the product expression∏
p/∈Sψ
∫
G(Qp)
Hp(s, gp)
−1fp(gp)dgp.
As we have noted in Proposition 4.9, the infinite product is convergent to
a holomorphic function, for s ∈ T0. Further, we then have for this infinite
product the expression
ϕψ(a, s) ·
∏
α∈A0(ψ)
∏
p∈Sψ
ζ(sα − κα + 1) · ζψ(s),
for s ∈ T0. It follows, again from Proposition 4.9, that
ζψ(s)
−1 · Z(s, ωψ)
can be continued holomorphically to the domain T−1/2+ǫ. (Note that we have
used the meromorphic continuation of ζ(s) to ℜ(s) > 1/2 + ǫ.) 
Moreover, we have the following Lemma:
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Lemma 4.14 For any ǫ, n > 0 and any compact K ⊂ T−1/2+ǫ, there is a
constant c(K, n) and an integer n′ > 0 such that, for any s ∈ K and a as
above (ψ = ψa), we have
|ζψ(s)−1 · Z(s, ωψ)| ≤ c(K, n)(1 + ‖λ|)−n(1 + |a|)n′.
Proof. We have from the preceeding (proof of Corollary 4.13)
ζψ(s)
−1 · Z(s, ωψ) =
ϕψ(a, s) ·
∫
G(AS)
H(s, gS)
−1ω(gS)dgS ·
∏
α∈A0(ψ)
∏
p∈Sψ
ζp(sα − κα + 1),
for s ∈ T−1/2+ǫ. Our conclusion follows from Proposition 4.9 and Proposi-
tion 4.12 and, for example, the elementary inequality
∏
p|b
(1 +
1√
p
) ≤ ·|b|n′
applied to b = an(K) (for some n′ > 0, independent of a). 
Theorem 4.15 The height zeta function Z(s) is holomorphic for s ∈ T0.
Moreover, ∏
α∈A
(sα − κα) · Z(s)
admits a holomorphic continuation to T−δ (for some δ > 0) and
lim
s→κ
∏
α∈A
(sα − κα) · Z(s) = τ(KX).
Proof. Set
z(s) :=
∏
α∈A
(sα − κα).
We prove first that both series∑
η 6=1
z(s) · Z(s, η) · η(g) (16)
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and ∑
ψ 6=1
∑
ωψ∈B(̺ψ)
z(s) · Z(s, ωψ) · ωψ(g) (17)
are normally convergent for s in a compact subset of T−1/2+ǫ and g in a
compact subset of G(A). We note that, by Proposition 4.12, the products
z(s)Z(s, η) and z(s)Z(s, ωψ)
are defined for s ∈ T−1/2+ǫ. We will prove our assertion for the second series;
the proof for the first is entirely similar.
We have a map from the set of non-trivial characters {ψ} of A/Q to the
set of subsets of A given by
ψ 7→ A0(ψ).
It suffices to prove our assertion for each subseries ZA of Z2 corresponding
to ψ with A0(ψ) = A (for A ⊂ A). From Lemma 4.14 we have a uniform
majoration (for real s)
z(s) · Z(s, ωψ)≪ z(s) · ζψ(s) · (1 + |λ|)−n · (1 + |a|)n′.
By definition, the function ζψ is the same for all for ψ occuring in ZA. It
remains then to prove the assertion for the series∑
ψ
∑
ωψ∈B(̺ψ)
|λ|−n+m′|a|n′ , (18)
where we have used the estimates (12) and (13) (and the sum is over all
characters ψ occuring in ZA). We recall that λ = λ(ωψ) is the ∆-eigenvalue
of ωψ and ψ = ψa. We also recall (Lemma 3.10) that (with S = Sψ)
ωψ = j(ϕS ⊗ eS ⊗ ϕψn),
for n = 0, 1, 2, ..., where ϕS varies over an orthonormal basis of S(AS)KS .
Thus our series (18) is bounded from above by∑
a∈Z,a6=0
∑
n
|λn|−n|a|n′+1 · n(K)2
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(see Lemma 3.6). Our claim now follows upon remarking that
λn = (−2π(n+ 1)|a| − 4π2a2).
At this point we may conclude that the series (16) and (18) converge as
stated. It now follows that, for s ∈ Tδ.
Z(s, g) = Z0(s, g) + Z1(s, g) + Z2(s, g),
as an equality of continuous functions on G(A). In particular, we have
z(s)Z(s) = z(s)(Z0(s, id) + Z1(s, id) + Z2(s, id)), (19)
again for s ∈ Tδ. Finally, we obtain, from (19), Corollary 4.5 and the pre-
ceding, the meromorphic continuation of Z(s) to the domain T−1/2+ǫ.
Further, since for non-trivial ψ the set A0(ψ) is a proper subset of A, we
also see that the function
z(s)(Z1(s, id) + Z2(s, id))
vanishes for s = κ. Thus we have finally
z(s)Z(s, id)|s=κ = z(s)Z0(s, id)|s=κ.
Applying Corollary 4.5 we conclude the proof. 
Remark 4.16 Theorem 4.15 implies that for each L in the interior of Λeff(X)
the (one-parameter) height zeta function Z(s,L) is holomorphic for ℜ(s) >
a(L) and admits a meromorphic continuation to ℜ(s) > a(L) − ǫ (for some
ǫ > 0) with an isolated pole at s = a(L) of order at most b(L). The proof that
the order is exactly b(L) and that the leading coefficient of Z(s,L) at this
pole is c(L) · τ(L) is analogous to the proof of the corresponding statement
for height zeta functions of equivariant compactifications of additive groups
(see Section 7 in [6]).
31
5 Example: P3
A standard bi-equivariant compactification of the Heisenberg group G is the
3-dimensional projective space X = P3. The boundary D = X \G consists of
a single irreducible divisor (the hyperplane section). The class of this divisor
generates the Picard group Pic(X). The anticanonical class −[KX ] = 4[D]
and the cone of effective divisors Λeff(X) = R≥0[D]. The height pairing is
given by
H(s, g) :=
∏
p
Hp(s, gp) ·H∞(s, g∞), (20)
where g ∈ G(A),
Hp(s, gp) = max{1, |x|p, |y|p, |z|p}s (21)
and
H∞(s, g∞) = (1 + x
2 + y2 + z2)s/2. (22)
The heights Hp are invariant with respect to the action of G(Zp) (on both
sides). We are interested in the analytic properties of the height zeta function
Z(s, g) =
∑
γ=(x,z,y)∈Q3
H(s, γg)−1. (23)
As above, we consider the Fourier expansion of Z(s, g). Each term in this
expansion will be regularized by an explicit Euler product of height integrals.
We need to compute these height integrals at good primes and estimate them
at bad primes and at the real place.
Lemma 5.1 For ℜ(s) > 4, one has∫
G(Afin)
H(s, g)−1dg =
ζ(s− 3)
ζ(s)
.
Lemma 5.2 For ℜ(s) > 3 and all p /∈ Sη, one has∫
G(Qp)
Hp(s, gp)
−1η
a
(gp)dgp = ζ
−1
p (s).
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Proof. Both Lemmas may be proved by direct computation using the defini-
tion of Hp in (21). 
Lemma 5.3 For ℜ(s) > 3, all ψ = ψa and all p /∈ Sψ, one has∫
G(Qp)
Hp(s, gp)
−1fp(gp)dgp =
∫
U(Qp)
Hp(s, up)
−1ψa(up)dup = ζ
−1
p (s),
(where fp is the local normalized spherical function).
Proof. Direct computation. Note that the second integral is similar to the
integral in Lemma 5.2 for the variety P2 ⊂ P3 (the induced equivariant com-
pactification of U). 
Lemma 5.4 For all ǫ > 0, n > 0 and all compacts K in the domain ℜ(s) >
3 + ǫ, there exists a constant c(n,K) such that, for all s ∈ K and all η = ηa
(with a ∈ Z2), the finite product
|
∏
p∈Sη
∫
G(Qp)
Hp(s, gp)
−1η(gp)dgp
∫
G(R)
H∞(s, g∞)
−1η(g∞)dg∞|
is bounded by
c(n,K)(1 + |a1|+ |a2|)−n.
Proof. We replace η by 1, Hp(s, gp) by Hp(ℜ(s), g) and obtain
|
∫
G(Qp)
Hp(s, gp)
−1dgp| ≤ 1
1− p−ǫ .
For a ∈ Z, we have ∏
p|a
(1 + p−ǫ) ≤ (1 + |a|)n′
(for some positive integer n′). Using the definition of H∞:
|
∫
R3
(1 + x2 + y2 + z2)−s/2e−2πi(a1x+a2y)dxdydz| < c(n,K)(1 + |a1|+ |a2|)−n
for all n (this is an easy consequence of integration by parts). 
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Lemma 5.5 For all ǫ > 0, n > 0 and all compacts K in the domain ℜ(s) >
3+ ǫ, there exists a constant c(n,K) such that, for all s ∈ K, all ψ = ψa (with
a ∈ Z, a 6= 0), S = Sψ ∪ {∞} and all ωS ∈ BS(̺ψ), the expression
|
∫
G(AS)
H(s, gS)
−1ωS(gS)dgS|
is bounded by
c(K, n)|an|−n,
(where the real component of j−1ψ (ωS) is equal to cnϕ
ψ
n , cf. Lemma 3.10).
Proof. Let λ be the ∆-eigenvalue of ω. Here
∆ = ∂2x + ∂
2
y + ∂
2
z
is an elliptic differential operator on G(Z)\G(R) and ∂x (resp. ∂y, ∂z) is
the invariant vector field corresponding to g(x, 0, 0) (resp. g(0, 0, y) and
g(0, z, 0)). On each subspace
HKψ ⊂ L2(G(Q)\G(A))K = L2(G(Z)\G(R)),
we have
∂zω = (2πia)ω
(here we used the πψ realization). It follows that
∂2zω = −4π2a2 · ω,
and
∆ω = (λψn − 4π2a2)ω,
where λψn = −2π(2n + 1)|a| is the ∆ψ-eigenvalue of ϕψn , the real component
of j−1ψ (ωS).
After these preparations we can assume that s is real. Using repeated
integration by parts, we find the following estimate for the above integral:
λ−n · ‖ω‖L∞ ·
∏
p|a
∫
G(Qp)
Hp(s, gp)
−1dgp ·
∫
R3
∆n(1 + x2 + y2 + z2)−s/2dxdydz.
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Here we have again used the estimates (12) and (13). Continuing, we estimate
the finite product of p-adic integrals as in the proof of Lemma 5.4. Finally,
we find from Lemma 4.1 that the integral∫
R3
∆n(1 + x2 + y2 + z2)−s/2dxdydz
is convergent for s ∈ K and further is bounded on the same region. 
Proposition 5.6 The height zeta function Z(s) defined in Equation (23)
• is holomorphic for ℜ(s) > 4;
• admits a meromorphic continuation to ℜ(s) > 3 + ǫ (for any ǫ > 0)
and
• has a simple pole in this domain at s = 4 with residue
ζ(4)−1
∫
R3
(1 + x2 + y2 + z2)−2dxdydz =
π2
ζ(4)
.
Proof. Using the estimates of Lemma 5.5, and (12) and (13), we see, as in
the proof of Theorem4.15, that the series for Z2(s, g) in Proposition 3.2 is
normally convergent for s in a compact set K of ℜ(s) > 3 and for g ∈ G(A).
It now follows (as in the proof of Theorem 4.15) that, for ℜ(s) > 4,
Z(s, g) = Z0(s, g) + Z1(s, g) + Z2(s, g),
as an equality of continuous functions on G(A). In particular,
Z(s, id) = Z0(s, id) + Z1(s, id) + Z2(s, id), (24)
again for ℜ(s) > 4. We obtain then, as in the proof of Theorem 4.15, the
meromorphic continuation of Z(s) to ℜ(s) > 3 + ǫ (see esp. Lemma 5.1 for
Z0). Finally,
(s− 4)Z(s)|s=4 = (s− 4)Z0(s, id)|s=4 = π
2
ζ(4)
.

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