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Le travail de recherche présenté dans ce mémoire concerne La génération d'une 
nouvelle classe de codes dénommés codes doublement orthogonaux. Ceux ci utilisés 
pour fiabiliser les transmissions de données ont été introduits il y a quelques années. 
Ils sont en Fait la pièce maîtresse d'un nouveau système de codage et de décodage qui 
représente une évolution importante du principe turbo traditionnel. Pour des per- 
formances voisines a celles du plus efficace des codeurs et décodeurs turbo actuels, ce 
système ne requiert qu'une bien moindre implémentation matérielle réduisant ainsi 
son coîit de fabrication. Cette amélioration obtenue au prix de la suppression d'un 
dément essentiel de la structure du codage turbo (l'entrelaceur) reporte toute la 
complexité du système dans les spécificités des codes à utiliser. La double orthogo- 
milité qui est la condition à satisfaire par ces codes peut être vue mathématiquement 
cornnie une estension du problème des règles de Colomb à un ordre supérieur. Ainsi, 
le champ d'applications de certaines parties de cette étude va au delà du seul do- 
niaine des télécommunications. 
Notre but a donc été de générer de tels codes doublement orthogonaux de la 
manière la plus rapide et la plus efficace possible. La longueur du code (%pann) qui 
clétermine la latence du système et le niveau de mémoire requis est un facteur des 
plus influents. On se doute en effet de l'importance de ces deux paramètres dans 
le cadre des communications mobiles. Nous nous sommes ainsi attachés à obtenir 
pour cette grandeur une valeur la plus réduite possible. 
La première partie de l'étude qui fut essentiellement théorique nous a per- 
mis. en nous basant sur les travaux antérieurs de bien définir les caractéristiques 
mathématiques que devait vérifier cette classe de codes. .-\ partir de là des pro- 
priétés remarquables de ces codes ont été établies et démontrées ainsi que cer- 
taines définitions complétées. Cette analyse a permis de différencier deux sortes de 
codes doublement orthogonaux, ceux au sens strict et ceux au sens large. Leurs 
caractéristiques différentes nous ont conduit à effectuer deux études distinctes tout 
en observant un cheminement similaire. 
La phase de génération qui est celle qui fut abordée en premier nous donna 
l'occasion de revenir sur les méthodes précédemment employées dans le but de les 
améliorer et également d'en présenter de nouvelles basées pour les plus intéressantes 
sur l'application d'un critère aléatoire. Ce type de méthodes originales se démarque 
des solutions précédemment envisagées qui faisaient appel à de solides théories 
algébriques. Les différentes valeurs générées furent une première base de comparai- 
sons et de tests. Pour compléter cette étape, une phase de réduction a ensuite été 
implémentée pour tenter de minimiser la longueur des codes obtenus. la suite de 
l'aiialyse théorique de différentes stratégies, de nouvelles solutions algorithmiques 
ont étf adoptées et implémentées. La conjugaison des deux phases a conduit à des 
résultats intéressants. 
Les comparaisons effectuées avec pour base les méthodes de génération et de 
réduction précédemment connues Font apparaître des gains importants au niveau 
de la vitesse d'exécution, de la simplicité d'implémentation et de l'efficacité. Les 
longueurs maximales des codes générés ont été considérablement réduites avec un 
facteur de gain supérieur à 60 dans certains cas. Il a même été possible de s'atta- 
quer à des codes doublement orthogonaux au sens strict de taux relativement élevé 
( 2  &), codes qui n'avaient pu être générés par le passé. 
Dans chaque cas, des simulations ont été réalisées pour vérifier la validité des 
codes générés et le niveau de performance atteint. Celles-ci nous ont permis de ti- 
rer des conclusions importantes et des faits remarquables quant à la distinction des 
viii 
deux types différents de codes présentés. Des travaux complémentaires au niveau 
de la longueur minimale théoriquement atteignable et du temps de réduction mis 
en jeu ont également été abordés. 
Les bons résultats obtenus ne doivent cependant pas faire oublier qu'une théorie 
satisfaisante n'a pu être établie de manière exacte et que rien ne nous permet à 
ce jour d'être sûr d'atteindre des codes aux longueurs minimales. Cependant les 
améliorations importantes introduites permettent d'élargir Ie champ d'applications 
du nouveau système de codage. En réduisant de manière importante les longueurs 
des codes utilisés, l'on diminue dans les mêmes proportions la latence du système 
et le niveau de mémoire nécessaire. 
ABSTRACT 
This study concerns the search and determination of a new classe of codes called 
Convolutional Self Doubly Orthogonal Codes. These codes may be advantageously 
utilised for a novel codingJdecoding technique recently introduced as an anieliora- 
tion of Turbo Codes encoding. 
Turbo codes present the advantage of remarkable error performances. Since their 
introduction in 1993. they have been the object of intense theoretical and practical 
investigations. Nevertheless the material structure remains complex with the use of 
at least two encoders/decoders and two interleavers. The presence of the interlea- 
vers and the high number of iterations required to achieve very good performances 
produce an in herent Iatency unsuitable For some "real- t ime" applications. Moreover 
the dccoding procedure suffers from a substantial complexity. 
The arnelioration which circumvents both the decoding complexity and inter- 
leaver reqriirernents of the usual Turbo Codes is based on new orthogonal threshold 
decodable convolutional codes and a rnodified threshold ciecoder which is used itera- 
tively. It employs a single encoder only, a single decoder and no interleaver. Such 
an approach requires using threshold decodable codes which must exhibit further 
orthogonal properties than the well known orthogonal codes discovered in 1963. 
Our work has been to determinate and generate these codes. 
The first stage was a theorical study By analysing publications on this subject, 
we determined the definition and the characteristics of these codes. We made the 
distinction between the orthogonality in the wide and in the strict sense. We were 
then able to isolate and demonstrate some remarkable properties that were used to 
implement several methods of generation. CVe introduce some original concepts of 
generation by using pseudo random constructive methods. 
Since the code constraint length correspond to the latency of each decoding 
iteration, an important parameter in the code searching, is the minimisation of the 
code constraint length for a given error correcting capability. We were then interes- 
ted in finding the code with the minimal length for a number of generators given. 
Once the generation is accomplished, improvement on the code length is attempted 
by using reduction met hods that exploit the specifities of double orthogonality. 
To complete this work, we analyzed the computation time required and the limi- 
tations of our algorihms. The error performances of our codes have been simulated 
using the novel iterat ive decoding algorithm. 
The code generation method and its ensuing reduction procedure has yielded 
good novel convohtional self dou bly orthogonal codes rvi t hou t requiring an exces- 
sive compu tation tirne. The length difference between the codes previously gene- 
ratcd and the ones \se obtained demonstrates clearly the substantial advantages of 
otir novel generation/reduction procedures. 
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CHAPITFW 1 
INTRODUCTION 
L'atmosphère dans laquelle nous évoluons est balayée par des ondes, les routes 
que nous empruntons sont irriguées de câbles souterrains en cuivre o u  de fibres 
optiques. Le réseau de télécommunications est omniprésent, mais demeure le plus 
souvent invisible. Pourtant cette technologie influence notre façon de travailler, de 
nous divertir, bref de vivre. Qui aurait pu croire lorsque M. Bell fit la démonstration 
de son téléphone que les télécommunications connaîtraient un tel essor. L'évolution 
rapide de ces dernières années est à mettre principalement sur le compte de l'intro- 
duction de l'informatique. La puissance et la rapidité de calcul ont en effet ouvert 
la voie à de nouvelles applications et ont permis la gestion de systèmes de plus 
en plus importants. Parmi les développements les plus remarquables, on notera le 
réseau Internet qui était encore quasiment méconnu il y a cinq ans à peine et dont 
Ic trafic double à présent tous les trois mois et la téléphonie celliilaire dont le taux 
de pénétration ne cesse de croître. Difficile, voire impossible, dans ces conditions 
de prévoir les développements futurs. On peut juste signaler à plus ou moins court 
terme la fusion attendue des services Internet aux unités mobiles et la généralisation 
des réseaus câblés à large bande. Les communications par satellite pour systèmes 
mobiles n'ont quant à elles pour l'instant pas le succès escompté. Cette technologie 
se heurte à de nombreux problèmes avec particulièrement d'énormes coûts de mise 
en œuvre. 
Le développement des télécommunications ne se fait pas sans difficultés et plus 
que tout, aujourd'hui, ce sont les problèmes de réalisations matérielles qui freinent 
l'expansion de ces technologies. Tous les outils pour réaliser des systèmes de commu- 
nicat ion fiables, rapides et accessibles à tous ne sont pas encore tout à fait maîtrisés. 
Le domaine du codage est un point essentiel d'une chaîne de transmission. En 
codant l'information avant sa transmission cet te technique permet de détecter et 
dans certains cas de corriger les erreurs ou de remédier aux pertes survenues lors 
du transport des données. C'est en ce sens un gage de fiabilité de la transmission. 
En contrepartie le temps et le matériel ainsi que la largeur de bande mis en jeu 
pour parvenir a un bon niveau de performances peut s'avérer préjudiciable dans le 
cadre de nombreuses applications. Ce dernier point justifie les diverses recherches 
entreprises dans ce domaine. 
Le système de codage le plus performant à l'heure actuelle est dénommé "CO- 
dage turbo". II n'a cessé depuis son introduction en 1993 d'évoluer et de s'améliorer. 
Cependant la qualité des performances atteintes est obtenue au prix d'une certaine 
complexité matérielle et d'un délai important généré lors de l'étape de décodage. 
Ces deux faits sont en réalité deux limitations importantes restreignant le champ 
d'applications de ce système. à celles-ci s'ajoute un coût de réalisation relativement 
élevé dû à une complexité matérielle plus importante que celle d'autres systèmes. 
Cependant, le niveau de performances atteint est tel que malgré ses inconvénients, 
cc type de codage fait partie de la norme des prochains systèmes cellulaires CDMA 
à large bande. 
Une évolut.ion différente des améliorations qui avaient été jusque là envisagées 
pour ce système fut proposée par Messieurs François Gagnon et David Haccoun 
en 1997. Leur approche du problème était relativement radicale dans le sens où en 
supprimant une partie matérielle essentielle du principe turbo (l'entrelaceur) tout 
en conservant un niveau de performances voisin, ils réduisaient de façon importante 
la complexité et le délai du système. On entrevoit immédiatement les avantages que 
l'on pourrait tirer d'une telle amélioration qui arrive peu a peu à maturité. 
L'idée introduite pour obtenir ce résultat consistait à reporter la complexité 
matérielle s u  niveau des codes utilisés. Ces derniers doivent donc disposer de pro- 
priétés relativement complexes pour espérer compenser les modifications matérielles 
adoptées. Après avoir défini et établi sous forme théorique le type de codes re- 
cherchés (dénommés "codes doublement orthogonaux" ) , les premières simulations 
furent implémentées. Les résultats obtenus apparurent très encourageants. Il sub- 
sistait cependant certaines limitations. 
Un des principaux défauts que l'on pouvait reprocher à ce système était l'utilisa- 
tion d'un ensemble de générateurs de longueur de contrainte élevée. Cette derniére 
grandeur qui conditionne la latence et le niveau de mémoire nécessaire au décodage 
est d'une grande importance et il y a tout intérêt à l'optimiser pour minimiser les 
besoins matériels et le délai d'attente de transmission. 
Le cadre de notre étude s'inscrit dans la complémentarité des travaux précédem- 
merit réalisés sur ce nouveau type de codage. Plus particulièrement, nous nous 
somnies concentrés sur la détermination des codes nécessaires au bon fonctionne- 
ment de ce système. Nous avons essayé d'obtenir c e w  disposant d'une longueur 
minimale en mettant en oeuvre diverses méthodes de génération et de réduction. 
Ce mémoire est structuré comme suit : 
Le chapitre 2 comprend une description de la discipline du codage. Un bref his- 
torique y est prtsenté avant de s'attarder sur les deux grands types de codage. Le 
cas des codes turbo est ensuite exposé plus en détail en termes de fonctionnement 
et de propriétés. 
Le chapitre 3 décrit l'évolution importante introduite par M. Gagnon et M. 
Haccoun. Le concept de double orthogonalité est présenté a u  cours de ce chapitre 
avec un bref retour sur celui de simple orthogonalité. Certaines caractéristiques et 
propriétés remarquables des codes recherchés y sont présentées et démontrées. 
Le chapitre 4 regroupe les différents travaux qui ont été menés à bien pour 
étudier le cas des codes doublement orthogonaux au sens large de taux b. Il se 
divise en plusieurs parties avec dans un premier temps l'exposé de méthodes de 
génération. Une étude de la longueur minimale est ensuite présentée avant d'in- 
t roduire les différentes techniques de réduction utilisées. Les résultats ainsi que les 
sirnulations réalisées sont commentés avant de conclure. 
Le chapitre 5 reprend en partie le cheminement choisi au chapitre -4 pour étudier 
le cas des codes doublement orthogonaux de taux & au sens strict. Seule l'analyse 
de la longueur minimale n'est pas reprise et une brève définition de ce type de code 
et de ses caractéristiques y est ajoutée. 
Le chapitre 6 concerne l'étude des codes en blocs doublement orthogonaux. Là 
encore. il sera présenté l'étape de génération et de réduction après avoir établi cer- 
taines équivalences et certaines propriétés de cette classe de codes. 
Le chapitre 7 conclut l'étude réalisée. Il contient également les points qu'il serait 
intéressant de poursuivre et d'approfondir dans le cadre d'un travail futur. 
Les contributions apportées par ce travail de recherche sont les suivantes : 
1. Apports théoriques aux niveaux des propriétés des codes doublement ortho- 
gonaux : 
- simplification de la condition de double orthogonali té, 
- équivalence différences - sommes, 
- dénombrement des différentes différences mises en jeu. 
2. Élaboration théorique et pratique de méthodes de génération pour les trois 
types de codes considérés (codes doublement orthogonaux au sens large de 
taux i, au sens strict de taux & et en blocs). Rappels sur celles précédemment 
utilisées et descriptions des nouvelles retenues. 
3. Conception théorique et pratique de méthodes de réduction pour chaque type 
de codes. Étude temporelle et algorit hrnique des solutions adoptées. 
4. Analyse et obtention de bornes concernant la longueur minimale dans le cas 
des codes doublement orthogonaux au sens large de taux i. 
5 .  Génération et présentation de nouveaux codes doublement orthogonaux aux 
longueurs réduites pour les trois types de codes considérés. 
6. Analyse de performances et caractéristiques des codes obtenus. 
7. Comparaisons des deux types d'orthogonalité (au sens large et au sens strict). 
D'un point de vue pratique, un ordinateur de type pentium@ II cadencé à une 
vitesse de 3OObIhz et possédant 64Mb de M M  a été quasi-exclusimment utilisé. 
Quelques calculs intermédiaires ont été réalisé sur des stations SUN SP.4RC 4 et 10 
et un autre PC cadencé lui à 350Mhz. Les logiciels de programmation ~ i s u a l @  Cf+ 
et  orl land@ C + + ainsi que le logiciel de calcul formel Maple@ ont servi à 
l'implémentation des différentes procédures sous environnement Windows, g++ a 





On distingue deux types de codage ayant des fonctions différentes : le codage de 
source et le codage de canal. Le codage de source sert généralement à représenter le 
signal d'une source sous une forme la plus efficace possible c'est à dire en éliminant 
les redondances. Ce rapport se préoccupe plutôt du codage de canal qui lui sert à 
détecter et si possible à corriger les erreurs qui peuvent survenir lors de la trans- 
mission de données. 
bruit--4 Canal 1 
Figure 2.1 - Chaîne de tmnsmission générale 





L'étape de codage de canal consiste en général à affecter des symboles ou des 
séquences de symboles à chacun des messages délivrés par la source. Ces séquences 
contiennent un nombre d'éléments supérieur à celui a priori nécessaire pour ex- 
primer de manière fidèle l'information initiale. Cette redondance ajoutée volon- 
t airernent peut alors être astucieusement exploitée pour améliorer la fiabilité des 
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échanges. Cette qualité est cependant obtenue au détriment de la largeur de bande 
utilisée (le nombre de signaux pouvant être transmis par le canal est plus grand 
que le nombre de messages). On répertorie différentes méthodes d'affectation dont 
deux principales : le codage en blocs et le codage convolutionnel. 
Pour une grande majorité de canaux, le théorème du codage de canal bruité 
(discipline de la théorie de l'information) stipule que si la capacité du canal (bit 
par symboles codés) est plus grande que l'entropie de la source, alors la probabilité 
d'erreur au décodage peut être rendue aussi proche de zéro qu'on le souhaite en 
augmentant la complexité du code. Malheureusement la théorie n'explicite en au- 
cune façon la manière d'y parvenir. ;\ ce jour, bien que l'on soit fort près ( B  env. 0.2 
dB) en pratique de la borne théorique établie par Shannon (141, celle-ci n'a toujours 
pas été atteinte. 
2.1.2 Historique 
Le codage est une discipline qui remonte à la fin des années 1940. Shannon 
[LI ]  dont le travail e t  les premières publications furent à l'origine de nombreuses 
considérations sur le canal de transmission peut être considéré comme le père de la 
théorie de l'information. Son approche du problème de communication à travers un 
canal bruité sur un plan statistique a eu un énorme impact et a généré de nombreux 
travaux de recherche. Harnming [15], collègue de Shannon au sein des laboratoires 
de la compagnie de téléphone Bell, adopta lui une vision plus combinatoire et fut, en 
ce sens, l'instigateur de la théorie du codage. Il fut le premier à formaliser un code 
qui s'avérait en mesure de comger une unique erreur. Cette étude fut le point de 
départ de nombreuses recherches avec l'apparition de concepts tels que : le décodage 
en blocs, les bornes sur les distances, le poids d'un code ... Golay [16] forme avec 
Harnming et Shannon un trio de pionniers dans le domaine du codage. 
De nombreux travaux furent produits dans les années suivantes notamment au 
niveau de l'analyse des performances. Les années 1960 à 1970 virent apparaître de 
mu1 t i ples contributions principalement focalisées sur les algorithmes de codage et 
de décodage. 
Une découverte importante fut effectuée par Elias [17] en 1955 qui introduisit 
le concept des codes convolutionnels ; codes qui s'avéraient être autant voire plus 
performants que leurs homologues en blocs pour une complexité d'implémentation 
bien moindre. Seul le décodage posait de gros problèmes. On note parmi les travaux 
effectués à ce niveau ceux de J. M. Wozencraft [2] avec l'introduction du décodage 
séquentiel et ceux de R. M. Fano [18] qui ont complété cette technique. Il a été 
montré que la probabilité d'erreur de tels décodeurs peut devenir voisine de zéro 
très rapidement. 
La discipline di1 codage bénéficia grandement des recherches entreprises pour 
l'exploration spatiale dans les années qui suivirent. Le besoin de communications 
fiabies et rapides était en effet mis en avant. L'algorithme de Viterbi [19] présenté 
en 1967 et les contributions apportées par Forney [20] ont ouvert la voie à des 
réductions substantielles au  niveau de la longueur des décodeurs utilisés. 
Le codage turbo [22] introduit en 1993 et qui sera détaillé plus précisément à 
la fin de ce chapitre représente ce qui se fait de m i e u  actuellement au niveau des 
performances d'erreur atteintes. 
2.1.3 Utilisations 
Le champ d'applications de la technique du codage est extrêmement vaste. Elle 
fait partie intégrante de la chaîne de transmission précédemment présentée. Tous 
les nouveaux systèmes échangeant des données utilisent ce principe pour garan- 
tir l'intégrité de leurs communications. On peut citer pour exemple des domaines 
d'applications tels que les réseaux cellulaires mobiles, les transmissions par satellite, 
les échanges d'information entre périphériques d'un ordinateur, les communications 
spatiales.. . 
2.2 Codes en blocs et codes convolutionneIs 
Dans cette section, les deux grandes classes de codes sont décrites en termes de 
notations. de propriétés et de fonctionnement. Seules les notions nécessaires pour 
la suite de ce mémoire sont abordées. Le lecteur est prié de consulter les excellentes 
criivres de référence traitant du codage dont [27]. 
2.2.1 Codes en biocs iinéaires 
2.2.1.1 Introduction 
Les codes en blocs furent le premier type de code étudié. Ils concentrèrent 
l'attention de très nombreuses personnes pour des applications diverses. Leur faible 
complexité relative et leur structure mathématique ont grandement aidé leur déve- 
loppement. Si la majorité des codes particuliers basés sur le codage en blocs avait 
pour but de corriger les erreurs de transmission ou de stockage, certains ont été 
également conçus pour corriger les erreurs de synchronisation [23] ou même, dans 
un cadre plus général, les erreurs arithmétiques. 
2.2.1.2 Présentation 
Un code en blocs consiste en un ensemble de vecteurs de longueur donnée, a p  
pelés "mots de code". Les éléments constitutifs des vecteurs sont issus d'un certain 
alphabet Q (de cardinalité q) ({0,1} pour un alphabet binaire) et leur nombre n 
au sein d'un vecteur est par définition la longueur du code. Il y a donc qn mots 
de code possibles avec les notations choisies. La séquence d'entrée est constituée 
de k symboles issus d'un alphabet P (de cardinalité p) ce qui génère pk possibilités 
( p k  < q*). Il est ainsi possible de sélectionner pk mots de code parmi nos qn pour 
les "associer" aux pk séquences d'entrée. Les k symboles d'information sont donc 
"traduits" par un mot de code de longueur n symboles codés. Dans la majorité des 
cas les alphabets P et Q sont identiques et l'on a simplement k < n. La différence 
dc longueur entre les séquences d'entrée et celles de sortie assure la présence de 
symboles supplémentaires utilisés à des fins de vérifications. Le taux de codage 
(noté R) de ce code en blocs caractérisé par le couplet ( k , n )  est alors défini par $. 
On peut formaliser cette définition par le schéma suivant : 
mot en entrée mot en sortie 
de longueur k - 1 de l ongueu~  n issu de l'alphabet p issu de l'alphabet q 
On nomme "poids" d'un mot de code le nombre d'éléments différents de O que 
contient celui ci. L'ensemble de tous les poids constitue la distribution de poids du 
code. La distance entre deux mots de code est le nombre d'éléments différenciant 
chacun des deux mots. La plus petite de ces grandeurs est appelée distance rnini- 
male (dmin) .  
Les codes dits linéaires permettent d'utiliser des opérations d'additions et de 
multiplications sur les mots de code au niveau des étapes de codage et de décodage. 
Ces opérations sont effectuées selon une certaine arithmétique. Cette dernière est 
définie suivant les lois régissant le corps fini dont les éléments constituent l'alphabet 
Q. On reviendra au chapitre 4 (4.2.1.1) sur ces corps au nombre d'éléments fini 
connus sous le nom de corps de Galois. L'application de la théorie qui leur est 
associée aux problèmes des communications [27] date de la fin des années 1950. 
2.2.1.3 Principe 
Deux concepts importants pour bien appréhender la notion de codes en blocs 
sont la niatrice génératrice (G = ( g i j ) )  et la matrice de parité (aussi dénommée ma- 
tricc de contrôle) ( H  = (h i , j ) ) .  Soit I, = [imp imVL ... im,k- l ]  le vecteur représentant 
les k syniboles d'information considérés en entrée et Cm = cm,l ... c,,,-l] le 
mot de code correspondant en sortie. L'opération d'encodage peut être représentée 
par un  ensemble de n équations de la forme: 
II est encore plus simple d'adopter une représentation matricielle du type: 
oii G la matrice génératrice est de la forme : 
La matrice G doit naturellement être de rang k. Celle ci peut être réduite par 
de simples opérations (additions et soustractions) sur les lignes et des permutations 
sur les colonnes i une matrice sous la forme dite systématique : 
La matrice P met en évidence la redondance ajoutée pour augmenter la fia- 
bilité (on a ainsi pour j > k, cm,  = c:,: m,j-k.~m,i). On définit la matrice H, 
matrice de parité telle que: G.Hf = O (Hf transposée de H). En adoptant la no- 
tation "systématique", on obtient H = [-P'lIn-k] . Cette matrice est importante 
surtout au niveau du décodage puisqu'elle permet de comparer les bits redondants 
reçus avec le résultat obtenu par combinaisons linéaires des bits systématiques reçus. 
Illustrons ce dernier point par un exemple : 
Soit un code (7,1) (notation explicitée à la page 11) avec une matrice génératrice 
définie comme suit : 
En utilisant le h i t  que G est sous forme systématique, l'expression d'un mot de 
code sera : Cm = [h,~ Çn,l Cm.2 Cm.3 Cm.5 cm.61 = [irn.~ im,i im.2 im.3 &,O dm.1 dm.2). 
Les d m ,  représentent les symboles de parité. 
'Jotoris y,, les symboles requs. La matrice de parité H est décrite par: 
Le produit Cm.Ht donne les équations de syndromes : 
Ainsi l'on peut s'assurer qu'un code reçu Y vérifie les conditions (2.6) en regar- 
dant si Y. H f  = O (annulation des équations de syndromes). 
On cite ci-après quelques exemples parmi les plus courants de codes en blocs 
linéaires : 
- Codes de Hamming binaires: (n,k)=(2" - l,?" - 1 - m); (dmin = 3). 
- Codes de Golay (23,12) ; (dm*, = 7). 
- Codes BCH binaires (Bose-Chaudhuri-Hocquenghem) n = 2m - 1, n - k 5 mt 
et dmin = 2t  + 1 (où m (rn 2 3) et t sont deux entiers positifs arbitraires). 
- Codes de Reed-Solomon (avec un alphabet de q symboles on a:  n = q - 1, 
k = 1,2 ?..., n - 1, dm,,, = n - k + 1 et Rc = i). Un tel code est assuré de 
corriger 16; -'] erreurs. 
2.2.2 Codes convolutionnels 
2.2.2.1 Introduction 
Les codes convolutionnels initialement introduits par P. Elias en 1955 (171 possè- 
dent de nombreux avantages sur leurs homologues a blocs. Ils s'avèrent cependant 
beaucoup plus difficiles à analyser. L'introduction du décodage séquentiel [?] en 1961 
fut  un grand apport B cette technique. Les nombreux travaux effectués en particulier 
par G. D. Forney [?O], [21] et R. M. Fano [lS] ont accéléré leur développement 
et ils sont B ce jour massivement utilisés pour obtenir des systèmes pratiques et 
performants. 
2.2.2.2 Fonctionnement 
Les codes convolutionnels constituent une famille de codes correcteurs qui, à 
l'image des codes en blocs, génèrent pour chaque bit d'information un ensemble de 
symboles codés communément appelés symboles de parité. Ils reposent, contraire- 
ment aux codes en blocs, sur un codage continu de l'information à transmettre. 
Ce type de codage se présente matériellement sous la forme d'un ou plusieurs 
registres à décalage dont une partie du contenu est reliée à des additionneurs mo- 
du10 2. Le registre se compose de K (u bits) niveaux et de z sorties. La grandeur u 
représente le nombre de bits d'information qui pénètrent dans le système à chaque 
décalage (coup d'horloge). On définit les générateurs notés gi où i varie de O au 
nombre de sorties du système moins 1 et où gi est constitué d'une succession de "O" 
et de "1" représentatif de l'absence ("O") ou de la présence ("1") d'une connexion 
entre les différents emplacements du registre et l'additionneur relié à la sortie i. On 
utilise usuellement au lieu de cette notation binaire l'équivalent sous forme octale 
(base numérique 8). 
La figure 2.2 illustre ces définitions: 
Figure 2.2 - Illustration des notations employées 
On nomme longueur de contrainte la grandeur K. On nomme mémoire ou la- 
tence du codeur la valeur p = K - v .  Cette grandeur est importante car plus elle 
est élevée et plus le temps d'attente demandé avant de traiter une séquence sera 
grand. En contrepartie, la performance d'erreur du système augmente de manière 
exponentielle avec p. 
Le taux de codage R est défini par R = 1. 
On note di le nombre d'éléments qui different entre deux "mots" de code considé- 
rés sur 1 symboles et qui possèdent deux symboles initiaux différents. On appelle 
dminPl la lième distance minimale définie par dminVi = mindl pris sur l'ensemble du 
code. On nomme diike la distance libre de ce code définie par: dliae = maxi d i .  
Une façon simple de représenter un encodeur convolutionnel consiste en un 
schéma du type de ceux présentés dans les figures 2.3 et 2.4. 
Figure 2.3 - Codeur de taux (u = 1, z = 2), longueur de contrainte : K = 4, 
p = 3, générateur: 1 O 1  1 (1  3 en octal) 
On dénote ce code comme étant systématique de par le fait qu'une des séquences 
de sortie (P 1) reproduit exactement les symboles présents à l'entrée (1). L'analo- 
gie avec le cas des codes en blocs est évidente. On appelle "étatst' de l'encodeur 
les différentes combinaisons possibles du contenu du registre sans considérer la(es) 
case(s) d'entrée. 
Figure 2.4 - Codeur de taux $ (u = 3, z = 4), longueur de contrainte: K = 6 ,  
11 = 3, générateurs : llOOOl (61), DO1 100 (14) et 11011 O (66) 
Pour étudier le comportement d'un code convolutionnel on peut utiliser trois 
niéthodcs distinctes : 
- l'arbre, 
- Ie treillis, 
- le diagramme d'états. 
On rappelle ci-après le fonctionnement de ces structures dans le cas de codes binaires 
(on utilisera l'exemple du codeur de taux ?, K = 4 présenté à la figure 2.3) : 
- L'arbre 
Celui-ci se construit très facilement comme cela est illustré à la figure 2.5. 
Chaque branche "ascendante" correspond à I'évolution du système suite à 
l'entrée d'un "O" dans le codeur, chaque branche "descendante" conespond- 
elle à l'évolution du système suite à l'entrée d'un "1" dans le codeur. 
Figure 2.5 - Arbre correspondant au codeur de taux i, K = 4, présenté d fa figure 
2.3 
Les chiffres inscrits sur chaque branche représentent la sortie de I'encodeur ob- 
tenue pour le bit d'entrée ayant conduit à la branche considérée. La structure 
de l'arbre se répète à partir du quatrième niveau (influence de la longueur 
de contrainte (ici 4)). En effet les deux s-ymboles en sortie du codeur (2.3) 
i chaque étape sont déterminés par le bit d'entrée et les trois derniers bits 
présents dans le registre (le quatrième bit présent dans le registre n'a aucune 
influence puisqu'il "sort" dès qu'un nouveau bit entre). On définit ainsi pour 
notre exemple huit états différents dans lesquels peut se trouver le codeur 
(correspondant aux différentes combinaisons que peuvent prendre les trois 
symboles binaires précédant l'entrée dans le codeur). Les symboles en sortie 
sont donc déterminés à partir de l'état du codeiir et du bit en entrée. On 
utilise cette propriété pour élaborer un autre diagramme dénommé le treillis 
tenant compte de cette structure répétitive. 
- Le treillis 
On titilise pour le construire la notion d'état définie précédemment. Les deux 
chemins issus de chaque état correspondent à l'entrée dans le codeur d'un 
"1" ou d'un "O". Cette entrée qui produit certains symboles en sortie fait 
également évoluer le codeur vers un nouvel état. Ce schéma, s'il présente une 
forme plus compacte que l'arbre, n'est cependant pas extrêmement lisible. 
Une forme plus synthétique pour représenter l'évolution du système est le 
diagramme d'états. 
8 : Eiai - : Entrée d'un r)" dans le codeur 
ir : Sortie - - - - - : Entrée d'un "1" dans le codeur 
Figure 2.6 - Treillis correspondant au codeur de tauz ?, K = 4, présenté à la figure 
2.3 
- Le diagramme d'états 
Celui-ci regroupe de façon simple et lisible les différentes états dans lesquels 
peut se trouver le codeur et les transitions possibles entre ceux-ci. 
- - Entree d'un "0" 
dans le codeur 
_ - _ - _ _ _ Entr68 d'un '1" 
dans le codeur 
Figure 2.7 - Diagramme d'états correspondant au codeur de taux $, K = -!, présenté 
a lu fisure 2.3 
L'une ou l'autre des deux premières structures (figures 2.5 et 2.6) est utilisée 
par les algorithmes de décodage pour corriger d'éventuelles erreurs survenues lors 
de la transmission. 
2.2.2.3 Algorithmes de décodage 
Deux grandes classes de décodage sont utilisées : le décodage Q seuil et le décoda- 
ge à maximum de vraisemblance (connu sous le nom de son inventeur A. J. Viterbi). 
Ce dernier est optimal dans le sens où il permet de minimiser la probabilité d'erreur 
par séquences. J. L. bf assey [II qui introduisit une grande partie de ces méthodes de 
décodage montra que l'information de vraisemblance pouvait être rendue optimale 
en ajustant de façon judicieuse les facteurs de poids sur l'ensemble des seuils des 
valeurs d'entrées. 11 donna ainsi naissance au décodage à seuil qui présente le gros 
avantage d'étre très peu complexe notamment par rapport à celui de Viterbi. Le 
principe du décodage à seuil sera décrit au chapitre suivant (3.2.2.1). 
La procédure de Viterbi 
L'algorithme de décodage de Viterbi est une procédure fort efficace principale- 
ment pour des codes binaires ayant une faible longueur de contrainte (K < 9). 11 
s'agit d'une procédure de recherche à travers l'arbre oii le treillis de la séquence 
la plus probable selon une métrique Euclidienne ("soft decision") ou de Hamming 
("hard decision"). Plus précisément, la métrique de la jième branche du ième 
cheniin au sein du treillis est définie comme le logarithme de la probabilité d'oc- 
currence de la séquence reçue Y ,  = { y j l m }  (où m est le mième bit de la branche 
(1) j) conditionnellement à la séquence transmise c:') = {c,,) pour le ième chemin. 
Soit : #) = l o 9 ( ~ ( l ' J ~ j t ) ) ) ,  j = l,2,3, .... Ainsi une métrique pour le ième chemin 
constitué de B branches à travers le treillis est défini par : r(') = CI=, Le choix 
entre deux chemins différents du treillis s'effectue en optant pour celui disposant 
cle la métrique la plus importante. Cette règle permet de masimiser la probabilité 
d'avoir pris une bonne décision ou (ce qui est équivalent) de minimiser la probabi- 
lité d'erreur pour la séquence de bits d'information en entrée. 
Utilisation : 
On s'intéresse à un noeud particulier (état) et plus précisément à tous les che- 
mins aboutissant à celui ci. On ne retient que le chemin (nommé survivant) dis- 
posant de la plus faible métrique et on élimine tous les autres. On effectue cela 
pour tous les noeuds d'un même niveau et ceci pour tous les niveaux. II ne reste 
plus alors qu'à déterminer le chemin global correspondant à la séquence d'entrée 
34 
en identifiant à travers les survivants le parcours ayant la plus faible métrique. 
De manière générale lorsque l'on considère un code convolutionnel binaire avec 
u = 1 et une longueur de contrainte K il y a 2K-' états. Ainsi il y a 2K-1 chemins 
survivant à chaque niveau et 2K-1 métriques (une pour chaque survivant). Si l'on 
suppose un système où v # 1 on aboutit à un treillis avec 2K-"tats. A chaque 
niveau du treillis il y a donc 2' chemins qui aboutissent à chaque noeud et qui sont 
issus de chaque noeud. On voit donc apparaître là une limitation importante de 
cette procédure: le nombre de calculs effectués au décodage à chaque niveau du 
treillis augmente de manière exponentielle avec v et K ce qui restreint le champ 
d'application de cet algorithme à de faibles valeurs de ces deux grandeurs. 
2.2.2.4 Avantages et inconvénients 
a) -4 vant ages 
Le principal avantage des codes convolutionnels est sans nul doute la facilité de 
mise en oeuvre. De plus les codes convolutionnels délivrent de très bonnes perfor- 
mances d'erreur (les meilleures à l'heure actuelle). 
b) Inconvénients 
Leurs inconvénients résident principalement dans l'utilisation du décodeur de 
Viterbi. En effet, si ce dernier est à la base de la qualité des performances de ce type 
de codage, il présente le désavantage ou plus exactement la limitation suivante: 
I'augmentation de la longueur de contrainte qui aboutit à une augmentation du 
gain de codage et donc à une amélioration des performances d'erreur, entraîne un 
accroissement de la complexité du décodage suivant une loi exponentielle. Ce fait 
est tel qu'à partir d'une certaine longueur de contrainte (usuellement K = 9)' 
I'iniplémentation devient extrêmement difficile. 
2.2.2.5 Évolutions 
Les codes convolutionnels ne présentant pas que des avantages, la recherche 
dans le domaine du codage a connu par la suite de nombreuses tentatives visant à 
construire des codes puissants dont le décodage serait élaboré de sorte à subdiviser 
l'étape de décodage en une succession d'étapes plus simples de décodage partiel. No- 
tons entre au t r e ~  l'apparition des codes produits [36], des codes concaténés [3],  des 
codes multi-niveaux [37] ainsi que différentes techniques de décodage (décodage de 
Vit erbi adaptatif [NI, décodage bidirectionnel [Xi] ,  .. .) . Il fallut cependant attendre 
1993 et l'introduction du codage turbo pour voir apparaître une profonde innova- 
tion : l'échange d'information entre les différentes parties composant le décodeur. 
2.3 La technique du codage turbo 
2.3.1 Historique 
Le codage turbo est une technique récente. Elle fut présentte pour la première 
fois en 1993 lors de la conférence I.C.C'93 ("International Conference on Com- 
munications") à Genève par C. Berrou [22] Directeur d'études à l'école Nationale 
Supérieure des Télécommunications de Bretagne (E.N.S.T.B) en France. Dans sa 
présentation celui ci considérait le décodage itératif de deux codes convolution- 
nels systématiques récursifs concaténés en parallèle par l'intermédiaire d'un entre- 
laceur non uniforme. Le décodage était assuré par un décodeur "entrées et sorties 
pondérées" ("soft input/soft output") utilisant un algorithme de maximum de vrai- 
semblance. Cette découverte constituait une des évolutions les plus importantes 
dans le domaine du codage depuis l'introduction de la notion de "treillis-coded mo- 
dulation" par Ungerboeck [31] en 1982. Les performances de ces codes sont en effet 
escep t ionnellement voisines de la capacité du canal. 
En 1994, R. Pyndiah (381 également professeur à 1'E.N.S.T.B proposa un co- 
dage turbo basé sur les codes en blocs à la conférence "Globecom'94" de San Fran- 
sisco. SB technique reposait sur le décodage itératif de deux codes B.C.H (Bose- 
Chaudhuri-Hocquenghem (281, [29] et [30]) concaténés en série à travers un en- 
trelsceur uniforme. Pour décoder les composantes du code R. Pyndia proposa un 
nouveau décodeur "soft input/soft output" pour les codes en blocs. 
Ces deux types de codes turbo sont relativement distincts, ils utilisent en ef- 
fet différents schémas de concaténation et différents algorithmes "soft inputlsoft 
outputo' . Les codes turbo basés sur les codes convolutionnels sont communément 
clésignés sous l'appellation C.T.C ( "convolutional turbo codes"), ceux basés sur les 
codes en blocs héri tent de l'appellation B.T.C ( "block turbo codes"). 
Depuis 1993 e t  la parution du premier article sur le sujet, il y a eu de très 
nombreuses publications et beaucoup de recherches (les principales seront décrites 
par la suite) ont été entreprises dans ce domaine. Au début pourtant, les concepts 
novateurs et compliqués auxquels faisaient appel cette technique firent obstacle à 
son 6tude. II fallut de plus vaincre le scepticisme qui accueillit cette découverte aux 
performances remarquables. En 1997 1'E.N.S.T.B organisa le premier colloque sur 
le sujet des codes turbo. 
De nos jours ce type de codes est considéré comme le plus efficace dans la 
catégorie F.E.C ("fonvard error correct ion") et est implémenté dans de nombreuses 
applications. II fait d'ailleurs partie des nouvelles normes pour les futurs systèmes 
cellulaires CDiL1.A. Nous aurons l'occasion dans les parties subséquentes de préciser 
les concepts évoqués ci-dessus et de présenter les avantages et les inconvénients de 
ce type de codage. 
2.3.2 Description 
L'historique précédent a déjà donné un premier aperqu de la structure du codage 
turbo. Celle-ci consiste au niveau de l'encodeur en la concaténation parallèle de 
deux codeurs récursifs et systématiques travers un entrelaceur. Le décodage est 
effectué de façon itérative par deux décodeurs concaténés en série. 
a) L'encodeur 
Sa structure générale est reproduite à la figure 2.8. 
Codeur 1 I 
Entrelaceut 
Codeur 2 
Figure 2.8 - Codage turbo 
Le fait que les deux codeurs opèrent sur le même ensemble de bits qui apparaît en 
parallèle au lieu d'agir l'un à la suite de l'autre justifie l'appellation "parallèle". 
La présence de l'entrelaceur est primordiale. Celui ci permet en permutant l'ordre 
des bits de la séquence d'entrée de fournir au deuxième codeur une séquence statis- 
tiquement indépendante de celle qui est traitée par l'autre codeur. Ces codeurs, 
qui peuvent être en nombre supérieur à deux, sont quasiment toujours choisis 
systématiques et récursifs. 
b) Le décodeur 
Le décodage turbo s'effectue suivant un mode modulaire de façon séquentielle. 
Dii fait de 1 a concaténation au niveau de l'encodeur, l'objectif du décodeur turbo est 
de décomposer le processus de décodage en plusieurs étapes simples afin de réduire 
la complexité du système global. Le schéma présenté figure 2.9 illustre l'idée de 




Ent. : entrelaceur 
Dés. : désentrelaceur 
Figure 2.9 - Décodage turbo 
Or] remarque ici que la solution proposée est celle d'une concaténation série 
contrairement au type de concaténation adoptée au niveau de l'encodeur. Ceci est 
cohérent si l'on se rappelle que l'encodeur agit sur la même séquence d'entrée. 
Poiir simplifier on peut dire que l'information est encodée deux fois au niveau de 
l'encodeiir et donc qu'il est normal que la séquence reçue soit décodée deux fois 
ce que seule une architecture série permet. Plus précisément, le premier décodeur 
reqoit les symboles issus de la séquence d'information (symboles systématiques) et 
ceus issus de la sortie du premier codeur de I'encodeur (syniboles de parité). Le 
rôle du premier décodeur est de Fournir pour chaque symbole qu'il a décodé une 
cstimntion de la fiabilité du choix effectué. La sortie du premier décodeur est alors 
passée à travers un entrelaceur de structure identique à celle de I'entrelaceur uti- 
lisé pour l'encodage. Le deuxième décodeur dispose donc des résultats obtenus par 
le premier décodeur et des symboles de parité générés par le deuxième encodeur. 
Un algorithme est alors utilisé pour obtenir une séquence d'information décodée et 
remise dans l'ordre. 
Le fonctionnement ainsi présenté ne permet pas d'obtenir un décodage global 
optimal car le premier décodeur ne prend en compte que la moitié des symboles 
de parité reçus. L'ajout d'une boucle de rétroaction comme cela est illustré à la 
figure 2.10 permet d'apporter une modification importante induisant ainsi la notion 
de fonctionnement itératif qui fait la "force" de ce type de codage. Le deuxième 
décodeur choisi dans ce cas doit, tout comme le premier, générer une information 
de fiabilité (utilisation d'un algorithme de décodage de symboles). Cette dernière 
est alors passée dans le délaceur afin d'être utilisée comme information a priori 
par le premier décodeur à la prochaine itération. Ainsi, dès la seconde itération, le 
premier décodeur dispose non plus de deux mais de trois entrées. Les performances 
du système peuvent alors s'améliorer de façon significative d'itération en itération. 
Au  bout d 'un nombre fixé d'itérations, la sortie du deuxième décodeur est quantifiée 
et ilne estimation de la séquence transmise est délivrée. 
n 
Ent. : entrelaceur 
Dés. : désentrelaceur 
Figure 2.10 - Décodage turbo avec boucle de rétroaction 
+ Sortie p l  ( 1 )  Décodeur 2 
c)  L'algorithme 
Quantification 
= p s .  
.i la vue du principe de fonctionnement du décodage énoncé, l'algorithme uti- 
lisé doit être capable de fournir une information de fiabilité pour chaque symbole 
décodé. Cette information est dénommée probabilité a posteriori (PAP). L'algo- 
rithme de Viterbi (2.2.2.3) principalement utilisé pour le décodage des codes convo- 
lu  tionnels maximise de facon optimale la probabilité a posteriori par séquence (sans 
garantir toutefois l'optimalité par symbole). Les travaux de Chang et Hancock (351 
ont donné naissance à une procédure minimisant la probabilité d'erreur par sym- 
bole (31.W). Quelques années plus tard, Bah1 et h l  (261 ont adapté cette technique 
aux codes correcteurs d'erreurs. C'est cet algorithme qui fut implémenté pour le 
codage turbo. 
2.3.3 Avantages 
L'encodage turbo est le type de codage le plus puissant au chapitre des perfor- 
mances à l'heure actuelle. Lors de sa présentation, une probabilité d'erreur par bit 
de Pb = 10-~  était annoncée pour un rapport signal à bruit de 2 = O.7dB soit à 
0.7 dB de la capacité du canal (résultats obtenus avec deux codeurs de 16 états, 
un cntrelaceur de 65536 bits et un décodage en 18 itérations utilisant l'algorithme 
h l  AP). Ces performances qui sont initialement demeurées mystérieuses du fait de 
l'absence d'explications théoriques, sont principalement dues à la combinaison de 
deux faits essentiels: l'algorithme utilisé pour le décodage et les éléments consti- 
tuant le codeur. 
Qiielqucs caractéristiques remarquables de la qualité des codes turbo sont présen- 
tées ci-dessous. Ceci ne constitue naturellement pas une classification exhaustive et 
on se référera à des ouvrages spécialisés (491, [50] pour de plus amples précisions. 
. Pour des longueurs de blocs infërieures à 1000 bits il n'est pas nécessaire 
d'aller plus loin que 6 itérations pour un rapport signal à bruit compris entre 
1.5 et 3 dB. 
. Pour des codes de taux ? et ; la supériorité du codage turbo sur les autres 
méthodes est clairement établie. 
. Même dans des canaux très bruités le codage turbo demeure très efficace. 
. Il existe de nombreuses façons d'agir sur les performances des codes turbo. 
Citons les principaux paramètres d'influence : 
- la longueur de l'entrelaceur, 
- le type d'entrelacement, 
- la longueur de contrainte des codes élémentaires, 
- les générateurs des codes choisis à l'encodeur, 
- le taux de codage. 
Cette flexibilité des paramétres est un avantage indéniable pour affiner le 
codage turbo selon les propriétés recherchées. Cela rend en contrepartie son 
étude plus délicate. 
2.3.4 Inconvénients 
On discerne principalement deux grands inconvénients qui sont autant de limi- 
t at ions pour certaines apphcat ions : 
a) La complexité de l'algorithme de décodage 
La version initiale de I'algorithme utilisé faisait apparaître une grande corn- 
plexité et la nécessité de disposer d'une importante place mémoire et de devoir 
effectuer de gros calculs. D'autre part la structure itérative retenue induit un délai 
proportionnel à la longueur de l'entrelaceur et au nombre d'itérations effectuées. 
En règle générale plus ce dernier nombre sera important et plus la performance 
du système sera améliorée. Une des façons efficaces de lutter contre le délai ainsi 
introduit est de restreindre l'application des codes turbo à des séquences dont la 
longueur n'excède pas 1000 bits. 11 est également possible de faire un compromis 
en réduisant le nombre d'itérations effectuées au détriment des performances. 
b) La complexité matérielle 
On aura remarqué que la réalisation matérielle du codage turbo n'est pas des 
plus simples. La présence de deux encodeurs, de deux décodeurs et de deux entre- 
laceurs en fait un système plus complexe que d'autres architectures existantes. De 
plus, la mise en œuvre de l'algorithme MAP est relativement compliquée. 
c) La complexité théorique 
L'étude du codage turbo de manière analytique s'avère très complexe. La diffi- 
culté principale se situe au niveau de l'étude analytique de la concaténation parallèle 
des codes à travers lrentreIaceur. Ces difficultés théoriques ont poussé les chercheurs 
à se baser principalement au départ sur des résultats de simulations pour l'analyse 
des performances. Ceci, on s'en doute, n'était pas forcément la méthodologie la 
plus adaptée à l'interprétation de certains comportements caractéristiques de cet te 
classe de codes. Il y a cependant eu depuis de très bonnes analyses théoriques [6]. 
d) La "saturation" des performances 
Lorsque l'on observe le comportement des performances des codes turbo sur 
une plage de rapport signal à bruit suffisamment grande on s'aperçoit qu'à partir 
d'un certain E ,  les courbes d'erreur tendent vers une asymptote "faiblement in- 
clinée", ceci indépendamment du choix des paramètres du système. Une explication 
rigoureuse de ce phénomène fut fournie par Perez et Al [39]. 
2.3.5 Évolutions 
Le potentiel des codes turbo est tel que de nombreuses recherches ont été en- 
treprises pour supprimer ou tout du moins pour réduire leurs limitations. Toutes 
se sont astreintes à étudier un point particulier de la structure connue. On notera 
principalement des améliorations envisagées au niveau de : 
a) L'algorithme de décodage 
C'est sans doute là que se sont concentrés le plus d'efforts. L'idée étant d'optimi- 
ser la probabilité d'erreur par symbole (ce que ne fait pas l'algorithme de Viterbi) 
et également de réduire la complexité mise en jeu lors du décodage. Dans cette 
catégorie nous pouvons citer le travail de Robertson [do] sur une simplification de 
l'algorithme MAP reprise par la suite par Berrou [IO]. Une amélioration importante 
fut introduite avec l'expression de la procédure MAP dans le domaine logarithmique 
(log-MAP) [41], [42] et [43]. On peut également évoquer les études de J. Hagenauer 
[33], [34] pour l'utilisation d'une amélioration de l'algorithme de Viterbi connue 
sous le nom de S.0.V.A [32] (soft output Viterbi algorithm). 
b) La structure de I'entrelaceur 
Pièce essentielle de la structure turbo, l'entrelaceur a été également l'objet de 
nombreuses recherches. Diverses structures ont été envisagées. On peut répartir 
celles-ci en deux grandes classes : 
- les entrelaceurs déterministes : on citera comme exemples les entrelaceurs blocs ou 
~iélicoïdaux. Dans ce type de structure la connaissance de la place d'un bit dans un 
bloc suffit à déterminer sa position après entrelacement du bloc. Ceux ci s'avèrent 
efficaces dans le cas de séquences courtes. 
- les entrelaceurs pseudo-aléatoires : chaque bit dans une séquence à entrelacer se 
voit affecter un nombre aléatoire qui correspond a sa place dans le bloc après en- 
trelacement. Ceux-ci sont dans la majorité des cas la meilleure option pour des 
longueurs de séquences supérieures à -100. 
D'une nianière générale il convient d'effectuer un compromis au niveau de la lon- 
gueur de l'entrelaceur. En effet plus celle ci sera importante et meilleures seront les 
performances au détriment cependant du délai engendré. On se référera au mémoire 
de G. Royer ['il pour de plus amples précisions. 
c) Le type de codes utilisés dans la concaténation de I'encodeur 
Outre le fait qu'il soit indispensable d'opter pour des codes systématiques et 
récursifs il est important, pour obtenir de meilleures performances, d'augmenter la 
distance libre (dase) du code. 
2.3.6 Conclusion 
Ainsi, au fil des années, les nombreux travaux et analyses ont permis de rendre 
les codes turbo encore plus performants et ont élargi leurs champs d'applications. 
Il  n'en demeure pas moins que ceux-ci conservent quelques limitations et s'avèrent 
inadaptés à certaines applications. Il est alors dommage de ne pas pouvoir bénéficier 
de la "qualité turbo" dans ces situations. Ce constat est à l'origine des recherches 
entreprises par F. Gagnon et D. Haccoun qui ont abouti à une évolution importante 
[ 121. Celle-ci précédemment évoquée est détaillée dans le chapitre suivant. 
CHAPITRE 3 
CODAGE DOUBLEMENT ORTHOGONAL 
3.1 Orthogonalité, considérations générales 
II serait vain d'évoquer le concept d'orthogonalité dans sa globalité tant les 
définit ions et les applications varient suivant les domaines. Cependant il apparaît 
intéressant de souligner l'apport de la propriété d'orthogonalité à la chaîne tradi- 
tionnelle de communications. 
D'un point de vue "télécommunicationsT', l'orthogonalité entre deux signaux 
permet d'obtenir une non-corrélation et  donc une non-interaction entre les deux 
cntités. Ce fait est primordial puisqu'il donne la possibilité de réduire le problème 
des "iriterférences" . Ainsi on peut citer sans être exhaustif, l'utilisation du principe 
cl'ort hogonalité pour : 
- l'affectation de fréquences, 
- la répartition d'accès, 
- la modulation et la démoduiation, 
- l'estimation (principe d'orthogonalité dans l'estimation de l'erreur quadra- 
tique moyenne), 
- le codage et le décodage. 
Le dernier point est celui qui nous préoccupe dans le cadre de notre étude et 
que nous allons décrire plus en détails par la suite. 
3.2 Rappels sur les codes simplement orthogonaux 
3.2.1 Historique 
Les codes simplement orthogonaux ont été introduits pour la première fois par 
-1.L. 3hssey [l]. Ils sont nés de la recherche d'une technique permettant de corriger 
les erreurs de transmission de façon peu coûteuse et simple. Celui-ci proposa une 
procédure pour déterminer de tels codes avec t (nombre arbitraire) symboles de 
syndromes dans chaque ensemble orthogonal et un taux de codage de R. 11 montra 
que tous les codes simplement orthogonaux pouvaient être orthogonalisés de telle 
sorte à ce que l'on ait : dm*, = t + 1 et étaient donc décodables par une procédure à 
seuil. S'il se concentra principalement sur de faibles taux de codage, les travaux de 
.J. Robinson (451 vinrent compléter son étude. L'importance de trouver des codes 
de taux élevés n'est en effet pas à négliger car la méthode de décodage à seuil 
adoptee est très peu complexe et très facile d'implémentation ce qui produit pour 
des codes de forts taux une différence notable avec les anciennes méthodes utilisées. 
De plus. L'évolution technologique constante au niveau des architectures V.L.S.1 
(intcgration à très grande échelle) repousse sans cesse la longueur maximale de 
contrainte "acceptable7'. 
3.2.2 Définition 
L'orthogonalité au sein des algorithmes de décodage se rapporte à l'utilisation 
d'un ensemble de séquences de syndromes pour corriger un symbole erroné durant 
la transmission. Le bit correspondant à ce symbole erroné est injecté dans chaque 
séquence de syndromes de l'ensemble orthogonal de sorte à ce qu'aucun autre bit 
ne soit vérifié par plus d'une séquence de ce type dans l'ensemble considéré. 
Un code con~olutionnel est par définition appelé simplement orthogonal si et 
seiilcrnent si l'ensemble des symboles de syndromes vérifiant chaque symbole d'er- 
reur forme un ensemble d'équations de parité qui sont orthogonales sur ce symbole 
(on ne considérera que des alphabets binaires). 
Illustrons notre propos en considérant un exemple inspiré de celui fourni par 
.J.L. h,lassey (11 lui même (les notations seront les mêmes que celles utilisées en 
2.2.2.2 avec G = ( g i )  SOUS forme systématique). 
Soient (io, il, ..., i k - L )  quelques bits de notre séquence d'information en entrée. 
Soit (co, ..., cç- 1 c k ,  ..., ~ - 1 )  l'ensemble des symboles codés transmis correspon- 
dants. On considkra le cas d'un code systématique: (CO, ..., ~ t - ~ )  = (iO, ..., it-,), 
(cs, .... c,-1) sont les symboles de parité rajoutés à des fins de vérification. Leur 
expression est du type : cj = c:: gjVi.i i  pour j = k ,  ..., n - 1. Soient (yo, ..., yn-l) 
les syniboles reçus. Ceux-ci à cause des erreurs de transmission difirent des si- 
griaux transmis. On note (eo, ..., en- !) la séquence d'erreur (pi = c, + ei )  On peut 
définir une séquence de vérification de parité à la réception par l'intermédiaire des 
k-  1 syndrôrnes : sj =  CI;=^' gj,i.yi - yj OU encore sj  = Ci=, gj,i.ei - ej. La procédure 
qui est esposée ci-après consiste à transformer les symboles vérificateurs de parité 
{s,} en un autre ensemble simplifiant la procédure de décodage. On définit ainsi 
une séquence de vérification de parité Ai, combinaison linéaire ( a i j )  des { e j }  par: 
Ai = ûi,j.ej (i = 0, 1, ..., t - 1). Un ensemble de t séquences de vérification 
de parité {Ai} est dit orthogonal vis à vis du symbole d'erreur e, si : 
aivm = 1, i = O ,  1, ...' t - 1  
a i ,  = O V i ( s a u f  POUT au plus une valeur de i) pour j # m fixé. 
On peut résumer l'expression précédente en stipulant qu'un ensemble de t 
séquences de vérification de parité est dit orthogonal vis à vis de {e,) si chaque 
espression de vérification porte sur e, et s'il n'existe aucun autre symbole ei a p  
paraissant dans plus d'une équation de vérification. 
Considérons un exemple simple binaire de taux de codage R = : 
information : (io, il, i2) 
signal transmis : (co, cl, czt CJ, c4) avec co = io, cl = il, c2 = i2, c3 = iO + il + i2 et 
Cd = io + i l  
Soit en reprenant les notations précédentes : 
93.0 = 1, 9 3 , l  = 1, 93.2 = 1 ; g4.0 = 1, g4,l = 1 et 94.2 = O -  
Considérons une orthogonalité définie sur le symbole e2. On a donc: ai,;! = 1 Vz 
et a,,, = O Qi (une unique exception est tolérée) pour j # 2. On choisit à titre 
d'exemple les combinaisons suivantes : 
.Ao = eo + e? (aoto = 1, (20.2 = 1) 
-4 = el + e2 + e j  (aivl = 1, al,? = 1, aiv3 = 1)  
.-12 = e2 (a?,2 = 1) 
-43 = e? + e~ (a3,* = 1, aa,.i = 1) 
.-Li = e2 = 1) 
On vérifie que mis à part e* qui est présent dans chacune des équations, aucun 
synibole d'erreur n'apparaît plus d'une lois dans les équations. 
3.2.2.1 Décodage à seuil 
Une fois cela établi il est possible de décrire différents algorithmes pouvant être 
utilisés pour déterminer e,  à partir d'un ensemble de t équations de parité A, 
orthogonales sur e ,  [l]. On formule l'hypothèse d'un bruit blanc gaussien. 
a) Décodage à la majorité 
Dans l'hypothèse où le nombre d'erreurs au sein des symboles reçus est inférieur 
à Li j ,  la valeur de e, sera correctement déterminée en choisissant celle qui permet 
de vérifier le plus grand nombre d'équations Ai. 
Le type de décodage présenté ci dessus revêt le nom de "décodage à la majorité". 
On peut le rendre plus efficace en tenant compte de la "forme" du canal et donc de 
la modélisation statistique associée. On utilise alors la dénomination de décodage 
à "probabilité a posteriori". 
b) Décodage à probabilité a posteriori 
En considérant un modèle de bruit blanc et additif, la valeur V de e, sera 
choisie de sorte à ce que l'expression log[Pr(e, = V ) ]  + ~ f = i  log[Pr(.lilern = V ) ]  
soit ma~irnale. 
c) Décodage à seuil 
Si l'on considère la spécialisation des techniques précédentes au cas binaire (qui 
est celui qui nous préoccupe dans le cadre de notre étude), on obtient: 
Règle de décodage à la majorité : 
On choisit e, égal B "1" si et seulement si la somme des {Ai} excède la valeur 
seuil fixée à [il. Ainsi si Ai > [il on décide alors que le symbole e ,  est un 
"1". Dans le cas contraire, un "0" est sélectionné. 
Règle de décodage à probabilité a posteriori : 
On choisit e,  égal à "1" si et seulement si la somme de tous les éléments de 
l'ensemble .Ai des t équations de parité orthogonales sur e ,  pondérée par le facteur 
2.log(R) dépasse la valeur de seuil xf=,log(E) où po = 1 - qo = Pr(e,  = 1) 
et pi = 1 - qi est la probabilité d'obtenir un nombre impair d'erreurs au sein des 
symboles testés par la ième équation de parité. 
Ces deux règles étant relativement similaires on utilise le même terme de "déco- 
dage à seuil" pour les décrire. 
3.2.2.2 Codes orthogonaux 
Maintenant que la propriété d'orthogonalité a été explicitée au niveau du décoda- 
ge. il est possible d'introduire la notion de codes orthogonaux. On dit simplement 
qu'un code est orthogonal si l'ensemble des séquences de syndromes qui teste ei est 
également un ensemble d'équations de vérification orthogonales sur ei. 
Pour exemple de code simplement orthogonal on peut citer le code utilisé pour 
un système T.D.R.1.A (accès multiple à répartition dans le temps) dont le taux de 
codage est choisi de sorte à faire correspondre chaque échantillon P.C.RL (pulse code 
modulation) à 8 bits par bloc. Les générateurs de ce code sont reproduits dans le 
tableau 3.1 sous forme de notation matricielle (les trois nombres entre parenthèses 
représentent la position des trois connexions entre le registre et I'additionneur de 
la séquence de sortie considérée). 
Tableau 3.1 - Exemple de code simplement orthogonal de t a u  1 utilisé pour un 
système T.D.M.A 
W. W. Wu [46] répertorie de nombreux codes orthogonaux pour différents taux 
de codage (de à {) avec un nombre de générateurs variant de 3 à 50 obtenus à 
partir d'une méthode basée sur l'étude de triangles. 
3.2.3 Propriétés - utilisations 
La technique du codage simplement orthogonal possède les avantages suivants : 
- une implémentation simple, 
- pas de propagation d'erreur, 
- une capacité de correction garantie au delà de la distance minimale, 
- la capacité d'opérer les opérations de codage et de décodage très rapidement, 
- un grand nombre de codes possibles. 
On a d6ja évoqué l'application de ce type de codes au domaine spatial. Pour citer 
cpelques exemples il est possible de parler du système INTELSAT dont le "codec" 
(système SPADE) utilisait ce type de code avec un taux R = i, des satellites ANIK 
canadiens et de son intégration à différents systèmes TD.VI.4. 
3.3 Origine du codage doublement orthogonal 
3.3.1 Insuffisances du codage turbo 
On a déjà eu l'occasion d'évoquer les inconvénients que présentent le système 
de codage turbo. On peut les regrouper en deux groupes : 
a) La compiexité 
Celle ci se retrouve à plusieurs niveaux: 
- complexité matérielle du fait de l'utilisation d'entrelaceurs et d'au moins 
deux codeurs et de deux décodeurs. Ce point entraîne également un coût 
élevé de mise en œuvre. 
- complexité théorique engendrée par la difficulté d'analyser le comporte- 
ment de l'entrelaceur, 
- complexité algorithmique au niveau du décodage. 
b) Le délai 
On différencie là aussi plusieurs facteurs d'influence: 
- la latence au décodage due à la taille des entrelaceurs (plus cette dernière 
grandeur est élevée et meilleures seront les performances), 
- le nombre d'itérations qui en augmentant améliore les probabilités d'er- 
reur. 
t 
Afin d'élargir le champ d'applications de la "qualité turbo", il apparaît inévitable 
de devoir remtdier à ces insuffisances. C'est dans cette optique que fut  introduite 
1'6i.olution importante qui est présentée à la section suivante. 
3.3.2 Amélioration radicale envisagée 
3.3.2.1 Idée 
Le but poursuivi est tel qu'améliorer chaque composante indépendamment com- 
rne cela a été le cas jusqu'à présent (2.2.2.5) ne sera pas suffisant. Une solution plus 
radicale visant à réduire la complexité et la latence d'un système turbo fut proposée 
par C. Cardinal, D. Haccoun. F. Gagnon et N. Batani [12] en 1997 et a fait l'objet 
d'un dépôt de brevet [5]. 
L'approche "audacieuse7' est : 
- réduction de la complexité + adoption d'une simple procédure de décodage 
à seuil, 
- réduction de la latence + suppression des entrelaceurs, 
- maintien d'un bon niveau de performances d'erreur + conservation de la 
structure itérative. 
Sachant que l'entrelaceur est une pièce essentielle du codage turbo comment 
peut-on espérer conserver la "qualité turbo" en se privant de cet élément ? L'idée 
adoptée par les inventeurs consiste i reporter la complexité matérielle au niveau 
cles codes utilisés (Le. : les générateurs doivent posséder certaines propriétés parti- 
culières). 
L'nt t rai t d'un tel système théorique apparaît immédiatement, dès lors que l'entre- 
laceiir n'cxiste plus ni au niveau de l'encodage, ni au niveau du décodage il n'est 
plus d'aucune utilité de disposer de deux codeurs et de deau décodeurs. On aboutit 
alors à un système de codage des plus simples donc facile à mettre en œuvre, peu 
onéreux et a priori sensiblement plus rapide. 
3.3.2.2 Miseenœuvre 
II convient d'être très prudent, on se doute bien en effet qu'aboutir à la "qualité 
turbo" tout en supprimant une partie de la structure de ce type de codage ne se 
fera pas sans difficultés. Afin d'espérer atteindre le même niveau de performances il 
est indispensable de conserver une structure itérative au décodeur comme cela est 
le cas pour les codes turbo. Afin de bénéficier pleinement de cette implémentation 
itérative il est primordial de garantir l'indépendance entre les observables à chaque 
itération. 
Ces conditions exposées il reste à déterminer les propriétés que doivent vérifier 
les codes de sorte à ce qu'à chaque itération les entrées du sytème soient non 
corrélées. 
3.3.2.3 Travaux précédemment réalisés 
Cette technique novatrice ne date que de quelques années. Les inventeurs ont 
tout d'abord définit et formalisé la propriété de double orthogonalité qui satis- 
h i t  les principes précédents. Ils ont ensuite effectué différents travaux théoriques 
et pratiques pour générer ce type de codes. Cette nouvelle classe de codes a p  
pelés CS02C (pour "convolutional self-doubly orthogonal codes") ont donné des 
résultats très encourageants lors des premières simulations même si la longueur des 
codes obtenus ne donnait pas complète satisfaction. 
Ci-après figure le raisonnement suivi par M. Gagnon et hl. Haccoun (121 qui a 
perniis d'aboutir A la condition de double orthogonalité pour les codes utilisés dans 
le cas d'me st riict lire sans entrelaceur. 
On considérera pour simplifier la démonstration un code de taux i. Ceci ne 
restreint en rien le champ d'applications de cette démonstration. Un encodeur 
systéniatique sera choisi comme cela était le cas pour les codes turbo. 
Chaque symbole de parité est obtenu comme la somme modulo 2 de J bits de la 
séquence d'information. La position de ces J bits au sein de la séquence est définie 
par l'ensemble des J générateurs utilisés. Dans notre exemple schématisé par la 
figure 3.1, trois générateurs sont utilisés aux positions (0, 2, 5). 
Figure 3.1 - Illustration de l'exemple de code de taux considéré 
On peut donc modéliser le système par l'ensemble de J = 3 éléments {go, gl, g2} 
où go = 0, gl = 2 et gz = 5 représentent la position des connexions entre le 
registre à décalage et l'additionneur. Par exemple, go = O désigne la case du registre 
contenant le bit d'information. La séquence d'information sera notée f. La notation 
Ik désignera le bit de la séquence d'information à l'entrée du système à l'instant k. 
Les séquences de parité seront désignées par Pi (oh i est la séquence considérée), la 
même notation que pour les bits d'information P,k sera utilisée. Ainsi les kquations 
de parité s'écrivent : 
Au niveau du décodage, en inversant une équation de parité correspondant à 
un symbole d'information particulier? il est possible d'obtenir une estimation de ce 
symbole. Il est à noter que la valeur de J définit les capacités de détection et de 
correction du code (pour les codes orthogonaux, la distance minimale est égale à 
J + 1). Pour un symbole d'information particulier, il est possible d'obtenir J + 1 
estimées en inversant les équations de parité. Nommons Ï et P les grandeurs reçues 
(respectivement la séquence d'information et les équations de parité). Le décodage à 
seuil prend, à partir des J + 1 estimations des symboles d'information, une décision 
pour déterminer quel symbole à été transmis. Cette décision sera faite "à la majo- 
rité" : la valeur du symbole apparaissant le plus de fois au sein des J + 1 estimations 
sera retenue (Ï). 
L'équation qui en découle est la suivante : 
J -  1 J-1 
L'opérateur "maj" dénote tout simplement la recherche du symbole en majorité 
sur les équations contenues. 
Dans cet exemple, les indices de parité j ,  j + 2, j + 5 sont utilisés respectivement 
avec les stquences d'information : {j - 2, j - 5)' { j  + 2, j - 3}, ( j  + 5, j + 3}. On 
remarque que le code est bien simplement orthogonal car l'intersection des trois 
ensembles est vide. 
Lors du  décodage, afin de garantir un décodage itératif orthogonal, les sym- 
boles reçus utilisés au sein d'une itération doivent être distincts de ceux utilisés à 
l'itération précédente. 
Observons ce qui se passe lors du fonctionnement itératif (on conserve l'exemple 
précédemment utilisé) : 
- la première itération conduit à l'obtention de l'ensemble de différences simples : 
{ j  * (90 - j (go - g*), j i (91 - gz)) (ou de manière équivalente 
{ j  f (gi - gk)} avec i, k = 0, 1, 2 et i # k). Dès lors que l'on a {g, - g,} 
distincts pour i # k, cet ensemble est orthogonal. 
- la deuxième itération produit l'ensemble {j f. [(gi - gk) - ( g l  - gm)]} Les 
valeurs de nos générateurs choisis nous assurent que cet ensemble ne contient 
que des éléments distincts. 
Revenons sur ce dernier point, la deuxième iteration produit des éléments de 
la forme : (gi - gk) - (g l  - g,). Les conditions de restriction imposées sont les sui- 
vantes: i # k, 1 # m (cas de l'orthogonalité simple (cf première itération)) et k # 1 
(équations de parité ne pouvant être réutilisées par elles même). 
F. Gagnon et D. Haccoun ont établi grâce à diverses simulations qu'une condi- 
tion d70rthogonalité au niveau de la seconde itération était suffisante pour aboutir 
à de très bonnes performances. Au-delà, il est certes possible d'augmenter le niveau 
des résultats. mais la complexité s'en ressent fortement et il est plus difficile et plus 
long de générer les bons codes. 
3.3.2.4 Avantages 
Une telle structure possède de nombreux avantages dont nous présentons un 
bref résumé ci dessous: 
- architecture matérielle très simple, 
- performances proches de la "qualité turbo", 
- délai de traitement considérablement réduit par rapport a u  codes turbo tra- 
ditionnels, 
- architecture facilement parallélisable et donc adaptée à traiter de forts débits 
de données. 
Ces avantages sont sans aucun doute conséquents. Le seul problème réside dans 
la génération des codes utilisés. 
3.4 Formalisme mathématique des codes doublement orthogonaux 
3.4.1 Définition 
Un code doublement orthogonal est tel que les différents observables mis en jeu 
au sein du système lors de la deuxième itération sont indépendants entre eux. 
3.4.2 Mise en équations 
D'un point de vue mathématique, la condition précédemment énoncée s'exprime 
sous la forme de trois contraintes à satisfaire pour les générateurs : 
a) Différences simples distinctes entre elles 
b) Différences doubles distinctes des différences simples 
c) Di ffërences doubles distinctes entre elles 
En étudiant ces relations, on s'aperçoit qu'il est possible de les simplifier en 
éliminant les redondances. 
Tout d'abord il est clair que l'on peut considérer, sans induire de restrictions, 
des ensembles de la forme {O, gl, ..., gJ-,}. En effet, si l'ensemble {aol al, ..., U J - , }  
est doublement orthogonal, il en sera de même vu la forme des équations (3.5, 3.6 
et 3.7) de l'ensemble: (ao - ao, al - ao, ..., ~ J - I  - ao). 
On montre à l'Annexe 1 que pour un ensemble de plus de quatre éléments, la 
condition 3.7 implique les deux autres (3.5 et 3.6). 
La condition de double orthogonalité pour I'ensernble {O, g, ,  ..., g,-,} se résume 
alors à l'obtention de : 
Sk - 91 f Srn - Sn # g k )  - 91' + grnf - Snt 
3.4.2.1 Propriétés des ensembles d'entiers doublement orthogonaux 
a) Origine 
Ce point soulignant le fait que l'on peut toujours considérer un ensemble corn- 
mençant par O a déjà été évoqué (3.4.2). 
b) Existence de deux ensembles 
Les ensembles trouvés vont toujours par paires. En effet si {O, g,, ..., g ~ - ~ }  est 
doublement orthogonal alors { g ~ - ~   g ~ - ~ ,  ~ J - I  -g ~ - l ,  ..., g ~ - ~  - O}  est également 
doublement orthogonal avec le même terme maximal ~ J - L .  La preuve de ceci est 
immédiate puisque si les combinaisons gi - gj + gk - gl sont distinctes, il en sera de 
même pour -gi + gj - g k  4- gi,  ce qui équivaut à ( & ~ j - ~   gi) - ( g J - 1  - g j )  + (gJ-1  - 
gk) - h j -1  - g1)- 
c) Équivalence différences distinctes - sommes distinctes 
On montre à l'Annexe II que la condition gi - gj +gk - gi distincts équivaut A 
gi + g, + ggt + 91 distincts. 
D'autres propriétés notamment vis à vis des opérations de multiplication et de 
rriodulo apparaîtront au cours de notre étude. 
3.4.2.2 Différenciation ensembles complets / sans les négatifs 
En réalité la condition exposée jusqu'ici est relativement spécifique et on appel- 
lera le type d'ensemble vérifiant celle-ci, des "ensembles doublement orthogonaux 
sans les négatifs". 
L'appellation utilisée est claire dès lors que l'on étudie attentivement les res- 
trictions imposées aux indices de (3.8). En effet, on a entre autres : k > 1, m > n. 
Ceci fait en sorte que les différences simples gp - gi et gm - gn demeurent toujours 
positives. 
Un autre cas a été envisagé: celui des "ensembles complets" au sein desquels 
l'on autorise les différences simples gk - gl et g, - g, à devenir négatives. Là encore 
la condition de double orthogonalité qui implique trois conditions initialement se 
simplifie à une seule qui est la suivante : 
Quel intérêt y-a-t-il à considérer préférentiellement un type d'ensemble plutôt 
qu'uri autre'? 
Les siniulations réalisées indiquent que les ensembles complets permettent d'at- 
teiriclre de meilleures performances. On peut énoncer une hypothèse pour tenter 
d'expliquer ce point. Autoriser les différences négatives consiste à orthogonaliser au 
sein de notre processus itératif les sorties d'une itération avec la séquence d'infor- 
mation utilisée à l'itération suivante. En procédant de la sorte, il est clair que les 
résultats obtenus seront meilleurs puisque l'on réduit par rapport aux ensembles 
avec les négatifs la corrélation entre les signaux considérés. En contrepartie, il sera 
plus difficile d'obtenir ce type d'ensembles. Ceux-ci sont en effet "moins nombreux" 
que les ensembles sans les négatifs qui les contiennent. 
Dénombrement 
II est intéressant, et nous le réutiliserons par la suite (4.3.2), de dénombrer le 
nombre de différences simples et doubles que génère chacun des deux ensembles 
contenant .J éléments. 
- Ensembles sans les négatifs 
Nornbrr cIc clifférences simples (Ns) : 
C'est le nombre de combinaisons possibles de 2 éléments distincts parmi J soit 
Nombre de différences doubles ( N d )  : 
Lc calcul est un  peu plus compliqué puisqu'il faut prendre en compte la position 
relative cles indices : 
Une façon d'aboutir au résultat est d'effectuer le raisonnement suivant : 
1 On choisit k 
De par k > 1, k ne peut pas être égal à O. C'est la seule restriction concernant 
cette valeur. On a donc choix pour k. 
2 On choisit I  
Comme k > 1 ,  1 est strictement inférieur a k. C'est la seule restriction qui 
s'applique ici soit c:=;' choix pour 1 (k  fixé). 
3 On choisit m 
On distingue deux cas (on sait que m f 1 )  : 
D'après m > n on sait que l'on a forcément m > O. Par hypothèse, m < 1 
ce qui impose qu'il y a :  CL:, possibilités pour rn (k et  1 fixés). 
4 On choisit n 
Avec rn > n, on obtient qu'il y a choix pour n (m! k et 1 
fixés). 
+ S i r n > 1  
D'après k 2 m et avec l'hypothèse m > 1 il y a :  CL-!, possibilités pour 
m (k et 1 fixés). 
4 On choisit n 
On doit satisfaire aux deux conditions m > n et 1 2 n. Comme 
rn > 1, il ne reste que la contrainte 1 2 n ce qui donne: c',=, choix 
possibles pour n (m, k et 1 fixés). 
En regroupant toutes les possibilités, on obtient : 
N~ = 4 J ( J  - i ) ( ~ *  - J c J) 
En utilisant successivement : 
N Ci=a i = i N ( N  + 1 )  
~ , " ~ i ~  = $ N ( N  + 1 ) ( 2 ~ +  1)
i3 = 4 W~ (lv + 1 
Ainsi on a : 
- Ensembles complets 
Nombre de différences simples ( N , )  : 
C'est le nombre d'arrangements possibles de 2 éléments distincts parmi J soit 
N, = -4; = J ( J  - 1) 
Yombre de différences doubles ( N d )  : 
Là encore le calcul est un peu plus compliqué puisqu'il faut prendre en compte 
la position relative des indices: 
1 On choisit k 
Cette grandeur pouvant prendre n'importe quelle valeur, on a xi-,  choix 
possibles. 
2 On choisit i 
Comme on a i # k, on est confronté aux deux cas suivants i > k ou i < k. 
+ S i i > k  
On a alors xi=,+, possibilités pour i. 
3 On fixe m (m # k) 
Avec les conditions k 2 m et m # i et sachant que i > k on aboutit 
k-1 Cm=l possibilités pour m. 
4 On fixe 1 
Les contraintes nous imposent i 2 1 ,  1 # rn, 1 # k comme i > k et 
m 5 k on aboutit à C~I; - possibilités pour m. 
On a donc pour ce chemin global xi=, CL,, c,, ~1:: 
3 S i m = k  
On n'a naturellement qu'un unique choix pour m. 
4 On fixe 1 
Les contraintes demeurent inchangées à savoir : i 2 1. 1 # rn: 1 # k. 
Comme m = k les deux dernières inégalités n'en font qu'une. Soit 
i 2 1, 1 # m. Sachant que i > k on obtient x:;: possibilités pour 1. 
3 Le trajet global dans ce cas là conduit à xi=, xi=k+L .l. x:~: possibi- 
lités. 
+ S i i < k  
On a nécessairement c:> choix possibles pour i. 
3 On fixe m 
On doit respecter les contraintes k > n et  rn # i sachant que i < k. 
On distingue les deux cas où m > i et rn < i pour étudier de manière 
convenable le cas de 1. 
Ce 
En regroupant 
S i m < i  
Comme i < k on a forcément m >i k. Ceci laisse ~~~1 - possibi- 
lités pour m. 
On fixe 1 
1 doit vérifier i 2 1, 1 # m, 1 f k comme i < k et i 2 1, la 
condition 1 # k est toujours vraie. II ne reste donc plus que i 2 Z 
et 1 # m. Ceci laisse ~ f z :  possibilités pour 2 .  
parcours induit donc xi!:=,  CE^^ c;:: choix. 
S i r n > i  
il faut que rn vérifie m 2 k ce qui impose pour choisir rn: 
c:=~+, possibilités. 
On fixe 1 
1 doit êtrechoisi t e lque i  2 1, 1 # m e t  1 # kavec i < k e t  i > 1 
la condition Z # k est toujours vérifiée. Avec i > 1 et m > i on 
aura toujours 2 # m. La seule restriction concernant 1 est donc 
i 2 1. Ceci laisse c;=, choix pour 1 .  
trajet conduit donc à xi!=, ~ i = ~ + ~  possibilités. 
tous les cas on obtient l'expression : 
iv, = 
i=k+l m=l k 1  i=k+l k 1  i=l m = l f = I  m = i - + l k I  -v -  
$ ( k -  l ) ( ~ - 3 + k ) ( J - k )  f ( J - L ) ( J -  l + k )  ( i -  l)* ( k - i ) i  
\ * f l  
( k -  l ) ( k 2  -2k+2) 
Ainsi on a : 
3.4.2.3 Différenciation orthogonalité sens strict / sens large 
II est à noter que la condition de double orthogonalité présentée jusqu'à présent 
n'était qu'un formalisme mathématique qui a été utilisé tout au long de notre étude. 
Si l'on en revient à une signification plus physique, il n'est pas souhaitable d'im- 
poser les restrictions k 2 rn et t 2 n au sein de l'équation 3.9. Ceci impliquerait en 
effet cn pratique une suppression d'un certain nombre d'équations de parité pou- 
vant conduire à une propagation d'erreur. 
La condition de double orthogonalité ainsi considérée (par exemple pour des 
ensembles complets) fait apparaître dans certains cas des permutations inévitables 
piiisquc gi - g, + gi, - gi = gi - gl + gk - g,. Ceci implique qu'on ne peut pas parler 
de double orthogonalité au sens strict du terme et on dénommera orthogonalité 
au sens large cette propriété. 
On verra cependant au 5.1 qu'il est possible d'obtenir une double orthogonalité 
au sens strict en adoptant une architecture matérielle particulière pour le codeur. 
CHAPITRE 4 
CODES DOUBLEMENT ORTHOGONAUX DE TAUX 1/2 AU SENS 
LARGE 
4.1 Introduction 
Ce chapitre porte spécifiquement sur la génération de codes de taux h double- 
ment orthogonaux (d.0.) au sens large. Les algorithmes de génération utilisés y sont 
présentés ainsi que les différentes techniques de réduction. La combinaison de ces 
procédures a permis d'aboutir a l'obtention de générateurs aux longueurs réduites. 
4.2 Génération 
4.2.1 Géométrie projective 
4.2.1.1 Description 
La construction et les règles d'orthogonalisation de la plupart des codes cycliques 
sont basées sur la structure de géométries finies comme par exemple la géométrie 
euclidienne et la géométrie projective. Ces codes appelés codes à géométrie finie 
ont été initialement étudiés par Rudolph [47]. 
La géométrie projective se construit à partir des éléments d'un corps de Galois 
(41. Un corps de Galois est l'appellation donnée (du nom de son découvreur) aux 
corps possédant un nombre d'éléments fini. Le nombre d'éléments (2) de ce corps 
détermine sa notation sous la forme G F ( ~ ~ )  ou p est un nombre premier et où z = 
L'entier p est appelé le nombre caractéristique du corps, c'est le plus petit élément 
tel que l'addition de p fois l'élément unité du corps donne pour résultat l'élément 
nul. On nomme élément primitif a, tout élément d'ordre - 1 (ie: apd- l  = a). 
Par définition, un élément primitif cr d'un corps de Galois GF(~'("+ '1) est une des 
racines d'un polynôme primitif d'ordre m+ 1 à valeurs dans CF(ps). Notons g(x) ce 
polynôme, il est défini comme étant irréductible sur le corps considéré et de sorte 
h ce que le plus petit entier n tel que g(x) divise xn - 1 soit égal à ps(mcl). Ce 
po lynhe  ne peut être le produit de deux polynômes de moindre degré du corps 
(on peut voir dans cette dernière définition un rapprochement avec les nombres 
premiers). 
011 considère alors, pour fixer les idées, des corps de Galois du type GF(2S(m+')). 
Ceux-ci contiennent GF(2") comme sous corps. On note a un élément primitif de 
GF(Y('"+')). Voyons sur un exemple appliqué au codage la construction du corps 
contenant les 16 quatruplets binaires (de 0000 à 1111) soit GF(IG)=GF(~~) .  On
;ifFwte à clinque élément un polynônie spécifique: 0000 -t O, 1000 + 1, O100 + 
1. 1100 -t 1+x, O010 + x2 ,  ..., 1111 + 1+x+x2+x3. Une brève recherche montre 
que Ie polynôme x*'+x+l est primitif sur GF(16). Dénotons par a l'élément primitif 
racine de ce polynôme. Le tableau récapitulatif des éléments de cet ensemble est 
alors : 
Tableau 4.1 - Construction de GF(16) 
élément polynôme 
O 
2*(m+') -2 Les puissances de a : aO_ al, ..., Q forment alors les éléments non-nuls 










1 + a + a 3  
1+a2 


















a + a2 + a3 
~ + Q + Q * + c ~ ~  
1 + cl2 + ûi3 
.. . + 2" + 1. En posant ,û = an, il est clair que l'ordre de P est Y - 1. Les 2" 
éléments {O, l 7  B, p2, ..., constituent le corps de Galois GF(2'). Notons 
r = {ao, a ' ,  ... , an-'} (les n premières puissances de a). Partitionnons les éléments 
non-zéro de GF(2(m+1)S) en n sous-ensembles disjoints : 
{Cr0,  p.ûO, m.., lj2'-*.a0} , 
{al, p.û1, ..., p2'-*.a1), 
Proposition : 
Chaque ensemble a 2" - 1 éléments multiples du premier élément. Aucun élément 
de ces enseniblcs ne peut être un produit d'un élément de GF(2') et d'un élément 
d'un cnsenible diff6rent. 
Preuve : 
hlontrons tout d'abord par l'absurde qu'aucun élément (Y' de I' ne peut être un 
produit d'un élément de GF(Y) et d'un autre élément d de r. Si a' = q.aJ 
avec q appartenant à GF(ZS), on a alors comme f - '  = 1, a('-))(?'-') = 1. Avec 
( i  - j).(2" 1) < 2(m+ '1' - 1 cela signifierait que l'ordre de a serait inférieur à 
g(m+l)s - - 1 ce q u i  est impossible. Ceci établit, il est évident maintenant que si 
1'011 a p'.ak = /3m.(r3.PP (expression du produit d'un élément des ensembles définis 
précédernrnent et d'un élément de GF(2')) on aboutit à l'équation a" aj.prn+P-' 
ce qui. on l'a vu auparavant, est impossible. La proposition est ainsi démontrée. 
La géométrie projective comme son nom l'indique utilise le concept de projec- 
tion. En fait chaque ensemble précédemment explicité est représenté par son premier 
élément (ie : (a') = {ai,  Pai,  ..., /32a-2.cr i } ) .  Ainsi pour tout aj dans ~ ~ ( 2 4 ~ ~  '1)) 
si a* = fii.& avec O 5 j < n alors aj est représenté par (ak). On dit que les 
éléments (oro), (a1), ..., (an-') forment une géométrie projective à n dimensions sur 
GF(27 et sont appelés des points. 
Remarque : {ai, Bai, ..., j32'-2aa) représente le même point (projection) 
Lignes: soient (a') et (cd) deux points distincts dans (PG(m, 2')) (PG(m, 2") 
sous-entend la structure de géométrie projective définie sur le corps GF(~'(~+'))). 
La ligne passant par ces deux points consiste en les points (vi.oii + %.aj). S'il y 
a - 1 choix pour 91 et % à partir de GF(2') (en excluant ql = = O )  il y 
a toujours 2' - 1 choix de ql et 72 qui résultent en l'obtention de la même ligne 
{qi .ai + q2.aj, ql .p.cri + k.p.aj, ..., .p2'-*.ai + q2./?2'-2.aj}. Une ligne dans 
= 2' + 1 points. PG(rn, Y )  "contient" donc 2$-1 
p-plans : soient (at1), (at2),  ..., (at.+' ) des points linéairement indépendants. Un 
p-plan dans PG(n ,  2') est défini par Les points (qiatl + q2ai2 + ... + qP+iatfi+l) où les 
qi appartiennent à GF(2') et  tels qu'ils ne soient pas tous nuls. En tenant compte 
d u  fait qu'il y a toujours 2" - 1 choix de 71, ...? r),+l qui aboutissent au même point 
2 ( r + l b  -1 dans PG(n, 27 il y a 
a3 -l = 1 +Y+... +2PS points dans un yplan de PG(m. Y). 
Cette description n'avait pas pour vocation d'expliciter en détails la matière que 
représente la géométrie projective. Elle est néanmoins suffisante pour la compréhen- 
sion de l'utilisation qui en a été faite durant notre étude. 
4.2.1.2 Principe utilisé 
Le principe utilisé pour générer des codes kI-ort hogonaux à partir de la géométrie 
projective est présenté ci-après. Afin d'alléger les notations, on traitera en détails 
le cas de codes simplement orthogonaux. La généralisation à des ordres d'orthogo- 
nalité supérieurs est immédiate. 
Considérons un corps de Galois CF(~~("+')) .  Les paramètres m, s et p sont choi- 
sis de sorte à ce que !e nombre de générateurs du code considéré J soit égal à pS + 1 
avec p premier et s entier. Si une telle égalité n'est pas possible on prend les valeurs 
de p et de s qui se rapprochent le plus de J par valeurs supérieures. Le paramètre 
rn renvoie au niveau d'orthogonalité souhaité. Ainsi on a m = 2 pour des codes 
simplement orthogonaux, rn = 4 pour des codes doublement orthogonaux et ainsi 
de suite. Notons a un élément primitif de ce corps GF(ps(mCL)). Par définition, un 
élément primitif d'un corps de Galois u est une des racines d'un polynôme primitif 
d'ordre rn + 1 à valeurs dans GF(pS). 
.-issocions à ce corps de Galois une structure de géométrie projective PG(rn, ps). 
On sait d'après la section précédente que l'ensemble ainsi généré contient n = 
s ( m + i ) - l  
pJ-1 points. En reprenant les notations précédentes on note $ = an. L'élément 
B est un élément primitif du corps de Galois GF(ps). On génère alors simplement 
une ligne dans PG(m = 2, p s ) .  
Proposition : 
Les puissances de a prises sur une ligne particulière de PG(m, pS) forment un en- 
semble de valeurs vérifiant la propriété de simple orthogonalité. 
Preuve : 
(a) étant d'ordre n il est clair que l'ensemble de ses puissances est défini modulo n. 
On restreindra la forme de la ligne précédemment choisie au type r)l +ma où 71 et 
q? sont des éléments de GF(pS). On notera par la suite go, g17 ..., g ~ - ~  les générateurs 
recherchés. Le premier "point" sur la ligne considérée est : (a0) = (&O) = (117 le 
deusième est (a ')  = ( d l )  = (a) et les suivants sont du type (agi) = (1 + @-*.a). 
Prenons par exemple ( a g i )  = (1 + @-'.a) et ( d l )  = (1 + D~%Y), nommons pour 
clarifier la notation pi = pi-* et pj = Bja2.  Le produit de ( a g i )  avec (&J) donne : 
Soit k i f  tel que: 
akij = (1 + pi.a).(l + p j .a ) .  
On sait que les racines de tous les polynômes générés par le produit de deux points 
sont distinctes (4.2.1.1), et que de plus, le produit de deux points aboutit à un 
polynôme de degré deux au maximum ce qui est inférieur au degé  du polynôme 
primitif (ordre m + 1 = 3) et évite donc la nécessité d'appliquer l'opération de 
moclulo. Ainsi les nombres k j  peuvent être utilisés pour représenter des éléments 
distincts dans GF(~'(*+')) avec k i j  = gi+gj. Comme aucun polynôme n'est le mul- 
tiple d'un autre avec les scalaires pris dans GF(ps), la projection des éléments sur 
PG(2, p S )  conduit a des résultats distincts. Il est à noter que l'on génère ainsi des 
ensembles complets qui sont topologiquement inclus dans ceux "sans les négatifs" 
(3.4.2.2). 
La construction présentée ci dessus peut être facilement généralisée aux valeurs 
de m supérieures. Il suffit pour cela de générer une ligne dans PG(m, ps). 11 convient 
cependant d'être prudent lors de l'équivalence différences - sommes que 1'011 n'a pas 
démontré dans le cas général pour rn > 4 (Annexe II). 
4.2.1.3 Mise en oeuvre 
La mise eu oeuvre algorithmique de la procédure précédente a été effectuée 
comme suit : 
- saisie de la valeur de J par l'utilisateur, 
- détermination par une simple procédure testant les différents cas les valeurs 
de p et de s correspondantes au J en entrée (rn est k t é  à 4 pour des codes 
doublement orthogonaux) , 
- génération d'un polynôme primitif de GF(~'("+')) par une procédure écrite 
en langage C (principe : division et opération de modulo sur les polynômes), 
- recherche de l'ensemble de nombres doublement orthogonaux obtenu par une 
procédure utilisant le logiciel Muple@ (principe: on estime modulo le po- 
lynôme primitif les grandeurs a g i  - (1 + a d j ) .  Si le degé du polynôme 
obtenu est égal ou inférieur à zéro le générateur gi convient). 
4.2.1.4 Résultats obtenus 
Les résultats présentés dans le tableau 4.2 ont été établis suivant la méthode 
es  plicitée dans la section précédente. Ils regroupent les meilleures valeurs obtenues 
pour des codes d.0. au sens large de taux dont le nombre de générateurs (J) varie 
cle 2 à 20. Le paramètre modulo apparaissant dans le tableau correspond au "n", 
ordre de l'élément primitif auparavant décrit. 
La procédure de génération s'avère relativement lente, surtout pour les valeurs 
de J élevées. Sans nul doute l'utilisation d'un logiciel de calcul tel que Muple@ 
ralentit de beaucoup la simulation. Un algorithme écrit en langage C eût  permis 
d'améliorer le temps nécessaire au calcul, cependant ce serait se priver de nom- 
breuses fonctionnalités incluses dans les logiciels de calcul formel notamment au 
niveau des opérations sur les corps de Galois bien utiles ici. 
Une première analyse fait apparaître une longueur de ces codes très élevée. Une 
réduction semble donc obligatoire et sera présentée par la suite. Les cas J >_ 15 ne 
seront plus étudiés par la suite. Ceux-ci sont en effet peu intéressants asymptotique- 
ment car ils conduisent à des longueurs de code extrêmement élevées inexploitables 
en pratique, sans pour autant fournir des performances d'erreur proportionnelles à 
ces longueurs. 
Tableau 4.2 - Générateurs obtenus par géométn'e projective pour des codes de tauz 
A à J éléments 















p s modulo 
2 1 31 
2 1 31 
3 1 121 
2 2 341 
5 1 781 
7 1 2801 
7 1 2801 
2 3 4681 
3 2 7381 
Io111 
{O, 1, 18) 
{O, 1,  5 ,  69) 
{0,1, 32, 77, 242} 
{O, 1, 5, 25, 125, 625) 
{O, 1, 5, 841,867, 1176, 1237} 
{O, 1, 5,841,867, 1176, 1237, 2510} 
{O? 1, 15, 213, 1128? 1674, 1766, 3181, 3723} 
{O, 1,963,3317,3673,3933,4490,5945,6315, 
6965) 
{O, 1,3729,8536,10148,10865, 12749,13031, 
13603, 14093, 14236} 
{O, 1,3729,8536,10148,10565,12719,13031, 
13603, 14093, 14236, 15367) 
{O, 1, 5, 2445, 3431,4235,5965,8663, 15129, 
16307. 16580, 17694, 18673) 
{O, 1, 5, 2445,3431, -4235, 5965,8663, 15129, 







{O, 1,' 5, 7982, 15760, 16210, 22066, 23146, 
24392, 38156. 44950, 50004, 56920, 66165, 
76709) 
{O! 1, 5, 7982, 15760, 16210, 22066, 23146, 
24392, 38186, 44950, 50004, 56920, 66165, 
76709, 81999} 
{O, 1, 5, 5982, 15760, 16210, 22066, 23146, 
24392, 38186, 44950, 50004, 56920, 66165, 
76709, 81999, 82344) 
{O, 1, 5, 7982, 15760, 16210, 22066, 23146, 
24392, 38186, 44950, 50004, 56920, 66165, 
76709, 81999, 82344, 81431) 
{O, 1, 5, 10213: 10969, 17805, 24059, 32369, 
39198, 41742, 56536, 57737, 58103, 61787, 
7.1828, 77642, 98476, 104056, 112999) 
{O, 1, 5, 10318, 10969, 17805, 24059, 
32369, 39298, 41742, 56836, 57737, 58103, 
61187, 74528, 77642, 98476, 104056, 112999: 
125172) 
4.2.2 Génerat ion pseudo-aléatoire 
4.2.2.1 Présentation 
L'utilisation de la géométrie projective ne donne pas entière satisfaction. Le 
temps de calcul est long et les ensembles obtenus possèdent une longueur exces- 
sire. Bien qu'il soit possible par diverses méthodes de réduire celle-ci, il peut être 
préférable d'appliquer ces techniques à un ensemble déjà plus réduit. Ceci justifie 
la recherche d'autres procédures de génération. 
L'idée employée ici est simple et ne fait pas appel à des structures algébriques 
compliquées comme pouvait ie faire la géométrie projective. Cette méthode em- 
ploie en réalité une procédure aléatoire qu'il est possible de modifier et d'affiner 
pour améliorer les résultats. 
Le déroulement de cette technique peut être modélisée par la succession d'étapes 
suivantes : 
1. On part d'un ensemble ne comprenant que le chiffre {O) (cf propriétés d.o.), 
on initialise une variable entière "compteur" à 0. 
2. On incrémente d'une unité la valeur contenue dans la variable "compteur". 
3. On rajoute à l'ensemble en cours d'étude l'élément contenu dans "compteur". 
4. On teste si ce nouvel ensemble vérifie la propriété de double orthogonalité. 
5. Si le test échoue on retire l'élément de la variable "compteur" à notre ensemble 
et on réitère le processus à partir de l'étape n02. 
6.  Sinon on effectue un tirage aléatoire. Si le résultat de ce tirage n'est pas validé 
on retire l'élément de la variable "compteur" à notre ensemble et on réitère 
le processus à partir de l'étape n02. 
7.  Si le tirage aléatoire est accepté il ne reste plus qu'à recommencer à partir 
de l'étape n02 en conservant l'ensemble obtenu par l'ajout de "compteur" (le 
nombre d'éléments augmente d'une unité). On prend soin de vérifier avant 
cela que le nombre d'élément requis J n'est pas atteint. 
Cctte procédure est répétée un certain nombre de fois pour ne conserver que le 
nieilleur ensemble obtenu. 
Cctte structure se prête facilement à une représentation "du type gaphcet". 
Celle-ci est présentée A la figure 4.1. 
Ensemble d.0. de J éléments 1 (initialement (01) I 
Ajout d'un générateur choisi 
parmi les entiers naturels 
(ordre croissant) h 




(on répète la proc6dure un grand nombre de 
fois et on garde le meilleur ensemble genéré) 
Tirage aléatoire et 
comparaison a un seuil 
Figure 4.1 - Processus de génération pseudo-aléatoire 
échec 
w 
Le point le plus délicat de cette méthode est évidemment la détermination du 
tirage aléatoire à effectuer. Plusieurs solutions ont été envisagées et deux principales 
se basant sur l'utilisation d'un seuil ont été retenues. 
a) Seuil fixe 
La solution appréhendée ici est en fait celle d'un simple tirage aléatoire Sem- 
blable i l'exemple classique d'un lancement de dés. On génère de manière aléatoire 
un nombre compris entre une valeur minimale et une valeur maximale et on fixe un 
seuil au dessoiis duquel le tirage est considéré comme "vérifié" (i.e. : on conserve 
l'élément considéré pour compléter notre ensemble d.0.). 
Lors de l'iniplémentation il convient d'être vigilant eu égard à l'obtention d'un 
nombre réellement aléatoire. Les générateurs standards inclus dans les librairies de 
progranirnation sont bien souvent limités et font intervenir des paramètres de temps 
pour simuler le caractère aléatoire. Il n'est pas rare que ces configurations donnent 
les niémes suites aléatoires lors de lancements consécutifs d'un même programme ou 
nu bout d'un certain temps de simulation. Ce problème de génération de nombres 
aléatoires purs a été et est toujours l'objet de nombreuses recherches ; il est possible 
d'en trouver de très performants sur Internet [51]. Plusieurs furent testés dans le 
cadre de cette étude. En pratique le critére retenu pour le tirage aléatoire fut le 
suivant : 
. valeur minimale : 0, valeur maximale inférieure à l? 
. si le tirage produit une valeur inférieure à 0.2 Le test est validé. 
Le nombre 0.2 a été obtenu après expérimentations. Quelques exemples de ces 
siniulations sont présentés dans le tableau 4.3 sur une moyenne de 20 essais lors de 
la génération d'un ensemble de 7 éléments : 
Tableau 4.3 - Évolution de la longueur moyenne  en fonction de la voleur du seuil 
pour J = 7 
Dans ces conditions la génération s'avère rapide et produit de bons résultats. 
Cependant on s'aperçoit par rapport aux meilleures valeurs obtenues par la suite 
que plus le nombre d'éléments est grand et plus la longueur maximale s'éloigne de 
celle optimale trouvée après réduction. Quelques résultats sont présentés à la fin de 
cette partie en différenciant les ensembles complets des ensembles sans les négatifs. 
valeur 
O. 1 
Il est à noter que différentes variantes de cette technique ont été employées. no- 
tamment en faisant évoluer le paramètre aléatoire au cours d'une même génération. 
La meilleiire obtenue est celle consistant à adopter un seuil linéaire explicitée ci- 
après. 
longueur moyenne obtenue 
336 
b) Seuil linéaire 
Cette méthode reprend les attt-ibuts de la technique précédente. Le seuil est 
défini sous la forme a.x + b où s est le "numéro" de l'élément recherché et a et 6 
sont deux paramètres tels que : 
On peut justifier ce chok de manière assez simple. Plus on se rapproche du 
nombre d'éléments maximum de notre ensemble (J) plus il semble intéressant de 
prendre le premier nombre trouvé. Pour passer de J - 1 à J générateurs on ob- 
tiendra naturellement une longueur moins importante en prenant le premier qui 
convient. Lorsque l'on choisit les premiers éléments, il est possible de rejeter plus 
de choix sans que cela soit préjudiciable. Ceci se voit facilement ; par exemple pour 
le premier élément 1 convient forcément, si celui ci est rejeté, on sait que 2 convien- 
dra aussi puis 3, 4, ... et donc que l'on obtiendra un premier élément en moyenne 
inférieur à 10 avec les valeurs de u et b retenues. Si on rejette un nombre aussi im- 
portant d'éléments lorsqu'on recherche les derniers générateurs de notre ensemble, 
on est sûr d'obtenir une longueur excessivement élevée. En effet, les générateurs va- 
lides sont de plus en plus espacés au fur et à mesure de l'augmentation du nombre 
d'éléments trouvés. 
En regardant de plus près les deux techniques retenues, celles-ci peuvent sembler 
contradictoires. En effet dans un cas (seuil fixe) on choisit un seuil faible pour les 
"derniers" générateurs et dans l'autre cas (seuil linéaire), la stratégie inverse est 
adoptée. Le caractère aléatoire de ces méthodes fait qu'en moyenrie chacune des 
deux s'avère intéressante. 
4.2.2.2 Résultats obtenus 
- ensembles sans les négatifs 
Tableau 4.4 - Génération d'ensembles sans les négatifs par méthode pseudo- 
aléatoire 
1 ,  I 
1 5 1 {O, 2, 23, 28, 34) 1 
- ensembles complets 
9 
10 
Tableau 4.5 - Génération d'ensembles complets par méthode pseudo-aléatoire 
, , . , 
{O, 29, 75,404, 864,983, i047: 1048, 1051} 
(O, 36,104,474,810,1304,1804,1915,1939,1960) 
I J l générateurs 1 







{O, 1, 37, 41, 51) 
{O, 1, 6, 34, 76, 167) 
(0, 1, 5, 23, 93, 197, 340) 
{O, 49, 67, 173, 420, 606, 617, 620) 
{O, 29, 75, 404, 864, 983, 1047, 1048, 1051) 
{O, 36,104,474,810,1304,1804,1915,1939,1960) 
4.2.3 Autres méthodes étudiées 
a) Recherche exhaustive 
C'est naturellement la méthode la plus simple et la plus précise pour générer des 
ensembles doublement orthogonaux de longueur minimale. Malheureusement une 
telle recherche est énormément coûteuse en terme de nombre de calculs à effectuer. 
Devant envisager tous les cas, elle fait appel à une structure d'imbrications qui sont 
"lourdes" à traiter. Ce fait limite l'utilisation de cette méthode à de fübles valeurs 
de J B moins de disposer d'un ordinateur très puissant. Nous n'avons pas pu dans 
notre cas pousser cette recherche exhaustive plus loin que la valeur J = 5. Dans les 
tableaux 4.6 et 4.7 figurent respectivement les résultats obtenus pour les ensembles 
complets et sans les négatifs. 
- ensembles sans les négatifs 
Tableau 4.6 - Génération d'ensembles sans les négatifs par recherche exhaustive 
J 1 générateurs 1 





Tableau 4.7 - Génération d'ensembles complets par recherche exhaustive 
{O, 1) 
{O, 11 4) 
{O, 3, Il ,  12) 




{O, 1 )  
1 .  
3 
- 4  
5 
{O, 2, 5)  
{O, 3, 13, 1û} 
(O, 1, 24, 37, 41) 
b) Utilisation de séquences connues 
L'idée ici est de se ramener à des résultats déjà établis. Les ensembles sim- 
plement orthogonaux ont fait l'objet de nombreuses recherches. On retrouve dans 
la littérature différentes appellations : "séquences 8-2"' de Sidon" [EL!], 
"règles de Golomb" [53], ... qui sont autant de variantes d'un même problème. 
Les règles de Golomb retiennent particulièrement notre attention. En effet celles- 
ci représentent un ensemble de nombres tels que toutes les différences (sommes) 
simples d'éléments de cet ensemble soient distinctes. De plus divers algorithmes 
(SHIFT, G ARSP, .. .) permet tent l'obtention d'ensembles aux longueurs réduites. 
En fait, il apparaît qu'une telle idée est difficile à mettre en oeuvre. Pour que ce 
principe soit valable il faut à partir d'un ensemble de valeurs G = {O, gi, 92, ..., g ~ - , }  
considérer l'ensemble formé par toutes les sommes simples : G i  = {gi, gl+go, ..., g,-2 
+ g ~ - ~  } et essayer de faire correspondre l'ensemble des valeurs de G I  avec une 
séquence de règle de Golomb connue. De cette façon on serait sûr que toutes les 
sommes doubles de G (sommes simples de GI)  seraient distinctes. On se heurte là 
à deus problèmes : 
. la non-certitude de pouvoir identifier une séquence de règles de Golomb à l'en- 
semble G (il  faut s'assurer que l'on puisse bien repasser des sommes aux valeurs 
des g i ) .  
. In dépendance de l'ordre des sommes simples en fonction de l'ordre des valeurs de 
gi (de cet agencement dépend l'identification à une séquence de règles de Golomb). 
Ceci ajouté à la croissance rapide du nombre de sommes simples en fonction 
du  nombre d'éléments de l'ensemble de départ rend cet te  technique difficilement 
applicable. 
Considérons un petit exemple concernant des ensembles sans les négatifs pour 
illustrer ces propos. On connaît une suite de règles de Golomb ri tels que: Ti + rj 
soient distincts avec i > j .  Notre but étant d'obtenir un ensemble de générateurs 
gi tels que gi - gj + gi  - gi soient distincts avec i > j et k > 1 on va essayer 
d'identifier r ,  avec gp  - gq. Supposons que l'on cherche un total de 3 générateurs 
(90: 91, g?}. Cet ensemble va générer 3 différences simples positives (9 dans 
le cas général). Il nous faut donc choisir l'identification à une séquence existante 
comprenant 3 nombres différents de O. La plus grande différence obtenue au sein de 
notre ensemble de générateurs ordonné sera naturellement gz - go. Dans ['optique 
de minimiser ql on va essayer la suite de règles de Golomb minimale {O, 1, 4, 6} 
à laquelle on retire le "O". Ainsi on aimerait avoir: gz - go = 6, g2 - gi = 4 ou 1 
et gl - go = 1 ou 4. Un bref calcul indique que cette situation n'est pas possible. 
Ainsi, il  faut tester tous les ordonnancements de nos générateurs possibles mais en 
plus. il hut tester diverses règles de Golomb pour en trouver une qui convienne, ce 
qui  n'est pas simple. 
II est également envisageable d'aborder cet te méthode sous un angle différent 
en adaptant la méthode GARSP ([48]) comme ceci est présenté à l'Annexe III. 
4.2.4 Comparaisons des résultats 
.A ce stade-ci de l'étude il serait vain de se lancer dans des comparaisons très 
poussées car, ne l'oublions pas, ce sont les générateurs après réduction qui nous 
préoccupent. Cependant plus l'ensemble à réduire sera de courte longueur plus l'on 
peut espérer obtenir un bon résultat. En effet même si ce sont les dernières unités 
pour se rapprocher du minimum réel qui sont les plus dures à gagner, plus l'on part 
de loin et plus l'on aura de travail de réduction à fournir. 
La recherche exhaustive fournit naturellement les meilleurs résultats envisa- 
geables mais. on l'a vu, son application ne se limite qu'à de faibles valeurs de J. 
Supposons en effet que l'on s'intéresse au cas J = 8 et supposons le plus grand 
élément égal à 364. On a alors un ensemble de la forme: {O, go, ..., gs, g,, 364). 
Ctinque gi peut donc varier entre gidl + 1 et 364 - (7 - gJ. Ce qui donne le nombre 
de possibilités suivant : 
Si l'on multiplie ce résultat par le temps de calcul nécessaire aux différents tests, 
il est clair que cette méthode devient inutilisable. Cependant les valeurs obtenues 
pour J petit donnent une référence pour comparer les autres techniques mises en 
jeu. 
Deux tableaux (4.8 et 4.9) résument les différents résultats obtenus. Il est à noter 
que la comparaison avec la géométrie projective n'est pas tout à fait "équitable". 
Er1 effet. la génération pseudo-aléatoire, de part le fait qu'on effectue un certain 
rionibre d'essais pour ne conserver que le meilleur résultat, présente intrinsèquement 
iiri cffort de réduction. Ce n'est pas le cas de la géométrie projective. Une compa- 
raison plus significative après réduction sera présentée par la suite (section 4.5). 
Il convient cependant de garder à l'esprit que le temps requis par la génération 
par géométrie projective est très largement supérieur à celui nécessaire dans le cas 
d'une génération pseudo-aléatoire. 
- ensembles sans les négatifs 
Tableau 4.8 - Comparaisons des méthodes de génération pour des ensembles sans 
les négatifs 
11 n'est pas très significatif dans ce cas là de comparer la méthode par géométrie 
projective aux autres techniques. En effet on a vu que celle-ci permet de générer 
des ensembles complets qui possèdent plus d'équations à vérifier que les ensembles 
sans les négatifs. 
l 
- crisembles complets 
longueur de I'ensemble 
rech. exh. 1 pseudo-aléa. 1 géo. proj. 
Tableau 4.9 - Comparaisons des méthodes de  génération pour des ensembles corn- 
J longueur de l'ensemble 
i rech. exh. 1 pseudo-aléa. 1 géo. proj. 
On remarque que sur les premières valeurs la stratégie de génération aléatoire 
n'est pas loin de fournir les valeurs minimales voire d'y arriver pour J = 2, 3 et 4. 
Ceci est en réalité normal. L'algorithme utilisé est en effet particulièrement rapide, 
notamment lorsque le nombre d'éléments est petit. Ceci permet sur une courte 
période de temps de lancer de nombreuses simulations. L'obtention du "bon" en- 
semble étant probabiliste (il existe nécessairement une suite de tirage particulière 
conduisant à la génération de la séquence minimale), plus le nombre d'essais sera im- 
portant et plus la chance d'aboutir à l'ensemble minimal sera grande. Ceci explique 
pourquoi cette technique devient moins précise avec l'augmentation du nombre 
d'éléments de l'ensemble (la probabilité de tomber sur la bonne séquence est de 
plus en plus faible). 
4.3 Réduction 
4.3.1 Problématique 
La section précédente nous a procuré différentes méthodes nous permettant 
de générer des ensembles doublement orthogonaux du type (0, gl, -.., g ~ - i } .  On 
a VII également que de l'élément ~ J - I  dépendent la latence du décodage et la 
mémoire nécessaire au niveau du décodeur. Il est donc crucial de minimiser cette 
valeur au maximum pour éviter tout délai de traitement, délai, qui on l'a vu est 
préjudiciable dans toutes les applications. La valeur minimale de ~ J - I  sera par la 
suite nommée la longueur minimale (g;-,) que l'on va tenter d'atteindre pour un 
nombre de générateurs J donné. 
4.3.2 Recherche de g;-, ,  obtention de bornes et d'estimées 
4.3.2.1 Ensembles sans les négatifs 
On a établi au (3.4.2.2) que dans le cas des ensembles sans les négatifs, pour 
iin ensemble de J éléments, il y a N s ( J )  = différences simples et N d ( J )  = 
J ( J - ~ ) ( P - J + . I )  
12 différences doubles. Ci-après figurent différentes tentatives effectuées 
pour élaborer une théorie satisfaisante visant l'obtention de l'expression de la lon- 
gueur minimale. 
a) Cas idéal 
On suppose que l'ensemble {O, gi, ..., g ~ - l }  ( O  c gi < ... < gJ-i)  est "parfait". 
C'est à dire que la réuiiion des ensembles formés par les valeurs des différences 
simples et doubles ne contient que des entiers consécutifs distincts. Un tel en- 
semble vérifierait nécessairement la condition de double orthogonalité puisque les 
différences doubles et simples seraient toutes distinctes et distinctes entre elles. La 
plus grande de ces valeurs étant g~-l- 0 + g ~ - l -  O = 2.gJe1, la longueur minimale 
de ce cas idéal serait : 
z . t ~ j - ~  = Nd(J)  + & ( J I  - 
Nombre de valeurs contenues dans L'ensemble "réunion" 
En pratique cette situation est impossible pour J 2 4. Les différentes différences 
simples et doubles ne peuvent se repartir de manière à créer une succession de 
nombres entiers consécutifs. Ceci s'explique par le fait que modifier la valeur des 
différents générateurs ne permet pas d'agir indépendamment sur les différences 
simples d'un côté et sur les différences doubles de l'autre. Ces grandeurs sont en effet 
"reliées!' ce qu i  impose certains écarts. Ainsi, I'expression obtenue, à défaut de four- 
nir la longueur minimale, donne une borne inférieure ( B i n f ( J )  = J ( J - i ) ( ~ Z - ~ + i o )  
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borne "cas idéal") de la grandeur g j - ,  . 
La détermination de la longueur minimale se heurte à de nombreuses diffi- 
cultes. En particulier, le dénombrement pose certains problèmes. Illustrons cela 
par un exemple en considérant un ensemble de -4 générateurs: {O, gl,  g2, g3} 
(O < gl < gz < g3). Exprimer le fait que toutes les différences doubles sont dis- 
tinctes revient i considérer factoriel(15) inéquations (il y a 16 différences doubles). 
Après étude de ces inéquations (élimination des redondances) on s'aperçoit qu'il ne 
reste plus que 14 inégalités. L'ordre des éléments permet de supprimer 13 autres 
inéquations supplémentaires pour arriver a un nombre final de 31. L'idée est alors à 
l'image de ce qui a été fait pour calculer les grandeurs N, ( 3 )  et Nd( J )  de dénombrer 
les possibilités de valeurs pour notre ensemble en fixant d'abord gl puis gz et g3. 
En réalité, on s'aperçoit très rapidement que même pour un ensemble avec peu 
d'élémeiits cette opération s'avère extrêmement fastidieuse et inutilisable. 
b) Relation de récurrence 
Puisque l'on a été capable de déterminer la borne par une recherche exhaustive 
pour un faible nombre d'éléments, il serait très intéressant de déterminer s'il existe 
une relation de récurrence permettant de passer de la longueur minimale pour un 
ensemble de J générateurs à celle valable pour un ensemble de J + 1 générateurs. 
Cette recherche n'a pas permis d'aboutir à la longueur minimale comme on l'aurait 
souhaité mais une borne supérieure fut cependant obtenue (notation B,,(J)) : 
[Bsup(J + 1) = 3.8,,(5) + 11 avec B,,(.l) = 12 (4.6) 
L'appellation "borne supérieure" se justifie par le comportement asymptotique 
de celle-ci. En effet Bsup(J) évolue comme 3-' qui croît de manière exponentielle 
avec J. 
Prouvons cette équation de récurrence : 
En se reportant aux résultats présentés page 71, on note que pour J = 14 l'en- 
semble obtenu {O, 3, 11, 12} a une longueur maximale égale à 12. Ceci assure que 
la valeur 12 est bien une borne supérieure pour un ensemble complet comportant 
-1 éléments. 
Supposons BsUp(5) = 3 * B,,,(4) + 1 soit B,,,(5) = 3 * 12 + 1 = 37. En se 
reportant une nouvelle fois aux résultats de la page 71, on remarque que l'ensemble 
contenant 5 éléments présenté {O, 2, 23, 28, 34} a une longueur maximale inférieure 
à 37. Ceci fait donc de Bsu,(5) ainsi définie une borne supérieure. 
Considérons notre ensemble {O, gl, ..., g ~ - ~ )  avec ~ J - I  = Bsup(J). On sait que 
les différences simples sont comprises entre O et ~ J - L  et les différences doubles entre 
O et 2.gJ4. Supposons que l'on se contente de construire g~ à la suite de cet en- 
semble avec g~ = 3.qJ-* + 1. Les nouvelles différences simples engendrées par g~ 
seront comprises entre g~ - ~ J - I  et g~ et les nouvelles différences doubles entre 
On est ainsi certain que les nouvelles différences obtenues par l'ajout de g, ne se- 
ront pas égales à des valeurs de différences générées par l'ensemble {O, gl, ..., g,-I). 
On obtiendra bien de la sorte un ensemble de J + 1 éléments doublement orthogo- 
nal. La grandeur BSup(J + 1) = g~ = 3.B,,,(J) + 1 est donc une borne supérieure 
ce qii i  achève de prouver la relation de récurrence. 
c )  Autres résultats 
Diverses tentatives ont permis d'obtenir d'autres bornes malheureusement diffi- 
cilement justifiables et vérifiables. Citons en particulier l'expression $4:. Théorique- 
ment i l  semble que la détermination de la borne soit un problème extrêmement 
complexe q u i  n'est d'ailleurs pas résolu dans le cas des ensembles simplement ortho- 
gonaux. hlalgré tout, ces mises en forme (illustrées par le tableau 4.10) permettent 
d'obtcnir des ordres de grandeurs et de mieux apprécier le comportement de cette 
Tableau 4.10 - Comportement des bornes '%us idéal" et "récursive" en fonction de 














L'obtention de la longeur minimale de manière théorique n'a donc pas pu être 
établie. Ceci est regrettable car cela eût été un apport considérable pour générer 
des ensembles minimaux. Cela n'a cependant rien d'étonnant vu la complexité du 
problème. 
4.3.2.2 Ensembles complets 
On a vu que les ensembles complets en imposant plus de conditions aux générateurs, 
donnent lieu à de meilleures performances. L'étude de la longueur minimale pour ces 
t.risembles se heurte naturellement aux mêmes problèmes que dans le cas précédent. 
a) Cas idéal 
Identiquetiient a ce qui  a été effectué à la section précédente, on suppose que 
notre ensemble de générateurs est tel que la réunion des valeurs des différences 
simples et doubles forme un ensemble d'entiers consécutifs. La valeur maximale de 
cet ensemble est naturellement g~-l - O + g~-l - O = 2.gJ-i, celle minimale est 
O - ~ J - I  + O - g ~ - i  = -2 .gJ+ En sachant (3.4.2.2) que le nombre de différences 
simples et doubles sont respectivement : N s ( J )  = J ( J  - 1) e t  & ( J )  = $J(J - 
1)(J2 - J + 2) on obtient : 
2.gJ-L - ( -2 .g~- i )  = lvd( J )  + lVS ( J )  -
Nombre de valeurs contenues dans l'ensemble "réunionn 
Une fois encore cett-e grandeur est une borne inférieure par rapport à ce qui est 
obtenu en pratique (le cas idéal n'est jamais atteint pour J 2 5 pour les mêmes 
raisons que dans le cas des ensembles sans les négatifs). 
b) Imbrication 
Une autre piste envisagée fut  celle consistant a examiner les sous ensembles com- 
plets dont est constitué un ensemble de départ. Prenons par exemple un ensemble 
de 6 élérnents du type {O, gl,  g2, g3, g.,, g5}. Connaissant les bornes des ensembles 
dont le nombre d'éléments est 2 , 3 , 4 , 5  par recherche exhaustive, peut-on en déduire 
quelque chose sur la borne de l'ensemble contenant 6 générateurs? 
. En se basant sur la longueur minimale (5) d'un sous-ensemble de 3 éléments 
on a :  92 > 5 ?  g3 - gi >- 3, g4 - g 2  1 5  et g5 -g3 2 5. 
. De même pour les sous-ensembles de taille 4 (longueur minimale 15) : 
93 2 1 5 ,  g.1 - gl 2 15 et g5 - 92 > 15. 
. Pour les sous-ensembles comportant 5 éléments (longueur minimale 41) : 
9.1 3 41 et gs - gt 2 41. 
En regroupant ces conditions, on obtient : 
On a vu au chapitre 3 (3.4.2.1) qu'il existait toujours au moins deux ensembles 
convenant dont l'un est obtenu à partir de l'autre par une simple symétrie présentée 
par l'équation 3.9. On peut donc imposer une condition supplémentaire pour "cen- 
trer" nos générateurs. Par exemple pour I'ensemble {O, 91, ..., g 5 } ,  on peut imposer 
g2 5 12 J . On obtient alors le nouveau lot de conditions : 
hlalheureusement, ces conditions n'apportent pas suffisamment de précisions pour 
pouvoir tirer quelques conciusions que ce soient sur g ~ .  
c) Espaces libres 
I l  a été entrepris de rechercher une relation entre la longueur minimale d'un en- 
semble de taille J et le nombre d'entiers non atteints par les valeurs des différences 
doubles. Il est légitime de penser qu'il puisse y amir un rapport, ce qui traduirait 
l'écart de l'ensemble obtenu à un ensemble "parfait". On a vu en effet que dans ce 
dernier cils idéal, la réunion des différences simples et doubles regroupe des entiers 
consécutiis. Ici l'on ne considère que les différences doubles par commodité mais 
l'on sait que le nombre de différences simples est de J(J - 1). Un simple décalage 
suffit alors pour l'étude de la réunion. 
Ci-dessous figure le dénombrement utilisé pour les cas dont la longueur minimale 
est établie de manière sûre (recherche exhaustive), les entiers non utilisés sont 
soulignés : 
- J = 2. ensemble {O, l} 
{O*L 2} 
On compte 1 entier manquant. 
- J = 3, ensemble {O, 2, 5) 
{O, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10) 
On dénombre 4 entiers manquants. 
- J = 4, ensemble {O, 1, 11, 15). 
{0,~,2,3,.1,5,6,7,8,9,~,~,12,13,~,fi,16,~,18,19,20,21,22, 
23. 24, 25, 26, 27, 28, 29, 30} -, 
On repère ainsi 9 entiers manquants. 
- J = 5, ensemble {O, 1, 21, 37, 41) 
{O, L 2, 3, - 4, 5, 6, 7, 8.9, 10, 11, 12,& 14,-, 16, u! 18, 19, 20. 21, 22, 3. 
2-1, 25, 26, 27, 28, 3, 30. a, 32, 33, 34, 35, 36, 37, 38, 39, 40, 4 l ,  42. a, 44, -
45, 46, -47, 48, 49, 50, 5l, 53, 54, 55, 56, 57, 58, 59, 60, 61. E, 63, 64, 65, 
66, 67,  65, 69, 70, 7 l ,  72? 73, 74, 3, 76, 77. 78. B, 80, 81. 82) -
27 entiers manquants apparaissent ici. 
- J = 6, ensemble {O, 1, 17, 70, 95, 100) 
{O, 1, 2, 3, 4, 5, 6,Zy 8, 9, 10, 11, 12, 13, 147 15, -9 JJ,  18, 0, 20, 21, 22, 23, 
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37 , 38, 39, 40, 41, 42, a, 44, 
45, 4G,47, 48,&3,50,5l, 52, a, 54, 55, S, 58, B, 60, 61,62.0, 64,65, 
66, 67, 68, @ , X I ,  il,-, 73, 74, 73, 76, 7778 ,  79, 80, a, 82,& 84 , 85, 86, 
87, 88, 89, 90,9l, 92, 93, a, 95, 96, 97, 98, 3,100, 101,102, 103. 104, 105, 
106, - 107, 108, m, 110, 111, 112, 113, 115, 116, 117,118. 119, 120, 121, 
122, 123, 124, 125, 126, 127, l28, 129, 130, 131, 132, M, 134, 135, 136,137, 
138, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 1.19, 150, 151, 152, 153: 
154, 155. 156, 157, 158, 159, 160, 161,162, 163, 164, 165, 166,167, 168, 169, --, 
170,171, 172, 173, 174, 175, 176, 177, 178, 179, 180, 181, 182, 183, 184, 155, 
186, 187, 188, 189, 190, 191. 192, 193, 194, 195, 196, 197, 198, 199, 200) --
On répertorie ici 80 entiers manquants. 
On peut alors espérer trouver une relation polynômiale reliant J au nombre d'en- 
tiers manquants. A la vue des résultats précédemment obtenus, il semble légitime 
de rechercher un polynôme de degré 4 (le nombre d'équations est de degré 4, 
on considère des différences impliquant 4 nombres...). On note celui-ci n(J) = 
a . J 4 + b . J 3 + c . J 2 + d . J + e  
On arrive alors au système suivant : 
Soit : 
La résolution de ce système aboutit alors à: 
On peut alors supposer une mise en forme du nombre d'éléments manquants 
n(J )  sous la forme : 
.-\ partir de là il est possible d'obtenir une approximation. En effet en addition- 
nant le nombre d'entiers manquants et le nombre de différences doubles positives 
on est censé obtenir deux fois la valeur maximale de l'ensemble. On établit ainsi 
l'approximation (B.,,(J)) du type : 
Cette grandeur est naturellement à considérer avec beaucoup de précautions du 
fait qu'elle est générée à partir d'une extrapolation polynômiale. Cependant à la 
vue des résultats obtenus après quelques calculs, celle ci ne s'avère pas fortement 
éloignée. Pour J 5 10, elle représente une approximation par valeurs inférieures et 
à partir de 10 par valeurs supérieures. 
cl) équivalence différences - sommes 
On a établi (3.4.2.1) l'équivalence entre l'obtention de différences doubles dis- 
t inctes et de sommes doubles distinctes. La condition de double orthogonalité s'ex- 
prime alors : 
V(P' q 1  r, s, P" 6,  r', s') tel que 
(pl q,  r? s )  ne soit pas une permutation de (pl, q', rr ,  d )  
On peut se servir de cette équivalence pour élaborer une nouvelle borne inférieure 
(Btnli ( . J ) )  suivant un mode équivalent à celui établi pour la "borne cas idéal". On 
sait qu'il existe .4J sommes de quatre éléments parmi un ensemble de J éléments. 
On peut? sans tenir compte des restrictions imposées sur l'équation, identifier ce 
nombre au nombre de sommes doubles possibles dans notre ensemble doublement 
orthogonal considéré (il y en a en réalité un peu plus du fait de la possibilité pour 
un éltrnent de se répéter plus d'une fois). En supposant que les valeurs des sommes 
obtenues forment un ensemble idéal, on peut fixer Binfi(J) = f.4:. Pour J > 4, les 
quelques sommes que notre ensemble orthogonal peut générer de plus sont large- 
ment compensées par le fait qu'il est impossible d'obtenir un ensemble "parfait". 
e) .h t res  tentatives 
D'autres essais d'obtention de la longueur minimale ont été réalisés. On ci- 
tera par exemple, une tentative prenant en compte le nombre d'apparitions d'un 
générateur dans I'espression des sommes ou des dénombrements plus complexes. 
Cependant les techniques présentées auparavant ont abouti à de meilleurs résultats. 
Une comparaison des grandeurs obtenues est reportée dans le tableau 4.1 1. 
Tableau 4.1 1 - Comportement des bornes "cas idéal (Bi, ( J ) )  ", "espaces libres 
(Bapp , (J) )"  et "sommes (BinlL(J))" en fonction de J .  
1 , 1 borne cas idéal 1 entiers manquants 1 sommes 
Il apparaît très nettement que pour J 5 6 Binfi est des deux bornes inférieures 
la plus intéressante puisque la plus élevée. Ba, est très proche de Binfi au point 
de l'égaler pour J = 8. Leurs positions respectives s'échangent d'ailleurs pour cette 
valeur. Une étude polynôrniale de la différence des deux indique un changement de 
signe pour les valeurs de J = 8 et J z 12. 
4.3.3 Théorie - techniques utilisées 
Les différentes expérimentations proposées ont prouvé que la détermination de la 
longueur minimale de manière théorique est problématique. Même si les expressions 
obtenues sont intéressantes car elles donnent un ordre de grandeur de la longueur 
minimale, il n'en demeure pas moins qu'il sera plus difficile d'obtenir l'ensemble le 
plus réduit possible sans la connaissance de cette grandeur. 
Partant d'un ensemble précédemment généré grâce à une des méthodes vues 
précédemment (-1.2)' il  nous faut trouver une technique permettant de réduire cet 
ensemble tout en lui conservant sa propriété de double orthogonalité. Vu les diffi- 
cultés rcncoritrées pour l'établissement de la longueur minimale, on se doute qu'il 
cri sera tlc même pour la génération d'un ensemble minimal. 
On remarquera tout d'abord que les opérations élémentaires ne modifient pas 
le caractère doublement orthogonal d'un ensemble. Partons d'un ensemble double- 
ment orthogonal {O, gi, 92, ..., g ~ - ~ }  qui vérifie la condition 3.4.2. Supposons que 
l'on niultiplie par un entier r non nul, il est clair alors que si l'on considère l'ensemble 
{O. r.91 r.92, ..., r.g,-~ }, il vérifie les conditions 3.42. De même l'ensemble formé 
par la somme de chaque générateur avec un nombre p ( p ,  gl + p ,  g2 + p ,  ..., g ~ - ,  + p }  
est encore doublement. orthogonal. 
Cette méthode a été proposée initialement par François Gagnoa et David Hac- 
coun [13] pour faire suite a la technique de génération par géométrie projective. 
Celle ci on l'a vu, génère des ensembles doublement orthogonaux modulo un entier 
n ( ( O )  d'ordre n). Naturellement plus le modulo est petit et plus la longueur de 
l'ensemble diminue. L'idée est alors de tenter de réduire cette grandeur tout en 
modifiant l'ensemble. 
De façon générale, considérons notre ensemble {O, g,, ..., gJ-l) doublement 
orthogonal. On a donc : 
Si n entier est tel que l'inéquation précédente soit encore vérifiée modulo(n) on 
arrive à : 
en multipliant par r de chaque côté de cette inéquation tel que r e t  n soient premiers 
entre eux (r  A n  = 1) on arrive à 
Ce qui équivaut à:  
En appliquant la propriété : (a  + b)  mod(n) = (amod(n) + bmod(n)) mod(n) on 
arrive à : 
En définissant ai = ( r .g j  + d)rnod(n) on a: 
Ce qui assiire bien entendu que: 
.Ainsi avec les restrictions suivantes : 
. Si - gj + gk - gl distincts modiilo n 
. r (non nul) et n premiers entre eux 
L'ensemble {ai) défini à partir de {gj) doublement orthogonal tel que 
ai = (r.9, + d)mod(n) est doublement orthogonal. 
La mise en  ocuvre de cette méthode est la suivante: 
1. On considère l'ensemble en cours et on choisit un entier qui représentera le 
rnodulo. 
2. On vérifie que les différences doubles demeurent distinctes après application 
du rnodulo. 
3. On effectue des opérations élémentaires sur l'ensemble considéré (addition et 
multiplication par un nombre compris entre O (1 pour la multiplication) et la 
valeur du rnodulo-1. Ceci pour toutes les valeurs possibles en s'assurant que 
le facteur multiplicatif et le modulo soient premiers entre eux. Si l'on obtient 
un  ensemble dont la longueur est inférieure à celle de départ, on conserve cet 
ensemble et on recommence ia procédure à l'étape 2. Sinon on décrémente le 
rnodulo d'une unité et on recommence à l'étape 2. 
Une représentation schématique de cette procédure est présentée à la figure 4.2 : 
Choix du modulo n A
On décrémente le 
1 
Les différences gi-gi+ gk-gi sont- 1 elles distinctes modulo n ? 1 
oui 
oui 
I non I 
I * 
Toutes les variations non On fait varier r entre 1 et 
de r et d ont-elles été 9 n-1 et d entre O et n-1 
envisagées ? (r relativement premier a n) 
t I 
ueur de {r. gi +d) est- 
à celle de gi? 1 
non 1 oui 
Figure 4.2 - Processns de réduction par méthode de rnodulo 
I l  est possible d'effectuer diverses variations sur ce thème qui furent tour à tour 
essayées : 
. Le nouvel ensemble obtenu ne sera validé que si la borne obtenue est inférieure à 
la précédente moins un certain paramètre qu'il est possible de faire évoluer. 
. On considère toujours le moduio initial. 
. Lorsqu'on ne trouve plus d'ensemble, on rehausse la valeur du modulo. 
b) Transformation 
L'idée est de passer d'un ensemble doublement orthogonal {O, g, ,  ..., g ~ - ~ }  à 
un autre ensemble {O, al, ...., ~ J - I )  possédant la même propriété mais de longueur 
moindre par une transformation nommée 'f'. Ceci se formalise sous la forme (de 
manière triviale f se doit d'être injective) : 
V ( p ,  q, r, s, p', 6, r', 5') tel que p # 4, P # 8,  9 # r, r f s? p > r7 9 > s ,  
P' # q', p' # s', q' # ri, r' # s'y p' > T ' ,  q' l S' et (PT q, r, s) # (pl ,  q ' 1  r'1 s'). 
9, - gq + 9' - 9 s  # 9pt - Sn) + gr. - 9s '  
- 
f (a i )  - f (aj) + f (at) - / ( a l )  # /(ait) - f (a j t )  + f (UV) - /(ai1). 
En supposant l'hypothèse simplificatrice de f linéaire, on arrive à 
/ ( ( a i  - aj + at - a i )  - (ail - ap + a p  - ait)) # O. 
Une condition suffisante pour être sûr d'obtenir ai - aj + a h  - al # ait - ajl+ akt  - ar 
pour (i, j ,  k, 1 )  # (if, j', kt, 1') est de choisir f telle que f (i) # O pour i # O. On 
arrive alors à rechercher les applications du type: 
l 
f (2)  # O pour 2 # O 
f injective 
f linéaire 
espace d'arrivée plus petit que celui de départ 
.\Ialheureusement il existe de nombreuses applications de ce type et rien de bien 
concret n'a pu ressortir de cette étude. 
c) Stationnarité 
Cette technique se base sur l'étude d'un espace de 3 éléments pour générer un 
espace de J - 1 éIéments. La procédure qui a donné des résultats intéressants est 
la suivante : 
1. On  part d'un ensemble de J éléments doublement orthogonal généré par une 
des méthodes illustrées. 
2. On retire l'élément qui par ordre croissant se trouve juste après le zéro. On se 
retrouve alors avec un ensemble de J - 1 éléments, soit g ~ 4  son plus grand 
élément. 
3. On effectue une recherche exhaustive pour trouver le plus petit élément supé- 
rieur à g ~ - ~  qui permettrait de compléter notre ensemble doublement ortho- 
gonal à J élément. 
4. Ceci fait, on stocke la différence entre le plus grand élément de cet ensemble 
et le plus petit élément non nul. 
5 On recommence la procédure a l'étape 2 
6. On remarque qu'au bout d'un certain nombre d'itérations, la valeur de la 
différence calculée reste constante. On s'aperçoit expérimentalement que cette 
valeur dépend de l'ensemble de départ. II nous suffit alors de considérer le der- 
nier ensemble obtenu, d'y retirer le zéro et de soustraire à chaque dément la 
valeur du plus petit élément de cet ensemble pour obtenir un ensemble de 
J - 1 éléments réduit. 
Illustrons ce cheminement par un petit exemple: 
Tableau 4.12 - Exemple de procédure de stationnurité pour 3 éléments 
{O, 27, 31, 32) 3 
étapes 1 ensembles 
initialement 1 {O, 1, 5, 211 
gj-1 - gi 
20 
Cette procédure rapide donne de bons résultats qui malheureusement se dégradent 
fin 
(O, 31, 32, 36) 
(0, 1, 5 )  
5 
rapidement avec une augmentation du nombre d'éléments. 
d) Autres méthodes 
La réduction ne pouvant s'opérer de manière exacte quelques tâtonnements ont 
permis d'améliorer les résultats. Il serait vain de les présenter tous ici mais ils ont 
parfois permis d'améliorer sur une ou deux valeurs les résultats établis. 
4.4 Meilleurs résultats obtenus 
Les tableaux 4.13 et 4.14 répertorient les meilleurs résultats générés. D'une 
manière générale ils furent principalement obtenus en combinant une méthode de 
génération pseudo-aléatoire et une réduction basée sur l'utilisation d'un modulo. 11 
est clair que plus la longueur de l'ensemble est grande et plus le temps de calcul 
nécessaire à l'obtention d'une bonne réduction augmente. S'il ne faut pas plus 
que quelqiies minutes pour arriver à la valeur minimale absolue pour J = 6, les 
valeurs présentées pour I = 10 ont été obtenues avec des expérimentations d'une 
durée supérieure a une semaine. Les calculs ont été "poussés plus loin" (jusqu'à 
J = 15) dans le cas des ensembles complets qui rappelons le possèdent un niveau 
de performance plus intéressant. 
Tableau 4.13 - Meilleurs générateurs obtenus pour des ensembles sans les négatifs 
. .  . . 




1 9 1 {O, 28, 33, 72, 568, 653, 829, 859, 913) 1 
{O, 1, 4, 21, 33) 
{O, 2, 53, 58, 73, 79) 
{O, 3, 18, 119, 132, 170, 174) 
Tableau 4.14 - Meilleurs générateurs obtenus pour des ensembles complets 













{0,1,24, 37, 41} 
{O, 1, 17, 70, 95, 100} 
{O, 1, 53, 128, 207, 216, 222) 
(O. 13, 139, 322, 422, 430, 441, 4j9) 
(O, 9, 21, 395, 584, 767, 871, 899, 912) 
(O, 29, 40, 43, 1020, 1328, 1495, 1606, 1696, 1698) 
{O, 220, 521, 695, 908, 926, 1059, 2457, 3367, 3458, 3490) 
{0,48,2 12,1014,1381,2217,4198,4373,4766,4885,4914,5173) 
{0,335,594,639,1476,1778,3034,5637,6584,9682,9934,10138,10201} 
{O,575,1253,4863,64O7,666O, 7285,8443,ll884,l389l7 15O65,15484,15550, 
16285} 
{O,576, 133 171897,2222,4684,6502,7293,10785, 18999,20901 ,ZZl57,24372? 
27107,295321 
4.5 Simulation des codes générés 
Les simulations des codes ont été réalisés par Christian Cardinal qui a conçu un 
simulateur de décodage itératif utilisant les codes doublement orthogonaux. En agis- 
sant sur les facteurs pondérant les équations de parité vu au (3.3.2.3) celui ci est en 
mesure de compenser dans une certaine mesure la corrélation qui apparaît lorsque 
le nombre d'itérations augmente. Ceci revient en fait à parfaire les codes au sens 
large qui, on l'a vu (3.4.2.3), présentent des permutations identiques inévitables. La 
sirnulation a porté sur un nombre de 6 itérations (ce qui est en pratique largement 
suffisant). 
Ces simulations furent l'occasion de comparer les codes doublement orthogo- 
riaiix générés par les iriventeurs de ces codes et ceux générés lors de notre étude et 
qui I~tnéficient d'une longueur grandement réduite. La comparaison entre les deux 
indique des performances extrêmement similaires avec un infime avantage pour les 
<lernic?rs codes obtenus. Le niveau de performance est proche de celui des codes 
turbo sans pour autant l'égaler. Les courbes 4.3 et 4.4 illustrent ces propos. 
Figure 4.3 - Probabilité d'erreur par bit en fonction de pour J = 8 (longueur 
non réduite) 
. . . . . . . . . . .  . . .  -. . . . . . . .  . . . . a  - . . - . - .  ; it. 6 -* 
Figure 4.4 - Probabilité d'erreur par bit en fonction de pour J = 8 (longueur 
rf duit e) 
Le fait qiie les cleux courbes soient très similaires est significatif. En effet, cela 
démontre qiie la probabilité d'erreur en fonction du rapport signal à bruit n'est en 
aucune façon influencée par la longueur du code utilisG mais par la valeur de J .  
Ceci est intuitif puisqu'à priori cette grandeur va dépendre des propriétés du code 
qui ici sont les mêmes dans les deux cas. 
Pour illustrer l'influence du réglage des gains au  sein des équations de parité on 
présente les deus courbes 4.5 et 4.6 (notations issues du travail de C. Cardinal). 
Figure 4.5 - Probabilité d'erreur par bit en fonction de pour J = 8 (facteurs de 
g a i n  a(j,m) = 1) 
Figure 4.6 - Probabilité d'erreur par bit en fonction de pour J = S (facleurs d e  
ga in  "optimisés " a(j,rn) = 0.2) 
Ces deux courbes font apparaître deux formes bien distinctes. L'inffuence du 
nombre d'itérations apparaît très nettement dans le cas où les gains ont été opti- 
misés alors que les performances saturent au bout de trois itérations dans le cas où 
aucun réglage n'a été effectué. Ceci est tout à fait logique puisque sans aucune o p  
tirnisation la corrélation entre les différents signaux mis en jeu devient rapidement 
trop forte et empêche l'obtention de meilleures performances. Si les différences de 
performances demeurent modestes pour des rapports signal à bruit élevés, des gains 
importants sont obtenus aux alentours d'un égal à 3. Cependant, il convient de 
rester vigilant sur le fait qu'aboutir à des différences de performances significatives 
nécessite un nombre d'itérations élevé (2 7) ce qui présente de nets inconvénients 
quant au  temps de traitement. Pour illustrer les propos précédents, on présente 
dans le tableau 4.15 quelques valeurs significatives. 
Tableau 4.15 - Infience du réglage des gains d'un code d.0. au sens large de taux 
comportant 8 génératews 
On se référera à l'étude de C. Cardinal [9] pour de plus amples informations. 
Il est également très intéressant d'estimer "l'effort de réduction'' que notre 
méthode nécessite. Pour cela, il est possible de représenter la longueur de l'ensemble 
obtenu en fonction du temps et du nombre d'éléments qu'il contient. L'approche 
utilisée est la suivante : on lance la simulation avec un nombre d'éléments fixé et une 
limite de temps au bout de laquelle on l'arrête (ex: pour J = 6, la valeur d'lh30 
a été choisie). On effectue de la sorte 10 essais. On obtient alors pour chaque ten- 
tative le temps qu'il a fallu pour atteindre les différentes longueurs au cours de la 
génération. Il est à noter que l'on obtient de grandes fluctuations d'une simulation à 
l'autre (es:  J = 6, temps mis pour aboutir à 100 variant de 48s à lh10). On décide 
alors de considérer une moyenne tout en gardant à l'esprit la remarque précédente. 
No 
3 
On présente dans le tableau 4.16 le type de valeurs obtenues après 10 simulations 
pour J = 5. La représentation en moyenne correspondante est reportée dans le 
tableau 4.17 (la valeur entre parenthèse inscrite dans le titre indique la longueur 
minimale obtenue pour l'ensemble considéré). Les tableaux concernant les valeurs 
de J comprises entre 6 et 10 figurent à l'Annexe IV (par convention ' représentera 
les minutes et  '' les secondes). 
nb. itérations 
8 
' Prob. d'erreur par bit 




J = 5 (limite de temps: lh)  
Tableau 4.16 - Longueurs obtenues et temps nécessaire lors de 10 tentatives pour 
J = 5 (limite de temps : lh)  
Tableau 4.17 - Évolution de la longueur moyenne en fonction du temps pour J = 3 
1 longueur 1 5 0  1 46 1 45 1 4 3  1 42 1 41 1 - t 1 1 1 1 1 
temps moyen 1 inst. 1 5 10" 1 5 43" 1 2 5' 1 5 30' 1 5 45' 
La figure 4.7 représente sous forme "d'histogramme" la fourchette de temps 
nécessaire i l'obtention de différentes longueurs en fonction du nombre de généra- 
teurs. Il est à noter que, comme cela fut le cas pour les tableaux précédemment 
présentés, la valeur minimale atteinte n'apparaît que rarement dans les grandeurs 
considérées. Afin de présenter des caractéristiques significatives, les résultats pris 
en compte proviennent de moyennes sur diverses tentatives. II ne serait donc pas 




Figure 4.7 - "Histogramme" des temps moyens obtenus dans le cas des codes d.0. 
au sens large 
Cn simple fait illustrant parfaitement la limitation de nos méthodes vis-à-vis 
de l'augmentation du nombre d'éléments concerne le temps nécessaire à l'obtention 
d'une longueur de 10% supérieure à celle minimale obtenue. 
Tableau 4.18 - Temps nécessaire pour arriver à 10% de la longueur minimale ob- 
tenue dans les cas J = 5 et J = 10 
[ nb. d'éléments 1 long. minimale obtenue ( 10% de plus 1 temps nécessaire 1 
11 est intéressant, maintenant que la phase de réduction a été effectuée, de corn- 
parer les nouveaux codes d.0. obtenus avec ceux précédemment connus et générés 
par l'intermédiaire de la géométrie projective avant une réduction basée sur une 
niéthode de modulo [13]. 
Tableau 4-19 - Comparaisons des longueurs minimales pour les ensembles complets 
initiaux et ceux obtenus durant notre étude (J 5 10) 
On remarque que les améliorations apportées au niveau de la longueur minimale 
sont significatives ( 2  30%). Du fait du caractère aléatoire des méthodes mises en 
jeu, la variation du gain en fonction de J n'est pas "linéaire". 
On peut également revenir sur l'étude de la borne en comparant les longueurs 














Tableau 4.20 - Comparaisons longueurs obtenues - bornes établies pour les en- 
sembles sans les négatifs 
Tableau 4.21 - Comparaisons longueurs obtenues - bornes établies pour les en- 
sembles complets 




II est difficile de parler de fidçon absolue car les longueurs obtenues présentées 
dans les deux tableaux précédents ne sont pas exactes pour J 2 7. II existe donc 
forcément un décalage entre la borne idéale et les valeurs présentées. On remarque 
cependant l'importante différence obtenue lorsque l'on compare avec la limite du 
cas idéal. Certaines sont cependant relativement fidèles pour de faibles valeurs de J. 






récursive (Bsup(J) )  ' 
- 
- 
Pour les deux types d'ensemble, on remarque que la longueur minimale obtenue 
progresse approximativement avec J selon zJ.  Ce fait est important puisqu'a priori 
la génération par géométrie projective assure une évolution de la longueur obtenue 
selon Jyl3]. Ainsi, il est plus que probable que pour des valeurs élevées de J, les 
méthodes pseudo-aléatoires deviennent moins efficaces (en terme de longueur mini- 
male) que la génération par géométrie projective. Cependant il ne faut pas oublier 
que les valeurs trop grandes de J conduisent à des longueurs de code inexploitables 
en pratique et que le temps demandé, pour produire par géométrie projective des 
codes d.0. contenant beaucoup d'éléments est énorme. 
4.6 Conclusion 
Les différentes méthodes de génération et de réduction ont permis de trouver 
des codes doublenient orthogonaux dont la longueur est peu élevée. Les simulations 
cle ces générateurs ont fait apparaître le très bon niveau de performances atteint. 
hlêrne s'il reste possible d'améliorer la longueur minimale obtenue pour peu que 
l'on dispose de beaucoup de temps et d'une forte puissance de calcul les ensembles 
obtenus présentent à ce niveau une très nette amélioration par rapport aux anciens 
connus. Cette amélioration permet de réduire la mémoire du code et la latence du 
système de décodage et c'est là qu'elle revêt toute son importance. 
CHAPITRE 5 
CODES DOUBLEMENT ORTHOGONAUX DE TAUX 112 AU SENS 
STRICT 
5.1 Introduction 
On a vu qu'il était impossible d'obtenir des codes de taux strictement ortho- 
gonaux a cause des permutations inévitables (3.4.2.3). 11 serait cependant intéressant 
de pouvoir obtenir des codes d.0. au sens strict qui présenteraient a priori de 
meilleures performances. On serait ainsi assuré qu'une inversion récursive du même 
ensemble de parité n'utiliserait pas le même ensemble d'observables. Cette indépen- 
dance entraînerait certainement l'obtention de plus faibles probabilités d'erreur et 
aussi d'un plus petit nombre d'itérations. En fait, on va s'apercevoir qu'obtenir de 
tels codes est possible mais seulement pour des taux de codage du type (avec 
rn entier positif). 
Le but recherché est donc de limiter les permutations possibles au sein des 
équations de parité. Une idée simple introduite par F. Gagnon et D. Haccoun (121 
pour réaliser cela est de faire correspondre chaque séquence d'information avec un 
et uniquement un symbole d'une séquence de parité donnée. En procédant de la 
sorte, le code obtenu sera de taux &. Les générateurs seront mis sous la forme gk,n 
représentant par cette notation la "position" de la connexion entre la séquence de 
parité n et la séquence d'information k. La figure 5.1 représente un exemple illus- 
tratif dans le cas d'un code de taux a systématique. 
Figure 5.1 - Exemple de structure d'un code systématique défini au sens strict de 
3 taux 5 
L'expression des équations de parité donne : 
où l'on a : 
- P: : symbole de la séquence de parité i à "l'instant" k 
- I" symbole de la séquence d'information i à "l'instant" k 
- g,,l : générateur entre la séquence d'in f o r m a t i a  s et la séquence de parité 1 
Dans notre exemple, on a gl,d = 3, &,4 = 3 et g3.4 = O soit Pt = 1:-3 $ Cb3 @ 1J-O. 
De manière générale, lorsqu'un système itératif de décodage est utilisé, on arrive 
au bout de deux itérations à utiliser les symboles reçus du t-ype : 
Ainsi pour toutes les paires (v ,k)  données, les expressions gk,i - g,,i + g, - g,,,, 
doivent être distinctes quel que soit (l,rn,n) tel que n # 1, rn # k et rn # v (ordre 
2).  En formalisant ceci sous une forme mathématique on obtient la proposition sui- 
vante : 
L'ensemble de générateurs gi j  (notation matricielle) constitue un code double- 
ment orthogonal au sens strict ssi 
Soit(u,k), quels que soient (l,m,n) et (lt,m',n') tels que n # 1, m # k et rn # v ; 
n' # I r ,  m' # kr et m' # v' ; (I,m,n) # (l',m',nt) o n  a : 
9k.i - Sm,i + Sm,n - gu.n # 9k,lr - 9ml,lt + Smt,n1 - Sv,nf - 
(5.3) 
Pour expliciter la notation matricielle plus en détails, on présente l'exemple 
d'une matrice de générateurs d'un code de taux f et la réalisation matérielle qui 
s'y rapporte (on utilise exclusivement des codes systématiques) : 
Tableau 5.1 - Matrice de générateurs d'un code de t a u  $ 
Figure 5.2 - Réalisation matérielle du codeur de taux 5 dont les générateurs sous 
forme matricielle figvrent au tableau 5.1 
Notre but sera donc, identiquement à ce qui a été fait jusqu'à présent de générer 
des ensembles de ce type puis de réduire ceux-ci au maximum. 
5.2 Génération 
5.2.1 Géométrie projective 
5.2.1.1 Principe 
Une fois encore il est possible d'utiliser la géométrie projective. C'est d'ailleurs 
la technique initialement employée par F. Gagnon et D. Haccoun [12]. Le principe 
de cette méthode a déjà été explicité (4.2) et il demeure le même ici en se plaçant 
dans PG(4. p S ) .  Le choix de p et de s s'effectue selon le critère : J2 5 pS + 1. Il 
cxiste alors de nombreuses façons de choisir les générateurs. Une solution retenue 
est : 
L'expression de la condition de double orthogonalité devient (en permutant des 
termes pour l'exprimer sous forme de sommes) : 
Le développement de cette expression fait apparaître de part et d'autre du 
signe "#" le même coefficient du terme en a". Il n'est donc pas utile de se placer 
dans PG(4-d) et PG(3,pS) est 
n'est naturellement pas unique 
suffisant. La répartition des générateurs présentée 
et d'autres ont été envisagées. Particulièrement on 
remarque que la technique employée consiste toujours en la projection sur une 
ligne ; il fut également essayé de projeter sur un plan ce qui ne donna pas lieu a de 
meilleurs résultats. 
5.2.1.2 Résultats obtenus 
Les résultats présentés ici sont les meilleurs générés par cette méthode. Une 
procédure adaptée à partir du programme Maple@ réalisé au 4.2.1.3 a été utilisée. 
Sfalheureusement, le nombre de points à calculer étant cette fois-ci J2 les calculs 
deviennent estrémernent longs dès que J augmente. Il n'a d'ailleurs pas été possible 
d'aller au delà de la valeur J = 6 (ce qui était d'ailleurs semble-t-il le cas pour les 
générations antérieures [12]) 
Tableau 5.2 - Générateurs de codes d.0. au sens strict obtenus par géométrie pro- 
jective (notations identiques à celles du chapitre précédent) 
générateurs paramètres lplslmodulo 
On verra par la suite que la longueur de ces ensembles est bien loin de celle qui 
sera atteinte après réduction. 
5.2.2 Génération pseudo-aléatoire 
5.2.2.1 Présentation 
Cette technique est le prolongement aux codes do .  au sens strict de celle vue au 
4.2.3- Elle présente l'avantage d'être particulièrement rapide et de donner de forts 
honorables résiiltats même s'ils présentent certaines particularités. 
Son fonctionnement est le suivant : 
1. On part d'un ensemble de générateurs doublement orthogonaux au sens strict 
obtenu par la méthode précédente ou par toute autre méthode (exemple: 
gi,j = l ~ "~+ j ) .  On définit une variable "vargen" qu i  s'identifie initialement 
au générateur 90.0 et une variable entière "compteur? 
'2. On initialise "compteur" à 0. 
3. On incrémente "compteur". 
-4. On remplace "vargen" par "compteur". On vérifie si l'ensemble ainsi généré 
est doublement orthogonal. Si non, on retourne à l'étape 3. Si oui on effectue 
un test à caractère aléatoire. Si ce test est validé, on conserve le générateur 
obtenu et "vargen" s'identifie maintenant à l'élément suivant (ordre naturel) 
de notre matrice de générateurs, on reprend alors à l'étape 2. Si le test échoue, 
on reprend à l'étape 3 sans rien modifier. 
3. On continue de la sorte jusqu'à obtenir le nombre de générateurs recherché. 
Le test aléatoire est une nouvelle fois la partie délicate de cette stratégie. Après 
plusieurs essais i[ s'est avéré que I'on a retrouvé des comportements similaires à 
ceux q u i  ont été exposés au 4.2.2.1. Les mêmes tests ont donc été appliqués ici. 
L'utilisation de cette technique ne demande pas un grand temps de calcul et il a 
été possible de considérer les générateurs de codes de taux 8. 
5.2.2.2 Résultats 
A titre de comparaison avec la géométrie projective 1131, on présente dans le 
tableau 3.3 les résultats obtenus pour J 5 5. La différence au niveau des longueurs 
est plus que significative : 
Tableau 5.3 - Comparaisons des techniques de géométrie projective et  pseudo- 
aléatoire pour des codes de taux & avec J 2 5 
géK pseud&aléa. longueur longueur géo. proj. 
O O 
11 13 13 1 3  
Là encore (section 4 5 ) ,  la génération pseudo-aléatoire contient une phase de 
réduction intrinsèque de par le fait qu'un choix est effectué entre divers ensembles 
générés. La comparaison est donc à prendre avec un certain recul. Cependant si 
l'on appliquait d'ores et déjà la phase de réduction complète (section 5.3) aux 
ensembles obtenus par géométrie projective la différence demeurerait significative 
(tableau 5 .4 .  
Tableau 5.4 - Comparaisons des techniques de géométrie projective après réduction 
et pseudo-aléatoire pour des codes de taux 5 avec J 1 5 
5.2.3 Répartition aléatoire des indices 
5.2.3.1 Présentation 
géo. proj. (après réduc.) 
O 4 
- 4 O 
/ O 1 2 0 5 4 1  
130 O O 
\ O 72 56 / 
/ O O O 3792 \ 
3325 O 905 3765 
479 O 1023 636 
\3108 3792 323 O 1 
/ 491 O 175 1911 5 9 5 9 \  
497 11156 13598 O 2029 
4554 12726 O 2229 13598 
11508 2997 3234 13598 O 






Le principe repose ici aussi sur un choix aléatoire. Le cheminement cependant 
u n  peu différent est présenté ci dessous (on appelle A l  le nombre de générateurs de 
l'ensemble) : 
1. On choisit comme état initial un ensemble de générateurs doublement ortho- 
gonaux au sens strict (exemple : g i j  = 10'*~+l).  
2. On considère les il1 premiers entiers (O inclus). On les ordonne sous forme 
de liste de manière aléatoire. Chacun des entiers n précédents correspond au 
générateur situé à la nième position de la matrice ( g i j )  contenant tous les 
générateurs (n = i * J + j ) .  




/ 6  12 6 \ 
1 3 0  
\ 6  1 O /  
( 1 0  3 31 6 \ 
4 0 0 8  
25 3 1 64 
\ 13 22 61 133 / 
/ O  13 6 6 11) 
9 5 10 1 31 
13 '2 $7 18 98 
20 60 102 155 O 
\ 20 54 191 12 j 
obtenue aléatoirement. 
4. On fait prendre à ce générateur les valeurs des entiers naturels dans l'ordre 
croissant en commençant par zéro. Dès qu'un ensemble doublement orthogo- 
nal est obtenu, on conserve cette valeur pour ce générateur et on considère le 
générateur correspondant à l'indice suivant de la liste. On recommence alors 
cet te étape jusqu'à avoir rempli ainsi notre matrice d'éléments. 
La méthode ainsi implémentée n'ayant qu'un seul test aléatoire i effectuer du- 
rant toute la procédure est extrêmement rapide. Elle donne de bons résultats (ordres 
de grandeur similaires à ceux obtenus par une génération pseudo-aléatoire). 
5.2.4 Variante (répartition aléatoire des indices no?) 
Une évolution efficace de cette méthode a été obtenue. Celle ci consiste à utiliser 
la répartition aléatoire des indices de manière différente. Le cheminement est le 
suivant : 
1. On part d'une matrice de générateurs doublement orthogonaux. 
2. On repartit les 11 premiers entiers sous forme de liste aléatoire L de la même 
façon que précédemment. 
3. On considère une variable V initialement égale à 0. 
4. On tente de remplacer chaque générateur de notre matrice par la valeur V 
suivant l'ordre défini par L de sorte à conserver une matrice doublement 
orthogonale. 
5 .  On incrémente V et on réitère l'étape précédente jusqu'a ce que la matrice 
soit complètement remplie. 
5.2.5 Comparaison des résultats 
On a déjà pu avoir une idée de la différence au niveau de la longueur obtenue 
que pouvait entraîner l'utilisation d'une méthode à caractère aléatoire vis à vis 
d'une technique comme la géométrie projective qui repose sur une mise en forme 
algébrique. Le gain en vitesse d'exécution est également très visible et c'est là un 
point très important. N'oublions cependant pas que c'est après réduction que ces 
ensembles nous intéressent et qu'il serait hâtif de tirer des conclusions définitives à 
ce stade de l'étude. 
5.3 Réduction 
5.3.1 Introduction 
La problématique demeure la même, il s'agit de réduire au maximum le longueur 
des codes générés dans le but de limiter les besoins en mémoire et la latence au 
niveau du traitement. La forme matricielle sous laquelle on a décidé de répartir les 
générateurs est fort commode pour visualiser la condition de double orthogonalité 
au sens strict. Illustrons cela par une simple matrice de taille 5 par 5 .  
Figure 5.3 - Illustration de la condition de double orthogonalité au sens strict 
L'équation 5.3 signifie que tous les trajets partant d'un élément d'une ligne a 
et se rendant à une ligne b en suivant l'évolution suivante: déplacement "vertical" 
puis b'horizontal" et enfin "vertical" doivent être différents. Ceci représente un cer- 
tain nombre d'expressions qui doivent être distinctes. On peut les dénombrer de 
manière relativement simple : 
- Partant ligne i ,  arrivant ligne j (i # j )  
1 v - - choix du dernier 
choix du premier choiz du deurièrne élément choix du troisième élément 
élément cdonne 
élément ligne i - même colonne qu'auparavant sur la même ligne que le 
et ligne imposées 
mais élément di j jérent précédent mais différent 
- ligne dijférente de celui-ci 
de celle d'arrivée 
Ce qui représente J.(J - 1). ( J  - 2) équations 
- Partant ligne i ,  retournant ligne i 
La démarche suivie est la même que précédemment . Le choix du deuxième élément, 
du  fait qu'il soit distinct du premier assure qu'il ne sera pas sur la ligne d'arrivée. 
On obtient ainsi : 
Soit J. ( J  - 1)* possibilités. 
5.3.2 Théorie 
La première idée est de réutiliser les concepts étudiés lors du chapitre précédent. 
On pense notamment à la technique ayant recours a des opérations élémentaires 
rnodulo un entier. Celle ci est en effet facilement applicable ici. Pour fixer les idées 
on peut imaginer insérer tous les générateurs de notre matrice dans un vecteur ligne 
et considérer cet ensemble comme un code doublement orthogonal au sens large. II 
a cependant déjà été évoqué que le temps de calcul augmentait fortement avec le 
nombre d'éléments. Dans notre cas on considère un nombre de générateurs de la 
forme J*. Dans ces conditions, une telle technique s'avère difficilement esploitable. 
La recherche exhaustive se heurte également au même problème et apparaît 
méme avec une puissance de calcul importante inenvisageable. 
La méthode qui a été utilisée se base sur les recherches effectuées par W. W. 
Wu [-NI dans le cas des codes simplement orthogonaux. Partant d'une matrice 
de générateurs initiale (obtenue par une des méthodes du point précédent) et en 
effectuant de simples opérations d'addition et de soustraction selon un ordre judi- 
cieusement choisi, on aboutit a une situation d'arrêt qu'aucune tentative utilisant 
le même type d'opérations ne saurait réduire. 
On peut formaliser la procédure ainsi : 
matrice de yénératetcrs d.o. initiale matrice d.0. rgduite matrice "ligne" niatrice "colonnen 
I 
w x z; Y . .  z 
Ces formes particulières proviennent du type d'opérations utilisées. 
La situation d'arrêt correspond à l'obtention au sein de la matrice M' d'un 
cycle où se succèdent alternativement des valeurs maximales (ou mauimaleç-1) et 
des zéros en effectuant tour à tour des déplacements horizontaux et verticaux. Ce 
propos est illustré par la matrice ci-après : 
Pour s'assurer que l'on ne pourra pas faire m i e u ,  il  est possible d'effectuer la 
démonstration suivante (on considérera à titre d'exemple le cas de notre matrice 
3'3 présentée ci avant). 
On raisonne par l'absurde en supposant l'existence d'une autre matrice M" dont 
le plus grand élément est inférieur au plus grand élément de M. On a alors: 
Soit : 
D'après l'hypothèse formulée sur :CI" on a : 
max(iCI1') - rnin(Altt) < max(illt) - min(Mr). 
En reforrnulant l'équation précédemment établie, on aboutit à : 
D'où : 
On en tire les inégalités suivantes: 
* iV - a + 6 < rnax(hl') - min(hll) 
cle même 
On arrive alors à: 
b - a < max(i\lt) - rnin(dl l )  - !V 
a - c < max(M1)  - nin(XIt) - iV 
c - b rnax(iW) - min(dlt) - iV 
.-\vcc max(!\lt) - min(A1') = N on obtient : 
Ainsi la présence d'un cycle de la forme décrite auparavant assure d'avoir abouti à 
une matrice "non-réductible" par la même méthode. 
5.3.3 Stratégie employée 
La stratégie employée combine une génération à répartition d'indices pseudo- 
aléatoire et la technique de réduction proposée. Pour garantir l'arrivée à une si- 
tuation d'arrêt l'algorithme suivant a été mis en place: 
- On considère tout d'abord les lignes de notre matrice. 
- On repère le minimum de chaque ligne I .  On soustrait alors ce nombre (s'il 
est clifEërent de O) à toute la ligne 1. 
- 0 1 1  fait de même sur les colonnes. 
- On repère le (un des) rnauimum(s) absolu($ de la matrice que l'on note 
rn{i. j )  (i : ligne, j : colonne). On note nl? n2, ..., nh les colonnes contenant 
un  "O" sur la ligne i. 
- On note rn' le maximum absolu contenu sur ces colonnes. 
- Si m' 2 m(i. j}  - 1, on recommence la procédure précédente en notant 
r r l ,  ... ..mt les lignes contenant un  "O" sur la colonne j .  
- On étudie rn, , m2, ..., r n k  pour y repérer le maximum n'. (a) 
- Si n' 2 m{i.j} - 1, la matrice obtenue est celle recherchée (situation 
d'arrêt). 
- Sinon on effectue l'étape suivante. ( b )  
- On calcule d = 1- J. On additionne ci à toutes les colonnes nt ,  ..., nh 
si l'on vient de (a) ,  à toutes les lignes ml, ..., r n k  si I'on vient de ( b ) .  
- On réitère la procédure avec la nouvelle matrice obtenue (on la transpose si 
I'on vient de ( b ) ) .  
La  procédure présentée a donné de grandes satisfactions au niveau des résultats 
et di1 temps d'exécution. Cependant pour J2 2 100 le temps requis commence à 
étre important. 
5 -3.4 "Optimisation" 
Pour pallier a l'inconvénient précédent et espérer ainsi générer des codes de taux 
plus élevés, une évolution de la méthode précédente fut adoptée. 
Celle-ci consiste en I'utilisation de ia matrice de générateurs doublement or- 
thogonaux de taille J 2  pour obtenir celle de taille ( J  + I ) ~ .  En procédant de 
la sorte, la répartition aléatoire d'indices ne concerne plus ( J  + indices mais 
( J  + 1)* - J2 = 2 . J  + 1 ce qui réduit d'autant le temps de calcul. 
Le problème fut de savoir si agir de la sorte en "fixant" à priori une partie des 
générateurs ne restreignait pas les possibilités de réduire de façon intéressante la 
matrice ainsi obtenue. Diverses simulations réalisées dans le cas de J = 5 ont établi 
que l'on obtenait avec cette technique la même longueur que dans le cas précédent 
à condition de rajouter un nouveau paramètre aléatoire (p-a.) explicité au sein de 
la description de la procédure présentée ci-après. 
- On part d'une matrice de générateurs doublement orthogonaux de taille 3*3. 
- On addit ionne à chacun de ses générateurs un même nombre aléatoire I (p.a.) . 
- On insère cette matrice dans celle d'ordre 4*4 recherchée. 
a + z  b + x  c + s  A 
d + x  e + x  f + x  B 
- On effectue alors une méthode de répartition aléatoire des indices (section 
52 .3 )  mais uniquement sur A, B, C, D, E? F et G. 
5.3.5 Résultats obtenus 
Par rapport aux codes initialement utilisés [13] (auxquels on a appliqué la 
méthode de réduction précédemment définie (5.3.3)) le gain au niveau de la lon- 
gueur est substantiel. On peut même noter une réduction d'un facteur 60 dans le 
tableau 5.5.  
Tableau 5.5 - Comparaison des longueurs trouvées pour les codes au sens strict 
initialement 
1 
- - -  -- - 
notre étude amélioration(rapport avantJaprès) 
1 1 
5.4 Générateurs obtenus 
Les tableaux présentés à l'Annexe V répertorient sous forme matricielle les 
générateurs ayant la plus faible longueur atteinte. Dans chaque cas, les générateurs 
formant le cycle d'arrêt sont soulignés. 
Naturellement ces ensembles ne sont pas uniques. Une fois encore, rien ne ga- 
rantit l'obtention de L'ensemble le plus minimal possible pour J fixé. 
Au niveau temporel, la comparaison du temps nécessaire a l'obtention d'une 
matrice d.0. par les méthodes employées pour deux valeurs de J distinctes permet 
de se rendre compte de la limitation de nos techniques vis à vis de l'augmentation 
du nombre d'éléments : 
Tableau 5.6 - Temps nécessaire à I'obtention d'une matrice d-o.  au sens strict de 
5 14 taux et  ;, 
1 taux 1 temps pour créer une matrice d a .  1 
Du fait de l'utilisation d'un paramètre aléatoire, plus le nombre de matrices 
générées est grand et plus les chances d'obtenir un "bon résultat'' augmentent. 
Ainsi si l'on peut obtenir 10000 codes distincts de taux $ en un peu moins de 
?h5O, il faudrait environ 308 ans dans les mêmes conditions pour en obtenir autant 
de taus $. De par ce fait les longueurs obtenues pour des codes de faibles taux 
sont sans nul doute plus près de "l'optimale" que celles obtenues pour des taux plus 
importants. 
5.5 Simulation des codes générés 
Les simulations qui ont été effectuées sur ces codes ont permis de mettre en 
évidence certaines particularités notamment vis à vis de leurs homologues au sens 
large. Ces caractéristiques seront présentées en détails dans la section suivante in- 
t i t ulée "comparaisons!'. 
On remarque une nouvelle fois que la longueur du code n'influence pas les per- 
formances d'erreur de celui ci. L'explication intuitive présentée au (4.5) demeure la 
rnême. L'illustration de ce propos est réalisée par les deux courbes 5.4 et 5.5. 
On s'aperçoit également qu'après la troisième itération, le gain en performances 
d'erreur à chaque nouvelle itération tend à devenir nul. 
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Figure 5.4 - Probabilité d'erreur par bit en fonction de pour un code de taux & - 
d.0. au sens str ic t  (longueur non réduite) 
5 Figure 5.5 - Probabilité d'erreur par bit en fonction de pour un code de taux 
d.0. nu sens strict (longueur réduite) 
5.6 Comparaisons de la double orthogonalité au sens strict et au sens 
large 
5.6.1 Longueurs des codes 
II apparaît intéressant maintenant que I'on a pu aborder le sens strict et le sens 
large de comparer numériquement les Ion yeurs  obtenues dans chacun des cas. Ainsi 
le tableau ci dessous compare la plus petite longueur atteinte lors de la génération 
d'un code d.0. au sens large de taux 4 contenant J éléments à celle atteinte lors de 
3 la génération d'un code d.0. au sens strict de taux fi. 
On s'aperqoit clairement en analysant le tableau 5.7 que la longueur minimale 
obtenue dans le cas des codes d.0. au sens strict devient très rapidement largement 
supériciire à celle atteinte dans le cas des codes d.0. au sens large. 
Tableau 5.7 - Cornparnison des hgueurs  minimales obtenues pour les deux types 
de codes doublement orthogonaux 







Comme on l'a déjà évoqué, le nombre de générateurs dans le cas d'un code d.0. 
au sens strict de taux & est beaucoup plus élevé (J2) que celui dans le cas d'un 
code d.0. au sens large de taux 4 contenant J éléments (J). On s'attend donc logi- 
quement à ce que le temps nécessaire dans le premier cas soit le plus élevé. II faut 
cependant garder à l'esprit que les méthodes utilisées difEerent. Ainsi si les deux 
techniques de génération font appel à une procédure pseudo-aléatoire et sont en 
ce sens relativement similaires, les techniques de réduction sont différentes et une 
procédure exacte (cas des codes d.0. au sens strict) s'oppose à une procédure plus 
"empiriqueo' (cas des codes d.0. au sens large). 
1 
longueur minimale 










Du fait de l'utilisation de paramètres aléatoires il est difficile de comparer très 
précisément les deux types de codes sur un plan temporel. La stratégie adoptée a 
consisté à effectuer une moyenne sur le temps mis pour arriver à 10% de la meilleure 
longueur absolue obtenue dans chacun des cas (moyenne sur une dizaine d'essais). 
Les résultats sont Les suivants : 
Tableau 5.8 - Comparaison temporelle à 10% de la longueur minimale obtenue pour 
les deux types de codes d. o. 
codes doublement ortho~onaux 1 
Ori voit qu'obtenir un "bon" code do .  au sens strict requiert plus de temps que 
pour obtenir son équivalent au sens large. Ce fait s'amplifie avec l'augmentation 
de J. Ainsi pour la grandeur J = 14, s'il nous faut 270 heures pour générer une 
rnatrice d o .  au sens strict il ne nous en faut "que" 96 pour effectuer la même chose 
avec un code d.0. au sens large. 
5.6.3 Performances 
sens large, taux i, J gen. 
Au chapitre des performances on représente les deux courbes 5.6 et 5.7 qui per- 
mettent de comparer l'efficacité de deux codes doublement orthogonaux "équiva- 
lents". l'un au sens large de taux ? comportant 8 générateurs avec des gains opti- 
8 misés et l'autre au sens strict de t a u  z. 
sens strict, taux & 
long. min. (10%) 
41 (45) 
100 (1 10) 
long. min. (10%) 
98 (107) 
323 (355) 
tps à 10% 
10" 
25" 
tps à 10% 
30" 
I 
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Figure 5.6 - Probabilité d'erreur par bit en fonction de povr un code d.o. au 
sens large de taux $ avec J = 8 (gains "optimisés": aj,, = 0.2) 
. . . . . . . . . . . .  ,................ -.. ................. , . - . - . . . . . . .  .--.. ...................................... ..-.-..- . ..- .......... , 
. . . .  CS02C. sens srnct, J=8. alpha(J)=266C ...........-..-. i. . .  ~ t . . l -  -a 
a(j,m)=l 0 i rt. 2 -t . . . . . . . . .  . a ,  . i . - it.3-a< 
. . . .  . .  - . . . A  . . ;  . 1t-4:s ............ .......-....... , ..-.......... .........-...- .... .'." ".... .......... " ......... -..... .. .......-......-..-.....--.-.-. . .-...-.....,........... 
. t:-5-= 
Figure 5.7 - Probabilité d'erreur par bit en fonction de pour un code d.0. ou 
8 sens s t r ic t  de taux 
La comparaison des deux courbes met en valeur le niveau de performances 
supérieur des codes d.0. au sens strict Face B leurs homologues d.0. au sens large 
et ceci quelques soient les valeurs du rapport signal à bruit considérées. Le tableau 
5.9 reprend quelques unes des valeurs les plus significatives. 
Tableau 5.9 - Valeurs significatives de comparaison d'un code d.o. au sens large de 










Prob. d'erreur par bit 
code d.0. sens large 
IO-" 
1 0 - ~  
10-~ 
code d o .  sens strict 
3 1 0 - ~  
10-~ 
 IO-^ 
Les codes d.0. au sens strict présentent également l'avantage d'être très peu sen- 
sibles aux réglages des gains au décodage contrairement à ceux d.0. au sens large 
(4.5). Ceci évite ainsi la recherche de ces coefficients et simplifie la mise en oeuvre 
matérielle. 
De plus, les performances limites sont quasiment atteintes au bout de seulement 
3 itérations réduisant ainsi de façon significative le délai au décodage [9]. Une bonne 
illustration de cette propriété est la suivante : 
- Pour un rapport égal à 3.5 on obtient dans le cas du code d.0. au sens 
strict présenté sur les courbes précédentes une probabilité d'erreur par bit 
d'environ 10". Pour aboutir à une telle valeur en utilisant un code d.0. au 
sens large équivalent i l  faudrait environ 8 itérations soit environ 3 fois plus 
avec des gains "optimisés" pris égaux B ceux utilisés pour générer la figure 5.6. 
Il convient ici d'apporter une précision relative au comportement des codes do .  
au sens large et  du réglage des gains. Il est en effet difficile de différencier par 
l'intermédiaire des simulations si ce sont les codes d.0. au sens large en eux même 
qui présentent des performances en retrait vis vis de leurs homologues au sens 
strict ou si c'est la procédure de décodage utilisée qui diminue les performances 
d'erreur. On a vu en effet que pondérer les coefficients intervenant au sein des 
équations de parité dans le cas des codes d.0. au sens large permettait d'améliorer 
le comportement de ces codes en limitant la corrélation des symboles mis en jeu. 
'ilalheureusement, il est extrêmement compliqué de trouver les modificatiors opti- 
males à adopter puisqu'il faut prendre en compte chaque facteur de pondération 
indépendamment à chaque itération et tenir compte du nombre total d'itérations 
souhaité. 
5.6.4 Bilan 
Fort des considérations précédentes on peut résumer les différences entre les 
deux types de codes en répertoriant leurs qualités et défauts respectifs : 
a) Codes d.0. au sens large 
. avantages 
- mise en oeuvre matérielle simple 
- longueur de contrainte faible 
. inconvénients 
- réglage des gains influant et requérant des simulations préalables 
- nombre d'itérations plus élevé que dans le cas des codes d.0. au sens 
strict pour atteindre le même niveau de performances 
b) Codes d o .  au sens strict 
. avantages 
- pas de réglage des gains nécessaire 
- performances maximales supérieures atteintes au bout de 3 itérations 
. inconvénients 
- architecture matérielle complexe 
- longueur des codes plus élevée que dans le cas des codes d.0. au sens 
large 
- génération des codes plus longue 
Ainsi il est fort difficile de distinguer lequel des deux types de codes sera plus 
ou moins bien adapté à certaines situations. Une longueur plus élevée dans le cas 
des codes au sens strict est certes handicapante mais elle s'avère être compensée 
en pratique par un nombre d'itérations moins important et de très bonnes perfor- 
niances notamment pour de faibles rapport signal à bruit. On pourrait toutefois 
préférer les codes d.0. au sens large qui, une fois les gains optimisés, possèdent des 
performances voisines de celles des codes d o .  au sens strict pour une longueur et 
une complexité matérielle moindre. Cependant l'ajustement des gains présente en 
lui-même de nombreuses difficultés (91. 
5.7 Conclusion 
Si la théorie n'est pas, une nouvelle fois, établie de manière exacte, les méthodes 
proposées pour générer des codes d.0. au sens strict permettent d'aboutir à des 
résultats satisfaisants dans des limites de temps raisonnables pour peu que J ne 
soit pas trop élevé. Les générateurs obtenus ici sont d'au tant plus importants qu'ils 
ne nécessiterit qu'un faible nombre d'itérations (3) pour atteindre un très bon niveau 
de performances. Si celui ci demeure en retrait par rapport aux codes turbo, la très 
faible complexité matérielle est un avantage indéniable. Le choix pratique d'utiliser 
des codes d.0. au sens strict ou au sens large demeure un point délicat; chacune 
des deux options possèdent avantages et inconvénients. 
CHAPITRE 6 
CODES EN BLOCS DOUBLEMENT ORTHOGONAUX 
6.1 Présentation 
6.1.1 Définition 
On a vu au cours du deuxième chapitre (2.2.1) une brève description du codage 
en blocs. Si les concepts et les techniques vues précédemment s'appliquent à des 
codes convolutionnels qui rappelons-le sont à la base du nouveau système de codage 
introduit il est possible de les élargir dans une certaine mesure aux codes en blocs. 
Cet te extension est réalisable en introduisant la notion de temps. Pour cela on 
utilise un modulo sur le paramètre j qui définissait auparavant l'instant auquel était 
considéré notre système (3.3.2.3). L'entier utilisé pour le modulo est naturellement 
la longueur du bloc d'entrée. 
Blocs en entrée : 
a, b, c, d 
e, f, g, h 
..a*. .* .- -- 
en 
sortie : + t 
a, b, c, d a, aeb,  b e c ,  a e c e d ,  b e d  
e,f,g, h e,e@f, f@g,eegeh, f@h 
Figure 6.1 - Ezernple de structure adoptée pour i'eztension a m  codes en blocs 
On montre ([13]) que lorsque l'on considère ce type de code, il y a équivalence 
avec certaines classes de codes de faible densité de parité (en anglais : "low den- 
sity parity check codes") introduits par R. G. Gallager en 1962 [8]. Si ces codes 
ne sont pas optimaux dans le sens de la minimisation de la probabilité d'erreur 
s u  décodage, la très simple implémentation nécessaire à leur traitement compense 
dans une certaine mesure cette limitation. 
Pour que l'équivalence avec nos codes doublement orthogonaux considérés soit 
totale il  faut que ces codes de faibles densités soient "deux/tiers" indépendants. 
On rappelle ici quelques propriétés de ce type de codes notamment relativement 
h la formation de la matrice de parité. 
Un code à faible densité de parité est classiquement défini par trois paramètres 
(IL. w, x).  La grandeur u représente la longueur du code, la composante w est le 
riorribre de symboles considérés en entrée pour ghérer un bloc de sortie de lon- 
gueur x. La matrice de parité initialement correspondante se construit selon ces 
paraniètres avec une largeur a, un nombre de "1" par colonnes égal a w et un 
nombre de "1" par lignes égal à x. Cette dernière condition assure une indépendance 
d'un "rang" équivalente à une condition de simple orthogonalité. En modifiant 
quelque peu la construction de la matrice on obtient l'équivalence souhaitée au 
rang supérieur en procédant comme suit (soit g i j  les générateurs) : 
- on partitionne les rangées de la matrice de parité en w groupes égaux. 
- seulement un "1" par colonne est autorisé dans chacun des w groupes formés. 
- on considère la première colonne, on place un "1" à la gO,&me ligne du 
premier groupe, un " 1" à la goqlième ligne du second groupe, ..., un "1" à la 
go,,- liéme ligne du wièrne groupe. 
- on recommence dans la colonne suivante en considérant gi,O, gili ,...,gl,w- l .  
- lorsque les x premières colonnes ont été remplies l'ensemble des générateurs 
a été utilisé. 
- les autres colonnes sont alors complétées en recopiant les x précédentes et en 
effectuant un décalage au niveau des rangées d'une unité au sein de chaque 
groupe (la dernière rangée est recopiée au sommet). 
Pour fixer les idées un exemple simple est présenté ci-après : 
On prend u = 12, iu = 2 et  x = 3 avec les générateurs : ga,i = {0,0), gl,, = {OJ} et 
p,* = {OJ}. 
En suivant les étapes précédemment établies le cheminement est le suivant: 
- or1 partage en w = 2 groupes les rangées. 
- on remplit la première colonne du premier groupe avec un "1" à la golo = 
0 ième ligne : 
1 .............. 
............... 
- sachant qiiX n'y a qu'un "1" par colonne dans chaque groupe on a (le nombre 





-- - - 
............... 
- on poursuit avec un "1" à la go,jème ligne du de~uièrne groupe et on complète 





- lorsque tous les générateurs ont été utilisés on a : 
- on reproduit alors tous les groupes en décalant dans chaque groupe une ligne 
vers le bas jusqu'à atteindre la longueur souhaitée (ici 12) 
Il est possible d'établir une formule générique de positionnement des "1" par 
colonne en utilisant la formule suivante: 
où i, est le numéro de la colonne qui nous préoccupe et i, = i,mod(u) avec s variant 
d e O à w - I .  
Esernpie illustratif: reprenons notre code précédemment défini et étudions comme 
cas particulier la colonne 7. On a ainsi: 
= -j-+ [( 7- imod(3)  7-imod(3) 
3 +!hnod(3),O )7nod(+)] et I I  = y+[( 3 +g7rnod(3),1) m o d ( F ) ]  
Soit : 
Io  = 2 et 1, = 7 
Ceci est conforme avec la matrice précédemment obtenue. 
Remarque : les générateurs utilisés ici ne senpaient qu'à illustrer la construction de 
la rriatrice de parité et ne constituent pas un code doublement orthogonal. 
La  condition de double orthogonalité qui se détermine dans ce cas à partir de 
celle de deusltiers indépendance des codes de faible densité de parité est la suivante 
soient 2, et i:, V s, s' et  i: tels que (s # s', i, # i: et i: # i:) 
. , 
les combinaisas (gi,,, - gi:,,) - (gir,Sl - g i ; , s ~ )  s rn t  distinctes. 
La forme de l'équation permet de faire immédiatement le parallèle avec ce 
qui a déjà été VU dans le cas des codes au sens strict. La condition garantissant 
l'équivalence était alors : 
Soit (k,v), V (l,m,n) tels que n # 1, m # k et m # v on a : 
On retrouve exactement la même forme que précédemment en remplaçant respec- 
tivement k et v par i, et i+ et 1, m, n par s, ii, s". 
Cette remarque est on s'en doute très importante puisqu'elle va grandement 
faciliter la génération de ce type de codes. Il suffira en effet d'examiner les possi- 
bilités d'extension qu'offrent les méthodes étudiées lors de l'analyse des codes au 
sens strict. 
6.2 Génération 
La seule restriction qui empêche l'application directe des techniques mises en 
place pour les codes au sens strict concerne les dimensions. En effet nous ne sommes 
pliis ici en présence d'une matrice de générateurs "carrée" et nous sommes en droit 
de nous demander si cela peut influencer de quelque manière que ce soit l'appli- 
cation des méthodes précédemment usitées. Une brève analyse prouve que non et 
avec quelques modifications simples, les méthodes demeurent applicables. 
On utilisera donc comme principe de génération une méthode pseudo-aléatoire 
telle que décrite dans le chapitre précédent. Les mêmes constations proposées pour 
les codes au sens strict s'appliquent ici. 
6.3 Réduction 
La technique de réduction est exactement similaire à celle exposée dans le cas 
des codes au sens strict. La situation d'arrêt demeure la même avec la présence 
d'un cycle et l'algorithme pour y aboutir demeure inchangé. 
6.4 Valeurs générées 
Les codes de taux & ont été générés pour des valeurs de x et u variant de 2 à 10. 
Il peut être judicieux de remarquer que la transposée de la matrice de générateurs 
doublement orthogonaux d'un code de taux & donne un ensemble de générateurs 
doublenient orthogonaux de taux &. 
Il est possible d'établir relativement simplement la preuve de cela: 
Soit g i j  des générateurs vérifiant la condition de double orthogonalité. On note 
hi,] = gj . l .  
On veut montrer que : 
soit i,, 2: V (s,sl,i,r), tels que s # s', i+ # i,, i+ # iflt et V (u,vl,i+t~), tels que 
v # v', i p  # i r ,  i+tt  # i+t et (i:,s,sf ) # (iy , v,v') on a : 
Procédons par équivalence en modifiant cette inéquation dont on ne sait pas encore 
si elle est vérifiée. 
b,i, - gs,i: + 9a1,i: - Sst,iF # gu,i, - Supi: f gti,i: - 9d.i: 
avec ir # ir, i: # i:, s # s', v # v'. 
- Si s' # v' et s # v alors on retrouve: 
avec ir # ir, i: # 5, s # s', v # v'? s' # u' et s # v. 
Ce qui est l'expression de la condition de double orthogonalité que l'on sait être 
vérifiée par gi , j -  La proposition est alors bien établie. 
- Si .5' = v' on arrive à l'équivalence: 
avec s # s' et i, # iy 
avec s # sr et i: # ir et i: # iy 
Cct,tc inégalité est forcément vérifiée par les g i j  (elle est incluse dans celles imposées 
par la double orthogonalité) et donc 
+ si s # ,u 
on a alors 
avec s # sr, i, # il et s # u. 
Pour les mêmes raisons que précédemment cette inéquation est vérifiée par les gis. 
- Si s = v on effectue un raisonnement identique. 
Ainsi {g i , j }  vérifient la condition de double orthogonalité 
{ h i , j )  = { g j l i )  vérifient la condition de double orthogonalité. 
Le tableau ci dessous présente pour différents taux de codage du type 2 les 
longueurs minimales obtenues. 
Tableau 6.1 - Longueurs minimales obtenues pour des codes en blocs de taux & 
On retrouve naturellement sur la diagonale de cette matrice des valeurs connues 
correspondant aux codes au sens strict de taux & = 5.  On remarque également 
la forme surnétrique de la niatrice suite à la remarque sur la transposition exposée 
pr6cétietrirrient. 
Les tabiealis contenant tous les générateurs pour les différents taux étudiés se 
tro~ivent à l'.lnncxe IV. 
CHAPITRE 7 
CONCLUSION ET OUVERTURE SUR TRAVAUX FUTURS 
7.1 Bilan de l'étude réalisée 
Cc travail de recherche s'est inscrit dans la prolongation des travaux précédem- 
ment effectués ayant abouti à la mise au point d'un nouveau système de codage et 
de décodage. 
Notre étude a permis de mettre en évidence et de démontrer certaines pro- 
priétés mathGmatiques des codes doublement orthogonaux utilisés par ce système. 
Celles-ci nous ont donné la possibilité de mieux appréhender ces ensembles et de 
diffbrcncier deux types de codes : ceux doublement orthogonaux au sens large et 
ceux doiiblement orthogonaux au sens strict. Nous nous sommes ensuite concentrés 
à mettre en oeuvre pour chacun des deux cas des méthodes de génération et de 
réduction efficaces dans le but d'aboutir au système le plus performaiit possible sur 
le plan de la latence et du délai. Les résultats générés qui définissent de nouveaux 
cnsenibles rloiibIement orthogonaux utilisables en pratique font apparaître de très 
importantes améliorations par rapport aux valeurs précédemment connues. Cer- 
taines grandeurs n'avaient d'ailleurs pu être établies faute de techniques viables. 
On peut donc considérer que le but de ce travail de recherche a été atteint. Il nous 
faut cependant rester conscient du fait que si les techniques employées sont simples 
et performantes, il ne nous a pas été possible d'aboutir aux ensembles minimaux 
théoriques pour un grand nombre d'éléments. 
Pratiquement, des codes doublement orthogonaux au sens large de taux ? de 
longueur réduite ont été générés pour un nombre d'éléments J inférieur ou égal à 
10 dans le cas des ensembles sans les négatifs, inférieur ou égal à 15 dans le cas 
des ensembles complets. Des codes doublement orthogonaux au sens strict de taux 
& de longueur réduite ont été établis pour J variant de 2 à 14. Enfin nous nous 
sommes attachés à obtenir des codes en blocs doublement orthogonaux de longueur 
réduite de taux & pour I et J variant de 2 a 10. 
Différents aspects relatifs à nos techniques d'obtention de ces codes ont été 
étudiés avec notamment une étude de la longueur minimale et une analyse tempo- 
relle. 
Des résultats de simulation ont été interprétés afin de mieux cerner les perfor- 
mances cle ces codes et de bien distinguer leurs différents types. 
7.2 Améliorations envisageables 
Si le sujet consistant à trouver des ensembles doublement orthogonaux parait 
simple de prime abord, les difficultés théoriques et l'importance des calculs mis en 
jeu confêrent à ce problème une complexité inattendue. Ce fait qui n'en diminue pas 
l'intérêt de son étude (bien au contraire) assure d'avoir encore de nombreuses pistes 
i esplorer. On peut ainsi poser les bases d'une étude future en proposant plusieurs 
domaines dans lesquels il serait intéressant d'approfondir le travail présenté dans 
ce mémoire. 
- Aspect théorique 
Ce premier point est le plus naturel puisque déterminer une théorie mathémati- 
que permettant de trouver ces ensembles doublement orthogonaux compacts 
résoudrait le problème. Celle-ci, si elle existe, ne sera sans aucun doute non tri- 
viale. Rien que déterminer la longueur minimale "atteignable" serait un atout 
indéniable pour aider à la réduction de ces ensembles. Nos tentatives dans ce 
domaine n'ont permis que d'obtenir des grandeurs par valeurs inférieures ou 
supérieures. 
- Aspect algorithmique 
Ce point s'inscrit dans la complémentarité de celui évoqué précédemment. 
L'absence de théorie exacte oblige à élaborer différentes stratégies pour espérer 
se rapprocher le plus possible dans un temps minimum de l'ensemble double- 
ment orthogonal minimal. Notre étude à explorer principalement le champ 
de techniques basées sur l'utilisation d'un paramètre aléatoire. D'une façon 
générale ce type de choix produit des résultats intéressants même si on ne 
peut jamais réellement savoir si l'ensemble obtenu se trouve "éloigiié" ou non 
de celui optimal. A défaut d'obtenir une théorie de génération exacte, il se- 
rait très intéressant d'établir une stratégie permettant d'aboutir de manière 
certaine au résultat cherché sans pour autant imposer un nombre de calcul 
astronomique. 
- Aspect matériel 
L'évolution du matériel informatique notamment celle des processeurs est telle 
que dans quelques mois il sera possible d'utiliser les méthodes exposées dans 
ce mémoire pour se rendre à des ensembles avec un nombre d'éléments plus 
important sans demander un temps de calcul excessif- 
7.3 Ouverture 
La génération de ces différents codes doublement orthogonaux ont permis d ' a p  
porter des améliorations significatives au niveau de la latence et de la mémoire 
nécessaire au bon fonctionnement du nouveau système de codage. Ce dernier a p  
paraît ainsi comme étant une alternative tout à fait crédible aux systèmes actuel- 
lement utilisés. On pense notamment aux codeurs et décodeurs turbo qui, s'ils 
disposent de performances supérieures, présentent une plus grande complexité et 
un plus long délai de traitement. 
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Annexe 1 
Simplification de la condition de double orthogonalité 
On va montrer que pour un  ensembles de plus de quatre éléments, la condition 
3.7 implique les deux autres (3.5 et 3.6). On considérera {O, gi, ..., g ~ - ~ )  un en- 
semble doublement orthogonal de J éléments. 
hlontrons tout d'abord que 3.7 + 3.5 en raisonnant par l'absurde. 
Soit (k,l,kt.l') tel que k > 1. k' > 1'. (k, 1) # (kt, l t)  et gk - gr = g r  - Sr,. 
Ajoutons de part et d'autre g, tel que g, = max(gk, gr). On obtient : gk -gl  +g, = 
gkt - 941 + Sm - 
Retranchons alors g, = go = O pour aboutir à : 
On peut détailler les inégalités concernant les indices : 
k > D g n + l > n , k > n  
k' > 1' 2 Sn + 1' 2 nt, k' > nt 
. (ml 1, k, n)  # (ml, l', kt, n') car ( 1 ,  k )  # ( I l ,  k') 
Ainsi si l'on suppose qu'il existe (k,l,kl,l') avec k > 1 ,  k' > 1' et (1 ,  k )  # (l ' ,  kt) 
tel que: gk - gl = g k ~  - glt alors il existe (m, l ,k ,n )  et (m',lt!k',nt) tels que m > 1 ,  
m 2 k ,  A: > n, 1 # k, 1 > n ;  rn' > Z r ,  rn' 2 kt ,  k' > nt, 1' # kt, 1' 2 nt et 
(m,  1, k, n )  # (nt, l ' ,  k t ,  nt) tel que: g, - gl + gk - g,, = g , ~  - glr + g p  - gril 
Ce qui est contraire à 3.7 et donc 3.7 -+ 3.5. 
Montrons maintenant que 3.7 implique 3.6. 
On suppose qu'il existe (k , l ,n ,n ,k ' , l l )  avec k > 1, 2 2 n, rn > n, 1 # m, k 2 m, 
k' > 1' tel que: gk -gl+g, -9 ,  =gu  - g l l .  
. On suppose g. # go = O 
- On a alors forcément g, # gi~ sinon si gn = git alors gk - gl + g,,, = gr soit 
9t - gi = - Sm avec k > 1 ,  kt > rn et k # k' car 1 # m. Situation impossible 
chprés  la condition 3.5. 
. On suppose g, = go = O 
On a alors, gr, - gi + g, - go = gk. - gl.. 
- On a nécessairement gl # gp sinon gk - go = gp - gm avec gk > go, gkt > g,
gk # gkt car g, # go. Ceci est impossible d'après 3.7. 
- -4joutons gl : gk + g, - go = gkt - 9i1 + $11 
* si gl # go, on retranche go pour obtenir : gk - go + g, - go = gkt - glt + gi - go avec 
gk > 90, 9 k  > (grn), g1n > 90, 9m # 90- 
** si gkt 2 Sir ~k 1 911 9~ > gl'r gr # gl (cf avant) g~ > go et gp 2 go 
Ir* si 91 > 9 k J  (91 - 911 + 9 k 1  - !?O), 91 > g k ~ ,  91 > gk > 91' + 91 > 911 gp > gr + 
# g ~ ,  SV > 90 et al! > ao. 
Les deux situations sont impossibles d'après 3.7. 
* si gl = go, on obtient alors une expression du type : gk - go + gm - go = gkt - glt 
(avec go = O (imposé par gi = O ) ) ,  on a :  gk + g, = g p  - g i ~  avec kt > I ' ,  k 2 m, -t 
g k ~  = g k  +gm +gl + kt > (k, rn, 1'). 
On dénombre alors cinq cas : 
- 91' > m a ~ ( g k , g m )  = gk 
on a alors: gk + O + g k  + O = 2.gk et gkt - glt + gk - = 2.gk. 
Les deux expressions sont donc égales avec des relations entre les indices : k' > 1'. 
k' 2 1': k > g, k # l' et g i ~  2 gm(glt > rnax(gk,gm) ce qui fait apparaître une 
contradiction avec la condition 3.7. 
- ml < min(L?k!g,) = gm 
on a alors: gk~ + O + gk + O = gk + gkf et gkf  - g,, + gkt - g11 = gk, - g,,, + gk+. 
Les deux expressions sont donc égales avec des relations entre les indices: k' > l', 
k' > lt, k > g,, k # 1' et g1' 2 gm(gr > max(gk,grn) ce qui fait apparaître une 
contradiction avec la condition 3.7. 
- grn < 91) < gk 
on obtient: g k - O + g k - O = 2 . g k  e t g p  -g1t+gk-gm =gk+gm+gk-gm =?.gk- 
Les deus égalités précédentes sont donc équivalentes avec kt 2 k, kt > l', gi, 2 g, 
gi # gk et  gt > g, ce qui est non conforme à la condition 3.7. 
- 
Sm = gl' 
on retrouve également l'égalité entre : gk -O+gk -O = 2.gs et g~ -gr, +gk -gm = 2-gk 
avec k' > I f ,  k > k', gk > gml glt = g, # gk et glt 2 gm Une nouvelle fois, ceci est 
Ainsi dans tous les cas on aboutit à une contradiction. On a donc réussi à 
prouver I'implication: 3.7 -t 3.6. En conclusion, pour des ensembles d'au moins 
quatre éléments, la condition de double orthogonalité se résume à l'obtention de: 
Annexe II 
Équivalence différences - sommes 
Notre but est d'établir 17équivalence entre les deux propositions : 
Soit {O,  g l ,  .. ., g~-i} un ensemble d'entiers distincts 
V ( i ,  j .  k. I ,  2 ,  j ', kt, 1 ' )  tels que 
V ( p ,  q, rl s, pl, gr ,  r', s') tel que 
( p ,  q ,  r,  s) ne soit pas une permutation de (p', q', r', s') (1 1.2) 
gp + & f Sr + Ss # Sg + Sb f Sr. f Sr< 
.\.fontrons tout d'abord que 11.2 -t 11.1 
L'implication est évidente dès lors que l'on parvient à prouver que les restrictions 
de permutations de la proposition 2 sont incluses dans celles de 1. Pour établir cela, 
i l  est possible d'étudier tous les cas en se demandant s'il existe (i,  j, k, 1, i', j', k', 
1') tels que les conditions de 1 soient vérifiées et que l'on ait (i, j, k, 1) permutation 
de ( i ? ?  j'. k', 1'). 
Si: 
(i.j'.k,17) =(i7.j ?k7J) + (i7j,k,l)=(i'~j',ktTl') Impossible 
(ij',k,l')=(j,i',k7,i) -t i=j Impossible 
(i,jl,kll')=(i',k'j,I) -t j=k Impossible 
(i,j',k,l')=(kT,i'j,l) -t j=k Impossible 
(i.j',k,I')=(j,k1,i',i) -t i=j Impossible 
(i.j7,k.l')=(k'.j,i',l) -t On a alors i 2 k et i' 2 k' avec i'=k et i=kZ. On obtient donc 
k' 2 k et k' < k -t k=k'=i=il. Avec j=j' et l=l7 on aboutit alors à (i, j, k, l)=(i', 
j': k', 1') ce qui est impossible 
(i,j'.k,l')=(il j.1.k') -t k=l Impossible 
(i.j'.k,l') =(j.i'.l.k') -t i=j Impossible 
(i.j',k.l!)=(i7,1.j,k') -t j=k Impossible 
(i.jq.k.l')=(l,i*.j,k') + i=I Impossible 
(i.j',k.17)=(j,l,i',k') -t i=j Impossible 
(i.j',k.l')=(lj,i',k?) -t i=l Impossible 
(i.j',k.l')=(i'.k'.I.j) -t l=k Impossible 
(ij7.k.l')=(k'j'.l.j) -t l=k Impossible 
(i.j*,k,l')=(i?.l,k'.j) -t On a j' 2 I' et j 2 1 avec j'=l et l'=j -t j'=ll et l=j. Avec 
i=i7 et k=k' on retrouve (il j, k, l)=(i', j', k', 1') ce qui impossible 
(i.j',k,17) = (l,it.k',j) + i=l Impossible 
(i.jT,k,l')=(k',l&j) -t On a alors i 2 k et i' 2 k' avec i' = k et i = k' + i=i'=k=kY. 
De plus j 2 I et j' 2 1' avec l=jl et lT=j -t (i j,k,l)=(i'j',k',ll) ce qui est impossible. 
(i.j'.k,lo) =(l,k'.i:j) -t l=i Impossible 
(i.j',k,l ') =(j,l.k',i') + i=j Impossible 
ji,j7! kJ') =(l.j, k7,i') + i=l Impossible 
(i.j'?k.iT) =(l.k'.j.i7) + i=l Impossible 
(i.j'.kJ)=(k1.j,1.i') + j=k Impossible 
(i.j',k,l')=(k7.j,l.i') + k=l Impossible 
(i.j'.k,l')=(j.k',I,i1) + i=j Impossible 
Ainsi on a démontré que: 
11.2 * V(P, q, r, s, P', q', r', s') tel que (pl q,  r, s) 
# permutation de (p', q', r', s') 
gp + Sp + Sr f S S  # gp' + 9f + grf + Ssf -t gp - gt + g r  - 9s' f g~+ - & f 9" - Ss 
Ceci étant vrai V ( p ,  9, r, S. pl, q'? r', SI) exceptées les permutations qui ne sont de 
tocitcs façons pas comprises dans 11.1, on a bien l'implication 11.2 + 11.1. 
Alontrons maintenant la réciproque 11.1 + 11.2 
On peut reformuler les conditions incluses dans la proposition 1 sous la forme: 
V ( i .  j ,  k. 1.  1'. j', k', 1')  i 3 k et j 2 I si gi - gj + gk - gi = gif - g,f + gkt - 911. .\lors 
l'un des deux quintuplets (ij,k,l,i) ou (i7j',k',l',i') a deux termes consécutifs égaux 
oii ces quintiipiets sont égaux. 
011 suppose alors que 
On note E = {gp,gjf,gp,gIt} et F = {i',j',kl,l'} (il existe naturellement une bijection 
pour passer d'un ensemble à l'autre). 
On va montrer que gi appartient nécessairement à E en raisonnant par contraposée. 
On supposons donc que gi n'appartient pas à E. 
(11.3) implique : 
Ainsi d'après l'hypothèse initiale on a : 
(i.i'.j.jl.i) ou (k1.k.l.l' ,k') a deux termes consécutifs égaux ou sont égaux 
( i j ' j  k',i) ou (l',k.i',l,l') a deux termes coiisécutifs égaux ou sont égaux 
(i 'k'j  . l 9 . i )  ou (i',k.j',l.i') a deux termes consécutifs égaux ou sont égaux 
(iJ'j , i ' . i )  ou (j'.k.k'.l.jT) a deux termes consécutifs égaux ou sont égaux 
On peut effectuer le même raisonnement en privilégiant (i,k) et (i,l) comme pre- 
mier et troisième termes de l'équation de gauche. On aboutit alors à (en notant 
schétnnt iquement) : 
(if. jl, j.kf , i )  (ll.kTil,l,lt) 
série 1 
( i .kf,j l l l . i )  (if.k,j1J '1') 
On ra montrer qu'au moins quatre des quintuplets "de droite" d'une série ont 
deux termes consécutifs égaux. 
Tout d'abord on élimine la possibilité selon laquelle un quintuplet de droite 
pourrait être égal à un quintuplet de gauche. On aurait sinon en effet i=k', i=l', 
i=iT. i=jl ce qui imposerait i E F situation contraire à l'hypothèse formulée. 
Si l'on suppose qu'il n'est pas possible d'avoir dans la même série tous les quin- 
tuplets de droite avec deux termes égaux, il en existe forcément un "à gauche" dans 
chnqiie série qui posséde cette propriété. Comme i n'appartient pas à F, on a donc 
trois égalités avec j, k. 1 t e k s  que j, k, I appartiennent à F. 
En considérant que deux su  moins des trois termes j, k, I sont distincts par 
escmple j # k et k # 1 alors comme j E F, k E F et I E F on a par exemple j=j' et 
k=k'. 
Ainsi (11.3) devient : 
Si f Sr = Sit + 91, 
Si - Si' = 91' - 91 
si - Yi1 + gi - gi' = 91' - !If + 91' - gl 
Donc soit (i,i',i,if.i), soit (1',1,1',1,1') sont égaux ou ont deux termes consécutifs égaux. 
Comme i n'appartient pas à F on a forcément I=l' -t i=i' ce qui n'est pas cohérent 
avec Ithypo t hèse formulée. 
Si on suppose au contraire que j=k=l=(par exemple) l'équation IL3 devient : 
9i + gj + gk = Sit + gj' f g k ~  
gi - si' + gk - O = gjf - gj + gp - O 
Soit (i.il.k,O,i) ou (j'.j ,k7?O1j') sont égaux ou ont deux termes consécutifs égaux. 
si i=i' + impossible i E F 
. . si i'=k=ll -t iT=k'=j*=l'=k j gi + gj = git + gjt caç déja traité 
II est clair que le premier quintuplet ne peut avoir deux termes consécutifs égaux 
(sinon soit i l=O soit i=il E F) et  que les deux quintuplets ne peuvent être égaux 
(sinon i appartiendrait à F). On sait donc que seul le quintuplet "de droite" peut 
avoir deux termes consécutifs égaux. Etudions chaque cas en détails : 
si i'=O tous les g, sont nuls ce qui est impossible 
gi - g~i' + O - g i ~  = gkt  - O 
gj - g i ~  = g k t  + 
gi - g i f  f gi - (Ji' = gkl - O + $'i - O 
On étudie la paire de quintuplets (i,i',i,i',i) et (kl,O,i,O,k'). De même que précédemment 
on rnontre que la seule possibilité induite par l'équation précédente est que le quin- 
tiiplet de droite posséde deux termes consécutifs égaux 
- si kl=O -+ 
On considère alors les deux paires (i,i7,i,i',i) et (i,O,il,O,i). Les trois cas : les d e u  
quintuplets sont égaux, le premier ou le deuxième quintuplet possède deux termes 
consécutifs égaux sont impossibles du fait de i et i7 différents de O et de la non 
appartenance de i à F. 
- si i=O + impossible 
si i'=k' alors comme i' 2 j' > k' on obtient j7=i' et on se reporte au cas précédent 
si i'=O tous les g - k sont nuls ce qui est impossible 
si k'=O + 
Si = Si' f gjl gi - gil f gi - gil = gjl - O + g j ~  - O 
On étudie alors la paire de quintuplets (i,i',i,iY,i) et (j1,0j'70j'). L'égalité des deux 
ensembles ne peut être effective sinon i appartiendrait à F ce qui empêche également 
l'égalité i=il et donc le premier quintuplet ne peut avoir deux termes consécutifs 
égaux. Le cas du deuxième quintuplet est également réglé fort simplement car si 
jY=O alors on obtient d'après les équations gi = g i ~  ce qui est impossible. 
si j'=j alors on se ramène à un cas déja traité avec gi - gp = git - gk (cf j7=i' du 
cas k=O) 
si j=k7 on arrive à gi - gij = gj, - gk situation déja étudiée 
si k'=O alors l'=O et k=O et on retrouve un cas déja traité 
si j'=O alors k'=O et on se retrouve avec le cas précédent 
Les diverses possibilités étudiées aboutissent toutes à une contradiction ce qui in- 
valide l'hypothèse de départ. Ainsi on a forcément au moins une série de droite (p. 
153) qui ne contient que des quintuplets ayant au minimum deux termes consécutifs 
égaux. On suppose pour fixer les idées que cette propriété est vérifiée pour la série 
1. 





On dénombre alors trois possibilités : soit k, soit 1, soit les d e u ,  appartiennent à F. 
Si k et 1 appartiennent à F: 
si k # 1 alors 11.3 devient gi + gj = gi, + gjt qui est un cas déja traité aboutissant à 
une contradiction 
si k=l alors forcément au moins deux termes de E sont égaux (traduction de k=l 
et de k, 1 appartiennent à F sur les quatres quintuplets) et 11.3 devient également 
9;  f gj =Si'  
Si seul 1 appartient à F:  on a nécessairement soit 1=l1 et l=j' soit l=k' et 1=iy. si 
1=1' et  1=jY, 11.3 devient gi + gj + gk = git + gjt + g j ~  
gi - Si. + gj - O = gjt - gk f gjl - O 
On se retrouve également ici avec l'étude de deux ensembles (i1i7.j,O,i) et (j',kj',OJy). 
Comme cela a déja été établi auparavant ces deux ensembles ne peuvent être iden- 
tiques. 
. . 
si J =i' + gi + = g,. + gjl cas déja traité 
si i=O situation impossible 
si j=O + gk = gl = g l t  = g.if = O + gi = 93 
si k=jl -+ C ~ S  connu (gi + gj = gjr + g u )  
si j '=O -t gi + gj + fk = gir 
91' - gi + 99 - 9j = - O + g& - O 
Une nouvelle fois étude de la paire de quintuplets (i',i,i'.j,i') et (i',O,k,O,il) 
ces deux ensembles sont non égaux sinon i=O 
. . .. 
S I  J=l' + gis = -git + gj = O 
si i=i' -t impossible 
si k=O + g,~ - gi = gj 
SZ' - si + sir - g i = g j - O f  g j - O  
Nouvelle étude des deux quint uplets (i',i,i7,i,i') et (j10 j,O j) 
Ils sont non égaux car i n'appartient pas à F 
de même i # i' 
j=O + gi = gir ce qui est impossible 
si l=k' et l=i' comme gi 2 gj 2 gk 2 gi = 2 g j ~  1 gp 2 gir et gi + gj + gs + gi = 
9,. + gjl + gkl + gp la seule possibilité est 
gi = gj = gk = 91 = git = gjt = gic, = gp situation impossible 
si s e d  k appartient à F, on a soit k=17 et  k=j' soit k=kt et k=i' 
si k=k7 et k=i' g i + g j + g k + g i  = g i t + g j t + g k + g d t  devient g i + g j + g l  = g i , + g j t + ~ p  
Si - sit + gr = git - gj + - O On aboutit alors une nouvelle fois à l'étude de deux 
quintuplets (i,i7,1,0,i) et (i'j,ll,O,i'). 
Pour les mêmes raisons que précédemment ces deux ensembles ne sont pas égaux. 
si i'=l alors du fait de gi 2 gj 1 gs 2 gi = git 2 gjt 2 gr 1 glt -t tous égaux -+ 
impossible si i=O -t problème 
si i'=j -t gi + 91 = + git cas déja traité 
si I1=j + gi + gl = git + g,t cas déja traité 
si -+ gi $. gj = gil f git + 91' avec gi > gj 2 g t  = 2 2 gp -+ tous égaux, 
cas impossible 
si l '=O + gi + g, + gi = 9,' f git 
avec g; 2 (9,)  2 (gk) = git -t gl = O cas précédent 
si k=l' et k=j7 gi + gj + 91 = git + gjt + gjt 
gi - Si' f gj - O = gjt - gi + 9,) - O 
Etucle de la paire : (i,i'.j,O,i) et (j',lj',OJ') 
si i=i! + impossible 
si i'=j -t gi + gl = gjt + glt cas classique identique à ceux déja traités 
si j=O -t gk = O + gjt = glt = gkr = O -t gi = gi, CS impossible 
si j'=l + gi + gj = gir + gjtcas déja étudié 
si j '=O + g, + gj = git gi - O +gi - O = gr - gj + git - gj Etude de la paire (i,O,i,O,i) 
(iT7j ?i'.j,i7) 
si i=O + problème 
si i7=j -t gi = O impossible 
Ainsi tous les cas possibles avec l'hypothèse de départ aboutissent à une contra- 
diction. Ceci implique que notre point de départ était erroné et donc que gj a p  
partient à E. On applique le même raisonnement pour prouver que gj et gl appar- 
tiennent à E. 
Ainsi l'on a prouvé l'implication: 1 -t 2 (on est forcément en présence d'une per- 
mutation s'il y a égalité). 
L' équivalence est donc bien établie. 
Annexe III 
Adaptation de l'algorithme GARSP 
II est envisageable d'aborder la généralisation du problème des règles de Golomb 
sous iiri angle différent. Au lieu d'essayer de se raccrocher aux résultats proprement 
dits (séquences établies 4.2.3), il peut être intéressant de voir s'il n'est pas possible 
d'adapter à notre problème les différents algorithmes qui ont permis la génération 
de ces enscmbles. On s'intéressera plus particulièrement à la méthode GARSP. 
L'étude présentée ici est basée sur le travail de maîtrise réalisé par Sien Cuong 
Hoa sous la direction de Mme Jaumard au sujet des règles de Golomb. On repren- 
dra ici les mêmes notations définies dans le cadre des structures bitmups ([431). 
Les structures bitmaps sont des segments de bits servant à représenter nos en- 
scrribles de générateurs. Chaque entité de ce segment prend la valeur O ou 1 selon si 
I'élériien t correspondant à cet te position est bien présent dans notre ensemble. Par 
csemple. I'cnsemble {O,l,5} est dénoté par 110001. 
On définit: 
DIST(m)  une structure bitmap contenant toutes les différences engendrées par 
l'ensemble en cours contenant m déments (distances interdites). 
L ENGTH est un vecteur contenant les positions des éléments de l'ensemble considéré 
(ex: LENGTH(1)  = O pour l'ensemble {0,1,5)). 
Un des points délicats de cette généralisation consiste à mettre en équation la 
condition doévolution permettant de passer de LENGTH(m) à LENGTH(m +- 1) 
en tenant compte des distances interdites (DIST(m)).  Le résultat obtenu est le 
suivant : 
LENGTH(m + 1) # D I S T ( m )  + (LENGTH(i) + LENGTH(k)  - L E N G T H ( j ) )  - 
auec soit t, soi t  k, s a i t  j=m et s i  j=m et i(k)=m alcm k(i)=m 
(111.1) 
DIST(m) est naturellement calculé à partir de toutes les combinaisons des entiers 
contenu daris L ENGTH selon la condition de double ort hogonalité (1.2). 
Illust rom cela par un exemple : 
Partons d'un ensemble doublement orthogonal : LENGTH = [O 1 51. Le calcul 
des distances interdites donne: DIST(2) = [-IO -9 - 8  - 6  - 3  - 2  2 3 6 8 9 101. 
Calculons les csprcssions : E(i,k.j) = LEiVGTH(i)+LENGTH(k)-LENGTH(j) 
avec les conditions précédemment évoquées : 
E(2,0,0) = 5 + O - O = 5, E(2?1,0) = 5 + 1 - 0 = 6 ,  E(2,2,0) = 5 +- 5 + O = 
10. E(2-2.1) = 5 + 5  - 1 = 9, E(2,071) = 5 + O -  1 = 4, E(0.0,2) = 0 + 0  - 5  = 
-j, E(O.1'2) = 0 + 1 - f i=  -4, E(1,1,2) = 1 + 1 - 5 =  -3. 
En additionnant DIST(2) (p)  et E(i ,k , j )  pour toutes les combinaisons, on s'aperçoit 
que toutes les valeurs entières de 1 à 20 sont atteintes. Le plus petit entier que 
peut prendre L ENGTH(3)  est donc 21. On obtient alors l'ensemble doublement 
orthogonal (O,  1,  5 ,  21}. 
Annexe IV 
Étude temporelle des codes doublement orthogonaux au sens large de 
taux 4 pour un nombre d'éléments J variant de 6 à 10 
'lote : par convention représentera les minutes et " les secondes. 
J=6 (limite de temps: lh30) 
Tableau IV.l - Évolution de la long. moyenne en fonction du temps pour J=6 ( 1  00) 
. J = i  (limite de temps : 3h) 
longueur 
temps moyen requis 
J=S (limite de temps: 14h) 
109 
5 30" 
Tableau I V 2  - Évolution de la long. moyenne en fonction du temps pour J=7 (222) 
135 
inst. 













d=10 (limite de temps 24h) 
103 
5 10' 
Tableau IV.1- Évolution de fa long. moyenne en fonction du temps pour J=9 (912) 
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Annexe V 
Codes doublement orthogonaux au sens strict de taux pour J 
variant de 2 à 14 
Tableau V.1 - Générateurs à longueur réduite d'un code d a ,  sens strict, taux 
Tableau V.2 - Générateurs à longueur réduite d'un code d.  o., sens strict, taux $ 
Tableau V.3 - Générateurs à longueur réduite d'un code d.o., sens strict, taux % 
5 Tableau VA - Générateurs à longueur réduite d'un code d-o.,  sens strict, taux 5 
O 90 35 26 5 
O 24 28 98 O 
O 32 66 22 17 
6 Tableau V.5 - Générateurs Ù longueur réduite d'un code d a . ,  sens strict, t a u  5 
7 Tableau V.6 - Générateurs d longueur réduite d ,un code d. o., sens strict, tuux 
8 Tableau V.7 - Générateurs à longueur réduite d'un code d.o., sens strict, tauz ig 
9 Tableau V.8 - Générateurs c i  longueur réduite d'un code d.o., sens strict, taux , 
175 
J=10 
Tableau V.9 - Générateurs à longueur réduite d'un code d.o., sens strict, taux 2 
J=l1  
Tableau V.10 - Générateurs à longueur réduite d'un code d o . ,  sens strict, toux 5 
Tal~leau I I I .  11: géiréruteurs à lonyuetir réduite d'un code de taux fi 
Tableau 111.12: gérrétnteurs à longueur rétluite if 'un code de t a u  5 
Tiibleau III. 13: gérréruteurs ù lotiguetir réùuitc d'titi  code de taux 
Annexe VI 
Codes en blocs doublement orthogonaux de taux avec 2 5 J, K 5 10 
Tableau VI.1 - Générateurs d'un code en blocs d.o. de taux q 
Tableau V I 2  - Générateurs d'un code en blocs d.0. de t om 
Tableau V1.3 - Générateurs d'un code en blocs d.0. de  taux a 
Tableau VIA - Générateurs d 'un  code en blocs d o .  de taux f 
Tableau VI.5 - Générateurs d'un code en blocs d.0. de t a u  
Tableau VI.6 - Générateurs d'un code en blocs d.0. de taux 
Tableau VI.7 - Générateurs d'un code en blocs d.0. de  taux 6 
Tableau VI.8 - Générateurs d'un code en blocs d.o. de taux fi 
2 Tableau VI.9 - Générateurs d'un code en blocs d.0. de taux iT 
Tableau VI.10 - Générateurs d'un code en blocs d. o. de taux 9 
Tableau VI.11 - Générateurs d'un code en blocs d.o. de taux 
Tableau VIiI. 12 - Générateurs d'un code en blocs d. o. de taux $ 
Tableau VI. 13 - Générateurs d'un code en blocs d .  o. de taux 
Tableau VI.14 - Générateurs d'un code en blocs d.o. de taux 9 
3 Tableau VI.15 - Générateurs diun code en blocs d.0. de t a u  
6 - Générateurs d'un code en  blocs d.  
3 Tableau VI.17 - Générateurs d'un code en blocs d.o. d e  taux , 
3 Tableau VI.18 - Générateurs d'un code en blocs d .0 .  de taux , 
Tableau VIS9 - Générateurs d'un code en blocs d.0. de t a u  
Tableau VI20 - Générateurs d'un code en blocs d o .  de taux $ 
Tableau VI21  - Générateurs d'un code en blocs d.0. de taux % 
Tableau VI22  - Générateurs d'un code en blocs d.0. de taux $ 
4 Tableau VI.23 - Générateurs d'un code en blocs d. o. de taux 
Tableau VI24 - Générateurs d'un code en blocs d.  o. de taux & 
Tableau VI.25 - Générateurs d'un code en blocs d.0.  de t a w  
1 Tableau VI26  - Générateurs d'un code en blocs d.0. de taux , 
4 Tableau VI.25 - Générateurs d'un code en blocs do. de taux 
Tableau VI.28 - Générateurs d'un code en blocs d.o. de taux f 
Tableau V1.29 - Générateurs d'un code en blocs d.o. de taux 
Tableau VL30 - Générateurs d'un code en blocs d o .  de taux $ 
5 Tableau V1.31 - Générateurs d'un code en blocs d o .  de t a u  
5 Tableau VL32 - Générateurs d'un code en blocs d.0. de taux 
5 Tableau VI.33 - Générateurs d'un code en blocs d.0. de taux 5 
5 Tableau VI.34 - Générateurs d'un code en blocs d.o. de tauz , 
5 Tableau VI.35 - Générateurs d'un code en blocs d.0. de taux , 
Tableau V1.36 - Générateurs d'un code en blocs d.0. de taux $ 
Tableau VI.37 - Gkiérateurs d'un code en blocs d.o. de taux 
Tableau V1.38 - Générateurs d'un code en blocs d. o. de t a u  
6 Tableau VI.39 - Générateurs d'un code en blocs d.0. de t a u  
Tableau VIA0 - Générateurs d'un code en blocs d.0.  de taux 5 
1 136 1 192 1 O 1 102 1 66 1 
Tableau VI.41 - Générateurs d'un code en blocs d.0. de taux 
6 Tableau VIA2 - Générateurs d'un code en blocs d o .  de taus 
Tableau VIA3 - Générateurs d'un code en blocs d.o. de t a u  fi 
Tableau VI.44 - Générateurs d'un code en blocs d.0. de taux 2 
6 Tableau VI.45 - Générateurs d'un code en blocs d.o. de taux i6 
Tableau VIA6 - Générateurs d'un code en blocs d o .  de taux 
7 Tableau VI.47 - Générateurs d'un code en blocs d.0. de taux 
Tableau VIA8 - Générateurs d'un code en blocs d.  o. de taux $ 
Tableau VIA9 - Générateurs d'un code en blocs d .  o .  de taux & 
Tableau VI.50 - Générateurs d'un code en blocs d.0. de taux & 
Tableau VI.51 - Générateurs d'un code en blocs d. o .  de taux 6 
Tableau VI.52 - Générateurs d'un code en blocs d.0. de taux & 
7 Tableau VI.53 - Générateurs d'un code en blocs d.o. de tauz 
7 Tableau VI.54 - Générateurs d'un code en blocs d a .  de taux , 
8 Tableau V1.55 - Générateurs d'un code en blocs d.0. de tauz 
Tableau VI.56 - Générateurs d'un code en blocs d .0 .  de taux fi 
8 Tableau VI.57 - Générateurs d'un code en blocs d. o. de t a u  , 
8 Tableau l * I . j $  - Générateurs dhn code e n  blocs d o .  de taux 5 
.59 - Générateurs d'un code en blocs d.o. 
1 O 1 269 1544 1 848 ( 681 1532 1 
8 Tableau VI.60 - Générateurs d'un code en blocs d o .  de taux , 
8 Tablcau 1'1.61 - Générateurs d'un code en blocs d o .  de taux ig 
Tableau VI.62 - Générateurs d'un code en blocs d.0. de taux $ 
Tableau VI.63 - Générateurs d'un code en blocs d.0.  de taux 6 
Tableau VI.64 - Générateurs d'un code en blocs d.0. de taux fi 
)ml 
Tableau VI.65 - Générateurs d'un code en blocs d .0 .  de taux 6 
9 Tableau V1.66 - Générateurs d'un code en blocs d o .  de taux 
1 7 11601 O 1 4 2  1 
Tableau VI.67 - Générateurs d'un code en blocs d.  o .  de taux & 
Tableau V1.68 - Générateurs d'un code en blocs d.0. de taux & 
Tableau ~érateurs d'un code en blocs d.0. de taux 6 
9 Tableau VI.70 - Générateurs d'un code en blocs d.0.  de taux , 
Tableau VI.71 - Générateurs d'un code en blocs d.0. de taux 6 
9 Tableau V1.72 - Générateurs d'un code en blocs d.0.  de tauz 
Tableau V1.73 - Générateurs d'un code en blocs d o .  de tauz 2 
Tableau VI.74 - Générateurs d'un code en blocs d.0. de taut 
Tableau VI.75 - Générateurs d'un code en blocs d.o. de t o v z  $ 
Tableau VI.76 - Générateurs d'un code en blocs d.0. de t a u  
Tableau VI.77 - Générateurs d'un code en blocs d.0.  de taux 3 
Tableau VI.78 - Générateurs d'un code en blocs d.0.  de taux 
Tiibleau V1.79 - Générateurs d'un code en blocs d.0. de taux $ 
Tableau VI.80 - Générateurs d'un code en blocs d.o. de taux 
Tableau V1.81 - Générateurs d'un code en blocs d.0. de taux 
