Concept mapping and expert systems : exploring synergies by Baracskai, Zoltán et al.
Baracskai, Zoltán and Dörfler, Viktor and Velencei, Jolán (2008) Concept 
mapping and expert systems : exploring synergies. In: 3rd International 
Conference on Concept Mapping, 2008-09-22 - 2008-09-25. , 
This version is available at https://strathprints.strath.ac.uk/9299/
Strathprints is  designed  to  allow  users  to  access  the  research  output  of  the  University  of 
Strathclyde. Unless otherwise explicitly stated on the manuscript, Copyright © and Moral Rights 
for the papers on this site are retained by the individual authors and/or other copyright owners. 
Please check the manuscript for details of any other licences that may have been applied. You 
may  not  engage  in  further  distribution  of  the  material  for  any  profitmaking  activities  or  any 
commercial gain. You may freely distribute both the url (https://strathprints.strath.ac.uk/) and the 
content of this paper for research or private study, educational, or not-for-profit purposes without 
prior permission or charge. 
Any correspondence concerning this service should be sent to the Strathprints administrator: 
strathprints@strath.ac.uk
The Strathprints institutional repository (https://strathprints.strath.ac.uk) is a digital archive of University of Strathclyde research 
outputs. It has been developed to disseminate open access research outputs, expose data about those outputs, and enable the 
management and persistent access to Strathclyde's intellectual output.
 CONCEPT MAPPING AND EXPERT SYSTEMS: EXPLORING SYNERGIES 
ZOLTÁN BARACSKAI 
Doctus Bt. 
VIKTOR DÖRFLER 
University of Strathclyde 
JOLÁN VELENCEI 
Budapest University of Technology and Economics 
 
Abstract. Concept maps and expert systems are both in the soft toolbar of knowledge modelling. We have spent nearly two dec-
ades developing our expert system VKHOO³Doctus´ Several years ago we have seen the first concept mapping solutions and start-
ed using them very soon. Frequently we have found ourselves using both tools in a particular research or consultancy project and 
started to wander how the two could be combined to achieve synergies. We came up with several ideas, typically when we have 
faced a situation which called for one of the potential synergies. In this paper we present the first of these ideas in elaborated 
form of a conceptual model and we also mention few additional ideas as our plans for future research. In this first idea we com-
bine different kinds of concept maps and our expert system in order to map organisational knowledge. The expert system here is 
used in machine learning mode, i.e. the resulting concept map will be capable of learning ± this is our intelligent concept map. 
 
1 Organisational Knowledge Map 
/HW¶VWU\WRFRQVWUXFWDQRUJDQLVDWLRQDONQRledge map. In the first part of it we will combine ideas from the 
various mapping approaches. The first is the cognitive mapping, a form of which has been developed by Eden 
(see Eden, 1988 for historical summary) EDVHG RQ .HOO\¶V (1955) conception of personal psychological con-
structs and the Repertory Grid developed by Fransella and Bannister (1967). (See also Eden & Ackermann, 
1998; Bryson et al., 2004) These cognitive maps can be, in a sense, considered as subsets of more extensive use 
of causal mapping, e.g. in the case we are mapping knowledge of a group of people. (Ackermann & Eden, 2004) 
A product related to this approach to cognitive mapping is Decision Explorer1; Eden and his colleagues typically 
use it for supporting managers in structuring their problems for better understanding. Those who developed the 
various approaches to mapping knowledge typically agree that our concepts form some sort of hierarchies. 
%X]DQ¶V(e.g. Buzan & Buzan, 1995) approach puts this feature into the focus; this is why his mind maps always 
branch out from a single central concept. He claims that this represents the natural organisation of the human 
memory, which assertion would be in line with the previous discussion about taxonomies. The product devel-
oped in by Buzan is called Mind Map2; it harnesses the full range of cognitive elements ± words, images, num-
bers, logic, rhythm, colour and spatial awareness ± into a single whole. The third approach we want to discuss 
here is a form of concept mapping pioneered by Novak (see e.g. Novak & Gowin, 1984; Novak, 1990). In con-
cept maps we have one concept as a unit of the map and by connecting these concepts we get patterns of con-
FHSWVWKDWSUHWW\XFKUHVHEOH%DWHVRQ¶VRSFLWFRQFHSWLRQRISDWWHUQV. In this approach Novak (ibid: 29) de-
fines the concepts ³«as a perceived regularity in events or objects, or records of events or objects, designated 
E\D ODEHO´ The propositions formed by linking two or more concepts are personal psychological constructs. 
7KLVHDQVWKDWLQDVHQVH(GHQ¶VFRJQLWLYHDSVDQG1RYDN¶VFRncept maps can be regarded as different level 
of description about the same sort of reality: a proposition here would be a unit of mapping in the previous. The 
tool associated with this approach is C-Map3. 
 
We start from a knowledge/problem area that we want to map (leftmost on Error! Reference source not 
found.). We give it a label and start breaking down hierarchically (as in a mind map); for clearer distinction we 
call the first level topics and the next ones keywords. The concepts in the left part of the map should be connect-
ed (simiODUO\DV1RYDN¶VFRQFHSWDSVLQDD\WRIRUSURSRVLWLRQV7KLVHDQVWKDWHLOOIRUVHDQWLF
structures as described by Quillian (1968) based on previous work by Chomsky (1957). 
 
For the sake of simplicity, we suggest using only nouns as concepts and only verbs as connections; we 
NQRWKDWWKLVLVDOLLWDWLRQDVHD\EHH[FOXGLQJVXFKSURSRVLWLRQVDV³JUDVVLVJUHHQ´+RHYHUHEe-
lieve that this less harmful than it may seem at first glance and also brings the great advantage of being simpler 
DQGIDVWHU:HDUJXHWKDWLWLOOEHOHVVKDUIXOWKDQLWVHHVEHFDXVHLI³EHLQJJUHHQ´LVLSRUWDQWIRUWKHSDr-
WLFXODUNQROHGJHDUHDWKHQ³JUHHQQHVV´LOODOVRDSSHDUDVDQRXQDQGWKXVLWLOOEHLQFOXGHGDVDFRQFHpt in 
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 the map. This is how we can cover the existing knowledge in the area. Assume that the knowledge available at 
that part of the organisation where we are creating the knowledge map about the knowledge area is incomplete; 
in this case there will be keywords that are not covered. If we already know something about these keywords, 
we can describe them by attributes. In this case, however, we cannot define such sophisticated relationships be-
tween the concepts to develop semantic structures; we will only be able to identify implications. Implications 
will mean causal relationships and, as we can expect, these will not be very clear. We will be able to say that a 
particular keywords can be describe using such and such attributes but the more subtle nature of these relation-
ships cannot be defined. Therefore this second part of the map is a causal map. In order to continue building the 
map we need to include the expert system ± therefore in the following section we introduce the Doctus expert 
system and then apply it to finish the map. 
 
 
Figure 1: Organisational knowledge map - the first step 
2 Doctus Expert System 
We have been developing the Doctus knowledge-based expert system shell for nearly two decades. The term 
µNQROHGJH-based system¶ .%6 LQGLFDWHV WKDW WKHUH LVD UHSUHVHQWDWLRQRINQROHGJH LQ VXFKV\VWHV WKHVH
UHSUHVHQWDWLRQVDUHFDOOHGNQROHGJHEDVHV:HDOVRVSHDNRIµH[SHUWV\VWHV¶(6HSKDVL]LQJWKDWHEXLOG
NQROHGJHEDVHVRIH[SHUWV¶NQROHGJHHXVXDOO\FRELQHWKHVHWRWHUVLQWRWKHµNQROHGJH-based expert 
V\VWH¶.%(6$OWKRXJKWKHWKUHHWHUVGLIIHULQemphasis, in this paper they are used interchangeably. As 
we never believed that people think in numbers, we based Doctus on symbolic artificial intelligence (AI). No-
body thinks that the beautiful is 3.6 times better than the ugly. In symbolic AI the representation consists of con-
cepts, acquired from the experts, which are connected by logical rules in «if... then» format. In this representa-
tion the concepts are WUHDWHGDVV\EROVKHQFHWKHQDHVµV\EROLFORJLF¶DQGµV\EROLF$,¶DUHXVHG During 
the nearly two decades of development we have used Doctus in over 140 consultancy project; the vast majority 
of these was providing support for top level executives. The process of building knowledge bases is called 
knowledge engineering and the person who facilitates it with the expert(s) is the knowledge engineer. 
 
In deduction or rule-based reasoning (RBR) the expert articulates the aspects using which (s)he can de-
scribe the «cases». The «cases» can be anything the expert can describe from all relevant aspects; in the case of 
the organisational knowledge map we are developing, these will be the keywords. The aspects are described as 
«attributes» that have grades of satisfying, the «values». The «attributes» are then organized into a multi-level 
hierarchy called «rule-based graph» or RBG (Error! Reference source not found.); a set of «if... then» rules is 
defined in each node of the graph to connect the values of the attributes. As the last input step, the expert needs 
to define the «cases» using the «values» of the «attributes» ± these are the «case features». Finally we can apply 
the previously defined rules to the «cases» to get an evaluation. Once the knowledge base is thus build, it need 
to be fine-tuned until the expert agrees with what the knowledge-based system represents and produces ± i.e. all 
the evaluations as well apart from the components (s)he explicitly described. 
 
In a sense the induction or case-based reasoning (CBR) is the opposite of deduction. The expert needs to 
articulate the «attributes», their «values» and the «cases» the same way as in deduction; only this time, apart 
from the «case features» (s)he also tells the outcome for each «case». Doctus uses a machine learning algorithm 
WRLQIHUWKHXQGHUO\LQJUXOHVWKDWFDQGHVFULEHDOOWKHFDVHVIURWKHH[SHUW¶VH[SHULHQFHWKLVLVEDVHGRQDRGi-
 fied ID3 algorithm (Quinlan, 1986). The result is displayed in the «case-based graph» from which the rules can 
be read from the root of the graph towards each leaf. One of the important characteristics of induction is that the 
number of initial attributes (typically around 50 at the outset) is reduced (typically around 5-7 remain). Similarly 
to deduction, the last stage in induction is the fine-tuning and here it is even more important and less trivial than 
there. 
 
 
Figure 2: Rule-based graph in Doctus 
Reduction is not a standalone reasoning type; it starts from an accomplished inductive knowledge base. It 
means taking the case-based graph and converting it into a single-level deductive knowledge base. The resulting 
deductive knowledge base will give the same outcome for all the cases as the expert articulated, only by using 
fewer «attributes»; thus the name of this type of reasoning, the number of attributes becomes reduced. We have 
found this type of reasoning particularly useful for supporting delegation of decisions and teaching novices 
about the most significant aspects of a knowledge area. 
 
To make a concept map intelligent, we need inductive reasoning ± this is how we finish our previously 
started organisational knowledge map. We have started from the left to the right, from a knowledge area we 
identified topics and subsequently keywords, these were then connected into a semantic map. The last layer of 
keywords we described by attributes and these were connected into a causal map. Now in the last step, we can 
apply the inductive reasoning of Doctus. This will have the benefit of reducing the number of the attributes to 
what we call the most informative ones. If we assume, XVLQJ0LOOHU¶V limitation of the short term memory (Mil-
ler, 1956; Baddeley, 1994), 7±2 topics for the knowledge area, 7±2 keywords for each topics and 7±2 attributes 
for each keyword we will easily end up with more than two hundred, which appears to be another memory limi-
tation (Davenport & Prusak, 2000); we can add to this that very frequently we will not be able to acquire such 
dense knowledge in the last keyword layer and thus will have significantly larger number of (redundant) attrib-
utes. So it can be really useful to reduce the number of these attributes. However, we can do more than this. By 
smartly formulating our cases we can also identify the occurrences of the attributes; these may be people, 
knowledge bases, document bases and even (although rarely) databases. This way, our organisational 
knowledge map is complete. (Error! Reference source not found.) 
 
We can make further use of applying Doctus to our organisational knowledge map. If we apply the reduc-
tive reasoning to the attribute list got from induction and this way get a single-level deductive knowledge base. 
By fine-tuning this new inductive knowledge base we can gain sufficient understanding of the patterns to be 
able to connect the causally described concepts into a semantic network and go further to identify new keywords 
at the causal layer. Three things need to be noted for the end: (1) None of these processes will happen by only 
plugging in the machine; we will need the expert(s) and the knowledge engineer working on it. (2) When we 
fine-tune the reduced knowledge base and learn about our knowledge area enough to be able to extend the se-
mantic network to our just described concepts original semantic map will usually also change ± it is not a part of 
knowledge in the area that is changed but also the whole knowledge. (3) As it can by now probably be under-
stood, this is a never-ending process: we restructure the semantic network and include the additional concepts, 
we define new causally described concepts, then we understand these better and include them into the semantic 
network, which is then again restructured and new keywords defined, and so forth. 
 
  
Figure 3: Organisational knowledge map - the complete picture 
3 Conclusions 
We have examined two branches of soft modelling tools using which we can support the achievement of mean-
ing; we were interested how these two types of approaches and tools can be used together to achieve synergies. 
Particularly, we have examined one combination, the case of creating an organisational knowledge map; we say 
that by using the expert system we developed an intelligent concept map. We have a couple of further ideas 
which (more precisely some of which) make part of our forthcoming research. We outline three of these very 
briefly, only to set off imagination. 
 
Almost trivially, we can use various concept mapping techniques to structure a problem and if this could be 
exported in a form to be importable into a knowledge-based system it would be possible to use the two tools in a 
sequential way. A more sophisticated way of doing this would be integrating the two tools. This is, however, not 
a scientific research problem but rather a software development project. Typically ES in deductive reasoning 
cannot contain recurrences/iterations as these would lead to infinite loops. To the contrary, we have noticed that 
µFRQFHSWDSSHUV¶EHFRHH[FLWHGKHQWKH\GLVFRYHUVXFKORRSVLQWKHLUGLDJUDVDVWKH\XVXDOO\HDQVRe-
thing special. The two tools types could be combined or expert systems could simply learn from concept maps 
how to handle the positive, negative, or combined feedback loops for the benefit of the experts. Finally, the con-
cept suggester component (Leake, Maguitman & Cañas, 2002; Leake et al., 2003) of the IHMC CMap Tools 
may probably also be enhanced by adopting an inductive and possibly inductive+reductive reasoning from ex-
pert systems. The idea for this research builds on the observation that there is no way of passing between lexi-
cons, i.e. there is no translation due to context dependency. The context, however, can be described by the rules 
induced from cases and perhaps further enhanced during the fine-tuning in reduction. 
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