Introduction

Axiomatic characterizations of Shannon entropy
and Kullback I-divergence (relative entropy)
and of some generalized information measures will be surveyed, for discrete probability distributions P = (p 1 , . . . , p n ), Q = (q 1 , . . . , q n ), n = 2, 3, . . ..
No attempt at completeness is made, the references cover only part of the historically important contributions, but are believed to be representative for the development of the main ideas in the field. It is also illustrated how a research direction originating in information theory developed into a branch of the theory of functional equations; the latter, however, is not entered in depth, for its major achievements appear to be solutions of mathematical problems beyond information-theoretic relevance.
Historical comments
"Shannon entropy" first appeared in statistical physics, in works of Boltzmann and Gibbs, in the 19th century. Quantum entropy, of a density matrix with eigenvalues p 1 , . . . , p n , is defined by the same expression, Neumann [45] . I-divergence was defined as information measure by Kullback-Leibler [40] and may have been used much earlier in physics. The non-negativity of I-divergence is sometimes called Gibbs' inequality, but this author could not verify that it does appear in Gibbs' works. Wald [58] used I-divergence as a tool (without a name) in sequential analysis.
It was Shannon's information theory [52] that established the significance of entropy as a key information measure, soon complemented by I-divergence, and stimulated their profound applications in other fields such as large deviations [50] , ergodic theory [38] , and statistics [39] .
Axiomatic characterizations of entropy also go back to Shannon [52] . In his view, this is "in no way necessary for the theory" but "lends a certain plausibility" to the definition of entropy and related information measures. "The real justification resides" in operational relevance of these measures.
Directions of axiomatic characterizations
(A) Characterize entropy as a function of the distribution P = (p 1 , . . . , p n ), n = 2, 3, . . .: Show that it is the unique function that satisfies certain postulates, preferably intuitively desirable ones. Similarly for I-divergence. This direction has an extensive literature. Main references: Aczél-Daróczy [1] , EbanksSahoo-Sander [26] .
(B) Characterize entropy as a set function: Determine the class of set functions ϕ(A), A ⊂ {1, . . . , N }, which can be represented as ϕ(A) = H({X i } i∈A ), for suitable random variables X 1 , . . . , X N , or as a limit of a sequence of such "entropic" set functions. This direction has been initiated by Pippenger [47] , the main reference is Yeung [59] .
(C) Characterize axiomatically the MaxEnt inference principle. To infer a distribution P = (p 1 , . . . , p n ) from incomplete information specifying only linear constraints
. . , k, this principle (Jaynes [33] , Kullback [39] ) calls for maximizing H(P ) or, if a "prior guess" Q is available, minimizing D(P ||Q) subject to the given constraints. References: Shore-Johnson [53] , Paris-Vencovská [46] , Csiszár [18] .
(D) Not entered: Information without probability [32] , [35] , and the "mixed theory of information" [2] .
Direction (A)
Properties of entropy that have been used as postulates: -Positivity: H(P ) ≥ 0 -Expansibility: "Expansion" of P by a new component equal to 0 does not change H(P ) -Symmetry: H(P ) is invariant under permutations of p 1 , . . . , p n -Continuity: H(P ) is a continuous function of P (for fixed n) -Additivity: 
Shannon entropy and I-divergence
Shannon [52] showed that continuity, strong additivity, and the property that H(1/n, . . . , 1/n) increases with n, determine entropy up to a constant factor. The key of the proof was to show that the assumptions imply H(1/n, . . . , 1/n) = c log n.
Faddeev [27] showed that recursivity plus 3-symmetry (symmetry for n = 3) plus continuity for n = 2 determine H(P ) up to constant factor.
Further contributions along these lines include Tverberg [56] and Lee [41] : relaxed continuity to Lebesgue integrability resp. measurability Diderrich [25] : Recursivity plus 3-symmetry plus boundedness suffice Daróczy-Maksa [24] : Positivity instead of boundedness does not suffice.
These works used as a key tool the functional equation for [1] showed that all solutions of this equation with f (0) = f (1) = 0 are given by
where h is any function satisfying
Chaundy-McLeod [13] showed, by solving another functional equation, that the sum property with continuous g, plus additivity, determine Shannon's entropy up to a constant factor.
Daróczy [23] proved the same under the weaker conditions that g is measurable, g(0) = 0, and H is (3,2)-additive (additive for P = (p 1 , p 2 , p 3 ), Q = (q 1 , q 2 )). However, (2,2)-additivity does not suffice.
The intuitively most appealing axiomatic result is due to Aczél-Forte-Ng [3] , extending Forte's previous work [29] : Symmetry, expansibility, additivity, and subadditivity uniquely characterize linear combinations with non-negative coefficients of H(P ) and H 0 (P ) = log |{i : p i > 0}|. The same postulates plus continuity for n = 2 determine Shannon entropy up to a constant factor.
I-divergence has similar characterizations as entropy, both via recursivity, and the sum property plus additivity. For I-divergence, recursivity means
The sum property means that, for some function G of two variables,
The first results in this direction employed the device of admitting also "incomplete distributions" for Q (with sum of probabilities less than 1). Not needing this, Kannappan-Ng [36] [37] proved: D(P ||Q), as a function of arbitrary probability distributions P and strictly positive probability distributions Q, is determined up to a constant factor by recursivity, 3-symmetry, measurability in p for fixed q and in q for
For the proof the following analogue, with four unknown functions, of the functional equation in the characterization of entropy had to be solved:
Both kinds of characterizations have been extended to "information measures" depending on more than two distributions. Here, only the following corollary of more general (deep) results in the book [26] is mentioned, as an illustration. If a function of m strictly positive probability distributions
. . , p mi ) with measurable G, and satisfies additivity, then this function equals a linear combination of entropies H(P j ) and divergences D(P i ||P j ).
Rényi entropies and divergences
Shannon entropy and I-divergence are means [48] introduced alternative information measures, which are generalized means ψ
, where ψ is a continuous, strictly monotone function, and which satisfy additivity. Entropy and divergence of order α = 1 correspond to ψ(x) equal to e
here, the sums are for k ∈ {1, . . . , n} with p k > 0. Limiting as α → 1 gives
These quantities were previously considered by Schützenberger [51] . Rényi [48] showed for the case of divergence, and conjectured also for entropy, that only these generalized means give rise to additive information measures, provided "incomplete distributions" were also considered. The latter conjecture was proved by Daróczy [20] . Then Daróczy [21] showed without recourse to incomplete distributions that the entropies of order α > 0 exhaust all additive entropies equal to generalized means such that the entropy of (p, 1 − p) approaches 0 as p → 0 (the last condition excludes α ≤ 0.)
Rényi entropies are additive, but not subadditive unless α = 1 or 0.
Rényi entropies have operational relevance in the theory of random search [49] , for variable length source coding (average codelength in exponential sense [12] ), block coding for sources and channels (generalized cutoff rates [19] ), and in cryptography (privacy amplification [9] ). Remark 1. For information transmission over noisy channels, a key information measure is mutual information, which can be expressed via entropy and I-divergence in several equivalent ways. The α-analogues of these expressions are no longer equivalent, the one of demonstrated operational meaning is
see Csiszár [19] . Here W is the channel matrix with rows W k = (w k1 , . . . , w km ), P = (p 1 , . . . , p n ) is the input distribution, and the minimization is over distributions Q = (q 1 , . . . , q m ). This definition of mutual information of order α, and different earlier ones (Sibson [54] , Arimoto [7] ) give the same maximum over input distributions P ("capacity of order α" of the channel W ).
Other entropies and divergences
The f -divergence of P from Q is
where f is a convex function on (0, ∞) with f (1) = 0. It was introduced by Csiszár [14] [15] , and independently by Ali-Silvey [5] . An unsophisticated axiomatic characterization of f -divergences appears in Csiszár [17] . In addition to I-divergence, this class contains reversed I-divergence, Hellinger distance, χ 2 -divergence, variation distance, etc. It shares some key properties of I-divergence, in particular monotonicity: for any partition A = (A 1 , . . . , A m ) of {1, . . . , n}, with notation P
Remark 2. The f -divergence of probability distributions does not change if f (t) is replaced by f (t) + a(t − 1), any a ∈ R, hence f ≥ 0 may be assumed without loss of generality. If f ≥ 0, the obvious extension of the definition to arbitrary P, Q ∈ R n + retains the intuitive meaning of divergence. Accordingly, the I-divergence of arbitrary P, Q ∈ R n + is defined as the f -divergence with f (t) = t log t − t + 1,
A generalization of mutual information via f -divergences, and as a special case a concept of fentropy, appear in Csiszár [16] . Different concepts of f -entropies were defined by Arimoto [6] , viz. H f (P ) = n k=1 f (p k ), f concave, and H f (P ) = inf Q n k=1 p k f (q k ). Both were used to bound probability of error. Ben-Bassat [8] determined the best bounds possible in terms of H f (P ). The f -entropy of [16] coincides with Hf (P ) in the sense of [6] , wheref (x) = xf (1/x).
Very general information measures have been considered in the context of statistical decision theory, see Grünwald and Dawid [30] and references there. A function l(Q, k) of probability distributions Q = {q 1 , . . . , q n } and k ∈ {1, . . . , n}, measuring the loss when Q has been inferred and outcome k is observed, is called a proper score if the average loss n k=1 p k l(Q, k) is minimized for Q equal to the true distribution P , whatever this P is. Then n k=1 p k l(P, k) is called the entropy of P corresponding to the proper score l. In this context, Shannon entropy is distinguished as that corresponding to the only proper score of form l(Q, k) = f (q k ), the logarithmic score. Indeed, if for some n > 2
for all strictly positive distributions P and Q on {1, . . . , n}, then f (x) = c log x + b, with c ≤ 0. This result has a long history, the book [1] attributes its first fully general and published proof to Fischer [28] .
In the decision theory framework, Arimoto's entropies H f (P ) correspond to "separable Bregman scores" [30] .
Entropies and divergences of degree α
This subclass of f -entropies/divergences is defined, for α = 0, 1, by
Here c α is some constant, positive if 0 < α < 1 and negative otherwise. Its typical choices are such that
Entropy of degree α was introduced by Havrda-Charvát [31] . The special case of α = 2 ("quadratic entropy") may have appeared earlier, Vajda [57] used it to bound probability of error for testing multiple hypotheses. Divergences of degree 2 and 1/2 have long been used in statistics, the former since the early 20th century (χ 2 test), the latter goes back at least to Bhattacharyya [10] . In statistical physics, H α (P ) is known as Tsallis entropy, referring to [55] . Previously, LindhardNielsen [42] proposed generalized entropies for statistical physics, effectively the same as entropies of degree α and order α, also unaware of their prior use in information theory.
Entropies/divergences of order α and those of degree α are in a one-to-one functional relationship. In principle, it would suffice to use only one of them, but in different situations one or the other is more convenient. For example, in source coding for identification it is entropy of degree 2 that naturally enters [4] .
Entropies of degree α ≥ 1 are subadditive, but entropies of any degree α = 1 are neither additive nor recursive. Rather, H
With these "α-additivity" and "α-recursivity", the analogues of characterization theorems for Shannon entropy hold, the first one due to Havrda-Charvát [31] . Remarkably, characterization via α-recursivity requires no regularity conditions [22] . Similar results hold for divergence of degree α, and for "information measures" of degree α involving more than two distributions. See the book [26] for details, some very complex. For divergence, α-recursivity means
Direction (B)
This very important direction can not be covered here in detail. We mention only the following key results: For N ≥ 4, the closure of the class of "entropic" set functions is a proper subclass of polymatroids, Zhang-Yeung [60] . It is a convex cone, Yeung [59] , but not a polyhedral cone, Matúš [44] , i.e., no finite set of linear entropy inequalities can provide the requested characterization.
Direction (C)
Here, some of the axiomatic results of Csiszár [18] are surveyed. Attention is not restricted to probability distributions, the object to be inferred could be (i) a probability distribution
For technical reasons, in (i) and (ii) strict positivity of each p k is required. This conforms with the intuitive desirability of excluding inferences that certain events have probability 0. Below, n is fixed, n ≥ 5 in case (i), n ≥ 3 in cases (ii), (iii).
The only information about P is that it belongs to a feasible set F which could be any nonempty set determined by constraints
that is, consisting of all P as in (i), (ii) or (iii) that satisfy the constraints. Assume that a prior guess (default model) Q is available which could be arbitrary (as P in (i), (ii) or (iii)).
An inference rule is any mapping Π that assigns to each feasible set F and prior guess Q an inference Π(F, Q) = P * ∈ F . Axioms will be stated as desiderata for a "good" inference rule. The results substantiate that in cases (i) and (ii) the "best" inference rule is to let Π(F, Q) be the I-projection of Q to F (MaxEnt), and that in case (iii) the regular Euclidean projection (least squares) is "best". Reasonable alternative rules will also be identified.
In the second axiom, we use the term "set of I-local constraints" where I is a subset of {1, . . . , n}. This means constraints of form i∈I p i a ij = b j ; in case (i) it is also supposed that one of them is i∈I p i = t, for some 0 < t < 1. The axioms are as follows: 
Semisymmetry: If F = {P : p i + p j = t} for some i = j and constant t, and Q satisfies q i = q j , then
Weak scaling (for cases (i), (ii)): For F as above, P * = Π(F, Q) always satisfies
Theorem 1. An inference rule Π is regular and local iff Π(F, Q)
is the minimizer subject to P ∈ F of a "distance" 
Bregman distances were introduced in [11] . An axiomatic characterization (in the continuous case), and hints to various applications, appear in Jones and Byrne [34] . The corresponding inference rule satisfies transitivity because it satisfies the "Pythagorean identity"
It is not hard to see that in both cases (i) and (ii), only I-divergence is simultaneously an f -divergence and a Bregman distance. In cases (ii), (iii), a natural desideratum is Scale invariance: For each feasible set F , prior guess Q, and t > 0, Π(tF, tQ) = tΠ(F, Q). In case (iii), another desideratum is translation invariance, defined analogously. 
subject to P ∈ F , where α ≤ 1 and
Remark 3. α = 1 gives I-divergence, α = 0 Itakura-Saito distance. An early report of success (in spectrum reconstruction) using d α with α = 1/m appears in [34] .
Alternate characterizations of the MaxEnt and least squares inference rules involve the intuitively appealing axiom of "product consistency" in cases (i),(ii), or "sum consistency" in case (iii). This axiom applies also in the absence of a default model. Then inference via maximizing Shannon entropy resp. minimizing Euclidean norm is arrived at, see [18] for details.
Discussion
After surveying various axiomatic approaches to information measures, here their scientific value is briefly addressed. Direction (A) has an extensive literature that includes many good and many weak papers. For mathematicians, good mathematics has scientific value on its own right, the controversial issue is relevance for information theory. Note, following Shannon [52] , that the justification for regarding a quantity an information measure resides in the mathematical theorems, if any, demonstrating its operational significance. This author knows of one occasion [31] when an axiomatic approach led to a new information measure of practical interest, and of another [48] when such an approach initiated research that succeeded in finding operational meanings of a previously insignificant information measure. One benefit of axiomatic work in direction (A) is the proof that new information measures with certain desirable properties do not exist. On the other hand, this research direction has developed far beyond its origins, and became a branch of the theory of functional equations. Its main results in the last 30 years are of interest primarily for specialists of that theory.
Direction (B), only briefly mentioned here, addresses a problem of major information theoretic significance. Its full solution appears far ahead, but research in this direction has already produced valuable results. In particular, many new inequalities for Shannon entropy have been discovered, starting with [60] .
Direction (C) addresses the characterization of "good" inference rules, which certainly appears relevant for the theory of inference. Such characterizations involving information measures, primarily Shannon entropy and I-divergence, and secondarily Bregman distances and f -divergences, indirectly amount to characterizations of the latter. As a preferable feature, these characterizations of information measures are directly related to operational significance (for inference).
