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Abstract
Echo State Networks (ESN) are a class of Recurrent Neural Networks (RNN)
that has gained substantial popularity due to their effectiveness, ease of
use and potential for compact hardware implementation. An ESN contains
the three network layers input, reservoir and readout where the reservoir is
the truly recurrent network. The input and reservoir layers of an ESN are
initialized at random and never trained afterwards and the training of the
ESN is applied to the readout layer only. The alternative of Recursive Neural
Gas (RNG) is one of the many proposals of fully-trainable reservoirs that can
be found in the literature. Although some improvements in performance have
been reported with RNG, to the best of authors’ knowledge, no experimental
comparative results are known with benchmarks for which ESN is known
to yield excellent results. This work describes an accurate model of RNG
together with some extensions to the models presented in the literature
and shows comparative results on three well-known and accepted datasets.
The experimental results obtained show that, under specific circumstances,
RNG-based reservoirs can achieve better performance.
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1 Introduction
Reservoir computing is a computational framework for recurrent neural networks in which
the input signal is fed into a large, recurrent pool of neurons called reservoir. The reservoir
is used to map the input to a higher dimension and a simple readout layer (usually a linear
or ridge regression) is then trained to read the state of the reservoir and map to the desired
output. Notable examples of reservoir computing systems are Liquid State Machines [8] and
Echo State Networks (ESN) [4].
Based on the model proposed in [4] for Echo State Networks, we consider here a reservoir
computing system made up of three distinct layers:
1. input layer, which maps the input signal onto the reservoir in feed-forward mode;
2. reservoir layer, which is the truly recursive neural net (RNN).
3. readout layer, which is a feed-forward neural network that maps the state of the
reservoir to the output desired.
With ESNs, the readout layer is the only component of the network that is trained, via
supervised training, while the weights in both the input and the reservoir are initialized at
random, with some post-processing (see below), and never trained afterwards [4]. Nonetheless,
ESNs have reached a substantial popularity in the field due to the ease of their implementation,
including the possibility of being realized in hardware [12, 15].
On the other hand, in the light of the success of other machine learning models, many proposal
have been made to introduce some form of unsupervised pre-training for the input and
reservoir layers as well. Recursive Neural Gas (RNG) [16], in particular has been proposed
as a model in [2, 7, 1]. Although some improvements in performance have been reported
with RNG, to the best of our knowledge, no experimental comparative results are known
with benchmarks for which ESN is known to yield excellent results. This work describes
first an accurate model of RNG together with some extensions to the models presented in
the literature and then shows comparative results on three well-known benchmark datasets.
The experimental results obtained show that, under specific circumstances to be described,
RNG-based reservoirs can indeed achieve better performance.
2 A Pre-trainable Reservoir Model
2.1 Neural Gas
Given an input data distribution described by probability P (x), where x ∈ Rd, a neural gas
(NG) [11] is a set U of n units, each associated to a reference vector in Rd:
U := {wi}, wi ∈ Rd, i ∈ {1, . . . , n}.
The unsupervised training of the NG occurs by adapting the reference vectors in U to the
input probability P by repeating the following iteration:
1. receive one signal x distributed as P (x);
2. update the reference vectors in U (see below);
3. return to step 1.
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In each iteration, the reference vectors in U are updated by
∆wi = ε · hλ(ki(x)) · (x−wi) (1)
where ki(x) := #{wj : |x − wj | < |x − wi|} (# denotes the cardinality), ε > 0 is a real
parameter, h0(k) := δ0k and hλ(k) := e−
k
λ , for λ > 0 (throughout this paper, δ denotes
the usual Kronecker delta function).
Note that For λ→ 0, equation (1) becomes equivalent to
∆wi = ε · δic1(x) · (x−wi) (2)
where c1(x) is the function that returns the index of the closest neighbor in U to the input
signal x. Equation (2) is the update law of the well-known K-means algorithm [5, 10].
2.1.1 Convergence
It is proven in [11] that the NG algorithm performs a stochastic gradient descent (SGD) over
the energy function:
ENG(U) =
1
2Cλ
n∑
i=1
∫
V
P (x)hλ(ki(x))(x−wi)2dx (3)
where V is the support of probability P (x) and Cλ :=
∑n−1
i=0 hλ(i). In particular, in [11] it is
proven that ∂ENG∂wi = − 1Cλ
∫
V
P (x)hλ(ki(x))(x−wi)dx which makes equation (1) an SGD
update law. In keeping with this, an NG can be made to converge to a steady configuration
by choosing values of ε that decrease exponentially with the iterations of the algorithm:
ε(t) := εi
(
εf
εi
)t/T
(4)
where εi and εf are the initial and final values, respectively, T is the total number of iterations
and t is the current iteration. According to [11], the NG algorithm converges faster than the
K-means algorithm provided that λ decays exponentially as the execution progresses, with
the law
λ(t) := λi
(
λf
λi
)t/T
. (5)
2.2 Recursive Neural Gas
Recursive Neural Gas (RNG) was first introduced in [16] as a recurrent neural network
(RNN) based on NG. In RNG, the set of units U becomes
U := {(wini ,wreci )}, wini ∈ Rd, wreci ∈ Rn, i ∈ {1, . . . , n}.
The recursive transfer function of RNG is
v˜i(t) = exp
(
−α ∣∣wini − x(t)∣∣2 − β |wreci − v(t− 1)|2) (6)
vi(t) = (1− γ)vi(t− 1) + γv˜i(t) (7)
where α, β, γ ∈ R+, γ ≤ 1. In what above, vi(t) is the state of unit i at iteration t and it
depends on both the input x(t) at the same iteration t and the state v(t− 1) of all RNG
units at the previous iteration t− 1. In words, the overall state v(t) of RNG at iteration t is
computed by applying an exponential Radial Basis Function (RBF) to a weighted sum of
the input and previous state, with a leaky integration model.
According to the original RNG account, the unsupervised training is performed by using the
iterative method of NG with updating equations:
∆wini = ε ·
√
α · hλ(ki(x(t))) · (x(t)−wini (t− 1)) (8)
∆wreci = ε ·
√
β · hλ(ki(v(t− 1))) · (v(t− 1)−wreci (t− 1)) (9)
This RNG model was adopted in [7] as the basis for a pre-trainable reservoir layer in a
specific reservoir computing architecture.
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2.3 Joint Vector Space
One potential shortcoming of the original RNG model is that each of the two vector
components of a unit win and wrec is trained separately, as described by (8) and (9), while
in the recursive transfer function (6) the two components act together. In an alternative
view, each unit in U could be seen as:
U := {
[√
αwini ;
√
βwreci
]
},
[√
αwini ;
√
βwreci
]
∈ Rd+n, i ∈ {1, . . . , n}.
where ‘;’ here denotes the concatenation of the two vector components. In other words, in
this alternative view, RNG vectors are seen in a joint vector space where
√
α and
√
β are the
relative scale factors for combining the two components. Note that this change of perspective
does not alter the recursive transfer function since∣∣∣[√αwini ;√βwreci ]∣∣∣2 = α ∣∣wini ∣∣2 + β |wreci |2 (10)
and therefore the RBF equation (6) remains unaffected. In contrast, the update equation for
each joint vector during unsupervised training becomes:
∆
[√
αwini ;
√
βwreci
]
= ε · hλ (ki(s(t))) ·
(
s(t)−
[√
αwini ;
√
βwreci
])
(11)
where:
s(t) :=
[√
αx(t);
√
β v(t− 1)
]
and the partition function hλ(i, s(t)) is computed by using the norm (10) defined in the joint
vector space and so is the overall ranking of units.
2.4 Masking Units
Another aspect that is investigated here is the effect of decoupling a fraction of the units
in RNG from the input signal. The motivation is that, as reported in [16] and [7], best
performances tend to be obtained with relatively high values of the α parameter. From (6),
it is evident that higher values of α make the recursive transfer function be more specific
with respect to the input x(t) since a higher value of α corresponds to a shorter radius of
the RBF.
In the RNG variant envisaged for this, a fraction η ∈ [0, 1] of units is masked from input, so
that masked units depend on recursive states alone. For such masked units, the recursive
transfer function becomes:
v˜i(t) := exp
(
−βmasked |wreci − v(t− 1)|2
)
(12)
Together, the introduction of the joint vector space and unit masking lead to four distinct
options for unsupervised RNG training:
1. keeping all units in a joint vector space;
2. having win and wrec distinct but also assuming that both masked and non-masked
units are kept in the same rec vector space:
3. keeping win and wrec in the same vector space but leaving all masked units in a
separate vector space;
4. having win and wrec distinct and also leaving all masked units in a separate vector
space.
Options 1. and 2. imply that, for uniformity, β = βmasked and, apart from using (12) for
masked units only, every other aspect remains unaffected. On the other hand, options 2.
and 3. imply that the following update equation is used for masked units alone:
∆wmaski := ε ·
√
βmasked · hλ(ki(v(t− 1))) · (v(t− 1)−wreci (t− 1)) (13)
where, for those same units, the partition function hλ (i,v(t− 1)) is computed in the vector
space of masked units.
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Figure 1: Behavior of 100 NG units with a ring-shaped input dataset (in grey). Initially, units
are positioned uniformly at random (a) over a disc shape that includes the dataset. After 100K
iterations with λi = λf ≈ 0 (b), the NG behaves as the K-means algorithm and only the units closer
to the dataset are affected and positioned correctly. In contrast, when λi = λf = 8.0 (c) all NG
units are well inside the dataset. Values decaying to λf = 1.0 (d) and λf = 0.1 (e) make the NG
attain a better coverage of input.
2.5 RNG in Other Works
As already mentioned, the original RNG model [16] is based on the transfer function (6)
and the update equations (8) and (9). In the same work, the decaying λ technique (5) is
adopted for training. The same RNG model is adopted in [7] but in that work the value of
the parameter λ is apparently kept fixed during training, i.e. λi = λf = 1.0. The NG model
is adopted in [1] for training the input layer of an ESN, using the decaying λ technique. The
NG model is also adopted in [2] for training a graph-based variant of the ESN.
2.6 An Aside: the Role of λ in Neural Gas
By design [11], the λ parameter governs the level of ‘internal cohesion’ of NG and make it less
prone towards local minima in the energy function. Figure 1 gives an intuitive description of
the effect that it produces. With values of both λi and λf close to zero, the NG behaves like
the K-means algorithm: starting from the uniform, random initial configuration in Fig. 1(a),
after unsupervised training the NG attains a good coverage of the dataset (i.e. the grey
area) in Fig. 1(b) but many of its units are left unaffected and become useless. In contrast,
a higher initial value λi = 8.0 makes the NG shrink and assume the configuration shown in
Fig. 1(c). Subsequently, the relaxation described by (5) make the NG expand again but only
within the support region of the dataset. Note that, eventually - as shown in Fig. 1(e), all
NG units are positioned inside the dataset and the coverage attained is much more effective.
The role of the λ parameter of NG is also explored further in [13], where it is shown
experimentally its dependence on the number of units n together with some interesting
denoising properties that can be obtained by keeping λf at relatively high values.
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3 Experimental Setup
In this section the experimental setup is described. All the experiments described were run
on a workstation based on Intel(R) Xeon(R) CPU E3-1240v3 @ 3.40GHz with 16GB of
RAM, Linux Ubuntu 16.04L 64bit, Python 2.7, Numpy 1.13, Scikit-Learn 0.18.
3.1 Algorithms
3.1.1 Echo State Reservoir
The state of the art reservoir computing model which was used as comparative reference for
the experiments is Echo State Network (ESN) [4]. In such model the transfer function is
v˜i(t) := tanh
(
wini · x(t) +wreci · v(t− 1)
)
(14)
vi(t) := (1− γ)vi(t− 1) + γv˜i(t) (15)
In this experimental setup, values in the W in matrix where drawn uniformly in the interval
[−0.5, 0.5]. Values in theW rec were also drawn uniformly in the same interval. Subsequently,
W rec was multiplied by rρrec where r is a parameter and ρrec is the spectral radius of W
rec.
The justification for this procedure is described in [4]. After what above, values in both W in
and W rec were set to 0 with probability s, where s represents the sparsity fraction of the
reservoir. Note that the ESN model does not encompass a pre-training phase of any sort.
3.1.2 Recursive Neural Gas variants
For the purpose of performance evaluation, all the six different variants of the RNG algorithm
described in Section 2 were considered. These variants are:
1. RNG-IR, which corresponds to the original RNG account: vectors win and wrec
are trained in separate vector spaces;
2. RNG-J: vectors win and wrec are trained as part of the joint vector space defined
by (10);
3. M-RNG-IR: RNG with masked units, vectors win and wrec are trained in separate
vector spaces;
4. M-RNG-J: RNG with masked units, vectors win and wrec are trained as part of
the joint vector space;
5. M-RNG-IRM: RNG with masked units, vectors win and wrec are trained in
separate vector spaces, vectors wmasked are updated with (13);
6. M-RNG-JM: RNG with masked units, vectors win and wrec are trained as part
of the joint vector space, vectors wmasked are updated with (13).
3.1.3 Common readout layer
Given that in this work we are concerned on the effects of unsupervised pre-training only, all
reservoir computing systems used for the experiments were equipped with a readout layer
performing a linear regression with regularization (i.e. ridge regression). The predicted
output value was
yˆ(t) = wout · v(t) (16)
where wout is the parameter of the linear regression and v(t) is the instantaneous state of
the reservoir. Actual parameters were obtained via supervised training via the equation
wout = (V V T − µI)−1V Ty (17)
where V := [v(t)] is the sequence of internal states of the reservoir for the training sequence,
y := [y(t)] is the sequence of true output values and µ is the regularization parameter. Eq.
(17) minimizes wout w.r.t. the loss function
J(y) = 12 |V w
out − y|2 + µ2 |w
out|2 (18)
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3.2 Error measurement
In all experiments performed, the results were measured in terms of Normalised Root Mean
Square Error (NRMSE):
NRMSE :=
√∑K
t=1 (yˆ(t)− y(t))2
K σ
(19)
where K is the length of the test sequence, y(t) is the true value, yˆ(t) is the predicted
value and σ is the empirical variance in the sequence of true values. To avoid considering
initialization effects, when computing RMSE values all initial pairs (yˆ(t), y(t)) were discarded
up to a given twashout index.
3.3 Datasets
The proposed approach has been validated on three standard artificial benchmark datasets
related to non-linear system identification and chaotic time series prediction. On those
datasets, ESNs are known to perform well in prediction tasks [14] and this makes them suitable
for comparing the performances of the different reservoir computing models considered.
NARMA-n: Nonlinear autoregressive moving average dataset is a discrete-time temporal
task with n− th order time lag, described by the following equation in which n represents the
time lag, α = 0.3, β = 0.05, γ = 1.5 and the input x(t) is drawn from a uniform distribution
in the interval [0,0.5] [3]:
y (t) = α y(t− 1) + βy(t− 1)
n∑
i=1
y(t− i) + γ x(t− n) x(t− 1) + δ
The value n = 10 was used for the task.
Mackey-Glass time-series: is a well-known dynamic system that, depending on the
values of the parameters, displays a range of periodic and chaotic dynamics, defined by the
differential equation [9]:
d
dtx(t) = bx(t) +
ax(t− τ)
1 + x(t− τ)10
which is known to produce a chaotic time series for τ > 16.8. The values a = 0.2, b = 0.1
and τ = 17 were used for the task. The task is predicting the value of the sequence after a
given number of steps ahead
y(t) = x(t+ th)
where th, time horizon, is an integer constant.
Lorenz attractor is another chaotic time-series [6], this time 3-dimensional, defined by
the following set of differential equations:
x˙1 = σ(x2 − x1)
x˙2 = ρ(x1 − x3)− x2
x˙3 = x1x2 − βx3
where the values σ = 10, ρ = 28, β = 8/3 were used for the task. The task is predicting the
value of x˙1 a given number of steps ahead
y(t) = x˙1(t+ th).
All sequences obtained for the above datasets were linearly rescaled in order to fit the interval
[−1, 1]. Sequences used for training and testing were of length 10000 and 2000 respectively.
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4 Results and Discussion
All the parameters in both RNG and ESN-based reservoir systems had been determined via
a grid search. Separate procedures were applied to ESN and each RNG variant and per each
dataset. In order to stress the RNG capability to adapt to different inputs, its input scaling
parameter was kept fixed at 1.0 in all training experiments.
For repeatability, each experiment was conducted with seed-controlled random sequences and
each task was repeated 50 times with different random seeds. Experiments were repeated for
ESN and RNG with different number of units n ∈ {100, 200, 300, 400}. Further details about
the experiments can be seen in the source code provided as supplementary material.
Figure 2a shows the results for the NARMA-10 task, which reveals that in this case the
pre-training of RNG does not lead to advantages whatsoever. In fact, the best performance
is attained by an ESN with n = 400 yielding a NRMSE = 0.1707, σ = 1.84e−4. In contrast,
the best RNG results is obtained with a RNG-IR with n = 400 at NRMSE = 0.7525, σ =
2.11e−4.
Figures 2b and 3 show the results of the Mackey-Glass task. In 2b the rankings are reversed
as the values of th increase. In fact, for th = 10, the ESN prevails slightly with an optimal
result at NRMSE = 0.0810, σ = 1.91e−4 vs. the result at NRMSE = 0.0830, σ = 3.33e−4
obtained with a M-RNG-IRM. As the value of th is increased, the performances of ESN
degrade more rapidly than those of RNG, so that at th = 80 the best result is obtained
by M-RNG-IRM with NRMSE = 0.14, σ = 1.49e−3 vs. the result of ESN at NRMSE
= 0.2456, σ = 2.84e−4.
Figure 2c shows the results of the Lorenz attractor task. In this case, the pre-trained
RNG is clearly prevailing with an optimal result obtained by a M-RNG-J at NRMSE
= 0.1061, σ = 1.19e−3 vs. the result of ESN at NRMSE = 0.2837, σ = 2.18e−4.
An interesting aspect related to RNG training strategies is described in Figure 3.
Fig. 3a shows the results produced with values of λ that decay according to (5) from a
very high initial value λi = 50.0 to near zero. Such values were used for producing all
the RNG results discussed so far. In contrast, Fig. 3b shows the dramatic and negative
effect of using the K-means training strategy: the performances are not good and degrade
rapidly with increasing number of units, which is symptom that the RNG could organize its
units effectively. The situation is only slightly better when λ is kept at 1.0, as in Fig. 3c.
Altogether, these figures show that, unless the appropriate training strategy is adopted, the
benefit of reservoir pre-training may be lost.
Overall, the results presented show that, although RNG-based reservoir system are not pre-
vailing in all tasks, there exists clear contexts in which reservoir pre-training is advantageous.
Apart from the borderline case of the Mackey-Glass test, with the Lorenz attractor - possibly
due also to the presence of multiple input variables, RNG-based reservoirs are more effective.
In general, masked variants of RNG tend to perform better although this becomes more
evident as the number of units increases.
4.1 Conclusions and Future Work
The complete description of the RNG model for pre-trainable reservoir computing system
has been described and analysed, together with several proposed variants that are intended
to explore different aspects of the RNG algorithm that could lead to further improvements.
The results presented show the existence of benchmark tasks for which the implementation
of such models seems to be clearly beneficial. Further tests in more practically-oriented
application scenarios are required to assess these potential benefits in full but the results
presented here, in the authors’ opinion, show that this road is definitely worth investigating.
A very interesting topic for future research is investigating the possibility of using RNG
in combination with some form of Hebbian Learning, to harness its intrinsic capability to
organize itself in a structure that can discover and harness possible manifold-like substructures
in the state space of the system.
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