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“In these days the angel of geometry and the devil of abstract algebra
fight for the soul of every individual discipline of mathematics.”
Hermann Weyl
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Notations
K R ou C
M varie´te´ K−analytique de dimension m
C∞(M) K-alge`bre des fonctions inde´finimemt de´rivables de M dans K
Cω(M) K-alge`bre des fonctions analytiques de M dans K
Diff locM pseudo–groupe des diffe´omorphismes locaux de M dans M
TxM espace tangent en x a` la varie´te´ M
T ∗xM espace cotangent en x a` la varie´te´ M
TM fibre´ tangent de M (dimension 2m)
T ∗M fibre´ cotangent de M (dimension 2m)
Ω(M) module des formes diffe´rentielles de M
R(M) varie´te´ fibre´e des repe`res de M
R∗(M) varie´te´ fibre´e des corepe`res de M
Γ(Y ) espace des sections locales du fibre´ Y au–dessus de M
X varie´te´ analytique de dimension p sur K
U varie´te´ analytique de dimension n sur K
x x = (x1, x2, . . . , xp), variables inde´pendantes
u u = (u1, u2, . . . , un), variables de´pendantes
Jq(X,U) varie´te´ des jets d’ordre q des fonctions de X dans U




de´rivation totale (champ de Cartan) par rapport a` xi
E = (M,∆) une diffie´te´ munie de la distribution involutive ∆
Autloc(E) pseudo–groupe des syme´tries locales de E
GL(m, R) matrices re´elles m×m invertibles
G sous–groupe de Lie de GL(m, R) de dimension r
P = (M,G, θ) G-structure sur la varie´te´ M
ω ω = (ω1, . . . , ωm), corepe`re de M
θ θ = (θ1, . . . , θm), forme canonique sur P
π π = (π1, . . . , πr), formes de Maurer-Cartan de G modifie´es
(X1, · · · , Xm) de´rivations duales aux formes (θ1, · · · , θm)
si caracte`res de Cartan
sˆm pseudo–caracte`re tel que s0 + s1 + · · ·+ sp−1 + sˆm = m− p
s′i caracte`res re´duits de Cartan




1 + · · ·+ s′p−1 + sˆ′m = m− p
(R,∆) anneau diffe´rentiel muni de l’ensemble de de´rivations ∆
(C) ide´al alge´brique engendre´ par l’ensemble C ⊂ R
[C] ide´al diffe´rentiel engendre´ par l’ensemble C ⊂ R
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Introduction
L
es grands syste`mes de calcul formel (Maple,Matematica, etc.) sont au-
jourd’hui largement utilise´s dans les bureaux d’e´tude, dans l’enseignement et dans
les laboratoires de recherche. Ils comportent tous un, voir plusieurs solveurs d’e´quations
diffe´rentielles.
Pour re´soudre une e´quation diffe´rentielle ordinaire (EDO) donne´e, les solveurs actuels
commencent par tester si cette e´quation figure, modulo un renommage e´ventuel des
variables, dans une certaine liste d’e´quations que l’on sait re´soudre1.
Si tel n’est pas le cas, le solveur fait appel a` la me´thode de re´duction d’ordre initie´e
par S. Lie. Illustrons l’ide´e de S. Lie sur l’e´quation diffe´rentielle ordinaire du 2e ordre
F (x, y, y′, y′′) = 0. (1)





des syme´tries ponctuelles de cette e´quation. On montre que les inconnues
ξ(x, y) et η(x, y) sont solutions d’un syste`me d’e´quations aux de´rive´es partielles (EDP)
line´aires, appele´ e´quations de Lie. La deuxie`me e´tape consiste a` calculer un changement
de coordonne´es (x, y) → (x¯, y¯) qui redresse le champ de vecteur X. Les nouvelles
coordonne´es x¯ et y¯ dites canoniques, sont telles que X = ∂
∂y¯
. En ces coordonne´es,
l’e´quation a` re´soudre est maintenant invariante sous l’action du groupe des translations











On re´duit l’ordre de cette e´quation en posant z = dy¯
dx¯








Au bout du compte, on obtient une EDO du premier ordre que le solveur essayera de
re´soudre en re´ite´rant le meˆme sche´ma. Si z(x¯) est la solution de cette e´quation, on ob-
tient la solution y¯(x¯) de l’e´quation (2) en effectuant la quadrature y¯(x¯) =
∫
z(x¯) dx¯. On
retrouve la solution y(x) de l’e´quation (1) en effectuant le changement de coordonne´es
(x¯, y¯)→ (x, y).
1En ge´ne´ral, cette liste est prise du livre de Kamke [Kam44], base´ sur les travaux de P. Painleve´
[Pai02] et ses disciples Gambier et Garnier.
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L’équation figure dans      
Fig. 1 – Algorithme d’un solveur d’EDO.
E
n pratique, plusieurs difficulte´s apparaissent. Tout d’abord, le calcul des quadra-
tures ainsi que l’inte´gration des syste`mes EDP (meˆme line´aires) n’est pas chose
facile. De ce fait, il arrive souvent que le solveur se contente de retourner en sortie des
re´sultats partiels, en particulier lorsque la dimension du (pseudo)groupe de syme´tries
de l’e´quation a` re´soudre est petite. Enfonc¸ons le clou : lorsque cette dimension est nulle,
les solveurs, tel qu’il sont conc¸us actuellement, sont incapables d’inte´grer ou meˆme de
re´duire l’ordre de l’e´quation.
Cette the`se s’inscrit donc dans l’effort d’ame´lioration des solveurs actuels. Nous al-
lons pre´senter et montrer la faisabilite´ d’une architecture, totalement nouvelle, pour
la conception d’un solveur d’e´quations diffe´rentielles base´ sur la me´thode d’e´quivalence
de Cartan. Notre solveur utilise les invariants diffe´rentiels produits par la me´thode de
Cartan2 pour de´tecter l’existence d’une e´quation diffe´rentielle de la liste de Kamke,
e´quivalente a` l’e´quation que l’on veut re´soudre et calculer le changement de variables
qui re´alise cette e´quivalence.
2La me´thode d’e´quivalence de Cartan a e´te´ implante´e re´cemment par S. Neut [Neut].
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C
conside´rons un proble`me d’e´quivalence (Ef ,Φ), ou` Ef est une famille d’e´quations
diffe´rentielles indexe´e par une fonction arbitraire f et Φ un pseudo–groupe de Lie
ope´rant sur les variables de l’e´quation Ef .
E´tant donne´e une l’e´quation cible Ef¯ (f¯ est fixe´e), inte´ressons–nous aux changements
de coordonne´es ϕ ∈ Φ qui conjuguent l’e´quation ge´ne´rique 3 Ef avec l’e´quation cible Ef¯ ,
ce que l’on note Ef¯ = ϕ∗Ef . On peut disjoindre deux questions : la premie`re concerne
l’existence de la transformation ϕ ∈ Φ, c’est a` dire la de´termination des conditions
pourtant sur la fonction f pour que ϕ existe. La deuxie`me est le calcul explicite de ce
changement de coordonne´es ϕ ∈ Φ.
C’est plutoˆt la premie`re question qui a suscite´ le plus d’inte´reˆt et a fait l’objet de
nombreux travaux. Elle est essentiellement traite´e a` l’aide de la me´thode des varie´te´s
classifiantes telle qu’elle est pre´sente´e dans [Olv95]. Il s’agit de de´terminer les condi-
tions d’e´quivalence en partant des invariants du proble`me d’e´quivalence (Ef ,Φ) obte-
nus par la me´thode d’e´quivalence de E. Cartan. Toutefois, meˆme si les re´sultats ob-
tenus sont mathe´matiquement tre`s inte´ressants, aucun de ces travaux ne permet de
construire un solveur d’e´quations diffe´rentielles. Le calcul des varie´te´s classifiantes est
un calcul d’e´limination qui fait apparaˆıtre des formules inutilisables en raison de leur
taille en me´moire. A l’oppose´, dans certains cas, toutes les e´quations d’une famille sont
e´quivalentes localement entre elles, mais on ne sait pas calculer les changements de
variables : c’est le cas des syste`mes d’e´quations de la forme x˙(t) = f(x) avec x ∈ Rn. Si
l’on disposait d’un algorithme pour calculer le changement de coordonne´es x¯ = ϕ(x) re-
dressant le champs de vecteurs f(x), on saurait ipso-facto re´soudre toutes les e´quations
diffe´rentielles.
Pour cette raison, le calcul du changement de variables ϕ est le point cle´ dans la
conception d’un solveur d’e´quations diffe´rentielles. Nous montrons dans cette the`se
qu’il est possible, dans de tre`s nombreux cas, de pre´calculer la forme ne´cessaire du
changement de variables ϕ uniquement a` partir de l’e´quation cible Ef¯ . Une fois connue
l’e´quation a` re´soudre Ef , il suffit de tester que ϕ∗Ef = Ef¯ , ce qui est dans la plupart
des cas, plus simple que de tester les conditions d’e´quivalence obtenues par le calcul des
varie´te´s classifiantes. Nous verrons au chapitre 6, comment cette e´tude de´bauche sur la
conception d’une nouvelle ge´ne´ration de solveurs d’e´quations diffe´rentielles.
Ceci dit, le calcul du changement de variables est une question qui peut eˆtre de´licate.
Par exemple, S. Lie a montre´ que toute e´quation du second ordre
y′′ = f(x, y, y′)
se rame`ne localement a` l’e´quation y′′ = 0 par une transformation de contact ϕ pourtant
sur les variables x, y et y′. Le calcul explicite de cette transformation ϕ est en ge´ne´ral
impossible. La difficulte´ vient du fait que le pseudo–groupe Φ des transformations au-
torise´es, en l’occurrence les transformations de contact, est “trop ge´ne´ral” en un sens
que nous allons pre´ciser.
Nous verrons que la transformation ϕ est solution d’un syste`me EDP comportant des
ine´quations. En vertu de la the´orie des syste`mes en involution, ϕ de´pend d’un certain
nombre de constantes arbitraires. Ce nombre est lie´ au pseudo–groupe Φ par le the´ore`me
suivant :
3La fonction f n’est pas fixe´e.
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The´ore`me 0.1 Soit ϕ ∈ Φ telle que Ef¯ = ϕ∗Ef . Le nombre de constantes arbitraires
dont de´pend la transformation ϕ est e´gal a` la dimension du pseudo–groupe de syme´tries
Sf¯ := Autloc(Ef¯) ∩ Φ ou` Autloc(Ef¯) de´signe le pseudo–groupe de syme´tries de contact
locales de l’e´quation cible Ef¯ .
Lorsque Φ est choisi tel que dim(Sf¯ ) = 0, intuitivement la transformation ϕ s’ob-
tient sans inte´grer d’e´quations diffe´rentielles, uniquement en re´solvant des e´quations
alge´briques.
C’est cette ide´e que nous allons de´velopper tout au long de cette the`se.
Nous allons montrer comment calculer ϕ lorsque les hypothe`ses (H) suivantes sont
satisfaites :
Hypothe`ses (H) :
(1) Le pseudo–groupe de Lie Sf¯ est de dimension 0.
(2) Les e´quations de de´finition du pseudo–groupe de Lie Φ sont donne´es par des
polynoˆmes diffe´rentiels.
(3) La fonction f¯ est rationnelle.
Dans le chapitre 2, nous montrons que la transformation ϕ ainsi que les conditions
portant sur f pour que ϕ existe s’obtiennent en appliquant l’algorithme Rosenfeld-
Gro¨bner directement au syste`me EDP ve´rifie´ par ϕ. Cependant cette me´thode de
force brute marche rarement a` cause du grossissement des formules. De plus il est
difficile d’estimer, a` priori, le temps ne´cessaire pour effectuer ce calcul d’e´limination.
Les calculs que nous allons mener reposent sur la notion d’invariant diffe´rentiel pour
le proble`me d’e´quivalence (Ef , Φ) avec Φ ⊂ Diff loc(M) ou` M de´signe la varie´te´ de´finie
par Ef . On appelle invariant diffe´rentiel un ope´rateur diffe´rentiel (i.e. une fonctionnelle)
I : f → If (f et If sont des fonctions de´finies sur M)
tel que pour toute transformation x¯ = ϕ(x) de M dans M ,
Ef¯ = ϕ∗(Ef) =⇒ If¯(x¯) = If(x).
La somme, le produit et le quotient de deux invariants diffe´rentiels est un invariant
diffe´rentiel ; l’ensemble des invariants diffe´rentiels est donc un corps. Les fonctions If :
M → C sont appele´es invariants spe´cialise´s. Elles sont invariantes sous l’action du
pseudo–groupe de syme´tries Sf de l’e´quation Ef .
Notre point de de´part est le the´ore`me suivant
The´ore`me 0.2 (Olver) La dimension du pseudo–groupe de syme´tries Sf¯ est nulle s’il
existe m = dim(M) invariants spe´cialise´s fonctionnellement inde´pendants.
Maintenant, pour obtenir le changement de variables ϕ il faut en principe re´soudre
un syste`me infini d’e´quations obtenu en posant l’e´galite´ des invariants. Voyons comment
contourner cette difficulte´. Posons Fk := I
k
f¯
, 1 ≤ k ≤ m. Le the´ore`me pre´ce´dent permet
de de´duire que le syste`me {
F1(x¯) = I
1, · · · , Fm(x¯) = Im
}
est localement inversible. On inverse ce syste`me par un calcul d’ensemble caracte´ristique
(sous les hypothe`ses (H), les fonctions {Fk}1≤k≤m sont alge´briques et le plus souvent
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rationnelles), ce qui permet d’obtenir la transformation alge´brique
x¯ = F−1(I1, · · · , Im)
ou encore, en spe´cialisant les invariants I i sur la fonction f
x¯ = F−1(I1f , · · · , Imf ). (3)
Lorsque le degre´ 4 en x¯ de la transformation (3) est e´gal a` un, le changement de variables
ϕ cherche´ est la transformation rationnelle de´finit par (3). Dans le cas ge´ne´ral, l’ide´e
est de comparer le degre´ de la transformation (3) avec celui de la transformation ϕ.
The´ore`me 0.3 Les conditions suivantes sont e´quivalentes :





Dans ce cas, le nombre d’e´le´ments de Sf¯ est e´gal au degre´ en x¯ de la transformation ϕ.
La de´monstration ne´cessite l’adoption du point de vue desD-groupoides. A tout pseudo–
groupe Φ on associe un D-groupoide G(Φ). En particulier, au proble`me d’e´quivalence
(Ef ,Φ) on associe le D-groupoide G(Ef ,Φ), voir de´finition 2.11 page 54. Notons par Gf¯
le reveˆtement alge´brique sur M de´fini par
Gf¯ :=
{
(xf, xϕ, x¯f¯) ∈ G(Ef ,Φ) | f¯ de´termine´e, x¯ = ϕ(x)
}
.
Il s’agit alors de prouver que les deux varie´te´s G(Sf¯ ) et Gf¯ sont e´quivalentes par une
transformation bi-rationnelle.
A l’instar du changement de variables, le pseudo–groupe discret Sf¯ s’obtient en
the´orie en re´solvant un syste`me infini d’e´quations. La` aussi, on arrive a` contourner
cette difficulte´ en majorant d’abord le pseudo–groupe Sf¯ par l’ensemble des solutions
σ : x→ x¯ du syste`me alge´brique(
I1f¯ (x¯)− I1f¯ (x) = 0, · · · , Imf¯ (x¯)− Imf¯ (x) = 0
)
,
et en essayant ensuite ces solutions, qui sont au nombre fini, sur l’e´quation Ef¯ .
Maintenant, en vertu du the´ore`me pre´ce´dent on distingue deux cas. Dans le pre-
mier, le degre´ de la transformation (3) est e´gal au cardinal du pseudo–groupe Sf¯ et
par conse´quent, le proble`me est re´solu puisque le changement de variables cherche´ est
donne´ par la transformation (3). Le deuxie`me cas correspond au cas ou` le degre´ de la
transformation (3) est supe´rieur au cardinal card(Sf¯ ). Nous montrons comment utiliser
les e´quations de de´finition du pseudo–groupe Φ pour abaisser le degre´ de la transforma-
tion (3) jusqu’a` ce qu’il soit e´gal au degre´ minimal card(Sf¯). Il s’agit d’une heuristique
importante qui nous e´vitera de parcourir l’arbre des invariants.
Nous mettrons l’accent sur le fait que le calcul du changement de variables en fonction
des invariants permet de compresser, de fac¸on significative, la taille des formules.
4Il s’agit du nombre ge´ne´rique de points x¯ ∈M lorsque le point x ∈M et la fonction f sont fixe´s.
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L
a contribution principale de cette the`se est une architecture d’un nouveau
solveur d’e´quations diffe´rentielles diffe´rentielles du 2eme ordre qui comple`te le sol-
veur actuel deMaple en l’ame´liorant grandement. Ce nouveau solveur s’appuie sur un
pre´calcul fait une fois pour toutes et range´ dans une table. Il s’agit de de´terminer pour
chaque e´quation Ef¯ du livre de Kamke :
1- les pseudo–groupes maximaux Φ pour lesquels le pseudo–groupe de syme´tries Sf¯
de l’e´quation Ef¯ est discret,
2- le changement de variable ϕ ∈ Φ qui envoie l’e´quation ge´ne´rique Ef sur l’e´quation Ef¯ .
A l’appel du solveur pour une e´quation diffe´rentielle Ef donne´e, celui–ci teste l’e´quivalence
avec chacune des e´quations de la table en spe´cialisant d’abord le changement de va-
riables ϕ sur l’e´quation a` re´soudre et en ve´rifiant ensuite si la transformation obtenue ϕ
convient i.e. si ϕ ∈ Φ et ϕ∗Ef = Ef¯ .
L’algorithme de´taille´ de ce nouveau solveur est pre´sente´ dans le chapitre 6. Voici ses
principaux points forts :
– Tout d’abord, comme on s’appuie sur un pre´calcul de ϕ, le gain espace en me´moire
ainsi que temps de calcul est tre`s important. Au chapitre 6, nous verrons que le
temps de calcul ne´cessaire pour tester l’e´quivalence de Ef avec une e´quation du
livre de Kamke est de l’ordre de 1
100
secondes, ce qui fait moins de 10 secondes
pour l’ensemble de la liste Kamke (≃ 500 e´quations).
– De plus, notre solveur ame´liore sensiblement les solveurs actuel. On re´sout les
e´quations admettant un groupe de syme´trie de dimension 0 ainsi que des e´quations
pour lesquelles le solveurs actuels, appliquant la me´thode de Lie, e´chouent dans la
re´solution de l’e´quation re´duite ou dans le calcul de la quadrature qui en de´coule.
– Contrairement a` la me´thode de Lie, notre solveur ainsi que la construction de la
table ne fait intervenir aucune inte´gration d’e´quations diffe´rentielles.
L
e plan de cette the`se est le suivant : Le premier chapitre comporte trois parties.
La premie`re partie est une courte introduction a` la the´orie des diffie´te´s. Dans la
deuxie`me partie on rappellera les principaux re´sultats sur les syste`mes diffe´rentiels
exte´rieurs d’Elie Cartan. La dernie`re partie est consacre´e aux pseudo–groupes de Lie.
Nous y introduisons les notions de proble`me d’e´quivalence et d’invariant diffe´rentiel.
Au deuxie`me chapitre, apre`s un bref rappel sur l’alge`bre diffe´rentielle, nous verrons
comment traiter les proble`mes d’e´quivalence a` l’aide de Rosenfeld-Gro¨bner. Nous
donnons les limitations cette approche et nous prouvons les deux the´ore`mes 0.1 et 0.3
rappele´s dans cette introduction.
Le troisie`me chapitre traite la me´thode d’e´quivalence de Cartan. Nous pre´senterons
les G-structures et le the´ore`me 0.2. Nous verrons e´galement comment formuler un
proble`me d’e´quivalence dans le langage des G-structures.
Le chapitre 4 sur les syme´tries des diffie´te´s est destine´ a` pre´parer l’expose´ au chapitre
suivant. Nous verrons, en particulier, comment calculer le pseudo–groupe de syme´tries
d’une diffie´te´ donne´e lorsque celui-ci est de dimension nulle.
Les re´sultats the´oriques de´montre´s dans le chapitre 2 sont utilise´s pour justifier une
me´thode permettant de calculer la transformation ϕ qui re´alise, sous les hypothe`ses (H)
pre´ce´dentes, l’e´quivalence des deux e´quations Ef et Ef¯ . Nous illustrons cette me´thode
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sur plusieurs exemples.
Le dernier chapitre de cette the`se est consacre´ a` la pre´sentation d’un nouveau solveur
d’e´quations diffe´rentielles base´ sur la me´thode d’e´quivalence de Cartan. Le solveur n’a
pas encore fait l’objet d’une implantation. Un tel travail exige une collaboration e´troite
avec les concepteurs des solveurs actuels. Nous montrons la faisabilite´ d’une telle archi-
tecture en traitant comple`tement, tout au long de cette the`se, plusieurs e´quations de la
liste de Kamke.




La premie`re section de ce chapitre est une tre`s courte introduction a` la the´orie des
diffie´te´s de l’e´cole de Vinogradov & al. [KLV86, Vin89, Vin94]. Une diffie´te´ est une
varie´te´ munie d’une distribution comple`tement inte´grable i.e. en tout point de la diffie´te´
passe une varie´te´ inte´grale et une seule. On verra que tout syste`me EDP de´finit une
diffie´te´, qui peut eˆtre de dimension infinie.
Dans la deuxie`me partie, on exposera la the´orie des syste`mes diffe´rentiels exte´rieurs.
Nous pre´senterons l’algorithme ge´ne´ral de calcul de contraintes d’inte´grabilite´ d’un
syste`me de Pfaff line´aire. La me´thode de Cartan est une application de cet algorithme.
En adoptant le point de vue des syste`mes diffe´rentiels exte´rieurs, un syste`me EDP est
vu comme un syste`me de Pfaff line´aire. On e´tudie alors l’involution (l’existence d’au
moins une varie´te´ inte´grale) qui est moins forte que la comple`te inte´grabilite´ mais qui
a le me´rite d’eˆtre obtenue en un nombre fini d’e´tapes. De plus, lorsque la diffie´te´ est de
dimension finie les deux notions, involution et comple`te inte´grabilite´ co¨ıncident.
La dernie`re partie est consacre´e aux pseudo–groupes de Lie. On verra que tout
pseudo–groupe de Lie se caracte´rise par l’invariances d’un certain nombre de 0-formes
et de 1-formes. Nous introduisons e´galement les notions importantes de proble`mes
d’e´quivalence, d’invariants et de syste`mes complets d’invariants.
1.1 Un syste`me EDP est une diffie´te´
1.1.1 L’espace J∞
Toutes les varie´te´s conside´re´es sont suppose´es eˆtre des varie´te´s K−analytiques ou` K
de´signera R ou C. SoientX et U deux varie´te´s de coordonne´es locales x = (x1, · · · , xp) ∈




∂xi1∂xi2 · · ·∂xiℓ ,
pour tout multi-indice syme´trique I = (i1, · · · , iℓ) de longueur #I = ℓ.
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De´finition 1.1 On dira que deux fonctions de X dans U de´finissent le meˆme jet
d’ordre q au point x ∈ X si leurs de´veloppement de Taylor au point x co¨ıncident jusqu’
a` l’ordre q.
Notons par Jq(X,U) =
⊔
x∈X
Jqx(X,U), ou tout simplement J
q, l’espace des jets d’ordre
q des fonctions de X dans U . C’est une varie´te´ fibre´e au-dessus de X de coordonne´es
locales (x, u(q)) avec
u(q) := (uαI | 1 ≤ α ≤ n, 1 ≤ #I ≤ q).
De´finition 1.2 Pour toute fonction analytique f : X → U, on appelle jet a` l’ordre q
de f la section jqf : X → Jq(X,U) obtenue en posant
jqf(x) = (x, fI(x)),
ou` I parcourt les multi-indices de longueur #I ≤ q.
Ces de´finitions restent valables pour q =∞. L’espace des jets infinis J∞ est la limite










k+1←− · · ·





(k+1)) = (x, u(k)).
1.1.2 Le module des formes de contact
Dans cette the`se, on adopte la convention de notation d’Einstein qui consiste a` som-
mer lorsqu’un indice se trouve en haut et en bas dans une expression.
De´finition 1.3 Le module des formes de contact sur l’espace Jq, q ≤ ∞ est le module
engendre´ par les 1-formes diffe´rentielles
duαI − uαI,idxi, 1 ≤ i ≤ p, 1 ≤ α ≤ n, #I < q,
les coefficients e´tant des fonctions arbitraires de Jq dans K. Une forme de contact est
un e´le´ment de ce module.
Les formes de contact de´finies sur l’espace Jq ont la proprie´te´ de s’annuler sur le graphe
du jet jqf de toute fonction f : X → U .
De´finition 1.4 On appellera de´rivations totales ou champs de Cartan, les champs de









+ · · ·+ uαI,i
∂
∂uαI
+ · · ·
Restreints aux variables de l’espace des jets d’ordre q, on parlera de champs de Cartan
tronque´s a` l’ordre q.
Les champs de Cartan tronque´s a` l’ordre q, sont tangents au graphe du jet jqf de toute
fonction f : X → U . Ils sont orthogonaux aux formes de contact du Jq.
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1.1.3 Transformations de contact
De´finition 1.5 Un diffe´omorphisme ϕ : Jq(X,U)→ Jq(X,U) est dit transformation
de contact d’ordre q s’il transforme une forme de contact de Jq(X,U) en une forme de
contact de Jq(X,U). Lorsque q = 0, le diffe´omorphisme ϕ est appele´ transformation
ponctuelle.
La prolongation a` l’ordre q+1 d’une transformation de contact ϕ : Jq(X,U)→ Jq(X,U)
est l’unique transformation de contact de Jq+1 qui, restreinte a` l’espace des jets d’ordre q,
est ϕ.
Proposition 1.1 Soit ϕ : Jq(X,U)→ Jq(X,U), une transformation de contact.
ϕ
{
x → x¯ = ξ(x, u(q)),
u(q) → u¯(q) = η(x, u(q)). (1.1)
La prolongation de l’action de ϕ aux variables uαI,i de J




I )× Cji (ξ), 1 ≤ i, j ≤ p, 1 ≤ α ≤ n, #I = q. (1.2)
Dj est le champ de Cartan. La matrice C
j
i (ξ) est par construction l’inverse de la matrice
de fonctions Dj(ξ
i).
The´ore`me 1.1 (Lie–Ba¨cklund) Une transformation de contact ϕ : Jq(X,U)→ Jq(X,U),
d’ordre q fini, est
(i) soit une prolongation d’une transformation de contact d’ordre 1 si n = 1,
(ii) soit une prolongation d’une transformation ponctuelle si n > 1.
Ce the´ore`me est faux dans le cas infini. Une transformation ϕ : J∞ → J∞ peut eˆtre
la prolongation d’une transformation transverse i.e. une transformation de l’espace Jp
a` valeurs dans Jq ou` p et q sont deux entiers naturels distincts.
1.1.4 Diffie´tes
Une distribution sur la varie´te´ M est un sous–fibre´ ∆ du fibre´ tangent TM → M .
On dira qu’elle est involutive si elle est ferme´e pour le crochet de champs de vecteurs
i.e [∆, ∆] ⊂ ∆. Par exemple, l’espace des jets Jq est naturellement muni d’une distribu-
tion, dite de Cartan, engendre´e par les champs de Cartan du Jq, qui n’est pas involutive.
La distribution de Cartan du J∞ est involutive.
De´finition 1.6 (diffie´te´) Une diffie´te´ E = (M,∆) est la donne´e d’une varie´te´ M , qui
peut eˆtre de dimension infinie, munie d’une distribution involutive ∆.
Un syste`me EDP d’ordre q est un sous–fibre´ i : Eq → Jq du fibre´ Jq(X,U). Une solution
de ce syste`me est une fonction f : X → U dont le jet d’ordre q est une section de Eq.
Proposition 1.2 Un syste`me EDP est une diffie´te´.
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De´monstration. Un syste`me EDP de´finit, en tenant compte de l’ide´al diffe´rentiel
engendre´ par ces e´quations, une sous–varie´te´ de l’espace des jets infini
i : E →֒ J∞.
On obtient une distribution involutive sur la varie´te´ E en restreignant la distribution
de Cartan du J∞ sur cette varie´te´ (par le pull–back i∗). CQFD
Exemple 1.1 La diffie´te´ triviale i.e. J∞ correspond a` un syste`me vide d’e´quations.
Exemple 1.2 L’e´quation diffe´rentielle
u(n+1) = f(x, u, u′, · · · , u(n)), x, u ∈ K
de´finit une diffie´te´ finie Ef = (M,∆f).
Concre`tement, soit (x, u, u1 = u
′, u2 = u
′′, · · · , un+1 = u(n+1), · · · ) un syste`me de
coordonne´es locales sur l’espace des jets infinis J∞(K,K). La distribution de Cartan sur
cet espace est engendre´e par les 1-formes
du− u1dx, du1 − u2dx, · · · , dun − un+1dx, · · · (1.3)
L’e´quation pre´ce´dente de´finit une sous–varie´te´ du J∞(K,K) qui est isomorphe a` l’es-
pace Jn(K,K). On prend alors M := Jn(K,K). Restreignons ensuite les formes (1.3)
sur M . On trouve
du− u1dx, du1 − u2dx, · · · , dun − f(x, u, u1, · · · , un)dx.
La distribution ∆f est engendre´e par ces formes.
1.2 Syste`mes diffe´rentiels exte´rieurs
Pour un expose´ de´taille´, le lecteur peut consulter [Car45, Car67], [BCG+91] et [IL03].
Conside´rons une varie´te´ analytique M de dimension m sur K. Notons par Ω(M) l’en-
semble des formes diffe´rentielles de´finies surM a` valeur dans K. C’est un Cω(M)-module
gradue´
Ω(M) = ⊕k≥0Ωk(M).
De´finition 1.7 (syste`me diffe´rentiel exte´rieur) Un syste`me diffe´rentiel exte´rieur
sur M est un sous–ensemble Σ de Ω(M). Le syste`me est dit de Pfaff lorsqu’il est forme´
de 1-formes.
De´finition 1.8 Une varie´te´ inte´grale d’un syste`me exte´rieur Σ ⊂ Ω(M) est une sous–
varie´te´ i : S →֒ M telles que i∗ω = 0, ∀ω ∈ Σ.
Remarquons que les varie´te´s inte´grales d’un syste`me diffe´rentiel exte´rieur Σ de´pendent,
uniquement, de l’ide´al diffe´rentiel exte´rieur 1 engendre´ par les formes ω ∈ Σ.
1Un sous–ensemble I ⊂ Ω(M) est un ide´al exte´rieur s’il est ferme´ pour le produit exte´rieur par
toute forme de Ω(M) et si la somme de deux formes (de meˆme degre´) de I appartient a` I. Un ide´al
exte´rieur I qui est ferme´ pour la diffe´rentielle exte´rieure est dit ide´al diffe´rentiel exte´rieur.
CHAPITRE 1. PRE´LIMINAIRES 21
De´finition 1.9 Le sous–espace E ⊂ TxM est un e´le´ment inte´gral (on dit aussi plan
inte´gral) du syste`me diffe´rentiel exte´rieur Σ si ωE = 0, ∀ω ∈ Σ ou` ωE de´signe la res-
triction de ωx sur E.
La sous–varie´te´ i : S →֒ M est, alors, une varie´te´ inte´grale du syste`me exte´rieur Σ si
et seulement si son espace tangent TxS est un e´le´ment inte´gral, en tout point x ∈ S.
Toutefois, un e´le´ment inte´gral quelconque n’est pas ne´cessairement tangent a` une varie´te´
inte´grale. Le the´ore`me de Cartan-Ka¨hler fournit les conditions ne´cessaires et suffisantes
pour qu’il existe une varie´te´ inte´grale tangente a` tout plan inte´gral.
1.2.1 Comple`te inte´grabilite´
The´ore`me 1.2 (Frobenius) Soit ω1 = 0, · · · , ωn = 0 un syste`me de Pfaff sur M
satisfaisant la condition dite de comple`te inte´grabilite´
dωi = 0 mod ω1 · · · , ωn, 1 ≤ i ≤ n. (1.4)
Dans ce cas, pour tout point x ∈ M il existe un voisinage et un syste`me de coor-
donne´es locales y1, · · · , ym tel que localement, le module (ω1, · · · , ωn) soit engendre´ par
dy1, · · · , dyn.
Le the´ore`me de Frobenius montre que tout syste`me comple`tement inte´grable peut tou-
jours s’e´crire sous la forme
dy1 = 0, · · · , dyn = 0.
Les varie´te´s inte´grales forment un champ de plans paralle`les y1 = C1, · · · , yn = Cn,
ou` C1, · · · , Cn sont des constantes arbitraires. On dira que le syste`me de´finit un
feuilletage, de dimension m − n et de codimension n, dont les feuilles sont les varie´te´s
inte´grales.
Remarque 1.1 Soit ∆ la distribution forme´e des vecteurs v tels que < ωi; v >=
0, 1 ≤ i ≤ n. La condition (1.4) est e´quivalente a` dire que la distribution ∆ est invo-
lutive i.e. [∆,∆] ⊂ ∆.
1.2.2 The´ore`me de Cartan-Ka¨hler
Soit Σ ⊂ Ω(M) un syste`me diffe´rentiel exte´rieur ferme´ 2 . Pour montrer l’existence
d’au moins une varie´te´ inte´grale de dimension p, passant par un point ge´ne´rique x0 ∈M ,
on e´tudie l’existence d’un drapeau de plans inte´graux
E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Ep−1 ⊂ Ep
tous inclus dans Tx0M et tels que dim(Ek) = k pour tout 0 ≤ k ≤ p − 1. Cette
construction est incre´mentale.
2Le syste`me Σ ⊂ Ω(M) est dit ferme´ lorsque la diffe´rentielle exte´rieure de toute forme ω ∈ Σ,
appartient a` l’ide´al exte´rieur engendre´ par ces formes.
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De´finition 1.10 (espace polaire) Soit Ek ⊂ Tx0M un e´le´ment inte´gral de Σ de di-
mension k. L’espace polaire de Ek est
H(Ek) := {~v ∈ Tx0M, | (i~vω)Ek = 0, ∀ω ∈ Σ , deg(ω) ≤ k + 1}
ou` i~vω de´signe le produit inte´rieur la forme ω par rapport au champs de vecteur ~v (voir
de´finition page 126).
Les e´quations de de´finition de l’espace polaire H(Ek) sont appele´es syste`me polaire
et elles sont toujours line´aires en les composantes du vecteur ~v.
Proposition 1.3 Soit Ek ⊂ Tx0M un e´le´ment inte´gral de Σ de dimension k alors
Ek⊕K~v est un e´le´ment inte´gral de Σ de dimension k+1 si et seulement si ~v ∈ H(Ek).
On notera par rp(Ek) le rang du syste`me polaire associe´ a` l’e´le´ment inte´gral Ek ⊂ Tx0M.
Lorsque ce rang est stable pour une petite perturbation ge´ne´rique du point x0 et du
plan Ek, on dit que le plan Ek est re´gulier et que le plan Ek+1 = Ek⊕K~v est ordinaire.
Pour un plan inte´gral Ek singulier, le rang rp(Ek) est infe´rieur au rang ge´ne´rique.
Exemple 1.3 L’e´tude de l’e´quation de Clairaut (f e´tant une fonction analytique)
y = xy′ + f(y′),
permet de comprendre la distinction entre plan inte´gral singulier et plan inte´gral ordi-
naire.
Plac¸ons nous sur la varie´te´ des jets J1(C,C) de coordonne´es locales (x, y, y′ = p).
L’e´quation de Clairaut de´finit une varie´te´ E →֒ J1 de dimension deux. La restriction de
la forme de contact dy − pdx de l’espace J1 sur cette varie´te´ donne
ω := d (xp + f(p))− pdx
= (x+ f ′(p))dp.
Soit Σ le syste`me diffe´rentiel exte´rieur sur E donne´ par ω = 0, dx 6= 0. Un e´le´ment
inte´gral E0 de dimension 0 est un point quelconque x0 = (x0, y0, p0) de la diffie´te´ E .
Le 1-plan E1 ⊂ Tx0E , engendre´ par le vecteur ~v, est un e´le´ment inte´gral de dimen-
sion 1 si et seulement si ~v ∈ H(E0) c’est a` dire
< ω;~v >= 0.
Ce syste`me est de rang e´gal a` un pourvu que x+ f ′(p) soit non nul. Dans ce cas, on a
dp = 0 (p est constant), qui est l’e´quation des 1-plans inte´graux ordinaires. Les solutions
ordinaires de l’e´quation de Clairaut ont pour e´quation y = xC + f(C) ou` C est une
constante quelconque.
Le 1-plan inte´gral singulier correspond a` la chute du rang du syste`me de polaire, c’est
a` dire a` x + f ′(p) = 0. Il est tangent a` l’unique varie´te´ inte´grale singulie`re de´finie par
les e´quations {
x+ f ′(p) = 0,
y − xp− f(p) = 0
qui est l’enveloppe de la famille de solutions ordinaires.
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Fig. 1.1 – La solution singulie`re est l’enveloppe de la famille des solutions ordinaires
Dans la suite, les rangs conside´re´s sont suppose´s ge´ne´riques. D’apre`s la proposition
1.3, pour que le plan inte´gral ordinaire Ep existe, il faut et il suffit qu’il existe un plan
inte´gral re´gulier Ep−1 ⊂ Ep tel que le syste`me polaire qui lui est associe´ admette au
moins p solutions line´airement inde´pendantes. Cela se traduit par la condition de rang
rp(Ep−1) ≤ m− p, (m = dimM). (1.5)
On obtient dans un voisinage de x0, un champs de plans inte´graux x → Ep(x). On
de´montre que ce champ de plans ve´rifie la condition de comple`te inte´grabilite´ de Fro-
benius. Il de´finit donc un feuilletage et la feuille passant par x0 est alors une varie´te´
inte´grale ordinaire de dimension p.
The´ore`me 1.3 (Cartan–Ka¨hler) Soit x0 ∈M et Σ un syste`me diffe´rentiel exte´rieur
ferme´ sur M . Alors les conditions suivantes sont e´quivalentes :
(i) Le syste`me Σ admet un p-plan inte´gral ordinaire Ep passant par x0.
(ii) Le syste`me Σ admet un (p−1)-plan inte´gral re´gulier Ep−1, passant par x0, tel que
rp(Ep−1) ≤ m− p.
(iii) Le syste`me Σ admet une varie´te´ inte´grale de dimension p et tangente a` Ep au
point x0.
De´finition 1.11 (caracte`res de Cartan) Les caracte`res de Cartan sont des entiers
naturels de´finis en posant s0 + s1 + s2 + · · · + sk = rp(Ek), (0 ≤ k ≤ p − 1). Le
pseudo–caracte`re s˜p est de´fini en posant s0 + s1 + s2 + · · ·+ sp−1 + s˜p = m− p.
La condition d’existence de p-plans inte´graux ordinaires (1.5) se reformule alors en
s0 + s1 + s2 + · · ·+ sp−1 ≤ m− p.
Proposition 1.4 Dans les hypothe`ses du thm. 1.3 (Cartan–Ka¨hler), le plan inte´gral
ordinaire Ep de´pend de r constantes re´elles inde´pendantes avec
r = s1 + 2s2 + 3s3 + · · ·+ (p− 1)sp−1 + ps˜p.
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1.2.3 Syste`mes exte´rieurs avec condition d’inde´pendance
Un syste`me diffe´rentiel exte´rieur avec condition d’inde´pendance est la donne´e d’un
syste`me diffe´rentiel exte´rieur sur M et d’une p-forme θ1∧ · · ·∧ θp ∈ Ωp(M) de´finie a` un
facteur pre`s. La proprie´te´ d’involution signifie que la prise en compte de la condition
d’inde´pendance θ1∧· · ·∧θp 6= 0, ne modifie pas le rang ge´ne´rique des syste`mes polaires.
De´finition 1.12 (caracte`res re´duits) L’espace polaire re´duit de l’e´le´ment inte´gral E
est obtenu en supprimant, dans le syste`me polaire associe´, les colonnes correspondantes
aux 1-formes θ1, · · · , θp. Les caracte`res re´duits de Cartan s′0, · · · , s′p−1, s˜′p sont obtenus
a` partir des syste`mes polaires re´duits par un calcul identique a` celui des caracte`res de
Cartan.
The´ore`me 1.4 SoitM une varie´te´, (θ1, θ2, · · · , θp) un syste`me de 1-formes line´airement
inde´pendantes sur M et Σ ⊂ Ω(M) un syste`me diffe´rentiel exte´rieur ferme´. On pose
θ = θ1 ∧ · · · ∧ θp. Alors les conditions suivantes sont e´quivalentes :
(i) Σ admet, en un point ge´ne´rique x ∈M , au moins un p-plan inte´gral ordinaire Ep
passant par x et satisfaisant la condition d’inde´pendance
θEp 6= 0.
(ii) Σ admet, en un point ge´ne´rique x ∈M , au moins une varie´te´ inte´grale i : S →֒ M
ordinaire passant par x et satisfaisant la condition d’inde´pendance
i∗(θ) 6= 0.
(iii) Les matrices respectives du syste`me polaire et du syste`me polaire re´duit de´finissant Ep
ont meˆme rang ge´ne´rique i.e.
si = s
′
i, (0 ≤ i ≤ p− 1).
(iv) Le plan inte´gral ordinaire Ep de´pend de r constantes arbitraires avec




3 + · · ·+ (p− 1)s′p−1 + ps˜′p.
De´finition 1.13 (involution) Lorsque l’une des quatre conditions e´quivalentes du the´ore`me
pre´ce´dent est ve´rifie´e, le syste`me exte´rieur Σ est dit en involution par rapport aux
formes (θ1, θ2, · · · , θp).
1.2.4 Prolongation d’un syste`me diffe´rentiel exte´rieur
Soit π : Gp(TM)→ M le fibre´ grassmannien dont la fibre Gp(TxM) au point x ∈M
est l’espace des p-plans tangents en x a` la varie´te´ M . Il est canoniquement muni d’un
syste`me de Pfaff line´aire (voir de´finition 1.15) avec condition d’inde´pendance
I ⊂ J ⊂ Ω1 (Gp(TM))
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Concre`tement, soit (x1, · · · , xp, u1, · · · , un), avec p + n = m, un syste`me de coor-
donne´es locales sur M. Un ouvert dans Gp(TM) est donne´ par les p-plans tangents a`
M telle que
dx1 ∧ · · · ∧ dxp 6= 0. (1.6)
Dans cet ouvert il existe des λij ∈ K tels que
dui − λijdxj = 0, 1 ≤ i ≤ n. (1.7)
Ainsi, (x1, · · · , xp, u1, · · · , un, λ11, · · · , λnp) fournit un syste`me de coordonne´es locales de
Gp(TM). Le syste`me de Pfaff canonique de Gp(TM) est donne´ par les 1-formes (1.7)
et la condition d’inde´pendance (1.6).
De´finition 1.14 La prolongation d’un syste`me diffe´rentiel exte´rieur Σ est la restric-
tion du syste`me canonique de la varie´te´ Gp(TM) sur l’espace des p-plans inte´graux
ordinaires de Σ.
Illustrons ce proce´de´ sur un exemple.
Exemple 1.4 Conside´rons le syste`me diffe´rentiel exte´rieur Σ de´fini sur la varie´te´ M
de coordonne´es locales (x, y, u) ∈ K3{
du ∧ dx = 0,
dx ∧ dy 6= 0.
Le syste`me de Pfaff canonique sur la varie´te´ G2(TM) est{
du− λdx− µdy = 0,
dx ∧ dy 6= 0. (1.8)
La restriction de ce syste`me sur la sous–varie´te´ des 2-plans inte´graux ordinaires se fait
en deux e´tapes. D’abord, remplac¸ons, dans le syste`me Σ, la forme du par λdx+µdy. On
de´duit alors que µ = 0 (qui est l’e´quation de la sous–varie´te´ des 2-plans inte´graux or-
dinaires). Remplac¸ons, ensuite, cette valeur dans (1.8). On obtient le syste`me prolonge´
cherche´ {
du− λdy = 0,
dx ∧ dy 6= 0.
Qui est bien un syste`me de Pfaff line´aire.
Remarque 1.2 D’apre´s le the´ore`me de Cartan-Kuranishi [Kur57], sous certaines hy-
pothe`ses de re´gularite´, un syste`me diffe´rentiel exte´rieur peut eˆtre prolonge´ en un nombre
fini d’e´tapes, en un syste`me qui est soit en involution, soit incompatible.
1.3 Syste`mes de Pfaff line´aires
On associe au syste`me de Pfaff{
ωα = 0, 1 ≤ α ≤ n,
θ1 ∧ θ2 ∧ · · · ∧ θp 6= 0, (1.9)
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le drapeau de Cω(M)-modules
I ⊂ J ⊂ Ω1(M), (1.10)
en posant I = (ωα) et J = (ωα, θi) pour 1 ≤ α ≤ n et 1 ≤ i ≤ p. On obtient une base
locale (ωα, θi, πρ) de Ω1(M) adapte´e au drapeau (1.10) en comple´tant la base (ωα, θi)
de J par des 1-formes πρ ∈ Ω1M (1 ≤ ρ ≤ r).
De´finition 1.15 Un syste`me de Pfaff I ⊂ J ⊂ Ω1(M) est dit line´aire si et seulement
si dI = 0 mod [J ] ou` [J ] est l’ide´al exte´rieur engendre´ par le module J.
1.3.1 Un syste`me EDP est un syste`me de Pfaff line´aire
Sur les espaces des jets Jq(X,U) il existe un syste`me de Pfaff line´aire canonique avec
condition d’inde´pendance, appele´ syste`me de contact. Les varie´te´s inte´grales sont les jets
d’ordre q des graphes Γf = {(x, f(x)), x ∈ X} ⊂ X × U des fonctions f : X → U. En
coordonne´es locales ce syste`me de contact est donne´ par la p-forme θ = dx1 ∧ · · · ∧ dxp
et les formes de contact
ωα = duαI − uαI,idxi, 1 ≤ i ≤ p, 1 ≤ α ≤ n, #I < q.
Proposition 1.5 Soit i : Eq →֒ Jq un syste`me EDP. La fonction f : X → U est une
solution de ce syste`me si et seulement si le graphe de la fonction jqf est une varie´te´
inte´grale du syste`me de Pfaff line´aire obtenu en restreignant sur Eq (par le pull–back i∗)
le syste`me de contact de Jq(X,U).
1.3.2 Equations de structure
Les e´quations de structure du syste`me de Pfaff (1.9) s’obtiennent en calculant la
diffe´rentielle exte´rieure des 1-formes ωα. Lorsque le syste`me est line´aire, on obtient
dωα = Aαρiπ
ρ ∧ θi + T αjkθj ∧ θk mod [I]. (1.11)
Cette line´arite´ est e´quivalente a` l’inexistence des 2-formes πρ ∧ πρ′ dans (1.11). Les
coefficients Aαρi et T
α
jk sont des e´le´ments de C
ω(M). Les fonctions T αjk sont appele´es
e´le´ments de torsion, ils sont anti-syme´triques en les indices j, k et de´pendent de notre
choix des formes πρ.
1.3.3 E´le´ment de torsion essentiel
Soit i : S →֒ M une varie´te´ inte´grale de dimension p du syste`me de Pfaff (1.9). Dans
ce cas
i∗(θ1) ∧ i∗(θ1) ∧ · · · ∧ i∗(θp) 6= 0,
et par conse´quent les formes i∗(ωa) et i∗(πρ) sont des combinaisons line´aires des formes i∗(θi).
En particulier, il existe des coefficients λρi ∈ Cω(M) tels que
i∗(πρ) = λρi i
∗(θi), 1 ≤ ρ ≤ r
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Restreintes sur S, les 2-formes des e´quations de structure dωα sont nulles. Le calcul




T αjk −Aαρjλρk + Aαρkλρj
)
i∗(θj ∧ θk) = 0, (1 ≤ α ≤ a).
Comme les formes θi demeurent line´airement inde´pendantes sur toute solution S, ces
e´quations sont e´quivalentes au syste`me (en omettant le pull-back i∗)




k −Aαρkλρj , (1 ≤ α ≤ a; 1 ≤ j < k ≤ p). (1.12)
Ce syste`me est line´aire en les inconnues λρi , ce qui est une conse´quence directe de la
line´arite´ du syste`me de Pfaff conside´re´.
Analysons les conditions portant sur les T αjk pour que ce syste`me line´aire (1.12) soit
compatible. En e´liminant les coefficients inde´termine´s λρi par une proce´dure de pivot
de Gauss, on obtient des combinaisons line´aires des fonctions T αjk, appele´es e´le´ments
de torsion essentiels, qui sont force´ment nulles. Re´ciproquement, cette nullite´ assure
l’existence des λρi .
The´ore`me 1.5 Les e´le´ments de torsion essentiels sont des fonctions de M dans K qui
s’annulent sur toute varie´te´ inte´grale S ⊂M du syste`me de Pfaff line´aire I ⊂ J ⊂ Ω1M ,
autrement dit, ce sont des contraintes d’inte´grabilite´.
Il est clair que l’ensemble des e´le´ments de torsion essentiels est un Cω(M)-module.
1.3.4 Absorption de la torsion
Dans les e´quations de structures, les coefficients de torsion de´pendent de notre choix
des formes πρ. En particulier, si on modifie les formes πρ de la manie`re suivante
πρ := πρ + λρi θ
i, λρi ∈ Cω(M), (1.13)
alors les nouveaux coefficients de torsion T
α














k − Aαρkλρj .
(1.14)
L’absorption de la torsion consiste a` calculer des valeurs des λρi , en partant du syste`me
line´aire (1.14), de manie`re a` fixer le maximum d’e´le´ments T
α
jk a` ze´ro. Le nombre de
coefficients λρi dont la valeur est arbitraire est appele´ degre´ d’inde´termination. C’est la
dimension de la varie´te´ des p-plans inte´graux passant par un point x ∈M.
Proposition 1.6 Apre`s le processus d’absorption de la torsion, les e´le´ments de torsion
qui restent non nuls sont des contraintes d’inte´grabilite´.
Le proce´de´ d’absorption de la torsion, outre qu’il permet de retrouver les contraintes
d’inte´grabilite´ du the´ore`me 1.5, est un proce´de´ particulie`rement utile parce qu’il aboutit
a` adapter le corepe`re (ωα, θi, πρ) de manie`re a` ce que les e´quations de structure soient
creuses au maximum. Ainsi cette absorption rendra plus aise´s les calculs ulte´rieurs.
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1.3.5 Algorithme ge´ne´ral
Les contraintes d’inte´grabilite´ obtenues par le proce´de´ de l’absorption de la torsion
de´finissent une sous–varie´te´ i : M1 →֒ M. On obtient un nouveau syste`me de Pfaff
en se restreignant sur cette sous varie´te´. Par hypothe`se, les formes i∗θi doivent rester
inde´pendantes. Dans le cas contraire, le syste`me de de´part est impossible.
Nous avons maintenant toutes les constructions utiles pour de´velopper le calcul des



















Système de Pfaff linéaire
Le système admet au moins une variété
intégrale en tout point de M
Fig. 1.2 – Algorithme de calcul des contraintes d’inte´grabilite´ d’un syste`me de Pfaff
line´aire
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1.4 Pseudo–groupes de Lie
La de´finition suivante est prise du livre [Lor05], voir aussi [SS65].
De´finition 1.16 (pseudo–groupe) Soient M une varie´te´ analytique et Φ = {ϕi :
Ui → Vi}i∈I une collection de diffe´omorphismes analytiques entre ouverts de M . On
dira que Φ est un pseudo–groupe sur M si les conditions suivantes sont satisfaites
(i) si (ϕ : U → V ) appartient a` Φ alors ses restrictions (ϕ|U ′ : U ′ → V ) a` tout ouvert
U ′ ⊂ U appartiennent aussi a` Φ ;
(ii) un diffe´omorphisme ϕ : U → V entre ouverts de M appartiennent a` Φ de´s que
ses restrictions ϕ|Uj : Uj → ϕ(Uj) appartiennent a` Φ pour un recouvrement ouvert
(non ne´cessairement fini) U = ∪j∈JUj ;
(iii) si ϕ : U → V ′ et ψ : V →W appartiennent a` Φ tel que V ′ ⊆ V , alors leur
composition ψ ◦ ϕ : U →W appartient a` Φ.
(iv) l’identite´ Id : U → U appartient a` Φ pour tout ouvert U de M .
(v) si (ϕ : U → V ) appartient a` Φ alors son inverse ϕ−1 : V → U appartient aussi a` Φ.
Voici quelques exemples [Lor05]
Exemple 1.5 L’intersection de deux pseudo–groupes est un pseudo–groupe.
Exemple 1.6 L’ensemble des transformations Id : U → U forment le pseudo–groupe
trivial su M . De meˆme, on de´finit le pseudo–groupe de tous les diffe´omorphismes ana-
lytiques entre ouverts de M que l’on notera Diff locM.
Exemple 1.7 Le flot d’un champ de vecteur analytique X sur M de´finit un pseudo–
groupe. Soit x0 ∈ M, a` chaque chemin γ : [0, 1]→ M , γ(0) = x0, on associe l’applica-
tion ϕγ : Uγ → V obtenue en inte´grant X le long de γ. Ici Uγ est l’ouvert de M dans
lequel on peut effectivement inte´grer.
On dira que le pseudo–groupe Φ sur M est transitif lorsque pour tous x, y ∈ M il
existe un diffe´omorphisme (ϕ : U → V ) ∈ Φ tels que x ∈ U et ϕ(x) = y.
De´finition 1.17 (prolongement holoe´drique) Soient π : M˜ →M une varie´te´ fibre´e
au dessus de M et deux pseudo–groupes Φ et Φ˜, le premier ope´rant sur M , le second
sur M˜. Si pour toute transformation ϕ˜ ∈ Φ˜, il existe une transformation ϕ ∈ Φ telle
que
π ◦ ϕ˜ = ϕ ◦ π,
alors le pseudo–groupe Φ˜ sera dit prolongement de Φ. Le prolongement sera dit holoe´drique
si la correspondance ϕ→ ϕ˜ est bi–univoque.
Deux pseudo–groupes Φ1 et Φ2 surM sont dits semblables s’il existe un diffe´omorphisme
φ : M →M tel que Φ2 = φ−1Φ1φ. Ils sont dits isomorphes s’ils admettent des prolon-
gements holoe´driques Φ˜1 et Φ˜2 semblables.
De´finition 1.18 (pseudo–groupe de Lie) Un pseudo–groupe de Lie est un pseudo–
groupe forme´ de diffe´omorphismes qui sont solutions analytiques locales d’un syste`me
d’e´quations (et d’ine´quations) aux de´rive´es partielles analytiques, appele´es e´quations de
de´finition.
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Un pseudo–groupe de Lie sera dit de dimension finie si la solution ge´ne´rale de ses
e´quations de de´finition de´pend d’un nombre fini de constantes arbitraires. Le pseudo–
groupe de Lie est de dimension infinie dans le cas contraire. Quand la dimension est
nulle, les e´quations de de´finitions se re´duisent a` des e´quations non diffe´rentielles. On
verra au chapitre 2 que la dimension d’un pseudo–groupe de Lie (de´fini par des e´quations
alge´bro–diffe´rentielles) est e´gale au nombre de points sous les escaliers associe´s a` ces
e´quations de de´finition e´crites sous certaine forme.
Exemple 1.8 Les transformations ϕ : R2 → R2 (avec βx 6= 0){
T = t+ α(x),
X = β(x),
(1.15)
forment un pseudo–groupe Φ ⊂ Diff loc(R2). Il est de Lie car il est e´galement de´fini par










De plus, il est de dimension infinie puisque le de´veloppement de Taylor d’une transfor-
mation ϕ de´pend d’une infinite´ de constantes arbitraires.
Exemple 1.9 Le pseudo–groupe de transformations (x, y)→ (f(x), f(y)) n’est pas de Lie.
1.4.1 Le premier the´ore`me fondamental de Cartan
E´lie Cartan caracte´rise tout pseudo–groupe de Lie par l’invariance d’un certain
nombre de 0-formes et de 1-formes. Plus pre´cise´ment, on a (le premier the´ore`me fonda-
mental de Cartan)
The´ore`me 1.6 (Cartan) Tout pseudo–groupe de Lie admet un prolongement holoe´drique
ope´rant sur un certain nombre r de variables xi et de´fini comme l’ensemble des trans-
formations qui laissent invariantes :
(i) un certain nombre de fonctions des xi,
(ii) r formes de Pfaff line´airement inde´pendantes par rapport aux diffe´rentielles dxi
et dont les coefficients peuvent de´pendre d’autres variables auxiliaires ; enfin le
prolongement conside´re´ a ses e´quations de de´finition du premier ordre.
La de´monstration de ce the´ore`me, qui se trouve dans [Car53], est en fait un algorithme
qui permet de calculer de tels invariants. Nous allons rappeler ici, sur un exemple, cet
algorithme (voir aussi [LR98] et [LR00]). Pour cela, nous avons besoin d’un peu de
mate´riel.
De´finition 1.19 Une syme´trie d’une distribution ∆ sur M est une transformation
ϕ ∈ Diff locM telle que ϕ∗(∆) = ∆.
Dire que ϕ est syme´trie de la distribution ∆ est e´quivalent a` dire que ϕ envoie une
varie´te´ inte´grale de ∆ sur une autre varie´te´ inte´grale.
D’apre`s la proposition 1.5 page 26, les e´quations de de´finition d’un pseudo–groupe
de Lie Φ sur M de´finissent une varie´te´ EΦ munie d’une distribution ∆Φ.
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Lemme 1.1 (Lie) E´tant donne´ un pseudo–groupe de Lie Φ ⊂ Diff locM et une trans-
formation ϕ ∈ Diff locM. Les propositions suivantes sont e´quivalentes
(i) ϕ ∈ Φ,
(ii) ϕ× Id : M ×M →M ×M est une syme´trie des e´quations de de´finition de Φ.
De´monstration. Montrons d’abord (1) =⇒ (2) : Soient (ϕ : U → ϕ(U)) et (φ : V → φ(V ))
deux e´le´ments de Φ ou` les ouverts U et V sont tel que V ⊆ U . Notons par
Γφ = {(x, φ(x)), x ∈ V }
le graphe de (φ : V → φ(V )). On a
(ϕ× Id) Γφ = {(ϕ(x), φ(x)), x ∈ V },
= {(x, φ ◦ ϕ−1(x)), x ∈ ϕ(V )}.
Maintenant, puisque ϕ|V , φ ∈ Φ alors, d’apre`s la de´finition d’un pseudo–groupe, φ◦ϕ|−1V
appartient a` Φ. Par conse´quent (ϕ× Id) Γφ est le graphe d’une solution des e´quations
de de´finition de Φ. Ce qui montre que ϕ× Id est une syme´trie de ces e´quations.
Inversement, si ϕ × Id est une syme´trie alors φ ◦ ϕ|−1V appartient a` Φ. Mais comme
la transformation φ−1 appartient a` Φ, on en de´duit que ϕ|V ∈ Φ pour tout V ⊆ U et
par conse´quent ϕ ∈ Φ. CQFD
Remarque 1.3 Suivant le meˆme raisonnement on de´montre le lemme pour Id × ϕ et
ϕ× ϕ a` la place de ϕ× Id.
Voyons maintenant comment Cartan calcule les invariants qui caracte´risent un pseudo–
groupe de Lie donne´ en appliquant le lemme 1.1.
Exemple 1.10 (Suite) Conside´rons le pseudo–groupe de Lie Φ (1.15) ope´rant sur










Elles de´finissent une sous–varie´te´ EΦ ⊂ J1(M,M) de dimension 6 et de coordonne´es
locales (t, x, T,X, u1 = Tx, u2 = Xx).
Les deux formes de contact de EΦ s’obtiennent par restriction des deux formes de
contact de l’espace des jets J1(M,M){
dT − Ttdt− Txdx,
dX −Xtdt−Xxdx,
en tenant compte des e´quations (1.16){
dT − dt− u1dx,
dX − u2dx.
Elles engendrent une distribution (en involution) ∆Φ sur la varie´te´ EΦ. Soit ϕ ∈ Φ,
e´crivons que la premie`re prolongation ϕ˜ := pr(1)(ϕ × Id) est une syme´trie de cette
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distribution i.e. qu’elle conserve le module des formes de contact de EΦ. Pour cela, on
pose
(t¯, x¯, T,X, u¯1, u¯2) := ϕ˜(t, x, T,X, u1, u2).





forme´e de 4 fonctions
de´finies sur la sous–varie´te´ EΦ telle que(


























Puisque on a suppose´ que (t¯, x¯) = ϕ(t, x), le membre de droite de cette e´galite´ est une
combinaison line´aire des formes dt et dx. L’inde´pendance des 4 coordonne´es (t, x, T,X)










Les deux formes ω1 := dt+ u1dx et ω
2 := u2dx sont donc deux formes invariantes sous
l’action de ϕ et (u1, u2) sont les deux variables auxiliaires figurant dans le the´ore`me de
Cartan page 30.
Inversement, l’invariance de ω1 et ω2 sous l’action de ϕ implique la relation (1.17),
autrement dit le fait que ϕ˜ est syme´trie de la distribution ∆Φ.
Nous avons ici un exemple de prolongement holoe´drique. Toute transformation ϕ :M →M
se prolonge de fac¸on unique en une transformation ϕ˜ : M˜ → M˜ ou` la varie´te´ M˜ := EΦ
est bien une varie´te´ fibre´e au-dessus de la varie´te´ M .
1.4.2 Pseudo–alge`bres de Lie
E´tant donne´ un pseudo–groupe Φ ope´rant surM . Conside´rons pour tout ouvert U ⊂M
l’ensemble de champs de vecteurs analytiques X de´finis sur l’ouvert U dont le flot est
entie`rement contenu dans Φ
A(U) = {X ∈ Γ(TU); (ϕtX : Ut → U) ∈ Φ pour tout t ∈ R}.
Le domaine de de´finition Ut de ϕ
t
X est un ouvert strict de U pour t 6= 0 et devient
vide de`s que |t| ≫ 0. On peut ve´rifier que si le pseudo–groupe Φ est ferme´ pour la
convergence uniforme sur les compacts [Lor05], alors A(U) (muni de crochet de Lie sur
les champs de vecteurs) est une R-alge`bre de Lie et est aussi ferme´e pour la topologie
pre´ce´dente. Ceci de´coule des formules
ϕtX = ϕ
t
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et





X ◦ ϕ1/nY ◦ ϕ−1/nX ◦ ϕ−1/nY
)n2
de´rive´e de la formule de Campbell-Haussdorff a` l’ordre 2 :
ϕX ◦ ϕY = ϕX+Y+ 1
2
[X,Y ]+o(XY ).
A est un faisceau d’alge`bres de Lie.
De´finition 1.20 E´tant donne´ un pseudo–groupe Φ sur M , le faisceau A est appele´ la
pseudo–alge`bre de Lie associe´e a` Φ.
Si le pseudo–groupe Φ est de Lie alors il est ferme´ pour la convergence uniforme sur les
compacts. Dans ce cas, la pseudo–alge`bre de Lie associe´e s’obtient a` partir des e´quations
de de´finition de Φ de la fac¸on suivante : De´signons par x la variable inde´pendante et
par x¯ la variable de´pendante dans les e´quations de de´finition de Φ. Les e´quations de
de´finition de la pseudo–alge`bre de Lie associe´e a` Φ se calculent en posant
x¯ = x+ εX(x) + o(ε),
dans les e´quations de de´finition de Φ. Le syste`me obtenu est un syste`me aux de´rive´es
partielles line´aire contraignant les composantes de X.
Exemple 1.11 En guise d’exemple, conside´rons le pseudo–groupe de´fini par les e´quations (1.16)
























dans ces e´quations. L’identification par rapport a` ε permet d’obtenir les e´quations de
de´finition de la pseudo–alge`bre de Lie
τt = 0, ξt = 0.
L’inte´gration de ces e´quations montre que la pseudo–alge`bre de Lie est forme´e de champs






ou` τ et ξ sont des fonctions arbitraires.
1.4.3 Proble`mes d’e´quivalence
De´finition 1.21 Un proble`me d’e´quivalence est la donne´e d’une famille de diffie´te´s
Ef = (M,∆f) indexe´es par l’e´le´ment f et un pseudo–groupe de Lie Φ qui ope`re sur M .
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Les deux diffie´te´s Ef et Ef¯ sont dites e´quivalentes sous l’action du pseudo–groupe Φ s’il
existe une transformation ϕ ∈ Φ telle que
ϕ∗(∆f ) ⊂ ∆f¯ .
L’orbite d’une diffie´te´ Ef est l’ensemble [Ef ] forme´ de toutes les diffie´te´s qui se rame`nent
a` Ef par une transformation ϕ ∈ Φ.
De´finition 1.22 (invariant) E´tant donne´ un proble`me d’e´quivalence (Ef ,Φ). L’objet
ge´ome´trique If de´fini sur la varie´te´ fibre´e π : M˜ → M est un invariant si et seulement
si
∀ϕ ∈ Φ : ϕ∗(Ef¯) = Ef alors ϕ˜∗(If¯) = If ,
ou` ϕ˜ est le prolongement holoe´drique de ϕ sur M˜.
Dans la de´finition pre´ce´dente l’objet ge´ome´trique If peut eˆtre une fonction, une forme,
un champ de vecteurs, un champ de tenseurs, une connexion... etc.
De´finition 1.23 Soit (Ef ,Φ) un proble`me d’e´quivalence. Un ensemble d’invariants J
de ce proble`me est dit complet si les deux conditions
(i) ϕ∗Ef¯ = Ef ,
(ii) ϕ˜∗If¯ = If , ∀I ∈ J ,
sont e´quivalentes (ϕ˜ est le prolongement holoe´drique de ϕ ∈ Φ).
Exemple 1.12 Conside´rons le proble`me d’e´quivalence des e´quations diffe´rentielles au-
tonomes
x¨ = f(x, x˙), x˙ =
dx(t)
dt
pour les transformations (1.15) page 30.













E´tant donne´ un proble`me d’e´quivalence (Ef ,Φ). Nous verrons dans ce chapitre que
le changement de variables ϕ ∈ Φ qui re´alise l’e´quivalence entre les deux diffie´te´s Ef
et Ef¯ est solution d’un certain syste`me d’e´quations et d’ine´quations aux de´rive´es par-
tielles. Lorsque la fonction cible f¯ est fixe´e, le calcul des conditions que doit ve´rifier la
fonction f pour que ce syste`me EDP admette au moins une solution ϕ est un proble`me
d’e´limination diffe´rentielle. Ce proble`me peut eˆtre traite´ a` l’aide d’un algorithme tel
que Rosenfeld-Gro¨bner base´ sur des techniques d’alge`bre diffe´rentielle et implante´
dans le syste`me de calcul symbolique Maple.
Nous de´montrons le the´ore`me 2.5 page 57 qui fait le lien entre le calcul du changement
de variable ϕ ∈ Φ qui conjugue l’e´quation ge´ne´rique Ef avec l’e´quation cible Ef¯ et le
pseudo–groupe de Lie de syme´tries Sf¯ := Autloc(Ef¯) ∩ Φ. Ce the´ore`me constitue la
contribution the´orique principale de la the`se.
En fin de chapitre, nous e´tudierons le grossissement des formules qui apparaissent
dans les calculs d’e´limination. Nous verrons e´galement qu’il est tre`s difficile en pratique
d’estimer, a` priori, la dure´e d’un calcul. Par contre, le fait que les techniques d’alge`bre
diffe´rentielle ne s’appliquent qu’a` des syste`mes EDP construits avec des polynoˆmes
diffe´rentiels n’est pas une limitation tre´s contraignante en pratique.
2.1 Rosenfeld-Gro¨bner
Dans cette section, le lecteur trouvera une pre´sentation succincte de l’algorithme
Rosenfeld-Gro¨bner , qui permet entre autre de calculer les contraintes d’inte´grabilite´
ou d’e´liminer certaines inconnues dans des syste`mes EDP comportant des ine´quations.
Pour un expose´ plus de´taille´, on peut consulter [Bou94, BLOP95, Pet99, Bour].
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2.1.1 La pseudo–division des polynoˆmes
Soit k un corps commutatif et de caracte´ristique nulle. SoitX un alphabet, e´ventuelle-
ment infini, d’inde´termine´es. On note k[X] l’anneau des polynoˆmes construits sur l’al-
phabet X et a` coefficients dans k. On suppose X totalement ordonne´ et on conside`re
un polynoˆme f ∈ k[X] \ k. On appelle inde´termine´e principale de f la plus grande des
inde´termine´es x ∈ X qui figure dans f c’est a` dire telle que deg(f, x) 6= 0. On la note
ldf. Notons d = deg(f, x). Le monoˆme xd est appele´ le rang de f . Le coefficient de xd
dans f est l’ initial de f , lequel est note´ If . Le polynoˆme ∂f/∂x est le se´parant de f ,
lequel est note´ Sf . Ce sont tous les deux des polynoˆmes de k[X].
Soit g ∈ K[X] un autre polynoˆme. Supposons que l’initial de f appartienne a` k. On
peut alors calculer le quotient q et le reste r de la division euclidienne de g par f , vus
comme des polynoˆmes en l’inde´termine´e x et a` coefficients dans l’anneau K[X \ {x}].
g f
r q
Le couple (q, r) est de´fini de fac¸on unique. Il satisfait
deg(r, x) < deg(f, x), g = f q + r.
On note quo(g, f, x) le quotient et rem(g, f, x) le reste ou parfois quo(g, f) et rem(g, f)
lorsqu’aucune ambiguite´ n’est a` craindre. Si l’initial de f n’appartient pas a` k, la division
euclidienne de g par f n’est plus possible : il n’y a aucune raison pour que l’initial de f
divise exactement le coefficient principal de g par rapport a` x. On dispose toutefois de
l’algorithme de pseudo–division qui consiste a` multiplier g par une puissance de l’initial
de f suffisante pour que les divisions par l’initial de f tombent juste. En notant If
l’initial de f et a = deg(f, x)− deg(g, x) + 1,
Iaf g f
r q
Le couple (q, r) est de´fini de fac¸on unique. Il satisfait
deg(r, x) < deg(f, x), Iaf g = f q + r.
On note pquo(g, f, x) le pseudo–quotient et prem(g, f, x) le pseudo–reste de f par g ou
parfois pquo(g, f) et prem(g, f) lorsqu’aucune ambiguite´ n’est a` craindre.
Soit F ⊂ k[X] \ k un ensemble fini ou infini. On de´finit prem(g, F ) comme l’un des
re´sultats possibles de l’algorithme suivant.
function prem(g, F )
begin
r := g
while ∃ f ∈ F, deg(r, ldf) ≥ deg(f, ldf) do
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Remarque 2.1 Sans pre´cision supple´mentaire, rien ne garantit que la fonction ter-
mine. Ces pre´cisions (utilisation de classements) sont donne´es dans les sections qui
suivent.
2.1.2 Polynoˆmes diffe´rentiels
On appelle de´rivation sur un anneau R toute application ∂ : R→ R satisfaisant les
axiomes des de´rivations :
∂(a + b) = ∂(a) + ∂(b), ∂(a b) = ∂(a) b+ a ∂(b), (∀ a, b ∈ R).
Un anneau diffe´rentiel est un anneau muni d’un nombre fini de de´rivations suppose´es
commuter entre elles :
∂i(∂j(a)) = ∂j(∂i(a)) (∀ a ∈ R).
De la meˆme fac¸on, un corps diffe´rentiel est un anneau diffe´rentiel qui est aussi un corps.
En alge`bre diffe´rentielle, on manipule des polynoˆmes diffe´rentiels qui sont des e´le´ments
d’une k-alge`bre diffe´rentielle libre R = k{U}. Le corps des coefficients k est un corps
diffe´rentiel commutatif de caracte´ristique nulle muni d’un ensemble de de´rivations ∆ =
{∂1, . . . , ∂p} avec p ≥ 0. L’ensemble U = {u1, . . . , un} est l’ensemble des inde´termine´es
diffe´rentielles.
L’ensemble ∆ engendre un mono¨ıde commutatif
Θ = {∂α11 · · ·∂αpp | α1, . . . , αp ∈ N}
pour l’ope´ration de composition. Les e´le´ments θ ∈ Θ sont les ope´rateurs de de´rivation
de la forme θ := ∂α avec α := (α1, . . . , αp) ∈ Np et ∂α := ∂α11 · · ·∂αpp . Ces ope´rateurs
de de´rivation commutent. Le mono¨ıde Θ agit librement sur l’ensemble des inde´termine´es
diffe´rentielles U , engendrant l’ensemble infini ΘU des de´rive´es. Les polynoˆmes diffe´rentiels
de R := k{U} peuvent ainsi eˆtre vus comme des polynoˆmes au sens habituel sur l’al-
phabet infini des de´rive´es ΘU . On a donc
k{U} = k[ΘU ].
De´finition 2.1 (classement) Un classement ≺ est une relation d’ordre total sur ΘU
compatible avec l’action des de´rivations sur ΘU , c’est–a`–dire qui satisfait les deux
axiomes suivants :
1. v ≺ ∂αv (∀ v ∈ ΘU, α ∈ Np, α 6= (0, . . . , 0))
2. v ≺ w ⇒ θv ≺ θw (∀ v, w ∈ ΘU, θ ∈ Θ)
Supposons ΘU ordonne´ suivant un classement. Toutes les de´finitions donne´es dans la
section pre´ce´dente s’appliquent aux polynoˆmes diffe´rentiels, si ce n’est qu’on dit de´rive´e
dominante au lieu d’inde´termine´e principale.
La de´rive´e dominante du polynoˆme diffe´rentiel f ∈ R est note´e v = ld(f). On a
f = a0v
d + a1v
d−1 + · · ·+ ad, (ai ∈ R, 1 ≤ i ≤ d)
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et deg(f, v) = d. L’initial de f i.e. le polynoˆme diffe´rentiel a0 ∈ R sera note´ If . Le




= a0 d v
d−1 + a1(d− 1)vd−2 + · · ·+ ad−1.
Exemple 2.1 Conside´rons le polynoˆme diffe´rentiel ordinaire f ∈ Q{y} donne´ par f =
yy′2+y′. Il y a un seul classement admissible · · · > y′′ > y′ > y. Dans ce cas, ld(f) = y′,
deg(f, y′) = 2, If = y et Sf = 2yy
′ + 1.
Soient f ∈ R un polynoˆme diffe´rentiel et E ⊂ R un ensemble fini de polynoˆmes
diffe´rentiels. On de´finit le reste complet de f par E pour la re´duction de Ritt par
full rem (f, E) := prem(f, ΘE).
Rappelons, qu’en ge´ne´ral le re´sultat du calcul de prem n’est pas unique et de´pend de
l’ordre dans dans lequel la re´duction effectue´e.
On peut prouver que, si on le programme naturellement, c’est–a`–dire en cherchant
a` re´duire d’abord les de´rive´es les plus grandes vis–a`–vis du classement, l’algorithme de
re´duction termine.
De´finition 2.2 Un ide´al a de l’anneau diffe´rentiel (R, ∆) est dit diffe´rentiel s’il est
stable par de´rivation, i.e. ∀ p ∈ R, ∀ ∂ ∈ ∆, p ∈ a =⇒ ∂p ∈ a.
Si E ⊂ R, on note [E] le plus petit ide´al diffe´rentiel de R contenant E. On de´finit le
radical de l’ide´al a comme l’ensemble de tous les e´le´ments de R dont une puissance
entie`re appartient a` a, i.e.
√
a = {p ∈ R | ∃n ∈ N, pn ∈ a}.
Le radical d’un ide´al diffe´rentiel a est un ide´al diffe´rentiel qui contient a et note´
√
a.
2.1.3 Syste`mes EDP comportant des ine´quations
Soit (E = 0, S 6= 0) un syste`me d’e´quations et d’ine´quations diffe´rentielles ou`
E, S ⊂ R. Informellement, une solution de ce syste`me est un n-uplet de fonctions
η(x) := (η1(x), · · · , ηn(x)), x = (x1, . . . , xp),
tel que si l’on remplace chacune des inconnues ui ∈ U par la fonction ηi(x), les e´quations
et les ine´quations du syste`me sont satisfaites. Nous interpre´tons, dans la suite cette sub-
stitution µ : ui → ηi(x) comme un morphisme µ entre k-alge`bres diffe´rentielles. Deux
syste`mes diffe´rentiels sont alors dits e´quivalents, s’ils admettent les meˆmes solutions.
Ce point de vue se´mantique de l’e´quivalence complique (inutilement) la the´orie car il
faut alors tenir compte de l’espace de fonctions dans lequel on cherche les solutions.
Conside`re–t’on des solutions de´finies localement, globalement ? Sont–elles formelles,
analytiques, C∞, analytiques par morceau etc ? Doit–on s’interdire de travailler dans
des espaces de distributions ? Doit–on proscrire des solutions de´finies sur une varie´te´
complexe qui pre´sentent de la monodromie ?
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Le point de vue alge´brique, de´veloppe´ par J.F. Ritt dans les anne´es 1930, consiste
a` conside´rer que l’on cherche les solutions dans des corps diffe´rentiels abstraits quel-
conques qui ne sont pas force´ment des espaces fonctionnels.
Soit (K, ∆) une extension de corps diffe´rentiel quelconque du corps de coefficients
(k, ∆). Un k-morphisme diffe´rentiel µ : R→ K est une application telle que
µ(αf + βg) = αµ(f) + βµ(g), (α, β ∈ k, f, g ∈ R)
µ(f · g) = µ(f) · µ(g), (f, g ∈ R)
µ(∂f) = ∂µ(f), (∀ f ∈ R, ∀ ∂ ∈ ∆)
De´finition 2.3 (solution) Une solution µ : R→ K du syste`me (E = 0, S 6= 0) est un
k-morphisme diffe´rentiel, a` valeurs dans une extension de corps diffe´rentiel quelconque
K de k, telle que
E ⊂ ker µ et S ∩ ker µ = ∅.
Il est clair que ker µ est un ide´al diffe´rentiel qui est premier car µ(R) ≃ R/ kerµ est une
alge`bre sans diviseurs de ze´ro. Re´ciproquement, tout ide´al diffe´rentiel premier p ⊂ R
contenant E et ne rencontrant pas S fournit une solution dite ge´ne´rique µ : R → K
telle que p = ker µ. Pour cela, on pose K := Frac(R/p), autrement dit, le corps des
fractions de l’alge`bre diffe´rentielle sans diviseurs de ze´ros R/p. Le morphisme µ s’obtient
en composant les deux morphismes canoniques R→ R/p et R/p → Frac(R/p).
Nous sommes maintenant en mesure d’e´noncer une forme faible du the´oreˆme des ze´ros
de Hilbert ge´ne´ralise´ au cas diffe´rentiel. Soit R une k-alge`bre de polynoˆmes diffe´rentiels
et S = {s1, · · · , sℓ} avec ℓ ≥ 0 un sous–ensemble fini de R. On note
S∞ := {sn11 sn22 . . . snℓℓ | n1, . . . , nℓ ≥ 0} (2.1)
C’est le plus petit ensemble multiplicativement stable contenant 1 et S. Soit a un ide´al
diffe´rentiel de R. On de´finit l’ide´al dit sature´
a : S∞ := {p ∈ R | ∃ s ∈ S∞, ps ∈ a}.
On prouve que cet ide´al est diffe´rentiel et que a ⊂ a : S∞. D’autre part
√
a : S∞ =
√
a : S∞.
Dans la suite, on note [E], l’ide´al diffe´rentiel engendre´ par un sous–ensemble E ⊂ R.
The´ore`me 2.1 (ze´ros de Hilbert) Les polynoˆmes p ∈ R tels que µ(p) = 0 pour toute





Le syste`me admet des solutions si et seulement si 1 6∈√[E] : S∞ i.e. √[E] : S∞ 6= R.
Corollaire 2.1 Soient E et E ′ deux sous–ensembles de R. Les deux syste`mes d’e´quations






La preuve se fait en montrant que tout ide´al premier qui contient E doit contenir E ′
et re´ciproquement. Or l’intersection des ide´aux premiers qui contiennent E est e´gale a`
l’ide´al radiciel engendre´ par E.
Signalons une technique tre`s importante, appele´e localisation permettant de ramener
le syste`me (E = 0, S 6= 0) avec S = {s1, · · · , sℓ} a` un syste`me (E ′ = 0) comportant
uniquement des e´quations. Comme les solutions sont cherche´es dans des corps K ou`
tout e´le´ment non nul est invertible, toute ine´quation s 6= 0 peut eˆtre remplace´e par
l’e´quation sq = 1 ou` q est une nouvelle inconnue. On pose donc
E ′ := E ∪ {s1s2 . . . sℓq − 1} (2.2)
Il est facile de prouver que toute solution du syste`me (E = 0, S 6= 0) se prolonge
de manie`re unique en une solution du nouveau syste`me (E ′ = 0). E´videmment, ce
nouveau syste`me est de´fini sur l’alge`bre des polynoˆmes diffe´rentiels R′ := k{U ′} avec
U ′ = U ∪ {q}.
Lemme 2.1 Avec les conventions de (2.2), on a
√
[E] : S∞ =
√
[E ′] ∩ k{U}.
2.1.4 Ensembles caracte´ristiques
Soit C ⊂ R un ensemble de polynoˆmes diffe´rentiels, muni d’un classement admissible
sur les de´rive´es. On lui associe le syste`me (C = 0, HC 6= 0) ou` les e´quations sont de
la forme f = 0 et les ine´quations Sf 6= 0, If 6= 0 pour tout f ∈ C. Le polynoˆme f
est dit re´duit par rapport au polynoˆme g si pour la de´rive´e dominante v := ldg, on
a deg(f, v) < deg(g, v). Un polynoˆme f est dit re´duit par rapport a` C si f est re´duit
par rapport a` tout polynoˆme de C. L’ensemble C est dit autore´duit si tout polynoˆme
f ∈ C est re´duit par rapport aux autres polynoˆmes de C.
De´finition 2.4 (ensemble caracte´ristique) L’ensemble C ⊂ R est un ensemble ca-
racte´ristique de l’ide´al c :=
√
[C] : H∞C si et seulement si
(i) C est autore´duit
(ii) ∀f ∈ R, f ∈ c ⇐⇒full rem (f, C) = 0
Lemme 2.2 L’ide´al diffe´rentiel [C] : H∞C est radiciel.
De´monstration. Montrons que c ⊂ [C] : H∞C . Soit f ∈ c. Il suffit de remarquer
que la condition full rem (f, C) = 0 implique ∃h ∈ H∞C , hf ∈ [C], i.e. f ∈ [C] : H∞C .
CQFD
Un polynoˆme f ∈ R est dit partiellement re´duit par rapport a` C s’il est re´duit par
rapport a` ΘC \ C.
Lemme 2.3 Soit R0 l’ensemble des polynoˆmes de R partiellement re´duit par rapport a`
C. Alors R0 ∩
√
[C] : H∞C =
√
(C) : H∞C .
De´monstration. Posons c :=
√
[C] : H∞C . Par de´finition,
√
(C) : H∞C est un ide´al
alge´brique contenu dans R0. De´montrons l’inclusion R0∩c ⊂
√
(C) : H∞C . Soit f ∈ R0∩
c. Comme f est partiellement re´duit par rapport a` C, full rem (f, C) = prem(f, C) = 0.
Mais prem(f, C) = 0 implique f ∈ (C) : H∞C . En fait l’ide´al alge´brique (C) : H∞C tout
comme l’ide´al diffe´rentiel [C] : H∞C est radiciel. CQFD
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Ce lemme est tre`s important parce qu’il rame`ne le test d’appartenance a` un ide´al
diffe´rentiel a` un test d’appartenance a` un ide´al alge´brique non diffe´rentiel. L’intersection
avec R0 est une re´duction partielle qui utilise uniquement les polynoˆmes θf pour f ∈ C
et θ 6= 1. Or la de´rive´e dominante d’un tel θf apparaˆıt line´airement dans θf , ce qui
e´vite le grossissement des formules.
De´finition 2.5 (Syste`me quasi–line´aire) Un ensemble caracte´ristique C ⊂ R est
dit quasi–line´aire si et seulement si tout e´le´ment de C est une polynoˆme affine en sa
de´rive´e dominante, i.e. ∀f ∈ C, deg(f, v) = 1 avec v := ld(f).
Lemme 2.4 Un ensemble caracte´ristique C ⊂ R quasi–line´aire de´finit un ide´al diffe´ren-
tiel [C] : H∞C ⊂ R et un ide´al non diffe´rentiel (C) : H∞C ⊂ R0 qui sont premiers.
De´monstration. Soit c := [C] : H∞C . Comme C est quasi–line´aire, si deux polynoˆmes
p, q ∈ R sont comple`tement re´duits par rapport a` C, alors le produit pq est e´galement
comple`tement re´duit par rapport a` C. Par suite, pour tout p, q ∈ R
full rem (pq, C) =full rem (p, C)· full rem (q, C)
La condition pq ∈ c est e´quivalente a` full rem (pq, C) = 0, ce qui entraˆıne full rem
(p, C) = 0 ou full rem (q, C) = 0 car l’anneau R est sans diviseurs de ze´ro. Donc p ∈ c
ou p ∈ c. CQFD
De´finition 2.6 (rang d’un ensemble caracte´ristique) Soit C ⊂ R un ensemble
caracte´ristique associe´ a` un ide´al premier c ⊂ R. On de´finit le rang de l’ensemble
C par rankC := {rank(f) | f ∈ C} avec ∀f ∈ C, rank(f) := (v, d), v := ld(f) et
d := deg(f, v).
2.1.4.1 L’algorithme Rosenfeld-Gro¨bner
Il prend en entre´e un classement sur les de´rive´es et un syste`me (E = 0, S 6= 0)
de polynoˆmes diffe´rentiels. Il produit en sortie une famille finie (e´ventuellement vide)
d’ensembles caracte´ristiques Ci ⊂ R telle que√





, (1 ≤ i ≤ r).
Par une localisation du type (2.2), i.e. l’ajout d’une inde´termine´e formelle q, on se
rame`ne au syste`me d’e´quations (E ′ = 0) et l’algorithme calcule une de´composition√
[E ′] = c′1 ∩ c′2 ∩ · · · ∩ c′r.
ou` chacun des ide´aux c′i est de´fini par un ensemble caracte´ristique C
′
i. La construction
de ces ensembles C ′i ne sera pas aborde´e. A la fin, la variable q est e´limine´e comme dans
le lemme 2.1.
2.1.4.2 Exemples
Applique´ au syste`me diffe´rentiel ordinaire E = (u2x−4u = 0) pour le classement · · · >
uxx > ux > u, Rosenfeld-Gro¨bner produit les deux ensembles caracte´ristiques
C1 = {u2x − 4u}, C2 = {u}. (2.3)
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Les syste`mes associe´s respectivement a` C1 et C2 sont
Σ1 = {u2x − 4u = 0, ux 6= 0}, Σ2 = {u = 0}
La solution de Σ2 n’est pas solution de Σ1 car elle ne ve´rifie pas l’ine´quation ux 6= 0.
D’autre part, la solution ge´ne´rale du syste`me de de´part Σ est u(x) = 1
4
λ2 + λx + x2 ;
elle de´pend d’une constante arbitraire λ = ux(0) et de´finit une famille d’hyperboles. La
solution u(x) = 0 du syste`me Σ2 ne de´pend d’aucune constante arbitraire ; elle est en
fait une solution singule`re dont le graphe est l’enveloppe de la famille d’hyperboles. Les
solutions de Σ1 sont appele´es solutions ordinaires. Ici, la solution singulie`re u(x) = 0
n’est pas incluse dans la solution ge´ne´rale, meˆme si on relache l’ine´quation ux 6= 0.
Conside´rons le polynoˆme g = uxx − 2. Il est re´duit a` ze´ro par C1 mais pas par C2. Il
n’appartient donc pas au radical de l’ide´al diffe´rentiel engendre´ par Σ. Conside´rons le
polynoˆme h = ux. Il est re´duit a` ze´ro par C2 mais pas par C1. Il n’appartient donc pas
non plus au radical de l’ide´al diffe´rentiel engendre´ par Σ. Le produit g h = ux (uxx−2) est





y − 4u = 0, ux − vx u = 0, vy = 0),





. Pour le classement suivant :
· · · > uxx > uxy > uyy > vxx > vxy > vyy > ux > uy > vx > vy > u > v.
Rosenfeld-Gro¨bner produit les deux syste`mes :
C1 = {u, vy}, C2 = {u2y − 4 u, ux, vy, vx}.
2.1.5 E´limination diffe´rentielle
L’algorithme Rosenfeld-Gro¨bner permet de faire de l’e´limination diffe´rentielle
dans les ide´aux diffe´rentiels. Soit U = U0⊔U1 une partition de l’ensemble des inconnues
U et a ⊂ k{U} un ide´al diffe´rentiel. E´liminer les inde´termine´es appartenant a` U1 consiste
a` calculer l’ensemble a ∩ k{U0} qui est un ide´al diffe´rentiel de k{U0}.
De´finition 2.7 (classement d’e´limination) On dit qu’un classement de ΘU e´limine
les inconnues appartenant a` U1 lorsque
∀u0 ∈ U0, ∀u1 ∈ U1, ∀θ0, θ1 ∈ Θ, θ0u0 ≺ θ1u1.
On peut reformuler cette de´finition sous la forme
∀f ∈ k{U}, ldf ∈ ΘU0 ⇐⇒ f ∈ k{U0}
Le the´ore`me suivant re´sout la question de l’e´limination.
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Proposition 2.1 Soit C ⊂ k{U} un ensemble caracte´ristique de l’ide´al c =√[C] : H∞C ,
calcule´ pour un classement e´liminant U1. Alors C∩k{U0} est un ensemble caracte´ristique
de c ∩ k{U0}.
De´monstration. Soit p ∈ c∩k{U0}. Alors la re´duction de Ritt full rem (p, C) = 0 est
obtenue en utilisant les polynoˆmes f ∈ C dont la de´rive´e dominante ld(f) appartient a`
ΘU0. D’apre`s la remarque pre´ce´dente, f ∈ k{U0} donc f ∈ C0 avec C0 := C ∩ k{U0}.
Par suite, on a full rem (p, C0) = 0 et comme C0 est autore´duit, c’est bien un ensemble
caracte´ristique de l’ide´al c ∩ k{U0}. CQFD
2.1.6 De´veloppements de Taylor des solutions
Soient R = k{U} avec k := Q(x1, . . . xp) et ∆ := {∂1, . . . ∂p} pour ∂i := ∂xi . Soit un
syste`me Σ := (E = 0, S 6= 0) ou` E et S sont des sous–ensembles de R. Soient K un
corps de constantes contenant Q (en pratique K = R ou C) et un point de coordonne´es
a ∈ Kp. Un de´veloppement de Taylor, au voisinage du point x = a, d’une fonction u(x)








avec les conventions habituelles de notations sur les multi–indices

x = (x1, x2, . . . , xp) ∈ Kp,
a = (a1, a2, . . . , ap) ∈ Kp,
uˆ(x) =
(
uˆ1(x), uˆ2(x), . . . , uˆn(x)
) ∈ Kn,





2 . . . ∂
αp




(x1 − a1)α1 (x2 − a2)α2 . . . (xp − ap)αp
α1! α2! . . . αp!
.
Le point cle´ est de remarquer que le jeu de coefficients uα(a) ∈ K est solution d’un
syste`me alge´brique infini ([E] = 0, S 6= 0) obtenu en de´rivant une infinite´ de fois le
syste`me d’e´quations (E = 0) puis en posant que les symboles uiα ∈ ΘU de´signent,
non pas des fonctions inconnues, mais les coefficients uiα(a) ∈ K du de´veloppement de
Taylor cherche´. On conside`re le morphisme µ : ΘU → K en posant µ(uiα) := uiα(a) ; il
se prolonge de manie`re unique a` l’anneau de polynoˆmes R := k[ΘU ].
De´finition 2.8 (De´veloppement de Taylor) Un de´veloppement de Taylor solution
du syste`me diffe´rentiel (E = 0, S 6= 0) est la donne´e d’un morphisme de Q-alge`bres
(non diffe´rentielles) µ : R→ K tel que
[E] ⊂ ker µ et S ∩ ker µ = ∅.
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2.1.7 Syste`me diffe´rentiel de´fini par un ensemble caracte´ristique
2.1.7.1 Escaliers
Un escalier est un sous–ensemble de ΘU qui est stable sous l’action des de´rivations
∂ ∈ ∆. Soit une inconnue u ∈ U , R une alge`bre de polynoˆmes diffe´rentiels muni d’un
classement sur les de´rive´es et un ensemble (d’e´quations) E ⊂ R. On de´finit l’escalier
Esc(E, u) comme l’escalier engendre´ par les de´rive´es dominantes des polynoˆmes de E
qui sont des de´rive´es de l’inconnue u, i.e.
Esc(E, u) := {∂α ld(f) | f ∈ E; α ∈ Np} ∩Θu
Lemme 2.5 Soit C un ensemble caracte´ristique de l’ide´al diffe´rentiel c, alors pour toute
inconnue u ∈ U ,
Esc(C, u) = Esc(c, u).
Exemple 2.2 Reprenons l’exemple ci-dessus. L’ensemble caracte´ristique
C2 = {u2y − 4 u, ux, vy, vx}











Fig. 2.1 – Escaliers associe´s aux inconnues u et v.
2.1.7.2 Dimension de l’espace des solutions
Le premier point est de remarquer que graˆce a` la re´duction de Ritt, la valeur des
coefficients de Taylor uiα(a) est comple`tement de´termine´e par la valeur des coefficients
correspondant aux de´rive´es uiα qui sont soit sous les escaliers, soit au fond des marches.
Ces de´rive´es forment l’ensemble des variables qui sont partiellement re´duites par rapport
a` l’ensemble caracte´ristique C. On peut formaliser cela par le lemme
Lemme 2.6 Le de´veloppement de Taylor µ : R→ K (voir de´finition 2.8) est comple`tement
de´termine´ par sa restriction µ : R0 → K, ou` R0 est la k-alge`bre des polynoˆmes de R
partiellement re´duits par rapport a` C.
Le calcul du morphisme µ : R0 → K consiste a` re´soudre le syste`me d’e´quations
alge´briques (C = 0, HC 6= 0). Le nombre de constantes arbitraires qui figurent dans ce
de´veloppement de Taylor est par de´finition la dimension de la varie´te´ alge´brique de´finie
par l’ide´al c0 := (C) : H
∞
C . Rappelons que la dimension d’une varie´te´ alge´brique est
bien de´finie lorsque celle–ci est irre´ductible, autrement dit lorsque l’ide´al des e´quations
est premier.
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De´finition 2.9 Soit R0 une k-alge`bre de polynoˆmes. La dimension d’un ide´al premier
p ∈ R0 est le degre´ de transcendance de l’extension de corps K/k ou` K de´signe le corps
de fractions Frac(R0/p).
Il faut se souvenir que le degre´ de transcendance (note´ tr deg) d’une extension de
corps K/k est le nombre maximum d’e´le´ments (ξ1, . . . , ξd) du corps K qui sont k-
alge´briquement inde´pendants. Ces e´le´ments ξi sont vus comme un syste`me de coor-
donne´es locales de la varie´te´ de´finie par p.
Nous allons montrer que l’ide´al radiciel c0 ⊂ R0, qui n’est pas force´ment premier,
de´finit un ensemble alge´brique dont toutes les composantes irre´ductibles ont meˆme
dimension dans C.
The´ore`me 2.2 L’ide´al (C) : H∞C se de´compose en une intersection d’ide´aux premiers
de meˆme dimension. Cette dimension est e´gale au nombre de de´rive´es v ∈ ΘU ne figu-
rant dans aucun des escaliers de´finis par l’ensemble caracte´ristique C.
De manie`re image´e, ces points sont sous les escaliers de´finis par l’ensemble caracte´ristique C.
La preuve rigoureuse de cette proposition est assez technique (voir the`se d’habilitation
[Bour]). En fait, il s’agit de formuler pre´cise´ment le fait que les inconnues sous l’es-
calier sont transcendantes, i.e. ne sont relie´es par aucune relation k-alge´brique et que
chacune des inconnues ”au fond d’une marche” est relie´e aux variables transcendantes
par une e´quation alge´brique et une seule. On montre que ces e´quations alge´briques
de´finissent une intersection comple`te, autrement dit, chaque e´quation fait diminuer de
un la dimension de la varie´te´ des solutions calcule´e dans C.
Corollaire 2.2 Soit C un ensemble caracte´ristique. Le de´veloppement de Taylor d’une
solution formelle uˆ : Cp → Cn du syste`me diffe´rentiel (C = 0, HC 6= 0) de´pend
ge´ne´riquement de d constantes arbitraires ou` d est la dimension de´finie au thm 2.2.
2.1.8 Historique
L’algorithmeRosenfeld-Gro¨bner a e´te´ conc¸u par Franc¸ois Boulier [Bou94, BLOP95]
qui l’a implante´ dans la premie`re version du paquetage diffalg de Maple. Ce paque-
tage a ensuite e´te´ ame´liore´ par E´velyne Hubert et par Franc¸ois Lemaire. Cet algorithme
n’utilise que l’addition, la multiplication et le test d’e´galite´ a` ze´ro dans le corps de base
k des e´quations diffe´rentielles. Les principaux pre´curseurs de cet algorithme sont les
suivants :
– L’algorithme de de´composition en ensembles caracte´ristiques de Ritt [Rit50] qui
utilise des factorisations sur des tours d’extensions alge´briques de K et ne s’ap-
plique qu’aux syste`mes diffe´rentiels ordinaires.
– L’algorithme de de´composition en ensembles caracte´ristiques de Kolchin [Kol73]
qui repose sur des ope´rations qui ne semblent pas algorithmiques — on ne peut
donc pas vraiment parler d’algorithme.
– L’algorithme d’e´limination de Seidenberg [Sei56] qui prend en entre´e un polynoˆme
g et un syste`me Σ et qui de´cide si g appartient au radical de l’ide´al diffe´rentiel
engendre´ par Σ mais sans de´crire cet ide´al.
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D’autres algorithmes ont e´te´ propose´s avant Rosenfeld-Gro¨bner [Wu89, Man91,
RWB96] mais qui ne fournissent pas un test de de´cision clair pour l’appartenance au
radical de l’ide´al diffe´rentiel engendre´ par un nombre fini de polynoˆmes diffe´rentiels.
2.2 Le proble`me d’e´quivalence avec cible fixe´e
Conside´rons le proble`me d’e´quivalence (Ef , Φ) de´fini par la famille de diffie´te´s Ef =
(M, ∆f ) et le pseudo–groupe de Lie Φ ⊂ Diff loc(M). Le changement de coordonne´es
ϕ ∈ Φ qui re´alise l’e´quivalence des deux diffie´te´s Ef et Ef¯ ve´rifie les deux contraintes
ϕ∗(∆f ) = ∆f¯ et ϕ ∈ Φ. (2.4)
La deuxie`me contrainte ϕ ∈ Φ revient a` poser que ϕ ve´rifie les (in)e´quations de de´finition
de Lie du groupe Φ, en particulier une ine´quation traduisant l’inversibilite´ locale de ϕ,
i.e. le de´terminant de la matrice jacobienne de ϕ est non nul. Nous verrons que la
premie`re contrainte est e´galement un syste`me EDP.
Dans toute cette section, on suppose que l’e´quation cible Ef¯ est fixe´e et que toutes les
(in)e´quations du syste`me (2.4) sont des polynomes diffe´rentiels pose´s comme (non) nuls.
Par suite, un algorithme comme Rosenfeld-Gro¨bner sait calculer les contraintes
d’inte´grabilite´ d’un tel syste`me, donc l’existence de ϕ est de´cidable. La fonction f¯ e´tant
fixe´e, les conditions d’existence de ϕ portent sur la fonction f . Elles sont obtenues en
calculant un ensemble caracte´ristique du syste`me (2.4) pour un classement qui e´limine
ϕ par rapport a` f . Nous verrons que cet ensemble caracte´ristique donne e´galement le
changement de variable x¯ = ϕ(x) lorsque ϕ existe.
2.2.1 Le cas des e´quations ordinaires du 2e ordre
Conside´rons par exemple, le proble`me d’e´quivalence des e´quations diffe´rentielles du
second ordre y′′ = f(x, y, y′) sous l’action du pseudo–groupe de Lie Φ1 ⊂ Diff loc(C2)
forme´ des transformations
ϕ : (x, y)→ (x¯, y¯) = (x+ C, η(x, y)), (ηy 6= 0), (2.5)
ou`C est une constante complexe arbitraire et η une fonction arbitraire. Les (in)e´quations
de de´finition du pseudo–groupe de Lie Φ sont
x¯x = 1, x¯y = 0, y¯y 6= 0. (2.6)
Une e´quation diffe´rentielle quelconque du second ordre y′′ = f(x, y, y′) de´finit une
diffie´te´ Ef = (M,∆f ) de coordonne´s locales (x, y, y′ = p) ∈ C3. La distribution ∆f est
engendre´e par les deux formes dy − pdx et dp− f(x, y, p)dx.
Dire que les deux diffie´te´s Ef et Ef¯ sont e´quivalentes par une transformation ϕ ∈ Φ
est e´quivalent a` e´crire (en omettant le pull back ϕ∗)(
dy¯ − p¯dx¯







dp− f(x, y, p)dx
)
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en plus du fait que ϕ ve´rifie les e´quations de de´finition du pseudo–groupe de Lie Φ,
c’est a` dire
dx¯ = dx, dy¯ = y¯xdx+ y¯ydy, y¯y 6= 0.
L’identification par rapport aux formes de base dx, dy et dp permet d’obtenir le syste`me
p¯− y¯x − py¯y = 0,
y¯xx + 2py¯xy + p
2y¯yy + f(x, y, p)y¯y − f¯(x¯, y¯, p¯) = 0,
x¯x − 1 = 0, x¯y = 0, y¯y 6= 0.
(2.7)
Remarquer que la deuxie`me e´quation de ce syste`me repre´sente l’action du pseudo–
groupe de Lie Φ sur la famille de diffie´te´s Ef . La fonction f¯ est donne´e en fonction de
f et du changement de variables (x¯, y¯) = ϕ(x, y).
Supposons, maintenant, que la fonction f¯(x¯, y¯, p¯) soit une fraction rationnelle fixe´e.
Plac¸ons–nous sur l’anneau diffe´rentiel R = k{x¯, y¯, p¯, f} avec comme corps de coefficients






. Dans ce cas, le syste`me (2.7) doit eˆtre
comple´te´ par les deux e´quations diffe´rentielles x¯p = 0 et y¯p = 0 exprimant le fait que x¯
et y¯ ne de´pendent pas de p. On obtient la proposition
Proposition 2.2 Le proble`me d’e´quivalence des e´quations du 2e ordre sous l’action
du pseudo–groupe de Lie Φ de´fini en (2.5) (avec cible fixe´e Ef¯) se rame`ne a` l’e´tude
des contraintes d’inte´grabilite´ du syste`me diffe´rentiel de´fini sur l’anneau de polynoˆmes
Q(x, y, p){x¯, y¯, p¯, f}
p¯ − y¯x − py¯y = 0,
y¯xx + 2py¯xy + p
2y¯yy + f y¯y − f¯(x¯, y¯, p¯) = 0, (f¯ fixe´e)
x¯x − 1 = 0, x¯y = 0, x¯p = 0, y¯p = 0, y¯y 6= 0.
(2.8)
Lemme 2.7 Lorsque la fonction f¯(x¯, y¯, p¯) est une fraction rationnelle de´termine´e, les
e´quations (2.8) constituent un ensemble caracte´ristique quasi–line´aire pour le classe-
ment d’e´limination f ≻ p¯ ≻ y¯ ≻ x¯. L’ide´al diffe´rentiel associe´ est donc premier.
Le changement de variables ϕ ainsi que les conditions portant sur f pour que ϕ existe
s’obtiennent en appelant Rosenfeld-Gro¨bner sur le syste`me (2.8) avec le nouveau
classement [x¯, y¯, p¯] ≻ f qui e´limine les inconnues (x¯, y¯, p¯).
2.2.1.1 L’e´quation d’Airy
Supposons que la diffie´te´ Ef¯ corresponde a` l’e´quation d’Airy c’est a` dire a` l’e´quation
diffe´rentielle line´aire du second ordre
y¯′′ = x¯ y¯.
Remplac¸ons f¯(x¯, y¯, p¯) par x¯y¯ dans le syste`me (2.8). On trouve (la premie`re e´quation
de (2.8) ne joue ici aucun role)
y¯xx + 2py¯xy + p
2y¯yy + f y¯y − x¯y¯ = 0,
x¯x − 1 = 0, x¯y = 0, x¯p = 0, y¯p = 0, y¯y 6= 0.
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L’algorithme Rosenfeld-Gro¨bner pour le classement [x¯, y¯, p¯] ≻ f donne
y¯xx = −f y¯y + pfpy¯y − 1/2 p2fppy¯y + y¯fy − 1/2 y¯fxp
−1/2 y¯fppf + 1/4 y¯fp2 − 1/2 y¯pfyp
y¯xy = −1/2 fpy¯y + 1/2 pfp,py¯y
y¯yy = −1/2 fppy¯y,
y¯p = 0,
x¯ = fy − 1/2 fxp − 1/2 fppf + 1/4 fp2 − 1/2 pfyp
(2.9)
fxxp = 2 fxy + fpfxp − 2 + p2fyyp − fppfx − pfpfyp
−2 pfyy + 2 pfyppf + pfppfy − ffyp
fxyp = 2 fyy − pfyyp − fyppf − fppfy + fpfyp
fxpp = fyp − pfypp
fppp = 0.
(2.10)
Dans cet ensemble caracte´ristique, le changement de variable est solution d’un syste`me
EDP forme´ des cinq premie`re e´quations. Les autres e´quations forment l’ensemble ca-
racte´ristique associe´ a` l’intersection
√
[Σ] ∩ k[f ]. Elles constituent donc les conditions
ne´cessaires et suffisantes d’e´quivalence. Les de´rive´es dominantes sont les de´rive´es qui
figurent a` gauche des e´quations (2.10) et (2.9). Le diagramme 2.2 montre l’escalier
associe´e a` l’inde´termine´e diffe´rentielle y¯ dans le syste`me (2.9)
x
y
Fig. 2.2 – Escalier associe´ a` l’inde´termine´e diffe´rentielle y¯ dans (2.9)
Les de´rive´es dominantes sont entoure´es par des petits cercles noirs. Leurs de´rive´es
sont hachure´es. Les de´rive´es sous l’escalier, a` savoir y¯, y¯x et y¯y, sont les de´rive´es qui ne
sont les de´rive´es d’aucune de´rive´e dominante. Ce sont celles qui figurent dans les zones
non hachure´es. Elles sont au nombre de 3, ce qui montre que le changement de variables
de´pend de 3 constantes arbitraires y¯(0, 0), y¯x(0, 0) et y¯y(0, 0). Le nombre de points sous
l’escalier associe´ a` x¯ est nul.
On a de´montre´ la proposition suivante
Proposition 2.3 Une e´quation du second ordre y′′ = f(x, y, y′) est e´quivalente a` l’e´qua-
tion d’Airy par une transformation de la forme (x, y)→ (x+ C, η(x, y)) si et seulement
si la fonction f satisfait le syste`me (2.10). De plus, le changement de variables est so-
lution du syste`me (2.9) ; il de´pend de trois constantes arbitraires.
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2.2.1.2 L’e´quation de Painleve´ PI
Supposons maintenant que l’e´quation cible Ef¯ soit la premie`re e´quation de Painleve´
y¯′′ = 6y¯2 + x¯. De meˆme que l’exemple pre´ce´dent, nous voulons calculer le changement
de variables, de la forme (2.5) qui envoie l’e´quation du second ordre y′′ = f(x, y, y′)
sur la premie`re e´quation de Painleve´.
Dans ce cas, le syste`me (2.8) s’e´crit en posant f¯(x¯, y¯, p¯) = 6y¯2 + x¯
y¯xx + 2py¯xy + p
2y¯yy + f y¯y − (6y¯2 + x¯) = 0,
x¯x − 1 = 0, x¯y = 0, x¯p = 0, y¯p = 0, y¯y 6= 0 (2.11)
et l’algorithme Rosenfeld-Gro¨bner donne l’ensemble caracte´ristique
y¯ = 1/12 fy − 1/24 fxp − 1/24 fppf + 1/48 fp2 − 1/24 pfyp,
x¯ = 1/12fxxy + 1/12p
2fyyy − 1/12pfxyy − 1/24f 2y + 1/12ffyy
...
37 termes contenant une de´rive´e partielle de f par rapport a` p
...
(2.12)
fxxxxp = −24 + 5/2 fpfppfpfyp − 4 fxfxyp + 2 fxxxy − 2 pfypfpfxp
...
+fpfxxxp + fyfxxp + 5/2 fxpfxxp + 1/4 fxxpfp
2 − 2 pfxxyy,
fxxyp = −pfppfyy + 3 pfyppfy + fppp2fyyp − 3/2 pfpfyyp
...
+pfppfxyp + pfpp
2fy − pfppfpfyp − ffyyp − fyfyp,
fxyyp = 2 fyyy + fyp
2 − pfyyyp − fyyppf − 2 fyppfy
−1/2 fppfy,p,pf + fpfyyp − 1/2 fppfxyp − 1/2 fpppfyyp−
1/2 fpp
2fy + 1/2 fppfpfyp,
fxpp = fyp − pfypp,
fppp = 0.
(2.13)
Les deux premie`res e´quations (2.12) montrent que le changement de variables est
donne´ par des e´quations non diffe´rentielles. Nous verrons plus loin que ceci est due au
fait que le pseudo–groupe de Lie de syme´tries de la premie`re e´quation de Painleve´ est
discret.
Les conditions ne´cessaires et suffisantes sur f pour que ce changement de variables
existe sont donne´es par les cinq dernie`res e´quations (2.13).
Proposition 2.4 Soit f(x, y, p) une fraction rationnelle. Si l’e´quation y′′ = f(x, y, y′)
se rame`ne a` l’e´quation de Painleve´ par un changement de variables du type (x, y) →
(x+ C, η(x, y)), alors celui–ci est rationnel.
De´monstration. Il suffit de remarquer que les formules (2.12) donnant le changement
de variables sont rationnelles en la fonction f et ses de´rive´es partielles par rapport aux
variables x, y, p. CQFD
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2.2.1.3 L’e´quation y′′ = y3
Dans ce dernier exemple, on veut de´terminer la transformation ϕ ∈ Diff loc(C2), de
la forme (x, y)→ (x, η(x, y)) avec ηy 6= 0, qui rame`ne l’e´quation ge´ne´rique du 2e ordre
y′′ = f(x, y, y′) a` l’e´quation y¯′′ = y¯3. Les (in)e´quations de de´finition de Lie du pseudo–
groupe de Lie Φ sont maintenant
x¯ = x, y¯p = 0, y¯y 6= 0. (2.14)
A` l’aide de Rosenfeld-Gro¨bner, on obtient le syste`me caracte´ristique suivant
y¯2 = 1/12 (4 fy − 2 fxp − 2 fppf − 2 pfyp + fp2),
x¯ = x,
fxxxp = −1/12 (4 fy − 2 fxp − 2 fppf − 2 pfyp + fp2)−1
×(24 p2fyp2fy − 24 p2fyyfpfyp+
...
+12 p2fx,yp
2 + 12 f2fyp
2 − 8 fpp3f3)
fxxyp = 1/2 (4 fy − 2 fxp − 2 fppf − 2 pfyp + fp2)−1
×(−4 pfyppffpfyp − 4 fxp2fyp+
...
+6 pfpfy,ypfppf + 2 p
3fyyp
2)
fxyyp = −1/2 (4 fy − 2 fxp − 2 fppf − 2 pfyp + fp2)−1
×(2 fypp2f2 − 2 fppfyppfpfyp+
...
+4 fyp
2fxp + 4 fyp
3p+ 16 fyppfy
2)
fxpp = fyp − pfypp
fppp = 0.
(2.15)
2.2.1.4 Le proble`me de self–e´quivalence
Le (pseudo)groupe de syme´tries associe´ au proble`me d’e´quivalence est par de´finition
Sf := Autloc(Ef)∩Φ. Les e´le´ments σ ∈ Sf sont donc solutions du syste`me σ∗(Ef) = Ef ,
ce qui correspond au proble`me d’e´quivalence quand on suppose f = f¯ . Les contraintes
(2.10) portant sur la fonction f sont automatiquement ve´rifie´es puisqu’il existe au moins
une solution σ ∈ Φ au proble`me de self–e´quivalence, a` savoir la transformation iden-
tique.
Concernant l’e´quation d’Airy traite´ en section 2.2.1.1, on pose f(x, y, p) = xy. Les
e´quations (2.9) deviennent 

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On en de´duit que le groupe de syme´tries Sf est un groupe continu dont la dimension
est 3 i.e. le nombre de points sous l’escalier (voir figure 2.2 page 48).
Concernant l’e´quation Painleve´ PI traite´ en section 2.2.1.2, on pose f(x, y, p) =




On en de´duit que le groupe de syme´tries Sf est re´duit a` l’identite´.
Concernant l’e´quation traite´e en au paragraphe (2.2.1.3), on pose f(x, y, p) = y3.




On en de´duit que le groupe de syme´tries est de cardinal e´gal a` deux.
2.2.2 Re´sultats ge´ne´raux
Nous allons ge´ne´raliser les techniques de´veloppe´es dans la section pre´ce´dente au
proble`me d’e´quivalence des e´quations diffe´rentielles ordinaires d’ordre quelconque
y(n+1) = f(x, y, y′ . . . , y(n)) (2.19)
sous l’action d’un pseudo–groupe de Lie Φ inclus dans le pseudo-groupe des transfor-
mations de contact.
2.2.2.1 Notations
La varie´te´ Jn := Jn(K, K) de´signe l’espace des jets d’ordre n des fonctions de K dans
K de la forme x→ y(x). Soit x = (x, y, y1, . . . , yn) ∈ Kn+2 un syste`me de coordonne´es
locales de Jn. On suppose que le pseudo–groupe de Lie Φ(n) := Φ ope`re sur l’espace Jn.
Pour une transformation ϕ ∈ Φ, on utilise la notation x¯ = ϕ(x) avec x, x¯ ∈ Jn.
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∂yn−1
.
Elle est donc de dimension 1.
Pour tout entier n ≥ 0, on de´finit l’anneau de polynoˆmes diffe´rentiels
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2.2.2.2 E´quations de de´finition d’un pseudo–groupe de Lie
Le the´ore`me de Ba¨cklund dit que toute transformation de contact ϕ(n) : Jn → Jn est
le prolongement d’une unique transformation de contact ϕ(1) : J1 → J1.
Soit Φ(1) le pseudo–groupe de Lie obtenu a` partir de Φ en restreignant son action sur
la varie´te´ J1. La transformation ϕ(1) est de´finie par trois fonctions

x¯ = ξ(x, y, y1),




qui ne sont pas quelconques. Elles doivent ve´rifier les e´quations de de´finition de Lie du
pseudo–groupe de Lie Φ(1). On peut supposer que ces e´quations forment un ensemble
caracte´ristique C(Φ(1)) ⊂ R(1).
Les formules de prolongation de la transformation ϕ(1) sont de la forme
y¯k = η
k(x, y, . . . , yk), (2 ≤ k ≤ n). (2.22)
Une premie`re prolongation montre que η2 est une fonction homographique en y2 de la
forme η2 = ay2+b
cy2+d
ou` a, b, c, d sont des fonctions de J1 dans K. On trouve












ξx + y1ξy + y2ξy1
.
Les prolongations suivantes montrent que pour k ≥ 3, les fonctions ηk(x, y, . . . , yk) sont
affines en la variable yk. Pour k = 3, le calcul donne













ξx + y1ξy + y2ξy1
+ fonctions sur le J2.
et ainsi de suite pour tout k ≤ n.
The´ore`me 2.3 (prolongation) Si les e´quations de de´finition de Lie du pseudo–groupe
de Lie Φ(1) forment un ensemble caracte´ristique quasi–line´aire C(Φ(1)) ⊂ R(1) pour le
classement d’e´limination y¯1 ≻ y¯ ≻ x¯, alors les e´quations de de´finition du pseudo–groupe
de Lie prolonge´ Φ(n) forment un ensemble caracte´ristique quasi–line´aire C(Φ(n)) ⊂ R(n)
pour le classement d’e´limination y¯n ≻ y¯n−1 ≻ · · · ≻ y¯ ≻ x¯.
De´monstration. On obtient l’ensemble caracte´ristique C(Φ(n)) en ajoutant a` l’en-
semble caracte´ristique C(Φ(1)), les relations calcule´es plus haut
y¯k = η
k(x, y, . . . , yk), (2 ≤ k ≤ n).
en veillant a` re´duire chacune des fonctions ηk modulo l’ensemble caracte´ristique C(Φ(1)).
CQFD
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2.2.2.3 Action du pseudo–groupe de Lie Φ sur les e´quations Ef
On associe a` l’e´quation (2.19) la diffie´te´ Ef := (M, ∆f ) avecM := Jn(K,K). On pose
Φ := Φ(n) et pour tout ϕ ∈ Φ, Ef¯ := ϕ∗(Ef).
Le calcul de la fonction f¯ est obtenu en partant de la formule de prolongation
y¯n+1 = η
n+1(x, y, y1, . . . , yn+1)
du pseudo–groupe de Lie Φ(n+1). La substitution yn+1 = f et y¯n+1 = f¯ donne finalement
une formule de la forme
f¯(x¯) = ηn+1(x, f(x)) avec x¯ = ϕ(x) et x¯, x ∈M.
Il est important de noter que la correspondance entre les fonctions f est f¯ (de´termine´e
par ηn+1) est une transformation affine invertible de la forme
ϕ∗(f¯) = af + b avec a 6= 0, (2.23)
ou` a, b sont des fonctions de M dans K.
Corollaire 2.3 Soit f¯ : M → K une fonction rationnelle fixe´e une fois pour toutes.
Alors la condition d’e´quivalence Ef = ϕ∗(Ef¯) pour ϕ ∈ Φ est ve´rifie´e si et seulement si le
changement de variable x¯ = ϕ(x) et la fonction f :M → K sont solutions d’un syste`me
diffe´rentiel de´fini par un ensemble caracte´ristique quasi–line´aire Cf≻x¯(f¯) ⊂ R(n){f}
pour le classement d’e´limination f ≻ y¯n ≻ · · · ≻ y¯ ≻ x¯.
De´monstration. L’ensemble caracte´ristique Cf≻x¯(f¯) est obtenu en substituant dans
l’ensemble caracte´ristique C(Φn+1) du thm 2.3, la variable yn+1 par le symbole f et la
variable y¯n+1 par la fraction rationnelle f¯(x¯, · · · , y¯n). CQFD
2.2.2.4 Le point de vue des groupoides
On sait qu’un pseudo-groupe de Lie Φ est un ensemble de triplets U
ϕ−→ V ou` U et
V sont des ouverts et ϕ un diffe´omorphisme local tel que V = ϕ(U). La manipulation
explicite des ouverts U et V est souvent lourde ; pour cette raison nous allons remplacer
le diffe´omorphisme ϕ par son germe en un point x ∈ U .
De´finition 2.10 Un groupoide est une cate´gorie dont toutes les fle`ches sont inver-
sibles.
Soit (G, X, ◦, s, t, Id) une cate´gorie. Toute fle`che ϕ d’une cate´gorie posse`de une source






Pour toutes fle`ches α, β ∈ G telles que s(β) = t(α), il existe une unique fle`che β ◦α ∈ G
dont la source est s(α) et le but t(β). Si G est un groupoide, pour toute fle`che ϕ ∈ G,
il existe une unique fle`che inverse ϕ−1 dont la source est t(ϕ) et le but s(ϕ) telle que
ϕ−1 ◦ ϕ = Ids(ϕ).
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Exemple 2.3 L’ensemble des triplets x
γ−→ y ou` x et y sont des points d’une varie´te´
et γ un chemin quelconque allant de x a` y est un groupoide.
Exemple 2.4 On associe a` tout pseudo–groupe de Lie Φ ⊂ Diff loc(M) un groupoide,
note´ G(Φ). Les objets sont les points x ∈ M et les fle`ches sont les de´veloppements de
Taylor xϕ des diffe´omorphismes locaux ϕ ∈ Φ en x. La source du triplet est x et le but
x¯ = ϕ(x).
Soient X une varie´te´ et x ∈ X. On note Jq∗(X,X) la sous-varie´te´ de Jq(X,X) forme´e
des jets inversibles. Alors, la varie´te´ Jq∗(X,X) est un groupoide pour la composition des
de´veloppements limite´s d’ordre q de´finie par




◦ (qxf) . (2.24)
Exemple 2.5 Lorsque X = C, nous avons
qxf :=
(
x, f(x), f ′(x), . . . , f (q)(x)
) ∈ Cq+2.
(i) Le q-jet qxf est invertible si f
′(x) 6= 0.
(ii) Le q-jet de la fonction identite´ au voisinage du point x est (x, x, 1, 0, . . . , 0) ∈ Cq+2.
(iii) Soient deux fonctions f, g : C → C telles que x f−→ y g−→ z avec x, y, z ∈ C.
Posons qxf = (x, y, a1, a2, . . . , aq) ∈ Cq+2 et qyg = (y, z, b1, b2, . . . , bq) ∈ Cq+2.
Alors d’apre`s (2.24), le q-jet en x de la fonction g ◦ f vaut
qx(g ◦ f) =
(
x, z, b1a1, b1a2 + b2a
2
1, 3b2a1a2 + b3a
3
1 + b1a3, . . .
) ∈ Cq+2.












, . . .
)
∈ Cq+2.
Par de´finition, un D-groupoide [Mal02] est forme´ des de´veloppements de Taylor so-
lutions d’un syste`me alge´brique d’e´quations aux de´rive´es partielles appele´ e´quations de
definition de Lie du D-groupoide. Il comporte une ine´quation qui exprime que ϕ est
localement inversible.
De´finition 2.11 (D-groupoide associe´ a` un proble`me d’e´quivalence) SoitX :=
J∞(M,C). Tout proble`me d’e´quivalence (Ef , Φ) 1 de´finit un D-groupoide G(Ef , Φ) ⊂
J∞∗ (X,X), forme´ des triplets (xf, xϕ, ϕ(x)f¯) ou` x ∈M et les fonctions (f, ϕ, f¯) sont
des solutions locales du syste`me diffe´rentiel
ϕ∗(∆f¯) = ∆f et ϕ ∈ Φ.
La source d’un triplet est alors le jet infini xf ∈ X et la cible est ϕ(x)f¯ ∈ X.
La composition de deux triplets (xf, xϕ1, x1f1) et (x1f1, x1ϕ2, x2f2) est le triplet
(xf, xϕ, x2f2) ou` x1 := ϕ1(x), x2 := ϕ2(x1) et ϕ := ϕ2 ◦ ϕ1.
1Ef = (M, ∆f ) est une famille de diffie´te´s indexe´es par une fonction arbitraire f : M → K et
Φ ⊂ Diff loc(M) est un pseudo-groupe de Lie.
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2.2.2.5 Calcul du changement de variable ϕ ∈ Φ
Dans la suite, le corps de nombres K := C. On e´tudie le changement de variable ϕ
solution du syste`me diffe´rentiel
Ef = ϕ∗(Ef¯) et ϕ ∈ Φ (2.25)
lorsque la fonction f¯ : M → C est une fonction rationnelle fixe´e une fois pour toute.
La transformation ϕ existe lorsque la fonction f de´finissant l’e´quation Ef ve´rifie cer-
taines contraintes. Ces contraintes sont obtenues en e´liminant l’ensemble des inde´termi-
ne´es
X¯ := {x¯, y¯, · · · , y¯n} (2.26)
par rapport a` l’inde´termine´e f dans le syste`me diffe´rentiel (2.25). D’apre`s le corol-
laire 2.3, ce syste`me diffe´rentiel est de´fini par l’ensemble caracte´ristique quasi–line´aire
Cf≻x¯(f¯). On calcule donc un nouvel ensemble caracte´ristique Cx¯≻f (f¯) de ce meˆme
syste`me diffe´rentiel pour un nouveau classement qui e´limine les inde´termine´es apparte-
nant a` X¯. D’apre`s la the´orie de l’e´limination diffe´rentielle, la transformation ϕ existe
lorsque la fonction f satisfait le syste`me diffe´rentiel de´fini par l’ensemble caracte´ristique
Cf(f¯) := Cx¯≻f(f¯) ∩Q(x){f} (2.27)
La fonction x¯ = ϕ(x) doit alors satisfaire le syste`me diffe´rentiel de´fini par l’ensemble
caracte´ristique
Cx¯(f¯) := Cx¯≻f(f¯) \ Cf(f¯) (2.28)
Le nombre de points sous les escaliers de cet ensemble caracte´ristique Cx¯(f¯) est e´gal
au nombre de constantes arbitraires dont de´pend le changement de variables ϕ cherche´
lorsque f est solution de Cf(f¯).
Lemme 2.8 L’ide´al diffe´rentiel de´fini par l’ensemble caracte´ristique Cf(f¯) est premier.
De´monstration. L’ensemble caracte´ristique Cx¯≻f(f¯) est obtenu a` partir de l’en-
semble caracte´ristique quasi–line´aire Cf≻x¯(f¯) par une modification du classement entre
les variables x¯ et f . Donc ils de´finissent le meˆme ide´al diffe´rentiel et comme l’un des
ensembles caracte´ristiques est quasi–line´aire, cet ide´al est premier.
En intersectant cet ide´al premier avec l’alge`bre de polynoˆmes diffe´rentiels Q(x){f},
on obtient encore un ide´al premier. La the´orie de l’e´limination nous dit que cet ide´al
premier est de´fini par l’ensemble caracte´ristique Cf (f¯). CQFD
2.2.2.6 Le proble`me de self–e´quivalence
Inte´ressons–nous au proble`me de self–e´quivalence
Ef¯ = σ∗(Ef¯) avec σ ∈ Φ. (2.29)
Ces transformations σ : M → M forment, par de´finition, le pseudo–groupe de Lie de
syme´tries Sf¯ := Autloc(Ef¯) ∩ Φ.
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Lorsque f = f¯ , les contraintes sur la fonction f de´finies par l’ensemble caracte´ristique (2.27)
sont automatiquement ve´rifie´es. Les syme´tries σ sont solutions d’un ensemble caracte´ristique
Cσ(f¯) obtenu a` partir de Cx¯(f¯) en spe´cialisant le symbole f a` f¯(x, y, · · · , yn) i.e.
f := f¯(x, y, · · · , yn). (2.30)
Lemme 2.9 Le rang (de´finition 2.6 page 41) de l’ensemble caracte´ristique Cx¯(f¯) est
stable sous la spe´cialisation (2.30) i.e. rank(Cx¯(f¯)) = rank(Cσ(f¯)).
De´monstration. On de´finit le sous–ensemble
Gf¯ :=
{
(xf, xϕ, x¯f¯) ∈ G(Ef ,Φ) | f¯ de´termine´e
}
.
Gf¯ est un reveˆtement alge´brique de M de´fini par l’ensemble caracte´ristique Cx¯(f¯). Le
D-groupoide G(Sf¯ ) ⊂ Gf¯ est de´fini par l’ensemble caracte´ristique Cσ(f¯). Il ope`re sim-





Fig. 2.3 – G(Sf¯ ) ope`re simplement transitivement sur Gf¯ .
Choisissons un point x¯0 dans M . Pour tout ϕ0 ∈ Φ, on de´finit la transformation
rationnelle G(Sf¯ )→ Gf¯ :
x¯0σ → (x¯0σ) ◦ (xϕ0), (σ ∈ Sf¯ ).
Le passage aux jets permet de voir que cette correspondance est bi-rationnelle. Par
conse´quent les ensembles caracte´ristiques Cx¯(f¯) et Cσ(f¯) ont la meˆme dimension et le
meˆme degre´.
La spe´cialisation (2.30) transforme l’ensemble caracte´ristique Cx¯(f¯) en Cσ(f¯). Une
chute de rang de Cx¯(f¯) au cours la spe´cialisation contredirait l’existence de la corres-
pondance bi-rationnelle entre Gf¯ et G(Sf¯ ). CQFD
Nous pouvons maintenant re´sumer la discussion pre´ce´dente sous la forme du
The´ore`me 2.4 La transformation ϕ conjuguant les diffie´te´s Ef et Ef¯ existe pour presque
toute fonction f satisfaisant le syste`me diffe´rentiel correspondant a` l’ensemble caracte´ristique
Cf(f¯) de´fini par (2.27). Elle s’obtient en re´solvant le syste`me diffe´rentiel associe´ a` l’en-
semble caracte´ristique Cx¯(f¯) de´fini par (2.28).
Le nombre de constantes arbitraires dont de´pend la transformation ϕ est alors e´gal a`
la dimension du pseudo–groupe de Lie de syme´tries Sf¯ := Autloc(Ef¯) ∩ Φ.
2.2.2.7 Le degre´ du changement de variable ϕ ∈ Φ
Le cas le plus inte´ressant du point de vue de la simplicite´ du calcul est re´alise´ lorsque
la transformation ϕ cherche´e ne de´pend d’aucune constante arbitraire. Nous allons
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montrer comment calculer ϕ : M → M avec M := Jn(C, C) en re´solvant un syste`me
d’e´quations alge´briques (non diffe´rentielles).
Conside´rons les couples (x, x¯) ∈ M ×M tels qu’il existe une transformation ϕ ∈ Φ
solution du proble`me d’e´quivalence (2.25) avec x¯ = ϕ(x). D’apre`s le thm 2.4, le nombre
de constantes arbitraires dont de´pend ϕ est e´gal au nombre de points sous les escaliers
de l’ensemble caracte´ristique Cx¯(f¯) de´fini par (2.28).
Ce nombre de points est nul, si et seulement si chaque variable de l’ensemble X¯ de´fini
par (2.26) apparaˆıt comme variable principale dans l’ensemble caracte´ristique. C’est en
particulier le cas pour les exemples (2.12) et (2.15). On en de´duit que la transformation
x¯ = ϕ(x) est alge´brique. On pose
k := Q(x, y, y1, . . . , yn)〈f〉
A := k[x¯, y¯, y¯1, . . . , y¯n]
ou` A est la k-alge`bre de´finie par l’ensemble caracte´ristique Cx¯(f¯). Le corps (non diffe´ren-
tiel) k contient les variables transcendantes (x, y, y1, . . . , yn) et le symbole f soumis
aux relations diffe´rentielles contenues dans l’ensemble caracte´ristique Cf(f¯). D’apre`s le
lemme 2.8, cet ide´al de relations diffe´rentielles est premier et k est le corps de fractions
associe´.
Le degre´ [A : k] est, par de´finition, la dimension de A en tant que k-espace vectoriel.
On lit le degre´ [A : k] dans l’ensemble caracte´ristique graˆce au lemme suivant.
Lemme 2.10 Soit R une k-alge`bre de polynomes et C ⊂ R l’ensemble caracte´ristique
de l’ide´al c := (C) : H∞C suppose´ de dimension 0. Soit A := R/c la k-alge`bre associe´e a`
C. Alors le degre´ [A : k] est e´gal au produit des degre´s des variables principales figurant
dans chacune des e´quations de C.
De´monstration. Comme l’ide´al c est de dimension 0, la k-alge`bre A est une exten-
sion de corps de k. Posons C = {p1, p2, . . . , pℓ} en supposant les polynomes pi trie´s
par ordre croissant d’apre`s leur de´rive´e dominantes, i.e. ld(p1) ≺ ld(p2) ≺ · · · ≺ ld(pℓ).
Conside´rons la suite croissante de corps Ai obtenue en posant A0 := k et Ai := Ai−1[pi]
pour 1 ≤ i ≤ ℓ. Comme C est un ensemble caracte´ristique, le polynoˆme pi est le po-
lynoˆme minimal qui de´finit l’extension de corps Ai/Ai−1 et donc [Ai : Ai−1] = deg(pi, vi)
avec vi := ld(pi). On en de´duit que [A : k] = [Aℓ : A0] = [A1 : A0]× [A2 : A1]×· · ·× [Aℓ :
Aℓ−1] et le thm en de´coule. CQFD
D’apre`s le thm de Stickelberger, ce degre´ est e´gal au nombre ge´ne´rique de points
x¯ ∈ M lorsque le point x ∈ M et la fonction f sont fixe´s. Il faut prendre garde au
fait que ce nombre de points x¯ est ge´ne´rique et qu’il peut chuter pour certains points
x ou certaines fonctions f . Par exemple si C = {xx¯2 + fx¯ + 1, y¯ − y}, l’initial x et le
se´parant f 2−4x du premier polynoˆme de C sont non nuls en tant qu’e´le´ments du corps
des coefficients k ; dans les cas particulier x = 0 ou f 2 − 4x = 0, le nombre de points x¯
diminue.
Nous sommes maintenant en mesure de re´capituler la discussion pre´ce´dente.
The´ore`me 2.5 Les conditions suivantes sont e´quivalentes :






Dans ce cas, deg(G(Sf¯ )) = deg(Cx¯(f¯)) = deg(ϕ). .
Corollaire 2.4 Les conditions suivantes sont e´quivalentes :
(i) La transformation x¯ = ϕ(x) est rationnelle.
(ii) Sf¯ = {Id}.
De´monstration. La transformation x¯ = ϕ(x) est rationnelle si et seulement si son
degre´ en x¯ est e´gal a` un. Donc deg
(G(Sf¯ )) = 1. Par suite, Sf¯ est le groupe re´duit a`
l’identite´. CQFD
2.3 Conclusion
La me´thode pre´sente´e dans cette section est une me´thode de force brute. Elle permet
en the´orie de re´soudre n’importe quel proble`me d’e´quivalence ou` les (in)e´quations sont
construites avec des polynoˆmes diffe´rentiels. En pratique, cette me´thode fonctionne tre`s
rarement a` cause du grossissement des formules ge´ne´re´es [DPN05]. Il suffit, pour se faire
une ide´e, de conside´rer le proble`me d’e´quivalence avec la premie`re e´quation de Painleve´
pour les transformations dites fiber–preserving, c’est a` dire les transformations de la
forme
(x, y)→ (ξ(x), η(x, y)).
On sature rapidement la me´moire des ordinateurs.
D’autre part, examinons de plus pre`s l’exemple 2.2.1.2. Le changement de variables
qui envoie une e´quation du second ordre Ef sur l’e´quation de Painleve´ Ef¯ est donne´, en
fonction de f , par les deux premie`res e´quations du syste`me (2.12). Les conditions sur
f pour que ce changement de variables existe sont donne´es par les autres e´quations.
En fait, on a pas besoin de connaitre explicitement ces conditions d’e´quivalence. En
effet, pour savoir si une e´quation donne´e Ef (ou` maintenant f est fixe´e) est e´quivalente
a` l’e´quation Ef¯ , il suffit de spe´cialiser les deux premie`res e´quations de (2.12) en tenant
compte de la valeur de f et de tester si la transformation ϕ obtenue appartient bien au
pseudo–groupe de Lie Φ et envoie bien l’e´quation Ef sur l’e´quation Ef¯ . Dans la plupart
des cas, ces tests sont plus simples a` effectuer que de tester les conditions d’e´quivalence.
Contrairement a` la me´thode que nous proposons au chapitre 5, la me´thode pre´sente´e
ici ne permet pas de se´parer le calcul du changement de variables de celui des conditions
sur f . Dans la plupart des cas, c’est ce calcul (i.e. des conditions sur f) qui est a` l’origine
du grossissement des formules.
Un autre inconve´nient de cette me´thode vient du fait qu’on est oblige´ de refaire tous
les calculs si on change l’e´quation cible. Ainsi les calculs faits pour une e´quation donne´e
ne serviront en rien pour une autre e´quation. Nous verrons au chapitre suivant que
la me´thode d’e´quivalence de Cartan fournit des invariants diffe´rentiels permettant de
calculer le changement de variable qui conjugue deux e´quations diffe´rentielles Ef et Ef¯ .
On obtient des formules plus compactes et mieux re´utilisables.
Chapitre 3
La me´thode d’e´quivalence de
Cartan
Introduction
L’objet de ce chapitre est de pre´senter les G-structures, les principaux re´sultats
concernant les {e}-structures ainsi que la me´thode d’e´quivalence de Cartan.
Nous verrons qu’au proble`me d’e´quivalence (Ef ,Φ) on associe une famille de G-
structure Pf telles que les deux diffie´te´s Ef et Ef¯ sont e´quivalentes par une transfor-
mation ϕ ∈ Φ si et seulement si les deux G-structures Pf et Pf¯ sont isomorphes. On
pre´sentera une formulation algorithmique de cette e´tape dite de mise en e´quations.
Nous verrons e´galement que la me´thode de Cartan est un algorithme qui prend
en entre´e une famille de G-structures Pf et retourne en sortie un ensemble d’inva-
riants dits fondamentaux et un certain nombre de de´rivations invariantes, de´finis sur
une varie´te´ fibre´e au dessus de M . Dans la me´thode de Cartan les invariants s’ob-
tiennent par de´rivation, contrairement a` la me´thode de Lie ou` on est oblige´ a` re´soudre
un syste`me EDP.
Les calculs sont faits ici a` l’aide du package Cartan [Neut].
3.1 Les G-structures
De´signons par R(M) le fibre´ des repe`res de M . Un point p de R(M) dont l’origine
est un point x ∈ M est une base de l’espace tangent TxM. Il de´finit un isomorphisme
de Kn dans TxM que l’on notera e´galement par p. Sur le fibre´ des repe`res R(M) il
existe une forme diffe´rentielle canonique θ a` valeur dans Kn. Elle est de´finie comme
suit : soit p ∈ R(M) avec π(p) = x pour tout vecteur p˙ ∈ TpR(M) on pose
θ|p (p˙) = p−1(π∗(p˙)). (3.1)












Fig. 3.1 – De´finition de la 1-forme canonique θ
3.1.1 De´finitions et exemples
Pour pre´senter la me´thode de Cartan nous avons besoin de de´finir les G–structures.
Introduite par S.S. Chern [Che53, Che66] et C. Ehresmann [Ehr53], les G–structures
sont e´tudie´es de fac¸on approfondie dans [Ste64].
De´finition 3.1 (G-structure) Soit G un sous–groupe de GL(m,R). Une G-structure P
fibre´e sur une varie´te´ M est une sous–varie´te´ de R(M) avec la proprie´te´ que pour tout
repe`re p ∈ P et pour tout g ∈ GL(n), le repe`re p.g appartient a` P si et seulement
si g ∈ G.
Tout diffe´omorphisme ϕ : M → M se prolonge de manie`re unique en un diffe´omorphisme ϕ∗








Fig. 3.2 – Correspondance entre ϕ et ϕ∗
De´finition 3.2 Soient P et P¯ deux G-structures de´finies sur M et M¯ respectivement.
Un diffe´omorphisme ϕ :M → M¯ est dit isomorphisme de P dans P¯ si ϕ∗(P ) = P¯ . Dans
ce cas, les deux G-structures sont dites isomorphes. Si P = P¯ alors l’isomorphisme ϕ
est dit automorphisme de P .
On notera le pseudo–groupe de Lie des automorphismes d’uneG-structure P par Autloc(P ).
C’est un pseudo–groupe de Lie d’apre`s la proposition 3.1 ci–dessous.
Exemple 3.1 Si P est une G-structure sur M et π est la projection de P sur M,
alors π−1(U) est une G-structure sur U pour tout ouvert U de M.
Exemple 3.2 Le fibre´ des repe`res sur M est GL(m,R)-structure sur M . Les automor-
phismes sont les diffe´omorphismes de M dans M . Le fibre´ des repe`res orthonorme´s
d’une varie´te´ riemannienne M est une O(m,R)-structure. Les automorphismes de la
G-structure sont les isome´tries de M .
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Exemple 3.3 A toute distribution ∆ sur M (en particulier, a` toute diffie´te´) lui cor-
respond une G-structure P ⊂ R(M). Un e´le´ment de P est une base de TxM forme´e
d’une base quelconque de ∆x comple´te´e par une base quelconque d’un supple´mentaire
de ∆x dans TxM . Les automorphismes de cette G-structure correspondent donc aux
diffe´omorphismes ϕ : M →M tels que ϕ∗(∆) ⊂ ∆.
Exemple 3.4 D’apre`s le the´ore`me fondamental de Cartan, thm. 1.6 page 30, tout
pseudo–groupe de Lie transitif sur une varie´te´ M peut eˆtre vu comme le pseudo–groupe
de Lie des automorphismes d’une certaine G-structure de´finie sur une varie´te´ fibre´e au
dessus de M (voir aussi [Kob72]). Les variables auxiliaires dans le the´ore`me de Cartan,
sont les coordonne´es locales du groupe structural. Dans la suite, tous les pseudo–groupes
de Lie conside´re´s sont suppose´s transitifs.
Soit maintenant P une G-structure sur M . Rappelons que sur le fibre´ des repe`res
R(M) vit une forme diffe´rentielle θ de´finie par (3.1). La restriction de cette forme sur
la sous–varie´te´ P est appele´e forme canonique associe´e a` la G-structure P . Par abus de
notation, on continuera a` noter cette forme par θ et on e´crira P = (M,G, θ) .
Proposition 3.1 E´tant donne´es deux G-structures P = (M,G, θ) et P¯ = (M¯,G, θ¯).
Le diffe´omorphisme ϕ : P → P¯ est un isomorphisme de G-structures si et seulement
s’il ve´rifie ϕ∗(θ¯) = θ.
De´monstration. La preuve de´coule du fait que la commutativite´ des deux dia-















Fig. 3.4 – Correspondance entre p et p¯
CQFD
Notons la restriction de la G-structure P sur un ouvert U de M par P |U .
De´finition 3.3 Soient P et P¯ deux G-structures de´finies sur M et M¯. Soient x ∈M
et x¯ ∈ M¯ . Les deux G-structures P et P¯ sont dites localement e´quivalentes au point (x, x¯)
s’il existe un voisinage U de x et un voisinage U¯ de x¯ telle que les deux G-structures P¯ |U
et P¯ |U¯ soient isomorphes.
Voyons a` quoi ressemble, en coordonne´es locales, la forme canonique θ d’une G-
structure P sur M . Soient s une section locale de P et p ∈ P un repe`re d’origine x. Il
existe alors g = g(x) ∈ G telle que
s(x) = p.g. (3.2)
En d’autres termes, p est de coordonne´es (x, g) dans le repe`re s(x). Conside´rons ω le
corepe`res dual a` la section s. Le vecteur des coordonne´es du vecteur x˙ ∈ TxM dans le
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repe`re s(x) est e´gal a` ωx(x˙). D’apre`s (3.2), ce meˆme vecteur a pour vecteur coordonne´es
dans le repe`re p le vecteur produit g.ωx(x˙). Ce qui nous donne
θ(x,g) = g.ωx,
qui est l’expression en coordonne´es locales de la forme canonique θ.
3.1.2 Les {e}-structures
Les de´monstration des re´sultats rappele´s ici se trouvent dans [Olv95]. Lorsque le
groupe structural d’une G-structure P est trivial (re´duit a` l’identite´) on dira que P est
une {e}-structure. Dans ce cas, les e´quations de structure prennent la forme simple
dθi = T ijkθ
j ∧ θk.
Dans ce cas, le pseudo–groupe de Lie Autloc(P ) des automorphismes de P est de di-
mension finie. En effet, une transformation ϕ ∈ Autloc(P ) si et seulement si elle ve´rifie{
ϕ∗θ − θ = 0,
θ1 ∧ · · · θm 6= 0. (3.3)
Puisque ce syste`me est comple`tement inte´grable, la transformation ϕ de´pend d’un
nombre fini de constantes arbitraires. Re´ciproquement, on a la proposition suivante
Proposition 3.2 Soit P une G-structure sur M . Si le pseudo–groupe de Lie Autloc(P )
est de dimension finie alors P se prolonge en une {e}-structure.
Pour e´noncer la proposition (3.3), qui nous sera utile dans le reste de la the`se, nous
avons besoin de la de´finition suivante
De´finition 3.4 Soient I1, · · · , Ik des fonctions analytiques de la varie´te´ M dans K
et ayant un domaine de de´finition commun. On dira qu’elles sont fonctionnellement
(resp. alge´briquement) de´pendantes si, pour tout x0 ∈ M il existe un voisinage U et
une fonction analytique (resp. alge´brique) H(z1, · · · , zk), non identiquement nulle, telle
que H(f1(x), · · · , fk(x)) = 0 pour tout x ∈ U. On dira qu’elles sont fonctionnellement
(resp. alge´briquement) inde´pendantes dans le cas contraire.
On peut ve´rifier que les fonctions I1, · · · , Ik sont fonctionnellement inde´pendantes si et
seulement si leurs diffe´rentielles dI1, · · · , dIk sont Cω(M)–line´airement inde´pendantes
ou` Cω(M) est la K–alge`bre des fonctions analytiques de M dans K.
Ceci e´tant dit, soit P une {e}-structure sur M avec les e´quations de structure
dθi = T ijkθ
j ∧ θk.
Notons par A le corps diffe´rentiel engendre´ par les fonctions T ijk et les de´rivations
X1, · · · , Xm duales aux formes θ1, · · · , θm avec m = dim(M).
De´finition 3.5 Le nombre maximal ρ de fonctions de A fonctionnellement inde´pendantes
est appele´ rang de la {e}-structure P .
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On montre que
0 ≤ ρ ≤ m.
En particulier ρ = 0 lorsque tous les coefficients T ijk sont constants.
Proposition 3.3 (Olver) Soit P une {e}-structure sur M de rang ρ. La dimension
du pseudo–groupe de Lie Autloc(P ) des automorphismes de P est e´gale a` m− ρ.
3.2 G-structures et proble`mes d’e´quivalence
Etant donne´ un proble`me d’e´quivalence de´fini par la famille de diffie´te´s Ef = (M,∆f )
et le pseudo–groupe de Lie Φ ⊂ Diff loc(M) dont les e´quations de de´finition sont sup-
pose´es du premier ordre. En vue d’appliquer la me´thode d’e´quivalence, E´lie Cartan for-
mule le proble`me d’e´quivalence (Ef ,Φ) en un proble`me d’e´quivalence de G-structures
Pf sur M . Cette e´tape de pre´paration, souvent ne´glige´e dans la litte´rature, repose sur
la proposition suivante (intersection de deux pseudo–groupes de Lie)
Proposition 3.4 Soient P ′ = (M,G′, θ′) et P ′′ = (M,G′′, θ′′) deux G-structures. Il
existe une G-structure P = (M,G, θ) telle que
Autloc(P ) = Autloc(P ′) ∩ Autloc(P ′′).
De´monstration. En coordonne´es locales, les formes canoniques de P ′ et P ′ s’e´crivent
θ′ = Aω′, θ′′ = Bω′′,
ou` A ∈ G′, B ∈ G′′ et ω′, ω′′ sont deux corepe`res deM . De´signons par Q ∈ GL(m,R) la
matrice de changement de corepe`re ω′ = Qω′′. Dans ce cas, on ve´rifie que θ′ = AQB−1θ′′.
Ce qui permet de de´duire que la matrice inversible J = AQB−1 est invariante par les
transformations ϕ de Autloc(P ′)∩Autloc(P ′′). La normalisation (voir section 3.3.3) des
entre´es de cette matrice J donne la G-structure P. CQFD
A pre´sent, la mise en e´quations du proble`me d’e´quivalence (Ef ,Φ) comporte les e´tapes
suivantes
proce´dure de mise en e´quations d’un proble`me d’e´quivalence
1- construire la famille de G′-structures P ′f = (M,G
′, θ′f ) qui correspond a`
la famille de distributions ∆f ,
2- construire la G′′-structure P ′′Φ = (M,G
′′, θ′′) dont le pseudo–groupe de
Lie des automorphismes est un prolongement holoe´drique de Φ,
3- construire la famille de G-structure Pf telle que
Autloc(Pf) = Aut
loc(P ′f) ∩ Autloc(P ′′Φ).
Les diffie´te´s Ef et Ef¯ sont e´quivalentes par une transformation ϕ ∈ Φ si
et seulement si les deux G-structure Pf et Pf¯ sont isomorphes.
Avant d’aller plus loin dans la pre´sentation de la me´thode de Cartan, illustrons ce
proce´de´ sur un exemple
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Exemple 3.5 Conside´rons le proble`me d’e´quivalence donne´ par les e´quations auto-




x¨ = f(x, x˙), t, x ∈ R










Une transformation quelconque prise dans ce pseudo–groupe de Lie est de la forme
t¯ = t + α(x), x¯ = β(x). Elle envoie une solution pe´riodique d’une e´quation autonome
sur une autre solution pe´riodique.
L’e´quation diffe´rentielle x¨ = f(x, x˙) de´finit une diffie´te´ Ef = (M,∆f ) ou` M est la
varie´te´ de coordonne´es locales (t, x, p = x˙) et ∆f est la distribution engendre´e par les
deux 1-formes
dx− pdt, dp− f(x, p)dt.
Commenc¸ons par de´terminer la famille de G-structures P ′f qui correspond a` la fa-
mille de distributions ∆f . Deux diffie´te´s Ef et Ef¯ sont e´quivalentes par une transforma-


































pour certaines fonctions a1, . . . , a7 de´finies sur M a` valeurs dans R. La 1-forme θ
′
f :=
A(a)ω′f de´finit la G
′-structure P ′f = (M,G
′, θ′f).
Construisons maintenant la G-structure P ′′Φ telle que Aut
loc(P ′′Φ) = Φ. Les e´quations
































Le pseudo–groupe de Lie conside´re´ Φ est isomorphe au pseudo–groupe de Lie des au-
tomorphismes de la G′′-structure P ′′Φ = (M,G
′′, θ′′) de´finie par la forme canonique
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θ′′ = B(b)ω′′ (Remarquer que les deux formes θ′′1 = dt + b1dx et θ
′′
2 = b2dx sont les
meˆmes formes invariantes ω1 et ω2 donne´es par (1.18) page 32).
Soit la matrice de passage
Q =





telle que ω′f = Qω
′′. Nous avons maintenant toutes les e´le´ments pour calculer la famille
de G-structures Pf . En effet, d’apre`s la de´monstration de la proposition 3.4, la matrice




a1 − a2p− a3b3
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est invariante pour le proble`me d’e´quivalence. On peut alors normaliser ses entre´es a`
des valeurs constantes convenables en posant par exemple
J =





Ce qui permet d’obtenir
a1 = a2p+ 1, a3 = 0, a5 = 0, a4 = p
−1.
La substitution de ces valeurs dans θ′f donne le vecteur de 1-formes
θf =








Montrons que θf est la forme canonique d’une certaine G-structure Pf (remarquer que
la matrice A′ ne peut pas eˆtre une matrice d’un groupe structural : elle a une entre´e
e´gale a` p−1). Par contre, on peut e´crire
θf = A
′ (A′|Id)−1A′|Id ω′f ,
ou` A′|Id est la matrice obtenue a` partir de A′ en se mettant sur l’identite´ du groupe G′.
Posons ωf := A



















Il est facile de voir que les matrices g forment un groupe G et ωf est un corepe`re de M .
Le vecteur de 1-formes θf est la forme canonique d’une G-structure Pf = (M,G, θf).
On vient de de´montrer que deux e´quations diffe´rentielles Ef et Ef¯ sont e´quivalentes
par une transformation ϕ ve´rifiant (3.4) si et seulement si les deux G-structures Pf
et Pf¯ sont isomorphes.
Remarque 3.1 La plupart des pseudo–groupes de Lie traite´s dans la litte´rature ont
des e´quations de de´finition simples, ce qui permet de raccourcir le calcul de la mise en
e´quations. C’est le cas par exemple des transformations ponctuelles
(t, x)→ (τ(t, x), ξ(t, x)).
Ces transformations du J0(K,K), ont la proprie´te´ d’envoyer la forme de contact dx¯−
p¯dt¯ sur la forme de contact dx − pdt a` un facteur pre´s. Il suffit pour obtenir la G-
structure Pf , de poser a3 = 0 et a5 = 0 dans la matrice A de l’exemple pre´ce´dent. Pour
les transformations fiber–preserving
(t, x)→ (τ(t), ξ(t, x))
il faut exprimer e´galement que t¯ ne de´pend pas de x c’est a` dire a2 = 0.
3.3 La me´thode d’e´quivalence de Cartan
Elle prend en entre´e une famille de G-structures Pf = (M,G, θf ) et retourne en sortie
un ensembles d’invariants dit fondamentaux et un certain nombre de de´rivations inva-
riantes (ou formes invariantes par dualite´) de´finis sur une varie´te´ fibre´e au dessus deM .
Nous avons vu, proposition 3.1, que le proble`me d’e´quivalence de G-structures est un
proble`me de calcul de contraintes d’inte´grabilite´ d’un certain syste`me de Pfaff line´aire.
La me´thode de Cartan, n’est alors qu’une application de l’algorithme de calcul de
contraintes d’inte´grabilite´ d’un syste`me de Pfaff line´aire, pre´sente´ dans le premier cha-
pitre.
Dans les paragraphes suivants nous allons pre´senter les cinq e´tapes de la me´thode de
Cartan. Cette pre´sentation est fortement inspire´e de [Neut]. L’algorithme de la me´thode
d’e´quivalence est illustre´ dans le sche´ma 3.5.
3.3.1 Calcul des e´quations de structure
E´tant donne´e uneG-structure Pf = (M,G, θf ). On sait que laG-structure Pf¯ = (M,G, θf¯ )
est isomorphes a` Pf si et seulement s’il existe une transformation ϕ : R(M)→ R(M)
solution du syste`me de Pfaff line´aire

θf¯ − θf = 0,
dθf¯ − dθf = 0,
θ1f ∧ · · · ∧ θmf 6= 0.
(3.5)



















Fig. 3.5 – Sche´ma d’algorithme de la me´thode d’e´quivalence.
En coordonne´e locales la forme canonique θf s’e´crit θf = gωf avec g une matrice
du groupe structural G et ωf un champ de corepe`res de Pf . Pour alle´ger les notations
posons θ = θf et ω = ωf .
Le calcul de la diffe´rentielle exte´rieure nous donne
dθ = dgg−1 ∧ θ + gdω,






∧ θj + (gdω)i. (3.6)
Dans ces e´quations la matrice dgg−1 n’est autre que la matrice de Maurer–Cartan
du groupe G. Choisissons parmi les entre´es de cette matrice r = dim(G) formes





D’autre part, les 2-formes semi–basiques (gdω)i, 1 ≤ i ≤ m sont combinaisons
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line´aires des 2-formes {θj ∧ θk}. Par conse´quent, il existe des fonctions analytiques T ijk
de´finies sur la varie´te´ Pf tel que (gdω)
i = T ijkθ
j ∧ θk.
Les e´quations (3.6) s’e´crivent alors sous la forme
dθi = Aijρπ
ρ ∧ θj + T ijkθj ∧ θk,
ou` les coefficients de torsion T ijk de´pendent de notre choix des formes {πρ}.
Par un calcul analogue sur la G-structure Pf¯ , on trouve les e´quations de structure
dθ¯i = Aijρπ¯
ρ ∧ θ¯j + T¯ ijkθ¯j ∧ θ¯k
ou` on a pose´ θf¯ = θ¯, pour alle´ger les notations.
Exemple 3.6 (Suite) Pour le proble`me d’e´quivalence des e´quations autonomes du se-
cond ordre pour les transformations de la forme (t, x)→ (t+ α(x), β(x)), le calcul des


















 T 112θ1 ∧ θ2 + T 123θ2 ∧ θ3T 212θ1 ∧ θ2 + T 223θ2 ∧ θ3
T 312θ











da3 − da2, π3 = 1
a3
da3.
La matrice des formes {πρ} est une matrice a` valeurs dans l’alge`bre de Lie g du groupe
structural G.
3.3.2 Absorption de la torsion
Il s’agit du meˆme proce´de´ pre´sente´ dans l’algorithme de calcul des contraintes d’inte´grabilite´
applique´, ici, aux e´quations de structure
dθi = Aijρπ
ρ ∧ θj + T ijkθj ∧ θk
et par supposition aux e´quations de structure de toute G-structure Pf¯ isomorphe a` Pf .
Dans ce cas, les contraintes d’inte´grabilite´ du syste`me de Pfaff θ¯ − θ = 0, dθ¯ − dθ = 0
et θ 6= 0 sont de la forme
T
i
jk − T ijk = 0.
Ce qui montre que les T ijk qui restent non nuls apre`s l’absorption de la torsion sont
constants sur l’orbite de la G-structure Pf . En d’autre terme, ils sont invariants pour
le proble`me d’e´quivalence.
Exemple 3.7 (Suite) Reprenons l’exemple d’e´quivalence des e´quations autonome du
second ordre ou` les e´quations de structure sont donne´es par (3.7).
Effectuons le changement de formes π → π + Λθ dans ces e´quations. Nous pouvons





T 223, soient nuls.
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faisant apparaˆıtre les invariants
T 212 = −
a2 + a3f
p(1 + a1)a3




avec bien e´videment (1+a1)a3 6= 0 conse´quence de l’inversibilite´ de la matrice du groupe
structural.
Les parame`tres λρj qui restent arbitraires sont donne´s par la matrice
Λ(2) =





Le degre´ d’inde´termination est e´gal au nombre des λρj dans Λ
(2) c’est a` dire 4.
3.3.3 Normalisation
Nous venons de voir que les coefficients de torsion essentiels sont invariants. Si parmi
ces invariants, il existe quelques-uns qui de´pendent des parame`tres du groupe structural,
alors il est possible de re´duire le groupe structural en fixant ces invariants a` des valeurs
convenables, souvent ze´ro ou un. Ce qui conduit a` une re´duction du groupe structural G
en un groupe de Lie G1 de dimension infe´rieure. La difficulte´ est de de´montrer qu’on
obtient une G1-structure.
Notons par V l’espace Kn et par g l’alge`bre de Lie du groupe G. Soient {ei} une
base de V , {ej} une base de V ∗ et {Aρ}1≤ρ≤r une base de g. Introduisons l’ope´rateur
line´aire L d’anti-syme´trisation
g⊗ V ∗ L→ V ⊗ ∧2V ∗
de´fini par
L(λρkAρ ⊗ ek) = −(Aijρλρk − Aikρλρj )ei ⊗ ej ∧ ek.
On lui associe la suite exacte
0→ g(1) → g⊗ V ∗ L→ V ⊗∧2V ∗ →W → 0
ou` g(1) = ker L est la premie`re prolongation de g et
W = coker L =
V ⊗ ∧2V ∗
L(g⊗ V ∗) .
L’espace W est souvent note´ H0,2(g) dans la the´orie cohomologique de Spencer.
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Voyons de plus pre`s les invariants fournit par l’absorption de la torsion. Soit l’appli-
cation
Cf : Pf → V ⊗ ∧2V ∗
de´finie en tout point p ∈ Pf par
Cf(p) = T
i
jk(p)ei ⊗ ej ∧ ek.
L’absorption de la torsion consiste alors a` composer cette application avec la projection
canonique
V ⊗ ∧2V ∗ → W.
Le re´sultat est une application cf : Pf → W , appele´e torsion intrinse`que. On montre
[Gar89, Ste64] qu’elle est e´quivariante. L’action naturelle du groupe structural sur l’es-
pace W est donne´e par
Rg
(








mei ⊗ ej ∧ ek
avec g = S(a) = (sij) et (σ
i








Fig. 3.6 – La torsion intrinse`que est equivariante
Par construction on a la proposition suivante
Proposition 3.5 Pour un choix de base de W donne´, les composantes d’un tenseur
pris dans l’image cf (Pf) sont les invariants calcule´s par la me´thode de Cartan.
Etant donne´ un vecteur w0 dans l’image cf (Pf). On de´finit alors la sous–varie´te´ de
Pf1 ⊂ Pf et le groupe de Lie G1 ⊂ G par{
Pf1 := {p ∈ Pf | cf(p) = w0}
G1 := {g ∈ G | ∀p ∈ Pf , cf (p · g) = cf(p)} (3.8)
La normalisation (3.8) est dite une normalisation du 1er ordre de type constant
lorsque le groupe G ope`re transitivement sur l’espace vectoriel W.
Proposition 3.6 Si la normalisation (3.8) est “du 1er ordre de type constant”, alors
Pf1 est une G1-structure de baseM . De plus, soit i : Pf1 → Pf , le plongement canonique
de Pf1 dans Pf . Si θf est la 1-forme canonique associe´e a` Pf , alors la 1-forme i
∗θf est
la forme canonique associe´e a` la G1-structure Pf1.
Proposition 3.7 Deux G-structures Pf et Pf¯ sont isomorphes si et seulement si les
G1-structures Pf1 et Pf¯1 le sont.
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Apre`s chaque normalisation, l’e´tape d’absorption peut a` nouveau permettre de trouver
des invariants. On reste ainsi dans une boucle d’absorptions et de normalisations tant
que l’on trouve des invariants qui de´pendent des parame`tres du groupe G.
Exemple 3.8 (Suite) Continuons l’e´tude du proble`me d’e´quivalence des e´quations au-
tonomes du second ordre. L’e´tape de l’absorption de la torsion nous a fournit des
e´quations de structure faisant apparaˆıtre les invariants
T 212 = −
a2 + a3f
p(1 + a1)a3





T 212 = 0, T
2
23 = 1,
ce qui permet de normaliser les parame`tres a2 et a3 et de re´duire ainsi le groupe struc-
tural G en un groupe G1 ⊂ G. Il faut ensuite recalculer les e´quations de structure de la






















On constante qu’aucune normalisation n’est possible.
3.3.4 Le test de Cartan
Supposons qu’apre`s une ou plusieurs boucles d’absorptions de la torsion et de nor-
malisations, aucun invariant ne de´pend des parame`tres de groupe structural. Dans ce
cas, on fait passer le syste`me de Pfaff (rappelons qu’on a pose´ θ = θf et θ¯ = θf¯ pour
alle´ger les notations) 

θ¯ − θ = 0,
dθ¯ − dθ = 0,
θ1 ∧ · · · ∧ θm 6= 0,
(3.9)
le test de Cartan de´crit page 24. Si le syste`me (3.9) est en involution alors on a
Proposition 3.8 Soit Af (resp. Af¯) le corps diffe´rentiel engendre´ par les invariants
T ijk (resp. T
i
jk) et les de´rivations duales aux formes {θi}1≤i≤m (resp. {θ¯i}1≤i≤m ) du
syste`me (3.9), en involution. Alors les G-structures Pf et Pf¯ sont isomorphes si et
seulement si Af et Af¯ le sont.
Soit {Xi}1≤i≤m les de´rivations duales aux formes {θi}1≤i≤m. La proposition pre´ce´dente
signifie que dans le cas ou` le syste`me (3.9) est en involution, l’ensemble {T ijk, Xi} est
un syste`me complet d’invariants. Le cas le plus simple est lorsque tous les invariants
fondamentaux T ijk sont constants [DN05, DN06]. La G-structure Pf¯ est isomorphe a` Pf





jk, 1 ≤ i ≤ m, 1 ≤ j < k ≤ m.
Maintenant, si le syste`me (3.9) n’est pas en involution alors Af ∼ Af¯ ne suffit pas
pour affirmer que les G-structures Pf et Pf¯ sont isomorphes. Il faut prolonger le syste`me
de Pfaff (3.9).
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Exemple 3.9 (Suite) Appliquons le test d’involution de Cartan a` notre proble`me d’e´qui-






















Le calcul des caracte`res de Cartan donne s1 = 1, s2 = 0, s3 = 0. Le degre´ d’inde´termination
est nul ce qui montre que le syste`me n’est pas en involution.
3.3.5 Prolongation
On fait appel a` cette proce´dure si les conditions suivantes sont re´unies. Premie`rement,
on suppose qu’apre`s une ou plusieurs boucles d’absorptions de la torsion et de normali-
sations aucun coefficient de torsion ne de´pend de parame`tres du groupe. Deuxie`mement,
ce dernier n’est pas comple`tement re´duit a` l’identite´. Et enfin, on suppose que le syste`me
de Pfaff line´aire 

θ¯ − θ = 0,
dθ¯ − dθ = 0,
θ1 ∧ · · · ∧ θm 6= 0,
(3.10)
n’est pas en involution.
Cette proce´dure, pre´sente´e dans le chapitre 1, consiste dans le cas de la me´thode de
Cartan a rajouter au syste`me de Pfaff pre´ce´dant les e´quations des e´le´ments inte´graux
ordinaires
π¯ = π + Λ(2)θ
apre`s les avoir e´crit sous la forme syme´trique
π¯ + Λ¯(2)θ¯ = π + Λ(2)θ.
La matrice Λ(2) = (λρj ) est la matrice des λ
ρ
j qui sont reste´s arbitraires apre`s la dernie`re
absorption de la torsion.
On obtient une G(1)-structure, note´e P
(1)
f , de´finie sur la varie´te´M
(1) e´gale au produit
des varie´te´s M ×G. Le nouveau groupe structural est le sous–groupe de GL(m+ r,R)





On montre que le nouveau groupe G(1) est toujours abe´lien (meˆme si c¸a n’a pas d’inte´reˆt
pratique) et que l’alge`bre de Lie associe´e est g(1) = kerL. La forme canonique de la












et puisque la prolongation d’un syste`me diffe´rentiel exte´rieur est un syste`me de Pfaff
qui a les meˆmes varie´te´s inte´grales, on a
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Exemple 3.10 (Suite et fin) Reprenons le proble`me d’e´quivalence des e´quations du
second ordre. Dans ce cas, la nouvelle varie´te´ est M (1) = M × G1 de coordonne´es
locales (t, x, p, a1).
Le nouveau groupe structural est re´duit a` l’identite´ car le degre´ d’inde´termination est
nul. La prolongation donne alors une {e}-structure dont les e´quations de structure sont






















la diffe´rentielle de la forme π1
dπ1 = T 423θ
2 ∧ θ3.
La forme π1 sera note´e θ4 et c¸a sera notre convention de notation dans la suite. L’in-
variant T 423 est explicitement donne´ par
T 412 =
−fppp2 + 4fpp− 6f
p
.
En fin, le nouveau syste`me est en involution.




Ce chapitre est de´die´ aux syme´tries des diffie´te´s. La premie`re partie est un bref
rappel sur le sujet. On verra qu’une syme´trie d’une diffie´te´ E est un diffe´omorphisme,
appartenant a` un certain pseudo–groupe de Lie Φ, qui pre´serve la structure de contact
de la diffie´te´. Le pseudo–groupe de de Lie Φ e´tant fixe´, de telles transformations forment
un pseudo–groupe de Lie dont les e´quations de de´finition sont, en ge´ne´ral, non line´aires.
Les ge´ne´rateurs infinite´simaux des groupes de syme´tries a` un parame`tre sont solutions
d’un syste`me EDP line´aire, appele´ e´quations de Lie. Cette approche, vieille de plus d’un
sie`cle, est connue sous le non de me´thode de Lie.
En guise d’exemple, nous conside´rons l’e´quation de Lie´nard x¨ = f(x)x˙+ g(x) et le
pseudo–groupe, forme´ des transformations de la forme (t, x)→ (at+ α(x), β(x)) qui
ont la proprie´te´ d’envoyer une solution pe´riodique sur une autre solution pe´riodique.
Les e´quations de Lie de´pendent ici de f et g et nous verrons comment Rosenfeld-
Gro¨bner permet de discuter de la structure de l’alge`bre de Lie de syme´tries en fonction
de f et g.
Dans un deuxie`me temps, nous verrons que contrairement a` la me´thode de Lie,
la me´thode de Cartan permet de calculer le pseudo–groupe de syme´trie tout entier.
Une syme´trie, dans le formalisme du chapitre pre´ce´dent, est une solution du proble`me
de self-equivalence de la diffie´te´ avec elle meˆme pour les transformations ϕ ∈ Φ. On
pre´sentera une me´thode simple, base´e sur la me´thode de Cartan, qui permet de calculer
le pseudo–groupe de syme´trie de la diffie´te´ quand celui-ci est de dimension nulle.
Dans la dernie`re partie, on se donne a` la place de diffie´te´ E une famille de diffie´te´ Eα
indexe´e par un certain nombre de parame`tres α. Nous verrons comment de´terminer les
transformations du pseudo–groupe qui laissent cette famille invariante. Ces transforma-
tions sont appele´es syme´tries de la famille de diffie´te´ Eα.
Le calcul du changement de variables, qui re´alise l’e´quivalence entre deux diffie´te´s,
est fortement lie´ au calcul du pseudo–groupe de syme´tries. En particulier, si le pseudo–
groupe de syme´tries est de dimension nulle alors le changement de variables est obtenu
sans inte´grer d’e´quations diffe´rentielles.
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4.1 La notion de syme´trie
Pour de´finir la notion de syme´trie en toute ge´ne´ralite´ on se donne un groupe Φ
ope´rant sur un ensemble E. Une syme´trie de l’objet x ∈ E est alors un e´le´ment ϕ ∈ Φ
appartenant au groupe d’isotropie de x. Dans la suite E est une famille de diffie´te´s Ef =
(M,∆f)
De´finition 4.1 Une syme´trie (interne) de la diffie´te´ Ef = (M,∆f) est un diffe´omorphisme
local ϕ ∈ Diff loc(M) qui pre´serve la structure de contact de Ef i.e.
ϕ∗(∆f ) = ∆f .
Les syme´tries de la diffie´te´ Ef forment un pseudo–groupe de Lie note´ Autloc(Ef).
Comme la distribution ∆f est involutive, Aut
loc(Ef) est le pseudo–groupe de syme´tries
d’un feuilletage. Un tel pseudo–groupe est de dimension infinie.
Exemple 4.1 Soit M la varie´te´ de coordonne´es locales (x, y1, · · · , yn). Tout feuilletage
sur M , de codimension n, est localement redressable en (les Ci e´tant des constantes
arbitraires)
y1 = C1, · · · , yn = Cn.
La transformation fiber–preserving ϕ ∈ Diff loc(M)
(x, y1, · · · , yn)→ (ϕ0(x, y1, · · · , yn), ϕ1(y1, · · · , yn), · · · , ϕn(y1, · · · , yn)),
ou` les fonctions ϕi sont arbitraires, est une syme´tries du feuilletage car elle envoie une
feuille sur une autre—voir figure 4.1. Le pseudo–groupe de syme´tries du feuilletage est




Fig. 4.1 – La transformation ϕ est une syme´trie du feuilletage.
Par la suite, nous allons nous inte´resser qu’aux syme´tries de la diffie´te´ Ef qui ap-
partiennent a` un certain pseudo–groupe de Lie Φ ⊂ Diff loc(M). Autrement dit, aux
transformations ϕ qui ve´rifient le syste`me EDP non line´aire
ϕ∗(∆f) = ∆f et ϕ ∈ Φ (4.1)
ou` la deuxie`me contrainte signifie que ϕ satisfait les e´quations de de´finition du pseudo–
groupe de Lie Φ. De telles syme´tries forment un pseudo–groupe de Lie note´ Sf , e´gal donc
a` l’intersection Autloc(Ef) ∩ Φ et dont les e´quations de de´finition sont les e´quations (4.1).
Dans le formalisme de la me´thode d’e´quivalence Sf est forme´ par les transformations
ϕ solutions du proble`me de self-equivalence de la diffie´te´ Ef avec elle meˆme pour les
transformations prises dans Φ.
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Exemple 4.2 Conside´rons la famille d’e´quations diffe´rentielles du 2e ordre
y′′ = f(x, y, y′).
et le pseudo–groupe de Lie Φ forme´ des transformations ϕ ∈ Diff loc(C2) de la forme (ηy 6= 0)
(x, y)→ (x¯, y¯) = (x+ C, η(x, y)).
On sait que toute e´quation y′′ = f(x, y, y′) de´finit une diffie´te´ Ef = (M,∆f ) de coor-
donne´es locales (x, y, p = y′) ∈ C3. La distribution de Cartan ∆f est engendre´e par les
deux formes
dy − pdx, dp− f(x, y, p)dx.












dp− f(x, y, p)dx
)
ou` dx¯ = dx, dy¯ = y¯xdx+ y¯ydy et y¯y 6= 0. On obtient le syste`me EDP
p¯− y¯x − py¯y = 0,
y¯xx + 2py¯xy + p
2y¯yy + f(x, y, p) y¯y − f(x¯, y¯, p¯) = 0,
x¯x − 1 = 0, x¯y = 0, y¯y 6= 0
qui est bien non line´aire en les inconnues x¯ et y¯ lorsque la fonction f l’est.
4.2 La me´thode de Lie
Les e´quations non line´aires (4.1) se simplifient en un syste`me EDP line´aire, appele´e
e´quations de Lie, si on se limite au calcul des ge´ne´rateurs infinite´simaux du pseudo–
groupe Sf . Cette technique, vieille de plus d’un sie`cle, est connue sous le nom deme´thode
de Lie. Une bonne re´fe´rence de ce qui vas suivre est le livre [KN63] mais aussi [Olv93]
et [BK89].
De´finition 4.2 Soit G un groupe de Lie de dimension r. Un groupe a` r parame`tres de
transformations d’une varie´te´ M est une application analytique de G×M dans M
(ε, p) ∈ G×M → ϕε(p) ∈M (4.2)
qui satisfait les conditions suivantes
* Pour tout ε ∈ G, ϕε : p→ ϕε(p) est une transformation de M .
* Pour tous ε, τ ∈ G et p dans M , ϕε+τ(p) = ϕε ◦ φτ (p).
* Si e de´signe l’e´le´ment neutre de G alors ϕe est la transformation identique.
Lorsque r = 1, on dira qu’il s’agit d’un groupe a` un parame`tre. On montre que tout
groupe a` r parame`tres est engendre´ par ses sous–groupes a` un parame`tre. Ainsi, par
exemple, pour montrer l’invariance d’un objet sous l’action d’un groupe de transforma-
tions a` r parame`tres, il suffit de le faire par rapport a` chacun de ses sous–groupes a` un
parame`tre.
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Tout groupe a` un parame`tre de transformations ϕε induit un champ de vecteur X de
la fac¸on suivante. Pour tout point p ∈M , Xp est le vecteur tangent a` la courbe γ(ε) =
ϕε(p) au point p = ϕ0(p) i.e.
dϕε(p)
dε
|ε=0 = Xp. (4.3)
Le champ de vecteurs X est appele´ ge´ne´rateur infinite´simal associe´ au groupe a` un
parame`tre ϕε.
Re´ciproquement, a` tout champ de vecteur X on associe un groupe “local” a` un
parame`tre de transformations :
Proposition 4.1 Soit X un champ de vecteur sur une varie´te´ M . Pour tout p0 ∈ M
il existe un voisinage U de p0, un re´el positif a et un groupe local a` un parame`tre de
transformations ϕε : U →M, ε ∈] − a, a[ tel que X est le ge´ne´rateur infinite´simal
associe´.
Le diffe´omorphismeM ∋ p→ ϕε(p) ∈ M s’appelle le flot (ou la dynamique) engendre´
par X. Lorsque l’on peut prendre ε = ∞, pour tout point p0 dans le the´ore`me, on dit
que X est complet.
Proposition 4.2 Sur une varie´te´ compacte M , tout champ de vecteurs X est complet.
Malgre´ tout comme ϕε(p) et son inverse ϕ−ε(p) existent toujours localement a` ε petit, on
peut “pousser” ou “tirer” n’importe quel tenseur localement pour ε petit. En prenant la
version infinite´simale de ces ope´rations on obtient la de´rive´e de Lie (dans la direction X)
du tenseur.
De´finition 4.3 (de´rive´e de Lie) Soient ϕε un groupe a` un parame`tre de transforma-
tions et X le ge´ne´rateur infinite´simal associe´. L’ope´rateur agissant sur un champ de
tenseurs quelconque






est appele´ la de´rive´e de Lie dans la direction X.
Il en de´coule de cette de´finition que
ϕ∗ε = Id + εLX +O(ε2). (4.4)
On montre que pour tout champ de vecteur Y , on a LX(Y ) = [X, Y ] (voir page 126
pour plus de proprie´te´s).
4.2.1 E´quations de Lie
Revenons aux syme´tries des diffie´te´s et inte´ressons nous aux groupes a` un parame`tre
de syme´tries. D’apre`s (4.3), il s’agit de chercher les syme´tries (qui appartiennent a` un
certain pseudo–groupe de Lie Φ ⊂ Diff loc(M)) de la forme ϕε(p) = p + εX(p) + O(ε2)
pour tout p ∈M .
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Proposition 4.3 Soient ∆ une distribution de´finie sur M , ϕε un groupe a` un pa-
rame`tre ε de transformations de M et X le ge´ne´rateur infinite´simal associe´. La trans-
formation ϕε est une syme´trie de la distribution ∆ si et seulement si
LX∆ = 0 mod ∆. (4.5)
De´monstration. Il suffit d’appliquer (4.4) a` ϕ∗ε(∆) = ∆.
CQFD
Les champs de vecteurs X qui ve´rifient les EDP line´aires (4.5), appele´es e´quations de
Lie, forment une K-alge`bre de Lie, qui peut eˆtre de dimension infinie.
Il est utile de formuler les e´quations de Lie (4.5) dans cadre des G-structures.
Proposition 4.4 Soient ϕε un groupe a` un parame`tre ε de transformations de M et
X le ge´ne´rateur infinite´simal associe´. Le diffe´omorphisme ϕε est un automorphisme de
la G-structure P = (M,G, θ) si et seulement si
LXθ = 0. (4.6)
De´monstration. Il suffit d’appliquer (4.4) a` ϕ∗ε(θ) = θ.
CQFD
4.2.2 Exemple : E´quation de Lie´nard
Conside´rons le pseudo–groupe de Lie forme´ des transformations ϕ ∈ Diff loc(R2) de
la forme {
t¯ = at+ α(x), a 6= 0
x¯ = β(x), βx 6= 0, (4.7)
ou` a ∈ R est une constante arbitraire et α, β deux fonctions arbitraires d’une variable.
Proposition 4.5 Une transformation de la forme (4.7) envoie une fonction pe´riodique
x(t) de pe´riode T sur une autre fonction pe´riodique, de pe´riode aT .
De´monstration. Montrons qu’il existe T¯ telle que x¯(t¯+ T¯ ) = x¯(t¯).
Le graphe de x(t) est invariant par la translation λT : (x, t)→ (x, t+ T ).
(x, t)
λT−−−→ (x, t+ T )
ϕ
y yϕ
(β(x), α(x) + at)
λaT−−−→ (β(x), α(x) + a(t+ T ))
On en de´duit que le graphe de x¯(t¯) est invariant par la transformation ϕ ◦ λT ◦ ϕ−1.
Le calcul montre (voir dessin ci-dessus) que cette transformation est la translation λaT
donc la fonction x¯(t¯) est pe´riodique de pe´riode T¯ := aT.
CQFD
Le but de cet exemple est de discuter de la structure l’alge`bre de Lie de syme´tries de
la forme (4.7) de l’e´quation de Lie´nard
x¨ = f(x)x˙+ g(x), (4.8)
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en fonction de f et g. Nous allons voir que cette discussion peut eˆtre mene´e automati-
quement a` l’aide de l’algorithme Rosenfeld-Gro¨bner.
4.2.2.1 Ge´ne´ration des e´quations de Lie
De´terminons, tout d’abord, les ge´ne´rateurs infinite´simaux X dont les flots sont de la
forme (4.7). Pour cela, posons
t¯ = t+ εA(x, t) +O(ε2), x¯ = x+ εB(x, t) +O(ε2),

























Ce qui permet de de´duire que X est de la forme







Les e´quations de Lie s’obtiennent en e´crivant que le crochet de Lie [X,Dt] est nul





+ (f(x)p + g(x)) ∂
∂p
avec p = x˙. On obtient
le syste`me d’e´quations diffe´rentielles ordinaires

Bgx +Bxg − 2λg = 0,
Bx,x − 2Axf = 0,
Ax,x = 0,
Bfx + 3Axg + λf = 0,
λx = 0.
(4.9)
Ce syste`me qui de´pend des deux fonctions arbitraires f et g est bien line´aire en les
inconnues A,B, λ. Il peut eˆtre simplifie´ en calculant un ensemble caracte´ristique. L’al-
gorithme de Franc¸ois Boulier, conc¸u pour traiter de tel syste`mes par scindage permet
de mener la discussion de la structure de l’alge`bre de Lie en fonction de f et g. Il suf-
fit pour cela de choisir un classement qui e´limine les fonctions inconnues A,B, λ par
rapport aux fonctions arbitraires f et g.
Beaucoup de renseignements essentiels sur l’alge`bre de Lie des syme´tries se lisent dans
cet ensemble caracte´ristique. En particulier, la dimension de l’alge`bre des syme´tries est
e´gale au nombre de points sous les escaliers correspondants aux inconnues A,B, λ.
Dans le cas ou` cette dimension est finie (ce qui est le cas ici), le calcul des constantes
de structure s’obtiennent a` partir d’un de´veloppement limite´ des solutions du syste`me,
ce qui ne ne´cessite aucune inte´gration d’e´quation diffe´rentielle [Rei91].
4.2.2.2 De´tail du re´sultat
Dans les paragraphes suivants, le lecteur trouvera le de´tail du re´sultat produit par
Rosenfeld-Gro¨bner applique´ au syste`me (4.9) pour le classement [A,B, λ] ≻[f, g].
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Le cas ge´ne´rique
Le premier ensemble caracte´ristique est
Ax = 0, B = 0, λ = 0.
C’est le cas ge´ne´rique car il n’y a aucune contrainte sur les fonctions f et g. La dimension
de l’alge`bre de Lie est e´gale au nombre de points sous les trois escaliers correspondants
aux inconnues A,B et λ. Elle est donc e´gale a` un. De plus, l’inte´gration montre que cette
alge`bre est engendre´e par le ge´ne´rateur infinite´simal X1 =
∂
∂t
dont les flots forment le
groupe de Lie a` un parame`tre C des translations temporelles.
Exemple 4.3 L’e´quation de Van der Pol
x¨− ε(1− x2)x˙+ x = 0,
est un exemple d’e´quations de cette classe.
Cas II.
Il comporte quatre sous–cas. Ici le nombre de points sous les escaliers correspondants
aux inconnues A, B et λ (i.e. la dimension l’alge`bre de Lie de syme´tries) est e´gal a`
deux.






est un autre champ de vecteur




[X2, X1] = λX1.
L’alge`bre de Lie de syme´tries est, par conse´quent, soit l’alge`bre affine a(1,R) si λ 6= 0
soit l’alge`bre abe´lienne dans le cas contraire. Dans les deux situations, elle est re´soluble
et l’e´quation de Lie´nard peut alors eˆtre re´duite en une quadrature par les me´thodes de
re´duction d’ordre [Olv93, BK89].




Ax = −λ (fgxx − 2fxgx)
g (3gxx + 2ffx)
,






2 − 2gfx2gx − 3gxxgx2 − 2ffxgx2
g (f 2 + 3gx)
,
fxx =
9gxxgfx − 3gxxgxf + 6ffx2g − 2f 2fxgx
2g (f 2 + 3gx)
.
Les deux dernie`res e´quations (en plus des ine´quations) contraignent les fonctions f
et g. Les autres e´quations donnent les fonctions A,B et λ. En particulier on voit que λ
fournit une constante de structure non nulle. On en de´duit alors que l’alge`bre de Lie
est isomorphe a` a(1).
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Exemple 4.4 Pour donner un exemple de telles e´quations, on peut prendre
x¨ = xx˙+ x3.
Les ge´ne´rateurs infinite´simaux sont X1 =
∂
∂t






correspondantes (les flots ge´ne´re´s par X1 et X2) forment le groupe a` deux parame`tres
(λ, µ) des transformations spe´cial–affines









d’une telle transformation est de de´terminant 1.














La premie`re e´quation montre que l’alge`bre de Lie est l’alge`bre abe´lienne. On inte`gre les
deux dernie`res e´quations et on trouve (les constantes ai sont arbitraires){







2 + a3x+ a4.





























(−3 gffx,x + 9 fx2g + f 3fx)
9g2fx,x
,
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ce qui montre que l’alge`bre de Lie des syme´tries est isomorphe a` a(1,R). Les fonctions f
et g ve´rifient le syste`me d’EDO

f 2 = −3gx,
gxxxx = − 1




−9gx2gxx3g + 18gx3gxxggxxx + 4gx4gxx2 − 8gxxxgx5).
Exemple 4.5 Un exemple d’e´quation de cette classe est donne´ par l’e´quation
x¨ = x2x˙− 1
15
x5
pour laquelle on trouve X1 =
∂
∂t







. Les flots correspondants forment
le groupe a` deux parame`tres (λ, µ) des transformations affines
(t, x)→ (λt+ µ, x√
λ
).




















On en de´duit que l’alge`bre de Lie est non abe´lienne et par conse´quent isomorphe a`
a(1,R).
Exemple 4.6 Un exemple d’e´quation de cette classe est
x¨ = xx˙
pour laquelle on a X1 =
∂
∂t





. Les flots ge´ne´re´s par ces deux champs de
vecteurs sont les transformations affines
(t, x)→ (λt+ µ, x
λ
).





Ainsi, de telles e´quations ne peuvent pas avoir de cycles limites.
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4.2.2.3 Troisie`me cas g 6= 0
La repre´sentation caracte´ristique est

λx = 0,















Le nombre de points sous les escaliers de λ,A et B montre que l’alge`bre de Lie est de
dimension trois. L’inte´gration des deux dernie`res e´quations, contraignant les fonctions f
et g, donne
{g(x) = a1, f(x) = 0} ,
{





D’autre part, le calcul du de´veloppement de Taylor au voisinage de ze´ro des fonc-















































ou` f(0), g(0) de´signent les valeurs des fonctions f et g en x = 0.
4.2.2.4 Quatrie`me cas







On en de´duit que la dimension de l’alge`bre de Lie de syme´tries est e´gale a` 4. De plus,
l’e´quation de Lie´nard (4.8) est re´duite a` (a ∈ R)
x¨ = ax˙.
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, X3 = x
∂
∂x







qui engendrent l’alge`bre de Lie gl(2,R). Les flots associes sont les transformations a` 4
parame`tres (ε, µ, ν, σ)
(t, x)→ (t− ln(1− εx) + µ, σ x
1− εx + ν).
4.2.2.5 Cinquie`me cas







L’e´quation de Lie´nard s’e´crit alors
x¨ = 0.







, X3 = x
∂
∂x
, X4 = x
∂
∂t




Les flots correspondants forment le groupe a` cinq parame`tres (λ, µ, ε, ρ, σ)
(t, x)→ (λt+ µ+ εx, ρx+ σ).
4.3 Pseudo–groupes discrets de syme´tries
Soit Ef une e´quation diffe´rentielle ordinaire d’ordre n+ 1
y(n+1) = f(x, y, y′ . . . , y(n))
ou` f est une fonction rationnelle deM := Jn(C,C) dans C fixe´e. Posonsm := dim(M) =
n + 2. Soit Φ ⊂ Diff loc(M) un pseudo–groupe de Lie dont les e´quations de de´finition
sont donne´es par un ensemble caracte´ristique quasi-line´aire (voir la de´finition 2.5 page
41). Supposons que le pseudo–groupe de syme´tries Sf = Autloc(Ef)∩Φ est de dimension
nulle. Le but est de pre´senter une me´thode simple, base´e sur la me´thode de Cartan,
permettant de calculer Sf .
Signalons qu’en principe, la me´thode de force brute (chapitre deux) permet de cal-
culer Sf directement a` partir du syste`me EDP (voir aussi [RWW93])
ϕ∗(∆f) = ∆f et ϕ ∈ Φ. (4.10)
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Exemple 4.7 Conside´rons l’e´quation diffe´rentielle y′′ = y3 et le pseudo–groupe de Lie
sur C2, forme´ des transformations (ηy 6= 0)
(x, y)→ (x, η(x, y)). (4.11)
Dans ce cas, le syste`me (4.10) s’e´crit
ηx + 2pηxy + p
2ηyy + y
3ηy − η3 = 0,
ηp = 0, ηy 6= 0.
Applique´ a` ce syste`me,Rosenfeld-Gro¨bner donne l’ensemble caracte´ristique η2 = y2.
Ce qui signifie que les syme´tries de la forme (4.11), de l’e´quation y′′ = y3, forment un
groupe discret isomorphe a` Z/2Z.
Toutefois, ce calcul peut eˆtre tre`s lent ; c’est assez impre´visible.
Paralle`llement, P. Hydon [Hyd98a, Hyd98b, Hyd00, LPH03] propose une me´thode
base´e sur l’action adjointe d’une syme´trie quelconque sur l’alge`bre de Lie de syme´tries.
Cette me´thode ne marche que lorsque l’e´quation admet au moins un groupe a` un pa-
rame`tre de syme´tries. Dans le cas contraire, la me´thode de Hydon ne s’applique pas.
4.3.1 Solution : Utilisation des invariants
Le pseudo–groupe Sf (qui est de cardinal fini, d’apre`s le thm 2.5 page 57) est majore´






f , · · · , ϕ∗Imf = Imf
)
, (4.12)
ou` I1f , · · · , Imf sont m = n + 2 invariants fonctionnellement inde´pendants associe´s a` la
diffie´te´ Ef . L’existence de tels invariants est assure´e par la proposition 3.3 page 63. De
plus, ces invariants ne sont pas durs a` trouver puisqu’il suffit que leurs diffe´rentielles
soient line´airement inde´pendantes.
On re´sout le syste`me pre´ce´dent par un calcul d’ensemble caracte´ristique a` l’aide de
Rosenfeld-Gro¨bner.
Lemme 4.1 Sous les hypothe`ses introduites au de´but de cette section, les fonctions I if
sont alge´briques.
Une fois l’ensemble caracte´ristique est calcule´, pour obtenir le pseudo–groupe de syme´tries Sf ,
il suffit d’essayer les solutions du syste`me (4.12), qui sont au nombre fini, sur la
diffie´te´ Ef . En e´liminant celles qui ne ve´rifient pas ce crite`re, on obtient le pseudo-
groupe Sf .
On peut pre´senter le raisonnement pre´ce´dent sous forme algorithmique ci-dessous.
4.3.2 Illustrations
Conside´rons le proble`me d’e´quivalence des e´quations diffe´rentielles du 2e ordre y′′ =
f(x, y, y′) pour les transformations ϕ ∈ Diff loc(C2) de la forme{
x¯ = x+ C,
y¯ = η(x, y), ηy 6= 0. (4.13)
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proce´dure de calcul de pseudo–groupes discrets de syme´tries
Input: Une e´quation Ef et un pseudo–groupe Φ tel que dim(Sf ) = 0
Output: Sf
1- calculer, pour diffie´te´ Ef , m fonctions invariantes I1f , · · · , Imf , fonction-
nellement inde´pendantes, tous de´finies sur M,
2- construire le syste`me (4.12),
3- re´soudre (a` l’aide d’un algorithme spe´cialise´) le syste`me (4.12),
4- voir parmi les solutions celles qui sont syme´tries en les substituant dans
la diffie´te´.
Nous allons illustrer la me´thode pre´ce´dente sur plusieurs exemples d’e´quations du se-
cond ordre. Mais avant, construisons nos invariants.
On se place sur l’espace des jetsM := J1(C,C) de coordonne´es locales (x, y, y′ = p) ∈ C3.
Proposition 4.6 Deux e´quations diffe´rentielles ordinaires du second ordre y′′ = f(x, y, y′)
et y′′ = f¯(x, y, y′) sont e´quivalentes par une transformation de la forme (4.13) s’il existe
des fonctions a1, a2 et a3 de M dans C telles que
ϕ∗























On se rame`ne donc a` l’e´quivalence des G-structures Pf = (M,G, θf = S(a)ωf).
Apre`s deux normalisations et une prolongation, la me´thode de Cartan fournit une fa-
mille de {e}-structures de´finies sur la varie´te´ M˜ de coordonne´es locales (x, y, p, a) ∈ C4





















































+ f(x, y, p)
∂
∂p
de´signe le champ de Cartan.
Remarque 4.2 Lorsqu’on calcule les invariants a` l’aide de la me´thode de Cartan (ce
qui est notre cas dans cette the`se), ces invariants sont (en ge´ne´ral) de´finis sur une
varie´te´ fibre´e au dessus de la varie´te´ de base M .
Ils peuvent donc de´pendre d’un certain nombre de parame`tres accessoirs. Le proce´de´
ge´ne´ral pour obtenir des invariants de´finis sur la varie´te´ de base (inde´pendants des
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parame`tres) est la (post-) normalisation (voir chapitre suivant). Toutefois, dans beau-
coup d’exemples le syste`me de poids permet de construire de tels invariants sans post–
normaliser.
Dans notre exemple, la de´rivation X4 engendre la sous–alge`bre de Cartan h = span(X4)
et induit un syste`me de poids de la fac¸on suivante : le poids de l’objet H de´fini sur M˜
est l’entier, note´ deg(H), de´fini par
X4(H) = deg(H)H.
On de´duit, par exemple, que le parame`tre a est de poids e´gal a` un, l’invariant I1 et la
de´rivation invariante X3 sont de poids ze´ro. Remarquer qu’une fonction de poids ze´ro
est une fonction qui ne de´pend pas du parame`tre a.
Maintenant, suivant la re`gle
deg(X ◦ Y ) = deg(X) + deg(Y ).
on en de´duit que tout invariant de la forme I1;3..3 est un invariant de poids ze´ro i.e.
de´fini sur M . La notation Ii;j···k de´signe l’invariant Xk · · ·Xj(Ii).
Lemme 4.2 Les invariants I1, I1;3 et I1;33 sont ge´ne´riquement fonctionnellement inde´-
pendants.
De´monstration. Pour que les invariants I1, I1;3 et I1;33 soient fonctionnellement
de´pendants il faut et il suffit que les diffe´rentielles dI1, dI1;3 et dI1;33 soient line´airement
inde´pendants. Ceci implique que f ve´rifie l’e´quation aux de´rive´es partielles d’ordre 5
det





Ce qui est un cas tre`s particulier.
CQFD
1e`re illustration (Painleve´ PI) On veut calculer pour la premie`re e´quation de
Painleve´
y′′ = 6y2 + x (4.16)
le pseudo–groupe de syme´tries S ⊂ Diff loc(C2), de la forme (ηy 6= 0)
(x, y)→ (x¯, y¯) = (x+ C, η(x, y)).
On montre facilement par la me´thode de Lie que S est de dimension nulle. Dans ce cas
l’e´quation de Painleve´ admet trois invariants fonctionnellement inde´pendants, de´finis
sur la varie´te´ M = {(x, y, p) ∈ C3}. En effet, l’e´valuation des invariants I1, I1;3 et I1;33
(construits a` partir des donne´es de la page 87) sur cette e´quation donne
I1 = 12y, I1;3 = −12p, I1;33 = −72y2 − 12x.
On ve´rifie facilement qu’ils sont fonctionnellement inde´pendants.
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Maintenant, si une transformation ϕ est une syme´trie de la premie`re e´quation de
Painleve´ alors sa premie`re prolongation (x, y, p)→ (x¯, y¯, p¯) ve´rifie les e´galite´s
I(x¯, y¯, p¯) = I(x, y, p), ∀I ∈ {I1, I1;3, I1;33},
c’est a` dire le syste`me
12y¯ = 12y, −12p¯ = −12p, −72y¯2 − 12x¯ = −72y2 − 12x.
On en de´duit donc que la seule syme´trie de la forme (x, y)→ (x + C, η(x, y)) admise
par la premie`re e´quation de Painleve´ est l’identite´.
Proposition 4.7 Le pseudo–groupe de syme´tries de la forme (x, y)→ (x+ C, η(x, y))
de la premie`re e´quation de Painleve´ y′′ = 6y2 + x est re´duit a` l’identite´.
2nd illustration (E´quation d’Emden-Fowler) On veut de´terminer pour l’e´quation





le pseudo–groupe de syme´tries S ⊂ Diff loc(C2), de la forme (x, y)→ (x + C, η(x, y))
avec ηy 6= 0.
La me´thode de Lie montre qu’un tel pseudo–groupe est de dimension nulle. L’e´quation
d’Emden-Fowler admet donc trois invariants fonctionnellement inde´pendants de´finis sur
la varie´te´M = {(x, y, p) ∈ C3}. Ces invariants sont obtenus en spe´cialisant les invariants




, I1;3 = −2 y + 3 px
x2y4
, I1;33 = 2
3 x+ 12 p2x2y + 6 pxy2 + 2 y3
x3y6
(4.18)
Comme pre´ce´demment, toute syme´trie (x¯, y¯, p¯) = ϕ(x, y, p) de l’e´quation d’Emden-
Fowler ve´rifie ne´cessairement
I(x¯, y¯, p¯) = I(x, y, p), ∀I ∈ {I1, I1;3, I1;33}.
Ce syste`me d’e´quations alge´briques peut eˆtre simplifie´ par un calcul d’ensemble ca-















, y¯3 = y3, x¯ = x.
Les transformations de la premie`re repre´sentation caracte´ristique n’appartiennent pas
au pseudo–groupe de transformations autorise´es (x¯ n’est pas de la forme x+ C). Elles
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sont donc e´limine´es. Voyons ce qu’il en est des transformations du deuxie`me ensemble,
qui s’e´crivent sous la forme
p¯ = λp, y¯ = λy, x¯ = x, avec λ3 = 1. (4.19)
Prolongeons une fois de plus ces transformations, on obtient
(x, y, p, q)→ (x, λy, λp, λq).





Comme λ3 = 1, les transformations (4.19) sont syme´tries de l’e´quation d’Emden-Fowler.
Proposition 4.8 Le pseudo–groupe de syme´tries de la forme (x, y)→ (x+ C, η(x, y))




p¯ = λp, y¯ = λy, x¯ = x,
avec λ3 = 1.
4.4 Syme´tries d’une famille de diffie´te´s
Etant donne´e une famille de diffie´te´s Ef = (M,∆f ) et le pseudo–groupe de Lie Φ
ope´rant sur M. Conside´rons la sous–famille de diffie´te´s Eα = (M, Eα) de´finie en pre-
nant f e´gale a` une fonction particulie`re mais qui de´pend d’un certain nombre de pa-
rame`tres α ∈ Kn. On suppose que le pseudo–groupe de syme´tries Sα = Autloc(Eα) ∩ Φ
est de dimension nulle pour tout α.
Le but de cette section est de calculer les transformations ϕ ∈ Φ qui laisse la sous–
famille invariante i.e. les transformations ϕ ∈ Φ tel que pour tout α ∈ Kn, ϕ∗(Eα) est
une diffie´te´ de la sous–famille.
De´finition 4.4 On appellera une telle transformation syme´trie de la sous–famille de
diffie´te´s Eα. De telles syme´tries forment un pseudo–groupe de Lie.
Par la suite, on dira la famille de diffie´te´s Eα et on comprendra qu’il s’agit d’une
sous–famille de la famille de diffie´te´s Ef .
La famille d’e´quations de Painleve´ PII
Conside´rons la famille d’e´quations de Painleve´ Eα
y′′ = 2y3 + xy + α, α ∈ C∗ (4.20)
et les transformations ϕ ∈ Diff loc(C2), de la forme (x, y)→ (x+C, η(x, y)) avec ηy 6= 0.
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La me´thode de Lie montre que le pseudo–groupe de syme´tries d’une e´quation quel-
conque de la famille est de dimension nulle. Dans ce cas, la famille d’e´quations de Pain-
leve´ admet trois invariants fonctionnellement inde´pendants, tous de´finis sur la varie´te´M




, calcule´s a` partir des donne´es de la page 87, sur la famille d’e´quations de Pain-
leve´ (4.20). On trouve
I1 = 6y







On ve´rifie qu’ils sont fonctionnellement inde´pendants (on pouvait tre`s bien prendre les
invariants I1, I1;3 et I1;33 qui sont fonctionnellement inde´pendants pour cet exemple.
Cependant, l’expression de I1;33 est complique´e).
Maintenant, une syme´trie de la famille d’e´quations de Painleve´ II est une transfor-
mation ϕ : (x, y)→ (x¯, y¯) = (x+ C, η(x, y)) qui ve´rifie
ϕ∗(y¯′′ − 2y¯3 − x¯y¯ − α¯) = y′′ − 2y3 − xy − α. (4.21)
Elle satisfait donc les e´galite´s des invariants











, y¯2 = y2, x¯ = x
ou ce qui est e´quivalent
p¯ = λp, y¯ = λy, x¯ = x, λ2 = 1. (4.22)
Il nous reste a` calculer α¯. Pour cela, remplac¸ons (apre`s prolongation) les transformations
(4.22) dans une e´quation de la famille d’e´quations de Painleve´
y¯′′ = 2y¯3 + x¯y¯ + α¯
on trouve




Puisque ϕ est suppose´e syme´trie de la famille, on en de´duit alors
α¯
λ
= α, c’est a`
dire α¯ = λα.
En re´sume´, nous avons de´montre´ la proposition suivante
Proposition 4.9 Les transformations (x, y)→ (x+C, η(x, y)) qui laissent globalement
invariante la famille d’e´quations de Painleve´ y′′ = 2y3 + xy + α avec α ∈ C∗ forment
un groupe a` deux e´le´ments
y¯ = λy, x¯ = x, α¯ = λα, avec λ ∈ {+1,−1}.
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La famille d’e´quations de Yermakov
Conside´rons l’exemple de la famille d’e´quations de Yermakov Eα [PZ95]
y′′ = xy +
α
y3
, α ∈ C∗
et les transformations ϕ ∈ Diff loc(C2), de la forme (x, y)→ (x+C, η(x, y)). La me´thode
de Lie montre que la dimension du pseudo–groupe de syme´tries d’une e´quation quel-
conque de la famille est nulle quelque soit α 6= 0.
La famille d’e´quations de Yermakov admet donc trois invariants fonctionnellement
inde´pendants. En effet, ces invariants sont






y5 + 12 pα
y5
.







y4, x¯ = x.
qui s’e´crit sous la forme




. Remplac¸ons ces transformations dans une e´quation de la famille d’e´quations
de Yermakov









c’est a` dire une e´quation de la famille, quelque soit le parame`tre λ.
Proposition 4.10 Les transformations (x, y)→ (x + C, η(x, y)) qui laissent globale-
ment invariante la famille d’e´quations de Yermakov y′′ = xy+
α
y3
avec α ∈ C∗ forment
le groupe multiplicatif C× de dimension 1 :
y¯ = λy, x¯ = x, α¯ = λ4α (λ ∈ C×).
Remarquons que le pseudo–groupe de syme´tries de la famille d’e´quations de Yermakov
est un groupe de dimension non nulle meˆme si le pseudo–groupe de syme´tries d’une
e´quation quelconque de la famille est discret.
La famille d’e´quation de Van der Pol
Conside´rons la famille d’e´quations de Van der Pol Eε
y′′ + y − ε(1− y2)y′ = 0, x, y, ∈ C, ε ∈ C∗.
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On ve´rifie que si on se limite aux transformations de la forme (x, y)→ (x, η(x, y)), alors
le pseudo–groupe de syme´tries d’une e´quation quelconque de la famille d’e´quations de
Van der Pol est discret.
Nous allons donc calculer le pseudo–groupe de syme´tries de la famille de la forme
(x, y, ε)→ (x¯, y¯, ε¯) = (x, η(x, y), ε¯(x, y, p, ε)).
On sait que dans ce cas, la famille d’e´quation de Van der Pol admet quatre invariants
fonctionnellement inde´pendants qui peuvent de´pendre du parame`tre a (le parame`tre de










On normalise le parame`tre a en posant
εy
a
= 1. En remplac¸ant cette valeur dans les
autres invariants, on obtient trois invariants fonctionnellement inde´pendants inde´pendants
du parame`tre a.
On e´crit ensuite les e´galite´s des invariants, ce qui permet de de´duire que
p¯ = λp, y¯ = λy, x¯ = x,
avec λ2 = 1. Pour trouver ε¯, substituons ces transformations dans
y¯′′ + y¯ − ε¯(1− y¯2)y¯′ = 0,
on obtient
y′′ + y − ε¯(1− y2)y′ = 0.
On de´duit que ε¯ = ε.
Proposition 4.11 Les transformations (x, y)→ (x, η(x, y)) qui laissent globalement
invariante la famille d’e´quations de Van der Pol y′′ + y − ε(1− y2)y′ = 0 avec ε ∈ C∗
forment un groupe a` deux e´le´ments :
y¯ = λy, x¯ = x, ε¯ = ε avec λ ∈ {+1,−1}.
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Chapitre 5
Calcul du changement de variables
Introduction
Dans ce chapitre K = C. On se donne un proble`me d’e´quivalence (Ef ,Φ) de´fini par
une famille de diffie´te´s Ef = (∆f ,M) et un pseudo–groupe de Lie Φ ope´rant sur M . On
suppose que
Hypothe`ses (H) :
(1) Les e´quations de de´finition du pseudo–groupe de Lie Φ sont donne´es par un
ensemble caracte´ristique quasi-line´aire, (2) la diffie´te´ Ef¯ est localement de la forme
y(n+1) = f¯(x, y, · · · , y(n)) ou` la fonction f¯ est rationnelle et enfin (3) le pseudo–
groupe de Lie Sf¯ est discret.
Notre but est de pre´senter une nouvelle me´thode permettant de calculer, sous les hy-
pothe`ses (H), la transformation ϕ ∈ Φ qui rame`ne la diffie´te´ ge´ne´rique Ef a` la diffie´te´
cible Ef¯ . On appellera cette transformation la forme ne´cessaire du changement de va-
riables associe´e a` la diffie´te´ Ef¯ et au pseudo–groupe de Lie Φ.
5.1 La transformation ϕ s’obtient sans inte´gration
La varie´te´ M est ici l’espace des jets d’ordre n des fonctions x→ y(x) de K dans K.
Soit x = (x, y, y1, . . . , yn) ∈ Kn+2 un syste`me de coordonne´es locales de M . Posons
m := dim(M) = n+ 2.
La transformation ϕ : x→ x¯, qui re´alise l’e´quivalence entre les deux diffie´te´s Ef et Ef¯ ,
ve´rifie le syste`me EDP
ϕ∗(∆f¯) ⊂ ∆f et ϕ ∈ Φ.






+ · · · +




Lorsque Φ ⊂ Diff(M), les deux pseudo–groupes de syme´tries Sf = Autloc(Ef) ∩ Φ
et Sf¯ = Autloc(Ef¯) ∩ Φ sont des vrais groupes, conjugue´s par la transformation ϕ.
Autrement dit Sf¯ = ϕSfϕ−1. Ils ont donc la meˆme dimension. De plus, lorsque cette
dimension est nulle on a card(Sf) = card(Sf¯) <∞.
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Ef Ef¯σf ∈ Sf σf¯ ∈ Sf¯
ϕ
ϕ−1
Fig. 5.1 – Lorsque Φ ⊂ Diff(M), les groupes de syme´tries sont conjugue´s
Proposition 5.1 Le groupe Sf¯ ope`re simplement transitivement sur l’ensemble de trans-
formations Φf,f¯ = {ϕ ∈ Φ |ϕ∗Ef¯ = Ef}.
Le groupe Sf¯ e´tant discret, la proposition pre´ce´dente peremt de de´duire que la transfor-
mation ϕ s’obtient sans inte´gration. En effet, si ϕ de´pendait d’une constante arbitraire
alors, d’apre`s la proposition pre´ce´dente, le groupe Sf¯ serait de dimension non nulle,
contredisant ainsi le fait qu’il soit discret.
Dans le cas ge´ne´ral, c’est a` dire quand Φ ⊂ Diff loc(M), Sf et Sf¯ sont deux pseudo–
groupes de Lie qui ont la meˆme dimension. En revanche la nullite´ de dim(Sf¯) n’implique
pas force´ment card(Sf) = card(Sf¯).
Exemple 5.1 Conside´rons les transformations de la forme
(x, y)→ (x+ C, η(x, y)), ηy 6= 0. (5.1)
Les deux e´quations y¯′′ = 6y¯2 + x¯ et y′′ =
6y4 + x− 2y′2
2y
sont e´quivalente par la trans-
formation (x, y)→ (x¯ = x, y¯ = y2). Leurs pseudo–groupes de syme´tries, de la forme
(5.1), sont respectivement donne´s par
X¯ = x¯, Y¯ = y¯ et Y 2 = y2, X = x.
Ils sont bien de la meˆme dimension mais de cardinalite´ diffe´rente.
Remarquons que le changement de variables n’est pas bi-rationnel conse´quence du fait
que le groupe de syme´trie de l’e´quation y′′ =
6y4 + x− 2y′2
2y
est non re´duit a` l’identite´.
Cependant, meˆme dans ce cas ge´ne´ral, la transformation ϕ s’obtient sans inte´grer
d’e´quations diffe´rentielles. Ceci de´coule du the´ore`me 2.4 page 56.
5.2 La transformation ϕ se calcule en fonction des
invariants
A` partir du proble`me d’e´quivalence (Ef ,Φ) on sait construire, voir chapitre 3, une
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Puisque le pseudo–groupe Autloc(Pf) est de dimension finie, la famille de G-structures
Pf se prolonge en une famille de {e}-structures, de´finies sur une varie´te´ M˜ de coor-
donne´es locales (x, a) ou` a = (a1, · · · , ar) et r ∈ N. La me´thode d’e´quivalence produit
en sortie un certain nombre d’invariants fondamentaux et exactement m+r de´rivations
invariantes. Ils engendrent l’alge`bre diffe´rentielle des invariants.
Lemme 5.1 L’invariant spe´cialise´ If¯ : M˜ → K est une fonction alge´brique.
De´monstration. Elle de´coule des hypothe`ses (H) et du fait que dans la me´thode de
Cartan, les invariants s’obtiennent par de´rivation. CQFD
La proposition 3.3 page 63 montre que la diffie´te´ Ef¯ admet m + r invariants fonc-
tionnellement inde´pendants1. Ceci est e´quivalent a` dire (apre`s avoir post-normaliser les







ment inde´pendants, de´finis maintenant sur M .
Le changement de variables ϕ : x→ x¯, qui re´alise l’e´quivalence entre les deux diffie´te´s
Ef et Ef¯ , ve´rifie le syste`me d’e´quations alge´briques(
I1f¯ (x¯)− I1f (x) = 0, . . . , Imf¯ (x¯)− Imf (x) = 0
)
.
Ce dernier est vu comme un syste`me d’e´quations de´fini sur l’anneau de polynoˆmes
Q [x¯, I1, . . . , Im] (
I1f¯ (x¯)− I1 = 0, . . . , Imf¯ (x¯)− Im = 0
)
. (5.2)
Lemme 5.2 Le syste`me (5.2) de´finit un ensemble caracte´ristique quasi–line´aire pour
le classement d’e´limination I1 ≻ · · · ≻ Im ≻ x¯. L’ide´al alge´brique associe´ est premier.
Le fait que les invariants I1
f¯
, · · · , Im
f¯
soient alge´briquement inde´pendants implique que
le degre´ ge´ne´rique en x¯ du syste`me (5.2) est fini. Ce degre´ s’obtient facilement en cal-
culant pour ce syste`me un ensemble caracte´ristique C pour le classement d’e´limination
x¯ ≻ I1 ≻ · · · ≻ Im. Le cas le plus simple se produit lorsque le degre´ de l’ensemble
caracte´ristique C est e´gal a` un. Dans ce cas, un tel ensemble de´finit une transformation
rationnelle.
Proposition 5.2 Lorsque le degre´ de l’ensemble caracte´ristique C est e´gal a` un, le
changement de variables ϕ est la transformation rationnelle de´finie par C. De plus, le
pseudo–groupe Sf¯ est re´duit a` l’identite´.
5.2.1 Illustration
Appliquons ce que nous venons de voir sur le proble`me d’e´quivalence des e´quations
du 2e ordre y′′ = f(x, y, y′) pour les transformations C2 → C2 de la forme
(x, y)→ (x+ C, η(x, y)), ηy 6= 0.
Rappelons que la me´thode de Cartan nous a fourni une famille de {e}-structures de´finies
sur la varie´te´ de coordonne´es locales (x, y, y′ = p, a) avec
1On peut dire alge´briquement inde´pendants.
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+ f(x, y, p)
∂
∂p
de´signe le champ de Cartan.
Exemple 5.2 (PI) On sait que le pseudo–groupe de syme´tries C2 → C2 de la forme
(x, y)→ (x+ C, η(x, y)), (ηy 6= 0), (5.5)
de la premie`re e´quation de Painleve´ PI
Ef¯ : y¯′′ = 6y¯2 + x¯,
est re´duit a` l’identite´ (voir proposition 4.7 page 89). On veut a` pre´sent calculer la
forme ne´cessaire du changement de variables de la forme (5.5) associe´e a` l’e´quation de
Painleve´ PI. En d’autres termes, on veut calculer le changement de variables de la forme
(5.5) qui rame`ne l’e´quation ge´ne´rique du 2e ordre Ef : y′′ = f(x, y, y′) a` l’e´quation de
Painleve´ PI.
Le fait que le pseudo–groupe de syme´tries de l’e´quation de Painleve´ soit discret im-
plique que cette dernie`re admet trois invariants fonctionnellement inde´pendants de´finis
sur la varie´te´M = {(x, y, p = y′) ∈ C3}. De tels invariants sont obtenus en spe´cialisant
les invariants I1, I1;3 et I1;33 (obtenus a` partir des donne´es (5.3) et (5.4)) sur l’e´quation
de Painleve´. On trouve
I¯1 = 12y¯, I¯1;3 = −12p¯, I¯1;33 = −72y¯2 − 12x¯.
Maintenant, la transformation ϕ : (x, y)→ (x¯, y¯), qui re´alise l’e´quivalence entre
l’e´quation Ef et la premie`re e´quation de Painleve´, satisfait ne´cessairement
12y¯ = I1, −12p¯ = I1;3, 72y¯2 − 12x¯ = I1;33.
Ce qui nous permet d’obtenir

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C’est une transformation rationnelle, conse´quence du fait que le pseudo–groupe de
syme´tries de l’e´quation de Painleve´ est re´duit a` l’identite´.
En conclusion, une e´quation diffe´rentielle du 2e ordre y′′ = f(x, y, y′) est e´quivalente
a` la premie`re e´quation de Painleve´ y′′ = 6y2 + x par une transformation ϕ de la forme
(x, y)→ (x+C, η(x, y) ou` ηy 6= 0 si et seulement si (la premie`re prolongation de) ϕ est
donne´e par (5.6).
Remarque 5.1 Le changement de variables (5.6) a e´te´ de´ja calcule´ au chapitre 2. Il
est donne´ par les deux premie`res e´quations du syste`me (2.12) page 49. On constate que
le calcul du changement de variables en fonction des invariants permet de compresser,
de fac¸on significative, la taille des formules.
Remarque 5.2 Contrairement a` la me´thode pre´sente´e au chapitre 2, nous avons pu
calculer le changement de variables sans eˆtre oblige´ a` calculer les conditions pourtant
sur f pour que ce changement de variables existe.
Maintenant, si on veut calculer ces conditions (ou plus exactement la varie´te´ clas-
sifiante associe´e a` l’e´quation PI) il suffit d’e´crire que les invariants “fondamentaux”I2
et I3, page 98, s’annulent (puisque la spe´cialisation de ces invariants sur la premie`re
e´quation de Painleve´ donne deux fonctions identiquement nulles) et d’exprimer le fait
que x¯− x est une constante, c’est a` dire
Xi(x¯− x) = 0, 1 ≤ i ≤ 4, (5.7)
ou` x¯ est de´fini par (5.6) et les Xi sont les de´rivations invariantes page 98. Apre`s tout
calcul fait, on obtient le syste`me suivant







3 I1 = 0,
I1 X3I1 +X
3
3 I1 − 1 = 0.
(5.8)
Ce sont les meˆmes conditions d’e´quivalence donne´es par les cinq dernie`res e´quations du
syste`me syste`me (2.12) page 49.
Terminons cette section par deux autres exemples.
Exemple 5.3 On veut calculer la forme ne´cessaire du changement de variables ϕ ∈
Diff loc(C2) de la forme
(x, y)→ (x+ C, η(x, y)), (ηy 6= 0), (5.9)
pour l’e´quation diffe´rentielle suivante
y¯′′ + 5y¯′ + 6y¯2 + 6y¯ − x¯ = 0. (5.10)
On montre, par la me´thode de Lie, que son pseudo–groupe de syme´trie de la forme (5.9)
est de dimension nulle. Cette e´quation admet donc trois invariants fonctionnellement
inde´pendants de´finis sur la varie´te´ M = {(x, y, p = y′) ∈ C3}
I¯1 = −1
4
+ 12y¯, I¯1;3 = 12p¯, I¯1;33 = 12x¯− 60p¯− 72y¯2 − 72y¯.
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De la meˆme fac¸on que l’exemple pre´ce´dant, on e´crit l’e´galite´ des invariants et on re´sout































On en de´duit que le pseudo–groupe de syme´tries de la forme (5.9) de l’e´quation (5.10)
est re´duit a` l’identite´.







dont le pseudo-groupe de syme´tries de la forme (5.9) est de dimension nulle. Elle admet
donc trois invariants fonctionnellement inde´pendants de´finis sur M = {(x, y, p = y′)},
ou ce qui est e´quivalent, quatre invariants fonctionnellement inde´pendants qui peuvent
de´pendre du parame`tre a¯
I¯1;23 = −20 1
a¯x¯4










−3 x¯− 48 y¯ + 16 p¯x¯
2x¯4
.
On normalise le parame`tre a¯ en posant I¯1;23 = −20 (et I1;23 = −20 pour toute e´quation
e´quivalente) ce qui nous permet d’obtenir trois invariants fonctionnellement inde´pendants
sur M . On proce`de ensuite comme dans les exemples pre´ce´dents et on obtient la forme
ne´cessaire du changement de variables






















avec I1;23 = −20, qui permet de normaliser le parame`tre a.
5.3 Abaissement de degre´
Dans la section pre´ce´dente nous avons vu que le changement de variables ϕ : x→ x¯,
qui envoie la diffie´te´ ge´ne´rique Ef sur la diffie´te´ cible Ef¯ , satisfait le syste`me d’e´quations
alge´briques (
I1f¯ (x¯)− I1f = 0, · · · , Imf¯ (x¯)− Imf = 0
)
,
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ou encore (
I1f¯ (x¯)− I1 = 0, · · · , Imf¯ (x¯)− Im = 0
)
, (5.11)
faisant apparaˆıtre les invariants fonctionnellement inde´pendants I1
f¯
, · · · , Im
f¯
. Si C ⊂
Q[x¯, I1, . . . , Im] de´signe l’ensemble caracte´ristique associe´ au syste`me (5.11) pour le
classement x¯ ≻ I1 ≻ · · · ≻ Im, alors la proposition 5.2 nous dit que lorsque le degre´
en x¯ de cet ensemble est e´gal a` un, le changement de variables ϕ est la transformation
rationnelle donne´e par C. De plus, le pseudo–groupe de syme´tries Sf¯ est ne´cessairement
re´duit a` l’identite´.
Dans cette section nous allons traiter le cas ou` le degre´ en x¯ de l’ensemble ca-
racte´ristique C est supe´rieur a` un. L’ide´e consiste a` comparer ce degre´ avec celui de la
transformation ϕ. Rappelons que, sous les hypothe`ses (H), le the´ore`me 2.5 page 57 nous
dit que le degre´ en x¯ de la transformation ϕ est e´gal au cardinal du pseudo–groupe de
syme´tries Sf¯ . Ce cardinal se calcule suivant la me´thode pre´sente´e au chapitre pre´ce´dent.
On distingue deux cas : (1) le degre´ de l’ensemble caracte´ristique C est e´gal au
cardinal de Sf¯ , (2) le degre´ de l’ensemble C est strictement supe´rieur au cardinal de
Sf¯ . La proposition suivante re´pond au premier cas
Proposition 5.3 Le changement de variables ϕ est donne´e par C si et seulement si le
degre´ C est e´gal a` card(Sf¯).
Voyons maintenant le cas ge´ne´ral, c’est a` dire quand deg(C) > card(Sf¯ ). Cette
situation se produit lorsque les invariants choisis I1
f¯
, . . . , Im
f¯
ne sont pas “suffisamment
petits” en ce sens qu’il existe m autres invariants fonctionnellement inde´pendants tels
que le degre´ de l’ensemble C associe´ est e´gal a` card(Sf¯ ).
Exemple 5.5 Conside´rons l’e´quation suivante ([Kam44])
y¯′′ = y¯3 + x¯y¯
dont le pseudo–groupe de syme´tries de la forme (x, y)→ (x + C, η(x, y)) avec ηy 6= 0,
est donne´ par
Y¯ 2 = y¯2, X¯ = x¯.
Il est donc de cardinalite´ e´gale a` deux.
D’autre part, on peut ve´rifier que les invariants I1, I1;13 et I1;133, spe´cialise´s sur
l’e´quation pre´ce´dente, sont fonctionnellement inde´pendants. L’ensemble caracte´ristique



































Le degre´ de cet ensemble est e´gal a` 6 donc diffe´rent de la cardinalite´ du pseudo–groupe
de syme´tries.
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donc de degre´ e´gal a` deux. La forme ne´cessaire ne´cessaire du changement de variables
associe´ a` l’e´quation conside´re´e est alors donne´e par cet ensemble.
En re´alite´ nous n’avons pas besoin de calculer ces nouveaux invariants. En effet,
comme nous allons le voir sur les exemples suivants, les e´quations de de´finition du
pseudo–groupe de Φ nous permettent d’obtenir le degre´ minimal et de retrouver ainsi le
changement de variables (parmi toutes les solutions du syste`me (5.11)), sans parcourir
l’arbre des invariants.
En re´sume´, sous les hypothe`ses (H), le changement de variable ϕ qui re´alise l’e´quivalence
entre les deux diffie´te´s Ef et Ef¯ , s’obtient de la fac¸on suivante
ChgtCoords
Entre´es: Ef¯ et Φ tel que dim(Sf¯ ) = 0
Sortie: x¯ = ϕ(x) la forme ne´cessaire du changement de variables associe´e a` Ef¯
1. Trouvez m invariants fonctionnellement inde´pendants (I1
f¯
, . . . , Im
f¯
)
de´finis sur M .
2. Calculer un ensemble car. C du syste`me alge´brique (5.11).
3. Si deg(C) = 1 alors Retourne C.
4. Calculer Sf¯ .
5. TANT QUE deg(C) 6= deg(Sf¯) FAIRE
Re´duire le degre´ de C.
FAIT
6. Retourne C.
Exemple 5.6 ( L’e´quation d’Emden-Fowler) Le but est de calculer la transfor-
mation ϕ ∈ Diff loc(C2), de la forme (x, y)→ (x+ C, η(x, y)), ou` ηy 6= 0, qui envoie





La proposition 4.8 page 90 montre que le groupe de syme´tries de cette e´quation est
un groupe discret. Il est repre´sente´ par l’ensemble caracte´ristique
y¯3 = y3, x¯ = x. (5.12)
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Le fait qu’un tel pseudo–groupe soit discret implique que l’e´quation d’Emden-Fowler
admet trois invariants fonctionnellement inde´pendants. On peut prendre les invariants




, I¯1;3 = −2 y¯ + 3p¯x¯
x¯2y¯4
, I¯1;33 = 2
3x¯+ 12p¯2x¯2y¯ + 6p¯x¯y¯2 + 2y¯3
x¯3y¯6
.




, I1;3 = −2 y¯ + 3p¯x¯
x¯2y¯4
, I1;33 = 2
3x¯+ 12p¯2x¯2y¯ + 6p¯x¯y¯2 + 2y¯3
x¯3y¯6
.
Vu comme un syste`me d’e´quations alge´briques de´fini sur l’anneau Q[x¯, y¯, p¯, I1, I1;3, I1;33],
le syste`me pre´ce´dent peut eˆtre simplifier par un calcul d’ensemble caracte´ristique pour
le classement
p¯ ≻ y¯ ≻ x¯ ≻ I1 ≻ I1;3 ≻ I1;33.














































−9I13 − 8I1;32 + 6I1;33I1
.
(5.13)
En comparant les degre´s des variables p¯, y¯ et x¯, dans les deux ensembles caracte´ristiques
(5.12) et (5.13), on en de´duit que, contrairement a` y¯, le degre´ de x¯ dans la troisie`me
e´quation de (5.13) doit eˆtre e´gal a` un. Pour cela, e´crivons que le changement de variables
















Inte´ressons nous a` la troisie`me e´quation qui s’e´crit sous la forme




est la de´rivation invariante. Pour alle´ger, e´crivons la troisie`me e´quation
de l’ensemble caracte´ristique (5.13) sous la forme
x¯2 = A x¯+B.
De´rivons les deux membres de cette e´quation par rapport a` X1. En tenant compte
de (5.14), on obtient
A;1x¯+B;1 = 0
ou` F;1 = X1(F ). Le coefficient de x¯ dans cette e´quation, qui est invariant, ne peut
s’annuler. En effet, le fait qu’il ne soit pas nul sur l’e´quation d’Emden-Fowler implique
qu’il ne peut pas l’eˆtre sur toute e´quation e´quivalente. On peut alors e´crire





x¯ = −2 KI1;1 + I1K;1
KI1;31 + I1 ;3K;1
avec K =
I1
−9I1 3 − 8I1 ;3 2 + 6I1 ;33 I1
, (5.15)
qui est la formule minimale cherche´e pour x¯. La forme ne´cessaire du changement de va-
riables est alors donne´e par les deux premie`res e´quations de (5.13) et l’e´quation (5.15).
Remarquons qu’une de´rivation supple´mentaire de l’e´quation (5.15) par rapport a` X1
annulera le terme a` gauche. Ce qui nous donne une condition ne´cessaire d’e´quivalence
i.e. une e´quation de la varie´te´ classifiante.
Exemple 5.7 (L’e´quation de Yermakov) Conside´rons l’e´quation de Yermakov




que nous avons de´ja` rencontre´e dans le chapitre pre´ce´dant page 92. Nous voulons cal-
culer le changement de variables ϕ ∈ Diff loc(C2), de la forme (ηy 6= 0)
(x, y)→ (x+ C, η(x, y)),
qui rame`ne une e´quation diffe´rentielle du second ordre y′′ = f(x, y, y′) a` l’e´quation de




p, y¯4 = y4, x¯ = x.
Lorsqu’on spe´cialise les invariants I1, I1;3 et I1;133, sur l’e´quation de Yermakov on ob-
tient trois invariants fonctionnellement inde´pendants I¯1, I¯1;3 et I¯1;133. On pose l’e´galite´
des invariants
I¯1 = I1, I¯1;3 = I1;3 I¯1;33 = I1;33.







































































On voit que les degre´s de y¯ dans cet ensemble caracte´ristique et dans le groupe de
syme´tries sont e´gaux. Par contre, le degre´ de x¯ doit eˆtre re´duit a` un. Pour cela, on
de´rive la dernie`re e´quation par rapport a` la de´rivation invariante X1, sachant que
X1(x¯) = 0.
Ce qui donne un polynoˆme de degre´ deux pour la variable x¯. On divise, ensuite, par le
coefficient de x¯2 (qui est non nul) et on de´rive encore une fois par rapport a` X1.
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5.4 E´quivalence avec une famille d’e´quations
Dans cette section on calculera le changement de variables qui rame`ne la diffie´te´ Ef
a` une diffie´te´ appartenant a` une (sous)famille de diffie´te´s connues Eα parame´tre´es par
un certain nombre de parame`tres α ∈ Kn. Le changement de variables doit alors fixer
les valeurs des parame`tres en fonctions des invariants.
Exemple 5.8 (La famille d’e´quations de Painleve´ PII) Le but ici est de de´terminer
le changement de variables ϕ ∈ Diff loc(C2), de la forme
(x, y)→ (x+ C, η(x, y)), (ηy 6= 0),
qui envoie l’e´quation ge´ne´rique du second ordre y′′ = f(x, y, y′) sur une e´quation de la
famille d’e´quations de Painleve´ II
y¯′′ = 2y¯3 + x¯y¯ + α¯, α¯ ∈ C∗.
Dans ce cas, nous devons calcule´ le parame`tre α¯ en fonction des invariants.
Dans le chapitre pre´ce´dent nous avons montre´ que le groupe de syme´tries de cette







y, x¯ = x, α¯2 = α2.
Il existe donc quatre invariants fonctionnellement inde´pendants de´finis sur la varie´te´
e´largie de coordonne´es locales (x, y, p, α)






Toute e´quation du 2e ordre y′′ = f(x, y, y′) e´quivalente a` une e´quation de la famille
d’e´quations de Painleve´ PII ve´rifie ne´cessairement (on pose K := I1;2
I1;32
)
I¯1 = I1, I¯1;3 = I1;3, I¯1;33 = I1;33, K¯ = K.
L’application de Rosenfeld-Gro¨bner au syste`me pre´ce´dent, vu comme un syste`me
alge´brique de´fini sur l’anneau de polynoˆmes Q[p¯, y¯, x¯, α¯, I1, I1;3, I1;33, K], pour le classe-
ment
p¯ ≻ y¯ ≻ x¯ ≻ α¯ ≻ I1 ≻ I1;3 ≻ I1;33 ≻ K,
permet d’obtenir un ensemble caracte´ristique compose´e de deux parties. D’abord celle
qui donne les variables x¯, y¯ et p¯

p¯ = −3 K
2 (I1;3 − 1)




9K (I1;3 − 1)






2KI1 + 1− I1;3
K
.
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−18I1;3I1 + 18I1;32I1 − 6I1;33I1 + 6I1
(I1;3 − 1)K2 +
1
108
1− 4I1;33 − 4I1;3 + 6I1;32 + I1;34
K3 (I1;3 − 1) .
On constate que le degre´ de cette transformation est e´gale a` la cardinalite´ du pseudo–
groupe de syme´tries de la famille d’e´quations de Painleve´. Elle de´finit donc la forme
ne´cessaire du changement de variables cherche´e.
Exemple 5.9 (La famille d’e´quations de Lagerstrom) Nous voulons de´terminer
le changement de variables ϕ ∈ Diff loc(C2), de la forme (ηy 6= 0)
(x, y)→ (x+ C, η(x, y)),





+ y¯y¯′ = 0, k¯ ∈ C∗.




. Par conse´quent, il peut eˆtre fixe´ a`
1
2
. Ce qui permet ainsi de normali-
ser le parame`tre a¯ et d’obtenir les invariants fonctionnellement inde´pendants de´finis
sur M = {x, y, p = y′)}
I¯1;3 =












−2k¯ + 2p¯x¯2 − (k¯ + y¯x¯) k¯ − (k¯ + y¯x¯) y¯x¯
8x¯2
.
On pose ensuite l’e´galite´ des invariants et on calcule pour le syste`me obtenu un ensemble
caracte´ristique pour le classement p¯ ≻ y¯ ≻ x¯ ≻ k¯ ≻ I1;3 ≻ I1;31 ≻ I1;32 ≻ I2;32. On
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obtient ainsi la forme ne´cessaire du changement de variables







2 − 2I1;32I1;312 + 64I1;32I2;33 + 2I1;31I1;3 + 128I2;332 + I1;314




−2I1;3 − I1;313 + 2I1;31I1;32
,







3 − 8I1;3I1;31I1;32 + I1;316 − 4I1;314I1;32 + 4I1;312I1;322
avec la normalisation I2 = −1
2
. On de´duit que le pseudo–groupe de syme´tries de la
famille d’e´quations de Lagerstrom est re´duit a` l’identite´.
Exemple 5.10 (La famille d’e´quations de Van der Pol) Conside´rons la famille d’e´quations
de Van der Pol
y¯′′ = ε¯(1− y¯2)y¯′ − y¯, x¯, y¯ ∈ C, ε¯ ∈ C∗.
Le pseudo–groupe de syme´tries de la forme (x, y)→ (x¯ + C, η(x, y)) est le groupe a`
un parame`tre C donne´ par
p¯ = λp, y¯ = λy, x¯ = x+ C, ε¯ = ε avec λ2 = 1.
Maintenant, si on se limite aux transformations de la forme (x, y)→ (x, η(x, y)) alors
ce groupe est re´duit en un groupe discret de degre´ deux. La famille d’e´quations de
Van der Pol admet donc cinq invariants fonctionnellement inde´pendants de´finis sur
la varie´te´ de coordonne´es locales (x, y, p = y′, ε, a)
x¯ = x, I¯1;1 = − ε¯ y¯
a¯










On normalise le parame`tre a¯ en posant I¯1;1 = −1. A` l’instar des exemples pre´ce´dents,
on obtient l’ensemble caracte´ristique







(−5 + I1;22) ,
x¯ = x,
ε¯ = −−5 + I1;22
2I1;142
,
dont le degre´ co¨ıncide avec la cardinalite´ du pseudo–groupe de syme´tries de la famille.
Par conse´quent, la forme ne´cessaire du changement de variables est donne´e par cet
ensemble et la normalisation I1;1 = −1.
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5.5 Deux autres exemples
Dans cette section, on on conside`re le proble`me d’e´quivalence des e´quations du second
ordre y′′ = f(x, y, y′) pour les transformations fiber-preserving. Il s’agit des transforma-
tions ϕ ∈ Diff loc(C2), de la forme (ξxηy 6= 0)
(x, y)→ (x¯, y¯) = (ξ(x), η(x, y)).
On veut calculer la forme ne´cessaire du changement de variables fiber-preserving pour
chacune des deux e´quations de Painleve´ PI et PII.
5.5.1 Les invariants
Plac¸ons nous sur la varie´te´ M de coordonne´es locales (x, y, p = y′). Le proble`me
d’e´quivalence pre´ce´dent se formule en un proble`me d’e´quivalence de G-structures surM
[KLS85, KS86, KS87, Olv95].
Proposition 5.4 Deux e´quations diffe´rentielles ordinaires du second ordre y′′ = f(x, y, y′)
et y′′ = f¯(x, y, y′) sont e´quivalentes par une transformation fiber-preserving s’il existe
des fonctions a1, a2, a3 et a4 de M dans C telles que
ϕ∗























On se rame`ne donc a` l’e´quivalence des G-structures Pf = (M,G, θf = S(a)ωf).
Apre´s une normalisation et une prolongation, la me´thode de Cartan fournit une











(2fyy −Dxfyp − fppfy + fypfp)a1 + (−fyp +Dxfpp)a4a2
2a12a42
.











Pour les deux e´quations de Painleve´ les deux invariants fondamentaux I2 et I3 sont
nuls. Sur cette branche de scindage l’application de l’identite´ fondamentale d2 = 0 aux
e´quations de structure donne les relations
X2(I1) = 0, X4(I1) = 0, X5(I1) + I1 = 0, X6(I1) + 3I1 = 0.
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Cette observation est tre`s importante puisqu’elle permet de re´duire l’espace de recherche
des invariants fonctionnellement inde´pendants.
L’e´quation PI
Nous allons calculer le changement de variables fiber-reserving qui envoie l’e´quation
du second ordre y′′ = f(x, y, y′) sur la premie`re e´quation de Painleve´
y¯′′ = 6y¯2 + x¯.
A` l’aide de la me´thode de Lie on montre que le pseudo–groupe de syme´tries fiber-
preserving de cette e´quation est de dimension nulle. Elle admet donc trois invariants
fonctionnellement inde´pendants de´finis sur M , ou ce qui est e´quivalent six invariants
fonctionnellement inde´pendants de´finis sur M˜ .















sur la premie`re e´quation de Painleve´ donne six invariants fonctionnellement inde´pendants
de´finis sur M˜ .
On normalise les parame`tres a¯1, a¯2 et a¯4 en posant
I¯1 = −12, I¯1;3 = 0, I¯1;333
I¯1;33
= 1








Notons que toute e´quation du 2e ordre y′′ = f(x, y, y′) e´quivalente a` la premie`re e´quation
de Painleve´ doit satisfaire
I1 = −12, I1;3 = 0, I1;333
I1;33
= 1, (5.18)
normalisant ainsi les parame`tres a1, a2 et a4 en fonction de f et de ses de´rive´es. En
remplac¸ant les valeurs (5.17) dans les autres invariants on obtient trois invariants fonc-
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Lemme 5.4 Le pseudo–groupe de syme´tries fiber–preserving de la premie`re e´quation
de Painleve´ est donne´ par{
(x, y, p)→ (λ2x, λy, λ4p) , λ5 = 1}
De´monstration. Une syme´trie fiber–preserving de l’e´quation de Painleve´ est une



























La substitution de ces transformation dans la premie`re e´quation de Painleve´ montre
qu’elles sont toutes syme´tries de cette e´quation. CQFD


















































Dans ces formules les invariants sont normalise´s a` l’aide de la normalisation (5.18), ils
sont donc des invariants sur la varie´te´ M .
Proposition 5.5 Une e´quation diffe´rentielle du 2e ordre y′′ = f(x, y, y′) est e´quivalente
a` la premie`re e´quation de Painleve´ par une transformation fiber–preserving ϕ si et
seulement si ϕ est donne´e par le syste`me (5.19) et la normalisation (5.18).
De´monstration. Le lemme pre´ce´dent montre que les degre´s dans l’ensemble ca-
racte´ristique sont minimaux. CQFD
5.5.2 La famille d’e´quations PII
Calculons a` pre´sent le changement de variables fiber–preserving qui rame`ne l’e´quation
ge´ne´rique 2e ordre a` une e´quation de la famille d’e´quation de Painleve PII
y¯′′ = 2y¯3 + y¯x¯+ α¯, α¯ ∈ C∗. (5.20)
La me´thode de Lie montre que le pseudo–groupe de syme´tries de la forme
(x, y, α)→ (ξ(x), η(x, y), α¯(x, y, p)),
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de la famille d’e´quations de Painleve´ PII est discret. Il existe donc sept invariants fonc-
tionnellement inde´pendants de´finis sur la varie´te´ de coordonne´es locales (x, y, p, a1, a2, a4, α).
Ces invariants s’obtiennent en spe´cialisant les invariants I1, I1;3, I1;31, I1;33, I1;331, I1;3331
et I1;33311 sur la famille d’e´quations de Painleve´ PII.
On normalise les parame`tres a¯1, a¯2 et a¯4 en posant I¯1 = −12, I¯1;3 = −12 et I¯1;31 = 0.
On a une normalisation similaire pour toute e´quation y′′ = f(x, y, y′) e´quivalente a` une
e´quation de la famille d’e´quations de Painleve´ PII c’est a` dire
I1 = −12, I1;3 = −12, I1;31 = 0. (5.21)
On montre que
Lemme 5.5 Le pseudo–groupe de syme´tries de la forme (x, y)→ (ξ(x), η(x, y)) de la
famille d’e´quations de Painleve´ y′′ = 2y3 + yx+ α est e´gal a`
p¯ = ελ2p, y¯ = ελy, x¯ = λ2x, α¯ = εα (5.22)
avec λ3 = 1, ε2 = 1.







I1;33311 (I1;3331 + 4032)













I1;33311I1;33 − 3096576− 4032I1;331 ,
α¯2 = − 1
112I1;33311
(




+9588782923776 + 24970788864I1;331 + 16257024I1;331
2).
(5.23)
Le degre´ de cette transformation est 6 donc e´gal a` la cardinalite´ du pseudo–groupe
de syme´tries de la famille d’e´quations de Painleve´ PII, prouvant ainsi la proposition
suivante
Proposition 5.6 Une e´quation du 2e ordre est e´quivalente a` une e´quation de la famille
d’e´quations de Painleve´ y′′ = 2y3+ yx+α par une transformation fiber–preserving ϕ si
et seulement si la transformation ϕ est donne´e par (5.23) et la normalisation (5.21).
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Chapitre 6
Contribution a` la construction d’un
nouveau solveur
Dans ce chapitre nous proposons un nouveau solveur d’e´quations diffe´rentielles ordi-
naires base´ sur ce que nous avons vu au chapitre pre´ce´dent. Ce solveur, qui devrait
comple´ter les solveurs actuels, retourne en sortie une e´quation du livre de Kamke
[Kam44] e´quivalente a` l’e´quation que l’on veut re´soudre ainsi que le changement de
variables qui re´alise cette e´quivalence.
L’ide´e est la suivante : Supposons que l’on dispose d’une table dans laquelle on a
stocke´ pour chaque e´quation Ef¯ du livre de Kamke :
(i) le pseudo–groupe maximal Φ tel que le pseudo–groupe de syme´tries Sf¯ = Autloc(Ef¯)∩
Φ soit de dimension nulle,
(ii) la forme ne´cessaire du changement de variables ϕ ∈ Φ associe´e a` l’e´quation Ef¯ .
Pour “re´soudre” une EDO donne´e, notre solveur teste l’e´quivalence avec les e´quations
de la table en spe´cialisant la forme ne´cessaire du changement de variable sur l’e´quation
a` re´soudre et en ve´rifiant ensuite si la transformation obtenue re´alise l’e´quivalence.
L’algorithme de´taille´ est pre´sente´ dans la section 6.2.2. Voici ses principaux points forts :
(i) Tout d’abord, le gain espace en me´moire ainsi que temps de calcul est tre`s im-
portant. Nous verrons que le temps de calcul ne´cessaire pour tester l’e´quivalence
avec une e´quation du livre de Kamke est de l’ordre de 1
100
secondes, ce qui fait
moins de 10 secondes pour l’ensemble de la liste.
(ii) Notre solveur ame´liore sensiblement les solveurs actuels. On re´sout les e´quations
qui n’admettent pas de groupe a` un parame`tre de syme´trie ainsi que les e´quations
pour lesquelles les solveurs se contentent de retourner des e´quations d’ordre infe´rieur.
(iii) Contrairement a` la me´thode de Lie, notre solveur ainsi que la construction de la
table ne fait intervenir aucune inte´gration d’e´quations diffe´rentielles.
Nous montrerons la faisabilite´ d’une telle architecture sur les e´quations du second
ordre. Toutefois, le champ d’application de notre solveur s’e´tend aux e´quations d’ordre
quelconque.
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6.1 Limitations des solveurs actuels
L’implantation actuelle des solveurs d’EDO combine les deux me´thodes de classifica-
tion et de re´duction d’ordre. La me´thode de classification consiste a` tester si l’e´quation
a` re´soudre figure, modulo un renommage des variables, dans une liste d’e´quations que
l’on sait re´soudre. La me´thode de re´duction d’ordre 1 est re´serve´e aux e´quations qui ne
font pas partie de cette liste.
En pratique, deux difficulte´s importantes apparaissent : (1) l’e´quation a` re´soudre
n’admet pas de groupe a` un parame`tre de syme´tries2, (2) le solveur n’arrive pas a`
inte´grer les e´quations de Lie. Les exemples suivants illustrent ces difficulte´s.
Exemple 6.1 (pseudo–groupe discret de syme´tries) Applique´s a` l’e´quation sui-
vante
ode := y′′ +
2 x4y′ − 6 y2x− 1
x5
= 0, (6.1)
les solveurs actuels, ne retournent aucune sortie. On montre que le pseudo–groupe de
syme´tries ponctuelles de cette e´quation est discret.
Exemple 6.2 (re´solution des e´quations de Lie) Dans beaucoup de cas ou` l’e´quation
a` re´soudre admet de groupes a` un parame`tre de syme´tries, les solveurs actuels ne font
que re´duire l’ordre de l’e´quation. Pour les e´quations du 2e ordre, cette situation se pro-
duit souvent lorsque la dimension de l’alge`bre de syme´tries ponctuelles est e´gale a` un.
Ceci est le cas de l’e´quation
ode := y′′ + y′
2 − y′ε2 + ε4y′e2y + 1 = 0, (6.2)
invariante sous l’action des translations (x, y)→ (x+C, y). Applique´ a` cette e´quation,
le solveur retourne l’e´quation diffe´rentielle du premier ordre









+ C1, y(x) = a. (6.4)
Il est normal que le solveur e´choue puisqu’en ge´ne´ral les EDO du premier ordre sont
dures a` inte´grer (ce qui est le cas de l’e´quation (6.3)).
1Voir [CTDdM97, CTDdM98, CTR99] pour les diffe´rents algorithmes implante´s en Maple.
2Pour certaines e´quations du 2e ordre on peut trouver des facteurs inte´grants [CTR99]. Ceci est le








yy′ + 2 xy2 = 0,
dont le pseudo–groupe de syme´tries ponctuelles est de dimension ze´ro. Elle admet le facteur inte´grant
1
y′2x




−C12 − x2C12 − 2C1 x− 2 + eC1 xC2 C13
.
C1 et C2 sont deux constantes arbitraires.
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Le solveur que nous proposons prend en entre´e une e´quation diffe´rentielle Ef , que les
solveurs actuels n’arrivent pas a` re´soudre, et retourne en sortie une e´quation Ef¯ de la
liste de Kamke e´quivalente a` l’e´quation Ef ainsi que le changement de variables ϕ qui
re´alise l’e´quivalence.
Par exemple, pour l’e´quation (6.1) on obtient la premie`re e´quation de Painleve´




, y¯ = λy
avec λ5 = 1. Ce qui signifie que l’e´quation (6.1) est e´quivalente a` la premie`re e´quation
de Painleve´ par cette transformation.
Pour l’e´quation (6.2), le solveur retourne l’e´quation de Van der Pol y′′ + y − εy′(1− y2) = 0
et le changement de variables (qui prese`rve les solutions pe´riodiques)
(x, y, ε)→ (x, λεey, ε2)
avec λ2 = 1.
6.2 Un solveur base´ sur la me´thode de Cartan
L’ide´e sur laquelle s’appuie ce nouveau solveur est la suivante : supposons que l’on
dispose d’une table dans laquelle on a stocke´ la forme ne´cessaire du changement de
variables pour toutes les e´quations Ef¯ du livre de Kamke (ou` la fonction f¯ est ration-
nelle). Pour “re´soudre” l’e´quation Ef , il suffit de parcourir cette table et de voir quelle
est l’e´quation Ef¯ dont la forme ne´cessaire du changement de variables (spe´cialise´e sur Ef)
envoie Ef¯ sur Ef .
6.2.1 Pre´calcul de la table
Nous avons vu au chapitre pre´ce´dent que le calcul de la forme ne´cessaire du chan-
gement de variables associe´e a` l’e´quation cible Ef¯ , repose sur l’hypothe`se selon laquelle le
pseudo–groupe de transformations autorise´es Φ ve´rifie dim(Sf¯ ) = 0 ou` Sf¯ = Autloc(Ef¯) ∩ Φ.
Nous allons commencer par faire la moitie du chemin et de chercher, pour chacune des
e´quations Ef¯ du livre de Kamke, le (ou les) pseudo–groupe adapte´.
6.2.1.1 Etape 1 : Pseudo–groupes adapte´s
On se donne un trie de pseudo–groupes Φi ∈ Diff loc(C2), i = 1..7 pre´sente´s dans la
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Posons d(Ef ,Φ) := dim(Sf) avec Sf = Autloc(Ef) ∩ Φ(2).
De´finition 6.1 (signature) Soient di := d(Ef ,Φi) pour 1 ≤ i ≤ 7. La signature de
l’e´quation Ef est donne´e par le 7-uplet
sign(Ef) := ((d1, d3, d5) , (d2, d4, d6)) .
Remarquons que d1 ≤ d3 ≤ d5 ≤ d7 et d2 ≤ d4 ≤ d6 ≤ d7. Nous dirons que
De´finition 6.2 Les deux signatures sign(Ef) et sign(Ef¯) match si et seulement si d7 =
d¯7 et (s1 = s¯1 ou s2 = s¯2) avec s1 = (d1, d3, d5) et s2 = (d2, d4, d6).
De´finition 6.3 Deux e´quations ordinaires du second ordre Ef et Ef¯ sont dites fortement
e´quivalentes si et seulement si
∃Φ ∈ {Φ1, · · · ,Φ7} , d(Ef¯ ,Φ) = 0, ∃ϕ ∈ Φ |ϕ∗(Ef) = Ef¯ .
Grosso modo, deux e´quations sont fortement e´quivalentes si et seulement si elles sont
e´quivalentes par une transformation qui s’obtient sans inte´gration d’e´quations diffe´rentielles.
De´finition 6.4 (pseudo–groupe adapte´) Un pseudo–groupe de Lie Φ est dit adapte´
a` l’e´quation Ef si d(Ef ,Φ) = 0 et s’il est maximal parmi les pseudo–groupes Φ1, · · · ,Φ7
qui ve´rifient cette proprie´te´.
Il est important de rappeler que le calcul des dimensions di se fait sans re´soudre
d’e´quations diffe´rentielles ; par exemple a` l’aide de Rosenfeld-Gro¨bner (voir cha-
pitre 4, l’exemple de l’e´quation de Lie´nard).
Dans la table 6.1, nous avons calcule´ les pseudo–groupes adapte´s pour certaines
e´quations de la liste de Kamke3. Par exemple, la premie`re e´quation de Painleve´ (e´quation
n˚ 3) figure dans la dernie`re ligne de la table. Ce qui signifie que le pseudo–groupe adapte´
correspondant est le pseudo–groupe des transformations ponctuelles Φ7. On associe a`
l’e´quation d’Emden-Fowler y′′ = axryn, n˚ 11, les deux pseudo–groupes de Lie Φ3 et Φ4.
Dans le cas des EDO line´aires homoge`nes (telles que l’e´quation de Bessel, l’e´quation
d’Airy, l’e´quation hyperge´ome´trique de Gauß...etc), on montre que le pseudo–groupe
adapte´ est (ge´ne´riquement) Φ = Φ4.
6.2.1.2 Etape 2
Il ne reste plus qu’a` parcourir la deuxie`me moitie du chemin commence´ a` l’e´tape 1
et calculer, pour chacune des e´quations Ef¯ du livre de Kamke, la forme ne´cessaire du
changement de variables ϕ ∈ Φ suivant l’algorithme ChgtCoords pre´sente´ au chapitre
pre´ce´dent (Φ de´signe le pseudo–groupe adapte´ a` l’e´quation Ef¯).
On construit ainsi une table dans laquelle on stocke pour chaque indice Ef¯ les donne´es
suivantes
1- la signature sign(Ef¯),
2- la liste des pseudo–groupes adapte´s Φ,
3Cette liste est accessible sur l’URL http ://www.cs.uwaterloo.ca/˜ecterrab/odetools.html
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Transformations Nume´ro de l’e´quation selon Kamke
Φ1 x¯ = x, y¯ = η(x, y) 12, 26, 31, 40, 45, 47, 54, 68, 72, 118, 119, 120, 153, 160, 165,
197, 200, 201, 202, 213, 224
Φ3 x¯ = x+ C, y¯ = η(x, y) 11, 70, 73, 74, 79, 82, 87, 90, 91, 92, 96, 97, 98, 100, 102, 103,
105, 106, 172, 208, 231
Φ5 x¯ = ξ(x), y¯ = η(x, y) Null
Φ2 x¯ = ξ(x, y), y¯ = y 68, 89
Φ4 x¯ = ξ(x, y), y¯ = y + C 11, 69, 70, 73, 74, 79, 87, 90, 92, 94, 96, 97, 98, 100, 102, 105,
106, 187, 208, 225, 226, 231, 241, e´quation line´aire homoge`ne
Φ6 x¯ = ξ(x, y), y¯ = η(y) 80, 86, 156, 219
Φ7 x¯ = ξ(x, y), y¯ = η(x, y) 3, 5, 6, 8, 9, 27, 44, 52, 85, 95, 114, 115, 116, 144, 147, 149,
167, 171, 211, 212, 213, 217, 238
Tab. 6.1 – Pseudo–groupes adapte´s
3- la forme ne´cessaire du changement de variables ϕ ∈ Φ,
Exemple 6.3 Par exemple, les entre´es correspondantes a` l’e´quation de Van der Pol
y′′ + y − εy′(1− y2) = 0 sont
1- la signature ((0, 1, 1), (1, 1, 1), 1),
2- le pseudo–groupe de Lie Φ1,
3- la transformation 






(−5 + I1;22) ,
x¯ = x,




et la normalisation I1;1 = −1. Les fonctions Ii sont les invariants associe´s au
proble`me d’e´quivalence des e´quations diffe´rentielles du second ordre pour les trans-
formations prises dans Φ1.
Dans le cas de la premie`re e´quation de Painleve´ y′′ = 6y2 + x, les entre´es sont
1- la signature ((0, 0, 0), (0, 0, 0), 0),
2- le pseudo–groupe de Lie Φ7 des transformations ponctuelles,
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newdsolve
Input: Une e´quation Ef
Output: Une e´quation Ef¯ dans le livre de Kamke et la transformation ϕ tel que
ϕ∗(Ef) = Ef¯
1. Calculer la signature de Ef .
2. Extraire de la table la liste des e´quations Ef¯ tel que sign(Ef¯) match
sign(Ef).
3. POUR chaque e´quation Ef¯ de la liste FAIRE
(a) Spe´cialiser sur Ef la forme ne´cessaire du changement de variables
associe´e a` l’e´quation Ef¯ . On obtient la transformation ϕ.
(b) Si ϕ ∈ Φ et ϕ∗(Ef) = Ef¯ alors RETOURNE (Ef¯ , ϕ).
Tab. 6.2 – La proce´dure newdsolve
avec les normalisations






Les invariants ici sont ceux associe´s au proble`me d’e´quivalence des e´quations
diffe´rentielles ordinaires du second ordre pour les transformations ponctuelles.
6.2.2 L’algorithme du nouveau solveur
La proce´dure principale est pre´sente´e dans la table 6.2 Nous allons illustrer le prin-
cipe de cet algorithme sur les deux e´quations diffe´rentielles du 2e ordre (6.1) et (6.2)
introduites dans la premie`re section.
Exemple 6.4 Commenc¸ons par l’e´quation diffe´rentielle
y′′ +
2 x4y′ − 6 y2x− 1
x5
= 0. (6.7)
La signature de cette e´quation est ((0, 0, 0), (0, 0, 0), 0). Le solveur extrait de la table
toutes les e´quations du 2e ordre dont la signature match celle de l’e´quation (6.7). Parmi
ces e´quations on trouve les six e´quations de Painleve´.
Le solveur se saisit de la premie`re e´quation de Painleve´ PI et proce`de de la manie`re
suivante





, y¯ = λy, p¯ = −λ4px2
avec λ5 = 1. C’est une transformation ponctuelle.




, y¯ = λy, p¯ = −λ4px2 q¯ = λ2x3(2p+ qx)
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avec λ5 = 1.
3- il substitue cette dernie`re transformation dans l’e´quation de Painleve´ y¯′′ = 6y¯2+x¯.
Ce qui nous donne
y′′ +
2 x4y′ − 6 y2x− λ5
x5
= 0,
qui est l’e´quation a` re´soudre (6.7) car λ5 = 1. Le solveur retourne alors en sortie




, y¯ = λy, p¯ = −λ4px2
avec λ5 = 1.
Exemple 6.5 Retrouvons l’e´quation
y′′ + y′
2 − y′ε2 + ε4y′e2y + 1 = 0, (6.8)
e´galement introduite au de´but du chapitre.
La signature de cette e´quation est ((0, 1, 1), (1, 1, 1), 1). Par conse´quent, le solveur
cherche si l’e´quation (6.8) est e´quivalente, par une transformation prise dans Φ1, a`
une e´quation dont la signature match ((0, 1, 1), (1, 1, 1), 1). Une telle e´quation peut eˆtre
par exemple l’e´quation de Van de Pol y′′ + y + ε(1 − y2)y′ = 0, l’e´quation de Duffing
y′′ + y + εy3 = 0 etc.
Le solveur commence par tester si l’e´quation a` re´soudre (6.8) est e´quivalente a`
l’e´quation de Van de Pol y′′ + y + ε(1− y2)y′ = 0,
1- il spe´cialise la forme ne´cessaire du changement (6.5) sur l’e´quation (6.8). Il trouve
(x, y, p, ε)→ (x, λεey, λεeyp, ε2) avec λ2 = 1. (6.9)
C’est une transformation appartenant au pseudo–groupe de Lie Φ1.
2- il prolonge ensuite cette transformation une prolongation de plus, ce qui nous
donne
(x, y, p, q, ε)→ (x, λεey, λεeyp, λεey(p2 + q), ε2),
3- il substitue cette dernie`re transformation dans l’e´quation de Van de Pol. Il trouve
y′′ + y′
2 − y′ε2 + λ2ε4y′e2y + 1 = 0,
c’est a` dire l’e´quation a` re´soudre. Le solveur retourne alors en sortie l’e´quation
de Van de Pol et la transformation (6.9).
6.2.3 Temps de calcul et espace me´moire
Dans le paragraphe pre´ce´dent, nous avons pre´sente´ un nouveau solveur base´ sur
le calcul de la forme ne´cessaire du changement de variables. Pour inte´grer l’e´quation
diffe´rentielle Ef , notre solveur parcourt une table pre´calcule´e et cherche l’e´quation Ef¯
dont la forme ne´cessaire du changement de variables (spe´cialise´e sur Ef) envoie Ef¯ sur Ef .
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Le fait de s’appuyer sur un pre´calcul a pour conse´quence un gain espace en me´moire
ainsi que temps de calcul tre`s important. Pour se faire une ide´e, le temps de calcul
ne´cessaire pour traiter l’e´quation de Van de Pol dans l’exemple 6.5, est de l’ordre d’un
centie`me de seconde. Les calculs ont e´te´ re´alise´s sur un PC muni d’un processeur Pen-
tium(4) et 256 Mo de me´moire vive.
6.3 Re´vision de la liste de Kamke
6.3.1 E´quations redondantes
Il s’agit de restreindre la liste de Kamke en e´liminant les e´quations redondantes i.e.
les e´quations qui peuvent eˆtre ramene´es a` d’autres e´quations de la liste. Ceci est le cas
par exemple de l’e´quation nume´ro 5
y′′ = ay2 + bx+ c.
Onmontre qu’elle est e´quivalente a` la premie`re e´quation de Painleve´. En effet, une trans-
lation sur la variable inde´pendante x permet d’absorber la constante c. Un scalling sur











De meˆme, la proce´dure newdsolve montre que l’e´quation nume´ro 209
y3y′′ − 1 = 0
est fortement e´quivalente a` l’e´quation 138
2yy′′ − y′2 − 1 = 0
par la transformation (x, y)→ (x, λy
2
2
) avec λ2 = 1.
6.3.2 Re´duction des pseudo–groupes discrets de syme´tries
E´tant donne´e une e´quation Ef¯ de liste de Kamke. Calcule´es dans le pseudo–groupe
adapte´, les syme´tries de l’e´quation Ef¯ forment un pseudo–groupe discret. Dans beaucoup
de cas, un tel pseudo–groupe n’est pas re´duit a` l’identite´. Par conse´quent, la forme
ne´cessaire du changement de variables n’est pas une transformation rationnelle (en x¯).
Dans ce cas, l’e´tape (3-b) dans newdsolve peut eˆtre difficile.
La re´duction du pseudo–groupe de syme´tries en un pseudo–groupe re´duit a` l’identite´
permet d’e´viter ce genre de proble`me. L’ide´e consiste a` e´crire l’equation cible en les
invariants du pseudo–groupe de syme´tries.
Exemple 6.6 (Kamke 155) Conside´rons l’e´quation 155 du livre de Kamke
y′′ = − y
′2 + 1
2(y − 1) . (6.10)
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Le pseudo–groupe adapte´ correspondant est le pseudo-groupe Φ1 forme´ des transforma-
tions de la forme (η est une fonction quelconque tel que ηy 6= 0)
(x, y)→ (x, η(x, y)) .














C’est est une transformation alge´brique de degre´ deux. Ceci vient du fait que le pseudo–
groupe de syme´tries est ici donne´ par{
(x, y, p)→ (x, λ(y − 1) + 1, λp), λ2 = 1} (6.12)
et donc non re´duit a` l’identite´.
De´terminons a` pre´sent les invariants d’un tel pseudo–groupe. Remarquons tout d’abord
que la fonction F1(x, y) := x est invariante. Puisque y¯ = λ(y − 1) + 1, on de´duit (en
tenant compte de λ2 = 1)
(y¯ − 1)2
(y − 1)2 = 1.
Ainsi,
{
F1(x¯, y¯) = x¯, F2(x¯, y¯) := (y¯ − 1)2
}
est un ensemble d’invariants fonctionnelle-
ment inde´pendants sous l’action du pseudo–groupe discret (6.12).
Il nous reste qu’a` e´crire l’e´quation cible (6.10) en ces invariants. Pour cela, effectuons
le changement de variable (x¯, y¯) = (F1, λ
√
F2 + 1) dans l’e´quation (6.10). Apre`s tout





Le pseudo–groupe de syme´tries est maintenant re´duit a` l’identite´. La forme ne´cessaire
du changement de variables










est bien une transformation rationnelle.
Exemple 6.7 (Painleve´ PI, Kamke 3) Appliquons le meˆme raisonnement a` la premie`re
e´quation de Painleve´ PI y′′ = 6y2 + x. Dans ce cas, le pseudo–groupe adapte´ est le
pseudo–groupe des transformations ponctuelles Φ7.
Le pseudo–groupe de syme´tries est{
(x, y)→ (λ2x, λy), λ5 = 1} .
On en de´duit que les invariants sont F1 := y
5 et F2 := x/y
2. Dans notre re´duction
de degre´ nous voulons pre´server la proprie´te´ de Painleve´. Nous avons donc besoin de
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construire de nouveaux invariants (de degre´ minimum) tel que l’inversion (l’e´criture de
l’e´quation en fonction des invariants) soit fiber–preserving. Concre`tement, nous avons





5 et K2 := F1F
3
2 =







































dont le pseudo–groupe de syme´tries ponctuelles est re´duit a` l’identite´. La forme ne´cessaire
du changement de variables associe´e est par conse´quent rationnelle en x¯ (contrairement
a` la forme ne´cessaire du changement de variables associe´e a` PI qui est elle de degre´ 5).
Chapitre 7
Conclusion et perspectives
Nous avons au cours de cette the`se montre´ la faisabilite´ d’un nouveau solveur d’e´quations
diffe´rentielle ordinaires. Les aspects mathe´matique et informatique lie´s ont e´te´ aborde´s.
D’un point de vue mathe´matique, nous avons montre´ que, sous certaines condi-
tions, le changement de variables qui re´alise l’e´quivalence entre deux e´quations diffe´rentielles
est une transformation alge´brique, qui s’obtient sans inte´grer aucune e´quation diffe´rentielle.
De plus, le degre´ d’une telle transformation est donne´ par la cardinalite´ du pseudo–
groupe de syme´tries. Nous avons e´galement montrer comment obtenir cette transfor-
mation a` l’aide d’un nouveau algorithme ChgtCoords que nous avons teste´ sur plusieurs
exemples de la liste de Kamke.
Les pseudo–groupes de syme´tries discrets ont e´te´ e´galement e´tudie´s. Nous avons don-
ner une me´thode qui permet de calculer le pseudo–groupe de syme´tries d’une e´quation
donne´e lorsque celui-ci est de dimension nulle. Nous avons e´galement e´tudie´ les pseudo–
groupes de syme´tries de familles d’e´quations. Plusieurs exemples inte´ressants ont e´te´
traite´s.
Un autre re´sultat de la the`se concerne la me´thode d’e´quivalence de Cartan. Il s’agit
de pre´senter l’e´tape de mise en e´quations d’un proble`me d’e´quivalence, sous forme
d’algorithme.
D’un point de vue informatique, les re´sultats pre´ce´dents nous ont permis de
proposer un nouveau solveur qui devrait ame´liorer sensiblement les solveurs actuels.
Nous avons pu constate´ que ce nouveau solveur permet de re´soudre des e´quations
diffe´rentielles jusqu’ici intraitables.
Notre solveur s’appuie sur une table pre´calcule´e, ce qui a pour conse´quence, non
seulement, un gain tre`s important en temps de calcul mais aussi, une inde´pendance
de tout choix de langage. En effet, il peut tre`s bien se programmer en Maple, en
Mathematica ou tout autre langage de haut niveau. Ce nouveau solveur n’a pas
encore e´te´ l’objet d’une implantation et beaucoup de chose reste a` faire dans ce sens.
En particulier, il faut calculer la forme ne´cessaire du changement de variables pour
toutes les e´quations rationnelles du livre de Kamke.
Pour finir, voici quelques questions que nous jugeons inte´ressantes :
(i) Tout d’abord, la mise en place d’un paquetage de´die´ a` l’algorithmique des grou-
poides. Ce paquetage devrait contenir la proce´dure de syme´trisation pre´sente´e
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au chapitre 1, le passage groupoide de Lie–algebroide de Lie e´galement pre´sente´
e´galement au chapitre 1, la prolongation d’un groupoide de Lie a` partir de ces
e´quations de definition expose´e au chapitre 2 ...etc.
(ii) Nous avons pu remarquer que sous certaines hypothe`ses (voir the´ore`me 2.5 page
57) la transformation qui re´alise l’e´quivalence entre deux e´quations diffe´rentielles
est bi-rationnelle. Elle pre´serve donc le groupo¨ıde de Galois. La question est
d’e´tablir clairement le lien entre la me´thode d’e´quivalence de Cartan et la the´orie
de Galois diffe´rentielle des EDO non line´aires (a` la Malgrange).
(iii) La dernie`re perspective est la ge´ome´trisation de l’alge`bre diffe´rentielle. Un premier
pas dans ce sens est de voir un ensemble caracte´ristique comme une diffie´te´ ou`
un changement de classement correspond a` un changement de coordonne´es sur la
diffie´te´.
La ge´ome´trie diffe´rentielle est peu utilise´e dans la communaute´ du calcul formel ;
certains pensent qu’il en est ainsi parce qu’elle ne pre´sente aucun inte´reˆt pratique.
J’espe`re que cette the`se contribuera a` de´montrer le contraire.
Annexe A
Quelques formules en alge`bre
exte´rieure
Etant donne´e une varie´te´ M de dimension m. Soit {ωi}i=1..m un corepe`re de M avec
les e´quations de structure (Cikj = −Cijk )
dωi = −Cijkωj ∧ ωk.
Notons par {Xi}i=1..m le repe`re dual et par f;k := Xk(f). Les coefficients Cijk ve´rifient
les relations suivantes, issues de l’identite´ fondamentale d2 = 0





Ici, le crochet [ijk] de´signe une permutation circulaire sur les indices i, j et k. Ainsi








d’une 1-forme ω = Aiω
i
dω = (A[j;i] −AkCki,j)ωi ∧ ωj := (Aj;i −Ai;j −AkCki,j)ωi ∧ ωj
d’une 2-forme ω = Aijω
i ∧ ωj
dω = (A[ij;k] −Am[iCmjk])ωi ∧ ωj ∧ ωk.
d’une 3-forme ω = Aijkω
i ∧ ωj ∧ ωk
dω = (−A[ijk;l] −Am[ijCmkl])ωi ∧ ωj ∧ ωk ∧ ωl.
Ici le crochet [ijk; l] de´signe une permutation circulaire sur les indices i, j, k et l plus
une alternance de signe.
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d’une p-forme ω = Ai1...ipω





ωi0 ∧ ... ∧ ωip ∧ ωj
ou` le crochet [i1...ipj] de´signe une permutation circulaire sur les indices i1...ipj si p est
impair et une permutation circulaire plus alternance de signe si p est pair.
A.2 Produit inte´rieur
Le produit inte´rieur d’une p-forme ω surM par rapport au champs de vecteur V = V iXi
est une (p− 1)-forme, note´e iV (ω), de´finie par
iV ω (W1,W2, ...,Wp−1) = ω(V,W1,W2, ...,Wp−1)
pour tout W1,W2, ...,Wp−1 ∈ Γ(TM). On montre
(1) si ω est 0-forme alors iV (ω) = 0,
(2) si ω est 1-forme i.e. ω = Aiω
i, alors iV (ω) = AiV
i,
(3) si ω est 2-forme i.e. ω = Aijω
i ∧ ωj alors iV (ω) = AjiV jωi,
(4) plus ge´ne´ralement, si ω = Ai1...ipω
i1∧ ...∧ωip alors iV (ω) = Aji2...ipV jωi2∧ ...∧ωip .
A.3 Derive´e de Lie
Soient V , W ∈ Γ(TM), ω et θ ∈ Ω(M). On montre que
(1) LV (ω) = diV (ω) + iV dω,
(2) LV (d) = d(LV ),
(3) LV (ω + θ) = LV (ω) + LV (θ),
(4) LV (ω ∧ θ) = LV (ω) ∧ θ + ω ∧ LV (θ),
(5) si ω = Aiω
i et V = V iXi alors LV ω =
(







(6) si V = viXi et W = w
iXi alors [V,W ] = (v
iLXjwi − wjLXjvi + vn wj Cinj)Xi.
(7) si ω ∈ Ω1(M) alors dω (V,W ) = V (ω(W ))−W (ω(V ))− ω ([V,W ]) .
A.4 Produit exte´rieur
Soient ω = AIω
I , θ = BJω
J ∈ Ω(M) ou` I et J sont des multi-indices de longeur p
et q respectivement. On a
ω ∧ θ = A[IBJ ]ωK=cat(I,J).
Le crochet [IJ ] de´signe une permutation circulaire si p+ q est impair et une permutation
circulaire plus alternance de signe si p+ q est pair. Le multi-indice K = cat(I, J) est la
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