In this work we consider quasi-optimal versions of the Stochastic Galerkin method for solving linear elliptic PDEs with stochastic coefficients. In particular, we consider the case of a finite number N of random inputs and an analytic dependence of the solution of the PDE with respect to the parameters in a polydisc of the complex plane C N . We show that a quasi-optimal approximation is given by a Galerkin projection on a weighted (anisotropic) total degree space and prove a (sub)exponential convergence rate. As a specific application we consider a thermal conduction problem with non-overlapping inclusions of random conductivity. Numerical results show the sharpness of our estimates.
Introduction
Partial differential equations with stochastic coefficients have been the subject of growing interest in the scientific community, as they conveniently describe situations in which the coefficients of the PDE are calibrated from noisy and limited measurements and a probabilistic uncertainty model is associated to them. In this context, one may be interested in computing statistics like mean or correlation of the solution of the PDE or possibly statistics of some observables of it, usually called ''quantities of interest''.
Sampling strategies are widely used to this end, ranging from plain Monte Carlo method to more sophisticated sampling techniques. However, in some cases it is possible to show that the solution is very smooth with respect to the random coefficients, and thus it may be reasonable to use polynomial approximations. In this work, we focus on linear elliptic equations with random diffusion coefficients. These equations exhibit an analytic dependence of the solution on the random input parameters, see e.g. [1] [2] [3] [4] [5] [6] .
Two relevant polynomial approximation strategies that can be conveniently applied to the problem at hand are the Stochastic Galerkin [1, [7] [8] [9] [10] and the Stochastic Collocation methods [2, [11] [12] [13] , which are a projection technique and an interpolation technique, respectively. In this work, we reconsider the quasi-optimal Stochastic Galerkin method proposed in the previous work [3] , and provide rigorous convergence results in the special case in which the analyticity region contains a polydisc in the complex plane C N . Observe that in this context ''quasi-optimal'' means that the proposed methods are optimal with respect to upper bounds of the error, that we observe numerically to be quite sharp.
In particular, we will derive, under the aforementioned assumptions, the decay of the coefficients of the polynomial expansion of the solution, following the proof in [14] (see also [4] ). Next, following the construction of the quasi-optimal polynomial space proposed in [3] (and to some extent also in [4] ) we will show that the well-known total degree polynomial space is a quasi-optimal choice for the Stochastic Galerkin method for the class of problems we are considering. We will then derive the corresponding convergence estimates with two different approaches. The first one is based on Taylor expansion and is suitable for isotropic problems; the second one is based on the summability properties of the estimates of the Legendre coefficients of the solution and can be used in an anisotropic setting.
The class of problems that satisfy the analyticity assumption we consider here will be specified in the following (see Remark 3) . In particular, it includes the example of a thermal conduction problem with non-overlapping inclusions of random conductivity, originally proposed in [15] . Hence, we will be able to reinterpret the numerical results there obtained in view of the estimates shown here. In particular, it will clearly appear that the theoretical estimates we propose capture correctly the behavior that we observe numerically for the Legendre coefficients and the more than algebraic convergence rate of the global Galerkin error. However, they overestimate considerably the constants in the estimates. Nevertheless, they can be used as the correct ansatz to be fitted by numerical data, resulting in mixed a-priori/a-posteriori methods.
It is worth noting that the analyticity assumption we consider here does not include diffusion coefficients resulting from a truncated Karhunen-Loève expansion of a correlated random field. For such problems, a convergence estimate for the quasi-optimal Stochastic Galerkin method is provided in [5, 6] , where however no explicit construction of the corresponding polynomial space is given. A possible a-priori formula to this end is given in [3] (the so-called ''TD-FC'' polynomial approximation).
As an alternative to a-priori constructions, [16, 17] propose constructions of quasi-optimal polynomial spaces with adaptive strategies. In particular, the work [17] presents a perturbation method restricted to a small-noise assumption, while [16] presents some algorithms based on Taylor expansions, and tests them also on problems that satisfy the same analyticity assumption considered here. Although very attractive, the main drawback of fully adaptive methods is the cost of exploration of the space of polynomials, that may not be negligible in high dimensions and can be avoided if the correct space of polynomials is prescribed by combining a-priori information with a-posteriori estimates.
The rest of this work is organized as follows: after having detailed in Section 2 the problem at hand and stated Assumption A3 on the analyticity requirements for the solutions considered, we will briefly review the Stochastic Galerkin methodology in Section 3. Section 4 presents then the convergence result for quasi-optimal Stochastic Galerkin method, while Section 5 shows that the solution of a generic ''inclusions problem'' satisfies the analyticity assumptions. Section 6 will recall the details of the inclusions test presented in [15] and show some numerical results that confirm the sharpness of the proposed estimates. Finally, Section 7 will draw some conclusions and perspectives.
Problem setting

A linear elliptic PDE with stochastic coefficients
Let D be a convex polygonal domain in R d , and let (Ω, F , µ) be a complete probability space, Ω being the set of outcomes, F ⊂ 2 Ω the σ -algebra of events and µ : F → [0, 1] a probability measure. In this work we focus on the stochastic elliptic problem Problem 1 (Strong Formulation). Find a random field u : D × Ω → R, such that µ-almost surely there holds:
where the operators div and ∇ imply differentiation with respect to the physical coordinate only.
We will work under the following assumptions on the random field a(x, ω):
Assumption A1 (Continuity and Coercivity). The coefficient a(·, ω) is a strictly positive and bounded function over D for each random event ω ∈ Ω, i.e. there exist two positive constants
Assumption A2 (''Finite Dimensional Noise Assumption''). The diffusion coefficient a(x, ω) can be parametrized using a vector of N real-valued random variables, namely
Such random variables are independent and uniformly distributed, y(ω) = (y 1 (ω), . . . , y N (ω))
Without loss of generality, we further assume Γ i = [−1, 1], so that the joint probability density function of y, ϱ :
Assumptions A1 and A2 deserve some comments. First, as an immediate consequence of Assumption A1 and Lax-Milgram's Lemma we have well-posedness of problem (1) for µ-almost every ω ∈ Ω.
Next, under Assumption A2 the solution u of (1) depends on the single realization ω ∈ Ω only through the value taken by the random vector y. We can therefore replace the probability space (Ω, F , µ) with (Γ , B(Γ ), ϱ(y)dy), where B(Γ ) denotes the Borel σ -algebra on Γ and ϱ(y)dy is the measure of the vector y.
Finally, we observe that more general problems can be addressed within this setting. In particular, problems depending on a set of N non-uniform random variables z 1 , . . . , z N may be included in this setting by introducing a non-linear map y i = Θ(z i ) that transforms each of them into uniform random variables, following the well known theory on copulas, see [18] . In the case a mapping Θ is not available, one could still reduce the problem to the uniform case, by introducing an auxiliary densityρ = 1 2 N as suggested in [19] . This will lead to analogous error estimates as those derived in this work, up to a multiplicative constant factor proportional to
. Even the assumption of independence of the random variables, although very convenient for the development of the tensorized techniques proposed below, is not essential and could be removed whenever the density ϱ does not factorize, again by introducing an auxiliary densityρ = 
ϱ (Γ ) with respect to the inner product
We are now in the position to write a weak formulation of (1),
Thanks again to Assumption A1 and the Lax-Milgram lemma, there exists a unique solution to problem (2) for any f ∈ V ′ ,
. We remark that u can be understood either as a function in the tensor space
; we will use either notation depending on the situation.
Regularity of u with respect to the random parameters
Concerning the regularity of the solution u with respect to the input y, it is well-known that, under reasonable assumptions on the regularity of the coefficient a, u is analytic in every y ∈ Γ . We refer e.g. to [5, 6] for a proof in the case of linear dependence of the diffusion coefficient a on the parameters y i , and to [3] for the more general case in which a(x, y) is infinitely many times differentiable with respect to y and ∃ r 1 , . . . , r N ∈ R + s.t.
In this work, we will restrict our focus to the case in which u obeys the following assumption:
holomorphic function in the polydisc
Remark 3. We will see in Section 5 that this class of functions includes e.g. the solution of the inclusions tests already investigated in [15] , as well as other elliptic problems that depend on few coefficients that can be varied independently from one to another in given intervals. An example is given by elasticity problems with uncertain Young modulus and Poisson ratio. On the other hand, this is not the correct framework for diffusion coefficients that have the form
with functions b n with overlapping supports, which will be typically the case for a truncated Karhunen-Loève expansion of a correlated random field.
Problem (2) can be discretized in space by introducing e.g. a finite element discretization with piecewise continuous
ϱ (Γ ), and will feature the same regularity properties of the continuous solution u with respect to the random parameters.
Galerkin polynomial approximation in the stochastic dimension
In this section we temporarily drop Assumptions A2 and A3, and briefly review the Galerkin approximation method in the more general setting where u depends on N random parameters supposed to be independent and identically distributed. Of course, since the Galerkin method builds an approximation using global polynomials, it will be effective only if u has some regularity with respect to y i . Thus, we introduce a polynomial subspace of L 2 ϱ (Γ ), which we denote by P w (Γ ), and look for
with the understanding that the polynomial space P w (Γ ) should be designed to have good approximation properties while having a number of degrees of freedom as low as possible. This is the well known Stochastic Galerkin formulation (see e.g. [1, [7] [8] [9] [10] ). In this respect a Tensor Product polynomial space that contains all the N-variate polynomials with maximum degree in each variable lower than a given w ∈ N is not a good choice. Indeed, its dimension grows exponentially fast with the number of random variables N, i.e. dim P w (Γ ) = (1 + w) N . A valid alternative choice that has been widely used in literature (see e.g. [7, 20, 21] ) is given by the Total Degree polynomial space, that includes those polynomials whose total degree is lower than or equal to w: such space contains indeed only  N+w N  polynomials, which is much lower than (1 + w) N , and still has good approximation properties. A number of possible polynomial spaces has been listed and analyzed e.g. in [15] . One could also introduce anisotropy in the approximation, with the aim to enrich the polynomial space only in those directions of the stochastic space which contribute the most to the total variability of the solution.
To solve problem (4) in practice, it is convenient to endow P w (Γ ) with a ϱ(y)dy-orthonormal basis: to this end we take advantage of the tensor structure of L 2 ϱ (Γ ) and build the elements of such basis as products of ϱ n (y n )dy n -orthonormal polynomials on Γ n , which we denote as {Ψ q n } q n ∈N :
Families of ϱ n (y n )dy n -orthonormal polynomials exist for many probability distribution: we recall Legendre polynomials for uniform measures and Hermite polynomials for Gaussian measures (see [21] for the general Askey scheme), for which explicit formulas and computing algorithms are available, see e.g. [22] . As a word of caution, we can note that the work [23] showed that there exist probability measures, such as the lognormal one, which admit a family of orthonormal polynomials that however does not form a basis for L To construct general polynomial spaces we introduce a sequence of increasing index sets Λ(w), w ∈ N, such that
each with cardinality M (depending on w), and consider the corresponding polynomial spaces
for the approximation of u G h,w with the Stochastic Galerkin method. In other words, the Stochastic Galerkin method will compute the coefficients u
Such expansion is usually known as generalized Polynomial Chaos Expansion (gPCE). Having the gPCE expansion of u G h,w (6) allows us to compute easily the mean and variance of u
Finally, using (6) in the weak formulation (4) and choosing as test function v h (x) κ (y), v h being a finite element basis function, we obtain a set of M linear systems for the modes u G q (x), that will be usually coupled due to the presence in (4) of non-zero terms like [15, 24] and references therein for more details on the discrete problem.
Quasi-optimal stochastic Galerkin method for analytic functions in polydiscs
We now go back to the specific case of u satisfying Assumptions A1-A3, and we consider the basis for P Λ(w) (Γ ) given by multivariate Legendre polynomials. In what follows, we do not consider the approximation in the physical space, and only consider the Galerkin solution u G Λ(w) in the space V ⊗ P Λ(w) (Γ ). We also introduce the truncated Legendre expansion u Λ(w) of the exact solution u on V ⊗ P Λ(w) (Γ ),
We first recall the following optimality result for the Stochastic Galerkin approximation, whose proof can be found e.g. in [25] .
Theorem 5. Under Assumption A1, we have that the Stochastic Galerkin solution u
where C opt is a constant depending on a min , a max .
From Theorem 5 we see that the optimal M-dimensional polynomial space for the Stochastic Galerkin method is the one spanned by the Legendre polynomials corresponding to the M largest coefficients in the truncated Legendre expansion (7). This choice indeed minimizes the energy of the projection error
over all the possible choices of Λ(w) with fixed cardinality M.
A possible strategy to assess the convergence rate of the resulting approximation of u is to order the Legendre coefficients ∥u q ∥ 2 V in decreasing order according to a suitable a-priori estimate and study the summability properties of the sequence thus obtained. This idea has been investigated e.g. in [5, 6] for the case when the diffusion coefficient can be written as
, with y i uniform random variables over [−1, 1] and {∥b i ∥ ∞ } i∈N ∈ ℓ p for some p < 1. It is then possible to prove an algebraic convergence of the L 2 ϱ error with rate 1/p − 1/2. The proof is however not constructive, i.e. no algorithm is presented to build a sequence of polynomial approximations with such convergence rate. Uniform convergence results are given in [5] , as well as in [16, 17] . In this work we will restrict our focus to the case in which the solution u obeys Assumption A3. In this case we are able to give explicit formulas for the construction of a sequence of polynomial approximations that is ''quasi-optimal'' (i.e. optimal with respect to a sharp upper bound of the Legendre coefficients), and to prove a subexponential rate of convergence for such sequence of approximations.
Construction of the quasi-optimal polynomial space
We start by proving a result on the decay of the coefficients of the Legendre expansion for u satisfying Assumption A3. To this end, we first need the following simple lemma, whose proof is straightforward.
Next, we also need to introduce the monodimensional L
which the following properties hold:
We are now in the position to prove the following estimate on the Legendre coefficients.
Proposition 8.
If the solution u fulfills Assumptions A1-A3, the coefficients of the Legendre expansion (7) decay as
with g n = log(δ n (S n )) and
,
Here l(E n,δ n (S n ) ) denotes the length of the ellipse 
From [14, Lemma 12.4.6] it follows that for all z n ∈ E n,δ n (S n ) we have
Then we can estimate the q-th Legendre coefficient of u by
Finally observe that sup
Observe that the square root factor in (8) is asymptotically negligible compared to the exponentially decreasing term e −  n g n q n . Motivated by this fact, we introduce the following corollary, that will be crucial in the following of the paper.
Corollary 9 (Exponential Decay of the Legendre Coefficients). The Legendre coefficients of u satisfying Assumptions A1-A3 can be accurately estimated as
for some  g n < g n and  C Leg > C Leg . For instance, for all 0 < ϵ < 1, one could take
Given the estimate for the decay of the Legendre coefficients of u in Eq. (9), the family of (anisotropic) Total Degree (TD)
is a sharp estimate of the optimal polynomial space for the Stochastic Galerkin method, provided that estimate (9) is in turn sharp. Indeed, following the procedure proposed in [3] , one can define the quasi-optimal index set Λ by selecting all multiindices q for which the estimated decay of the corresponding Legendre coefficient is above a fixed threshold ϵ ∈ R + ,
We now derive convergence estimates for u TD(w, g) , following different arguments for the isotropic and anisotropic problem case. We anticipate that the numerical tests presented in Section 6 will confirm that (9) is indeed a very sharp estimate of the decay of the Legendre coefficients when  g n are properly tuned, at least for the isotropic case, and the convergence of the resulting TD approximation is very close to the convergence of the best M-terms approximation.
Convergence analysis for the isotropic case
We begin the convergence analysis for the TD Galerkin approximation of u by the isotropic setting, following closely the argument in [25] . Therefore, we further assume that Assumption A3 holds with S n = S, for n = 1, . . . , N. As a consequence, the parameters δ n describing the polyellipses in Lemma 7 are all equal, as well as the coefficients  g n driving the decay of the Legendre coefficients in Proposition 8 and Corollary 9. Thus the optimal polynomial space is indeed the isotropic Total Degree, TD(w, 1) = {q ∈ N N :  N n=1 q n ≤ w}. For simplicity, we will denote this set simply as TD(w), and the corresponding Galerkin solution as u G TD(w) . Moreover, we will denote the polydiscs in Assumption A3 as E S , the constant in Assumption A3
as B u (S) and the polyellipses in Lemma 7 and Proposition 8 as E δ(S) .
We shall need the following lemma (see [26] for a proof). 
Then, for any 0 < R < S, we have the estimate The convergence rate for the isotropic TD Galerkin approximation can then be estimated combining Theorem 5 and Lemma 10. 
with B u (S) as in Lemma 10, h = log S and C opt as in Theorem 5.
Proof. We use Lemma 10 with R = 1 (note that the intersection of E 1 with the real axis is Γ ). Then we have
Theorem 11 states an exponential convergence of the error with respect to the total degree of the polynomial approximation. In practice however one is more concerned with the convergence of u TD(w) with respect to the number of degrees of freedom, i.e. the dimension M of the space TD(w). Hence, we are led to the problem of finding an estimate for the function w = w(M).
Note 
Proof. Eq. (10) can be proved (see also [25, Eq. (25) ]) by observing that 
Finally, using the well-known Stirling approximation of N! we have that
Convergence analysis for the anisotropic case
In this section we remove the isotropic assumption, and we derive a convergence estimate for the Galerkin solution u G TD(w, g) with an argument substantially different from the previous section. We start with two technical lemmas that we will need in the following. 
Moreover, the function x cr (ϵ) is concave and can be bounded as
Proof. For x > 0 and ϵ < 1, (12) is actually equivalent to
. The function x cr (ϵ) can be easily shown to be concave, and its value at ϵ = 0 can be computed numerically as α L = x cr (ϵ) ≈ 2.49, hence (13).
Lemma 14.
Given any C log,M ∈ (0, 1/e], there holds
for a sufficiently large M, M > M log . In particular, for C log,M = 1/e the bound holds for any M > 0.
Proof. From the trivial observation that given any C log,M there holds log t ≤ C log,M t for sufficiently large t, we have
hence the thesis of the lemma. In particular, log t and C log,M t are tangent in t = e, with C log,M = 1/e. 
where Λ(w) is now the set of multiindices corresponding to the best M-terms approximation. Having estimated such optimal set with the total degree set TD(w, g) and the decay of the Legendre coefficients as exponential in each variable, according to Corollary 9, we have that 
We are now ready to state the main result of this section. 
for 0 < δ < ϵ max , ϵ max as in Lemma 13, C log,M as in Lemma 14 and
Proof. Using the estimate on the Legendre coefficients in Corollary 9 and Lemma 15 with q = 1, p = τ , we have for the
Now, since (17) holds for every τ > 0 we would like to compute τ * minimizing
We do not solve exactly this problem and just discuss the approximated value τ * = e/(2g m
. This choice is motivated in the case τ g n small ∀n = 1, . . . , N, so that 1 − e −2τ g n ≈ 2 g n τ , as τ * is the exact optimum solution of the approximated problem
Next we apply Lemma 13 to bound 1/
so that Eq. (18) simplifies to
By using the lower bound in (13), we see that condition (19)-right holds if we choose ϵ M,n as
Moreover, we see from (20) that to ensure convergence of the estimate we need ϵ M,n > 0, which enforces a constraint on M. Namely, taken any 0 < δ < ϵ max we require ϵ M,n > δ which implies
See Remark 17 for more details on the choice of δ. Furthermore, note that the rates are supposed to be ordered increasingly, so that this condition has to be checked for n = N only, hence (16) . With this choice of ϵ M,n , Eq. (20) further simplifies to
Finally, we apply Lemma 14, to obtain
and the result follows from Theorem 5.
Remark 17 (The Role of δ).
Here we neglect the influence of C log,M in estimate (15) and further investigate the link between M and δ.
On one hand, choosing a small δ will reduce the minimum cardinality M for the estimate to hold, cf. Eq. (16); in the (15) is of the same form of estimate (11) in Proposition 12, however under the much milder condition M ≥ (e/α L ) N ≈ 1.09 N ; in a problem with N = 10 random variables this would correspond to M > 3. On the other hand, δ = 0 in (15) would imply no convergence rate. Conversely, the highest convergence would be obtained setting δ = ϵ max but would be realized only in the limit M → ∞. The main drawback of (15) is that, for anisotropic problems, condition (16) on M is dominated by the largest rate,  g N .
However, for problems with large variations of g n the random variables corresponding to high values of g n will not be added to approximations of u with small cardinality M: therefore, one may think of devising an ''adaptive'' estimate in which the constraint on M and the convergence rate depend on the active variables only.
Remark 19 (
The Interplay between C log,M and δ). We now also investigate through some numerical computations the effect of C log,M on estimate (15) . To this end, let us denote
, so that estimate (15) can be written as
For simplicity, we will work in an isotropic setting, g m =  g n for n = 1, . . . , N. We consider a uniform sampling of the admissible values of δ, 0 < δ < ϵ max : for each of these values we compute the corresponding values of C δ and of
(note that in the isotropic case  g n and g m cancel), and finally we compute numerically C log,M corresponding to such N √ M. By comparing the values of C log,M and C δ thus obtained we can see (cf. Table 1 ) that C log,M plays a non-negligible role, preventing the estimate to go to zero as M → ∞ for small values of δ.
This phenomenon is however alleviated if g m is higher.
We finally close this section with an alternative estimate, presented here for the isotropic case only. Towards this end, we now present a couple of auxiliary results. 
and let M =  q· g≤w 1 . Then
Proof. We have immediately that Me
Lemma 21. Consider two non negative sequences, {a j } j∈N monotone decreasing and {f j } j∈N monotone increasing. Then, for a given λ ∈ (0, 1) and M > 0 we have
Proof. There holds 
hold, with C (g) =  C 2/N Leg exp(−g/e log((1−ϵ(M)) −1 ))
, and
Proof. Let T(τ ) be as in (22) . We use Lemma 21 choosing the sequence of Legendre coefficients ordered in decreasing order as {a j } j∈N , and setting λ = 1/2 and
. Observe that, thanks to Lemma 20, we have sup j>M
We can thus estimate for the L
Consider as before, for a given value of τ > 0, the approximate minimization of
which holds as long as (cf. Lemma 13
Observe now that the choice (25) is optimal for the bound (26) , and the result follows from Theorem 5. Finally, the last inequality in (24) follows from (26) recalling the inequality M
The inclusions problem
We now consider a generic ''inclusions problem'' in which the diffusion coefficient in (1) is given by
where χ n (x) are the indicator functions of the disjoint subdomains
and y n are independent random variables uniformly distributed in [y min , y max ] with y min > −a 0 , so that Assumptions A1 and A2 are satisfied, as well as condition (3) ensuring the analyticity of u in every y ∈ Γ . Finally, γ n are real coefficients, 0 < γ n ≤ 1, whose values determine the possible anisotropy of the problem.
We will first prove that we can apply Corollary 9, and therefore that the TD sets are quasi-optimal sets for such problems. Then, we will apply Theorems 11 and 16 and show that the numerical results obtained for such problems are in agreement with the predicted convergence rates.
We shall begin by reparametrizing the diffusion coefficient in terms of new random variables distributed over [−1, 1] , so that we can apply the discussion of the previous section. For the sake of notation, we will still denote the new variables as y i , i.e. y i ∼ U (−1, 1) . The new diffusion coefficient will be therefore
We can now prove the following lemma on the complex analyticity region of u, that we denote by Σ. 4 . Regions of the complex plane along the n-th direction for the inclusions problem. For simplicity we drop here the subscript n in the plot. The gray area denotes the analyticity region Σ n considered. z n = T * n is the singularity up to which it is possible to extend u * along y n . EL is the ellipse used to estimate the decay of the Legendre coefficients (Proposition 8/Corollary 9), while E 1 and E T are the circles used to prove the convergence of TD estimates in the case of an isotropic setting γ 1 , γ 2 , . . . , γ N = γ (Theorem 11).
Proof. As already pointed out, since u satisfies condition (3) then it is analytic in each direction y n . In particular, having fixed the values of all the random variables but the n-th, let us write a *
where T * n is computed as the value such that
This amounts to impose
. Indeed, since the subdomains D n do not overlap, a n (x, T * n ) = 0 in D n only, i.e. T * n does not depend on the value of any of the other random variable y i . Thus, the analyticity region of u is the Cartesian product of the analyticity regions Σ n , and the bound for B u (T ) follows immediately.
Convergence results
Theorems 11 and 16 apply immediately: in particular, see Fig. 4 for Theorem 11. We summarize the results for the inclusions problem in the following proposition. In the forthcoming section we will verify the quality of this analysis, both in an isotropic and an anisotropic setting. However, instead of (15) we will actually consider a simplified ansatz, i.e.
Proposition 24. 1. The Legendre coefficients of the solution of the inclusions problem decay as
and verify that it provides a sharp bound of the error for all M > 0. 
Numerical results
Isotropic problem
We now consider the inclusions problem analyzed in [15] . In the first setting considered the subdomains in Eq. (27) are 5 . The aim of this section is to reanalyze the numerical results obtained in [15] in view of the Theorems just proved. In that work, we considered several polynomial approximation spaces, and for each of them we computed the corresponding Stochastic Galerkin approximation, u G Λ(w) . Then, we introduced the bounded linear
and we monitored the convergence of Θ(u G Λ(w) ) with respect to the L 2 ϱ norm error for the Stochastic Galerkin approximation,
Note that for this problem we do not have an exact solution, therefore the error is computed with respect to a reference solution. To this end, we have considered the Stochastic Galerkin approximation computed for the TD polynomial space at level w = 9, which includes approximately 24 000 Legendre polynomials. The L 2 ϱ error is calculated via a Monte Carlo approximation, i.e.
where y l , l = 1, . . . , W MC , are randomly chosen points in Γ . To this end, W MC = 1000 points have proven to be enough to recover a smooth convergence curve. Fig. 6 shows the effectiveness of the proposed estimate (29) for the decay of the Legendre coefficients in the gPCE expansion of Θ(u). Indeed, after having computed the Galerkin solution, we have at disposition the coefficients of the gPCE expansion of u, that we can compare with (29). The rates g have been assessed by fitting the Legendre coefficients computed, but the procedure described in [15, 3] and shows an optimal agreement between the numerical results and the exponential decay predicted in Theorem 11. Note however that the rate h observed experimentally is h ≈ 1.5, which is again much larger than the theoretically predicted rate, which amounts to at most h = log |T * | ≈ 0.025. Since the convergences have been estimated using a Monte Carlo sampling, we also provide in the plot uncertainty bars corresponding to ±3 standard deviations of the Monte Carlo estimator. As already observed in [15] , the TD approximation is the most efficient approximation scheme for the problem of interest, and now can be also understood as the quasi-optimal approximation, as indeed its convergence curve is very close to the best M-terms convergence.
Finally, Fig. 8 shows that the theoretical convergence estimates for the error of the TD approximation appears to be quite sharp, even in its simplified form (31) and apparently without any constraint on M. In particular, observe that the value of g m used here is 1.9, i.e. it has been computed by fitting the Legendre coefficients (and pretending a perfect isotropy) and not by fitting the error convergence itself (as it was done for Fig. 7 instead) . For large values of M however, such simplified estimate seems to be too optimistic. Yet, one should also consider that the convergence curve may be slightly miscalculated, due to the Monte Carlo approximation of the L 2 ϱ error, and to the fact that the Legendre coefficients computed are not exact, but rather approximated by a ''overkilling'' Galerkin procedure.
Anisotropic problem
The second test we consider is an anisotropic problem with 4 random variables uniformly distributed in [−0.99, 0], acting on the inclusions illustrated in Fig. 9 , located at the corners of the domain. The anisotropy is given by the coefficients γ n in the expression (27) of the diffusion coefficient, that have been chosen as detailed in Fig. 9 .
In contrast with the isotropic setting just analyzed, here the forcing term and the quantity of interest Θ(u) are now defined over the whole domain rather than on the smaller area F . Finally, the reference solution is now an isotropic TD Stochastic Galerkin approximation at level w = 22, and the L 2 ϱ approximation error is computed with M = 3000 Monte Carlo samples. Compared to the previous case, in this setting the exponential bound on the decay of the Legendre coefficients is not sharp, as a slower preasymptotic regime appears, see Fig. 9 -right: in turn this implies that the anisotropic TD sets will not be a tight estimate of the best M-terms approximation, see Fig. 10 -left. However, using the numerical procedure described in [15, 3] it is possible to compute some ''effective'' exponential rates that yield to anisotropic TD sets with good convergence properties, cf. again Fig. 10 -left.
The numerical value of such effective rates is approximately g = (0.4, 1.37, 2.27, 3.17). Observe that we could also have determined  g by formula (30) in Proposition 24. This would have resulted in  g ≈ (0.20, 0.68, 1.12, 1.51), that is roughly half the numerically assessed rates. This is a further confirmation that the theoretical estimates, although not sharp, give a good ansatz to the qualitative features of the problem. Incidentally, note that for the purpose of building a sequence of TD sets what really matters is not the absolute value of g, rather the ratio between the rates, the absolute value being important only in the estimate of the convergence rate.
Finally, Fig. 10 -right shows that also in this case the simplified estimate (31) on the convergence of the anisotropic TD set seems to be quite sharp and to hold without restrictions on the cardinality M of the approximation.
Conclusions
In this work we have analyzed the approximability of the solution of linear elliptic PDEs with stochastic coefficients that are analytic in a polydisc in the complex domain. Although somehow restrictive, this hypothesis is satisfied by a number of problems that arise in various engineering fields, as briefly illustrated in Remark 3. This setting has allowed us to use in a very natural way Bernstein ellipses to estimate the decay of the Legendre coefficients, as recalled in Proposition 8, and consequently to prove that total degree polynomial spaces represent a quasi-optimal approximation of the best M-terms polynomial approximation. We have then proved with two different arguments the subexponential convergence of the Galerkin approximation of u in such polynomial spaces, see Theorems 11 and 16.
We have verified both the estimate of the decay of the Legendre coefficients and that of the error convergence on two numerical tests, re-examining the results we had obtained in the previous work [15] . The results obtained allow us to claim that the theoretical estimates provided in this work are in essence correct, in the sense that they provide a valid ansatz to be fitted with numerical a-posteriori information, i.e. with a view to a combined a-priori/a-posteriori approach, as already explored in [15, 3] .
