On the Noether exponent and other applications of local intersection index  by Cygan, Ewa
Bull. Sci. math. 136 (2012) 432–443
www.elsevier.com/locate/bulsci
On the Noether exponent and other applications of local
intersection index
Ewa Cygan ∗
Institute of Mathematics, Jagiellonian University, ul. Łojasiewicza 6, 30-348 Kraków, Poland
Received 24 June 2011
Available online 3 August 2011
Abstract
A connection between the index of intersection defined in local analytic geometry and the Noether
exponent for germs of holomorphic mappings is established. Also a generalization of estimates for the
Łojasiewicz exponent at infinity for polynomial mappings defined on algebraic varieties is commented us-
ing local intersection theory methods.
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1. Introduction
Intersection theory in complex analytic geometry unlike algebraic one has rather short history,
as its first systematic exposition we find in the paper [7] from 1969. Nevertheless the definition of
intersection cycle proposed by R. Draper as taking zero multiplicity for embedded components
was quite unsatisfactory. Recently, in 1995 a generalization of this local intersection cycle to the
improper case defined through an extended index of intersection (for this introduction shortly:
EMI) was introduced in [15]. This construction gives a possibility to look at some important
local problems explicitly in the light of analytic geometry and not to go implicitly to apply
advanced algebraic machinery. As always in the case of a new theory, the first obvious task is
to find its applications. For the moment there are two main directions of this kind of research:
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and estimations of the Noether exponent for germs of holomorphic mappings (see [10,4]).
In this paper we proceed in these directions and present two results involving EMI: an esti-
mation for the Noether exponent in the case of an arbitrary (not necessary isolated) improper
intersection and a kind of generalization of [5, Theorem 7.3], proved lately also by Jelonek
in [10]. As for the first problem it is already known that in the following three special cases:
proper intersection [14], improper isolated intersection and so-called quasi-complete intersec-
tion [4], the Noether exponent for holomorphic germ is estimated by EMI. As in algebraic case
the general situation is much more complicated. Referring to the classic paper [2] we use spe-
cial properties of the proper projections of analytic sets, a local version of the Chow ideal and
finally apply the Briançon–Skoda result and metric criterion for integrality (refreshed recently by
Hickel in [8] with some kind of simpler proof) to connect EMI with the Noether exponent. It is
worth emphasizing here that – perhaps apart from B–S theorem – our methods are geometrically
very simple and intuitive. Some applied properties are generalizations of [3] used in connection
with local version of the algebraic translation of [3] given in [11] where global version of Chow
ideal appears as conic ideal. In Section 6 we comment how a more careful look at the results
from [5] gives a possibility to extend them to the situation of polynomial mappings defined on
an algebraic variety.
2. Intersection multiplicity via Tworzewski construction
For the convenience of the reader we outline in this section some basic notions of local inter-
section theory by Draper and Tworzewski (see [6,7,15] for more details).
2.1. Analytic cycles, their multiplicities and proper intersection
In this paper analytic means complex-analytic, and manifold means a complex manifold satis-
fying the second axiom of countability. Let M be a manifold of dimension m. An analytic cycle
on M is a formal sum
A =
∑
j∈J
αjZj
where αj = 0 for j ∈ J are integers and {Zj }j∈J is a locally finite family of distinct irreducible
analytic subsets of M .
The analytic set
∑
j∈J Zj is called the support of the cycle A and is denoted by |A|. If all
the components of A have the same dimension k, then A is called a k-cycle. We say that A is
positive if αj > 0 for all j ∈ J .
For a cycle A, we consider the natural extension of the local multiplicity of analytic sets.
Namely, if a ∈ M and ν(Zj , a) denotes the multiplicity of Zj at the point a (see [7]), then the
sum
ν(A,a) =
∑
j∈J
αj ν(Zj , a)
is well defined and called the multiplicity of A at a.
There exists a unique decomposition
A = T(m) + T(m−1) + · · · + T(0),
where T(j) is a j -cycle for j = 0, . . . ,m.
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properly on M if dim(X ∩ Y) = dimX + dimY − m. Then we have the intersection product
X · Y of X and Y , which is an analytic cycle on M defined by the formula
X · Y =
∑
Z
i(X · Y,Z)Z,
where the summation extends over all analytic components Z of X ∩ Y and i(X · Y,Z) denotes
the intersection multiplicity along Z in the sense of Draper [7,6]. Such multiplicities are positive
integers.
Consider now the special situation when M is a neighbourhood of zero in a normed complex
vector space N . Take a pure k-dimensional analytic subset Z of M and a linear subspace L of
dimension m− k such that zero is an isolated point of Z∩L. We say that L is a regular direction
for Z in N if i(Z · N,0) = ν(Z,0). It is known that L is a regular direction for Z if and only
if L ∩ C(Z,0) = {0}, where C(Z,0) is the tangent cone to Z at zero. Hence the subset of all
regular directions for Z in N is open and dense in the grassmannian manifold Gm−k(N).
2.2. Intersections of analytic sets with submanifolds
Let M be an m-dimensional manifold. Fix a closed s-dimensional submanifold S of M and
an open subset U of M such that U ∩ S = ∅.
For a given cycle A =∑j∈J αjZj analytic on M , by its part supported by S we mean the
cycle AS =∑j∈J,Zj⊂S αjZj . Denote by H(U) the set of all H := (H1, . . . ,Hm−s) satisfying
the following conditions:
(1) Hj is a smooth hypersurface of U containing U ∩ S if j = 1, . . . ,m− s,
(2) ⋂m−sj=1 Tx(Hj ) = TxS for each x ∈ U ∩ S.
For a given analytic subset Z of M of pure dimension k we denote by H(U,Z) the set of all
H ∈ H(U) such that ((U \S)∩Z)∩H1 ∩· · ·∩Hj is an analytic subset of U \S of pure dimension
k− j (or empty) for j = 1, . . . , k. Each system H ∈ H(U,Z) will be called an admissible system
for the set Z and submanifold S.
Following [15] we present an algorithm which allows us to produce for every H ∈ H(U,Z) an
analytic cycle Z · H in S ∩U . In each step of the algorithm we get a cycle Zi = ZSi + (Zi −ZSi ).
Denote by iH ∈ {0, . . . ,m− s} the first index i for which |Zi −ZSi | = ∅.
Algorithm 1. Step 0. Let Z0 = Z ∩ U . Then Z0 = ZS0 + (Z0 − ZS0 ), where ZS0 is the part of Z0
supported by S ∩U .
Step 1. Let Z1 = (Z0 − ZS0 ) · H1. Then Z1 = ZS1 + (Z1 − ZS1 ), where ZS1 is the part of Z1
supported by S ∩U .
Step 2. Let Z2 = (Z1 − ZS1 ) · H2. Then Z2 = ZS2 + (Z2 − ZS2 ), where ZS2 is the part of Z2
supported by S ∩U .
...
Step iH. Let ZiH = (ZiH −ZSiH) ·HiH . Now we have the decomposition
ZiH = ZSiH +
(
ZiH −ZSiH
)
, and
∣∣ZiH −ZSiH ∣∣∩ S = ∅.
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above algorithm.
At an arbitrary point a ∈ S ∩Z we define g(a) as follows. Let
g˜(a) = g˜(Z,S)(a) := min
lex
{
ν˜(Z · H, a): H ∈ H(U,Z), a ∈ U}
where ν˜(Z · H, a) := (ν(ZSiH , a), . . . , ν(ZS0 , a)) and ‘lex’ = the lexicographical ordering. Next
let g(a) = g(Z,S)(a) = the sum of the coordinates of g˜(a) – this number is called the index of
intersection of Z and S at the point a (see [15, Algorithm 4.1]).
Let now M be an open subset of a normed linear space N . We are interested in more con-
venient systems where hypersurfaces have the form of parts of linear hypersurfaces from the
grassmannian manifold Gm−1(N).
Theorem 2.1. (See [1,13].) If S is a linear subspace of a normed linear space M then to obtain
the result of the algorithm it suffices to consider the admissible systems H which consist of parts
of linear hypersurfaces. Moreover in such a case the index of intersection of Z and S at a is
realized for generic systems of linear hypersurfaces in M .
Denote by A(Z,S)(a) ⊂ (Gm−1(N))m−s the set of all admissible linear systems H for Z and
S at the point a such that g˜(Z,S)(a) = ν˜(Z · H, a).
2.3. General intersection and cycles of zeroes
Let X and Y be irreducible analytic subsets of an m-dimensional manifold M and let a ∈ M .
By standard diagonal construction the multiplicity of intersection of the sets X and Y at a is
defined to be
d(a) = d(X,Y )(a) = g(X × Y,M, (a, a)).
The intersection product of the irreducible analytic sets X and Y is the unique analytic cycle
X • Y in M such that ν(X • Y) = d(X,Y ) (see [15]).
The above definition can be naturally extended to the case of the intersection of a finite number
of irreducible analytic subsets and next to arbitrary analytic cycles by multilinearity.
Remark 2.1. (See [1,13].) The index and multiplicity of intersection of an analytic set X with a
submanifold S at the point a, and of the analytic set X × S with the diagonal M at the point
(a, a), coincide.
Roughly speaking we are not obliged to pass by the diagonal construction for the case of
intersection with a submanifold. This remark will be very helpful in our considerations of the
cycles of zeroes of holomorphic mappings.
Let now U be a neighbourhood of zero in Cm and (f1, . . . , fr ) :U → Cr be a holomorphic
mapping. Consider two analytic subsets of U ×Cr : the graph of f , Gf = {(x, y) ∈ U ×Cr : yi =
fi(x)} and Yf = U × {0}r .
Definition 2.1. In this situation we define the cycle Zf on U given by
Zf × {0} = Gf • Yf
to be the cycle of zeroes of f .
Obviously Zf is an analytic cycle in U but is not necessarily pure dimensional.
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3.1. Distance function and proper projections of analytic cycle
Consider now an analytic k-cycle A = ∑j∈J αjZj in a neighbourhood of zero Ω in Cm
and a linear (m − k)-dimensional subspace N of Cm such that |A| ∩ N = {0}. Then there ex-
ists a connected neighbourhood of zero in Cm = N⊥ × N of the form G = U × W ⊂ Ω such
that the natural projection πN ||A|∩G : |A| ∩ G → U is a p-sheeted branched covering with p =
ν(|A| ·N,0). Without loss of generality we can assume that all the components of A pass through
zero and G = Ω (see [6]). For each component Zj of A the projection πN |Zj is also a branched
covering and we denote its multiplicity by pN,Zj or shortly pj .
For the cycle A we now define a very useful real function on G [3]. First for a component Zj
of the cycle A we put
dG,N,Zj (z) =
pj∏
i=1
∣∣z − zji ∣∣ for (πN |Zj )−1(πN(z))= {zj1, . . . , zjpj },
where zi are counted with their multiplicities. Next for the cycle A we take
dG,N,A(z) =
∏
j
d
αj
G,N,Zj
(z).
Further we consider the germ of dG,N,A at zero and if convenient take its suitable representatives,
denoting them simply by dN,A.
In the above situation we take a non-zero linear form l :N → C and consider the following
mapping:
L :N⊥ ×N 
 (x, y) → (x, l(y)) ∈ N⊥ × C.
It is easy to see that for each component Zj of our cycle A L|Zj is also a μj = μN,l,Zj -sheeted
analytic covering and L(Zj ) is an irreducible, pure k-dimensional analytic subset in a neighbour-
hood of zero in a (k + 1)-dimensional linear space. Additionally also the projection of L(Zj ) on
N⊥ is an analytic covering with a multiplicity sj := sL(Zj ). This means that there exists a unique
system of functions α1,j , . . . , αsj ,j holomorphic on U such that in U × l(W):
L(Zj ) =
{
(x, t): Pj,N,l(x, t) = t sj + α1,j (x)tsj−1 + · · · + αsj ,j (x) = 0
}
.
We now introduce another function on G connected with the cycle A (depending also on the
subspace N and the form l):
FN,l,A(z) :=
∏
j∈J
(
Pj,N,l
(
L(z)
))μj ·sj =∏
j∈J
( sj∏
i=1
l
(
y − yji
))αj
,
where (x, yji ) = zji , i = 1, . . . , pj .
Combining basic properties of proper projections of analytic sets with some classic linear
algebra we can easily obtain the following lemma (see [3, Lemma 3.3] for the proof).
Lemma 3.1. Let A =∑j∈J αjZj be a pure k-dimensional analytic cycle on a neighbourhood
of zero in Cm, N – (m − k)-dimensional linear subspace of Cm such that |A| ∩ N = {0}, r =
(m − 1)ν(A · N,0) + 1, l, l1, . . . , lr – linear forms on N such that li1, . . . , lim are linearly inde-
pendent for i1, . . . , im ∈ {1, . . . , r}.
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in Cm the following inequality holds:
c
∣∣FN,l,A(z)∣∣ dN,A(z) C max
i
∣∣FN,li ,A(z)∣∣.
3.2. Chow ideal of analytic cycle
Note that in the previous section we considered a special form of proper projection of analytic
cycle on (k + 1)-dimensional subspace of Cm. Now we will use such projections to regard more
closely some algebraic properties of the germ of functions vanishing on the cycle A. For this cy-
cle we call π :Cm → Ck+1 an admissible projection for A if 0 is an isolated point of intersection
Kerπ ∩ |A|. As above in such a situation there exists a neighbourhood U of zero in Cn such that
π ||A| is a proper projection and in particular each π |Zj :Zj → π(U) is μπ,j -sheeted covering.
As π(Zj ) forms an analytic, irreducible surface in π(U) so there exists a unique minimal de-
scription of this set, which we denote by fπ,j . Keeping this notation we can state our definition
(see also [16] and compare [11] for the global situation).
Definition 3.1. By Chow ideal of the k-cycle A we mean an ideal in Om generated by the germs
of the following functions
Fπ(z) =
∏
j
(fπ,j ◦ π)(z)αj ·μπ,j
where π goes over all the admissible projections for the cycle A. We denote this ideal by I ch0 (A)
or simply I ch(A).
This definition can be naturally extended to the situation of an arbitrary cycle (not necessar-
ily pure dimensional) as: I ch(A) =∏k I ch(A(k)) where A(k) is the k-dimensional part of the
cycle A.
If now I0(A) denotes an ideal in Om of the germs vanishing on the support |A| we have
an obvious inclusion I ch0 (A) ⊂ I0(A) but the simple example of A = {x = y = 0} + {x = z =
0} + {y = z = 0} [11] shows that it could be no equality.
Proposition 3.1. Let A be an effective k-cycle in a neighbourhood of zero in Cm, π – an admis-
sible projection for A, L – (n− k)-dimensional linear subspace such that |A| ∩L = {0}, Ω – an
open, dense subset of G(m−k)(Cm).
Then the following inequalities remain true in an arbitrary small neighbourhood of zero:
(1) if Kerπ ⊂ L, then ∃c1 > 0: |Fπ(z)| c1dL,A(z),
(2) there exist G1, . . . ,Gs – generators of Chow ideal for A, c2 > 0 such that
dL,A(z) c2 max
i
∣∣Gi(z)∣∣,
(3) there exist N1, . . . ,Nr ∈ Ω , c3 > 0 such that:
dL,A(z) c3 max
i
dNi,A(z).
Proof. As the functions FN,l,A introduced in Section 3.1 are obviously generators of Chow ideal
for the cycle A the first two properties are straightforward consequences of Lemma 3.1.
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on Cm such that {ϕ1(z) = · · · = ϕk(z) = 0} ∈ Ω . Without loss of generality we can assume that
L = {0} × Cm−k = {z ∈ Cm : z1 = · · · = zk = 0} and take the subspace L˜ = {z ∈ Cm : z1 = · · · =
zk−1 = 0}. As the set Ω is open and dense in Gm−k(Cm) we can choose a system of hyperplanes
ζj = {z ∈ Cn : lj (z) = 0}, j = 1, . . . , r , where r = (n − k − 1)ν(A · L,0) + 1 satisfying the
following conditions:
(1) ζj ∈ pk(B), where pk is the projection on the last coordinate,
(2) every system of linear forms lj1 |L, . . . , ljm−k |L is linearly independent for j1, . . . , jm−k ∈
{1, . . . , r} provided jv = jt for v = t .
By Lemma 3.1 applied to the space L and the system l1|L, . . . , lr |L we get
dL,A(z) c′ max
j
∣∣FL,lj |L,A(z)∣∣
in an arbitrary small neighbourhood of zero in Cn, for some constant c′ > 0.
Consider now the intersection Lj = ζj ∩ L˜. For each of the epimorphisms Φj :Cm 

(z1, . . . , zm) → (z1, . . . , zk, lj |L(zk+1, . . . , zm)) ∈ Ck+1 we have kerΦj ⊂ Lj . Since
dim(kerΦj) = m − k − 1 it is possible to choose for every j ∈ {1, . . . , r} a linear form l˜j on
Lj such that the equality kerΦj = ker Φ˜j for Φ˜j :Cm = L⊥k × Lj 
 (x, y) → (x, l˜j (y)) ∈ Ck+1
holds. Consequently, there exist linear isomorphisms Ij : Ck+1 → Ck+1 for which Φ˜j = Ij ◦Φj .
Hence, for every component Z of the cycle A the multiplicities μΦj ,Z and μΦ˜j ,Z coincide. As
the germs of Plj |L,Z and Pl˜j ,Z ◦ I at zero in Ck+1 generate the ideal of the germ of Φj(Z), we
get:
∣∣Flj |L,A(z)∣∣ c˜∣∣Fl˜j ,A(z)∣∣ for some c˜ > 0.
Combining now two previous inequalities and applying once more Lemma 3.1 to each of the
forms l˜j we finally get dL,A(z) cmaxi dLj ,A(z) for some constant c > 0.
Now instead of L we take each of the Lj = {lj (z) = z1 = · · · = zk−1 = 0} and put L˜j = {z ∈
C
m: lj (z) = z1 = · · · = zk−2 = 0}. Again, as the set Ω is open and dense we can choose a system
of hyperplanes ζj,i = {z ∈ Cm: lj,i (z) = 0}, i = 1, . . . , rj , where rj = (m−k−1)ν(A ·Lj ,0)+1
satisfying the following conditions:
(1) (ζj,i , ζj ) ∈ pk,k−1(B), where pk,k−1 is the projection on the last two coordinates,
(2) every system of linear forms lj,i1 |L, . . . , lj,in−k |L is linearly independent for (j, i1), . . . ,
(j, in−k) ∈ {1, . . . , rj } provided (j, iv) = (j, it ) for v = t .
Taking Lj,t := ζj,t ∩ L˜j we next repeat previous considerations obtaining finally in an arbi-
trary small neighbourhood of zero an inequality of the following form:
dLj ,A(z) cj max
t
dLj,t ,A(z).
Continuing in the same way we get our result after ‘exchanging’ all the coordinates. 
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We recall now two important criteria of integrality over an ideal: an algebraic and a geometric
one. For our purpose especially the well-known metric criterion recently reproved by Hickel in
[8] is interesting (we give a simpler version restricted to our situation).
Theorem 4.1. (See [8].) Let I = (f1, . . . , fn) be an ideal in Om and g ∈ Om. Then the following
conditions are equivalent
(1) g ∈ I (where I denotes the integral closure of I ),
(2) ∃ε > 0, ∃C > 0: ∀|z| < ε: |g(z)| C · maxi |fi(z)|,
(3) for each ϕ : Om → Ct a local morphism of C-algebras the following inequality holds
ordt
(
ϕ(g)
)
min
i
ordt
(
ϕ(fi)
)
.
The classic Briançon–Skoda Theorem fixes a connection between the ideal and its integral
closure. We present below its generalization from [12].
Theorem 4.2. Let R be a local, m-dimensional, regular ring, I – an ideal in R, k ∈ N. Then
I k+μ−1 ⊂ I k for μ = min(m, s), where s is the minimal number of generators of the ideal I .
That means that for an ideal I of the ring R = Om which is an m-dimensional, local, regular
ring we have: (I )μ ⊂ Iμ ⊂ I .
Let now A =∑j∈J αjZj be a k-cycle in the neighbourhood of zero in Cm. Observe that
Proposition 3.1 implies the following property of the ideals connected with it.
Proposition 4.1.
∏
j∈J I (Zj )αj ν(Zj ,0) ⊂ I ch(A).
Proof. Let gj be holomorphic functions in a neighbourhood of zero in Cm with gj ||Zj | ≡ 0. It
suffices to show that there exist f1, . . . , fl ∈ I ch(A) such that ∏j∈J |gj (z)|αj  maxli=1 |fi(z)|
near zero.
Let N be an (m − k)-dimensional linear subspace of Cm such that it is a regular direction
for each of the components Zj . If now (πN |Zj )−1(z) = {zj1, . . . , zjν(Zj ,0)} then we get for a con-
stant C > 0 and some generators f1, . . . , fl of the ideal I ch(A) the following inequality in a
neighbourhood of zero in Cm∏
j∈J
∣∣gj (z)∣∣ν(Zj ,0)·αj =∏
j∈J
(∣∣g(z) − g(zj1)∣∣ · · · · · ∣∣g(z) − g(zjν(Zj ,0))∣∣)αj
 CdN,A(z)
l
max
i=1
∣∣fi(z)∣∣
where the last one comes from Proposition 3.1. 
Directly from definition of the Chow ideal for analytic cycle A =∑j∈J αjZj and the basic
properties of multiplicity we have the inclusion I ch(A) ⊂∏j∈J I ch(Zj )αj but the same exam-
ple as given before Proposition 3.1 shows that the equality is not always true. Nevertheless using
similar idea applied in [11] to global case we can prove the following property of integral clo-
sures.
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I ch(A) =∏j∈J I ch(Zj )αj .
Proof. First make some general comments. Fix an arbitrary pure k-dimensional analytic cycle
X in a neighbourhood of zero in Cm. Let ϕ : Om → Ct be a local morphism of C-algebras and
FX : Bk+1(Cm,X) 
 π → fπ,X ∈ Om where Bk+1(Cm,X) ⊂ Gk+1(Cm) is the subset of admis-
sible projections for the cycle X and fπ,X is the corresponding description of the image of X.
As the mapping GX := ord ◦ ϕ ◦ FX : Bk+1(Cm,X) → Z is an upper semicontinuous discrete
function it achieves the minimum value on a dense open subset of Bk+1(Cm,X).
Returning now to our proof notice that by definition of the Chow ideal (see Definition 3.1) it
suffices to consider a pure k-dimensional cycle A and to show that if A = B +C where B , C are
also pure k-dimensional cycles then I ch(A)I ch(B) ⊂ I ch(A).
Let π1, π2 be admissible projections for B and C respectively. Take π0 such that GB(π0) =
min{GB(π), π ∈ Bk+1(Cm,B)}  GB(π1) and let U be an open neighbourhood of π0 in
Bk+1(Cm,B) such that for π ∈ U holds GB(π0) = GB(π). As Bk+1(Cm,B) is a dense open
subset of Gk+1(Cm) there exists π0 ∈ U such that GC(π0)GC(π2) and GB(π0)GA(π1) so
finally GB(π1)GC(π2) GB(π0)GC(π0). Now as π0 is an admissible projection for the cycle
A = B +C it suffices to apply the third condition from Theorem 4.1 to end the proof. 
5. Noether exponent
Theorem 5.1. Let Z be a pure k-dimensional analytic subset of Cm, S a closed s-dimensional
submanifold of Cm and 0 ∈ Z ∩ S. Let U be a neighbourhood of zero, H(U,Z) an admissible
system for Z and S (see Section 2) such that for every i ∈ {1, . . . ,m − s} all the components
of |ZSi | pass through zero, gi – holomorphic mappings in U ∩ S such that gi ||ZSi | ≡ 0 for i =
1, . . . ,m− s.
Then there exists (F1, . . . ,Ft ) a system of generators of the Chow ideal I ch(Z) such that in a
neighbourhood of zero for z ∈ Z ∩ S the following inequality holds:∣∣∣∣∣
r∏
i=1
g
ν(ZSi ,0)
i (z)
∣∣∣∣∣maxj
∣∣Fj (z)∣∣.
Proof. Set n := iH and applying an appropriate chart assume H1, . . . ,Hn be linear subspaces.
Fix a linear subspace Ln in H1 ∩ · · · ∩ Hn which is regular direction for |ZSn | in H1 ∩ · · · ∩ Hn.
Modifying slightly the proof of [3, 4.4] we choose a special system of linear subspaces in Cm in
n steps.
(1) Applying Proposition 3.1(3) to Ln we find a neighbourhood Un−1 ⊂ U of zero in Cm
and regular directions L(n−1,1), . . . ,L(n−1,sn) for the set |Zn−1| in H1 ∩ · · · ∩ Hn−1 such that if
z ∈ Un−1 ∩ H1 ∩ · · · ∩ Hn ⊂ H1 ∩ · · · ∩ Hn−1 (for some representatives of germs of involved
distance functions) then
(i) dLn,Zn−1−ZSn−1  cn−1 maxi dL(n−1,i),Zn−1−ZSn−1(z),(ii) ν(|Zn−1| ·L(n−1,i),0) = ν(|Zn−1|,0).
(2) Applying once more Proposition 3.1(3) to the cycle Zn−2 − ZSn−2 and each of the sub-
spaces L(n−1,i) in H1 ∩· · ·∩Hn−1 we find regular directions L(n−2,i,1), . . . ,L(n−2,i,s ) which(n−1,i)
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that for a neighbourhood U(n−2,i) ⊂ Un−1 and some c(n−2,i) for z ∈ U(n−1,i) ∩H1 ∩· · ·∩Hn−1 ⊂
H1 ∩ · · · ∩Hn−2 holds:
(i) dL(n−1,i),Zn−2−ZSn−2(z) c(n−2,i) maxj dL(n−2,i),Zn−2−ZSn−2(z),(ii) ν(|Zn−2| ·L(n−1,i,j),0) = ν(|Zn−2|,0).
Put U(n−2) =⋂sni=1 U(n−2,i), C(n−2) = maxi c(n−2,i), xn−1 = maxi s(n−1,i).
We continue in the same way and finally in the last nth step we get s1 linear subspaces L(0,I ),
where I = In = (i1, . . . , in) which are regular directions for |Z0| in the space Cm.
Next applying to each of L(0,I ) the property (2) of Proposition 3.1 we choose a system
(H1, . . . ,Ht ) of generators of the Chow ideal of the cycle Z0 such that for a constant C (in-
dependent of I ) and for z ∈ W a neighbourhood of zero in Cm (for all I ) we get the following
inequality:
dL(0,I ),Z0(z) C
t
max
j=1
∣∣Hj(z)∣∣.
Fix now z ∈ W ∩ S, then we have dLn,Zn−1−ZSn−1(z) = dLn,ZSn (z).(1) From the system (L(n−1,1), . . . ,L(n−1,sn)) we choose the ‘maximal’ subspace for the point
z denoted by Ln−1(z) for which holds:
dLn,Zn−1−ZSn−1(z) Cn−1dLn−1(z),Zn−1−ZSn−1(z)
where Cn−1 = cn−1sn.
As z ∈ H1 ∩· · ·∩Hn−1 so dLn−1(z),Zn−1−ZSn−1(z) ·dLn−1(z),ZSn−1(z) = dLn−1(z),Zn−2−ZSn−2(z) and
consequently:
dLn,ZSn
(z) · dLn−1(z),ZSn−1(z) Cn−1dLn−1(z),Zn−1−ZSn−1(z).
Repeating the same considerations in the next steps we finally get the following inequality
(for fixed z ∈ W ∩ S):
dLn,ZSn
(z) · dLn−1(z),ZSn−1(z) · · · · · dL0(z),ZS0 (z)
 Cn−1 · · · · ·C0dL0(z),Z0(z) Cn−1 · · ·C0 ·C max
j
∣∣Hj(z)∣∣.
As we see all the constants in the last inequality are independent of z ∈ W ∩ S. To finish the
proof it suffices to notice that all the points of the fibers of projections considered in the function
dLi,ZSi
lie in the zero set of gi so applying the mean value theorem we get the result. 
Corollary 5.1. Let f = (f1, . . . , fp) :U → Cp be a holomorphic mapping where U is an open
neighbourhood of 0 ∈ Cn. If g :U → C is a holomorphic function vanishing on the zero set of
(f1, . . . , fp) then gd0 ∈ I0(f1, . . . , fp) for d = ν(Zf ,0) · min{p,n}.
Proof. Put S = U ×{0}, Gf = {(x, f (x)) ∈ U ×Cp} and let H = (H1, . . . ,Hp) ∈ A(Gf ,S)(0)
(cf. Theorem 2.1). First notice that without loss of generality we can assume that in the neigh-
bourhood U we have Hi = {yi = 0}. In view of Theorem 4.1(2) it suffices now to apply The-
orem 5.1 for Z = Gf and H to get that gd0 ∈ I0(f1, . . . , fp) (as the Chow ideal of the graph
is contained in the ideal of the graph and for z = (x, y1, . . . , yp) ∈ Z ∩ S we have yi = 0).
Briançon–Skoda result ends the proof. 
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In the paper [5] an estimation for the Łojasiewicz exponent for polynomial mappings on Cn
was proved by the means of intersection theory and regular separation at infinity of algebraic
sets. A generalization of this property to polynomial mappings with finite number of zeros on an
affine s-dimensional variety of degree D was lately derived as a consequence of the work [9].
Below we see how the same result can be very easily seen by the same considerations as in [5].
First recall that for two non-empty closed subsets of an m-dimensional normed complex vec-
tor space and q ∈ (−∞,1] we say that X and Y are q-separated at infinity if there exist c,R > 0
such that we have
(z,X)+ (z,Y ) c|z|q
provided |z| >R. Next cite two key results from [5].
Lemma 6.1. (See [5, 5.2].) Closed non-empty subsets X and Y of M are q-separated at infinity
if and only if there exist c,R > 0, such that for x ∈ X, |x| >R we have
(x,Y ) c|x|q .
Theorem 6.1. (See [5, 6.1].) If X and Y are non-empty algebraic subsets of the space M of
pure dimensions and dim(X ∩ Y) = 0, then X and Y are q-separated at infinity for q = 1 −
(degX)(degY)+ deg(X • Y).
Now we can prove the following generalization of [5, 7.3].
Theorem 6.2. Let Z ⊂ Cm be an affine n-dimensional algebraic affine variety of degree D.
Assume that F = (f1, . . . , fk) :Cm → Ck is a polynomial mapping with finitely many zeroes
on Z. Let di = degfi > 0 (where d1  d2  · · · dk). Then there exists a constant C > 0 such
that
L∞(F,Z) dk −D ·B(d1, . . . , dk,m)+
∑
b∈F−1(0)∩Z
μb(F |Z),
where
B(d1, . . . , dk,m) =
{
d1 · · · · · dk−1 · dk, if k m;
d1 · · · · · dm−1 · dk, if k >m
and L∞(F,Z) = sup{s ∈ R: ∃A > 0, r > 0: (x ∈ Z, |x| > r) ⇒ (|F(x)|  A|x|s)} is the Ło-
jasiewicz exponent of F on Z at infinity.
Proof. Applying standard reduction we can restrict our attention to the case k  m. First
consider a linear form L :Cm → C such that F−1(0) ∩ Z ∩ kerL = ∅, put d := dk and con-
sider X the algebraic subset of Cm × Ck of pure dimension m defined by the equations:
Ld−1(x)yi = fi(x), i = 1, . . . , k. Because of the properties of di we obtain that the degree of
this set is less or equal to B(d1, . . . , dk,m). Additionally from construction the intersection cycle
of X and Y is just the zero cycle of F |Z .
By Theorem 6.1 applied to X and Y = Z×{0} ⊂ Cm ×Ck we know that they are q-separated
at infinity with
q = 1 −D ·B(d1, . . . , dk,m)+ deg(X • Y) =
∑
−1
μb(F |Z).
b∈F (0)∩Z
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|F(x)| cL(|x| + |F(x)|)q > AL|x|q where AL = cL if q  0 and AL = min{2qcL,1} if q < 0.
Without loss of generality we assume that F−1(0) ∩ Z ∩ {xi = 0} = ∅ for i = 1, . . . ,m so
it is possible to repeat the above considerations for the forms Li(x) = xi and this way obtain
r > 0, K > 0 such that |F(x)|  K|xj |d−1|x|q for |x| > r and x ∈ Z. Summing up we have
|F(x)|A|x|d−1+q for x ∈ Z ∩ {|x| > r} and this ends the proof. 
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