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ABSTRACT
As a result of the computing power provided by the current technology, computational
methods now play an important role in modeling and designing materials at the nanoscale.
The focus of this dissertation is two-fold: first, new computational methods to model
nanoscale transport are introduced, then state-of-the-art tools based on density functional
theory are employed to explore the properties of phosphorene, a novel low dimensional
material with great potential for applications in nanotechnology.
A Wannier function description of the electron density is combined with a generalized
Slater-Koster interpolation technique, enabling the introduction of a new computational
method for constructing first-principles model Hamiltonians for electron and hole transport
that maintain the density functional theory accuracy at a fraction of the computational cost.
As a proof of concept, this new approach is applied to model polythiophene, a polymer
ubiquitous in organic photovoltaic devices.
A new low dimensional material, phosphorene - a single layer of black phosphorous -
the phosphorous analogue of graphene was first isolated in early 2014 and has attracted
considerable attention. It is a semiconductor with a sizable band gap, which makes it a
perfect candidate for ultrathin transistors. Multi-layer phosphorene transistors have already
achieved the highest hole mobility of any two-dimensional material apart from graphene.
Phosphorene is prone to oxidation, which can lead to degradation of electrical properties,
and eventually structural breakdown. The calculations reported here are some of the
v
first to explore this oxidation and reveal that different types of oxygen defects are readily
introduced in the phosphorene lattice, creating electron traps in some situations. These
traps are responsible for the non-ambipolar behavior observed by experimental collaborators
in air-exposed few-layer black phosphorus devices.
Calculation results predict that air exposure of phosphorene creates a new family of two-
dimensional oxides, which has been later confirmed by X-ray photoemission measurements.
These oxides can form protective coatings for phosphorene and have interesting tunable
electronic properties.
Finally, Wannier function interpolation has been used to demonstrate that a saddle-point
van Hove singularity is present near the phosphorene Fermi energy, as observed in some
layered cuprate high temperature superconductors; this leads to an intriguing strain-induced
ferromagnetic instability.
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Chapter 1
Introduction
Thanks to the ever-increasing computing power due to continuous progress in both hardware
and algorithms, computational methods play now an important and often predictive role
in the modeling materials at the nanoscale. Recognition of the increasing importance of
computational chemistry can be found in the two recent Nobel Prizes in Chemistry awarded
for the development of computational methods to study quantum (Kohn and Pople, 1998)
or mixed quantum-classical systems (Karplus, Levitt and Warshel, 2013).
Already five decades ago, Walter Kohn (in collaboration with Pierre C. Hohenberg
and Lu J. Sham) laid the foundations of density functional theory (DFT) in two seminal
papers.[4, 5] DFT is a computational method that enables computation of electronic
structure of atoms, molecules, and extended condensed phase systems. The essential idea
of Kohn-Sham DFT is to map the complicated many-body problem onto a fictitious system
of non-interacting electrons subject to an effective potential. All the complexity is then
confined to this effective potential, which is supposed to capture all the many-body effects,
and it can be shown to be a functional only of the electron density. A brief introduction to
DFT is presented in Chap. 2.
Although exact for the ground state in principle, in practice DFT gives an approximate
description of the interaction between electrons because the functional form of this effective
potential is not known, and needs to be approximated (for a short survey of the most
commonly used functionals see Sec. 2.1.4). In the last two decades, the refinement
of functionals and the increased computational power have made DFT the most used
computational tool in physics, chemistry and material science with more than 10,000 papers
2published in 2014 alone.
At its current stage of development, DFT already has the ability to predict many
material properties very reliably from first-principles and as such it constitutes an invaluable
tool not only to theoretically explain experimental observations, but also to guide the
discovery of novel materials with tailored properties. In addition, many-body perturbation
theory techniques, for example the GW method,[6, 7] can partially correct the well-known
deficiencies of DFT (e.g. bandgap problem, Sec. 2.1.5), in order to produce more accurate
results often at the price of substantially increased computational cost.
The work described in this dissertation is based on DFT for the description of the
electronic structure of materials. In particular, the focus of the work is two-fold: on one
hand, we introduce a new computational method to model transport at the nanoscale,
while on the other we fully exploit the arsenal of state-of-the-art tools based on DFT
to explore the properties of new technologically relevant materials. The dissertation is
therefore divided in two parts.
The first part is mainly devoted to the introduction of new computational methods
with particular focus on the modeling functional organic materials for photovoltaic (PV)
cells. Organic photovoltaic cells have been shown to be a potential low-cost alternative to
the silicon-based cells.[8, 9, 10] These organic PV cells can consist of conjugated polymers
and either fullerene or semiconducting carbon nanotubes. In particular, ultrafast charge
separation has been recently observed at the interface between poly(3-hexylthiophene)
(P3HT) and semiconducting (6,5) carbon nanotubes.[10] Charge separation is a fundamental
step in organic photovoltaic cells because it creates free electrons and free holes that can
generate current at the electrodes. We therefore start by studying this important problem
by means of electronic structure calculations to shed light on the microscopic mechanism
and underlying processes. From the analysis of frontier orbitals and density of states, we
find that electrons are expected to stay on the carbon nanotube, while holes stay on the
P3HT as reported in Chap. 3.
In the context of quantum dynamics, however, it is highly desirable to have a model
3Figure 1.1: Illustration of a poly(3-hexylthiophene) chain wrapped around a semiconducting
(6,5) carbon nanotube, a prototypical organic photovoltaic system.
Hamiltonian in which electrons and holes are somewhat localized, and during the dynamics
the charge hops from one site to another as a result of - for example - the coupling with
vibrations. In extended systems, Bloch states are delocalized, and as such they are not
a convenient basis to build a tight-binding Hamiltonian based on electronic structure
calculations. Appropriately combining Bloch states, however, it is possible to construct
localized basis functions, the so-called maximally localized Wannier functions.[11, 12]
Following the Marzari and Vanderbilt prescription,[11] it is thus possible to construct
compact and yet accurate model Hamiltonians. The Wannier function framework unifies
the theoretical understanding supplied by simple model Hamiltonians and the accurate
electronic structure description provided by standard solid-state physics (or quantum
chemistry) methods.
Combining the maximally localized Wannier function description with a generalization
of the Slater-Koster interpolation technique,[13] in Chap. 4 we introduce a new method to
4build accurate tight-binding models for electron and hole transport from first-principles.
This method, called Generalized Slater-Koster approach (GeSKA), enables the realistic
parameterization of tight-binding model Hamiltonians for semiconducting interfaces (such
as the interfaces in organic photovoltaic cells) that maintain the DFT accuracy. This
parameterized model Hamiltonian provides the basis for quantum dynamics calculations
and enable the prediction of energy relaxation and charge separation in polymers, but can
be also generalized to describe composite polymer - carbon nanostructure PV systems.
Figure 1.2: Bulk black-phosphorus (left) and monolayer black-phosphorous, dubbed phos-
phorene (right).
The second part of this thesis is devoted to the application of various state-of-the-
art computational techniques to a novel two-dimensional material named phosphorene.
Phosphorene is a single layer of black phosphorus, the most stable allotrope of phosphorus.[14,
15, 16] Black-phosphorus has a layered structure, and therefore phosphorene can, in principle,
be obtained through mechanical exfoliation of black phosphorus, in much the same way
as graphene is obtained from graphite. Phosphorene has great potential for electronic
and optoelectronic applications. Despite the relative infancy of this field, multi-layer
phosphorene field effect transistors have already achieved the highest hole mobility ever
(4000 cm2/VS)[17] for a two-dimensional (2D) material apart from graphene, with on-off
5current ratios exceeding 105.
In contrast to graphene, phosphorene is prone to oxidation, which usually leads to
degradation of the structural and electronic properties.[18] This constitutes a significant
issue for technologically relevant applications of this material in new nanotechnologies. In
Chap. 5 we report both the first theoretical study of phosphorene oxidation,[19] and the
first experimental confirmation of the presence of oxygen defects in air-exposed few-layer
black phosphorus devices.[20]
Given the tendency of phosphorene to oxidize, in Chap. 6 we propose a new family of
oxides that can be realized simply by exposing phosphorene to air. In particular, we find
that the oxidation of phosphorene can lead to the formation of a new family of planar (2D)
and tubular (1D) oxides and sub-oxides, most of them insulating[21] (see also Fig. 1.3). For
Figure 1.3: Phosphorene oxides: planar (left) and tubular form (right).
the oxygen saturated composition, monolayer P2O5 is transparent in the near ultraviolet,
preserving the optical properties of underlying phosphorene. Further, since such a P2O5
coating is saturated with oxygen, it prevents oxygen molecules from reaching the pristine
phosphorene layers beneath.
As proposed in our theoretical work, a stable oxide can indeed be formed at the surface
of black phosphorus after air exposure.[22] X-ray photoelectron spectroscopy measurements
by Edmonds and Tadich[22] demonstrate the formation of a stable oxide layer after two
days of air exposure. Comparison with the predicted phosphorene oxides[21] confirms the
formation of a single layer phosphorus pentoxide (P2O5) at the surface of black phosphorus.
6This joint experimental-theoretical work is presented in Chap. 6.
In the last two Chapters we focus on pristine phosphorene. In particular, Chapter 7
presents a computational study of the saddle point Van Hove singularity (VHS) near the
Fermi energy of phosphorene.[23] VHSs are critical points in the density of states of a
crystalline solid. Depending on the dimensionality of the solid and the character of the
critical point, the saddle point VHS presents different types of divergences.[24] In particular,
a saddle point in two dimensions (like the one found in phosphorene) leads to a divergent
density of states, creating an instability that could lead, in principle, to superconductivity
or magnetism; interestingly, most high temperature superconductors have a Van Hove
singularity near the Fermi energy.[25] Using the maximally localized Wannier functions
interpolation approach,[11] we study the electronic structure of phosphorene near the VHS
with extreme resolution (∼109 k-points) shedding light on the local topology of the valence
band around the singularity.
In the last Chapter, we study the effect of strain on the vibrational properties of
phosphorene. Phosphorene is a highly anisotropic and pliable material due to its waved
structure. Strain along the zigzag direction can switch the gap between direct and indirect
and compression along the direction perpendicular to the layers can in principle even trans-
form the material into a metal or semimetal.[14] In Chap. 8 we present the strain induced
shifts in the Raman spectrum of phosphorene calculated with DFT in an experimentally
relevant range of strain and shearing deformations.[26]
Chapter 2
Computational Methodology
In this Chapter, we review the computational methods used throughout the thesis. In
particular, we discuss the framework of density functional theory (DFT) that is employed in
all the computational studies presented in this work, and the maximally localized Wannier
functions (MLWFs), which are used in Chap. 4 to build tight-binding model Hamiltonians
in polymeric systems and in Chap. 7 to achieve an ultrafine Brillouin zone sampling around
the valence band saddle point in phosphorene to explore the van Hove singularity we have
observed in this system.
Sec. 2.1 is mostly based on Refs. [27] and [28], to which we refer the interested reader
for a more detailed discussion on DFT and its implementation. Additional information on
the theory and applications of MLWFs (presented in Sec. 2.2) can be found in Refs. [11]
and [29], together with the review article by Marzari et al. [12]
2.1 Density functional theory
In this section, we first introduce the electron many-body problem that DFT tries to
solve, then we introduce the Hohenberg-Kohn theorems[4] that represent the theoretical
foundations of DFT, and the Kohn-Sham equations[5], which provide the operational
procedure to solve (approximately) the electronic structure problem. After that, we outline
the most common energy functional approximations employed in realistic calculations,
and also mention the GW approximation[6, 7] that provides an accurate alternative to
DFT in situations where some of the underlying break down. We conclude the section
8discussing how lattice vibrations can be computed in DFT, with particular emphasis on
density functional perturbation theory (DFPT).[30]
2.1.1 The electronic many-body problem
Consider the Hamiltonian of a system composed of interacting electrons and atomic nuclei
Hˆ =
∑
i
pˆ2i
2m
+
∑
I
Pˆ2I
2MI
−
∑
i,I
ZIe
2
|rˆi − RˆI |
+
1
2
∑
i 6=j
e2
|rˆi − rˆj | +
1
2
∑
I 6=J
ZIZJe
2
|Rˆi − Rˆj |
(2.1)
where lower and upper case indices refer to electronic and nuclear operators, respectively.
Electrons have coordinate operators rˆi, momentum operators pˆi = −i~∇r, mass m and
charge e, while atomic nucleus I has coordinate operator RˆI , momentum operator PˆI =
−i~∇R, mass MI and atomic number ZI . The first two terms in Eq. (2.1) are the kinetic
energy of the electrons and the nuclei, respectively. The other three terms describe the
Coulomb interaction between electrons and nuclei (third term), electrons among themselves
(fourth term) and nuclei among themselves (fifth term). As a result of the large number of
long ranged pair interactions involved, direct solution of this fully quantum problem for
realistic system is completely out of reach, even for the stationary limit.
However, since the nuclear masses, MI , are large compared to the electronic mass m, the
inverse masses of the nuclei 1/MI can be regarded as small parameters. We can therefore
separate the fast motion of the electrons from the slow motion of the nuclei, and thus
consider the electrons evolving adiabatically in their ground state for each ionic configuration.
In the limit of infinite nuclear mass, the nuclear kinetic energy [second term in Eq. (2.1)] can
be neglected. The electrons then move in the electric field provided by the (frozen) nuclei,
and they stay in the same electronic state that deforms adiabatically as the nuclei evolve
from one frozen configuration to the next. This is the so-called Born-Oppenheimer (or
adiabatic) approximation.[31] In general, it is an excellent approximation when the energy
gap between the electronic eigen states is much larger than the energy scales of atomic
motions, which is true for many of the problems treated in electronic structure theory.
9There are however notable exceptions, such as, for example, conical intersections,[32, 33]
energy transport in photosynthetic light-harvesting systems,[34, 35, 36, 37, 38, 39, 40] or
metals, where the absence of an electronic band gap amplifies the effects of nuclear motion.
Using the Born-Oppenheimer approximation and adopting atomic units,1 the many-body
Hamiltonian of N interacting electrons in the presence of (clamped) nuclei reads
Hˆel = Tˆ + Vˆext + Vˆe−e + EII (2.2)
where we have defined the kinetic energy operator for the electrons
Tˆ = −1
2
N∑
i=1
∇2i , (2.3)
the attractive Coulomb interaction between electrons and nuclei that provide the external
electric field for the electrons,
Vˆext = −
∑
i,I
ZI
|rˆi − RˆI |
(2.4)
the Coulomb repulsion between electrons
Vˆe−e =
1
2
N∑
i 6=j
1
|rˆi − rˆj | , (2.5)
and the last term EII is a classical constant arising from the interaction among nuclei.
Since this term is just an additive constant for any fixed nuclear configuration and it does
not play a role in the electronic problem, it will be omitted hereafter.
Solution of the time-independent Schro¨dinger equation
HˆΨ (r1, r2, . . . , rN ) = EΨ (r1, r2, . . . , rN ) (2.6)
1~ = m = e2 = 1; 0 = 1/4pi
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for the many-body electronic Hamiltonian in Eq. (2.2) is the ultimate goal of electronic
structure theory. It is important to note that, even if the spin does not enter explicitly
in the Hamiltonian in Eq. (2.2), it plays a fundamental role because it determines the
symmetry of the many-body wave function Ψ, the solution of Eq. (2.6). Since electrons are
fermions the many electron wave function must to be antisymmetric under the exchange of
any two electrons:
Ψ (r1, . . . , rk, . . . , rl, . . . , rN ) = −Ψ (r1, . . . , rl, . . . , rk, . . . , rN ) (2.7)
and it needs to be also normalized
∫
dr1dr2 . . . drN |Ψ (r1, r2, . . . rN ) |2 = 1 (2.8)
The solution of the Schro¨dinger equation for the many-body electronic Hamiltonian in Eq.
(2.2) is extremely complex due in large part to the fermion nature of the electrons, and the
electron-electron interaction, which make the problem directly solvable only for systems
having very few electrons.
Several approximate methods to solve this problem have been proposed during the last
few decades, and they can be divided into two large classes: wave function-based approaches
and DFT methods.
In wave function-based approaches, the quantity of interest is the wave function, and
observables are calculated starting from this wave function of 3N dimensions. The most
notable approach in this category is undoubtedly the Hartree-Fock method. Even though
not accurate enough for realistic calculations, it provides a very good starting point
for more sophisticated theoretical approaches, the so-called post-Hartree-Fock methods.
Some of the most successful approaches belonging to this category are configuration
interaction,[41] coupled cluster[42, 43] and Møller-Plesset perturbation theory.[44, 45]
Broadly speaking, the aim of all wave function-based electronic structure methods is to
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provide better approximations for the many-body wave function, in order to account
for correlations effects, which are completely absent in the Hartree-Fock method. Post-
Hartree-Fock methods represent the state-of-the-art in quantum chemistry and they provide
much more accurate results than the basic Hartree-Fock approach, but at a price of
significantly increased computational cost, which limit their applicability to medium size
systems. Moreover, post-Hartree-Fock methods are usually formulated for finite systems
and implemented with localized basis sets, which makes convergence hard to reach for
extended systems. Since in this thesis we deal exclusively with extended systems, we prefer
DFT over post-Hartree-Fock methods.
In DFT the central object is not the wave function, but the electron density a simple
positive definite function of only three spatial dimensions. The many-body wave function
is never calculated explicitly, and all the observable are expressed (and calculated) in
terms of the electron density. This is an important computational advantage, because
instead of dealing with highly-dimensional many-body wave functions, one deals with a
three-dimensional object, the electron density, which has a very intuitive, physical meaning.
The electron density n (r) is defined as the expectation value of the density operator
nˆ (r) =
∑N
i=1 δ (r− ri) for the many-body wave function as follows
n (r) =
〈Ψ|nˆ (r) |Ψ〉
〈Ψ|Ψ〉 =
N∑
i=1
∫
δ (r− ri) |Ψ (r1, r2, . . . rN ) |2dr1 . . . drN (2.9)
=
∫
|Ψ (r, r2, . . . rN ) |2dr2r3 . . . drN +
∫
|Ψ (r1, r, . . . rN ) |2dr1r3 . . . drN + . . .
=N
∫
|Ψ (r, . . . rN ) |2dr2 . . . drN
where in the last line we have used the symmetry of the wave function with respect to all
the electronic coordinates {ri}. Since Ψ is normalized, the integral of the electron density
over all space gives the total number of electrons as expected
N =
∫
n (r) dr (2.10)
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It is convenient to write the total electronic energy as the expectation value of the
Hamiltonian using the many-body wave function
E ≡ 〈Ψ|Hˆel|Ψ〉〈Ψ|Ψ〉 ≡ 〈Hˆel〉 =〈Tˆ 〉+ 〈Vˆe−e〉+ 〈Vˆext〉 (2.11)
In particular, the expectation value of the electron-ion interaction operator 〈Vˆext〉 is given
by
〈Vˆext〉 ≡ 〈Ψ|Vˆext|Ψ〉 = −
∑
i,I
∫
ZI
|ri −RI | |Ψ (r1, . . . , rN )|
2 dr1 . . . drN (2.12)
Expanding the sum over the electronic index i, we obtain
〈Ψ|Vˆext|Ψ〉 = −
∑
I
[∫
ZI
|r1 −RI |dr1
∫
|Ψ (r1, . . . , rN )|2 dr2dr3 . . . drN + (2.13)∫
ZI
|r2 −RI |dr2
∫
|Ψ (r1, . . . , rN )|2 dr1dr3 . . . drN + . . .
]
We now notice that in each term of Eq. (2.13), the second integral is exactly the definition
of the electron density n (r) given in Eq. (2.9). We can therefore write
〈Ψ|Vˆext|Ψ〉 = − 1
N
∑
I
[∫
ZI
|r1 −RI |n (r1) dr1 +
∫
ZI
|r2 −RI |n (r2) dr2 + . . .
]
(2.14)
which, after summing the terms in the square bracket, gives the following expression for the
electron-ion interaction energy
〈Vˆext〉 = −
∑
I
∫
ZI
|r−RI |n (r) dr =
∫
Vext (r)n (r) dr (2.15)
Substituting 〈Vˆext〉 in Eq. (2.11), we obtain
E = 〈Tˆ 〉+ 〈Vˆe−e〉+
∫
Vext (r)n (r) dr (2.16)
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We have then expressed the external potential contribution 〈Vˆext〉 to the total energy E in
term of the density n (r). Unfortunately, the same procedure cannot be carried out for the
other two terms 〈Tˆ 〉 and 〈Vˆe−e〉 in the summation. Expressing the kinetic energy and the
electron-electron interaction contribution in term of the electron density seem out of reach.
However, the Hohenberg-Kohn theorems (Sec. 2.1.2) and the Kohn-Sham equations (Sec.
2.1.3) provide a prescription to achieve this goal.
2.1.2 The Hohenberg-Kohn theorems
On one hand, from basic quantum mechanics we know that the observable corresponding
to a given operator can be obtained by calculating the expectation value of that operator
on the many-body wave function, Ψ. Therefore, once the many-body wave function is
computed, all physical properties - included the ground state energy - can be calculated
from it. On the other hand, it is not so clear that the ground-state energy of a many
particle system can also be expressed as a functional of the one-body electron density n (r)
defined in Eq. (2.9). The Hohenberg-Kohn theorems provide a proof of this statement, and
as such they constitute a paradigm shift in electronic structure theory, because they move
the attention from the many-body wave function to the electron density.
In their classic paper,[4] Hohenberg and Kohn provide two theorems that formulate
DFT as an exact theory of many-body systems, valid for any system of interacting particles
in an external potential Vext (r) where the Hamiltonian can be written in the form of Eq.
(2.2). Below, we report the Hohenberg-Kohn theorems in the case of a non-degenerate
ground state. The generalization to degenerate ground states can be found in Ref. [46].
Theorem 1. For any system of interacting particles in an external potential Vext (r), the
external potential is uniquely determined by the electronic density. Hence, also the total
energy is a unique functional of the density.
The theorem is proved via reductio ad absurdum. Let us consider two different external
potentials V aext (r) and V
b
ext (r) differing from each other by more than just a constant. Let
14
us assume that these two different potentials lead to the same non-degenerate ground state
density n0 (r). Since the external potentials V
b
ext (r) and V
b
ext (r) differ by more than a
constant, they lead to different Hamiltonians (Ha and Hb, respectively) and thus different
ground state wavefunctions (Ψa and Ψb, respectively). The energy of system a is then
Ea = 〈Ψa|Ha|Ψa〉 < 〈Ψb|Ha|Ψb〉 (2.17)
where we have used the fact that the expectation value of the Hamiltonian Ha over the
wavefunction Ψb must be higher than the ground state energy Ea. Eq. (2.17) can be
rewritten as
Ea < 〈Ψb|Hb|Ψb〉+ 〈Ψb|Ha −Hb|Ψb〉 (2.18)
Now, using the expression for the total electron energy in Eq. (2.16), we obtain
Ea < Eb +
∫ [
V aext (r)− V bext (r)
]
n0 (r) dr (2.19)
Analogous procedure for the system b gives
Eb < Ea +
∫ [
V bext (r)− V aext (r)
]
n0 (r) dr (2.20)
Summing inequalities 2.19 and 2.20 leads to the impossible result Ea + Eb < Eb + Ea,
which indicates that our initial assumption was incorrect. Therefore, the ground state
density uniquely determines the external potential, and thus the Hamiltonian and the wave
function. As a result, all the properties of the system - including the ground state energy -
are completely determined from the ground state density.
Theorem 2. A universal functional for the energy valid for any external potential Vext (r)
can be defined in terms of the density n (r). Given a particular Vext (r), the exact ground
state energy of the system is given by the global minimum of this functional, and the density
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that minimizes this functional is the exact ground state density n0 (r).
From the previous theorem, we know that the electronic energy is uniquely determined
once n (r) is known. Therefore, the total energy can be seen as a functional of the density
EHK [n] = T [n] + Ve−e[n] +
∫
Vext (r)n (r) dr (2.21)
The first two terms in Eq. (2.21) are the kinetic and potential (e.g. electron-electron
interaction) energies of the interacting electron system. Since they do not depend on the
external potential, the functional
FHK [n] = T [n] + Ve−e[n] (2.22)
is said to be universal, because it is the same for all electron systems, regardless the atomic
species involved. Let us now consider the ground state density na (r) of a system with
external potential V aext (r). The expectation value of this Hamiltonian H
a on its ground
state wave function Ψa is then
Ea = 〈Ψa|Ha|Ψa〉 (2.23)
Consider now a different density nb (r), which correspond to a different wave function Ψb.
From the variational principle, the energy Eb of this new state needs to be higher than Ea
Ea = 〈Ψa|Ha|Ψa〉 < 〈Ψb|Ha|Ψb〉 = Eb (2.24)
Therefore, we can conclude that the Hohenberg-Kohn functional EHK evaluated for the
exact ground state density n0 (r) is the global minimum of this functional. If the universal
functional FHK was known, then the exact ground state energy and density would be
determined simply by minimizing the total energy of the system with respect to variations
of n (r). Unfortunately, the exact form for the universal functional FHK is not known.
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2.1.3 The Kohn-Sham equations
The Hohenberg-Kohn theorems states that a universal functional FHK [n] exists, but it does
not provide any useful information on how to obtain the functional. Although very powerful,
without further development the work by Hohenberg and Kohn would have disappeared
into oblivion. The breakthrough, however, happened just one year later, when Kohn and
Sham[5] reformulated the problem in term of an independent-particle problem.
The key step is to decompose the ground-state density n (r) of an interacting electron
system into the sum of Nocc single-particle orbital contributions,
n (r) =
Nocc∑
i
φ∗i (r)φi (r) (2.25)
where {φi (r)} are the orbitals of the non-interacting electrons and the sum is performed over
all the Nocc occupied states. Equation (2.25) describes the density of Nocc non-interaction
electrons. The decomposition of Eq. (2.25) is exact and unique for any given density n (r).
In fact, if the density is well-behaved,[47] it is always possible to define an auxiliary system
of N non-interacting electrons with the exact same density as the interacting system.
Since the form of the Hohenberg-Kohn functional FHK is not known and ultimately
will need to be approximated, it is convenient to extract from the total energy EHK [Eq.
(2.21)] the contributions that can be written exactly in term of either the density n (r) or
the independent-particle orbitals {φi (r)}. From the Coulomb interaction Ve−e[n], we can
extract the electrostatic repulsion between charge densities VH [n]
VH [n] =
1
2
∫
n (r)n (r′)
|r− r′| drdr
′ (2.26)
This term is purely classical, and it is called Hartree-potential. From the kinetic energy
T [n] of the interacting system, we can extract the independent-particle kinetic energy of
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the auxiliary non-interacting system TS [n], defined as
TS [n] = −1
2
occ∑
i
〈φi (r) |∇2|φi (r)〉 (2.27)
The Kohn-Sham approach consists in rewriting the Hohenberg-Kohn expression for the
ground state energy functional as
EKS [n] = TS [n] + VH [n] +
∫
Vext (r)n (r) dr + Exc[n] (2.28)
where we have defined the exchange-correlation energy Exc
Exc[n] = (T [n]− TS [n]) + (Ve−e[n]− VH [n]) (2.29)
Eq. (2.29) shows that Exc is the energy difference (kinetic and potential) between the
true interacting system and the auxiliary non-interacting system with the electron-electron
interaction Ve−e replaced by the Hartree energy VH. Thus, this (unknown) exchange-
correlation functional Exc[n] contains by definition all many-body effects of exchange and
correlation. If this universal functional was known, then the Kohn-Sham approach would
lead to the exact ground state energy and density of the many-body problem. In practice,
however, the functional Exc needs to be approximate (see Sec.2.1.4).
Historically, the exchange-correlation energy is divided in two contributions
Exc = Ex + Ec (2.30)
where Ex and Ec are the exchange and correlation energies, respectively. The exchange
contribution to the total energy is by definition:
Ex = −1
2
occ∑
i,j
∫
drdr′
φ∗i (r)φ
∗
j (r)φi (r
′) (r)φj (r′)
|r− r′| (2.31)
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while the correlation energy Ec is the remainder of the energy, defined such that Eq. (2.28)
is exact.
According to the second Hohenberg-Kohn theorem, the ground state density and the
ground state energy can be found minimizing the energy functional EKS . Since the
minimization needs to be carried out under the constraint that the total number of electron
is N , we introduce the Lagrange multiplier λ. Minimization of Eq. (2.28) leads to
δ
[
EKS [n]− λ
(∫
drn (r)−N
)]
= (2.32)
=
∫
dr
[
δTS [n]
δn(r)
+ Vext (r) +
∫
dr′
n (r)
|r− r′| +
δExc[n]
δn (r)
− λ
]
δn (r) = 0
On the other hand, minimization of the auxiliary (Kohn-Sham) system of non-interacting
electrons moving in an effective potential VKS leads to
∫
dr
[
δTS [n]
δn (r)
+ VKS (r)− λ
]
δn (r) = 0 (2.33)
From visual inspection of Eqs. (2.32) and (2.33), we obtain the following expression for
the Kohn-Sham potential
VKS (r) = Vext (r) +
∫
dr′
n (r)
|r− r′| + Vxc (r) Vxc (r) ≡
δExc[n]
δn (r)
(2.34)
Thanks to the introduction of the Kohn-Sham orbitals, the initial many-body problem of
Eq. (2.6) has been mapped exactly onto a non-interacting system of electrons in an effective
(Kohn-Sham) potential VKS. The Schro¨dinger equation for this auxiliary non-interacting
system reads
[
−1
2
∇2i + VKS (r)
]
φi (r) = iφi (r) . (2.35)
The set of equations described in Eq. (2.35) is known as the Kohn-Sham equations, and
the quantity between square brackets is the Kohn-Sham Hamiltonian HKS. The functions
19
{φi (r)} are the Kohn-Sham orbitals, and the energies i are the Kohn-Sham eigenvalues.
Equation 2.35 formally describes a system of non-interacting particles, and therefore the
ground state density is obtained simply by summing the modulus square of the Kohn-Sham
orbitals [Eq. (2.25)].
Since the effective potential VKS is a functional of the density [see Eq. (2.34)], the Kohn-
Sham equations need to be solved self-consistently. At the first iteration, a trial density
is chosen (usually a combination of atomic orbitals). With this density, the Kohn-Sham
potential VKS is calculated, and used in Eq. (2.35) to compute the Kohn-Sham Hamiltonian.
Solution of the Kohn-Sham equations leads to a new set of Kohn-Sham eigenfunctions,
which are then used to build the new density. With this density, a new VKS is calculated,
and the cycle continues. This procedure is repeated till the changes in the density (or
total energy) become negligible between iterations. When this happens, self-consistency is
achieved, and the Kohn-Sham equations are solved.
As mentioned before, no approximations have been made so far. DFT is in principle
an exact theory which maps a many-body electron problem in a single-particle electron
problem. However, the exchange-correlation energy Exc is not known, and approximations
are necessary. Thus, the accuracy of a DFT calculation largely depends on the choice
of the approximation of the exchange-correlation potential. Fortunately, even the most
simple approximations to Vxc work surprisingly well for many of the systems of interest
here, making DFT a very powerful tool in predicting material properties.
2.1.4 Exchange-correlation energy approximations
There are numerous exchange-correlation energy approximations that have been proposed.
In the following, we present the most successful ones.
Local density approximation (LDA)
The simplest approximation to the exchange-correlation energy Exc is the local density
approximation (LDA).[5] The general idea of LDA is to approximate locally the exchange-
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correlation energy with the results for the homogenous electron gas. Thus, the LDA
approximation reads
ELDAxc [n] =
∫
drunifxc (n (r)) (2.36)
where unifxc is the exchange-correlation energy per electron of a uniform gas of interacting
electrons of density n (r) in a neutralizing positive background (often referred as “jellium”).
The exchange contribution for the homogenous electron gas can be obtained analytically[48]
unifx (n) = −axn
4
3 ax =
3
4pi
(
3pi2
) 1
3 (2.37)
while the correlation contribution unifc is parameterized from numerically exact Quantum
Monte Carlo simulations. [49] Although in principle LDA applies rigorously only to
uniform electron densities, comparison with higher level calculations suggest that its
domain of applicability goes well beyond this limit, giving good results even in the case
of inhomogeneous densities. In particular, solids close to the nearly-free electron limit are
described reasonably well, while atoms and molecules represent the worst case scenario for
LDA. The rationale behind the good performance of LDA is that for densities typically found
in solids, exchange and correlation effects are relatively short-ranged, and the exchange-
correlation functional can be consider - to some extent - local. Although the accuracy
of LDA varies from system to system, it is generally found that it has a tendency to
over-bind, overestimating cohesion, dissociation and adsorption energies. As a result,
lattice constants are usually too small by 1-3% compared to experiment, bond lengths
too short and bulk moduli too large. Moreover, the LDA exchange-correlation potential
has the wrong asymptotic behavior for large r because it decays exponentially outside
the charge distribution, instead of having the power-law dependence expected for the true
exchange-correlation potential.[28] This issue causes problems when one consider adsorption
energies at surfaces, or systems in which van der Waals interactions are expected to play
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a role. Finally, the LDA functional severely underestimates the band gap by typically
30%-50%,[47] and therefore other methods are needed to accurately calculate such properties
(see Sec.2.1.5).
Generalized Gradient Approximation (GGA)
The surprising accuracy of the simple LDA approximation has set the stage to further
development of functionals based on the uniform electron gas. The most obvious way to go
beyond LDA is to include higher order derivative terms of the density with respect to r, to
capture the non-local behavior of the exchange-correlation energy. In particular, generalized
gradient approximation (GGA) functionals include the dependence on the gradient of the
density[50, 51]
EGGAxc [n] =
∫
drGGAxc (n (r) , |∇n (r) |) (2.38)
Since GGA functionals include a dependence on the gradient of the density at r, they
are sometimes referred as “semilocal” exchange-correlation functionals. The use of GGA
functionals is found to improve results substantially compared to LDA for ground state
energies[52, 53, 54], energy barriers[55, 56] and atomization energies.[54, 57, 58] Dissociation
energies and bond lengths of small molecules are improved[59], together with cohesive
energies and bulk moduli of solids.[60, 61, 62] Generally, with GGAs bonds are expanded
and softened with respect to LDA,[58] and this can lead to either the correction[63] or the
overcorrection[64] relative to the LDA results. In particular, lattice constants are usually
overcorrected, resulting in lattice constants larger by 1-3% with respect to experimental
data.[65] Like LDA, the GGA functional form presents an exponential decay in the exchange-
correlation potential, and therefore again fails to describe van der Waals interactions. To
overcome this important limitation, semi-empirical[3] or first-principles [66] corrections are
added to the total energy to capture non-local long-range van der Waals interactions. GGA
functionals are usually the best compromise between accuracy and computational cost in
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large systems, especially for extended systems.
Numerous GGA functionals have been proposed over the years. The Perdew-Burke-
Ernzernhof (PBE) functional[51] is the method of choice for solids. The PBEsol
functional[67] represents a useful alternative to PBE, and it improves equilibrium prop-
erties of densely packed solid and surfaces, at the price of worsened thermochemistry
predictions.[68] For atoms and molecules, the most popular GGA functional is BLYP,
obtained by combining Becke’s exchange functional[69] with the correlation functional
proposed by Lee, Yang and Parr.[70] As in the case of LDA, all GGA functionals fail to
predict the band gap of both solids and molecules; other approaches are therefore necessary
(see Sec.2.1.5).
Hybrid functionals
Already in 1993, Becke realized that the accuracy of local (LDA) and semilocal (GGA)
functionals can be considerably improved if a fraction of long-range Hartree-Fock exact
exchange is included in the exchange-correlation energy,[71]
Ehybxc = a
(
EHFx − EGGAx
)
+ EGGAxc (2.39)
where a is a parameter (usually a constant) to be determined, and EHFx is the exact Hartree-
Fock exchange defined in Eq. (2.31). Obviously there are many possible ways to combine
the existing functionals with exact exchange, and this gave raise to numerous hybrid density
functionals.
For atoms and molecules, the B3LYP functional[72, 73] is the standard choice because
it accurately predicts a wide range of molecular properties.[74] It has the form
EB3LYPxc = (1− a)ELDAx + aEHFx + bEB88x + cELYPc + (1− c)EVWNc (2.40)
where ELDAx is the exchange of the uniform electron gas,[48] E
HF
x is exact Hartree-Fock
exchange, EB88x is Becke’s GGA exchange,[69] E
LYP
c is the GGA correlation energy proposed
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by Lee, Yang and Parr,[70] and EVWNc is the LDA correlation energy suggested by Vosko,
Will and Nusair.[75] The three empirical parameters a, b and c are obtained by fitting to
experimental data,[72] and they take the values of 0.20, 0.72 and 0.81, respectively. Despite
its great success for molecules, B3LYP performs rather poorly for extended systems because
its semiempirical construction is largely biased towards atoms and molecules.[76]
Another important hybrid functional is PBE0,[77, 78, 79] which mixes PBE with
Hartree-Fock exchange:
EPBE0xc = aE
HF
x + (1− a)EPBEx + EPBEc (2.41)
where the value of the coefficient a = 1/4 is determined analytically using perturbation
theory techniques.[77]
In solids, however, calculations including exact exchange are prohibitively expensive,
due to the slow decay of the exchange interaction. A possible strategy to overcome this slow
decay is to spatially accelerate the decay of the Hartree-Fock exchange substituting the
1/r Coulomb potential with the screened Coulomb potential. This is the philosophy of the
Heyd, Scuseria and Ernzerhof (HSE) screened hybrid functional, [80] which partitions the
Coulomb potential for exchange into short-ranged (SR) and long-range (LR) contributions
1
r
=
1− erf (ωr)
r︸ ︷︷ ︸
short-ranged
+
erf (ωr)
r︸ ︷︷ ︸
long-ranged
(2.42)
where the adjustable parameter ω tunes the separation range, r is the distance and erf
indicates the error function. The HSE exchange-correlation energy takes the form[80]
EHSExc = aE
HF,SR
x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc (2.43)
where EHF,SRx and E
PBE,SR
x are the short-range HF and PBE exchange, respectively, E
PBE,LR
x
is the long-range PBE exchange and EPBEc is the PBE correlation energy. We point out
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that the HF exchange is only short-range in HSE, while the long-range exchange is purely
the PBE exchange. This readily translates into a significant computational advantage for
HSE over all other hybrids when applied to extended systems. It is also interesting to note
that for ω = 0, HSE reduces to PBE0, while it asymptotically approaches PBE in the limit
ω →∞. The value of ω = 0.11 bohr−1 chosen in HSE[81] is an interpolation between these
two limits, and it has been determined (once and for all) by fitting of a molecular test
set.[80]
In extended systems, the HSE functional not only systematically outperforms both
PBE0 and B3LYP, but it also has a much lower computational cost combined with a much
faster convergence with respect to k-point sampling.[82] HSE has been shown to improve
upon LDA and PBE for lattice constants, bulk moduli and phonon dispersion relations for
a variety of solids. [68] Moreover, HSE can also accurately treat defects in semiconductors,
with results approaching the accuracy of significantly more computationally demanding
diffusion Monte Carlo calculations, for example, in the case of point defects in silicon.[83]
Even in molecular systems, HSE gives reasonably accurate results for thermochemistry,
reaction barrier heights and atomic total energies, with accuracy comparable to PBE0, but
at a (slightly) reduced computational cost.[84]
However, the most important aspect of the HSE functional is its ability to accurately
predict band gaps in semiconductors,[85, 86, 87] that in general are always severely un-
derestimated by local and semilocal density functionals such as LDA or PBE,[74] and
overestimated by hybrid functionals such as B3LYP and PBE0.[82, 76] This winning feature
of HSE is the result of the well tuned range separation between HF and PBE exchange,
defined by the universal parameter ω.
However, with only one constant parameter to define the range separation, it is not
surprising that HSE presents some difficulties when approaching the large-band gap or the
metallic limit. In fact, it has been found that in large-band gap solids like NaCl and Ar
the band gap is underestimated,[82] while for metals bandwidths tend to be overestimated;
this behavior can be traced back to the inclusion of too little and too much Hartree-Fock
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exchange in these two limits, respectively.[86]
Nevertheless, if the computational burden is sustainable, HSE is definitely the method
of choice for extended systems. If however, one wants to have very accurate band gaps for
the whole range of energies, then many-body perturbation techniques and in particular the
GW method (see Sec. 2.1.5) is recommended. The improved accuracy comes however at
the price of a substantial increase in the computational cost.
2.1.5 The band gap problem and the GW approximation
DFT is a very successful tool for calculating a large number of ground-state quantities that
can give insight into elastic, vibrational, thermal and magnetic properties of materials. If
we start looking at quantities which are not ground state properties - such as for example
electron addition or removal - local and semilocal DFT functionals are largely inaccurate,
underestimating band gaps by 30%-50% compared to experimental data.[88]
This behavior can be traced back to the fact that the the Kohn-Sham orbitals are
defined as the eigenvalues of an auxiliary non-interacting system chosen to reproduce the
exact same density of the many-body interacting system (see Sec.2.1.3), and therefore
Kohn-Sham eigenvalues strictly speaking do not posses a well-defined physical meaning.[89]
It is however possible to link the Kohn-Sham band gap to the band gap of the original
many-body system.
Let us define v and c as the energies of the last occupied and first unoccupied Kohn-
Sham orbitals, respectively. In the case of periodic systems, these Kohn-Sham eigenvalues
v=v (k) and c=c (k) are functions of the wave vector k. In the framework of exact DFT,
it can be shown that the following identities hold[90, 91, 92, 93]
v = −IP (2.44)
c = −EA−∆xc (2.45)
Egap = IP− EA = c − v + ∆xc (2.46)
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where we have defined ∆xc
∆xc =
δExc[n]
δn (r)
∣∣∣∣
N+δ
− δExc[n]
δn (r)
∣∣∣∣
N−δ
(2.47)
The quantity ∆xc represents a discontinuity in the potential vxc =
δExc
δn [Eq. (2.34)], and
therefore it is known as the exchange-correlation derivative discontinuity. The derivative
of the total energy with respect to the number of particles is therefore discontinuous at
the N -electron point, which stems from the fact that the electron removal energy and the
electron insertion energy are not the same, thus creating a discontinuity in the chemical
potential.[90] It can be shown that LDA and GGA functionals do not present any derivative
discontinuity;[93, 94] since the quantity ∆xc can be shown to be positive,[91] this leads to
the well-known band gap underestimation problem of DFT.
Even though hybrid functionals can partially overcome the bandgap problem, (see
Sec.2.1.4) the most successful tool for predicting quasi-particle band gaps is many-body
perturbation theory, and in particular the GW method.[6, 7] The main idea of the GW
method is that the long-range Coulomb forces lead to a region of charge-depletion around
individual electrons, which essentially screens the electron-electron interaction. Following
this idea, it is convenient to introduce a quasiparticle, composed by an electron plus its
screening charge. Then, instead of considering a system of strongly interacting particles, one
can consider a system of weakly interacting quasiparticles where the bare Coulomb potential
has been replaced by a screened Coulomb potential. In the framework of many-body
perturbation theory, the quasi-particle energies and wave functions can be obtained by
solving the Schro¨dinger-like equation[7]
[
−∇
2
2
+ Vext (r) + VH (r)
]
ψQPi (r) +
∫
dr′Σ
(
r, r′, EQPi
)
ψQPi
(
r′
)
= EQPi ψ
QP
i (r) (2.48)
where EQPi and ψ
QP
i are the quasiparticle energies and wave functions, respectively, and Σ
is the so-called self energy. The self energy is a very complicated object: it is a non-local,
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non-hermitian, energy-dependent operator and it contains by definition all the many-body
exchange and correlation effects. In the GW method, the self-energy is expressed as
Σ = iGW where G is the one-electron Green’s function and W = ε−1v is the screened
Coulomb interaction; v is the bare Coulomb potential and ε−1 is the inverse dielectric tensor
describing the screening between electrons. This expression can be seen as a first-order
Taylor expansion of Σ in the screened Coulomb interaction W . Interestingly, comparing Eq.
(2.48) with Eq. (2.35), one finds that the following expression for the self-energy Σ
Σ
(
r, r′, EQPi
)
= Vxc (r) δ
(
r− r′, ) (2.49)
would lead to the Kohn-Sham equation in DFT.
Equation 2.48 can be simplified since the Kohn-Sham orbitals are usually very similar
to the quasiparticle wavefunctions.[95] We can therefore apply the GW approach as a
first-order perturbation theory to the Kohn-Sham equation, only correcting the Kohn-Sham
eigenvalues i,
EQPi = i + 〈φi|Σ− vxc|φi〉 (2.50)
This approach is called G0W0, or “one-shot” GW and it is the state-of-the-art for evaluating
band gaps since it gives values in very good agreement with experiment (typically within
0.2 eV) for a large variety of systems and a broad range of band gaps.[96, 88] Due to its
very high computational cost, we will use the G0W0 method only in cases when the band
gap needs to be calculated with great accuracy, as in the case of phosphorene oxides (see
Chap. 6).
2.1.6 Phonon calculations
At finite temperature, ions in a lattice undergo vibrational motion around their equilibrium
positions and giving rise to collective lattice vibrations. If the displacements are small,
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the motion can be considered as approximately harmonic. In classical mechanics, these
collective harmonic vibrations of a lattice are called normal modes.[97] Quantization of
these lattice vibrations gives raise to quasiparticles known as phonons.[98] Phonons are
characterized by a wave vector q and a frequency ω, and they have energy ~ω. In analogy
to the case of electronic energies, the angular dependence of the phonon frequency in a
crystal ω = ω (q) gives raise to phonon band structures. Since each ion can vibrate in each
of the three dimension, the number of phonons is three times the numbers of atoms in the
unit cell of the crystal. Three of these modes have identically zero frequency at q = 0 (Γ
point); in a crystal, these modes correspond to translations of the whole lattice in each
of the three directions, and they are called acoustic phonons, since these three collective
modes can carry sounds waves. The rest on the modes in general have non-zero frequency
at q = 0, and they are called optical modes since they can be excited by electromagnetic
radiation.
Using the Born-Oppenheimer approximation and considering the nuclei as classical
particles, we can write Newton’s equations of motion for each nucleus as,
MI
∂2RI
∂t2
= FI (R) = −∂E (R)
∂RI
(2.51)
where RI ≡ RI (t) indicates the position of the I-th nucleus at time t, and R refers to
the set of all nuclear coordinates R ≡ {RI}. The energy E (R) defines the ground state
Bohr-Oppenheimer energy surface, in which the energy depends parametrically on all
nuclear positions.
Let us now suppose that the nuclei are not clamped to their classical equilibrium positions
at zero temperature, but perform small displacements uI (t) around their equilibrium
positions R0I . The Born-Oppenheimer energy can be expanded in a Taylor series around
the equilibrium nuclear positions R0 ≡ {R0I},
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E (R) = E
(
R0
)
+
∑
Iα
∂E (R)
∂RIα
uIα +
∑
Iα,Jβ
∂2E (R)
∂RIα∂RJβ
uIαuJβ +O
(
u3
)
(2.52)
where α and β refer to the three cartesian coordinates (x, y, z), and uI ≡ (uIx, uIy, uIz).
The first term in Eq. (2.52) is the energy when the nuclei are in their equilibrium
positions, and it can be calculated with standard DFT methods(see Sec. 2.1.3). The second
term vanishes since the system is in an equilibrium position. The third term - called the
harmonic term - is quadratic in the displacement, and it will give raise to the phonons.
Higher order terms in the displacement [O (u3)] describe anharmonicities, and they are
expected to give smaller contributions to the total energy. In our discussion, we will neglect
such higher order terms, truncating the Taylor series at second order: this is the so-called
harmonic approximation.
Before proceeding further, we write the nuclear positions making explicit use of the
periodicity of the lattice,
RI (t) = R
0
I + uI (t) = (Rl + τ s) + uI (t) (2.53)
where Rl is the Bravais lattice vector identifying the position of a periodic image of the
unit cell with respect to the origin, and τ s are the positions of the atoms in one unit cell
(s=1, . . . , Nat where Nat is the total numbers of atoms in the unit cell). Given the new
definition of the atomic coordinates RI in Eq. (2.53), hereafter we substitute indices I and
J with composite indices (l, s) and (l′, s′), respectively.
It is also convenient to introduce the interatomic force constant matrix Clsα,l′s′β , which
is defined as the second derivative of the energy with respect to the atomic positions,
Clsα,l′s′β =
∂2E
∂ulsα∂ul′s′β
(2.54)
The interatomic force constant matrix Clsα,l′s′β describes the force acting on a particular
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nucleus s as a result of the displacement of another nucleus s′, so the total force on nucleus
s is
Flsα = − ∂E
∂ulsα
= −
∑
l′s′β
Clsα,l′s′βul′s′β (2.55)
Combining Eqs. (2.54) and (2.55), and substituting in Newton’s equations of motion
for the nuclei [Eq. (2.51)], we obtain a second order differential equation in the nuclear
displacements,
Mls
∂2ulsα
∂t2
= −
∑
l′s′β
Clsα,l′s′βul′s′β (2.56)
In the harmonic approximation, vibrational modes characterized by a frequency ω have
the following time-dependent displacement[97]
uls (t) = ulse
±iωt (2.57)
Before substituting this result into the equation of motion [Eq. (2.56)], we make use of
the periodicity of the lattice to simplify the sum over cells (labelled as l′) on the right hand
side of Eq. (2.56). In the case of a crystal the atomic displacements uls need to satisfy
Bloch’s theorem.[99] The displacement of atom s in a cell identified by the lattice vector Rl
can be then obtained from the displacement of this atom in the origin cell (Rl = 0),
uls = e
iq·Rlus (q) (2.58)
where the wave vector q is a vector in the first Brillouin zone that characterizes the normal
mode of vibration.
Combining this finding with the time-dependence in Eq. (2.57), we obtain - in the
harmonic approximation - the following form for the time dependence of the atomic
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displacements
uls (t) =
1√
Ms
us (q) e
i(q·Rl−ωqt) (2.59)
where we chose the positive phase factor in Eq. (2.57) (choosing the opposite phase would
lead to the same final result), and we have written explicitly the dependence of the frequency
ω on the wave vector q. We then substitute the expression for the atomic displacements
[Eq. (2.59)] in Eq. (2.56) to obtain
ω2qusα (q) =
∑
s′β
Dsα,s′β (q)us′β (q) (2.60)
where we have defined the dynamical matrix D as
Dsα,s′β (q) =
1√
MsMs′
∑
l′
∂2E
∂usα∂us′β
eiq·(Rl′−Rl) (2.61)
Note that the dynamical matrix D does not depend on l, because the sum does not depend
on the Bravais lattice point Rl chosen since all the Bravais points are equivalent in a
lattice.[100] For a system of Nat atoms in the unit cell, Eq. (2.60) defines a 3Nat × 3Nat
eigenvalue problem,
∑
s′β
[
Dsα,s′β (q)− ω2qδss′δαβ
]
us′β (q) = 0 (2.62)
whose eigenvalues can be found solving the equation
det
∣∣Dsα,s′β (q)− ω2qδss′δαβ∣∣ = 0 (2.63)
for each wavevector q in the first Brillouin zone. The 3Nat eigenvalues ωiq (i = 1, . . . 3Nat),
solution of Eq. (2.63), are the so-called phonon dispersion curves. The corresponding 3Nat
eigenvectors (or eigen displacements) describe the displacements of the Nat in the three
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cartesian dimensions, and they are called phonon modes. We have therefore shown that to
obtain the phonon modes of the crystal we need to calculate either the second derivative
of the energy with respect to the nuclear displacements [see Eq. (2.54) or Eq. (2.61)], or
the first derivative of the forces acting on the nuclei [Eq. (2.55)]. These quantities can be
evaluated either using the frozen phonon method, or in the framework of density functional
perturbation theory; [30] the latter method is used in the vibrational calculations presented
in this thesis (see Chap. 5, Chap.6 and Chap. 8).
Frozen phonon calculations
The simplest approach, called frozen phonon method, is to calculate the interatomic force
constant matrix as
Clsα,l′s′β ≈ − ∆fFlsα
∆ful′s′β
(2.64)
where symbol ∆f has been used to highlight that we are dealing with finite displacements.
Operationally, the forces at two different atomic displacements are computed, and then
the first derivative is obtained using the finite difference method. Since the evaluation of
the interatomic force constant matrix is done according to Eq. (2.64), the frozen phonon
method is straightforward to implement because the forces can be obtained directly from
the solution of the Kohn-Sham equations. The drawback of this method is that only phonon
wave vectors that are commensurate with the unit cell can be computed, and therefore
to obtain the phonons at a generic wave vector q one needs to replicate the unit cell
(creating a supercell), such that the particular wave vector is commensurate with the newly
constructed supercell. Although very simple and intuitive, the frozen phonon approach
is computationally very demanding because the computational cost in DFT scales very
rapidly with the supercell size.
Density functional perturbation theory
Density functional perturbation theory (DFPT)[101, 30] maps the calculation of the in-
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teratomic force constant matrix (2.54) onto a set of perturbative self-consistent equations
analogous to the Kohn-Sham equations, as we shall show below.
Since DFPT describes the response of a system subject to a perturbation, let us start
evaluating the change in the total energy due to an external perturbation Vext (r) that
varies with respect to a set of parameters λ = {λI}. Using the DFT expression for the total
energy, Eq. (2.21), together with the Hellmann-Feynman theorem,[102, 103, 104, 105] we
obtain
∂E
∂λI
=
∫
∂Vext(r)
∂λI
n (r) dr (2.65)
∂2E
∂λI∂λJ
=
∫
∂2Vext(r)
∂λI∂λJ
n (r) dr +
∫
∂n (r)
∂λI
∂Vext (r)
∂λI
dr (2.66)
Higher order terms can be found in an analogous way. In the case of lattice dynamics,
these parameters λI are the displacements of the atoms in the lattice, λI ≡ ul,s, as seen in
Eqs. (2.53) and (2.54); moreover, in the harmonic approximation, only terms up to second
order are considered. Since for lattice dynamics the first-order term [Eq.(2.65)] vanishes,
we obtain
∂2E
∂ulsα∂ul′s′β
=
∫
∂2Vext(r)
∂ulsα∂ul′s′β
n (r) dr +
∫
∂n (r)
∂ulsα
∂Vext (r)
∂ulsα
dr (2.67)
The first term in the right hand side is trivial to calculate because it involves only the
unperturbed density; however, the second term contains a ∂n/∂u which describes the
effect of the perturbation on the charge density, and this needs to be explicitly evaluated.
Following Refs. [27] and [30], it is convenient to introduce the finite-difference operator ∆
defined as
∆A =
∑
ls
∂A
∂uls
∆uls (2.68)
Since the object of interest is the variation of the charge density as a function of a
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perturbation, starting from the definition of the ground state density n (r) [Eq. (2.25)] we
write the first-order change in charge density according to standard perturbation theory
[106]
∆n (r) =
occ∑
i=1
φ∗i (r) ∆φi (r) (2.69)
where the variation of the Kohn-Sham orbitals ∆φi (r) is given by the linearized Kohn-Sham
Hamiltonian
(HKS − i) |∆φi〉 = − (∆VKS −∆i) |φi〉 (2.70)
HKS is the unperturbed Kohn-Sham Hamiltonian introduced in Eq. (2.35), ∆VKS is the
first-order correction to the effective Kohn-Sham potential
∆VKS (r) = ∆Vext (r) +
∫
dr′
∆n (r′)
|r− r′| +
∫
dr′
dVxc(r)
dn (r′)
∆n
(
r′
)
(2.71)
and ∆i = 〈φi|∆VKS|φi〉 is the first-order variation of the Kohn-Sham eigenvalue i.
According to perturbation theory, the first-order change in the Kohn-Sham eigenvectors
is given by[106]
∆φi (r) =
occ∑
i
i 6=j
∞∑
j
φj (r)
〈φj |∆VKS|φi〉
i − j (2.72)
where the sum is over all occupied and empty states, and the state under consideration
is excluded. Looking at the definition of the density change ∆n (r) in Eq. (2.69) together
with Eq. (2.72), we immediately realize that solution of Eq. (2.70) requires the knowledge
of the full spectrum of the unperturbed Hamiltonian, and thus depends also on unoccupied
states. This approach is not advisable because it requires the computation of large sums
over unoccupied states which are computationally very expensive, and that need to be
converged with care. However, the dependence on unoccupied states in Eq. (2.70) can be
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removed simply by projecting the right hand side of Eq. (2.70) onto the empty manifold,
(HKS − i) |∆φi〉 = −Pˆempty∆VKS|φi〉 (2.73)
where we have defined the following projector operators over occupied and empty states,
respectively
Pˆocc =
occ∑
i
|φi〉〈φi| Pˆempty = 1− Pˆocc (2.74)
Finally, we have obtained a set of linear equations [Eq. (2.73)] that depend only on the
occupied states. The DFPT procedure consists in solving Eq. (2.73) for ∆φi, with ∆VKS
defined in Eq. (2.71). Since the change in Kohn-Sham potential ∆VKS depends on ∆n,
which in turn depends on the unknown ∆φi, the set of equations defined in 2.73 needs to
be solved self-consistently.
As clear, for example, from Eq. (2.67), perturbations with different wave vectors will
lead to a different set of perturbative equations, and therefore Eq. (2.73) in principle needs
to be solved for each q-vector in order to obtain the full phonon dispersion relation, ω (q).
However, looking at the expression for the dynamical matrix D [Eq. (2.61)], we realize that
it is a periodic function of q. In fact, for each reciprocal lattice vector G, we have
Dsα,s′β (q) = Dsα,s′β (q + G) (2.75)
since the reciprocal lattice vectors satisfy (by definition) the relation
eiG·R = 1 (2.76)
where R is a Bravais lattice vector.
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The strategy is to sample the dynamical matrix D on a discrete (n1, n2, n3) grid of q-vectors
qijk =
i− 1
n1
G1 +
j − 1
n2
G2 +
k − 1
n3
G3 (2.77)
where i = 1, . . . , n1, and similarly for j and k, and then Fourier transform the dynamical
matrix to real space,
D (qijk)→ D (Rmnp) Rmnp = mR1 + nR2 + pR3 (2.78)
where m = −n1/2, . . . , n1/2, and similarly for n and p.The denser the q-point grid, the
larger the vectors Rmnp for which the interatomic force constants are evaluated. Since the
interatomic force constants are usually rapidly decaying in real space,[30] only a small set of
q-points (and vectors Rmnp) is normally required to interpolate the phonon dispersion ω (q)
over the entire Brillouin zone. In the few cases where the dynamical matrix is not a smooth
function of q (e.g. Kohn anomalies in metals [107] or polar materials), additional terms
(Born effective charges [108, 109]) need to be added to the dynamical matrix to account for
this singular behavior.[30]
2.2 Maximally localized Wannier functions
It is well known from solid state physics that the eigenstates of a periodic system are given
by the Bloch functions |ψnk〉 labelled by a crystal momentum k inside the Brillouin zone
and a band index n. Even though Bloch states are the method of choice in electronic
structure calculations, an alternative and yet equivalent representation of a periodic system
is given by the Wannier functions.[110, 111]
Wannier functions are Fourier transforms of the Bloch eigenstates. In the case of a
single band n, the Wannier function in the cell corresponding to the real space lattice vector
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R reads
|Rn〉 = V
(2pi)3
∫
BZ
dke−ik·R|ψnk〉 (2.79)
where V indicates the real space primitive cell volume and the integral is performed over
the first Brillouin zone. The Bloch states can be obtained by simply inverting Eq. (2.79),
|ψnk〉 =
∑
R
eik·R|Rn〉 (2.80)
Given the orthonormality of the Bloch functions, it is easy to see that the Wannier functions
form an orthonormal set,
〈R1n|R2m〉 = δR1R2δmn (2.81)
and that they span the same subspace as the Bloch states, as can be seen from the band
projector operator P
P =
V
(2pi)3
∫
BZ
dk|ψnk〉〈ψnk| =
∑
R
|Rn〉〈Rn| (2.82)
Even though Eq. (2.79) gives a unique and intuitive prescription for how to construct
Wannier functions from Bloch states, the Wannier functions are not unique. This fact
derives from the non-uniqueness of Bloch states, which leads to a gauge freedom in choosing
the phases of the Bloch orbitals. For instance, in the case of a single band we have
|ψnk〉 → eiϕn(k)|ψnk〉 (2.83)
where ϕ (k) is a real function that is periodic in reciprocal space.
In the case of a manifold of J bands separated from any lower or higher bands by finite
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gaps throughout the Brillouin zone, the gauge freedom in the Bloch state definition is
|ψnk〉 →
J∑
m=1
U (k)mn|ψmk〉 (2.84)
where U
(k)
mn is a unitary matrix that mixes bands at each k-vector.
Inserting this transformation in Eq. (2.79), we obtain the definition of Wannier functions
in the multi band case,
|Rn〉 = V
(2pi)3
∫
BZ
dke−ik·R
J∑
m=1
U (k)mn|ψmk〉 (2.85)
The matrix U is still unspecified, and its choice is of primary importance because different
choices for the unitary matrix U lead to Wannier functions with very different properties.
If for Bloch states the gauge freedom leads only to an overall phase change [Eq. (2.83)], the
Wannier functions are strongly affected by this gauge freedom. In fact, if we consider the
definition of the Wannier functions in Eq. (2.85), we see that the gauge transformation
defined in Eq. (2.83) changes the relative phases and amplitudes of the Bloch functions
that are combined to give the Wannier function. As a result of this Bloch state gauge
freedom, Wannier functions can greatly vary in shape and extent. This non-uniqueness of
the Wannier function has hindered their use in electronic structure calculations for decades.
The breakthrough in using the Wannier functions came in the work of Marzari and
Vanderbilt.[11] They proposed to choose the set of Wannier functions which minimize the
mean square spread functional Ω defined by[11]
Ω =
J∑
n=1
[〈r2〉n − 〈r〉2n] (2.86)
where 〈r〉2n = 〈0n|r|0n〉, with r being the position operator. The functional Ω measures
the sum of the quadratic spreads of the J Wannier functions in the home cell around their
centers. For this reason, Wannier functions obtained with the criterion defined in Eq. (2.86)
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are called maximally localized Wannier functions (MLWFs).
Operationally, the calculation of the MLWFs is a post-processing procedure. First, the
Bloch eigenstates and eigenvalues are obtained with a standard DFT calculation (see Sec.
2.1), then the Marzari-Vanderbilt localization procedure is applied to these states, and
the MLWFs are determined by minimizing the spread functional Ω with steepest descent
algorithm .[11, 12, 27]
Once the MLWFs are obtained, the Hamiltonian in the Bloch basis, which is diagonal
by construction,
HBnm (k) = δnmεnk (2.87)
can be rotated in the Wannier gauge, by applying the unitary transformation U defined
in Eq. (2.85)
HWmn (k) =
[(
U (k)
)†
HB (k)U (k)
]
mn
(2.88)
that, after a Fourier transform, leads to the Hamiltonian in real space in the Wannier
function basis
hmnRR′ =
1
Nk
∑
k
e−ik·(R−R
′)HWmn (k) = 〈mR′|HKS|Rn〉 (2.89)
where R and R′ are real space lattice vectors, Nk is the number of grid points in k space
and HKS is the Kohn-Sham Hamiltonian obtained from the underlying DFT calculation
(see Sec. 2.1).
Equation 2.89 defines a tight-binding model Hamiltonian that has been determined
completely from first-principles. Moreover, the representation of the Hamiltonian in Eq.
(2.89) is very convenient because of its low dimensionality, and it allows construction of
minimal, first-principles, tight-binding model Hamiltonians that maintain DFT (or even
GW ) accuracy. This fact is exploited in Chap. 4 to build accurate tight-binding model
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Hamiltonians for polymeric systems.
Moreover, once the Hamiltonian in the MLWFs basis hmnRR′ is known, the electronic
band structure can be calculated very efficiently by Fourier transforming and diagonalizing
matrices of dimension J (J is the number of MLWFs in the unit cell). It is important
to point out that J is orders of magnitudes smaller than the number of basis functions
(e.g. plane waves) used in the DFT calculation, and therefore a very high Brillouin zone
resolution can be obtained from the Wannier interpolation.
In particular, in this work we have exploited this MLWF property to identify a saddle
point van Hove singularity near the top of the phosphorene valence band, as reported
in Chap. 7. Thanks to the Wannier interpolation, we are able to sample the Brillouin
zone using ∼ 1.3 billion k-points, and thus provide compelling numerical evidence for the
divergence of the phosphonene density of states at the van Hove singularity.
Part I
Part I: Organic photovoltaic
materials
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Chapter 3
Charge separation across P3HT/Carbon nanotube
interface: first-principles calculations of electronic
structures
Partially reproduced with permission from Ref. [112] Copyright: 2014 Elsevier B.V.
3.1 Introduction
Organic photovoltaic (PV) cells[113] are low-cost alternatives of traditional silicon-based
solar cells, where the electronic states are discrete and the alignment of the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) between
donor and acceptor species at the interface determines the charge transfer and separation
processes.[114, 115, 116] In particular, a type-II PV heterojunction is desirable and this
concept has been accepted in organic, polymer-based solar cells, including PV heterojunction
fabricated by single-walled carbon nanotubes (CNTs) and conjugated organic polymers
such as poly(3-hexylthiophene-2,5-diyl) (P3HT).[117, 118, 119]
Among other countless properties,[120] CNTs have been identified as promising can-
didates for excitonic antennas[121] and high mobility charge extraction devices,[122] even
though the presence of defects on the CNT surface can affects its electronic properties quite
significantly.[123] On the other hand, P3HT has also been shown to be a hole extraction
material, and as such it has been widely used in PV cells.[124] Therefore, a P3HT/CNT
heterojunction is a promising candidate for low-cost PV cells.
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Previous theoretical work has predicted that electrons are transferred from P3HT to the
CNT,[114] a thesis that is supported by many spectroscopic measurements.[10, 125] Geng
and co-authors reported that the polymer photoluminescence is quenched in the presence
of CNTs and therefore they concluded that electrons are transferred to the CNTs.[125]
Furthermore, Nicholas et al. showed that electrons are transferred from the polymer to the
CNT using transient femtosecond spectroscopic techniques.[10]
There are however some other experiments reporting that CNTs act as efficient hole
acceptors instead of electron acceptors [126, 127, 128]. In particular, it has been demon-
strated that hole conducting CNTs lead to high efficiency in P3HT/CNT devices.[128]
Shortly after this work, Li et al. reported a direct observation, using Kelvin force probe
force microscopy, which demonstrated that CNTs behave like hole transporting channels in
P3HT/CNT heterojunctions.[126] Spectroscopic analysis and electrical measurements by
Dabera and co-authors also agree with these findings. [127]
These contrasting experiments reflect the fact that, in photovoltaic cells, charge separa-
tion through electron transfer can in principle proceed in both directions, depending on
the work function of the donor-acceptor species[115], the energy level alignment and the
energy of the excited electron.[129, 130, 131] These factors compete with each other and
determine whether electrons or holes are transferred from P3HT to CNT.
In this Chapter, we examine the charge redistribution and the work function across
the P3HT/CNT interface for two different CNTs and polymer configurations. To this
end, we present a comprehensive theoretical investigation of the electronic structures based
on the framework of density functional theory (DFT) of two P3HT/CNT heterojunc-
tions, considering either flat P3HT or wrapped P3HT coated onto (10,2) and (6,5) CNT,
respectively.
Our main goal is to explore how both the donor-acceptor coupling and the work function
affect the charge transfer mechanism across a P3HT/CNT interface. In addition, a detailed
analysis of frontier orbital densities and energy band alignment provides a qualitative
explanation of the charge transfer across the CNT/P3HT heterojunction and rationalizes
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the contradictory experimental observations on the transfer mechanism across the interface.
[125, 126, 127, 128, 10]
3.2 Computational details
All DFT calculations are carried out using the Vienna ab initio Simulation Package
(VASP) code,[132] implementing projector augmented wave (PAW) pseudopotentials.[133]
The Perdew-Burke-Ernzerhof (PBE) parameterization of the generalized gradient
approximation[51] is adopted for the exchange-correlation potential. The Kohn-Sham
orbitals are expanded on a plane-wave basis with an energy cutoff of 400 eV.
During geometry optimization, the Brillouin zone is sampled using the Γ point-only, due
to the large size of the unit cell. The threshold for the forces in the geometry optimization
is 0.01 eV/A˚. For electronic structure and density of states calculations (DOS), much denser
41 k-point and 26 k-point meshes are employed for flat P3HT/(10,2) CNT and wrapped
P3HT/(6,5) CNT, respectively. Van der Waals interactions are included according to the
method proposed by Grimme.[3]
We consider two different types of P3HT/CNT interfaces, in which P3HT either sits flat
on the CNT or wraps around it (see Fig.3.1a and Fig.3.1b, respectively). For the flat model,
the simulation cell contains six thiophene units of regio-regular P3HT and a single (10,2)
CNT, measuring 23.7 A˚ in its axial direction. The wrapped model is instead constructed
using ten P3HT units and a single (6,5) CNT for a total of 40.6 A˚ in its axial direction.
We point out that the wrapped CNT/P3HT interface is considered here for the first time
in a theoretical simulation because of its geometrical complexity. Upon relaxation, a minor
axial strain (compared to the isolated P3HT chain) is induced on the P3HT chain by the
CNT in both cases; however, this strain has little impact on the electronic structure.[114]
The two systems - corresponding to flat P3HT/(10,2) CNT and wrapped P3HT/(6,5) CNT
- contain 399 and 716 atoms, respectively.
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3.3 Results and discussion
Figure 3.1: Optimized structures for (a) flat P3HT/CNT (10,2) and (b) wrapped P3HT/CNT
(6,5) interface. The left (right) column correspond to the top (side) view. H, C, and S
atoms are depicted in white, brown, and yellow, respectively.
Fig. 3.1 shows the optimized geometries for flat P3HT/(10,2) CNT (Fig. 3.1a) and
wrapped P3HT/(6,5) CNT interfaces (Fig. 3.1b). Both interfaces are stabilized by Van der
Waals interactions, as evident from the left panels of Fig. 3.1. The side-viewed pictures
confirm this finding, as shown in the right panel. In both arrangements, P3HT interacts
with the CNT only through relatively weak van der Waals forces, since there are no covalent
bonds between the two species.
For the first interface, a Bader charge analysis[134] indicates that a amount of charge
(0.1 e−) is found to be transferred from P3HT to the (10,2) CNT, despite the absence of
covalent bonds between P3HT and the CNT. This charge transfer is due to the strong pi-pi
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interaction that extends the wave function overlap between donor and acceptor, giving raise
to a large donor-acceptor coupling. This large donor-acceptor coupling drives the electron
transfer from the polymer to the CNT.
The three-dimensional charge density difference for the P3HT/(10,2) CNT and
P3HT/(10,2) CNT interfaces are shown in Fig. 3.2a and Fig. 3.2b, respectively.
Figure 3.2: Charge density differences for (a) P3HT/(10,2) CNT interface and (b)
P3HT/(6,5) CNT interface. The red region represents electronic charge accumulation
while the green region indicates electronic charge depletion; the isosurface value is 0.00011
e/A˚3. A Bader charge analysis indicates that there is a charge transfer of 0.1 e− from P3HT
to (10,2) CNT and 0.15 e− transfer from (6,5) CNT to P3HT. Therefore, negative (electron)
charge is transferred from P3HT to (10,2) CNT while positive (hole) charge is transferred
from P3HT to (6,5) CNT.
The charge difference is calculated by subtracting the electronic charge of the
P3HT/(10,2) CNT composite from the individual (isolated) P3HT and (10,2) CNT species.
The red color indicates an electronic charge accumulation region while the green color
denotes an electronic charge depletion region. Fig. 3.2a demonstrates that a significant
electronic charge transfer occurs from P3HT to the (10,2) CNT. The strong pi-pi interaction
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causes a charge redistribution not only at interface, but also on almost half of the (10,2)
CNT.
Interestingly, electronic charge transfer occurs in the opposite direction from the (6,5)
CNT to the wrapped P3HT in this alternative geometry, and in quite a substantial amount
(0.15 e−). This particular coating conformation of P3HT onto the (6,5) CNT enhances
the superposition between the orbitals of the two species with respect to the flat interface
(compare Fig. 3.1a and Fig. 3.1b). The pi-pi interaction induces stronger wave function
mixing, thus augmenting the donor-acceptor coupling. Fig. 3.2b depicts the electronic
charge difference upon formation of wrapped P3HT/(6,5) CNT heterojunction, and shows
that the electron redistributes significantly onto the wrapped P3HT making it more red,
while the holes localize on the (6,5) CNT making it relatively more green.
Even though the electronic charge difference gives an indication on the transfer process,
ultimately the charge transfer is determined by both the CNT and polymer work functions
and energy level alignment. The calculated work function φ for P3HT (φ=4.48 eV) is
lower than for (10,2) CNT (φ=4.55 eV) and higher than for (6,5) CNT (φ=4.38 eV). These
values in principle indicate that electrons should transfer from P3HT to the (10,2) CNT
while holes should transfer from P3HT to the (6,5) CNT. However, the difference in the
work functions is very small, comparable with the DFT-PBE accuracy and therefore no
conclusions on the charge transfer direction can be drawn for these values. Moreover, in a
normal working environment the ordering can be easily modified by the presence of defects
or impurities.
Charge separation at the P3HT/CNT interface is an important factor in the charge
generation efficiency for PV applications. This process depends significantly on the interfacial
energy band alignment between the donor and acceptor species, and the donor-acceptor
coupling. Important information on this alignment can be obtained from the DOS and
the projected DOS. Fig. 3.3a shows the DOS of pristine P3HT (black line) and the DOS
of a pristine (10,2) CNT (red line). We notice that the interface formed between P3HT
the (10,2) CNT should result in a type-II (staggered) PV heterojunction. The HOMO of
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the P3HT/(10,2) CNT interface is localized on P3HT, while the LUMO is localized on the
(10,2) CNT, as shown in Fig. 3.4. The fact that the HOMO and the LUMO are localized
separately on the two species is beneficial for charge separation across the interface.
The DOS of wrapped P3HT/(6,5) CNT, Fig. 3.3b, possesses similar characteristics: it
is again a type-II heterojunction, and it also presents charge-separated states (the HOMO
is localized on P3HT, while the LUMO is localized on the CNT as shown in Fig. 3.5).
Figure 3.3: The DOS of the (a) P3HT/CNT(10,2) interface and (b) P3HT/CNT(6,5)
interface. The DOS of P3HT and CNT species are plotted with black and red lines,
respectively. The Fermi level is set to zero. The DOS shows the formation of a type-II
heterojunction between P3HT and CNT (10,2), and also between P3HT and CNT (6,5).
The frontier orbitals charge densities highlight the wave function overlap and donor-
acceptor interaction, providing useful information in order to explore charge transfer and
charge separation processes. For the flat P3HT/(10,2) CNT heterojunction, the orbital
densities are shown in Fig. 3.4a. We notice that the HOMO and LUMO of P3HT/(10,2)
CNT are localized on P3HT and (10, 2) CNT, respectively. Representatives orbital densities
of wrapped P3HT/(6,5) CNT heterojunction are plotted in Fig. 3.5.
Electrons should relax more rapidly compared to holes in both cases due to strong orbital
density delocalization onto both P3HT and CNT, as evident from the LUMO+4 for flat
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P3HT/(10,2) CNT and the LUMO+21 for wrapped P3HT/(6,5) CNT in Figs. 3.4 and 3.5,
respectively. The presence of significant delocalization results in stronger donor-acceptor
coupling that should lead to a fast electron transfer. Ultimately the charge relaxation rate
is determined by the electron-phonon coupling, driven by the atomic motions[129], which is
beyond the current scope of this study.
The performance of PV heterojunctions is strongly affected by the efficiency of electron-
hole pair separation at the donor-acceptor interface. The offset between the LUMO of the
donor and the LUMO of the acceptor is the driving force for charge separation, the so-called
built-in potential.[114] The larger the offset, the more efficient is the charge separation.
The calculated values for the LUMO offsets are 0.49 eV for flat P3HT/(10,2) CNT and
0.86 eV for wrapped P3HT/(6,5) CNT respectively (see Fig. 3.3). Both these values are
competitive with the P3HT exciton binding energy (on the order of 0.7 eV[135]) and lead
to well charge-separated states across the interface. In semiconducting CNTs and polymeric
systems, the difference between the LUMO of the electron acceptor and the HOMO of the
electron donor is the open-circuit voltage. The calculated values for the two systems are
close to the typical value of 0.5 V,[136] indicating that the two interfaces considered in this
work could be employed as photovoltaic cells.
Combining the information from the DOS and the orbital densities, Figs. 3.3, 3.4 and
3.5, we can now discuss the charge transfer across the P3HT/CNT interfaces, exploring
both the scenarios where either P3HT or the CNT act as photosensitizer.
Let us start considering the flat P3HT/ (10,2) CNT interface. In the first - and probably
more likely - scenario, P3HT acts as photosynthesizer. An absorbed photon promotes an
electron from the polymer HOMO (HOMO of the interface as well, Fig.3.4) to the polymer
LUMO (LUMO+4 of the interface) due to the optical selection rule. The LUMO of the
polymer has a large overlap with the conduction band of the (10,2) CNT because of the
strong coupling between the two species. The coupling due to this large wave function
overlap decreases the exciton binding energy, facilitating the charge separation process.
Once the electron-hole pair binding energy has been overcome, the electron will be injected
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Figure 3.4: Frontier orbital density of P3HT/(10,2)CNT. The charge density indicates that
unoccupied states couple more strongly than unoccupied states. The HOMO and LUMO
are localized on P3HT and (10,2) CNT, respectively, which is beneficial for the formation
of charge separation across the interface.
into the conduction band of the (10,2) CNT, which is roughly 0.5 eV lower in energy than
the LUMO of the P3HT (see Fig.3.3a). After the charge separation process is complete,
electrons and holes can be separately transported to the external cathode and anode,
respectively. Since the HOMO and the LUMO of the interface are localized on P3HT and
(10, 2) CNT individually, luminescence from LUMO to HOMO is unlikely to happen in this
system.
In the second scenario, the (10,2) CNT acts as photosensitizer. An electron is excited
from the (10, 2) CNT HOMO (HOMO-1 of the interface) to its LUMO (LUMO of the
interface as well), as shown in Fig. 3.4. The remaining hole on the HOMO can in principle
be transferred to P3HT, leading to the hole conducting polymer. However, also the donor
state is localized on the (10,2) CNT, and it presents no charge overlap with the P3HT
states. Without a appreciable acceptor-donor coupling, the charge-separation process is
expected to be inefficient in such a system, giving raise to long-lived excitons and likely
photo luminesce.
The same analysis can be applied to the wrapped P3HT/(6,5) CNT interface, Fig. 3.3b
and 3.5. In the first scenario, the photo-excitation of P3HT drives an electron from its
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Figure 3.5: Frontier Orbital density of P3HT/(6,5)CNT. The charge density indicates that
states couple strongly at conduction band compared to valence band. HOMO and LUMO
localized on P3HT and (10,2) CNT, respectively, which is beneficial for formation of charge
separation across the interface.
ground states HOMO (HOMO of the combined systems) to its LUMO (LUMO+21 of the
combined system) due to the optical selection rule. This excited electron then thermalises,
and eventually is injected into the (6,5) CNT conduction band due to the large driving
force. Due to the large wave function overlap between donor and acceptor (Fig. 3.5), this
process is expected to be very fast. The hole remains on P3HT, and is transported to the
anode.
Alternatively, the absorption of a photon excites an electron from the (6,5) CNT HOMO
(HOMO-3 of the combined system) to its LUMO (LUMO of the combined system). The
electron then stays in the (6,5) CNT LUMO while the hole is transported to either the
HOMO-2, HOMO-1 or HOMO of the P3HT, as a result of the favorable energy alignment,
Fig. 3.5. As in the case of the P3HT/(10,2) CNT heterojunction, however, the very small
overlap between hole CNT and hole P3HT states is expected to make the charge separation
process inefficient, and and again lead to luminescence decay.
Finally, it should be noted that the models used in our simulations do not account for the
electron transfer from the CNT to the polymer, nor for the hole transfer from the polymer
to the CNT. In order to have electron transfer from the CNT to the polymer, the LUMO
of the CNT needs to be higher in energy than the LUMO of the polymer. Analogously, to
have hole transfer from the polymer to the CNT, the HOMO of the polymer needs to be
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lower in energy than the HOMO of the CNT. Neither of these two conditions, however, are
met by the energy alignment obtained in our calculations (Fig.3.3).
We can therefore argue that the CNT hole conducting behavior seen in some
experiments[126, 127, 128] is likely due to the presence of defects, or to the formation
of different arrangements of the P3HT on the CNTs compared to those considered in this
work. These different interface arrangements might in fact modify the alignment of the
energy levels, influencing the charge-separation process.
3.4 Conclusions
In summary, we have investigated by means of DFT calculations the electronic properties,
charge redistribution, and energy band alignment of two P3HT/CNT heterojunctions in
order to explore electron transfer and charge separation across such interfaces. For both flat
P3HT/(10,2) CNT and wrapped P3HT/(6,5) CNT, a type-II photovoltaic heterojunction is
formed and significant charge transfer takes place from the donor to the acceptor species
due to the strong pi-pi interaction between CNT and polymer.
The ideal energy band alignment and the large built-in potential of both the systems
considered in this work can lead to efficient charge transfer and separation. In particular,
the HOMO and LUMO of both interfaces are localized on either CNT or P3HT (or visa
versa), which is beneficial for a charge-transfer state across the interface.
Based on the analysis of the DOS and relevant frontier orbital densities, we find the
electron transfer and charge separation at the P3HT/CNT interfaces not only depends on
the work function, but also on the which material is initially excited. Specifically, if the
polymer is initially excited, the charge separation process is expected to be efficient. On
the other hand, a low charge-separation efficiency is expected for both heterojunctions if
the CNT is initially excited.
Chapter 4
First-principles tight-binding Hamiltonians for
electron and hole transport: application to
polythiophene
Using maximally localized Wannier functions, we present a procedure that enables construc-
tion of first-principles model Hamiltonians for electron and hole transport in semiconductors
and insulators. A generalization of the Slater-Koster interpolation approach is also intro-
duced to calculate electron and hole hopping integrals maintaining an accuracy comparable
with density functional theory, but at a negligible computational cost. The procedure is
applied to polythiophene, a polymer ubiquitous in organic photovoltaic devices.
4.1 Introduction
As a result of their localization properties and orthonormality, the maximally localised
Wannier functions[11, 12] represent the ideal tool for the construction of accurate low-
dimensional first-principles tight-binding model Hamiltonians, which still maintain the
realistic description of materials provided by density functional theory (DFT).
For instance, maximally localized Wannier functions have been used in the context
of strongly-correlated systems as an optimal basis to build tight-binding Hamiltonians
that allow realistic calculations including the most important correlation effects, usually
in the framework of dynamical mean field theory.[137, 138, 139] Reduced dimensionality
tight-binding Hamiltonians constructed from the Wannier functions also find applications
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in modeling electronic transport in nanostructures,[140] thermal transport in many-body
systems,[141] first-principles evaluation of the Hubbard term U ,[142] or even in photonics
lattices.[143]
Despite their wide success in the solid-state and material science communities, the
maximally localized Wannier functions have found only limited use in the physical chemistry
community.[144, 145, 146, 147, 148, 149] This is surprising since the Wannier functions
represent the ideal tool to link the Bloch state-based description and the atomic (or
molecular) orbital description of materials, which can provide a basis for developing chemical
intuition about these complex material science problems. In particular, having a well-defined
localized orthonormal basis is of great value when one wants to study dynamical processes,
such as charge transport phenomena in nanostructures.[150, 151, 152, 153]
Moreover, it is well-known that molecular order and polycrystallinity play an important
role in electron and hole migration processes,[154, 155, 156, 157] ultimately influencing the
efficiency of organic photovoltaic devices.[154, 158] Therefore, the microscopic understanding
provided by simple but yet realistic Hamiltonians could provide insight into charge transport
mechanisms, both in ordered and in disordered systems.
In this work, we present a practical procedure to build accurate model Hamiltonians for
electron and hole transport in semiconductors or insulators based on the maximally localized
Wannier functions. We also present a generalization of the Slater-Koster interpolation
scheme[13] which allows accurate determination of hopping integrals between Wannier
functions at a negligible computational cost, and without the need to perform DFT
calculations. We apply the procedure to polythiophene (PT), a prototypical conjugated
polymer of great importance because of the numerous applications of its derivates in organic
photovoltaic cells,[154, 117, 159, 160, 10, 161] organic field-effect transistors[162, 156] and
organic light-emission diodes.[163, 156]
The Chapter is organized as follows: in Sec. 4.2 we present the theoretical methodology,
in which we discuss the construction of the tight-binding model Hamiltonian in the Wannier
function formalism and the generalized Slater-Koster interpolation scheme. The procedure
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in then applied to the case of PT in Sec. 4.3. Conclusions and outlook are presented in Sec.
4.4.
4.2 Theoretical Methodology
4.2.1 Tight-binding model Hamiltonian
In this section, we introduce the formalism to model electron and hole transport in semicon-
ductors and insulators (i.e. materials with a non-vanishing bandgap) using a tight-binding
approach that employs localized orbitals. We start by rewriting the single-particle Hamilto-
nian that describes the independent motion of electrons and holes in a basis of localized
orbitals:
Hˆ =
∑
RC,R′C′
hCC
′
RR′ aˆ
†
CRaˆC′R′ −
∑
RV,R′V ′
hVV
′
RR′ bˆ
†
VRbˆV ′R′ (4.1)
where R and R′ are real space lattice vectors, V and V ′ (C and C′ ) label occupied
(unoccupied) orbitals. The operator aˆ†CR creates an electron in orbital |R, C〉 while bˆ†VR
creates a hole in |R,V〉 (aˆCR and bˆVR are the corresponding annihilation operators). These
operators follow the usual Fermi commutation relations.
Eq. (4.1) is conveniently recast in terms of the molecular units:
Hˆ =
∑
ic,jc′
hcc
′
ij aˆ
†
icaˆjc′ −
∑
iv,jv′
hvv
′
ij bˆ
†
iv bˆjv′ (4.2)
where the fermion operator aˆ†ic (aˆic) creates (annihilates) an electron in the c-th level of the
i-th molecular site; bˆ†iv and bˆiv are defined correspondingly for the holes. The sums over c
and c′ in Eq. (4.2) run over numerous empty states, and consequently take into account high
energy electronic states. Similarly, the sums over v and v′ run over all occupied states, and
thus even occupied states very deep in the valence band are included in the summation. The
model described in Eq. (4.2) defines an exact tight-binding representation for independent
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electrons and holes, completely equivalent to Eq. (4.1) provided that enough neighbors are
included in the summation over molecular sites.
This model, though, provides a more direct physical interpretation in terms of moieties.
Therefore, it facilitates approximations, and makes it easier to identify symmetries, in order
to reduce the number of independent hopping parameters in the model (see Fig. 4.1 for a
schematic representation).
In our model, PT is composed by an infinite number of thiophene monomers, each
rotated by 180◦ with respect to the nearest neighbours. The unit cell of a single PT chain
contains two equivalent monomers, as shown in Fig. 4.1(a) (see for example the R=0 unit).
As suggested above, it is convenient to define a new subdivision, based on molecular units,
such that the resulting tight-binding model is written in terms of the single moieties.
Unit cell partitioning [Eq. (4.1)] and molecular unit partitioning [Eq. (4.2)] for a PT
chain are schematically depicted in Fig. 4.1(a) and 4.1(b), respectively.
For an isolated PT chain, the unit cell-based partitioning defines subunits with P
occupied and P ′ empty states, indicated as |R,V〉 and |R, C〉, respectively [see Fig. 4.1(a)].
Each subunit contains two moieties. In contrast, the molecular unit partitioning leads
to one moiety for each subunit, with P/2 occupied and P ′/2 empty states. They are
indicated in Fig. 4.1(b) as |i, v〉 and |i, c〉, respectively. In the case of two PT chains, the
unit cell contains four moieties, and therefore it has twice as many states as the single
chain (2P occupied and 2P ′ empty). The molecular unit partitioning creates four subunits,
corresponding to the four monomers, and therefore each subunit still has the same number
of states as in the single chain case (P/2 occupied and P ′/2 empty states).
The Hamiltonian Hˆ is further simplified by assuming that a smaller set of physically
relevant states around the Fermi energy are sufficient to describe the low-energy behaviour
of the system. In fact, we can restrict the occupied and unoccupied manifolds only to the
states that play a major role in the transport properties (see Fig. 4.1). The actual number of
states included in the tight-binding model depends on the system under consideration, and
it can be inferred from the electronic band structure by looking for example at dispersive
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states close to the Fermi energy, or at states possessing a particular symmetry.
Using the approximation outlined above, we can write Eq. (4.2) in the following
simplified form:
Hˆeh =
N∑
i,j=1
heij aˆ
†
i aˆj −
N∑
i,j=1
hhij bˆ
†
i bˆj (4.3)
where we have considered only one occupied (hole) and one empty (electron) state for each
molecular unit, hence we made the following substitutions: hcc
′
ij → heij ; aˆ†ic → aˆ†i , aˆic → aˆi,
and analogously for the holes. The number of moieties included in the tight-binding model
is N . Dividing the matrix elements heij or h
h
ij into on-site energies, ε, and hopping integral
contributions, t, to the Hamiltonian, we finally obtain
Hˆeh = Hˆe + Hˆh =
N∑
i=1
εei aˆ
†
i aˆi +
N∑
i,j=1
i 6=j
teij aˆ
†
i aˆj
−
N∑
i=1
εhi bˆ
†
i bˆi −
N∑
i,j=1
i 6=j
thij bˆ
†
i bˆj
(4.4)
where
εei =〈i, e−|Hks|i, e−〉 teij = 〈i, e−|Hks|j, e−〉 (4.5)
εhi =〈i, h+|Hks|i, h+〉 thij = 〈i, h+|Hks|j, h+〉 (4.6)
and
aˆ†i |v〉 = |i, e−〉 bˆ†i |v〉 = |i, h+〉 (4.7)
where Hks is the Kohn-Sham hamiltonian with in the DFT framework, and |v〉 is the state
where all levels are occupied up to the Fermi energy. The operator aˆ†i creates an electron
on the i-th molecular unit, hence the state |i, e−〉 is negatively charged. Analogously, bˆ†i
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creates a hole on the i-th molecular unit, therefore |i, h+〉 is a positively charged state. The
model Hamiltonian Hˆeh describes the independent motion of electrons and holes, where the
electron (hole) moves from one electron (hole) state to another with hopping integrals te(th).
The Eqs. (4.5) and (4.6) show the connection between the tight-binding Hamiltonian and
the underlying electronic structure description that, in our case, is provided by Kohn–Sham
Hamiltonian and DFT.
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Figure 4.1: Schematic representation of the tight-binding model presented in Sec.4.2.1. (a)
Complete tight-binding representation with unit cell-based partitioning. Only the home
unit cell (R=0) and one of the nearest cells (R=1) are shown. (b) Complete tight-binding
representation with molecular unit-based partitioning. (c) Approximate tight-binding
representation including one electron and one hole state for each molecular unit.
4.2.2 Maximally localized Wannier functions
The eigenstates of a periodic system are extended Bloch functions ψnk, with crystal
momentum k lying inside the Brillouin zone and band index n. While Bloch states have
a long history of applications in electronic-structure calculations for extended system,
they are not the most suitable basis to build simple first-principles tight-binding model
Hamiltonians because they do not possess the desired localization properties. However,
using an appropriate unitary transformation, Bloch states can be turned into a set of
localized basis functions, known as the Wannier functions.[110]
Starting from a group of M isolated Bloch states (i.e. a group of states associated
with bands separated from all other bands by finite energy gaps throughout the entire
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Brillouin zone), we can define a set of M localized WFs, |Rn〉, using the following unitary
transformation:[12]
|Rn〉 = V
(2pi)3
∫
BZ
dke−ik·R
M∑
m=1
U (k)mn|ψmk〉 (4.8)
where, n labels the Wannier functions, R is the real space lattice vector, m is a band index,
k is the wave vector of the Bloch function, V is the real-space primitive cell volume and the
integration is performed over the first Brillouin zone of the lattice. The key quantity in Eq.
(4.8) is the unitary matrix U
(k)
mn that mixes the bands at wave vector k; different choices
of U will inevitably lead to different WFs. However, Marzari and Vanderbilt showed[11]
that a unique set (unique apart from a global phase) of Wannier functions, the maximally
localized Wannier functions, can be generated by minimizing the total quadratic spread of
the Wannier orbitals defined as[12]
Ω =
M∑
n
[〈r2〉n − 〈r〉2n] (4.9)
where 〈r〉n = 〈n0|r|0n〉, with r being the electron position operator. Hereafter we will refer
to the maximally localized Wannier functions as Wannier functions (WFs) for simplicity.
Once the WFs are obtained according to the localization criterion in Eq. (4.9), the
Hamiltonian matrix in the Bloch basis, HBnm (k) = δnmεnk, can be rotated in the Wannier
gauge[12]
HWmn (k) =
[(
U (k)
)†
HB (k)U (k)
]
mn
(4.10)
that, after a Fourier transform, leads to the Wannier Hamiltonian in real space
hmnRR′ =
1
Mk
∑
k
e−ik·(R−R
′)HWmn (k) = 〈mR′|Hks|Rn〉 (4.11)
where R and R′ are real space lattice vectors, Mk is the number of grid points in k space
and Hks is the Kohn-Sham Hamiltonian obtained from the underlying DFT calculation.
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Since only a limited number of Wannier orbitals are usually required to describe the essential
physics of the system, this real-space representation of the Hamiltonian is very convenient
because of its low dimensionality. A Wannier interpolated band structure can then be
inexpensively calculated by diagonalizing the M dimensional matrix HWmn, where M is the
number of WFs per unit cell, typically orders of magnitude smaller than the basis set used
in the DFT calculation (e.g. plane waves). This is particularly true for systems satisfying
the approximations leading to Eq. (4.3), where just a few WFs corresponding to the bands
near the Fermi energy are sufficient to accurately describe the transport properties.
When bands do not form an isolated set (entangled bands), an additional step is
required.[29] First, we define an energy window in which the bands of interest are included,
entangled with other bands that will not be needed afterwards. For each k vector, we now
have M
(k)
win ≥M Bloch states within the chosen energy window (M is the target number
of WFs). Then, a self-consistent iterative procedure is used to extract the M -dimensional
manifold of mixed Bloch states that changes as little as possible with k; this is the “optimal
smoothness” criterion introduced in Ref. [29] which essentially makes possible to follow a
given band by minimizing the change in character of the Bloch states across the Brillouin
zone. Finally, the Marzari and Vanderbilt localization algorithm[11] is applied to the newly
determined optimal subspace.
This procedure is used to disentangle the highly dispersive unoccupied bands responsible
for the transport, from unimportant flat bands in Sec. 4.3.2. As a result, an optimally
smooth subspace composed only by the dispersive bands around the Fermi energy is
obtained.
From Eq. (4.8) and Eq. (4.11) it is clear that the WFs are no longer eigenstates of
the Hamiltonian because different Bloch states are combined by U
(k)
mn to achieve maximum
localization. Indeed, maximal localization of the resulting orbitals is generally obtained
including the occupied together with some unoccupied states in the sum in Eq. (4.8),
because in this way the bonding-antibonding closure is recovered.[164] On the other hand,
these resulting WFs will have partial occupancy, not allowing a straightforward distinction
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between electron and hole contributions in the real space Hamiltonian hmnRR′ . For this
last reason, we perform a “partial wannierization”: two different Wannier interpolations
are carried out independently - one for the occupied and one for the empty states. This
procedure clearly leads to WFs with integral occupancy, and consequently the real space
Hamiltonian is block diagonal with respect to the single-particle occupied and empty
subspaces by construction:
hmnRR′ =
 hVV
′
RR′ 0
0 hCC′RR′
 (4.12)
By doing so, we trade off localization in space with localization in energy; thus, our procedure
gives in general less localized WFs compared to the ones obtained by allowing occupied and
empty states to mix. This diminished localization can potentially effect the quality of the
Wannier interpolation, and thus slow down the convergence in the k-point sampling. Even
though this could in principle be a problem for metals, in semiconductors and insulators
the Wannier interpolation of the electronic band structure converges rapidly with respect
to Brillouin zone sampling, and therefore the decreased localization does not constitute an
issue in these materials.
4.2.3 Benefits of this Approach
The approach outlined in the previous two sections allow to develop a tight-binding model
Hamiltonian based on the Wannier representation. As such, the resulting tight-binding
model retains the full DFT accuracy. In addition, this approach has the several advantages
reported below:
(i) The WFs are related to Bloch states by a unitary transformation [see Eq. (4.8)],
and therefore they define a first-principles tight-binding model completely equivalent to
the Bloch description. As a result of this equivalence, compact model Hamiltonians that
maintain the chemical accuracy of the Bloch description can be constructed directly in the
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Wannier basis, thus avoiding any fitting procedure or resorting to intuitive considerations.
In this way, the theoretical understanding provided by simple model Hamiltonians and
the quantitative description of real materials given by standard quantum chemistry (or
solid-state physics) methods can be merged into a unique framework.
(ii) Due to their localization properties, the WFs define an optimal basis set since the
tight-binding representation can be truncated at very few neighbours with minimal loss
of accuracy (one neighbour for a PT chain, see Sec. 4.3.2). Moreover, the maximally
localized WFs, unlike atomic orbitals or Gaussian basis sets, are always orthonormal by
construction,[11] and therefore no Gram-Schmidt orthonormalization is required. This signif-
icantly reduces the number of parameters in the resulting tight-binding model Hamiltonians
constructed using this approach.
(iii) The single-particle parameters in the model Hamiltonian [e.g. ε and t in Eq. (4.4)]
can be determined directly from the underlying DFT calculation by means of Eq. (4.11).
Apart from the initial choice of the density functional for the exchange-correlation energy, no
further approximation is necessary. It is also noteworthy that electron correlation beyond the
DFT mean-field approximation can be straightforwardly included in this framework, simply
by substituting the DFT calculated energies with the quasiparticle energies evaluated
for example within the GW approximation.[6, 7] The WF procedure therefore stands
out as a benchmark for the evaluation of single-particle parameters. This procedure is
particularly valuable when commonly used approximations, such as for example the dipole-
dipole approximation or the Marcus-Hush two state model,[165, 150, 155] are either not
applicable or break down. Furthermore, the Wannier interpolation of the band structure
guarantees that the single-particle parameters reproduce the correct dispersion across the
entire Brillouin zone, and not only at specific high-symmetry points. Obviously, the WF
framework trivially applies to molecular systems, because in this case the Γ-point alone is
enough to sample the entire Brillouin zone. Once the parameters of the model have been
determined, we are left with a completely first-principles model Hamiltonian since all the
quantities are obtained directly from DFT and no experimental input has been used.
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(iv) Using the disentanglement procedure,[29] we can obtain a manifold of states spanning
only the energy range of interest. This results in a reduced tight-binding representation in
which the extracted WFs possess the correct hybridization due to their local environment
despite the fact that the tight binding model does not include this environment explicitly.
(v) Disorder can be introduced in the model Hamiltonian simply by modifying the
on-site terms and/or the hopping integrals. This is important when modeling intrinsically
disordered systems (e.g. an amorphous polymer), or when studying disorder-induced
localisation processes, such as static (Anderson)[166] or dynamic localization.[167]
We finally point out that the mean field electron-electron interaction contribution arising
from the underlying DFT calculation is not considered explicitly [see for example Eq. (4.1)],
but it contributes as a renormalization of the one-particle Hamiltonian hmnRR′ . This is
justified since we are considering the independent motion of electrons and holes, e.g. electron
or hole injection into a material. The correlated motion of electrons and holes is important
when considering two-body processes such as exciton transport or charge separation, which
are, however, not considered in this work.
4.2.4 Generalized Slater-Koster interpolation
Most polymers exhibit a significant tendency towards polymorphism and polycrystalinity,
adopting different forms depending on the experimental processing conditions.[168, 169, 157]
It is therefore highly desirable to find an accurate and yet computationally inexpensive
parameterization valid for various polymer conformations to be used in the modeling of
large systems.
In principle, one could obtain polycrystalline polymer structures from DFT (or molecular
dynamics simulations), and then apply the wannierization procedure outlined in Sec. 4.2.1
to evaluate the intrachain and interchain hopping integrals. However, the presence of a
large number of monomers in the unit cell makes the identification of the states responsible
for the transport properties very challenging. The increase of the unit cell size shrinks the
Brillouin zone, causing the folding of the band structure and thus reduces the dispersion of
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the bands with respect to the normal unit cell.[170] Furthermore, even if the states were
identified, the interchain hopping integrals are very sensitive to the relative position and
orientation of the single monomers, and therefore the whole procedure would need to be
repeated for each polymer configurations. A natural way to overcome these limitations is
to resort to an interpolation scheme.
Let us consider the hopping matrix element between two p orbitals with normal vectors
ni and nj , respectively, connected by a vector dij , as illustrated in Fig. 4.2(a). For
convenience, we orient our local coordinate system such that the x-axis is along dij , and
therefore dij ≡ dij xˆ. In the two-center approximation - first introduced by Slater and
Koster[13] - one assumes that, as a result of orbital localization, the potential terms in the
single-particle Hamiltonian can be expressed as a sum of spherical potentials centered at
different sites. If this approximation is used, the hopping integral t between two atomic p
orbitals can be written in the following parameterized form:[171]
tij = V
(dij)
pppi ni · nj +
[
V
(dij)
ppσ − V (dij)pppi
] (ni · dij)(nj · dij)
d2ij
(4.13)
The distance dependence of the Slater-Koster parameters Vpppi and Vppσ is assumed to be
exponential[172, 173]
V
(dij)
pppi = V
(d0)
pppi e
−λpppi(dij−d0) (4.14)
V
(dij)
ppσ = V
(d0)
ppσ e
−λppσ(dij−d0) (4.15)
where d0 is an arbitrary characteristic reference distance.
The four parameters V
(d0)
pppi , λpppi, V
(d0)
ppσ , λppσ completely determine the hopping matrix
elements for an arbitrary configuration of the two orbitals considered. The Slater-Koster
parameterization has proven to be a very successful tool for constructing accurate tight-
binding models for a large variety of systems (e.g. graphene,[174, 175] MoS2[176], and
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Si-N systems[177] to mention a few). The parameters in Eqs. (4.14) and (4.15) are
typically determined either semi-empirically or by fitting model calculation result to the
band structure.
As discussed in Sec. 4.2.1, our choice is to include in the model Hamiltonian only two
WFs for each molecular unit, one occupied and one unoccupied. The advantages of this
minimal choice are twofold: (i) the tight-binding model Hamiltonian is very simple, therefore
the physical interpretation of the parameters included in the model is straightforward (see
for example Sec. 4.3.2), and (ii) a moiety-based representation is very convenient when
considering electron and hole transport properties, e.g. transfer rates or decoherence
times.[40]
The drawback of this minimal choice is that the WFs in the model are essentially
molecular orbitals, and thus they have a more complex structure than atomic orbitals.
The Slater-Koster approach, however, deals with atomic orbitals, which are typically very
localized, and for which the angular dependence is known. This interpolation technique is
therefore doomed to fail for more complex molecular orbitals. In principle one could obtain
atomic orbital-like WFs and use them to construct tight-binding Hamiltonians, as has been
done, for example, in studies of monolayer[175] and bilayer graphene.[178] However, the
number of WFs necessary to obtain atoms-like orbitals rapidly increases with system size
and number of atomic species, and therefore an accurate tight-binding model becomes more
and more complex with this approach.
To circumvent these application problems of the SK approach in our minimal tight-
binding model, we introduce a generalization of the SK procedure that applies the interpo-
lation to the segments of the WFs and their different phase lobes.
Let us start considering a WF |i〉 composed by Nα segments |α〉. In the spirit of the
LCAO method,[13] the WF |i〉 can be expressed as a linear combination of its segments:
|i〉 =
Nα∑
α=1
cα|α〉. (4.16)
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Similarly
|j〉 =
Nβ∑
β=1
cβ|β〉 =
Nα+Nβ∑
β=Nα+1
cβ|β〉 (4.17)
where the sum over β has been shifted for convenience. The coefficients cα and cβ are
chosen to be real. Here and in the following, latin letters refer to WFs while greek letters
refer to WF segments. The case of two WFs with two segments each is illustrated in Fig.
4.2(b).
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Figure 4.2: Schematic representation of (a) two atomic p-orbitals |i〉 and |j〉 (b) two WFs |i〉
and |j〉, each composed by two segments (|α=1,2〉, and |β=3,4〉, respectively). The colors
indicate the phase of the WF lobes (red: negative, blue: positive).
The hopping integral tij between WF |i〉 and WF |j〉 can be written as
tij = 〈i|Hks|j〉 =
Nα∑
α=1
Nβ+Nα∑
β=Nα+1
cαcβ〈α|Hks|β〉. (4.18)
It is convenient to rewrite Eq. (4.18) as
tij =
Nα∑
α=1
Nβ+Nα∑
β=Nα+1
Sαβtαβ (4.19)
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where we have defined the sign matrix S
Sαβ = cα|cα|
cβ
|cβ| (4.20)
and the hopping integrals between WF segments:
tαβ = |cα||cβ|〈α|Hks|β〉. (4.21)
The sign matrix S is in general a rectangular Nα ×Nβ matrix; it becomes a square matrix
if WFs |i〉 and |j〉 have the same number of segments.
The hopping integral tij between WFs has been therefore expressed as a linear combi-
nation of hopping integrals tαβ between WF segments. The coefficients Sαβ of the linear
combination determine the sign of the segment contributions to the final WF hopping
integral, and therefore they describe interference effects between the lobes of the different
segments.
The great advantage of this representation is that these segments closely resemble atomic
p orbitals, and therefore the SK interpolation is expected to be accurate. Thus, we now
apply the SK approximation to the segments of the WFs, instead to the WFs themselves.
Substituting the SK parameterized form for the segment hopping integrals tαβ [Eq. (4.21)]
in Eq. (4.19), we obtain
tij =
Nα∑
α=1
Nβ+Nα∑
β=Nα+1
Sαβ
[
V
(dαβ)
pi,αβ nα · nβ +
(
V
(dαβ)
σ,αβ − V
(dαβ)
pi,αβ
)
lαβ
]
(4.22)
where
lαβ =
(nα · dαβ)(nβ · dαβ)
d2αβ
(4.23)
while Vpi,αβ and Vσ,αβ are the SK parameters for the WF segments, dαβ is the distance
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between segment |α〉 and segment |β〉, and nα (nβ) are the normal vectors for segment |α〉
(|β〉). In Eq. (4.22), α sums over the segments of WF i, and β sums over the segments
of WF j. This result defines a generalisation of the SK interpolation that deals with the
segments of the WFs, and we therefore we refer to it as the generalised Slater-Koster
approach (GeSKA).
The dependence of the SK parameters is again assumed to be exponential:
V
(dαβ)
pi,αβ = V
(d0)
pi,αβe
−λpi,αβ(dαβ−d0) (4.24)
V
(dαβ)
σ,αβ = V
(d0)
σ,αβe
−λσ,αβ(dαβ−d0) (4.25)
where d0 is another arbitrary characteristic reference distance. The signs of the coefficients
cα and cβ (hence Sαβ) are determined by inspection of the respective WF isosurfaces, and
therefore they are known once the WFs are given. For example, in Fig. 4.2(b) we illustrate
the case of two WFs composed of two segments each. It is clear that the lobes of each
segment in the WFs are in a anti-bonding combination, i.e. they have different phases (red
and blue in Fig. 4.2 indicates the phases of the WFs). Therefore, in this example cα=1 and
cα=2 have the opposite sign (and similarly for cβ=3 and cβ=4).
Finally, it is important to notice that from the DFT calculation one obtains only the
hopping integrals between WFs (tij), and not hopping integrals between segments (tαβ).
Therefore, the parameters V
(d0)
pi,αβ, V
(d0)
pi,αβ, λpi,αβ, λσ,αβ are obtained from the fitting of the
WF hopping integrals. The specific case of PT will be discussed in Sec. 4.3.3.
4.3 Application to polythiophene
To illustrate the methodology presented in Sec. 4.2, we consider the case of PT, a widely
studied polymer with important application in organic photovoltaic devices.[154, 179, 180]
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4.3.1 Computational details
All first-principles calculations are based on DFT within the generalized gradient approxi-
mation as implemented in the plane-wave based Quantum-ESPRESSO package;[181] the
Perdew, Burke and Ernzerhof (PBE) functional[182] is used for the exchange and correlation
energy. We use a plane wave basis set with a kinetic energy cutoff of 40 Ry (160 Ry) to
describe the electronic wave function (charge density). The core electrons are described
by norm-conserving Martins-Troulliers pseudopotentials in the Kleinman-Bylander nonlo-
cal separable form.[183, 184] The Brillouin zone is sampled through a Γ-centered 6×1×1
Monkhorst-Pack grid.[185] We relax both lattice parameters and atomic position, until the
forces on each atom are less than 10−3 eV/A˚, and the pressure is less than 5 kbar along
the polymer axis. The other two dimensions of the unit cell are chosen to avoid spurious
interaction within periodic images. Modelling PT chains as infinite should not be a source
of additional errors since it has been shown that the electronic properties of PT already
saturate at chains consisting of 10-12 thiophene monomers,[156, 186] while the experimental
effective conjugation length is estimated to be longer than 96 units.[187]
Dispersive interactions corrections are added to the PBE functional using the method
proposed by Grimme[3] to correct for the well known deficiency of standard DFT functionals
in accounting for dispersion interactions. This dispersion correction procedure has also
been explicitly validated for a very similar system [poly(3-hexylthiophene)] against the high
accuracy quantum chemical method CCSD(T)[188] in Ref. [189]. It is crucial to properly
describe dispersive interactions since they play a fundamental role in both assembly,
interchain equilibrium distance and, therefore, interchain hopping integrals in PT and
poly(3-hexylthiophene).[189, 190]
Using the self-consisted charge density, energy eigenvalues and overlap matrices[11] from
the DFT calculation, we compute the WFs according to the procedure presented in Refs.
[11] and [29]. Then, the single-particle matrix elements are calculated in the Wannier basis,
and used to obtain a Wannier interpolated band structure to compare with the DFT band
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structure in order to validate the wannierization procedure. The Wannier calculations are
performed with the Wannier90 package.[191]
4.3.2 Tight-binding model Hamiltonian for polythiophene
PT is modelled as an infinite one dimensional chain. The unit cell contains two thiophene
rings, and it is found to be 7.67 A˚ along the polymer axis after lattice relaxation. The band
structure for a single PT chain calculated with DFT is shown in Figs. 4.3(a) and 4.3(b)
(black solid line). The results are in agreement with previous studies.[192, 193] The band
gap is at the Γ point, and it is found to be 1.00 eV at the PBE level, enlarged at 3.10 eV if
GW corrections are included.[135]
Even though the self-energy corrections introduced by the GW method alter significantly
the band gap, the shape of the bands usually does not deviate significantly from the DFT
band structure.[194] The case of PT is no exception: while opening the band gap by more
than 2 eV, the GW corrections leave the dispersive bands around the Fermi energy (the ones
included in our tight-binding model) basically unaffected.[135] Since the hopping integrals
are determined by the shape of the bands and not by the band gap, the hopping parameters
calculated in this work would be virtually unchanged also at the GW level.
Since the transport properties are mainly determined by the dispersive bands around
the Fermi energy (set to zero throughout this work), we include only these states in our
tight-binding Hamiltonian. In particular, we perform two partial wannierizations (see Sec.
4.2.1) independently, one for the occupied and one for the empty WF states to be included
in the model.
In the wannierization of the occupied (hole) states, we include the highest four occupied
bands, spanning an energy window between -4.5 and -0.2 eV [see Fig. 4.3(a) and 4.3(b)].
As a results, we obtain two sets of doubly degenerate WFs, each centered on either one
of the two thiophene monomers in the PT unit cell. All the WFs are pi states, entirely
composed of pz orbitals (xy is the plane of the polymer). In particular, two WFs - labeled
“HOMO” WFs - qualitatively correspond to the highest occupied molecular orbital (HOMO)
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of a single thiophene ring, while the other two WFs - labeled “HOMO-1” WFs - resemble
the second highest occupied molecular orbital (HOMO-1) of a single thiophene ring. They
are depicted in Fig. 4.3(d) and (e), respectively. The strong resemblance between WFs and
molecular orbitals comes as no surprise. In fact, the WFs obtained with the prescription of
Ref. [11] can be seen as the solid-state generalization of localized molecular orbitals since
their localisation criterion [Eq. (4.9)] is very similar to the one introduced by Boys[195] for
non-periodic systems.
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Figure 4.3: (a) (b) Electronic band structure of a single PT chain calculated with DFT
(black solid line), or obtain through the Wannier interpolation of occupied (blue and green
dashed lines), and unoccupied states (red dashed line). Matrix elements up to the fifth
neighbour are included in the Hamiltonian for the band structure calculation in (a), while
in (b) only nearest neighbours are included. Matrix elements involving “HOMO-1” WFs
are also neglected in the Wannier interpolation presented in (b). The Fermi energy is set to
zero in both plots. (c) (d) (e) WFs near the Fermi energy for PT. The positive (negative)
phase of the wavefunction is represented in blue (red).
Once the WFs are known, it is possible to compute the Wannier interpolated band
structure by inverting Eq. (4.10) in order to asses the quality of the tight-binding model
Hamiltonian. In Fig. 4.3 (a) we plot the Wannier interpolated band structure for the
occupied states (blue and green dashed lines) where all single particle matrix elements till
the fifth nearest neighbour are included. We notice perfect agreement with the underlying
DFT calculation (black solid line). The colours of the Wannier interpolated band structure
indicate the predominant character of the bands: blue bands are primarily composed of the
two “HOMO” WFs, while the green bands are mainly comprised of the two “HOMO-1”
72
WFs.
The procedure is analogous for the electron states. Using the disentanglement
method,[29] we are able to extract two WFs from the manifold of the unoccupied (electron)
states. They are two degenerate WFs, each centered on the two C-C bonds connecting
adjacent thiophene monomers. As in the case of the occupied states, these two WFs are
also pi states, consisting of pz orbitals (xy is the plane of the polymer), and they can be
obtained as linear combinations of the lowest unoccupied molecular orbitals (LUMO) of the
two thiophene rings. One of the two (degenerate) unoccupied WFs - labeled as “LUMO”
WF - is shown in Fig. 4.3(c). The Wannier interpolated band structure for the electron
states considering single particle matrix elements till the fifth nearest neighbour is shown in
Fig. 4.3 (a) (red dashed line). Like for the hole states, the agreement with the underlying
DFT calculation (black solid line) is excellent.
Although essentially exact, a tight-binding model that includes such a large number
of neighbours (and states) is rather impractical, and therefore controlled approximations
are necessary to lower the complexity of the model. In particular, we introduce two
approximations in the model: one regarding the states and the other regarding the hopping
matrix elements.
From the band structure in Fig. 4.3 (a), we notice that the bands corresponding to the
“HOMO-1” WFs are much flatter compared to the “HOMO” WF bands [green and blue
dashed lines in Fig. 4.3(a), respectively], and therefore we omit them from our minimal
tight-binding model. We are then left with a tight-binding model with one occupied (hole)
WF and one empty (electron) WF for each molecular unit, whose Hamiltonian is precisely
Hˆeh in Eq. (4.4). The parameters of the model are defined in Eq. (4.5) and (4.6), and they
are listed up to the third nearest neighbour in Table 4.1. The model is also schematically
depicted in Fig. 4.4; for simplicity only four molecular units are shown.
By symmetry, all the “HOMO” WFs have the same on-site energy (ei ≡ e, i = 1 . . . N
) because the monomers in the PT chain are equivalent to one another. The hopping
integrals are also degenerate; for the first nearest neighbours we have th12 = t
h
23 = t
h
34 (etc.),
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Figure 4.4: Schematic representation of the model defined in Eq. (4.4) for a PT chain (only
four monomers are shown). Electrons and holes are represented with solid and open circles,
respectively.
and analogously for the second nearest neighbours th13 = t
h
24 = t
h
35 (etc.) and for the third
nearest neighbours th14 = t
h
25 = t
h
36 (etc.). The same reasoning applies to the electron states.
Moreover, we notice from Table 4.1 that th13 > t
e
13, as expected from the band structure
curvature in Fig. 4.3.
We also observe that the hopping integrals for both electrons and holes decay rapidly due
to the localization of the WFs, hence we include in the model only first nearest neighbour
hopping integrals. Applying the symmetry considerations above and truncating the hopping
integrals at the first nearest neighbours, we obtain the minimal tight-binding model for a
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PT chain:
Hˆeh ≈ εe
N∑
i=1
|i, e−〉〈i, e−|+ te12
N∑
i,j=1
〈i,j〉
|i, e−〉〈j, e−|
−εh
N∑
i=1
|i, h+〉〈i, h+| − th12
N∑
i,j=1
〈i,j〉
|i, h+〉〈j, h+|
(4.26)
where 〈i, j〉 indicates that the sum is restricted to nearest neighbour sites and the model
has been expressed in the electron and hole wavefunctions by means of Eq. (4.7).
The Wannier interpolated band structure obtained from the minimal model of Eq.
(4.26) is shown in Fig. 4.3(b) (red and blue dashed lines indicates electron and hole states,
respectively). The good agreement with the DFT calculation (black solid line) indicates that
this minimal first-principles tight-binding model essentially retains the full DFT accuracy.
Torsional angle dependence of the intrachain hopping integrals can be introduced using
the standard form te,h12 cos (φ) where φ is the torsional angle between nearest neighbouring
monomers.[196, 197, 198, 199]
Moreover, we point out that the on-site matrix elements εe,h are irrelevant if electron
and hole transport are considered separately (as done in this work), and therefore they
will be set to zero hereafter without loss of generality. They are, however, important if the
tight-binding model in Eq. (4.26) is used as a starting point for the modelling of electron
and hole correlated motion (e.g. exciton transport or charge separation). In that case, the
on-site matrix elements determine the energy separation between the electron and hole
manifolds, and therefore they are related to the fundamental (quasiparticle) band gap. In
particular, the opening of the band gap predicted by the GW method for polythiophene[135]
can be incorporated into the model of Eq. (4.26) simply shifting εe with respect to εh
by an amount equal to the self-energy corrections. For example, at the GW level εe →
2.01+2.10=4.11 eV while εh remains unchanged.
The procedure outlined above can be readily applied to two PT chains, simply doubling
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the number of WFs included in the tight-binding model (two electron states and two holes
states). As a result, not only intra-chain (e.g. te,h12 ), but also interchain hopping integrals
are determined through the wannierization procedure.
Holes Electrons
εh th12 t
h
13 t
h
14 ε
e te12 t
e
13 t
e
14
2.49 -0.91 -0.06 -0.01 2.01 -0.72 -0.07 -0.01
Table 4.1: Single-particle matrix elements for a single PT chain. All quantities are in eV.
4.3.3 Generalized Slater-Koster interpolation for polythiophene
As previously discussed, the widely used SK interpolation scheme cannot be applied to the
states in our tight-binding model because they are not simple atomic orbitals. Instead, we
employ the GeSKA introduced in Sec. 4.2.4 to evaluate the intra-chain and interchain
hopping integrals between two PT chains.
In order to apply GeSKA, we need to determine the parameters of the interpolation
scheme to be used in the evaluation of the hopping integrals according to Eq. (4.22), and
to determine how reliable the interpolation scheme is for predicting model properties at
other configurations. To this end, we adopt the following procedure:
(i) We generate 15 different configurations of the two PT chains, simultaneously varying
their out-of-plane distance (d⊥), their shift along the polymer chain (d‖), and their relative
orientation (θ). This 3-dimensional (3D) configuration space is shown schematically in Fig.
4.5(a). We choose the parameter range based on known P3HT polymorphs to sample these
15 points in the 3D space;[157] in particular, 3.7 A˚<d⊥< 4.4 A˚, -0.5 A˚<d‖< 1.6 A˚, and
0◦< θ < 30◦.
(ii) For each configuration generated in step (i), we carry out a DFT calculation,
followed by a Wannier interpolation for both electrons and holes to obtain intra-chain and
interchain hopping integrals. Since the WFs are uniquely determined apart from a global
phase,[11] special care needs to be taken when combining hopping integrals from independent
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calculations. In particular, one needs to ensure that the signs of the Wannier functions (and
therefore of the hopping integrals) are consistent between different calculations, applying
if needed, sign changes to the WFs. Such sign changes are unitary transformations, and
therefore they do not influence the energy eigenvalues, but they are necessary to provide a
consistent set of hopping integrals that can be fit to the GeSKA functional form.
(iii) We perform a non-linear least squares fit of the hopping integrals calculated in
step (ii) (180 hopping integrals) to the GeSKA functional form of Eq. (4.22) in order to
parameterize the interpolation scheme. In particular, the parameters V
(d0)
pi,αβ, V
(d0)
σ,αβ, λpi,αβ,
and λσ,αβ are determined once for all at this stage.
The application of GeSKA for electrons and holes in PT is treated in details in
Subsec. 4.3.3.1 and 4.3.3.2, respectively. Next, in the benchmarking phase of the parameter
determination process we proceed with the following steps:
(iv) First, we generate another 14 random configurations in the 3D configuration space
as in step (i). Then we produce an additional 42 configurations on a uniform grid in the (d⊥,
d‖, θ) space over the ranges defined in step (i). As a result, 56 (14+42) new (benchmarking)
configurations are generated, for a total of 672 hopping integrals.
(v) With the GeSKA parameters determined step (iii), we benchmark the method for
the configurations of the PT chains generated in step (iv), comparing the DFT+Wannier
results with those from GeSKA. It is important to note that no fitting is performed here,
but the exact same parameters determined in step (iii) are used in order to characterize the
quality of our GeSKA interpolation.
4.3.3.1 Hole hopping integrals in polythiophene
As it is clear from Figs. 4.3(d) and 4.5(b), the hole (“HOMO”) WF is a pi-orbital composed
of plus and minus lobes localized on two separate C-C bonds. Therefore, every hole WF
is defined by two vectors normal to the molecular plane, each centered at the mid point
to the relevant C-C bonds in the thiophene ring where the hole WF is localized [see Fig.
4.5(b)]. Moreover, the C-C bond segments of the WF have the same shape, and the phases
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Figure 4.5: Panels (a), (b), and (c) are displayed left to right: (a) Quantities used in this
work to describe the relative positions of two PT chains. The distance d⊥ is measured
between the two closest C atoms on different PT chains (b) WF segment contributions to
the total hole hopping integral (two segments for each WF). (c) WF segment contributions
to the total electron hopping integral (three segments for each WF) Numbers denotes
the segments, while latin letters denote the type of segment (either A or B). Each WF
segment has plus and minus lobes whose phases must be considered when producing linear
combinations and give rise to interference effects in determining hopping integrals.
of their lobes are opposite to each other. Thus, we expand the WFs |i〉 and |j〉 as
|i〉 =
2∑
α=1
cα|α〉 = |c1||1〉 − |c2||2〉 (4.27)
|j〉 =
4∑
β=3
cβ|β〉 = |c3||3〉 − |c4||4〉 (4.28)
The hopping integrals between WFs |i〉 and |j〉 can be therefore written as [see Eq. (4.19)]:
tij =
2∑
α=1
4∑
β=3
Sαβtαβ (4.29)
where, according to Eqs. (4.27) and (4.28), the sign matrix S is defined as
S =
 S13 S14
S23 S24
 =
 1 −1
−1 1
 (4.30)
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Since the four segments of the WF are all equivalent, the following identities hold:
V
(d0)
pi,13 = V
(d0)
pi,14 = V
(d0)
pi,23 = V
(d0)
pi,24 ≡ V (d0)pi (pi → σ) (4.31)
λpi,13 = λpi,14 = λpi,23 = λpi,24 ≡ λpi (pi → σ) (4.32)
Therefore we are left with four parameters, to be determined by fitting the hopping integral
calculated at the DFT level with the GeSKA functional form of Eq. (4.22). The values
of the parameters obtained from this fitting are reported in Table 4.2. The comparison
between the DFT (black circles) and the GeSKA hopping integrals (red squares) is shown
in Fig. 4.6(a) for both fitted values (grey background) and pure predictions obtained using
the fitted GeSKA form (white background).
We find very good agreement between the first-principles calculations and the GeSKA
results for a broad range of configurations and for both intra-chain and interchain hopping
integrals, with errors of the order of 0.02 eV, comparable with the DFT accuracy.
pi-interaction σ-interaction
V
(d0)
pi (eV) λpi (A˚
−1) V (d0)σ (eV) λσ (A˚−1)
-1.600 0.884 1.461 2.725
Table 4.2: Generalized Slater-Koster cofficients for hole hopping integrals in PT. The
characteristic distance reference d0 is set to 2.5 A˚.
4.3.3.2 Electron hopping integrals in polythiophene
In contrast to the hole WF, the electron (“LUMO”) WF is composed of three segments,
adjacent segments having opposite phase lobes, as shown in Fig. 4.5(c). Two segments -
indicated as A in Fig. 4.5(c) top - are equivalent due to inversion symmetry and they are
localized on two C atoms on different thiophene monomers. The third segment - indicated
as B in Fig. 4.5(c) top - is instead localized on the C-C bond connecting two thiophene
monomers, and its lobes have opposite phase with respect to the other segments.
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Figure 4.6: Comparison between hopping integrals for different configurations obtained
from a DFT calculation and subsequent Wannier interpolation, or directly evaluated with
GeSKA. The grey shaded area refers to hopping parameters used in the fitting procedure,
while the rest corresponds to pure predictions. (a) Hole hopping integrals. (b) Electron
hopping integrals.
Therefore, we can write the WFs |i〉 and |j〉 as
|i〉 =
3∑
α=1
cα|α〉 = |c1||1〉 − |c2||2〉+ |c3||3〉 (4.33)
|j〉 =
6∑
β=4
cβ|β〉 = |c4||4〉 − |c5||5〉+ |c6||6〉 (4.34)
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This leads to the following hopping integrals between WFs |i〉 and |j〉:
tij =
3∑
α=1
6∑
β=4
Sαβtαβ (4.35)
where, according to Eqs. (4.33) and (4.34), the sign matrix S is defined as
S =

S14 S15 S16
S24 S25 S26
S34 S35 S36

=

1 −1 1
−1 1 −1
1 −1 1

(4.36)
Since the two segments on the C atoms [A in Fig. 4.5(c) top] are equivalent to each others,
the following simplifications apply:
V
(d0)
pi,14 = V
(d0)
pi,16 = V
(d0)
pi,34 = V
(d0)
pi,36 ≡ V (d0)pi,AA (pi → σ)
V
(d0)
pi,24 = V
(d0)
pi,26 = V
(d0)
pi,15 = V
(d0)
pi,35 ≡ V (d0)pi,AB (pi → σ)
V
(d0)
pi,25 ≡ V (d0)pi,BB (pi → σ) (4.37)
and similarly for the decay lengths of the interaction
λ
(d0)
pi,14 = λ
(d0)
pi,16 = λ
(d0)
pi,34 = λ
(d0)
pi,36 ≡ λ(d0)pi,AA (pi → σ)
λ
(d0)
pi,24 = λ
(d0)
pi,26 = λ
(d0)
pi,15 = λ
(d0)
pi,35 ≡ λ(d0)pi,AB (pi → σ)
λ
(d0)
pi,25 ≡ λ(d0)pi,BB (pi → σ) (4.38)
The twelve parameters in Eqs. (4.37) and (4.38) are determined by the fitting of the hopping
integrals - obtained from DFT - to the GeSKA functional form of Eq. (4.22). They are
reported in Table 4.3. We notice that the pi interactions coefficients (Vpi) are all negative,
while the σ interactions (Vσ) are all positive, as expected.[171]
We show the comparison between the GeSKA (black circles) and the DFT hopping
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pi-interaction σ-interaction
V
(d0)
pi (eV) λpi (A˚
−1) V (d0)σ (eV) λσ (A˚−1)
VAA -0.300 0.605 0.250 1.367
VAB -0.022 1.236 0.002 2.740
VBB -0.040 1.656 0.618 0.851
Table 4.3: Generalized Slater-Koster cofficients for electron hopping integrals in PT. The
arbitrary distance reference d0 is set to 2.5 A˚.
integrals (red squares) in Fig. 4.6(b) for the fitted values (grey background) and the pure
predictions (white background). The agreement between the two calculation is satisfactory,
with errors of less than 0.02 eV for a large range of configurations (852 in total).
4.4 Conclusions
We have presented a general procedure to build accurate tight-binding model Hamiltonians
for electron and hole transport in semiconductors and insulators by means of maximally
localized Wannier functions. We have also introduced a new interpolation scheme to
determine hopping integrals between Wannier functions with an accuracy comparable
with DFT, but at a greatly reduced computational cost. As an explanatory example, the
procedure outlined in here has been applied to the case of PT, but it can in principle
be applied to any system that possesses a bandgap. Of particular interest would be the
application to other polymers, two-dimensional materials or interfaces. We hope that
our work will pave the way towards a more widespread use of Wannier functions for the
construction of model Hamiltonians in the physical-chemistry community. Finally, we point
out that the approach presented in this work can also be generalized to include excitonic
effects, in order to describe exciton transport and charge separation processes;[200, 201]
relevant two-body matrix elements can be determined with either the constrained random
phase approximation[202] or many-body perturbation theory techniques.[203, 204]
Part II
Part II: Phosphorene
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Chapter 5
Oxygen defects in phosphorene
In this Chapter, we present the first theoretical study of oxygen defects in phosphorene.
We then report the results of a joint theoretical-experimental study that demonstrates
that electrically active oxygen defects are indeed formed on the surface of ultrathin black-
phosphorus after air-exposure.
This Chapter is partially reproduced with permission from Ref. [19] and Ref. [20]. Copyright:
2015, American Physical Society and Nature Publishing Group, respectively.
5.1 A theoretical study of oxygen defects in phosphorene
5.1.1 Introduction
Phosphorene, a single layer of black phosphorus,[14, 15] has revealed extraordinary func-
tional properties which make it a promising material not only for exploring novel physical
phenomena but also for practical applications. In contrast to graphene, which is a semi-
metal, phosphorene is a semiconductor with a quasiparticle band gap of 2 eV. The optical
band gap is reduced to 1.2 eV, because of the large exciton binding energy (800 meV).[1, 205]
Phosphorene’s peculiar structure of parallel zig-zag rows leads to very anisotropic electron
and hole masses, optical absorption and mobility.[206, 207, 208] Both its gap and the
effective masses can be tuned by stressing phosphorene’s naturally pliable waved structure.
Strain along the zigzag direction can switch the gap between direct and indirect[209] and
compression along the direction perpendicular to the layers can in principle even trans-
form the material into a metal or semimetal.[14] Phosphorene has also scored well as a
84
functional material for two-dimensional electronic and optoelectronic devices. Multi-layer
phosphorene field effect transistors have already been demonstrated to exhibit on-off current
ratios exceeding 105, field-effect mobilities of 1000 cm2/Vs,[210] and fast and broadband
photodetection.[211]
An invariable issue encountered in the manipulation of phosphorene is the control of the
oxidation. The presence of exposed lone pairs at the surface makes phosphorus very reactive
to air. Surface oxidation is made apparent by the roughening, which grows exponentially
during the first hour after exfoliation[18] and contributes to increasing contact resistance,
lower carrier mobility and possibly to the mechanical degradation and breakdown. Thus,
identifying the mechanisms of phospherene oxidation – including the electrically active forms
of oxygen and how they are introduced – is essential to understanding the real material
and its applications.
In this Section, we show that for each oxygen atom adsorbed onto phosphorene there
is an energy release of about 2 eV. Although the most stable oxygen adsorbed forms are
electrically inactive and lead only to minor distortions of the lattice, there are low energy
metastable forms which introduce deep donor and/or acceptor levels in the gap. We also
propose a mechanism for phosphorene oxidation involving reactive dangling oxygen atoms
and we suggest that dangling oxygen atoms increase the hydrophilicity of phosphorene.
5.1.2 Computational details
Oxygen defects are modeled using first-principles calculations based on density functional
theory (DFT), as implemented in the Quantum ESPRESSO package.[212] Spin-polarized
calculations are carried out for triplet states, while singlet states were modeled as closed-shell
systems within spin-restricted DFT to avoid spin contamination.[213] We use three different
approximations for the exchange-correlation energy: the semilocal generalized gradient
approximations PBE[51] and PBEsol[67] functionals, and the HSE06[81] range-separated
hybrid functional. Since a previous study on phosphorene[14] showed that the order of
the conduction bands is sensitive to strain, we choose the PBEsol functional in the band
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structure calculations because it accurately reproduces the lattice parameters of black
phosphorus.[14] We validate the binding energies using the PBE and HSE functionals, the
former being typically superior to PBEsol for dissociation or cohesive energies,[67] and
the latter to account for the role of exchange in determining the oxidation states of the
oxygen molecule.[214] The core electrons are described by pseudopotentials according to
the projector-augmented wave method[133] (PAW) for PBE and PBEsol calculations, while
norm-conserving Troullier-Martins pseudopotentials[215] are used for HSE06 calculations;
non-linear core corrections are included in the pseudopotentials. The wavefunctions and
charge density are projected in plane-wave bases with energy cutoffs of 70 Ry and 280 Ry,
respectively. We consider a 3×3×1 supercell for the isolated oxygen impurity, and a 4×3×1
for the oxygen dimers; 12.9 A˚ of vacuum is added in the direction normal to the monolayer
to avoid spurious interactions between periodic replicas. The Brillouin Zone is sampled
using a Γ-centered 4×3×1 Monkhorst-Pack (MP) grid[216] for the isolated oxygen impurity,
and a 3×3×1 MP grid for the oxygen dimers. Both lattice parameters and atomic positions
are relaxed until the forces on each atom were less than 10−3 eV/A˚, and the pressure less
than 1 kbar except for the HSE06 calculations, where the PBE lattice parameters are
employed. In the density of states (DOS) calculation the tetrahedron smearing method
is used[217] with a Gaussian broadening of 0.04 eV and a 12×9×1 MP grid. Vibrational
frequencies of oxygen defects are calculated within the framework of density functional
perturbation theory[30]. Unless otherwise stated, all energies reported are obtained with
the PBE functional. Activation energies are obtained using the climbing nudged elastic
band (NEB) method.[218]
5.1.3 Results and discussion
Although the fast degradation of black phosphorus when exposed to air[219, 220, 18, 221]
may involve the reaction with molecules other than oxygen (e.g. water vapor), here we first
consider, for simplicity, only the adsorption and incorporation of oxygen. In particular, it is
crucial to determine whether O chemisorption is energetically favored or not. To this end,
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for each oxidized structure we calculate the average binding energy for an oxygen atom, Eb,
defined as
Eb =
1
NO
[
Eox −
(
Ep +
NOEO2
2
)]
(5.1)
where NO is the number of O atoms in the cell used in the calculation, Eox, Ep and EO2
are the total energies of the oxidized phosphorene, the pristine phosphorene, and the O2
(triplet) molecule, respectively. According to the definition above, a negative Eb indicates
that the chemisorption is exothermic (energetically favored).
The Brillouin zone, structure, band structure and density of states of pristine phosphorene
are shown in Fig.5.1. We report the calculation of a 3×3×1 supercell at the PBEsol level to
facilitate the comparison between pristine phosphorene and the oxygen defects. The band
gap (0.71 eV) and the band structure of pristine phosphorene are in very good agreement
with a previous study, reporting a band gap of 0.72 eV.[14] The lattice parameters are:
a=9.840 A˚ (3.280A˚×3), b=13.306 A˚ (4.435 A˚×3), c=15 A˚.
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Figure 5.1: Pristine phosphorene: (a) Brillouin zone (b) projections of the structure; (c)
electronic band structure (left) and DOS (right). The top of the valence band is set to zero.
Chemisorbed or interstitial oxygen atoms can occupy numerous positions in the phospho-
rene lattice. The most relevant structures are listed on Table 5.1. These are also depicted
in Figs. 5.2-5.5.
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Table 5.1: Binding energies for the isolated oxygen impurities.
Structure
Eb(eV)
PBEsol PBE HSE
Dangling -2.22 -2.08 -1.82
Interstitial bridge -1.77 -1.66 -1.60
Horizontal bridge -0.21 0.01 0.53
Diagonal bridge -0.22 0.08 0.75
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Figure 5.2: Dangling oxygen: (a) projections of the structure; (b) electronic band structure
(left) and DOS (right). The top of the valence band is set to zero.
The lowest energy structure (highest binding energy) corresponds to an oxygen
chemisorbed in a dangling configuration (Fig.5.2a). The oxygen bonds with one phos-
phorus atom, with a P-O bond length of 1.50 A˚; the bond is short and polar, due to the
large difference in electronegativity between P and O (2.19 eV vs 3.44 eV, respectively).
Moreover, the P-O bond is tilted by 44.5◦ away from the phosphorene surface. The phospho-
rus involved in the P-O bond gets dragged into the lattice by 0.11 A˚ in the z direction; apart
from that, the lattice deformation is minimal. The binding energy is very high, -2.08 eV
and -1.82 eV at the PBE and HSE levels, respectively. Thus, the oxygen chemisorption is a
strongly exothermic process, with a large energy gain as a result of the formation of the
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P-O bond, even at the expense of an O=O bond. This defect is electrically neutral, as it
introduces no states in the gap (Fig. 5.2). The DOS (Fig.5.2b) of the bands close to the
Fermi energy is nearly identical to that of pristine phosphorene.
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Figure 5.3: Interstitial oxygen: (a) projections of the structure; (b) electronic band structure
(left) and DOS (right). The top of the valence band is set to zero.
The second lowest energy configuration, which is also electrically neutral, is the interstitial
oxygen bridge, shown in Fig.5.3. In this case, the O penetrates into the lattice, occupying
a position close to a P-P bond centre, and forming a bridge between the two P atoms,
resembling the structure of interstitial oxygen in silicon.[222] The resulting P-O bond lengths
are 1.66 A˚ and 1.68 A˚ and the P-O-P bond angle is 129.6◦. The oxygen atom pushes one of
its P neighbours outwards, as clearly seen in Fig.5.3a (bottom). The monolayer thickness is
now 2.87 A˚, which corresponds to an increase of 36% w.r.t. pristine phosphorene (2.11 A˚).
This huge deformation of the structure due to the oxygen bridge is likely to contribute to
the carrier scattering and even jeopardize the stability of the crystal, especially for larger
impurity concentrations. Despite the large structural change of the lattice, the formation of
interstitial oxygen bridges is highly exothermic, with a binding energy of -1.66 eV (-1.60 eV)
at the PBE (HSE) level. No states are formed in the middle of the gap (Fig.5.3b), and the
transformation from dangling to interstitial oxygen requires an activation energy of 0.69 eV.
There are other metastable bridge-type surface defects with positive binding energies
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(Table 5.1), which may be formed if the oxygen source is more reactive than the O2 ground
state (for example, under light pumping).
Two possible configurations are found: the oxygen is on top of the zigzag ridges, and
can either form a diagonal bridge(Fig.5.4) – connecting atoms on different edges of the
zigzag – or a horizontal bridge (Fig.5.5a) – connecting atoms from the same edge. Both
types of surface bridge defects create levels in the gap.
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Figure 5.4: Diagonal oxygen bridge: (a) projections of the structure; (b) electronic band
structure (left) and DOS (right). The top of the valence band is set to zero.
In the diagonal bridge configuration, the two P-O bonds are identical, with bond
length of 1.73 A˚ and bond angle of 77.0◦. The two P atoms involved in the bonding are
dragged together by the oxygen bridge and their distance is reduced from 2.21 A˚ in pristine
phosphorene to 2.15 A˚. This defect introduces an acceptor state and a perturbed valence
band like state, indicated as A (red) and B (blue) in Fig.5.4, respectively. The perturbed
valence band state is the result of the hybridization between pz orbitals of the oxygen and
p orbitals of neighboring P atoms, while the acceptor state consists of px and py orbitals
from the O and p orbitals from adjacent P atoms. The strong localization of the perturbed
valence band state results in a large peak in the DOS. By comparison, the acceptor state is
slightly more dispersive, and thus produces a broader new set of states from 0 to 0.5 eV,
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just above the Fermi energy.
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Figure 5.5: Horizontal oxygen bridge: (a) projections of the structure; (b) electronic band
structure (left) and DOS (right). The top of the valence band is set to zero.
The horizontal bridge defect has similar properties. The P-O bonds are now 1.75 A˚ long
and form an angle of 107.9◦. The distance between the P atoms involved in the bonding
is 2.83 A˚, decreased by 0.45 A˚ w.r.t. pristine phosphorene. This defect introduces a deep
acceptor state at 0.5 eV near the conduction band. This mid-gap state is formed by the px
orbital of the O and the p orbitals of the two P atoms involved in the P-O bonding. In
addition, there is also a perturbed valence band state. Such gap states are expected to give
rise to recombination lines in luminescence experiments.
Finally, for the most stable (dangling) configuration, we investigate the interaction
of two chemisorbed oxygens. Chemisorbed oxygen atoms repel each other due to the
Coloumb interaction between their p orbitals. However, close configurations may be formed
kinetically following the dissociation of oxygen molecules. Even though the repulsion
between neighboring oxygen atoms (e.g. Fig.5.6a) reduces the binding energy per O atom
of the complex by up to 0.4 eV, the dissociation of O2 and subsequent formation of two
P-O bonds is still very exoenergetic.
The oxygen atoms always point away from the zigzag ridge on which they are chemisorbed
(labeled as A, B or C in Fig.5.6), regardless the position of the other oxygen. The interaction
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Figure 5.6: Possible configurations for two chemisorbed dangling oxygens.
between dangling oxygens depends on both distance and relative orientation of their P-O
bonds. Configurations in which the oxygens point in different directions (e.g. Fig.5.6b) are
favored with respect to configurations where they point towards each other (e.g. Fig.5.6a).
For greater distances (>5 A˚), the electrostatic interaction between the P-O bond dipoles
and the strain interaction fall quickly, resulting in repulsive energies below 0.01 eV. Thus,
the chemisorption of oxygen molecules is likely to be a random process, or rather determined
by the presence of local impurities or other defects.
In a normal working environment, oxygen is present in its molecular form with its
triplet ground state (3Σ−g ), in which the doubly degenerate pi∗2p orbitals are each only half
filled by two electrons with parallel spin. Our calculations show that dissociation of O2,
and subsequent formation of two dangling oxygens leads to an energy gain of about 4 eV.
Further, molecular oxygen can in principle dissociate on the phosphorene surface by either
a direct or an indirect mechanism, through intermediate states where one or two oxygen
atoms are bound to phosphorene, as shown in Fig.5.7. Direct dissociation of O2, however,
would require overcoming a barrier of 5.6 eV (Fig.5.7, left side), close to its binding energy
(6.2 eV at the PBE level[223]) and therefore is highly improbable without photo excitation.
Consistent with our findings, an alternative indirect pathway is likely to be the main
oxidation channel.
Oxygen is initially physisorbed at 3.17 A˚ parallel to the phosphorene surface with a
small binding energy (-0.01 eV and -0.08 eV at the PBE and PBE+vdW,[3] level) as shown
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Figure 5.7: Schematic configuration-coordinate diagram for possible mechanisms for phos-
phorene oxidation. The solid (dotted) lines indicates the potential energy surfaces (PESs)
calculated with fixed (variable) total magnetization. Singlet (black) and triplet (red) PES
as a function of the O2-phosphorene distance are shown in the inset.
in Fig.5.8a. There are however numerous nearly energetically degenerate configurations in
which the oxygen molecule is slightly tilted w.r.t. the surface and is between ∼3.1 A˚ and
∼3.3 A˚ away from phosphorene (see for example Fig.5.8b-c-d).
Nevertheless, in all cases the system is in a triplet state, and no charge transfer between
O2 and phosphorene is observed. As the oxygen molecule gets closer to the surface, the
degeneracy of its pi∗2p orbitals is lifted due to the hybridization with the phosphorene lone
pairs, and the singlet state becomes more stable than the triplet. Therefore, there must
be at least one point in configuration space where the triplet and singlet potential energy
surfaces (PESs) cross, and triplet-to-singlet conversion likely takes place non-radiatively
through intersystem crossing (ISC). This crossing occurs when the oxygen molecule is
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Figure 5.8: Representative configurations and their binding energy Eb for physisorbed
molecular oxygen on phosphorene. Binding energies are calculated using the PBE functional
with van der Waals corrections as described by Grimme[3] to correct for the well known
deficiency of DFT in accounting for dispersion interactions.
approximately 1.9 A˚ above the phosphorene surface (see Fig.5.7-inset). Eventually O2 is
chemisorbed, forming a diagonal molecular bridge, with an energy gain of 0.13 eV w.r.t.
isolated (triplet) oxygen and pristine phosphorene. This is similar to one of the proposed
pathways for oxidation of silicon[224, 225] and graphene.[226] As is clear from the PESs in
Fig.5.7, in the adiabatic approximation, reaching the oxygen molecular bridge configuration
requires an activation energy that depends on the crossing point between triplet and singlet
PESs. A spin-unrestricted variable-magnetization calculation gives a barrier of 0.54 eV.
The value of this energy barrier is consistent with the crossing of the spin-restricted triplet
and singlet potential energy surfaces, shown in Fig. 5.7-inset, where the crossing happens
at approximately 0.65 eV. The small difference between these two values can be ascribed
to the spurious mixing of states of different spin in the unrestricted calculation (known as
spin contamination).
Once the oxygen bridge has been formed, however, only 0.15 eV is needed for the
spin-allowed phonon-mediated dissociation of the O2 bridge, and subsequent formation of
two dangling O, with an energy gain of ∼3.9 eV. The bottleneck of phosphorene oxidation
is then the initial chemisorption, where the system needs both to overcome an energy
barrier and undergo an ISC, an inherently slow process. Landau-Zener[227, 225, 228]
theory provides an estimate of the probability Pts for the (single passage) triplet-to-singlet
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conversion:
Pts = 2
[
1− e−V 2/hv|Ft−Fs|
]
, (5.2)
where V is the spin-orbit matrix element between the triplet and singlet states of free O2,
v is the velocity of an incident O2 molecule, Fs and Ft are the slopes of the singlet and
triplet PES at the crossing point, and h is the Planck’s constant. By using the spin-orbit
coupling for an isolated oxygen molecule V = 122 cm−1,[229, 225, 228] and estimating v
from the O2 center-of-mass thermal energy at 300 K,[228, 226] we obtain Pts = 0.12. Thus,
the triplet-to-singlet conversion limits this oxidation channel. Nonetheless, due to the small
energy barrier and the high exothermicity of the reaction, dangling oxygen defects will be
present on the phosphorene surface after exposure to oxygen (or air). Using an attempt
frequency ν = 1013 s−1, we estimate a rate of the order of 103 s−1 at room temperature.
In addition, singlet oxygen is expected to readily oxidize phosphorene because only two
low barriers (0.02 and 0.15 eV) separate the physisorbed oxygen from the lowest energy
chemisorbed configuration.
5.1.4 Conclusions
From these theoretical results, we can infer the effects of oxidation and how they can be
detected. The readiness with which phosphorene oxidizes in air is easily explained by the
stability of the oxygen defects, which have binding energies of up to -2.1 eV per oxygen
atom. However, the formation of surface dangling oxygen defects requires an activation
energy of at least ∼0.54 eV leading to the structure shown in Fig. 5.2(a). This energy has
to be provided either thermally or possibly by light-induced excitation of the O2p electrons.
The penetration of O into the lattice from the dangling configuration requires an activation
energy of 0.69 eV, and probably occurs in a subsequent stage. The most stable oxygen
defects are electrically neutral, in analogy with the case of interstitial oxygen in Czocharlski
silicon, which in its isolated state leaves the electronic properties unaffected.[222] Dangling
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oxygen defects cause little lattice deformation. However, they change the surface affinity to
interact with other species present in air. Once some oxygen atoms are chemisorbed, the
surface will be polarized, due to the difference in electronegativity between O and P, and
will become more hydrophilic.
(a) (b)
Figure 5.9: Physisorption of a water molecule in proximity of a dangling oxygen defect (a)
or on a bare phosphorene surface (b). The dotted line in (a) indicates the formation of a
hydrogen bond between the water molecule and the chemisorbed oxygen.
The O atoms serve in fact as anchors for hydrogen bonds with water molecules resulting
in a binding energy of -0.22 eV, to be compared with -0.09 eV for a water molecule
physisorbed onto a bare phosphorene surface. This energy gain is due to the formation of
a hydrogen bond between the water molecule and the chemisorbed dangling oxygen, as
indicated by the dotted line in Fig.5.9.
Thus, even though dangling oxygen defects themselves do not drastically change the
properties of the material, they can be a starting point for the formation of more complex
defects involving water or other polar molecules. The presence of oxygen defects might
indeed play a role in the hydrophilicity of few-layer black phosphorus observed after air
exposure.[221]
Recently it has been claimed[230] that the simultaneous presence of oxygen, water and
light is necessary for few-layer black phosphorus oxidation. Our results (Fig.5.7) show that
oxidation should also be possible in pure oxygen atmosphere (under light illumination).
The issue seems to be how oxidation is detected. Conventional Raman spectroscopy is
sometimes not sensitive to surface-adsorbed species on semiconductors, especially if present
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at low concentration.[231] Moreover, since the experiment in Ref. [230]. was performed on
few-layer black phosphorus (not monolayer) the majority of the Raman signal probably
comes from the pristine layers underneath the first oxidized layer; P-O vibrational modes
might also be hidden beneath the SiO2 substrate vibrational background. Surface-sensitive
spectroscopic techniques, such as surface-enhanced Raman spectroscopy[232] or vibrational
sum frequency generation[233], may be required for experimental detection and classification
of oxygen defects. We found that dangling oxygen gives rise to a local vibrational mode at
1099 cm−1, while interstitial oxygen originates two local vibrational modes at 574 cm−1
and 763 cm−1.
For low oxygen concentrations, the activation energy for oxygen insertion (forming
interstitial oxygen from an initial dangling configuration) is W= 0.69 eV. Estimating
the transition rate R = ν exp(−W/kT ) using the typical vibrational attempt frequency
ν = 1013 s−1, the transition rate at room temperature is already of the order of 10 s−1. Thus,
some interstitial oxygen may be formed at room temperature, albeit at a concentration
orders of magnitude lower than dangling oxygen.
Nevertheless, oxygen insertion into the lattice results in considerable deformation,
expanding the P-P distance, increasing the local layer thickness by 36%. This promotes
further oxidation in the neighborhood of the pre-existing interstitial oxygen defects. Further,
for high enough interstitial oxygen concentration, the crystal might break apart due to this
large stress, probably forming molecular compounds such as phosphorus trioxide (P4O6),
phosphorus pentoxide (P4O10) or phosphates.
Even though oxygen bridge-type defects are metastable, they can be formed under non-
equilibrium conditions. Such defects are electrically active, introducing deep acceptor states
and perturbed valence states. It is noteworthy that in thicker multilayer black phosphorus
(more than three layers), the acceptor state of the diagonal bridge defect hybridises with
the valence band,[20] and likely contribute to the p-type conductivity often observed in
samples not intentionally doped.[234, 15]
Since the formation of the electrically active defects requires a larger activation energy,
97
a possible strategy to avoid their formation is to process the samples in dark and at low
temperature. Further, avoiding the contact of oxidized samples with water may prevent the
formation of more complex defects and sample deterioration.
5.2 Experimental observation of electron traps in air-exposed black phos-
phorus and a passivation method to avoid oxidation
In this section, we present both an experimental and a computational study (Secs. 5.2.2
and 5.2.3, respectively) on the formation of electron trap in ultrathin air-exposed black
phosphorus. Even though the experimental part was carried out by collaborators at the
National University of Singapore, we report the results here (from Ref. [20]) to highlight
the link between our computational work and the experiment results.
5.2.1 Introduction
As discussed in detail in the previous section for the case of a monolayer, black phosphorus
(bP) has a strong tendency to oxidize, which leads to significant degradation of its electronic
properties, and eventually to its structural breakdown. Considerable deterioration of the
surface and significant roughening even just one hour after exfoliation has been observed
using atomic force microscopy (AFM).[18] The effect also becomes apparent under optical
microscopy if the exfoliated crystals are left in air for 24 hours.[221] Even before this
structural breakdown, the properties of black-phosphorus are expected to drastically change
upon air exposure because of the formation of electrically active oxygen defects, as shown
in Figs. 5.4 and 5.5 for the case of monolayer.[19]
Currently, the disintegration of few-layer bP limits our ability to study monolayer crystals
and also raises the question of how surface deterioration impacts transport behaviour.
A method for passivating ultrathin bP crystals without prior exposure to ambient air
and without chemical precursor treatment is necessary for further studies and practical
applications of phosphorene. This will allow access to the intrinsic material properties,
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and provide understanding of how oxidation affects the physical properties and potentially
enable technological applications of ultrathin black phosphorus phosphorene.
In this Section, we report theoretical and experimental evidence for the formation of
electrically active defects in ultrathin black phosphorus. We also present an experimen-
tal passivation method to prevent bP oxidation, and we show that passivation in inert
atmosphere results in ambipolar trasport behaviour in ultrathin bP.
5.2.2 Experimental procedure and results
The experimental procedure - conducted by our collaborators at the National University
of Singapore (see Ref. [20]) - starts by cleaving and exfoliating ultrathin bP crystals onto
SiO2/Si wafers using micromechanical exfoliation in an Ar-filled glovebox with an O2 and
H2O concentration of less than 2 p.p.m. Crystals of thickness 3-10 nm are identified under
an optical microscope in the glovebox.
For the passivation of ultrathin bP, the dry transfer method developed for the fabri-
cation of high-quality graphene heterostructures[235, 236, 237] is used. In short, either
graphene or hexagonal boron nitride (hBN) is exfoliated onto SiO2/Si wafers coated with
polymethylglutarimide and polymethylmethacrylate (PMMA), which serve as release and
support polymer layers, respectively. After identifying a suitable graphene or few-layer
hBN crystal, the polymethylglutarimide is developed and the passivation crystal held by
the PMMA polymer layer is put on a transfer slide and brought into the glovebox. To
complete the transfer, the graphene or hBN is lowered onto the exfoliated bP using a
micromanipulator in the glovebox and the support PMMA layer is removed.
To demonstrate that the transfer of graphene or few-layer hBN preserves the pristine
ultrathin bP crystals (in other words, it does not break the crystallinity of the few-layer
bP crystal underneath), AFM measurements and Raman spectroscopy of adjacent exposed
and protected surfaces after removing the sample from the inert gas environment are
performed. Fig. 5.10a,b show AFM scans of an exfoliated ∼5 nm-thick bP crystal covered
with graphene and exposed to ambient air for 10 minutes and 24 hours, respectively. From
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Figure 5.10: AFM study of the surface integrity of passivated and exposed ultrathin black
phosphorus (bP) in ambient conditions. (a-b) AFM scans of a 5 nm-thick black phosphorus
(bP) crystal partly covered with graphene. The images are acquired, respectively, 10 minutes
and 24 hours after exposure to ambient conditions. The white dashed lines outline the
passivating graphene crystal. (c) AFM scan of a 10 nm-thick bP crystal partly covered
with hexagonal boron nitride (hBN) after 5 days in ambient conditions. Scale bar, 4 µm
(for all images).(d) Average roughness (Ra) versus time for the passivated (blue triangles)
and exposed (red squares) bP surface of the bP/hBN sample from (c). The dashed lines
are a guide to the eye.
the acquired AFM images it is evident that the unprotected surface of the ultrathin bP
crystal develops significant roughness, while parts of the bP that are under graphene do
not show any noticeable surface change. In Fig. 5.10c, similar behaviour is observed for
bP samples covered with hBN. In Fig. 5.10d, we compare the average surface roughness,
Ra, versus time for the passivated and unprotected regions for the case of hBN. Ra is
defined as the arithmetic average of the absolute values of the surface height deviations,
Ra =
∑N
i |∆zi|/N , where ∆z is the surface height deviation measured from the mean
surface plane and N is the total number of data points in the scan. Over a period of 8
hours the surface covered with hBN does not show any significant change while the Ra
value for the exposed area further increases to above 5 nm. Upon further exposure the
roughness on the unprotected region congregates into thick droplet-like structures, which
become observable under optical microscopy (Figs. 5.10c). At this point the exposed part
of the bP is fully degraded, and does not show any noticeable Raman signature for bP.[20]
We now compare the charge transport characteristics of the passivated and exposed
ultrathin bP. A few-layer insulating hBN is used to fabricate devices for electrical transport
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measurements as a passivating layer. Contacts are deposited on both sides of the hBN strip
to measure the pristine part of the bP crystal. Additional contacts are made to probe the
exposed region of the same crystal for direct comparison of the electronic transport in each
region. The device structure of a typical sample is shown in Fig. 5.11a.
Figure 5.11: Comparison of encapsulated and exposed ultrathin black phosphorus (bP)
field-effect transistors (FETs). (a) A schematic three-dimensional illustration of the device
geometry. (b) Four-terminal conductance versus backgate voltage (Vg) of the passivated
and exposed channels of two bP FETs at source-drain bias Vsd=50 mV and temperature
T=300 K. Sample #1 thickness ∼4.5 nm and sample #2 thickness ∼5.7 nm. For the
exposed region of sample #1 and #2, the backgate voltage has been shifted by -10 V and
-40 V for visualisation purposes. Field-effect mobilities were extracted from the line fit
(black dashed line).
Fig. 5.11b shows the four-terminal conductance against backgate voltage (Vg) at room
temperature of both encapsulated and exposed regions for two devices of different thickness
(sample 1 is 4.5 nm and sample 2 is 5.7 nm). For the exposed channels on the hole conduction
side, at negative Vg = −70 V, the sheet conductance increases to >2µS while at positive
Vg, on the electron side, the conductance remains an order of magnitude smaller. The
observation of a higher hole conductance and suppressed electron transport for the exposed
region of the device is consistent with previously reported bP FETs and demonstrates
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dominant p-type behaviour.[210, 18, 15, 207, 211]
In comparison, the passivated part of the device has a sheet conductance of >5µS at
Vg = 70 V thereby exhibiting approximately symmetric electron and hole transconductance
centred around Vg. In the passivated channel, the conductance on the electron side improves
by a factor of more than 10, while the p-type conductance remain largely unchanged.
From the four-terminal conductance in Fig. 5.11b, we estimate the field-effect mobility
µFE using
µFE =
L
W
1
Cg
dG
dVg
(5.3)
Here Cg is the backgate capacitance, G is the electrical conductance, W and L are,
respectively, the length and width of the channel.
On the hole side of our devices the mobility is in the region of µFE>10 cm
2V−1s−1
at room temperature for both the passivated and exposed channel. At T=200 K, hole
mobilities of 118 cm2V−1s−1 and 86 cm2V−1s−1 are obtained for the exposed and the
passivated channel, respectively. These values are consistent with what has been previously
reported for a bP FET of similar thickness.[210, 15]
In the passivated channel, at positive Vg, the improved electron conductance leads to
significantly improved electron mobility. At room temperature, µFE>10 cm
2V−1s−1 is
obtained on the electron side while the values in the exposed region remain 10 to 100 times
lower. At T=200 K in the passivated channel, the electron mobility is 62 cm2V−1s−1 ,
while the values in the exposed region do not exceed 5 cm2V−1s−1. An enhancement of
electron transport for the passivated channels has been reproduced in all measured samples
and the direct comparison with the exposed region clearly demonstrates the effect of the
passivation. The improved electron conductance and field-effect mobility demonstrate the
formation of a clear electron conduction channel in the passivated bP devices.
Therefore, we propose that the response of the passivated channel corresponds to
the behaviour of pristine bP, while the transport in the exposed channel is affected by
102
degradation consistent with the AFM and Raman spectroscopy observations. The major
hallmarks of the degradation in the exposed channel are the deterioration of transport on
the electron side, moderate p-doping and essentially unaffected transport on the hole side.
These transport results suggest the formation of electron traps in the exposed bP, such that
under positive electrostatic gating the Fermi level cannot be shifted to the conduction band.
5.2.3 Computational results
Electron trap states in bP were shown to be induced by oxygen point defects in the
theoretical study reported in Sec. 5.1 and Ref. [19]; it was found that two configurations of
chemisorbed oxygen, the diagonal oxygen bridge (Ob−d) and the horizontal oxygen bridge
(Ob−h) lead to the formation of electron traps. As atmospheric oxygen molecules adsorb onto
the surface of few-layer bP, the formation of electrically active oxygen bridge defects could be
competing with the formation of other defects, like the dangling oxygen configuration, which
are energetically more stable but are neutral and undetectable by electrical measurements.
Since electronic relaxation processes are typically orders of magnitude faster than atomic
relaxation processes, meta-stable electrically active bridge defects in air-exposed bP could
be significantly altering the electronic behaviour, similarly to the meta-stable epoxide defect
in graphene.[226, 238]
Here we consider how the exposure to ambient atmosphere could produce electron traps
by first principles DFT calculations. In Fig. 5.12 we show the electronic band structure
of mono and few-layer bP with a chemisorbed oxygen diagonal bridge Ob−d defect. In
monolayer the oxygen atom introduces two states within the bandgap which have Opx and
Opz orbital character. With increasing number of layers, as the gap decreases, both the
px and pz states plunge and hybridize with the bP valence band. Since the pz state is
filled it does not affect the conduction of electrons, whereas the px state is an electron trap,
consistent with experimental observation.
We note that semilocal DFT calculations are known to underestimate the bandgap
and the calculated electron trap state is highly dispersive which may be an artifact of
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the finite size of the calculation supercell. Nevertheless, despite these shortcomings the
calculation qualitatively reproduces the inclusion of oxygen defects to pristine multilayer bP
and suggests that the experimental observations could be due to formation of the oxygen
bridge defects on the exposed channel, which are absent in the passivated channel.
X YΓ X YΓ X YΓ
Figure 5.12: Electronic band structure few-layer black phosphorus with an oxygen point
defect Band structure of ultrathin bP with a chemisorbed diagonal oxygen bridge defect
(Ob−d) from monolayer (1L) up to three layers (3L). Occupied bands are represented by
solid black lines and unoccupied by solid red lines. Oxygen and Phosphorus are represented
as red and blue spheres, respectively. The bands of the pristine black phosphorus are
overlaid as shade, and the labels indicate the p-orbital character of the oxygen related
bands at the Γ point.
5.2.4 Conclusions
In summary, we have shown that the exposure to air strongly modifies the electric behaviour
of ultrathin bP, resulting in asymmetric electron-hole transport. We propose that the
strongly suppressed electron transport is due to the formation of electrically active oxygen
defects, as predicted by DFT calculations. We also show that passivation in inert atmosphere
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with either graphene or hexagonal boron nitride (hBN) preserves black phosphorus from
degradation, and allows recovery of the ambipolar behaviour expected for pristine black
phosphorus. Passivated bP channels in fact show a significantly (10 to 100-fold) improved
electron mobility at room temperature (compare to the air exposed samples) resulting in
symmetric electron and hole transconductance characteristics, due to the absence of oxygen
defects.
Chapter 6
Phosphorene oxides: bandgap engineering of
phosphorene by oxidation
This Chapter is divided in two parts. In the first we report a theoretical study showing
that oxidation of phosphorene can lead to the formation of a new family of planar (2D) and
tubular (1D) oxides.[21] Shortly after this theoretical work, experiments confirmed that
phosphorene oxides can indeed be formed. In the second part of this Chapter, we report a
joint experimental-theoretical work showing evidence for the creation of a stable oxide on
the surface of black-phosphorus [22]. The work reported here is partially reproduced with
permission from Ref. [21] (Copyright: 2015, American Physical Society) and from Ref. [22]
(Copyright: 2015, American Chemical Society).
6.1 Phosphorene oxides: predicting a new class of two-dimensional ma-
terials
6.1.1 Introduction
Phosphorene, a single layer of black phosphorus, is a unique two-dimensional semiconductor
with a nearly-direct gap in the visible range.[14, 1] It stands out amongst the family of 2D
materials for its orthorhombic waved structure with superior flexibility and small Young’s
modulus,[239] allowing for strain-driven band structure engineering.[14] From the point
of view of electronic and optoelectronic applications, it features high carrier mobility and
on-off ratio,[18, 207] as well as a giant photoresponse in the IR and UV.[211] In contrast
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to graphene, phosphorene is prone to oxidation,[19] which usually leads to degradation of
the structure and electronic properties.[20, 221, 240] At present oxidation is avoided by
encapsulating with polymers or other two-dimensional materials e.g. graphene or boron
nitride[20, 241] and we have conducted calculations that have aided understanding of how
electrical conductivity is affected by oxidation and participated in interpreting experiments
exploring encapsulation to prevent oxidation as outlined in the previous chapter.
However, there are indications that a phosphate layer grown in a controlled way could
be used as a protective layer or even as a functional material on its own. Black phosphorus
oxidizes on the surface, seemingly leaving the deepest layers intact. The non-uniform
degradation pattern normally observed, showing as dark patches on an optical microscope
image, seems to require the interaction with water,[230, 220] even though energy-loss spectra
shows PxOy still grows in oxygen-only atmosphere.[242] In this Chapter, we show that
phosphorene oxides and suboxides can exist in monolayer form, suggesting that there is an
opportunity for growth of single-layer or few-layer native oxide at the black phosphorus
surface.
The existence of an insulating native oxide is an added advantage for phosphorene.
Similar to phosphate glasses,[243] monolayer P2O5 is transparent in the near UV, preserving
the optical properties of any remaining underlying phosphorene substructure. Further, since
such a P2O5 coating is saturated with oxygen, it in principle can prevent further oxygen
molecules from reaching the pristine phosphorene layers beneath. Bulk P2O5 has at least
three known planar crystalline polymorphs - a molecular solid[244] (with P4O10 structural
units) and two orthorhombic phases,[245, 246] as well as an amorphous phase.[247, 248]
The thermodynamically most stable form (o′-P2O5) is a layered structure belonging to the
Pnma space group.[246] A monolayer phase, different from the one reported here, has also
been proposed by a recent theoretical study.[249]
In this chapter, we show that suboxides (P4On, n < 10) also exist in a variety of layered
forms, most of them insulating, with bandgaps that depend on the oxygen concentration.
This offers the possibility of using oxidation as a means to engineer the bandgap of
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phosphorene. After presenting the computational methodology, we describe the structure
and energetics of phosphorene oxides; then, we consider their electronic properties and
finally their vibrational spectra.
6.1.2 Computational details
All first-principle calculations are based on the framework of density functional theory
(DFT), as implemented in the Quantum ESPRESSO package.[212] We use the PBE[51],
PBEsol[67] and HSE06[81] (HSE hereafter) approximations for the exchange and correlation
energy. The PBEsol functional is preferred over PBE because it cures the systematic ten-
dency of PBE to overestimate equilibrium lattice constants of solids.[51] The HSE functional,
with its fraction of screened short-ranged Hartree-Fock exchange, yields reasonably accurate
predictions for energy bandgaps in semiconductors.[85, 86, 87] Unless otherwise stated,
all quantities reported (e.g. energies, bond lengths and bond angles) are obtained with
the PBEsol functional. For PBEsol and PBE calculations the electron-ion interaction is
described using the projector-augmented wave (PAW)[133] approach, while norm-conserving
Troullier-Martins pseudopotentials[215] are employed in HSE calculations. We use a plane
wave basis set with kinetic energy cutoffs of 70 Ry (280 Ry) to describe the electronic wave
functions (charge density). Vibrational properties including Raman and infrared spectra
are calculated with density functional perturbation theory[30] (DFPT) and the PBEsol
functional. The Brillouin zone is sampled using a Γ-centered 10×8×1 Monkhorst-Pack
(MP) grid[216] for all but the vibrational calculations, for which a finer 15×12×1 grid is
employed. A supercell periodicity of 16 A˚ in the direction perpendicular to the monolayer
is used to avoid spurious interactions between replicas of the system. For each oxygen
concentration, tens of different configurations are used as starting points for optimization.
Then, lattice geometries and atomic positions are relaxed till the forces on each atom are
less than 10−3 eV/A˚, and the pressure less then 1 kbar, except for the HSE calculations,
where we use the PBE (with norm-conserving pseudopotentials) lattice parameters. The
tetrahedron smearing method[217] is used with a Gaussian broadening of 0.04 eV and a
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12×9×1 MP grid in the density of states (DOS) calculations. However, local and semilocal
DFT functionals (such as PBE and PBEsol) are known to underestimate the bandgap
because of their missing derivative discontinuity in the exchange-correlation energy across
the gap.[250, 93] The inclusion of a fraction of exact nonlocal short-ranged Hartree-Fock
exchange, as done in HSE, partially cures this shortcoming, giving bandgaps in better
agreement with experiment.[81, 87] Thus, we use HSE to calculate the bandgap energy.
To further validate the HSE results, we calculate the bandgap of pristine phosphorene
and the two phosphorene oxides (p-P4O10 and t-P4O10) using the GW approximation
to the electron self-energy within the generalized plasmon pole model.[6, 7] The GW
method is state-of-the-art for evaluating quasiparticle bandgaps since it gives values in
very good agreement with experiment (typically within 0.2 eV) for a large variety of
systems and a broad range of bandgaps.[96] The GW calculations are performed in two
stages. First, relaxed lattice geometries, equilibrium atomic positions and the electronic
ground state are obtained from a DFT calculation with the PBE functional and Troullier-
Martins pseudopotentials.[215] Then, the DFT Kohn-Sham orbitals and energies are used to
construct both the electronic Green’s function, G, and the dynamically screened interaction,
W, to evaluate the quasiparticle self-energy Σ ≈ iGW . This method is commonly referred to
as G0W0. To achieve convergence in our GW calculations we follow the procedure proposed
by Malone and Cohen.[251]
Since the evaluation of the self-energy Σ in the ‘one shot’ GW approximation[6, 7] (also
known as G0W0) requires large summations over empty states, reciprocal lattice vectors
(G-vectors), k-points and q-points, its convergence needs to be treated with care.
First we need to converge the summation over empty states and reciprocal lattice vectors
in the dielectric matrix , together with the summation over empty states in Σ because
higher energy bands have non-negligible components from matrix elements corresping to
higher energy G-vectors.[251] A naive convergence procedure in which these parameters are
treated independently would lead to false convergence and error underestimation, severely
compromising the reliability of the GW calculation. A particular striking example is the
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case of ZnO, as pointed out in Ref.[252]. On the other hand, convergence in the summations
over bands and reciprocal lattice vectors weakly depend on the k/q sampling, hence their
convergence can be safely carried out independently.[251]
Following Ref. [251], we carry out our convergence study in five steps:
1. Calculation of the dielectric matrix with a very large number of G-vectors and empty
states, much larger than needed for convergence (later determined at point 3 and 4,
respectively). This highly converged dielectric matrix is essentially equivalent (within
the required precision) to a dielectric matrix of infinite size constructed with an infinite
number of bands and it will be used to determine the other convergence parameters
of the calculations. In particular, we use 768 bands with a cutoff of 20 Ry for pristine
phosphorene, and 1792 bands with a cutoff of 20 Ry for both p-P4O10 and t-P4O10.
2. Convergence study of the bands in the self-energy summation using the highly
converged dielectric matrix calculated at point 1. The numbers of bands will be
increased till the band gap (at Γ) is converged at the desired accuracy (0.01 eV for
pristine phosphorene and 0.02 eV for p-P4O10 and t-P4O10) .
3. Convergence study of the G-vectors included in the summation in Σ to determine the
dielectric matrix cutoff (the number of bands in Σ is the one determined at point 2).
We converge the band gap with an accuracy of 0.01 eV for pristine phosphorene and
0.02 eV for p-P4O10 and t-P4O10.
4. Convergence study of the bands effectively needed in the dielectric matrix . The
bands needed for convergence will be substantially less than those used at point 1.
We consider the calculation converged when the band gap varies less than 0.01 eV for
pristine phosphorene and 0.04 eV for p-P4O10 and t-P4O10.
5. Convergence of k/q points. The calculations at point 1-4 were carried out on a coarse
2×2×1 Monkhorst-Pack grid[216] for p-P4O10 and t-P4O10, while a 10×8×1 grid was
used for the pristine phosphorene. With the convergence parameters determined
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in the previous step we perform tests on the k/q mesh. We increase the mesh till
the band gap is converged within 0.03 eV for pristine phosphorene and p-P4O10 and
t-P4O10.
We therefore conservatively estimate the errors in our GW band gaps at 0.05 eV for
pristine phosphorene and at 0.1 eV for p-P4O10 and t-P4O10. The convergence studies for
the band gap of pristine phosphorene, p-P4O10 and t-P4O10 are plotted in Fig.6.1. The
parameters used in the GW calculations are summarised in Table 6.1, compared with the
two previous GW calculations already present in the literature.
Figure 6.1: Convergence study of the GW calculations for pristine phosphorene, p-P4O10
and t-P4O10. The bandgap energy error is defined as the difference between the bandgap in
the calculation under consideration and the benchmarking calculation done with the highly
converged dielectric matrix which is essentially equivalent (within the required precision) to
a dielectric matrix of infinite size constructed with an infinite number of bands. (see Point
1 in the convergence procedure reported in the text)
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Table 6.1: The parameters used in the GW calculations and the converged band gaps
are reported below, together with the results already present in the literature. DFTcutoff
refers to the energy cutoff in the plane wave basis used in the preliminary DFT calculation
and cutoff defines the size of the dielectric matrix. In Ref. [1] and Ref. [2] cutoff was not
reported.
System Egap DFTcutoff cutoff Bands  Bands Σ k/q-grid
Phosph. (Ref.[1]) 2.00 eV 25 Ry – ∼110 ∼110 14×10×1
Phosph. (Ref.[2]) 1.60 eV 20.6 Ry – 370 370 12×10×1
Phosph. (this work) 1.70 eV 70 Ry 12 Ry 384 512 24×20×1
p-P4O10 8.50 eV 70 Ry 8 Ry 800 896 7×4×1
t-P4O10 8.69 eV 70 Ry 8 Ry 800 896 4×6×1
For all the GW calculations we use a supercell of 20 A˚ in the direction perpendicular to
the monolayers and a slab-truncation of the Coulomb potential.[253] The GW calculations
are performed with the ABINIT code.[254]
6.1.3 Results and discussion
6.1.3.1 Crystal structure
First we describe the new family of phosphorene oxides (POs) found in this study. These
are obtained by adding oxygen atoms to phosphorene, while preserving the rectangular
symmetry of the lattice vectors. We considered all compounds P4On with n between 1
and 10. The maximum oxygen concentration of 250%, or 10 oxygen atoms per unit cell,
corresponds to the stoichiometry of phosphorus pentoxide (P2O5 or P4O10), whose known
polymorphs[255] were mentioned in the introduction.
For each oxygen concentration, we use tens of different starting points corresponding to
different O atom arrangements in the pristine phosphorene lattice. After lattice relaxation
and geometry optimization, numerous metastable phosphorous oxide (PO) structures are
identified. We find that, for each oxygen concentration, the most stable POs can always
be divided into two very distinctive classes: planar (2D) and tubular (1D) forms. For
convenience, we refer to the planar forms as p-P4On and to the tubular forms as t-P4On,
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where n is the number of oxygen atoms in the unit cell. We also identify surface forms
s-P4On. Some representative structures are depicted in Fig. 6.2.
Figure 6.2: Representative structures of phosphorene oxides.
Analysis of the local oxygen atom environments that are common to both p-P4On and
t-P4On forms presented in Fig. 6.2 indicates that all the PO structures identified exhibit
two P-O motifs: the dangling and bridging oxygen motifs shown in Fig. 6.3.
The dangling oxygen motif, represented in Fig. 6.3a, consists of an O atom that forms a
bond with only one P atom. Formation of the dangling oxygen bond involves phosphorus
electron density being attracted towards the more electronegative oxygen atom, giving
rise to an excess of negative charge localized on this atom (Fig. 6.3a). The P-O bond is
short, strong and polar with bond lengths ranging from 1.44 A˚ to 1.51 A˚ depending on
the phosphorus oxidation number and local environment. Often this bond is classified as
a double bond,[256, 248, 255, 257] although its identification as P=O is not completely
accepted[258, 259, 260]. Nevertheless, hereafter we will refer to this bond as P=O for
simplicity.
Similar to what has been found for dangling oxygens on a phosphorene surface,[19] in
the PO forms identified here, the P=O bonds always point away from the zigzag ridge in
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which they are chemisorbed, minimizing Coulomb repulsion between the oxygen p orbitals.
Figure 6.3: Examples of charge density distribution in recurrent motifs in phosphorene
oxides: (a) dangling oxygen (b) bridging oxygen. The isosurfaces correspond to 1/10 of the
total charge density.
The average P=O bond length decreases monotonically as the number of oxygens linked
to the phosphorus involved in the bond increases. Let P(n) be a phosphorus atom that is
linked to n oxygens, where n = 1, . . . , 4. With this notation P(1)=O defines a double bond
in which a phosphorus is linked to only one oxygen, as shown for example in Fig. 6.3a. The
average P=O bond lengths for the sequence of P(n) configurations are given in Table 6.2
for the planar and tubular forms. The longest P=O bond is found for n = 1 (where the
P atom establishes a P=O bond and three P-P bonds); conversely, the shortest P=O
bonds are found in p-P4O10 and t-P4O10 (n = 4), where the phosphorus atom is bonded to
four oxygens. This monotonic decrease in the P=O bond length with increasing oxygen
connectivity has an analogue in the molecular solid series P4Om (m=6−10).[261, 262, 263]
Table 6.2: Average bond lengths for various O linkages in planar and tubular forms (A˚).
Planar Tubular
PBE PBEsol PBE PBEsol
P(1)=O 1.502 1.508 1.481 1.477
P(2)=O 1.478 1.476 1.470 1.466
P(3)=O 1.463 1.459 1.461 1.458
P(4)=O 1.449 1.445 1.450 1.447
In the bridge motif, as the name indicates, the oxygen atom bridges two P atoms,
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occupying a position close to a P-P bond center (Fig. 6.3b). The electron density is mostly
distributed on the two P-O bonds, and only a moderate electron density accumulation is
observed on the oxygen. Therefore, we expect a much stronger Coulomb repulsion between
dangling oxygens than bridging oxygens, especially for high O concentrations. The P-O
bondlengths in this case are between 1.61 A˚ and 1.78 A˚, with this wide range arising from
different strain interactions and lattice distortions depending on the oxygen concentration.
Bridging oxygens can either bond with P atoms from the same or from different zigzag
ridges, therefore forming intra-ridge (e.g. B or C in Fig. 6.4b) or inter-ridge (e.g. D in
Fig. 6.4b) bridge structures. In particular, inter-ridge bridges are essential for the formation
of the planar forms because they effectively link different ridges that would otherwise
separate and form 1D tubular chains. The formation of oxygen bridges increases the lattice
parameters considerably, resulting in deformations as large as 90% relative to pristine
phosphorene for the maximally oxidized forms (see Table 6.3).
Table 6.3: Lattice parameters (a,b) and deformations relative to pristine phosphorene for
representative POs.
System XC a (A˚) b (A˚) ∆a(%) ∆b(%)
Phosphorene PBE 3.30 4.62 – –
PBEsol 3.28 4.45 – –
p-P4O10 PBE 4.48 6.79 36 47
PBEsol 4.41 6.75 34 51
t-P4O10 PBE 6.40 4.63 93 0.2
PBEsol 6.28 4.58 91 2.9
s-P4O2 PBE 3.46 5.05 4.8 9.3
PBEsol 3.41 4.37 3.9 -1.8
s-P4O4 PBE 3.64 5.11 10.3 10.6
PBEsol 3.57 4.85 8.2 9.0
Dangling and bridging oxygens can occupy numerous positions in the lattice, giving rise
to a manifold of metastable, nearly degenerate structures. In the following we examine
in detail the most stable POs obtained for maximum oxygen concentration: the planar
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p-P4O10 and the tubular t-P4O10 forms. These are shown in Figs. 6.4 and 6.6, respectively.
(b)(a)
Figure 6.4: Crystal structure of p-P4O10 (a) Top view. The quasi-tetrahedral PO4 unit is
shown in the inset. (b) Profile view. The four colors indicate four different bondlengths (A,
B, C, D). Bonds with the same colour are identical.
The planar p-P4O10 is a waved structure, like the parent phosphorene. It can be built
by placing an oxygen atom near each bond-center and near each lone pair of the pristine
structure. The space group is Cm (C3s ), and the unit cell contains four phosphorus and
ten oxygen atoms. There are four inequivalent P-O bonds, three of which connect the
phosphorus atom with bridging oxygens (B,C,D in Fig. 6.4b), while the forth links the
phosphorus to a dangling oxygen (A in Fig. 6.4b). The respective bond lengths are given
in Table 6.4. To minimize Coulomb repulsion, the bridging oxygens between P atoms in
the same zigzag ridge alternate up and down buckling, forming two rows parallel to the
x-direction and separated by 1.23 A˚ in the z-direction (see bonds C and B in Fig. 6.4b),
one row being above and the other below the x-y plane passing through the two P atoms in
the zigzag ridge.
Alternatively p-P4O10 can be seen as consisting of identical quasi-tetrahedral PO4 units,
forming a network of vertex-sharing tetrahedra (Fig. 6.4a). The bond lengths of the PO4
tetrahedra are listed in Table 6.4. The deviations from the ideal tetrahedral bond angles
(109.5◦) can be straightforwardly explained in the framework of valence-shell electron pair
repulsion (VSEPR) theory.[264, 265, 266] The more polar P-O(A) bond repels the other
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less polar P-O bonds, causing larger bond angles relative to the idealized tetrahedral
geometry.[266]
Table 6.4: Bondlengths and bond angles for p-P4O10 and t-P4O10 calculated with the PBE
and PBEsol functionals. For the surface oxide forms, O-P(α)-P(β) is the angle between the
O-P(α) and the P(α)-P(β) bonds, where P(α) and P(β) are nearest neighbors in the same
zigzag ridge. Only inequivalent bonds are listed.
Planar form: p-P4O10
Bondlengths (A˚) Bond angles (◦)
PBE PBEsol PBE PBEsol
P=O(A) 1.448 1.444 O(A)-P-O(B) 115.0 115.1
P-O(B) 1.593 1.585 O(A)-P-O(C) 115.9 115.7
P-O(C) 1.622 1.613 O(A)-P-O(D) 117.6 117.8
P-O(D) 1.615 1.606
Planar surface form: s-P4O2
Bondlengths (A˚) Bond angles (◦)
PBE PBEsol PBE PBEsol
P=O(A) 1.482 1.477 O-P(a)-P(b) 108.8 104.1
P=O(B) 1.477 1.516 O-P(c)-P(d) 107.3 111.8
Planar surface form: s-P4O4
Bondlengths (A˚) Bond angles (◦)
PBE PBEsol PBE PBEsol
P=O(A) 1.474 1.468 O-P(a)-P(b) 111.2 111.3
P=O(B) 1.507 1.510 O-P(c)-P(d) 109.9 110.8
Tubular form: t-P4O10
Bondlengths (A˚) Bond angles (◦)
PBE PBEsol PBE PBEsol
P=O(A
′) 1.445 1.442 O(A
′)-P-O(B
′) 116.4 115.5
P-O(B
′) 1.609 1.595 O(A
′)-P-O(C
′) 114.7 115.6
P-O(C
′) 1.608 1.599 O(A
′)-P-O(D
′) 118.5 118.6
P-O(D
′) 1.613 1.604
P=O(A
′′) 1.449 1.447 O(A
′′)-P-O(B
′′) 113.9 114.4
P-O(B
′′) 1.603 1.588 O(A
′′)-P-O(C
′′) 115.3 115.0
P-O(C
′′) 1.605 1.594 O(A
′′)-P-O(D
′′) 118.3 116.5
P-O(D
′′) 1.607 1.599
The planar p-P4O10 structure (shown in Fig. 6.4) is entirely different from the layered
o′-P2O5, bulk orthorhombic form mentioned in the introduction and previously reported by
several experimental studies (see for example Ref. [246]), shown in Fig. 6.5. While both
consist of rings of six PO4 tetrahedra, in o
′-P2O5 the tetrahedra are organised in alternating
rows along the [100] direction. Further, in profile o′-P2O5 resembles a sawtooth, whereas
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Figure 6.5: Crystal structure of single layer o′-P2O5.
p-P4O10 has the same waved appearance as phosphorene.
Nearly degenerate in energy with the planar p-P4O10 form (Fig. 6.7), we find the tubular
t-P4O10 structure, shown in Fig. 6.6. The t-P4O10 structure is a tubular (1D) form consisting
of eight-membered rings, connected to each other at an angle of approximately 100◦ (see for
example the angle between the D′ and B′ bonds or D′′ and C′′ bonds in Fig. 6.6), these rings
consisting of alternated phosphorus and bridging oxygen atoms. Only inversion symmetry
is present, hence the space group is P−1 (C1i ). There are two nonequivalent (although very
similar) PO4 units, depicted in Fig. 6.6 (left side). The bond lengths and angles are listed
in Table 6.4.
Similar to p-P4O10, t-P4O10 can be seen as a corner-linked network of PO4 tetrahedra.
However, different from polyphosphate chains,[255] in these tubular forms each tetrahedron
shares three vertices, forming a tubular structure rather than a simple chain structure.
For intermediate concentrations, we find two metastable phosphorene oxides in which
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Figure 6.6: Single tubular chain of t-P4O10. The two inequivalent quasi-tetrahedral PO4
units forming this tubular PO are shown on the left side.
oxygen is present only on the phosphorene surface, in the form of dangling oxygen atoms.
We refer to these as surface forms, and in particular as s-P4O2 for the single-surface oxidized,
and s-P4O4 for the double-surface oxidized; the two structures are shown in Fig. 6.2 panel
(c). As a result of oxygen chemisorption, the planes containing the top and the bottom
zigzag ridges are not parallel to each other anymore (as in pristine phosphorene). The
two P atoms in the same zigzag ridge are shifted from each other by about 0.5 A˚ in the
direction perpendicular to the surface. In contrast to the other planar forms, the lattice
deformation in this case is minimal.
6.1.3.2 Stability
The stability of the POs can be quantified using the binding energy per oxygen atom,
defined as
Eb = − 1
NO
[
Eox −
(
Ep +
1
2
NOEO2
)]
(6.1)
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where NO is the number of O atoms in the unit cell, and Eox, Ep and EO2 are the total
energies of the PO, the pristine phosphorene, and the O2 (triplet ground state) molecule,
respectively. From the definition above, a value of Eb > 0 indicates that the oxide formation
is energetically favored in the presence of O2. The average binding energies per O atom
Eb for the most stable tubular, planar and surface POs calculated with the PBEsol and
HSE functionals are shown in Fig. 6.7. The gain in energy due to oxygen chemisorption in
phosphorene is very large across the whole concentration range (from ∼1.8 to 2.9 eV per O
atom).
Regardless of the oxygen concentration, we invariably find that the lowest energy
structure is a planar (p-P4On) phosphorene oxide, with the tubular forms lying slightly
higher in energy. In addition, for low and medium oxygen concentrations we find a manifold
of states corresponding to different oxygen arrangements that have nearly the same energy.
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Figure 6.7: Average binding energy Eb per oxygen atom as a function of oxygen concentration
calculated with the PBEsol and HSE functionals. Similar results are found for the PBE
functional (not shown). Black circles indicate planar PO forms (p-P4On), red squares
tubular forms (t-P4On) and blue triangles surface forms (s-P4On). The lines are a guide
for the eye.
For the lowest concentration considered, n=1, the chemisorption of dangling oxygen is
favored relative to bridging oxygens; in fact, p-P4O1 has a chemisorbed dangling oxygen
(Eb=2.1 eV), while on t-P4O1 we have a bridging oxygen (Eb=1.4 eV). However, for all O
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concentrations higher than n=1, no clear difference emerges in the energetics of dangling
or bridging oxygens. The amount of energy gained after O chemisorption is dictated by
the interplay between Coulomb repulsion of localized charges on the phosphorene surface
and strain interactions, the former due to dangling oxygens and the latter mainly governed
by bridging oxygens. Since bridging oxygens increase the P-P distance by about 0.7 A˚
(Fig. 6.3b), the insertion of oxygen bridges between neighboring dangling oxygens can
substantially reduce their Coulomb repulsion, greatly stabilizing the PO. This explains
the counter-intuitive increase in binding energy per oxygen atom with increasing oxygen
concentration.
The reduction of Coulomb repulsion due to the insertion of oxygen bridges is particularly
evident for the case n=2, shown in Fig. 6.8. Even though for n=1 dangling oxygen
chemisorption is favored over bridging oxygen chemisorption, when two dangling oxygens
are chemisorbed on the same side of the phosphorene surface their strong Coulomb repulsion
raises the energy of the compound, resulting in Eb=1.76 eV for the surface form s-P4O2 (blue
triangle at n=2 in Fig. 6.7). This energy can be reduced by forming oxygen bridges instead
of dangling oxygen, and therefore there are numerous other p-P4O2 and t-P4O2 forms
containing bridging oxygen that are more stable (up to 1.02 eV and 0.74 eV, respectively)
than s-P4O2. Similar considerations apply to the double-side surface oxidized form s-P4O4,
which is ∼1.8 eV and ∼1.4 eV higher in energy than the most stable planar and tubular
forms, respectively, with the same concentration. From these simple considerations, we
can argue that in near-equilibrium conditions the surface forms s-P4O2 and s-P4O4 will
not be the primary outcome of phosphorene oxidation, contrary to what has been recently
proposed.[249, 267] Nevertheless, these surface oxidized forms can possibly be favored by
specific kinetic factors. Still, since the activation energies for dangling oxygen formation and
for oxygen insertion (bridges formation) are very similar (0.54 and 0.69 eV, respectively),[19]
it is unlikely that these surface oxide phases will form even at low temperatures.
For the maximum oxygen concentration (n=10), the p-P4O10 and t-P4O10 forms have
nearly degenerate energies, with Eb=2.81 eV (2.70 eV) and Eb=2.78 eV (2.70 eV) at the
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Figure 6.8: Different forms of phosphorene oxides and their average binding energy per
oxygen atom Eb (n=2).
PBEsol (HSE) level, respectively. They are nearly degenerate in energy with the o′ form,
which has a binding energy of 2.81 eV with PBEsol (2.68 eV with HSE) in the monolayer
form, or 2.88 eV (at the PBEsol level) in the bulk form. They also are the most stable
POs among all O concentrations considered in this work. Their structures, which are
essentially a homogeneous network of three-corner linked PO4 tetrahedra (Fig. 6.4 and
Fig. 6.6), minimize both strain interactions due to oxygen bridges and Coulomb repulsion
from dangling oxygens.
6.1.3.3 Electronic properties
Chemisorption of oxygen atoms and the formation of POs drastically changes the electronic
properties of phosphorene. The bandgap Egap of both planar and tubular oxides is plotted
as a function of oxygen concentration in Fig. 6.9. Both planar and tubular phosphorene
oxides are found to be semiconducting or insulating, depending on the O concentration.
The bandgap of planar POs (black squares) increases monotonically with oxygen
concentration, from 2.21 eV (n = 1) to 7.69 eV (n = 10) at the HSE level. Note that the
bandgaps calculated at the PBEsol level follow almost precisely the same trends but are
simply shifted to smaller gaps compared to HSE by roughly 1.5 eV across the entire O
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Figure 6.9: Bandgap energy Egap calculated with the PBEsol and HSE functionals for planar
(left panel), tubular and surface forms (right panel) as a function of oxygen concentration.
The lines are a guide for the eye.
concentration range (see Fig. 6.9).
The increase in bandgap with O concentration in planar POs is due to the increasingly
ionic character of the bonds and the resulting wavefunction localization. The series p-P4On
(n=1,2,3), shown in Fig. 6.10, is a particularly instructive example of this phenomenon. In
p-P4O1 one dangling oxygen is chemisorbed, corresponding to a 25% concentration. The
band structure is strongly modified compared to pristine phosphorene (shown in Fig.5.1),
but the valence band is still delocalized over all the crystal, as shown in Fig. 6.10a, and
still exhibits moderate dispersion. The bandgap is now indirect, but its value is still close
to pristine phosphorene (2.21 eV vs. 1.77 eV of pristine phosphorene at the HSE level in
our calculation). If more oxygen atoms are added, the band structure drastically changes
(Fig. 6.10e-6.10f). In p-P4O2, the valence band becomes localized on the top zigzag ridge
(Fig. 6.10b). The valence band is now nearly completely flat, and the conduction band
generally has less dispersion than that of p-P4O1. The bridging oxygen thus effectively
creates “nanoribbons” (cluster of P atoms separated by the rest of the crystal by O atoms)
and significantly increase the bandgap (3.35 eV with HSE). In p-P4O3 (Fig. 6.10c-6.10f)
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Figure 6.10: Crystal structure projections and valence band isosurface for low concentration
planar POs: p-P4O1 (a), p-P4O2 (b), p-P4O3 (c). The PBEsol electronic band structures
are shown in (d-f), respectively. The top of the valence band is set to zero. The energy
bandgaps at the PBEsol and HSE level are also given.
additional oxygen bridges, both intra-ridge and inter-ridge, are formed. The valence band
is now localized on P, and both valence and conduction bands have very low dispersion
due to their localization. The bandgap is 3.65 eV at the HSE level. For n>3, all p-PO
band structures preserve the low dispersion present in p-P4O3, together with an increasing
bandgap. Their crystal structures and electronic band structures are shown in Figs. 6.14
and 6.15.
Tubular phosphorene oxides are also insulating, with bandgaps covering a large range of
energies from 1.62 eV to 7.78 eV (at HSE level). In contrast to what we have described for
124
planar POs, we did not find that tubular POs exhibit a monotonic increase in bandgap
with oxygen concentration (see Fig. 6.9). We can separately consider two regimes, n ≤ 7
and n > 7.
The crystal structure and electronic band structure of some representative tubular POs
are shown in Fig. 6.11. The compound t-P4O4 (Fig. 6.11a) presents a feature common to all
low and medium concentration tubular POs (n ≤ 7): both occupied and unoccupied states
are nearly flat, while the conduction band is dispersive and well-separated from the manifold
of occupied (below) and empty states (above). The conduction band in this particular
case has ∼2 eV bandwidth in all directions (see Fig. 6.16 for details) Γ-M, M-X and Γ-Y,
except that it is flat on the X-Γ direction, which is the direction perpendicular to the chain
composing this tubular PO; this is the signature of the 1D nature of tubular POs. We note
that adjacent tubular structures in the unit cell are held together in these calculations by
weak dipole - dipole interactions arising from the interdigitating bond dipoles associated
with the dangling oxygens on different tubes.
The compound t-P4O7 has a similar band structure, but shows increased dispersion of
the conduction band (Fig. 6.11b and 6.11e). The conduction band arises from delocalized
phosphorus p orbitals at the bottom of the PO layer, where no oxygen bridges are present
(see right side of Fig. 6.11b). The bandgap is only 1.62 eV (HSE level).
In the high concentration regime (n ≥ 8), the scenario is quite different. Chemisorption
of a bridging oxygen atom in the phosphorus chain (marked by an arrow in Fig. 6.11b,c)
breaks the conjugation, localizing both conduction and valence bands, and greatly increasing
Egap. This is particularly evident in t-P4O8 (Fig. 6.11c and 6.11f): the conduction band, in
contrast to the situation discussed above, is now very close to the manifold of unoccupied
states, and presents no dispersion. The bandgap increases by roughly ∼4 eV at both PBEsol
and HSE levels, making the material an insulator. The surface forms s-P4O2 and s-P4O4
are instead both semiconducting with HSE bandgaps of 2.54 eV and 2.34 eV, respectively
(see Fig.6.9).
The electronic band structure and the density of states (DOS) of the maximally oxidized
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Figure 6.11: Crystal structure projections and conduction band isosurfaces for representative
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are shown in (d-f), respectively. Only the dispersion along the 1D chains is shown. The top
of the valence band is set to zero. The energy bandgaps at the PBEsol and HSE level are
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phosphorene oxides p-P4O10 and t-P4O10 are shown in Fig. 6.12.
Table 6.5: Energy bandgaps for pristine phosphorene and maximal oxidation POs.
System
Egap(eV)
PBEsol HSE GW
Phosphorene 0.72 1.77 1.70
p-P4O10 5.56 7.68 8.50
t-P4O10 5.56 7.78 8.69
Both these POs are insulators, and they have remarkably similar band structures. There
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Figure 6.12: Crystal structures of oxygen saturated POs: p-P4O10 (a) and t-P4O10 (b).
The PBEsol electronic band structures are shown in (c-d), respectively. The top of the
valence band is set to zero.
is a manifold of 8 nearly degenerate dispersionless occupied states between -1 eV and 0 eV
for both species; these states are p orbitals localized on dangling oxygens, bridging oxygens
or both, and they do not have any appreciable electron density on the P atoms. The
conduction band consists instead of p orbitals on dangling oxygens and on P-O bridges,
and it is slightly dispersive. The bandgap is 5.56 eV for both species at the PBEsol level,
enlarged at 7.68 eV for p-P4O10 and at 7.78 eV for t-P4O10 with the HSE functional.
Interestingly, we find that monolayer o′-P2O5 has a similar HSE bandgap (7.45 eV).
For pristine phosphorene and the maximally oxidized phosphorene oxides we calculated
the bandgaps also within the GW approximation.[6, 7] For the pristine phosphorene we
obtain 1.70 eV, close to the 1.60 eV of Ref. [2], but different by 0.3 eV from Tran et al. [1]
We note that all the convergence parameters used in this work are higher than those used
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in these previous studies (see Sec. 6.1.2 for a complete comparison).
For p-P4O10 and t-P4O10 we obtain GW bandgaps of 8.50 eV and 8.69 eV, respectively,
close to the HSE results. The bandgaps for pristine phosphorene and maximal oxidation
POs calculated with different levels of theory are summarised in Table 6.5.
6.1.3.4 Vibrational properties
Even though the Raman spectrum of POs changes quite significantly depending on the
oxygen concentration, it is possible to identify three distinctive vibrational bands common
throughout the whole P4On series. Some of the typical vibrational modes relevant in these
different regions are presented in Fig. 6.13. The low frequency region of the vibrational
spectra (<300 cm−1) is dominated by the wag modes of the P=O groups, mixed with a
small component of P-O-P bending. The presence of P-O-P bending modes increases with
frequency, and becomes strongly predominant in the region between 500 and 1000 cm−1.
For the surface forms (s-P4O2 and s-P4O4, not shown) in which only dangling oxygens
are present, there are indeed no vibrational modes between 500 cm−1 and 1000 cm−1. In
the high frequency region, the vibrational spectrum instead only involves P=O stretching
modes; these modes are decoupled from the other vibrations because the P=O bonds
are much stronger than P-O bridges, as in the case of the molecular (bulk) phosphorus
oxides.[268, 269] The P=O stretching modes are separated from the other modes by at least
200 cm−1 for all oxygen concentrations, and there are as many as the number of dangling
oxygen in the PO. This observation opens the possibility of direct experimental detection of
the number of dangling oxygens through Raman spectroscopy. Comparing results presented
in Figs. 6.14 and 6.15 we see that the P=O stretching modes start at 1063 cm−1 for
n=1 (p-P4O1) and monotonically blueshift with increasing oxygen concentration till about
∼1370 cm−1 for maximum oxidation. This is consistent with the shortening of P=O bond
found with increasing oxygen linkage, as shown in Table 6.2 and analogous to the observed
blueshift of P=O vibrational frequencies in the series P4Om (m=6−10) measured in solid
argon.[270]
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Raman spectra and Raman active modes of p-P4O10 and t-P4O10 are shown in Fig. 6.13a
and 6.13b, respectively. In p-P4O10, there are three high intensity Raman peaks at 216 cm
−1,
583 cm−1 and 1363 cm−1 and a low intensity peak at 390 cm−1. The first peak (216 cm−1)
consists of the concerted wag mode of the four P=O dangling oxygens (scissoring), together
with a symmetric P-O-P stretch of the two inter-ridge bridges (purple in Fig. 6.4b). The
second strong peak at 583 cm−1 is a combination of the P-O-P symmetric stretch of the
middle intra-ridge bridges (brown in Fig. 6.4b) and the P=O stretch of all dangling oxygens.
The last strong peak (1363 cm−1) involves the stretching of the P=O bonds. The low
intensity peak at 390 cm−1 is instead the P-O-P symmetric stretching of the lower and
higher intra-ridge bridges (grey in Fig. 6.4b).
In contrast, only one strong peak at 1374 cm−1, corresponding to the P=O stretching of
two dangling oxygens, is present in the Raman spectrum of t-P4O10, as shown in Fig. 6.13b.
Four low intensity peaks, however, appear in the range 250-550 cm−1.
The mode at 246 cm−1 involves P=O bond scissoring with a contribution from an
asymmetrical bending of the P-O-P bridges, while the one at 298 cm−1 involves P=O
scissoring such that the top and bottom layer dangling oxygen moves towards the tubular
oxide center. Finally, at 506 cm−1 we find a ring-breathing mode (P-O-P symmetrical
bending of inter-ridge bridges) and at 551 cm−1 another ring breathing mode plus P=O
stretching.
Raman and IR spectra for planar and tubular forms for all oxygen concentrations are
reported in Figs.6.14-6.17.
6.1.4 Conclusions
We have described a family of two dimensional phosphorus oxides obtained by oxidation of
phosphorene, with oxygen content up to 10 oxygen per phosphorene unit cell (P2O5).
The gain in energy due to oxygen chemisorption in phosphorene is very large (from
∼1.8 to 2.9 eV per O atom), and increases with the oxygen concentration. In parallel
with the two-dimensional, planar forms, there are tubular (polymeric) forms with similar
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Figure 6.13: Raman spectra and corresponding Raman active modes for p-P4O10 (a) and
t-P4O10 (b). The length of the arrows is proportional to the amplitude of motion.
formation enthalpy. The planar forms are lower in energy than the tubular forms for all
O concentrations; the energy difference is however quite small (typically<0.1 eV per O
atom), hence both forms are likely to coexist under normal experimental conditions, forming
ordered and disordered (amorphous) domains depending on the oxidation process, local
impurities and defects. It is also feasible that different forms of POs can be experimentally
created by a suitable choice of growth conditions, in much the same way as the (bulk) series
P4O6+m (0≤m≤4) can be obtained by varying the atmosphere, temperature and pressure
in which P4 is treated.[261, 255] Moreover, both planar and tubular forms have very similar
formation enthalpy to the thermodynamically most stable known phosphorus pentoxide
(o′-P2O5). This bulk phase material has an more expanded layered structure as can be seen
by comparing results presented in Figs. 6.4 and 6.5.
The phosphorene oxides can be used as transparent, inert capping materials, for example
on black-phosphorus or phosphorene-based devices. The bandgap energy of planar P4On
increases with n, and is 8.5 eV for n = 10. The tubular forms are also insulating, and close
to the oxygen saturation limit (P2O5), have nearly the same gap energy, and therefore
their coexistence with the planar form does not jeopardize its transparency or electrical
insulation properties.
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Though the planar and the tubular form of P2O5 give rise to high frequency Raman
scattering peaks with very close energies (at 1363 and 1374 cm−1), the planar form
can be identified by an intense peak at 583 cm−1, just above the Raman edge of black
phosphorus (470 cm−1 at room temperature.[271]) Additionally, the Raman spectra can
supply information on the oxygen concentration and, for a crystalline sample, on the number
of dangling oxygen per unit cell.
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Figure 6.14: Structure, electronic band structure, Raman and IR spectra of planar (2D) POs
with one to five oxygens in the unit cell. The PBEsol functional was used. In the electronic band
structure the top of the valence band is set to zero.
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Figure 6.15: Structure, electronic band structure, Raman and IR spectra of planar (2D) POs with
six to ten oxygens in the unit cell. The PBEsol functional was used. In the electronic band structure
the top of the valence band is set to zero.
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Figure 6.16: Structure, electronic band structure, Raman and IR spectra of tubular (1D) POs
with one to five oxygens in the unit cell. The PBEsol functional was used. In the electronic band
structure the top of the valence band is set to zero.
134
Γ Y
-4
-2
0
2
4
6
8
E-
E v
(eV
)
t-P O4 6
Ramar spectrum IR spectrumElectronic band structureCrystal structure
t-P O4 7
Ramar spectrum IR spectrumElectronic band structureCrystal structure
t-P O4 8
Ramar spectrum IR spectrumElectronic band structureCrystal structure
t-P O4 9
Ramar spectrum IR spectrumElectronic band structureCrystal structure
t-P O4 10
Ramar spectrum IR spectrumElectronic band structureCrystal structure
y
z
z
x
x
y
x
y
z
x
y
z
x
y
z
x
y
z
z
x
x
y y
z
0 500 1000
Frequency (cm-1)
0
0.5
1
Ra
ma
ni
nte
nsi
ty
(a.
u.)
0 500 1000
Frequency (cm-1)
0
0.5
1
IR
int
en
sit
y(
a.u
.)
Γ Y
-4
-2
0
2
4
6
8
E-
E v
(eV
)
0 500 1000
Frequency (cm-1)
0
0.5
1
Ra
ma
ni
nte
nsi
ty
(a.
u.)
0 500 1000
Frequency (cm-1)
0
0.5
1
IR
int
en
sit
y(
a.u
.)
Γ Y
-4
-2
0
2
4
6
8
E-
E v
(eV
)
0 500 1000
Frequency (cm-1)
0
0.5
1
Ra
ma
ni
nte
nsi
ty
(a.
u.)
0 500 1000
Frequency (cm-1)
0
0.5
1
IR
int
en
sit
y(
a.u
.)
Γ Y
-4
-2
0
2
4
6
8
E-
E v
(eV
)
0 500 1000
Frequency (cm-1)
0
0.5
1
Ra
ma
ni
nte
nsi
ty
(a.
u.)
0 500 1000
Frequency (cm-1)
0
0.5
1
IR
int
en
sit
y(
a.u
.)
x
y
z
x
y
z
Γ Y
-4
-2
0
2
4
6
8
E-
E v
(eV
)
0 500 1000
Frequency (cm-1)
0
0.5
1
Ra
ma
ni
nte
nsi
ty
(a.
u.)
0 500 1000
Frequency (cm-1)
0
0.5
1
IR
int
en
sit
y(
a.u
.)
Figure 6.17: Structure, electronic band structure, Raman and IR spectra of tubular (1D) POs with
six to ten oxygens in the unit cell. The PBEsol functional was used. In the band structure we show
only the path along the 1D chain (Γ-Y) because there is no dispersion in the other directions; the
top of the valence band is set to zero.
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6.2 Creating a Stable Oxide at the Surface of Black Phosphorus
6.2.1 Introduction
In the first part of this Chapter, we have shown that oxidation of phosphorene can lead to
the formation of a new family of planar (2D) and tubular (1D) oxides and sub-oxides, most of
them insulating. Moreover, since the two most stable forms of phosphorene oxides predicted
(p-P4O10 and t-P4O10) have the same formation enthalpy as o
′-P2O5 - the most stable of
the previously known form of phosphorus pentoxide - there is hope that such oxides can
be formed after black-phosphorus exposure to air. This would confer to black phosphorus
a native oxide that can be used as barrier material and protective layer, providing a very
natural way to protect the pristine layers of black phosphorus beneath from oxidation.
As already mentioned, the fast oxidation of black phosphorus causes experimental
challenges for the study of phosphorene-based electronic devices that are prepared and
measured in air. Currently the focus has been on minimising the exposure to atmosphere
or encapsulating or passivation of phosphorene with air-stable overlayers.[20, 272, 273] Yet,
the possibility of using a native oxide to deliberately engineer a stable protective layer has
yet to be explored experimentally. A key motivation to this end is that phosphate glasses
are transparent in the ultra-violet (UV) regime,[274] allowing preservation of the large
photo-response observed in phosphorene in the infrared (IR) and UV,[211] making it an
ideal platform for optoelectronics.
In the following, we present high-resolution surface sensitive photoelectron spectroscopy
measurement on black phosphorus single crystals cleaved in vacuum in order to study the
chemical changes to the surface resulting from a brief exposure to atmosphere (five minutes)
followed by longer exposures (up to 28 days). Comparison with DFT calculations, detailed
in the previous sections of this Chapter, shows that a single layer of phosphorus pentoxide
(P4O10 or P2O5) is formed at the surface of black phosphorus after prolonged air exposure.
The oxide is confined at the topmost layer of bulk black phosphorus, leaving the deeper
layers intact.
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The photoelectron spectroscopy measurements were carried out by M. T. Edmonds
and A. Tadic at the Australian Synchrotron, while the DFT calculations were done in
collaboration with A. Carvalho and K. M. O’Donnell at the National University of Singapore
and at Curtin University (Australia), respectively.
6.2.2 Results and discussion
Figure 6.18a shows X-ray photoelectron spectroscopy (XPS) measurements of the P 2p core
level (hν=180 eV). In the upper panel of Fig. 6.18a the P 2p core level is depicted after
vacuum cleaving without exposure to air, with the subsequent lower panels representing
the spectra taken after various exposures to atmosphere. After cleaving, the phosphorus
core level contains only the characteristic doublet representing the P 2p3/2 and P 2p1/2
orbitals with peak positions of 130.06 eV and 130.92 eV respectively, with a Gaussian width
of 0.21 eV and Lorentz width of 0.08 eV. These peaks are labelled P1, corresponding to
phosphorus-phosphorus bonds within black phosphorus, as shown in Fig. 6.18b. After a 5
minute air exposure (not shown in Fig. 6.18a) no change was observed in the P 2p core level
apart from a slight shift to higher binding energy of 0.10 eV. This is consistent with a shift
of the Fermi level towards the conduction band that may be a result of hydrogen defects due
to the formation of phosphoric acid on the surface or physisorbed oxygen and nitrogen.[240]
After 1 day air exposure, the P1 component shifts back to lower binding energy by 0.08 eV
along with an increase in the Gaussian width to 0.48 eV (this width remained constant for
the subsequent longer exposure periods). This shift back in binding energy is consistent
with transport measurements performed on black phosphorus as a function of exposure time
to atmosphere.[240] This is accompanied by the emergence of three new components within
the P 2p core level, all at higher binding energy relative to P1, and which are related to the
oxidation occurring at the surface. The first two components labelled P2 and P3 (Fig. 6.18c
and d) are of equal peak area and located at 131.54 eV and 132.67 eV respectively. The
third component labelled P4 (Fig. 6.18e) represents the most dominant oxide component
and appears at 134.46 eV, and has a peak area ratio relative to P2 and P3 of 11. Moving
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to the longer two day exposure, the P 2p spectra show a significant increase in the intensity
of P4, whilst P2 and P3 remain relatively constant; the peak area ratio of P4 to the smaller
peaks now increases to 20. Finally, after 28 days exposure to atmosphere the P 2p spectra
shows minimal changes compared to the two day exposure, indicating that the growth of the
phosphorus oxide saturates after approximately two days in air. For the prolonged exposure
periods, further XPS scans (not shown) reveal that a significant amount of adventitious
carbon species have physisorbed onto the surface, along with a small amount of nitrogen. As
neither of these species are expected to chemically bond to black phosphorus, the presence
of these adsorbed species does not alter our interpretation of the surface oxidation.
Figure 6.18: Evolution of cleaved black phosphorus after exposure to atmospheric conditions. P
2p core level spectra of black phosphorus taken at 180 eV where from top to bottom the panels
correspond to the as-cleaved surface, one day, two day and 28 day air-exposure. P1 represents
phosphorus bonded to phosphorus atoms only (b), while P2, P3 and P4 represent different phosphorus
bonding environment involving oxygen, as shown in (c), (d), and (e).
In Fig. 6.19a we plot the P 2p spectra for the two day air exposure, where P1, P2, P3 and
P4 are shown as orange, purple, green and blue respectively. The binding energy separation
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of the P2, P3 and P4 oxide components from the P 2p3/2 component of P1 is 1.48 eV,
2.68 eV and 4.48 eV respectively. This sequential shift to higher binding energy of these
components represents an increasing deficiency in electron density around the phosphorus
atom and stronger charge localization around the oxygen. In fact, binding energies are
determined by the electrostatic interaction between core electrons and the nucleus; the
electrostatic shielding of nuclear charge is modified if electron charge is added or removed as
a result of changes in bonding. In particular, the withdrawal of valence electron charge on P
- due to oxidation in our case - is expected to increase the binding energy due to the reduced
shielding from the phosphorus electrons that have been withdrawn from the phosphorous
nuclear region to form the bonds to the electronegative oxygens. To determine the origin
of the three oxide components we examine the various stable bonding configurations of
oxidized black phosphorus.
In Sec. 6.1.3.1, we have shown that oxidation of phosphorene leads to the formation of
two distinct oxygen motifs: dangling oxygen and bridging oxygen, where the oxygen forms
a double bond with a single P, or two single bonds with two P atoms, respectively (see Fig.
6.3). The first structural model chosen is an intermediate stable oxide p-P4O2 containing
the two aforementioned oxygen-phosphorous moieties: dangling phosphorus-oxygen (P=O)
and bridging phosphorus-oxygen (P-O-P) as shown in Fig. 6.19b.
DFT calculations are performed on this structure in order to simulate the XPS phos-
phorus 2p core level shifts with respect to pristine black phosphorus. In the final state
approximation,[275, 276, 277] the core-level binding energy Ebind is given by the energy
difference between an excited state in which an electron is removed from the core, Enc−1,
and the corresponding ground state in which all the electrons are present, Enc ,
Ebind = Enc−1 − Enc (6.2)
Core-level shifts (CLSs) are then obtained as energy difference between the core-level
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binding energy of the excited atom (Ebind) and the reference atom (E
ref
bind),
CLS = Ebind − Erefbind (6.3)
In our case, the reference atom is represented by one of the four (equivalent) P atoms in
the unit cell of pristine monolayer black phosphorus (or phosphorene). In the framework of
DFT, binding energies and core-level shifts can be obtained using the following procedure.
First, a core electron is removed from the P 2p electrons; the Kohn-Sham equations
are then solved subject to the constraint of a missing core electron, and the total energy
Enc−1 is obtained. Note that this procedure includes screening effects - at the DFT level -
due to the removal of the core electron, and therefore describes the charge shielded of the
remaining electrons with respect to the core-hole. Then, the ground state total energy Enc
is computed solving the Kohn-Sham equations for the system without core-hole (ground
state). Finally, Erefbind is determined for pristine phosphorene according to Eq. (6.2).
Subsequently, the same procedure is carried out for the structural model in Fig. 6.19,
where the core-hole has been placed in one of two inequivalent P atoms indicated as P2 and
P3 in Fig. 6.19. This procedure needs to be repeated twice, once for each inequivalent P
atom in the structural model p-P4O2. All calculations are performed at the PBE level[51]
with the FHI-aims all-electron DFT code.[278] We use a 3×3 phosphorene sheet consisting
of 36 P atoms and oxygen atoms in the dangling and bridge configurations; the supercell
dimension is chosen to avoid spurious interaction between neighbouring core-holes.
For p-P4O2 the calculated separation between the pristine black phosphorus P 2p core
level and the P2 and P3 phosphorus atoms motifs are 1.38 eV and 2.3 eV respectively, close
to the experimental values of 1.48 eV (P2) and 2.68 eV (P3).
Turning to the assignment of P4, the large separation of 4.48 eV from the bulk black
phosphorus P 2p3/2 component clearly shows that this component represents a phosphorus
species bonded to an even larger number of oxygen atoms than either P2 or P3. Phosphorus
pentoxide (P2O5) contains four oxygen atoms bonded to each phosphorus site, representing
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Figure 6.19: Depth dependent photoelectron spectroscopy and AFM of oxidized black phosphorus.
(a) P 2p core level of black phosphorus after two days air exposure taken at hν=180 eV. (b)
Structural model of p-P4O2 where P2 and P3 bonding environments are shown in Fig. 6.18c and
6.18d, respectively. (c) P 2p core level of black phosphorus after two days air exposure taken at
hν=800 eV. (d) AFM topography image (500 nm x 500 nm) of oxidized black phosphorus with an
RMS roughness of 1.5 nm.
the most oxygen-saturated form of phosphorus oxide.
As a model for this maximum oxidation structure, we use the planar phosphorene
oxides p-P4O10, shown in Fig. 6.4. In this configuration, the P atom is bound to four
oxygen atoms, as shown in Fig. 6.18e and Fig. 6.4a (inset). DFT calculations give a
core-level shift of 5.02 eV, in reasonable agreement with the experimental value of 4.48 eV.
Furthermore, literature (experimental) values of P2O5 report binding energies between
134.5 eV[279] and 135.0 eV,[280] in good agreement with our reported value of 134.65 eV for
the 2 day air exposure which represents the saturated surface. Therefore, we assign P4 to
phosphorus-oxygen bonds in P2O5. The results clearly show that prolonged air exposure of
in-situ cleaved black phosphorus causes the surface to oxidize to form predominantly P2O5,
and small regions of intermediate oxidation composed by the P-P-O and O-P=O motifs,
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as for example in the form of p-P4O2 shown in Fig. 6.19b or in the other intermediate
oxidation forms shown in Sec.6.1.3.1.
With the identification of all oxide components now complete, we turn to whether the
oxidation is confined to the surface of black phosphorus, or has penetrated deeper into
the bulk. To explore this question, the P 2p core level was measured using larger photon
energies up to 800 eV in order to increase the photoelectron mean free path and therefore
the sampling depth of the experiment. In Fig. 6.19 the P 2p core level spectra after 2
days air exposure are plotted at: (a) 180 eV, and (c) 800 eV (spectra for intermediate
photon energies are not shown here). As the photon energy increases (i.e. the emitted
photoelectrons possess a larger kinetic energy) the intensity of the oxide components relative
to the bulk black phosphorus decreases. Due to the larger mean free path of the emitted
photoelectrons, this clearly demonstrates that the formation of phosphorus oxide is confined
to the surface of black phosphorus, with little if any oxidation of the bulk. We now turn to
a simple model to estimate the phosphorus oxide thickness.
Let us assume that the oxide forms a uniform layer of thickness d on top of the thick
black phosphorus sample. When a photoelectron is created after X-ray excitation, it needs
to leave the sample without being subject to a scattering event inside the material to
create intensity. Assuming that the intensity is exponentially suppressed proportional to
the distance travelled in the material (Beer-Lambert law), we can calculate
Iox
IBP
=
∫ d
0 Noxe
−x/λoxdx∫∞
d NBPe
−x/λBPdx
=
Noxλox
(
1− e−d/λox)
NBPλBPe−d/λBP
(6.4)
where λox (λBP) is the photoelectron mean free path in the oxide (black phosphorus), and
Ioxide and IBP represent the peak area of the bulk black phosphorus and oxide components
respectively. The number of atoms per unit volume for the oxide and black phosphorus
is indicated with Nox and NBP, respectively. If we then further assume that the inelastic
mean free path and number of atoms per unit density are the same for black phosphorus
and its oxide, using Eqs. (6.4) we can estimate the thickness of the phosphorus oxide from
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the peak area ratio of the black phosphorus and phosphorus oxide components as [281, 282]
d = λ ln
(
Ioxide
IBP
+ 1
)
(6.5)
From the 180 eV and 800 eV spectra taken after 2 days air exposure in Fig. 6.19a and c
(i.e. the saturated oxide coverage), we determine an average thickness of the phosphorus
oxide of (3.5± 1) A˚. This value is in good agreement with the calculated value of 4.6 A˚
for a single layer of planar P2O5 (see Sec. 6.1.3.1) and confirms that only the top layer of
black phosphorus has become oxidized.
6.2.3 Conclusions
In conclusion, we have demonstrated that a stable single layer oxide forms at the surface
of black phosphorus after two days of exposure to air. By comparing surface-sensitive
high resolution photoelectron spectroscopy and DFT calculations, three types of local
phosphorus-oxygen environments are identified in the P 2p core level. It is found that
the majority of the oxide is made up of phosphorus pentoxide, which represents the most
thermodynamically stable oxidation pathway. The demonstration that phosphorus oxide
only forms at the top layer of bulk black phosphorus offers great potential as a stable
and protective capping layer. Furthermore, the stable phosphorus oxide layer can be used
for optoelectronic devices utilizing black phosphorus or few-layer phosphorene due to its
transparency in the UV. Finally, the small (<100 meV) shift of the P 2p core levels upon
oxidation, indicate only a small amount of charge transfer between the oxide and underlying
black phosphorus layers. We conclude that the native oxide formed on black phosphorus is a
stable passivation layer with minimal effect on the doping of black phosphorus. The native
oxide is also potentially attractive for the subsequent deposition of additional dielectric
layers in order to fabricate metal-oxide-semiconductor field-effect structures.
Chapter 7
Van Hove singularity and ferromagnetic instability
in phosphorene
In this Chapter, using Wannier function-based interpolation techniques, we present com-
pelling numerical evidence for the presence of a saddle-point van Hove singularity at the
Γ point near the phosphorene Fermi energy. We show that in proximity of the van Hove
singularity the spin susceptibility presents the logarithmic temperature dependence typical
of Liftshitz phase transitions. Furthermore, we demonstrate that the critical temperature
for the ferromagnetic transition can be greatly increased (up to 0.05 K) if strain along
the zigzag ridges is applied. Although the ferromagnetic state would be very difficult to
experimentally reach, the logarithmic temperature behaviour of the spin susceptibility due
to the van Hove singularity is found to persist at much higher temperatures (up to ∼97 K).
This Chapter is reproduced with permissions from Ref. [23].
7.1 Introduction
Saddle-point van Hove singularities[283] (VHSs) originate from saddle points in the band
structure, around which the band curvature has opposite signs along two orthogonal
directions. In two dimensions, the density of states (DOS) diverges at the VHS, and therefore
arbitrary weak interactions can produce large effects in the electronic behaviour, giving rise
to instabilities in many aspects such as charge, spin, and/or pairing susceptibilities. Once
the Fermi energy approaches a VHS, ferromagnetism,[284, 285] antiferromagnetism,[286]
and/or superconductivity[287, 288, 289] can be substantially enhanced.
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The VHS is a topological critical point of the Fermi surface, across which the quan-
tum Lifshitz phase transition takes place.[290, 291, 292, 293] The Lifshitz transition for
noninteracting systems is continuous and does not break symmetry. For interacting sys-
tems, however, the Lifshitz transition may become discontinuous and accompany symmetry
breaking. [291, 294] In cuprates, Hall coefficient measurements provide evidence for the
Fermi surface topology change. [295, 296] The Lifshitz transition is also proposed to change
the Fermi liquid into the marginal Fermi liquid,[297] and the VHS is thus argued to be
responsible for the linear temperature (T ) dependence of resistivity and the T -independent
thermopower[298] observed in this regime.[299, 300, 301] Moreover, in the so-called “van
Hove scenario”, the presence of a VHS near the Fermi energy is argued to play a major role
in the high-Tc superconductivity of cuprates.[302, 303] Given the strong influence of VHSs
on the properties of materials, it is important to identify the presence and understand the
role of these singularities, especially for technologically promising low-dimensional materials
like phosphorene.
Phosphorene,[15, 14] a single layer of black phosphorus, is the most recent addition
to the growing family of two dimensional (2D) materials. It is a semiconductor with
high potential for applications in electronic and optoelectronic devices.[211] Despite the
relative infancy of the field, few-layer phosphorene field effect transistors exhibit very high
on-off current ratios[210, 18] (exceeding 105) and ambipolar behaviour,[20] together with
the highest hole mobility ever (4000 cm2/Vs) for a 2D material apart from graphene.[17]
Phosphorene’s pliable waved structure also allows for strain engineering of both effective
masses and bandgaps.[304] Strain can even induce a semiconductor to metal transition.[14]
In this Chapter, we show that a VHS is present at the phosphorene Fermi energy, and
we investigate the consequent ferromagnetic instability in both the unstrained and strained
cases.
The Chapter is organized as follows: after introducing the computational methodology,
in Sec. 7.3.1 we present the electronic structure of phosphorene near the VHS, in Sec.
7.3.2 we study the ferromagnetic instability (without strain), and finally in Sec. 7.3.3 we
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investigate the effect of strain on the critical temperature Tc of the ferromagnetic transition.
7.2 Computational details
The calculations involve the following three steps.
(i) A density functional theory (DFT) calculation is performed with a plane wave basis
set, as implemented in the Quantum ESPRESSO package.[181] We use the PBEsol
functional[305] for the exchange and correlation energy. A plane wave basis set with a
kinetic energy cutoff of 70 Ry (280 Ry) is used to represent the electronic wave function
(charge density). The core electrons are described via the projected-augmented wave
(PAW)[306] method; 12.9 A˚ of vacuum are added in the direction normal to the monolayer
to avoid spurious interactions between periodic replicas. Both lattice parameters and atomic
positions are relaxed until the forces on each atom are less than 10−3 eV/A˚ and the pressure is
less than 1 kbar. After lattice relaxation, the phosphorene crystal parameters are ax=3.28 A˚
and ay=4.44 A˚, in agreement with a previous study.[14] The optimized configuration of the
phosphorene monolayer is presented in Fig. 7.1(a). In this DFT calculation, the Brillouin
Zone (BZ) is sampled using a Γ-centered 60×48×1 Monkhorst-Pack (MP) grid.[185] This
calculation will serve as a benchmark for the Wannier interpolation of the band structure
[Fig. 7.1(b) and Fig. 7.1(c)].
(ii) Using the self-consistent charge density obtained from step (i), we evaluate the
required input quantities for the Wannier calculation (energy eigenvalues, overlap matrices
and projections[11]) on a relatively coarse 10×8×1 mesh for the unstrained case (Secs. 7.3.1
and 7.3.2), and a 30×8×1 mesh for the strained case (Sec. 7.3.3). These k-point meshes
are fine enough to provide converged Wannier functions. The calculations are performed
with Quantum ESPRESSO and its post-processing subroutine pw2wannier90.
The aim of the two previous steps is to obtain the maximally localized Wannier
functions[11, 12] (MLWFs) to be later used for the very dense k-point sampling around the
VHS.
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(iii) With the energy eigenvalues, overlap matrices and projections obtained from step
(ii), we construct the MLWFs according to the procedure presented in Ref. [11] and Ref.
[29]. The resulting Wannier functions consist of three p-orbitals centered on each P atom,
leading to the wannierization of 6 valence and 6 conduction bands (there are four P atoms
in the phosphorene unit cell).
One of the main advantages of the maximally localized Wannier representation of the
DFT orbitals is that quantities calculated on a coarse reciprocal-space grid can be used to
interpolate on a much finer grid with low computational cost. The Wannier interpolation
is particularly useful when a fine BZ sampling is required to converge the quantity of
interest. In this work, such quantities are the DOS and the valence band in a small
region around the VHS. For the DOS calculation, an extremely dense Wannier interpolated
mesh of 4·104×3.2·104×1 - corresponding to ∼1.3 billion k-points in the BZ - is used to
capture the sharp peak in the DOS due to the VHS. We use a smearing of 7×10−4 eV.
Similarly, a Wannier interpolation with a reciprocal lattice spacing of ∆kx,y=2·10−3×2pi/ax,y
corresponding to a 500×500×1 MP grid is employed for the contour plot of the valence band
around the VHS. All MLWF calculations are performed with the Wannier90 package.[191]
To further validate the PBEsol results, we have performed additional calculations with
the local LDA functional,[307] the semilocal PBE functional[51], the screened-hybrid HSE06
functional,[80] and the GW method[7, 6] in order to elucidate the position of the valence
band maximum. In particular, the HSE06 functional and the GW method are known to
provide a more accurate description of the electronic properties of semiconductors and
insulators than local or semilocal density functionals.[86, 308]
In LDA and PBE calculations, atomic positions and lattice parameters are relaxed till
the forces are less than 10−3 eV/A˚ and the pressure less than 1 kbar. The BZ is sampled
with a Γ-centered 60×48×1 MP grid as in the case of PBEsol calculations. The HSE06
corrections are instead calculated self-consistently using the PBE relaxed lattice parameters
and atomic positions, together with a 12×12×1 MP grid. The band structure is then
obtained using the derived Wannier functions in a similar fashion to the PBEsol calculations
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outlined above.
The GW calculations are performed in two steps. First, atomic positions and relaxed
lattice geometries are calculated with the PBE functional and norm-conserving Troullier-
Martins pseudopotentials.[215] Then the GW corrections are computed following the method
proposed by Hybertsen and Louie.[7] We include 138 bands in the evaluation of the dielectric
matrix and the self-energy, with a cutoff of 4 Ry for the dielectric matrix; convergence was
checked including up to 384 bands. A supercell of 20 A˚ in the direction perpendicular to
the monolayer and a slab-truncation potential[253] are used in these GW calculations to
avoid spurious interactions with periodic replicas of the system. A fine MP grid is employed
in the direction of the VHS (100×8×1) to distinguish the top of the valence band from
the Γ point, thus providing evidence for the presence of the VHS. All GW calculations are
performed with the plane-wave based ABINIT package.[309]
7.3 Results and discussion
7.3.1 Electronic band structure and van Hove singularity
Phosphorene is a semiconductor with a relatively large bandgap that is underestimated
(0.72 eV) at the PBEsol level (a well-known deficiency of local and semilocal DFT
functionals[93]), and enlarged at 1.6−2.0 eV when GW corrections[7, 6] are included.[2, 21, 1]
The electronic band structure of phosphorene, calculated with the PBEsol functional, is
shown in Fig. 7.1(b). The black solid line represents a standard plane wave DFT calculation,
while the red dotted line is the band structure obtained through a Wannier interpolation.
Our Wannier interpolation is very accurate, over a broad range of energies. In particular, at
Γ point, the DFT band structure and the Wannier interpolation differ by less than 10−5 eV.
In agreement with recent studies,[14, 310, 1] we find that the top of the valence band
is slightly away from the Γ point for the LDA, PBE and PBEsol functionals. Using these
three DFT functionals, we consistently find that the top of the valence band is displaced
from Γ along the Γ-X direction, which is the direction along the phosphorene zigzag ridges
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Figure 7.1: (a) Crystal structure of phosphorene and its projections on the y-z, x-y and x-z planes
(b) DFT-PBEsol electronic band structure (solid black line) and its Wannier interpolation (dashed
red line). The Brillouin zone is also shown (c) Detail of the electronic band structure and (d) DOS
in a small region near the VHS. The energy at the VHS is set to zero.
[see Fig. 7.1(a)]. The detailed symmetry analysis presented in Ref. [310] attributes the
absence of direct bandgap to the counteracting effects (in the k · pˆ approximation[100]) of
states of different symmetries on the valence band around the zone center.
To further validate these results, we have carried out calculations using the screened
hybrid HSE06 functional and the GW approximation, which are known to improve the
description provided by local or semilocal DFT functionals (such as LDA, PBE and PBEsol),
not only regarding bandgaps, but also concerning the band dispersion in semiconductors
and insulators.[86, 308, 87, 311, 312, 313, 314]
To quantitatively characterize the valence band maximum, we define kmax≡(kmax, 0)
as the wavector at which the valence band has a maximum, and Emax as the difference in
energy between the valence band maximum and the value of the valence band at the Γ point.
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The results obtained with various computational methods and different strains are reported
in Table 7.1. As mentioned before, in absence of strain, LDA, PBE and PBEsol gives a
valence band top slightly away from the Γ point, with Emax ranging approximately from 1
to 12 meV. With the HSE06 functional, the valence band top is slightly misplaced from
Γ; however, the calculated value of Emax is so small (0.05 meV) that it can be considered
zero. Also the GW method - in the absence of strain - predict phosphorene to be a direct
bandgap semiconductor.
We then apply strain along the x-direction, changing the lattice parameter ax to be
ax(1 + xstr), where a positive (negative) value of xstr indicates tensile (compressive) strain.
The results are shown in Table 7.1. Application of compressive strain moves the valence
band top away from the Γ point in all computational methods. In particular, with the
HSE06 functional and the GW method, the top of the valence band is displaced from the
Γ point with a 2% strain; larger strains monotonically increase both kmax and Emax with
Emax∼ 54 meV for a strain of 8% according to the GW method. In contrast, tensile strain
moves the top of the valence band towards the Γ point, and eventually removes the VHS
singularity.
Having established that a VHS near the phosphorene Fermi energy is either present or
can be strain-induced using a wide range of electronic structure descriptions, hereafter we
consider as an explanatory example the case of the PBEsol functional. Other functionals
and the GW method are expected to yield similar general results.
A magnification of the valence band maximum is shown in Fig. 7.1(c). From Fig.
7.1(c), we notice that the valence band has a saddle point at Γ. In the reciprocal space
neighbourhood of this point, the principal curvature is electron-like along the Γ-X path
[from the left in Fig. 7.1(c)], while it is hole-like in the Γ-Y path [from the right in Fig.
7.1(c)]. Thus, at the Γ point there is a crossover from electron-like to hole-like conduction
that originates at the VHS. The DOS, calculated on an ultrafine grid of ∼1.3 billion k-points,
is shown in Fig. 7.1(d). It exhibits a divergent behaviour at the energy position of the VHS,
as expected for a 2D lattice. In contrast to the saddle point behaviour at Γ, the valence
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band has a maximum at kmax and therefore the DOS shows a step-like drop to zero at this
point.[24]
Figure 7.2: (a) 3D plot of the phosphorene valence band around the VHS (Γ point) (PBEsol
functional). Cut-x(y) indicates the Γ-X(Y) path used in the band structure calculation. (b) 2D
contour plot of the valence band in a larger region around Γ. The contour lines are drawn at 2 meV
intervals. The energy at the VHS is set to zero in both plots.
Three dimensional (3D) and 2D plots of the phosphorene valence band in the neigh-
bourhood of the VHS (Γ point) are depicted in Fig. 7.2(a) and 7.2(b), respectively. The
electron-like dispersion along the Γ-X path [Cut-x in Fig. 7.2(a)] and the hole-like dispersion
in the Γ-Y path [Cut-y in Fig. 7.2(a)] are evident. The VHS has indeed the topology
of a 3D-saddle point. Moreover, the valence band is anisotropic at the Γ point, with
strong dispersion along Γ-Y [armchair direction, see Fig. 7.1(a)], while it is nearly flat on
Γ-X [zigzag direction, see Fig. 7.1(a)]. The large difference in magnitude of the effective
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masses along the two directions gives to the VHS an extended structure, as shown in Fig.
7.2(b). From a fitting of the local curvature of the valence band around the Γ point, we
obtain mx/my∼27, where mx and my are the effective masses on the Γ-X and Γ-Y path,
respectively.
In the limit of infinite mass in one direction (i.e. flat band in one direction, vanishing
curvature) the saddle point becomes extended, giving rise to a so-called extended VHS
(EVHS). EVHSs have been experimentally observed in doped graphene[315] and in some
layered cuprate superconductors.[316, 25, 317] In 2D materials, the DOS is known to
diverge logarithmically at the VHS, while in an EVHS the energy dispersion is quasi-one
dimensional, and the DOS has a much stronger square-root divergence.[24] Therefore, due
to the anisotropy of the phosphorene band structure, the VHS has an extended character
that might amplify its effects on the material properties.
7.3.2 Ferromagnetic instability
As mentioned in the introduction, the presence of a VHS at the Fermi energy can create
ferromagnetic, antiferromagnetic or superconducting instabilities. In contrast to cuprates
where the VHS points are at (pi, 0) and (0, pi), in phosphorene the VHS point is at Γ and
therefore we can exclude antiferromagnetism since no inter-VHS scattering can induce this
instability. Furthermore, for highly anisotropic masses (see Sec. 7.3.1), mx/my  1, similar
to the t− t′ Hubbard model with large t′/t (> 0.276), the ferromagnetic instability will win
over other instabilities. [286, 318, 289] As a result, we can omit also superconductivity and
consider only ferromagnetism.
The extremely fine structure of the VHS in phosphorene requires a very high resolution
calculation of the band structure. To make the calculation accessible, instead of using the
band structure from the Wannier interpolation, we approximate it here by an analytic
single-band model. Consistent with Fig. 7.1(c) and Fig. 7.2, the low-energy physics in the
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neighbourhood of the VHS can be described by
E (kx, ky) =
1
2
αk2x −
1
4
βk4x −
1
2
α′k2y, (7.1)
which characterizes the saddle point at Γ (opposite signed band masses along kx and ky)
and band inflection along kx. As in the previous section, the VHS energy at Γ, EVHS, is set
to zero while the band maximum at kmax is Emax. To fit the DFT-PBEsol calculations, the
band parameters follow the relations: α′/α=mx/my=27.02,
√
α/β=|kmax|=0.104 A˚−1 and
α2/4β=Emax=6.6 meV.
This simple model captures the energy dispersion behaviour near the VHS and, since
the parameters of the model are determined directly from the DFT calculation, it allows us
to investigate the magnetic instability quantitatively.
Obviously, a ferromagnetic instability can take place only in metallic or semimetallic
systems, and therefore some amount of doping is required for phosphorene to exhibit metallic
behaviour. To study the effects arising from the presence of the VHS, hereafter we thus
assume the Fermi energy to be exactly at the VHS, EVHS = 0, unless otherwise stated. In
the case of the PBEsol functional, the amount of (hole) doping necessary to reach the VHS
(from the top of the valence band Emax) is found to be approximately 4.2×10−3 electrons
per unit cell, corresponding to a doping concentration of 1.4×1012 cm−2 for each spin.
Given the energy dispersion in Eq. (7.1), it is possible to derive an exact analytical
expression for the DOS, N(E) (see Appendix 7.A for a complete derivation):
N(E) =

−
√
2
βα′
axay
pi2k+
K
(√
1− p−2
)
if E ≥ 0
−
√
2
βα′
axay
pi2|k−|
1√
|p|2+1
K
(√
1
1+|p|−2
)
if E < 0
(7.2)
where we have defined
k± = kmax
√
1±
√
1− E/Emax p2 = k
2
+
k2−
(7.3)
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and K(k) is the complete elliptic integral of the first kind. The quantities ax and ay are
the phosphorene lattice parameters, as defined in Sec. 7.2.
Since we are mainly interested in the behaviour of the DOS at the VHS, we take the
limit E→0 in Eq. (7.2) to obtain (see Appendix 7.A)
N(E → 0±) = axay
2pi2
√
αα′
[ln (Emax/E) +O(1)] (7.4)
The model of Eq. (7.1) therefore exhibits a logarithmically divergent DOS and it is
proportional to the geometric mean mass,
√
mxmy ∝ 1/
√
αα′, so in the limit of small
energies we can approximate the DOS as
N(E) ≈ N0 ln (Λ/E) (7.5)
where N0=
axay
2pi2
√
αα′
=0.0588 eV−1, and Λ is an energy cutoff of the order of Emax. In
this approximation, the DOS only includes contributions from states around Γ. This is
fully justified since the behaviour of the DOS near the VHS is obviously governed by its
divergence at E=0 (Γ point), and therefore finite (not diverging) contributions from other
regions in the Brillouin zone can be neglected.
With the logarithmic DOS one can derive (see Appendix 7.B) an expression for the bare
spin susceptibility that shows a dependence on the logarithm of the inverse temperature,
χ(T ) =−
∫
BZ
d2k
(2pi)2
∂nF (Ek)
∂Ek
(7.6)
≈N0 ln(ωD/T ) (7.7)
where nF is the Fermi distribution, Ek are the energy (Kohn-Sham) eigenvalues, and ωD is a
fitting constant of the order of Emax. We also set the Boltzmann constant kB to unity. The
logarithmic divergence at low temperatures [Eq. (7.7)] is confirmed by explicit calculation
of the spin susceptibility using Eq. (7.6), as shown in Fig. 7.3(a).
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Figure 7.3: (a) Temperature dependence of the bare spin susceptibility χ calculated directly from
Eq. (7.6) (blue dots) or approximated with the logarithmic divergence in Eq. (7.7) (dashed red line).
The low-temperature behaviour for T<T ∗∼1.5 meV is seen in the inset to follow the logarithmic law.
The dashed red line is fitted to Eq. (7.7) with ωD =0.5004 eV. The Fermi level is set to EVHS=0.
(b) Spin susceptibilities χ at different Fermi energies µ. Away from the VHS, the low-temperature
logarithmic behaviour stops at T ≈ µ and turns into Pauli susceptibility.
Notably, the logarithmic behavior is present only when the temperature is lower than
T ∗, which is defined as the temperature above which the spin susceptibility starts deviating
from the logarithmic behaviour. Thus, above T ∗ ∼17 K (corresponding to an energy scale
of 1.5 meV), we observe deviation of the susceptibility from the logarithmic law as seen in
the insert of Fig. 7.3(a). This temperature T ∗ is related to the energy scale Emax. We have
checked this apparent relationship between T ∗ and Emax by comparing susceptibilities for
different band parameters β (and thus Emax) in Eq. (7.1), and we indeed see proportionality
between T ∗ and Emax (not shown). It is also found that the susceptibility increases with
Emax as expected from the energy cutoff and fitting constant dependence in Eqs.(7.5) and
(7.7) respectively.
Next, we examine the effect of doping on the ferromagnetic instability, considering
various chemical potential shifts µ. The susceptibility was calculated numerically and the
results are presented in Fig. 7.3(b), in which the Fermi energy is shifted to µ above EVHS
(the energy of the VHS, or Γ). Fig. 7.3(b) shows that even away from the VHS point, the
logarithmic-T behaviour of the susceptibility is still preserved for T<T ∗. However, for each
value of µ, we see that the logarithmic increase of χ with decreasing T stops at µ, below
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which the susceptibility become constant suggesting a transition to Pauli paramagnetism at
low temperatures. This different behaviour for large and small T (with respect to µ) can
thus be understood directly from the expression of the bare spin susceptibility as outlined
in Appendix B.
It is in fact possible to obtain analytical estimates for χ in both regimes (please refer to
Appendix 7.B for a complete derivation). For Tµ, the susceptibility has the form
χ (T  µ) ≈ N0 ln (ωD/T ) cosh−2 (µ/2T ) . (7.8)
We observe the logarithmic-T behaviour, typical of Liftshitz phase transitions. Moreover, for
µ/T→0, cosh−2(µ/2T )→1 and therefore, in this limit, χ for the doped system has precisely
the same behaviour as in the undoped case, as confirmed by the numerical results presented
in Fig. 7.3(b). In contrast, for Tµ the susceptibility is found to be independent of T :
χ (T  µ) ≈ N0 ln(Λ¯/µ) (7.9)
where Λ¯ is an energy cutoff Λ¯<Emax. This saturation of χ agrees well with the numerical
results presented in Fig. 7.3(b), and it originates from the infrared cutoff of the excitations
due to the shifted thermal distribution (see Appendix 7.B).
Now we estimate the ferromagnetic transition temperature. Let us assume a Hubbard
interaction of strength U between intra-orbital spins. According to the Stoner criterion,[319]
the magnetic transition occurs when Uνχ(T )=1. Here Uν , which is defined by U times the
average weight Wν at the Fermi energy for a particular orbital ν, is regarded as the effective
interaction of orbital ν. From the Stoner criterion, the critical temperature follows the BCS
form,[320]
Tc = ωD exp(−1/N0Uν) (7.10)
where the geometric mean mass, appearing in N0 as outlined above, determines the DOS
at the Fermi energy. With this BCS formula, one can obtain the magnetization directly.
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The effective interaction Veff can be evaluated using the Kohn-Sham orbitals from the
DFT calculation. Let us define orbital operators ψm and band operators φν . The relation
between them is a unitary transformation ψm(k)=
∑
ν Am,ν(k)φν(k) where A(k) is the
unitary matrix that diagonalizes the Bloch Hamiltonian. The Hubbard onsite (intra-orbital)
interaction is
HU = U
∑
R,m
ψ†m↑(R)ψm↑(R)ψ
†
m↓(R)ψm↓(R), (7.11)
where R is the real space lattice vector and ψm↑,↓ are the Kohn-Sham spin-orbitals.
Since only the valence band (VB) is included in our low-energy model [Eq. (7.1)], we
include only the intra-band scattering terms from the Hubbard model. Moreover, at T=0,
only states from the Fermi surface contribute to the susceptibility. After these considerations,
the effective interaction Veff for ν=VB is
Veff ≈ Uν
∑
k1,k2,k3
φ†ν↑(k1)φν↑(k2)φ
†
ν↓(k3)φν↓(k1 + k3 − k2), (7.12)
where the momenta k1, k2 and k3 are in the neighbourhood of the Fermi surface and the
interaction strength
Uν = UWν = U
〈∑
m
|Am,ν(k)|4
〉
FS
(7.13)
is averaged on the Fermi surface in the sense that the momentum dependence can be
neglected since the Fermi surface around the VHS is small.
From the DFT results, we obtain an average weight, Wν , for the contributing orbitals
of about 0.2. This orbital weight significantly reduces the critical temperature. For
example, using the criterion Uνχ(Tc)=0.8 and at U=4 eV, the critical temperature Tc for
ferromagnetism is only about 4 µK.
Doping can destroy ferromagnetism even at zero temperature when N0Uν ln(ωD/µ)<1.
Although inter-orbital interactions might slightly enhance Tc, the Stoner criterion applied to
the bare susceptibility typically overestimates the critical temperature since particle-particle
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correlations would give large corrections to the self-energy.[321, 322, 323] As a result, this
ferromagnetic state would be difficult to reach.
7.3.3 Effect of strain on the van Hove singularity and on the critical temper-
ature
Strain can have a large effect on phosphorene’s pliable waved structure, and therefore it
represents a natural way to tune the band parameters of the VHS, in order to increase Tc.
In particular, from Eq. (7.10) we notice that, for a fixed effective interaction, the critical
temperature can be varied in two ways. One way is to increase ωD (or equivalently Emax,
see Sec. 7.3.2), which will cause a linear increase in Tc. The second and more prominent
way is to increase N0, which will result in an exponential increase in Tc. This can be
accomplished, for instance, by reducing the dispersion in both x and y directions near the
Γ point [see Eqs. (7.1) and (7.5)].
We find that strain along the armchair direction [y-axis in Fig. 7.1(a)] does not alter
significantly the critical temperature, with a modest ninefold increase in Tc (∼36 µK) for a
tensile strain of 3%. The situation, however, is significantly different for strain along the
zigzag ridge direction [x-axis in Fig. 7.1(a)]. The most relevant quantities for representative
x-strain values are listed on Table 7.2.
Table 7.2: Parameters related to the VHS for different strains on the zigzag direction [x-axis
in Fig.7.1(a)]. For T<T ∗, the susceptibility follows the logarithmic temperature dependence
of Eq. (7.7). The PBEsol functional is used.
xstr = −4% xstr = 0% xstr = +4%
kmax (1/A˚) (0.175,0) (0.105,0) (0.033,0)
Emax (meV) 27.8 6.6 0.1
N0 (eV
−1) 0.0374 0.0588 0.1909
T ∗ (K) 97 17 0.23
Tc (K) 5×10−7 4×10−6 5×10−2
Compressive x-strain of 4% slightly reduces N0 (see Table 7.2), and leads to a decrease
in Tc to only 0.5 µK. In contrast to this N0, we see from Table 7.2 that Emax increases
with this compressive x-strain. Due to the proportionality between Emax and T
∗, the spin
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Figure 7.4: Effect of zigzag ridge [x-axis in Fig.7.1(a)] strain on the VHS (a) Temperature dependence
of the bare spin susceptibility χ for different strains. The arrows indicate the temperature T ∗ at
which the susceptibility starts to deviate from the logarithmic behaviour. (b) Critical temperature
Tc as a function of strain. (c) Tc versus N
−1
0 . The behaviour of Tc still follows the exponential law
of Eq. (7.10) even if strain is applied.
susceptibility starts to follow the logarithmic-T behaviour - the signature of the VHS - at
higher temperatures than the unstrained case. For example, we see that a compressive
x-strain of 4% leads to T ∗ of about 97 K (8.4 meV) [see Fig. 7.4(a), yellow squares].
Due to the relatively high temperatures involved, the logarithmic-T behaviour in the spin
susceptibility could in principle be observable experimentally, thus providing compelling
evidence for the presence of the VHS.
In contrast, tensile x-strain has the opposite effect on the band parameters: while
Emax diminishes, N0 is greatly enhanced. Notably, the critical temperature exhibits an
exponential dependence on tensile strain, as depicted in Fig. 7.4(b). For a 4% strain, the
critical temperature is about 0.05 K. Even though this corresponds to a 104-fold increase in
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Tc with respect to the unstrained case, this magnetic state will hardly be seen experimentally
due to the very low temperatures required. We also observe that the logarithmic divergence
becomes the dominant contribution at around T ∗∼0.23 K (0.002 meV) [Fig. 7.4(a), orange
crosses], a much lower value compared to the unstained case resulting from the flattening of
the valence band (and consequently diminished Emax), caused by the applied stress.
The physics behind the strain-dependence of the VHS is simple. The act of stretching
will decrease the hoppings between phosphorus atomic orbitals, thus reducing the bandwidth.
As the dispersion decreases, we expect that α and α′ in Eq. (7.1) become smaller and hence
the density of states N0 increases. The act of compressing will show the opposite trend.
Because the band inflection is along kx, x-strain have a larger effect on α compared to
y-strain, explaining our findings.
Finally, we observe that the critical temperature still follows the exponential law of Eq.
(7.10), even when strain is applied, as shown in Fig. 7.4(c). For higher stress, Tc could
deviate from Eq. (7.10), since Emax diminishes (∼10−4 eV for a 4 % tensile strain) and
therefore narrows the VHS divergence, limiting the increase of the critical temperature.
7.4 Conclusions
We have used Wannier function-based interpolation techniques to investigate the VHS at
the Γ point near the phosphorene Fermi energy with more than a billion k-points. Thanks
to this extreme resolution, we are able to present compelling numerical evidence for the
presence of a VHS near the phosphorene Fermi energy. As a result of its close proximity to
the valence band maximum, the VHS can be reached with a hole doping concentration on
the order of 1012 cm−2, easily achievable by chemical doping or ionic-liquid gating.[324]
Furthermore, we have calculated an exact expression for the DOS near the VHS, and we
have demonstrated that the spin susceptibility presents a logarithmic-T behaviour, signature
of the VHS, and consequent Liftshitz phase transition.
We have also shown that the critical temperature can be increased up to 0.05 K by
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applying a modest strain to the phosphorene pliable waved structure. Although this ferro-
magnetic state would be very difficult to reach experimentally, the logarithmic temperature
behaviour of the spin susceptibility due to the presence of the VHS could be observed
because it persists at higher temperatures (T ∗∼17 K for the unstrained case, and T ∗∼97 K
for a 4% tensile strain along the zigzag ridges).
There are numerous experimental techniques able to detect the presence of VHSs. For
example, the scanning tunnelling microscope (STM) measures the tunneling differential
conductance, which is proportional to the local DOS,[325] and therefore represents an ideal
tool to detect VHSs. This technique has been used to observe VHSs in other 2D materials like
twisted multilayer graphene,[326] or the cuprate superconductor Bi-2201.[317] Furthermore,
angle-resolved photoemission spectroscopy (ARPES) can detect saddle points in the single-
particle energy dispersion, as employed for numerous cuprate compounds[316, 327, 25, 328]
and doped graphene.[315] Finally, the Knight shift[329] in nuclear magnetic resonance
experiments could provide evidence for the change in spin susceptibility in proximity of the
VHS.
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7.A Appendix: Exact derivation of the density of states
In this section, we present an analytical derivation of the DOS for phosphorene around
the VHS. According to Eq. (7.1), the dispersion relation of the valence band around the Γ
point has the form
Ek =
1
2
αk2x −
1
4
βk4x −
1
2
α′k2y (7.14)
with α, β, α′ > 0. The valence band has its energy extreme at Emax = α2/4β when
(kx,ky)= (kmax, 0) and kmax =
√
α/β. Moreover, there is a VHS at energy EVHS = 0
originating from states near kx = 0.
By definition, the DOS per spin per unit area is
N(E) =
∫
dkxdky
(2pi)2
δ(E − Ek) (7.15)
=
2
(2pi)2
∫
dkx
∫
ky≥0
dky
1∣∣∂kyEk∣∣δ(ky − kEy )
=
1√
2α′pi2
∫
kx≥0
dkx
1√
α
2 k
2
x − β4k4x − E
.
where kEy satisfies E =
1
2αk
2
x − 14βk4x − 12α′
(
kEy
)2
.
The integration range is limited by the fact that the square root term has to be real.
After some algebra, one can show that the integral range is k ∈ [max(0, k−), k+] with
k± =
√√√√α
β
±
√(
α
β
)2
− 4E
β
= kmax
√
1±
√
1− E/Emax. (7.16)
Thus, if E < 0, k− is not purely real, and the lower bound is zero. Therefore, we have
∫ k+
0
dkx
1√
α
2 k
2
x − β4k4x − E
(7.17)
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=
∫ k+
0
dkx
1√(
−β4
)
(k2x − k2+)(k2x − k2−)
=
−2i√
βk−
∫ 1
0
dx
1√
(1− x2)(1− p2x2)
=
−2i√
βk−
F
(pi
2
, p
)
=
−2i√
βk−
K(p).
where we have defined
p2 ≡ k
2
+
k2−
=
Emax
E
(
1 +
√
1− E
Emax
)2
(7.18)
and introduced F (φ, k) the incomplete elliptic integral of the first kind and K(k) the
complete elliptic integral of the first kind. They are related here by F (pi2 , k) = K(k).
On the other hand, if E > 0 (k− > 0), the lower bound is k− and we will deal with
∫ k+
k−
dkx
1√
α
2 k
2
x − β4k4x − E
(7.19)
=
∫ k+
k−
dkx
1√(
−β4
)
(k2x − k2+)(k2x − k2−)
=
−2i√
βk−
∫ 1
p−1
dx
1√
(1− x2)(1− p2x2)
=
−2i√
βk−
(−i
p
)
F
(pi
2
,
√
1− p−2
)
=
−2√
βk+
K(
√
1− p−2).
In Eqs. (7.17) and (7.19), we have used the integral formulae:
∫ u
0
dx
1√
(1− x2)(1− p2x2) =
1
2
∫ u2
0
dz
1√
z(1− z)(1− p2z) = F (arcsin(u), p) (7.20)
∫ 1
u
dx
1√
(1− x2)(1− p2x2) =
1
2
∫ 1
u2
dz
1
ip
√
z(1− z)(z − p−2) (7.21)
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=
−i
p
F
(
arcsin
(√
1− u2
1− p−2
)
,
√
1− p−2
)
.
For negative energies, E < 0,
k− = i
√√
1 + |E| /Emax − 1 = i |k−| (7.22)
p = i
√
Emax
|E|
1 +√1 + |E|
Emax
 = i |p| (7.23)
and therefore we will use the relation
K(ik) =
1√
k2 + 1
K
(√
k2
k2 + 1
)
(7.24)
in Eq. (7.17).
In conclusion, the density of states for E < 0 and E > 0 are, respectively,
N(E < 0) =
1√
2α′pi2
∫ k+
0
dkx
1√
α
2 k
2
x − β4k4x − E
(7.25)
=− i
√
2
βα′
1
pi2i |k−|K (i |p|)
=−
√
2
βα′
1
pi2 |k−|
1√
|p|2 + 1
K
(√
1
1 + |p|−2
)
and
N(E > 0) =
1√
2α′pi2
∫ k+
k−
dkx
1√
α
2 k
2
x − β4k4x − E
(7.26)
=−
√
2
βα′
1
pi2k+
K
(√
1− p−2
)
The final step is to analyze the asymptotic behaviour of the DOS. Since K will show a
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logarithmical divergence when
K(k = 1− η) η→0−→ 1
2
ln |η|+O(1), (7.27)
for E → 0, both the quantities
√
1
1+|p|−2 and
√
1− p−2 approach one. By using k± →
√
2kmax, |k−| → kmax
√
|E|
2Emax
, |p| → 2
√
Emax
|E| , and
1√
|p|2+1
→ 12
√
|E|
Emax
, we obtain the DOS
at the VHS as:
N(E → 0−) = 1
2pi2
√
1
αα′
[
ln
(
Emax
|E|
)
+O(1)
]
(7.28)
and similarly,
N(E → 0+) = 1
2pi2
√
1
αα′
[
ln
(
Emax
E
)
+O(1)
]
(7.29)
After multiplication by the unit cell area ax×ay, we obtain the result reported in Eq. (7.4).
7.B Appendix: Bare spin susceptibility at the VHS and the effect of
doping
Firstly, we derive the bare susceptibility when the Fermi energy is at EVHS=0 (µ=0). The
spin susceptibility is given by
χ(T ) =
axay
(2pi)2
∫
d2k
1
4T
cosh−2
(
Ek
2T
)
=
1
4T
∫ Emax
−∞
dEN(E) cosh−2
(
E
2T
)
≈ 1
4T
∫ Λ
−Λ
dEN0 ln
(
Λ¯
|E|
)
cosh−2
(
E
2T
)
=
1
2
N0
∫ Λ/2T
−Λ/2T
dx ln
(
Λ¯/2T
|x|
)
cosh−2 x
=−N0
∫ Λ/2T
0
dx
lnx
cosh2 x
+
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+N0 ln
(
Λ¯
2T
)∫ Λ/2T
0
dx cosh−2 x
where we have considered only the contribution from the VHS and the logarithmic behaviour
applies when |E| < Λ and Λ¯ is another energy cutoff Λ¯<Emax.
If we then consider the limit Λ T and use the following formulae:
∫ ∞
0
dx
lnx
cosh2 x
= log
pi
4
− γe ≡ −C = −0.8188 (7.30)
(γe is the Euler-Mascheroni constant)
∫ Λ/2T
0
dx cosh−2 x = tanh
Λ
2T
≈ 1 (7.31)
we obtain the following expression for the bare susceptibility
χ(T ) ≈N0C +N0 ln( Λ¯
2T
) ≡ N0 ln(ωD/T ) (7.32)
which is Eq. (7.7) in the main text.
Then, we discuss the effect of doping on the susceptibility. When we shift the Fermi
energy from zero (EVHS) to µ, the VHS will change to −µ, and therefore we can replace
the DOS by N(E) ≈ N0 ln Λ|E+µ| for |E + µ| < Λ. The susceptibility thus becomes
χ(T ) ≈ 1
4T
N0
∫ Λ−µ
−Λ−µ
dE ln
(
Λ¯
|E + µ|
)
cosh−2
(
E
2T
)
(7.33)
=
1
4T
N0
∫ Λ
−Λ
dE ln
Λ¯
|E| cosh
−2
(
E − µ
2T
)
.
We will now consider two regimes: T  µ and T  µ.
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Let us start with the case Tµ. By using the expansion
cosh
(
E − µ
2T
)
= cosh
(
E
2T
)
cosh
( µ
2T
)
+− sinh
(
E
2T
)
sinh
( µ
2T
)
, (7.34)
and the approximation
cosh−2
(
E − µ
2T
)
≈ cosh−2
(
E
2T
)
cosh−2
( µ
2T
)
, (7.35)
the susceptibility can be written as
χ(T  µ) ≈ 1
4T
N0
∫ Λ
−Λ
dE ln
Λ¯
|E| cosh
−2
(
E
2T
)
cosh−2
( µ
2T
)
= N0 ln (ωD/T ) cosh
−2
( µ
2T
)
≈ N0 ln (ωD/T ) (7.36)
and therefore, in this regime, the susceptibility is the same as the undoped case [compare
to Eq. (7.32)].
On the other hand, when Tµ, the function cosh−2(E−µ2T ) decreases proportion-
ally to exp(µ−ET ) for |E − µ|  T . Therefore it is a good approximation to replace
ln Λ¯|E| cosh
−2(E−µ2T ) by ln
Λ¯
|µ| cosh
−2(E−µ2T ) in the integrand in Eq. (7.33). As a result,
χ(T  µ) ≈ 1
4T
N0
∫ Λ
−Λ
dE ln
Λ¯
|E| cosh
−2
(
E − µ
2T
)
=
1
4T
N0
∫ Λ
0
dE ln
Λ¯
|E|
[
cosh−2
(
E − µ
2T
)
+ cosh−2
(
E + µ
2T
)]
(7.37)
≈ 1
4T
N0
∫ Λ
0
dE ln
Λ¯
µ
[
cosh−2
(
E − µ
2T
)
+ cosh−2
(
E + µ
2T
)]
(7.38)
Then, using
∫ Λ
0
dE cosh−2
(
E ± µ
2T
)
= 2T
[
tanh
(
Λ∓ µ
2T
)
± tanh
( µ
2T
)]
(7.39)
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we obtain
χ(T  µ) =1
2
N0 ln
Λ¯
µ
[
tanh
(
Λ + µ
2T
)
+ tanh
(
Λ− µ
2T
)]
=
1
2
N0 ln
Λ¯
µ
sinh ΛT
cosh Λ+µ2T cosh
Λ−µ
2T
≈N0 ln Λ¯
µ
tanh
Λ
T
≈ N0 ln Λ¯
µ
(7.40)
The final result of Eq. (7.40) indicates that, in this regime, the bare spin susceptibility is
independent of temperature, as seen in Fig. 7.3(b). This behaviour originates from the
infrared cutoff of the excitations due to the thermal distribution. Let us in fact consider
the integrand in Eq. (7.38):
ln
Λ¯
|E|
[
cosh−2
(
E − µ
2T
)
+ cosh−2
(
E + µ
2T
)]
' ln Λ¯|E| cosh
−2
(
E − µ
2T
)
(7.41)
Due to the chemical potential shift µ, the thermal distribution function,
cosh−2(E−µ2T )∼exp
[
− 1√
2
(E−µ2T )
2
]
, is now centered at E=µ and not at E=0 like in the
undoped case. Therefore, the integration around E=0, where the logarithmic function
diverges, now makes essentially no contribution to the total integral, giving raise to the
flattening of the susceptibility observed for Tµ.
Chapter 8
Strain-dependence of the Raman active modes in
phosphorene
8.1 Introduction
The waved structure of phosphorene and the resulting anisotropic nature of many of its
properties presents a unique opportunity in the realm of two-dimensional (2D) materials to
taylor electronic and vibrational properties, for example, by applying mechanical deformation.
Strain has indeed been predicted to strongly modify phosphorene properties, for instance
inducing a semiconductor to metal transition,[14] or controlling the anisotropic electrical
conductance.[330] Moreover, as far as future potential applications of phosphorene in
technology is concerned, the exfoliation or epitaxial growth of large samples can cause
inhomogeneities resulting in processing-induced strain, which can considerably modify
on the material properties. The study of the effect of strain on the Raman spectrum of
phosphorene is therefore valuable to both rationalize experimental observations and to move
forward in engineering material properties.
Some studies on the effects of strain on the phonon modes of phosphorene have already
been performed,[331, 332] to the best of our knowledge, however, none of these studies have
considered the influence of biaxial and shear deformation in a very small range of strains
(± 0.4%), which is found to be of crucial importance in experiments on few-layer black
phosphorus.[333, 26] Here we report the results of such studies using DFT calculations.
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8.2 Computational details
Density functional theory (DFT) calculations are carried out with the plane wave-based
Quantum ESPRESSO package.[212] We use the LDA approximation[5, 307] for the
exchange-correlation energy, and a plane wave basis set with kinetic energy cutoff of
50 Ry (200 Ry) to describe the electronic wave function (charge density). The electron-ion
interaction is described by norm-conserving Troullier-Martins pseudopotentials.[215] The
Brillouin zone is sampled with a 16×12×1 Γ-centered Monkhorst-Pack (MP) grid[216] in
all calculations. To avoid spurious interaction between periodic replicas of the system, we
use a supercell of 15 A˚ in the direction perpendicular to the monolayer. Phonon frequencies
are computed within density functional perturbation theory (DFPT).[30] The unstrained
phosphorene structure is obtained relaxing lattice parameters and ionic positions till the
forces on each atoms are less then 10−3 eV/A˚ and the pressure is less than 1 kbar. For the
strained configurations, we relax only the ionic positions, keeping the lattice parameters
fixed at the values determined by the chosen strain, as explained in detail in Sec. 8.3.
8.3 Effect of strain on the lattice parameters
The position R′i of cell i after strain is applied can be obtain from the unstrained position
Ri adding the deformation field u,[334]
R′i = Ri + u (Ri) (8.1)
In phosphorene, the Brillouin zone is 2D, and thus we can decompose R′i in term of two
Bravais lattice vectors a1 and a2,
Rm,n = ma1 + na2 (8.2)
where m and n are integers. Strain modifies the Bravais lattice vectors a1 and a2. The new
Bravais lattice vectors can be obtained by taking the difference between neighbouring cells.
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For example, the first Bravais lattice vector after application of strain is[333]
a′1 = R
′
m+1,n −R′m,n (8.3)
= Rm+1,n −Rm,n + u (Rm+1,n)− u (Rm,n)
= a1 + u (Rm+1,n)− u (Rm,n)
= a1 + u (Rm,n + a1)− u (Rm,n)
We can then linearize the displacement u (Rm,n + a1) about Rm,n,
u (Rm,n + a1) = u (Rm,n) + ∇u|Rm,n · a1 (8.4)
Substituting in Eq. (8.3), we obtain
a′1 = (1 +∇u) · a1 (8.5)
or in components,
a′1 =
(
1 + ∂xux ∂yux
∂xuy 1 + ∂yuy
)
· a1 (8.6)
The displacement gradient tensor ∇u can always be divided in a symmetric and antisym-
metric part,[97, 334, 333]
∇u = 1
2
(
2∂xux ∂yux + ∂xuy
∂xuy + ∂yux 2∂xux
)
+
1
2
(
0 ∂yux − ∂xuy
∂xuy − ∂yux 0
)
(8.7)
≡ + ω (8.8)
where  is the linear strain tensor, and ω is the rotation tensor. Since in our case, the
material properties are not affected by a rotation of the unit cell, we assume the displacement
field to be irrotational, i.e. ω = 0. The Bravais lattice after application of strain can be
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obtained directly from the strain tensor as
a′1 = (1 + ) · a1 (8.9)
and analogously for lattice vector a′2.
Since the phosphorene lattice is rectangular, the unstrained lattice parameters are
a1 = (ax, 0) and a2 = (0, ay). After application of strain, according to Eq. (8.9), the lattice
parameters become
a′1 = ax (1 + xx, xy) (8.10)
a′2 = ay (xy, 1 + yy) (8.11)
The strain components xx and yy are called normal stress components, and they define the
change in dimension along a particular direction. In contrast, the off-diagonal component
xy defines the shearing, and thus measures changes in angle with respect to two particular
directions. The dimensions of the unit cell are modified by the applied strain as follows,
∣∣a′1∣∣ = ax√(1 + xx)2 + 2xy (8.12)∣∣a′2∣∣ = ay√(1 + yy)2 + 2xy (8.13)
Due to the shearing xy, the unit cell is no longer rectangular, but takes the form of a
rhombus. The angle between a′1 and a′2 determines the amount of distortion from the
rectangular shape,
cos θ =
a′1 · a′2
|a′1| |a′2|
=
xy (2 + xx + yy)√[
(1 + yy)
2 + 2xy
] [
(1 + yy)
2 + 2xy
] (8.14)
In the absence of shearing, xy = 0, the Bravais lattice vectors are still orthogonal, even
after the application of strain (θ = 0◦).
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8.4 Results and discussion
We start our analysis by considering unstrained phosphorene. After lattice relaxation, the
lattice parameters are ax=3.248 A˚ and ay = 4.317 A˚ in excellent agreement with previous
studies.[335, 14] The phonon frequencies calculated with DFPT of the Raman active modes
for unstrained phosphorene are reported in Table 8.1, together with the results of previous
theoretical[335, 331] and experimental[15] studies.
Table 8.1: Raman frequencies for unstrained phosphorene. All quantities are in cm−1.
Method A1g B2g A
2
g
LDA [this work] 369.3 441.9 461.5
LDA [335] 368.9 441.6 459.1
LDA [331] 368 433 456
Exp. [15] 360 440 465
The phonon eigenvectors for the three Raman active modes are depicted in Fig. 8.1. The
A1g mode involves out of plane motion, with the P atoms moving away from the monolayer.
In contrast, the B2g mode involves only in plane vibrations along the x-direction, which is
the direction of the zigzag ridges. In the A2g mode, we notice a large component of motion
along the armchair direction (y-axis), together with a small component of out of plane
motion.
As a result of applied strain, the phonon frequencies are expected to vary linearly with
strain [see Eq. (8.9)], while the shearing dependence of the phonon modes starts to appear
at second order in the applied strain,
ω(i) = ω
(i)
0
(
1− g(i)x xx − g(i)y yy − g(i)xy 2xy
)
(8.15)
where ωi0 (ωi) is the phonon frequency of mode i in the absence (presence) of strain.
The effect of strain is modeled by deforming the unit cell according to Eqs. (8.12),
(8.13) and (8.14). Once the strained unit cell has been generated, the atomic positions are
relaxed, while the cell shape and dimensions are kept fixed during the atomic optimization.
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Figure 8.1: Raman active modes for unstrained phosphorene. The length of the arrows is
proportional to the amplitude of the phonon motion. x is the zigzag ridge direction, y is
the armchair direction, and z is the direction perpendicular to the monolayer.
Then, the phonon frequencies of strained phosphorene are calculated with DFPT. This
procedure is carried out for each strain considered; in particular, we choose four values of
strain (-0.4%, -0.2%, +0.2% and +0.4%) for xx, yy and xy, which we estimate to be close
to the strain applied in experiments.[26]
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Figure 8.2: Color contour 2D plots of the peak positions of the Raman active modes in strained
phosphorene. In these plots yy is set to zero. The frequencies of the phonon modes are in cm
−1.
Operationally, we determine the strain parameters in Eq. (8.15) in two steps. First,
we set yy = 0, and we calculate the phonon modes. The 2D color contour plots of the
peak positions of the Raman active modes as functions of xx and xy are shown in Fig.
8.2. Fitting these data to Eq. (8.15), we obtain the parameters g
(i)
x and g
(i)
xy . Then, we set
xx = 0, and with the same procedure we determine g
(i)
y (and again g
(i)
xy ). We have checked
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that the estimates for the parameter g
(i)
xy obtained from the calculations setting yy = 0 or
xx = 0 are the same (within 0.5% error), as expected.
From Fig. 8.2, we notice that the Raman frequencies depend linearly on xx in the strain
range considered for all three modes. The same considerations apply for yy, which is the
case where we have set xx = 0 (not shown). The dependence of the Raman frequencies on
xy is quadratic for B2g and A
2
g (with opposite signs), while the A
1
g mode can be considered
essentially constant (within the DFT accuracy). The A1g mode is thus less sensitive to
shearing than the other modes, probably because it involves only out of plane motion, while
the shearing concerns motion mostly in the plane of the monolayer.
The above results suggest that the mode frequencies vary little with xy over the small
range of strains considered due to the quadratic dependence so truncating the frequency
dependence on strain expression in Eq. (8.15) to first order and we can regroup the terms
and compare the result with the case of hydrostatic compression where we find,[333, 26]
ω(i) = ω
(i)
0
[
1− γ(i) (xx + yy)− β(i) (xx − yy)
]
(8.16)
Comparing Eqs. (8.15) and (8.16), we identify the parameters as,
γ(i) =
g
(i)
xx + g
(i)
yy
2
β(i) =
g
(i)
xx − g(i)yy
2
(8.17)
The dimensionless quantities γ(i) and β(i) are known as the Gru¨neisen parameter
and shear deformation potential, respectively.[336, 337] The Gru¨neisen parameter gives
information on the modification of the phonon frequency as a result of lattice compression
(expansion), while the shearing deformation potential takes into account deformation from
the rectangular phosphorene unit cell.
The parameters obtained through DFT calculations, together with the available experi-
mental results[26] are shown in Table 8.2.
From Table 8.2, we notice that g
(i)
x >g
(i)
y for all three modes. Given that the x direction
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Table 8.2: Parameters describing the frequency dependence of the Raman active modes in
phosphorene.
Mode g
(i)
x g
(i)
y g
(i)
xy γ(i) γ
(i)
exp (Ref. [26]) β(i)
A1g 0.53 0.51 — 0.52 0.77 ± 0.24 0.01
B2g 2.55 1.99 2.86×102 2.27 1.76 ± 0.12 0.28
A2g 1.54 1.23 -2.85×102 1.39 0.68 ± 0.14 0.16
is the zigzag ridge direction, we indeed expect phosphorene to be stiffer along this direction,
while softer along the armchair direction (y direction). In the A1g mode the difference
between g
(i)
x and g
(i)
y is very small compared to the other two modes; this originates from
the fact that the A1g involves mostly out of plane motion, and therefore it is less sensitive
to the phosphorene anisotropy. This fact also reflects in a very low shearing deformation
potential β(i).
The comparison with the experimental data is favourable for the A1g mode, while
DFT is found to overestimate the Gru¨neisen parameter for the B2g and A
2
g mode. The
discrepancy can be due to the limited accuracy of the available approximations for the
exchange-correlation energy (see Sec. 2.1.4), or to fact that the experimental samples
are composed by multiple layers (10-20) and they might be approaching the bulk black
phosphorus behaviour.
Nevertheless, the DFT calculations qualitatively reproduce the experimental results
completely from first-principles, without any input taken from the experiment.
8.5 Conclusions
The strain dependence of the Raman active modes of phosphorene has been determined
using first-principles calculations. We find the A1g mode presents a similar response to
strain along either the zigzag or armchair directions, while the B2g and A
2
g modes are stiffer
along the zigzag direction. We have also estimated the Gru¨neisen parameters and we find
qualitative agreement with experiment. Further investigation is required to explore the
sensitivity of these results to the DFT functional employed and to the number of black
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phosphorus layers in the sample.
Chapter 9
Summary and Outlook
In this thesis, we have used and extended the framework of density functional theory (DFT)
to study both prototypical materials for organic photovoltaic cells and phosphorene, a
promising novel material with great potential for applications in nanotechnology.
In Chap. 3, we have presented the calculation of the electronic structure of the interface
between a polymer [poly(3-hexylthiophene)] and a semiconducting carbon nanotube, as an
example of an organic photovoltaic system. Analysing the frontier orbitals and their level
alignment, we have shown that electrons are expected to be transferred from the polymer
to the carbon nanotube, while holes remains on the polymer. Further study is necessary to
determine the timescale of the electron and hole transfer. Specifically, the electron-phonon
coupling needs to be evaluated and then non-adiabatic quantum evolution of the system
can be computed using, for example, the partial linearised propagation scheme developed
by Coker and coworkers.[34]
An efficient route to build first-principles model Hamiltonians for electron and hole
transport in materials that maintains the DFT accuracy with a fraction of the computational
cost has been presented in Chap. 4. This method - called generalized Slater-Koster approach
or GeSKA - has been applied to the case of polythiophene, but it could be applied to
any other semiconductor or insulator. Moreover, of significant interest is the inclusion
in the model of the exciton binding energy and excitonic couplings, in order to describe
exciton transport and charge separation processes with in this highly efficient framework.
The tight binding model Hamiltonians obtained with this approach enable the efficient,
accurate on-the-fly computation of restricted sets of electronic states that are important for
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modeling transport and other dynamical properties and how they vary with key configuration
and environmental parameters. Interfacing this approach with, for example, MD to give
mixed quantum classical descriptions of electronic transport and how it is influenced by
dynamical fluctuations and dissipation to the environment is an important practical goal
for future studies. Finally, a quantum description of the environment with in the harmonic
approximation can be developed by incorporating the electron-phonon interaction in the
model Hamiltonian. This is necessary to describe quantum dissipative dynamics and can
be added following the method proposed by Gustino, Cohen and Louie.[338, 339].
Next, our attention turned to exploring the properties of phosphorene, and in particular
developing an understanding of how it oxidizes and the properties of the oxidation products.
In Chap. 5 we have identified the most stable types of oxygen defects, and also proposed a
mechanism for phosphorene oxidation. Oxygen chemisorption in the phosphorene lattice is
highly exothermic, and low energy electrically active defects (bridges defects) can be formed
under normal working conditions, leading to drastic changes in the material properties.
These oxygen bridge defects are found to be responsible for the non ambipolar behaviour
of air-exposed few-layer phosphorene devices. Even though oxygen seems to be the main
player in surface reactions causing few-layer black phosphorus degradation, also nitrogen,
OH− and phosphoric acid might play a role.[240, 230] Thus, the same procedure applied in
Chap. 5 could be applied to study the effect of such defects in the phosphorene lattice, and
their interaction with oxygen defects. A new mechanism of oxidation, including water, light
and oxygen, could also be explored. Another interesting aspect is the effect of pressure (or
strain) on the chemisorption energy of oxygen defects; in fact, if a large strain is applied
to the phosphorene puckered structure, a new phosphorus allotrope is predicted to be
formed.[14] This phosphorus allotrope might be more stable to oxidation than phosphorene
because of its (flat) hexagonal structure - identical to graphene - which is notoriously very
resistant to oxidation.
In Chap. 6 we have shown that oxidation of phosphorene can lead to the formation
of planar (2D) and tubular (1D) phosphorene oxides and sub-oxides. The bandgap of
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phosphorene oxides increases with oxygen concentration, covering a range of about 6
eV. This fact suggests that controlled oxidation can be used as a way to engineer the
bandgap. Moreover, once the oxides have been formed, the phosphorus atoms are saturated
with oxygen, and therefore the material is expected to be much less prone to oxidation
than pristine phosphorene. X-ray photoelectron spectroscopy measurements performed
by Edmonds and Tadich[22] - reported in the second part of Chap. 6 - confirm that a
single layer of phosphorus pentoxide is formed on the black-phosphorus surface after air
exposure. There are numerous possible studies that would deepen our understanding
of these new 2D oxides. For instance, ab initio molecular dynamics simulations could
be performed to study the effect of temperature, together with the coexistence between
planar and tubular forms, and also between different sub-oxides. The interaction between
phosphorene oxides and pristine phosphorene is also an important aspect when one wants
to build layered semiconductor-oxide transistors. Given the potential application of pristine
phoshorene in optoelectronic devices,[211] the optical properties of phosphorene oxides
could also be explored. Finally, the significant desiccant power of molecular phosphorus
pentoxide suggests that the study of the interaction of phosphorene oxides and water would
be interesting to explore the stability of these oxides in humid environments.
Chap. 7 is dedicated to the study of a saddle-point van Hove singularity near the
Fermi energy of pristine phosphorene. We have demonstrated that this critical point in the
density of states can give rise to a ferromagnetic instability. The method used here could
be readily applied to study other 2D materials exhibiting van Hove singularities. Moreover,
computational methodologies beyond the mean-field DFT approximation such as dynamical
mean-field theory could be employed to study the predicted ferromagnetic phase transition
at the van Hove singularity.
Finally, in Chap. 8 we have studied the effect of strain and shearing on the Raman
active modes of pristine phosphorene. Extending our study to explore the strain response of
few-layer phosphorene samples is of significant interest, in order to compare more directly
with experiments performed on thicker samples.
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