In this paper we construct the fundamental solution to some integro-differential equation, as well as the intrinsic upper and lower estimates for this solution. As an application of constructed estimates we state a criterion when a given Borel measure belongs to the respective Kato and Dynkin classes.
Introduction
Consider the integro-differential equation:
where the operator L(x, D) is defined on functions f from the Schwartz space S(R n ) as
and the kernel µ(x, du) satisfies
In this paper develop a version of the parametrix method (cf. [Fr64] ) in order to prove the existence of the fundamental solution to (1.1). Further, we construct the upper and lower estimates for this solution. The form of the upper estimate, which we call the compound kernel estimate, is motivated by the fact that even in the case of a Lévy process one cannot in general expect the transition probability density p t (x) to satisfy p t (x) ≤ σ n t f (xσ t ),
where σ : (0, 1] → (0, ∞) is some "scaling function", and f ∈ L 1 (R n ). We refer to [KK12a] for the discussion of this problem and the references. In some sense, the structure of the upper compound kernel estimate is inherited from the "constant coefficient" case, treated in [KK12a] . As an application of the constructed estimates, we give the criterion when a finite Borel measure belongs to the Kato and Dynkin classes with respect to the constructed fundamental solution. We also refer to [KK12b] , where we constructed the fundamental solution to the equation of type (1. Equations of type (1.1) attracted attention for quite a long time. Under the assumption that the jump intensity measure of a Markov process is absolutely continuous and possesses certain regularity properties, transition density estimates are obtained in [CKS87] , [CK08] , [CKK08] , [CKK10] , [BBCK09] , [BGK09] ; of course, this list is far from being complete. The approach used in the above papers involves quite special technique which relies on the Dirichlet form technique and the Harnack principle. See [BJ07] for the parametrix construction of the transition probability density corresponding to the fractional Laplacian perturbed by a gradient, and [BJS12] , [BS12] for the estimates on perturbed kernels. A version of the parametrix method which is in some sense close to ours was used in Kolokoltsov [Ko00] and Kochubei [Ko89] . In [Ko00] such a problem is studied for the case when L(x, D), x ∈ R n , is a) a symmetric α-stable like operator, 0 < α ≤ 1; b) a symmetric α-stable operator with a drift, when 1 < α < 2; in [Ko89] the solution of the equation of type (1.1) is studied in the case where L(x, D) is a hyper-singular operator of order α ≥ 1. Up to our knowledge this method was not used for more general jump processes, see, however, [Z13] . See also [Po94] and [Po95] for the parametrix construction for the transition probability density of the process which is the solution to the SDE driven by a symmetric α-stable process with a drift. We also refer to the monograph [GM02] for the transition density estimates for the process Y t +W t , where W t is a diffusion process. Yet another approach to study the fundamental solution to (1.1) involves the parametrix method and the symbolic calculus technique, which allows to prove the existence of the fundamental solution to (1.1), and to construct it in the form of converging in a certain sense series. This approach is developed in [Ts74] , [Iw77] , [Ku81] , [Ho98a] , [Ho98b] , [Ja02] , and further extended to evolution equations in [Bö05] and [Bö08] .
The rest of the paper is organized as follows: in Section 2 we set the notation and formulate the results; the auxiliary results are stated in Section 3; proofs are given in Section 4.
Settings and the main result
Notation. For functions f , g we mean by f ≍ g that there exist some constants c 1 ,
n . By x · y and x we denote, respectively, the scalar product and the norm in R n ; S n denotes a unit sphere in R n . We denote by c i , c, C, etc., arbitrary positive constants. The symbols ⋆ and * denote the convolutions
Through the paper we assume that the kernel µ(x, du) satisfies (1.3), and is of the form
where µ(du) is a Lévy measure, i.e. a Borel measure satisfying R n ( u 2 ∧ 1)µ(du), and m(x, u) is some positive measurable function.
One can check that q U and q L satisfy the inequalities
In what follows we assume that the assumptions given below are satisfied.
A1. There exists β > 1 such that
A2. The function m(x, u) is measurable, and satisfies with some constants b 1 , b 2 > 0, independent of u and x, the inequalities
A3. There exists λ ∈ (0, 2/β] and b 3 > 0 such that
In the definition below we set the structure of the estimates on the fundamental solution we are looking for.
n → R be some functions, and (Q t ) t≥0 be a family of finite measures on the Borel σ-algebra in R n . We say that a real-valued function g t (x) defined on a set A ⊂ (0, ∞) × R n satisfies the upper compound kernel estimate with parameters (ξ t , f, ζ t , Q t ), if
and define
One can show (see [KK12a] , [K13] ) that condition A1 implies for r large enough the lower estimate
where α = 2/β, and β > 1 is the constant appearing in A1. Note, that inequality (2.7) implies the upper bound
Denote by σ ∈ [α, 2) the minimal value for which there exists c 2 > 0 such that
and define the measure
Note that Λ t (R n ) ≤ tq * (ρ t ) = 1. Define the family of measures {G (k) t } k≥1 as below:
12)
where λ ∈ (0, α), σ ∈ [α, 2) is defined prior to (2.9), and
where
Finally, define Theorem 1. Let L(x, D) be given by (1.2), and suppose that conditions A1-A3 are satisfied. Suppose in addition that in the case 0 < α ≤ 1 we have a(x) = 0, and the kernel µ(x, du) is symmetric in u for all x ∈ R n . Then there exists a fundamental solution p(t, x, y) to (1.1), such that
where f t (x) admits for all x, y ∈ R n , t ∈ (0, 1], the compound kernel estimate with parameters (ρ
Here a i , i = 1 − 4 in the definitions of f upper and f lower are some positive constants, and the family of measures Q t,λ (dw) is defined by (2.17).
Remark 1. One can establish more explicit estimates on p(t, x, y) provided that the measure µ(du) is regular enough. In [KK12b] we derive, under the assumption that the tails of the measure µ are dominated by the tails of a sub-exponential distribution, the upper estimate in the form
where f ∈ L 1 (R n ) is some explicitly given function. Similar argument can be applied in order to get (2.21) with the reverse inequality. The situation treated in current paper is completely analogous, i.e., one can write under similar assumptions the upper estimate in the from (2.21). On the other hand, in the multi-dimensional case the right-hand side of (2.21) can be non-integrable, see [K13] for the Lévy case. We emphasize that although under additional restrictive (for example, subexponentiality) assumptions one can get more explicit upper and lower estimates on the transition probability density, in the general situation one cannot expect (2.21) to be the correct form of the estimate, see [KK12a] for the discussion. We also show that the compound kernel estimates constructed in Theorem 1 are sufficient for some applications, see Theorem 4 below.
One can also establish the joint continuity of the fundamental solution.
Proposition 2. The fundamental solution to (1.1) is jointly continuous in (t, x, y) on
The next theorem shows that it is possible to associate with p(t, x, y) a (strong) Feller process.
Proposition 3. Under the conditions of Theorem 1 the fundamental solution p(t, x, y) to (1.1) is the transition probability density of a (strong) Feller process.
The proof is completely analogous to the proof of the respective statement in [KK12b] , and relies on the positive maximum principle. See also Proposition 8.1 and the corollary below from [Ko00] , as well as the monographs [EK86] , [SP12] .
To demonstrate an application of Theorem 1 we need a bit more preparations. Let ϕ t be W -functional (cf. [Dy65, §6.11]), i.e., a positive continuous additive functional, almost surely homogeneous, and such that
is called the characteristic of ϕ t , and determines the functional in a unique way, see [Dy65, Theorem 6.3]. We are interested in the conditions when
is the characteristic of some W -functional. To investigate this problem recall (cf. [KT07] , [AM92] ) that a positive Borel measure ̟ belongs to i) the Kato class S K with respect to p(s, x, y), if
ii) the Dynkin class S D with respect to p(s, x, y), if there exists t > 0 such that
Clearly, S K ⊂ S D . Condition w ∈ S K implies that the function χ t defined in (2.22) is the characteristic of some W -functional ϕ t , see [Dy65, Theorem 6.6], provided that the mapping x → χ t (x) is measurable for each t ≥ 0. In some cases the classes S K and S D coincide, as, for example, in the case of one-dimensional Brownian motion, see [Dy65, Theorem 8.4 ]; for a diffusion process in R n a criterion when a W -measure is of Kato class is stated in [Ku09] . In the theorem below we give the criterion when a measure belongs to the Kato and Dynkin classes with respect to p(t, x, y).
Theorem 4. Let p(t, x, y) be the fundamental solution to (1.1) constructed under conditions of Theorem 1. Let ̟ be a finite Borel measure on R n . Then a) ̟ ∈ S D with respect to p(t, x, y) if and only if
where Corollary 5. Alternatively, one can write, respectively, conditions (2.25) and (2.27) in terms of the function q * : ̟{y :
For example, the sufficient condition for a measure ̟ to be in the Kato class (and, hence, in the Dynkin class) with respect to p(t, x, y) is
where α = 2/β is the parameter present in condition A1.
Auxiliary results
In this subsection we formulate some auxiliary results used in the proofs of Theorem 1.
is the generator of a Lévy process X t,y , parametrized by y. In this case the function
is the characteristic exponent of X t,y , i.e.
Ee iξXt,y = e −tq(y,ξ) .
Note that by condition A2 the kernels {µ(y, du), y ∈ R n } are comparable in the sense that for for any z, y ∈ R n and any Borel subset A ⊂ R n \{0} we have µ(z, A) ≍ µ(y, A), implying that
Condition A3 implies that Re q(x, ξ) is continuous in x. Condition A1 together with A2 implies (cf. [KK12a] , [K13] ) that for any y ∈ R n we have
where α = 2/β. Thus for any fixed y the process X t,y admits a transition probability density belonging to C ∞ b (R n ), which can be written as
and is the fundamental solution to
Following the idea of Levi's parametrix method (cf.
[Fr64]) we are looking for the fundamental solution p(t, x, y) to (1.1) in the form
where the function Φ : (0, ∞) × R n × R n → R is to be determined, Z(t, x, y) := p t,y (x − y), and p t,y (x) is the fundamental solution to (3.5).
To shorten the notation we write L ≡ L(t, x, D), and define (LZ) 1 (t, x, y) := LZ(t, x, y),
It can be shown (cf. [Fr64, p.310-311], or [Ja02, p.144-145]) that Φ(t, x, y) = ∞ m=1 (LZ) m (t, x, y), and thus p(t, x, y) admits the representation
provided that the series converge. Therefore, we need some "good" estimate for (LZ) m (t, x, y), which implies the convergence of the above series. In order to derive such an estimate we use the background established in [KK12a] and [K13] , namely, the compound kernel estimate for the transition probability density of a Lévy process. We start with an auxiliary lemma.
Lemma 6. Let
Then for any γ ∈ (0, α) and θ ∈ [0, 1) we have
where P t,γ (dw) is defined in (2.12), and
Proof. Note that for any 0 < γ < α we have
Indeed, using the relation tq * (ρ t ) = 1, we obtain
µ(du)
(3.14)
Note that for any fixed l ∈ S n the functions q U (rl) and q L (rl) satisfy the relation
, a.e. Then for any 0 < r 1 < r 2 and l ∈ S n we have
Applying the l'Hospital rule together with (3.15) and condition A1, we derive for 0 < γ < α the estimate
Therefore, estimating the last line in (3.13) we derive
for all t ∈ [0, 1], which proves (3.12). By (3.12) and the triangle inequality we have
where we used (3.16) and that Λ t (R n ) ≤ 1. By induction, we have
which in turn implies
Hence, for any θ ∈ (0, 1) we have by the triangle inequality
where the family of measures P t,γ (dw) is defined in (2.12).
Applying this lemma, we derive Lemma 7. Let the operator L y (D) be of the form (3.1) with y ∈ R n being fixed. Suppose that the function a(·) ∈ R n and the kernel µ(y, du) satisfy A1 and A2. In addition, assume that in the case 0 < α ≤ 1 we have a(y) ≡ 0, and the kernel µ(y, du) is symmetric in u.
Then there exists the fundamental solution p t,y (x) to (3.5), such that p t,y ∈ C ∞ b (R n ), and the
with parameters, independent of y.
Proof. The proof of the Lemma essentially follow from the results proved in [KK12a] and [K13] . Put q * (y, r) := sup
and let ρ t,y := inf{r > 0 : q * (y, r) = 1 t }, Λ t,y (du) := m(y, u)Λ t (du), and let a t,y be the vector with coordinates (a t,y ) i := t a i (y) + 1/ρt< u <1} u i µ(y, du) , i = 1 . . . n.
The result proved in [K13] states that for fixed y ∈ R n the following statements hold true provided that condition A1 is satisfied: a)
kn n p t,y (x+a t,y ) , k ≥ 0, satisfies the upper compound kernel estimate with parameters (ρ n+k t,y , f upper , ρ t,y , Λ t,y ); b) p t,y (x − a t,y − x t,y ) ≥ cρ n t,y f lower ((x − y)ρ t,y ). Here x t,y is some centering vector, which satisfies x t,y ≤ c/ρ t,y , and is equal to 0 if the Lévy kernel µ(y, du) is symmetric in u, see [K13] for details. Recall that by A2 we have that i) ρ t,y ≍ ρ t for all y ∈ R n ; ii) Λ t,y (O) ≍ Λ t (O) for any Borel set O ⊂ R n \{0}, and all y ∈ R n . Thus, for 0 < α ≤ 1 the statement in clear, since in this case we have a t,y = x t,y = 0. To prove the statement in the case α > 1 observe, that by Lemma 6 we have ρ t,y a t,y ≤ c, implying by the structure of f upper and f lower the estimates
for all t ∈ (0, 1], x, y ∈ R n . Finally, the above equivalences alow to substitute in b) ρ t,y with ρ t , and in a) the parameters (ρ n t,y , f upper , ρ t,y , Λ t,y ) with (ρ n t , f upper , ρ t , Λ t ). Lemma is proved.
Proofs
Proof of Theorem 1. Step 1.
Case α > 1. Since p t,y (x) is the fundamental solution to (3.5), we have
(4.1)
We estimate the terms J i , i = 1, 2, 3, separately. Applying Lemma 6 with γ = λ we obtain that J 1 satisfies
where P t,λ (dw) and g t,θ are defined in Lemma 6, and θ 1 ∈ (0, 1) is some constant. To estimate J 2 recall that by the Taylor expansion we have
where k = k 1 + . . . + k n , k i ≥ 0, and we used the convention
n . Using Lemma 7, (4.3), and that f upper (x) = a 3 e −a 4 |x| , we derive for u ≤ 1/ρ t ≤ 1 the estimates
where f t (x) is defined in (3.9). Thus, using A3, Lemma 6 and that q * (ρ t ) = 1/t, we can estimate J 2 from above as
Let us estimate J 3 . We have
(4.5)
For J 31 we have by A3
Since we assumed α > 1, applying Lemma 6 with γ = 1 we get
Therefore,
where in the last line we used again Lemma 6. Note that since 1 < α ≤ σ, we have max(
, 1 − λ/σ) = 1 − λ/σ =: δ, implying by (2.9) the inequality
Thus, combining the above estimates for J 1 , J 2 and J 3 , we arrive at
where G
(1) t,λ (dw) is given by (2.14), and B 1 > 0 is some constant. Case 0 < α ≤ 1. Note that in this case we assumed that a(x) = 0, and the kernel µ(x, du) is symmetric in u. Therefore, the terms J 1 and J 32 in the above calculations disappear. The terms J 2 and J 31 can be estimated in the same fashion. Thus, from above we have (4.8).
Step 2: Estimation of (LZ) 2 (t, x, y). In the calculations below we drop the index λ, unless it will cause misunderstanding. Using (4.8) we have
Consider the integral we have ρ t−s ≤ ρ t/2 . Further, for c ≥ 1 we have q * (r) ≤ q * (cr) ≤ c 2 q * (r) for all r ≥ 1, which implies ρ t ≍ ρ ct for all t ∈ (0, 1]. Therefore,
Take ǫ ∈ (0, 1). Since ρ t is monotone increasing as t → 0, the triangle inequality x − z ρ t−s + z − y ρ s ≥ x − y ρ t gives
where M 1 > 0 is some constant, and θ 2 := 1 − ǫ(1 − θ 1 ) ∈ (θ 1 , 1). Thus, after the change of variables,
where B 2 > 0 is some constant.
Step 3: Induction. We prove that for each k ≥ 2 there exists B k > 0 such that
Proceeding in the same way as we did when estimated (4.10), we obtain for some θ k+1 ∈ (θ k , 1) that
where M k > 0 is some constant. Therefore,
(4.14)
Thus, the induction statement is proved.
Step 4: Convergence of the series and the upper estimate. Next we estimate (LZ) k for k ≥ k 0 + 1, where (cf. (2.15))
To do this we need to look more closely on the family of measures G ⋆k t (dw). By induction, one can show that
where Γ is the Gamma-function, and c > 0 is some constant. Indeed, for k = 1 we have G t (R n ) ≤ ct −δ . Assume that (4.15) holds true. Then
(4.16)
Observe that for k 0 as above we have by (2.8) the upper estimate
where c(k 0 ) > 0 is some constant. This implies for all l ≥ 1 the estimate
is given by (2.14). To shorten the notation, put ζ := θ k 0 . We havẽ
By induction, we obtain
Summarizing the estimates (4.13) and (4.19), we arrive at
t (dw) (cf. (2.16)) and A := B 1 MB ∨ 1. Note that by (4.15) and (4.17) we have
where c 1 > 0 is some constant. Since the measure P t is finite, by (4.21) we have
As in
Step 2, we get
where ζ < χ < 1, which finally implies by (3.8) and Lemma 7 that p(t, x, y) ≤ c 4 g t,χ * Π t (x − y) (4.24)
for all t ∈ (0, 1], x, y ∈ R, and χ ∈ (ζ, 1), wherẽ
Note that in principle in the procedure described above 0 < χ < 1 can be chosen arbitrarily small. Recall the definition of Q t (dw), see (2.17). Since
, which implies the estimate (2.19).
Step 5: Fundamental solution. Next we show that p(t, x, y) is the fundamental solution to (1.1), i.e., that for any φ ∈ B b (R n ) (i.e., bounded Borel function) we have 
Therefore, since Z(t, x, y) = p t,y (x − y) is the fundamental solution to (3.5), we derive, passing to the limit under the integral, that
which proves (4.26).
Step 6: On-diagonal bound. By (4.23) and (4.22) we have 27) which implies the upper bound p(t, x, x) ≤ c 2 ρ n t for all x ∈ R n and t ∈ (0, 1]. To get the lower bound, observe that by (4.27) for t small enough we have
Thus,
(4.28)
Step 7: Off-diagonal lower bound. To show the lower bound we need some preparations. Let
we obtain by applying the theorem on differentiation with respect to parameter that
By the upper compound kernel estimate for 
Since for 0 < s < t/2 and χ ∈ (ζ, 1) we have
Step 2), then for 0 < s < t/2
Therefore, applying again the theorem on differentiation with respect to parameter we derive
where in the last line we used (4.22). Then by (4.27) we obtain, using the decomposition in the Taylor series with the remaining term in the integral form, Proof of Proposition 2. By assumption A2 we have |e iξ(x−y)−tq(y,ξ) | ≤ e −b 1 tRe q(ξ) , implying by the theorem on continuity with respect to parameter that
Let us prove the joint continuity of (Z ⋆ Φ)(t, x, y). Note that we can rewrite (Z ⋆ Φ)(t, x, y) as
Recall that by Lemma 7 we have |Z(t, x, y)| ≤ g t,0 * P t (x − y). Then, using this estimate and (4.20) we derive for 0 < s ≤ t/2 (cf.
Step 2 of the proof of Theorem 1)
where in the last two lines we used that f upper (x) ≤ a 3 , and for t ≥ t 0 > 0 the function ρ t is bounded by a constant, depending on t 0 . Here θ := 1 − (1 − ζ)ǫ ∈ (0, 1). Analogous calculations for t/2 < s ≤ t give the same upper estimate. Therefore,
with the right-hand side integrable on [0, t] × R n . Thus, by the theorem on continuity with respect to parameters, (Z ⋆ Φ)(t, x, y) is jointly continuous in (t, x, y) on
The proof of Theorem 4 relies on the lemma below.
Lemma 8. Let condition A1 hold true. Suppose that the function g(t, x) satisfies the estimates Fix l ∈ S n , and define θ t := inf{r : q U (rl) ≥ 1/t}. Note that by A1 we have θ t ≍ ρ t for all t ∈ (0, 1]. Therefore, where for the second term in the last line we use the monotonicity of q * . Note that U ′ (r) = − 1 r n+1 q * (r)
, implying that
Further, applying the l'Hospital rule and the same argument as used in (4.32), we derive Note that for ̟ ∈ S K we have sup x ̟ B(x, r) → 0 as r → 0+. Therefore, if the function U is finite, then the above inequality implies (2.27). Suppose that U is infinite. Since U(r) is monotone increasing as r → 0, the expression under the integral in (4.37) is non-negative, implying that 
