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ABSTRACT 
 
Nowadays we have satellites available from GPS, GLONASS, Galileo and BeiDou systems. 
This will lead to an increased demand for solutions, which utilize multiple Global Navigation 
Satellite Systems (GNSS). Such solutions can have great market potential since they can be 
applied in numerous applications involving GNSS navigation, e.g. smartphones and car 
navigators. The aim of this thesis is to present the issues that arise in modern high sensitivity 
receivers, and to present research results of navigation algorithms suitable for the next 
generation multi-system multi-frequency GNSS receivers.  
With the availability of multiple satellites systems, the user benefits mostly from the 
improved visibility of the satellites. The increased availability of satellites naturally increases 
the computational requirements in the receiver.  The main focus of the presented algorithms 
is on critical factors like provided accuracy versus low cost, low power consumption. In 
addition, the presented algorithms have been collected into a comprehensive navigation 
algorithm library where they have additional value for educational purposes. 
The presented navigation algorithms focus mainly in the GPS and Galileo systems, with the 
combination of L1/E1 & L5/E5a frequencies. A novel GPS + Galileo dual frequency receiver 
was developed by the team over the years. Where applicable, the thesis collects important 
facts from modern GLONASS and BeiDou systems.  
The first part of the thesis introduces all available open service signals from the GNSS 
systems, revealing how vast the scope of multi-system, multi-frequency receiver design is. 
The chapter continues with introduction to the basics of GNSS systems, and description of 
the problems that the receiver designer must overcome. The chapter further continues by 
describing a basic receiver architecture suitable for multi-system multi-frequency reception. 
The introductory part also has a short section is dedicated for underlining the importance of 
testing mechanisms for a novel receiver under development. 
The second part of the thesis concentrates on the baseband processing of the GNSS receiver. 
Topics cover acquisition and tracking, with multi-system multi-frequency implementation 
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details kept in mind. The chapter also contains sections for issues that must be handled in 
high sensitivity receivers, e.g. cross-correlation and cycle slip detection. The second part of 
the thesis is concluded with a description how Assisted-GNSS capability would alter many 
of the design considerations. 
The third part of the thesis describes algorithms related to the data bit decoding issues. All 
the different satellite systems have their own low-level navigation data structure with 
additional layers of error detection / correction mechanisms. This part of the thesis provides 
the algorithms for successful decoding of the data.  
The final part of the thesis describes the basic navigation solution algorithms suitable for the 
mass-market receivers. In this part, the method of combining the measurements from the 
different satellite systems is discussed. Additionally, all the issues of processing multi-
system signals are collected here, and in the end the Position, Velocity, and Time (PVT) 
solution is obtained. 
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1. INTRODUCTION 
 
In these days several Global Navigation Satellite Systems (GNSS) are rapidly being 
developed. The current fully operational GNSS systems are the American NAVSTAR 
Global Positioning System (GPS) [1] and the Russian Globalnaya Navigatsionnaya 
Sputnikovaya Sistema (GLONASS) [2]. In the deployment phase towards the full 
operational capability are the European Galileo [3] and the Chinese BeiDou systems [4]. In 
the end of year 2016, an official statement was given that Galileo is now in Initial Services 
phase [5]. Galileo and BeiDou are expected to reach full completion of their constellation 
by year 2020.  
Meanwhile, also GPS is getting its infrastructure modernized by replacing satellites with 
next generation models providing new signals. Similarly, GLONASS system has plans to 
modernize its satellites by adding a new frequency, and providing Code Division Multiple 
Access (CDMA) capability. As a result, the GNSS users on Earth will have a wide selection 
of satellites in the sky. The availability of satellites will thus improve dramatically in the 
coming years. This will be especially useful in the areas where the environment sets 
limitations to the visibility. The most common case is urban canyons in the cities, where tall 
buildings block the visibility. 
Some of the new satellite navigation systems are planned to be regional systems. The 
regional satellite system will provide service to certain geographical location on Earth, 
further increasing the availability of satellites in these regions. One such a regional system 
is the Indian Regional Navigation Satellite System (IRNSS), and another one is the Japanese 
Quasi-Zenith Satellite System (QZSS). 
There is also a third category of satellite systems, which provide information signals to the 
users. Satellite based augmentation systems (SBAS) consist of geostationary satellites 
offering regional augmentation through their signals. These systems are used for improving 
the positioning accuracy of the typical GNSS receiver. A list of the SBAS systems include: 
the United States Federal Aviation Administration (FAA) operated Wide Area 
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Augmentation System (WAAS), and the European Space Agency (ESA) operated European 
Geostationary Navigation Overlay System (EGNOS), Russian System for Differential 
Corrections and Monitoring (SDCM), Japanese Multi-functional Satellite Augmentation 
System (MSAS) and Indian GPS Aided Geo Augmented Navigation (GAGAN). 
Tables 1.1 – 1.9 collect the characteristics of the open service signals available from the 
GNSS systems for the future mass-market receivers [6]. These tables also immediately 
define the vast scope of this thesis: the complex design of a multi-system, multi-frequency 
receiver. 
 
Table 1.1 GPS L1 C/A signal characteristics 
Carrier frequency L1: 1575.42 MHz = 154 * 10.23 MHz 
Minimum received power -158.5 dBW 
Multiple access CDMA 
Spreading codes Length 1023 bit Gold codes, duration 1 ms 
Data rate | message structure 50 bps | NAV 
Data message error correction and 
detection 
Error detection using extended (32,26) 
Hamming code 
Data modulation 50 sps biphase modulation 
Pilot and data components 100% power data 
Overlay code None 
 
 
Table 1.2 GPS L1C signal characteristics 
Carrier frequency L1: 1575.42 MHz = 154 * 10.23 MHz 
Minimum received power -157 dBW 
Multiple access CDMA 
Spreading codes 
Length 10230 bit Weil-based codes, duration 
10 ms 
Data rate | message structure 50 bps | CNAV2 
Data message error correction and 
detection 
½-rate LDPC coding, block interleaving, and 
24-bit CRC 
Data modulation 100 sps biphase modulation 
Pilot and data components 
75% power pilot, 25% power data, in same 
carrier phase 
Overlay code 
1800 bit pilot overlay codes, 100 bps, different 
for each satellite; segments of m-sequences and 
Gold codes 
 
1. Introduction 
 
3 
 
 
Table 1.3 GPS L2C signal characteristics 
Carrier frequency L2: 1227.60 MHz = 120 * 10.23 MHz 
Minimum received power 
Current satellites: -160 dBW. 
Next generation satellites: -158.5 dBW 
Multiple access CDMA 
Spreading codes 
M-sequences from a maximal polynomial of 
degree 27.  
Pilot component: Length 767250-bit L2CL 
code, duration 1.5 seconds.  
Data component: Length 10230-bit L2CM 
code, duration 20 ms 
Data rate | message structure 25 bps | CNAV 
Data message error correction and 
detection 
½-rate convolutional coding with constraint 
length 7, and 24-bit CRC 
Data modulation 50 sps biphase modulation 
Pilot and data components 
50% power pilot, 50% power data, time 
multiplexed spreading symbol by spreading 
symbol 
Overlay code None 
 
 
Table 1.4 GPS L5 signal characteristics 
Carrier frequency L5: 1176.45 MHz = 115 * 10.23 MHz 
Minimum received power 
Current satellites: -157.9 dBW.  
Next generation satellites: -157 dBW. 
Multiple access CDMA 
Spreading codes 
Combination and short cycling of M-
sequences.  
Pilot component: L5Q, Length 10230-bit, 
duration 1 ms.  
Data component: L5I, Length 10230-bit, 
duration 1 ms. 
Data rate | message structure 50 bps | CNAV 
Data message error correction and 
detection 
½-rate convolutional coding with constraint 
length 7, and 24-bit CRC 
Data modulation 100 sps biphase modulation 
Pilot and data components 
50% power pilot, 50% power data, phase 
quadrature multiplexed with pilot component 
on the quadrature-phase component. 
Overlay code 
10 bit, 1 kbps Neumann-Hoffman code on L5I. 
20 bit, 1 kbps Neumann-Hoffman code on L5Q 
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Table 1.5 Galileo E1 signal characteristics 
Carrier frequency E1: 1575.42 MHz = 154 * 10.23 MHz 
Minimum received power -157 dBW 
Multiple access CDMA 
Spreading codes 
Length 4092 memory codes, different for pilot 
E1-C and data E1-B components, duration 4 
ms. 
Data rate | message structure 125 bps | I/NAV 
Data message error correction and 
detection 
½ -rate convolutional coding with constraint 
length 7, block interleaving, CRC 
Data modulation 250 sps biphase modulation 
Pilot and data components 50% power pilot, 50% power data 
Overlay code 
None on data E1-B.  
Length 25 sequence on pilot E1-C for tiered 
code, total duration 100 ms. 
 
 
Table 1.6 Galileo E5a and E5b signal characteristics 
Carrier frequency 
E5a: 1176.45 MHz = 115 * 10.23 MHz  
E5b: 1207.14 MHz = 118 * 10.23 MHz  
Minimum received power -155 dBW 
Multiple access CDMA 
Spreading codes 
10230-bit codes, different for pilot and data 
components, duration 1 ms. 
Data rate | message structure 
E5a-I: 25 bps | F/NAV. 
E5b-I: 125 bps | I/NAV 
Data message error correction and 
detection 
½ -rate convolutional coding with constraint 
length 7, block interleaving, CRC 
Data modulation 
E5a-I: 50 sps biphase modulation.  
E5b-I: 250 sps biphase modulation. 
Pilot and data components 50% power pilot, 50% power data 
Overlay code 
Length 20 sequence on data E5a-I for tiered 
code, total duration 20 ms.  
Length 100 sequence on pilot E5a-Q for tiered 
code, total duration 100 ms.  
Length 4 sequence on data E5b-I for tiered 
code, total duration 4 ms.  
Length 100 sequence on pilot E5b-Q for tiered 
code, total duration 100 ms. 
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Table 1.7 GLONASS L1OF and L2OF signal characteristics 
Carrier frequency 
L1OF: 1598.0625 – 1605.375 MHz, spaced by 
0.5625 MHz.  
L2OF: 1242.9375-1248.625 MHz, spaced by 
0.4375 MHz.  
Minimum received power 
L1OF: -161 dBW.  
L2OF: -167 dBW. 
Multiple access FDMA 
Spreading codes Same 511 bit m-sequence used for all signals 
Data rate | message structure 50 bps | GLONASS 
Data message error correction and 
detection 
Error detection using extended (85, 81) 
hamming code. 
Data modulation 50 sps biphase modulation. 
Pilot and data components 100% power data 
Overlay code Meander sequence at 1 kbps 
 
 
Table 1.8 GLONASS L3OC signal characteristics 
Carrier frequency L3: 1202.025 MHz = 1175 * 1.023 MHz. 
Minimum received power -158 dBW 
Multiple access CDMA 
Spreading codes 
Length 10230 truncated Kasami sequences, 
duration 1 ms. 
Data rate | message structure 100 bps | Modernized GLONASS 
Data message error correction and 
detection 
½-rate convolutional coding 
Data modulation 200 sps biphase modulation. 
Pilot and data components 50% power pilot, 50% power pilot 
Overlay code 
5 bit, 1 kbps Barker code on data component, 
10 bit, 1 kbps Neumann-Hoffman code on pilot 
component. 
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Table 1.9 BeiDou B1I and B2I signal characteristics 
Carrier frequency 
B1: 1561.098 MHz = 1526 * 1.023 MHz  
B2: 1207.14 MHz = 1180 * 1.023 MHz 
Minimum received power -163 dBW 
Multiple access CDMA 
Spreading codes 
Length 2046 bit segments of 2047 length Gold 
codes, duration 1 ms. 
Data rate | message structure 
MEO and IGSO satellites: approximately 37 
bps | BeiDou D1 NAV.  
GEO satellites: approximately 367 bps | 
BeiDou D2 NAV 
Data message error correction and 
detection 
BCH(15,11) code with block interleaving over 
two blocks. 
Data modulation 
MEO and IGSO satellites: 50 sps biphase 
modulation.  
GEO satellites: 500 sps biphase modulation. 
Pilot and data components 100% power data. 
Overlay code 
MEO and IGSO satellites: same 1 kbps overlay 
Neumann-Hoffman code.  
GEO satellites: None 
 
1.1 Background and Motivation 
The introduction to the three available categories of satellite-based systems should highlight 
the challenge in the next generation GNSS receivers. With so many satellite systems 
available, in the near future the design of the GNSS receivers gets more complicated. The 
receivers must get ready to utilize these new signals from the moment they become 
available. From the receiver point of view, this will mean several design issues: 
• Antenna - Must handle various frequencies and different bandwidths of the 
spectrum. 
• Radio Frequency Front End (RF FE) – How to combine the various frequencies, 
and how to design the filtering with bandwidth (BW) and group delays in mind? 
What are the Analog to Digital Converter (ADC) requirements? 
• Baseband design – Capability of doing the basic acquisition and tracking 
operations for multiple constellations/signals. Multiple Pseudo Random Noise 
(PRN) codes available for each system. 
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• Software (SW) design. – Capability of decoding the navigation data from various 
systems, and capability of producing a multi-constellation Position, Velocity and 
Time (PVT) solution. 
All the listed features can be implemented on a receiver, but it must be understood that the 
addition of these new features will come with a cost in form of more expensive hardware 
(HW), increased power consumption, or increase in computational requirements. The 
challenge in designing the next generation GNSS receiver lies in both making these 
capabilities available, and keeping the costs as low as possible. The aim of this study is to 
conduct research on advanced algorithms best suitable for next generation GNSS receivers.  
In the world of hand-held mass-market receivers, it is very important that the new 
capabilities do not drain the device battery too quickly, and that the cost of the device is still 
lucrative. For these mass-market receivers it remains to be seen if all the available systems 
would be supported by a single device. For example, many current smartphones have the 
support for GPS + GLONASS, effectively doubling the number of satellites in view, and 
consequently considerably improving positioning in scenarios like deep urban, where tall 
buildings would block the visibility to most satellites. Additional satellite systems further 
improve the number of satellites available. Implementing multi-system capability naturally 
implies increased cost / resource consumption in the device [7]. It will be interesting to see 
how the markets will develop, once the satellite systems reach their full capabilities in the 
years to come. 
As the complexity of the receiver increases with the multi-system, multi-frequency 
capabilities, the importance of assisting the receiver externally grows. Many hand-held 
mass-market devices, especially smartphones, come with the Assisted-GNSS capability (A-
GNSS), which helps the receiver to save computational resources, and still achieve quicker 
first fixes and find weaker satellites. An incomplete list of A-GNSS smartphones can be 
found in [8]. The availability of A-GNSS in mobile phones is largely explained by 
government mandates, such as the United States E911 [9] and Europe E112 [10]. In these 
mandates, it is specified that in case of an emergency call, the handset should be able to 
deliver the location of the phone, with certain accuracy and within certain time. The location 
of the handset is quickly available from the cellular network itself, but it fails to provide the 
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necessary accuracy. On the other hand, GNSS technology has the accuracy, but it can 
sometimes in an adverse environment, take significant amount of time until position is 
computed. The A-GNSS makes it possible to obtain GNSS position in a much shorter 
timeframe.   
Recent market surveys already show signs for manufactures shifting towards true all-
systems support [11]. Figure 1.1 shows how multi-system capability is supported in chipsets 
from year 2015. Another survey, including also professional grade receivers, shows 
similarly, how many manufacturers are adopting multi-GNSS support [12]. 
 
Figure 1.1 Supported constellation by receivers [11] 
 
Multi-frequency support still seems to be only available for professional grade receivers. 
The multi-frequency capability does imply greater investment in the hardware cost in 
comparison to the multi-system support. Being able to process multiple frequencies, the 
receiver must face the challenge of having compatible antenna and front-end design in the 
receiver. Additionally, the processing of additional frequencies occupies extra tracking 
channels in the receiver. Benefits for having multi-frequency capability can be listed as: 
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1) Possibility to remove ionosphere effects from measurements. Discussed in detail 
in Section 5.10.4. 
2) Faster navigation data reception. For example, Galileo implements frequency 
interleaved frame structure for E1-B and E5b-I, where it is possible to get the data 
faster using two frequencies [13]. 
3) Resistance to jamming. In a situation where one particular GNSS frequency is 
affected by jamming or similar interference, it is possible to operate on the data and 
measurements from the other frequency. 
According to the market survey [11], it is most likely automotive industry and road 
navigation Personal Navigation Device (PND) markets who will adopt the multi-frequency 
capability. 
1.2 Research Objectives and Scope 
The main objectives of this research will be improving positioning accuracy, optimization 
of cost efficiency of hardware (e.g. power saving on hand-held devices) and develop multi-
system, multi-frequency algorithms. The research presented in this thesis was strongly 
driven by the will to develop novel / existing algorithms and to see them implemented in 
practice [14]. For the actual implementation, the algorithms were targeted for the 
TUTGNSS reference receiver [15], [16], which represents a platform for a modern multi-
constellation, multi-frequency GNSS receiver. A library of implemented algorithms was 
created, providing easy way of including necessary functions to be tested on the platform. 
An open source educational approach was adopted [17].  
In addition to the actual implementation of algorithms, two additional important topics were 
paid attention to. First, the implemented algorithms must be benchmarked, evaluated and 
verified. Verification procedures must be made to ensure that the algorithms are functioning 
in practice. One must keep in mind that an algorithm is unlikely to be implemented in the 
final platform if it has poor performance – thus the need for performance evaluations for 
each separate algorithm.  
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The last part addressed in this research was dedicated to the methods enhancing the testing 
phase of the receiver. Since all algorithms must undergo a time-consuming evaluation / 
verification phase, it was seen beneficial to develop improved testing mechanisms. 
In conclusion, the three major topics are listed here:  
- Design and implement multi-constellation, multi-frequency algorithms 
- Benchmark, evaluate and verify the receiver functions 
- Improve the testing mechanisms 
In the scope of this thesis, we concentrate on a few particular aspects of GNSS. First, this 
thesis will concentrate on multi-constellation issues from GPS + Galileo perspective. Multi-
frequency combination is selected to be L1/E1, L5/E5a, since it is the optimal combination 
for GPS + Galileo receivers [18]. The GNSS receiver algorithms are focusing on the 
navigation data decoding, and navigation solution computations. 
Several early receivers exist with either multi-frequency capabilities or Galileo capability 
[19] - [25]. The selected GPS + Galileo frequency combination studied in this thesis and 
implemented on TUTGNSS is among the first 50 certified Galileo capable receivers in the 
world [26]. 
1.3 Main Contributions 
The work presented in this thesis has contributed into three categories of innovations: 
Describing multi-constellation, multi-frequency GNSS receiver architecture; design and 
implementation of novel algorithms, and developing new testing methods. The following 
are the main contributions and outcomes from this thesis work: 
A multi-constellation, multi-frequency receiver was developed [P1]. 
-[P1] Contribution of the author was the development and design of the Navigation Software 
of the receiver. 
The navigation software has been profiled, identifying the bottlenecks of software 
computations in real-time receivers [P2]. 
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Alternative numerical methods, including CORDIC and fixed-point arithmetic, have been 
introduced for easy code portability to different processor families [P2]. 
-[P2] Contribution of the author was the implementation of fixed point arithmetic, selection 
of relevant algorithms and benchmarking the architecture. 
A custom Viterbi decoder suitable for Galileo signal was developed. The choice between 
hardware and software Viterbi was considered [P3]. 
A novel on-the-fly block de-interleaving method for Galileo signals was implemented. The 
on-the-fly method spreads the CPU load evenly, avoiding big bursts in CPU time [P3]. 
-[P3] Contribution of the author was the implementation of on-the-fly de-interleaver, HW 
Viterbi and SW Viterbi decoder. 
A dual CPU debugging domain was developed. In order to capture internal data from the 
hardware, without interrupting the normal operations, a second processor was instantiated 
for handling the data recording via shared memory [P4]. 
For easier comparison of algorithm performance, the capability of running several 
navigation solutions in parallel was introduced [P4]. 
-[P4] Contribution of the author was implementation of algorithms, and design idea of the 
Test Environment. 
Taking advantage of the better computational capabilities of modern desktop PCs, a 
software implementation of GNSS receiver was presented. It has the capability of 
significantly reduce the amount of time needed to run test scenarios, when working on 
recorded GNSS data [P5]. 
-[P5] Contribution of the author was the idea and implementation of SW testing speed-up. 
GNSS receiver architecture capable of synchronizing its measurements with other devices 
was introduced. Synchronization with GNSS simulator allows instantaneous comparison of 
parameters, without the need of interpolation or prediction [P6]. 
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The synchronization architecture allows new research on cooperative positioning, where 
synchronized GNSS receiver can share their measurements [P6]. 
-[P6] Contribution of the author was the implementation of synchronization mechanism. 
1. Introduction 
 
13 
 
1.4 Thesis Outline 
The thesis has been divided into several distinct chapters, each one focusing on a different 
aspect related to GNSS. Figure 1.2 and Table 1.10 are provided for orienting how the 
chapters are organized and related to each other.  
 
Figure 1.2 Diagram of thesis topics 
  
 
Table 1.10 Linking the thesis topic to the chapters and publications 
Block Chapters Publications 
Block 1 2 [P1], [P4] 
Block 2 3 [P3], [P4] 
Block 3 4 [P2], [P3] 
Block 4 5 [P2], [P6] 
Block 5 2 [P2], [P4], [P5] 
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Chapter 2 will introduce the basics of satellite navigation. The GNSS system architecture, 
transmitted signals and error sources are included in the chapter. In addition, the basics of a 
GNSS receiver are discussed together with a section dedicated to testing of GNSS receivers. 
Chapter 3 describes the baseband processing, including acquisition and tracking. Special 
considerations regarding multi-system, multi-frequency receivers are presented. Issues 
related to high sensitivity receivers are discussed, and finally it is analyzed how A-GNSS 
availability affects the receiver performance.  
Chapter 4 focuses on the navigation data decoding issues. The requirements of multi-
constellation GNSS receiver for data decoding have been taken into consideration. The data 
decoding performance limits of available open service signal are included.  
Chapter 5 describes the wide variety of algorithms related to the navigation solution. 
Various models have been presented for different use cases of the receiver, depending on 
how many constellations or frequencies the receiver is processing. 
Chapter 6 offers the conclusions and future work directions. 
 
 
 
 
 
    
 
 
 
2. BASICS OF GNSS 
When talking about navigation many people are mostly interested about seeing their 
position on the screen of a device. In order to understand how it is possible to obtain the 
position information, one must understand several basic concepts related to satellite 
positioning. This chapter aims to provide the reader with the insight to the basics of GNSS 
knowledge. 
2.1 Concept of Satellite Positioning 
The GNSS systems are radio navigation systems, where there are satellites sending radio 
wave signals. These signals travel at a known speed – the speed of light. The basic task of 
the GNSS receiver on Earth is to measure the time it took for the signal to travel from the 
satellite to the user receiver. This measured time is then converted into a measure of 
distance, by Eq. (2.1). 
tcr                                                                                                                                (2.1) 
, where  
c  is speed of light 
t  is transit time. 
With three distance measurements to three transmitters with known locations, the receiver 
is able to calculate its position unambiguously by the concept of trilateration. GNSS is thus 
based on Time-of-Arrival (ToA) concept. Before looking into details of trilateration, the 
GNSS system architecture is introduced. 
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2.2 GNSS system architecture 
The GNSS system architecture is traditionally split into three segments: 
1. Control Segment 
2. Space Segment 
3. User Segment 
Figure 2.1 illustrates the GNSS system architecture. 
Control 
Stations + 
Ground 
Antennas
Master 
Control 
Station
User 
Segment
Space 
Segment
 
Figure 2.1 GNSS system architecture 
The control segment is responsible for monitoring and maintaining the satellite orbits, 
satellite health and GNSS system time. The control segment also takes care of uploading 
the navigation message to the satellites. The control segment consists of one Master Control 
Station, several monitor stations and several ground antennas. The Monitor stations and 
ground antennas are placed around Earth, so that good coverage to the satellites is achieved. 
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Space segment consists of the full constellation of satellite vehicles. A nominal constellation 
for a particular satellite system has 24 satellites in the orbits, plus a few extra satellites for 
redundancy. The 24 satellites should ensure a global coverage at all times. Currently there 
are 31 GPS, 27 GLONASS, 18 Galileo and 20 BeiDou satellites in the orbits [27], [28], 
[29], [30], [31].  All GNSS systems deploy Medium Earth Orbit (MEO) satellites, with 
approximate radius of 26500 km. BeiDou constellation is special in the sense that the full 
constellation will also include 5 Geosynchronous Earth Orbit (GEO) and 3 Inclined 
Geosynchronous Satellite Orbit (IGSO) satellites. This will improve the visibility of 
satellites over China and the nearby regions.   All these satellite constellations are designed 
such that they provide nearly always a visibility to at least four satellites, from a single 
GNSS system, to the user on Earth. The satellites are responsible for generating the radio 
navigation signals, which they will broadcast. A typical GNSS signal consists of several 
basic elements: 
1. Carrier wave 
2. Code 
3. Navigation data 
The carrier wave is a simple sinusoidal wave on the L-band frequencies. The GNSS systems 
utilize several carrier frequencies, and  Figure 2.2 lists these L-band frequencies. 
 
Figure 2.2 Available GNSS open service signals 
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The second element of the signal is the code. The different satellite systems may utilize 
additional levels of coding, but a distinct PRN code is found from each. The PRN codes 
have good autocorrelation properties, allowing the receiver to identify the transmitting 
satellites. On the other hand, cross-correlation between PRN codes is very low, meaning 
that the satellites will not be significantly interfere with each other. Cross-correlation is 
discussed in detail in Chapter 3.2. The use of PRN codes is the principle of CDMA systems. 
All the existing GNSS systems are CDMA systems with the exception of GLONASS, which 
is currently a frequency-division multiple access (FDMA) system. In GLONASS FDMA, 
all the satellites share a common PRN code, but each satellite has been assigned a different 
frequency slot around the common carrier frequency. In the future, also GLONASS will 
support CDMA signals with its next generation satellites - simplifying the receiver design, 
when all systems are CDMA based.  
The final element is the navigation data, which is being sent at a relatively slow data rate, 
ranging from 50 bps to several hundred bits per second. The navigation data contains 
information about the GNSS system time, correction parameters for satellite clocks, 
information about the satellite orbits, satellite health status, and many other parameters. The 
receiver needs to be able to receive this navigation data before a satellite can be used for 
solving the user PVT. 
These three components of the satellite signal are then modulated together, and broadcast 
to the users. Figure 2.3 illustrates the modulation of these signal elements, using GPS L1 
civil signal as an example [32]. The same principle presented in Figure 2.3 can be extended 
to all other available GNSS signals. The carrier frequency, PRN code and NAV data rates 
may be different. Additionally, the signal may contain overlay codes. Tables 1.1 – 1.9 
presented the basic facts of open service GNSS signals. 
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L1 Carrier 1575.42 MHz
PRN Code 1.023 MHz
NAV Data 50 MHz
L1 Signal
BPSK
XOR
 
Figure 2.3 GPS L1 civil signal generation 
 
The user segment just means the user receivers. The user receivers passively receive the 
broadcast satellite signals from which they make the ranging measurements. The receiver 
also needs to decode the navigation data message, in order to obtain timing parameters, and 
the necessary parameters for solving the satellite location. Finally, the receiver calculates 
the PVT solution and displays it in a meaningful format for the user – either as coordinates, 
or as plotting the position on a map. 
2.3 Trilateration 
The concept of trilateration is illustrated in Figure 2.4. In trilateration, each distance 
measurement to the satellites forms a sphere. The intersection of two spheres makes a circle 
(red lines in the figure). Three sphere intersections consist of two independent points (blue 
dots). If the system would be perfect, this would allow the user to solve its position 
unambiguously. In a perfect system, one of the points would appear on the surface of Earth 
– which would be the correct solution – and the other point could be discarded, since it 
would not be on the surface. 
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Figure 2.4 Concept of trilateration 
 
Unfortunately, the system cannot be considered as perfect, and thus extra attention must be 
paid to timing issues. In practice, the clocks involved in the process are not synchronized. 
There are three types of clock domains involved: 
1. GNSS system clock 
2. Satellite clocks 
3. User receiver clock 
Out of the three clocks, the GNSS system time is considered the most accurate. It is a system 
clock maintained with very high precision equipment on the control stations on Earth.  
Each individual satellite vehicle boards very accurate atomic clocks. The atomic clocks are 
quite expensive, but it makes perfectly sense to have expensive clocks in satellites, since 
satellites are in overall such expensive investments. Even these satellite atomic clocks have 
certain time bias and frequency drift when compared to the system time. These values are 
monitored by the control stations, and correction terms can be provided to compensate the 
effects. 
The user receiver clock is the most inaccurate of the three. Typical receivers have crystal 
oscillators, and the main reason is that they are cheap. Since the mass-market receivers need 
to be affordable in price, the clock components cannot be overly expensive. 
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Conclusion: 
The GNSS system clock is considered the reference time. Satellite clocks have small biases 
to the reference, and the effect can be compensated with correction parameters. The user 
receiver clock has bigger biases, and to solve the unknown bias, multilateration technique 
is employed in the receiver. 
2.4 Multilateration 
Multilateration is similar to trilateration, with the exception that now at least four 
measurements are needed. The receiver has to solve four unknowns, namely the user x, y 
and z – coordinates, plus the user clock time bias. For four unknowns four equations are 
needed. With the introduction of user clock bias, the basic distance measurement changes 
to a pseudorange measurement. A pseudorange is no longer an exact measure of distance, 
but it includes the effect of user clock bias. The model for a pseudorange measurement is 
given in Equation (2.2). 
 
      uususus bzzyyxx 
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                                                                (2.2) 
In Equation (2.2) the 4 unknown parameters are the user coordinates uuu zyx ,, and user 
clock bias ub . The satellite coordinates sx , sy , sz will be known once the navigation data is 
decoded, using the algorithm presented in Section 5.7. When the receiver has four 
simultaneous pseudorange measurements, it can solve PVT. The algorithms for solving the 
PVT are introduced in Chapter 4. 
2.5 GNSS Error Sources 
In satellite-based navigation, many error sources will degrade the performance of the 
receiver.  These error sources can be roughly divided into three categories: 
1. Space segment errors 
2. Propagation channel errors 
3. User receiver errors 
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In the next subsections, details that are more precise will be given about what is included in 
each of the error categories, and what is their estimated error contribution to the total 
performance of the receiver. 
2.5.1 Space Segment Errors 
The control segment constantly monitors the orbits and clock stability of the satellites. 
Based on the observations a set of parameters is then calculated, called the ephemeris data, 
which describes the predicted movement of the satellite on its orbit. Similarly, the clock 
correction parameters are computed for estimating the clock errors. The ephemeris data and 
clock parameters are more accurate the more recent the predictions are. After long periods, 
the predictions tend to start accumulating error. Currently the ephemeris data and clock 
corrections are recalculated and updated to the navigation data of the satellites once in a few 
hours. The control segment tries to improve the prediction models to reduce these errors. It 
has been estimated that the error contribution due to ephemeris data + clock correction 
parameters is approximately CS = 3 m. 
2.5.2 Propagation Channel Errors 
The satellite orbits are such that the distance which the signal travels from satellite to the 
receiver varies between 20 000 km and 26 000 km. When a satellite is located directly over 
the receiver, at zenith = elevation angle of 90°, then the distance between satellite and 
receiver is the shortest. At lower elevation angles, the distance to the satellite increases. 
Figure 2.5 illustrates the concept of elevation angle. 
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Figure 2.5 Elevation angle 
 
The elevation angle is an important indicator of how good quality the satellite signal can be 
expected. This becomes apparent when considering the Earth’s atmosphere region. The 
atmospheric regions relevant to satellite signal are the ionosphere, around 1000 km above 
Earth, and the troposphere, around 40 km above Earth. These regions will affect the signal 
travel, thus causing errors to the measurements. As a conclusion: The lower the elevation 
angle, the longer distance the signal travels in the degrading atmospheric regions.  This 
results in more error in the signal. Thus, high elevation signals are more favorable for 
positioning. There are models to compensate for the atmospheric errors, but they are not 
able to eliminate the errors. These models will be discussed in more details in Chapter 5. 
An average error contribution for propagation channel errors is P  = 5 m. 
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2.5.3 User Receiver Errors 
The last error category has two distinct components to it, which will be described in the 
following subsections: 
• Receiver Noise 
The user receiver has to deal with noise and multipath. The total noise in the receiver is 
composed from many sources. Any RF signal around the band of interest is considered as 
noise. In addition, multi-access noise, that is the noise from other GNSS signals, is 
contributing. Then the receiver components - cables, filters, antenna, etc., generate some 
noise. Finally, the receiver will sample the incoming signal, which causes quantization 
noise. 
• Multipath 
The second distinct component is the multipath phenomenon. Multipath refers to a situation 
where the satellite signal is reflected from a surface, and then reaches the receiver antenna. 
The reflected signal can cause significant errors if not taken care of. A typical method of 
reducing the effect of multipath at the receiver level would be utilizing narrow spacing 
correlators [33]. The benefit of a narrow spacing correlator comes from the fact that the 
delayed multipath signal arrives later in time than the narrow spacing correlator range. 
In a typical multipath scenario, the receiver receives both a direct path signal, and one or 
more reflected multipath signals. Usually the direct path signal is stronger than the multipath 
signal and the direct signal always reaches the antenna before the reflected signal. In some 
case, the direct line of sight signal will be blocked, and only the multipath signals are able 
to reach the receiver. In such a case, identifying the multipath case becomes more complex. 
For multipath, the elevation angle is again a significant indicator. It is more likely to 
encounter multipath signals for low elevation satellites. This fact can be utilized in the 
antenna design of a GNSS receiver. The antenna should preferably be directional toward 
the sky, so that low elevation reflected signals would be attenuated at the antenna level 
already. Another antenna level multipath mitigation happens with the polarization of GNSS 
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signals. The GNSS signals are Right Hand Circularly Polarized (RHCP), and the antenna is 
built to receive such signals. Polarity of the reflected signals may change to Left Hand 
Circularly Polarized (LHCP), and thus being attenuated by the antenna due to the wrong 
polarization. 
As conclusion for the receiver error contribution, an average of U = 1 m can be assumed. 
It must be noted that for some cases the multipath can cause significantly more error. 
2.5.4 Total Error Budget 
From the previous sections: 
CS = 3 m 
P  = 5 m 
U = 1 m 
These values can be combined into a characterization of the total errors in the receiver 
measurements. This combined error is referred as User Equivalent Range Error (UERE) 
[32]. 
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UPCSUERE   ≈ 6 m                                                                                  (2.3) 
The UERE value tells that the user of GNSS will not achieve perfect positioning solutions, 
but instead gets a solution where the individual measurements are expected to have error 
component of 6 m. The UERE value is not the only contributor to the accuracy of the 
positioning solution. In Chapter 5, another concept called satellite geometry is introduced 
and its effect together with UERE will be presented. 
2.6 Testing of GNSS Receivers 
Testing of the GNSS receivers is a continuous process where new features, architectures 
and algorithms are evaluated. Thorough testing ensures that changes in the receiver do not 
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introduce coding bugs, or other unintentional side effects. Any regression in the 
performance should be detected, and the source corrected if possible.  
In the development phase of the receiver, it is useful to pay attention to the availability of 
the test data. For debugging purposes, the receiver platform should be designed such that 
necessary internal process information can be extracted for further analysis. For example, 
the raw IQ data is often useful for performance analysis. The amount of IQ data depends on 
the RF FE characteristics, and in general, the data rates tend to be quite high. Thus, high 
transfer rate interface is needed for recording this data. For example, with the TUTGNSS 
receiver, a 100 Mbps Ethernet link was utilized for debug data transmission [34]. The next 
level of debugging data would be the raw measurements that the receiver baseband is 
making. This contains pseudorange and carrier phase measurements, CN0 levels of signals, 
and possibly acquisition results. Google has recently announced this level of GNSS 
measurements will be available for application developers on Android smartphones [35]. 
The third level of measurements would be the navigation results, i.e. position and velocity 
solution. Additionally, measures for data decoding bit error rates can be output.  
With the help of raw data and measurement output, one can have multiple test metrics that 
actually define the true performance of the receiver. Rigorous testing using various testing 
methods is needed to have decent coverage of the receiver capabilities. 
Testing methods can be categorized as follows:  
1.) Live Sky 
2.) Record and replay 
3.) Simulators 
The live sky testing has two different aspects. First option is to use an outdoor antenna, 
possibly mounted on the roof of a building. This can be convenient to test stationary 
scenario, where the receiver under development can be in the laboratory conditions with 
power supply easily provided. The second case would mean direct mobilization outdoors 
with the receiver. Depending on the type of the receiver being developed, this may need 
some extra equipment to provide protection and power supply for the receiver. The antenna 
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would also need to be brought along. A suitable test rack can be built inside a car or a van, 
for car tests. The antenna can be mounted firmly on the roof of the car. A car can be used 
to test scenarios with considerable dynamics. Live sky testing is superior way of testing to 
find surprising conditions, where the receiver may behave unexpectedly. There is also a 
downside for live sky tests. If something interesting happened once, it may not be possible 
to replicate it again. 
In record and replay testing the GNSS data is first recorded from the RF FE as IQ samples. 
If something interesting is found in the data, it can be replayed and further studied, thanks 
to the recording. The record can be used to improve the receiver as long as the receiver 
passes certain tests. The downside of the record and replay tests is that multi-system, multi-
frequency receivers require high data rates for the IQ sampling. Usually quite long data 
records are desirable, and they tend to require a lot of storage space. 
Simulator testing is the most often used testing method. The test cases are only limited by 
the features that the used simulator offers. Simulators offer testing possibilities, which are 
either impossible or highly inconvenient for live sky testing. Some examples include, 
changing time freely, simulating movement with high dynamics, high/low altitudes, 
high/low latitudes, testing leap seconds, testing interference/jamming, testing with various 
received signal strengths and the possibility to test satellite systems, which do not exist yet. 
Many more test cases naturally exist. Replay ability is excellent with most simulators. 
Many test metrics can be tested: 
1) Time to First Fix 
2) Position accuracy 
3) Acquisition and tracking sensitivity 
4) Re-acquisition time 
5) Dynamics tolerance 
6) Multipath mitigation / performance 
7) Interference mitigation / performance 
8) Leap seconds 
9)  Pseudorange / Carrier phase accuracy 
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10)  CN0 levels 
11)  Power consumption 
12)  Required hardware resources 
13)  Required software code size 
14)  Receiver meets real-time requirements 
Given the long list, which is not even exhaustive, it is clear that testing takes considerable 
effort during the development of the receiver. It is thus preferred if the testing can be 
automated as much as possible. An individual test may take a long time to complete, and to 
get statistically significant amount of data, the test may need to be repeated hundreds of 
times. The amount of data that is accumulated in the long test session is often very large, 
and thus it is recommended to utilize automated analysis tools, which do the parsing of the 
data, and deliver the results in human readable format where it is easy to spot areas where 
the performance needs to be inspected in detail.  
The testing can sometimes be a wild area, and it is not strictly standardized how to test all 
of the performance metrics listed in this chapter. For the more common metrics there is 
some effort put in the standardization, for example in [36]. Another issue is that there can 
be misunderstandings and misinterpretations of the measurement statistics. In reference 
[37], some of the basic statistical terms are well explained.  
2.7 Multi-System Multi-Frequency GNSS Receiver Structure 
The GNSS receiver architectures have traditionally been divided into a few separate blocks 
[38], [39], [40]. In this chapter, each of the blocks will be given a brief introduction.  Figure 
2.6 illustrates a simplified division of the GNSS blocks. Multi-frequency receivers may 
utilize multiple antennas, unlike presented in Figure.2.6 
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Figure 2.6 GNSS receiver blocks 
 
2.7.1 Antenna 
The antenna is the point of the receiver where the GNSS signals are captured [41]. To ensure 
successful capture of the signals, the antenna has to be able to capture sufficiently large 
bandwidth around the frequencies of interest. This also means that the antenna is also 
responsible for rejecting all the uninteresting out of band signals, which would otherwise 
cause noise to the signal processing. Since the antenna is the first part of the receiver where 
the signals are captured, the GNSS receiver is always solving the position of the antenna. 
As previously mentioned in Chapter 2.6, the antenna has a role in multipath rejection issues. 
In the same chapter, it was mentioned that GNSS antennas should be RHCP polarized. In 
the handheld mass-market receivers, antenna design is a challenge. The size and cost of the 
antenna is very restricting. In smartphones, antennas are simple microstrip antennas 
implemented on printed circuit board trace with negligible costs [42]. These simple antennas 
have very limited bandwidth, so they are tuned on a particular GNSS frequency. In order to 
cover the needs of future multi-frequency receivers, it is necessary to place several antennas 
to cover the needed frequency bands [43]. One example of multi-frequency antennas is 
presented in [44], where microstrip antennas are stacked together. The antennas of a 
handheld device should have omnidirectional gain, since the orientation of the device is not 
fixed. In addition, user body might introduce additional attenuation to the received signal 
strength. 
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2.7.2 Radio Frequency Front End 
The RF FE block further continues to condition the received signal coming from antenna 
line. Signal coming from the antenna is filtered with Band Pass Filter (BPF), further 
narrowing the signal band. In order to prevent damage from harmful interference in the in-
band frequency content, a burnout protection implementation can prevent excessive signal 
levels from reaching further components. A simple burnout protection is based on anti-
parallel diodes that act as ground path for Electrostatic Discharge (ESD).  Every RF FE 
solution has a preamplifier, which typically is a Low Noise Amplifier (LNA). The noise 
generated in the LNA determines the overall noise performance of the system, because noise 
generated at the beginning of the circuit is amplified together with the signal, by all the later 
components in the receiver. This is in accordance with Friis formula [45], [46], [47]. 
After the LNA, the signal can have one more stage of filtering for removing out-of-band 
interference. At this point, the signal is still a high frequency analogue signal in the GHz 
range. In order to reduce the computational burden of the later blocks of the chain, the signal 
is downconverted to a lower Intermediate Frequency (IF). In the downconversion Local 
Oscillator (LO) generated frequency components are mixed with the incoming signal. This 
effectively shifts the incoming signal into a lower frequency, but also generates unwanted 
sideband and harmonics to the spectrum. These effects can be taken care of with proper 
filtering. Sometimes there might be multiple IF stages in the RF FE block architecture. The 
RF FE block design follows the basic principles of superheterodyne receivers. Finally, the 
RF FE block has an ADC, which samples the incoming IF signal. The ADC has two 
important factors: First, the sampling rate is an essential parameter, as it dictates how much 
bandwidth the sampled signal has. According to Nyquist sampling theorem, the minimum 
sampling rate Fs should be greater that two times the highest frequency component of the 
signal. The second ADC parameter is sampling resolution. The digital samples are 
represented with a finite number of bits.   If using few bits, quantization noise is introduced 
to the sampled signal. Some front-ends provide complex samples, while others provide only 
real samples. Finally, the ADC is associated with an Automatic Gain Control (AGC) in 
order to deal with different incoming signal levels. The AGC measures the input signal level 
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and adaptively adjusts the gain so that the output signal level stays at appropriate level [48], 
[49]. 
The RF FE design for multi-frequency multi-system receivers requires additional resources, 
which naturally increases the cost of implementing such capability to mass-market 
receivers. A common tactic for enabling multi-frequency multi-system capability is to have 
separate signal paths for each signal of interest. This allows configuration of individual IF 
frequencies and filter bandwidths for separate RF paths. One suggested method to reuse 
parts of the RF chain is to utilize a switching architecture where samples would be taken 
alternating between the frequency bands [50]. This is illustrated in Figure 2.7. 
 
Figure 2.7 E1/L1- E5a/L5 switching receiver block diagram [50] 
 
Another approach for multi-frequency multi-system FE architecture is to fully replicate the 
RF paths, while still allowing configurability for the paths. An example of a commercial 4-
channel GPS/GLONASS/Galileo/BeiDou/IRNSS/QZSS L1/L2/L3/L5 band RF Front End 
is described in [51]. 
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3. BASEBAND PROCESSING 
The baseband block is defined to begin from the point where it gets the quantized digital 
output from the RF FE block. Typically, the baseband block is composed of many parallel 
channels, while each of the channels is capable of handling the necessary operations for one 
satellite signal. The baseband operations are quite computationally heavy and that is why 
most baseband designs are based on hardware solutions. Current trend is also to research 
Software Defined Radio (SDR) approach on GNSS field [52]. Figure 3.1 illustrates this 
transition towards SDR. In SDR design, the principle is to implement as much functionality 
in software as possible. The number of the parallel channels defines the limit for maximum 
number of satellite signals that can be processed simultaneously. The number of channels 
depends on the design needs, and it usually ranges between 5 and 16. Four satellites would 
be the minimum for producing navigation estimates, while five offers uninterrupted 
operation should one satellite drop. When implementing multi-system, multi-frequency 
GNSS receivers, it is desirable to have more than 16 channels available, though the more 
there are channels, the bigger the hardware unit gets. In addition, power consumption must 
be considered when selecting the right number of channels for a receiver. In general, the 
basic 5-16 channels should be multiplied by the number of GNSS systems supported + 
number of GNSS frequencies. In addition, if support for pilot channels is implemented, 
these should be budgeted to the total amount of channels. 
The baseband processing is responsible for two major tasks, acquisition and tracking.  
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Figure 3.1 Different GPS receiver approaches [52] 
 
3.1 Acquisition 
From the incoming digitized signal, the baseband has to detect which satellites are sending 
a signal. This initial detection phase is called acquisition. The acquisition is a 3-dimensional 
search problem, with three unknown parameters: 
1. Identify satellite PRN 
2. Estimate Doppler frequency 
3. Estimate code delay 
For acquisition there exists the possibility of selecting a traditional hardware correlator 
based methods, or more software suitable FFT methods. 
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These methods are traditionally named as [53]: 
A. Serial Search Acquisition 
B. Parallel Frequency Search Acquisition 
C. Parallel Code Search Acquisition 
Methods 1. and 2. utilize hardware correlators which are simple multipliers used in the 
correlation process described by Equation (3.1) 
                                                    
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A)  Serial Search Acquisition 
In serial acquisition, there is a minimum number of correlators available, and usually that is 
3 correlators. An example GPS L1 C/A code serial acquisition would be: 
-C/A code with 0.5 chip sample spacing = 2*1023 bins  
-1 ms integration 
-31 Doppler bins (See Equation (3.3) later for description) 
-3 correlators 
That would result in 2046/3*31*1 ms = 21.1 seconds of search time per PRN. 
Even if serial acquisition works with minimal hardware resources it is obvious that the 
method is extremely slow, which is why parallel acquisition method is much more 
preferable. 
B)  Parallel Frequency Search Acquisition 
In parallel frequency acquisition, the number of correlators is dramatically increased. An 
example configuration is to have N*1023 correlators implemented, for instant coverage of 
all code delays (N = samples per chip). This correlator structure is called as matched filter 
structure.  
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An example with the same specifications as were used in serial acquisition example, would 
take 1*31*1 ms = 31 ms per PRN search. 
A much better execution time has been achieved by simply increasing the number of 
correlators. The number of correlators is limited by the faster execution / hardware cost 
tradeoff. 
C)  Parallel Code Search Acquisition 
The third method, parallel code search, also known as Fast Fourier Transform (FFT) 
acquisition, is justified by the fact that correlation in time domain equals multiplication in 
frequency domain. FFT is an efficient way of implementing the Discrete Fourier Transform 
(DFT). Usually FFT is implemented in software, but it can also be implemented in 
hardware. The implementation of FFT acquisition is illustrated in Figure 3.2. 
 
Figure 3.2 Block diagram of the parallel code search algorithm [53] 
 
The search time for FFT algorithm largely depends on the efficiency of the FFT and Inverse 
FFT (IFFT) functions. The search of each frequency bin requires one FFT of incoming 
signal, one FFT of PRN code, and one IFFT operation. The FFT of the code can be 
precomputed and stored in memory if some performance gain is needed with the tradeoff of 
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extra memory consumption. A comprehensive collection of FFT algorithm variations is 
presented in [54]. 
3.2 Hand-over technique 
In multi-frequency receivers, it is possible to avoid the acquisition of some of the 
frequencies. This can be accomplished by a simple hand-over technique. If the receiver is 
configured to acquire the usual L1/E1 signal, and consecutively track the signal, then 
another frequency, e.g. L5/E5 can start tracking based on the L1/E1 Doppler and code phase 
information. The signals L1/E1 & L5/E5 signals are bit/frame synchronized, so it is possible 
to know from L1/E1 when the next PRN code epoch is going to start on the L5/E5 
frequency. The only adjustment necessary to do is to scale the L1/E1 Doppler to the L5/E5 
Doppler. In general, the longer the PRN code of the signal is, the more expensive it is to do 
regular acquisition. Thus, it is recommended to first acquire L1/E1 frequency, from where 
the handover can be done for other frequencies. In [55] the handover technique and its 
suitability with different signals is discussed. 
This hand-over acquisition saves significant amount of HW resources and is thus considered 
efficient implementation of acquisition in multi-frequency receivers. Based on this, the rest 
of this chapter only focuses on the L1/E1 frequency acquisition details.  
Code Generation. 
For identifying the satellite, a full set of GNSS PRN codes is needed in the receiver. For the 
open service signal of GPS, GLONASS and BeiDou the code generation is defined in the 
Interface Control Documents (ICD), so that they can be generated offline at the receiver 
with a help of simple Linear-Feedback Shift Register (LFSR). Galileo E1 codes are different 
type, and they are called memory codes. Galileo E1 codes have no generator structure, and 
they must be saved in the receiver memory as such. The Galileo memory codes are given in 
the Galileo ICD. The sequence how the PRNs from various systems are searched is up to 
the designer of the GNSS chip. 
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As mentioned in the introduction chapter, GLONASS is an FDMA system, thus having only 
one PRN code to be generated. The individual satellites are identified by the allocated 
frequency slot. The GLONASS L1 equivalent center frequency cf  is 1602 MHz. Satellite 
frequency separation f is 562.5 kHz. Finally, individual satellite frequency allocation is 
given by fkff ck  , where 6...7k . There are in total 14 frequencies for 
GLONASS satellites, although there are 24 GLONASS satellites. This is possible since 
GLONASS satellites are in antipodal locations on their orbits, i.e. only one satellite with 
particular frequency will be visible at a time, while the other satellite sharing the frequency 
will be on the other side of Earth. 
Acquisition Search Parameters 
A) PRN Selection 
If no a-priori knowledge is available, the first parameter to search for is the PRN code. The 
hardware searches the satellites (PRN and constellation) with certain logic, which may 
optionally include prioritization of some constellation.  
One possibility is to rely on random number generation, which picks a random constellation 
together with a random PRN to be searched for. 
Another deterministic possibility is to sequentially search for the satellites. For example, 
start with: GPS PRN1, GLONASS k=-7, Galileo PRN1, BeiDou PRN1, next increment 
PRNs: GPS PRN2, GLONASS k=-6, …, etc. 
A prioritized search would search for example first GPS PRNs 1-32, the GLONASS -7 … 
+6 frequency slots, then all Galileo PRNs, and then all BeiDou satellites. 
In the end, the search logic should not affect how fast the receiver is able to find the satellites 
for positioning. From the locally generated PRN codes, the acquisition tries to find the right 
PRN code that correlates with the incoming signal. The PRN code is affected by the same 
Doppler frequency as the carrier wave, so that needs to be adjusted, together with finding 
the correct code phase.  
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B) Doppler Frequency 
The second parameter is the estimate of the Doppler frequency. The baseband local 
oscillator tries to generate a carrier wave whose frequency and phase matches with the 
incoming signal. Unfortunately, the frequency is not exactly the IF, because both the 
satellite and the user are moving objects, which causes the actual frequency to vary around 
the IF. This effect is called the Doppler effect, and the Doppler frequencies depend on how 
two objects are moving in relation to each other. 
There are three contributors to Doppler uncertainty: 
1. Satellite movement 
2. Local oscillator offset 
3. Receiver movement 
The first contributor is the satellite movement. When the satellite ascends and descends 
above the receiver’s horizon, there are moments when the satellite to receiver velocity 
reaches maximum of around ±800 m/s. This maximum satellite to receiver velocity sets the 
first uncertainty bounds to ±5 kHz [56].   
The second contributor is the local oscillator offset. The mass-market devices use cheap 
TCXO oscillators, which typically have offsets specified to be between 2-5 ppm [57]. Each 
ppm will contribute 1.5742 kHz of Doppler uncertainty on L1 frequencies. 
 The third contribution comes from the receive movement. Every 1 km/h of receiver motion 
increases the Doppler uncertainty on L1 frequency by  
                                                Hz 1.46/)km/h 1 (1  cL                                             (3.2)  
Mass-market receivers are not expected to encounter high-speed scenarios, and thus the 
receiver movement is not contributing much, in comparison to the previous two. 
Typically, the total Doppler uncertainty for the receiver is around ±10 kHz. 
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Doppler Bin Size 
The acquisition is trying different frequencies in steps called Doppler bins, which typically 
are a few hundred kHz wide. The more frequency bins there are, the more accurately the 
true Doppler frequency can be detected, but it is also more computationally demanding to 
search for more Doppler bins. A rule of thumb acquisition bin size is 
                                                        )3/(2 cohT                                                                (3.3)                     
resulting in less than 1.5 dB loss from frequency mismatch. The equation for frequency 
mismatch loss is 
                                                cohcoh TfTf   /sin                                             (3.4)                                       
These equations already contain the cohT  parameter, which is the coherent integration 
period. This will be discussed in Section 3.2.1 below. 
C) Code Phase 
The last parameter to estimate is the time delay, i.e. the phase of the code. A natural property 
of the PRN codes is that they have very weak cross-correlation properties. This means that 
when correlating two different PRN codes there will hardly be any detectable correlation. 
With high sensitivity receivers, cross correlation will become an issue, and it is discussed 
later, in Chapter 3.3. On the other hand, PRN codes have noise-like autocorrelation 
property. This means that the code correlates with itself only with perfectly matched phase.  
These two properties enable the acquisition to detect the right PRN of the signal and solve 
the code phase. The acquisition searches all possible code phases, typically with half a chip 
bins, in order to find the maximum correlation value for the correct code phase. For 
example, GPS L1 Coarse Acquisition (C/A) PRN code has length of 1023 chips. If doing 
code phase search of ½-chip accuracy, it means that 2046 different code phases must be 
searched. Since autocorrelation peak is two chips wide, the half chip spacing ensures that 
correct code phase is searched. 
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Acquisition Result 
The output of the acquisition is a 3D matrix, where a peak can be seen if the particular 
satellite signal is present in the received signal. Figure 3.3 presents acquisition results for a 
strong signal, which can be easily detected. Figure 3.4 presents a case for a weaker signal. 
It can be noted that when the signal power gets lower, the more problematic it becomes to 
detect the signal among the noise. The receiver decides if the signal has been found by 
comparing the power of the highest peak to the average power of the noise. From the index 
of the highest peak, correct Doppler and code delay values are then obtained. 
 
Figure 3.3 Acquisition results of a strong signal 
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Figure 3.4 Acquisition results of a weak signal 
3.2.1 Coherent integration 
Coherent integration time was already present in the Equations (3.3) and (3.4). It is defined 
as the integration time where the phase information is retained. In practice, coherent 
integration time is limited by two factors: 
1) Navigation data or secondary codes 
2) Frequency stability 
Navigation data bit changes introduce a 180-degree phase reversal into the correlation 
result. Thus, a data bit change during the coherent correlation process will decrease the 
correlation result. In acquisition, the data bit transition moments are usually not known, and 
that must be accounted for. For example, GPS L1 C/A data bit duration is 20 ms. When the 
bit boundary arrives, there is roughly a 50% probability that the data bit polarity will actually 
change. In actual data, the probability of a data bit change is less than 50%. 
  
3. Baseband Processing 
43 
 
1 ms of coherent integration has roughly (1/20)*50% = 2.5% probability of including a data 
bit change. 
2ms  (2/20)*50% = 5% probability. 
4 ms (4/20)*50% = 10% probability 
10 ms (10/20)*50% = 25% probability 
This sets a limit for a maximal length coherent integration time. A decent performance is 
achieved by selecting 10 ms of coherent integration time. If 10 ms of coherent integration 
is done on two successive data sets, one of them is guaranteed of not containing a data bit 
change [56]. 
For Galileo the symbol rate is 250 Hz (4 ms per symbol bit), which indicates symbol 
reversals much more often. Choosing 4 ms of coherent integration is preferable for 
achieving decent sensitivity levels. This may though lead to missed detections due to 
symbol polarity changes. Galileo E1 signal does include a pilot component for this reason. 
A pilot signal does not carry navigation data, and thus data bits do not limit coherent 
integration of a pilot component. After acquiring Galileo pilot signal, the receiver can do 
the simple hand-over to E1 data channel tracking. 
GLONASS has the same data rate with GPS: 50 Hz (20 ms per data bit). On top of this, 
GLONASS navigation data is modulated with a 100 Hz Meander sequence. The Meander 
sequence is simply splitting every data bit into half, first part being same sign as the bit, and 
last part with opposite sign. This effectively results in bit duration of 10 ms for GLONASS. 
BeiDou B1I data rate is 50 Hz. BeiDou has a Neumann-Hoffman (NH) secondary code 
applied on the navigation data. The NH code is 20 bits long;,with bit duration of 1 ms. It is 
aligned with the data bit. Thus, one 20 ms data bit of BeiDou is divided into 1 ms parts by 
the NH code. As 1 ms of coherent integration would be too limiting in the sensitivity sense, 
advanced acquisition schemes are suggested [58], [59]. 
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3.2.2 Non-coherent integration 
Non-coherent integration is used to overcome the limitations imposed by data bit changes. 
In non-coherent integration, the phase information is no longer preserved. The loss of phase 
information happens when the coherent integration results are first squared, and then 
summed non-coherently. The number of coherent integrations that are non-coherently 
summed depends on the sensitivity requirements of the receiver. In general: 
                                Ideal Coherent Gain )log10(M10 c                                            (3.5) 
                               Ideal Non-Coherent Gain )log10(M10 nc                                  (3.6) 
where cM is number of coherently summed samples, 
and ncM is number of non-coherent intervals. 
In practice, non-coherent gain is less than coherent gain, since the rounding squaring 
operation involved in the non-coherent integration causes losses. Nevertheless, increasing 
the total integration time, by combined means of coherent and non-coherent integration 
times should lead to better sensitivity of the receiver. Every doubling of integration time 
ideally increases sensitivity level by 3 dB. 
As a conclusion the acquisition part can be considered as a three dimensional searching 
problem, where correct frequency, phase and PRN code must be found. If successful, the 
peak of the acquisition matrix gives the unknown Doppler and code phase. After successful 
acquisition, the next step, tracking, of the satellite can be initiated. In addition, if the 
acquisition was not successful, that particular satellite can be tried to be acquired again. 
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3.3 Cross-correlation 
Although the thesis has earlier stated that PRN codes have very low cross-correlation, issues 
may still arise when high-sensitivity receivers are concerned. The cross-correlation analysis 
of GPS L1 C/A code reveals that there are several weak cross-correlation peaks. These 
peaks are illustrated in Figure 3.5 and Figure 3.6. 
 
Figure 3.5 Auto-correlation of GPS L1 C/A codes 
 
 
Figure 3.6 Cross-correlation of GPS L1 C/A codes 
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The figures show normalized correlation functions and their side peak levels. The side peaks 
in decibels are:  
dB24
1023
63
10log*20   
dB24
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10log*20   
dB60
1023
1
10log*20 
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The side peaks are 24 dB weaker than the main peak. With high sensitivity receivers which 
can track signals down to -160 dBm range, these weak side peak can cause problems. The 
nominal signal strength of GNSS signals is around -130 dBm. This means that going into 
sensitivity level below -150 dBm, care must be taken not to track cross-correlated signal 
side peaks. 
Additionally, the previous simple analysis was done without considering Doppler effects. 
When full cross-correlation analysis is performed, all possible Doppler frequency 
combinations must be taken into account [60]. Certain Doppler combinations cause even 
higher power cross-correlation peaks than those shown in previous figures. For GPS L1CA 
signal, the worst case cross correlation levels can be as high as -19.2 dB [61]. 
If the receiver is able to track and decode the navigation data, and consequently include the 
cross-correlated satellite into navigation solution as valid satellite, then detection methods 
are needed in order to avoid serious problems in the navigation solution. 
Detection of cross-correlated signal tracking can be implemented in several ways, and one 
fact should always hold – the cross-correlated signal should show clearly lower Carrier-to-
Noise density (CN0) levels, around ~20 dB lower. The estimation of CN0 is discussed later 
in Chapter 3.4.8. 
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1) The first idea would involve checking the received ephemeris data for the SV number. 
Unfortunately, this is not possible with GPS L1 C/A data, which does not contain the 
information to which satellite the signal belongs. This is a clear shortcoming of the legacy 
GPS L1 C/A data. This information is included in the new L2C and L5 signals of GPS. In 
Galileo case, the SV number has been included in the E1 ephemeris, and cross-correlation 
can be more easily detected from there. 
2) The second detection method based on navigation data would be to check almanac data. 
If almanac is available, a rough comparison can be made whether the decoded ephemeris 
data is comparable with the almanac data. If a large difference is detected and the tracked 
signal shows low CN0 values, it can be dropped from tracking.  
3) The third method of detecting cross-correlation would be Doppler frequency comparison 
between other satellites. The cross-correlated satellite signals tend to lock on a Doppler 
frequency which is an integer multiple of 1 kHz of the strong signal with some tolerance 
[39], [62]. If a match of integer multiple of 1 kHz is found between strong and weak signal, 
the weak signal can potentially be cross-correlated. Since the satellites are constantly 
moving in the sky, causing their Doppler values to vary similarly, there are moments when 
the Doppler values will normally match 1 kHz window, i.e. Doppler collision. That is why 
the Doppler values need to be evaluated for longer period before making decision. If there 
was a cross-correlated signal, its Doppler will continue to follow the strong signal with the 
multiple of 1 kHz difference for a long period. 
4) A fourth method, applicable in multi-frequency receivers, is to do Doppler check between 
multiple frequencies from the same satellite. If for one particular satellite multiple 
frequencies are being tracked, a simple sanity check between the frequencies can reveal 
cross-correlated signal. The L1 Doppler frequency, should match with Doppler adjusted L2 
and L5 frequencies. The Doppler adjustment is simply to scale L1 Doppler to L2 and L5. 
To get L2 Doppler from L1, multiply L1 with the factor of the frequencies, which is L2/L1. 
Similarly, L5 Doppler scale is L5/L1. If the scaled Doppler values do not match, cross-
correlation is detected. The new GPS PRN codes for L2C and L5 have better cross-
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correlation properties, so they are less likely to be cross-correlated ones. Table 3.1 lists a 
few relevant cross-correlation levels [63]. 
Table 3.1 Correlation properties of 10230 long codes 
Code Family Max Cross Sidelobe (dB) 
Galileo E5a -26.4 
GPS L5 -27.0 
GPS L2C CM -25.4 
 
Galileo E1-B and Sidelobes 
Galileo E1-B PRN codes are memory codes of length 4092. These codes have the same 
chipping rate as GPS 1.023 MHz. This results in code length of 4 ms, which is the same as 
Galileo E1-B symbol duration. Longer codes have the good property of offering better 
cross-correlation performance. Galileo E1-B PRN codes have an additional layer of 
modulation applied to them called Binary Offset Carrier (BOC). In the simplest form 
BOC(1,1) modulation splits every PRN code chip into two parts. PRN chip +1 is split into 
+1 and -1, while PRN chip -1 is split into -1 and +1. This effectively doubles the PRN code 
rate. BOC modulated signals have a spectral null at the center frequency, thus improving 
the spectral separation with GPS signals. Other peculiarity of BOC modulation is that it 
generates distinct side peaks to the auto-correlation function. This side peak can be tracked 
in a similar manner to cross-correlated signals. Side peak tracking is not that dangerous, 
since the data, which is decoded from the side peak, would still be valid for the particular 
satellite. The side peaks appear half a chip away from the main peak. Figure 3.7 illustrates 
the side peaks. Side peak tracking can be easily detected in the tracker by using multiple 
correlators. If there is stronger peak in the -½ chip, or +½ from the current peak, then the 
tracker is tracking the side peak. A simple code adjustment of half a chip in the tracker fixes 
the tracking to the main peak, and is called as Bump Jump. Figure 3.7 is auto-correlation 
function of the BOC(1,1) modulated Galileo E1-B PRN code, illustrating the cross-
correlation levels and the side peak property. Ignoring the side peaks, the strongest cross-
correlation peaks appear at levels of  
  dB4.260479.010log*20  ,  
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which is less than with GPS L1 C/A codes, as expected with the longer Galileo PRN code. 
Full analysis of the Galileo E1-B signal with Doppler taken into account, indicate worst-
case cross-correlation peaks at level of -23.4 dB [61]. 
 
Figure 3.7 Galileo E1-B auto-correlation function zoomed around peak 
 
As a conclusion to cross-correlation topic, it is worth noting that for example the QZSS 
system will be sending signals from the same Gold code family, and utilizing same 
navigation data structure as GPS. If the receiver does not have QZSS capability, it can still 
track cross-correlated QZSS signals as GPS signals. In this particular case, the detection of 
cross-correlation must happen on the navigation data layer. For QZSS the orbits are 
different from GPS, and thus some of the ephemeris parameters, like inclination, have 
different range of values. Thus, if ephemeris data contains parameters, which would not suit 
for GPS, it should be dropped as a suspect for cross-correlated signal.  
A similar problem may can arise with SBAS signals, and the cross-correlation can be 
detected from navigation data layer. SBAS signals have an additional layer of FEC applied 
to the signals, so tracker will not be able to decode the data. 
Finally, it should be noted that GLONASS FDMA signals are much more resistant to the 
cross-correlation problems due to the inherent frequency separation. GLONASS FDMA 
signals shared one PRN code, and the frequency allocation makes the system resistant to 
cross-correlation. 
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3.4 Tracking 
Acquisition provides the initial rough information about the code delay and Doppler 
frequency. Based on this information a tracking channel is initiated for the given signal. The 
usual approach is to start the tracking channel when the next code period is going to start. 
In this way, the first 1 ms integration period is guaranteed to have no data bit transitions, 
since data bit transitions are aligned with code periods. The tracking part has two essential 
tasks.  
1. Accurately track code phase and Doppler frequency - Allowing pseudorange and 
carrier phase measurements. 
2. Perform code wipe-off and carrier wipe-off – Allowing samples of navigation data 
to be collected. 
In the tracking channel, the code phase and Doppler frequency are being constantly 
observed, as these parameters keep changing. The tracking channel has a code wipe-off and 
a carrier wipe-off stage, where the respective parameters are essentially removed from the 
signal. A typical tracking channel has two distinct loops: 
1. Code tracking loop 
2. Carrier tracking loop 
The code tracking loop utilizes a Delay Locked Loop (DLL), which tracks the code delay 
of the incoming signal. A carrier tracking loop can utilize either Phase Locked Loop (PLL), 
or Frequency Locked Loop (FLL), or a combination of both. The PLL tracks the incoming 
phase of the carrier, while FLL tracks the incoming carrier frequency.  
With the help of the loop structures, the locally generated replicas continue to match the 
incoming signal with accurate results. Having both code and carrier wiped-off from the 
incoming signal, the remaining part is a sample of the navigation data [39].  
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The tracking loops include a few distinct blocks, which are illustrated in Figure 3.8. 
1. Doppler Removal block performs the carrier wipe-off. 
2. Correlators perform the code wipe-off. 
3. Accumulators accumulate the correlation results. 
4. Discriminators convert the accumulated I and Q samples into quantities of interest 
for their respective loops. FLL discriminator tracks frequency error. PLL 
discriminator tracks phase error. DLL discriminator tracks code delay error. 
5. Loop filters filter the noisy discriminator measurements. 
6. Numerically Controlled Oscillators (NCO) close the loops and integrate input 
values for code and carrier wipe-off. 
The basic loop structure is the same for all the GNSS systems, and all frequencies. Naturally, 
the Coder generates the PRN code of the respective GNSS signal. Similarly, carrier 
frequency of the signal depends on the GNSS system and frequency. The integration time 
will vary between the systems due to limitations imposed by data bit edges or secondary 
codes. The approach to start the tracking with minimum integration time of 1 ms, is suitable 
for all GNSS systems. Integration time is gradually increased once the navigation data bit 
edges have been found. 
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Figure 3.8 GNSS tracking loops with carrier aiding of code loop 
 
The incoming I and Q samples in Figure 3.8 can be presented as (ignoring noise): 
 kkkk DC
A
I cos
2
               kkkk DC
A
Q sin
2
  
  02   ff IFk  
Where, 
subscript k for kth sample, 
A is carrier amplitude, 
kC is PRN code sample, 
kD is navigation data bit sample, 
IFf is intermediate frequency, 
f is Doppler frequency. 
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3.4.1 L2C Tracking 
Most of the currently available open service GNSS signals can be tracked with the 
traditional tracking loop structures. Each signal has its own limitations imposed by the 
symbol / overlay code durations. The overlay codes can be removed entirely once the 
receiver is able to synchronize to the frame structure. In GLONASS tracking, channels have 
only 1 PRN code for each satellite, and the satellites are identified by the frequency slot. 
The GPS L2C signal is special in the sense that it is a combination of data channel and pilot 
channel time multiplexed into one single signal. When using handover technique from the 
L1 C/A tracking to L2C tracking, it is quite straightforward to implement the needed 
tracking structure. The L2C signal is split into time multiplexed L2CM and L2CL slots, 
where L2CM is a medium length code with duration of 20 ms, and L2CL is long code with 
duration of 1.5 s. The data bit is modulated with the L2CM part of the signal. L2CL is the 
pilot part without data. A more detailed analysis of the L2C signal can be found in [64]. 
Figure 3.9 illustrates the timing relationship of L2C signal. 
If the L1 C/A tracking has achieved bit synchronization, i.e. the data bit edges are known, 
it is possible to make the handover to L2C signal L2CM part at the start of every L1 C/A 
data bit. In this case, one can choose to ignore completely the L2CL part of the signal. L2CL 
can be ignored by zero filling the L2CL time slots. This simple approach comes with a loss 
of signal power since essentially half of the signal is then ignored. 
In case also L2CL part of the signal is to be tracked properly, it can be done with further 
synchronization from L1 C/A. The L2CL code repeats every 1.5 seconds and its beginning 
is synchronized to the start of the L1 C/A subframe, which last 6 seconds. In other words, 
when frame synchronization is achieved, the handover can be initiated every 1.5 second, 
i.e. every 75 L1 C/A bits. It should be noted that the first timeslot at the start of subframe is 
for L2CM, so first L2CL code chip comes after the first L2CM chip. At this point, it is 
possible to track both L2CM and L2CL together for maximum tracking performance and 
CNAV navigation data. 
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Figure 3.9 L2 CM-/L2 CL-code timing relationships [65] 
 
3.4.2 Doppler Removal 
The Doppler removal removes the remaining frequency from the incoming sampled signal. 
It should be recalled that the incoming signal is already mixed down and sampled on a 
certain IF frequency by the RF FE. Thus, Doppler removal is going to remove the IF 
frequency + Doppler frequency. The carrier tracking loop is generating a signal with 
matching phase, which is used for Doppler removal. Figure 3.10 illustrates this 
conceptually. 
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Figure 3.10 Concept of Doppler removal 
 
Mathematically,  
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Once the tracking loop is tracking the signal phase: 
refk    
  kkkkk DC
A
DC
A
I
2
0cos
2
1   
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  00sin
2
1  kkk DC
A
Q  
All the signal power is in the kI1 branch. 
3.4.3 Correlators 
The correlators are simple multipliers where the incoming kI1  and kQ1 samples are 
multiplied by the locally generated PRN code samples. The coder produces three different 
PRN code samples, called Early, Prompt and Late (EPL), as illustrated in Figure 3.11. Based 
on the Early and Late correlation results, the DLL discriminator can determine the direction 
of the time adjustment. For this reason, a minimum of three correlators is needed in the 
receiver. The spacing of the EPL correlators is another design factor, which depends on the 
signal properties. The EPL correlators should all fit within the autocorrelation peak of the 
signal. For GPS L1 C/A, the autocorrelation peak is ±1 chip wide, and thus an EP and PL 
separation of ½ chip would all fit within the peak. On the other hand, when signal PRNs get 
longer and have higher chipping rate, the peak gets narrower, and thus the EPL must be 
adjusted to remain within the autocorrelation peak. For Galileo E1-B signal, the BOC 
modulation also creates the side peaks to ±0.5 chips from the main peak. In order to detect 
side peak tracking, it is useful to implement extra correlators, for example a total of 5 
correlators. The extra correlators would be called Very Early (VE) and Very Late (VL). 
Then the correlator spacing could be defined such that VE and VL would hit the side peaks, 
and EPL would hit the main peak. If ever VE or VL would show a higher peak than Prompt 
correlator would, then bump jump could be initiated. 
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Figure 3.11 EPL code generation 
 
The correlator spacing also affects the tracker pseudorange noise levels and multipath 
mitigation capability. The narrower the EPL spacing, the less noisy pseudorange 
measurements are. Similarly, the narrower the EPL spacing, the less effect multipath signals 
have on the code discriminator [62]. From this perspective, a narrow spacing correlator 
setup is a superior choice. 
Mathematically, the receiver generates: 
ekrC ,    (early), pkrC ,    (prompt) and lkrC ,    (late) 
Autocorrelation function: 
  )(, kmmkrk RCCE         (m being either e,p or l) 
                    
km1 ,    1km  
                    0 ,              1km  
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Expected value of the correlator output: 
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When the carrier loop has matching phase, and code loop perfectly matching code delay, 
then  
kkp D
A
I
2
2   
02 kpQ  
In other words, all that remains is the navigation data bit sample (+ noise, which was not 
included in the equations). 
3.4.4 Accumulators 
The accumulators are used to sum up the kI2  and kQ2 samples in order to improve the SNR 
of the signal. Longer integration periods are needed in order to be able to track weak signals, 
as was explained in Sections 3.2.1 and 3.2.3, dealing with integration time. 
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3.4.5 Discriminators 
There exist various types of discriminators for PLL, FLL and DLL. In general, 
computational complexity of the discriminators is not a problem these days.  In that sense, 
the best available discriminators should be used. The quality of a discriminator is closely 
related to how linear its output will be. The more linear the output, the better the SNR will 
be. 
PLL Discriminators 
PLL discriminators use accumulated I and Q samples to determine the phase offset. Table 
3.2 lists several available discriminators for PLL [39]. 
Table 3.2 PLL discriminators 
Discriminator 
Algorithm 
Costas 
Loop 
Output 
Phase Error 
Notes 
sign(I)*Q Yes sin(φ) Near optimal at high SNR. Slope 
proportional to signal amplitude A. 
I*Q Yes sin(2φ) 
Near optimal at low SNR. Slope 
proportional to signal amplitude squared 
A2 
Q/I Yes tan(φ) 
Suboptimal, but good at high and low 
SNR. Slope not signal amplitude 
dependent. 
atan(Q/I) Yes φ Optimal at high and low SNR. Slope not 
signal amplitude dependent. 
atan2(Q/I) No φ Optimal at high and low SNR. Slope not 
amplitude dependent. 
 
Table 3.2 mentions how majority of the discriminators are Costas loops. A Costas 
discriminator is insensitive to the 180-degree phase reversals caused by the navigation data 
bit changes. If a given signal does have navigation data, then the receiver must use a Costas 
loop. Best performing Costas loop is the atan discriminator, with a linear range of ±90 
degrees. Other Costas discriminators are linear up to around ±30 degrees. If the tracked 
signal does not contain navigation data, either due to being a pilot signal, or the navigation 
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data is wiped-off, then a non-Costas discriminator can be used. The non-Costas 
discriminator is called coherent discriminator, and it is the atan2 discriminator. 
FLL discriminators 
FLL discriminators use the I and Q samples to determine the frequency offset. Table 3.3 
lists several available discriminators for FLL [39]. 
Table 3.3 FLL discriminators 
Discriminator Algorithm Output Frequency Error Characteristics 
sign(dot) * cross / (t2 - t1) 
where 
dot = Ik-1*Ik + Qk-1*Qk 
cross = Ik-1*Qk - Ik*Qk-1 
 
sin[2(φ2 - φ1)] / (t2 - t1) 
Near optimal at high SNR. 
Slope proportional to signal 
amplitude A.  
 
cross / (t2 - t1) 
 
sin[(φ2 - φ1)] / (t2 - t1) 
Near optimal at low SNR. 
Slope proportional to signal 
amplitude squared A2.  
 
atan2(cross,dot) / (t2 - t1) 
 
(φ2 - φ1) / (t2 - t1) 
Four-quadrant arctangent. 
Optimal at high and low 
SNR. Slope not signal 
amplitude dependent.  
 
The atan2 discriminator is the best selection for FLL loop. From Table 3.3 it can be seen 
that FLL discriminators utilize current and previous I and Q samples to determine the 
output. This requires the tracking channel to save previous I and Q samples.  
An often-neglected fact is that FLL discriminators are likewise sensitive to data bit 
transitions. With high SNR signals, it is possible to ignore this fact and the FLL loop will 
still perform adequately. If data bits are ignored, then the FLL loop can be operated with 
the integration lengths that match the data bit duration. When dealing with weak signals, 
data bit transitions must be taken into account. In [66] a structure for an FLL loop is 
presented, where the FLL loop skips the integration period containing the data bit transition, 
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i.e. previous I and Q samples are from previous data bit, and current I and Q samples from 
a new data bit. Considering for example GPS L1 C/A signal with 20 ms data bit duration, 
there are a few possible combinations how to take data bit transitions into account with FLL 
loop. The first possibility is to run the loop with 10 ms integration period, and ignoring 
every other 10 ms, containing the data bit transition. Next possibility would be to run the 
loop with 5 ms integration time, add up 3 of those together, and ignore the last 5 ms. This 
approach would reach 15 ms total integration time. Last example combination would use 1 
ms integration times, add 19 of those together and ignore the one after data bit transition. 
DLL discriminators 
DLL discriminators use the I and Q samples to determine the code phase (time) offset. Table 
3.4 lists several available DLL discriminators [39]. 
Table 3.4 DLL discriminators 
Discriminator Algorithm Coherent Notes 
LE II   
Yes Requires all power to be 
in the I part of the signal. 
 
    PLEPLE QQQIII **   
 
No 
Uses all three 
correlators. Some error, 
but pretty good within 
0.5 chip. 
    2222
2
1
LLEE QIQI   
No Good within 0.5 chip. 
 2222
2
1
LLEE QIQI   
No Good within 0.5 chip. 
2222
2222
LLEE
LLEE
QIQI
QIQI


 
No Good within 1.5 chip. 
(Divide by zero at ±1.5 
chip) 
 
These DLL discriminators use a variable number of I and Q correlator samples. The DLL 
discriminators also have the choice between coherent and non-coherent types. Since, in 
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practice, the tracking loop never has a matching phase at the start of operation, it is 
mandatory to have a non-coherent DLL discriminator. Then it is optional, if the loop should 
transition to coherent DLL discriminator once the phase lock has been achieved. 
3.4.6 Loop filters 
The tracking loop discriminators output the respective quantity of interest with considerable 
noise. It is necessary to filter out this noise in the loop to generate estimates that are more 
accurate. Typically, two design parameters must be set for the loop filters: 
1. Loop Order 
2. Loop Noise Bandwidth 
The convention about the loop order is such that the NCO of the tracking loop is counted as 
one integrator in the loop. Thus, the loop order is: loop filter order + 1 (the NCO). By this 
convention, a first order loop has zeroth order filter and the end NCO. A second order loop 
has first order loop filter and the NCO, and so forth. 
The loop order describes the loop capability of tolerating dynamic stress. A first order loop 
is sensitive to velocity, second order is sensitive to acceleration, and third order is sensitive 
to jerk. Since satellites are always moving with velocity, the minimum order of loops is 
second order. There is one exception to this rule with the code tracking loop. The method 
of carrier aiding of the code loop allows the carrier loop to remove dynamics from the code 
loop. By utilizing carrier aiding of the code loop, the code loop order can be reduced to first 
order loop. Another benefit of the carrier aiding is that loop bandwidth of the code loop can 
be significantly reduced [39]. 
In most mass-market applications, at least some level of acceleration is expected, so third 
order loops are mostly needed. It is possible to dynamically switch between loops in the 
tracking, in such a manner that while no acceleration is detected, a second order loop is 
used, and once acceleration is detected, the loop switches to a third order loop. The practical 
effect of the loop order is that the computations in the loop are more complex with the higher 
loop orders. 
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The second parameter of loop design is the noise bandwidth. This parameter describes how 
much dynamic stress the loop tolerates, and how quickly the loop converges to stable 
operation. The wider the noise bandwidth, the better the loop can operate in dynamic 
environment. Wide noise bandwidth also allows the loop to quickly converge to stable 
operation. The downside of wide noise bandwidth is that the output is going to be noisier. 
Thus, the noise bandwidth should be selected so that it is as narrow as possible and still able 
to tolerate the possible dynamic stress + initial uncertainty in the input. In [39] an analysis 
is done how much stress the loops can tolerate before starting to lose lock. In addition, [67] 
explains how to combine the FLL and PLL into FLL-aided-PLL structure. 
The usual tracking loop filter designs are based on [39], where loop filters are derived from 
the analog filter design. These analog filters have then been converted to digital filters by 
bilinear transform methods. The given parameters in [39] have simplified the analog design 
in such way that damping ratio of the filters is fixed at 0.707. Utilization of the original 
analog filter design can be seen in [53] and [56]. The problem that arises with high 
sensitivity receivers is that the filter designs based on analog counterparts, tend to become 
unstable when the product of filter bandwidth and integration time grows. Long integration 
times are needed for weak signals, and thus the filter performance may start to get unstable. 
In high sensitivity receivers, when the product of filter bandwidth and integration time is 
expected to be large, it is better to use digital design of loop filters. The digital design of 
loop filters is presented in papers [68] and [69].  
3.4.7 NCOs 
The NCOs get their input from the loop filters. Their task is to integrate the respective input 
so that it will be the input for the carrier and code wipe-off over the next integration period. 
The carrier NCO gets the frequency estimate as input, and integrates that frequency in order 
to generate phase for carrier wipe-off. The concept of carrier NCO is illustrated in Figure 
3.12. 
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Figure 3.12 Carrier NCO 
 
The code NCO input is the clock rate error due to Doppler effects. A nominal clock rate 
would be one s/s (one second in one second). With the clock rate error, the code NCO 
integrates time which is used in the code generators to generate the EPL samples of the 
code. The concept is illustrated in Figure 3.13. 
 
Figure 3.13 Code NCO 
 
Carrier aiding of the code loop is conveniently explained together with the NCO structures. 
As was explained, the nominal clock rate of the code NCO changes due to Doppler effects. 
Since the carrier loop is solving the Doppler effect, it can be used to aid the code loop in a 
way illustrated in Figure 3.14. The carrier frequency fc depends on the GNSS signal being 
tracked. 
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Figure 3.14 Carrier aiding of code loop 
 
3.4.8 CN0 estimation 
It is important to constantly monitor the CN0 level of the tracked signal. The CN0 level is 
an indicator of the signal strength. The tracking loops can have dynamically changing loop 
noise bandwidth, where based on the CN0 levels, the bandwidth is either increased or 
decreased. The weaker the signal, the smaller the loop noise bandwidth should be, in order 
to not lose lock. As a tradeoff, the smaller the loop bandwidth gets, the less dynamic stress 
the tracking loop can tolerate. The whole control of the tracking loop can be implemented 
as a state machine where CN0 and acceleration control the loop order, noise bandwidth and 
FLL-PLL operation combination. A selection of GNSS suitable CN0 estimators is presented 
in [70].  
3.4.9 Alias detection 
The typical use of the FLL loop is to achieve initial frequency convergence from it. FLL is 
less sensitive to bit changes, less sensitive to receiver dynamics, and it has wider range of 
frequency mismatch range where it can operate. In the start of tracking, the Doppler 
frequency information from acquisition is very inaccurate, up to hundreds of Hz with short 
integration times. Still the FLL is able to converge to the correct frequency. Usually when 
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the loop has converged to the correct frequency, the carrier loop control is switched from 
FLL to PLL. FLL can remain, as a backup solution if the receiver is experiencing dynamic 
stress. In FLL-assisted-PLL mode, the tracking loop combines the dynamic tolerance of 
FLL with the tracking accuracy of PLL. It is possible for the FLL to lock into a false 
frequency of the tracked signal. This phenomenon is called aliasing, and it usually means 
that FLL falsely locks to true frequency ± ½ of the data bit rate of the signal. For GPS L1 
C/A this would be ±25 Hz. Thus depending on the data bit rate of the tracked signal, an alias 
detector should be configured for detecting tracking of false frequency [39]. 
3.4.10 Cycle slips 
The PLL loop tracks the phase of the incoming signal. If the frequency is correct, then also 
frequency is tracked while tracking the phase. The PLL has less noise in the carrier phase 
measurements in comparison to the FLL. In addition, the PLL is more sensitive to dynamics 
than FLL. When the signal power gets low enough and the dynamics of the receiver get 
high enough, the PLL starts losing lock. 
The loss of PLL lock is often called as cycle slip. There are three main reasons why cycle 
slips could occur: 
1. Weak signal + dynamics 
2. Signal gets obstructed 
3. Errors in the receiver processing 
Weak signal + dynamics 
The first cause for cycle slips comes from the PLL tracking thresholds. In [39] the equations 
are derived for approximate PLL tracking thresholds. It includes also similar thresholds for 
the FLL and DLL loops, but it is the PLL loop, which usually starts losing lock first. The 
FLL and DLL can track weaker signals than the PLL. The rule of thumb 1-sigma tracking 
threshold for PLL is [39]: 
15
3
222  eAvtPLLPLL

  
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where 
tPLL is 1-sigma PLL thermal noise in degrees 
v is 1-sigma vibration induced oscillator jitter in degrees 
A is Allan variance-induced oscillator jitter in degrees 
e is dynamic stress error in the PLL tracking loop 
The expression can be understood so that while PLL is able to maintain correct phase 
information within 15 degrees, it is able to track the signal.  
PLL thermal noise contribution: 







0*2
1
1
02
360
CNTCN
Bn
tPLL

    (Degrees) 
where 
nB is noise bandwidth of the PLL loop 
0CN is the carrier to noise power expressed in ratio 
T is the integration time 
Interpretation: 
Small noise bandwidth => weak signal can be tracked. 
Long integration time => weak signal can be tracked. 
PLL dynamic stress contribution: 
For second order PLL loop. 
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For third order PLL loop. 
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Interpretation: 
High noise bandwidth => more dynamic stress tolerated 
As a conclusion to the PLL tracking threshold, it can be noted how the PLL loop noise 
bandwidth has opposite effects on the thermal noise and dynamics tolerance. That is why it 
is important to control the loop bandwidths dynamically in order to be able to track weak 
signals in potentially high dynamic scenarios. 
Signal obstruction 
When the satellites and the receivers move, it is natural that sometimes the signal is 
obstructed. If a signal is completely blocked by, for example a building, the tracking loops 
will simply drop the signal. On the other hand, if the obstruction is short, like when going 
under a bridge, the tracking loops can keep track of the signal. The PLL will though miss 
several cycles during the time the signal was obstructed. 
Errors in the receiver processing 
The cause of errors due to receiver processing can be various. As an example, a real-time 
receiver can sometimes miss the deadlines to process next patch of data. In such cases, a 
cycle slip could be introduced. 
Detection of cycle slips 
The smallest possible cycle slip is a half cycle slip. This can be detected in the navigation 
data as a sudden change in the data polarity. The commonly used PLL discriminators are 
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Costas discriminators, which are insensitive to the 180º phase reversals naturally induced 
by the data bit changes.  
Second possible step for cycle slip is one full cycle. This cannot be detected in the 
navigation data anymore, so other means for detecting cycle slips are needed. If pilot 
channel tracking is possible, the sensitivity of the PLL can be increased by the possibility 
of using a coherent discriminator. Since pilot channel does not carry data bits, this is 
possible. The combination of coherent discriminator and increased coherent integration 
times due to lack of navigation data, allow better sensitivity levels for pilot channel tracking, 
up to 6 dB [39]. 
The basic structure for PLL lock detection is presented in [39] and it comprises of 
pessimistic and optimistic lock detectors. These mechanisms are continuously checking if 
the PLL is able to maintain the lock. This is a method of noticing when the signal has been 
lost. The lock detector operates on low-pass filtered I and Q samples, so it takes a moment 
to detect the loss of lock. Thus, it cannot be used for instantaneous cycle slip detection. 
Other means for detecting cycle slips are simple time differencing methods [71]. In 
differencing, simple time difference is taken and it is observed how many cycles the 
measurement changed. If Doppler measurement is available, it can be used to predict how 
many cycles the measurement should have changed [72]. A full cycle slip is related to the 
carrier frequency of the signal by wavelength, presented in Equation (3.7). 
                                                                
cf
c
                                                               (3.7) 
where c is speed of light 
and cf is carrier frequency 
For L1 carrier frequency cm19 , L2 cm24 and L5 cm25   
Multi-frequency receivers have the possibility to compare phase measurement from 
multiple frequencies. The frequency with the highest tracking thresholds can be used as 
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reference to detect slips in the weaker frequency. Conceptually the differencing method is 
presented in Figure 3.15. A cycle slip of 100 cycles on GPS L1 C/A data was artificially 
introduced to the data at epoch 50. The slip is much easier to see from the differenced data. 
The possibility of comparing the difference between carrier smoothed and code based 
pseudoranges is also mentioned in [72]. This method is not efficient since it can only detect 
cycle slips that are considerably larger than the noise level on code based pseudorange 
measurements. 
 
Figure 3.15 Cycle slip detection 
 
To further enhance the power of the differencing method, one can choose to implement 
further levels of differencing. In [71] an example is shown about how the detection 
capability is amplified with additional layers of differencing. Naturally, additional levels of 
differencing causes additional delays to the detection of cycle slips. Table 3.5 illustrates the 
mechanism of multi-level differencing. Conceptually differencing acts as high pass filters, 
eliminating the constant parts, thus allowing the change in the input to pass. 
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Table 3.5 Scheme of differences [71] 
ti y(ti) y1 y2 y3 y4 
t1 0 
    
0 
   
t2 0 0 
  
0 ε 
 
t3 0 ε -3ε 
ε -2ε 
t4 ε -ε 3ε 
0 ε 
t5 ε 0 -ε 
0 0 
t6 ε 0 
 
0 
  
t7 ε 
   
    
 
Polynomial fitting has also been used for cycle slip detection [73]. It identifies situations 
where carrier phase observable differs from a polynomial model fitted to the phase 
observable. 
Cycle slip detection and correction is especially important in Precise Point Positioning 
(PPP) and Real Time Kinematic (RTK) applications of GNSS, where accuracy is more 
important than in mass-market receivers. These application are also trying to solve the 
integer ambiguity. The solution for integer ambiguity has a convergence time, which will 
be prolonged by uncorrected cycle slips. An example collection of PPP related cycle slip 
detection and correction algorithms can be found in [74]. 
At some occasions, the satellite that was tracked might disappear from the sight, and in these 
cases, the signal is usually lost from tracking. After a set period, a re-acquisition of the 
satellite is needed. In re-acquisition, the satellite is searched again, and after successful 
acquisition, the tracking can be re-initiated again. If the re-acquisition can be done soon 
after, the signal was lost, usually the Doppler frequency has not deviated much, and thus re-
acquisition can do a narrower search concentrating on the known Doppler from previous 
tracking. 
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The output information from baseband will be the GNSS navigation data samples, the 
Doppler frequency, carrier- and code phase measurements. Based on this information the 
next part, navigation part, can perform its operations. 
3.4.11 Assisted-GNSS 
The A-GNSS feature may be available for handheld devices such as smartphones. In such 
a case, it offers important features in order to enhance the receiver’s sensitivity and reduce 
the complexity of the acquisition task. 
A-GNSS principle is to provide data to the receiver via an external communications channel, 
so that the receiver does not need to find the same data from the GNSS satellites. A list of 
possible assistance data includes:  
1) Ephemeris data 
2) Approximate position of the receiver 
3) Coarse time information 
The ephemeris data is the first component. It can consist of the full navigation data payload 
that the receiver would otherwise have to decode from the satellite signals. Through 
assistance communication channel it is possible to send this data much faster than the GNSS 
navigation data rates would allow. The benefit of obtaining ephemeris data comes from 
several factors:  
When combined with an approximate position of the receiver and coarse time, it is possible 
to predict which satellites should be visible in the sky. Thus, it is possible to focus the 
acquisition effort on these satellites, cutting the amount of satellites to search for down to 
30-40%. Roughly, one third of the satellites of a constellation are visible at a time, somewhat 
depending on the location and time of the receiver. 
The next improvement of the assistance navigation data is that satellite locations are 
immediately available, together with the Time-Of-Week (TOW) information. Both of these 
need to be known prior to solving for the receiver position. With assisted data, this is 
information is immediately available, whereas if the receiver was to decode this information 
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from the satellites, it could take around 30 seconds – assuming that no bit errors were 
encountered. In other words, A-GNSS enables faster Time to First Fix (TTFF). 
The third improvement comes from the reduced Doppler search space for the acquisition. 
When approximate estimate for the receiver position and coarse time are available, it is 
possible to predict the Doppler velocity of the satellite. In this way the full Doppler 
uncertainty range due to satellite velocity ±5 kHz, can be reduced down to a few hundred 
Hz. Effectively the acquisition algorithm can now dwell longer in the correct Doppler bins 
for the same time, in order to improve the acquisition sensitivity. 
A fourth improvement comes from the tracking loops. With the ephemeris data available 
from assistance data, it is possible to cancel the navigation data from the incoming satellite 
signals. By doing such data wipe-off, one practically converts the regular signal into pilot 
signal. The benefits of a pilot signal are that then coherent PLL discriminator can be used, 
and the coherent integration time is no longer bound by the data bits – thus, increasing the 
tracking sensitivity. 
The approximate position of the receiver is usually computed in the cellular network from 
the database of cell tower locations. Depending on the location and density of these towers, 
the accuracy of the approximate location is some kilometers [75], which is enough for 
predicting the visible satellites and their Doppler. On the other hand, coarse timing 
information from cellular network is often not accurate enough to help with the code phase 
delays in the receiver. For this purpose, the timing information should have sub-millisecond 
accuracy. It can be assumed that mass-market receivers have Real Time Clock (RTC), 
which can keep the sub-millisecond precision even when the GNSS tracking is not on. 
Similarly, the local oscillator offset, which causes Doppler uncertainty to the acquisition, is 
being saved into non-volatile memory of the receiver. Thus, the accurate RTC clock time 
and saved oscillator offset can be utilized to further narrow down the search space of the 
acquisition. If no RTC clock is available and the receiver does not have non-volatile 
memory, then there exists methods of computing the position of the receiver with the help 
of the coarse timing information from the assistance data. This coarse time navigation 
algorithm is described in [75]. 
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The A-GNSS is traditionally separated into two different modes: The Mobile Station (MS) 
– assisted and MS-based GNSS mode. In MS-assisted GNSS, the position of the receiver is 
ultimately computed at the cellular network server. In order to do this, the MS needs to send 
its measurements to the server. This method can further save computational time of the 
receiver processor.  
As conclusion A-GNSS is a feature that bring huge improvements, with the small expense 
of deploying the supporting architecture in the device. Many smartphones come with this 
capability, so A-GNSS is a natural way of enhancing the performance of the GNSS receiver 
in them.  
    
 
 
 
4. MULTI-CONSTELLATION ISSUES 
IN THE NAVIGATION DATA 
DECODING 
The navigation data decoding is a continuous task, which cooperates with the baseband 
tracking. The baseband tracking channels provide navigation data samples to the data 
decoding, while data decoding provides information about data bit boundaries to the 
tracking channels for increasing the integration time.  The process is quite similar for both 
GPS and Galileo, but some minor issues exist. In this chapter, the necessary steps are 
introduced for both systems. Figure 4.1 illustrates these steps. 
A short listing of the basic data decoding items is as follows: 
• GPS Bit Synchronization 
• Bit / Symbol Decision 
• Subframe / Page Synchronization 
• Galileo Block De-Interleaving 
• Galileo Compensate Inverter 
• Galileo Viterbi Decoding 
• Parity / CRC Check 
• Data Collection 
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Figure 4.1 Navigation data decoding tasks 
 
4.1 GPS Bit Synchronization 
First, bit synchronization is described from GPS L1 signal perspective. In GPS L1 case, the 
navigation data bit length is 20 ms, and the C/A-code length is 1 ms. In other words, the 
C/A-code repeats exactly 20 times within a single navigation bit. Now the task is to decide 
which one of those 20 possible slots is the beginning of a data bit. With good signal strength, 
the correct slot is easy to spot, since the sign of the samples only changes according to the 
data bit changes in multiples of 20 ms intervals.  
In weak signal conditions, the sign of the tracking sample may arbitrarily vary due to noise 
- making the decision a little bit more difficult. In such a case, multiple sign changes can be 
observed during the 20 ms period. For this reason, a statistical method of detecting the 
correct bit edge is usually utilized. A good example is provided in [62], where the histogram 
process has 20 slots assigned. Each time a sign change in the samples is detected, the 
corresponding slot counter is incremented. Eventually, the correct bit edge slot should get 
GPS L1 GALILEO E1-B
Bit Synchronization
Bit Decision
Subframe Sync
Symbol Decision
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Parity check
Collect data
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Collect data
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clearly the most increments. A detection threshold can be implemented in such a way, that 
once a certain slot reaches the threshold, it is declared as the correct bit edge slot. Figure 
4.2 illustrates such an approach. Additional safety can be added by comparing highest slot 
against second highest slot. If the difference is big enough, the highest slot is determined as 
the bit boundary. 
The Galileo E1-B signal does not have a similar problem of determining the bit edges. In 
E1-B case, the data bit length is 4 ms, and the code length is 4 ms as well. This means that 
the navigation data bit and code are aligned. Once the code starts, a new data bit also starts. 
In this chapter, we will assume that also for the Galileo implementation the tracking channel 
provides samples every 1 ms epoch. Thus, for E1-B data bit we get four samples. Further 
assumption is that every sample is now considered with a value of +1, or 0. 
 
Figure 4.2 Example of bit synchronization histogram 
 
4.2 Bit / Symbol Decision 
In this part, the receiver makes the decision of which data bit / symbol was received. The 
decision is simple to make - majority of samples determines the bit / symbol. For GPS L1 
there is 20 samples per bit. When adding these samples from the beginning of a data bit, the 
sum will be from 0 to 20. If the sum is greater or equal to 10, then the data bit is determined 
as +1. Otherwise, when the sum remains below 10, it is determined to be a 0 bit. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Threshold
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Galileo E1-B case is similar, but now there is four samples per symbol. When these samples 
are added, the sum is from zero to four. If the sum is greater or equal to two, then the data 
symbol is determined as +1. Otherwise, when the sum remains below two, it is determined 
to be a 0 symbol. 
The determined data bits/symbols are then stored to memory for further processing. It is 
worth mentioning that for Galileo E1-B, the receiver may optionally utilize the tracking 
channels samples on a soft decision Viterbi decoder. In this case, all the Galileo E1-B 
symbol samples need to be stored. Viterbi decoders are described later in this chapter. 
4.3 Subframe / Page Synchronization 
Once the received bits start flowing from the baseband, the next step is to synchronize to 
the frame structure of the particular GNSS system. The synchronization is based on finding 
a particular preamble word from the beginning of a subframe (GPS) or a page part (even or 
odd) (Galileo). This process has two problems, which it must handle: 
1. Bit/symbol polarity is still uncertain. In addition to the normal preamble, we also 
need to search for an inverted preamble. Finding correct inverted preamble means 
that the data bits/symbols need to be inverted to their correct polarity. 
2. Finding the correct preamble, or the inverted one, is not trivial. The preamble 
pattern might randomly appear within the data too, making the process a bit more 
complicated. An easy solution is to check if the preamble pattern repeats with the 
subframe/page part rate. The subframe rate is 6 s for GPS L1, and page part rate is 
1 s for Galileo E1-B. If the preamble appears to repeat with the subframe/page part 
rate, it can be declared as a correct preamble. In very unlucky condition, the 
selection can still go wrong, but in these cases, the error detection mechanisms will 
not pass, and the frame synchronization can be re-initiated. 
The preambles are as follows: 
GPS L1: [1 0 0 0 1 0 1 1] 
Galileo E1-B: [0 1 0 1 1 0 0 0 0 0] 
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4.4 Galileo Block De-Interleaving 
This section concerns Galileo E1-B data structure, and we describe what happens once the 
whole page part has been received. For Galileo E1-B the page part it is 250 symbols. One 
feature in Galileo message structure is the presence of block interleaving. Block interleaving 
scrambles the message sent by the satellite. The message is then exposed to errors while 
propagating through the atmosphere to the receiver. These errors tend to appear in bursts. 
When the message is received, the receiver performs the opposite action, called de-
interleaving, which re-orders the original message, and de-scrambles the possible burst 
errors. The block interleaving, and its effect on error bursts is illustrated in  Figure 4.3. The 
Galileo block interleaving dimensions (n columns and k rows) are 30x8, for the 240 symbols 
of E1-B message (preamble is not included). 
1 0 1 0 1 0
0 1 1 0 1 1
1 0 0 0 0 0
0 1 0 1 1 0 
Direction of 
filling the 
matrix
Direction of 
transmitting the data
1010, 0101, 1100, 0001, 1101, 0100
101010, 011011, 100000, 010110
After de-interleaving
Bit errors are marked with 
in the example above  
Figure 4.3 The effect of block interleaving on bit error bursts 
 
4.5 Galileo Compensate Inverter 
Next step after Galileo de-interleaving is to compensate for the inverter effect on the G2 
branch of the signal, as shown in Figure 4.4. This is simply accomplished by inverting every 
second symbol of the received page part. The reason the inverter exists in this structure is 
not mentioned in the Galileo ICD. One assumption for its existence is that it helps the 
receiver to detect bit changes in case the transmitted data would for some reason be long 
periods of constant ones or zeros. In such a case, every other bit would be inverted and the 
detection of bit edges would still be easy. 
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Figure 4.4 Galileo convolutional coding scheme 
 
4.6 Galileo Viterbi Decoding 
As mentioned in the previous section, Galileo E1-B utilizes block interleaving to reduce the 
occurrence of sequential errors in the message. This is beneficial since Galileo uses Forward 
Error Correction (FEC) encoding to the message. The convolutionally coded message is 
decoded with a standard Viterbi decoder [76]. The Viterbi decoder is able to correct error 
bursts of length t . 
  2/1 freedt                                                                                                           (4.1) 
where 
freed is maximum free distance of the code. For Galileo freed = 10. Based on this 
equation a Galileo receiver is able to correct error bursts of 4 bits [77], [78]. The 
implementation of the Viterbi decoder has two options, either a hard decision or soft 
decision Viterbi decoder. A hard decision Viterbi decoder operates on the symbols, which 
we determined earlier in Chapter 4.2. A soft decision Viterbi decoder operates on the 
separate samples from tracking loop. For mass-market receivers the use of hard decision 
Viterbi decoder is considered sufficient. It is less demanding from the implementation point 
of view, and still provides excellent performance. 
A page part consists of 250 symbols, out of which 10 symbols are for the preamble pattern. 
The preamble pattern is not encoded, but the remaining 240 symbols must be decoded. From 
the practical point of view, it is not feasible to implement a Viterbi decoder directly for 240 
symbols. Instead, literature recommends using the Viterbi decoder in block mode that 
operates with traceback length of 5 x the constraint length. Galileo constraint length is 7, so 
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traceback length of 35 would suffice. Since 240 is not a multiple of 35, a slight modification 
to the decoder is recommended. The closest options are to use traceback depth of 30 or 40 
for the decoder. In this way, the decoder does not have to process any partial data blocks. 
Choosing depth of 30 is cheaper to implement, but might slightly underperform in weak 
signal conditions. On the other hand choosing depth of 40 is certainly sufficient, but also 
more expensive to implement.  
The Galileo Viterbi decoder always starts from zero state. This is also the reason why every 
Galileo page part has six zero bits at the end, called the tail bits. These tail bits enable the 
decoder to run continuously without explicitly resetting the states. 
4.7 Parity / CRC Check 
Galileo message structure includes block interleaving and FEC for correcting several bit 
errors. The benefits are obvious, but it also comes with a price: the receiver has to do more 
computational work for these features. In the very low signal strength situation some errors 
can still remain. To handle the remaining errors, Galileo utilizes Cyclic Redundancy Check 
(CRC), and GPS utilizes parity bits, to notice these remaining errors. 
4.7.1 Galileo CRC 
Galileo message structure has a CRC checksum included into the navigation data, which 
acts as a final check that no bit errors are present in the decoded data. The CRC checksum 
is calculated without the synchronization bit pattern and the tail bits. The 24-bit CRC for 
Galileo is specified by: 
Generator polynomial: G(X) = (1+x)*P(X), where 
P(X) = X23+X17+X13+X12+X11+X9+X8+X7+X5+X3+1  
R(X) is defined as the remainder of G(X) divided by m(X)*X24, where 
m(X) = mk + mk-1X + mk-2X2 + … + m1Xk-1, and 
m1, m2, … ,mk represent the Galileo information bits. 
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The final CRC checksum will be composed of the coefficients of R(X). Implementation of 
the CRC algorithm is easily done utilizing the xor-operator. For a received bit sequence of 
mi, the multiplication with X24 means in practice extending the sequence with extra zeros.  
The first step is to start applying the xor-operation from the left bitwise with G(X) and m(X). 
After each round, the G(X) is shifted one step to the right, until it reaches the end of m(X). 
If m(X) has a zero in the leftmost place being xor’ed with G(X), replace G(X) with zero 
sequence for that round. When the algorithm stops, all that is left will be the remainder 
R(X), which is the CRC checksum. This value will be compared to the received value and 
a decision is made whether CRC check passes or fails. Figure 4.5 illustrates the CRC 
algorithm with an arbitrary example [79]. 
Information bits1111001000000000
110100
0010001000000000
-----------------------------
xor Generator polynomial
Remainder = CRC
000000
-----------------------------
xor
0010001000000000
110100
0000000001110000
110100-----------------------------
xor
0000000000011000  
Figure 4.5 Example of the CRC algorithm 
 
4.7.2 GPS Parity Check 
The GPS parity check enables the receiver to detect errors in the received message structure. 
Every GPS subframe is 300 bits long, and is divided into shorter words consisting of 30 
bits, as shown in Figure 4.6. Within each word, bits 1-24 are considered as data bits, while 
bit 25-30 are parity bits. 
The actual parity check algorithm operates on complete words. It should also be noted that 
the algorithm requires two last bits, i.e. bits 29 and 30, from the previous word. The 
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algorithm itself is quite straightforward, and is implemented based on the equations 
presented in Table 4.1. 
The last step of the algorithm is to check whether the calculated parity bits match to the 
received parity bits. When there does not appear to be any parity mismatch, the parity check 
passes and the word can be processed. If there are parity mismatches, the whole word will 
be discarded. 
1 subframe = 300 bits
Word 1 Word 2 Word 10
1 2 30
30 Navigation bits
Word N••• •••
•••
 
Figure 4.6 The structure of a GPS subframe 
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Table 4.1 GPS parity check equations 
D1 = d1D30* 
D2 = d2D30* 
· 
· 
· 
D24 = d24D30* 
D25=D29*d1d2d3d5d6d10d11d12d13d14d17d18d20d23 
D26=D30*d2d3d4d6d7d11d12d13d14d15d18d19d21d24 
D27=D29*d1d3d4d5d7d8d12d13d14d15d16d19d20d22 
D28=D30*d2d4d5d6d8d9d13d14d15d16d17d20d21d23 
D29=D30*d1d3d5d6d7d9d10d14d15d16d17d18d21d22d24 
D30 = D29*d3d5d6d8d9d10d11d13d15d19d22d23d24 
 
Where, 
d1,d2, ..., d24  are source data bits; 
the symbol * identifies the last 2 bits from previous subframe; 
D25, D26, ..., D30 are computed parity bits; 
D1, D2, ..., D30 are bits transmitted by the SV; 
the symbol   is modulo-2 operator;  
 
 
4.8 Data Collection 
Once the navigation data message has passed through the error detection mechanisms, it 
can be safely used. For Galileo, one remaining issue is to combine even and odd page parts 
into a complete message. 
The receiver then processes pages for Galileo, and subframes for GPS. The layout of the 
page/subframe structures are found in the corresponding ICDs. The interesting parameters 
are:  
• Timing information, TOW 
• Ephemeris data 
• Clock/Ionosphere correction terms 
• Health/status parameters 
• Optional data, e.g. Almanac data 
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The parameters usually remain constant for several hours (with exception of timing 
information, TOW), so it is not necessary to update the information constantly. For this 
reason, an Issue of Data Ephemeris (IODE) parameter is provided. If the IODE value 
changes, it indicates that new ephemeris data is available and the receiver should proceed 
with updating the parameters. Clock correction updates are similarly indicated with an Issue 
of Data Clock (IODC) parameter. 
After successfully receiving all the necessary data for several satellites, the receiver can 
proceed with navigation solution calculation.  
4.9 Data Decoding Thresholds 
A stand-alone GNSS receiver without the ability to receive navigation data bits via A-
GNSS, has to rely on its own processing capabilities. As receiver signal power gets weaker, 
data bit errors start appearing. After certain thresholds the data bit errors start to dominate, 
and it becomes, if not impossible, but at least very slow process to receive full subframes 
without data bit errors.   
The properties of the GNSS signal play significant role in determining how weak signals 
can still provide the necessary navigation data. In [80] a list of contributing factors is 
identified: 
1) Minimum received power level 
2) Amount of power dedicated to the data channel (possible split with pilot) 
3) Symbol rate of signal 
4) Error protection techniques deployed (FEC, interleaving) 
5) Channel conditions 
The facts for various signals were listed in Tables 1.1 – 1.9. Minimum received signal power 
directly sets the threshold for the particular signal. It is natural that a signal with high 
received minimum power has advantage in data decoding thresholds. All other values of the 
list are directly influencing the decoding threshold. Amount of power dedicated to the data 
channel is a straightforward term. If all power is dedicated to data channel, i.e. no pilot 
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channel, then there is no loss. If pilot channel shares 50% of the signal power, that is 
equivalent to 3 dB loss in the data decoding threshold.  The third factor is explained with 
the fact that the slower the symbol rate is the more power there is available for a symbol. 
More power per symbol reduces the probability of getting a bit error. In other words, slower 
symbol rates have advantage in data decoding thresholds. Fourth and fifth factors are related 
in such sense that the error protection technique strongly depends on the type of channel 
considered. In reference [80] Additive White Gaussian Noise (AWGN) and more realistic 
Land Mobile Satellite (LMS) channel models are considered. The simulation results include 
error protection performance for all the GPS and Galileo open service signals. The data 
decoding thresholds for AWGN channel are presented in Table 4.2. 
 
Table 4.2 Data demodulation performance of GPS and Galileo signal in AWGN 
channel [80] 
 
Demodulation threshold @ CED error rate = 10-2 
GPS Galileo 
L1C/A L2C L5 L1C E1 / E5b E5a 
Message NAV CNAV CNAV CNAV2 I/NAV F/NAV 
Total required 
CN0 [dB-Hz] 
26.5 23.1 26.1 24.5 27.7 20.7 
 
    
 
 
 
5. MULTI-CONSTELLATION ISSUES 
IN THE NAVIGATION SOLUTION 
In this chapter, the issues that the navigation software must handle in a multisystem GNSS 
receiver are discussed. For the following topics the chapter is mainly focusing on GPS and 
Galileo systems.  
GPS related topics have been included in order to provide a benchmark for the Galileo 
discussion. The chapter is started with an introduction to the basic differences that can be 
expected when combining multiple GNSS systems in the receiver, in contrary to using a 
single GNSS system. After the short explanation on the system differences, a more detailed 
look is taken into the tasks, which the navigation software processes. The details start with 
timing topic, i.e. synchronization to GNSS time. Since both GPS and Galileo use their own 
time reference, the receiver must make the choice on which GNSS time to synchronize. 
After successful initial timing synchronization, the receiver must make periodic 
measurements, named the pseudorange measurements. These pseudorange measurements 
need accurate timing information from the baseband tracking loops. The process of 
constructing the pseudorange measurements for both systems will be described.  
In multi-GNSS receivers, the availability of satellites is notably increased. The number of 
satellites will be very high in open sky conditions. For such a high availability scenario, this 
chapter presents various criteria for selecting a good subset of satellites from the available 
satellites, instead of simply using all of them. By utilizing a subset of good satellites, the 
computational burden will be decreased without reducing the accuracy of the final solution. 
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The algorithm for computing the satellite position, velocity and acceleration is included in 
the chapter. Additionally, the Least-Squares (LS) solution for solving the final PVT is being 
looked at in this chapter. As before, for these algorithms the focus will be in the 
modifications necessary for the multisystem support. 
5.1 GNSS Time Synchronization 
When a receiver is turned on for the first time, it has no previous knowledge of its current 
location or accurate timing information. In such a situation, no almanac data is available 
either. This is called as a cold start. The first task for the navigation software is to recover a 
rough estimate of the current time - a process called synchronization to the GNSS time. 
In a combined GPS / Galileo receiver, the question is whether the receiver should 
synchronize to the GPS time, or to the Galileo time. In practice, the choice does not matter 
much since both systems obviously provide excellent timing accuracy. Furthermore, after 
the first PVT solution when the user clock bias is solved together with the GPS-to-Galileo 
time offset, the receiver has essentially synchronized to both of the systems. Regardless of 
the choice of which system to synchronize to, the basic approach is to select one good 
candidate satellite from the list of tracked satellites. A good candidate here means usually 
the satellite with highest CN0 value. CN0 estimates are computed by the baseband, which 
provides this information to the navigation software [81]. At this point, the receiver does 
not yet have any information about the satellite location, so the elevation angle is also 
unknown. Generally high elevation angle would indicate a good candidate for satellite, but 
since the receiver does not have this information, the selection of the candidate satellite is 
primarily based on the CN0 estimates. 
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Table 5.1 GNSS constellations 
System GPS Galileo GLONASS BeiDou 
Nominal satellites 24 MEO 24 MEO 24 MEO 
27 MEO 
3 IGSO 
5 GEO 
Orbital planes 6 3 3 3 
Inclination 55° 56° 64.8° 55° 
Semi-major axis 26550 km 29600 km 25440 km 27900 km 
Average flight 
altitude 
20180 km 23222 km 19100 km 21528 km 
Orbital period solar 
days 
11 h 58 min 14 h 7 min 11 h 15 min 12 h 53 min 
Orbital period 
sidereal days 
1 / 2 10 / 17 8 / 17 7 / 13 
 
The GNSS satellites have well-defined orbits, as described in Table 5.1. This allows the 
receiver to accurately approximate the signal travel time, used for the timing 
synchronization. The average signal travel time is selected to be 72 milliseconds. When 
multiplied by the speed of light, this time corresponds to a distance of 21600 km between 
the user and satellite, which is an estimated range of a GPS / Galileo satellite at average 
flight altitude. An illustration of the differences in the GNSS orbits is presented in Figure 
5.1. 
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Figure 5.1 GNSS orbits comparison [82] 
 
 In next section, the equations for both GPS and Galileo synchronization are provided. 
5.1.1 GPS Time Synchronization 
s 0.072TTTT GPS_chipGPS_codeTOWGPS                                                                (5.1) 
where TOWT is the current TOW count decoded from the navigation data bits. In GPS case, 
the TOW is found in the beginning of each subframe, thus being updated every 6 seconds. 
The TOW reports how many seconds has elapsed since the start of the current GPS week. 
By the definition, both GPS and Galileo weeks start in the midnight between Saturday and 
Sunday. GPS week numbering was started on 6th of January 1980, whereas Galileo week 
numbering was started on 22nd August 1999 [13], [65]. 
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GPS_codeT  is the integer number of full GPS C/A-code epochs since the beginning of current 
subframe. In GPS case the C/A-codes are 1 ms long. The integer number of milliseconds is 
converted to seconds in the equation. 
GPS_chipT  is composed of 2 parts. The first part is the integer number of full code chips in the 
current GPS C/A-code (0-1022). The second part is the fraction of the current chip. The 
fraction information is provided by the baseband tracking loops. This combined timing 
information is then similarly converted into seconds. 
5.1.2 Galileo Time Synchronization 
s 0.072TTTT Gal_chipGal_codeTOWGalileo                                                                (5.2) 
where 
TOWT
 is the current TOW decoded from the navigation data. In Galileo I/NAV 
messages TOW is recovered at nominal page rate of 2 seconds. This is a faster rate than the 
GPS TOW update rate, which was every 6 seconds. 
Gal_codeT  is the integer number of Galileo codes since the start of a current page. In E1-B 
signal case, code length is 4 ms. This is converted into seconds in the equation. 
Gal_chipT  is composed of 2 parts. The first part is the integer number of code chips (0-4091), 
while the second part is the fraction of the code chip, obtained from the baseband tracking 
loops. Similarly, this is converted to seconds in the equation. 
5.1.3 Time Synchronization - Conclusions 
As the previous synchronization Equations (5.1) and (5.2) suggest, the GNSS time is 
composed of four distinct components. Additionally, a fifth parameter called Week Number 
(WN) is included in the GNSS time keeping. Next paragraph concludes the significance of 
each timing component. 
5. Multi-Constellation Issues in the Navigation Solution 
92 
 
• First part of the GNSS time is Week Number, which is, at minimum, needed to 
handle the crossover of the week boundaries. The WN is decoded from the 
navigation message. 
• Second major part of the composite time is the TOW, which is also decoded from 
the navigation data. The TOW counts full seconds, 0 – 604799, since the beginning 
of the current GNSS week. TOW is reset to zero at the end of each week. 
• Third component is the integer number of C/A-codes elapsed since the beginning 
of current subframe. This ranges between 0 – 6 seconds in GPS case, and between 
0 – 2 seconds in Galileo I/NAV case. 
• Fourth time component is the fraction of a code chip. This part ranges between 0 – 
1 millisecond in GPS case, and between 0 – 4 milliseconds for Galileo. Now this 
part of composite time has already a lot smaller impact on the initial 
synchronization time. 
• The last component of the time is the approximate signal travel time, for which 72 
milliseconds was selected. In practice, the true travel time might be several 
milliseconds different from the chosen one. This explains why the code fraction 
component does not play a major role in the coarse time synchronization. 
 
The described GNSS synchronization technique should provide a rough estimate of the 
GNSS time. This initial estimate is expected to be within several milliseconds from the true 
GNSS time. Time estimate error of several milliseconds will still provide sufficient 
accuracy for the PVT solution, which allows further fine-tuning of the time by applying the 
clock bias correction. Once the clock bias is corrected, the receiver is accurately 
synchronized to the GNSS time. 
5.1.4 Time synchronization – Multi-GNSS 
GPS and Galileo time scales are handled in a very similar manner in the receiver. The 
difference between these timescales can be solved in the navigation solution, or its estimate 
can be decoded from the Galileo navigation data. This topic will be discussed later in 
Section 5.11.  
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GLONASS time scale differs from GPS and Galileo in such sense that GLONASS time 
does include leap seconds. In other words, GLONASS time differs from GPS and Galileo 
time by the number of leap seconds, which is 18 seconds as of January 2017. BeiDou time 
scale does not include leap seconds, but the time scale was initiated with the amount of leap 
seconds as of January 2006. In other words, BeiDou has constant offset of 14 leap seconds 
to GPS and Galileo time scales. 
5.2 Satellite Selection for Navigation Solution 
The modern GNSS receivers can track many satellites simultaneously. Once Galileo and 
BeiDou reach full constellation of satellites, it is possible to have a situation where the 
receiver could be tracking 30+ GNSS satellites. From the navigation solution point of view, 
this abundance of satellite signals has its pros and cons. The benefit of having many 
satellites tracked comes from signal diversity. With many satellites, it is more likely to have 
a good satellite geometry, leading to a more accurate navigation solution. This topic is 
discussed more in Section 5.12. With many satellites, it is easier to exclude satellites with 
weak signal from the navigation solution. Favoring good quality satellite signals ensures 
better accuracy of the navigation solution. On the other hand, a large number of satellites 
being tracked has its downside, which comes from the increased computational demands of 
the receiver. Extra satellites occupy tracking channels of the receiver, and the navigation 
solution needs to perform more computations with the increased number of satellites.  
As conclusion, there can be redundancy in the available signals, even to the extent where it 
is perfectly ok not to use some of the satellites in PVT solution. On the other hand, in a 
challenging environment like the urban canyon, the availability of satellites is still going to 
remain low. Another issue with the urban canyon scenario is that the geometry of the 
satellites is likely to be quite bad. 
5.2.1 Listing Accepted Satellites 
A conventional single system receiver can operate with a minimum of 4 satellites accepted 
for the navigation solution. In general, this requirement will change for a dual system 
receiver where a minimum of 5 satellites is needed for the solution. The requirement of the 
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5th  satellite comes from the fact that the two satellite systems are not perfectly synchronized. 
The recommended method for the dual system navigation solution is to use 5 satellites, e.g. 
containing signals from both GPS and Galileo systems and solve the time difference 
between the system times. It is also good to remember that a dual system receiver can always 
operate in a single system mode with a minimum of 4 satellites from a single system, e.g. 
in a case where no satellites are available from the other system. 
Now the minimum number of satellites for a dual system navigation solution has been 
defined. Another topic is to consider the effect of including additional signals to the PVT 
solution. Adding more signals might first sound like a very good idea, but in practice, the 
benefits of extra signals quickly become negligible. A rule of thumb would be to limit the 
number of selected signals around 8. According to our test results, adding more satellites 
beyond 8 does not significantly improve the accuracy of the PVT solution. When the best 
subset of satellite signals is selected, any additional satellite signals will likely increase the 
computational burden without significantly improving the overall positioning quality. The 
accuracy issue can be explained with the Dilution of Precision (DOP) parameter, which is 
calculated in the navigation solution. The DOP value describes how good is the geometry 
that the selected satellites provide. This geometry factor is a direct indicator of the expected 
accuracy of the navigation solution, and it is not significantly improved by additional 
satellites beyond the rule of thumb 8 satellites. Section 5.12 describes the DOP contribution 
and computation in greater detail. 
5.2.2 Satellite Selection Criteria 
A satellite can be considered usable for the navigation solution once it passes certain criteria. 
There are both mandatory and optional criteria. A short list of mandatory criteria:  
• Full set of valid ephemeris data must be obtained 
• Satellite health status decoded, and indicates healthy satellite 
• Accuracy estimate from navigation data is below user defined threshold 
• Synchronization to the TOW 
• Code phase measurements availability 
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Some of these criteria are specified in the respective ICDs. The details of the mandatory 
criteria are as follows. 
First, the signal must be tracked for a certain time in order to decode all the necessary 
ephemeris and clock correction data. The ephemeris data is needed for the satellite position 
computation. Details of the ephemeris data are found in Section 5.6, and satellite position 
computation is found in Section 5.7. GPS and Galileo navigation data rates and data layout 
are quite different and low-level details are found in the respective ICDs [13], [65].  
Second, the satellites provide a health status indicator flags, which are used to warn if any 
of satellite signals appear unhealthy. Naturally, an unhealthy signal should not be used. 
Third, the accuracy estimates must be reasonable. For GPS, the accuracy estimate is called 
User Range Accuracy (URA), and equivalently for Galileo it is Signal in Space Accuracy 
(SISA). These values are estimated by the control segment, and account for the estimated 
total error contribution for which the space and control segments are responsible. A check 
must be made that the indicated value is at acceptable levels. Naturally, satellites which 
indicate high-expected error in the signal are to be avoided. The functionality of these values 
is the same for both systems. Complete list of URA / SISA values is presented in [13], [65]. 
Fourth, synchronization to the TOW. Synchronization means that the receiver has found the 
preamble pattern, synchronized to the frame structure, and has been able to retrieve the 
TOW value from the navigation data. Usually the TOW decoding step is closely related to 
the decoding of ephemeris data. Eventually the TOW value is needed for pseudorange 
construction.  
Fifth, the availability of code phase measurements. The code phase measurements will be 
available from the baseband once the tracking loops have converged and stabilized. The 
code phase measurements are likewise needed for the pseudorange construction. 
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Once the mandatory criteria are met, further ranking of the satellite signals can be made 
with optional criteria: 
• Elevation angle 
• CN0 estimate 
• BER 
• Pseudorange noise estimate 
• DOP contribution of the chosen satellite 
 
The elevation angle is a very significant value for determining the usability of a satellite. It 
indicates how long distance the signal must travel in the Earth atmosphere. The lower the 
elevation angle, the longer the distance traveled in the atmosphere. Longer distances will 
induce greater variation to the signal travel time due to the troposphere and ionosphere 
delays. An elevation mask can be used to discard low-elevation satellites from the 
navigation solution. Typical elevation mask values are around 5-15 degrees. The elevation 
angle is unknown until the ephemeris data for calculating the satellite position has been 
received. In addition, the receiver location should be known. When the receiver is turned 
on for the first time, it should have a mechanism to handle the initial PVT calculation. If 
receiver position is unknown it is not possible to compute elevation angle, thus elevation 
mask criteria could be ignored in the first position fix. 
CN0 estimate is based on the accumulated I/Q samples from the baseband. It gives a simple 
estimate of the overall quality of the satellite signal. If some satellites have considerably 
lower CN0 estimates, it is a good reason to avoid those satellites in the navigation solution. 
In general, if the receiver is not able to track many satellites, then is may be necessary to 
include satellites with low CN0 to the navigation solution. This is to enable the position fix. 
If a position fix is done with low quality satellites, it should be clearly flagged as a fix with 
bad satellites. In the end, the CN0 threshold can be set dynamically, depending on the 
availability of satellite signals. 
Bit Error Rate (BER) is obtained from the navigation data decoding, and it is very similar 
indicator to the CN0 estimate. BER indicates how often bit errors occur for certain signal. 
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The bit errors cause the CRC checks on the data frames to fail. These erroneous frames will 
be rejected, causing the risk of not being able to notice critical updates in the ephemeris data 
/ signal health status indicator. As conclusion, satellites signals with high BER are to be 
avoided. 
Pseudorange noise estimation can be done either in the navigation software, simply by 
observing the continuous pseudorange measurements over a time window, or in the 
baseband, where the variance of the code loop discriminator is estimated. If significant 
variation is noticed in the measurements, it will indicate that the baseband tracking loop is 
not able to track the signal perfectly. Once again, a high value in pseudorange noise 
estimation is a good reason to avoid using such a satellite signal. 
Once the receiver has made an initial PVT solution with available satellites, the position of 
the receiver is known. With the position information, it is possible to calculate the DOP 
value for different combinations of satellites. The DOP value indicates how good accuracy 
the chosen satellites can provide. The DOP value can be solved from the geometry matrix, 
which is introduced in Section 5.11. The DOP value can be used as one factor in reducing 
the number of satellites without significantly decreasing the accuracy of PVT solution. 
5.2.3 Listing Low-Quality Satellites 
The previous section listed many factors how to evaluate the quality of a satellite signal. 
Sometimes it may be useful to make a list of the low-quality satellites. Such a list is useful 
for saving resources in the receiver. For example, if a satellite is constantly causing 
problems, or is known to be unhealthy, it can be added to the list. Information about the 
low-quality satellites can then be used in the baseband. The baseband can then stop the 
tracking and acquisition of such satellites for a certain period, thus freeing the channel for 
other satellites, or just to save power in the baseband. It should be kept in mind that from 
cross-correlation perspective all visible satellites should be always tracked, so that 
traditional cross-correlation detection mechanisms can work.  
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5.3 Code Phase Pseudorange Measurements 
The code phase pseudoranges are the fundamental measurements of a standalone GNSS 
receiver made by tracking the phase of the received signal PRN code. Code phase 
measurements are ambiguous for the length of a code, which would correspond to 1 ms for 
C/A-codes. Code phases can be constructed to unambiguous pseudoranges by combining 
information from the navigation data structure. The pseudoranges are usually measured with 
respect to the beginning of the latest received subframe. A time parameter is broadcast in 
the navigation message, indicating the time at the beginning of a subframe. After the 
beginning of the frame, the receiver counts how many full C/A-codes have been received. 
Finally, the code phase measurement represents the fractional part of the current C/A-code. 
The process of combining this information is presented in the following paragraph. 
The pseudorange represents the measured distance between the satellite and the receiver. It 
is not an exact range, due to unknown receiver clock bias and other errors sources. The 
GNSS receivers usually have cheap crystal oscillator clocks, which are not very accurately 
synchronized to the GNSS time, and they are not very stable. The receiver clock can be 
compensated with the clock bias that is solved in the PVT solution. The other measurement 
errors, caused by, e.g. control segment or atmospheric errors, cannot be immediately 
accounted for, and thus remain in the pseudorange measurement. In order to minimize the 
contribution of these errors, the criteria presented previously in Section 5.2.2 should be used 
for selecting the most reliable set of satellites. 
Pseudoranges are composite measurements, combined from different variables in the 
receiver. One common way of making pseudorange measurements is to define certain points 
of GNSS time when measurements are made for all tracked satellites simultaneously. In the 
following, t  is the common time of taking the pseudorange measurements. Then 
pseudorange measurements will be defined as follows: 
 )τ(tt(t)tc(t)ρ iiui                                                                                               (5.3) 
where   
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subscript i  marks satellite i,  
(t)ρi  pseudorange measurement for satellite i ,  
c  the speed of light,  
(t)t u  receiver generated time value.  
i  the transit time  
  chipi
ms
i
TOW
iii tttτtt   
                                                               
(5.4) 
TOW
it  latest TOW received from the navigation data, 
 
ms
it  
total number of C/A-codes passed since the last 
frame, expressed as integer multiple of milliseconds, 
 
chip
it  fraction of current C/A-code. 
 
 
Looking at the last components of the pseudorange measurements, 3 main differences 
between GPS and Galileo pseudorange construction can be noticed.  
First, the TOW count is received every 6 seconds for GPS C/A and for Galileo I/NAV 
messages TOW is received every 2 seconds.  
Second, the number of C/A-codes received since the beginning of the frame. For GPS case, 
each GPS C/A-code adds 1 millisecond to the value, whereas for Galileo each C/A-code 
adds 4 milliseconds. 
Third, the fraction of the current C/A-code. For GPS these values will be between 0 – 1 ms, 
and for Galileo between 0 – 4 ms. 
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As conclusion, pseudoranges are generated for all channels simultaneously, meaning both 
GPS and Galileo satellites, at the same internal time t .  
The receiver clock at time t  is showing (t)t u . The receiver time can be synchronized to 
either GPS or Galileo time, since the difference is negligible. At time instant t , the real 
measurement information is given by the baseband in the three aforementioned parameters: 
the TOW parameter provides the coarse estimate of the time; the number of C/A-codes 
provides a time component with more accuracy; and finally the last component, the phase 
of the C/A-code, provides a time component of the finest precision.  
These three levels of timing accuracy have analogy to an analog clock, where the TOW 
count represents the hour hand of a clock. The number of C/A-codes represents the minute 
hand, and the fraction of C/A-code measurement represents the second hand. This is a very 
useful analogy in understanding how the pseudorange timing is composed of these 
parameters [83]. 
5.4 Carrier Phase Measurements 
The code phase pseudorange measurements have the good property of being unambiguous; 
thanks to the timing information retrieved from the navigation data. The receiver is also 
able to continuously track the carrier phase of the signal. The carrier phase measurements 
are much less noisy, and they would provide better accuracy measurements. There is just a 
slight problem that the carrier phase measurements are ambiguous measurements, and there 
is no easy method for solving the ambiguity. Disregarding the clock bias and measurement 
errors, the carrier phase measurement can be represented (in units of cycles) as: 
Nttt su  )()()(  ,                                                                                             (5.5) 
Where  
)(tu  is the phase of the receiver-generated signal 
)(  ts  is the phase of the signal received from the satellite at time t  
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 is the transit time 
N is the integer ambiguity. 
The problematic terms here is the integer ambiguity, which corresponds to the full cycles 
of the carrier wave between the satellite and the receiver. While there are methods for 
solving the integer ambiguity [84], [85], [86], it is easier to measure only the changes in the 
carrier phase measurement. While carrier tracking is continuous, the carrier phase 
measurements offer precise and unambiguous measurements of change in pseudorange. 
This is often referred to as integrated Doppler or delta pseudorange. The next section will 
show how to utilize carrier phase measurements. 
5.5 Combining Code and Carrier Measurements 
In this section, the precise, but ambiguous carrier phase measurements will be combined 
with the noisy, but unambiguous code phase pseudoranges. Before deriving the algorithm, 
it is important to mention a few relevant properties of the Earth atmosphere. The Earth 
atmosphere consists of ionosphere and troposphere regions, both being refractive mediums. 
A refractive medium bends the signal travel path, thus making it travel a longer distance 
than a direct line would have been. This causes an error when making the measurements. 
Besides both regions being refractive, the ionosphere region is also a dispersive medium. In 
a dispersive medium, signal bending is frequency dependent. These errors are discussed 
more in the following sections. How this all affects our carrier and code measurements, is 
that troposphere will delay both measurements similarly, while ionosphere will introduce 
code phase delay, and carrier phase advance. Code delay and carrier advance have the same 
magnitude, but a different sign. This phenomenon is called code-carrier divergence [32]. 
With this in mind, the algorithm for combining code and carrier measurements will be 
derived. 
)()( tItI   ,  )()( tTtT    
Let us define: )()( tdtI I  and )()( tdtT T  
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Pseudorange and carrier phase measurement will be (in units of length): 
)()()())()(()()( ttdtdttttctrt TI
s
u                                       (5.6) 
)()()())()(()()()( tNtdtdttttctrtt TI
s
u             (5.7) 
Let us define ionosphere-free pseudorange )(* t  
=> 
)())()(()()(* tdttttctrt T
s
u                                                                 (5.8) 
Now pseudorange and carrier phase measurements can be rewritten as: 
)()()()( * ttdtt I                                                                                          (5.9) 
)()()()( * tNtdtt I                                                                               (5.10) 
The change in the code and carrier phase measurements between two measurement epochs 
can be written as: 
)()()()()()( * iiiiiii ttItttt                                              (5.11) 
)()()()()()( * iiiiiii ttItttt                                             (5.12) 
From the above equation, two important observations can be made: 
• Ionosphere delay has opposite sign in (5.11) and (5.12) 
• The ambiguity term disappears in (5.12) 
The concept of the combination of unambiguous code measurements with the ambiguous 
carrier phase measurements is explained next. With the help of code-based pseudoranges 
we solve the initial ambiguity, and start to smoothen the code measurements with the carrier 
measurements.  
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Initial estimate of )( 0t  is available from each epoch as:  
 )()()()(ˆ 00 tttt iii                                                                                   (5.13) 
These estimates can be averaged over n epochs: 

i
it
n
t )(ˆ
1
)( 00                                                                                                      (5.14) 
The final combination of code and carrier measurements is done with the help of a specific 
recursive filter called the Hatch filter [87]. 
A recursive filter of length M: 
 ))()(()(
)1(
)(
1
)( 11  

 iiiii ttt
M
M
t
M
t                                         (5.15) 
)()( 00 tt    
A typical filter length could be M = 100. How the filter actually works is that it is initialized 
with M = 1, and then afterwards M gets incremented by one each round until reaching 100. 
When M reaches its maximum value, it will no more be incremented and the filter has 
reached a steady state operation. The filter design is quite flexible about the maximum 
length, and how big is the increment each round. Bigger increments reach the steady state 
faster, but can have problems resolving the ambiguity accurately. When utilizing carrier 
smoothing of code phase measurements, it is important to realize that any interruption in 
the carrier tracking, e.g. a cycle slip, will result in loss of accumulated phase information 
between the measurements. In such event, the filter must be reset, by initializing M back to 
1. Another issue worth considering is the code-carrier divergence. In long continuous 
tracking the code-carrier ionosphere divergence will get grow significantly, and it is advised 
to reset the filter occasionally. For mass-market receiver operations, according to our 
experience, doing a filter reset roughly every 10 minutes ensures operation without 
significant degradation in accuracy due to code-carrier divergence [88]. Carrier-smoothed 
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pseudoranges are significantly less noisy than the code based pseudoranges. Results are 
presented in Figure 5.2. When the respective measurements are plotted on normal scale, i.e. 
around 20 000 km, the few meters of noise will not be visible without significant zoom, as 
seen in Figure 5.2 top plot. The difference between the measurements is shown in the mid 
plot. Finally, the bottom plot presents the carrier-smoothed pseudorange rates vs. 
pseudorange rates in scale. 
 
Figure 5.2 Carrier-smoothing of pseudoranges 
 
5.6 Satellite Related Calculations 
Satellite related calculations start once the receiver has been able to acquire and track 
enough of the GNSS signals. For those satellites, full set of ephemeris from the navigation 
data should have been obtained. The navigation data frame structure is quite different for 
GPS and Galileo, but it is very convenient that both systems support the same ephemeris 
data set for describing the satellite location on orbits at any given time. The ephemeris data 
is composed of Keplerian parameters listed in Table 5.2. 
BeiDou MEO satellites will use similar Keplerian ephemeris data for satellite location 
calculations. On the other hand, GLONASS ephemeris data is completely different from the 
Keplerian ephemeris data. In GLONASS the ephemeris data consists of the satellite x, y, z 
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position, velocity and acceleration parameters. From these, the position of the satellite is 
computed with an algorithm involving Runge-Kutta integrations, as presented in [89]. 
Finally, GLONASS satellites are referenced to PZ-90 coordinate frame, which should be 
converted to WGS-84, to be compatible with GPS. 
The Table 5.2 lists the 6 basic Keplerian elements, 9 correction terms of time perturbations 
and 1 time epoch parameter. Additionally, there are 3 clock correction parameters and a 
navigation data timestamp IODE, which indicates any changes in the ephemeris data, as 
mentioned in Section 4.8. For an individual satellite, all used ephemeris must be time-
stamped with same IODE. The algorithm for solving the satellite location at a given time 
uses a few additional constants, which are listed in Table 5.3. 
Table 5.2 Ephemeris parameters 
Parameter 
Number of bits Scale factor 
Units 
GPS GAL GPS GAL 
0et  16 14 16
 60 seconds 
rsC  16 2
-5 meters 
n  16* 2-43 semicircles/sec 
0M  32
* 2-31 semicircles 
ucC  16
* 2-29 radians 
e  32 2-33 unitless 
usC  16
* 2-29 radians 
A  32 2-19 meters1/2 
icC  16
* 2-29 radians 
0Ω  32
* 2-31 semicircles 
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isC  16
* 2-29 radians 
0i  32
* 2-31 semicircles 
rcC  16
* 2-5 meters 
ω  32* 231 semicircles 
•
Ω  24
* 2-43 semicircles/sec 
•
i  14
* 2-43 semicircles/sec 
Parameters indicated with * are two’s complement numbers 
 
Table 5.3 Parameter definitions 
Parameter Value 
ut  User receiver time.  Generated in the receiver. 
sρ  
Pseudorange measurement for satellite s. 
Generated in the receiver. 
c  Speed of light. 299792458 m/s 
μ  
Earth’s gravitational constant.  
Note difference in the respective ICDs. 
GPS: 3.986005e14 m3/s2 
Galileo: 3.986004418e14 m3/s2 
2c
μ2
F


 
Minor difference between systems due to 
Earth’s gravitational constant. 
GPS: -4.442807633e-10 s/m1/2 
Galileo: -4.442807309e-10 s/m1/2 
eΩ
•
 
Earth’s rotation rate 
7.2921151467e-5 rad/s 
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5.7 Satellite Location, Velocity and Acceleration 
The complete algorithm for solving satellite positions is described step-by-step in this 
section. Parameters used in this algorithm are those that can be found in Table 5.2 and Table 
5.3. Some of the parameters slightly differ between GPS and Galileo, but the algorithm still 
uses the same approach for both systems. 
The last remaining issue in satellite location calculation is about the GPS and Galileo 
geodetic coordinate reference frames. Both systems use their own coordinate reference 
frames. For GPS the reference frame is WGS-84, and for Galileo, Galileo Terrestrial 
Reference Frame (GTRF). The differences between the two models are expected to be 
within a few centimeters, as both WGS-84 and GTRF are supposed to follow closely the 
International Terrestrial Reference Frame (ITRF). Therefore, this error is hidden by the 
higher satellite orbital and clock estimation errors in the ephemerides and its impact in 
accuracy is negligible for a standard navigation service. No further action is needed for 
correcting the coordinate differences in mass-market receivers [90], [91].  
Table 5.4 Satellite Position, Velocity and Acceleration calculation [13], [65], [92]  
Parameter Value 1st Time Derivative 2nd Time Derivative 
Coarse Time of 
Transmission c
tt
s
uc

    
Semimajor Axis 2)A(=A    
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* Equation for eccentric anomaly. This equation cannot be solved in closed form, and thus 
iterative methods should be used for solving .E  One suitable candidate is the Newton’s 
method: 
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Newton’s method algorithm: 
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
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                                                                             (5.16) 
The algorithm (5.16) will quickly converge to the correct value with a few iterations. 
5.8 Earth Rotation Correction 
The Satellite location has now been solved in the Earth Centered Earth Fixed (ECEF) 
coordinate frame with the algorithm presented in Table 5.4. There is one more important 
adjustment to be done with the coordinate frames: Earth rotation correction. The satellite 
signal will travel approximately 72 ms before it reaches the receiver antenna on Earth’s 
surface. During that time, Earth has rotated slightly around its axis. This effect is called the 
Sagnac effect. The compensation is done with a simple matrix rotation from ECEF to Earth 
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Centered Inertial (ECI) coordinate frame. Figure 5.3 illustrates the Sagnac effect. The 
algorithm is presented with Equations 5.17 and 5.18. 
c
dt s

                                                                                                                          (5.17) 
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Figure 5.3 Sagnac effect 
 
5.9 Satellite Clock Error 
The GNSS satellites have highly accurate atomic clocks, but still each satellite has a minor 
bias and frequency drift, which must be accounted for. This difference between each 
individual GNSS satellite and the respective GNSS system time is called satellite clock 
error. The control segment monitors the satellite clocks and accurately measures the 
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behavior. Correction parameters are then uploaded to the satellites, from where they are 
broadcast to the GNSS users through the navigation message. The broadcast parameters are 
listed in Table 5.5. The systems share the same parameters, but the parameters are defined 
with different number of bits, and scale factors. 
 
Table 5.5 Clock correction parameters 
Parameter Number of bits Scale factor Units 
 GPS GAL GPS GAL  
GDT  8
* 10* 2-31 2-32 seconds 
0ct  16 14 2
4 60 seconds 
f2a  
8* 6* 2-55 2-59 sec/sec2 
f1a  16
* 21* 2-43 2-46 sec/sec 
f0a  22
* 31* 2-31 2-34 seconds 
Parameters indicated with * are two’s complement numbers 
 
kr EaeFt sin                                                                                                (5.19) 
GDrocfocff Ttttattaat 
2
210 )()(                                             (5.20) 
Equation (5.19) presents the correction term for relativistic effects, and it is usually 
associated with the clock correction. The satellites are moving with such high velocities on 
the orbits, that relativistic effects cannot be ignored. The relativistic effects affect the clock 
frequency of the satellite. 
Equation (5.20) collects the total clock correction into a single equation. This clock 
correction is applied to the measured pseudoranges. 
5.10 Atmospheric Corrections 
The GNSS satellites are located on orbits approximately above 26 000 km from the center 
of the Earth. The assumption for typical mass-market GNSS receiver is that it is located on 
the surface of Earth. Due to this, the satellites are typically sending their signal at least 
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20 000 km from the receiver. These signals travel mostly in space, which can be considered 
as a vacuum. On the proximity of Earth, the signal enters Earth’s atmosphere, which no 
longer can be considered as vacuum. In Earth’s atmosphere, signals are subject to 
atmospheric refraction, which affects the signal propagation. For GNSS, the two most 
important layers of the atmosphere are called the ionosphere and troposphere. Next sections 
will investigate the effects of these layers, and introduce the methods of mitigating these 
effects in GNSS receivers. 
5.10.1 Single Frequency Ionosphere Correction 
The first atmospheric layer the GNSS signals encounter is called the ionosphere. Within the 
ionosphere, free electrons affect the signal propagation. The number of free electrons varies 
with time, and the common goal in mitigating the ionosphere effect is to estimate the Total 
Electron Content (TEC) on the path between the user and the satellite. If not accounted for, 
ionosphere can cause pseudorange errors of tens of meters [32]. Ionosphere effects have 
greater magnitude than those of the troposphere, which will be discussed in Section 5.10.5. 
TEC can be expressed in TEC units (TECU), and 1 TECU = 
1610 electrons per m2. The 
delay caused by the ionosphere is related to the TEC value according to the following 
equation [71]:  
TEC
f
I 
2
3.40
                                                                                                         (5.21) 
where, 
I is the delay caused by ionosphere in meters, 
f is the center frequency of the used GNSS band in Hertz. 
GPS and Galileo both have their own models for mitigating the ionosphere errors. Both 
systems rely on the broadcasted parameters within the navigation data. Next, both 
ionosphere models are investigated. 
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5.10.2 GPS Klobuchar Model: 
The GPS Klobuchar model is a simple model from the receiver design point of view [93]. 
It solely relies on the inputs received from the satellites (Satellite Transmitted Terms) and 
Receiver Generated Terms. Complete procedure for computing the ionosphere delay is 
directly presented in GPS ICD, and will not be repeated here [65]. Using the algorithm of 
[65] it is expected to reduce the ionosphere error with 50% for single frequency GPS 
measurements. 
5.10.3 Galileo NeQuick Model: 
The Galileo NeQuick model is another model for the ionosphere effects [94]. 
Implementation of NeQuick capability on receivers needs a bit more preparation, since the 
model assumes availability of so-called CCIR maps, and dip latitudes grid file. It must be 
noted that the Galileo system itself does not provide this information on the navigation data. 
That is one major difference to the GPS Klobuchar model, which can operate solely on the 
data obtained from the GPS system. On the other hand, the benefit of the NeQuick will be 
an improvement in the ionosphere corrections. A 70% reduction of ionosphere effects is 
estimated for single frequency Galileo NeQuick model user [95]. 
Galileo navigation data provides a few transmitted terms to enable the ionosphere 
corrections. The 3 broadcast parameters are presented in Table 5.6. 
Table 5.6 Galileo ionosphere correction terms 
Parameter Description 
i0a  Effective ionization level 1st order parameter 
i1a  Effective ionization level 2nd order parameter 
i2a  Effective ionization level 3rd order parameter 
 
Using the parameters of Table 5.6, the effective ionization level is computed according to 
the following equation: 
2
i2i1i0 μaμaaAz                                                                                                    (5.22) 
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where,  
μ  is the Modiﬁed Dip latitude (MODIP). 
The solved Az is used to replace the NeQuick model F10.7 value. Running NeQuick now 
provides the TEC value, which eventually leads to the ionosphere delay through the use of 
Equation (5.22). 
For stand-alone GPS/Galileo receiver without availability to CCIR maps, and dip latitudes 
grid file, it is possible to use GPS Klobuchar model for Galileo satellites. This approach 
expects that the receiver will retrieve the Klobuchar correction parameters from GPS 
satellite navigation data, and then apply Klobuchar corrections for both systems. This 
method avoids the requirement of extra files in Galileo NeQuick model, with the expense 
of losing some accuracy in the ionosphere correction for Galileo signals. The Klobuchar 
model does not work with full potential for Galileo, since Galileo orbits are different from 
GPS orbits, as indicated in Table 5.1. On the other hand, if the receiver has NeQuick 
capability, it can be used instead of Klobuchar model for GPS also. 
Since ionosphere error is a slowly varying error, it is possible to save some computational 
load without sacrificing accuracy. In [96] it has been evaluated that a single ionosphere 
correction computed by NeQuick is valid for up to 15 min. In other words, it is not necessary 
to constantly compute the ionosphere corrections, but rather update the values at certain 
intervals, up to the 15 min limit. 
Interestingly, GLONASS satellites do not send any ionosphere correction data. When using 
GLONASS satellites, the ionosphere correction should rely on other GNSS systems, SBAS, 
or A-GNSS. 
5.10.4 Dual Frequency Ionosphere Correction 
The multi-frequency capability of the receiver gives access to ionosphere-free pseudorange 
measurements by utilizing two simultaneous pseudorange measurements made on different 
frequencies. Derivation of the algorithm begins with definition of ionosphere-free 
pseudorange: 
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Tttcr suIF  )(                                                                                            (5.23) 
Where, 
r is geometric user to satellite range, 
ut is user clock bias, 
st is satellite clock bias, 
T is tropospheric delay. 
With the help of ionosphere-free pseudorange, the pseudorange measurements made on two 
different frequencies can be presented as: 
111 FFIFF I                                                                                                      (5.24) 
222 FFIFF I                                                                                                     (5.25) 
Where, 
21, FF  are pseudorange measurements on frequencies F1 and F2, 
21, FF II are ionosphere delays, 
21, FF  are noise terms. 
The ionosphere delays are directly proportional to unknown TEC, and inversely 
proportional to the square of the carrier frequency. According to Equation 5.21, ionosphere 
delays can be modeled as: 
2
1
1
*3.40
F
F
f
TEC
I                                                                                                  (5.26) 
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2
2
2
*3.40
F
F
f
TEC
I                                                                                                  (5.27) 
Where  
TEC is Total Electron Count, 
21, FF ff are the two carrier frequencies. 
Substituting these values into equations (4.24) and (4.25) yields: 
12
1
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*3.40
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F
IFF
f
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                                                                             (5.28) 
22
2
2
*3.40
F
F
IFF
f
TEC
                                                                            (5.29) 
From these two equations, the unknown TEC can be eliminated: 
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It is very important to note that the ionosphere-free equations still contain the error terms, 
which cannot be ignored. This error term consists of errors due to satellite clock, ephemeris 
data and tropospheric delay.  Direct consequence is that we have achieved the ionosphere-
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free pseudorange measurements at a cost – significantly increased noise in the 
measurements. When modeling multipath and receiver noise uncorrelated on the two used 
frequencies, and with same variance  , then the RMS noise of the ionosphere free 
pseudorange would be defined by: 
  2
2
2
1
4
2
4
1
FF
FF
ff
ff
IF 

                                                                                                (5.31) 
Conclusions: 
The estimates of ionosphere-free pseudoranges (ignoring the noise terms), from Eq. (5.30) 
are listed in Table 5.7 together with noise gain from Eq. (5.31). When using the GPS 
notations for frequency bands L1, L2 and L5, we get: 
Table 5.7 Dual-frequency ionosphere combinations 
Frequency 
combination 
Ionosphere free estimate RMS noise 
L1-L2 21 546.1546.2 LLIF       2.978IF  
L1-L5 51 261.1261.2 LLIF       2.588IF  
L2-L5 52 255.11255.12 LLIF       16.640IF  
 
From Table 5.7 it can be seen how dual-frequency ionosphere correction benefits from large 
frequency separation of the carrier waves. The best dual-frequency combination from 
ionosphere correction point of view would be L1-L5, which provides the correction with 
least increased noise. The results also indicate how poor combination L2-L5 would be 
(smallest frequency separation), since the noise is amplified by a factor of 16. 
The receiver noise is usually a negligible factor in the noise amplification, and thus the 
remaining issue is with multipath errors. In order to benefit from dual-frequency correction, 
multipath mitigation techniques should be employed in the receiver. With multipath effects 
taken care of, it is recommended to utilize dual frequency corrections over the single-
frequency models.  
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5.10.5 Troposphere correction 
The troposphere is the second important layer in Earth’s atmosphere causing propagation 
delay to the received GNSS signals. Tropospheric delay is generally less significant than 
ionosphere delay. On low elevation satellites, the tropospheric delay will be considerable, 
but as suggested earlier in the Section 5.2.2, an elevation mask is used to exclude the low 
elevation satellite because of significant troposphere delays. 
From implementation point of view, the GNSS systems do not send the navigation data for 
correcting the tropospheric delays. In the literature, there is a wide variety of algorithms 
presented for correcting the tropospheric delay. For standard GNSS user even the simplest 
models are usually enough to correct most of the delay. The simplest models work as a 
function of elevation angle to the satellite, whereas the more sophisticated models can utilize 
information about local air pressure, temperature, and other parameters used to describe the 
atmospheric conditions. 
A simple model for correcting tropospheric delay [62]: 
0121.0)sin(
47.2
t tropo


E
                                                                                               (5.32) 
where the tropospheric delay will be in meters, and elevation angle E is given in radians. 
Naturally, one should avoid division by zero problems when utilizing this equation with low 
elevation satellites. 
An example of more sophisticated model based on Saastamoinen model is presented in 
following Table 5.8 [62]. 
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Table 5.8 Saastamoinen troposphere model 
P0  H)  0.00028  )cos(2  0.0026(1  0.002277
dz,
T    Dry zenith delay 
e00.05
T 0
1255
0.002277wz,T  





 Wet zenith delay 
0.0445tan(E)
0.00143
sin(E)
1
(E)
d
m


  Mapping function 
for dry delay 
0.017tan(E)
0.00035
sin(E)
1
(E)wm


  Mapping function 
for wet delay 
(E)wmwz,T+(E)d
m
dz,
T=tropot   
Total zenith delay 
for troposphere 
 
In Table 5.8 equations  is user latitude in radians, H is orthometric height of the antenna 
in kilometers, P0  is total pressure in millibars, T0 is temperature in Kelvin, and e0 is 
partial pressure due to water vapor in millibars. A typical stand-alone GNSS receiver does 
not have access to atmospheric pressure values, and temperatures. As such, a receiver can 
substitute local averages for these values, in order to use the Saastamoinen model. Best 
results will be achieved if the receiver would have access to the present values over network 
assistance [97]. 
5.11 Navigation Solution 
The navigation solution will solve the final PVT. In a multi-system receiver where 
measurements are available from both systems, e.g. GPS and Galileo, there is one new issue 
to be taken care of. The issue arises with the different system times of GPS and Galileo. 
GPS satellites transmit their data based on GPS Time (GPST) and Galileo satellites transmit 
data based on Galileo System Time (GST). GPS and Galileo time systems have a certain 
bias between them, and this bias is one more unknown, which must be solved. For this 
problem, two methods are described in the following section.  
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• Solution 1 – Utilize broadcast Galileo/GPS Time Offset (GGTO) 
Parameters to solve GGTO value will be broadcast in the Galileo data message. These 
parameters are listed with Equation (5.33). Once these parameters are obtained, the 
Equation (5.33) can be used to get the GGTO value for correcting all measurements to a 
common time reference. The GGTO can be used for either fixing GPS time to Galileo or 
vice versa. While this approach is a simple way of fixing the time domain differences, the 
only remaining issue will be in the accuracy of the broadcasted parameters for the GGTO 
algorithm. The accuracy is nevertheless expected to provide sufficient accuracy for standard 
GNSS applications [98]. 
GGTO = tgal – tgps 
GGTO = A0G + A1G*[TOW – t0G + 604800*((WN – W0G) mod 64)]                            (5.33) 
where 
A0G constant term describing the offset to GGTO, 
A1G rate of change of the offset GGTO, 
t0G reference time for GGTO data, 
WN GST Week Number, 
WN0G Week Number of the GGTO reference. 
 In reference  
 
• Solution 2 – Solve the two time biases - one from each system 
The approach of solving the time bias for both systems comes with a drawback. The usual 
way of solving the PVT is to have a minimum of 4 satellites for solving the 4 unknowns (x, 
y, z and bias). When having two biases to solve, a minimum of 5 satellites is needed. 
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Naturally, those 5 satellites must contain satellites from both systems, or otherwise the 
receiver can make a standard single system PVT solution with minimum of 4 satellites.  
In reference [99], an analysis of the GGTO performance is presented. The broadcast GGTO 
performs adequately but is outperformed by the separate bias estimation method. This 
would be as expected, and the use of broadcast GGTO is a tradeoff between accuracy and 
computational load. 
In the following part, a short introduction to standard Least-Squares solution is derived. The 
standard method needs to be modified to be able to handle dual system navigation solution. 
5.11.1 Single-System Least-Squares Solution 
At this point, the receiver has obtained pseudorange measurements, modelled as nonlinear 
measurements in Equation (2.2), and satellite locations in Table 5.4. The pseudorange 
equations still contain four unknowns, the user coordinates and clock bias term, which need 
to be solved. The first step is to linearize the pseudorange equations near an approximate 
user position, referred to as nominal point of linearization. 
 Tzyx uuuu 0000 ,,x  
The linearization works as long as the nominal point of linearization is sufficiently close to 
the true user location. If an estimate is available, it is recommended to use it. In case no a 
priori information about location is available, it is sufficient to use center of Earth as an 
initial guess [53]. In the actual implementation, the first navigation solution is produced 
with the nominal point of linearization, and subsequent solutions use previously solved user 
location as refined approximation. The measurement linearization is an iterative process and 
thus it is beneficial to use best available guess for user location, as it reduces the number of 
iterations needed. 
Let the initial values of user location and clock bias be 0ux  and 0b correspondingly. 
Then the approximate pseudorange is: 
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i
SVi  xxρ  
The true user location and clock bias are: 
xxx 0  u  
bbb  0  
Now a system of linear equations is written from where x  and b  can be solved 
0iici ρρρ   
  iu
i
SVu
i
SV bbxx 
~
000  xxx                                                        (5.34) 
The following approximation can be used 
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Combining Equations (4.34) and (4.35) yields 
  i
u
i
SV
u
i
SV
i b
x
x

~
0
0 


 x
x
x
ρ                                                                                 (5.36) 
It is useful to define direction cosines, which are present in Equation (5.36). A direction 
cosine is a unit vector pointing from user location to the satellite location. Direction cosines 
are presented as 
 TuoiSVuoiSVuoiSV
u
i
SV
i zzyyxx 

  ,  , 
1
0xx
1                                                (5.37) 
With the help of direction cosine notation, the Equation (5.36) can be presented in matrix 
form. 
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The matrix G is called the geometry matrix. 
In a more compact matrix form of Equation (5.38) is 

~ xGρ                                                                                                              (5.39) 
The Equation (5.39) represents a system of linear measurements.  The error model for the 
measurement errors are considered having zero mean, so 
  0~ E  
An optimal solution for x can be obtained with little manipulation of Equation (5.39): 
   ˆ    xGρG  T  
=> 
   xˆGGρG  TT                                                                                               (5.40) 
=> 
  ρGGGx   TT 1 ˆ                                                                                          (5.41) 
From the solution of Equation (5.41) the new estimates for user position and clock bias are 
xxx ˆˆ 0  u  
bbb ˆˆ 0   
5. Multi-Constellation Issues in the Navigation Solution 
125 
 
At this point, the measurement Equation (5.36) can be once again linearized with these new 
values and this process is iterated until the solution converges to the sufficiently accurate 
values. Usually LS will converge quickly to correct estimate, e.g. around 5 iterations, even 
if starting from the center of Earth. 
5.11.2 Computational Note about Least-Squares 
Observing Equation (5.41) it can be seen that it provides the needed solution. The 
computational issue arises with the matrix inversion needed for solving the equation. In 
general, matrix inversions are computationally demanding operations, and are best to be 
avoided when performance is needed. An alternate way of solving Equation (5.41) is to use 
matrix decomposition methods. 
• LU decomposition  
The description of the LU decomposition algorithm begins from Equation (5.40). First, it 
must be noted that the term  GG 
T
in Equation (5.40) is always a square matrix with a size 
of 4x4.  

XP
ρGxGG  TT ˆ  
XxP  ˆ   
The matrix P can be decomposed into two matrices L and U, where L is lower triangular 
matrix and U is upper triangular matrix correspondingly. 
XxUL
Y
  ˆ  
XYL   
At this point only, the Y is unknown in the equation above, and it can be solved easily using 
forward substitution method. The situation above is best explained with an example. 
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The elements of Y are solved as follows:  
11
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11111   
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
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After solving every element of Y, the problem can be solved by looking at how Y was 
defined. 
YxU  ˆ  
Now the only unknown is the xˆ term, and it can be solved with a similar method as Y was 
solved. 
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xˆ  has now been solved using LU method. The fact worth noticing is that the inverse of 
 GG T  was not needed after all. This helps reducing the computation amount significantly. 
The whole detailed LU decomposition algorithm is described in [100] and the complexity 
of the algorithm is stated to be (2/3)n3. 
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• Cholesky Decomposition 
One step further in optimizing the process of solving the xˆ  is to utilize the fact that the 
matrix P will be a Symmetric Positive Definite (SPD) matrix. For SPD matrices, it is 
possible to decompose the matrix into Cholesky factors as follows: 
T
UDUP   
Here U is again an upper triangular matrix and D is a diagonal matrix. The benefit of 
Cholesky decomposition is that based on the symmetry, it is enough to solve just half of the 
terms in comparison to LU decomposition. This gives a little improvement in the algorithm 
efficiency. The Cholesky factorization is described also in [100] and the complexity is 
(1/3)n3. 
As a conclusion, the decomposition methods are superior to the direct matrix inverse 
calculation methods, in terms of efficiency. Cholesky method is the recommended method 
of solving xˆ .  
5.11.3 Dual-System Least-Squares 
Having both GPS and Galileo in the navigation solution, leads to the situation where 5th 
unknown for the second time bias is needed. Following the Equation (5.38) notation, a LS 
solution for an example case with 3 GPS satellites and 2 Galileo satellites is: 
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Solving the dual-system LS can be done similarly as with single-system. 
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5.11.4 Kalman Filter 
The ability to produce LS solutions is a minimum requirement for a GNSS navigation 
solution. Unfortunately, the LS solutions can contain a fair amount of noise, which corrupts 
the quality of the results. The disadvantage of LS method is that it is unable to utilize any 
previous results for augmenting the current results. The motivation for selecting Kalman 
Filter (KF) is the fact that it is desirable to introduce a kind of a memory system where 
previous results would help producing new results. In other words, Kalman filter utilizes a 
priori information of the system in order to eliminate the randomness that noise causes to 
the results [101], [102], [103], [104], [105]. 
From the implementation point of view, a Kalman filter is not a traditional filter. It is rather 
an adaptive algorithm, which smoothens out the random effects from the final PVT results. 
In order to get the Kalman filter working, a measurement model must be described. It is also 
necessary to provide approximate estimates of measurement and process noise statistics. 
Based on the information provided, the Kalman filter will perform three distinct steps: 
1. Predict the next state 
2. Compute Kalman gain 
3. Update the output 
Some important parameters need to be defined before introducing the functionality of 
Kalman filter: 
xˆ   is the state vector. In the case of a stand-alone GNSS receiver the states might include 
the user location, user velocity, user acceleration, clock bias and clock drift rate. Depending 
on the how the modelling is done, different sets of states might be used. 
P   is the error covariance matrix, which indicates the accuracy of the state estimate. 
G   is the measurement model matrix, which connect measurements to the states. The 
measurement model matrix is very similar to the geometry matrix introduced in LS method 
section. 
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ρ   is the measurement vector. Possible measurements in GNSS case are pseudoranges, 
pseudorange rates. 
Φ   is the state transition matrix, which represents how the estimates propagate from one 
epoch to another. 
Q   is the process noise covariance matrix. 
R   is the measurement noise covariance matrix. 
A basic flow chart of a discrete Kalman filter is illustrated in Figure 5.4. In these equations 
states and error covariance marked with superscript “+“ are values after the measurement 
update; while “-“ indicates values projected to the next round. 
The equations presented in Figure 5.4 form the baseline for any Kalman filter. In GNSS 
case, the Kalman filter is usually implemented as an Extended Kalman Filter (EKF). The 
extension in this context just means that the filter is non-linear. The non-linearity of the 
filter comes from the fact that on each round the linearization takes place around the filter’s 
estimated values, rather than around the nominal values.  
In the next sections, two commonly used different implementations for the Kalman filter 
are described. The determining factor when choosing a Kalman filter will be the complexity 
of the modelling, and the scenario where it will be used. 
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Figure 5.4 Kalman filter algorithm [62] 
 
• Static Kalman Filter Model 
The first implemented Kalman filter was designed to be a very simple model of the GPS 
scenario. The simplest possible state vector would then consist only of the user location. 
Even the clock bias parameter can be considered to be absorbed as a bias in the user location, 
and thus it can be omitted from the state vector. This results in a three-state Kalman filter
 Tuuu zyx ,,ˆ x . This particular model is called as P-model (Position) [102]. 
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The next decision to be made is the measurement model.  For a simple measurement model, 
the output location from LS method is selected as the measurements  Tuuuk zyx ,,ˆ ρ . 
With having one-to-one correspondence between states and measurements, the 
measurement model matrix is easy to generate, as it will simply be an identity matrix, 
IG  . 
As this simple model is completely neglecting the user velocity in the modelling, it is 
necessary that the update frequency for this model is kept quite high. The simulations have 
proven that the usual 1Hz navigation result rate is still suitable even with moderate user 
velocities. User velocity can be neglected because with high update rate and moderate user 
velocities, the situation is essentially static, i.e. there is not much user displacement between 
two quick consecutive navigation results. The neglecting of user velocity also allows using 
identity matrix as the state transition matrix IΦ  . 
The process noise covariance matrix can be presented as an identity matrix as well, IQ  . 
Then there is the measurement noise matrix left to be determined. Since the expected UERE 
from Equation (2.3) is ~6m, and it is suggested that somewhat larger values should be used 
for noise covariance [102], thus for example 128 IR , performs well. 
The initial value for xˆ   is simply selected as the output from the LS method and thus its 
initialization should not pose any problems. As for the error covariance matrix P it is harder 
to decide a good initial value. Almost anything can practically be selected as the algorithm 
itself will correct it, but extreme initial values can cause problems. It is mentioned in [102] 
that initializing P  with too high values might even cause a divergence in the Kalman 
filtering due to numerical problems. Divergence is necessary to be avoided and thus small 
initial values for P  are preferred. Small values cause suboptimal operation of the algorithm 
for the first rounds until it converges close to the true error covariance. An additional point 
mentioned by [102] is that if at any point P  should be a non-positive-definite matrix, it is 
most likely that the algorithm will diverge. This problem can be remedied by replacing the 
original error covariance update equation with the following equation: 
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Equation (5.43) is called the Joseph form.  Following the above-mentioned rules, P  is 
initialized as identity matrix.  
• Kalman Filter for Mobile Environment 
In order to benefit more from the Kalman filter potential, it is needed to model the scenario 
with detail. The first step in improving the model is to add velocity to the observed states. 
The addition of velocity is ideal for hinting the direction of movement, and naturally, the 
next location is most likely found along the direction of movement. 
Another substantial change will be made to the measurement model. Unlike the previous 
version which utilized the LS method results for measurements, we are now about to almost 
completely forfeit the use of LS method. In this more detailed version of Kalman filter 
pseudoranges and pseudorange rates are used as measurements. It is interesting to note that 
the pseudorange measurements alone are enough information for the filter to solve the user 
location. 
The implemented state vector comprises of eight states, consisting of position, velocity and 
timing information, so that  Tuuuuuu ttzzyyxx  ,,,,,,,ˆ x , where t  is time bias and t  
is clock drift rate. This particular model is called PV-model (Position, Velocity) [102].  
Assuming that N   satellites are included in the navigation solution, then the measurement 
vector would be  TNNk   ,,,,,,,ˆ 2121ρ . 
A couple of helpful variable definitions: 
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The corresponding 
 TNNk   ,,,,,,, 2121ρ  
The pseudorange measurements are pseudoranges corrected by the navigation functions, 
and the pseudorange rate measurements can derived from the carrier phase measurements. 
It is worth noting that all the needed parameters for the measurements are obtained via the 
navigation solution operations. The parameter t  is used for solving the time bias between 
GNSS system times. Parameter t represents the estimated clock drift, which can be used in 
re-acquisition process. 
The measurement model matrix G  resembles quite much the geometry matrix defined for 
LS method in the Sections 5.11.1 – 5.11.3, and confusion between these two should be 
avoided. The measurement model matrix that connects states to the measurements will be: 
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The operation of the previous version was limited to small time intervals. Now this problem 
will be addressed with defining state transition matrix differently. The update rate of the 
system is now defined with symbol t . Utilizing this symbol the state transition matrix is 
formed as follows: 
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It is mentioned that even the precise modelling of process noise covariance matrices are 
“guesstimates” based on rough expected vehicle dynamics at best [102], and it was noted in 
the testing that leaving the Q  as identity matrix still performs sufficiently. 
For the noise covariance R , the diagonal elements consist of the measurements noise of 
pseudoranges and pseudorange rates. Again, it is convenient to choose a little higher noise 
values than what is actually expected, and the implemented matrix is: 
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where r  is pseudorange error variance and r  is pseudorange rate error variance. Suitable 
values for example r   = 128 and r  = 10. 
The initialization of the state vector will be taken from the output of LS method. It should 
be emphasized that this is the only moment where the LS method is needed in this Kalman 
filter approach. After getting the initial values from LS method, we do not need any further 
results from there, and thus it is unnecessary to calculate anything with LS method on later 
epochs. The reason for taking the first initial values from LS method is purely that now the 
Kalman filter converges to optimal performance faster than with initializing every value 
with zeros. 
5.12 Dilution of Precision 
Two factors affect GNSS accuracy: measurement errors and satellite geometry. The 
measurement error budget for GNSS was calculated in Chapter 2. The effect of satellite 
geometry on the accuracy is presented with the concept of Dilution of Precision. 
A DOP value indicates how good positioning accuracy can be expected from a satellite 
combination, which the receiver sees in the sky. Geometrical Dilution of Precision (GDOP) 
is the most common of the DOP indicators, which describes the overall quality of the 
satellite geometry. The more the satellites are spread above the horizon, the smaller is the 
GDOP, and consequentially, the better is the expected positioning accuracy. Figure 5.5 
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illustrates the effect of geometry on the positioning accuracy. In the figure, the larger the 
gray area, the worse the geometry is for the situation. 
 
Figure 5.5 A simple 2-D satellite geometry example [32] 
 
Using the earlier notation, GDOP is found from the geometry matrix G (introduced in 
Equation 5.44) 
  1 GGTtraceGDOP                                                                                        (5.44) 
The GDOP value is useful to have, when evaluating navigation results. A combination of 
satellites that have minimal GDOP is preferable to use in the PVT solution. That means that 
if there are many satellites available for the navigation solutions, for example more than 8 
satellites, it might be desirable not to include some of the satellites into the PVT solution. 
Having fewer satellites reduces the computational demands in the navigation algorithm. 
Conclusion about GNSS accuracy: 
The total accuracy of GNSS is the combination of the two components previously described: 
Root Mean Square (RMS) error = GDOPUERE   
5.13 Additional PVT Calculation Topics 
The Chapter 5 has listed many algorithms that the PVT calculation has to perform for 
obtaining the solution. In a receiver the actual rate at which the PVT computations are 
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performed, depends on the application. For mass-market receivers it is not necessary to 
calculate the PVT with higher than 1 Hz rates. Some parameters are such slowly varying 
that they can be considered as nearly constant over short intervals of time. A prime example 
would be the atmospheric corrections for ionosphere and troposphere. The atmospheric 
conditions do not change such dramatically over short periods. Because of this, it is perfectly 
valid to calculate these corrections at a much slower rate than 1 Hz. The rate depends on 
how much error the application target can tolerate. Rates of 1 update per minute, to rate of 
1 update per 15 minutes are examples of suitable time frames [96]. 
The atmospheric corrections are quite little computationally demanding. A bigger impact 
can be achieved by estimating the satellite orbits with a much simpler equation than the 
algorithm presented in Table 5.4. If the position, velocity, and acceleration of a satellite are 
once calculated with the algorithm of Table 5.4, it is possible to estimate the location of the 
satellite with a simple linear model [92], [106]: 
2
0 tatvxx                                                                                                   (5.45) 
This approximation saves a lot of computational effort, and is recommended to be used for 
saving processing power on a mass-market device. The approximations for satellite location 
degrade much faster than the atmospheric approximations, so it is recommended to utilize 
rates ranging from 1 update per 30 s, to 1 update per 1 min. 
When deciding suitable update rates for a target platform, it is important to perform 
thorough performance analysis of the PVT algorithms in order to find out the possible 
tolerances for accuracy performance vs. computational savings. 
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6. CONCLUSIONS 
 
Main Contributions of the Research 
The main contribution of the presented research work is to provide reference collection of 
multi-system multi-frequency suitable algorithms for GNSS receivers.  
-The implementation of acquisition module and tracking channels suitable for modern 
GNSS signals.  
-The capability of dealing with secondary codes and pilot channels. How to deal with 
different navigation messages and their encoding. 
-How to combine signals from multiple frequencies and systems, and to provide the PVT 
solution.  
In the end, the GNSS receiver designer must make a choice between the complexity and 
accuracy of the algorithms needed. Most mass-market receivers must meet the real-time 
requirements, limiting some of the most complex algorithms on mass-market processor 
platforms. The simple algorithms are less computationally demanding, thus saving the 
processor time and power consumption, which is an asset for handheld devices. 
The second contribution is that with the presented algorithms, it is easy to understand the 
requirements of GLONASS and BeiDou receivers. The ideas presented can be extended to 
concern these systems as well as SBAS, QZSS and IRNSS. For each implementation of a 
receiver, a careful benchmarking of the algorithms must be conducted. This involves 
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evaluating the processing time of each individual satellite signal and understanding how 
much processing is needed in the average and worst-case scenarios. 
The third contribution is to present improved testing methods for thorough testing 
procedures. Using a combination of simulator data, recorded data, and live sky data is 
essential. In [P5] the recorded data sets have been shown to have the fastest execution time. 
Future Work 
For the future work, one remaining task is clear: to improve the TUTGNSS receiver with 
GLONASS and BeiDou capabilities. In addition to the new system support, the new signals 
from the other frequencies could be more efficiently utilized. The implementation of a true 
every-systems every-frequency receiver is the ultimate goal. 
A receiver with the huge capability of processing many potential signals from many sources 
could benefit from greater parallelism in the software processes. New architectures for a 
multiprocessor platform emerged as a future research topic, to evaluate how much benefits 
the addition of new processors would bring. 
Assisted GNSS is not a new topic, but in addition to the regular assistance over network, 
the receivers could perform cooperative positioning in the future. Sharing data and 
measurements between the receivers could improve the performance at least in the limited 
visibility scenarios like indoors. This topic was partially started with [P6]. 
The complete design and development of an own multi-frequency, multi-system RF FE was 
seen as one possible study direction. Such design would provide much knowhow in the field 
of electronics design. 
Finally, the process of developing the algorithms should be clearly documented and 
consecutively new research and educational material should continue to be published.  
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