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Fractional Sobolev norms and BV functions on manifolds
Andreas Kreuml∗, Olaf Mordhorst
Abstract
The bounded variation seminorm and the Sobolev seminorm on compact manifolds are repre-
sented as a limit of fractional Sobolev seminorms. This establishes a characterization of functions
of bounded variation and of Sobolev functions on compact manifolds. As an application the special
case of sets of finite perimeter is considered.
Keywords: fractional Sobolev norms, BV functions, sets of finite perimeter, s-perimeter, non-local
functionals
1 Introduction and main results
In the early 2000’s the study of fractional s-seminorms gained new interest, when Maz’ya & Shaposh-
nikova [25] on one hand, and Bourgain, Brezis & Mironescu [4] on the other hand showed, that they can
be seen as intermediary functionals between the L1-norm and the W 1,p-seminorms. For Ω ⊆ Rn open,
0 < s < 1 and 1 ≤ p <∞, Gagliardo [15] introduced the fractional Sobolev space W s,p(Ω) as the set of
all functions f ∈ Lp(Ω) such that the seminorm
|f |W s,p :=
(∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|n+sp
dy dx
) 1
p
is finite. We say that f is in the Sobolev space W 1,p(Ω) if the weak gradient ∇f exists and such that
the seminorm |f |W 1,p :=
(∫
Ω |∇f(x)|
p dx
) 1
p is finite. If p = 1 we say that f is a function of bounded
variation if the seminorm
|Df |(Ω) := sup
{∫
Ω
f div T dx : T ∈ C1c (Ω;R
n), |T (x)| ≤ 1 for all x ∈ Ω
}
,
is finite and we denote by BV (Ω) the space of functions of bounded variation. Here, C1c (Ω;R
n) denotes
the set of all continuously differentiable functions T : Ω → Rn such that the support is compact in Ω.
We use the convention that |f |W 1,p =∞ if f 6∈W
1,p(Ω) and |Df |(Ω) =∞ if f 6∈ BV (Ω).
It is quite natural to ask if fractional differentiability for every order strictly between 0 and 1 implies
differentiability of order 1 in the Sobolev sense. Indeed, Bourgain, Brezis & Mironescu proved for
1 < p <∞ and Ω smooth and bounded that for every f ∈ Lp(Ω) we have
lim
s→1−
(1− s)
∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|n+sp
dy dx = αn,p|f |
p
W 1,p
, (1)
where αn,p is a constant only depending on n and p (see [4], Corollary 2). This convergence result is false
in general if p = 1 since the class W 1,1(Ω) is simply too small in this case. This led Bourgain, Brezis
and Mironescu to consider the class BV (Ω): A function f ∈ L1(Ω) is in BV (Ω) if and only if
lim inf
s→1
(1 − s)
∫
Ω
∫
Ω
|f(x)− f(y)|
|x− y|n+s
dy dx <∞ . (2)
The question of the convergence of the | · |W s,1 -seminorms was answered by Da´vila in [9] who proved that
lim
s→1−
(1− s)
∫
Ω
∫
Ω
|f(x)− f(y)|
|x− y|n+s
dy dx = 2|Bn−1||Df |(Ω) (3)
∗partially supported by FWF project I3027-N35
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for bounded Ω with Lipschitz-boundary and f ∈ BV (Ω). Here, Bk denotes the k-dimensional Euclidean
unit ball and |Bk| its Lebesgue measure of corresponding dimension. By a counterexample of Brezis [5],
the results (1), (2) and (3) fail to hold in general on non-smooth open sets Ω.
Still, Leoni & Spector [21] recovered a variant of (3) for arbitrary open sets.
Since then, many related questions and generalizations were studied, ranging from classification
results for Sobolev and BV spaces ([5], [21]), anisotropic higher order Sobolev spaces ([19]), fractional
perimeters ([6], [8]), sharp fractional Sobolev and isoperimetric inequalities ([10], [14], [18], [27]), to
anisotropic versions of fractional seminorms and perimeters ([22], [23], [28]). Fractional seminorms and
BV functions cannot only be defined on open subsets of Rn, but also on Riemannian manifolds or metric
measure spaces ([11]). Independently, the authors of [7] and [26] showed, that the variation |Df |(M) of a
BV function on a manifold can be approximated by evolutions of the function under the heat semigroup.
In [13] a characterization of perimeters in Carnot groups is provided via heat semigroup techniques.
The authors raise the question if a characterization of perimeters can also be attained on Riemannian
manifolds.
The purpose of this paper is to generalize (1)-(3) to the setting of compact Riemannian manifolds.
As for example in the papers [4], [9] and [21] we prove our result in the following slightly more general
framework from which the desired convergence of the fractional Sobolev norms follows as a corollary.
Let ρσ : (0,∞) → [0,∞), 1 > σ > 0 be a family of functions. These functions are called radial
mollifiers if they satisfy the following properties:
ρσ is monotonically decreasing on (0,∞), (4)∫ ∞
0
ρσ(r)r
n−1 dr =
1
Hn−1(Sn−1)
for all σ, (5)
lim
σ→0
∫ ∞
δ
ρσ(r)r
n−1 dr = 0, ∀ δ > 0. (6)
lim
σ→0
sup
r∈K
ρσ(r) = 0, ∀K ⊂ (0,∞) compact. (7)
Here, Hn−1 denotes the (n − 1)-dimensional Hausdorff measure and Sn−1 := {x ∈ Rn : |x| = 1} is the
Euclidean unit sphere. We consider a Riemannian manifold M with metric g, and denote by d(·, ·) the
geodesic distance on M and by dVg the Riemannian volume form. Using kernels satisfying (4)-(7) we
show:
Theorem 1.1. Let M be a compact connected n-dimensional Riemannian manifold and f ∈ Lp(M) with
p ≥ 1. Furthermore, let (ρσ)σ be a family of radial mollifiers.
1. If p > 1, then
lim
σ→0
∫
M
∫
M
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x) = Kp,n
∫
M
|grad f(x)|pg dVg(x),
where the constant Kp,n is defined as
Kp,n :=
1
Hn−1(Sn−1)
∫
Sn−1
|e · u|p dHn−1(u), (8)
and e ∈ Sn−1 is any unit vector. In particular, f ∈ W 1,p(Ω) if and only if
lim inf
σ→0
∫
M
∫
M
|f(x) − f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x) <∞.
2. If p = 1, then
lim
σ→0
∫
M
∫
M
|f(x)− f(y)|
d(x, y)
ρσ(d(x, y)) dVg(y) dVg(x) = K1,n|Df |(M),
with the constant K1,n defined in (8). In particular, f ∈ BV (M) if and only if
lim inf
σ→0
∫
M
∫
M
|f(x)− f(y)|
d(x, y)
ρσ(d(x, y)) dVg(y) dVg(x) <∞.
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We define the function space BV (M) of BV functions on a Riemannian manifold in Section 2 but it is
almost the same as in the Euclidean case. The condition (4) seems unnecessary but we impose it for
technical reasons since our proofs would be less clear otherwise and since our main application is the
case of fractional Sobolev norms. The case of not connected manifolds means that d(x, y) = ∞ for x, y
of different connected components and the integrand is interpreted as 0 for such x, y. Hence, this just
leads to work on the connected components of M separately which does not bring anything new to the
problem.
As a simple consequence of Theorem 1.1 the convergence of s-seminorms follows:
Corollary 1.2. LetM be a compact connected n-dimensional Riemannian manifold and f ∈ Lp(M), p ≥ 1.
Then
lim
s→1−
(1− s)
∫
M
∫
M
|f(x) − f(y)|p
d(x, y)n+sp
dVg(y) dVg(x) =
Hn−1(Sn−1)Kp,n
p
∫
M
|gradf(x)|pg dVg(x) ,
if p > 1, and
lim
s→1−
(1− s)
∫
M
∫
M
|f(x)− f(y)|
d(x, y)n+s
dVg(y) dVg(x) = 2|B
n−1||Df |(M) ,
if p = 1.
The double integrals on the left-hand side correspond to the fractional Sobolev norms on manifolds
in the sense of Gagliardo. Of course, this notion does only make sense in the compact case or if there
are at least some bounds on the volume growth of the manifold.
The theory of fractional seminorms can be applied to study the size of the boundary for a large class
of sets, leading to the notion of fractional perimeters. Corollary 1.2 in particular implies that fractional
perimeters converge to the perimeter as s→ 1− up to a constant. We will discuss both notions in Section
2 in further detail.
2 Notation and background material
Throughout this paper we denote by M a compact connected n-dimensional Riemannian manifold of
class C∞. We denote its metric by g and the function |V |g :=
√
g(V, V ) defines a norm on each tangent
space. If (U, φ) is a chart on M and f : M → R is a function, then we put fˆ : φ(U) → R for its
coordinate representation. Furthermore, we write gαβ for the components of the metric g with respect
to a given chart, i.e. gαβ := g(
∂
∂xα
, ∂
∂xβ
), where ∂
∂xα
, ∂
∂xβ
are elements of the tangential bundle of M ,
which we denote by TM . The Riemannian volume form dVg gives rise to a measure Volg on M defined
by Volg(A) :=
∫
A
dVg , A ⊆M Borel. We write
spt f := {x ∈M : f(x) 6= 0}
for the support of a function f : M → V , where V is a vector space or bundle, and if F is a function
space, then Fc denotes the subset of F consisting of all compactly supported functions. Open balls with
center x and radius r are commonly denoted by BMr (x) for geodesic balls onM and B
k
r (x) for Euclidean
balls in Rk. We further write Bkr := B
k
r (0). We define the indicator function of a set E ⊆M as
1E(x) :=
{
1, x ∈ E,
0, x /∈ E
.
If f : M → R is a smooth function, we define the gradient of f as the smooth vector field gradf
satisfying g(gradf,X) = df(X) for all smooth vector fields X on M . The symbol ∇ is used exclusively
to denote (weak) gradients in Rn. The divergence div X of a smooth vector field X on M is defined as
the Lie derivative of dVg with respect to X , i.e. div X = LX(dVg). In local coordinates with respect to
a chart φ, the vector field X =
∑n
i=1X
i ∂
∂xi
gives rise to a vector field T = (X1 ◦φ−1, . . . , Xn ◦φ−1)T in
R
n and the divergence of X can be expressed as
(div X)(x) =
1√
det(gαβ(x))
divRn
(√
det(gˆαβ(·)) T
)
(φ(x)), (9)
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where divRn denotes the divergence operator in R
n. As in the Euclidean setting, we define the weak
gradient of a function f ∈ L1(M) as the unique vector field Y on M , such that
∫
M
|Y |g dVg < ∞ and
for all smooth vector fields X on M∫
M
g(Y,X) dVg = −
∫
M
f div X dVg
holds. Here, uniqueness is understood up to sets of measure zero. We denote it by grad f and justify this
notation by remarking that for smooth functions the (standard) gradient and the weak gradient coincide.
For a more detailed discussion on differential operators on Riemannian manifolds we refer to [20].
For 1 ≤ p <∞ we define the Sobolev space W 1,p(M) by
W 1,p(M) := {f ∈ Lp(M) : the weak gradient grad f exists and |gradf |g ∈ L
p(M)} .
Equipped with the norm
‖f‖W 1,p :=
(
‖f‖pLp +
∫
M
|grad f |pg dVg
) 1
p
,
W 1,p(M) is a Banach space (c.f. [17, p. 21]).
We need an alternative characterization of Sobolev spaces, which works only if p > 1, since only in
this case the spaces Lp(M) and W 1,p(M) are reflexive (c.f. [17, Prop. 2.3]):
Proposition 2.1. Let f ∈ Lp(M), p > 1. Then f ∈ W 1,p(M) if and only if there exists a sequence
(fj)j ⊂ C∞c (M) such that the following two statements hold:
1. fj
j→∞
→ f in Lp(M), and
2. L := lim
j→∞
∫
M
|gradfj |
p
g dVg <∞.
In this case L =
∫
M
|gradf |pg dVg .
In analogy to the Euclidean case, the variation of a function f ∈ L1(M) is introduced in [26] as a
measure given on open sets U ⊆M by
|Df |(U) := sup
{∫
M
f div X dVg : X ∈ Γc(TM), spt X ⊂ U, |X(x)|g ≤ 1 for all x ∈M
}
, (10)
where Γc(TM) denotes the space of all compactly supported vector fields of class C
∞. The definition
works also for not necessarily compact manifolds but since we only work on compact M , the condition
that the vector fields involved are compactly supported can of course be dropped. We say that f is
of bounded variation and write f ∈ BV (M), if |Df |(M) < ∞. For an exhaustive discussion of BV
functions in the Euclidean setting, we refer to [1].
If f ∈ C∞(M), then
|Df |(U) =
∫
U
|gradf |g dVg
for all open U ⊆M . This can be seen as follows: SinceM is a manifold without boundary, the divergence
theorem implies
0 =
∫
M
div(fX) dVg =
∫
M
f div X dVg +
∫
M
g(gradf,X) dVg,
for every smooth vector field X ∈ Γc(TM). Thus, we can approximate the supremum in (10) by a
sequence of smooth vector fields converging to −1{grad f 6=0}
grad f
|grad f |g
.
A related concept is the notion of weighted BV functions, as introduced in [3] for the Euclidean
case. Let Ω ⊆ Rn open and Ω0 an open neighbourhood of Ω. We call a lower semicontinuous function
w ∈ L1loc(Ω0), w > 0, satisfying
1
|Bnr (x)|
∫
Bnr (x)
w(y) dy ≤ Cw(x)
4
for all balls Bnr (x) ⊂ Ω0 with a constant C > 0, a weight. The variation of a function f ∈ L
1(Ω;w dx)
with respect to the weight w is defined as
|Df |w(Ω) := sup
{∫
Ω
f div T dx : T ∈ C1c (Ω;R
n), |T (x)| ≤ w(x) for all x ∈ Ω
}
,
and the space BV (Ω;w) consists of those functions f such that |Df |w(Ω) < ∞. In accordance to the
case of unweighted BV functions, the map f 7→ |Df |w(Ω), f ∈ BV (Ω;w), is lower semicontinuous with
respect to L1(Ω;w dx)-convergence, see [3, Theorem 3.2].
The following lemma establishes a link between the notions of variation on a manifold and weighted
variation in Rn, as well as an analogous result for weak gradients. A short proof of the second statement
was given in [26]. Some arguments of the proof are not accessible to us, so we include an alternative
proof.
Lemma 2.2. Let φ : U → Rn be a chart on M such that the operator norm of dφ|x : (TxM, | · |g) →
(Rn, | · |) satisfies ‖dφ|x‖ ≤ 1 + ε for all x ∈ U .
1. If f ∈ W 1,p(U), then for all ξ ∈ φ(U)
|gradf(φ−1(ξ))|g ≤ (1 + ε)|∇(f ◦ φ
−1)(ξ)| . (11)
2. If f ∈ BV (U), then
|Df |(U) ≤ (1 + ε)|D(f ◦ φ−1)|w(φ(U)) (12)
with weight w =
√
det(gˆαβ).
Proof. Let f ∈ W 1,p(U). Since ∇(f ◦ φ−1) is the weak gradient of f ◦ φ−1, we have for all smooth
compactly supported vector fields T ∈ C∞c (φ(U);R
n):
−
∫
φ(U)
∇(f ◦ φ−1)(ξ) · T (ξ) dξ =
∫
φ(U)
(f ◦ φ−1)(ξ) divRnT (ξ) dξ
=
∫
φ(U)
f(φ−1(ξ)) divRn
(√
det(gˆαβ)
T√
det(gˆαβ)
)
(ξ) dξ.
If ξ = φ(x) and T (ξ) = (T 1(ξ), . . . , T n(ξ))T ∈ Rn ∼= Tξφ(U), then d(φ
−1)|ξ(T (ξ)) =
∑n
i=1 T
i(φ(x)) ∂
∂xi
|x
with respect to the chart φ , so d(φ−1) is a bijection between vector fields on φ(U) and vector fields on
U . We put X(x) := d(φ−1)|ξ(T (ξ)) and use the representation (9) of the divergence in coordinates to
obtain ∫
φ(U)
f(φ−1(ξ)) divRn
(√
det(gˆαβ)
T√
det(gˆαβ)
)
(ξ) dξ
=
∫
U
f(x)
√
det(gαβ(x)) div
(
X√
det(gαβ)
)
(x)
1√
det(gαβ(x))
dVg(x)
=−
∫
U
g(gradf(x), X(x))
1√
det(gαβ(x))
dVg(x).
In analogy to the differential of a smooth function, we denote the by df |x the covector field X(x) 7→
g(gradf(x), X(x)), X(x) ∈ TxM and further rewrite the last integral as
−
∫
U
df |x(X(x))
1√
det(gαβ(x))
dVg(x) = −
∫
φ(U)
df |φ(ξ)(d(φ
−1)|ξ(T (ξ))) dξ,
which proves the chain rule ∇(f ◦ φ−1)(ξ) = (df |φ(ξ) ◦ d(φ
−1)|ξ)T for weak gradients. It is equivalent to
d(f ◦ φ−1)|ξ ◦ dφ|φ−1(ξ) = df |φ−1(ξ), so by duality we obtain the estimate
|gradf(φ−1(ξ))|g = ‖d(f ◦ φ
−1)|ξ ◦ dφ|φ−1(ξ)‖
≤ ‖d(f ◦ φ−1)|ξ‖ · ‖dφ|φ−1(ξ)‖ ≤ (1 + ε)|∇(f ◦ φ
−1)(ξ)|,
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which shows the first statement.
If f ∈ BV (U) and if X is a compactly supported vector field in U with |X(x)|g ≤ 1 for all x ∈ U ,
then the vector field T on φ(U) defined by T (ξ) := dφ|φ−1(ξ)(X(φ
−1(ξ))) is smooth, compactly supported
and satisfies the inequality |T (ξ)| ≤ 1 + ε, since
|T (ξ)| = |(dφ|φ−1(ξ) ◦ d(φ
−1)|ξ)(T (ξ))|
≤ (1 + ε)|X(φ−1(ξ))|g ≤ 1 + ε.
We apply formula (9) for the divergence in coordinates and compute∫
U
f div X dVg =
∫
φ(U)
(f ◦ φ−1) divRn
(√
det(gˆαβ)T
)
dξ.
Thus,
|Df |(U) = sup
{∫
U
f div X dVg : X ∈ Γc(TM), spt X ⊂ U, |X(x)|g ≤ 1 ∀x ∈M
}
≤ sup
{∫
φ(U)
(f ◦ φ−1) divRn
(√
det(gˆαβ)T
)
dξ : T ∈ C∞c (φ(U);R
n), |T (ξ)| ≤ 1 + ε ∀ ξ ∈ φ(U)
}
≤ (1 + ε) sup
{∫
φ(U)
(f ◦ φ−1) divRn T˜ dξ : T˜ ∈ C
∞
c (φ(U);R
n), |T˜ (ξ)| ≤
√
det(gˆαβ(ξ)) ∀ ξ ∈ φ(U)
}
= (1 + ε)|D(f ◦ φ−1)|w(φ(U))
with weight w =
√
det(gˆαβ), which concludes the proof of the second statement. 
The authors in [26] used formula (12) to show the following:
Proposition 2.3 ([26], Prop. 1.4). Let f ∈ L1(M). Then f ∈ BV (M) if and only if there exists a
sequence (fj)j ⊂ C∞c (M) such that the following two statements hold:
1. fj
j→∞
→ f in L1(M), and
2. L := lim
j→∞
∫
M
|gradfj |g dVg <∞.
In this case L = |Df |(M) and lim
j→∞
∫
M
|grad fj |g dVg(U) = |Df |(U) for every open U ⊆M .
The previous proposition provides a different approach to the space of BV function via approximation
by smooth functions. The authors of [2] give even further definitions of BV functions, which all agree on
Riemannian manifolds.
For special weights w, Baldi gave a description of the space BV (Ω;w):
Proposition 2.4 ([3], Prop. 3.5). Let w be a Lipschitz continuous weight function on Ω. Then a
function f belongs to BV (Ω;w) if and only if f ∈ BV (Ω) and w ∈ L1(d|Df |). In this case
|Df |w(Ω) =
∫
Ω
w d|Df |. (13)
The variation of a function can be applied to measure the surface area of a measurable set E ⊆ M
in the following way (see e.g. [24]): If the indicator function 1E of a set E ⊆M is of bounded variation,
then the perimeter of E is defined as P (E) := |D1E|(M). If the boundary of E is a closed hypersurface
of class C∞ equipped with the metric g˜ inherited by M , then
P (E) = Volg˜(∂E) = H
n−1(∂E),
which follows by isometric embedding of M into a Euclidean ambient space of suitable dimension and
the result therein (c.f. [24, Example 12.5]).
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The Riemannian manifold M carries the geodesic distance, denoted by d(·, ·), which allows us to
introduce a fractional seminorm for measurable functions f : M → R and s ∈ (0, 1), 1 ≤ p < ∞, as
follows:
|f |W s,p :=
(∫
M
∫
M
|f(x)− f(y)|p
d(x, y)n+sp
dVg(y) dVg(x)
) 1
p
.
For a thorough introduction to fractional seminorms and Sobolev spaces in Rn see e.g. [12].
On the other hand, the (fractional) s-perimeter of a measurable set E ⊆M , as introduced for subsets
of Rn in [6], can be defined for s ∈ (0, 1) in an analogous way by
Ps(E) :=
∫
E
∫
Ec
1
d(x, y)n+s
dVg(y) dVg(x).
Computing the fractional seminorm with p = 1 of the indicator function 1E of E yields |1E |W s,p = 2Ps(E).
3 Proofs
We define the distance of a point x ∈M to a set E ⊆M by
d(x,E) := inf {d(x, y) : y ∈ E} ,
and for τ > 0 we define the τ -neighbourhood of a set E ⊆M by
Eτ := {x ∈M : d(x,E) < τ} .
For our calculations we want to work with families of finitely many open sets in M , such that on each
set the geodesic distance d(x, y) can be controlled by the Euclidean distance on a corresponding chart
(cf. [26, proof of Prop. 1.4]):
Lemma 3.1. If E ⊆M is a compact set, then for each ε ∈ (0, 1) there exists a finite family (Uk)Nk=1, N =
N(ε), of open sets of M such that
1. Uk ∩ Ul = ∅, ∀ k 6= l,
2. there exists τ0 > 0 such that for all 0 < τ < τ0 the family (U
τ
k )
N
k=1 is an open covering of E and
U τ0k lies in the domain of a coordinate chart (Vk, φk), where
(1− ε)|φk(x)− φk(y)| ≤ d(x, y) ≤ (1 + ε)|φk(x)− φk(y)|, (14)
1− ε ≤
√
det(gαβ(x)) ≤ 1 + ε (15)
for every x, y ∈ Vk.
3. The operator norm ‖dφk|x‖ of dφk|x : (TxM, | · |g)→ (Rn, | · |) is bounded by
1− ε ≤ ‖dφk|x‖ ≤ 1 + ε (16)
for every x ∈ Vk.
4.
∫
∂Uk
dVg = 0 for all k = 1, . . . , N .
Furthermore, given a function f ∈ BV (M), the sets can be chosen in such a way that
4’. |Df |(∂Uk) = 0 for all k = 1, . . . , N .
Proof. For each point p ∈ E there exists a normal coordinate chart (Vp, φp) around p such that the
inequalities (14) and (15) are satisfied, see e.g. [16], p.8. Since the operator norm of dφp at p is one
we may choose Vp so small around p such that inequality (16) holds. The compactness of E ensures
the existence of τ0 > 0 such that for every p there exists an open subset Wp ⊂ Vp around p such that
W τ0p ⊆ Vp. Since the geodesic spheres {y ∈ E : d(p, y) = r}∩Wp form a disjoint uncountable covering of
7
Wp and both dVg and |Df | are finite Radon measures, there exists an open geodesic ball Bp ⊆Wp such
that both
∫
∂Bp
dVg = 0 and |Df |(∂Bp) = 0 hold.
By compactness of E there exists an open subcovering (Bpk)
N
k=1 of (Bp)p∈E , which can be made
disjoint by setting
U1 := Bp1 ,
Uk := Bpk\
k−1⋃
i=1
U i, k = 2, . . . , N.
Note that the new family does not cover E anymore, but still satisfies conditions 4 and 4’, because
∂Uk ⊂
⋃N
i=1 ∂Bpi .

For the case p = 1 in the main result we establish that the total variation |Df | of a BV function f
on M is a limit of certain integrals. So it is convenient to introduce the following notion, which is also
appropriate to use if p > 1. For each σ > 0 and p ≥ 1 we define the Radon measure µσ,p on M by
µσ,p(E) :=
∫
E
∫
M
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x), E ⊆M Borel. (17)
The outline of the proof of our main results follows [9] and [21], adapted to the manifold setting.
Proposition 3.2. Let E ⊆M be a compact set.
If p > 1 and f ∈W 1,p(M), then for every ε ∈ (0, 1) there exist R0 > 0 and a function Gε independent
of σ such that for every 0 < R < R0
µσ,p(E) ≤
(1 + ε)p+2
(1− ε)p+n
Kp,n
∫
E2R
|grad f |pg dVg +
ασ
Rp
‖f‖p
Lp(M) +Gε(R), (18)
where lim
σ→0
ασ = 0 and lim
R→0
Gε(R) = 0.
If p = 1 and f ∈ BV (M), then (18) holds with
∫
E2R
|grad f |pg dVg replaced by |Df |(E
2R).
Proof. We may assume without loss of generality that ε < 13 . We divide the proof into two steps:
Step 1: An upper estimate for
∫
E
∫
d(x,y)<R
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x).
First, assume f ∈ C1(M). Fix ε ∈ (0, 1/3) and let (Uk)Nk=1, N = N(ε), be a family of open sets as
in Lemma 3.1 and (Vk, φk) the corresponding charts such that Uk ⊆ Vk and (14) and (15) hold. The
following computations are carried out for fixed k ∈ {1, . . . , N}, which we will omit for better readability,
and with respect to the aforementioned chart. Using (14) and (15) as well as the monotonicity of ρσ we
have (ξ := φ(x), η := φ(y))∫
U∩E
∫
BM
R
(x)
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x)
≤
∫
φ(U∩E)
∫
BnR
1−ε
(ξ)
|fˆ(ξ)− fˆ(η)|p
(1− ε)p|ξ − η|p
ρσ((1− ε)|ξ − η|)
√
det gˆαβ(ξ)
√
det gˆαβ(η) dη dξ
≤
(1 + ε)2
(1− ε)p
∫
φ(U∩E)
∫
Bn
R
1−ε
(0)
|fˆ(ξ)− fˆ(ξ + h)|p
|h|p
ρσ((1 − ε)|h|) dh dξ
≤
(1 + ε)2
(1− ε)p
∫
φ(U∩E)
∫
Bn
R
1−ε
(0)
∫ 1
0
|∇fˆ(ξ + th) · h|p
|h|p
ρσ((1 − ε)|h|) dt dh dξ
ξ˜=ξ+th
≤
(1 + ε)2
(1− ε)p
∫
BnR
1−ε
(0)
∫ 1
0
∫
φ(U∩E)
R
1−ε
|∇fˆ(ξ˜) · h|p
|h|p
ρσ((1 − ε)|h|) dξ˜ dt dh,
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where we applied Fubini’s theorem in the last step. Choosing a unit vector e ∈ Sn−1, which can be
thought of as ∇fˆ(ξ˜)
|∇fˆ(ξ˜)|
for all ξ˜, for which ∇fˆ(ξ˜) 6= 0 , we factorize the last expression in our chain of
inequalities as
(1 + ε)2
(1− ε)p
(∫
φ(U∩E)
R
1−ε
|∇fˆ(ξ˜)|p dξ˜
)∫
Bn
R
1−ε
(0)
∣∣∣∣e · h|h|
∣∣∣∣
p
ρσ((1 − ε)|h|) dh. (19)
We introduce spherical coordinates for h and further rewrite the second integral as∫
Sn−1
|e · u|p dHn−1(u) ·
∫ R
1−ε
0
ρσ((1 − ε)r)r
n−1 dr
= Hn−1(Sn−1)Kp,n(1− ε)
−n
∫ R
0
ρσ(r)r
n−1 dr ≤ (1− ε)−nKp,n,
since
∫∞
0 ρσ(r)r
n−1 dr = 1Hn−1(Sn−1) .
Finally, we transform the integration in ξ˜ in (19) back to an integral over a subset of M : The
equivalence of Euclidean and geodesic distance (14) on one hand implies
φ−1(φ(U ∩ E)
R
1−ε ) ⊆ (U ∩ E)
1+ε
1−εR ⊆ (U ∩ E)2R,
and we choose R > 0 in such way, that 4R < τ0 in condition 2 of Lemma 3.1 (the factor 2 ensures
the validity of equation (20), where Uk is replaced by U
2R
k , which we need later). On the other hand
condition 3 of the same Lemma assures that |∇fˆ(ξ˜)| = |dφ|x(grad f(x))| ≤ (1 + ε)|gradf(x)|g , where
φ(x) = ξ˜, so using (15)∫
φ(U∩E)
R
1−ε
|∇fˆ(ξ˜)|p dξ˜ ≤
(1 + ε)p
1− ε
∫
(U∩E)2R
|grad f(x)|pg dVg(x).
After reintroducing the index k the inequality we have proved so far reads as∫
Uk∩E
∫
BM
R
(x)
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x) ≤
(1 + ε)p+2
(1− ε)p+n+1
Kp,n
∫
(Uk∩E)2R
|gradf(x)|pg dVg(x).
(20)
By Propositions 2.1 and 2.3, as well as Fatou’s lemma, this inequality holds true for all f ∈W 1,p(M)
if p > 1 or f ∈ BV (M) if p = 1, respectively, where in the latter case
∫
(Uk∩E)2R
|grad f(x)|pg dVg(x) needs
to be replaced by |Df |(Uk ∩E2R). First, assume that p > 1 and f ∈ W 1,p(M):
The domain of integration (Uk ∩ E)
2R in (20) is contained in the intersection
U2Rk ∩ E
2R = (Uk ∩ E
2R) ∪ ((U2Rk \Uk) ∩ E
2R),
so if we sum up over all k and note that the Uk cover E up to a set of measure zero by Lemma 3.1, 4.,
we have ∫
E
∫
BM
R
(x)
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x)
≤
(1 + ε)p+2
(1− ε)p+n+1
Kp,n
(
N∑
k=1
∫
Uk∩E2R
|gradf |pg dVg +
N∑
k=1
∫
U2R
k
\Uk
|gradf |pg dVg
)
≤
(1 + ε)p+2
(1− ε)p+n+1
Kp,n
(∫
E2R
|gradf |pg dVg +
N∑
k=1
∫
U2R
k
\Uk
|grad f |pg dVg
)
.
The sets U2Rk \Uk converge to ∂Uk as R→ 0, which by Lemma 3.1, 4., satisfy
∫
∂Uk
dVg = 0. Thus, put
Gε(R) =
(1 + ε)p+2
(1− ε)p+n+1
Kp,n
(
N∑
k=1
∫
U2R
k
\Uk
|grad f |pg dVg
)
. (21)
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In the case of p = 1 and f ∈ BV (M) all computations up to (21) carry over verbatim, where all integrals
of the form
∫
A
|grad f |pg dVg need to be replaced by |Df |(A) and we need to apply property 4’ of Lemma
3.1 to show that limR→0Gε(R) = 0.
Step 2: An upper estimate for
∫
E
∫
d(x,y)≥R
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x).
For the remaining region consisting of all pairs (x, y) such that x ∈ E and d(x, y) ≥ R we estimate∫
E
∫
BM
R
(x)c
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x) ≤
2p−1
Rp
(I1 + I2),
where
I1 :=
∫
E
|f(x)|p
∫
BM
R
(x)c
ρσ(d(x, y)) dVg(y) dVg(x), and
I2 :=
∫
E
∫
BM
R
(x)c
|f(y)|pρσ(d(x, y)) dVg(y) dVg(x).
By monotonicity of ρσ, we estimate
I1 ≤ Volg(M)ρσ(R)‖f‖
p
Lp(M),
where ρσ(R) tends to zero as σ → 0.
For I2, we observe that the set K :=
{
d(x, y) : x ∈ E, y ∈ BMR (x)
c
}
is closed and therefore compact,
such that
I2 ≤ CσVolg(M)‖f‖
p
Lp(M),
where the sequence Cσ := supr∈K ρσ(r) converges to zero by locally uniform convergence.
Therefore, putting ασ := 2
p−1Volg(M)(ρσ(R) + Cσ), we have∫
E
∫
BM
R
(x)c
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x) ≤
ασ
Rp
‖f‖p
Lp(M).

Analogously to [9] we have the following result of weak-* convergence of Radon measures:
Theorem 3.3. If p > 1 and f ∈ W 1,p(M), the Radon measures µσ,p defined in (17) weakly-* converge
to Kp,n|grad f |pg dVg as σ → 0.
If p = 1 and f ∈ BV (M), the measures µσ,1 weakly-* converge to K1,n|Df | as σ → 0.
Proof. Proposition 3.2 shows, that for p ≥ 1 and every compact set E ⊆M
sup
0<σ<1
µσ,p(E) <∞,
so by weak-* compactness there exists a subsequence µσi,p =: µi,p and a limit measure µp such that
µi,p
i→∞
→ µp with respect to the weak-* topology. We need to show, that for every such subsequence
µp = Kp,nνp , where the measure νp is defined as
νp(A) :=
{∫
A
|grad f |pg dVg, if p > 1,
|Df |(A), if p = 1,
(22)
for every Borel set A ⊆M .
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Step 1: µp(A) ≤ Kp,nνp(A) for every Borel set A ⊆M .
By inner regularity of Radon measures, it suffices to prove the inequality for compact sets E ⊆M . We
apply Proposition 3.2 with E replaced by E2R for ε > 0 and R < R0. Note that the weak-* convergence
of the sequence (µi,p) implies that µp(E
2R) ≤ lim inf
i→∞
µi,p(E
2R), so we get
µp(E) ≤ µp(E
2R) ≤ lim inf
i→∞
µi,p(E
2R) ≤ Kp,nνp(E
4R) +Gε(2R).
Letting R→ 0 and then ε→ 0 we obtain the desired inequality, since by compactnessE4R → E asR→ 0.
Step 2: µp(M) ≥ Kp,nνp(M).
This step uses a regularization argument similar to the proofs in [21]; consider a regularization kernel
ψ ∈ C∞c (R
n) with
∫
Rn
ψ dx = 1 and spt ψ ⊂ Bn1 (0), and for δ > 0 set
ψδ(x) :=
1
δn
ψ
(x
δ
)
, x ∈ Rn.
For U ⊆ Rn open we define the mollification of a function g ∈ L1loc(U) for every x ∈ U with d(x, ∂U) > δ
by
gδ(x) :=
∫
Rn
f(x− ζ)ψδ(ζ) dζ.
Note that gδ is a C
∞ function. Furthermore, fix ε ∈ (0, 1) and consider a finite family of open sets
(Uk)
N
k=1 and corresponding charts (Vk, φk) as in Lemma 3.1 with E = M . Then define the functions
fk,δ : Uk → R for k = 1, . . . , N and δ > 0 sufficiently small by fk,δ(x) := (f ◦ φ
−1
k )δ(φk(x)), i.e.
fk,δ(x) =
∫
Bn
δ
(f ◦ φ−1k )(φk(x)− ζ)ψδ(ζ) dζ. (23)
Note that fk,δ is defined for every x ∈ Uk since by property 2. of Lemma 3.1 the function φk is defined
on an U τk for some τ > 0. Again, fk,δ is a C
∞ function on Uk. The following calculations take place
in only one Uk for k fixed, so we oppress the index k for the sake of readability. We denote the radial
mollifiers corresponding to the subsequence µi,p by ρi. Putting ξ := φ(x) and η := φ(y) we estimate∫
U
∫
U
|fδ(x) − fδ(y)|p
d(x, y)p
ρi(d(x, y)) dVg(y) dVg(x) (24)
≤
(1 + ε)2
(1− ε)p
∫
φ(U)
∫
φ(U)
|
∫
Bn
δ
((f ◦ φ−1)(ξ − ζ)− (f ◦ φ−1)(η − ζ))ψδ(ζ) dζ|p
|ξ − η|p
ρi((1 − ε)|ξ − η|) dη dξ
≤
(1 + ε)2
(1− ε)p
∫
φ(U)
∫
φ(U)
∫
Bn
δ
|(f ◦ φ−1)(ξ − ζ)− (f ◦ φ−1)(η − ζ)|pψδ(ζ) dζ
|ξ − η|p
ρi((1− ε)|ξ − η|) dη dξ
≤
(1 + ε)2
(1− ε)p
∫
φ(U)δ
∫
φ(U)δ
∫
Bn
δ
|(f ◦ φ−1)(ξ)− (f ◦ φ−1)(η)|p
|ξ − η|p
ψδ(ζ)ρi((1− ε)|ξ − η|) dζ dη dξ
=
(1 + ε)2
(1− ε)p
∫
φ(U)δ
∫
φ(U)δ
|(f ◦ φ−1)(ξ) − (f ◦ φ−1)(η)|p
|ξ − η|p
ρi((1− ε)|ξ − η|) dη dξ
∫
Bn
δ
ψδ(ζ) dζ
=
(1 + ε)2
(1− ε)p
∫
φ(U)δ
∫
φ(U)δ
|(f ◦ φ−1)(ξ) − (f ◦ φ−1)(η)|p
|ξ − η|p
ρi((1− ε)|ξ − η|) dη dξ
≤
(1 + ε)p+2
(1− ε)p+2
∫
U(1+ε)δ
∫
U(1+ε)δ
|f(x) − f(y)|p
d(x, y)p
ρi
(
1− ε
1 + ε
d(x, y)
)
dVg(y) dVg(x)
≤
(
1 + ε
1− ε
)p+2 ∫
U(1+ε)δ
∫
M
|f(x)− f(y)|p
d(x, y)p
ρi
(
1− ε
1 + ε
d(x, y)
)
dVg(y) dVg(x) (25)
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=(
1 + ε
1− ε
)−n+p+2 ∫
U(1+ε)δ
∫
M
|f(x)− f(y)|p
d(x, y)p
ρ˜i(d(x, y)) dVg(y) dVg(x)
=
(
1 + ε
1− ε
)−n+p+2 (
µ˜i,p(U) + µ˜i,p
(
U (1+ε)δ\U
))
, (26)
where ρ˜i(r) :=
(
1−ε
1+ε
)n
ρi
(
1−ε
1+εr
)
and µ˜i,p is the measure defined by replacing ρi with ρ˜i in (17).
On the other hand (24) can be estimated from below via∫
U
∫
U
|fδ(x)− fδ(y)|p
d(x, y)p
ρi(d(x, y)) dVg(y) dVg(x)
≥
1− ε
(1 + ε)p
∫
φ(U)
√
det(gˆαβ(ξ))
∫
φ(U)
|(f ◦ φ−1)δ(ξ)− (f ◦ φ−1)δ(η)|p
|ξ − η|p
ρi((1 + ε)|ξ − η|) dη dξ, (27)
where the inner integral converges to
(1 + ε)−nKp,n|∇(f ◦ φ
−1)δ(ξ)|
p
as i→∞, see [4, (6)]. Since the integrand of the outer integral can be estimated by Lipschitz continuity
of (f ◦ φ−1)δ with Lipschitz constant Lδ > 0 via√
det(gˆαβ(ξ))
∫
φ(U)
|(f ◦ φ−1)δ(ξ)− (f ◦ φ−1)δ(η)|p
|ξ − η|p
ρi((1 + ε)|ξ − η|) dη
≤
√
det(gˆαβ(ξ))
∫
φ(U)
Lpδ|ξ − η|
p
|ξ − η|p
ρi((1 + ε)|ξ − η|) dη ≤ L
p
δ
√
det(gˆαβ(ξ)),
we can apply the dominated convergence theorem for the ξ-integration in (27).
Now we put the estimates (26) and (27) together:
1− ε
(1 + ε)p
∫
φ(U)
√
det(gˆαβ(ξ))
∫
φ(U)
|(f ◦ φ−1)δ(ξ)− (f ◦ φ−1)δ(η)|p
|ξ − η|p
ρi((1 + ε)|ξ − η|) dη dξ
≤
(
1 + ε
1− ε
)−n+p+2
(µ˜i,p(U) + µ˜i,p(U
(1+ε)δ\U)). (28)
We claim that
lim sup
i→∞
µ˜i,p(U) = lim sup
i→∞
µi,p(U) + oε, (29)
where oε → 0 as ε → 0. First observe that the sequence (ρ˜i)i∈N is a sequence of radial mollifiers (for
i → ∞) itself, such that for f ∈ C1(M) we can repeat the calculations in the proof of Proposition
3.2, but rather than using one mollifier, we plug in the difference ρi
(
1−ε
1+εd(x, y)
)
− ρi(d(x, y)), which is
non-negative by monotonicity of ρi, instead:∫
U
∫
BM
R
(x)
|f(x)− f(y)|p
d(x, y)p
(
ρi
(
1− ε
1 + ε
d(x, y)
)
− ρi(d(x, y))
)
dVg(y) dVg(x)
≤ (1 + ε)2
∫
φ(U)
∫
Bn
R
1−ε
|fˆ(ξ)− fˆ(η)|p
(1 − ε)p|ξ − η|p
(
ρi
(
(1− ε)2
1 + ε
|ξ − η|
)
− ρi((1 + ε)|ξ − η|)
)
dη dξ,
where on the right-hand side we used the equivalence of distances (14) accordingly. Following the proof
of Proposition 3.2 up to (19) with the obvious modifications, we see that the last expression does not
exceed
(1 + oε)Kp,nνp(U
2R)
∫ R
1−ε
0
(
ρi
(
(1− ε)2
1 + ε
r
)
− ρi((1 + ε)r)
)
rn−1 dr, (30)
and this estimate from above still holds true for f ∈ W 1,p(M) or f ∈ BV (M), if p = 1, respectively, as
can been seen by approximation. As i→∞ (30) converges to a remainder oε, which is 0 as ε→ 0. The
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integral over the remaining domain, consisting of all pairs x ∈ U, y /∈ BMR (x), is zero in the limit, which
we already have seen in Step 2 in the proof of Proposition 3.2, thus verifying (29).
Applying the limit in (28), and noting that by weak-* convergence lim sup
i→∞
µi,p(U) ≤ µp(U), we obtain
Kp,n
∫
φ(U)
√
det(gˆαβ(ξ))|∇(f ◦ φ
−1)δ(ξ)|
p dξ ≤ (1 + oε)(µp(U) + µp(U (1+ε)δ\U)). (31)
Now weed need to distinguish, whether f ∈ W 1,p(M) or f ∈ BV (M):
First, let p > 1 and f ∈ W 1,p(M). Since |∇(f ◦ φ−1)δ| tends to |∇(f ◦ φ−1)| in Lp(φ(U)) as δ → 0,
and |∇(f ◦ φ−1)(ξ)|p ≥ 1(1+ε)p |gradf(φ
−1(ξ))|pg by Lemma 2.2, we have that
Kp,n
∫
U
|gradf |pg dVg ≤ (1 + oε)(µp(U) + µp(∂U)).
If p = 1 and f ∈ BV (M), by (13) the integral on the left-hand side of (31) is equal to the weighted
variation |D(f ◦φ−1)δ|w(φ(U)) with weight w(ξ) =
√
det(gˆαβ(ξ)). The convolutions (f ◦φ−1)δ converge
in L1(φ(U)) to the function f ◦ φ−1, and furthermore∫
φ(U)
|(f ◦ φ−1)− (f ◦ φ−1)δ|
√
det(gˆαβ) dx ≤ (1 + ε)
∫
φ(U)
|(f ◦ φ−1)− (f ◦ φ−1)δ| dx
δ→0
→ 0.
Since the map u 7→ |Du|w(φ(U)) is lower semicontinuous with respect to convergence in L1(φ(U), w dx),
letting δ → 0 we obtain
K1,n|D(f ◦ φ
−1)|w(φ(U)) ≤ (1 + oε)(µ1(U) + µ1(∂U)).
By Lemma 2.2 the left-hand side can further be estimated by 1(1+ε)K1,n|Df |(U) from below.
For both cases p > 1 and p = 1 the resulting inequality can be written as
Kp,nνp(U) ≤ (1 + oε)(µp(U) + µp(∂U)).
By our assumptions 4 and 4’ of Lemma 3.1 on the mass on the boundary of U , Step 1 guarantees
µp(∂U) ≤ Kp,nνp(∂U) = 0, and in consequence
Kp,nνp(U) ≤ (1 + oε)µp(U).
Summing up over all k and letting ε→ 0 yields the desired inequality.
Step 3: µp(A) ≥ Kp,nνp(A) for every Borel set A ⊆M .
Since µp is a finite measure, for each Borel set A ⊆M it holds that
µp(A) = µp(M)− µp(A
c) ≥ Kp,nνp(M)−Kp,nνp(A
c) = Kp,nνp(A)
by the preceding steps 1 and 2. 
With the weak-* convergence at hand, the proof of Theorem 1.1 is not difficult anymore:
Proof of Theorem 1.1. First, suppose that f ∈ W 1,p(M), if p > 1, and f ∈ BV (M), if p = 1. Since M
is both open and compact, the weak-* convergence of µσ,p to Kp,nνp (with νp defined in (22)), which is
established in Theorem 3.3, implies
Kp,nνp(M) ≤ lim inf
σ→0
µσ,p(M) ≤ lim sup
σ→0
µσ,p(M) ≤ Kp,nνp(M),
which is the desired result.
On the other hand, suppose that
lim inf
σ→0
∫
M
∫
M
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x) <∞. (32)
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We show that f ∈ W 1,p(M) and, if p = 1, that f ∈ BV (M). By Propositions 2.1 and 2.3 it is enough to
construct a family (fδ)δ>0 of C
∞ functions on M , such that fδ → f in Lp(M) as δ → 0 and
lim inf
δ→0
∫
M
|grad (fδ)|
p
g dVg <∞ . (33)
For ε ∈ (0, 1) introduce the modified metric g˜ := 1+ε1−εg. Note that the corresponding distance function
satisfies d˜(x, y) = 1+ε1−εd(x, y) for all x, y ∈ M , and the volume form transforms as dVg˜ =
(
1+ε
1−ε
)n
2
dVg .
Furthermore, a function on M is of bounded variation with respect to g˜ if and only if it is with respect
to g, and the variations coincide up to a factor dependent on ε.
Let (Uk)
N
k=1 be chosen accordingly to Lemma 3.1 and put Wk = U
τ
k for some τ < τ0. Then Wk is
a covering of M by open sets, i.e. M =
⋃N
k=1Wk. Let (χk)
n
k=1 be an underlying smooth partition of
unity, i.e. smooth functions χk : M → [0, 1] compactly supported in Wk with
∑N
k=1 χk = 1. If δ > 0
is sufficiently small we are able to define regularization functions fk,δ on Wk according to (23). Putting
fδ :=
∑N
k=1 χkfk,δ yields a family of C
∞ functions such that fδ → f in Lp(M) as δ → 0.
We estimate∫
M
∫
M
|fδ(x) − fδ(y)|p
d˜(x, y)p
ρσ(d˜(x, y)) dVg˜(y) dVg˜(x)
≤ Np−1
N∑
k=1
(∫
Wk
∫
Wk
|χk(x)fk,δ(x)− χk(y)fk,δ(y)|p
d˜(x, y)p
ρσ(d˜(x, y)) dVg˜(y) dVg˜(x)
+
∫
M\Wk
∫
Wk
|χk(x)fk,δ(x)− χk(y)fk,δ(y)|p
d˜(x, y)p
ρσ(d˜(x, y)) dVg˜(y) dVg˜(x)
)
, (34)
where the integrals over M\Wk tend to 0 as σ → 0, since the support of χk is compact in Wk and
therefore d˜(x, y) ≥ R > 0. The remaining summands can be estimated by∫
Wk
∫
Wk
|χk(x)fk,δ(x) − χk(y)fk,δ(y)|p
d˜(x, y)p
ρσ(d˜(x, y)) dVg˜(y) dVg˜(x)
≤ 2p−1
(∫
Wk
|fk,δ(x)|
p
∫
Wk
|χk(x)− χk(y)|p
d˜(x, y)p
ρσ(d˜(x, y)) dVg˜(y) dVg˜(x)
+
∫
Wk
∫
Wk
|fk,δ(x) − fk,δ(y)|
p
d˜(x, y)p
ρσ(d˜(x, y)) dVg˜(y) dVg˜(x)
)
=: 2p−1(Ik,1 + Ik,2).
Since χk is smooth, the inner integral in Ik,1 converges to Kp,n|gradχk(x)|
p
g˜ as σ → 0, and by dominated
convergence we have
lim
σ→0
Ik,1 = Kp,n
∫
Wk
|fk,δ(x)|
p|gradχk(x)|
p
g˜ dVg˜(x) ≤ C
∫
Wk
|fk,δ(x)|
p dVg˜(x),
where C := max
x∈spt χk
|gradχk(x)|g˜ . By the Lp-convergence of fk,δ as δ → 0, we furthermore get that
lim
σ→0
Ik,1 is uniformly bounded in δ.
For the second integrals Ik,2 we can repeat the calculations of (24) up to (25), leading to
Ik,2 ≤ (1 + oε)
∫
M
∫
M
|f(x)− f(y)|p
d˜(x, y)p
ρσ
(
1− ε
1 + ε
d˜(x, y)
)
dVg˜(y) dVg˜(x)
= (1 + oε)
∫
M
∫
M
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x),
where in the last line we switched back to the metric g and absorbed the occurring factors into oε, which
converges to 0 as ε→ 0. Thus, the limit superior of Ik,2 as σ → 0 is finite by our assumption (32), and
even uniformly bounded in δ > 0.
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We conclude by observing that taking the limit σ → 0 in the left-hand side of (34) yields
Kp,n
∫
M
|grad fδ(x)|
p
g˜ dVg˜ , thus passing to the original metric, we have showed (33). 
Using suitable radial mollifiers leads to the s-seminorm and thus to Corollary 1.2:
Proof of Corollary 1.2. Define radial mollifiers ρσ, σ > 0, by
ρσ(r) :=
{
σp
Hn−1(Sn−1)
1
rn−σp
, 0 < r < 1,
0, r ≥ 1.
and set s := 1− σ. We claim, that
lim
σ→0
∫
M
∫
M
|f(x)− f(y)|p
d(x, y)p
ρσ(d(x, y)) dVg(y) dVg(x) = lim
s→1−
(1− s)p
Hn−1(Sn−1)
∫
M
∫
M
|f(x)− f(y)|p
d(x, y)n+sp
dVg(y) dVg(x),
where by Theorem 1.1 the left-hand side is equal to eitherKp,n
∫
M
|grad f |pg dVg, if p > 1, orK1,n|Df |(M),
if p = 1. To see this, we only need to show that
lim
s→1−
(1− s)
∫
M
∫
{y:d(x,y)≥1}
|f(x)− f(y)|p
d(x, y)n+sp
dVg(y) dVg(x) = 0.
But this is a simple consequence of∫
M
∫
{y:d(x,y)≥1}
|f(x)− f(y)|p
d(x, y)n+sp
dVg(y) dVg(x) ≤
∫
M
∫
M
|f(x)− f(y)|p dVg(y) dVg(x)
≤ 2pVolg(M)‖f‖
p
Lp.

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