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SEGMENTATION 3D DU FOIE
Gabriel CHARTRAND
RÉSUMÉ
Le domaine de l’imagerie médicale a connu ces dernières années des progrès fulgurants no-
tamment grâce au perfectionnement continu des imageurs médicaux et de l’explosion de la
puissance de calcul des ordinateurs modernes. Ces développements ont eu une inﬂuence ma-
jeure sur plusieurs disciplines de la médecine, entre autres la chirurgie hépatique qui a évolué
en une spécialisation distincte faisant intervenir des équipes multidisciplinaires composées de
chirurgiens hépato-biliaires, hépatologues, oncologues, radiologues et ingénieurs en vision nu-
mérique. La rencontre de ces spécialistes favorise le développement de solutions innovantes
qui permettent de réaliser des chirurgies toujours plus ambitieuses en minimisant les risques
opératoires. Ces exploits sont rendus possibles entre autres grâce à de meilleurs outils de vi-
sualisation et de planiﬁcation préopératoire. En modélisant avec précision les structures ana-
tomiques d’un patient puis en dressant son bilan hépatique, il est possible de pratiquer des
simulations chirurgicales et d’évaluer méticuleusement l’issue d’une procédure.
Une étape fondamentale dans l’utilisation de ces outils de planiﬁcation est la modélisation
précise des structures anatomiques du foie depuis des examens radiologiques issus de modalités
telles que la tomodensitométrie (TDM) et l’imagerie par résonance magnétique (IRM). Cette
étape, appelée segmentation 3D, consiste à délimiter les contours des organes aﬁn d’en produire
des modèles géométriques 3D. Ces modèles sont essentiels pour évaluer nombre de paramètres
cliniques pertinents comme le volume de l’organe ou encore la proximité entre une lésion et
les zones vasculaires sensibles de l’organe.
Les travaux rapportés dans cette thèse portent sur ce sujet, qui même après plusieurs années de
recherche demeure une problématique ouverte. Un premier volet propose un outil de segmen-
tation interactif et présente les possibilités qu’il offre en terme de modélisation interactive de
divers structures anatomiques. Dans un deuxième temps, un outil dédié à la modélisation du
parenchyme hépatique est décrit et évalué pour la segmentation d’images TDM et IRM. Fina-
lement, un outil de modélisation des arbres vasculaires est présenté, permettant de déﬁnir les
zones de perfusion et de drainage du foie. Une attention particulière est portée à l’application
des méthodes proposées aux examens IRM, à l’efﬁcience et au potentiel d’adoption clinique.
Keywords: Segmentation, Foie, TDM, IRM

3D SEGMENTATION OF THE LIVER
Gabriel CHARTRAND
ABSTRACT
The ﬁeld of medical image processing has made tremendous progress in the past few years
thanks to the continuous improvement of imaging technologies as well as the computing po-
wer nowadays available on modern computers. These developments beneﬁted various ﬁelds of
medicine, notably liver surgery, which evolved into a distinct specialty involving multidiscipli-
nary teams composed of hepato-biliary surgeons, oncologists, interventional radiologists and
computer vision engineers. Collaboration between these specialists enables the development of
innovating solutions which allow surgeons to perform ambitious surgeries while minimizing
surgical risks. These procedures can be achieved in particular thanks to better visualization
and surgery planning tools. By precisely modeling the anatomy of a patient and analyzing its
hepatic proﬁle, it possible to virtually simulate surgical procedures and evaluate their outcome.
A fundamental step in using these virtual surgery planning tools is the precise modeling of
the anatomical structures of the liver from radiological images such as CT-Scans and magnetic
resonance images (MRI). This step, known as 3D segmentation, consists of delimiting the
boundary of organs in medical images in order to produce an accurate 3D representation. These
3D models are essential to evaluate relevant clinical parameters required for surgical planning,
such as the volume of the liver or the proximity of malignant lesions to sensible vascular
structures of the organ.
The work reported in this thesis deal with the topic of liver segmentation, which even after
many years of research remains an open problem. A ﬁrst part proposes a generic interactive
segmentation tool and presents its application to various 2D segmentation tasks. The second
part proposes a whole liver segmentation tool which is thoroughly evaluated on CT-Scan and
MRI. Finally, a hepatic vascular modeling methodology is presented, allowing to delimit the
different perfusion and draining areas of the liver. Throughout these chapters, a special attention
is given to MRI, to efﬁciency of the proposed tools and to the clinical adoption potential.
Keywords: Segmentation, Liver, CT-Scan, MRI
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CHAPITRE 1
INTRODUCTION
1.1 Génie biomédical
Ces dernières décennies ont connu des percées retentissantes dans le domaine de la méde-
cine, grâce entre autres à l’équipe gagnante formée par les physiciens, les ingénieurs et les
médecins. Nous n’avons qu’à penser à l’imagerie par résonance magnétique fonctionnelle qui
révèle peu à peu le fonctionnement du cerveau, la chirurgie minimalement invasive qui a ré-
duit considérablement le temps de convalescence pour une panoplie d’interventions, ou encore
le développement des robots chirurgicaux qui décuplent la précision humaine lors d’interven-
tions délicates. Avec la disponibilité croissante de prothèses personnalisées et de médicaments
ajustés au proﬁl des patients, la médecine d’aujourd’hui est de plus en plus individualisée pour
maximiser l’efﬁcacité des soins. La recherche, la conception et le développement derrière ces
applications sont autant de facettes qui font partie du génie biomédical, une discipline du génie
qui prend tout son sens en cette époque où le vieillissement de la population et l’accès aux
soins de santé sont des enjeux sociaux critiques.
1.2 Imagerie médicale
L’imagerie médicale est l’une des branches du génie biomédical qui a grandement bénéﬁcié du
boom informatique des dernières années. La tomodensitométrie (TDM) et l’imagerie par réso-
nance magnétique (IRM), des technologies qui ont beaucoup évolué depuis leur invention au
début des années 1970, sont aujourd’hui devenues des outils diagnostiques indispensables dans
la lutte au cancer, si bien que le nombre d’examens passés au Canada a pratiquement doublé
entre 2003 et 2013 1. En plus de leur disponibilité et de leur utilisation croissante, ces modalités
d’imageries sont également utilisées dans des contextes de plus en plus variés. Par exemple, la
planiﬁcation des traitements radio-oncologiques se fait de maintenant à l’aide d’images IRM et
1. www.cihi.ca/en/types-of-care/specialized-services/medical-imaging
2TDM aﬁn de cibler avec toujours plus de précision les lésions à irradier et ainsi mieux épargner
les tissus sains (Shukla et al. (2013)). La radiographie panoramique fait progressivement place
aux tomodensitomètres à faisceau conique dans la pratique des stomatologues, ces images 3D
leur offrant une perspective beaucoup plus riche et précise en information anatomique pour
planiﬁer les opérations d’implantologie dentaire (Scarfe et al. (2006)). Puisque l’imagerie 3D
permet de reproduire et modéliser avec précision la géométrie exacte d’un organe ou d’un ob-
jet, elle est d’un immense intérêt pour plusieurs applications émergentes, comme la simulation
virtuelle d’opérations chirurgicales (Reitinger et al. (2006)), la matérialisation de prothèses
personnalisées et de guides chirurgicaux (Krishnan et al. (2012)), ou tout simplement pour
offrir une expérience plus enrichissante sur les bancs d’école (Pujol et al. (2016)).
Bien que la diversité d’applications que permet l’imagerie 3D soit énorme, l’utilisation de
celle-ci à une telle échelle implique son lot de déﬁs technologiques. Il va sans dire que la
quantité de données générée par ces imageurs est énorme 2 (Fig.1.1). Alors que la toute pre-
mière génération de TDM générait en 1972 que quelques images axiales d’une résolution de
80× 80 pixels 3, il est aujourd’hui possible de générer des examens dynamiques comportant
320 tranches axiales d’une résolution 512× 512 pixels, et ce à une fréquence de 10Hz, sufﬁ-
samment rapide pour observer le cœur battre en temps réel (Tavakoli et Sahba (2013)). Dans
une même séance d’IRM, il est commun de générer une dizaine de séquences différentes pour
bien caractériser le type de lésion observée. Alors qu’autrefois, les images radiographiques
étaient placées séquentiellement sur un négatoscope, les radiologues ont aujourd’hui recours à
des systèmes d’archivage PACS leur permettant de consulter rapidement des centaines de radio-
graphies par jour. Cette réalité révèle un besoin croissant pour des technologies permettant non
seulement de stocker, de gérer et d’échanger ces examens entre établissements, mais également
de les visualiser et de les analyser de manière efﬁciente. C’est pourquoi il y a un engouement
marqué pour le développement d’outils logiciels dédiés à l’analyse tridimensionnelle de ces
données médicales, alors que leur analyse traditionnelle est de plus en plus fastidieuse, parfois
2. www.ted.com/talks/anders_ynnerman_visualizing_the_medical_data_explosion
3. www.siemens.com/history/pool/newsarchiv/downloads/20151201_medhistory_milestones_history_of_ct_
at_siemens_english.pdf
3impossible. Ces applications peuvent assister les radiologues dans plusieurs tâches, notamment
en offrant des outils de synthèse, de visualisation, de détection automatique ou de modélisa-
tion 3D. Cela permet d’extraire rapidement et avec précision plusieurs paramètres cliniques
destinés à poser un diagnostic ou planiﬁer une intervention.
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Figure 1.1 La quantité de données médicales générée est en constante croissance. Alors
que seulement quelques tranches axiales étaient autrefois acquises (A), il est de plus en
plus commun aujourd’hui de réaliser des examens TDM (B) et des IRM
multiparamétriques (C) pour assurer la prise en charge des patients
1.3 Planiﬁcation de chirurgie hépatique
La chirurgie hépatique est l’une de ces disciplines de la médecine qui a connu des avancées
importantes au cours des 30 dernières années. Jusqu’à la ﬁn des années 70, la plupart des ten-
tatives de chirurgies hépatiques s’étaient soldées par des échecs attribuables à des saignements
fatals, et ce malgré les études anatomiques du foie réalisées par Claude Couinaud plus de 20
4ans auparavant (Couinaud (1957)) (Fig.1.2A). L’introduction de l’échographie intra opératoire
(Fig.1.2B) au début des années 80 a ﬁnalement permis aux chirurgiens de visualiser les struc-
tures vasculaires et de précisément repérer les tumeurs durant l’opération, ce qui a tracé la voie
vers un développement rapide de la chirurgie hépatique sécuritaire (Fig.1.2B). Cette caractéri-
sation peropératoire de l’anatomie vasculaire a mené à des chirurgies exsangues, guidées par
le principe des segments vasculaires indépendants du foie établi préalablement par Couinaud.
Aujourd’hui les résections et les transplantations hépatiques (Fig.1.2C) sont des opérations
communes, dont le taux de mortalité se situe entre 0% et 2% (Bismuth et al. (2011)).
1950 1980 2000 2015
A C. Couinaud décrit
l'anatomie 
fonctionnelle du foie
B L'échographie intra-
opératoire permet de 
visualiser lésions et vaisseaux
C La transplantation hépatique 
est reconnue standard 
par le NIH
D Les résections étendues 
sont de plus en plus 
communes
E Développement d'outil virtuel 
de planication chirurgicale
F L'évaluation précise de la 
fonction hépatique élargie 
les critères d'admissibilité
Figure 1.2 La progression de la planiﬁcation de chirurgies hépatiques au cours des 50
dernières années (Photo B par Schomynv / CC BY-SA 3.0)
5La chirurgie hépatique constitue encore aujourd’hui la seule option curative qui s’offre aux
patients atteints de tumeurs au foie. Par conséquent, la recherche réalisée dans ce domaine
cherche à développer des techniques et des outils qui ont pour objectif d’élargir les critères
d’admissibilité à ces opérations. Cela inclut notamment le recours à des procédures combinées,
telles qu’une embolisation d’une veine porte en radiologie interventionnelle aﬁn de causer une
atrophie du territoire qui sera réséqué et favoriser une hypertrophie du foie qui sera préservé
au terme d’une chirurgie hépatique majeure.
Au cours des dernières années, l’IRM est devenue une modalité d’imagerie de choix pour
caractériser précisément la fonction hépatique, grâce entre autres au développement de tech-
niques spécialisées comme la spectroscopie (Tang et al. (2013)) et l’élastographie (Schwenzer
et al. (2009)) par résonance magnétique (Fig.1.2F). Ces techniques remplacent progressive-
ment les biopsies, plus invasives, et offrent aux médecins la possibilité de mieux évaluer la
capacité d’un patient à subir une résection hépatique. Selon le Consensus Report of the 4th
International Forum for Gadolinium-Ethoxybenzyl-Diethylenetriamine Pentaacetic Acid Ma-
gnetic Resonance Imaging (Lee et al. (2011)) et les récents travaux réalisés par Dr Tang et son
équipe (D’Assignies et al. (2011)), il se pourrait bien que cette modalité remplace dans un futur
proche la TDM pour réaliser une évaluation pré-opératoire exhaustive de l’anatomie vasculaire
et biliaire, de la surcharge en gras et de la cartographie tumorale.
Le suivi des patients atteints de maladie au foie fait aujourd’hui appel à plusieurs disciplines
différentes qui doivent se concerter. Les chirurgiens doivent s’entourer d’une équipe multidis-
ciplinaire composée de radiologues, d’hépatologues et d’oncologues pour établir des stratégies
thérapeutiques spéciﬁques pour chaque patient. Cette synergie permet de réaliser des interven-
tions parfois très invasives, et ce avec peu de risque, comme les résections étendues où jusqu’à
70% du parenchyme peut être retiré (Fig.1.2D), ou encore les transplantations partielles prove-
nant d’un donneur vivant. De plus en plus, ingénieurs, physiciens et informaticiens collaborent
activement avec ces équipes multidisciplinaires dans le but de développer des outils logiciels
spécialisés dans l’analyse d’images TDM et IRM, utilisés pour étudier et quantiﬁer l’anatomie
des patients avant une intervention (Fig.1.2E). Ces outils permettent par exemple d’évaluer
6précisément le volume du foie et des tumeurs, de simuler une résection ou encore faire le suivi
temporel de l’évolution d’une lésion. En dressant le proﬁl hépatique complet d’un patient, chi-
rurgiens et radiologues sont en mesure d’estimer avec précision les risques opératoires et de
proposer le traitement ayant le meilleur pronostic.
C’est dans ce contexte que s’inscrit ce travail de recherche doctoral. Comme il le sera pré-
senté dans les sections suivantes, une étape fondamentale dans l’analyse des images médicales
consiste à délimiter les contours des organes et de leurs structures internes aﬁn d’en récupérer
la morphologie exacte, une opération appelée segmentation 3D. Cette modélisation est impor-
tante puisqu’il existe d’innombrables variantes dans l’anatomie du foie et de ses vaisseaux, ce
qui empêche l’utilisation d’un modèle anatomique générique. Bien que cette étape puisse être
réalisée avec des outils logiciels classiques disponibles dans tout logiciel de dessin, il est si
fastidieux de procéder ainsi que cela décourage son utilisation. Un axe important de recherche
se consacre donc à automatiser le processus de segmentation 3D aﬁn de rendre accessible les
multiples applications qui en découle. Les progrès réalisés en segmentation 3D automatique
ont des implications importantes et concrètes notamment pour la planiﬁcation de chirurgie, la
planiﬁcation de traitements radio-oncologiques ou encore le suivi quantitatif des tumeurs hé-
patiques. Bien que plusieurs solutions ont été proposées pour modéliser le foie et ses structures
internes depuis des images TDM, peu de solutions dédiées aux images IRM ont été documen-
tées jusqu’à maintenant. Puisque cette modalité est en voie d’occuper une place importante à
l’avenir dans la prise en charge du cancer du foie, une attention particulière a été portée à cette
modalité d’imagerie dans les travaux présentés.
1.4 Structure et Objectifs
Ce projet de recherche doctoral est né d’une collaboration entre le Laboratoire de recherche en
Imagerie et Orthopédie (LIO) et le Dr An Tang du Centre de recherche du Centre Hospitalier
de l’Université de Montréal (CRCHUM). Le but principal est de développer des outils de seg-
mentation aﬁn d’automatiser le traitement des images de tomodensitométrie et de résonance
magnétique du foie dans le contexte de la planiﬁcation chirurgicale et de l’analyse du proﬁl
7hépatique des patients. Ces outils sont d’un intérêt particulier non seulement en recherche cli-
nique au CRCHUM car ils facilitent l’analyse rétrospective de cohortes substantielles, mais
également pour le LIO qui cherche à développer des outils de segmentation génériques pou-
vant être transférés et appliqués dans le cadre d’autres collaborations en imagerie médicale
3D et avec des partenaires industriels. Il s’agit là d’un contexte favorable pour la recherche
en génie biomédical, car le sujet de recherche est issu d’une problématique clinique réelle, les
solutions proposées peuvent être appliquées immédiatement en recherche clinique, et la colla-
boration avec les résidents en médecine et l’industrie confronte le projet aux réalités cliniques
et techniques.
Le projet de recherche a été divisé en trois jalons distincts. Dans un premier temps, une solu-
tion de segmentation interactive 2D a été implémentée, permettant de produire rapidement des
segmentations de référence et d’initialiser des modèles surfaciques approximatifs (Fig.1.3A).
Deuxièmement, une méthode de segmentation 3D, initialisée par le premier outil développé,
est présentée et validée sur un ensemble de données TDM et IRM (Fig.1.3B). Finalement, une
méthode de segmentation des arbres vasculaires est présentée et une validation préliminaire est
réalisée sur des données TDM et IRM (Fig.1.3C).
A. Segmentation 
interactive 2D
C. Segmentation 
vasculaire
B. Segmentation 
du foie 3D
Figure 1.3 Les trois sujets de recherche abordés au cours de ce projet doctoral : la
segmentation interactive, la segmentation du foie et la segmentation vasculaire du foie
8Aﬁn de bien mettre en contexte la démarche employée pour répondre à ces objectifs et les
contributions de recherche apportées, le présent document de thèse est structuré comme suit :
Le chapitre 1 introduit globalement la thématique de recherche et la structure de la thèse.
Le chapitre 2 passe en revue un ensemble de notions fondamentales en hépatologie aﬁn de
bien mettre en perspective les besoins cliniques.
Le chapitre 3 présente une revue des différentes approches de segmentation proposées dans la
littérature ainsi que leurs avantages et leurs limites dans le cadre de ce projet.
Le chapitre 4 expose les hypothèses et objectifs du projet.
Le chapitre 5 présente une méthode de segmentation interactive, basée sur l’algorithme de
chemin minimum, qui tire avantage d’un changement d’espace depuis une segmentation ap-
proximative. Cette approche est implémentée dans divers outils de segmentations interactifs
aﬁn de démontrer son potentiel, notamment pour la segmentation 2D du foie et la génération
de modèles surfaciques.
Le chapitre 6 décrit une méthode de segmentation 3D du parenchyme hépatique depuis des
images TDM et IRM basée sur une approche par modèles déformables. Celle-ci met à proﬁt
l’outil de segmentation interactif en l’intégrant à une méthode de déformation basée sur l’opti-
misation laplacienne de maillages surfaciques. Une étude de validation exhaustive est réalisée
aﬁn d’évaluer les performances de l’outil de segmentation.
Le chapitre 7 aborde la modélisation des arbres vasculaires du foie depuis des images TDM
et IRM. La méthode proposée fait usage du résultat produit par la méthode de segmentation
du foie et utilise un nouvel algorithme de reconnexion des segments vasculaires aﬁn de rendre
plus robuste l’extraction simultanée des arbres veineux et portal.
Le chapitre 8 présente ﬁnalement une discussion générale des travaux réalisés et les diverses
contributions de recherche apportées lors de ce projet doctoral. Des recommandations sont
ensuite formulées pour la suite des travaux dans ce projet.
CHAPITRE 2
NOTIONS FONDAMENTALES
Ce chapitre introduit quelques notions fondamentales médicales et techniques aﬁn de bien
mettre en relief la pertinence des travaux réalisés. Dans un premier temps, l’anatomie du foie est
décrite ainsi que son rôle au sein du système digestif. Un bref survol des principales pathologies
affectant cet organe est ensuite présenté, suivi des divers traitements disponibles aujourd’hui.
Finalement, différentes problématiques cliniques sont exposées, où le génie biomédical peut
avoir un apport signiﬁcatif.
Foie
Reins
Vésicule biliaire
Estomac
Rate
CoeurPoumon droit
Figure 2.1 Vue de face : position anatomique du foie dans l’abdomen. (Modèles
géométriques tirés de IRCAD)
2.1 Anatomie
Le foie est l’organe solide le plus volumineux du corps humain (Fig.2.1). Il est situé sous le
diaphragme, dans la cavité péritonéale, où sa position est en partie inﬂuencée par le mouve-
ment respiratoire des poumons. Sa forme est légèrement imprégnée au contact du cœur et des
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Figure 2.2 Le foie comporte deux lobes principaux identiﬁables en partie par la ﬁssure
ombilicale indiquée en vert
viscères tels que le colon, les reins, l’estomac et la vésicule biliaire. Cette proximité à plusieurs
organes adjacents fait partie des facteurs qui compliquent la délimitation de cet organe depuis
des images médicales (Fig.2.2B). Sa morphologie laisse entrevoir deux lobes principaux sé-
parés par le ligament falciforme, le lobe gauche et le lobe droit, ce dernier étant en moyenne
six fois plus volumineux. Le foie comporte également diverses ﬁssures, telles que la ﬁssure
ombilicale et la ﬁssure portale, pouvant être plus ou moins profondes (Fig.2.2). En contraste
avec d’autres organes mous comme les reins ou la rate, le foie exhibe une variabilité morpholo-
gique importante d’un individu à l’autre, principalement en raison de divers facteurs génétiques
(Kuntz et Kuntz (2009)).
Le foie est constitué d’un important système vasculaire intra-hépatique (artères hépatiques,
veines portes et veines sus-hépatiques) et de canaux biliaires (Fig.2.3B). La combinaison d’ar-
tères hépatiques, de veines portes et de canaux biliaires constitue ce qui est communément
appelé la triade portale, un arrangement vasculaire distinctif du foie qui se propage jusqu’au
niveau cellulaire. Le sang artériel, issue de l’artère hépatique commune, une branche du tronc
cœliaque, alimente le foie en oxygène et constitue environ 20% à 25 % du ﬂux sanguin entrant
de l’organe. La balance est acheminée par le système veineux portal hépatique. Celui-ci draine
le sang gorgé de nutriments en provenance des intestins, de l’estomac, de la rate et du pancréas
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Figure 2.3 (A) Le système vasculaire veineux portal du foie (bleu pâle) draine le sang
de l’estomac, de la rate, des intestins et du pancréas. (B) Le foie est alimenté en sang
artériel (rouge) et veineux portal (bleu pâle), puis est drainé par les veines sus-hépatiques
(blue foncé). Les artères, les veines portales et les canaux biliaires (vert) forment la triade
portale. (Modèles géométriques tirés de IRCAD)
et l’achemine au foie via la veine porte (Fig.2.3A). Le contenu sanguin désoxygéné et nettoyé
par le foie est ensuite drainé par les veines sus-hépatiques jusqu’à la veine cave inférieure. Alors
que le système veineux portal, les canaux biliaires et les artères hépatiques, recouverts d’une
gaine, suivent sensiblement la même structure arborescente, le système veineux sus-hépatique
forme un réseau différent destiné à drainer le sang vers la veine cave inférieure jusqu’au cœur
droit. (Fig.2.3B). Le contenu sanguin du foie compte pour 25-30% du poids de l’organe et
contient 10 à 15% du volume sanguin du corps entier, ce qui en fait l’un des organes le plus
vascularisé.
L’organisation des arbres vasculaires veineux et portal divise le parenchyme du foie en un en-
semble de segments hépatiques distincts, soit globalement neuf segments portaux (Fig.2.4A)
et trois segments veineux, ces derniers subdivisés en quatre (Fig.2.4B). Décrite par Claude
Couinaud il y a plus d’un demi-siècle (Couinaud (1957)), cette conception de l’anatomie fonc-
tionnelle, par opposition à l’anatomie classique basée sur des caractéristiques externes, est
particulièrement utile pour les radiologues et les chirurgiens hépatiques. Largement acceptée
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dans la littérature médicale, cette représentation fournit un référentiel commun pour décrire
l’anatomie intra hépatique. Cela permet entre autres de faciliter la localisation des caractéris-
tiques d’intérêt dans les images médicales, comme la présence de lésions et autres pathologies.
De plus, cette représentation fonctionnelle de l’organe déﬁnit des segments vasculaires indé-
pendants agissant à titre de guide lors d’une chirurgie hépatique aﬁn de minimiser les pertes
sanguines et la dévascularisation de portions importantes du parenchyme.
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Figure 2.4 Selon Couinaud, (A) l’arbre vasculaire portal subdivise le foie en 9 segments
et (B) l’arbre vasculaire veineux sus-hépatique subdivise le foie en 3 segments majeurs et
12 segments mineurs
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Figure 2.5 Les segments de Couinaud sont généralement approximés par des plans
droits (A) alors qu’en réalité ceux-ci sont plutôt irréguliers (B)
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Bien que cette cartographie hépatique soit couramment utilisée, il est à noter que son uti-
lité est limitée, principalement pour deux raisons. D’abord, ce modèle anatomique repose sur
une approximation de la topologie réelle des arbres vasculaires. Il existe en effet une variabi-
lité importante au niveau de l’anatomie vasculaire hépatique. Comme le décrit Uchida et al.
(2010), seulement environ 60% des gens auraient le même type de topologie veineuse, alors
que chez les autres il y aurait présence de diverses veines accessoires pouvant affecter l’éten-
due des territoires de drainage. La veine porte, les artères et les conduites biliaires exhibent
elles aussi une variabilité importante. Deuxièmement, la division du parenchyme en segments
portaux s’établit de manière implicite à l’aide des principales veines sus-hépatiques, et non
directement depuis le système veineux portal. Puisque l’anatomie vasculaire est très variable,
un décalage peut exister entre ce modèle anatomique et la réalité (Fig.2.5). Il a été observé à
plusieurs reprises qu’il existe des discordances importantes entre les frontières réelles séparant
les segments et celles établies par la méthode de Couinaud (Strunk et al. (2003)). Ces diffé-
rences peuvent d’ailleurs être observées en injectant un agent de contraste dans une branche de
l’artère hépatique commune, ou encore de manière post-mortem depuis un moulage vasculaire
par corrosion (Fasel et al. (1998)). Ces limitations soulignent l’intérêt de générer des modèles
anatomiques vasculaires personnalisés pour bien représenter les segments du foie.
2.2 Fonction
Le foie fait partie du système digestif et assure une panoplie de fonctions métaboliques. Celles-
ci sont des réactions biochimiques permettant la synthèse et la dégradation de plusieurs sub-
stances jouant un rôle dans la régulation de l’organisme. Parmi les fonctions métaboliques les
plus importantes, on compte entre autres la production de bile, le maintien de l’homéostase du
taux de sucre dans le sang ou encore la transformation des lipides et la synthèse de plusieurs
hormones et vitamines. Outre ses fonctions métaboliques, le foie agit à titre de barrière sys-
témique en dégradant et détoxiﬁant diverses substances dommageables pour l’organisme, les
rendant solubles dans l’eau aﬁn qu’elles puissent être excrétées. C’est le cas de l’alcool, de cer-
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tains produits chimiques, des médicaments, des métaux lourds et de diverses toxines d’origine
végétale, animale ou bactériologique.
2.3 Pathologies
... because the liver is a source of many diseases, and is a noble organ that serves many organs, almost
all of them : so it suffers, it is not a small suffering, but a great and manifold one
Paracelsus (1493-1541) (Kuntz et Kuntz (2009))
Le foie peut être atteint d’un nombre de conditions pathologiques qui peuvent être globalement
classées en deux catégories : diffuses ou focales. Les pathologies diffuses affectent en règle
générale l’une des nombreuses fonctions métaboliques du foie (Boll et Merkle (2009)) et se
caractérisent notamment par la présence de stéatose, de surcharge en fer, d’inﬂammation et de
ﬁbrose.
La stéatose hépatique, soit l’accumulation excessive de gras (triglycérides) à l’intérieur des
cellules hépatiques, fait partie des maladies diffuses et peut évoluer vers l’hépatite et la ﬁbrose.
La sévérité de cette condition peut encore une fois être reliée à la consommation excessive
d’alcool ou encore à l’obésité et au diabète de type 2. Cette accumulation de gras peut s’avérer
une condition bénigne si elle ne s’accompagne pas d’inﬂammation, ou encore une condition
sévère, et même entraîner dans 15% des cas des complications telles qu’une cirrhose. Ces
conditions constituent également des facteurs de risque importants pour le développement de
tumeurs cancéreuses.
La surcharge ferrique, soit l’accumulation de fer à l’intérieur des cellules hépatiques, peut être
causée par l’hémochromatose, une maladie héréditaire caractérisée par l’absorption excessive
de fer provenant de la diète, ou par l’hémosidérose, une maladie acquise causée par l’accumu-
lation de fer suite à des transfusions sanguines répétées.
L’une des manifestations les plus communes des pathologies diffuses est l’hépatite, soit l’in-
ﬂammation du parenchyme, le tissu de l’organe. Plusieurs facteurs peuvent mener à cette in-
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ﬂammation, comme la consommation importante d’alcool ou de médicaments, des traits héré-
ditaires particuliers, cependant la cause la plus commune est l’hépatite B et C, d’origine virale.
Cette inﬂammation peut être aigüe et asymptomatique si elle tend à régresser à l’intérieur
de six mois, ou peut être chronique et potentiellement évoluer vers la ﬁbrose et la cirrhose,
caractérisées par une scariﬁcation importante de l’organe et une diminution de la fonction hé-
patique (Fig.2.6C). Dans certains cas extrêmes, une insufﬁsance hépatique aigüe peut survenir
en moins de 8 semaines, due notamment à l’ingestion excessive de médicament comme l’acé-
taminophène, ou de drogues comme l’ecstasy. On parle alors d’hépatite fulminante.
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Figure 2.6 Exemple de pathologies (A,B) focale et (C,D) diffuse. (A,B) Cancer
métastatique d’origine pancréatique. (C,D) Foie cirrhotique dont l’apparence nodulaire
est visible à la surface du foie sur images TDM. (Photo A par Haymanj / domaine
publique. Photo C par Amadalvarez / CC BY-SA 4.0)
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Alors que les pathologies diffuses ont tendance à affecter le foie dans son ensemble, les pa-
thologies focales sont généralement des lésions circonscrites à des petites régions de l’organe
(Fig.2.6A). Celles-ci peuvent être simplement bénignes et sans danger pour la santé, comme
les kystes, les hémangiomes et certains types de nodules cirrhotiques, ou à l’inverse être ma-
lignes et détruire les tissus adjacents. Le cancer est dit primaire lorsque ces lésions malignes
se forment depuis les cellules hépatiques, alors qu’on parle de tumeurs métastatiques lorsque
celles-ci se forment depuis des cellules cancéreuses ayant migré depuis un autre organe. Le
carcinome hépatocellulaire et le cholangiocarcinome sont les deux cancers primaires les plus
communs, tout particulièrement en Afrique et en Asie où les hépatites virales B et C sont très
présentes. En Amérique du Nord, les cancers primaires du foie sont moins communs que les
lésions métastatiques, souvent d’origine colorectale, ayant migré via le système vasculaire por-
tal. Le cancer primaire du foie est toutefois l’un des rares sites pour lequel le taux d’incidence
est en croissance depuis les 20 dernières années en Amérique du Nord. Au Canada, cette crois-
sance annuelle atteint 3.6% chez l’homme et 1.7% chez la femme, une tendance qui s’explique
notamment par l’augmentation de l’obésité et du diabète, ainsi que par l’évolution de la maladie
chez les patients atteints d’hépatite C chronique depuis plusieurs années. Cette croissance est
si élevée que la Fondation canadienne du foie projette une augmentation de 205% du nombre
de cancers du foie chez les patients atteints d’hépatite C chronique d’ici 2035, et estime que
cette situation entraînera une augmentation de plus de 60% des coûts de santé associés 1.
2.4 Traitements
Les maladies du foie peuvent se développer de manière tout à fait asymptomatique pendant
une longue période de temps. Lorsqu’un patient présente des symptômes typiques, tels que la
jaunisse ou une accumulation de liquide dans l’abdomen (ascite), la maladie a souvent déjà
progressé à un stade avancé. Un examen radiologique, tel que l’échographie, la tomodensito-
métrie ou l’imagerie par résonance magnétique (IRM), est souvent l’une des premières étapes
pour établir un diagnostic. Les radiologues se basent sur diverses évidences radiologiques,
1. http://www.liver.ca/newsroom/press-releases/05-27-2014_Burden_of_Hepatitis_C.aspx
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comme la taille des tumeurs, leur apparence à l’imagerie, et leur position dans le foie pour
établir le type et le stade du cancer puis proposer un plan de traitement approprié.
Plusieurs options sont disponibles aujourd’hui pour traiter le cancer du foie, par contre la
chirurgie demeure la seule option curative. Malheureusement, ce n’est pas tous les patients
qui peuvent subir une opération. Plusieurs critères sont considérés pour déterminer si un pa-
tient est admissible à une hépatectomie, soit une opération visant à retirer la partie du foie
lésée. D’abord, les cliniciens doivent s’assurer que la fonction hépatique résiduelle sera sufﬁ-
sante pour ne pas provoquer d’insufﬁsance hépatique suite à la résection. De plus, les tumeurs
doivent être positionnées sufﬁsamment loin des branches vasculaires principales, sans quoi il
sera impossible d’établir un plan de résection sans provoquer une dévascularisation majeure
de l’organe. Les techniques chirurgicales ont énormément progressé au cours des dernières
années, et de plus en plus de stratégies sont aujourd’hui disponibles pour élargir les critères
d’admissibilité à l’hépatectomie. Autrefois, un patient atteint de tumeurs aux lobes gauche et
droit était considéré comme inopérable (Fig.2.7A). Aujourd’hui, grâce entre autres à l’amé-
lioration des modalités d’imagerie et des outils de planiﬁcation, il est possible de considérer
une stratégie personnalisée permettant dans certains cas une résection très étendue. Les lésions
les plus accessibles seront d’abord réséquées (Fig.2.7B), puis le patient suivra un traitement
de chimiothérapie aﬁn de réduire la taille des lésions restantes (Fig.2.7C). Une embolisation
portale peut également être pratiquée aﬁn d’atrophier la région du foie à réséquer tout en pro-
voquant une hypertrophie de la région à préserver, augmentant du coup la fonction hépatique
résiduelle future (Fig.2.7C). Une hémi hépatectomie sera ﬁnalement pratiquée, laissant le pa-
tient avec parfois seulement 30% du volume du foie initial, assez pour assurer la fonction
hépatique (Fig.2.7D).
Dans l’éventualité où la fonction hépatique projetée serait insufﬁsante, la transplantation sera
considérée. Le greffon provient le plus souvent d’un donneur décédé, toutefois devant la de-
mande importante de transplants hépatiques et la faible disponibilité de donneurs, de plus en
plus de transplantations hépatiques s’effectuent depuis un donneur vivant. Ce type d’opération
consiste à transplanter un lobe entier depuis un donneur vers le patient et doit faire l’objet
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Figure 2.7 Exemple de résection étendue. Un patient atteint de plusieurs tumeurs
cancéreuses (A) subit d’abord des résections locales (B) ainsi qu’une embolisation portale
visant à atrophier les tumeurs restantes et hypertrophier la portion saine du foie (C). Une
hémihépatectomie droite est ﬁnalement pratiquée pour retirer la portion cancéreuse
restante (D)
d’une planiﬁcation rigoureuse, notamment pour assurer la compatibilité de l’anatomie vascu-
laire entre le donneur et le receveur. Le volume de foie transféré au donneur doit être sufﬁsant
pour éviter une série de complications appelées Small-for-size-syndrome, tandis que le risque
doit être acceptable chez le donneur et ne pas provoquer d’insufﬁsance hépatique (Quintini
et al. (2014)).
Si toutefois le cancer est considéré comme inopérable, des mesures palliatives peuvent être
entreprises, permettant notamment de réduire le taux de mortalité des patients en attente
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d’une transplantation. Ces alternatives regroupent les traitements percutanés comme l’injec-
tion d’éthanol permettant de détruire les cellules cancéreuses ou encore la thermo ablation
consistant à insérer une sonde dans la zone tumorale pour détruire les tissus par chaleur induite
par radio-fréquences. D’autres traitements sont réalisés de manière systémique, comme la chi-
miothérapie, ou encore de manière transartérielle comme la chimio-embolisation transartérielle
(TACE), visant à obstruer les artères nourricières de la tumeur avec un agent chimiothérapeu-
tique.
Puisque le cancer du foie est une maladie qui évolue silencieusement et que les chances de
survie sont fortement dépendantes du stade de la maladie lorsqu’elle est détectée, il est facile
de concevoir que le pronostic sera meilleur si les patients à risques sont suivis régulièrement
et que l’apparition de tumeurs est détectée le plus tôt possible. Le meilleur traitement demeure
donc la prévention et l’éducation par rapport aux risques liés à l’hépatite B et C, à l’obésité, à
l’alcoolisme et au diabète.
2.5 Besoins cliniques
Les besoins radiologiques relatifFs à la prise en charge des patients atteints de lésions hépa-
tiques sont multiples et sont pour la plupart reliés à l’analyse des images TDM et IRM. La
tomodensitométrie (Fig.2.8A) est une modalité d’imagerie 3D basée sur l’utilisation de rayons
X pour mesurer la densité des tissus. Le temps d’acquisition est de l’ordre de quelques secondes
pour l’abdomen et les images volumiques produites ont généralement une résolution de l’ordre
de 0.5 mm à 1.0 mm dans le plan axial et entre 0.5 mm et 3.0 mm entre chaque tranche. Ces
images ont une résolution de contraste standardisée (HU, Houndﬁeld Unit) de 12 bits (4096
niveau de gris), cependant pour bien discerner les arbres vasculaires un agent de contraste doit
être injecté pour améliorer le contraste entre les vaisseaux sanguins et le parenchyme hépa-
tique. L’imagerie par résonance magnétique (Fig.2.8B), ou IRM, est une modalité d’imagerie
3D basée sur les propriétés magnétiques des atomes d’hydrogène composant les tissus mous.
Malgré une résolution de contraste plus faible et non standardisée, cette modalité a l’avantage
de produire des contrastes différents de la TDM et ainsi permettre de mieux caractériser les tu-
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meurs et l’état du parenchyme. Le temps d’acquisition de ces images est typiquement beaucoup
plus long, de l’ordre de 15 à 20 secondes, obligeant les patients à retenir leur soufﬂe aﬁn d’ob-
tenir une image nette. Du à cette contrainte majeure, les images résultantes ont généralement
une résolution plus faible dans la direction axiale, de l’ordre de 3 mm à 5 mm. Les sections
suivantes détaillent plus spéciﬁquement les besoins en lien avec ces modalités d’imagerie et
comment des solutions logicielles peuvent y répondre.
2.5.1 Diagnostic et stade
Lorsqu’une lésion au foie est détectée depuis un examen TDM ou IRM, les radiologues doivent
déterminer le type de lésion, et évaluer le stade des tumeurs aﬁn d’orienter le patient vers un
traitement approprié. Pour ce faire, ils ont recours à divers biomarqueurs, comme la cinétique
de l’agent de contraste, l’apparence des lésions, leur position par rapport à l’arborescence vas-
culaire, leur taille et leur vitesse de croissance. Le diagnostic et le staging de cancers hépa-
tiques primaires est formalisé dans le cadre du système “Liver Imaging Reporting and Data
System (LI-RADS 2). Le LI-RADS consiste en un arbre de décision reposant sur plusieurs sé-
quences d’images TDM et IRM imageant le foie à divers délais suivant l’injection d’un agent
de contraste. En évaluant l’apparence d’une lésion et la dynamique de l’agent de contraste au
ﬁl des séquences, un stade de sévérité peut-être attribué à celle-ci, ce qui permet de guider
le patient vers un traitement approprié ou encore des examens diagnostiques supplémentaires.
La nécessité d’évaluer quantitativement certains de ces biomarqueurs soulève le besoin d’au-
tomatiser ces mesures, qui peuvent être fastidieuses à relever manuellement et sensibles aux
variations intra et interutilisateur (Chapiro et al. (2015)).
Une segmentation 3D des lésions et des structures vasculaires (Fig.2.8C) permettrait non seule-
ment d’extraire automatiquement et précisément plusieurs de ces paramètres cliniques, mais
également d’évaluer la proximité des lésions par rapport aux branches vasculaires principales.
La disposition des tumeurs dans le foie est un facteur majeur inﬂuençant le seuil d’opérabi-
lité et la stratégie de résection à adopter. Présentement, les lésions hépatiques sont souvent
2. http://www.acr.org/quality-safety/resources/LIRADS
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Figure 2.8 Image typique d’examen TDM (A) et IRM (B). L’analyse de ces images se
fait généralement via la prise de mesures 2D diamétrales des lésions (A) et l’analyse
locale de régions d’intérêt (B). La segmentation 3D des images TDM et IRM permet de
générer des reconstruction surfaciques (C), lesquelles facilitent la prise de mesures
volumétriques précises et l’analyse en temps réelle des stratégies de résections et des
marges de sécurité (D)
caractérisées depuis les examens IRM, alors que l’arborescence vasculaire est étudiée depuis
les images TDM. Consulter ces deux informations simultanément implique donc un recalage
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non rigide intermodalité (Lange et al. (2005)), une exigence qui pourrait être éludée par un
algorithme d’extraction vasculaire robuste pour IRM, ce qui limiterait l’irradiation inﬂigée au
patient.
2.5.2 Fonction hépatique
L’un des critères essentiels à évaluer lorsqu’une chirurgie est envisagée est la fonction hépa-
tique résiduelle prévue suite à l’opération. Puisque celle-ci est proportionnelle au volume du
foie restant, on se sert de cet indicateur comme critère standard pour déterminer l’éligibilité
d’un patient à une résection (Schindl (2005)). On estime qu’environ 20% à 40% du volume
de l’organe doit être fonctionnel suite à l’opération, tout dépendant de la présence ou non de
conditions diffuses comme la cirrhose. Lors de l’analyse volumétrique, une attention parti-
culière doit être portée à l’arborescence vasculaire de l’organe. En sectionnant une branche
vasculaire majeure lors d’une résection, il se pourrait que le volume résiduel fonctionnel soit
inférieur à l’actuel volume restant dû à la dévascularisation provoquée. En plus de ces consi-
dérations, il est estimé qu’à moyen terme, certaines biopsies du foie seront remplacées par
l’élastographie et la spectroscopie par résonance magnétique pour générer une cartographie
de la stéatose et de la ﬁbrose hépatique aﬁn d’intégrer de manière quantitative ces facteurs de
risques dans l’analyse du volume résiduel (D’Assignies et al. (2011)).
La segmentation automatisée du foie permettrait de rapidement obtenir l’analyse volumétrique
d’un plan chirurgical (Fig.2.8C) et d’évaluer quantitativement le degré de stéatose et de ﬁbrose,
affectant la fonction hépatique, pour moduler la fonction résiduelle projetée. Cette information
permettrait de réduire le risque d’insufﬁsance hépatique lors de résections étendues, ou en-
core éviter aux patients de subir une embolisation portale non nécessaire due à une volumétrie
imprécise (Martel et al. (2015)).
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2.5.3 Planiﬁcation chirurgicale virtuelle
La planiﬁcation chirurgicale consiste à déterminer la meilleure stratégie de résection en fonc-
tion de l’ensemble des considérations présentées jusqu’à maintenant. Ce plan de résection doit
maximiser la portion du parenchyme préservée tout en minimisant les risques d’insufﬁsance
post-hépatectomie et de récidive néoplasique due à des marges trop étroites. Pour ce faire, les
chirurgiens observent une marge de sécurité autour de chaque lésion, tout en tentant de trouver
un équilibre avec la dévascularisation induite (Fig.2.8D). Cette planiﬁcation se fait souvent de-
puis des images TDM et requiert que les chirurgiens se créent une représentation mentale des
structures vasculaires pour arriver à bien cerner leur topologie 3D.
La segmentation du foie, des lésions et de l’arborescence vasculaire peut être convertie en une
représentation surfacique (Fig.2.8C) et utilisée pour visualiser les structures d’intérêt sans être
distrait par les organes adjacents obstruant le champ de vision. Ces modèles permettent égale-
ment d’évaluer en temps réel l’impact de diverses stratégies de résection et d’optimiser le po-
sitionnement des plans de résection non conventionnels. Le déroulement même de l’opération
peut être simulé virtuellement (Mutter et al. (2008)), et au moment de la chirurgie, la planiﬁ-
cation chirurgicale peut être consultée et mise en correspondance avec la position du patient
et les outils chirurgicaux (Soler et al. (2014)). L’utilisation de ces techniques de visualisation,
de planiﬁcation et d’assistance per-opératoire peut réduire les risques opératoires et repousser
les limites d’opérabilité pour des cas complexes. Schenk (2013) et al. ont implémenté un sys-
tème de planiﬁcation permettant d’estimer l’impact de la marge de sécurité observée autour des
lésions sur la dévascularisation du parenchyme. Ainsi les chirurgiens sont en mesure de quan-
tiﬁer le risque associé à une marge de sécurité donnée, et peuvent facilement mettre à jour leur
plan de résection en salle d’opération, alors qu’il est commun de découvrir des petites lésions,
souvent invisible sur une TDM, à l’aide de l’échographie intra-opératoire. Utilisé par plusieurs
partenaires cliniques de MeVis, il a été rapporté que ce type d’outil a inﬂuencé la stratégie de
résection chez près de 30% des patients (Lang et al. (2005)).
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La modélisation 3D des structures du foie est donc un élément clef de plusieurs applications
potentielles en chirurgie hépatique. Divers outils de segmentation sont aujourd’hui disponibles
pour créer ces modèles 3D, cependant ceux-ci sont souvent trop élémentaires et requièrent un
travail minutieux pour arriver à produire un résultat précis. Cette situation décourage l’utilisa-
tion routinière des applications qui en découlent malgré les bénéﬁces potentiels. Il y a donc un
besoin clair d’automatiser le processus de segmentation pour alléger cette tâche fastidieuse et
de l’intégrer adéquatement dans les plateformes de visualisation et d’analyse existantes. Dans
le cadre de ce travail doctoral, je me suis intéressé à l’automatisation de la segmentation du foie
et de ses structures vasculaires, particulièrement depuis les images de résonance magnétique,
que plusieurs considèrent comme la modalité d’imagerie de demain pour le diagnostic et la
planiﬁcation chirurgicale. La section suivante brosse un portrait des stratégies employées pour
la modélisation 3D des structures hépatiques depuis les images TDM et IRM.
CHAPITRE 3
REVUE DE LITTÉRATURE
Dans le domaine de la vision par ordinateur, la littérature portant sur la segmentation fait appel
à plusieurs branches des mathématiques et de l’informatique. Comprendre les enjeux réels et
déterminer les performances, les avantages et les inconvénients de chaque approche est donc
une tâche difﬁcile. Le choix d’une méthode sera toutefois guidé par des critères comme le
type d’image, le bruit, les artéfacts d’acquisition, l’information a priori disponible, le temps
de calcul, le niveau d’interaction acceptable ou encore la possibilité de corriger efﬁcacement
le résultat. Cette section présente un aperçu de quelques approches courantes, proposées dans
la littérature pour la segmentation du foie. Les méthodes présentées sont regroupées en trois
grandes classes (Méthode par niveau de gris (Sec.3.1), méthodes par modèles déformables
(Sec.3.2) et méthodes par graphe (Sec.3.3)), cependant il est à noter que chacune de ces ap-
proches est rarement utilisée de manière autonome, et qu’il est plus commun d’employer des
stratégies combinant plusieurs d’entre elles.
3.1 Segmentation par niveau de gris
La segmentation par niveaux de gris est possiblement la méthode la plus intuitive pour seg-
menter une image en régions cohérentes. Cette classe d’algorithme exploite principalement
l’intensité des pixels dans l’image aﬁn de modéliser l’apparence des structures anatomiques et
leur disposition dans l’image.
3.1.1 Seuils et morphologie mathématique
L’une des techniques les plus élémentaires pour segmenter une image médicale consiste à clas-
siﬁer chacun des pixels selon leur niveau de gris en séparant l’histogramme en plusieurs inter-
valles représentant l’intensité caractéristique d’une structure d’intérêt. La difﬁculté avec cette
approche réside dans le choix du nombre de classes et de la valeur des seuils employés. Même
si les imageurs médicaux comme les tomodensitomètres sont calibrés, l’intensité d’un organe
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demeure dépendante de plusieurs facteurs comme les paramètres d’acquisition ou encore cer-
taines conditions pathologiques qui peuvent affecter la radio-apparence des tissus. Pour évi-
ter de devoir ajuster manuellement les seuils d’intensité, diverses stratégies ont été utilisées,
comme la méthode d’Otsu (Otsu (1975)) ou encore la classiﬁcation par k-means (Chen et al.
(1998)). Cette dernière est un algorithme d’optimisation combinatoire qui cherche à classiﬁer
les pixels selon leur intensité, et possiblement d’autres attributs, en k groupes. Considérant la
distance entre le vecteur caractéristique d’un pixel et la moyenne des pixels de son groupe, cet
algorithme cherche à trouver un partitionnement qui minimise la somme quadratique de ces
distances.
Malgré l’optimisation des seuils, cette approche produira dans bien des cas plusieurs régions
éparses et déconnectées du masque principal, dû notamment à la présence de bruit dans l’image
et d’organes d’apparence similaire. L’utilisation d’opérateurs morphologiques comme l’ou-
verture et la fermeture par un élément structurant permettra de corriger et de régulariser la
segmentation issue de classiﬁeurs d’intensité. La morphologie mathématique, souvent sous-
estimée, a le potentiel de réaliser des tâches plutôt complexes avec une suite d’opérations
simples (Meyer et Beucher (1990); Vincent (1993)).
3.1.1.1 Segmentation du foie
La segmentation basée sur la classiﬁcation a été utilisée dans le contexte de la segmentation
du foie depuis des images TDM. Parmi les premiers auteurs à traiter de ce sujet, Gao et al.
(1996) ont décrit une méthode détectant les maximums de l’histogramme ainsi qu’une valeur
d’écart-type pour établir un seuil haut et bas aﬁn de générer un masque initial du foie. Pour
détacher les tissus adjacents indésirables comme les reins et la rate, une opération d’ouverture
morphologique est appliquée. Le chevauchement avec le masque de la tranche précédente est
utilisé conjointement avec un modèle déformable pour régulariser davantage la segmentation.
Lim et al. (2006) ont décrit une méthode basée sur une succession d’opérations morpholo-
giques combinées à un classiﬁeur k-means destiné à identiﬁer la bordure du foie à l’aide d’un
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algorithme de chemin minimum. Selver et al. (2008) ont pour leur part employé un ensemble
d’heuristiques pour masquer les régions n’appartenant pas au foie, comme les côtes, les reins
et la colonne vertébrale. Le reste de l’image est ensuite soumis à un classiﬁeur k-means et à
un perceptron multicouche (MLP) pour classiﬁer les tissus restant à l’aide de caractéristiques
extraites du voisinage de chaque pixel, aidé d’une carte de distance issue de la segmentation
d’une tranche adjacente. Un ﬁltre médian et des opérateurs morphologiques sont ensuite utili-
sés en post-traitement pour régulariser la segmentation. Une approche similaire a été proposée
par Foruzan et al. (2009), où une segmentation initiale 2D est utilisée pour estimer l’intensité
du foie avec un modèle de mixture gaussienne à deux classes.
Freiman et al. (2008) ont proposé d’utiliser une approche multi-échelle en appliquant itérative-
ment, à des échelles de plus en plus ﬁnes, un classiﬁeur bayésien à un modèle d’intensité à cinq
classes, lissé par un ﬁltre de diffusion anisotrope. À chaque échelle, le résultat de segmentation
du foie, des vaisseaux et des lésions est régularisé par des opérateurs morphologiques et un
contour actif géodésique.
Les approches basées sur des classiﬁeurs simples et une succession d’opérateurs morpholo-
giques comme celles décrites précédemment font généralement appel à diverses heuristiques
pour pallier à leur manque de spéciﬁcité pour la segmentation du foie. Il en résulte souvent un
algorithme long et complexe, qui est peu robuste face aux variations d’intensités dues aux arté-
facts métalliques ou encore aux organes adjacents de même intensité (Fig.3.1I). Les hyperpa-
ramètres de ces algorithmes, comme le nombre de classes et la taille des éléments structurants,
sont souvent déterminés de manière empirique, ce qui porte à penser que les performances pré-
sentées ne se généraliseront pas aux images cliniques. De plus, comme ces approches génèrent
un masque de segmentation, celui-ci peut s’avérer difﬁcile à corriger interactivement. Malgré
leur temps de calcul très rapide, ce n’est pas une approche envisagée pour la segmentation du
foie sur IRM, car les variations d’intensité affectant cette modalité sont trop importantes pour
être représentées par ces simples modèles d’apparence.
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Figure 3.1 Exemple de segmentation par morphologie et classiﬁcation sur une image
TDM de foie. (A) Image originale. (B) Classiﬁcation 3 classes par k-means. (C) Sélection
de la classe foie. (D) Remplissage des trous. (E) Érosion. (F) Dilatation. (G) Sélection de
la région la plus large. (H) Segmentation ﬁnale. (I) Cas difﬁcile où cette approche est
inadaptée [F = foie, R = rate]
3.1.1.2 Segmentation vasculaire
Peu d’auteurs ont utilisé des classiﬁeurs et des opérations morphologiques comme technique
principale pour extraire les arbres vasculaires du foie. Cela tient notamment du fait que le ratio
signal sur bruit des vaisseaux est très faible, autant sur TDM que sur IRM, et que leur intensité
varie suivant leur profondeur dans l’arbre vasculaire (Bauer et al. (2010)). L’intensité sera donc
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plus souvent intégrée à un modèle vasculaire plus complexe, intégrant des caractéristiques
géométriques, tel que décrit plus bas à la section 3.2.1.3.
On note toutefois que Gao et al. (1996) ont utilisé la différence entre le masque du foie, ob-
tenu tel que décrit plus haut, et la fermeture morphologique par un élément structurant, pour
détecter les sections transversales des vaisseaux sanguins. Soler et al. (2000a) ont repris cette
approche en proposant de combiner une information de distance, issue d’un masque généré par
un premier seuil, aux voxels issus d’une opération de fermeture morphologique. Le masque
de segmentation obtenu est ensuite utilisé pour générer un squelette morphologique qui est
ensuite rafﬁné pour retirer les boucles et les branches. Le modèle à cinq classes proposé par
Selver et al. (2008) comporte une classe vasculaire, cependant la segmentation résultante est
composée de très peu de branches.
3.1.2 Croissance de régions
La croissance de région est une méthode de segmentation itérative initialement décrite par
Adams et Bischof (1994). Celle-ci est initialisée par un ensemble de pixels, appelés graines
(seeds), auxquels sont agrégés à chaque itération les pixels voisins répondant à un critère de
similarité. Ce dernier peut être basé simplement sur la différence d’intensité avec la structure
visée, ou encore peut modéliser l’apparence de la texture du voisinage considéré. Lorsqu’aucun
pixel voisin ne répond au critère de similarité, la progression du masque est arrêtée. Optionnel-
lement, un critère d’arrêt supplémentaire peut être établi, comme un seuil sur le nombre mini-
mum de pixels à agréger à chaque itération. Cette approche, qui nécessite une faible puissance
de calcul, a pour avantage de circonscrire la segmentation à une région connectée comprenant
obligatoirement les pixels initiaux. La crainte principale reliée à cette méthode est la possibilité
de fuite du masque, via parfois un simple pixel connectant deux régions indésirables.
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3.1.2.1 Segmentation interactive
Cet algorithme se prête bien à une implémentation interactive où l’utilisateur choisit un pixel
initial et déplace la souris pour déterminer le point d’arrêt de l’évolution du masque (Fig.3.2).
Une telle application permet de générer de manière incrémentale un masque pouvant décrire
une forme complexe par une succession de quelques clics seulement, limitant à la fois le risque
de fuite.
Cet algorithme a été exploité par Beck et Aurich (2007) lors du concours de segmentation du
foie SLIVER07 1, organisé par la société MICCAI. Parmi les approches interactives, celle-ci a
obtenu l’un des meilleurs résultats. Un niveau d’interaction élevé a toutefois été jugé néces-
saire, car l’utilisateur doit placer interactivement des graines à l’intérieur du foie jusqu’à ce
que l’organe soit complètement segmenté. Le critère de similarité utilisé, appelé couplage non
linéaire, est basé sur la différence entre le pixel considéré et la distribution d’intensité autour du
pixel initial. L’utilisateur rafﬁne ﬁnalement la segmentation à l’aide d’un couteau virtuel avec
lequel il peut tailler les régions où le masque aurait fui. Une approche similaire a été employée
par Vidholm et al. (2006) qui ont implémenté l’algorithme de Fast Marching dans un système
de réalité virtuelle comprenant un crayon avec retour de force haptique. Avec cet algorithme,
aucun critère de similarité n’est nécessaire. Une distance géodésique basée sur une métrique
correspondant à la magnitude du gradient de l’image est calculée depuis l’ensemble des graines
jusqu’à chaque voxel du volume. La segmentation ﬁnale est obtenue en déterminant un seuil
sur cette distance géodésique qui établit l’intérieur et l’extérieur du foie.
3.1.2.2 Segmentation du foie
La croissance de région peut également être intégrée à un algorithme de segmentation automa-
tique. Backman et al. (2006) l’ont employé avec un critère de similarité basé sur une distance
de Mahalanobis comprenant quatre caractéristiques de textures estimées depuis une fenêtre
3×3 autour de chaque pixel. Les pixels sont agrégés un à un suivant une queue de priorité, ce
1. http://www.sliver07.org/
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Figure 3.2 Croissance de région interactive, où l’utilisateur choisit itérativement la
limite de la zone de croissance
qui permet d’ajuster dynamiquement le seuil d’arrêt durant l’évolution du masque. Gambino
et al. (2010) ont poussé cette approche plus loin en employant une mesure de similarité basée
sur la distance euclidienne entre les 14 caractéristiques de texture de Haralick sur une fenêtre
volumique de 7× 7× 7 voxels. La croissance de région est initialisée depuis un seul voxel
choisi par l’utilisateur, puis le seuil d’arrêt est établi depuis un modèle de mixture gaussienne
modélisant les classes foie et non-foie, optimisé par l’algorithme d’espérance-maximisation.
Plus récemment, Lopez-Mir et al. (2013) ont décrit une méthode employant un ﬁltre de lissage
morphologique, la reconstruction par dilatation, suivi d’une croissance de région 3D initialisée
par l’utilisateur, dont le critère de similarité est un seuil haut et bas sur l’intensité. Les fuites
occasionnées sont ensuite régularisées tranche par tranche par une ouverture morphologique et
un ﬁltrage des descripteurs de forme de Fourrier.
3.1.2.3 Segmentation vasculaire
La croissance de région a été utilisée à maintes reprises dans le contexte de la segmentation
vasculaire, car il s’agit là d’une approche tout à fait intuitive pour extraire des structures ﬁnes
se propageant dans un milieu uniforme. Zahlten et al. (1995) ont adapté cet algorithme de
manière à identiﬁer la séparation du front de propagation, initialisé depuis la veine porte, aﬁn
de construire progressivement une représentation symbolique de l’arbre vasculaire, composée
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de segments et de bifurcations. Dokládal et al. (1999) ont employé une approche similaire tout
en intégrant la notion de simple point dans la propagation. En vériﬁant ainsi que chaque point
ajouté ne modiﬁe pas la topologie du masque, l’algorithme s’assure de ne pas créer de cavités
ni de boucles durant la modélisation des vaisseaux.
Selle et al. (2000) emploient une méthode similaire à Zahlten et al. (1995) pour extraire d’abord
un masque des arbres vasculaires depuis des examens TDM biphasiques. Celui-ci est ensuite
squelettisé pour extraire une représentation symbolique des arbres, puis soumis à une analyse
de graphe pour rafﬁner la segmentation, séparer les arbres veineux portal et sus-hépatique et
identiﬁer automatiquement les sous-arbres représentant les segments vasculaires indépendants
de Couinaud. Une analyse détaillée de l’estimation des segments vasculaires est ensuite pré-
sentée puis validée contre un modèle vasculaire du foie obtenu par moulage de corrosion. Il
est intéressant de constater suite à cette analyse que la segmentation des branches vasculaires
périphériques profondes n’a que très peu d’impact sur la déﬁnition des segments de Couinaud.
La séparation des arbres vasculaires portal et sus-hépatique est une tâche complexe, car leur
apparence est pratiquement identique. Pour contourner cette difﬁculté, Shang et al. (2008) ont
proposé de recaler ensemble deux examens TDM acquis à deux temps différents pour exploiter
la cinétique de l’agent de contraste et ainsi masquer l’arbre vasculaire portal, visible sur les
deux séquences. Un ﬁltre de rehaussement des structures tubulaires est ensuite appliqué aux
images puis une croissance de région est utilisée pour extraire une première segmentation. Le
masque résultant est squelettisé puis soumis à une seconde de croissance de région, cette fois-
ci adaptative et directionnelle, destinée à prolonger les extrémités de la segmentation initiale.
Sboarina et al. (2009) ont quant à eux employé une croissance de région pour d’abord extraire
un masque unique des deux arbres vasculaires, dont les lignes centrales sont extraites par un
algorithme de Voxel Coding. Une seconde croissance de région à deux classes est initialisée
dans la veine cave et la veine porte pour extraire indépendamment les branches principales
de chaque arbre. Les lignes centrales ambigües sont ﬁnalement classiﬁées selon un critère de
proximité par rapport aux masques des deux branches principales.
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La croissance de région constitue certainement une amélioration notable par rapport aux clas-
siﬁeurs d’intensité en localisant la segmentation, cependant dans le contexte de la modélisation
du foie, où des organes adjacents tels que le cœur, l’estomac et la rate (Fig. 3.1I) ont souvent
la même apparence, il est commun d’observer des fuites majeures du masque. Sur les images
IRM, il est difﬁcile d’établir des critères d’arrêt robustes, car l’intensité est très variable au
sein même du parenchyme. Le même problème se pose pour la segmentation vasculaire, alors
que le ratio signal sur bruit peut être très faible, et la présence d’une sténose vasculaire près
d’une tumeur peut potentiellement bloquer la propagation du masque sur une large portion de
l’arbre.
3.1.3 Transformée Watershed
La transformée Watershed est analogue à la notion de bassins de rétention d’eau, car cette
opération morphologique considère l’image comme une carte topographique qui est progres-
sivement «inondée» depuis les minimums locaux. Alors que ces bassins se «remplissent», les
lignes de Watershed se déﬁnissent graduellement à l’intersection des «plans d’eau», générant
ainsi une sur-segmentation de l’image initiale, où chaque région est globalement uniforme
(Fig.3.3B). Puisqu’il existe généralement plusieurs minimums locaux dans l’image, celle-ci
est habituellement segmentée en un nombre trop élevé de régions. Deux stratégies peuvent
être employées pour obtenir une segmentation adéquate : la fusion et les marqueurs. La fusion
consiste simplement à fusionner les régions voisines sur la base d’un critère de similarité dé-
ﬁni par la distribution des pixels concernés, tandis que l’utilisation de marqueurs fait appel à
une astuce basée sur l’opérateur de reconstruction morphologique. Cette opération transforme
l’image initiale de manière à imposer le nombre et la position des minimums locaux en identi-
ﬁant quels pixels les composent.
3.1.3.1 Segmentation interactive
La transformée Watershed a été intégrée avec succès dans divers outils interactifs. L’outil de
segmentation Slice-O-matic (Tomovision, Montréal) propose un outil permettant à l’utilisateur
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Figure 3.3 Utilisations typiques du Watershed. Image originale (A). Watershed appliqué
au gradient (B). Watershed contrôlé par marqueur (C). Les traits rouges et verts sont
tracés par l’utilisateur respectivement à l’extérieur et à l’intérieur de la structure visée.
Watershed stochastique tel que proposé par López-Mir et al. (2014) (D)
de générer divers niveaux de sur-segmentation et de manuellement fusionner les régions d’in-
térêt. Cependant, l’utilisation de marqueurs est possiblement la meilleure approche pour tirer
avantage de cette transformée, car son utilisation est simple, intuitive et le masque résultant
peut être corrigé avec peu d’interaction (Fig.3.3C). L’utilisation de marqueurs n’est pas sans
rappeler le populaire outil de segmentation interactif Graph-cut, abordé à la section 3.3.2.
Lapeer et al. (2002) ont proposé d’utiliser la segmentation Watershed interactive à l’aide de
marqueurs placés manuellement en combinaison avec la segmentation par contours actifs. Les
résultats préliminaires obtenus ont démontré une faisabilité sur des images IRM de foie et pour
d’autres organes tels les reins et le colon, des structures dont l’apparence est aussi très variable.
3.1.3.2 Segmentation du foie
Logeswaran et al. (2008) ont décrit une méthode basée sur la fusion de régions issues d’une
transformée Watershed. L’image initiale est d’abord prétraitée par un ﬁltre de lissage morpho-
logique pour réduire le nombre de minimums locaux avant d’être soumis à un ﬁltre de gradient
morphologique et à la transformée Watershed. Un coût de fusion est établi entre toutes les
régions adjacentes, basé sur les statistiques d’intensité à l’intérieur de chacune ainsi que l’in-
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tensité du gradient entre celles-ci. Les régions sont progressivement fusionnées jusqu’à ce que
le coût de fusion atteigne un seuil prescrit.
Récemment, López-Mir et al. (2014) ont présenté une méthode de segmentation automatique
du foie sur IRM basée sur une utilisation itérative et stochastique du Watershed contrôlé par
marqueurs. L’image initiale est séparée suivant une grille régulière où chaque cellule contient
un marqueur positionné aléatoirement. La position aléatoire des marqueurs internes est cepen-
dant contrainte à être située à l’intérieur du masque de segmentation d’une tranche adjacente
préalablement segmentée. Au ﬁl des itérations, chacun des marqueurs est repositionné aléa-
toirement et les lignes de Watershed résultantes sont accumulées de manière à produire une
carte de densité de probabilité représentant la frontière du foie. Puisque cette approche ne fait
pas appel à une hypothèse sur l’intensité de l’organe, il en résulte une approche relativement
robuste aux variations d’intensité présentes dans le foie sur les images IRM.
La transformée Watershed a été relativement peu utilisée pour segmenter le foie, malgré que
cette technique aide à simpliﬁer le problème de segmentation et peut modéliser localement
l’apparence des tissus. Quant à la segmentation vasculaire, ce n’est déﬁnitivement pas la bonne
approche, car la section transversale des vaisseaux est trop ﬁne et non-uniforme pour être
correctement repérée par le Watershed.
3.1.4 Texture et apprentissage
Le développement de classiﬁeurs évolués tirant avantage des caractéristiques de texture dans
l’image est une branche active de la recherche en segmentation, particulièrement depuis le re-
gain d’intérêt face aux réseaux de neurones artiﬁciels. En analysant la distribution des intensités
dans un voisinage autour de chaque pixel, il est possible d’extraire des quantités statistiques
permettant aux pixels d’être comparés selon des critères beaucoup plus riches en information.
Les caractéristiques de Haralick sont parmi les caractéristiques de texture les plus communes
et sont basées sur la matrice de co-occurrence des valeurs d’intensité, quantiﬁant entre autres
le nombre de fois qu’une paire de pixels ayant une intensité déﬁnie survient dans l’image. Une
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fois ces quantités calculées, les algorithmes de classiﬁcation tels que le k-means et les machines
à vecteurs de support arrivent à déterminer, dans ces espaces multidimensionnels, des critères
sufﬁsamment discriminants pour discerner l’apparence de structures très peu contrastées.
Dernièrement, des résultats très encourageants ont été obtenus grâce aux réseaux de neurones
convolutionnels profonds (Krizhevsky et al. (2012)). Ces techniques offrent l’avantage de dé-
terminer automatiquement les caractéristiques les plus discriminantes pour une tâche donnée,
plutôt que de reposer sur des caractéristiques conçues manuellement. Composés d’une série
de plusieurs couches convolutionnelles alternées de couches d’échantillonnage maximal, ces
réseaux parviennent à modéliser des caractéristiques visuelles hiérarchiques très complexes et
ainsi associer de manière robuste une classiﬁcation à des pixels dont l’apparence locale est
parfois très abstraite.
3.1.4.1 Segmentation du foie
La segmentation du foie a été l’objet de quelques études basées sur l’utilisation des textures
dans les images TDM. Lors du concours de segmentation SLIVER07, Susomboon et al. (2007)
ont proposé d’utiliser les descripteurs texturaux de Haralick combinés à un arbre de régression
suivi d’une croissance de région pour régulariser le contour du foie. Du à un ennui technique,
de mauvaises performances ont été obtenues durant le concours. Cependant, la suite des travaux
(Pham et al. (2007)) a démontré que la sensibilité et la spéciﬁcité de cette approche avoisinent
les 85%. Plus récemment, une étude exhaustive Rathore et al. (2011) a été réalisée pour compa-
rer la performance de plusieurs stratégies d’analyses de textures pour la segmentation du foie,
démontrant surtout l’intérêt de ces approches pour la détection de maladies diffuses comme la
stéatose et la cirrhose.
Les réseaux de neurones ont été utilisés par le passé pour la segmentation hépatique. Déjà
Tsai et Tanahashi (1994) proposaient d’utiliser l’apprentissage supervisé d’un réseau de neu-
rones artiﬁciel, entrainé sur des histogrammes à 16 classes extraits depuis des patches de 7×7,
pour classiﬁer les pixels à l’intérieur du foie, à l’extérieur et sur la frontière. Plus récemment,
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Masoumi et al. (2012) ont employé l’algorithme de Watershed combiné à un perceptron multi-
couche pour la segmentation d’images IRM. Dernièrement, Lu et al. (2016) ont tiré proﬁt des
réseaux de neuronnes convolutionnels profonds 3D combinés à une méthode Graph-cut pour la
segmentation du foie sur des images TDM. Les résultats obtenus sont prometteurs, comparable
à l’état de l’art, cependant l’algorithme automatique ne peut prendre en charge certains cas
atypiques tels que les acquisitions où le patient est étendu sur le côté, ou encore lorsque le foie
est en contact avec la rate.
Ces approches, davantage reliées au domaine de l’intelligence artiﬁcielle, font généralement
appel à l’entraînement supervisé d’un modèle par présentation successive d’exemples labelli-
sés. Cela implique nécessairement la mise en place d’une banque de données d’entraînement
qui doit potentiellement contenir des centaines d’images segmentées avant de pouvoir atteindre
des performances satisfaisantes, une considération à prendre lorsque la disponibilité des don-
nées est limitée. Une branche active de ce domaine cherche d’ailleurs à trouver des stratégies
d’entraînement semi— ou non-supervisées pour tirer avantage des données non labellisées
(Valpola (2014)), beaucoup plus disponibles.
3.2 Segmentation par modèles
La limite principale des méthodes basées sur les niveaux de gris est leur incapacité à contraindre
la forme de la segmentation. Bien souvent, il est possible d’estimer la forme locale ou globale
de la structure à segmenter et d’incorporer cette information a priori dans la méthode de seg-
mentation aﬁn de contraindre le masque résultant à un ensemble de formes plausibles. Cette
section donne un aperçu des techniques employées pour implémenter cette notion de contrôle
de forme.
3.2.1 Contrainte de forme locale
L’expression la plus intuitive de cette notion est fort probablement les contours actifs, appelé
Snakes, décrit initialement par Kass et al. (1988) il y a plus de 25 ans. Suivant cette formulation,
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la segmentation d’une structure est exprimée par un contour explicite déﬁni par un ensemble
de points reliés entre eux. Aﬁn d’intégrer un contrôle local de la forme, une fonction d’éner-
gie (Eq.3.1a) est déﬁnie, composée de forces internes Eint et externes Eext évaluées en chaque
point (Fig.3.4A). Les forces externes (Eq.3.1c) représentent l’information contenue dans le
gradient de l’image, tandis que les forces internes (Eq.3.1b) sont proportionnelles à la courbure
du contour et dépendent de la rigidité choisie. En utilisant la méthode d’Euler-Lagrange, cette
fonction d’énergie peut être efﬁcacement minimisée, soit en modiﬁant itérativement la forme
du contour jusqu’à ce qu’il épouse les caractéristiques saillantes dans l’image. Plusieurs amé-
liorations ont été proposées à cette formulation, comme la force de ballon (Cohen (1991)), une
force additionnelle normale au contour permettant à celui-ci de se «gonﬂer» le long de régions
uniformes. Une autre amélioration est le gradient vector ﬂow (Xu et Prince (1997)), qui diffuse
le gradient de l’image aﬁn d’attirer le contour lorsque celui-ci se trouve loin des frontières de
la structure visée.
Esnakes =
∫ 1
0
(Eint(v(s))+Eext(v(s)))ds ou` (3.1a)
Eint =
1
2
(α(s)|vs(s)|2+β (s)|vss(s)|2) (3.1b)
Eext =−|∇I(x,y)|2 (3.1c)
Peu de temps après la publication des Snakes, Osher et Sethian (1988) ont proposé les Level-
set, une méthode numérique permettant de modéliser la propagation de front ayant une vitesse
dépendante de leur courbure. Particulièrement bien adaptée à la segmentation d’images mé-
dicales, cette formulation outrepasse la paramétrisation du contour en le représentant par le
niveau zéro d’une fonction de co-dimension 1. Ainsi, un contour 2D est représenté par une
matrice dont les valeurs négatives correspondent à l’intérieur de la segmentation et les valeurs
positives, à l’extérieur. Cette représentation implicite évolue suivant une fonction de vitesse,
déﬁnie en tout point de l’image et dépendante d’une fonction de coût et de la courbure du
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contour. En étant ainsi indépendant d’une paramétrisation ﬁxe, le contour peut librement chan-
ger de topologie puis se scinder en plusieurs régions, ou à l’inverse fusionner des régions
distinctes (Fig.3.4B). Ce cadre numérique de propagation de front a notamment été utilisé pour
formuler de manière plus générale le concept de contour actif, appelé contour actif géodésique
(Caselles et al. (1997)), une technique aujourd’hui très populaire en segmentation d’images
médicales. Plusieurs améliorations ont également été proposées au ﬁl des années, comme l’uti-
lisation d’une force supplémentaire basée sur la différence d’intensité moyenne interne et ex-
terne, particulièrement utile lorsque les frontières de la structure visée sont ﬂoues (Chan et Vese
(2001)).
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Figure 3.4 Segmentation par contours actifs. (A) L’évolution des Snakes est dictée par
des forces internes, des forces externes et une force de ballon. (B) La formulation
Levelset supporte la séparation et la fusion de régions, puis est représentée par une
fonction implicite.
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3.2.1.1 Segmentation interactive
Les contours actifs se prêtent bien à une utilisation interactive, car cette technique nécessite
une segmentation initiale approximative qui peut être fournie par l’utilisateur. Par exemple, le
logiciel Slice-O-matic (Tomovision, Montréal) propose une implémentation du Snake en opti-
misant le contour d’un polygone tracé par l’utilisateur. Les Sketch-snakes (McInerney (2008))
est une approche plus évoluée dont l’initialisation consiste à tracer des lignes transversales pour
générer un contour B-Splines qui est ensuite optimisé par un contour actif. Cette implémen-
tation tire avantage des tablettes dont le stylo est sensible à la pression pour dynamiquement
modiﬁer localement les paramètres de rigidité du contour actif et imposer des contraintes posi-
tionnelles fortes. ITK-Snap 2 (Yushkevich et al. (2006)) propose un outil basé sur les contours
actifs géodésiques où l’utilisateur déﬁnit un masque initial puis contraint les régions dans les-
quelles celui-ci peut se propager par un second masque, obtenu par une autre méthode de
segmentation, telle que les k-means.
Les contours actifs ont été utilisés spéciﬁquement pour la segmentation interactive du foie
par Dawant et al. (2007) lors du concours SLIVER07. Dans leur implémentation, l’utilisateur
trace grossièrement les contours du foie sur quelques tranches, puis ceux-ci sont convertis en
contour actif et propagés par la méthode des Levelset. La fonction de vitesse est modiﬁée dy-
namiquement en accumulant les pixels traversés par le front ayant un fort gradient, permettant
au contour d’outrepasser des structures ﬁnes avant de s’arrêter à la frontière du foie. Le contour
des tranches manquantes est obtenu par interpolation. Lee et al. (2007) ont quant à eux proposé
d’appliquer un ﬁltre de diffusion pour lisser l’intérieur du foie et ainsi régulariser la fonction
de vitesse. Leur méthode est initialisée par deux points aux apex distal et proximal de l’organe,
puis les résultats de segmentation sur une tranche sont propagés sur les tranches adjacentes.
Wimmer et al. (2007) ont décrit une méthode où une forme initiale 3D est interpolée depuis
quelques contours tracés manuellement par l’utilisateur depuis les vues multiplanaires. Cette
forme est ensuite optimisée par un contour actif géodésique, dont la vitesse décroit à mesure
que celui-ci s’éloigne de la forme initiale. Cette approche, qui intègre aussi un concept de
2. www.itksnap.org
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contrôle de forme global, a obtenu parmi les meilleurs résultats sur la base de données SLI-
VER07. Cette approche de modélisation surfacique par interpolation de contours a été décrite
à nouveau par Heckel et al. (2011) pour la segmentation de divers organes, cependant aucune
forme d’optimisation surfacique n’a été proposée.
3.2.1.2 Segmentation du foie
Les contours actifs font partie des approches les plus communes pour segmenter automatique-
ment le foie, cependant ces algorithmes sont davantage utilisés pour rafﬁner une segmenta-
tion grossière obtenue par une méthode tout autre, souvent basée sur les niveaux de gris. Par
exemple, Wang et al. (2008) ont utilisé le classiﬁeur fuzzy c-means sur des caractéristiques de
textures obtenues depuis des fenêtres 8×8 pour initialiser un contour actif avec gradient vector
ﬂow. Alomari et al. (2008) ont plutôt obtenu un masque initial avec un méthode de classiﬁca-
tion basée sur les champs aléatoires de Markov. Abdel-massieh et al. (2010) ont utilisé un ﬁltre
de mean-shift suivi d’un seuil adaptatif et d’opérations morphologiques pour créer un masque
initial. Huynh et al. (2014) ont appliqué un ﬁltre de diffusion anisotrope sur des images IRM,
puis se sont servi de ce résultat pour générer une forme initiale avec un algorithme de fast mar-
ching, ensuite optimisée par un contour actif géodésique. Plus récemment, Bereciartua et al.
(2016) ont combiné plusieurs séquences IRM pour générer une carte de probabilité du foie qui
est ensuite segmentée par un contour actif 3D.
Comme discuté à la section 3.1, les approches basées sur les niveaux de gris sont très sensibles
aux faibles contrastes et à la présence de tumeurs. Pour augmenter la robustesse de l’initia-
lisation, Fernandez-de Manuel et al. (2009) ont utilisé une pyramide multi résolution aﬁn de
progressivement faire évoluer un contour actif géodésique à différentes échelles, limitant la
possibilité que le contour reste coincé dans un minimum local. Une autre approche consiste à
utiliser le résultat de segmentation des tranches adjacentes pour propager les contours (Jawar-
neh et al. (2010); Zwettler et al. (2009)).
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Les principales difﬁcultés liées à l’utilisation des contours actifs sont l’initialisation et le choix
des divers paramètres libres. Bien que les Snakes et la méthode des Levelset offrent un cadre
numérique très bien déﬁni pour faire évoluer des contours dans une image, ceux-ci auront
tendance à converger facilement dans un minimum d’énergie local s’ils sont initialisés trop
loin de la solution visée, où encore si leurs paramètres d’évolution sont trop restrictifs ou
permissifs. On peut afﬁrmer que plusieurs de ces approches produiront d’excellents résultats
pour la segmentation du foie sains où l’intensité de l’organe sera très distincte sur les images
TDM. En revanche choisir un jeu de paramètres unique ou dynamique pouvant prendre en
compte les variations d’intensité sur IRM ou encore les lésions hypodenses sur TDM est une
tâche difﬁcile, parfois impossible.
3.2.1.3 Segmentation vasculaire
Intuitivement, la segmentation des vaisseaux sanguins peut bénéﬁcier d’un contrôle local de
forme, car celle-ci s’apparente nécessairement à une structure tubulaire. Cette caractéristique
morphologique a été exploitée dans nombre d’approches, dont la plus populaire est certaine-
ment le ﬁltre de Frangi (Frangi et al. (1998)), qui consiste à réaliser une analyse en composante
principale de la matrice Hessienne associée à chaque pixel de l’image. En combinant adéqua-
tement les composantes principales de ce tenseur de forme, il est possible d’établir une mesure
de la tubularité pour chaque pixel d’une image (Fig.3.5). En répétant cette analyse dans un
espace multiéchelle, la réponse maximale du ﬁltre de Frangi est préservée à chaque échelle,
permettant d’estimer le rayon de la structure tubulaire visée. L’application de ce ﬁltre pro-
duit une réponse maximisant le signal au centre des structures tubulaires, cependant pour la
segmentation vasculaire hépatique, le résultat obtenu n’est pas sufﬁsamment spéciﬁque étant
donnée la nature bruitée des images médicales. Pour extraire un masque ou une représentation
surfacique adéquate des vaisseaux, il est nécessaire de combiner cette approche à une méthode
de segmentation dédiée. Freiman et al. (2009) ont par exemple proposé de combiner, dans une
cadre de segmentation variationnel, le signal du ﬁltre de Frangi avec une mesure de la concor-
dance tangentielle entre la segmentation et l’image originale, imposant ainsi la continuité des
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structures où la réponse du ﬁltre est faible, comme aux bifurcations. Les résultats obtenus dé-
montrent clairement l’avantage d’une telle approche versus l’utilisation d’un simple seuil sur
la réponse du ﬁltre de tubularité, tel que proposé par Sato et al. (1997).
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Figure 3.5 (A) Étant donné un segment tubulaire (cylindre vert), l’analyse en
composante principale du tenseur Hessien révèle les valeurs propres λ1,λ2 et λ3. Les
proportions relatives des valeurs propres renseignent sur la forme et l’apparence locale de
la structure sous-jacente. (B) Image initiale et (C) image rehaussée par le ﬁltre de
tubularité de Frangi.
Comme discuté précédemment à la section 3.1.2.3, la croissance de région peut s’avérer efﬁ-
cace pour extraire des structures tubulaires arborescentes. En intégrant une mesure de tubularité
dans le critère de similarité, cela rend cette approche encore plus robuste. Cette astuce a pour
effet d’assurer la connexion entre les régions ayant une forte réponse au ﬁltre de tubularité
tout en ne considérant pas les faux négatifs souvent situés en bordure du foie. C’est l’approche
qu’ont employé Marius Erdt et Suehling (2008), qui ont implémenté le ﬁltre et la croissance
de région sur GPU de manière à rendre cette méthode interactive pour permettre à l’utilisa-
teur de choisir les meilleurs paramètres en temps réel. Drechsler et al. (2013) ont employé une
variante de la croissance de région, la propagation de fronts simultanés, leur permettant d’as-
surer un meilleur contrôle sur les fuites encourues. Wang et al. (2014) ont aussi employé la
croissance de région, suivi d’une squelettisation puis d’un rafﬁnement basé sur une analyse du
graphe obtenu.
Parmi les approches visant à extraire une segmentation depuis la réponse d’un ﬁltre de tubu-
larité, on compte également l’utilisation de contours actifs. Shang et al. (2011) ont adapté la
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méthode Levelset à la segmentation vasculaire en intégrant directement dans le terme de vitesse
le champ vectoriel issu de l’analyse en composante principale du Hessien, puis en modiﬁant le
terme de régularisation pour l’adapter aux structures tubulaires. Pizaine et al. (2011) ont quant
à eux employé une approche alternative de modélisation implicite en optimisant les lignes cen-
trales et le rayon des segments vasculaires plutôt que de rechercher directement la surface des
vaisseaux. Yang et al. (2006) on utilisé une stratégie bayésienne au lieu d’un ﬁltre de tubularité
pour diriger un contour actif aﬁn d’extraire les arbres vasculaires du foie depuis des images
IRM à des ﬁns de mécanique des ﬂuides numérique.
Les méthodes mentionnées jusqu’à présent ont pour objectif d’extraire un masque unique de
l’arbre vasculaire, une représentation certes utile, mais qui ne renseigne pas sur la topologie
de l’arbre. Dans le contexte de la segmentation hépatique, il est essentiel de connaître la rela-
tion parent-enfant de chaque segment vasculaire aﬁn d’estimer les diverses zones de perfusion
du parenchyme. Pour récupérer cette information topologique, ce masque doit être converti en
une représentation symbolique comprenant des segments vasculaires et des bifurcations. Pour
ce faire, le masque est d’abord squelettisé, puis converti en un graphe composé de nœuds et
de segments. Puisque la segmentation initiale des vaisseaux sanguins est rarement parfaite, ce
graphe contient généralement plusieurs anomalies, telles que des embranchements erronés ou
des segments inexistants. Pour remédier à cette situation, Selle et al. (2000) ont proposé de tra-
verser le graphe depuis la racine en sectionnant progressivement les boucles aﬁn de le conver-
tir en un graphe dirigé acyclique (GDA). Chen et al. (2011) se sont attardés spéciﬁquement
à cette problématique en considérant plusieurs attributs supplémentaires dans l’agrégation des
segments vasculaire en GDA, tels que l’angle de bifurcation et la conservation du ﬂux sanguin,
rendant plus robuste la reconstruction de l’arbre. Ces mêmes attributs ont été utilisés dans un
cadre probabiliste par Kang et al. (2014).
Les méthodes précédentes sont fortement dépendantes de la qualité de la segmentation initiale.
Lorsque celle-ci n’est pas sufﬁsamment précise, elle peut donner lieu à plusieurs segments
et connexions erronés dans le graphe qui en découle, compliquant son analyse. Une alterna-
tive consiste à générer directement ce graphe depuis les lignes centrales vasculaires au lieu de
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tenter de modéliser la surface des vaisseaux directement. En procédant ainsi, l’angle de bifur-
cation des vaisseaux et la conservation du ﬂux peuvent servir de critère pour progressivement
reconnecter les segments vasculaires entre eux. Cette approche permet de mieux discerner les
vaisseaux adjacents et offre un meilleur contrôle sur la topologie de l’arborescence résultante.
Chi et al. (2010) ont employé une idée similaire en agrégeant progressivement un masque volu-
mique sur la base d’un potentiel de connectivité associé à chaque pixel. Les masques tubulaires
sont ensuite groupés pour créer les arbres portal et veineux complets. Bauer et al. (2010) ont
proposé une approche séquentielle où la réponse d’un ﬁltre de tubularité inspiré par Krissian
et al. (2000) est utilisé pour extraire un ensemble de lignes centrales à l’aide d’un algorithme
de suivi de crête (Aylward et Bullitt (2002)). Ces lignes centrales sont ensuite progressivement
reconnectées entre elles suivant la reconnexion la plus plausible. La surface des vaisseaux est
ﬁnalement générée grâce à un algorithme de Graph-Cut.
L’arborescence vasculaire du foie se développe depuis la veine porte, d’un diamètre d’une
quinzaine de mm, jusqu’au niveau cellulaire. Après seulement quelques embranchements, la
section transversale des vaisseaux ne mesure plus que quelques pixels sur les images TDM
et IRM. Puisque peu d’information est disponible à cette échelle et que ces modalités sont
intrinsèquement bruitées, il est essentiel d’intégrer un modèle de tubularité à la méthode de
segmentation employée pour espérer extraire ces structures ﬁnes.
3.2.2 Contrainte de forme globale
Pour palier à la difﬁculté qu’ont les contours actifs à modéliser adéquatement l’apparence du
parenchyme et de sa frontière pour permettre une propagation contrôlée des contours, une stra-
tégie consiste à contraindre non seulement la courbure que peut prendre localement un résultat
de segmentation, mais également la forme globale que celle-ci peut prendre. Une des premières
tentatives d’imposer cette contrainte a été présentée par Soler et al. (2000a) qui a employé un
modèle surfacique du foie, qui une fois placé dans le volume de données est déformé vers des
points caractéristiques dans l’image tout en observant une contrainte de force le contraignant à
respecter sa forme originale. Bien que cette approche réussit à contenir toute fuite de la segmen-
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tation dans des organes adjacents, le modèle initial unique n’est pas sufﬁsamment générique
pour arriver à modéliser le spectre de morphologies hépatiques rencontrées en pratique.
Une stratégie aujourd’hui bien connue pour répondre à ce besoin consiste à utiliser les modèles
statistiques de forme, introduit par Cootes et al. (1995). Cette approche consiste à établir une
correspondance entre plusieurs modèles préalablement segmentés, de manière à couvrir la va-
riabilité de forme existant dans une population donnée. En réalisant par la suite une analyse
en composantes principales de la covariance des paramètres de chaque forme, il est possible
de déterminer un ensemble restreint de combinaisons de paramètres permettant de générer des
formes nouvelles combinant les différentes caractéristiques morphologiques présentes dans la
base de données. Cette approche a été utilisée avec succès pour la segmentation du foie par
Lamecker et al. (2004) ainsi que par Heimann et al. (2007). Lors du concours SLIVER07, les
méthodes contraintes par un modèle de forme global ont été parmi les plus robustes et les plus
performantes dans la catégorie segmentation automatique. Cependant, l’une des conclusions
tirées du concours est que les méthodes automatiques basées sur l’apprentissage de modèles
statistiques, malgré leur apport signiﬁcatif à la robustesse des méthodes, sont trop contrai-
gnantes pour modéliser l’organe avec précision, notamment dû à la variabilité morphologique
très importante (Heimann et al. (2009)). Pour arriver à atteindre une précision satisfaisante, une
seconde méthode de segmentation, faisant ﬁt des contraintes globales, est souvent nécessaire.
Dernièrement, Tan et al. (2015) ont proposé une méthode de correction de maillage surfacique
destiné à corriger efﬁcacement les résultats de segmentations. Les résultats préliminaires obte-
nus sur des images IRM de foie démontre l’intérêt de cette approche face au Graph-cut et au
Livewire 3D (Hamarneh et al. (2005)).
Cette idée a été exploitée dernièrement par divers auteurs. Linguraru et al. (2010) ont construit
un atlas probabiliste du foie et de la rate en n’utilisant uniquement que 10 examens TDM.
Les images d’origine sont d’abord recalées entre elles de manière non rigide et l’atlas est
généré en moyennant les segmentations associées dans ce référentiel commun. Cet atlas est
ensuite transposé sur de nouvelles images par recalage inverse, produisant une segmentation
grossière qui est ensuite rafﬁnée par un contour actif géodésique. Li et al. (2013) ont également
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utilisé un atlas de forme, cette fois-ci combiné à un modèle d’apparence probabiliste pour
modéliser plusieurs organes abdominaux. Le modèle de probabilité jointe d’intensité et de
forme est optimisé par une variante de l’algorithme d’espérance-maximisation. Wang et al.
(2015) ont employé une approche similaire, cependant optimisée par une méthode Levelset.
Wang et al. (2013) ont proposé d’utiliser un modèle statistique où de nouvelles formes de foie
sont générées depuis une composition linéaire de quelques exemples issus d’une banque de
segmentation, découplant ainsi le modèle statistique surfacique de la paramétrisation imposée
par l’analyse en composante principale.
Les modèles de forme globale issus de banques de données statistiques font partie des mé-
thodes de segmentation les plus robustes présentées jusqu’à aujourd’hui dans la littérature.
Celle-ci ne requiert parfois que quelques instances pour populer la banque de données et de-
meure robuste face à plusieurs des problématiques soulevées jusqu’à maintenant, comme les
variations d’intensité et la présence de tumeurs périphériques et d’organes adjacents d’appa-
rence similaire. Cette approche présente toutefois deux désavantages principaux : elle requiert
un effort supplémentaire pour créer une base de données représentative de l’organe à modé-
liser, et elle risque de ne pas converger sur des morphologies de foie atypiques, couramment
rencontrées suite à une intervention chirurgicale, une embolisation portale ou encore chez les
patients cirrhotiques.
3.3 La segmentation par graphe
La dernière classe d’algorithmes de segmentation abordée regroupe les méthodes considérant
l’image comme un graphe où les nœuds représentent les pixels dans l’image et les arêtes repré-
sentent des paires de pixels, le plus souvent les quatre ou six voisins immédiats. L’objectif est
de déterminer, à l’aide d’algorithmes d’optimisation combinatoire, le jeu d’arêtes déﬁnissant
la frontière d’une structure tout en minimisant une certaine fonction de coût associée. Deux
approches principales existent pour réaliser cette tâche : la recherche d’un chemin minimal
traversant le graphe ou un partitionnement optimal du graphe.
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3.3.1 Chemin minimal
La recherche d’un chemin de coût minimal dans un graphe est un problème classique d’algèbre
combinatoire dont l’algorithme de Dijkstra est certainement la méthode la plus courante pour
le résoudre. Étant donné un graphe où chaque arête est pondérée par une fonction de coût,
l’algorithme établit progressivement, depuis un nœud déﬁni comme source, le coût cumulé
minimal pour atteindre chacun des pixels dans l’image. Le chemin de coût minimal peut ensuite
être récupéré, depuis chaque pixel jusqu’à la source, grâce à une simple descente de gradient
le long de cette carte de distance (Fig.3.6A). Il est commun d’utiliser cet algorithme avec une
fonction de coût basée sur l’inverse du gradient de l’image, de manière à ce que le chemin
minimal suive la frontière d’une structure entre deux points placés sur celle-ci.
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Figure 3.6 Segmentation par chemin minimal. (A) Chemin minimal reliant les point 1 et
2 (Bleu = courte distance, rouge = distance élevée) (B-C) Approche par faisceaux de
chemins minimums telle que décrite par Rouchdy et Cohen (2013)
3.3.1.1 Segmentation interactive
La recherche de chemin minimal est l’algorithme derrière l’un des outils les plus communs en
segmentation, soit le Live Wire, aussi appelé lasso magnétique. Pour utiliser cet outil, l’utili-
sateur n’a qu’à déﬁnir itérativement une série de nœuds dans l’image le long de la frontière
de la structure visée. Chaque fois qu’un nœud est placé, le coût du chemin minimal associé à
tous les autres pixels est calculé. Au déplacement de la souris, l’actuel chemin minimal vers le
pixel situé sous le curseur est calculé instantanément puis afﬁché à l’utilisateur, qui n’a qu’à
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choisir l’endroit le plus satisfaisant pour déposer le prochain nœud. Dans son implémentation
originale (Falcão et al. (1998)), plusieurs fonctions de coût peuvent être associées à chaque
arête, notamment pour prendre en compte l’orientation du contour aﬁn de déﬁnir l’intérieur
et l’extérieur de la structure, ainsi qu’une fonction de distance issue de la segmentation de la
tranche précédente. Une stratégie d’entraînement est même proposée pour déterminer quelle
combinaison de ces fonctions de coût est optimale pour une application donnée.
Le calcul du chemin minimum peut s’avérer coûteux en temps de calcul si le domaine de
l’image est substantiel, tel qu’une radiographie de 2024×2048 pixels. Pour limiter le nombre
d’opérations nécessaires, l’approche Live Lane (Falcão et al. (1998)) limite la recherche du
chemin minimal à une région carrée déﬁnie autour du dernier nœud entré par l’utilisateur. Le
Live Wire on-the-ﬂy (Falcão et al. (2000)) est une implémentation encore plus rapide, où des
résultats intermédiaires sont réutilisés pour récupérer un chemin minimal depuis des segments
calculés indépendamment, rendant cette méthode réellement interactive sur de grandes images.
Même s’il n’existe pas d’extension 3D directe au concept de chemin minimal, diverses straté-
gies ont été employées pour étendre ce concept à la segmentation surfacique, comme le calcul
d’une surface intermédiaire entre une série de contours générés interactivement (Hamarneh
et al. (2005)). Grady (2010) a proposé une adaptation surfacique du concept de chemin mini-
mal, où la segmentation peut-être initialisée par un simple contour fermé et la surface résultante
peut se séparer et se fusionner au ﬁl des tranches.
L’algorithme de Dijkstra n’est pas sans rappeler la propagation de front calculée par la méthode
des Levelset. Effectivement, le chemin minimal peut être considéré comme un cas particu-
lier stationnaire des Levelset, pouvant être obtenu avec la méthode de Fast Marching (Sethian
(1996)). Cette méthode a pour avantage de calculer une distance géodésique exacte, et de ré-
soudre le problème de métrication affectant la méthode de Dijkstra. Bai et Sapiro (2007) ont
exploité ce concept en calculant une distance topologique depuis un ensemble de marqueurs dé-
ﬁnis dans l’image. En déﬁnissant quelques traits dans chacune des régions à segmenter, l’image
est partitionnée de manière à ce que chaque pixel soit apparié au marqueur le plus près, selon
une distance géodésique. Une version 3D et optimisée de cet algorithme a été présenté par Cri-
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minisi et al. (2008), rendant cette approche de segmentation tout à fait interactive même pour
de larges images volumiques.
3.3.1.2 Segmentation vasculaire
Il est intuitif de penser que les algorithmes de chemin minimal soient efﬁcaces pour modéliser
les vaisseaux sanguins dans les images médicales. De nombreux travaux, notamment ceux de
Deschamps et Cohen (2001), reposent sur l’utilisation de la méthode Fast-Marching pour suivre
avec précision la lumière de structures tubulaires, à des ﬁns d’endoscopie virtuelle ou de seg-
mentation d’images rétinographiques. Benmansour et Cohen (2010) ont modiﬁé leur approche
initiale en intégrant directement le rayon dans la recherche de chemin minimal, rendant cette
approche très robuste au bruit et aux structures adjacentes. Dans le contexte d’arborescence
vasculaire, l’ennui principal de cette méthode est la nécessité de spéciﬁer un point d’origine et
un point cible pour lancer l’algorithme. Bien que cette approche soit praticable pour quelques
branches vasculaires, comme pour une angiographie coronarienne, modéliser les arbres vascu-
laires du foie nécessiterait d’identiﬁer plus d’une centaine de bifurcations.
Des solutions ont été proposées à cette impasse. Rouchdy et Cohen (2013) ont décrit un sys-
tème de vote géodésique où une myriade de chemins minimums sont calculés entre la racine
d’un arbre et un ensemble de voxels déterminés aléatoirement. La combinaison de ces che-
mins fait apparaître des faisceaux de chemins minimums indiquant une concentration du ﬂux
sanguin, laissant apparaître les bifurcations naturellement présentes dans l’image (Fig.3.6C).
Une approche similaire a été employée pour la segmentation vasculaire hépatique par Bruy-
ninckx et al. (2010). Les chemins minimums reliant la racine du tronc portal à tous les voxels
dont l’intensité dépasse un certain seuil sont d’abord calculés et utilisés pour générer un jeu
de segments vasculaires et de bifurcations potentielles. Le sous-ensemble de ces segments mi-
nimisant le volume de perfusion total et représentant l’arbre vasculaire le plus plausible selon
le principe de Murray (r3parent = ∑r3en f ant) (Murray (1926)) est ensuite déterminé grâce à un
algorithme de colonies de fourmis.
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L’extraction d’arbres vasculaires à l’aide de chemins minimums requiert une méthode complé-
mentaire pour modéliser la topologie de l’arborescence. Cependant, au niveau de l’extraction
des segments vasculaires indépendants, il s’agit certainement d’une méthode très robuste au
bruit, qui peut être facilement guidée par l’utilisateur en imposant des points de contrôles
supplémentaires.
3.3.2 Graph-cut
Le deuxième paradigme en segmentation par graphe, appelé Graph-cut, considère l’image
comme un réseau de ﬂot, analogue à un réseau de tuyaux où circule un ﬂuide entre deux nœuds
ﬁctifs, une source et un puits, représentant l’avant-plan et l’arrière-plan de la structure visée.
Chaque nœud et chaque arête du graphe est pondéré par une fonction de capacité, représentant
respectivement la probabilité qu’un voxel appartienne à l’avant-plan et la probabilité qu’une
paire de pixels appartiennent à la frontière entre deux régions. L’objectif du Graph-cut est de
déterminer le jeu d’arêtes à retirer de ce graphe de ﬂot de manière à séparer les nœuds source
et puits tout en partitionnant le graphe de manière à ce que la découpe ait une capacité mini-
male (Fig.3.7A). Suivant le théorème max-ﬂow/min-cut, la coupe minimale d’un graphe de ﬂot
est équivalent à déterminer le ﬂot maximal entre la source et le puits. Plusieurs algorithmes
existent pour résoudre ce problème, comme l’algorithme de Ford-Fulkerson. Contrairement
aux contours actifs et aux algorithmes de chemin minimal, cette méthode de segmentation per-
met une minimisation globale de la fonction de coût et s’applique directement aux problèmes
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à n-dimension. La fonction d’énergie à minimiser correspond généralement à l’équation sui-
vante :
E(A) = R(A)+B(A) (3.2a)
R(A) = ∑
p∈P
Rp(Ap) (3.2b)
B(A) = ∑
{p,q}∈N
Bp,qδAp =Aq (3.2c)
où A est un partitionnement donné, N est le voisinage d’un pixel, R correspond au coût attribué
à chaque pixel, et B est le coût de frontière associé aux arêtes situées sur la frontière entre
l’avant-plan et l’arrière-plan.
R(A) B(A)
s
t
A B
Pixels extérieurs
Pixels intérieurs
Ligne centrale
Surface extraite
Figure 3.7 (A) La segmentation par graph-cut cherche à partitionner un graphe de
manière à séparer les noeuds source [t] et puits [s]. (B) La segmentation vasculaire par
graph-cut peut être initialisée depuis les lignes centrales et une estimation du rayon, tel
que décrit par Bauer et al. (2010).
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3.3.2.1 Segmentation interactive
La segmentation interactive a été l’une des premières applications utilisant l’algorithme du
Graph-cut. Boykov et Jolly (2001) ont proposé un outil ne nécessitant que quelques interactions
grossières de la part de l’utilisateur. En traçant un ou plusieurs traits à l’intérieur et à l’extérieur
de la structure visée, le coût associé aux nœuds et aux arêtes entre les nœuds sources et/ou puits
est modiﬁé de manière à ce que le partitionnement ﬁnal contienne nécessairement les pixels
identiﬁés. Dans l’éventualité où l’image doit être segmentée en plus de deux régions (arrière-
plan et avant-plan), des algorithmes plus évolués, basés sur le Graph-cut, ont été développés,
comme l’expansion—α et le α −β -swap.
Le Graph-cut a été utilisé par plusieurs auteurs dans le contexte de la segmentation hépatique
interactive. Chen et al. (2011) ont employé cette approche en déﬁnissant un terme de région
basé sur un modèle d’apparence gaussienne estimé depuis quelques traits tracés par l’utilisa-
teur à l’intérieur du foie, tandis qu’une série d’heuristiques sont utilisées pour identiﬁer les
pixels appartenant à l’arrière-plan. Stawiaski et al. (2008) ont appliqué le Graph-cut de ma-
nière interactive sur un graphe issue d’une transformée Watershed pour segmenter le foie et
les lésions hépatiques. En utilisant cette technique, les densités de probabilités associées au
terme de région et de frontière sont calculées depuis la sursegmentation, ce qui a pour effet
de régulariser spatialement le terme de région et de contraindre les frontières aux lignes du
Watershed. Hu et al. (2012) ont intégré la notion de champ aléatoire conditionnel (CRF) au
Graph-cut, ce qui leur permet de se servir des traits tracés par l’utilisateur et de la segmentation
des tranches adjacentes pour modéliser une densité de probabilité non paramétrique du terme
de région et de frontière. Cette méthode s’avère plus robuste au bruit ainsi qu’aux frontières
ﬂoues. Un des déﬁs de l’utilisation du Graph-cut repose dans le choix d’une fonction de coût
appropriée. Bien que cet algorithme puisse trouver un minimum global de la fonction choisie,
dans sa forme la plus simple il n’intègre pas de contrainte de forme pour régulariser la courbure
du masque ﬁnal, une caractéristique désirable pour la segmentation du foie sur TDM et IRM.
Pour intégrer ces contraintes, Beichel et al. (2007) ont appliqué un ﬁltre de lissage modulé par
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la direction du gradient, depuis lequel une valeur de surfacité est calculée et ajoutée au terme
de frontière (Eq.3.2c), une stratégie similaire au tenseur de forme (Fig.3.5A).
3.3.2.2 Segmentation du foie
Bien que la méthode du Graph-cut soit généralement appliquée de manière interactive, elle
se prête tout aussi bien à une utilisation automatique, où les traits tracés par l’utilisateur sont
remplacés par une méthode d’initialisation automatique.
Massoptier et Casciaro (2007) ont employée cette méthode avec une initialisation basée sim-
plement sur un ﬁltre mean-shift suivi d’un seuil adaptatif pour identiﬁer automatiquement les
pixels situés à l’intérieur et à l’extérieur du foie. Les pixels restants n’appartenant ni à l’avant-
plan ou à l’arrière-plan sont ensuite partitionnés par la méthode des Graph-cut. En utilisant la
même initialisation, les auteurs ont conclu que cette méthode est supérieure pour la segmen-
tation du foie et des lésions que les contours actifs (Casciaro et al. (2012)). Casiraghi et al.
(2007) se sont appuyé sur une segmentation conjointe de cinq organes abdominaux différents
en utilisant la méthode d’α-expansion suivie d’une phase de rafﬁnement basée sur des seuils,
des opérations morphologiques et une croissance de région. Chen et al. (2010) ont employé
cette méthode pour segmenter le foie depuis des images OpenMRI, une modalité offrant par-
ticulièrement peu de contraste étant donné le faible champ magnétique. Les pixels sources et
puits sont initialisés grâce à un algorithme de classiﬁcation k-means. Aﬁﬁ et Nakaguchi (2012)
se sont appuyé sur la segmentation d’une tranche initiale, soit la tranche transversale où le foie
a une superﬁcie maximale, pour estimer l’intensité moyenne du foie et ajuster les paramètres du
Graph-cut. Les pixels extérieurs et intérieurs utilisés pour initialiser l’algorithme sont obtenus
respectivement par dilatation et érosion de la segmentation de la tranche précédente. Dans cette
approche, la propagation de la segmentation s’est avérée relativement robuste à la présence de
lésions, une performance intéressante considérant l’absence de contrainte de forme globale.
Chen et al. (2012) ont élaboré une méthode où un modèle d’apparence statistique est d’abord
construit puis initialisé à l’aide d’une méthode pseudo-3D utilisant le Livewire. Lorsque l’ins-
tance du modèle statistique est correctement positionnée dans le volume de données, celui-ci
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est utilisé pour ajuster la fonction de coût d’une méthode de Graph-cut utilisée pour extraire la
surface ﬁnale. Plus récemment, Peng et al. (2015) ont proposé un modèle d’apparence basé sur
la variance et les local binary patterns (LBP) pour représenter à la fois l’apparence du tissue
hépatique sain et des lésions. La carte de probabilité résultante est segmentée par la méthode
du Graph-cut.
Les méthodes de segmentation présentées jusqu’à présent ont été appliquées sur un graphe de
ﬂot généré depuis la position des voxels dans l’image. Une alternative consiste à générer un
graphe non pas aligné sur les voxels mais sur un réseau quelconque. C’est l’approche employée
par Li et al. (2006), où un graphe est généré depuis les vecteurs normaux d’un ensemble de
modèles surfaciques interdépendants positionnés dans le volume de données. La coupe mini-
male obtenue par Graph-cut permet d’extraire directement un nouveau modèle surfacique des
organes sous-jacents, tout en intégrant une contrainte sur la courbure locale de l’objet. Cette
approche a été utilisée pour la segmentation du foie par Zhang et al. (2010), qui ont utilisé un
modèle statistique surfacique pour initialiser un graphe dont les nœuds sont échantillonnés sur
les vecteurs normaux du modèle surfacique. Les résultats obtenus suggèrent que l’utilisation
du Gaph-cut permet d’atteindre une meilleure précision que l’utilisation simple d’un modèle
de forme statistique tel que proposé par Lamecker et al. (2004); Heimann et al. (2007).
3.3.2.3 Segmentation vasculaire
Intuitivement, on pourrait penser que la méthode du Graph-cut n’est pas adaptée pour seg-
menter des structures ﬁnes et allongées puisque le terme de frontière (Eq.3.2c) favorise des
structures ayant un faible ratio surface-volume, un phénomène appelé shrinking bias. Cepen-
dant, plusieurs méthodes de modélisation vasculaire, telles que décrites aux sections 3.3.1.2
et 3.2.1.3, permettent d’extraire la ligne centrale de structures tubulaires, ce qui constitue une
excellente information a priori pour contraindre la problématique de segmentation. C’est jus-
tement l’approche employée par quelques auteurs, dont Kaftan et al. (2009) qui a utilisé un
classiﬁeur basé sur une mesure multi échelle du ﬂux du gradient dans l’image pour identi-
ﬁer les pixels ayant une forte probabilité d’appartenir soit au parenchyme ou aux vaisseaux.
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Les pixels n’atteignant pas le seuil de conﬁance sont ensuite partitionnés avec la méthode de
Graph-cut. Dans leur implémentation, le masque obtenu est ensuite squelettisé, puis les ex-
trémités sont utilisées pour prolonger les lignes centrales et procéder à une seconde phase de
segmentation surfacique basée sur les Graph-cut. Une stratégie similaire a été employée par
Bauer et al. (2010) pour modéliser les arbres vasculaires du foie depuis des images TDM bi-
phasiques. L’image est d’abord rehaussée par un ﬁltre de rehaussement tubulaire multiéchelle,
dont la réponse est utilisée pour identiﬁer des points appartenant aux lignes centrales de vais-
seaux potentiels. Ces points, correspondant aux maximums locaux de la réponse du ﬁltre, sont
utilisés pour initialiser tour à tour un algorithme de suivi de crête pour extraire un ensemble de
lignes centrales. Celles-ci sont ensuite soumises à une méthode de reconnexion pour extraire
et séparer les arbres vasculaires portal et veineux. La segmentation surfacique ﬁnale est obte-
nue par la méthode des Graph-cut, utilisée sur un graphe cylindrique construit depuis le rayon
estimé lors du rehaussement multi échelle (Fig.3.7B).
Pamulapati et al. (2012) ont proposé d’utiliser 2 examens TDM, soit un non contrasté et l’autre
en phase portale, aﬁn de proﬁter du proﬁl de rehaussement fourni par l’agent de contraste.
Les pixels dont le rehaussement atteint un seuil donné et ayant un tenseur Hessien de forme
tubulaire non nul sont choisis pour initialiser un Graph-cut, dont le terme de région intègre éga-
lement une notion de tubularité. Linguraru et al. (2012) ont employé une approche similaire en
plus de pénaliser les formes globulaires à l’aide de ce même tenseur de forme, alors que Chen
(2012) on plutôt intégré une présegmentation issue d’une méthode de fuzzy connectedness au
terme de région.
Le graph-cut s’est imposé comme méthode de segmentation très performante dans la littérature
en raison de la minimisation globale que permet cet algorithme. Le déﬁ dans l’utilisation de
cette approche est la déﬁnition des fonctions de coût et de l’initialisation. Puisque dans sa
formulation originale il n’y a pas de contrôle de forme imposé, les noeuds initiaux peuvent
agir à titre de contrainte sur la forme, de là l’intérêt d’utiliser le graph-cut non pas depuis
la matrice des pixels mais plutôt depuis un maillage surfacique mieux contrôlé. Utilisée sur
57
les pixels de l’image, cette méthode demeure difﬁcile à corriger, comme toutes les approches
produisant directement un masque de segmentation.
3.4 La validation
Avant de terminer ce chapitre de revue de littérature, il est essentiel d’aborder la question de la
validation en segmentation d’images médicales. La méthode scientiﬁque procède la plupart du
temps en posant d’abord une question de recherche, depuis laquelle une hypothèse est proposée
puis une expérience est montée visant à conﬁrmer ou inﬁrmer cette dernière. Le processus de
design en ingénierie a plutôt pour objectif de développer de nouvelles méthodologies qui visent
à solutionner une problématique donnée. Un élément clef de la méthode de l’ingénieur est la
déﬁnition des exigences vériﬁant si le produit développé répond mieux ou non aux besoins
du client. En vision par ordinateur, il est commun d’utiliser des indices de performance pour
tenter d’évaluer la précision et l’exactitude d’un algorithme face à une tâche donnée. Un article
publié dans ce domaine il y a 30 ans avait pour titre révélateur :
«Anything you can do, I can do better (no you can’t) ... » (Price (1986)).
Cette phrase, qui résume très bien l’article lui-même, sous-entend la difﬁculté d’évaluer de ma-
nière pertinente et exacte les performances d’algorithmes de vision, comme la segmentation, la
détection et le recalage. L’auteur soulève entre autres dans son article trois principales sources
de difﬁcultés, lesquelles sont toujours valides aujourd’hui, particulièrement en imagerie médi-
cale :
– Difﬁculté d’établir des mesures de performances pertinentes.
– Difﬁculté de comparer les performances d’algorithmes ayant été validés sur des jeux de
données différents.
– Difﬁculté de comparer les performances d’algorithmes ayant des implémentations diffé-
rentes.
Prenons par exemple la segmentation du foie depuis des images TDM. Étant donné que l’une
des principales applications de cette modélisation est la volumétrie hépatique, on pourrait être
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tenté de considérer comme indice de performance la différence de volume entre une segmen-
tation de référence et une autre produite par une méthode automatique. Cependant, il sufﬁt de
réaliser qu’une segmentation du cerveau ayant le même volume que le foie serait un résultat
parfait selon cette mesure. Il est donc essentiel que les indices utilisés pour comparer les seg-
mentations soient à la fois sensibles et spéciﬁques à la qualité de la segmentation elle-même.
Plusieurs travaux ont été réalisés en ce sens ces dernières années (Taha et Hanbury (2015)). Il
est aujourd’hui commun d’évaluer la superposition des masques de segmentation avec l’indice
Dice ou Jaccard (ﬁg. 3.8 A) et la distribution de la distance euclidienne entre la surface de
ces segmentations (ﬁg. 3.8 B). Des cadres de validation plus évolués ont été proposés, comme
STAPLE (Warﬁeld et al. (2004)), visant à combiner plusieurs segmentations de référence, ou
la méthode de Udupa, proposant un cadre bien déﬁni pour la comparaison de méthodes de
segmentation (Udupa et al. (2006)). Ces derniers n’ont pu être exploités dans ce projet étant
donné le jeu de validation limité disponible.
Il est à noter que la pertinence d’une métrique variera d’une tâche à l’autre. Il est commun de
rapporter l’indice Dice pour la segmentation du foie, cependant cet indice n’aura pas la même
magnitude pour les tumeurs hépatiques, beaucoup plus petites, et ne sera pas représentatif de
la qualité de la segmentation pour des structures ayant une forme très particulière (Fig.3.8A),
comme les arbres vasculaires. Alors que la modélisation des vaisseaux vise davantage à repérer
les segments vasculaires plutôt que d’extraire leur morphologie exacte, des métriques alterna-
tives ont été proposées par certains auteurs, comme le nombre de bifurcations détectées (Xiong
et al. (2013); Bauer et al. (2010)) ou encore l’évaluation de la préservation du ﬂux sanguin aux
bifurcations (Bruyninckx et al. (2010)).
Les indices de recouvrement volumique et de distance euclidienne ont été utilisés lors du déﬁ
de segmentation hépatique SLIVER07 (Heimann et al. (2009)). Ce type de concours a été
mis en place pour offrir aux chercheurs un dénominateur commun pour comparer leurs algo-
rithmes, soit des données publiques et un évaluateur indépendant. Ce concours, toujours ouvert
à ce jour et comptant plus d’une centaine de participations, a ouvert la porte à des dizaines de
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Figure 3.8 Métriques de performances Dice et Jaccard. Les segmentations (A) et (B)
possède le même indice de recouvrement, cependant la segmentation (B) respecte
davantage la forme visée. (C) Exemple d’erreur de distance plaquée sur le maillage
surfacique d’un foie.
compétitions similaires 3 au cours des 10 dernières années, lesquelles constituent aujourd’hui
un pilier important de la recherche en traitement d’image médicale. Alors qu’au début des an-
nées 2000 le National Institute of Health lançait un appel pour un meilleur partage des données
médicales pour des ﬁns de recherche en ingénierie (Yoo (2001)), le contexte actuel illustre bien
l’évolution de la communauté en traitement d’image médical au ﬁl des années.
Concernant la dernière source de difﬁculté, l’implémentation elle-même des algorithmes, ces
dernières années ont vu naître nombre de projets à code source ouvert visant à partager les
implémentations d’algorithmes clefs entre les chercheurs. Deux des projets les plus importants
en segmentation d’images médicales sont certainement VTK et ITK, dirigés par la société
Kitware et régulièrement ﬁnancés par la National Library of Medicine américaine (NLM).
Ces gigantesques librairies d’algorithmes offrent aux chercheurs non seulement des outils de
développement robustes mais également un moyen de partager le fruit de leurs recherches et
d’échanger avec des chercheurs du domaine. Les indices de performance standard, les déﬁs
de segmentation et les librairies algorithmiques sont certainement de précieuses ressources qui
contribuent à améliorer la qualité de la recherche dans ce domaine.
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CHAPITRE 4
HYPOTHÈSES ET OBJECTIFS
La revue de littérature sur la segmentation du foie révèle la profondeur de cette problématique,
qui demeure encore aujourd’hui non-résolue malgré les multiples travaux réalisés sur ce sujet
depuis les vingt dernières années. Situé dans l’abdomen, le foie est en contact avec plusieurs
autres organes mous ayant la même apparence sur TDM et IRM, rendant difﬁcile la délimita-
tion automatique. De plus, les patients nécessitant ces examens médicaux sont souvent atteints
de cancers ou de maladies diffuses. L’historique chirurgical et la présence des lésions affectent
la forme et la radio-apparence du foie sur les images médicales, ce qui complexiﬁe encore plus
la segmentation. Plusieurs des approches décrites reposent sur l’utilisation de base de données
statistiques pour lesquelles il est difﬁcile de couvrir la variabilité morphologique rencontrée en
clinique. Lorsque ces méthodes ne parviennent pas à produire une segmentation satisfaisante,
l’utilisateur est souvent laissé à lui-même pour corriger le masque résultant, souvent avec des
outils de correction primitifs. D’un point de vue pratique, l’absence d’outil de correction efﬁ-
cace permettant de demeurer robuste face aux nombreuses difﬁcultés de segmentation est l’une
des limitations majeures observée dans la littérature. Cela est d’autant plus vrai pour la seg-
mentation vasculaire qui demande souvent un travail de supervision minutieux pour produire
des modélisations satisfaisantes. En plus de ces limitations techniques, la littérature actuelle ne
s’intéresse peu ou pas à la modélisation du foie depuis les images IRM, alors que cette mo-
dalité, qui comporte des déﬁs techniques différents, est pressentie pour remplacer la TDM au
cours des prochaines années.
L’hypothèse fondamentale de ce projet de recherche est que le foie est ses arborescences vas-
culaires peuvent être modélisés efﬁcacement et avec précision depuis des images IRM et TDM
cliniques sans l’aide de données d’entraînement. À la genèse du projet, une série d’objectifs
ont été établis pour guider le développement de prototypes. D’abord, les structures cibles à mo-
déliser sont le parenchyme hépatique et les arbres vasculaires veineux sus-hépatique et portal,
jusqu’au 3ième embranchement aﬁn de pouvoir établir les segments vasculaires du foie déﬁnis
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par Couinaud. L’outil développé sera destiné aux examens TDM et IRM 3D LAVA avec agent
de contraste en phase portale tardive. La méthode de segmentation visée ne doit pas poser de
contraintes fortes sur la forme globale de l’organe aﬁn de pouvoir couvrir un spectre de mor-
phologie très large et ainsi ne pas être limité par les patients préalablement opérés, cirrhotiques,
ou ayant subi un embolisation portale. D’un point de vue pratique, l’outil proposé doit viser
un minimum d’interaction, de l’ordre de 5 minutes et 10 clics de souris, puis atteindre une
précision de 5% sur les mesures volumétriques. Les objectifs établis en terme d’interaction
sont simplement des limites psychologiques qui favoriseraient l’acceptation d’un tel outil en
pratique. L’objectif de précision volumétrique représente plutôt la marge d’errreur qui serait
acceptable lors de la planiﬁcation d’une résection étendue, où retirer plus de 20% du paren-
chyme hépatique pourrait provoquer une insufﬁsance hépatique. L’outil de segmentation doit
également permettre à l’utilisateur de corriger une segmentation erronée, et sera validé sur
une base de données issue du Centre Hospitalier de l’Université de Montréal (CHUM), suite à
l’approbation des comités éthiques de l’ÉTS et du Centre de recherche du CHUM.
Pour réaliser ce cahier des charges, le projet a été séparé en trois étapes, lesquelles contribuent
une à une à progressivement modéliser la forme du foie et ses arborescences vasculaires. Les
méthodes proposées se veulent interactives de manière à ce que l’utilisateur puisse guider et
corriger le processus de segmentation. Cet objectif vise à pallier aux méthodes automatiques
dont le résultat de segmentation est difﬁcile à corriger en offrant des outils efﬁcaces permettant
d’intégrer des contraintes de haut niveau dans le procédé d’optimisation.
D’abord, le chapitre 5 aborde le sujet de la segmentation interactive 2D du foie, une tâche né-
cessaire pour la création de références et l’initialisation de certains algorithmes automatiques.
La méthode proposée s’appuie sur un algorithme de chemin minimum intégré dans outil inter-
actif tirant avantage du tracé de l’utilisateur pour contraindre la délimitation du foie. Décliné
en quelques variantes pour exposer le caractère générique de cette approche, cet outil pré-
sente l’avantage d’être robuste face au tracé très approximatif de l’utilisateur et de pouvoir
être facilement propagé dans une image volumique, deux caractéristiques absentes des outils
traditionnels comme le Livewire et les Snakes.
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Le chapitre 6 décrit une méthode de segmentation 3D du foie initialisée depuis l’outil interactif
2D. Cette méthode appartient à la classe des modèles déformables, cependant elle repose sur
un algorithme de déformation qui impose une régularisation de la surface tout en respectant
la forme initialement générée par l’utilisateur. Cette formulation prévient les fuites dans les
organes adjacents et outrepasse le besoin de données d’entraînement des méthodes statistiques
tout en permettant à l’utilisateur de corriger la surface de la segmentation en 3D et d’imposer
des contraintes supplémentaires.
Finalement le chapitre 7 décrit une méthode de segmentation vasculaire limitée à l’intérieur
du masque du foie obtenu par l’outil de segmentation précédent. La stratégie proposée suit
une série d’étapes où les structures tubulaires du parenchyme sont d’abord rehaussées puis
extraites par suivi de crête avant d’être reconnectées entre elles pour former les arbres veineux
et portal. Des améliorations sont apportées au niveau du ﬁltre de rehaussement pour mitiger les
difﬁcultés reliées à l’anisotropie rencontrés sur les images IRM, une modalité d’imagerie qui
n’a pas été abordée dans la littérature jusqu’à présent. Un nouvel algorithme de reconnexion est
proposé pour améliorer la robustesse de la méthode face aux images bruitées et peu contrastées
rencontrées en pratique, tandis que la stratégie de segmentation par chemin minimum présentée
au chapitre 5 est réutilisée pour produire la segmentation surfacique ﬁnale des arborescences
vasculaires du foie. À nouveau, divers outils de manipulations des segments vasculaires sont
implémentés pour permettre à l’utilisateur de guider le processus de reconstruction vasculaire
jusqu’à satisfaction.

CHAPITRE 5
SEGMENTATION INTERACTIVE
5.1 Introduction
La segmentation est une étape fondamentale pour une panoplie d’applications en traitement
d’images médicales. Ce n’est donc pas surprenant qu’un pan important de la littérature scienti-
ﬁque s’y consacre et que les solutions qui y sont proposées proviennent de plusieurs domaines
en mathématique et en informatique. Cette tâche, qui consiste à simplement créer un masque,
peut être réalisée à l’aide d’outils simples comme le pinceau ou l’outil spline, disponibles dans
toute bonne suite logicielle graphique. Cependant cette approche s’avère dans bien des cas si
fastidieuse qu’elle décourage son utilisation courante, particulièrement en milieu clinique où
les ressources humaines et le temps sont limités. C’est pourquoi l’automatisation est souvent
au cœur des travaux réalisés dans ce domaine. Même si l’automatisation complète et robuste
est un objectif à atteindre pour bien des applications, il existe cependant plusieurs contextes où
ce n’est pas applicable. En voici quelques exemples :
Le développement d’outils de segmentation automatique requiert dans bien des cas l’uti-
lisation de segmentations préalables à des ﬁns d’entraînement et de validation. Puisque ces
segmentations sont utilisées comme références, elles doivent être précises et produites de ma-
nière supervisée par un expert. Puisqu’un nombre important de segmentations peuvent être
requises pour couvrir les variabilités anatomiques rencontrées en clinique, cela justiﬁe bien
souvent l’utilisation d’un outil de segmentation intermédiaire semi-automatisée pour réduire
le fardeau des experts dans cette tâche. Dans le contexte de la segmentation hépatique, plu-
sieurs approches statistiques proposées dans la littérature requièrent la compilation d’une base
de données pouvant compter plus d’une centaine de segmentations aﬁn de bien représenter les
variabilités morphologiques (Heimann et al. (2009)).
Un outil de correction est nécessaire lorsqu’un résultat de segmentation automatique est in-
satisfaisant. Les multiples pathologies affectant les organes mous comme le foie et les reins
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peuvent changer dramatiquement leur apparence radiologique, une variabilité qui peut être
difﬁcile à prévoir et gérer automatiquement. Pour récupérer une segmentation partiellement
erronée, un outil de correction interactif peut s’avérer fort utile pour retoucher les masques ou
les contours lorsque la seule alternative est la segmentation manuelle.
Lors d’une étude exploratoire où des structures anatomiques inhabituelles ou atypiques
doivent être modélisées, comme en radiologie vétérinaire Guillot et al. (2015), il se peut qu’un
petit nombre de segmentations soit requises et que l’implémentation ou l’acquisition d’un outil
dédié peut s’avérer trop coûteux en ressources pour un tel projet. Puisque les méthodes de
segmentation automatiques sont très dépendantes de l’application visée et peu transférables, la
segmentation manuelle ou semi-automatique est souvent la seule alternative disponible.
Finalement, plusieurs méthodes de segmentation automatiques requièrent une segmentation
initiale ou encore des contraintes supplémentaires, comme les modèles déformables ou les
approches par propagation 2.5D. En règle générale, plus la segmentation initiale est précise,
meilleures seront les chances de convergence de la méthode automatique. Les outils de seg-
mentation semi-automatisés peuvent répondre à ce besoin d’initialisation et, si l’algorithme
automatique le permet, d’introduire des contraintes additionnelles, permettant à l’utilisateur
d’avoir un meilleur contrôle sur le résultat ﬁnal.
Ces situations surviennent dans plusieurs contextes et soulèvent un besoin pour des outils de
segmentation interactifs qui soient génériques et puissent être facilement adaptés à diverses
problématiques. Bien que ce ne soit pas le centre d’intérêt principal de la recherche en trai-
tement d’images médicales, un certain nombre de chercheurs s’investissent à développer de
nouvelles façons de permettre à l’utilisateur d’intervenir dans le processus de segmentation et
de maximiser l’efﬁcacité de ses interventions. Dans le cadre de ce projet, je me suis intéressé
à une approche préalablement exploitée au LIO dans divers projets, soit la segmentation par
chemin minimum depuis un sous-espace redressé (Chav et al. (2009)). J’ai exploré diverses
applications interactives de cette approche, dont certaines se sont avérées pertinentes pour la
segmentation hépatique.
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Ce chapitre décrit l’implémentation d’un outil de segmentation interactif comportant deux
modes d’interaction, l’un à main levée puis l’autre basé sur un outil spline. Les résultats de
segmentation obtenus sur divers types d’images médicales sont comparés à des résultats ob-
tenus depuis des outils de segmentation classiques tels que le Livewire et les Snakes. Ces
résultats ont fait l’objet d’une présentation par afﬁche présentée au congrès SPIE - Medical
Imaging à Orlando en février 2015 (Chartrand et al. (2015)). De plus, une adaptation 3D de
cette approche, ayant fait l’objet d’une déclaration d’invention à l’ÉTS, a été employée dans le
cadre d’une étude de validation clinique (Gotra et al. (2016a)).
5.2 Méthodologie
L’algorithme de segmentation au cœur des outils proposés est composé de trois opérations dis-
tinctes. D’abord, un contour initial est produit par l’utilisateur grâce à un outil de tracé à main
levée, un outil spline ou encore depuis une méthode alternative (Fig.5.1A). Un changement
d’espace s’opère depuis cette forme a priori de manière à créer une image redressée, orientée
le long du contour initial (Fig.5.1B). En plus de réduire l’espace de recherche, ce sous-espace
est utilisé pour appliquer une série de ﬁltres anisotropes, orientés avec la structure d’intérêt
(Fig.5.1C). Grâce à cette transformation, la problématique de segmentation est réduite à calcu-
ler un chemin minimum séparant l’intérieur et l’extérieur d’une structure ayant potentiellement
une morphologie complexe (Fig.5.1D). Une fois le chemin minimum calculé, le contour obtenu
est transformé à nouveau vers l’espace original de manière à délimiter précisément la structure
d’intérêt (Fig.5.1E). L’optimisation du contour est lancée à chaque déplacement de la souris
effectué par l’utilisateur, permettant à celui-ci d’évaluer en temps réel l’impact de ses manipu-
lations. Cette stratégie peut-être implémentée dans plusieurs types d’outil interactif de façon à
optimiser les tracés approximatifs de l’utilisateur, améliorant son efﬁcacité.
5.2.1 Génération de la forme initiale
L’objectif de la première phase consiste à fournir à l’utilisateur un moyen de générer une forme
initiale délimitant grossièrement la structure d’intérêt visée. Pour ce faire, deux approches dif-
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Figure 5.1 Vue d’ensemble de la méthode de segmentation interactive proposée. (A) La
forme initiale, tracée en rouge, est utilisée pour générer un espace redressé (B-D),
correspondant à la zone ombragée jaune (A), dans lequel divers ﬁltres anisotropes
peuvent être appliqués (C). Le chemin minimal, tracé en vert (D), permet de séparer le
sous-espace et de délimiter la structure d’intérêt une fois transformé à nouveau vers
l’espace original (E). (Tiré de Chartrand et al. (2015)).
férentes ont été implémentées, soit le tracé à main levée et l’outil de spline cardinale. Avec le
premier outil, l’utilisateur est libre de tracer d’un trait de souris la forme approximative de l’or-
gane visé ce qui facilite la délimitation de structures tortueuses. En contrepartie, l’outil spline
offre un meilleur contrôle global grâce à quelques points de contrôles et est plus adapté à la
délimitation de structures globulaires. Ces deux outils complémentaires se sont avérés sufﬁ-
sants pour l’application visée cependant d’autres approches peuvent être envisagées comme
alternatives à cette première étape.
5.2.1.1 Outil à main levée
L’outil à main levée déﬁnit progressivement un contour paramétrique de N points, de la forme
C(u) = (x(u),y(u)) pour u = 0, ...,N− 1, en ajoutant après chaque mouvement du curseur un
nouveau point au contour. Puisque ce contour est sujet à être relativement bruité dû à l’in-
consistance du tracé à main levée et à une vitesse de déplacement inégale du curseur, celui-ci
est ré-échantillonné à espacement égal s puis soumis à un ﬁltre moyenneur de taille Fm avant
d’être optimisé. Pour ce premier outil, l’optimisation du contour est lancée uniquement sur la
portion en tête du contour, d’une longueur prédéterminée Lt , de manière à progressivement
69
ﬁger le contour au fur et à mesure qu’il est tracé. Cette optimisation partielle, combinée au
ré-échantillonnage continu du contour a pour effet de permettre à l’utilisateur de facilement
revenir sur ses pas pour emprunter un tracé alternatif si le contour optimisé n’est pas jugé
satisfaisant (Fig.5.2A).
A B C
Figure 5.2 (A) L’outil à main levée optimise en temps réel le contour tracé par
l’utilisateur. (B) L’outil spline permet à l’utilisateur d’obtenir un contour optimisé grâce à
quelques nœuds seulement. (C) Les contours verts produits sur quelques tranches (ﬂèches
noires) sont sufﬁsants pour générer par propagation une segmentation 3D complète du
foie (en rouge).
5.2.1.2 Outil spline
La deuxième approche implémentée pour créer une forme initiale est l’outil spline, contrôlé
par un ensemble de nœuds d’interpolation placés par l’utilisateur (Fig.5.2B). Ceux-ci peuvent
être interactivement ajoutés, supprimés et déplacés, ce qui a pour effet de régénérer la spline
initiale et lancer l’optimisation à nouveau sur toute la courbe. Cette approche offre à l’utilisa-
teur un contrôle plus global sur la forme initiale en déﬁnissant une courbe à partir de quelques
points seulement, et lui permet plutôt de progressivement rafﬁner la segmentation jusqu’à satis-
faction. Ici, l’équation du contour est obtenue suivant la fonction d’interpolation Catmull-Rom
(Catmull et Rom (1974)) déﬁnie par :
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C(x(u),y(u)) =
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(5.1)
où τ est une valeur de tension et les points pi sont la position des nœuds d’interpolations placés
par l’utilisateur. Cette formule permet d’évaluer la position (x,y) de chaque élément u d’une
section de la courbe C entre deux nœuds d’interpolation pi. Cette formulation a l’avantage
d’imposer une continuité C1, d’avoir un contrôle local, et ce tout en n’étant déﬁnie que par les
points de contrôles et un simple paramètre de tension τ . Tout comme les contours issus du tracé
à main levée, cette fonction d’interpolation sera échantillonnée à espacement régulier s avant
la phase d’optimisation.
Pour chacune des deux approches décrites, il est possible de déﬁnir un ensemble de nœuds
d’ancrage le long du contour, forçant celui-ci à emprunter un pixel spéciﬁque suite à l’opti-
misation. Intuitivement, les nœuds d’interpolation utilisés par l’outil spline seront considérés
comme des nœuds d’ancrage, d’autant plus que ceux-ci risquent fort bien d’être correctement
positionnés par l’utilisateur. Quant à l’outil à main levée, les nœuds d’ancrage auront plutôt
comme effet de ﬁxer la portion en amont du contour, et assurera plutôt simplement une conti-
nuité C0 avec la suite de la courbe. Cette fonctionnalité s’avèrera plutôt utile pour modéliser
des caractéristiques anguleuses et efﬁlées, ou encore pour imposer des contraintes fortes dans
les régions de l’image où il y a absence d’information pour optimiser adéquatement le contour.
5.2.1.3 Outils alternatifs
Outre les outils décrits, plusieurs alternatives peuvent être considérées pour générer une forme
initiale, comme l’utilisation d’un atlas de formes dont une instance pourrait être positionnée
par quelques clics de la part d’un utilisateur. Dans le contexte de la segmentation 3D, le contour
optimisé de la tranche courante sera facilement utilisé comme contour initial pour la tranche
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suivante, permettant la propagation rapide de segmentations 2D dans un volume de données
(Fig.5.2C).
5.2.2 Changement d’espace
L’étape de changement d’espace consiste à appliquer une transformation non rigide, idéale-
ment bijective, à une portion de l’image de manière à redresser un ruban le long du contour
initial (Fig.5.3). Pour ce faire, des proﬁls normaux sont déﬁnis le long de la courbe para-
métrique C(u) en multipliant le vecteur normal unitaire à chaque nœud nˆ(u) par un vecteur
d’échantillonnage t = (−L,−L+ s, ...,L− s,L) de manière à générer une fonction de corres-
pondance Md(u,v) = nd(u) · tv +Cd(u) où d ∈ {x,y}. Il en résulte une grille d’échantillon-
nage 2D qui est ensuite appliquée à l’image originale I(x,y) pour générer l’espace déployé
Iband(u,v) = I(Mx,My). Pour s’assurer que la grille d’échantillonnage soit sufﬁsamment dense
pour représenter la structure d’intérêt avec une résolution adéquate, un espacement de la taille
d’un pixel (s = 1) a été choisi pour générer la grille.
Depuis cet espace déployé Iband(u,v), la frontière de la structure d’intérêt apparaît globalement
verticale, alors que dans l’espace original celle-ci pouvait avoir une forme quelconque. Cette
nouvelle représentation simpliﬁe grandement la tâche de segmentation en restreignant l’espace
de recherche à une petite région de l’image, et justiﬁe l’utilisation de ﬁltres fortement aniso-
tropes pour rehausser la frontière d’intérêt et atténuer les caractéristiques perpendiculaires au
tracé de l’utilisateur.
La transformée inverse M−1(u,v) peut être facilement obtenue depuis la grille d’échantillon-
nage en préservant la position des sites d’interpolation déﬁnis par M(u,v) dans l’espace origi-
nal. Ce faisant, on établit une correspondance entre l’espace original et l’espace redressé, une
donnée nécessaire pour transposer à nouveau le contour optimisé dans l’espace original.
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Figure 5.3 Grille d’échantillonnage issue du contour initial (A), placée dans l’image
originale (B). L’espace redressé produit par la grille d’échantillonnage (C).
5.2.3 Segmentation par chemin minimum
L’étape d’optimisation consiste à déterminer la frontière optimale séparant l’espace déployé
(Fig.5.4A) en deux régions distinctes. Pour ce faire, les caractéristiques de l’image doivent
d’abord être rehaussées aﬁn de produire une fonction de coût appropriée pour une recherche
par chemin minimal. Dans un premier temps Iband est transformée par une fonction de trans-
fert gaussienne de moyenne μ0 et de variance σ20 correspondant à la distribution de l’intensité
des pixels se trouvant à l’intérieure d’une région d’intérêt représentative, déﬁnie préalable-
ment (Fig.5.4B). Puisque la frontière à déterminer est supposée alignée avec le contour initial,
les caractéristiques saillantes perpendiculaires au contour sont atténuées par un ﬁltre de lissage
gaussien unidimensionnel Gσ1(u) d’écart type σ1 = 3 (Fig.5.4C). Un opérateur différentiel uni-
directionnel ∇v est ensuite appliqué pour rehausser la frontière de la structure d’intérêt. Aﬁn de
délimiter le contour d’une structure claire sur un arrière-plan foncé, seule la composante posi-
tive ∇+v du gradient est préservée (Fig.5.4D). La fonction de coût peut également être pondérée
par un proﬁl gaussien centré, dont l’écart type σ2 = L/2 aﬁn de favoriser les caractéristiques
saillantes situées au centre du ruban (Fig.5.4E). Finalement, une valeur inﬁnie est attribuée aux
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pixels de la première et de la dernière rangée, sauf le pixel central, pour assurer que l’origine
du contour se trouve sous le curseur de la souris. De telles contraintes additionnelles peuvent
être appliquées à divers endroits le long du contour, pour s’assurer par exemple que le chemin
optimisé passe par les contraintes spéciﬁées par l’utilisateur lors du tracé initial.
Pour une application comme la segmentation du foie sur des images TDM, la fonction de coût
proposée soumise à l’algorithme de chemin minimum correspond à l’équation suivante :
U(ui,v j) =
1
1+Gσ2(v j)× (∇+v (Gσ1(u)∗Gμ0,σ0(Iband))i j
pour i = 0, ...,N−1 et j = 0, ...,2L.
(5.2)
Figure 5.4 (A) Image redressée originale. (B) Fonction de transfert gaussienne. (C)
Filtre de lissage anisotrope. (D) Composante positive du gradient. (E) Pondération
gaussienne sur la largeur de l’image redressée. (Tiré de Chartrand et al. (2015)).
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À noter que cette fonction de coût est nécessairement dépendante de l’application et qu’une
meilleure stratégie pourrait être employée si d’autres informations complémentaires sont dis-
ponibles pour discriminer davantage les structures à segmenter, telle qu’une densité de proba-
bilité issue d’un modèle d’apparence statistique.
Une fois la fonction de coût bien établie, un algorithme de parcours de graphe est utilisé pour
déterminer le chemin de coût minimum rejoignant la première et la dernière rangée de pixels.
Plusieurs solutions ont été proposées pour résoudre ce problème classique d’optimisation com-
binatoire, telles que l’algorithme de Dijkstra et la méthode Fast Marching. Ici, puisque le che-
min désiré est globalement aligné avec l’image redressée, on impose au chemin à extraire un
angle maximal de 45◦ avec l’axe du contour. Cette contrainte supplémentaire permet d’utiliser
un algorithme efﬁcace et récursif de chemin minimum proposé par Vincent (1998).
Soit la fonction de coût U(u,v) (Eq.5.2) établie à la section précédente, le graphe G = {V,E}
représente la grille de pixels de l’espace redressé où les sommetsV représentent les pixels et les
arêtes E représentent la connectivité 8-voisins. Une pondération Z est attribuée à chaque arête
e ∈ E connectant les sommets voisins p et q, tel que Z(e(p,q)) =U(p)+U(q). Le chemin mi-
nimal PA,B ⊂ E est déﬁni comme l’ensemble des arêtes rejoignant les pixels A et B (Fig.5.5A),
pour lequel le coût total d(A,B) = ∑e∈PA,B Z(e) est minimal dans U . Étant donné la contrainte
sur l’angle maximal du contour extrait, un pixel p situé sur la rangé i ne peut être connecté
qu’à un pixel q situé sur la rangée i−1 si et seulement si l’arête e(p,q) fait parti de l’ensemble
restreint d’arêtes possible illustré en rouge à la (Fig.5.5A).
Soit d(A,B) le coût total d’un chemin minimal PA,B dans U(u,v) entre deux pixels A et B
connectés par des arêtes admissibles, un pixel p appartient à ce chemin de coût minimal si
et seulement si d(A, p)+d(p,B) = d(A,B). Ce principe bien connu en informatique (Dijkstra
(1959)) implique que tout segment intermédiaire du chemin minimal PA,B doit également être
minimal dans U sans quoi il existerait un chemin ayant un coût inférieur. Ceci étant dit, pour
extraire un tel chemin, deux cartes de distance généralisée correspondant aux distances d(A, p)
et d(p,B) sont générées par accumulation ascendante (Eq.5.3) et descendante (Eq.5.4) res-
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pectivement. Celles-ci sont ensuite simplement additionnées et seuillées à la valeur minimale
résultante aﬁn de récupérer les pixels p appartenant au chemin minimal PA,B.
d+(A, pi, j) = min(d+(A, pi−1, j−1), d+(A, pi−1, j), d+(A, pi−1, j+1)) (5.3)
où d+(A, p) est initialisé à 0 si p = A et à ∞ autrement. De même, la carte de distance depuis
le pixel B vers un pixel p quelconque est obtenue par accumulation ascendante :
d−(B, pi, j) = min(d−(B, pi+1, j−1), d−(B, pi+1, j), d−(B, pi+1, j+1)) (5.4)
où d−(B, p) est initialisé à 0 si p= B et à ∞ autrement. Un pixel p ayant une distance combinée
de d+(A, pi, j)+d−(B, pi, j) (Fig. 5.5C) minimale dansU appartient au chemin de coût minimal
PA,B entre A et B (Fig. 5.5D). Celui-ci est ﬁnalement soumis à la transformée inverse M−1 aﬁn
d’obtenir le contour optimisé C˜(u) = M−1(Pu,Pv) dans l’espace original.
Figure 5.5 (A) Le chemin minimal reliant les pixels A et B ne peut être composé que
des arêtes en rouge. (B) Les cartes d’accumulation ascendantes et descendantes (B) sont
additionnées (C) et seuillées à la valeur minimale (D) aﬁn de produire le chemin de coût
minimal. (Tiré de Chartrand et al. (2015)).
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Lorsque des contraintes sont spéciﬁées par l’utilisateur, celles-ci sont directement considérées
dans l’optimisation du contour en modiﬁant simplement la valeur des pixels affectés dans la
carte de coût. Si le contour doit emprunter un pixel ou une série de pixels en particulier, la
rangée correspondant à ce pixel dans l’image redressée se verra attribuer une valeur inﬁnie
excepté au pixel central, correspondant au tracé original (Fig.5.6C).
5.2.4 Outils de correction
Dans l’éventualité où la frontière de la structure visée soit très peu saillante où que des struc-
tures d’apparence similaire attirent à tort le contour optimisé, un outil de répulsion a été implé-
menté pour corriger au besoin le contour optimisé. Cet outil consiste en un cercle, situé sous
le curseur et dont le diamètre est contrôlé par l’utilisateur, qui permet de modeler le contour de
façon à ce que celui-ci prenne la forme de l’arc de cercle avec lequel il est en contact. En plus
des contraintes positionnelles pouvant être imposées par l’utilisateur durant le tracé, l’outil de
répulsion ﬁxe également la portion du contour corrigée.
A B C D
Figure 5.6 L’outil de correction (A) est un cercle de répulsion situé sous le curseur
permettant de créer des contraintes additionnelles dans l’espaces redressé (B). Celles-ci se
répercutent dans la fonction de coût (C) et modiﬁent le chemin minimal extrait (D).
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5.3 Résultats
Tel que mentionné dans l’article de revue par Olabarriaga et Smeulders (2001), il n’est pas
trivial d’évaluer les performances d’une méthode de segmentation interactive, car l’exactitude
des résultats n’est pas un critère discriminant étant donné que l’utilisateur a le pouvoir de corri-
ger les résultats jusqu’à satisfaction. De même, la précision des résultats est sujette au jugement
de l’utilisateur, qui peut varier d’une session à une autre. Dans ce contexte, la fatigue induite, la
convivialité et le temps d’utilisation seraient des indicateurs de performances plus pertinents,
cependant ceux-ci sont beaucoup plus difﬁciles à évaluer et propres à chaque utilisateur. Les
performances de l’outil de segmentation ont néanmoins été évaluées pour la segmentation du
foie 2D depuis des images TDM et IRM, ainsi que pour quelques tâches de segmentations
typiques en traitement d’images médicales pour illustrer la versatilité de l’approche. Les ré-
sultats de segmentation ont été obtenus avec l’outil de tracé à main levé, avec les paramètres
suivants : Filtre moyennant Fm = 5, espacement d’échantillonnage s = 1, longueur de proﬁl
optimisé Lt = 100px et largeur de l’espace déployé L = 50px. Ces paramètres ont été choisis
de manière empirique avec l’objectif d’optimiser le comportement dynamique de l’outil sur les
images CT-Scan de foie.
5.3.1 Segmentation du foie
La robustesse de l’approche interactive par rapport à diverses initialisations est évaluée sur 10
images axiales (6 TDM, 4 IRM) de foie (Fig.5.7A-J). Pour établir une référence de segmenta-
tion, chaque image a été segmentée cinq fois à l’aide de l’outil interactif et le résultat moyen a
été utilisé comme référence pour le calcul de l’indice de recouvrement 2D Dice, compilé à la
dernière colonne du tableau 5.1. Le coefﬁcient de similarité Dice est un indice de performance
couramment utilisé en segmentation, déﬁni comme Dice = (2|A∩B|)(|A|+|B|) × 100%, où A et B sont
l’ensemble des pixels des deux masques considérés. Ce ratio de l’intersection sur l’union des
masques représente une mesure quantitative du recouvrement existant entre le masque de seg-
mentation et le masque de référence (voir Section 3.4). Les dix images axiales segmentées du
tableau 5.1 sont illustrées à la ﬁgure 5.7A-J, sur lesquelles sont superposées l’un des cinq tracés
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à main levé (rouge) et son contour optimisé correspondant (vert). Pour fournir une appréciation
du gain en précision, les masques issus du tracé à main levée ont également été comparés à la
référence et sont compilés à la deuxième colonne du tableau 5.1. Quelques résultats de seg-
mentation sont comparés qualitativement aux résultats obtenus avec l’outil Livewire original
(Fig.5.7K-P).
Tableau 5.1 Coefﬁcient Dice (%) calculé pour les 10 images axiales illustrées à la
ﬁgure 5.7
Images axiales Tracé à main levée Contour optimisé
A 93.3 ± 0.5 99.2 ± 0.2
B 93.5 ± 0.9 99.6 ± 0.0
C 95.4 ± 0.7 99.5 ± 0.2
D 95.3 ± 0.5 99.7 ± 0.2
E 93.9 ± 0.6 99.4 ± 0.2
F 92.7 ± 0.9 99.6 ± 0.1
G 93.3 ± 0.6 98.5 ± 0.3
H 91.1 ± 0.8 98.2 ± 0.7
I 93.5 ± 1.2 98.9 ± 0.4
J 91.1 ± 1.1 97.7 ± 0.5
5.3.2 Propagation 3D
L’applicabilité de l’outil de segmentation proposé est démontrée pour quelques tâches typiques
en segmentation 3D d’images médicales. La ﬁgure 5.8 illustre un jeu de segmentations 2D
tracées par l’utilisateur (en vert), propagées (en rouge) dans le volume de données de ma-
nière à délimiter le fémur (Fig. 5.8A), le foie (Fig. 5.8A), le rein (Fig. 5.8A) ainsi que la rate
(Fig. 5.8A) depuis des images TDM.
En recherchant un chemin minimal dans un espace redressé comportant une dimension sup-
plémentaire, comme le rayon, l’outil de segmentation peut-être simplement adapté pour la
segmentation de structures tubulaires, telles que présentes dans les images de rétinographies
(Fig. 5.9). Une stratégie similaire peut être employée pour réaliser une segmentation 3D sur-
79
Figure 5.7 Résultat de segmentation sur dix images axiales CT-Scan (A-F) et IRM (G-J)
de foie (rouge = contour initial, vert = contour optimisé). Comparaison entre la méthode
proposée (LMP) et la méthode Livewire (LW, rouge = contour optimisé) près du rein
(K-L), de l’estomac (M-N) et d’une lésion en périphérie du foie (O-P). (Tiré de Chartrand
et al. (2015)).
facique depuis une surface développable, tel qu’illustré à la ﬁgure 5.10 pour la segmentation
du foie. Cette approche a d’ailleurs été employée pour réaliser une étude de répétabilité sur la
segmentation du foie (Gotra et al. (2016a)).
5.4 Discussion
Les segmentations produites sur les images axiales de foie révèlent que la méthode propo-
sée peut s’avérer une alternative efﬁcace à la segmentation manuelle. Les avantages de l’outil
sont mis en évidence alors que le contour est correctement optimisé malgré un tracé très va-
riable de l’utilisateur, et celui-ci demeure stable là où il y a présence de larges lésions périphé-
riques (Fig.5.7A,B,G). La méthode parvient à bien séparer la frontière du foie avec l’estomac
(Fig.5.7D) et les muscles intercostaux (Fig.5.7E), des régions difﬁcile à proprement segmenter
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A B
C D
Figure 5.8 Résultat de propagation 3D obtenu sur un fémur (A), un rein (B), un foie (C)
et une rate (D).
avec un outil de contour actif ou de croissance de région, alors qu’un faible contraste seulement
sépare ces structures. Comparé au Livewire, l’outil proposé distingue adéquatement la frontière
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Rayon
Ligne centrale
A B
C
Figure 5.9 (A) Résultat de segmentation vasculaire obtenu depuis une image de
rétinographie. (B) L’espace déployé contient une dimension supplémentaire permettant
d’estimer le rayon le long de la ligne centrale. (C) Le chemin minimum avec rayon afﬁché
dans l’espace redressé.
A
B C
Figure 5.10 Principe de la segmentation surfacique appliqué à la segmentation du foie.
Depuis une surface développable (A), un sous-volume redressé est généré (B), depuis
lequel une surface minimale est extraite (C).
du rein (Fig.5.7 K vs. L) et le mur interne de l’estomac (Fig.5.7 M vs. N), puis aura tendance
à mieux se comporter dans les régions où il y absence de frontières (Fig.5.7 O vs. P).
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La version LiveLane (Falcão et al. (1998)) et les optimisations subséquentes proposées à la mé-
thode de base du Livewire pourront imposer la polarité du contour en considérant l’orientation
du tracé, produisant un comportement similaire au Live minimal path. L’approche proposée
offre cependant d’autres avantages. Par exemple, la propagation de contour est supportée nati-
vement sans devoir développer une stratégie pour propager les nœuds du LiveWire. Comme le
montre les résultats de propagation préliminaires obtenus sur diverses structures anatomiques,
l’outil peut être facilement adapté pour diverses structures et nécessite un nombre raisonnable
de contours initiaux pour parvenir un segmentation 3D satisfaisante, une fonctionnalité qui
peut réduire considérablement le temps de segmentation requis pour un organe complet. L’uti-
lisation de l’espace déployé élude la notion de points sources et cible propre au Livewire, ce
qui permet de réaliser des recherches par chemin minimal cyclique sur un contour fermé, tout
en permettant à l’utilisateur d’être approximatif sur l’ensemble du contour qu’il génère. Mal-
gré cette imprécision, on remarque que l’utilisateur impose tout de même une contrainte de
forme importante de par son tracé, qui se traduit par l’espace de recherche restreint et la direc-
tion des ﬁltres appliqués. Il en résulte un outil réactif dont le comportement dynamique diffère
signiﬁcativement du Livewire en considérant le mouvement global de la souris plutôt que le
positionnement précis de plusieurs nœuds, une caractéristique qui minimise potentiellement la
fatigue induite et améliore l’efﬁcacité de l’utilisateur (Olabarriaga et Smeulders (2001)).
D’un point de vue computationnel, la formulation de l’algorithme de chemin minimal utilisée
s’effectue dans un sous-espace de l’image original et ne requiert pas d’accès randomisé lors
de la recherche du chemin. Ces deux caractéristiques rendent la charge de calcul indépendante
de la taille et de la résolution de l’image, permettant de préserver une réactivité même sur de
grandes radiographies et de produire un contour lisse sur des images à basse résolution. Puisque
la charge de calcul et la précision requise de l’utilisateur sont minimes, on peut penser que cet
outil serait intéressant pour segmenter des images depuis une tablette graphique, étant donné
l’imprécision du dispositif tactile de ces appareils.
Les résultats préliminaires obtenus lors de cette étude démontrent l’intérêt pour une telle ap-
proche et ouvrent la voie à de potentielles améliorations. L’une des limitations de l’outil est
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l’absence de contraintes explicites sur la courbure du contour optimisé. Il serait donc intéres-
sant d’intégrer une certaine régularisation du contour, soit au niveau de la recherche du chemin
minimal comme proposé par Strandmark et al. (2013) ou encore comme post-traitement par
une régularisation spline. Cette modiﬁcation contribuerait à stabiliser le contour pour des struc-
tures ﬂoues ou peu contrastées. La propagation 3D de contours pourrait également bénéﬁcier
de cette régularisation pour mitiger les artéfacts en marche d’escalier (Fig.5.8C), de même que
d’une stratégie pour propager les contraintes et gérer adéquatement les changements de topo-
logie. Cette implémentation initiale trouve surtout son intérêt dans le gain d’efﬁcacité qu’elle
apporte pour la segmentation de structures saillantes dont la supervision de l’utilisateur est né-
cessaire et où la propagation de contour est applicable. Finalement, il est à noter que l’étude
de validation en lien avec cet outil est très sommaire. Démontrer l’intérêt de cette approche
versus des outils standard nécessiterait de déﬁnir un large ensemble de tâches pour lesquelles
des métriques plus révélatrices seraient évaluées pour un groupe d’utilisateur non biaisé.
Dans le contexte de la segmentation du foie, la méthode proposée trouvera son utilité non
seulement comme outil de segmentation 2D, mais également pour générer des contraintes d’in-
terpolation ou encore pour contraindre l’évolution d’une méthode de segmentation par modèle
déformable, comme il le sera expliquer dans le chapitre suivant.

CHAPITRE 6
SEGMENTATION PAR MODÈLES DÉFORMABLES
6.1 Introduction
La segmentation 3D du foie est une étape importante dans la planiﬁcation chirurgicale de ré-
sections hépatiques. Elle permet notamment d’évaluer le volume du foie, proportionnel à la
fonction hépatique, et d’estimer le volume du foie restant suite à une résection, un paramètre
critique à considérer pour prévenir toute insufﬁsance hépatique.
Cet organe est toutefois associé à plusieurs déﬁs de segmentation automatique. Il peut appa-
raître faiblement contrasté sur les images TDM et IRM et être en contact avec des organes
ayant la même intensité tels que la rate (Fig.6.1B), le cœur (Fig.6.1C) et l’estomac. La forme
du foie varie considérablement d’une personne à une autre et son apparence est de plus dé-
pendante de conditions pathologiques et de l’historique chirurgical du patient. Il est également
composé de plusieurs caractéristiques ﬁnes telles que les insertions vasculaires et les ﬁssures
hépatiques, des structures pour lesquelles il est difﬁcile de déﬁnir des critères d’inclusion pré-
cis dans la cadre de la segmentation. De plus, des artéfacts d’acquisition tels que la distribution
inégale de l’agent de contraste, l’inhomogénéité du champ magnétique sur IRM (Fig.6.1D) et
les artéfacts de Gibbs (Fig.6.1E) peuvent limiter les performances de plusieurs techniques de
segmentation. L’ensemble de ces inconvénients fait qu’il est difﬁcile de développer un outil de
segmentation automatique qui puisse être robuste à toutes les conditions. C’est pourquoi les
cliniciens se résolvent souvent à utiliser des outils de segmentation manuels 2D, inadaptés à la
réalité clinique.
Dans ce chapitre, je présente une méthode de segmentation semi-automatisée abordant les pro-
blématiques mentionnées. La méthode est fonctionnelle sur des images TDM et IRM et permet
généralement de produire une segmentation en moins de cinq minutes. La méthode nécessite
une interaction modérée de la part de l’utilisateur et est indépendante de bases de données
statistiques aﬁn de pouvoir segmenter des foies atypiques ou préalablement opérés.
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Figure 6.1 Difﬁcultés de segmentation sur TDM (A-C) et IRM(D-F). (A) Faible
contraste avec les muscles intercostaux [M]. (B) Contact avec la rate [R]. (C) Contact
avec le cœur [C]. (D) Intensité variable du à l’inhomogénéité du champ magnétique
[valeur d’intensité en blanc]. (E) Artéfact de troncature. (F) Effet de volume partiel entre
le rein et l’apex distal du foie. [F=Foie, M=Muscle, R=Rate, C=Cœur]). (Adapté de
Chartrand et al. (2016))
6.2 Méthodologie
La méthode de segmentation semi-automatique proposée est composée de trois phases princi-
pales : l’initialisation, l’optimisation et la correction (Fig.6.2). D’abord, une forme initiale est
interpolée depuis quelques contours tracés par l’utilisateur depuis les vues multiplanaires stan-
dards. Cette forme est ensuite itérativement déformée de manière à converger sur les frontières
du foie dans l’image 3D. Finalement, la surface de la segmentation peut être déplacée interac-
tivement puis optimisée localement aﬁn d’améliorer la segmentation jusqu’à satisfaction.
6.2.1 Initialisation
L’objectif de la phase d’initialisation est de fournir à l’utilisateur un outil convivial pour lui
permettre de générer promptement une solution initiale de manière robuste et efﬁcace. Pour
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Figure 6.2 La méthode proposée est composée de trois phases : initialisation,
optimisation et correction.
ce faire, une interface graphique lui est présentée, composée des vues multiplanaires tradition-
nelles et d’une vue projective 3D où il est possible de visualiser les contours éventuellement
tracés. L’utilisateur peut cliquer dans la vue choisie pour positionner des nœuds d’interpolation
aﬁn de générer une spline étant automatiquement optimisée par la méthode de chemin mini-
mal présentée précédemment (Fig.6.3A). Lorsque le contour est clôt, les nœuds peuvent être
déplacés, ajoutés ou supprimés jusqu’à ce que le contour soit satisfaisant. Deux contours par
orientation sont généralement sufﬁsants pour globalement délimiter la forme de l’organe. Au
besoin, des contours supplémentaires peuvent être ajoutés après l’étape d’interpolation.
L’interpolation variationnelle de forme, telle que décrite par Turk et O’brien (2002), est une
méthode permettant de générer une fonction réelle f (x) : R3 → R où x = {x,y,z}, intégrant
implicitement une surface à son niveau zéro. Aﬁn d’obtenir cette fonction d’interpolation, un
ensemble de nœuds d’interpolation ci doivent être déﬁnis à la surface de la forme désirée, de
même qu’à l’intérieur et à l’extérieur de celle-ci. Une valeur nulle f (ci) = 0 est assignée aux
nœuds situés sur la surface tandis qu’une valeur négative et positive est assignée respectivement
aux nœuds internes et externes, de manière à ce que l’isosurface résultante f (x) = 0 déﬁnisse
la frontière de la structure d’intérêt en 3D. Dans les travaux de Heckel et al. (2011), les nœuds
internes et externes sont positionnés suivant la normale du contour tracé, projetée sur le plan
utilisé, ce qui peut mener à des artéfacts en escalier sur la forme reconstruite. Aﬁn de mieux
approximer l’orientation locale de la surface lors du positionnement des contraintes, l’informa-
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Figure 6.3 (A) L’utilisateur place des nœuds d’interpolation (en bleu) pour générer une
spline (rouge) qui est ensuite optimisée (vert). (B) Détail de l’optimisation de contour. (C)
Les vecteurs normaux (ﬂèches bleues) générés depuis un contour (rouge) superposé au
modèle surfacique visé (transparence rouge). (Tiré de Chartrand et al. (2016)).
tion du gradient de l’image sous le contour est utilisée pour estimer l’orientation de la surface
du foie (Fig.6.3B). Pour ce faire, chaque contour tracé par l’utilisateur est échantillonné à un in-
tervalle régulier. Pour chacun de ces points, le gradient 3D de l’image est estimé. Aﬁn que cette
information soit robuste au bruit et qu’elle représente adéquatement l’orientation de la surface
du foie, l’image est d’abord lissée par un noyau de convolution gaussien avant d’estimer le
gradient. Les vecteurs gradients échantillonnés sont ensuite inspectés pour des incohérences,
telles que des inversions de normales, et sont également lissés pour assurer des valeurs conti-
nues. De plus, les normales différant de plus de 45◦ par rapport à la normale du contour sont
éliminées. Finalement, pour chaque nœud d’interpolation, deux nœuds supplémentaires sont
générés et translatés vers l’intérieur et l’extérieur le long de la normale estimée aﬁn de déﬁnir
des contraintes d’interpolation variationnelle non nulles (Fig.6.4A). La distance à laquelle ces
nœuds sont déplacés le long de la normale doit être établie avec précaution, de manière à ce
que ceux-ci n’interceptent pas la surface désirée dans les régions minces de l’organe. Pour le
foie, une distance de 2mm, déterminée empiriquement, s’est avérée adéquate.
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Figure 6.4 L’interpolation variationnelle de forme repose sur un ensemble épars de
nœuds d’interpolation (A) ayant une valeur négative à l’intérieur (points rouges), positive
à l’extérieur (points verts), et une valeur nulle à l’interface (traits jaunes). La fonction
d’interpolation résultante (B) est évaluée sur une grille depuis laquelle un maillage
surfacique est généré avec un algorithme d’iso surface (C). (Tiré de Chartrand et al.
(2016)).
L’interpolation variationnelle est une approche particulièrement robuste pour interpoler des
données éparses. Étant donné un ensemble de nœuds d’interpolation déﬁnis dans R3, la fonc-
tion d’interpolation f (x) est déﬁnie comme une somme de fonctions de base radiale (RBF)
φ(x) dont le zéro croise chacun des nœuds :
f (x) = P(x)+
k
∑
i=1
wiφ(x− ci) (6.1)
où k est le nombre de nœuds, ci sont la position des nœuds, P(x) est un polynôme de faible de
degré représentant la portion linéaire de f (x) et wi sont les poids inconnus, lesquels doivent être
résolus. Pour cette application de l’interpolation RBF, les splines biharmoniques φ(x) = ‖x‖
sont utilisées, tel que proposé par Carr et al. (2001). Puisque la fonction d’interpolation doit
prendre une valeur déterminée aux nœuds d’interpolation, on remplace la valeur déﬁnie au
nœud f (c j) et sa position c j dans l’équation (6.1) :
f (c j) = P(c j)+
k
∑
i=1
wiφ(c j − ci) (6.2)
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Cette substitution mène à un système d’équations linéaires de la forme Ax = b où la matrice A
est déﬁnie positive :
⎡
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(6.3)
Résoudre le système d’équations (6.3) pour wi et {p0, p1, p2, p3} fourni les poids nécessaires
pour évaluer f (x) dans R3. Aﬁn de récupérer une représentation explicite de la surface, telle
qu’un maillage composé de triangles, la fonction d’interpolation doit être évaluée sur une grille
tridimensionnelle et soumise à un algorithme d’isosurface. La discrétisation de cette repré-
sentation fonctionnelle est une opération coûteuse en calcul, car elle requiert d’évaluer une
fonction de k+ 4 termes pour chaque nœud de la grille. Aﬁn de réduire le temps de calcul,
plusieurs types d’optimisations peuvent être considérés, comme une réduction de contrainte de
type greedy, les fonctions de base radiale à support compact (Heckel et al. (2011)), la méthode
Fast Multipole (Carr et al. (2001)), le suivi de surface lors de la discrétisation où la résolution
progressive du système d’équations au fur et à mesure que les contraintes sont introduites (Ijiri
et al. (2013)). Dans ce contexte par contre, puisque le modèle surfacique sera optimisé après
l’étape d’interpolation et que la précision n’est pas critique à ce moment-ci, j’ai opté pour un
ensemble réduit de contraintes ainsi qu’une grille volumétrique grossière, contenant peu de
cellules, aﬁn de limiter le nombre d’opérations. Suivant la discrétisation de la forme, le modèle
triangulaire résultant M est décimé jusqu’à ce qu’il ne reste que 12000 sommets.
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6.2.2 Optimisation laplacienne
Lorsque la forme du foie initiale est générée, la surface de celle-ci devraient déjà être située à
proximité de la surface du foie dans l’image, sans toutefois précisément délimiter ses contours.
L’étape suivante a pour objectif de déformer le modèle initial vers l’anatomie du patient. Cette
étape emploie une optimisation laplacienne de maillage surfacique (Nealen et al. (2006)) dans
une approche similaire au recalage non rigide appliquée à la segmentation. À chaque itération,
chacun des sommets du maillage surfacique M est apparié avec un point caractéristique ti dans
l’image, correspondant à la surface du foie, puis un indice de conﬁance λi est attribué à cet
appariement. Une nouvelle position, optimisée, est ensuite calculée depuis ces appariements
pour chacun des sommets, de manière à préserver une surface lisse. Après quelques itérations, il
s’ensuit une représentation surfacique précise du foie, dont la surface lisse et continue concorde
avec la surface du foie dans l’image sous-jacente.
Intensité de l'image
Intensité Gaussienne normalisée
Somme des diérences absolues
Intensité de l'image
Diérence de l'intensité moyenne avant
et après le point cible
Produit du prole d'intensité, de la dérivée
et de la diérence d'intensité moyenne 
Dérivée du prol d'intensité
Frontière du foie
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Figure 6.5 L’étape d’appariement identiﬁe le long des proﬁls d’intensités (A,B, lignes
vertes) la position la plus probable de la surface du foie. Sur TDM (C), une fenêtre
contenant une fonction Heaviside est convoluée contre le proﬁl d’intensité pour calculer
la somme des différences absolues. Sur IRM, la différence entre l’intensité moyenne
intérieure et extérieure est calculée pour chaque position et pondérée par l’intensité du
proﬁl et la valeur de la dérivée. (Adapté de Chartrand et al. (2016))
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6.2.2.1 Appariement
L’étape d’appariement permet d’identiﬁer, le long de la surface du maillage, des points corres-
pondant potentiellement à la surface du foie dans l’image I. L’analyse des proﬁls d’intensité est
une approche qui a été utilisée par le passée pour diriger la déformation de modèles surfaciques
(Heimann et al. (2007)). Je présente ici deux stratégies adaptées aux images CT et IRM ab-
dominales. Étant donné un maillage surfacique M = (V,E) composé d’arêtes E et de sommets
V = [v1,v2,v3, ...,vn] où vi = {vix,viy,viz}, pour chacun des sommets vi du maillage, des proﬁls
d’intensités normaux Qi(s), de paramètres s∈ [− L2τ , L2τ ] sont régulièrement échantillonnés vers
l’intérieur et l’extérieur de la surface suivant un espacement τ et ce pour une longueur totale L.
Sur CT, puisque l’intensité de la majorité du parenchyme hépatique sain se situe dans un
intervalle d’intensité restreint, les proﬁls d’intensités Qi(s) sont normalisés suivant une fonction
de transfert gaussienne paramétrée par l’intensité moyenne du foie μ0 et la déviation standard
σ0, obtenue préalablement par une région d’intérêt sphérique déﬁnie par l’utilisateur. Après
cette opération, les frontières du foie, si apparentes le long du proﬁl d’intensité normalisé
Qσ0i (s), devraient se présenter comme un saut d’intensité étant donné des normales pointant
vers l’intérieur de l’organe. Pour identiﬁer cette caractéristique le long du proﬁl d’intensité,
la somme des différences absolue est utilisée comme mesure de similarité avec une fonction
Heaviside H(x). Sur CT, le proﬁl de similarité est déﬁni comme suit :
CCTi (s) =
θ
∑
j=−θ
|Qσ0i (s+ j)−H( j)| (6.4)
Sur IRM, normaliser les intensités par une fonction de transfert gaussienne n’est pas dési-
rable dû aux importantes inhomogénéités dans l’intensité du signal du parenchyme hépatique.
Cependant, puisque le foie est rehaussé par un agent de contraste, l’intensité de celui-ci est ma-
joritairement différente des tissus adjacents, même si cette intensité n’est pas constante. Dans
ce contexte, il est préférable d’utiliser une métrique de similarité maximisant la différence d’in-
tensité entre l’intérieur et l’extérieure du foie. Cependant, le maximum du proﬁl de similarité
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résultant n’est pas toujours situé à la surface du foie, puisque l’interface gras/muscle pourrait
aussi présenter un gradient d’intensité très élevé. Le signal de similarité est donc multiplié
par l’intensité de l’image aﬁn de favoriser des caractéristiques de forte intensité, ainsi que le
gradient pour également favoriser des frontières. La position caractéristique extraite du proﬁl
d’intensité est ensuite obtenue par la position de la valeur maximale du signal résultant, alors
que la valeur de conﬁance λ est mise à 1 pour cette modalité. Additionnellement, un masque
légèrement érodé, représentant l’intérieur du corps sur l’image, est appliqué au signal de simi-
larité aﬁn de prévenir que les caractéristiques extraites soient situées à l’interface air/peau, une
situation qui survient pour des patients plutôt minces.
CMRIi (s) = Q(s)∇Q(s)
⎡
⎣∑sj=− L2τ Qi( j)
|s+ L2τ |
− ∑
L
2τ
k=s Qi(k)
| L2τ − s|
⎤
⎦ (6.5)
À chaque itération, la forme du foie converge progressivement vers la segmentation désirée
et l’espace de recherche des points caractéristiques est réduite pour prendre en compte cette
convergence et limiter la détection de points aberrants. L’échantillonnage τ est donc établi à
0.5 pour la première itération et ajusté linéairement jusqu’à 0.2 à la dernière itération.
6.2.2.2 Optimisation laplacienne de maillage surfacique
Suite à l’étape d’appariement, chaque sommet vi est apparié avec un point caractéristique ti
dans l’image, et ce avec un indice de conﬁance λi. Alors que ces appariements représentent
globalement la forme du foie, il est peu probable que chacun des sommets soit apparié de
manière optimale, préservant la cohérence de la surface. L’optimisation laplacienne de maillage
surfacique (Nealen et al. (2006)) est une approche permettant de déformer un modèle 3D tout
en préservant une courbure locale prescrite. La nouvelle position des sommets V ′ est résolue
de manière à minimiser une erreur quadratique EL, composée de la déviation des points cibles
ainsi qu’une courbure locale nulle :
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EL = α
n
∑
i=1
w2i (ti−v′i)2+‖LV ′‖2 (6.6)
Dans l’équation 6.6, le premier terme est composé de la somme du carré de la distance existant
entre la nouvelle position du sommet et son point caractéristique cible, ce pondéré par un poids
wi. Cette somme est ensuite pondérée par un paramètre d’attraction global α équilibrant la
qualité de l’appariement avec la régularité de la surface. Le second terme est le produit de la
position des sommets et de la matrice laplacienne, représentant des coordonnées différentielles
δi, obtenues en appliquant l’opérateur discret laplacien sur le maillage surfacique M = (V,E)
introduit plus tôt, composé d’arrêtes E et des sommets V .
δi = ∑
{i, j}∈E
ai j(v j −vi) =
[
∑
{i, j}∈E
ai jv j
]
−vi (6.7)
où ∑{i, j}∈E ai j = 1.
Ces coordonnées δi peuvent être considérées comme des vecteurs de longueur proportionnelle à
la courbure locale du maillage, pointant vers le centre du premier anneau de voisin pour chaque
sommet. Une valeur élevée de ce vecteur indique une courbure caractéristique importante, alors
qu’une valeur faible indique une surface lisse et régulière. Dans le cadre de cette méthode de
déformation, puisque le maillage surfacique obtenu préalablement est composé de triangles
plutôt réguliers, les poids laplaciens uniformes sont employés en raison de leur simplicité :
ai j =
bi j
∑{i, j}∈E bi j
where bi j = 1 (6.8)
Sous forme matricielle, cet ensemble de coordonnées δi peut être obtenu directement par LV =
{δ} où V sont les sommets et L est la matrice laplacienne de taille n×n :
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L =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−1 i = j
ai j (i, j) ∈ E
0 autrement
(6.9)
Minimiser la fonction d’erreur quadratique EL correspond à résoudre un système d’équations
linéaires surdéterminé Ax = b où A est une matrice de taille 2n×n :
[
L
Wp
]
V ′ =
[
0
WpT
]
(6.10)
où L est la matrice laplacienne, Wp sont les pondérations de positions wi, T sont les points
caractéristiques cibles ti et V ′ sont les nouvelles positions des sommets du maillage déformé.
En résolvant ce système d’équations indépendamment pour V ′x , V ′y et V ′z en utilisant la méthode
des équations normales, la nouvelle position des sommets est obtenue, amenant le maillage à
se déformer vers la surface du foie tout en préservant une surface lisse et régulière. Depuis ce
système d’équations, on observe que le comportement du modèle déformable est très fortement
lié à la valeur des pondérations de positions Wp, qui dicte avec quelle force un sommet sera
attiré vers son point cible. C’est pourquoi il est désirable qu’un point cible déterminé avec
une très forte conﬁance attire un sommet, alors que la nouvelle position d’un sommet dont
la cible a été déterminée avec peu de conﬁance devrait être guidé par la régularisation de la
surface. De plus, au fur et à mesure que la forme évolue vers l’anatomie du foie, la force
d’attraction des cibles éloignées de la surface actuelle du maillage est réduite de manière à
prévenir l’attraction de la surface vers des points cibles aberrants, tels que les vaisseaux ou
les tumeurs périphériques. Cette stratégie limite également l’amplitude du déplacement des
sommets à chaque itération, ﬁgeant progressivement la forme et la position du maillage en
place.
Aﬁn de parvenir à ce comportement, les indices de conﬁance λi sont d’abord normalisés par
une fonction de transfert gaussienne Gμ,σ (·) de moyenne μ et de déviation standard σ estimée
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depuis la distribution des déplacements absolus des sommets. Ces pondérations sont ensuite
multipliées par un le facteur d’attraction global α introduit plus tôt dans l’équation 6.6, contrô-
lant la force d’attraction par rapport à la régularisation de la surface.
Wp = α
W˜p
‖W˜p‖∞
(6.11)
où W˜p =
⎧⎨
⎩ λi ·Gμ,σ (‖ti−vi‖) i = j0 autrement
À chaque itération, l’espace de recherche autour de la surface est aminci en réduisant la lon-
gueur des proﬁls d’intensité L aﬁn de prendre en compte le fait que la forme converge vers
l’anatomie du patient. Puisque les points cibles se situent très fort probablement à proximité de
la surface, le facteur d’attraction global α est également augmenté, réduisant ainsi la rigidité
du modèle, permettant du même coup aux sommets de modéliser des détails de plus en plus
ﬁns (Fig.6.6).
Figure 6.6 (A) Au ﬁl des itérations, la forme du modèle surfacique converge sur les
frontières du foie. (B) L’effet du paramètre α sur la rigidité du modèle surfacique.
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6.2.3 Correction surfacique
La méthode de segmentation permet généralement au modèle surfacique de converger correc-
tement lorsque la frontière du foie est sufﬁsamment claire sur les images. Cependant, le modèle
surfacique initial pourrait être initialisé trop loin de la frontière du foie, ou des structures ad-
jacentes, comme les muscles ou le cœur, pourraient présenter la même apparence que le foie
sur des régions très larges. Pour récupérer adéquatement ces cas où le modèle aurait divergé de
l’anatomie du patient, deux outils de correction ont été implémentés pour guider la déformation
du maillage.
Le premier outil (Fig.6.7A) permet à l’utilisateur de manipuler la surface du maillage depuis
les vues multiplanaires de l’interface graphique. Lorsque l’utilisateur clique près de l’intersec-
tion du maillage sur la vue choisie et déplace la souris, les sommets situés à l’intérieur d’une
région d’intérêt sphérique sont utilisés pour instancier une version réduite du système d’équa-
tions linéaires tel que déﬁni à l’équation 6.6. La translation ainsi décrite par le mouvement de
la souris est attribuée, avec une inﬂuence décroissante gaussienne, à tous les sommets situés
dans la région d’intérêt sphérique, et leur espace de recherche pour des caractéristiques cibles
est limité à une petite distance (i.e. L=2). De plus, aﬁn de ﬁxer la surface à l’extérieur de la
zone d’inﬂuence sphérique, l’ensemble des sommets voisins est ﬁxé et sert d’ancrage pour dé-
terminer la position des sommets modiﬁés. Lorsque l’utilisateur relâche le clic, l’optimisation
laplacienne est lancée localement, relocalisant instantanément les sommets affectés près de la
position désirée.
Le second outil de correction (Fig.6.7B) permet à l’utilisateur de générer des courbes de
contrainte, tout comme durant la phase d’initialisation, aﬁn de prévenir que la forme évolue
vers des caractéristiques saillantes erronées. Lorsque de telles contraintes sont déﬁnies avant
la phase d’optimisation, les courbes sont régulièrement échantillonnées et chaque nœud résul-
tant est associé avec le sommet du maillage le plus près. La position de la contrainte est ainsi
assignée comme point cible ti pour chaque sommet apparié vi, et une forte pondération est
associée à cet appariement (wi=10). Additionnellement, le pondération de position wi associée
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aux sommets situés dans une zone d’inﬂuence sphérique autour des sommets contraints est ﬁxé
à zéro de manière à ce que leur appariement ne soit par considéré et qu’une surface lisse soit
obtenue à proximité des contraintes.
A B
Figure 6.7 (A) Le premier outil de correction permet de manipuler la surface depuis les
vues multiplanaires et de lancer une optimisation locale du modèle. (B) Le second outil
permet de générer des courbes visant à contraindre localement la forme du maillage.
(Adapté de Chartrand et al. (2016)).
6.3 Résultats
Aﬁn d’évaluer les performances de la méthode de segmentation proposée, chaque phase de
l’algorithme a été implémentée en C++ et exécutée depuis un ordinateur de table Intel i7-
920@2.67 GHz équipé avec 9 Go de mémoire vive.
30 TDMs ont été obtenus depuis le concours de segmentation SLIVER07, et suivant les règles
d’approbation éthiques du Centre de Recherche du CHUM (CRCHUM) et de l’ÉTS, 20 IRM
(séquences LAVA-3D avec injection d’un agent de contraste) ont également été obtenues ré-
trospectivement. Tous les patients provenant du CRCHUM ont été référés pour une chirurgie
hépatique. Les segmentations de référence pour les 20 IRM ont été réalisées par un résident en
radiologie à l’aide de l’outil "Snake" du logiciel de segmentation Slice-O-matic (Tomovision,
Montréal). La méthode de segmentation proposée a été exécutée avec différents jeux de para-
mètres indiqués au bas de la ﬁgure 6.8. Tous les cas sélectionnés ont été segmentés avec succès
par l’outil de segmentation semi-automatique proposé.
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La précision et l’exactitude des segmentations obtenues ont été évaluées en les comparant avec
les segmentations de référence respectives. Les métriques de performances tirées de Heimann
et al. (2009), résumées au tableau 6.1, ont été évaluées à plusieurs étapes de l’algorithme de
segmentation, de manière à illustrer la sensibilité de la méthode à certains paramètres libres et
la convergence au ﬁl des itérations.
Tableau 6.1 Métriques de performance*
Erreur de recouvrement volumique
VOE(A,B) = 100%× (1− |A∩B||A∪B|)
Différence relative de volume
RVD(A,B) = 100%× ( |A|−|B||B| )
Distance surfacique symétrique moyenne
ASD(A,B) =
(
∑
sA∈S(A)
d(sA,S(B))+ ∑
sB∈S(B)
d(sB,S(A))
)
|S(A)|+|S(B)|
Distance surfacique symétrique moyenne RMS
RMSD(A,B) =
√
1
|S(A)|+|S(B)|×√
∑
sA∈S(A)
d2(sA,S(B))+ ∑
sB∈S(B)
d2(sB,S(A))
Distance surfacique symétrique moyenne maximale
MSD(A,B) = max{maxsA∈S(A) d(sA,S(B)),
maxsB∈S(B) d(sB,S(A))}
Fonction de distance euclidienne
d(v,S(A)) = minsA∈S(A)‖v− sA‖
* S(A) et S(B) représentent les voxels surfaciques
D’abord, pour chacun des examens TDM, une série de formes initiales ont été générées avec
un nombre croissant de trois à dix contours. Pour chacune des formes initiales générées, l’en-
semble des métriques de performances a été évalué avant l’étape d’optimisation laplacienne
aﬁn d’évaluer l’impact du nombre de contours sur la phase d’initialisation. L’évolution des mé-
triques de performances à chaque itération a été évaluée pour différentes valeurs de longueur
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Tableau 6.2 Moyenne ± écart-type des métriques de performance pour les résultats de
segmentation obtenus à divers stade de l’algorithme
Images TDM SLIVER07 entraînement SLIVER07 test
Initialisation Optimisation Correction Correction
RVD (%) 1.93 ± 1.35 2.14 ± 2.19 1.23 ± 1.15 0.2 ± 1.7
VOE (%) 11.30 ± 1.86 5.97 ± 1.53 5.14 ± 1.02 5.1 ± 0.6
ASD (mm) 2.33 ± 0.45 1.24 ± 0.33 1.04 ± 0.22 0.8 ± 0.1
RMSD (mm) 3.61 ± 0.72 2.45 ± 0.65 2.14 ± 0.58 1.8 ± 0.5
MSD (mm) 24.09 ± 5.84 21.98 ± 6.52 21.25 ± 5.68 19.9 ± 6.4
Images IRM
Initialisation Optimisation Correction
RVD (%) 6.38 ± 2.24 1.70 ± 4.29 1.56 ± 1.07
VOE (%) 12.33 ± 1.63 9.29 ± 2.61 7.62 ± 1.35
ASD (mm) 2.32 ± 0.30 1.97 ± 0.51 1.52 ± 0.26
RMSD (mm) 3.29 ± 0.47 3.53 ± 0.90 2.60 ± 0.55
MSD (mm) 20.60 ± 5.32 25.26 ± 5.14 23.08 ± 5.60
de proﬁl d’intensité L et de facteur d’attraction global α . Ces jeux de paramètres, illustrés au
bas de la ﬁgure 6.8, ont été choisis de manière à couvrir un spectre raisonnable de valeurs,
estimé empiriquement. La valeur de ces paramètres a été ajustée à chaque itération par inter-
polation linéaire entre la valeur initiale et ﬁnale. Sur les images TDM, 20 itérations ont été
enregistrées, alors que sur IRM seulement 10 itérations ont été enregistrées puisque la conver-
gence est survenue plus rapidement. L’évolution des métriques de performance est illustrée à la
ﬁgure 6.8D-F pour le CT et à la ﬁgure 6.8G-I pour les images IRM. Les segmentations issues
du meilleur jeu de paramètre ont ensuite été améliorées en utilisant l’outil de correction pré-
senté. Le tableau 6.2 résume les résultats obtenus pour chacune des phases de la méthode, et ce
pour chaque ensemble de données utilisé. En moyenne, l’initialisation requiert 115 secondes,
l’optimisation 60 secondes pour le CT et 15 secondes pour l’IRM, et le temps de correction
est d’environ trois minutes. Un comparatif des méthodes de segmentation contemporaines est
présenté au tableau 6.3.
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A. RVD vs Nombre de contours initiaux B. VOE vs Nombre de contours initiaux C. ASD vs Nombre de contours initiaux
Nombre de contours Nombre de contours Nombre de contours
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D. RVD vs Nombre d'itérations E. VOE vs Nombre d'itérations F. ASD vs Nombre d'itérations
G. RVD vs Nombre d'itérations H. VOE vs Nombre d'itérations I. ASD vs Nombre d'itérations
Nombre d'itérations Nombre d'itérations Nombre d'itérations
Nombre d'itérations Nombre d'itérations Nombre d'itérations
Figure 6.8 L’évolution de la moyenne (ligne bleu) et de l’écart-type (zone grise) des
métriques de performance après l’étape d’initialisation pour un nombre croissant de
contours initiaux (A-C). La convergence de la moyenne des métriques de performances
au ﬁl des itérations pour TDM (D-F) et IRM (G-I) pour les jeux de paramètres déﬁnis au
bas de la ﬁgure. Chaque paramètre est interpolé linéairement entre la première et la
seconde valeur. (Adapté de Chartrand et al. (2016))
6.4 Discussion
Depuis les résultats obtenus pour la phase d’initialisation (Fig. 6.8A-C), il est possible d’ob-
server que l’interpolation variationnelle de forme fournie une excellente approximation de la
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Tableau 6.3 Comparaison des résultats avec des méthodes contemporaines*
TDM
VOE RVD ASD Type †
Foruzan et al. (2013) 8.3 1.8 1.4 A
Peng et al. (2013) 5.5
(4.6)
1.0
(1.1)
0.8
(0.7)
IM
Lopez-Mir et al. (2013) 6.3 -2.4 0.8 SA
Maklad et al. (2013) 5.8
(4.3)
-0.6
(0.3)
0.9
(0.6)
IM
Linguraru et al. (2010) 8 2.2 1.4 A
Beichel et al. (2007) 5.2 1 0.8 SA
Freiman et al. (2008) 8.6 2.8 1.5 A
Wimmer et al. (2007) 10.1
(4.3)
8.8
(0.6)
1.7
(0.6)
IM
Kainmüller et al. (2007) 7 -3.6 1.1 A
Heimann et al. (2007) 9.7 N/A 1.6 A
Soler et al. (2000a) N/A N/A 2 A
Aoyama et al. (2013) N/A 2.2 N/A IM
Peng et al. (2015) 4.58 1.08 0.68 IM
Wang et al. (2015) 7.57 -1.83 1.23 A
Lu et al. (2016) 5.90 2.70 0.91 A
Méthode proposée 5.1 1.2 1 SA
IRM
VOE RVD ASD Type †
Gloger et al. (2011) 10.6 4.7 N/A A
Huynh et al. (2014) 12 3.6 N/A A
López-Mir et al. (2014) 9.5 N/A N/A A
Siewert et al. (2010) N/A 4.2 N/A A
Bereciartua et al. (2015) 17.9 N/A N/A A
Yan et al. (2015) 24.6 N/A N/A A
Bereciartua et al. (2016) 2.08 2.11 0.93 A
Tan et al. (2015) 22.5 N/A N/A SA
Méthode proposée 7.6 1.6 1.5 SA
*Note : Pour VOE, RVD and ASD, plus près de 0 est mieux.
†A : Automatique, SA : Semi-automatique, IM : Initialisation manuelle
(·) : Résultats non-publiés mais mis à jour sur www.sliver07.org
forme du foie depuis seulement quelques contours. L’erreur de recouvrement tend à décroître
exponentiellement à l’ajout de contours additionnels, alors que la différence de volume ne
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Figure 6.9 Exemples de résultats de segmentation, obtenus avant correction manuelle, et
segmentations de référence sur TDM (A-D) et IRM (E-H). (A) La région encerclée du
foie est en contact avec les muscles intercostaux. Tumeurs périphériques (C,H)
adéquatement inclues dans la segmentation. (D) Difﬁculté à modéliser les structures ﬁnes
et allongées telles que les ﬁssures hépatiques. (B,E,F,G) représentent des résultats
typiquement obtenus par la méthode proposée. (Adapté de Chartrand et al. (2016))
s’améliore pas signiﬁcativement après le 4ième contour. Pour ces raisons, les étapes subsé-
quentes ont été réalisées depuis les modèles surfaciques initialisés avec six contours. Cela
suggère d’ailleurs que pour des besoins de volumétrie, une simple interpolation surfacique
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pourrait produire une estimation du volume qui ait une erreur relative inférieure à 5% (Fig.
6.8A). Cela n’est pas sans rappeler les conclusions de Aoyama et al. (2012) qui ont suggéré
qu’une estimation plutôt exacte du volume hépatique pouvait être obtenue simplement depuis
un modèle de régression basé sur la surface du foie à quatre positions axiales. Cependant, à des
ﬁns de planiﬁcation chirurgicale ou de plans de traitement en radiothérapie, une reconstruction
morphologiquement exacte est nécessaire puisque la précision locale est essentielle.
Dans une tentative de déterminer les hyperparamètres maximisant les performances de la mé-
thode proposée, nous avons déﬁni empiriquement un ensemble de paramètres raisonnables
pour lesquels nous avons évalué la convergence des indices de performance durant la phase
d’optimisation. Le paramètre α a un impact sur la rigidité de la surface du maillage et celui-ci
interagit de manière complexe avec la longueur des proﬁls d’intensité L puisque la position et
la forme du modèle surfacique sont constamment optimisées. Réduire la longueur des proﬁls
au ﬁl des itérations limite la possibilité que la forme diverge, cependant cela pourrait l’em-
pêcher d’atteindre des frontières éloignées. Augmenter le paramètre α permet à la surface de
modéliser des caractéristiques ﬁnes, mais pourrait permettre au modèle d’exclure des lésions
périphériques. Les courbes obtenues démontrent que pour toutes les conﬁgurations, la forme
tend tout de même à converger sur la segmentation de référence, ce avec divers niveau de
concordance, obtenant une erreur de recouvrement de 6% pour le CT et 9% pour l’IRM dans le
meilleur des scénarios. Les conﬁgurations ayant les proﬁls les plus longs (Fig. 6.8 - Courbes
5 à 8) n’ont pas convergé plus rapidement que les proﬁles les plus courts (Fig. 6.8 - Courbes
1 à 4), ce qui suggère que la frontière du foie était à la portée des modèles surfaciques initiaux
dès la première itération, ce qui corrobore l’erreur de distance maximale, sous les 25mm, au
tableau 6.2. Une valeur plus élevée de α (Fig. 6.8 - Courbes 3,4,7 et 8) a produit des segmenta-
tions ayant erreur de recouvrement plus faible, mais dont la surface était beaucoup plus bruitée
(Fig.6.6B). Les courbes d’erreur relative de volume suggèrent que le modèle surfacique modé-
lise progressivement des caractéristiques ﬁnes, augmentant graduellement son volume. Puisque
certains éléments comme les ﬁssures hépatiques et les insertions vasculaires ne sont généra-
lement pas délimités durant la génération du modèle, il est normal de s’attendre à ce que la
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différence de volume ne converge pas vers 0%, mais plutôt vers une valeur légèrement plus
élevée. Globalement, les résultats montrent que les paramètres choisis auront un impact limité
sur le résultat de segmentation et qu’il est fort probable qu’un ajustement précis des paramètres
ne soit pas nécessaire.
Les résultats obtenus avec le meilleur ensemble de paramètres en terme de recouvrement vo-
lumique (#6 pour CT et #4 pour l’IRM) sont compilés dans le tableau 6.2. Ce tableau montre
que, pour le CT et l’IRM, même si la différence relative de volume ne s’est pas améliorée entre
la phase d’initialisation et la phase d’optimisation, une amélioration substantielle est observée
pour l’erreur de recouvrement (VOE) et les métriques de distance surfacique, lesquelles sont
étroitement reliées. Ces résultats suggèrent que la segmentation initiale est composée de faux
positifs et de faux négatifs, lesquels auront tendance à se contre-balancer pour tout de même
produire une bonne estimation du volume. L’optimisation du modèle surfacique déforme celui-
ci dans une conﬁguration où ces régions sont balancées de manière inégale, et ce au bénéﬁce
des vrais positif et vrais négatifs, mais augmentant du même coup la différence volumique avec
la segmentation de référence. Cette situation expose le manque de spéciﬁcité des métriques vo-
lumiques pour comparer des résultats de segmentation. Globalement, les performances se sont
avérées inférieures sur les images IRM, ce qui est à prévoir étant donné l’hétérogénéité du
signal, les divers artéfacts d’imagerie, et les effets de volume partiels. Ces facteurs combinés
rendent inévitablement la segmentation manuelle et semi-automatique moins précise et encline
à différer. Les corrections apportées sur le modèle surfacique optimisée n’ont que légèrement
réduit l’erreur de recouvrement volumique étant donné que la majorité du gain est réalisé du-
rant la phase d’optimisation. Celles-ci ont cependant réduit l’erreur relative de volume, par-
ticulièrement pour les images IRM où l’écart type de cette métrique a été réduit de 5%. Les
segmentations obtenues sur les données tests de SLIVER07 ont été soumises aux organisateurs,
plaçant la méthode en 9ième position parmi 80 participations au moment de la soumission en
décembre 2014.
En révisant visuellement les résultats obtenus, on peut remarquer que les principales régions
de désaccord sont récurrentes. Comme mentionné précédemment, l’inclusion ou l’exclusion
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de la veine cave varient d’un utilisateur à l’autre. Dans la base de données fournie par SLI-
VER07, la veine cave inférieure a été modélisée de manière à préserver la continuité de la
surface du parenchyme hépatique (Fig.6.9A) et les ﬁssures hépatiques ont été la source de plu-
sieurs erreurs surfaciques majeures (Fig.6.9B,D). À moins que celle-ci n’aient été initialement
modélisées, la rigidité du modèle déformable l’a empêché de se propager dans ces structures
ﬁnes et allongées. Globalement, les faibles contrastes, comme avec les muscles intercostaux
(Fig.6.9A), ont été bien gérés par la forme à priori et la détection des cibles aberrantes four-
nie par la pondération Wp dans l’équation Eq.6.11. La stratégie d’appariement utilisée pour
les images IRM est intrinsèquement moins spéciﬁque que celle appliquée aux images CT dû à
la difﬁculté inhérente à modéliser correctement la radio-apparence du foie sur cette modalité.
Conséquemment, la convergence s’est avérée moins prononcée et la surface du modèle a été
attirée plus facilement à des points erronés tels que le cortex antérieur du rein (Fig.6.9H).
Les corrections apportées sur la surface optimisée ont été principalement appliquées près de
l’interface entre le cœur et le foie, de même que près des apex du foie, lesquels le modèle défor-
mable n’a pu rejoindre correctement. En moyenne, le temps de correction n’a pas excédé trois
minutes et l’erreur de recouvrement s’est améliorée d’un peu moins de 1% (6.2). Puisque les
segmentations hépatiques sont habituellement revues, cette quantité d’interaction est estimée
acceptable pour une utilisation clinique.
La comparaison quantitative avec les travaux d’autres auteurs est chose délicate, car il est très
difﬁcile en pratique de reproduire les mêmes conditions de test. Pour la segmentation du foie,
ceci est particulièrement vrai pour les images IRM, pour lesquelles aucune base de données
publique n’est encore disponible, car la taille des voxels et le choix des séquences varient gran-
dement. Néanmoins, une comparaison subjective est présentée au tableau 6.3 aﬁn de mettre
en perspective les résultats obtenus. La plupart des résultats présentés ont été obtenus depuis
la base de données SLIVER07. Lorsque seulement l’indice Dice était reporté, celui-ci a été
converti en indice Jaccard, depuis lequel la métrique VOE est calculée, avec la relation suivante
Jaccard = Dice/(2−Dice). On observe dans ce tableau que la méthode proposée se compare
bien avec les travaux contemporains réalisés dans ce domaine. Même si l’approche n’est pas
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complètement automatisée, celle-ci génère des résultats ayant une précision similaire sans l’uti-
lisation de données d’entraînement, telles qu’utilisée par Linguraru et al. (2010); Kainmüller
et al. (2007); Heimann et al. (2009); Lu et al. (2016), et l’utilisation de maillage surfacique per-
met l’utilisation d’outil de correction efﬁcace et intuitif, en contraste avec les méthodes basées
sur l’utilisation de masques comme Foruzan et al. (2009); Peng et al. (2013); Lopez-Mir et al.
(2013). Parmi les méthodes reportées, les travaux de Soler et al. (2000a); Beichel et al. (2007);
Linguraru et al. (2010); Tan et al. (2015) sont probablement les plus semblables, car ceux-ci
utilisent également des modèles déformables. Wimmer et al. (2007) ont proposé une méthode
similaire pour la segmentation interactive et ont atteint parmi les meilleures performances pour
le concours SLIVER07. Pour ce qui est de l’IRM, les résultats rapportés ont été obtenus avec
une méthode basée sur les Levelset Gloger et al. (2011), une approche basée sur les Watershed
stochastiques López-Mir et al. (2014), des opérations morphologiques Siewert et al. (2010),
un atlas de modèles déformables Yan et al. (2015) ou les contours actifs géodésiques Huynh
et al. (2014); Bereciartua et al. (2015). À noter que Bereciartua et al. (2016) ont obtenus d’ex-
cellent résultats, cependant il est rapporté dans leur article que la variation inter-expert de la
segmentation de référence utilisée est de l’ordre de 10.40% d’erreur VOE. Récemment, Tan
et al. (2015) ont réalisé une étude sur l’utilisation d’un outil de correction basé sur l’optimisa-
tion Laplacienne et montré que cette méthode est supérieure au Livewire 3D (Hamarneh et al.
(2005)) et au Graph-cut (Boykov et Jolly (2001)), ce qui souligne l’intérêt de cette approche
pour la segmentation 3D.
Malgré les quelques erreurs rapportées, la méthode proposée a globalement bien performé et a
produit de bons résultats vis-à-vis les difﬁcultés communément rencontrées comme les tumeurs
périphériques (Fig.6.9A), les variations d’intensité sur IRM (Fig.6.9E-G). Tout en répondant
aux objectifs de design initiaux, soit d’être indépendant de données d’entraînement, la méthode
proposée a produit une segmentation acceptable sur l’ensemble des cas proposés et fourni un
outil de correction efﬁcace pour manipuler les résultats de segmentation jusqu’à satisfaction.
De plus, le temps de segmentation s’est avéré raisonnable, sous les 5 minutes, et ce avec une
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implémentation initiale pouvant bénéﬁcier d’optimisations logicielles et d’interface à plusieurs
niveaux.
6.4.1 Limites de l’étude de validation
L’étude de validation proposée comporte toutefois quelques limites qu’il est important de rap-
peler. D’abord, la segmentation manuelle, généralement acceptée comme substitut à une ré-
férence absolue, implique inévitablement une variabilité intra- et inter-opérateur lorsque les
segmentations sont répétées, tel que discuté dans Gotra et al. (2014). Cela est particulièrement
vrai pour les images IRM, lesquelles sont affectées par des effets de volume partiel substantiels,
faisant de certaines tranches axiales difﬁciles à interpréter correctement. De plus, dans certains
cas, un consensus peut difﬁcilement être établi quant à l’exclusion ou l’inclusion des ﬁssures
hépatiques et des insertions vasculaires. Ces régions ont souvent eu un impact important sur
les métriques de performances basées sur les distances surfaciques alors que celles-ci ne sont
pas critiques en pratique. Puisque la segmentation manuelle a été réalisée à l’aide d’un outil
de contour actif 2D, lequel se base sur les gradients maximaux dans l’image pour faire évoluer
un contour, la segmentation résultante a eu tendance à sursegmenter lorsqu’il y avait présence
d’effets de volume partiel.
6.5 Conclusion
Ce chapitre a présenté une méthode de segmentation semi-automatique qui peut être utilisée
pour modéliser le parenchyme du foie depuis des images TDM et IRM. Un objectif principal de
ce projet fut d’éviter d’utiliser toute forme d’information statistique tout en demeurant robuste
à un large spectre de cas pathologiques. Un outil de correction a également été implémenté pour
permettre à l’utilisateur d’améliorer la segmentation jusqu’à satisfaction. Les résultats obtenus
montrent que l’optimisation laplacienne de maillage fournit un cadre de fonctionnalité pouvant
obtenir d’excellents résultats de segmentation, et ce en peu de temps et peu d’interactions.
CHAPITRE 7
SEGMENTATION VASCULAIRE
7.1 Introduction
Les seuls traitements curatifs disponibles pour les patients atteints de cancer au foie est la résec-
tion hépatique ou la transplantation, deux opérations qui requièrent une planiﬁcation chirurgi-
cale exhaustive, ainsi que la thermoablation par radiofréquence. Parmi les critères à considérer,
le chirurgien hépatique doit évaluer si le volume résiduel de l’organe du patient sera sufﬁsant.
Pour ce faire, il doit considérer, en plus de la portion du foie retirée, quelle proportion de l’or-
gane sera dévascularisée en sectionnant les branches vasculaires visées. La modélisation des
arbres vasculaires portal et veineux facilite cette planiﬁcation, car elle permet d’évaluer avec
précision l’étendue des zones de perfusion hépatiques et l’impact d’un plan de résection donné
sur la dévascularisation de l’organe. Cela rend possible une analyse du risque opératoire di-
recte et précise en visualisant rapidement l’impact que peut avoir la résection d’une marge de
sécurité supplémentaire autour des lésions, une pratique visant à réduire le risque de rechute.
La visualisation des arbres vasculaires se fait jusqu’à ce jour depuis les images TDM, car cette
modalité offre une meilleure résolution spatiale et un très bon contraste avec le parenchyme
lorsqu’un agent de contraste est injecté. Cette modalité d’imagerie doit être utilisée avec parci-
monie notamment due à la néphrotoxicité de l’agent de contraste et l’effet ionisant des rayons
X. Dans un contexte de suivi opératoire, il serait désirable de pouvoir modéliser l’anatomie
vasculaire depuis les images IRM uniquement, d’autant plus que le consensus sur l’imagerie
par résonance magnétique du foie (Lee et al. (2011)) estime que cette modalité a toutes les ca-
ractéristiques nécessaires pour devenir un "one-stop-shop" pour le diagnostic, la planiﬁcation
chirurgicale et le suivi postopératoire. Puisqu’à ce jour aucune étude n’a été réalisée sur ce su-
jet, ce chapitre du projet doctoral se veut une étude de faisabilité sur la segmentation vasculaire
du foie depuis des images IRM. L’objectif est d’implémenter une méthode de segmentation
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pouvant prendre en charge à la fois les images CT et IRM, puis d’évaluer la concordance entre
des reconstructions issues de ces deux modalités d’imagerie.
La segmentation des arbres vasculaires du foie implique plusieurs déﬁs (Fig.7.1). Ces struc-
tures ﬁnes sont évidemment intégrées dans le parenchyme du foie, ce qu’il leur confère, mal-
gré l’injection d’un agent de contraste, un ratio signal sur bruit relativement faible. En plus
de l’inhomogénéité d’intensité typique des images IRM, l’agent de contraste ne se diffuse pas
également dans le réseau vasculaire et l’intensité des vaisseaux aura tendance à varier avec la
profondeur de l’arbre. Les déﬁs de reconstruction vasculaire se présentent principalement sur
les séquences biphasiques sur lesquelles les arbres portal et veineux sont rehaussés simulta-
nément, rendant difﬁcile la séparation de ces deux structures entrelacées, car chaque segment
vasculaire a la même apparence. Finalement, le temps d’acquisition des images IRM est très
long comparé à la TDM. Pour obtenir une image nette, celle-ci doit être acquise alors que
le patient retient sa respiration. Étant donné que la plupart des patients nécessitant une IRM
abdominale sont en mauvaise santé, il est très difﬁcile pour certains de retenir leur soufﬂe jus-
qu’à la ﬁn de l’acquisition, entraînant des artéfacts de mouvement considérables et manquant
potentiellement la fenêtre d’acquisition idéale de l’agent de contraste pour imager les arbres
vasculaires.
Figure 7.1 Difﬁcultés de segmentation vasculaire sur examen biphasique CT (A) et IRM
(B) : segments vasculaires portal et veineux superposé [I], embranchement vasculaire
d’angle très prononcé [II], multi-furcation [III]. Reconstruction 3D désirée (rouge = arbre
portal, bleu = arbre veineux) (C).
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De nombreuses approches ont été proposées pour segmenter des arborescences vasculaires de-
puis des images médicales. Celles-ci peuvent globalement être séparées en deux catégories.
Dans la première, une segmentation initiale couvrant l’ensemble de l’arborescence est d’abord
obtenue, par croissance de région ou graph-cut par exemple. Celle-ci est ensuite optimisée pour
être ﬁnalement convertie, par squelettisation, en une représentation symbolique composée de
segments et de bifurcations. Dans la deuxième approche, les lignes centrales des segments vas-
culaires puis les bifurcations sont d’abord extraites, et la segmentation du masque est obtenue
en dernier lieu, basée sur la représentation symbolique des arbres. Les difﬁcultés additionnelles
introduites par l’imagerie par résonance magnétique m’ont poussé à opter pour la deuxième ap-
proche. Étant donné la faible résolution des images et le bruit inhérent, il serait plus difﬁcile
d’extraire un masque initial précis de manière robuste, alors qu’une représentation symbolique,
plus facile à obtenir, constitue une forte contrainte morphologique à imposer durant la segmen-
tation des vaisseaux. Les résultats obtenus sur les images TDM sont prometteurs, cependant la
segmentation sur IRM demandera d’être revue sur des images de meilleure qualité.
7.2 Méthodologie
La méthode de segmentation proposée (Fig.7.2) s’inspire d’une stratégie utilisée dans plusieurs
travaux par le passé (Bauer et al. (2010); Lesage et al. (2009)). Les structures tubulaires sont
d’abord rehaussées en appliquant un ﬁltre multiéchelle de tubularité sur les voxels contenus
dans un masque du parenchyme hépatique obtenu préalablement par la méthode décrite au
chapitre précédent (Fig.7.2A,B). Deux facteurs de correction sont introduits pour adapter le
ﬁltres aux particularités des images IRM. Les lignes centrales des structures vasculaires poten-
tielles sont extraites depuis l’image rehaussée aﬁn de produire un ensemble de lignes centrales
indépendantes (Fig.7.2C). À cette étape, un nouvel algorithme est proposé pour reconnecter
les lignes centrales en deux arborescences depuis les racines identiﬁées par l’utilisateur. Basé
sur un modèle anatomique, l’algorithme de reconnexion assigne à chaque élément tubulaire
une relation parent/enfant, une orientation de ﬂux sanguin ainsi qu’une appartenance à un des
arbres vasculaires veineux ou portal (Fig.7.2D). Le rayon de chaque élément vasculaire est en-
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Figure 7.2 Étant donné un examen TDM ou IRM et une segmentation du foie (A), une
ﬁltre de rehaussement tubulaire est appliqué (B) puis un algorithme de suivi de crête
extrait un ensemble de lignes centrales indépendantes (C). Celles-ci sont ensuite
reconnectées entre elles de manière à récupérer la topologie des arbres vasculaires (D)
puis produire une représentation surfacique des vaisseaux sanguins (E). Ce modèle
vasculaire est ﬁnalement utilisé pour estimer les territoires de drainage et de perfusion du
foie (F).
suite réestimé depuis les images originales, grâce à une adaptation de la méthode présentée à la
section 5.2, aﬁn de produire une segmentation surfacique réaliste (Fig.7.2E). Une fois ce mo-
dèle vasculaire obtenu, les territoires de perfusion et de drainage sanguin sont estimés aﬁn de
subdiviser le parenchyme hépatique selon les segments de Couinaud (Fig.7.2F). La qualité des
segmentations obtenues depuis les images TDM est évaluée à l’aide des segmentations de réfé-
rences fournies par l’IRCAD 1, tandis que la concordance entre les reconstructions issues des
images TDM et IRM est évaluée en comparant les lignes centrales extraites depuis quelques
examens obtenus du CRCHUM.
1. http://www.ircad.fr/research/3d-ircadb-01/
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7.2.1 Filtre de rehaussement vasculaire
Les arbres vasculaires hépatiques subdivisent la veine portale et la veine cave sus-hépatique
suivant un motif qui diffère d’un patient à l’autre. Après quelques bifurcations, les branches
vasculaires deviennent si ﬁnes qu’elles n’apparaissent pratiquement plus sur les images TDM
et IRM, en dépit de l’injection d’un agent de contraste. En appliquant un ﬁltre de rehaussement
spéciﬁque aux structures tubulaires, il est possible de récupérer un signal très contrasté, et
ce même dans les régions où le ratio signal sur bruit est très faible. Plusieurs stratégies ont
été proposées, combinant l’apparence et les propriétés géométriques des structures tubulaires.
Ici, un ﬁltre multiéchelle basé sur une combinaison de la réponse médiane et du gradient,
initialement décrit par Pock et al. (2005), est utilisé.
Soit I(x) : R3 → R une image TDM ou IRM 3D, l’espace d’échelle Hessien de I(x) est déﬁni
comme suit :
H(x) = σ2H
[
∂ 2I(σH)
∂xi∂yi
]
(7.1)
où σH = r est le rayon de la structure tubulaire à rehausser et I(σ) = Gσ  I(x) est la représen-
tation dans l’espace d’échelle de I à une échelle σ . Une analyse en composantes principales,
produisant les valeurs propres |λ1| > |λ2| > |λ3| et les vecteurs propres v1, v2 et v3, est ef-
fectuée sur la matrice Hessienne H(x) aﬁn de déterminer la position des structures tubulaires
potentielles (Fig.7.3A). Comme démontré précédemment par Frangi et al. (1998), si la relation
λ1 < λ2 < 0 est vraie, une structure tubulaire claire est potentiellement présente, orientée le
long de v3. Les voxels satisfaisant cette relation sont préservés pour tous les traitements ulté-
rieurs, alors que ceux ne satisfaisant pas cette condition sont ignorés pour limiter le nombre de
calculs.
Pour chaque voxel considéré, la tubularité est calculée depuis le gradient de l’image à une
échelle légèrement différente, déﬁnie comme B(x) = σB∇(IσB)(x) où l’échelle σB = rη et
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Figure 7.3 (A) L’analyse en composante principale du Hessien produit les vecteur
propre v1, v2 et v3. Les valeurs propres |λ1| et |λ2| seront négatives si le voxel considéré
appartient à une structure tubulaire claire. (B) L’information de frontière B(x) correspond
au produit scalaire entre le gradient de l’image et le vecteur vαi , cumulée le long d’un
cercle de rayon r (vert) dans le plan déﬁni par les vecteurs v1 et v2.
0  η  1.0. En ﬁxant η = 0.7 tel que proposé par Bauer et al. (2010) pour éviter la fusion
de structures avoisinantes, cet espace d’échelle plus petit est utilisé pour calculer l’information
de frontière radiale bi = |B(x+ rvαi)vαi | où vαi sont des vecteurs radiaux, inscrits dans la
coupe transversale de chaque structure tubulaire potentielle (Fig.7.3B), déﬁnis comme vαi =
sin(αi)v1+cos(αi)v2. Pour chaque voxel x et rayon r considéré, cette information de frontière
radiale est échantillonnée à N points régulièrement distribués selon une série d’angles α =
{αi|0 αi  2π, i= 0, ...,N}, produisant une distribution de b. Le signal de tubularité total est
ensuite calculé suivant la somme pondérée suivante :
R+(x,r) = δ (r,v)ρ(r,vz3)(1−
s2
b¯2
)b¯ (7.2)
où b¯ et s2 sont respectivement la moyenne et la variance de la distribution de l’information
de frontière b. La moyenne de la distribution est ainsi pondérée par la variance de manière
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à favoriser des structures radialement symétriques. Les deux facteurs supplémentaires ρ et δ
sont introduits pour limiter la réponse de structures indésirables. Le premier, déﬁnis comme :
ρ(r,vz3) = 1− (1−ψ(r,ar,br)×ψ(arcsin(vz3),az,bz) (7.3a)
ψ(x,a,b) =
1
1+ e−a(x−b)
(7.3b)
est une fonction sigmoïdale 2D (Fig.7.4B) qui a pour effet de réduire la réponse du ﬁltre lorsque
les structures tubulaires sont pratiquement perpendiculaires au plan d’acquisition (l’angle de
la composante axiale z du vecteur propre v3 (Fig.7.4A)) et lorsque le rayon r est sous un
certain seuil. Ce facteur est destiné à moduler la réponse du ﬁltre de tubularité en fonction
de l’orientation des segments vasculaires potentiels pour les images dont l’anisotropie est très
élevée, comme les images IRM où l’espace inter-tranche est typiquement de 3mm à 5mm.
Ainsi, les vaisseaux ayant un petit rayon, visibles dans le plan axial, seront rehaussés tout en
évitant de rehausser le bruit visible depuis les plans coronal et sagittal. Les valeurs ar, br, az
et bz sont des paramètres libres choisis empiriquement de manière à progressivement réduire
la réponse du ﬁltre entre les angles 30◦ et 90◦ et entre les rayons 0mm et 3mm (Fig.7.4B). Le
second facteur, déﬁni comme :
δ (x,r, tδ ) =
⎧⎪⎨
⎪⎩
1 si tδ < ∑Ni=0
1
N (I(x+0.75vαi)− I(x+1.25vαi))
0 autrement
(7.4)
échantillonne l’intensité de l’image I, à l’échelle originale, à l’intérieur et à l’extérieur d’un
cercle inscrit dans la même coupe transversale utilisée pour calculer la tubularité, et calcul la
différence d’intensité moyenne interne et externe (Fig.7.4C). Cette mesure annule la réponse
du ﬁltre pour des structures tubulaires très peu contraster, de manière à éviter de rehausser le
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Figure 7.4 (A) L’angle de la structure tubulaire avec le plan axial. (B) La fonction de
pondération ρ(r,vz3). (C) La fonction de pondération δ (r) s’assure que la différence entre
l’intensité le long du cercle bleu et du cercle rouge atteint un seuil tδ donné.
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Figure 7.5 (A) Image originale en projection maximale d’intensité (MIP). (B) Vue
rehaussée (MIP). (C) Information de frontière R+, gradient de l’image ∇IσH , signal ﬁnal
R (Adapté de Bauer et al. (2010)).
bruit de basse fréquence parfois présent sur les images IRM. Le seuil tδ est ﬁxé empiriquement
à 5, tandis que les vecteurs vαi sont les même que ceux utiliser pour calculer la tubularité b
(Eq.7.2).
Finalement, aﬁn d’améliorer la spéciﬁcité du ﬁltre de rehaussement vasculaire, l’information
de gradient, qui disparait au centre des structures tubulaires (Fig.7.5C), est retirée de la réponse
du ﬁltre de tubularité aﬁn de limiter le bruit et les faux positifs :
R(x,r) = max(0,R+−σH|∇I(σH)(x)|) (7.5)
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L’image rehaussée R(x) (Fig.7.5B) est obtenue en appliquant ce processus successivement
pour un intervalle de rayon de vaisseaux ciblés, typiquement de rmin = 1mm à rmax = 10mm
préservant chaque fois la valeur maximale du ﬁltre ainsi que l’échelle r et l’orientation tangente
v3 à laquelle cette valeur est enregistrée :
R(x) = max
rminrrmax
{R(x,r)} . (7.6)
7.2.2 Extraction des lignes centrales
Le ﬁltre de rehaussement vasculaire produit un signal R(x) dont l’intensité maximale est située
au centre des structures tubulaires, une réponse idéale pour l’algorithme de suivi de crête (Ayl-
ward et Bullitt (2002)) couramment utilisé en segmentation vasculaire. Aﬁn d’initialiser le pro-
cessus d’extraction, les maximums locaux de l’image rehaussée ayant une valeur supérieure à
un seuil thaut sont triés en ordre décroissant d’intensité et subséquemment utilisés comme point
d’initialisation pour le suivi de crête 3D. Soit un point xi (Fig.7.6A) et sa direction tangente ti
représentant la direction du vecteur propre v3 estimé à la section précédente, le point suivant à
insérer xi+1 est choisi comme étant le voxel ayant la plus haute intensité parmi les 26 voxels
voisins immédiats (Fig.7.6C), et satisfaisant la condition de propagation −−−→xixi+1 · ti > 0. Les
points sont ainsi joints à la ligne centrale jusqu’à ce que l’intensité du voxel considéré tombe
sous un seuil tbas. Pour chaque point d’initialisation x0, l’extraction de la ligne centrale se fait
à la fois dans la direction tangente t0 et la direction opposée −t0 (Fig.7.6B). Dans l’éven-
tualité où la somme des intensité le long de la ligne centrale extraite ne dépasse pas un seuil
d’accumulation tacc, cette ligne centrale est écartée de l’analyse. Cette opération d’extraction,
répétée pour tous les maximums locaux du volume rehaussé, produit un ensemble d’éléments
tubulaires {lk}mj=0 dont chaque élément est composé d’une série de points lk = {xki }ni=1 pour
lesquels la position xki , la tangente t
k
i et le rayon r
k
i sont connus (Fig.7.6D). Les seuils haut, bas
et d’accumulation sont respectivement ﬁxé à thaut = 5, tbas = 3 et tacc = 300, tel que proposé par
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Figure 7.6 (A) Les points de la ligne centrale sont ajoutés un à un suivant le voxel ayant
la tubularité maximale et respectant la condition −−−→xixi+1 · ti > 0 . (B) L’extraction est
réalisée dans les deux direction tangente t0 et −t0 simultanément. (C) À chaque voxel, les
26 voisins immédiats sont considérés pour propager la ligne centrale. (D) Jeu de lignes
centrales résultant.
Bauer et al. (2010) pour une application à la TDM. Les même valeurs de seuils sont utilisées
pour l’IRM.
Les éléments tubulaires ainsi extraits pourraient présenter des incohérences quant à la direction
tangente et le rayon dû aux bifurcations et à la présence notamment de bruit dans l’image. Aﬁn
de régulariser ces valeurs, les points {x}k et les rayons {r}k sont lissés par un ﬁltre moyenneur
de taille 5 et les tangentes {t}k sont réévaluées suivant la position des points lissés. De plus,
les lignes centrales formant des angles aigus sur moins de 30 points sont sectionnées, et les
éléments trop courts, composé de moins de 10 points, sont écartés. Ce post-traitement est cru-
cial puisque l’orientation de la tangente aux extrémités des éléments tubulaires aura un impact
direct sur l’algorithme de reconnexion décrit ci-bas.
7.2.3 Algorithme de reconnexion
L’étape de suivi de crête produit un ensemble de lignes centrales indépendantes et déconnec-
tées. Aﬁn de récupérer l’information topologique des arbres vasculaires, ces segments doivent
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Figure 7.7 (A) Un coût R(e) associé à chaque reconnexion e plausible est évalué pour
chaque extrémité de chaque segment dans un rayon d’intérêt (cercle vert). (B) Ces
reconnexions donnent lieu à un graphe G = {V,E,R}. (C) Les chemins minimums entre
chaque segments (ex. a,b,c) et chaque racine donne lieu à une valeur de conﬁance ξ (e)
attribuée à chaque reconnexion (ex. pointillé rouge). (D) Les reconnexions ayant la plus
haute conﬁance sont itérativement étalies, propageant la direction du ﬂux sanguin et
l’appartenance à la veine porte (VP) ou la veine cave inférieure (VCI), créant les arbres
vasculaires TVCI et TVP (D).
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être triés et reconnectés de manière à modéliser les embranchements propres à chaque arbre,
veineux et portal. À ce point, une nouvelle approche de reconnexion modélise progressivement
ces arbres vasculaires en rétablissant un à un leurs embranchements. D’abord, des reconnexions
plausibles e sont déﬁnies dans un rayon d’intérêt rs (Fig.7.7A) pour chacune des deux extrémi-
tés de chaque élément tubulaire en inspectant les segments vasculaires avoisinants. Ces recon-
nexions donnent lieu à un graphe G = {V,E,R} (Fig.7.7B) où les sommets V correspondent
aux lignes centrales extraites et les arêtes E sont les reconnexions possibles, pondérées par une
fonction de coût R(e) représentant la plausibilité anatomique. Les reconnexions valides sont
progressivement établies grâce à un algorithme d’arbre de chemins minimums. Une valeur de
conﬁance ξ (e) est attribuée à chaque embranchement, basée sur l’ensemble des chemins mini-
mums reliant les segments vasculaires aux racines empruntant cette bifurcation. Par exemple,
les segments vasculaires a, b et c empruntent tous la reconnexion en rouge pointillé (Fig.7.7C)
pour atteindre la veine cave (VCI), ce qui lui confère une conﬁance ξ (e) élevée. Lorsqu’une
reconnexion est établie entre deux segments vasculaire, la direction du ﬂux sanguin et l’appar-
tenance à la veine portale (VP) ou à la veine cave (VCI) est propagée au vaisseau enfant. Les
reconnexions valides sont établies jusqu’à ce que les arbres portal TVP et veineux TVCI soient
complets (Fig.7.7D).
7.2.3.1 Création du graphe
Soit un ensemble de m éléments vasculaires {lk}mk=0 où pour chaque point i de chaque segment
k la position xki , la tangente t
k
i et le rayon r
k
i sont connus. Le coût d’une reconnexion plausible
ea,bi, j entre le point de jonction i du segment a et l’extrémité j du segment b (Fig.7.8) est cal-
culé pour chacune des deux extrémités de chaque segment, vers tous les points des segments
avoisinants inclus dans le rayon d’intérêt rs. Pour chacun des segments vasculaires inclus dans
le rayon d’intérêt autour de l’extrémité j du segment b, seulement la reconnexion vers le point
de jonction ayant le coût le plus faible est préservée. Le coût R(ea,bi, j ) attribué à cette recon-
nexion est basé sur un modèle anatomique (Eq.7.7) intégrant l’angle de bifurcation total α , la
direction du ﬂux sanguin n+/− du vaisseau parent, le ratio des rayons entre les deux éléments
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Figure 7.8 La fonction de coût (Eq.7.7) associée à une reconnexion plausible fait
intervenir les quantités illustrées en (A). Les fonctions sigmoïdales associées à l’angle
total α (B) et le ratio des rayon ρ (C).
vasculaires ρ ainsi que la distance entre l’extrémité du vaisseau enfant xbj et le point de jonction
sur le vaisseau parent xai .
R(ea,bi, j ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ωαψ(α,aα ,bα)+ωρ(2−ψ(ρ,aρ1 ,bρ1)
−ψ(ρ,aρ2 ,bρ2))+ωdd(xai ,xbj)
si d(xai ,xbj)< rs
∞ autrement
(7.7)
ψ(x,a,b) = 1
1+e−a(x−b) est une fonction sigmoïdale et d(·) est une fonction de distance eucli-
dienne (Fig.7.8B). Les paramètres aα = 0.1, bα = 85, aρ1 = 5, bρ1 = 1, aρ2 =−5, bρ2 = 3 sont
choisis de façon à paramétrer les fonctions sigmoïdales tel qu’illustré à la ﬁgure 7.8 B et C. Le
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Figure 7.9 Les noeuds du graphe (A) construit depuis les segments vasculaires et les
reconnexions possibles sont dupliqués (B) pour représenter les deux orientations de ﬂux
possible.
rayon d’intérêt rs = 20mm et les pondérations ωα = 30, ωρ = 5 et ωd = 5 ont été établies empi-
riquement. À cette étape de l’algorithme, il encore impossible de connaître l’orientation du ﬂux
sanguin n+/− dans les éléments vasculaires, une information nécessaire pour évaluer l’angle
α+/−2 (Fig.7.8A). Le ﬂux d’un vaisseau enfant est toujours dicté par l’extrémité du vaisseau
qui est reconnectée, cependant le ﬂux sanguin du vaisseau parent peut se diriger selon n+ ou
n−. Aﬁn de considérer les deux orientations de ﬂux possibles, le coût de reconnexion associé
aux deux directions de ﬂux parent sont évalués pour chaque extrémité de chaque segments
(Fig.7.9B). Le graphe G= {V+,V−,E,R} qui émerge de ces reconnexions plausibles est donc
composé des noeuds dupliqués V+ et V−, où pour un segment vasculaire li ∈ V , li+ ∈ V+ et
li
− ∈V− représentent les deux orientations possibles, ainsi que des arêtes E pondérées par leur
coût de reconnexion R associé. À noter que pour la section suivante, les segments vasculaires
seront représentés par leur index (i ≡ li, i+ ≡ li+ , etc.) pour simpliﬁer la notation.
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7.2.3.2 Résolution de l’arbre de chemins minimums
L’objectif de cette phase est de générer deux arbres dirigés acycliques TVCI et TVP, dont les
racines sont respectivement la veine cave sus-hépatique (VCI) et la veine portale (VP), cou-
vrant complètement les nœuds du graphe G tout en minimisant la somme des coûts associés
aux reconnexions choisies. Bauer et al. (2010) ont proposé de résoudre ce problème de façon
gloutonne (greedy) en établissant progressivement l’orientation et l’appartenance des segments
vasculaires simultanément depuis les deux racines suivant la reconnexion ayant le coût R(e) le
plus faible. Cette méthode, analogue à l’algorithme de Prim permettant de calculer un arbre
couvrant minimal (Minimum spanning tree), s’est avérée très sensible à la présence de seg-
ments vasculaires ambigus. Lorsqu’un segment portal profond, dont la disposition suggère
qu’il pourrait être enfant d’une branche veineuse majeure, entraîne une mauvaise reconnexion,
celui-ci se voit attribuer une orientation de ﬂux et une nature veineuse, entraînant une cascade
de reconnexions erronées. Pour mitiger ce problème, la stratégie proposée minimise plutôt la
somme des chemins minimums depuis chaque élément tubulaire jusqu’à sa racine appropriée,
une stratégie analogue à l’algorithme d’arbre de chemins minimums (Shortest path tree). Au
lieu de simplement établir la reconnexion ayant le coût R(e) le plus faible, cet algorithme
s’appuie sur l’ensemble des chemins minimums empruntant cette bifurcation. Ainsi, chaque
chemin minimum entre un segment vasculaire et l’une des deux racine contribue à incrémen-
ter la conﬁance ξ (e) associée à une reconnexion (Fig.7.7C). Cette conﬁance ξ (e) devient le
nouveau critère de priorité pour progressivement établir les reconnexions valides.
L’algorithme classique d’arbre de chemins minimums ne peut être directement appliqué au
graphe G= {V+,V−,E,R}, car outre la nature double de ce problème (arbres veineux et portal
entrelacés), le coût attribué à chaque arête est conditionnel à l’orientation du ﬂux du vaisseau
parent. Au fur et à mesure que les reconnexions valides sont établies, certaines arêtes e ∈ E
du graphe G deviennent invalides du fait que le ﬂux sanguin ne peut circuler dans les deux
directions à la fois dans un même segment, ou qu’un segment ne peut appartenir à la fois
à l’arbre veineux et à l’arbre portal. Aﬁn de considérer cette contrainte supplémentaire, le
coût R(e) associé à chaque reconnexion e est dupliquée en RVCI(e) et RVP(e), puis mis à jour
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dynamiquement durant l’algorithme reconnexion. Par exemple, lorsqu’une reconnexion ei+, j+
possédant la plus haute conﬁance ξ (e) est établie entre un segment parent portal i+ (VP) et un
segment enfant j+, la valeur inﬁnie est attribuée aux coûts de l’arbre opposé RVCI(ep,q) =∞ si
p= i+/− ou q= i+/−, de manière à ce qu’aucun chemin minimum entre un segment vasculaire
et la racine veineuse (VCI) ne puisse emprunter cette reconnexion nouvellement établie comme
portale. De façon semblable, le coût RVP(ep,q) = ∞ si p = i− ou q = i−, empêchant qu’un
chemin minimum se propage dans i−, le segment vasculaire de i ayant une direction du ﬂux
opposé n−.
L’algorithme de reconnexion (Alg.1) est initialisé par l’utilisateur qui doit choisir, depuis les
vues multiplanaires, les segments vasculaires correspondants aux racines veineuse et portale.
Comme c’est le cas pour plusieurs examens TDM, la veine cave n’est pas nécessairement vi-
sible donc ses vaisseaux afférents peuvent être choisis à la place. L’ensemble de ces segments
initiaux veineux (vVCI) et portal (vVP) constituent les racines des arbres TVCI et TVP respec-
tivement et sont donc ajoutés à ceux-ci en premier lieu (Alg. 1 [4-5]). Pour chaque élément
vasculaire i ∈ V , quatres chemins minimums P sont calculés avec l’algorithme de Dijkstra,
soit un chemin par orientation (i+ et i−) et par racine (vVCI et vVP) (Alg. 1 [9-12]). Parmi ces
quatre chemins, seulement le chemin P ayant le coût cumulé minimum R(P) est préservé. Pour
chaque arête e du chemin P, correspondant à une reconnexion entre deux segments vasculaires,
la conﬁance ξ (e) est incrémentée selon l’inverse du coût total du chemin P, R(P), multiplié
par le coût R(e) associé à cette même reconnexion e (Alg. 1 [16-18]). De cette manière, la
conﬁance associée à une reconnexion s’appuie à la fois sur la somme des chemins minimums
et sur la plausibilité anatomique de cette reconnexion. Une fois la conﬁance ainsi incrémen-
tée pour chaque arête du chemin P, ce dernier est préservé dans l’ensemble U et le segment
vasculaire i est retiré de l’ensemble S. Lorsqu’un chemin minimum a été établi pour chaque
segment vasculaire i dans S, la reconnexion ep,q ayant la conﬁance maximale ξ (e) est choisie
pour établir le prochain segment vasculaire q valide, connecté au segment parent p déjà inclu
dans l’un des deux arbres vasculaires TVCI ou TVP (Alg. 1 [22-24]). Selon que p appartient à
l’arbre veineux ou portal, le segment q est ajouté à l’arbre correspondant et la valeur inﬁnie est
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Algorithm 1 Algorithme de reconnexion
1: procedure RECONNEXION()G(V+,V−,E,RVCI,RVP)
2: GVCI = {V+,V−,E,RVCI}  Graphe avec pondération VCI
3: GVP = {V+,V−,E,RVP}  Graphe avec pondération VP
4: TVCI ← vVCI  Segments vasculaires initiaux VCI
5: TVP ← vVP  Segments vasculaires initiaux VP
6: S ←{V}  Segments vasculaires non-dupliqués à calculer
7: ξ (E) = 0  La conﬁance initiale de chaque segment est mis à zéro
8: for all segments i ∈ S do
9: Pi
+
VCI = Dijkstra(GVCI, i
+,vVCI)
10: Pi
−
VCI = Dijkstra(GVCI, i
−,vVCI)
11: Pi
+
VP = Dijkstra(GVP, i
+,vVP)
12: Pi
−
VP = Dijkstra(GVP, i
−,vVP)
13: P ← argmin
P
(RVCI(Pi
+
VCI),RVCI(P
i−
VCI),RVP(P
i+
VP),RVP(P
i−
VP)
14:  Chemin P ayant le coût minimum
15: RP ← R(P)  Coût R() total du chemin P
16: for all arête e ∈ P do
17: ξ (e) = ξ (e)+ 11+RPR(e)
18: end for
19: U ←U ∪P  Ensemble de tous les chemins P
20: S ← S\ i  Le segment i est exclu de S
21: end for
22: F = {ep,q ∈ E|q /∈ (TVCI ∪TVP), p ∈ (TVCI ∪TVP)}  (Reconnexions possibles)
23: while F = /0 do
24: ep,q ← argmax
e∈F
(ξ (e))  Reconnexion possible e ayant la conﬁance ξ maximale
25: if p ∈ TVCI then  Retirer les arêtes invalides
26: TVCI ← TVCI ∪q
27: ∀ea,b ∈ E,RVP(ea,b)← ∞ si q ∈ {a,b}
28: ∀ea,b ∈ E,RVCI(ea,b)← ∞ si q ∈ {a,b} ou dual(q) ∈ {a,b}
29: else if p ∈ TVP then
30: TVP ← TVP∪q
31: ∀ea,b ∈ E,RVCI(ea,b)← ∞ si q ∈ {a,b}
32: ∀ea,b ∈ E,RVP(ea,b)← ∞ si q ∈ {a,b} ou dual(q) ∈ {a,b}
33: end if
(Suite page suivante...)
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34: for all chemin P ∈U do
35: if R(P) = ∞ then  Identiﬁer les chemins invalides
36: S ← S∪P0  Segment vasculaire associé au chemin invalide
37: U ←U \P
38: for all arête e ∈ P do  Décrémenter ξ
39: ξ (e) = ξ (e)− 11+RPR(e)
40: end for
41: end if
42: end for
43: if S = /0 then  Recalculer les chemins invalides
44: go to 8
45: end if
46: F = {ep,q ∈ E|q /∈ (TVCI ∪TVP), p ∈ (TVCI ∪TVP)}  Mis à jour de F
47: end while
48: Return TVCI,TVP
49: end procedure
attribuée au coût associé à chaque arête rendue invalide par cette reconnexion (Alg. 1 [25-33]).
Suite à cette mise à jour des coûts RVCI et RVP, les segments vasculaires associés aux chemins
minimums ayant maintenant un coût cumulé maintenant inﬁni, donc affectés par les arêtes
rendues nouvellement invalides, sont identiﬁés et ajouté de nouveau à S (Alg. 1 [34-42]). La
conﬁance des arêtes affectés par ces chemins rendus invalides est décrémentée (Alg. 1 [39]),
et ces chemins minimums sont calculés à nouveau (Alg. 1 [43-45]). Si aucun chemin n’est
affecté par ces arêtes invalidées, l’ensemble des reconnexions possibles F est mis à jour et la
prochaine reconnexion ayant la conﬁance maximale est choisie pour être validée. Lorsque tous
les segments vasculaires i ∈ V appartiennent à soit TVCI ou TVP, l’algorithme prend ﬁn est les
deux arbres vasculaires sont retournés.
À titre d’exemple, la ﬁgure 7.10 illustre un cas typique où les segments a et b sont ambigus
(Fig.7.10A). Suivant le calcul initial des chemins minimums (Alg.1 [9-12]), le segment a se
voit associé à la veine cave, tandis que le segment b est associé à la veine portale. Cependant, le
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Figure 7.10 (A) Le graphe initial comporte des segments abmigus tel que a et b. (B)
Suite au calcul des chemins minimum, le segment a est attribué à la veine cave et le
segment b à la veine porte. (C) Après avoir progressivement établis quelques
reconnexions valides, le chemin minimum du segment b devient invalide dû aux arêtes
retirées (en vert). (D) Le recalcul du chemin minimum du segment b l’associe maintenant
à la veine cave.
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chemin minimum entre a et la racineVCI emprunte le segment vasculaire a+ (dont l’orientation
du ﬂux est n+), tandis que le chemin entre le segment b et la racine VP emprunte le segment
a− (dont l’orientation du ﬂux est n−). En validant progressivement les reconnexions ayant la
plus haute conﬁance, il est éventuellement établis que le segment a+ est valide tandis que le
segment a− est invalide (Fig.7.10C). Le chemin minimum du segment b est donc recalculé,
l’associant dorénavant à la racine VCI (Fig.7.10D).
7.2.4 Segmentation surfacique
À cette étape de la méthode, la topologie des arbres vasculaires a été établie et pour chaque
segment, une estimation de la position de la ligne centrale et du rayon est disponible. Cepen-
dant, ces informations sont basées sur la réponse du ﬁltre de rehaussement, lesquelles ne sont
pas sufﬁsamment précises pour générer une représentation surfacique adéquate des arbres vas-
culaires, dû notamment au bruit et à la perte de signal aux bifurcations. C’est pourquoi une
étape d’optimisation des lignes centrales et du rayon est proposée. Même si ce modèle topo-
logique renferme l’essentiel de l’information pour répondre aux principaux besoins cliniques,
tels qu’estimer la proximité des lésions aux vaisseaux et déterminer les zones de perfusion
assurée par chaque segment, une représentation surfacique peut être visualisée beaucoup plus
aisément qu’un ensemble de courbes 3D.
Même si les lignes centrales estimées jusqu’à présent ne sont pas précises, elles constituent
néanmoins une forte information a priori, laquelle sera exploitée dans l’approche proposée.
L’algorithme d’optimisation s’inspire fortement de l’outil de segmentation semi-automatique
proposé en première partie de ce projet doctoral (Sec.5.2). Au lieu de chercher à déterminer,
dans un espace déployé, un chemin dont la somme maximise le gradient dans une image 2D, la
méthode proposée cherchera plutôt à déterminer, dans un volume déployé le long d’une courbe
3D, le chemin dont la somme maximise la probabilité d’une ligne centrale ayant un rayon
donné.
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Pour ce faire, chaque ligne centrale li ∈ {TVCI,TVP} constituant les arbres couvrant calculés à
la section précédente est d’abord concaténée avec la ligne centrale du vaisseau parent l j pour
produire la ligne centrale li j, de manière à ce que les positions xi j = {xi,x j} assurent une
continuité aux bifurcations. Depuis cette nouvelle ligne centrale li j = x(t) où t = 0, ...,N, une
fonction de mappage M(t,u,v) est déﬁnie par une grille d’échantillonnage régulière de taille
m×m dupliquée et orientée suivant la normale −→n (t) et la binormale −→b (t) pour chaque point t
de la ligne centrale (Fig.7.11A).
A B
Figure 7.11 A : Volume déployé. B : Fonction de coût projeté (Z-rayon). C : Chemin
minimal avec rayon. D : Courbe warped back
En appliquant cette fonction de mappage au volume original I, un sous-volume Is = I(M) est
généré, correspondant à une reconstruction multiplanaire courbe. Depuis ce volume redressé,
une fonction de coûtC(t,u,v,r) ∈R(m×m×N×R) est établie de manière à représenter la probabi-
lité d’une ligne centrale de rayon r pour l’intervalle de rayons {rmin,rmax} visé (Eq.7.6) :
C(t,u,v,r) =
Nθ
∑
i=0
vˆi ·∇Is
(
t,u+ r sin(
2πi
Nθ
),v+ r cos(
2πi
Nθ
)
)
(7.8)
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où vˆi = (0,sin(2πiNθ ),cos(
2πi
Nθ
)) sont des vecteurs unitaires et Nθ = 25 est le nombre d’angles
pour lesquels le gradient est échantillonné radialement (Fig.7.11B).
Pour déterminer le chemin minimum rejoignant les deux extrémités du segment vasculaire
li j dans C(t,u,v,r), la même stratégie d’accumulation ascendante et descendante décrite à la
section 5.2.3 est employée, tel que :
d+(A, pt,u,v,r) = min
k,p,s∈{−1,0,1}
(d+(A, pt−1,u+k,v+p,r+s)) (7.9a)
d−(B, pt,u,v,r) = min
k,p,s∈{−1,0,1}
(d+(B, pt+1,u+k,v+p,r+s)) (7.9b)
où A et B correspondent respectivement à la première et dernière grille d’échantillonnage déﬁni
le long de la ligne centrale li j. Il en résulte une carte de distance généralisée 4D d(A,B) =
d+(A, pt,u,v,r)+d−(B, pt,u,v,r) depuis laquelle on extrait le chemin minimal déﬁni par la value
minimal de d(A,B). En reportant cette nouvelle ligne centrale dans l’espace original grâce à
l’inverse de la fonction de mappage, une nouvelle représentation, beaucoup plus précise est
obtenue.
l′i = M
−1(argmin
t,u,v,r
(d(A,B))) (7.10)
Aﬁn de fusionner l’ensemble des segments vasculaires et obtenir un modèle surfacique unique,
le résultat d’optimisation contribue à générer progressivement une représentation implicite in-
dépendamment pour chaque arbre, tel que proposé par Pizaine et al. (2011). Cette fonction
implicite peut ensuite être soumise à un algorithme d’isosurface pour récupérer un modèle
surfacique, plus adapté à la visualisation 3D.
131
A B
Figure 7.12 L’information de rayon obtenue depuis le ﬁltre de rehaussement est
imprécise (A). L’optimisation du rayon depuis les images originales produit un modèle
surfacique adéquat (B).
7.2.5 Subsegmentation du parenchyme
La dernière étape de modélisation vasculaire du parenchyme hépatique consiste à établir la
subsegmentation de celui-ci établissant les zones de perfusion portale et de drainage veineux.
Selle et al. (2000) ont proposé qu’un élément volumique du parenchyme hépatique soit vas-
cularisé par le segment vasculaire le plus près. Ils ont pu observer qu’il s’agissait d’une hypo-
thèse raisonnable sur des modèles vasculaires hépatiques de foie humain obtenus par moulage
de corrosion, alors que les frontières intersegments établies par cette approche se sont avé-
rées pratiquement identiques au frontières réelles lorsqu’un nombre sufﬁsant de vaisseaux sont
modélisés.
Aﬁn d’établir pour chaque voxel le segment vasculaire le plus près, j’ai recours ici à une trans-
formée caractéristique FT , complémentaire à la transformée de distance DT . Étant donné G
une grille régulière de voxels représentant le volume de données initial, P⊂G représente l’en-
semble des voxels lesquels sont traversés par une ligne centrale d’un segment vasculaire et
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f : P → N déﬁni l’index associé à chaque ligne centrale pour chacun des voxels dans P. Les
transformées caractéristique et de distance sont déﬁnies telles que :
DT (p) = min
q∈P
(d(p,q)) (7.11)
FT (p) = f (argmin
q∈P
(d(p,q))) (7.12)
où d(p,q) représente la distance euclidienne entre deux éléments p et q de G. Ces deux fonc-
tions sont calculées efﬁcacement sur l’ensemble du domaine en suivant l’implémentation pro-
posée par Felzenszwalb et Huttenlocher (2012). La ﬁgure 7.13 illustre le résultat de ces trans-
formées obtenues depuis un exemple simple 2D.
A B C
Figure 7.13 Exemple de subsegmentation depuis une image synthétique. (A) Fonction
d’index des sous-arbres, transformée en distance DT et transformée caractéristique FT .
La déﬁnition de la subsegmentation dépend de la fonction d’indexation f utilisée pour calcu-
ler la transformée. En utilisant un index différent pour chaque ligne centrale, le parenchyme
sera subdivisé en autant de segments vasculaires. Pour diviser le foie en zones de perfusions
de plus haut niveau, il convient de déﬁnir un second index représentant simplement les em-
branchements vasculaires principaux de chaque arborescence, tel que proposé par Couinaud.
Cette séparation de l’arbre vasculaire en sous-arbre se fait interactivement à l’aide de l’outil
implémenté en labellisant tour à tour la racine de chaque sous-arbre visé. Cette labellisation
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est ensuite propagée à chaque segment vasculaire enfant puis utilisé en tant que fonction d’in-
dexation f pour générer la subdivision du parenchyme.
B
D
A
C
Figure 7.14 Exemple de subsegmentation du parenchyme du foie. (A,C)
Subsegmentation portal et (B,D) subsegmentation veineuse.
7.3 Résultats
La validation d’une méthode de segmentation vasculaire n’est pas triviale. Cela est d’autant
plus vrai pour la segmentation vasculaire hépatique étant donnée la nature 3D des images et le
nombre de branches à considérer alors que le foie est l’un des organes les plus vascularisé du
corps humain. Même lorsque des segmentations de référence sont disponibles, les métriques
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de performance traditionnellement utilisées en segmentation, telles que le Dice et les distances
surfaciques, sont plus ou moins adaptées à la comparaison de structures ﬁnes et allongées,
celles-ci étant très sensibles à l’évaluation du recouvrement volumique. Puisque la présence
ou l’absence de segments vasculaires est plus importante que leur forme, il est plus pertinent
d’évaluer la détection et la caractérisation des segments vasculaires que simplement compa-
rer les masques qui en découlent. Ce type de validation requiert cependant l’identiﬁcation de
chaque segment individuel, une tâche colossale en soi.
Pour cette portion du projet, de telles références n’ont pu être produites, faute de temps et
de disponibilité d’un outil interactif pour les produire adéquatement. Cette section présente
néanmoins des résultats intermédiaires, lesquels peuvent donner un aperçu des performances
attendues de la méthode proposée. Ces résultats ont été obtenus depuis des images TDM four-
nies par l’IRCAD 2 ainsi que des images IRM 3D LAVA appariées à des examens TDM obtenus
depuis le CHUM suite à une approbation du comité éthique du CRCHUM et de l’ÉTS.
7.3.1 TDM
La méthode de reconstruction vasculaire a d’abord été évaluée sur les images TDM fournies
par l’IRCAD, pour lesquelles sont disponibles les masques de référence des arborescences
veineuse portale et veineuse sus-hépatique. En règle générale, la méthode de segmentation
proposée a extrait une quantité substantiellement plus élevée de segments vasculaires que le
nombre présent dans les segmentations de références. À défaut de pouvoir caractériser les seg-
ments détectés individuellement, trois métriques de recouvrement volumique sont rapportées.
D’abord, l’indice de Jaccard J = |R∩S||R∪S| , où R est la segmentation de référence et S est la segmen-
tation produite, donne un aperçu du recouvrement existant entre la référence et la segmentation
produite. Le deuxième indice, le taux de faux négatif TFN = FNVP+FN , où FN est le nombre
de voxels faux négatif et VP sont les vrais positifs, indique quel pourcentage de la référence
ne se trouve pas dans la segmentation produite. Finalement, le taux de mauvaise classiﬁca-
tion MC = (FNVCI∪FPVP)+(FPVCI∪FNVP)(RVCI+RVP) , où FN et FP sont les faux négatif et les faux positifs
2. http://www.ircad.fr/research/3d-ircadb-01/
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propres à chaque arbre, indique quel pourcentage des voxels appartenant à la référence ont été
inversement classiﬁés comme segment portal ou veineux. Ces trois indices sont rapportés dans
le tableau 7.1, tandis que les ﬁgures 7.15 et 7.16 démontrent des exemples de reconstructions
typiques.
Patient Jaccard (VCI) Jaccard (VP) TFN (VCI) TFN (VP) MC (%)
3Dircadb1.1 0.17 0.29 0.12 0.04 0.23
3Dircadb1.2 0.18 0.2 0.08 0.03 1.05
3Dircadb1.3 0.29 0.31 0.12 0.17 0.21
3Dircadb1.4 0.4 0.4 0.39 0.32 0.46
3Dircadb1.5 0.19 0.17 0.08 0.11 0.22
3Dircadb1.6 0.43 0.52 0.26 0.28 0.05
3Dircadb1.7 0.25 0.33 0.19 0.21 0.53
3Dircadb1.8 0.41 0.41 0.19 0.16 0.94
3Dircadb1.9 0.4 0.28 0.45 0.14 0.67
3Dircadb1.10 0.19 0.25 0.13 0.06 0.6
3Dircadb1.11 0.32 0.42 0.3 0.21 0.1
3Dircadb1.12 0.21 0.26 0.14 0.06 0.9
3Dircadb1.13 0.3 0.36 0.25 0.21 1.4
3Dircadb1.14 0.31 0.36 0.12 0.23 0.85
3Dircadb1.15 0.28 0.3 0.07 0.13 0.27
3Dircadb1.16 0.27 0.3 0.18 0.1 0.27
3Dircadb1.17 0.31 0.27 0.29 0.12 0.91
3Dircadb1.18 0.22 0.19 0.22 0.15 1.09
3Dircadb1.19 0.32 0.24 0.27 0.28 0.66
3Dircadb1.20 0.15 0.2 0.16 0.06 0.31
Moyenne 0.28 0.3 0.2 0.15 0.59
Écart-type 0.08 0.09 0.1 0.08 0.37
Tableau 7.1 Métriques de performances obtenues pour la segmentation des images
TDM fournies par l’IRCAD. Sont rapportés l’indice de Jaccard (1.0 = recouvrement
parfait, 0.0 = aucun recouvrement) et le taux de faux négatif (TFN) pour chaque arbre
vasculaire (VCI=veineux, VP=portal), ainsi que le taux de mauvaise classiﬁcation (MC).
7.3.2 IRM
La deuxième phase de validation présente des résultats préliminaires obtenus depuis des images
IRM. À chacun de ces examens IRM est apparié un examen TDM acquis à moins de deux
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Figure 7.15 Rendus surfaciques et vue axiales des résultats obtenus sur les cas #1 (A-C)
#7 (D-F) et #8 (G-I) de l’IRCAD. Les références (VCI=bleu, VP=rouge) sont superposées
aux segmentations obtenues (VCI=magenta, VP=vert). Les ﬂèches (A,C,D,F) indiquent
des branches majeures absentes des références.
semaines d’intervalle, lequel est utilisé comme référence pour la reconstruction vasculaire. À
défaut d’avoir un masque de référence tel que fourni par l’IRCAD, la concordance entre les
reconstructions issues de ces modalités est évaluée en appariant les lignes centrales extraites
depuis les images TDM et IRM. Celles-ci sont recalées entre elles suivant une méthode de
recalage non rigide B-Spline dont la métrique d’appariement intègre une mesure de la distance
euclidienne et du produit scalaire des directions tangentes à chaque point des lignes centrales.
Le tableau 7.2 rapporte, pour chaque modalité, le pourcentage des points des lignes centrales
ayant été appariés suite au recalage non-rigide. Parmi ces points appariés, le taux de mauvaise
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Figure 7.16 Rendus surfaciques et vue axiales des résultats obtenus sur les cas #9 (A-C)
#16 (D-F) et #18 (G-I) de l’IRCAD. Les références (VCI=bleu, VP=rouge) sont
superposées aux segmentations obtenues (VCI=magenta, VP=vert). La ﬂèche en (A)
indique une zone de sur-segmentation importante sur la référence. Les artéfacts en marche
d’escalier (G-H) sont produits par l’important espacement inter-tranche.
classiﬁcation MC représente la fraction des points ayant été attribués à l’arborescence opposée,
portale ou veineuse. La ﬁgure 7.17 illustre les reconstructions vasculaires IRM et TDM recalées
entre elles ainsi que l’intersection des masques obtenus en vue axiale.
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Patient Points appariés sur CT (%) Points appariés sur IRM (%) MC (%)
1 61.9 68.8 5.1
2 58.8 71.1 5.9
3 42.9 61 1.7
Moyenne 54.5 67 4.2
Écart-type 10.2 5.3 2.2
Tableau 7.2 Métriques de performances obtenues pour la segmentation des images IRM
appariées à des images TDM. Sont rapportés le pourcentage des points appariés sur CT et
IRM ainsi que le taux de mauvaise classiﬁcation parmi les points appariés.
7.4 Discussion
La méthode de segmentation vasculaire proposée comporte plusieurs étapes paramétrables et
interdépendantes, rendant cette approche plutôt sensible au choix des multiples paramètres
nécessaires. La qualité du rehaussement affecte l’extraction des lignes centrales, qui à leur
tour ont un impact direct sur l’algorithme de reconnexion et le résultat ﬁnal. Étant donné le
temps de reconstruction nécessaire, les interventions de l’utilisateur pour corriger les résultats
intermédiaires et l’absence de référence pour chacune de ces étapes, il est très difﬁcile d’ajuster
adéquatement ces paramètres pour maximiser les performances. Cela est particulièrement vrai
pour les images IRM, où un compromis doit être fait entre spéciﬁcité et sensibilité au niveau
du rehaussement vasculaire. Cette méthode permet toutefois de modéliser ces structures très
complexes de manière semi-automatique, en autant que celle-ci demeure supervisée par un
utilisateur familier avec les concepts sous-jacents.
Le ﬁltre de tubularité proposé par Bauer et al. (2010) s’est avéré beaucoup plus spéciﬁque que
le ﬁltre de Frangi et al. (1998), qui a tendance à rehausser les frontières du foie (Fig.7.18B).
Bien que celui-ci soit très robuste au bruit et aux sections transversales irrégulières, la ré-
ponse du ﬁltre au niveau des bifurcations est parfois pratiquement nulle (Fig.7.18C) ou aura
tendance à surestimer le rayon, englobant les vaisseaux afférents. Ce signal erroné affecte né-
gativement l’extraction des lignes centrales en terminant prématurément le suivi de crête, ou
encore en générant des lignes centrales aberrantes entre des vaisseaux parallèles, près des lé-
sions (Fig.7.18D-E) ou dans les régions les plus minces de l’organe (Fig.7.18F-G). Malgré
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Figure 7.17 Rendus surfaciques et vue axiales des résultats obtenus sur les images IRM.
Les reconstructions obtenues depuis les images TDM (VCI=bleu, VP=rouge) sont
recalées et superposées aux segmentations obtenues depuis les images IRM
(VCI=magenta, VP=vert).
ces perturbations, la réponse du ﬁltre sur les images TDM est satisfaisante pour la plupart des
cas, et l’utilisateur peut facilement ajuster le tir en ajoutant ou supprimant les lignes centrales
nécessaires, suite à l’extraction.
Des problèmes majeurs ont cependant été rencontrés à cette étape pour les images IRM.
D’abord, plusieurs des examens disponibles n’ont pu être utilisés dus à la présence d’artéfacts
de mouvement majeurs. Deuxièmement, la résolution des images IRM, typiquement de l’ordre
de 1.5mm× 1.5mm× 5mm, est une contrainte majeure pour la modélisation 3D de structures
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Figure 7.18 (A) Image originale en vue MIP. (B) Réponse du ﬁltre de Frangi. (C)
Réponse du ﬁltre de rehaussement tubulaire utilisé. Les ﬂèches rouges (C) indique une
perte de signal aux bifurcations. Le ﬁltre produit parfois un signal indésirable près des
lésions (D-E) et dans les régions minces du foie (F-G).
ﬁnes. Étant donné que ce ﬁltre s’appuie sur le contexte local 3D pour détecter la présence de
structures tubulaires, il est pratiquement impossible de modéliser adéquatement des vaisseaux
dont le rayon est inférieur à l’espacement inter-tranche, près de 5mm. Même si l’on pourrait
être porté à penser qu’il est possible de rehausser les vaisseaux dont le rayon avoisine les
2− 3mm, bien visibles depuis les coupes axiales, la forte anisotropie présente dans l’image
rend impossible la localisation précise de ces structures selon la direction axiale. De plus, à
l’inverse du bruit typiquement présent sur les images TDM, le bruit des images IRM exhibe
une cohérence dans la direction axiale, un phénomène qui peut être clairement observé dans
les plans coronal et sagittal (Fig.7.19B-C). Prenant souvent l’apparence de structures claires
et allongées, ce bruit perturbe fortement la réponse du ﬁltre qui cherche justement à rehausser
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Figure 7.19 Illustration de la problématique reliée au bruit des images IRM. (A) Image
originale en vue axiale et (B) sagittale. (C) Détail de la vue sagittale et artéfacts tubulaires
observés (ﬂèches rouges). (D) Ces artéfacts produisent une panoplies de segments
indésirables suite au suivi de crête. Les facteurs ψ (eq.7.3b) (E) et ρ (eq.7.3a) (F)
permettent de mitiger ces effets et sont utilisés conjointement (G). (N représente le
nombre de segments extrait suite au suivi de crête.)
ce type de géométrie. Une hypothèse plausible pour expliquer ce phénomène serait la présence
d’artéfact de Gibbs ayant tendance à créer des ondulations près des forts gradients d’intensité,
tels qu’à l’interface entre le parenchyme et les vaisseaux. L’effet de l’espacement élevé et
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de la cohérence du bruit peut être directement observé sur les lignes centrales extraites suite
au rehaussement tubulaire. En tentant de rehausser des vaisseaux dont le rayon est inférieur
à l’espacement axial, une multitude de segments erronés apparaissent (Fig.7.19D), tandis
qu’en respectant cette limite, très peu de segments sont extraits, moins d’une centaine pour
le cas illustré à la ﬁgure 7.19, rendant la structure arborescente ambigüe. Les pondérations
proposées (Eq.7.3a et Eq.7.3b) ont mitigé cet effet (Fig.7.19E-G), cependant trop peu pour
permettre d’établir un équilibre satisfaisant entre sensibilité et spéciﬁcité pour poursuivre la
reconstruction de manière robuste sur l’ensemble des images IRM disponibles.
La seconde phase de la modélisation vasculaire, le suivi de crête, est une approche bien éta-
blie pour extraire des lignes centrales. Dans le contexte du foie, la difﬁculté réside dans la
déﬁnition des seuils permettant de stopper l’extraction, basés sur l’intensité de la réponse du
ﬁltre et la continuité de la direction de propagation. Si ces seuils sont trop restrictifs, le suivi
arrête prématurément et donne lieu à un ensemble de lignes trop courtes et incomplètes. Cela a
comme impact de complexiﬁer l’étape subséquente de reconnexion et d’introduire des sources
d’erreurs supplémentaires. À l’inverse, des seuils trop permissifs risquent de fusionner les ex-
trémités des vaisseaux adjacents et de confondre l’algorithme de reconnexion. Intuitivement, on
pourrait penser que l’utilisation de contraintes basées sur la cohérence du rayon le long du vais-
seau pourrait limiter ces erreurs, cependant puisque l’estimation du rayon est approximative,
particulièrement au niveau des bifurcations, cette contrainte doit être utilisée avec prudence.
Dans certaines situations, il est possible que le suivi de crête se propage d’un vaisseau enfant à
un autre via la bifurcation avec le vaisseau parent, ou encore que des lignes centrales fantômes
soient créées du à un signal faux positif issu du ﬁltre de rehaussement (Fig.7.18D-E). À cette
étape, il est donc préférable que l’utilisateur intervienne pour ajouter, supprimer ou section-
ner les lignes centrales aberrantes et s’assurer que celles-ci sont adéquates avant de lancer la
reconnexion. Pour l’ensemble des résultats produits, cette étape de vériﬁcation interactive a
nécessité en moyenne 5 à 10 minutes par examen.
Rendu à l’étape de reconnexion, l’ensemble des lignes centrales extraites comporte fort pro-
bablement encore quelques segments erronés, manquants, ou incomplets. Ces imperfections
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compliquent la stratégie de reconnexion employée par Bauer et al. (2010), où les segments
sont progressivement connectés entre eux depuis la racine de chaque arbre, basé sur un critère
de conﬁance calculé depuis la distance, le ratio des rayons et l’angle entre les tangentes des
segments considérés. En employant celle-ci sur les lignes centrales extraites depuis les images
de l’IRCAD, on réalise que les paramètres proposés sont très restrictifs et qu’une faible portion
des arbres est reconnectée. Par exemple, pour qu’une reconnexion soit valide, la distance entre
l’extrémité d’un segment et le point de jonction (distance d, Fig.7.8A) doit être inférieure à 3
fois le rayon rbj du vaisseau, tandis que pour un angle de reconnexion α1 de plus de 60deg, cette
distance doit être inférieure à 15 du rayon. En allégeant ces restrictions de distance, le critère de
conﬁance s’en trouve inadapté car des reconnexions ambigües entre des segments mineurs de
l’arbre opposé se retrouvent à être considérées à poids égal avec les segments majeurs beau-
coup plus près de la racine. Dès qu’une telle reconnexion est faussement établie, la direction
du ﬂux erroné est propagée et déraille complètement l’algorithme de reconnexion.
C’est pourquoi la contribution principale de cette partie du projet cherche à mitiger l’effet des
imperfections introduites au ﬁl des étapes préalables en considérant la profondeur des segments
reconnectés dans la queue de priorité. En calculant un critère de conﬁance global établi depuis
la contribution de tous les chemins minimum empruntant une bifurcation donnée, l’approche
proposée force d’abord la reconnexion des segments près de la racine, limitant les possibilités
d’ambiguïtés avec les segments profonds de l’arbre. Avec cette approche, les reconnexions
dans un rayon beaucoup plus large peuvent être considérées tout en provoquant un nombre très
limités d’erreurs, lesquelles peuvent être corrigées avec des interventions ponctuelles de la part
de l’utilisateur en forçant le lien de parenté entre deux segments. En règle générale, la méthode
proposée s’est mieux comportée devant les angles de bifurcations aigus et les pertes de signal
aux bifurcations menant à des distances importantes entre des segments vasculaires afférents.
Le résultat de segmentation surfacique obtenu peut sembler trivial, étant donné l’information à
priori probante disponible pour lancer cette dernière phase. Cependant, l’estimation du rayon
vasculaire au niveau des bifurcations est difﬁcile à établir localement, car l’échelle à laquelle
la réponse du ﬁltre de tubularité est maximale, typiquement utilisée pour estimer le rayon,
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n’est pas une mesure sufﬁsamment précise. Les méthodes exploitant l’intensité du gradient à
la surface d’une région d’intérêt sphérique pour estimer le rayon, tel que le modèle déformable
proposé par Pizaine et al. (2011), aura aussi tendance à surévaluer celui-ci aux bifurcations,
même si cette estimation est régularisée le long de la ligne centrale. L’utilisation du graph-
cut, tel que proposé par Bauer et al. (2010), est une alternative intéressante, cependant celle-ci
est fortement contrainte par l’estimation du rayon initial et cherche à détecter directement la
surface des vaisseaux, plutôt bruitée sur des images cliniques.
L’approche proposée s’est avérée particulièrement efﬁcace, notamment car elle réalise une
minimisation globale dans le sous-espace déployé, et force la continuité du rayon et de la ligne
centrale avec le vaisseau parent. Les résultats obtenus montrent que cette approche est robuste
autant pour les gros vaisseaux, qui ont un proﬁl d’intensité transversal en plateau, que les
petits vaisseaux, ayant un proﬁl en forme de cloche. Une limitation mineure de cette technique
par rapport au graph-cut est que seulement des sections transversales circulaires peuvent être
modélisée, alors que les plus gros vaisseaux sont généralement ovales et légèrement déformés.
Les résultats quantitatifs rapportés au tableau 7.1 peuvent sembler a priori médiocres, cepen-
dant les résultats graphiques exposés aux ﬁgures 7.15 et 7.16 aident à mieux comprendre l’ori-
gine de ces discordances entre les masques de références et ceux obtenus. Le faible indice de
Jaccard s’explique en grande partie par la détection de vaisseaux étant absents dans les masques
de référence. Par exemple l’arbre veineux (VCI) du patient #1 de l’IRCAD obtient un indice
de recouvrement de 17% alors que la ﬁgure 7.15A montre qu’une faible portion des segments
modélisés (magenta) sont présents dans la référence (bleu). À cela s’ajoute les discordances
mineures existant dans l’évaluation du rayon des segments vasculaires, telles que visibles à la
ﬁgure 7.16A. Ces deux caractéristiques ont donné lieu à une nombre substantiels de voxels
absents de l’intersection entre les deux masques. Le taux de faux négatifs, représentant les
voxels de la référence absents de la segmentation produite, se trouve également affecté par les
discordances de rayons et la contrainte de section transversale circulaire imposée par la mé-
thode de segmentation surfacique. Malgré ces discordances avec la référence, il est rassurant de
constater qu’une inﬁme portion des masques produits, de l’ordre 0.6%, ont associés des voxels
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à l’arbre opposé. L’ensemble de ces statistiques suggèrent donc que les reconstructions pro-
duites modélisent les arbres de manière plus complète, sont légèrement différents des masques
de références, et génèrent peu d’erreurs de classiﬁcation entre les arbres veineux et portal.
Les résultats rapportés au tableau 7.2, obtenus en comparant l’ensemble des lignes centrales
extraites depuis les examens TDM et IRM d’un même patient, montrent que seulement une
fraction des segments vasculaires sont appariés suite au recalage non-rigide, soit en moyenne
55% sur TDM et 67% sur IRM. En considérant la TDM comme la référence, ces résultats sug-
gèrent que plusieurs segments n’ont pas été détectés sur les images IRM, et que des segments
supplémentaires, possiblement erronés du à la présence du bruit caractéristique (Fig.7.19),
ne ﬁgure pas sur les reconstructions issues des images TDM. Cela peut-être observée sur les
rendus surfaciques (Fig.7.17) où il est possible de voir que les reconstruction IRM (vert et ma-
genta) sont de moins bonne qualité, et que plusieurs segments vasculaires ne sont pas appariés.
Il est également important de noter que le recalage non-rigide lui-même introduit une source
d’erreur supplémentaire. En l’absence de référence adéquate et validée, il est difﬁcile de tirer
des conclusions sur l’exactitude des reconstructions. Encore une fois, il est tout de même ras-
surant de voir que les lignes centrales appariées correspondent à plus de 95% au même arbre
vasculaire sur chacun des deux examens, et que la majorité des segments non-appariés sont des
branches mineures situées en périphérie de l’organe.
Finalement, la subdivision du parenchyme en divers territoires de drainage est un simple post-
traitement appliqué au masque du foie depuis les lignes centrales reconstruites. Aucune opti-
misation n’est nécessaire à cette étape. Il s’agit simplement d’une opération dont la qualité du
résultat dépend uniquement de l’exactitude de l’arbre vasculaire reconstruit. Cette séparation
du parenchyme est en réalité difﬁcile à évaluer, car de par sa déﬁnition implicite, seulement
un modèle physique réel, tel qu’utilisé par Selle et al. (2000) puis Fasel et al. (1998), peut
conﬁrmer la précision du résultat obtenu, d’autant plus qu’il n’existe pas de consensus sur la
délimitation réelle des territoires eux-mêmes. Il s’agit tout de même d’une information clinique
très pertinente, laquelle pourrait être ajustée au besoin par l’utilisateur grâce à l’outil développé
en sélectionnant chaque sous-arbre formant les territoires désirés. Des travaux préliminaires ont
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été proposés pour labelliser l’appartenance de chaque ligne centrale au segment de Couinaud
approprié, basé sur le volume perfusé par chaque segment, la topologie de l’arborescence et un
modèle statistique issus d’une base d’apprentissage (Soler et al. (2000b)). Il s’agit certainement
d’une fonctionnalité qui pourrait être étudiée pour automatiser cette analyse.
Ce projet de modélisation vasculaire présente des résultats prometteurs, mais comporte évi-
demment certaines limites au niveau de la validation. Sur TDM, l’utilisation de l’indice Jac-
card n’est pas un indice de performance idéal pour des structures tubulaires ﬁnes, et celui-ci
ne fait aucune distinction entre les faux positifs et les faux négatifs, deux types d’erreurs qui
ont un impact clinique majeur. Une meilleure stratégie de validation aurait été de considérer le
nombre de bifurcations et de segments vasculaires détectés, cependant cela implique de géné-
rer et de valider un jeu de données tests, une tâche colossale en soi. De plus, étant donné que
les paramètres cliniques pertinents, comme le volume segmentaire où l’impact des plans de
résection, sont si indirectement reliés à la reconstruction elle-même, la validation de tels outils
est une tâche particulièrement difﬁcile à réaliser.
Malgré les difﬁcultés rencontrées sur les images IRM, la méthode développée a permit d’obte-
nir des reconstructions vasculaires depuis des images TDM biphasiques de manière robuste. Il
s’agit d’une fondation solide pour poursuivre des travaux sur ce sujet, ou encore l’analyse de
toute structure arborescente 3D comme les voies pulmonaires ou d’autres systèmes vasculaires.
CHAPITRE 8
CONCLUSION
8.1 Contributions
Ce projet doctoral a abordé la problématique de la modélisation 3D du foie dans le contexte de
l’évaluation du proﬁl hépatique de patients atteints de cancer. Les objectifs principaux établis
à la genèse du projet étaient d’étudier la faisabilité d’une méthode de segmentation permettant
de modéliser le parenchyme et les arbres vasculaires du foie, tout en respectant une erreur de
moins de 5% sur le volume et une limite d’interaction de l’ordre de 10 clics et 5 minutes. La
méthode se devait d’être interactive pour permettre à l’utilisateur de corriger les segmentations
jusqu’à satisfaction, et devait être fonctionnelle sur des images TDM et IRM.
L’ensemble de la méthodologie proposée est novatrice à plusieurs niveaux et remplis les ob-
jectifs visés en terme de précision et de temps d’interaction. Le quantité d’interaction visée de
moins de 10 clics n’a pu être atteinte, cependant les outils fournis à l’utilisateur sont simples
d’utilisation et lui permettre d’intervenir de manière efﬁcace et intuitive pour superviser le pro-
cessus de modélisation. Les contributions techniques apportées se situent principalement au
niveau du développement d’applications interactives pour la modélisation 2D et 3D puis de la
validation de ces outils sur des données cliniques représentatives.
L’outil de segmentation 2D présenté au chapitre 5 propose un nouveau type d’interaction pour
la segmentation 2D, avec un retour visuel intuitif, idéal pour créer des segmentations de réfé-
rences, lesquelles sont de plus en plus nécessaires alors que la radiologie évolue vers des appli-
cations quantitatives et se tourne vers l’intelligence artiﬁcielle. Il est démontré que l’approche
proposée est versatile en pouvant être appliquée aux images de foie puis à la segmentation de
vaisseaux sanguins et de divers organes. De plus, l’outil peut être adapté à la segmentation 3D
via la propagation de contours ou l’utilisation d’une surface développable.
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L’optimisation laplacienne de maillages surfaciques est un cadre conceptuel peu exploité en
segmentation 3D. Cette approche a été adaptée à la segmentation du foie et deux outils de
corrections ont été implémentés permettant à l’utilisateur de rapidement corriger le résultat à
sa guise. L’efﬁcacité et la précision de cet outil de modélisation générique ont été démontré
dans le cadre d’une étude de validation sur des images TDM et IRM représentatives de la
réalité clinique. Les résultats obtenus ont surpassé l’état de l’art pour ces deux modalités tout
en ne nécessitant pas de données d’entraînement.
La méthode de segmentation vasculaire proposée s’est inspirée d’une stratégie précédemment
décrite dans la littérature, cependant des améliorations clés ont été apportées. Le ﬁltre de re-
haussement tubulaire est modiﬁé pour mitiger les limitations introduites par les images forte-
ment anisotropes. Une nouvelle méthode de reconnexion des lignes centrales est développée
pour améliorer la robustesse de cette étape critique de la reconstruction des arborescences vas-
culaires entrelacés. Finalement, une version automatisé de l’outil de segmentation 2D présenté
en première partie de projet est adaptée à l’optimisation vasculaire 3D aﬁn d’obtenir une re-
présentation précise des arbres veineux et portal. Les résultats de reconstruction sont évalués
sur des images TDM, tandis qu’une étude préliminaire est réalisée sur quelques images IRM,
démontrant la faisabilité des reconstructions vasculaires hépatiques sur cette modalité.
En somme, la méthodologie de modélisation hépatique proposée permet de générer une seg-
mentation du foie de manière très robuste tout en nécessitant une quantité d’interaction raison-
nable de la part de l’utilisateur. En n’intégrant aucune donnée d’entraînement ni de contraintes
morphologiques propre au foie, les outils développés peuvent couvrir un plus large spectre
de cas cliniques et leur caractère générique facilitera l’adaptation à d’autres organes. Les ap-
proches proposées font contraste avec plusieurs des outils aujourd’hui disponibles sur le mar-
ché, où l’utilisateur est laissé à lui-même lorsque les outils automatiques échouent. Alors que la
répétabilité, l’exactitude et la précision sont des enjeux critiques pour l’acceptabilité de ces ou-
tils de diagnostic assisté dans la pratique des cliniciens, les outils semi-automatisés répondent
à la fois au besoin de supervision tout en réduisant la variabilité intra- et inter- utilisateur.
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8.2 Publications et présentations
Les travaux réalisés dans le cadre de ce projet doctoral ont donné lieu aux publications tech-
niques et médicales suivantes :
Articles publiés :
Chartrand, G., T. Cresson, R. Chav, A. Gotra, A. Tang, et J. DeGuise. April 2014. « Semi-
automated liver CT segmentation using Laplacian meshes ». In Biomedical Imaging (ISBI),
2014 IEEE 11th International Symposium on. p. 641-644
Chartrand, Gabriel, An Tang, Ramnada Chav, Thierry Cresson, Steeve Chantrel, et Jacques A.
De Guise. 2015. « Live minimal path for interactive segmentation of medical images ». In
Proc. of SPIE. p. 94133U-94133U-7
Chartrand, Gabriel, Thierry Cresson, Ramnada Chav, Akshat Gotra, An Tang, et Jacques De-
Guise. 2016. « Liver Segmentation on CT and MR Using Laplacian Mesh Optimization ».
IEEE Transactions on Biomedical Engineering
Gotra, Akshat, Gabriel Chartrand, Karine Massicotte-Tisluck, Florence Morin-Roy, Franck
Vandenbroucke-Menu, Jacques A. de Guise, et An Tang. 2016/07/13 2016a. « Validation of
a Semiautomated Liver Segmentation Method Using CT for Accurate Volumetry ». Academic
Radiology, vol. 22, n◦ 9, p. 1088-1098
Gotra, Akshat, Gabriel Chartrand, Kim-Nhien Vu, Franck Vandenbroucke-Menu, Karine
Massicotte-Tisluck, Jacques A. de Guise, et An Tang. 2016b. « Comparison of MRI- and
CT-based semiautomated liver segmentation : a validation study ». Abdominal Radiology, p.
1–12
Les publications techniques revues par des pairs Chartrand et al. (2014) et Chartrand et al.
(2015), qui portent sur l’outil de segmentation 3D du foie et l’outil de segmentation interactif
présentés aux chapitres 6 et 5 respectivement, ont été présentés lors des congrès internationaux
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International Symposium on Biomedical Imaging et SPIE Medical Imaging. L’article Chartrand
et al. (2016), publié dans le journal IEEE Transaction on Biomedical Engineering, présente une
analyse plus approfondie de l’outil de segmentation 3D et des résultats obtenus sur des images
TDM et IRM.
Les prototypes logiciels développés au cours de ce projet ont également servi à produire des
résultats présentés dans divers revues et communications médicales. L’étude de validation de
Gotra et al. (2016a) a été réalisée depuis le premier prototype de segmentation du foie basée sur
le déploiement surfacique, brièvement illustré à la ﬁgure 5.10. Une seconde étude de validation
(Gotra et al. (2016b)) comparant la segmentation semi-automatique sur TDM et IRM s’est
appuyée sur des segmentations produites depuis l’outil principal décrit au chapitre 6. En plus
de ces études de validation, les outils de segmentation développés ont fait l’objet de plusieurs
communications médicales dans des conférences de calibre international :
Belanger, Chantale, Gabriel Chartrand, Akshat Gotra, Ramnada Chav, Claude Kauffmann,
Jacques de Guise, et An Tang. 2013. « Accuracy of a semi-automated liver segmentation
method using MR imaging ». European Congress of Radiology
Chartrand, Gabriel, Chantale Belanger, Akshat Gotra, Ramnada Chav, Claude Kauffmann,
Jacques de Guise, et An Tang. 2013. « Accuracy of a semi-automated liver segmentation
method using CT scan ». European Congress of Radiology
Gotra, Akshat, Gabriel Chartrand, Kim-Nhien Vu, Frank Vandenbroucke-Menu, Claude Kauff-
mann, Benoît Gallix, Jacques de Guise, et An Tang. 2014. « Liver Segmentation : A Primer for
Radiologists ». Radiological Society of North America 2014 Scientiﬁc Assembly and Annual
Meeting
Gotra, Akshat, Gabriel Chartrand, Kim-Nhien Vu, Frank Vandenbroucke-Menu, Karine
Massicotte-Tisluck, et Jacques de Guise. 2016c. « Comparison of MRI and CT-based Se-
miautomated Liver Segmentation : a Validation Study ». ARRS, American Roentgen Ray
Society
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8.3 Direction future
Le contexte de la modélisation du foie est riche d’applications potentielles et le développement
de ces prototypes ouvre la porte à d’éventuelles opportunités de recherche. Suite à l’accom-
plissement de ce projet, il m’apparaît cinq voies principales pouvant donner suite aux travaux
réalisés.
D’un point de vue méthodologique, diverses améliorations potentielles ont été discutées au
cours de ce manuscrit. Pour n’en nommer que quelques unes, l’introduction d’une contrainte
de courbure dans le recherche du chemin minimum (Chap. 5), l’implémentation d’un meilleur
outil d’initialisation 3D (Chap. 6) et la subsegmentation automatique du parenchyme (Chap. 7)
contribueraient très directement à améliorer la robustesse et l’efﬁcacité des outils. Ces amélio-
rations comportent des déﬁs techniques et méthodologiques tout en présentant des opportunités
de recherche intéressantes.
L’une des limitations les plus immédiates à l’utilisation des prototypes développés est certaine-
ment l’absence d’intégration dans une plateforme de visualisation stable, telle que ORS Visual
ou MITK Workbench. L’implémentation des outils développés dans ce type de plateforme non
seulement faciliterait la gestion, l’accès et la visualisation des données médicales, mais per-
mettrait de réaliser les outils d’analyse envisagés par Dr Tang, comme l’analyse volumétrique
et subsegmentaire des images d’élastographie et d’imagerie par résonance magnétique. Cette
meilleure intégration faciliterait l’analyse des données pour des projets de plus grande enver-
gure tels que les études cliniques.
Des contraintes majeures ont été rencontrées dans l’étape de validation de l’outil de segmenta-
tion vasculaire sur les images IRM. Cela ne signiﬁe pas que l’approche proposée est complète-
ment inadaptée à la problématique, ou que la reconstruction vasculaire sur IRM est impossible.
Des tests préliminaires ont démontré l’intérêt de séquences IRM adaptées à la visualisation
des vaisseaux sanguins (Séquence BFFE, IRM Phillips). Une étude prospective combinant
l’ajustement simultané de séquence IRM et de l’outil de segmentation pourrait probablement
parvenir à modéliser les arborescences de manière robuste. Des segmentations de références
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pourraient être produites avec une version interactive de la méthode de segmentation vascu-
laire par chemin minimum 3D aﬁn d’établir une référence robuste, un atout important pour le
développement, l’ajustement et la validation de la méthode de reconstruction vasculaire.
L’un des besoins les plus critiques en radiologie abdominale hépatique est le suivi temporel
des lésions. Alors que l’évaluation de la réponse à divers traitements constitue l’essentiel du
travail de radiologue abdominal, les logiciels actuellement disponibles manquent d’outils pour
faciliter la consultation simultanée de plusieurs examens et le suivi quantitatif de multiples
lésions. La suite logique de ce projet de recherche consisterait à explorer la modélisation 3D
puis l’analyse morphométrique et radiologique des lésions affectant cet organe. La disponibilité
de ces outils faciliterait la collecte de données d’études cliniques visant à établir de nouveaux
biomarqueurs, plus discriminant face au pronostic (Chapiro et al. (2015)), ou encore à estimer
le risque encouru par un patient pour une chirurgie donnée par rapport à la situation anatomique
des lésions et des vaisseaux (Schenk (2013)).
Finalement, puisque l’outil développé ne comporte aucune contrainte morphologique, cet outil
pourrait être utilisé pour la modélisation de plusieurs autres structures anatomiques, et poten-
tiellement être intégré dans un modèle hiérarchique pour la segmentation complète des images
abdominales. Des travaux comme ceux de Criminisi et al. (2010) pourrait avoir un impact im-
portant en planiﬁcation de traitements de radio-thérapie où il es commun de devoir modéliser
plusieurs organes aﬁn de diriger le traitements vers les zones visées tout en épargnant les tissus
critiques.
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