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Investasi merupakan kegiatan penanaman modal yang bertujuan untuk mendapatkan keuntungan di masa 
datang. Investasi yang dilakukan seorang investor memiliki risiko yang sebanding dengan return yang 
ditawarkan. Banyaknya saham yang berada di indeks LQ45, merupakan salah satu kendala bagi investor 
dalam memilih kelompok saham terbaik untuk diinvestasikan. Oleh sebab itu, analisis cluster berguna 
untuk memudahkan investor atau manajer investasi dalam mengelompokkan saham-saham terbaik yang 
berada di indeks LQ45. Penelitian ini menggunakan data saham harian yang terdaftar di indeks LQ45, 
pada tanggal 3 Februari 2020 sampai 30 Juli 2020. Adapun data return bulanan yang digunakan yaitu 
rata-rata dari return harian pada bulan tersebut. Tujuan Penelitian ini membandingkan dua analisis 
cluster yaitu fuzzy clustering means dan single linkage berdasarkan return saham dan selanjutnya 
membandingkan hasil pengelompokan dari kedua metode tersebut sehingga dapat diketahui metode terbaik 
yang dapat digunakan untuk mengelompokkan saham berdasarkan return saham. Analisis yang digunakan 
untuk membandingkan kedua metode tersebut menggunakan nilai dari rata-rata return. Berdasarkan hasil 
dari rata-rata return, metode fuzzy clustering means menunjukkan hasil tertinggi yaitu sebesar 0,166% 
pada cluster ke 4 dengan kelompok ke-3, sedangkan pada single linkage terdapat dua cluster yang 
menunjukkan hasil tertinggi yaitu pada cluster ke 3 dengan kelompok ke-1 dan cluster ke 4 dengan 
kelompok ke-1 dengan nilai rata-rata return yang sama yaitu sebesar 0,106%.  
 




Investasi merupakan bentuk usaha untuk dapat bertahan hidup dan membangun kemandirian pada 
masa kini. Kegiatan investasi diharapkan dapat dihasilkan dana tambahan dimasa yang akan datang [1]. 
Bentuk investasi pun tidak lagi didominasi dengan jenis investasi konvensional seperti tabungan atau 
deposito di bank. Salah satu bentuk investasi yang berkembang adalah investasi dalam bentuk saham. 
Investasi dalam bentuk saham merupakan salah satu bentuk investasi masa kini yang mulai banyak 
dilirik oleh para investor. Investor dapat berinvestasi saham menggunakan strategi jangka panjang untuk 
mendapatkan keuntungan yang lebih besar. 
Pasar modal merupakan salah satu pasar untuk berbagai instrumen keuangan yang bisa 
diperjualbelikan, salah satunya adalah indeks LQ45. Indeks LQ45 merupakan pasar saham yang 
terdaftar di Bursa Efek Indonesia (BEI) yang terdiri dari 45 perusahaan yang dimana perusahaan ini  
diseleksi melalui beberapa kriteria pemilihan yang disesuaikan setiap enam bulan sekali, sehingga 
saham yang terdapat dalam indeks tersebut selalu berubah. Banyaknya instrumen investasi yang 
ditawarkan merupakan salah satu kendala bagi investor atau manajer investasi yang ingin 
menginvestasikan produk keuangannya. Oleh sebab itu, diperlukan analisis yang akurat dalam 
pengambilan keputusan untuk berinvestasi [2]. 
Analisis cluster merupakan salah satu analisis multivariat yang digunakan untuk mengelompokkan 
objek-objek ke dalam suatu kelompok berdasarkan karakteristik yang dimiliki, sehingga objek-objek 
dalam suatu kelompok memiliki ciri-ciri yang lebih homogen dibandingkan dengan objek dalam 
kelompok lain [3]. Banyak metode dan prosedur dalam analisis cluster seringkali menyulitkan dalam 
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proses pemilihannya. Seperti pemilihan matriks jarak, hirarki atau non-hirarki, pengelompokan fuzzy, 
pengelompokan subtractive clustering dan metode penggabungan dari berbagai metode.  
Penelitian ini bertujuan untuk membandingkan metode pengelompokan, metode yang digunakan 
adalah metode fuzzy clustering means dan metode single linkage. Metode fuzzy clustering means 
merupakan teknik pengelompokan yang bekerja berdasarkan prinsip algoritma non-hierarchical 
clustering. Sedangkan single linkage merupakan teknik pengelompokan yang bekerja berdasarkan 
hierarchical clustering. Prinsip kerja dari pengelompokan non-hierarchical clustering adalah dari data 
dicari pusat cluster dan data yang lebih dekat ke pusat cluster menjadi anggota kelompok. Sedangkan 
prinsip kerja dari pengelompokan hierarchical clustering dilakukan secara bertahap. Analisis yang 
digunakan untuk membandingkan kedua metode tersebut menggunakan nilai dari rata-rata return 
saham, sehingga dapat diketahui metode terbaik yang dapat digunakan untuk mengelompokkan saham 
yang diinvetasikan. 
 
RETURN SAHAM  
Return saham dapat diartikan sebagai tingkat imbal hasil yang diperoleh sebagai akibat dari investasi 
yang dilakukan. Pada umumnya tujuan investor dalam berinvestasi adalah memaksimalkan return, tanpa 
melupakan perhitungan faktor risiko investasi yang harus dihadapinya. Return merupakan salah satu 
faktor yang memotivasi investor untuk berinvestasi dan juga merupakan imbalan keberanian investor 
menanggung risiko atas investasi yang dilakukan [1]. Nilai dari return bisa positif maupun negatif 














t : Periode waktu          𝑆𝑡 : Harga saham pada periode waktu ke-t 
𝑟𝑡 : Return saham pada periode waktu ke-t      St-1 : Harga saham pada periode waktu ke-(t-1) 
  
PORTOFOLIO SAHAM 
Portofolio adalah suatu kumpulan aktiva keuangan dalam suatu unit yang dipegang atau dibuat oleh 
seorang investor, perusahaan investasi, atau institusi keuangan [5]. Tujuan investor membentuk 
portofolio adalah untuk mengurangi risiko, tetapi tanpa mengurangi expected return. Expected return 
portofolio merupakan rata-rata dari expected return masing-masing saham yang ada dalam portofolio. 












𝜇𝑝  : Expected return portofolio 
𝜇𝑖  : Expected return saham observasi ke-i 
𝑤𝑖  : Bobot saham observasi ke-i 
𝑛𝑝  : Banyaknya saham yang berada pada portofolio 
 
ALGORITMA FUZZY CLUSTERING MEANS 
Fuzzy Clustering Means (FCM) merupakan suatu teknik pengumpulan data dimana keberadaan tiap-
tiap titik data dalam suatu kelompok ditentukan oleh derajat keanggotaan data tersebut [6]. Pada FCM, 
data dapat menjadi anggota dari semua kelompok yang terbentuk dengan derajat keanggotaan yang 
berbeda antara 0 hingga 1. Adapun algoritma untuk FCM adalah sebagai berikut [7]: 




1. Menentukan data yang akan di cluster X, berupa matriks berukuran n.m (n = jumlah sampel data, m 
= atribut setiap data). xij = data sampel ke-i (i=1,2,..,n), atribut ke-j (j=1,2,.....,m). 
2. Menentukan:   
a. Jumlah cluster   : c   d. Eror   : ξ 
b. Pangkat pembobot : 𝑏   e. Fungsi objektif awal : P0  
c. Maksimum iterasi : MaxIter  f. Iterasi awal  : a  
3. Membangkitkan bilangan acak berdistribusi uniform 𝜇𝑖𝑘, i = 1,2,3, ..., n; k = 1,2,3, ..., c; sebagai 
elemen-elemen matriks awal U.  






















5. Menghitung fungsi objektif pada iterasi ke-a 
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dengan i=1,2…. ,n; dan k=1,2,…,c. 
7. Memeriksa kondisi berhenti. 
a. Jika (|𝑃𝑎 − 𝑃𝑎−1| < ξ atau (a > MaxIter) maka berhenti 
b. Jika tidak, a = a +1, mengulang langkah ke-4. 
 
ALGORITMA SINGLE LINKAGE 
Single Linkage (jarak terdekat) atau tautan tunggal merupakan metode hirarki yang mengelompokkan 
data berdasarkan tetangga terdekat (nearest neighbour) atau similaritas maksimum antara dua data [8]. 
Adapun tahap-tahap pengclusteran menggunakan metode single linkage sebagai berikut [9]: 
1. Menentukan c sebagai jumlah cluster yang ingin dibentuk. 
2. Setiap data dianggap sebagai cluster. Kalau n = jumlah data dan c = jumlah cluster, berarti c = n. 





u v uj vji
d X X
=
= −  
(6) 
dengan: 
𝑑𝑢,𝑣  = Jarak antara observasi ke-u dan observasi ke-v 
𝑚   = Jumlah atribut 
𝑋𝑢𝑗 = Nilai observasi ke-u pada atribut ke-j  
𝑋𝑣𝑗 = Nilai observasi ke-v pada atribut ke-j   
4. Cari dua cluster yang mempunyai jarak minimum dalam D = {𝑑𝑢𝑣}, Adapun jarak-jarak cluster 
antara (uv) dan atribut j yang lain dihitung dengan cara:  
( ) ,min( )uv j uj vjd d d=  (7) 
Jarak terpendek antar cluster-cluster u dan j dinamakan  𝑑𝑢𝑗 sedangkan jarak terpendek antar cluster-
cluster v dan j dinamakan 𝑑𝑣𝑗. 
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5. Ulangi langkah ke-4 sebanyak (n-1) kali, sehingga semua objek berada dalam satu cluster tunggal. 
 
HASIL DAN PEMBAHASAN 
Pada penelitian ini data yang digunakan merupakan data sekunder yang diperoleh dari data harian 
saham yang terdaftar pada indeks LQ45, pada tanggal 3 Februari 2020 sampai 30 Juli 2020. Adapun 
data return bulanan diperoleh dari rata-rata data harian pada bulan tersebut. Sumber data didapat dari 
yahoo.finance.com. Sedangkan data pada tanggal 3 Agustus 2020 sampai 1 September 2020 digunakan 
sebagai data untuk menghitung besar keuntungan portofolio saham yang telah dibentuk. 
Dari daftar saham LQ45 dilakukan seleksi saham dengan melihat nilai dari rata-rata return bulanan 
yang bernilai positif. Perhitungan nilai rata-rata return bulanan saham menggunakan Persamaan (1). 
Adapun nilai saham yang bernilai positif dapat dilihat pada Tabel 1.  











1 ACES 0,075% 6 KLBF 0,052% 
2 ANTM 0,017% 7 TBIG 0,089% 
3 CPIN 0,003% 8 TOWR 0,261% 
4 INCO 0,042% 9 UNTR 0,094% 
5 INKP 0,149% 10 UNVR 0,056% 
Sumber: Microsoft Excel 2016 
 
HASIL ANALISIS FUZZY CLUSTERING MEANS 
Pada perhitungan metode fuzzy c-means, peneliti hanya menjelaskan perhitungan dengan jumlah 
cluster yaitu 2. Sedangkan perhitungan yang lain, hanya dilampirkan hasil outputnya saja. Adapun 
langkah-langkah dari metode fuzzy c-means sebagai berikut: 
1.  Menetapkan matriks partisi U berupa matriks berukuran n x m. Dengan n adalah jumlah data, yaitu 
n=10, dan m adalah jumlah atribut data, yaitu m=6. 𝑥𝑖𝑗 = data sampel ke-i (i=1,2, …, n), atribut ke-
j (j=1,2, …., m). 
2.  Menentukan nilai parameter awal: 
a). Jumlah cluster (c)  : 2  d). Eror (ξ)   : 10−5 
b). Pangkat pembobot (𝑏)  : 2  e). Fungsi objektif awal (P0) : 0 
c). Maksimum iterasi (MaxIter) : 100  f). Iterasi awal (a)  : 1 
3. Membangkitkan bilangan acak berdistribusi uniform (𝜇𝑖𝑘 , 𝑖 = 1,2, … . , 𝑛; 𝑘 = 1,2), sebagai elemen 
elemen matriks partisi awal U dengan dimensi 10x2. 
4. Menentukan pusar cluster v 
Dengan menggunakan Persamaan (3), diperoleh pusat cluster 𝑣2×6 yang terbentuk pada iterasi 
pertama adalah: 
0,005528 0,007942 0,010052 0,002651 0,001626 0,008225






5. Menghitung fungsi objektif pada iterasi pertama P1 dihitung dengan menggunakan Persamaan (4): 







P x v 
= = =
  
= − =   
  
  0,000747071 
6. Hitung perubahan matriks partisi U. 
Dengan menggunakan Persamaan (5) didapatlah matriks partisi terbaru, yaitu:  
U’ = 
0,57295 0,64161 0,44189 0,52127 0,69865 0,31336 0,66975 0,69483 0,34388 0,28736





7. Mengecek kondisi berhenti 




Syarat kondisi berhenti adalah jika (|𝑃𝑎 − 𝑃𝑎−1| < ξ atau (a > MaxIter)). Pada kasus ini nilai: 
1 0 0,000747071 0P P− = −  
  40,000747071 7,47 10−= =   
Karena hasil 
47,47 10−  masih lebih besar dari pada ξ ( )510− , maka proses dilanjutkan dengan nilai 
iterasi sebelumnya ditambah 1 dan proses diulangi lagi dari poin ke 4. 
Pada penelitian ini, proses baru akan berhenti setelah iterasi ke-3. Pada iterasi ke-3, 2 pusat cluster, 
𝑣𝑘𝑗  dengan k=1,2; dan j=1,2,3,…,6 adalah sebagai berikut: 
0,005787 0,009180 0,011600 0,002476 0,001630 0,008016






Nilai fungsi objektif pada iterasi ke-3 yaitu sebesar 6 54,681 10 (10 )− −  , dengan nilai matriks 
partisi yang terbaru sebagai berikut:  
U’ = 
0,52635 0,65182 0,42329 0,53096 0,77152 0,27935 0,69485 0,76253 0,26959 0,24495






HASIL ANALISIS SINGLE LINKAGE  
 Pada perhitungan metode single linkage clustering, peneliti hanya menjelaskan perhitungan dengan 
jumlah cluster yaitu 2. Untuk perhitungan yang lain, hanya melampirkan hasil output. Adapun langkah-
langkah dari metode single linkage clustering sebagai berikut: 
1. Menentukan c sebagai jumlah cluster yang ingin dibentuk, yaitu c=2.  
2. Setiap data dianggap sebagai cluster. n adalah jumlah data, yaitu n=10, dan c adalah jumlah cluster, 
yaitu c=10. maka c = n.  
3. Menghitung jarak similarity menggunakan Persamaan (6). Nilai perhitungan jarak euclidean 
distance disajikan pada Tabel 2. 
Tabel 2. Nilai Perhitungan Jarak Euclidean Distance 
No 1 2 3 4 5 6 7 8 9 10 
1 0 0,0167 0,0211 0,0186 0,0174 0,0152 0,0120 0,0102 0,0154 0,0148 
2 0,0167 0 0,0212 0,0104 0,0115 0,0156 0,0163 0,0143 0,0180 0,0193 
3 0,0211 0,0212 0 0,0241 0,0294 0,0239 0,0302 0,0242 0,0213 0,0248 
4 0,0186 0,0104 0,0241 0 0,0132 0,0123 0,0158 0,0154 0,0173 0,0152 
5 0,0174 0,0115 0,0294 0,0132 0 0,0186 0,0109 0,0115 0,0240 0,0217 
6 0,0152 0,0156 0,0239 0,0123 0,0186 0 0,0145 0,0136 0,0143 0,0069 
7 0,0120 0,0163 0,0302 0,0158 0,0109 0,0145 0 0,0100 0,0194 0,0153 
8 0,0102 0,0143 0,0242 0,0154 0,0115 0,0136 0,0100 0 0,0213 0,0167 
9 0,0154 0,0180 0,0213 0,0173 0,0240 0,0143 0,0194 0,0213 0 0,0116 
10 0,0148 0,0193 0,0248 0,0152 0,0217 0,0069 0,0153 0,0167 0,0116 0 
Sumber: Microsoft Excel 2016 
4. Menemukan jarak minimum dalam D = min {𝑑𝑢𝑣} = 𝑑6;10 = 0,0069 
Berdasarkan Tabel 2 jarak 6 dan 10 merupakan jarak yang terdekat yaitu sebesar 0,0069 sehingga 
menjadi satu cluster, sehingga sekarang tersisa sembilan cluster. 
Kemudian dilakukan perbaikan matriks jarak menggunakan single linkage, sehingga diperoleh 
matriks jarak yang baru. Perhitungan matriks jarak yang baru menggunakan Persamaan (7) sebagai 
berikut: 
 (6;9) 6;9 10,9min ,d d d=  
 min(0,0143;0,0116)=  = 0,0116 
Demikian seterusnya pada objek yang lain, menggunakan bantuan Microsoft Excel 2016 didapatlah 
hasil akhir matriks jarak tersisa 2 cluster seperti pada Tabel 3 berikut: 
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Tabel 3. Matriks Jarak 2 Cluster 
Cluster A B 
A 0 0,0211 
B 0,0211 0 
Sumber: Microsoft Excel 2016 
dengan anggota cluster: 
A = (10,6,9,7,8,1,5,2,4)  
B = (3) 
 
PERBANDINGAN PENGELOMPOKAN FUZZY C-MEANS DAN SINGLE LINKAGE 
Pada metode fuzzy c-means dan single linkage masing-masing terdapat 4 cluster yang terbentuk. 
Salah satu cara untuk melihat hasil perbandingan metode mana yang terbaik, dapat dilakukan dengan 
melihat rata-rata return pada setiap cluster. Nilai dari rata-rata return dihitung menggunakan aplikasi 
Microsoft Excel 2016. Berikut adalah rata-rata return untuk 2 cluster disajikan pada Tabel 4. 
Tabel 4. Hasil Pengelompokan Kode Saham 2 Cluster 
Metode Kode Saham Kelompok 
Rata-rata 
Return 
Fuzzy C-Means ACES, ANTM, INCO, INKP, TBIG, TOWR 1 0,106% 
CPIN, KLBF, UNTR, UNVR 2 0,051% 
Single Linkage ACES, ANTM, INCO, INKP, KLBF, TBIG, 
TOWR, UNTR, UNVR 
1 0,090% 
CPIN 2 0,003% 
Pada Tabel 4, jika menggunakan pengelompokan untuk 2 cluster dengan membandingkan rata-rata 
return dari metode fuzzy c-means dan single linkage maka metode yang terbaik adalah metode fuzzy c-
means pada kelompok pertama dengan nilai sebesar 0,106%. Selanjutnya adalah pengelompokan kode 
saham 3 cluster disajikan pada Tabel 5. 
Tabel 5. Hasil Pengelompokan Kode Saham 3 Cluster 
Metode Kode Saham Kelompok 
Rata-Rata 
Return 
Fuzzy C-Means ACES, ANTM, INCO, INKP, TBIG, TOWR 1 0,106% 
CPIN 2 0,003% 
KLBF, UNTR, UNVR 3 0,067% 
Single Linkage ACES, ANTM, INCO, INKP, TBIG, TOWR 1 0,106% 
CPIN 2 0,003% 
KLBF, UNTR, UNVR 3 0,067% 
Pada Tabel 5, jika menggunakan pengelompokan untuk 3 cluster dengan membandingkan rata-rata 
return dari metode fuzzy c-means dan single linkage maka kedua metode merupakan metode yang 
terbaik pada kelompok pertama, karena menghasilkan nilai rata-rata return yang sama sebesar 0,106% 
Selanjutnya adalah pengelompokan kode saham 4 cluster disajikan pada Tabel 6. 
Pada Tabel 6, jika menggunakan pengelompokan untuk 4 cluster dengan membandingkan rata-rata 
return dari metode fuzzy c-means dan single linkage maka metode yang terbaik adalah metode fuzzy c-
means pada kelompok ketiga, karena menghasilkan nilai rata-rata return sebesar 0,166%.  
 
 




Tabel 6. Hasil Pengelompokan Kode Saham 4 Cluster 
Metode Kode Saham Kelompok 
Rata-Rata 
Return 
Fuzzy C-Means  ACES, CPIN, UNTR 1 0,057% 
ANTM, INCO 2 0,030% 
INKP, TBIG, TOWR 3 0,166% 
KLBF, UNVR 4 0,054% 
Single Linkage ACES, ANTM, INCO, INKP, TBIG, TOWR 1 0,106% 
CPIN 2 0,003% 
KLBF, UNVR 3 0,073% 
UNTR 4 0,056% 
Berdasarkan hasil perolehan nilai rata-rata return dari kedua metode dapat disimpulkan bahwa 
metode fuzzy c-means lebih efektif digunakan untuk mengelompokkan saham dibandingkan metode 
single linkage. Karena nilai rata-rata return pada metode fuzzy c-means menunjukkan hasil tertinggi 
yaitu sebesar 0,166%. Sedangkan pada metode single linkage terdapat dua cluster yang menunjukkan 
hasil tertinggi yaitu pada cluster ke 3 dengan kelompok ke-1 dan cluster ke 4 dengan kelompok ke-1, 
dengan nilai rata-rata return yang sama yaitu sebesar 0,106%.  
 
PORTOFOLIO SAHAM 
Berdasarkan informasi dari perbandingan pengelompokan fuzzy c-means dan single linkage, cluster 
terbaik yang memberikan rata-rata return tertinggi berada pada cluster 4 kelompok ke-3 dengan metode 
fuzzy c-means yang terdiri dari kode saham INKP, TBIG dan TOWR. Selanjutnya melakukan 
perhitungan bobot masing-masing saham menggunakan Persamaan (2). Nilai dari bobot dihitung 
menggunakan aplikasi Microsoft Excel 2016. Data disajikan pada Tabel 7. 
Tabel 7. Bobot Saham 
Kode Saham Return Bobot Saham 
INKP 0,149 34,89% 
TBIG 0,017 3,98% 
TOWR 0,261 61,12% 
Berdasarkan perhitungan diatas diperoleh bobot untuk masing-masing kode saham pada portofolio 
yang dibentuk yaitu INKP sebesar 34,89%, TBIG sebesar 3,98% dan TOWR sebesar 61,12%. 
Selanjutnya, bobot tersebut digunakan untuk menghitung return portofolio. Return portofolio 
merupakan tingkat imbal hasil yang diharapkan oleh investor untuk pengembalian keputusan 
berinvestasi. Simulasi perhitungan return portofolio dapat dilihat pada Tabel 8. 















INKP 34,89% Rp7.425 Rp17.780.000 2394 Rp9.350 Rp9.041.036 
TBIG 3,98% Rp1.245 Rp2.030.000 1630 Rp1.310 Rp206.805 
TOWR 61,12% Rp1.130 Rp31.150.000 27566 Rp1.060 -Rp3.786.601 
Modal + Tingkat Imbal Hasil Rp105.461.240 
Keuntungan Rp5.461.240 
Sumber: Microsoft Excel 2016 
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Pada Tabel 8 dapat diketahui bahwa jika investor melakukan investasi pada saham-saham yang 
terdapat dalam portofolio pada tanggal 3 Agustus 2020 dengan modal awal sebesar Rp.100.000.000,- 
kemudian dijual pada tanggal 1 September 2020, maka mendapatkan keuntungan sebesar Rp5.461.240,- 
 
KESIMPULAN  
Berdasarkan hasil analisis yang telah dilakukan oleh peneliti dengan mencoba 2, 3 dan 4 cluster baik 
menggunakan metode fuzzy clustering means dan metode single linkage. Peneliti menyarankan bahwa 
jumlah cluster yang digunakan untuk pengelompokan saham LQ45 pada metode fuzzy clustering means 
yaitu sejumlah 4 cluster karena merupakan cluster yang terbaik dan pada metode single linkage peneliti 
menyarankan menggunakan 3 dan 4 cluster karena merupakan cluster yang terbaik. Kemudian 
berdasarkan hasil dari rata-rata return, metode fuzzy clustering means menunjukkan hasil tertinggi yaitu 
sebesar 0,166% pada cluster ke 4 dengan kelompok ke-3 dengan anggota saham pada cluster terbaik 
ini, terdiri dari kode saham INKP, TBIG dan TOWR. Sedangkan pada metode single linkage terdapat 
dua cluster yang menunjukkan hasil tertinggi yaitu pada cluster ke 3 dengan kelompok ke-1 dan cluster 
ke 4 dengan kelompok ke-1, dengan nilai rata-rata return yang sama yaitu sebesar 0,106%. Adapun 
anggota saham pada cluster terbaik ini yaitu sama, dengan kode saham yang terdiri dari ACES, ANTM, 
INCO, INKP, TBIG dan TOWR.  
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