We demonstrate an application of the Refined Spectral Method as an extremely accurate technique for finding the eigenstates and eigenvalues of an arbitrary symmetric double-well potential. Our numerical calculations does not make any use of perturbation techniques and show that the proposed method can give extremely accurate results for this problem. For example here we present results with an accuracy of at least 80 significant digits for the energy splittings, whereas the highest reported accuracy sofar has been 10 −15 . Moreover, higher precisions are also easily obtainable with this method.
Introduction
The phenomena quantum tunneling in the double-well potential,
and finding the stationary states of the related schrödinger equation are long-standing and well known problems in quantum mechanics. The interest in these problems ranges from various branches of physics to chemistry and biology. In recent decades four Nobel prizes have been won by clever applications of this problem. For example one of the aforementioned interesting applications is the one for the pyramidal NH 3 (C 3v ) molecule which can make a transition through the flat NH 3 (D 3h ) structure at the cusp of the potential well and relax into the same or the other well. In this symmetrical double-well potential, the splitting is called 'inversion doubling' because of the nuclear position. An important real life application of the inversion doubling of ammonia is the Ammonia Maser which has been invented by Charles H. Townes
1954.
As the above example shows the main applications in these sort of problems are related to the tunneling splitting of the paired levels below the middle cusp, which vanishes above it.
The physics of the problem is clear: The originally degenerate energy levels in each well mix into symmetric and antisymmetric combinations due to quantum tunneling. Therefore, one of the main interests in this problem is to accurately calculate the energy splitting between these two paired levels. It is obvious that it is extremely difficult to set up a manageable perturbation calculation, which stems from the quartic and the quadratic term being the main and perturbative parts, respectively. This has been the driving force behind the development of nonperturbative methods for this problem [1] . Among them are the instanton method [2, 3, 4, 5] , the WKB approximation [6, 7] , the transfer matrix method [8] , and numerical methods [7, 9, 10] .
The WKB approximation is widely used for its simple mathematical form, but the results are known to be inaccurate due to its inherent defect in the connection formula. One can take the quadratic connection formula instead of those related to the Airy functions to modify the WKB result for the ground state [3, 11] . Some other refinements have been developed to improve the accuracy of WKB by changing the phase loss at the classical turning points [12, 13] . The anharmonicity is also taken into consideration in the case of small separation distance between the wells [13] .
In the instanton method, one uses imaginary time path integral to obtain the classical action the so-called Euclidean action. Qualitatively, this method is useful for understanding the quantum tunneling, which has no classical counterpart. However, the quantitative calculation of the energy splitting in the double-well potential by this method is inaccurate because the Euclidean propagator can be obtained only in the limit of infinite separation between the two potential minima [2] , which corresponds to zero tunneling probability. Thus, the validity of the instanton approach is restricted to the case in which the two potential minima are far apart, and its accuracy is expected to be reduced as they become close.
Here we will use a Refined Spectral Method (RSM), which is introduced in Ref. [14] consists of first choosing a complete orthonormal set of eigenstates of a, preferably relevant, hermitian operator to be used as a suitable basis for our solution. For this numerical method we obviously can not choose the whole set of the complete basis, as these are usually infinite.
Therefore we make the approximation of representing the solution by a superposition of only a finite number of the basis functions. By substituting this approximate solution into the differential equation, a matrix equation is obtained. The energies and expansion coefficients of these approximate solutions could be determined by the eigenvalues and eigenfunctions of this matrix, respectively. In the Spectral Method the concentration is on the basis functions and we expect the final numerical solution to be approximately independent of the actual basis used.
Moreover in this method, the refinement of the solution is accomplished by choosing a larger set of basis functions, rather than choosing more grid points, as in the numerical integration methods. We display qualitatively some of our final results in Figure 1 to display the overall characteristics of the problem before we discuss its full details. We like to emphasize that we have not used any perturbation techniques in our method. Therefore, we can obtain any desired accuracy for all values of k and λ. However, only for small values of λ we obtain almost degenerate levels below the cusp.
The remainder of this paper is organized as follows. In Sec. 2, we present the underlying theoretical bases for the formulation of the RSM which includes the description of our optimization procedure which leads to the refinement of SM. We then apply this method to the double-well potential problem. We deemed it is sufficient to present our results with only about 80 significant digits to illustrate the power and accuracy of the method. Finally, we summarize our results in Sec. 3.
Let us consider the time-independent one-dimensional Schrödinger equation,
where m, U(x), and E stand for the reduced mass, potential energy, and energy, respectively.
Throughout this paper, we only examine the bound states of this problem, i.e. the states which are the square integrable. Therefore the general ODE that we want to solve is a linear one that can be written in the form,
where,f
As mentioned before, any complete orthonormal set can be used for the SM. We use the Fourier series basis as an example. That is, since we need to choose a finite subspace of a countably infinite basis, we restrict ourselves to the finite region −L < x < L. This means that we can expand the solution as,
where,
We can also make the following expansion,
where B m,i are coefficients that can be determined oncef(x) is specified. By substituting Eqs.
(5,7) into Eq. (3) and using the differential equation of the Fourier basis we obtain, 
It only remains to determine the matrix B. Using Eq. (7) and Eq. (5) we have,
By multiplying both sides of the above equation by
) and integrating over the x-space and using the orthonormality condition of the basis functions, one finds,
Therefore we can rewrite Eq. (9) as,
It is obvious that the presence of the operatorf (x) in Eq. (3), leads to nonzero coefficients (14), which in principle could couple all of the matrix elements of A. Therefore we have to resort to a numerical solution. In general the number of basis elements are at least countably infinite. The aforementioned coupling of terms in the main matrix Eq. (14) forces us to make the approximation of using a finite basis. It is easy to see that the more basis functions we include, the closer our solution will be to the exact one. By selecting a finite subset of the basis functions, e.g. choosing the first 2N which could be accomplished by letting the index m run from 1 to N in the summations, equation (14) can be written as, This is often a serious issue for the usual spatial integration method using double precision.
However, we can easily overcome this problem and obtain a very high precision. This can be Now we discuss our optimization procedure for SM which leads to its refined version RSM.
We are free to adjust two parameters: 2N, the number of basis elements used and the length of the spatial region, 2L. This length should be preferably larger than spatial spreading of all the sought after wave functions. However, if 2L is chosen to be too large we loose overall accuracy. After fixing L, any desired accuracy can be obtained with a suitable choice of N.
The error decreases extremely rapidly as the number of basis elements is increased. However, it is important to note that for each N, L has to be properly adjusted. This is in fact a variational problem and is not a trivial task and requires some further analysis. We shall denote this optimal quantity byL(N). We have come up with a method to determine this quantity: For a few fixed values of N we compute E(N, L) which invariably has an inflection point ( Figure 2 ). Note that there also exists a shallow minimum which is due to L being just large enough for the algorithm to detect the minima, given the arbitrarily chosen parameters λ and m. Since obviously L is too small in this case for the algorithm to see the overall structure of the potential, this minimum should be ignored. Since to compute the error we are to eventually subtract the exact value, supposedly available, from this quantity and take its absolute value squared, the inflection point will turn into the sought after minimum of the error. Therefore, all we have to do is to compute the position of these inflection points and compute an interpolating function for obtainingL(N) (Figure 3) . Obviously the more points we choose the better our results will be. The addition of this refinement can have dramatic consequences.
Computation of the relative error in the exactly solvable cases is straightforward, we only need to find the absolute value of the difference between the result and the exact one and divide by the latter. For cases which are not exactly solvable, we compute the difference between the eigenvalues for a given N and those obtained with N + 1, both lying on theL(N) curve. Obviously to obtain consistent results we have to keep the same precision throughout the calculations.
By applying RSM to double-well potential, we can easily find the corresponding eigenvalues and eigenfunctions precisely with outstanding accuracy. Table 1 Table 1 show only 30 significant digits, due to space limitations.
Summary
We have introduced and used the Refined Spectral Method as an extremely accurate method for obtaining the energies and wave functions of the double-well potential. In this method any basis such as the Fourier basis can be used for approximating the solutions. This method is very simple, extremely accurate, very robust and stable, there is no need to specify the boundary conditions on the slopes, and one can obtain the energies and the wave functions of as many of the bound states as desired with a single run of the algorithm. Here, the eigenvalues are easily calculated with at least 80 significant digits for 100 basis functions. This is at least 65 orders of magnitude better than the most accurate results reported so far. We have shown explicitly in Ref. [14] that for problems of this nature the error decreases more or less exponentially as the number of basis elements used increases.
