Matrix quadratic equations have found the most diverse applications.
Introduction
An autonomous linear hamiltonian system of differential equations has the form Largely as a result of this connection, the matrix quadratic equation (3) has found applications in many different fields; for example, optimal control, stability theory, filtering theory, network theory and differential games. In these applications i t is the symmetric solutions of 
Conversely, if W is a solution of (3) and if D satisfies (h) or (5),
then W is also a solution of (3).
The coefficient matrix Since C ^ 0 , this is a contradiction. Hence B is stable.
A somewhat different proof of Lemma 1 is given by Lukes [7] .
Extreme s o l u t i o n s
Throughout this section it will be assumed that C £ 0 and that (B, C) is controllable. Moreover by a solution of (3) we will always mean a syrmetrio solution, and we will assume that (3) has at least one solution We give two proofs. The first uses the relation with the Riccati equation (2) . Let W be a solution of (3) and put
Since C < 0 and (B, C) is controllable, the symmetric matrix U(t) is a strictly decreasing function of t . In particular, U(t) > 0 for 
W T (t) =W+ U' X U-T) .
Using (11), it is easily verified that W (t) is a solution of (2) on the interval [0,2") . The representation
shows that wAt) is non-singular on a small interval [T-6, T) and , and all eigenvalues of B + CW have non-negative real part.
The second proof provides a practical algorithm for the determination of the maximal and minimal solutions. It is based on the identity In fact from (15) we obtain at once
Since the left side is non-positive and the right side is non-negative they must both be zero. Since C 5 0 this implies Ct, = 0 .
We now continue with the second proof of Theorem 1. By Lemma 1 there exists a symmetric matrix W such that B + CW is stable. We define a sequence {W } of symmetric matrices inductively by the linear equations and W = W ,
Adding this to (l6) we get Our next result relates two arbitrary solutions of (3). Proof. We can assume p + q > 0 , since the assertion is trivial for 0 = 0 .
The difference D is a solution of the quadratic equation
Moreover ( We are going to show now that B has no pure imaginary eigenvalues.
Suppose on the contrary that B* t, = ivX, , where u is real and C, t 0 . Then from (23) we obtain
Since C £ 0 this implies C r = 0 , and also C X, = 0 . The second corollary has been stated without proof by Wi I I ems [75] .
It will now be shown that all solutions of (3) Since AC is orthogonal to V we have also P*A(J-P) = 0 ; that is, P*A = P*AP .
Since the r i g h t side i s symmetric t h i s gives (29) P*A = AP .
By (27) and (28),
+CA)(J-P) = B (I-P) + (J-P)CA(J-P)
Therefore, by (2U), But we have just shown that this is the case. In the statement and proof of the following result we use the notation of Theorem 3.
A(I-P)B + + B*A(J-P) = A(I-P)CA(I-P) .

If we define
THEOREM 4. Let W, W be solutions 0/(3) corresponding to the /invariant subspaces V , V of B . Then W > W if and only if
Proof. Suppose first that V c 1/ . Then, by Theorem 3, V c V .
On V x we have WE, = W + E, = WE, . On l> 2 we have WE, = W E, = WE, . It follows at once that the set of aM. solutions of (3) 
Both (ii) and (ii) ' hold if and only if (B, E) is controllable; that is, if and only if (B, C) is controllable.
Proof. Let COROLLARY. Suppose C < 0 . Then the following statements are equivalent: This Corollary has been established by Molinari [S] , [9] by a rather long argument involving spectral factorisation of matrices of rational functions. The key idea in the proof of Theorem 6, namely, the derivation of (Ul) and (U2), is due to Kucera [5] . However Kucera treats only a special case and uses the Jordan canonical form.
We next use Theorem 5 to discuss the applicability of an algorithm introduced by Roberts [73] . has both stabilizing and antistabilizing solutions they can be found by Roberts' algorithm. This result is independent of whether C 5 0 , and consequently should be useful in the applications to differential games.
