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1. INTR~DUC~TION 
Let x = (x1, xs , 0-e) x,) be an r-dimensional vector, where q are real or 
complex numbers, and let 9 be the domain defined by 
I xj I < l (j = 1,2, *.., r). (l-1) 
Consider a family 3 of functions of x which are defined on 9, and consider 
an n by TZ matrix A(x) whose elements belong to this family 9. Let p(h; x) 
be the characteristic polynomial of A(x): 
p(h; x) = det (A(x) - Al,), (1.2) 
where 1, is the TZ by TZ identity matrix, h is a complex variable, and det means 
the determinant. We assume that the polynomial p(X; X) is factored as 
PC& 4 = P&t x) PA& 4 for every x in 9, (1.3) 
where 
(i) p, and p, are polynomials in h of degrees m, and ms respectively 
(m, + m.2 = 4; 
(ii) the coefficients of pi belong to the family 9; 
(iii) p, and p, do not have common roots for any x in the domain 9; 
and 
(iv) pi has the form: 
pj(h; x) = (- h)mj + *a* , U-4) 
where a.* indicates the terms of lower degrees in A. 
* This work was partly supported by Mathematics Research Center, United States 
Army, University of Wisconsin, Contract No. DA-ll-022-ORD-2059, by the Office 
of Naval Research Contract Nom 3776(00), and by the National Science Foundation 
(GP 2280). 
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Under these conditions, let us consider the 
PROBLEM. Does there exist an n by n matrix T(x) which satisfies the following 
conditions : 
(I) the elements of T(x) belong to the family 3; 
(II) T(x) is nonsingular on the domain 53’; 
(III) we have 
T(x)-l-4(x) T(x) = [E$) ESyx)l on 9. U-5) 
where Ej is an mi by mi matrix whose characteristic polynomial is p,(h; x) 
(j= 1,2)? 
Previously Y. Sibuya [l] gave the affirmative answer to this problem for 
the case when r = 1 and either 
(4 x is real and 9 is the set of all functions of x which have k continuous 
derivatives on 9, where 0 < k < 00, or 
(b) x is complex and 9 is the set of all functions of x which are analytic ut 
every point of 9. 
In this paper, we shall prove similar results for the case when r > 2. Namely 
we shall prove the 
THEOREM. Under the assumptions on A(x) which weregiven above, there exists 
an n by n matrix T(x) which satisJies the conditions (I), (II), and (III) for the 
following two cases: 
(a’) xj are real and 9 is the set of all functions of x which have continuous 
partial derivatives of order h (0 < h < 12) on 9, where 0 < k < co; 
(b’) xj are complex and 9 is the set of all functions of x which are analytic 
at every point of 9. 
Previously Y. Sibuya [l] also proved similar results for the case when 
r = 1 and either 
Cc) x is real and F is the set of all functions which have k derivatives, con- 
tinuous and periodic of period I in the interval - 00 < x < + co, or 
(d) x is real and 9 is the set of all functions which are analytic and periodic 
of period 1 in the interval - co < x < + co. 
These results (c) and (d) cannot be extended to the case r > 2. We shall give 
a counterexample in this paper. 
Under the assumptions of our theorem and for both of the cases (a’) and 
(b’) it has been already proved that, for each point of 9, there exists a neigh- 
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borhood of this point where we can construct an 1z by n matrix satisfying 
conditions similar to (I), (II), and (III). (See for example, T. Sibuya [Z, 31.) By 
the use of those local results me can construct a fibre bundle so that our 
theorem may be derived from results concerning the existence of cross- 
sections. This is due to the fact that the domain (1.1) is a contractible Stein 
manifold [4]. This proof was indicated to us by Professor Alfred Aeppli of 
the Vniversity of Minnesota. .2fter esamining the proof of the results con- 
cerning the existence of crosssections, we could find a proof of our theorem 
which is more direct and rather constructive. In this paper we shall present 
this simpler proof. 
2. PROOF OF THEOREM: PART I 
In order to prove our theorem, we use mathematical induction on T (i.e., 
the number of variables). Our theorem has been proved for the case when 
r = 1. Hence we assume that our theorem has been proved for the cases 
when Y = 1, *.a, s - 1, where s 3 2. Then we shall prove our theorem for 
Y = s. 
Let us put y = (x1 , *a*, X-J and t = .rs , and write .X = (x1 , ..., .x,-r , x,) 
as J = (y, t). Let us put 
A(x) = A(y, t), p(k -4 = p(k Y, 47 p,(h; x) = p,(A; y, t) (j = 192). 
Denote by 9,, the domain defined by 
/ xj 1 < 1 (j = 1, 2, *.., s - I) (2.1) 
in the y-space. Then the domain 9 in the x-space is given by 
YE% and ItI < 1. (2.2) 
In the case (a’), let F,, be the set of all functions of y which have continuous 
partial derivatives of order h (0 < h < k) on 9, . In the case (b’), let Fe 
be the set of all functions of y which are analytic at every point of go . Let 7 
be a fixed value of t in the domain 1 t 1 < 1, and regard the elements of 
r2(y, 7) as functions of y. Then the inductive assumptions guarantee the 
existence of an n by n matrix T(y; T) satisfying the following conditions: 
(I-r) the elements of T(y; 7) belong to Fs; 
(II-T) T[y; T) is nonsingular on 9a; 
(III-T) we have 
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where Ej(y; 7) is an mi by mj matrix whose characteristic polynomial is 
Pj(kY, 7) (i = 192). 
Let Y be a domain in the x-space. In the case (a’), let S(Y) be the set of 
all functions of x which have continuous partial derivatives of order 
h (0 < h < k) on Y. In the case (b’), let S(.Y) be the set of all functions 
of J which are analytic at every point of .Y. In this section, we shall prove the 
LEMMA 1. For each T in the domain i t 1 < 1, there is a nezkhborhood 
T(r) of T such that there exists an n by n matrix T(y, t; T) satisfying the follow- 
ing conditions; 
(I/-T) the elements of T(y, t; T) belong to g(y(T)), where y(T) is the domain 
dejked by 
YE% and t E Y(T); 
(II’-,) T(y, t; T) is nonsinguh on Y(T); 
(III’-T) we have 
T(Y, C T)-’ A(.?‘, t) T(J~, t; T) = [E1’y~t’ T, E2(Jyt; .,] on y”(T), (2.5) 
where Ej(y, t; T) is an mj by mj matrix whose characteristic polynomial is 
PiCx;Y9 t, (i = 17 2). 
PROOF. Put 
B(Y, t; T) = T(y; T)-’ A(y, t) T(y; 7). (2.6) 
Then 
B(y, 7; 7) = MY; 7) 0 0 -%(Yi 4 I 
and the elements of B(y, t; T) belong to 9. 
Consider an n by n matrix of the form 
P(% t; 4 = [Q1(>;;; T) 
QAY, t; 7) lm2 I , 
(2.7) 
(2.8) 
where lml and lmz are identity matrices of order ml and m, respectively, while 
Qr and Qs are m, by m, and m, by m2 matrices respectively. Put 
B~dY~ t; T) B(y’ tT, = [B,,(y, t; T) %z(Y, t; 7) &,(y, t; T) I 
and 
EO,, C 7) = ["";, '; T, E,(y;t; T,l , 
(2.9) 
(2.10) 
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where Bjk(y, t; T) is an mj by mk matrix, and Ej(y, t; T) is an mi by m, matrix. 
Then consider the equation 
0 = B(y, t; T) P(y, t; 7) - P(y, t; T) E(y, t; T). 
This is an equation on P and E, and this can be written as 
0 = WY> t; 4 + WY, t; 4 Qdy, t; 7) - My, t; T), 
0 = B,,(Y, t; 7) + WY, t; T) Q&J, t; 7) - E,(y, t; T), 
(2.11) 
(2.12) 
and 
0 = B,,(Y, t; 4 + B,,(Y, c 7) Qdy, t; T) - Q&v t; 7) E,(y, t; 4, 
0 = WY, t; T) + B,,(Y, t; T> Qdy, t; 7) - Qdy, t; 7) -%(Y, t; T). (2.13) 
By solving the equations (2.12) with respect to E, and E, and by inserting 
the results in the equations (2.13), we obtain the equations 
0 = MY, C T) + &a,(~, C 7) Qdy, t; 7) - Qdr, t; 4 &,(Y, t; T) 
- Qdr, t; 4 WY, C 7) Qdr, t; 7)~ 
0 = B,,(Y, t; 7) + WY, t; 7) Qz(y, t; T) - Qdy, t; 7) WY, t; T) 
- Qz(y, t; 7) B,,(Y, t; T) Qz(y, C T). (2.14) 
We shah solve the equations (2.14) with respect to Q, and Qa , and then we 
shall determine El and E, by the equations (2.12). Thus we shall be able to 
complete the proof of Lemma 1. 
We remark first that we can derive 
B,,(y, ‘; T) = E,(Y; T), B,,(y, 7; T) = 0 
B,,(Y, 7; T) = 0, B,,(y, 7; 7) = &(Y; 7) (2.15) 
from (2.7) and (2.9). Since the characteristic polynomials of Er(y; T) and 
E,(y; T) are pr(h; y, T) and p,(A; y, T) respectively, the matrices E,(y; T) and 
E,(y; T) do not have common eigenvalues for any y in g,, . Hence by the 
use of the existence theorem of implicit functions, we can prove the existence 
of Qr and Qa such that 
Qj(y,c~) =o (i = 1,2); (2.16) 
the elements of Qi belong to 9(9(T)) if r(T) is suitably chosen, and Qr 
and Qa satisfy the equations (2.14) on y(T). 
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NOW let us define E,(y, t; 7) and E&y, t; T) by (2.12) and put 
T(Y, c 7) = T(y; 7) P(y, t; 7). 
Then we get the relation (2.5). Evidently the elements of T(y, t; 7) belong 
to S(.~(T)). On the other hand, the relations (2.12), (2.15), and (2.16) imply 
-&(J’, 7; 7) = &(y; T) (j = 1,2). (2.17) 
It is easy to verify by the use of (2.17) that the characteristic polynomial of 
Ej(y, t; T) is p,(h; y, t). Thus the proof of Lemma 1 is completed. 
3. PROOF OF THEOREM: PART II 
Let T1 and ~a be two points in the domain 1 t 1 < 1 such that 
Put 
Then it is easy to see that we have 
T(J’, t; 71)-l T(y, t; 72) = [cl’y’ ;T1 ’ Tz’c2cy, fTl , T2,1 , (3.3) 
where c,(y, t; 71 , TV) is an mi by m, matrix which is nonsingular on Y(T~ , T& 
and whose elements belong to F( y(T1 , 72)) 
In this section, we state the 
LEMMA 2. There exist matrices C,(y, t; TJ (j, k = 1,2) such that 
(i) cj(y, t; Tk) is Un mj by mj mutrix which is nOming&Zr on y(Tk) und 
whose elements belong to s( y(Tk)); 
(ii) we have 
cj(y, t; 71 , 72) = cj(Y, t; Tl> c,(y, t; T&l (i= L2) (3.4) 
Off. y(T1 , ‘2). 
We will not prove this lemma. In the case (a’), the method by patching 
which was used in the previous paper of Y. Sibuya [I] may be used also to 
prove this lemma. In the case (b’), this lemma was proved by H. Cartan [5]. 
These proofs are still constructive. 
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4. PROOF OF THEOREM: PART III 
Put 
where 
qy, c Tk) = qy, t; TL ) qy, t; T,,) (k = 1, 2), (4.1) 
C(Y, c Q) = [cl(ybt; 4 c,(ypt; Tg)] . 
I 
(4.2) 
Then we can derive 
ny, t; 71) = qy, c 72) 
on Y(T~ , TJ from (3.3) and (3.4). 
Put 
FCY, 9 = 1;;; ;; :j 
on .VTl), 
on 
YP(TJ. 
Then F(y, t) satisfies the following conditions: 
(I”) the elements of F(y, t) belong to g(Y(~i) u .Y(T~)); 
(II”) F(y, t) is nonsingular on Y(T~) U Y(7z); 
(III”) we have 
(4.3) 
(4.4) 
T’(Y, Cl-4(y, 4 F(Y, t) = [yJv f)E,(qq, t)] 
on Y(TJ u Y(TJ, where &y, t) is an mj by m, matrix whose characteristic 
polynomial is p,(h; y, t) ( j = 1, 2). 
Thus we can prove our theorem, since the domain 1 t 1 < 1 is compact. 
5. AN EXAMPLE 
In this section we shall illustrate that the block-diagonalization theorem 
of a periodic matrix in the case Y = 1 cannot be extended to the case of 
several variables. An example is given in two variables. 
Let us consider the scalar functions u(t) and v(t) in (- co, co) such that 
0 < u(t) < 1 for (- a, co) 
u(t) = 0 for (- 00, *, 
u(t) = 1 for (& 00) 
and 
0 < e)(t) < 1 for (-- co, a) 
v(t) = 0 for (- 00, +, 
u(t) = 1 for (6, a). 
(5.1) 
(5.2) 
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Consider the functions of two variables 
f(t, s) = 1 + ~(t){e~~~ - l}, 
g(t, s) = 1 + v(t) (e2nis - l} 
for every real t and s, and put 
Since 
det Qk 4 = I f(t, 4 I2 + I g(t, s) I2 # 0 
the matrix Q(t, s) is nonsingular for real t and s. Furthermore 
and 
Q(t, s) = [: - :] for t < t 
Q(t, s) = [: - :]‘rr ,-fr,,] for i < t. 
Let A0 be the matrix defined by 
Put 
Ao = [: - :] [; -;I [- : :I - 
Then 
A,(t, s) = Q(t, s)-l AOQ(t, s). 
Ao(t, s) = [i _ i] 
Define the matrix A(t, s) by 
A(t, s) = A,(& s) 
(5.3) 
(5.4) 
(5.5) 
(54 
(5.7) 
(5-g) 
(5.9) 
(5.10) 
(5.11) 
where t = f + n with 0 < t < 1 and n an integers, then A(t, s) is defined 
for every t and s; the components are of C” functions, periodic of period 1 
with respect to both t and s. 
Suppose that there exists a matrix T(t, s) whose components are conti- 
nuous and periodic functions of period 1 with respect to both t and s such that 
Then 
T-l(t, s) A(t, s) T(t, s) = [; _ ;] . (5.12) 
(5.13) 
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where c1 and ca are scalar continuous functions different from zero for every 
real t and s. Since both Q(t, s) and r(t, s) are periodic of period 1 with respect 
to s, cr(t, s) and cs(t, s) are periodic of period 1 with respect to s if t is fixed. 
Putting t = 0 and t = 1 in (5.13) we have 
and 
(5.14) 
(5.15) 
respectively. Since I’(0, s) = T( 1, s) as assumed we have 
q( 1, s) = cl(O, s) e2ris, c2( 1, s) = c,(O, s) e-2*is. 
Consider the function 
(5.16) 
44 s) w(t, s) = -* 
CI(O, s) ’ 
(5.17) 
then w(t, s) is a continuous function in both t and s and different from zero for 
all t and s. Furthermore, w(t, s) is periodic of period 1 with respect to s if t 
is fixed, and 
w(0, s) = 1, w( 1, s) = e2wis. (5.18) 
Since the unit circle in the w-plane cannot be continuously contracted’ 
keeping the shape of a closed curve, to the point w = 1 avoiding the point 
w = 0, such a function w(t, s) does not exist; thus cl(t, s) does not exist. In 
the same manner, ca(t, s) fails to exist. Therefore, the matrix T(t, s) does 
not exist. 
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