Evolutionary Algorithms (MOEAs) have features that can be exploited to harness the processing power offered by modern multi-core CPUs. Modern programming languages offer the ability to use threads and processes in order to achieve parallelism that is inherent in multi-core CPUs. In this paper we present our Parallel implementation of a MOEA algorithm and its application to the de novo drug design problem. The results indicate that using multiple processes that execute independent tasks of a MOEA, can reduce significantly the execution time required and maintain comparable solution quality thereby achieving improved performance.
I. INTRODUCTION
Multi-objective Evolutionary Algorithms (MOEA)
[1], [2] have become an important research field in recent years. Algorithmic advancements combined with the multiobjective nature of many real life problems have motivated researchers to explore, and often adopt, MOEA-based methods.
In contrast to single-objective problems where a single, optimal solution suffices, multi-objective problems (MOP) have a set of equivalent solutions that represent different compromises among the various objectives guiding the search. This set of solutions is called the Pareto-front whereas intermediate solution sets produced during the optimization search are referred to as Pareto-approximations. MOEAs aim to minimize the difference between the final Pareto-approximation produced and the true Pareto-front of a MOP. The solutions of a population that comprise its Pareto-approximation set are characterized by nondomination, i.e, the lack of any other solutions that are better than them in all the objectives. Identifying non-dominated solutions uses the Pareto-ranking mechanism, which ranks all individuals according to the number of solutions that dominate them [3] , [4] . The presence of multiple objectives, typically characterized by complex, multimodal search spaces, as well the need for processes such as Paretoranking, increase the complexity of MOPs and thus the computational resources required to obtain solutions of good quality.
Evolutionary Algorithms (EAs) are an increasingly popular population-based metaheuristic optimization method inspired by nature. Specifically in the area of BiomedicinelBioinformatics, EA's have been used for cancer chemotherapy optimization [5] , for developing a drug scheduling model in cancer chemotherapy [6] and for solving the protein folding problem [7] [8] among others.
During the last few years we have been experiencing a technological paradigm shift in the field of processor design exemplified by multi-and many-core CPUs and the introduction of Graphical Processing Units (GPUs). MOEAs, as all EAs, can be easily adapted to become Parallel Evolutionary Algorithms (PEA), since a large number of their functionalities are distinct, self-contained and thus can be executed in parallel. The aim of the research presented in this paper is to exploit the potential benefits presented by multi-core CPUs in the MOEA field [9] . Specifically, we describe a parallel implementation of our recently introduced Multi-objective Evolutionary Graph Algorithm that achieves significantly improved performance while producing solutions of comparable quality. II. BACKGROUND 
A. Graph Based Evolutionary Algorithms
Our work is based on a special category of EAs, the graph based Evolutionary Algorithms (gEA). The key difference of a gEA with a traditional EA is that chromosomes are represented by graph data structures. For the purposes of this research, a graph G(V, E) is a set of labelled vertices V and a set of unordered edges E(Vi, Vj), Evolutionary operations, e.g. mutations and crossover, need to be appropriately adapted to operate on graphs. Sample mutation operations may include:
--Change/Flip Vertex, which alters the label of a vertex, --Change/Flip Edge, which alters the type of the edge, --Remove Vertex, which removes a vertex, --Add Vertex, which adds a new vertex, --Remove Edge, which removes an edge, --Add Edge, which adds a new edge, etc. The crossover operation is more complex, since it needs to cut two parents graphs to form subgraphs and then recombine the subgraphs in a meaningful way to form valid offspring [3] . METHODOLOGY Recently, we proposed the Multi-objective Evolutionary Graph Algorithm (MEGA) that combines evolutionary techniques with graph data structures to directl y manipulate graphs and perform a global search for promising solutions [3] . MEGA has been designed to enable the use of problemspecific knowledge and local search techniques, to improve performance and scalability. PMEGA is an extension of MEGA that exploits parallelism in order to reduce execution time. MEGA and PMEGA have been developed primarily for the design of optimal graphs satisfying multiple objectives. Special emphasis has been placed to the problem of designing small molecules with therapeutic properties commonly known as de novo drug design [3] . This section briefly describes the MEGA algorithm and elaborates on the parallel features implemented for PMEGA. In a fine-grained PEA, also known as Global Model or Master/Slave , the population is not divided. Instead, the global model employs the inherent parallelism of evolutionary algorithms i.e. the presence of a population of individuals, and features of the classical evolutionary algorithm. The calculations where the whole population is needed -Pareto-ranking and selection -are performed by the master. All remaining calculations, which are performed for one or two individuals at a time , are distributed to a number of slaves . The slaves perform recombination, mutation and the evaluation of the objective function separately. This is known as synchronous master-slave-structure, (see Fig. 4 .>
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B. Parallel Evolutionary Algorithms
In a PEA model the entire population available needs to be in a distributed or shared form. In coarse-grained or distributed PEAs, there exist multiple independent or interacting subpopulations, while in fine-grained PEAs there is only one population where each population member can be processed in parallel.
In a coarse-grained PEA, the populations are divided into several subpopulations. These subpopulations evolve independently of each other for a certain number of generations (isolation time) . Upon completion of the isolation time a number of the resulting individuals is distributed between the subpopulations, a process often referred to as migration. The number of exchanged individuals (migration rate), the selection method of the individuals for migration and the scheme of migration determines how much genetic diversity can occur in the subpopulation as well as the exchange of information between subpopulations.
The selection of the individuals for migration typically takes place using one of the following two methods :
--Uniformly at random, e.g. pick individuals for migration in a random manner --Fitness-based, e.g. select the best individuals for migration. Additionally, several possibilities exist for the migration scheme of individuals among subpopulations. Common migration schemes include :
. -~~omplete, unrestricted net topology, which exchanges individuals among all subpopulations, (see Fig. 1 ), --Ring topology, where exchange of individuals is allowed only to a specific subpopulation, (see Fig. 2 ), --Neighborhood topology which exchanges individuals across a "neighborhood" (see Fig. 3 ). consists of the individuals subjected to objective performance calculation and obtained through evolution in a single iteration. Note that solution chromosomes are represented as graphs.
The first phase of the algorithm applies the objectives on the working population to obtain a list of scores for each individual. The list of scores may be used for the elimination of solutions with values outside the range allowed by the corresponding active hard filters. In the next step, the individuals' list of scores is subjected to a Pareto-ranking procedure to set the rank of each individual. Non-dominated individuals are assigned rank order I, similar to [13] . The algorithm then proceeds to calculate the efficiency score for each individual, which is used to select a subset of parents via a roulette-like method [1] that favours individuals with high efficiency score, i.e. low domination rank and high chromosome graph diversity [3] .
The parents are then subjected to graph-specific mutation and crossover according to the probabilities indicated by the user. The new working population is formed by merging the original working population and the newly produced offspring. The process iterates as shown in Fig. 5 . The execution of the algorithm completes when the user defined termination conditions, typically a maximum number of iterations, are fulfilled. A more detailed description of MEGA algorithm can be found in [3] . 
B. Implementation ofthe PMEGA algorithm
Our parallel MEGA implementation uses the Python programming language [14] . Python, a high level scripting language, has been chosen for its ease of use, extensive set of 3 rd party add-ons that speed up development, and, inherent object oriented structure. Python's extend-ability through 3
rd party add-ons enables it to be used along with C/C++ for parallel programming and thus makes it promising for high performance computing applications. Native Python provides two ways to implement parallelism:
--First, through threads and --Second, through processes. Python creates Operating System (OS) threads, sharing memory space with the process that created them. Scheduling is up to the OS and Python only decides when a thread is active or not. Python processes are normal processes with their own memory space.
I) Using Threads
Our first set of experiments involved the use of threads. This version of PMEGA used the Master-Slave Model (Fig.  4) . PMEGA spawned a number of threads and each thread was assigned the task of evolving a subset of the parent set and calculating the fitness scores of the evolved children in a single iteration.
Further investigation showed that a Python mechanism called Global Interpreter Lock (GIL) does not allow more than one thread at a time to be active within the Python Interpreter. Moreover, a related function of GIL is that it tries to interleave threads among them [21] . Due to these restrictions:
--CPU bound problems that use threads behave at best the same as without using threads.
--I/O bound problems that use threads behave a lot better than without using threads.
Since MOEAs are CPU-bound this parallelization approach was removed from further consideration for the purposes of this paper.
2) Using Processes
Our second set of experiments exploited multi-processing as offered by Python. Due to the limitations of spawning multiple processes inherent in Python, we decided to use a subpopulations model similar to Fig. 1 .
The benefit of using processes is due to their ability to execute a large portion of code or even another program separately from the parent process. The subpopulations model provides the flexibility to decide how and when the subpopulations exchange information among them.
To fully utilize an N-core CPU a program needs to spawn N processes. Python allows having a pool of processes to which execution tasks can be assigned. According to the subpopulations model, the initial population has to be split into several subpopulation sets. Since we have N processes we must have at least N subpopulations [22] .
PMEGA operates on one population set referred to as working population. The algorithm randomly splits the working population to several subpopulations and uses a predefined pool of processes, to which it assigns tasks for execution. An example of a task is the independent evolution of a subpopulation set.
Subpopulations are evolved independently for a specific number of iterations defined by a user-supplied epoch_counter, which is set to a percentage of the total iterations the algorithm has to run. The default setting of PMEGA is set to 10% of total iterations. The independent evolution of each subpopulation is a scaled-down execution calculated using the Soergel measure, which is the complement of Tanimoto coefficient. The experimental setup was similar to [24] . All the datasets used by the experiment were taken from PubChem's [25] compound library. The initial population was taken from the compounds in Bioassay 713 . A set of 3662 building blocks was used, which were obtained via fragmentation of the compounds in Bioassay 1211 using the NSisToolkitO .9 package [26]. This setup ran for five times for each of the two algorithm versions using different initial population each time . The specific problem examined is that of chemical structure design, also known as de novo design (DND). In this setting, PMEGA chromosomes represent molecular graphs where vertices correspond to atoms and edges correspond to bonds. A more thorough explanation of the DND problem can be found in ref. [3] . Table 1 presents the execution times collected from the experiment. The timing results show a speedup of almost 1.6 on a dual core CPU. This is satisfactory considering that parts of the PMEGA algorithm are executed serially. of MEGA algorithm as shown in Fig. 5 . Specifically, during execution time a pre-constructed process from the pool of processes is assigned a task i.e. to execute a scaled-down MEGA . The working population of the process/task is set to a subpopulation set and the number of iterations is set to the epoch_counter. During the evolution of subpopulations, migrations are not permitted between the subpopulations. Upon completion of the task, the process returns the results produced and gets assigned a new task , if one is pending. When all subpopulations complete their evolution, their results are gathered and merged. The new working population is created from the merger of the resulting populations, provided by the set of task executions.
Following PMEGA checks for the termination conditions; if satisfied the process terminates. However, if this is not the case the process moves to repeat the previous steps . A diagram of PMEGA is shown in Fig. 6 . 
IV. RESULTS
This section summarizes the experimental results from the execution of MEGA versus the process-enabled version of PMEGA.
The specifications of our testing machine are : --CPU: Intel Core 2 Duo E8400 @ 3.0 GHz (2 Physical Cores) --Memory: 4 Gbytes The experiment had two objectives, a population of 100 and executed for 200 iterations. The objectives were based on similarity to three ligands that are known to be selective to the Estrogen Receptor-beta and dissimilarity on two ligands known to be selective to the Estrogen Receptoralpha . Dissimilarity is calculated using the Tanimoto coefficient [23] in order to represent the problem as biobjective minimization problem while similarity is Alg or ithms REFERENCES morphology of the Pareto-approximation and the density of solutions at any region of the search space. A potentially better way to split the population we are planning to explore will use clustering methodologies.
--With respect to execution times PMEGA achieves a speedup of almost 1.6 on a common dual-core CPU which is considerable, especially for large experimental applications. To further investigate performance improvement we plan to deploy PMEGA on quad-core CPUs as well as computer clusters in the immediate future .
The above conclusions show that using PMEGA, a modified PEA version of MEGA, can provide us with equivalent solution sets in substantially less time. Future work on PMEGA will focus on algorithmic improvements in the way subpopulations are selected with the aid of knowledge-driven approaches in order to improve the quality of the optimization search and reduce the number of iterations needed for convergence . V. CONCLUSION The experimental results produced in section IV lead to the following conclusions and related future research directions :
--With respect to the quality of the solutions produced, MEGA and PMEGA behave comparably. The differences observed between the final Pareto-front approximations produced, are partly due to the way PMEGA splits the working population into subpopulations. The current PMEGA implementation splits the population in a random fashion without using any knowledge related to the Fig. 9 compares all Pareto fronts of the MEGA and PMEGA algorithms from all runs performed. The first graph shows the spacing between the solutions, where spacing describes the uniformity of the spread of the solutions of the Pareto-approximation produced [1] . Bigger values indicate a larger spread of solutions . The second graph represents the diversity of the solutions in parameter/genotype space, which is based on the similarity distance of the graph chromosomes. The bigger the value is, the more diverse the individuals are. The third graph describes the diversity of the solutions in objective /phenotype space, which reflects the similarity of individuals with respect to objective values. The bigger the value is, the more distant the solutions are.
High values of diversity, both in parameter and objective space are desirable since they indicate a wealth of equivalent solutions structurally different for the user to evaluate . The comparisons demonstrate the similar quality of the results produced by MEGA and PMEGA. 
Proceedings of the Ninth International Conf erence on Information Techonology and Applications in Biomedicine,
Larnaca Cyprus ,
