On weighted Lebesgue function type sums  by Guang Shi, Ying
Journal of Approximation Theory 146 (2007) 243–251
www.elsevier.com/locate/jat
On weighted Lebesgue function type sums
Ying Guang Shi∗
Department of Mathematics, Hunan Normal University, Changsha, Hunan, China
Received 24 April 2006; received in revised form 30 September 2006; accepted 19 November 2006
Communicated by Jóseph Szabados
Available online 12 January 2007
Abstract
Let I be a ﬁnite or inﬁnite interval and d a measure on I. Assume that the weight functionw(x)> 0,w′(x)
exists, and the function w′(x)/w(x) is non-increasing on I. Denote by k’s the fundamental polynomials of
Lagrange interpolation on a set of nodes x1 <x2 < · · ·<xn in I. The weighted Lebesgue function type sum
for 1 i < jn and s1 is deﬁned by
Sn(x) =
j∑
k=i
|(x − xk)k(x)w(x)/w(xk)|s .
In this paper the exact lower bounds of Sn(x) on a “big set” of I and
∫
I Sn(x) d(x) are obtained. Some
applications are also given.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and main results
We denote by N or R the set of positive integers or real numbers, respectively. For a Lebesgue
measurable set E the symbol |E| stands for its Lebesgue measure.
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Let I be a ﬁnite or inﬁnite interval. Let  be a non-decreasing function on I with inﬁnitely many
points of increase such that all moments of d are ﬁnite. We call d a measure. If  happens to
be absolutely continuous then we will usually write w instead of ′ and will call w a weight. In
this paper we always assume that w(x) > 0, x ∈ I .
Let n ∈ N with n2 and let
x1 < x2 < · · · < xn (1.1)
be a set of nodes in I. Denote by k’s the fundamental polynomials of Lagrange interpolation
on (1.1)
k(x) = n(x)
′n(xk)(x − xk)
, k = 1, 2, . . . , n, (1.2)
and by ∗k’s the fundamental functions of weighted Lagrange interpolation on (1.1)
∗k(x) =
k(x)w(x)
w(xk)
, k = 1, 2, . . . , n, (1.3)
where n(x) =∏nk=1(x − xk). For 1 i < jn and s1 put
Lk(x) = |(x − xk)∗k(x)|s , k = 1, 2, . . . , n. (1.4)
The weighted Lebesgue function type sum is deﬁned by
Sn(x) = Sn(w, s, i, j ; x) =
j∑
k=i
Lk(x). (1.5)
In particular we use the notation
Sn(w, s; x) = Sn(w, s, 1, n; x).
To study uniform or pointwise convergence of Lagrange interpolation at zeros of orthogo-
nal polynomials for non-classical weights on a ﬁnite interval or exponential weights on R, we
need to consider weighted Lebesgue functions of Lagrange interpolation, which play a deci-
sive role [2,4,5,12,13]. As we know, the Lebesgue function type sum, i.e., Sn(w, s; x) with
w = 1 plays a fundamental role in the mean convergence of Lagrange and Hermite–Fejér in-
terpolation, and an important role in orthogonal polynomials [1,3–10]. So we believe that the
weighted Lebesgue function type sum Sn(w, s; x) will also play a fundamental role in the mean
convergence of weighted Lagrange and Hermite–Fejér interpolation, and an important role in
orthogonal polynomials. In this paper we will investigate its exact lower bounds and some
applications.
Now for a ﬁxed n we introduce the following notations (d0) and adopt the convention that
[A,B] =  if A > B:
Jk = [xk, xk+1], k = 1, 2, . . . , n − 1,
Jk(d) = [xk + d, xk+1 − d], k = 1, 2, . . . , n − 1.
We give the ﬁrst main result in this paper, the main ideas of which, including the origin of the
crucial lemma below (Lemma 2.3), can be found in [11, Chapter III, pp. 71–123, 12,13].
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Theorem 1.1. Let s1, 1 i < jn, andn = [xi, xj ].Assume thatw′ exists and the function
w′/w is non-increasing in I. Then for any positive number n satisfying n < |n| there
exists a set
In = n
∖
j−1⋃
k=i
Jk(dk)
with dk > 0 such that |In|n and the inequality
Sn(w, s, i, j ; x) 
s
n(j − i)1−s
4s
(1.6)
holds for all x ∈ n \ In = ∪j−1k=i Jk(dk).
Moreover, the order sn(j − i)1−s is the best possible and is attained by the Chebyshev nodes
xk = cos 2n − 2k + 12n , k = 1, 2, . . . , n, (1.7)
for w = 1 and I = [−1, 1].
To formulate an important consequence of Theorem 1.1 we deﬁne for a measure d on I
Z(′) = {x ∈ I : ′(x) = 0},
M = the collection of all Lebesgue measurable sets in I,
and for  ∈M and 0 ||
	(; ) = 	(d,; ) =
(∫

d(x)
)−1
inf

∈M

⊂
|
|=
∫
\

d(x). (1.8)
We adopt the simple symbol
	() = 	(I ; ).
The second main result is the following.
Theorem 1.2. Let d be a measure on I and let the assumptions of Theorem 1.1 prevail. If
0 <  < |n|, then∫
n
Sn(w, s, i, j ; x) d(x) 
s(j − i)1−s
4s
	(d,n; )
∫
n
d(x). (1.9)
Furthermore, if∫
n
d(x) > 0
then there exists a number  > 0 (when |n \ Z(′)| > 0 each  satisfying 0 <  < |n \ Z(′)|
is suitable) such that the right-hand side of (1.9) is greater than zero.
As an important consequence of Theorem 1.2 we state
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Corollary 1.1. Let d be a measure on I and let w satisfy the conditions of Theorem 1.1. If
0 <  < xn − x1, then∫
I
Sn(w, s; x) d(x) 
sn1−s
4s
	(d, [x1, xn]; )
∫ xn
x1
d(x). (1.10)
Furthermore, if∫ xn
x1
d(x) > 0
then there exists a number  > 0 (when |[x1, xn] \ Z(′)| > 0 each  satisfying 0 <  <
|[x1, xn] \ Z(′)| is suitable) such that the right-hand side of (1.10) is greater than zero.
For orthogonal polynomials we can derive stronger results. Now let
Pn(x) = Pn(d; x) = nxn + · · · (n > 0)
be the nth orthonormal polynomial with respect to the measure d on I and
x1n < x2n < · · · < xnn
its zeros. The corresponding Christoffel numbers are denoted by kn, k = 1, 2, . . . , n. Then we
have a version of Theorem 1.2 for orthogonal polynomials.
Theorem 1.3. Let d and d be measures on I and 0 < p < ∞. Let w satisfy the conditions of
Theorem 1.1. Then for 1 in < jnn and 0 < n < xjn,n − xin,n⎧⎨
⎩n−1n
jn∑
k=in
kn|Pn−1(d; xkn)|w(xkn)−1
⎫⎬
⎭
p ∫ xjn,n
xin,n
|Pn(d; x)w(x)|p d(x)

(
n
4
)p
	(d, [xin,n, xjn,n]; n)
∫ xjn,n
xin,n
d(x). (1.11)
Furthermore, there exists a number n > 0 (when |[xin,n, xjn,n] \Z(′)| > 0 each n satisfying
0 < n < |[xin,n, xjn,n] \ Z(′)| is suitable) such that the right-hand side of (1.11) is greater
than zero.
As an important consequence of Theorem 1.3 we state
Corollary 1.2. Let d and d be measures on I and 0 < p < ∞. Let w satisfy the condi-
tions of Theorem 1.1. Then there exist positive numbers  and c, independent of n, such that
for every n2{
n−1
n
n∑
k=1
kn|Pn−1(d; xkn)|w(xkn)−1
}p ∫ xn,n
x1,n
|Pn(d; x)w(x)|p d(x)

(

4
)p
	(d, [x1,n, xn,n]; )
∫ xn,n
x1,n
d(x)c. (1.12)
We shall give some auxiliary lemmas in Section 2 and the proofs of the theorems in Section 3.
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2. Auxiliary lemmas
First, we state some known results. The following is the equivalent form of Theorem 1 in [2].
Lemma 2.1. Let w satisfy the conditions of Theorem 1.1. Then for 1kn − 1
∗k(x) + ∗k+1(x)1, x ∈ [xk, xk+1]. (2.1)
Lemma 2.2 (Shi [8, Lemma 1]). Let d be a measure on I and  ∈ M. If ∫ d(x) > 0, then
there exists a number , 0 <  < || (when |\Z(′)| > 0 each  satisfying 0 <  < |\Z(′)|
is suitable) such that 	(d,; ) > 0.
In particular, there must exist a number  > 0 such that 	() > 0.
Next, we give a lower bound for the sum of two adjacent terms of Lk’s. To this end deﬁne
zk = zk(dk) ∈ Jk(dk), 1kn − 1, by
|n(zk)w(zk)| = min
x∈Jk(dk)
|n(x)w(x)|. (2.2)
The following lemma provides a lower bound for the sum of two adjacent terms of Lk’s.
Lemma 2.3. Let s1 and 1k, rn − 1. Then
Lk(x) + Lk+1(x)21−sdsk
∣∣∣∣n(zr )w(zr)n(zk)w(zk)
∣∣∣∣
s
, x ∈ Jr(dr). (2.3)
Proof. We observe that
Lq(x) =
∣∣∣∣ n(x)w(x)′n(xq)w(xq)
∣∣∣∣
s
=
∣∣∣∣ n(x)w(x)n(zr )w(zr)
∣∣∣∣
s
Lq(zr ),
which by (2.2) yields
Lq(x)Lq(zr), x ∈ Jr(dr), q = k, k + 1. (2.4)
Thus by (2.4) and (1.4) for x ∈ Jr(dr)
Lk(x) + Lk+1(x)Lk(zr) + Lk+1(zr )
=
∣∣∣∣n(zr )w(zr)n(zk)w(zk)
∣∣∣∣
s
(|zk − xk|s |∗k(zk)|s + |zk − xk+1|s |∗k+1(zk)|s)
dsk
∣∣∣∣n(zr )w(zr)n(zk)w(zk)
∣∣∣∣
s
(|∗k(zk)|s + |∗k+1(zk)|s)21−sdsk
∣∣∣∣n(zr )w(zr)n(zk)w(zk)
∣∣∣∣
s
.
Here the last inequality follows from the inequalities |A|s + |B|s21−s(|A| + |B|)s
and (2.1). 
3. Proofs of the theorems
3.1. Proof of Theorem 1.1
For each k, ikj − 1, let the number dk be deﬁned by
dk = sup{d: there exists a point x ∈ Jk(d) such that (1.6) does not hold}.
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It is easy to see that
0 < dk 12 |Jk|, ikj − 1,
and inequality (1.6) holds for all points in the set ∪j−1k=i Jk(dk). Thus it is enough to estimate the
measure e = |n \ ∪j−1k=i Jk(dk)| = 2
∑j−1
k=i dk . The proof of the ﬁrst conclusion of the theorem
will be complete if one can show en. To this end let 0 <  < 1. By the deﬁnition of dr ’s for
each r, irj − 1, one can choose a point yr ∈ Jr(dr) so that (1.6) does not hold, i.e.,
Sn(yr) <
sn(j − i)1−s
4s
, irj − 1.
Hence
j−1∑
r=i
dsr Sn(yr) <
sn(j − i)1−s
4s
j−1∑
r=i
dsr . (3.1)
On the other hand, let zk = zk(dk) ∈ Jk(dk) be deﬁned in (2.2), i.e.,
|n(zk)w(zk)| = min
x∈Jk(dk)
|n(x)w(x)|. (3.2)
We observe that
Sn(x)
1
2
j−1∑
k=i
[Lk(x) + Lk+1(x)].
Then using (3.2) and applying Lemma 2.3 we obtain
j−1∑
r=i
dsr Sn(yr)
1
2
j−1∑
r=i
dsr
j−1∑
k=i
[Lk(yr) + Lk+1(yr)]
 1
2
j−1∑
r=i
dsr
j−1∑
k=i
21−s(dk)s
∣∣∣∣n(zr )w(zr)n(zk)w(zk)
∣∣∣∣
s
= 2−ss
j−1∑
r=i
j−1∑
k=i
dsr d
s
k
∣∣∣∣n(zr )w(zr)n(zk)w(zk)
∣∣∣∣
s
= 2−1−ss
j−1∑
r=i
j−1∑
k=i
dsr d
s
k
(∣∣∣∣n(zr )w(zr)n(zk)w(zk)
∣∣∣∣
s
+
∣∣∣∣n(zk)w(zk)n(zr )w(zr)
∣∣∣∣
s)
. (3.3)
By means of the inequality t + 1
t
2 (t > 0) relation (3.3) gives
j−1∑
r=i
dsr Sn(yr)2−ss
j−1∑
r=i
j−1∑
k=i
dsr d
s
k = 2−ss
⎛
⎝j−1∑
r=i
dsr
⎞
⎠
2
. (3.4)
Comparing inequality (3.4) with (3.1) yields
j−1∑
r=i
dsr (2−1−1n)s(j − i)1−s . (3.5)
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By Hölder inequality for s > 1 it follows from (3.5) that
e = 2
j−1∑
r=i
dr2(j − i)(s−1)/s
⎛
⎝j−1∑
r=i
dsr
⎞
⎠
1/s
−1n,
which remains true for s = 1. As  → 1 we obtain en. This proves the ﬁrst conclusion of
the theorem.
The second conclusion may be found in [8, Theorem 1].
3.2. Proof of Theorem 1.2
Applying Theorem 1.1 with n =  < |n|, we obtain a set In such that |In| and inequality
(1.6) holds for all x ∈ n \ In. Integrating (1.6) over n \ In with respect to d and using (1.8),
we obtain∫
n
Sn(w, s, i, j ; x) d(x) 
∫
n\In
Sn(w, s, i, j ; x) d(x)
 
s(j − i)1−s
4s
∫
n\In
d(x)
 
s(j − i)1−s
4s
	(d,n; )
∫
n
d(x).
This proves (1.9).
The second conclusion of the theorem follows directly from Lemma 2.2.
3.3. Proof of Corollary 1.1
The corollary follows directly from Theorem 1.2 with i = 1 and j = n.
3.4. Proof of Theorem 1.3
Let kn’s denote the fundamental polynomials of Lagrange interpolation on the zeros of Pn(x).
Using the formula in [6, p. 6]
n−1
n
knPn−1(xkn)Pn(x) = (x − xkn)kn(x), k = 1, 2, . . . , n, (3.6)
we obtain
n−1
n
jn∑
k=in
kn|Pn−1(xkn)|w(xkn)−1|Pn(x)w(x)| =
jn∑
k=in
|(x − xkn)∗kn(x)|
and further get⎧⎨
⎩n−1n
jn∑
k=in
kn|Pn−1(xkn)|w(xkn)−1
⎫⎬
⎭
p ∫ xjn,n
xin,n
|Pn(x)w(x)|p d(x)
=
∫ xjn,n
xin,n
⎧⎨
⎩
jn∑
k=in
|(x − xkn)∗kn(x)|
⎫⎬
⎭
p
d(x). (3.7)
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By the same argument as that of Theorem 1.2 with s = 1, i = in, j = jn, n = [xin,n, xjn,n],
and  = n, the right-hand side of (3.7) is not less than(
n
4
)p
	(d; [xin,n, xjn,n]; n)
∫ xjn,n
xin,n
d(x).
This proves (1.11).
Furthermore, we must have [6, Lemma 3.3.2, p. 6]∫ xjn,n
xin,n
d(x) > 0.
Then the second conclusion of the theorem follows directly from Theorem 1.2.
3.5. Proof of Corollary 1.2
Let n2. We notice that
[x1,n, xn,n] ⊃ [x1,2, x2,2].
Thus for 0 <  < x2,2 − x1,2 by (1.8)
	(d; [x1,n, xn,n]; )
∫ xn,n
x1,n
d(x)	(d; [x1,2, x2,2]; )
∫ x2,2
x1,2
d(x)
and hence by (1.11) with n = , in = 1, and jn = n{
n−1
n
n∑
k=1
kn|Pn−1(d; xkn)|w(xkn)−1
}p ∫ xn,n
x1,n
|Pn(d; x)w(x)|p d(x)

(

4
)p
	(d, [x1,2, x2,2]; )
∫ x2,2
x1,2
d(x). (3.8)
But according to Theorem 1.3 with n = 2 (of course i2 = 1 and j2 = 2) there exists a number
2 > 0 such that(
2
4
)p
	(d, [x1,2, x2,2]; 2)
∫ x2,2
x1,2
d(x) > 0. (3.9)
Therefore (1.12) follows from (3.8) and (3.9), provided we choose  = 2 and
c =
(
2
4
)p
	(d, [x1,2, x2,2]; 2)
∫ x2,2
x1,2
d(x).
Clearly, the numbers  and c are independent of n. This completes the proof of the corollary.
References
[1] P. Erdo˝s, P. Turán, On interpolation III. Interpolatory theory of polynomials, Ann. Math. 41 (1940) 510–553.
[2] D.S. Lubinsky, An extension of the Erdo˝s–Turán inequality for the sum of successive fundamental polynomials,
Ann. Numer. Math. 2 (1995) 305–309.
[3] G. Mastroianni, P. Vértesi, Mean convergence of Lagrange interpolation on arbitrary system of nodes, Acta Sci.
Math. (Szeged) 57 (1993) 429–441.
Y. Guang Shi / Journal of Approximation Theory 146 (2007) 243–251 251
[4] D.M. Matjila, Bounds for Lebesgue function for Freud weights, J. Approx. Theory 79 (1994) 385–406.
[5] D.M. Matjila, Bounds for the weighted Lebesgue function for Freud weights on a large interval, J. Comput. Appl.
Math. 65 (1995) 293–298.
[6] P.Nevai,Orthogonal Polynomials,Memoirs of theAmericanMathematical Society, vol. 213,AmericanMathematical
Society, Providence, RI, 1979.
[7] Y.G. Shi, On critical order of Hermite–Fejér type interpolation, in: P. Nevai, A. Pinkus (Eds.), Progress in
Approximation Theory, Academic Press, New York, 1991, pp. 761–766.
[8] Y.G. Shi, Bounds and inequalities for general orthogonal polynomials on ﬁnite intervals, J. Approx. Theory 73 (1993)
303–333.
[9] Y.G. Shi, Mean convergence of interpolatory processes on an arbitrary system of nodes, Acta Math. Hungar. 70
(1996) 27–38.
[10] Y.G. Shi, Optimal Lebesgue function type sums, Acta Math. Hungar. 77 (1997) 287–300.
[11] J. Szabados, P. Vértesi, Interpolation of Functions, World Scientiﬁc, Singapore, New Jersey, London, Hong Kong,
1990.
[12] P. Vértesi, On the Lebesgue function of weighted Lagrange interpolation. II, J. Austral. Math. Soc. (Series A) 65
(1998) 145–162.
[13] P. Vértesi, On the Lebesgue function of weighted Lagrange interpolation. I. Freued-type weights, Constr. Approx.
15 (1999) 355–367.
