Mulitvariate stable distributions with elliptical contours are a class of heavy tailed distributions that can be useful for modeling financial data. This paper describes the theory of such distributions, presents formulas for calculating their densities, methods for fitting the data and assessing the fit. Numerical routines are described that work for dimension d ≤ 40. An example looks at a portfolio with 30 assets.
Introduction
Stable distributions are a class of probability distributions that generalize the normal law, allowing heavy tails and skewness that make them attractive in modeling financial data. While there are many attractive theoretical properties of stable laws, the use of these models in practice has been restricted by the lack of formulas for stable densities and distribution functions. The univariate stable distributions are now mostly accessible. There are reliable programs to compute stable densities, distribution functions, and quantiles. And there are fast methods to simulate stable r.v.s and several methods of estimating stable parameters based on maximum likelihood, quantiles, empirical characteristic functions, and fractional moments, see Nolan (2001) .
On the other hand, multivariate stable laws are only partially accessible. This is a function of the lack of closed form expressions for densities, and the possible complexity of the dependence structures. Byczkowski et al. (1993) , Abdul-Hamid and Nolan (1998) and Nolan (2007) give expressions for general multivariate stable densities and distribution functions. In the bivariate case, there are some methods of computing densities and estimating, but these are difficult to implement in higher dimensions. This paper focuses on a computationally tractable case -elliptically contoured stable laws. It is shown that one can compute densities, approximate cumulative probabilities and fit elliptical stable distributions in dimension d ≤ 40.
If X is α-stable and elliptically contoured, then it has joint characteristic function E exp(iu
for some positive definite matrix Σ and shift vector δ ∈ R d . Here x T y = d k=1 x i y i is the inner product in R d . The spectral measure of this stable laws is known, but complicated; see Proposition 2.5.8 of Samorodnitsky and Taqqu (1994) . We will call the matrix Σ the shape matrix of the elliptical distribution.
We assume throughout that X is nonsingular, which is equivalent to Σ being strictly positive definite, i.e. for every u = 0, u T Σu > 0. All elliptically contoured stable distributions are scale mixtures of multivariate normal distributions, see Proposition 2.5.2 of Samorodnitsky and Taqqu (1994) . Let G ∼ N (0, Σ) be a d-dimensional multivariate normal r. vector and A ∼ S(α/2, 1, γ, 0) be an independent univariate positive (α/2)-stable r. v. with 0 < α < 2. Then X = A 1/2 G is α-stable elliptically contoured with joint characteristic function
For this reason, elliptically contoured stable distributions are called sub-Gaussian stable. This gives a formula for simulating elliptical stable distributions. In par-
The isotropic/radially symmetric cases arise when Σ is a multiple of the identity matrix, in which case the characteristic function simplifies to
where γ 0 > 0 is a scale parameter and δ ∈ R d is a location parameter. The spectral measure in this case is a uniform distribution on the unit sphere
The organization of this paper is as follows. Section 2 focuses on a special case: the radially symmetric or isotropic case. Here the radial symmetry allows one to characterize the joint distribution in terms of the amplitude R = |X|. This univariate random variable can be numerically evaluated, and provides a way of evaluating the multivariate isotropic stable densities. Section 3 treats the elliptically contoured stable laws, shows how to compute these multivariate densities, and discusses estimation of this model. We end with an application, where the 30 stocks in the Dow Jones index are jointly analyzed as an elliptical stable model with α = 1.71. An appendix gives more facts about the amplitude distribution.
Isotropic stable distributions

The amplitude distribution
Let X be a centered d-dimensional isotropic stable random vector with characteristic function exp(−γ α 0 |u| α ). The amplitude of X is defined by
Our primary interest here is in using the distribution of univariate R to get expressions for the density of multivariate isotropic and elliptical stable distributions. However, in some problems the amplitude arises directly, so it is worthwhile exploring it's properties. This section derives expressions for it's density and d.f. for general dimension. In dimension d = 1, isotropic is equivalent to symmetric, and the cumulative distribution function of
For the rest of this paper we assume d ≥ 2.
where T is chi-squared with d degrees of freedom, and independent of A. Using the standard formula for products of independent r.v., the d.f. of R can be expressed as
and the density as
A scaling argument shows Figure 1 shows the graph of the density in two and three dimensions. Equation (3) gives a way of simulating the amplitude distribution directly, without having to generate multivariate X. It also gives an alternative way of simulating radially symmetric stable random vectors in
AT S is radially symmetric α-stable with scale γ 0 . In particular, in two dimensions, T is exponential and can be generated by −2 log U 1 and S = (cos(2πU 2 ), sin(2πU 2 )), where U 1 and U 2 are independent U(0,1).
There are other expressions for the amplitude distribution. One is a simple change of variables: setting s = r 2 /t transforms (4) and (5) to
(7) A third expression is from Zolotarev (1981) :
where J ν (·) is the Bessel function of order ν. The program to compute f R and F R evaluates (4) and (5) by numerical integration using existing routines to calculate the univariate stable d.f. F A or the univariate stable density f A . The current program works for α ≥ 0.8 and dimensions 1 ≤ d ≤ 40. The integral in (8) is more difficult to evaluate numerically, because the integrand oscillates infinitely many times, whereas the integrands in (4) and (5) do not.
More facts about the amplitude density and d.f. are given in the Appendix. The series expansions for the amplitude d.f. and density from there show:
for positive constants
We note that R is not stable, but (9) shows R is in the domain of attraction of a univariate α-stable law with β = 1.
Densities of isotropic stable distributions
Let X be any radially symmetric (around 0) r. vector, not necessarily stable, with density f X (x) and amplitude R = |X|. The d.f. of R, F R (r) = P (|X| ≤ r), directly gives circular probabilities. The following argument gives an expression for the density of X in terms of the density of R. Using polar coordinates and radially symmetry for r > 0,
Hence for x = 0, the radial symmetry shows
The key fact here is that calculating the density of multivariate X only requires calculating the univariate function f R (r). Therefore, when X is α-stable with characteristic function (2), the above reasoning shows
The value at x = δ uses (12). It is useful to consider the radial function h(r|α, d) = f X (r, 0, . . . , 0|α, γ 0 = 1, δ = 0), which is given by
Then for a general isotropic α-stable X with scale γ 0 and location δ,
3 Elliptically contoured stable distributions 
where X is radially symmetric α-stable. So Y is an affine transformation of X, and (13) shows
3.2 Statistical analysis of data as elliptical stable
We first describe ways of assessing a d-dimensional data set to see if it is approximately sub-Gaussian and then estimating the parameters of a sub-Gaussian vector. These methods are illustrated using the 30 stocks that make up the Dow Jones index.
First perform a one dimensional stable fit to each coordinate of the data using one of the univariate estimation methods to get estimatesθ i = (α i ,β i ,γ i ,δ i ). If the α i 's are significantly different, then the data is not jointly α-stable, so it cannot be sub-Gaussian. Likewise, if the β i 's are not all close to 0, then the distribution is not symmetric and it cannot be sub-Gaussian. If the α i 's are all close, form a pooled estimate of α = ( Next, assess for elliptical behavior. This can be approached by examining two dimensional projections because of the following result. If X is a d-dimensional elliptical α-stable random vector, then every two dimensional projection
(a 1 , a 2 ∈ R d ) is a 2-dimensional elliptical α-stable random vector. Conversely, suppose X is a d-dimensional α-stable random vector with the property that every two dimensional projection of form (15) is non-singular elliptical, then ddimensional X is non-singular elliptical α-stable. Thus is suffices to assess multivariate data by looking at two dimensional distributions. While one cannot do this for all projections, one can check pairs visually by looking at scatter plots. Estimating the d(d + 1)/2 parameters (upper triangular part) of Σ can be done in two ways. Note that for any u, u T X is univariate α-stable with scale γ(u) = (u T Σu) 1/2 . For the first method, set r ii = γ 2 i , i.e. the square of the scale parameter of the i-th coordinate. Then estimate r ij by analyzing the pair (X i , X j ) and take r ij = (γ 2 (1, 1) − r ii − r jj )/2, where γ(1, 1) is the scale parameter of
For the second method, note that E exp(iu T X) = exp(−γ(u) α ), so
This is a linear function of the σ ij 's, so they can be estimated by regression. This method may be more accurate because it uses multiple directions, whereas the first method uses only three directions: (1,0), (0,1) and (1,1). Sample estimates of γ 2 (u) on a grid of u points can be used for the middle term above. In both methods, checks should be made to test that the resulting matrix Σ is positive definite. Adjusted daily closing prices for the 30 stocks in the current Dow Jones index were collected between January 3, 2000 and December 31, 2004. Days with missing prices for one or more stock were deleted -this occurred 8 times in the 2256 trading days. Log-ratios of consecutive prices were computed separately for each stock, with the resulting data set having 2247 returns for 30 stocks.
The results of the analysis of each component of the Dow Jones data set is given in Table 1 , Figure 2 shows plots of the estimated α and β for each of the 30 components from the table, and Figure 3 shows one pairwise plot. While there seems to be noticeable variability in the α's and some β differ from 0, we argue below that the stable model gives a better fit than a normal model and proceed with the analysis. If we want to use an elliptical multivariate distribution, allow for heavy tails, and retain the property of accumulated returns having the same type of distribution as daily returns, then one has to use an elliptical stable model.
The 30 × 30 shape matrix Σ was estimated for this set using the first method above. For space reasons we do not show this large matrix, instead a heat map of Σ is displayed in Figure 4 . The color shows the size of the entries in the shape matrix. The estimation of the individual stable fits and the shape matrix estimation using maximum likelihood estimation for the 30 component example took 175 seconds on a desktop PC.
It is possible to compute the log-likelihood ratio for the stable elliptical fit vs. a multivariate normal fit. For the Dow Jones data, the stable log-likelihood is 1 = 96307. In contrast, if the data is fit with a N(µ, Σ) model, the log-likelihood is 2 = 97549. The likelihood ratio test is exp( 1 − 2 ) ≈ 10 539 , strongly favoring the stable model.
Because it is possible to quickly simulate from an elliptical stable distribution of high dimension, Monte Carlo estimates of probabilities can be computed. Table 1 . generated from the elliptical stable fit, and (c) a MC estimate from a simulated normal sample of size n = 10, 000 generated from the normal fit. Note that the normal fit severely underestimates the tail, while the stable fit underestimates the tail for quantiles less than 0.98, and overestimate the tail probability for higher quantiles. Finally, we note that most of what we have done here is easily extended to other elliptical distributions, e.g. multivariate t-distributions with elliptical contours. In all cases, the amplitude function of the isotropic case gives a way to evaluate multivariate densities and bivariate projections can be used to assess for multivariate elliptical shape. The calculations described above are now part of the program STABLE, Robust Analysis Inc (2005). AIG  BA  CAT  C  KO  DD  XOM  GE  GM  HPQ  HD  HON  INTC  IBM  JNJ  JPM  MCD  MRK  MSFT  PFE  PG  SBC  UTX  VZ  WMT (Note that this is not the customary scaling for the Rayleigh, which is based on X ∼ N (0, γ 2 0 I) and has density r/γ 2 0 exp(−r 2 /(2γ 2 0 )) and d.f. 1 − exp(−r 2 /(2γ 2 0 )).) When α = 1, the amplitude density and d.f. have explicit formula in all dimensions. The expressions in dimensions 1, 2 and 3 are:
Expressions for higher dimensions can be found using the recursion relations (20). The fractional moments of R can be found using (3): if −d < p < α,
where the first expectation (which is finite for all for all p < α) is from Section 2.1 of Zolotarev (1986) ; a short calculation is used for the second expectation (which is finite for all p > −d). This expression holds for complex p in the strip −d < Re p < α, giving the Mellin transform of R. The above expression for moments combined with Markov's inequality gives a uniform bound on tail probabilities of R and isotropic X: 
Let X be univariate strictly stable, e.g. X ∼ S(α, β, γ, 0) with α = 1 or X ∼ S(1, 0, γ, 0). Section 3.6 of Zolotarev (1986) shows log |X| has mean and variance 
E(log |X|
)
