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Abstract
Clustering algorithms are unsupervised knowledge retrieval techniques that organize
data into groups. However, these algorithms require a meaningful runtime and several
runs to achieve good results.
The Shared Nearest Neighbour (SNN) is a data clustering algorithm that identifies
noise in data and finds clusters with different densities, shapes and sizes. These features
make the SNN a good candidate to deal with spatial data. It happens that spatial data is
becoming more available, due to an increasing rate of spatial data collection. However,
the SNN time complexity can be a bottleneck in spatial data clustering, since it has a time
complexity in the worst case evaluated in O(n2), which compromises its scalability.
In this thesis, it is proposed to use metric data structures in primary or secondary stor-
age, to index spatial data and support the SNN in querying for the k-nearest neighbours,
since this query is the source of the quadratic time complexity of the SNN.
For low dimensional data, namely when dealing with spatial data, the time com-
plexity in the average case of the SNN, using a metric data structure in primary storage
(kd-Tree), is improved to at most O(n× log n). Furthermore, using a strategy to reuse the
k-nearest neighbours between consecutive runs, it is possible to obtain a time complexity
in the worst case of O(n).
The experimental results were done using the kd-Tree and the DF-Tree, which work
in primary and secondary storage, respectively. These results showed good performance
gains in primary storage, when compared with the performance of a referenced imple-
mentation of the SNN. In secondary storage, with 128000 objects, the performance be-
came comparable with the performance of the referenced implementation of the SNN.
Keywords: df-tree, kd-tree, shared nearest neighbour, snn, spatial data
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Resumo
Os algoritmos de agrupamento são técnicas não supervisionadas de aprendizagem
automática, que organizam os dados em grupos. Contudo, estes algoritmos requerem
um tempo de execução significativo e várias corridas para alcançar bons resultados.
O Shared Nearest Neighbour (SNN) é um algoritmo de agrupamento que identifica o
ruído nos dados e encontra grupos com densidades, formas e tamanhos distintos. Es-
tas características fazem do SNN um bom candidato para lidar com os dados espaciais.
Acontece que os dados espaciais estão cada vez mais disponíveis, por estarem a ser co-
lectados a um ritmo impressionante. Contudo, a complexidade temporal do SNN pode
ser um obstáculo à aplicação do algoritmo sobre dados espaciais, visto que a sua comple-
xidade temporal no pior caso é O(n2), o que compromete a sua escalabilidade.
Nesta dissertação, é proposto o uso de estruturas de dados métricas em memória
primária ou secundária, para indexar os dados e dar suporte ao SNN à consulta pelos
k-vizinhos mais próximos, já que esta é a fonte da complexidade quadrática do SNN.
Para dados de baixa dimensionalidade, nomeadamente com dados espaciais, a com-
plexidade temporal no caso esperado do SNN, com o recurso a uma estrutura de dados
métrica em memória primária (kd-Tree), foi melhorada para quanto muitoO(n× log n). Se
for usada uma estratégia de reaproveitamento dos k-vizinhos mais próximos entre corri-
das consecutivas, é possível obter uma complexidade no pior caso avaliada em O(n).
Foram usadas experimentalmente a kd-Tree e a DF-Tree, que funcionam em memória
primária e secundária, respectivamente. Os resultados demonstraram ganhos de desem-
penho significativos em memória primária, em relação a uma implementação de refe-
rência do SNN. Em memória secundária, com 128000 objectos, o desempenho tornou-se
comparável ao desempenho da implementação de referência do SNN.
Palavras-chave: df-tree, kd-tree, shared nearest neighbour, snn, dados espaciais
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Introduction
This introductory chapter describes the context and motivation that lead to the main
problem of this dissertation, defining some important concepts that need to be known
a priori. Following, there is a brief description about the approach taken to address the
problem and the resulting contributions of this approach . By the end of this chapter, it is
described the outline of this document.
1.1 Context and Motivation
Spatial data consists generally of low dimensional data defined by spatial attributes, for
instance, geographical location (latitude and longitude), and other attributes, for exam-
ple, heading, speed or time [SKN07]. Nowadays, there is an increasing rate of spatial
data collection [SKN07], from which useful knowledge can be extracted by using ma-
chine learning techniques [dCFLH04, Fer07, GXZ+11].
One widely used technique to extract knowledge from data is data clustering, be-
cause it does not require a priori information. Data clustering consists in an unsupervised
knowledge retrieval technique, which forms natural groupings in a data set [DHS00].
The goal is to organize a data set into groups where objects that end up in the same group
have to be similar to each other and different from those in other groups [MG09]. This
way, it is possible to extract knowledge from data without a priori information, making
data clustering a must have technique already used in many well-known fields: pattern
recognition, information retrieval, etc.
In order to achieve the data clustering, there are numerous data clustering algorithms
that require distance functions to measure the similarity between objects. These functions
might not be specific to a data set, but are at least specific to the domain or the type of the
1
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data set.
Clustering algorithms are broadly classified, according to the type of the clustering
results [MH09]:
• Hierarchical - data objects are organized into a hierarchy with a sequence of nested
partitions or groupings, using a bottom-up approach of merging clusters from small-
er to bigger ones (dendrogram).
• Partition - data objects are divided into a number of non-hierarchical and non-
overlapping partitions of groupings.
In addition, clustering algorithms can also be broken down to the following types,
depending on their clustering process [GMW07]: center-based, where clusters are rep-
resented by centroids that may not be real objects in a data set; search-based, where the
solution space is searched to find a globally optimal clustering that fits a data set; graph-
based, where the clustering is accomplished by clustering a graph built from a data set;
grid-based, where the clustering is done per cell of a grid created over a data set; and
density-based, where clusters are defined by dense regions of objects, separated by low-
density regions.
Nevertheless, the main issues in data clustering algorithms become clear, depending
on the application [ESK03]:
• How to choose the number of clusters in partition algorithms or when to stop the
merging operation in hierarchical algorithms? Because we can not foresee the num-
ber of clusters that fit a certain data set;
• How to identify the most appropriate similarity measure? Because the similarity
between objects in the same cluster must be maximal and minimal when comparing
objects in different clusters;
• How to deal with noise in data? Because usually all data sets have noise (objects
that are sparse from most objects) and they may compromise the clustering;
• How to find clusters with different shapes, sizes and densities? Because not all clus-
ters have the same shape, size and density, and they need to be clearly identified;
• How to deal with the scalability? Because, as stated before, there is a tendency
towards a large amount of spatial data and this has an impact on the runtime of the
clustering algorithms.
Density-based clustering algorithms are a good option to help solve some of the above
issues. In density-based clustering algorithms, the clusters can be found with arbitrary
shapes, having higher or lower density. This way, some of the objects in lower density
regions can be defined as noise, since they are more sparse from the rest. An example of
a density-based clustering algorithm is the Shared Nearest Neighbour (SNN) [ESK03].
2
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The SNN is a partition density-based clustering algorithm that uses the k-nearest
neighbours of each object in a data set in its similarity measure. The SNN requires three
user-defined parameters:
• k - the number of neighbours;
• ε (Eps) - the similarity threshold that tries to keep connections between uniform
regions of objects and break connections between transitional regions, enabling the
SNN to handle clusters with different densities, shapes and sizes;
• MinPts - the density threshold that helps the SNN to deal with noise, because when
it is met, the objects are representative. Otherwise, they are likely to be be noise in
a data set.
Unlike some clustering algorithms (e.g. K-Means [Mac67], CURE [GRS98]), the SNN
does not need a predetermined number of clusters, as it discovers the number by itself,
giving it freedom to find the natural number of clusters, according to a data set and the
user-defined parameters. Aside from this advantage, the SNN is also a good clustering
algorithm because, it identifies noise in a data set and deals with clusters with different
densities, shapes and sizes, which is good, because it is not restricted to certain types of
clusters.
Some found applications using the SNN, support it: “In this experiment, we observe
that there is correlation between the level of noise and the learning performance of multifocal
learning.” ([GXZ+11]); “This algorithm particularly fits our needs as it automatically determines
the number of clusters – in our case the number of topics of a text – and does not take into account
the elements that are not representative of the clusters it builds.” ([Fer07]). More recently,
there was also an application of the SNN over a spatial data set, regarding maritime
transportation trajectories, discovering distinct paths taken by ships [SSMPW12].
However, the SNN has a bottleneck that compromises its scalability: its time complex-
ity, which is essentially due to the k-nearest neighbours query executed for each object in
a data set. In the worst case, the query needs to travel through all the objects for each ob-
ject. Therefore, the time complexity in the worst case scenario is, in the Big O Notation,
O(n2), where n represents the number of objects in a data set.
The main goal of this thesis is to improve the scalability of the SNN when dealing
with spatial data, by improving its time complexity.
1.2 Problem
Regardless of the type of the clustering results or of the clustering process, some cluster-
ing algorithms require the k-nearest neighbours of each object in a data set for its clus-
tering process. For instance, the Chameleon algorithm (hierarchical and graph-based)
[KHK99] and the Shared Nearest Neighbour (SNN) (partition and density-based) [ESK03].
The scalability problem of these clustering algorithms that need to query for the k-nearest
3
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neighbours of each object has to be addressed in order to improve their efficiency. How-
ever, the following issues should also be borne in mind, since they also have a significant
impact on the performance of the clustering algorithms:
• Storage - where to store a data set to be clustered: primary or secondary storage.
Choosing the type of storage is important, not only because sometimes the data sets
are to huge to be simply fit in primary storage, but also due to the time constraints
associated with each of these types of storage. Primary storage operations (read
and write) are faster than secondary storage operations by a factor of 105 or more
(with the current technology) [Bur10]. Since clustering algorithms need to access a
data set, it is important to choose where to store it, because if it resorts to secondary
storage, the secondary storage access speed is meaningful and must be accounted
in the runtime of the clustering algorithm.
• Fine-tuning of Parameters - the clustering algorithms require user-defined parame-
ters that have significant impact in the clustering results, as it will be seen in chapter
2. These user-defined parameters need to be changed and adapted according to a
data set being clustered, through out a sequence of runs. This is the only way to
be certain and to find the right user-defined parameters that give output to the best
possible clustering results for a given data set. This can be a time consuming op-
eration, since the algorithms need significant time to compute and to cluster all the
objects in a data set on every single run, reinforcing the importance that the time
complexity has on the scalability of the clustering algorithms.
In view of the SNN, to achieve an improvement in its scalability, besides dealing with
the scalability problem of the k-nearest neighbours queries, the above points are also
going to be considered, in order to improve the performance of the SNN through out a
sequence of runs needed to achieve the best possible clustering results over a data set.
There is already one variant of the SNN that tries to improve its scalability. This
variant is called, the Shared Nearest Neighbour Algorithm with Enclosures (SNNAE)
[BJ09]. It creates enclosures in a data set to outline the range of the k-nearest neighbours
query for each object, so it does not need to go through all the objects, only going through
the ones in the same enclosure. However, the time complexity in the worst case of the
SNNAE is evaluated in O(n × e + s2 × e + n × s), which is still O(n2), as s = ne , where
e and s represent the number of enclosures and the average number of objects in each
enclosure, respectively.
1.3 Approach
The approach taken to achieve an improvement relies on metric spaces. A metric space is
represented by a data set and a distance function, which provides support on answering
similarity queries: range queries or k-nearest neighbours queries.
4
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Data in metric spaces is indexed in appropriate metric data structures. These struc-
tures can be stored in primary or secondary storage and, depending on the type and
dimensionality of a data set, can be generic or not.
Building a metric data structure, i.e. indexing a data set, takes a significant runtime,
but once built, they can be reused and some can be updated, avoiding the runtime re-
quired to build the structure with a data set all over again.
The goal is to improve the scalability of the SNN over spatial data, by combining the
SNN with metric data structures, taking advantage of their capability of answering the
k-nearest neighbours queries of the SNN, and by reusing the metric data structure and
the queries results among consecutive runs.
Some clustering algorithms already use metric data structures, for example: the au-
thors of Chameleon [KHK99] state that its time complexity can be reduced from O(n2)
using metric data structures; CURE [GRS98] has a worst case time complexity of O(n2 ×
log n) and uses a metric data structure to store representative objects for every cluster;
and DBSCAN [EKSX96] takes full advantage of a metric data structure, in order to re-
duce its time complexity from O(n2) to O(n× log n).
1.4 Contributions
The contribution of this thesis is an implementation of the SNN that:
• uses metric data structures in primary or secondary storage that give support to the
k-nearest neighbours queries of the SNN;
• uses generic distance functions or specific distance functions more appropriate for
spatial data;
• has its time complexity evaluated, when working in primary storage;
• has the quality of its clustering results evaluated by comparing its results with re-
sults referenced in the literature;
• has its scalability evaluated by using a spatial dataset with a meaningful size and by
comparing its performance with a referenced implementation of the original SNN.
1.5 Outline of the Document
The rest of the document is organized in six chapters. The related work is divided in two
chapters, due to the importance of each presented subject: in chapter 2 it is explained the
basic concepts about clustering algorithms and some clustering algorithms are detailed;
in chapter 3 important properties about metric spaces and metric data structures are ex-
plained and some metric data structures are also detailed. On chapter 4, the approach
taken regarding the use of metric data structures in primary or secondary storage with
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the SNN is explained. The experimental results are disclosed in chapter 5, where the
evaluation of the quality and validity of the clustering results is made, and the perfor-
mance of this approach is evaluated. Finally, in chapter 6 the conclusions are taken and
the future work is unveiled.
6
2
Clustering Algorithms
This chapter details some concepts of clustering algorithms and explains the main clus-
tering algorithm in this thesis, the SNN, and other clustering algorithms: SNNAE, Chame-
leon, CURE and DBSCAN.
2.1 Introduction
A data set D = {x1, . . . , xn} is a collection of n objects. The object xi = (xi,1, . . . , xi,dim)
is described by dim attributes, where xi,j denotes the value for the attribute j of xi
[GMW07].
Clustering requires the evaluation of the similarity between objects in a data set. The
most obvious similarity measure is the distance between two objects. If the distance
is a good measure of similarity, it is expected that the distance between objects in the
same cluster is smaller and it is bigger between objects in different clusters [DHS00].
Given a data set, it is a hard task to choose which distance function to use to evaluate the
similarity between objects .
A Minkowski distance is an example of a widely used family of generic distance func-
tions [SB11]. Given x and y that represent two points in a dim-space and a p ≥ 1 (in order
to hold the properties of a metric), a Minkowski distance is defined by:
Lp(x, y) =
( dim∑
i=1
|xi − yi|p
)1/p
. (2.1)
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When p = 1, we get a well-known distance function, the Manhattan distance:
L1(x, y) =
dim∑
i=1
|xi − yi|. (2.2)
And when p = 2, we obtain the most common and generic distance function [ESK03],
the Euclidean distance, where x and y represent two points in a euclidean dim-space:
L2(x, y) =
√√√√dim∑
i=1
(xi − yi)2 =
√
(x1 − y1)2 + . . .+ (xdim − ydim)2. (2.3)
However, the Euclidean distance function is not always the best, as it does not work
well when a data set that is being clustered has high dimensionality, because same objects
in the data set are sparser and their differences might be very small to distinguish with.
This fact is even more noticeable with some types of data, for instance: binary types
[ESK03]. Therefore, the chosen distance function must be suited for a data set and this is
why choosing a distance function is not a simple task.
Another task is choosing the right user-defined parameters that the algorithms need
before they start clustering a data set. These user-defined parameters have impact on the
clustering results, so they need to be chosen with advisement, i.e. density, shape and size
of clusters identified depends not only in the algorithm itself, but also on the user-defined
parameters [RPN+08].
Afterwards, as clustering algorithms are an unsupervised learning technique and
there might not be predefined classes or examples that can help validate the clustering
results, it becomes necessary an evaluation from an expert user in the application domain
or the use of cluster validity measures that measure if the found clustering results are ac-
ceptable or not. These cluster validity measures may be generic (explained in more detail
on section 2.5) or specific to the application domain.
2.2 Shared Nearest Neighbour
The Shared Nearest Neighbour (SNN), introduced by Jarvis and Patrick [JP73], is a par-
tition density-based clustering algorithm that uses the number of shared nearest neigh-
bours between objects as a similarity measure.
Later, the SNN was improved with a density measure, so the algorithm could handle
noise and clusters with different densities, shapes and sizes [ESK03].
2.2.1 Parameters
The initialization of the algorithm requires the following user-defined parameters:
• k - the number of neighbours;
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• ε (Eps) - the minimum similarity between two objects. It tries to keep connections
between uniform regions of objects and break connections between transitional re-
gions;
• MinPts - the minimum density of an object. It is used to determine if an object is
representative or is likely to be noise in a data set.
Besides these user-defined parameters, the algorithm needs a distance function to be
used in the k-nearest neighbours queries for each object.
2.2.2 Algorithm
The SNN algorithm starts by computing a n×nmatrix with the distances between all pair
of objects in a data set (Figure 2.1). In order to measure these distances, the SNN uses
a generic or a specific distance function defined by the user. Afterwards, by using this
matrix and the k value defined also by the user, the SNN is able to obtain the k-nearest
neighbours of each object, by keeping the k objects in each row with the smallest distance
values.
1 2 . . . n
1 d(1, 1) d(1, 2) . . . d(1, n)
2 d(2, 1) d(2, 2) . . . d(2, n)
...
...
...
. . .
...
n d(n, 1) d(n, 2) . . . d(n, n)
Figure 2.1: SNN - Distances Matrix
Figure 2.2: SNN Example - Graph with the 3-nearest neighbours of the 7 Objects
After obtaining the k-nearest neighbours of each object, a weighted graph is created
with all the objects in the data set and with each of them connected to all their respective
k-nearest neighbours, as seen in the example in figure 2.2. The example in figure 2.2 is
represented by a data set with 7 objects and their respective 3-nearest neighbours. Each
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node represents one of the 7 objects and each arrow points to one of the 3 neighbours of
an object. When the arrow is a left right arrow, it means that both objects have each other
in their sets of k-nearest neighbours, i.e. they are mutual neighbours. If it only points in
one direction, it means that the source object of the arrow has the object pointed by the
arrow as a neighbour.
After creating the weighted graph with its contents, two objects stay connected, if
and only if, they have each other in their sets of k-nearest neighbours. If this is the case,
the weight of the connection is the value of their similarity, i.e. the number of shared
neighbours between the two connected objects (Figure 2.3).
Figure 2.3: SNN Example - Graph with the Similarity Values (Eps = 2)
The number of connections that each object has, defines the density of the object.
However, all connections that do not surpass the user-defined similarity threshold (Eps)
are eliminated and are not considered in the density of the object. If an object has a
density value bigger than the user-defined density threshold (MinPts), then the object is
a representative object. Otherwise, it is likely to be noise in a data set. See figure 2.4,
where the grey objects are the representative objects.
Figure 2.4: SNN Example - Graph with the Density Values (MinPts = 2)
The clusters are formed by the established connections, where non-noise objects in a
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cluster are representative or are connected directly or indirectly to a representative object.
The objects that do not verify these properties are finally declared as noise (Figure 2.5,
where each color represents a distinct cluster).
Figure 2.5: SNN Example - Graph with the Clustering Results
This approach will be referenced in this document as the Original SNN.
2.2.3 Other Variants
In [MSC05] the SNN and the DBSCAN, as representatives of density-based clustering
algorithms, are analysed. The authors show some proposed variants of the SNN, namely
a representative object-based approach and another one based on graphs. The authors
also show that the results obtained with these variants are very similar to each other and
very similar to the Original SNN.
The representative objects-based approach differs in how the clustering is done. After
identifying the representative objects, it starts by clustering them, checking the properties
needed to connect two objects. Then, all non representative objects that are not in a radius
of Eps of a representative object, are defined as noise. Finally, non representative objects
that were not defined as noise, are clustered in the cluster of the representative object
with which they share the biggest similarity.
The graph-based approach follows the essence of the Original SNN, only diverging
in how the noise is identified. After identifying the representative objects, an object is de-
fined as noise, if it is not in a radius of Eps of a representative object. Then, the clustering
is done in the same way as the Original SNN. Objects in a cluster are not noise, and are
representative or are directly or indirectly connected to a representative object, checking
the necessary properties to establish a connection between two objects.
Regardless of the approach, the Original SNN or one of these found variants, the
time complexity in the worst case of the SNN is O(n2), where n represents the number
of objects in a data set. This time complexity is associated with the need to compute a
distances matrix to obtain the k-nearest neighbours.
With the purpose of improving this limitation, comes another variant of the SNN,
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the Shared Nearest Neighbours Algorithm with Enclosures (SNNAE) [BJ09] (explained
in more detail on section 2.3.1).
2.2.4 Synopsis
The SNN is a partition density-based clustering algorithm that:
• Does not need the number of clusters as an user-defined parameter, discovering by
itself the natural number of clusters, according to the contents of a data set and the
user-defined parameters;
• Deals with noise (Figure 2.6, based on [ESK03], where the red dots and the blue
dots, point out the noise and the clustered objects, respectively);
Figure 2.6: Clusters and Noise Identified by the SNN
• Finds clusters with different densities, shapes and sizes.
However, the SNN has a:
• Space complexity of O(n2), due to the space occupied by the matrix with the dis-
tances between objects;
• Time complexity in the worst case of O(n2), due to the operation that fills the ma-
trix with all the distances between all pairs of objects, in order to get the k-nearest
neighbours of each object.
2.3 Other Clustering Algorithms
On this theoretical research, several algorithms were studied: SNNAE [BJ09], Chameleon
[KHK99], CURE [GRS98] and DBSCAN [EKSX96]. These algorithms were chosen, be-
cause they are briefly introduced in [ESK03] and some are also tested against the Original
SNN.
2.3.1 SNNAE
The SNNAE is a partition density-based clustering algorithm and is a variant of the Orig-
inal SNN. This approach tries to make the k-nearest neighbours queries more efficient by
creating enclosures over a data set, since these queries are the source of the quadratic time
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complexity of the Original SNN. The purpose of these enclosures is to limit the range of
search for the k-nearest neighbours of an object, requiring less distance calculations and
a smaller runtime, since less objects are queried about their distances to another object.
In order to create the enclosures, the algorithm requires a less expensive distance
function to calculate the division of data in overlapping enclosures. Then, the SNNAE
uses a more expensive distance function to find the k-nearest neighbours, only inside the
enclosure of the queried object.
The enclosures are created over a data set. First of all, all the objects are stored in a
single cluster. Then, it is calculated the radius R that covers all the objects in the cluster,
where ~xi denotes the ith object from the n objects in a data set and ~x0 is the center of all
objects in a data set:
~x0 =
n∑
i=1
~xi
n
(2.4)
R =
( n∑
i=1
(~xi − ~x0)2
n
) 1
2
(2.5)
From this radius R, the circular area that covers a data set, where dim represents the
dimensionality of a data set, is:
Circular Area = 3.14×Rdim (2.6)
And the rectangular area, where Li is the difference between the maximum and min-
imum value for the attribute i, is:
Rectangular Area =
dim∏
i=1
Li (2.7)
Then, using the ratio between the two areas (circular and rectangular), a radius r of
the overlapped enclosures is calculated:
r = dim× ratio+ ratio
2
(2.8)
Thereafter, the first object o in a data set is considered the center of the first enclosure.
From this step forward, one of three things can happen to the remaining objects (see
Figure 2.7 based on [FSTR06]):
• Nearest Adjacent Object - All the objects that have a distance from o smaller than
or equal to r are gathered in the list of nearest adjacent objects of that enclosure;
• Nearest Far Adjacent Object - All the objects with a distance from o greater than r
and less than or equal to r×1.5 are gathered in the list of nearest far adjacent objects
of that enclosure;
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• Center of the Next Enclosure - All the objects whose distance from o is greater than
r × 1.5 and less than r × 2 are considered to be as center of the next enclosure.
Figure 2.7: Enclosures in the SNNAE
Following the creation of the enclosures, the next step is to find the optimal value
for ε (Eps). In the SNNAE, the Eps is calculated dynamically, instead of being a user-
defined parameter like in the Original SNN. Eps is calculated by evaluating the distances
between every pair of objects in one enclosure, in order to find the maximum distance in
one enclosure. This process is repeated for all enclosures. Then, Eps becomes the average
of the maximum distances in the enclosures.
In the final step, the Original SNN algorithm is applied, but this time, the algorithm
only searches for the k-nearest neighbours over the enclosure of the queried object.
The user-defined parameters of the SNNAE are:
• k - the number of neighbours;
• MinPts - the minimum density of an object. It is used to determine if an object is
representative or is likely to be noise in a data set.
Besides these user-defined parameters, the SNNAE also requires a less expensive dis-
tance function for the creation of the enclosures and a more expensive distance function
to obtain the k-nearest neighbours.
According to the authors, the SNNAE is more scalable, more efficient and obtains bet-
ter clustering results than the Original SNN. However, it is hard to verify these assertions,
since the experimental results in [BJ09] were carried out with a very small data set even
when the purpose is to validate the scalability improvement obtained with the SNNAE.
Some possible conclusions are drawn from figure 2.8, taken from [BJ09], where it can be
seen that the SNNAE takes less half of the time finding the k-nearest neighbours, only
taking a little more time calculating the initial clusters and composing the final clusters,
when using a data set with 209 objects, each with 7 integer attributes.
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5.1 Dataset Descr iption 
The datasets used are db1, fish_datasest, abalone, 
and cpu_data. These datasets vary in size and number 
of attributes (dimensions). The brief description of 
each dataset used in the evaluation of this algorithm 
and the SNN algorithm is shown in Tab. 1. 
Table 1. Details of datasets used
Dataset Instances Attributes Data Type 
Cpu 209 7 Real 
Fish 1100 2 Synthetic 
Abalone 4177 7 Real 
Db1 10000 2 Synthetic 
5.2 Implementation of SNN and SNNAE 
Part of the analysis is included in the paper. The 
implementation is on the first dataset Cpu. The 
parameter values calculated using the SNNAE 
algorithm for creating first the enclosures and then the 
main clusters is depicted in Tab. 2. In Tab. 3 a 
comparison in terms of execution time between the 
SNN and the SNNAE algorithm at each step of 
execution is shown. 
Table 2. Parameter values calculated using 
SNNAE
Radius of all data 0.116 
Radius of enclosure 0.076 
Number of enclosures 25 
Eps 0.0272 
Table 3. Output for MinPts 3 and all 
possible neighbors
Functionality SNN 
(Time taken 
in sec.) 
SNNAE 
(Time taken in 
sec.) 
Find nearest 
neighbors 0.125 0.047 
Find shared nearest 
neighbors 0.031 0.031 
Identify core points 0 0 
Get initial clusters 0 0.016 
Get border and noise 
points 0.015 0.015 
Compose cluster 0.016 0.032 
Total time: 0.187 0.141 
In Fig. 3, the graph shows the comparison in 
execution of the SNN and SNNAE algorithms as per 
the values shown in Tab. 3. SNNAE clearly shows 
more time efficiency. 
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The distribution of points in the clusters created by 
the SNN and the SNNAE are shown in Tab. 4. The 0th
cluster in Tab. 4 depicts the noisy data. 
Table 4. Points distribution for MinPts 3
Cluster No. % of points with SNN 
% of points 
with SNNAE 
0 35.89 35.89 
1 1.91 1.91 
2 47.85 47.85 
3 6.22 6.22 
4 2.39 2.39 
5 2.87 2.87 
6 2.87 2.87 
Total 100 100 
In this way, both the algorithms are executed by 
varying the minimum points and numbers of points in 
the nearest neighborhood for each point. This is done 
for each dataset described in Tab. 1. The final result 
for the Cpu dataset is shown in Tab. 5 where for eight 
different sets of values both the algorithms are 
compared in terms of execution time. 
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Figure 2.8: Runtime of the SNNAE and the Original SNN
Regarding the quality of the clustering results, these are not shown and are not com-
pared with the ones obtained with the Original SNN, making it hard to check if they are
better or not.
The time complexity of the SNNAE in the worst case is evaluated in O(n × e + s2 ×
e+ n× s), where e and s represent the number of enclosures and the average number of
objects in each enclosure, respectively. However, since s is the average number of objects
per enclosure, i.e. s = ne , we can deduce that the time complexity of the SNNAE is also
quadratic, O(n2).
2.3.2 Chameleon
The Chameleon is a two-phase hierarchical clustering algorithm (Figure 2.9, taken from
[KHK99]).
It starts by creating a list of the k-nearest neighbours of each object in a data set. Then,
using the just filled list, a graph is constructed, where eac node represents an object and
connects to another, if and only if, both nodes have each other in their sets of k-nearest
neighbours.
Data Set
K-nearest Neighbor Graph Final Clusters
Sparse Graph
Construct a
Merge PartitionsPartition the Graph
Figure 6: Overall framework CHAMELEON.
The key feature of CHAMELEON’s agglomerative hierarchical clustering algorithm is that it determines the pair of
most similar sub-clusters by taking into account both the inter-connectivity as well as the closeness of the clusters;
and thus it overcomes the limitations discussed in Section 3 that result from using only one of them. Furthermore,
CHAMELEON uses a novel approach to model the degree of inter-connectivity and closeness between each pair of
clusters that takes into account the internal characteristics of the clusters themselves. Thus, it does not depend on a
static user supplied model, and can automatically adapt to the internal characteristics of the clusters being merged.
In the rest of this section we provide details on how to model the data set, how to dynamically model the similarity
between the clusters by computing their relative inter-connectivity and relative closeness, how graph partitioning is
used to obtain the initial fine-grain clustering solution, and how the relative inter-connectivity and relative closeness
are used to repeatedly combine together the sub-clusters in a hierarchical fashion.
4.2 Modeling the Data
Given a similarity matrix, many methods can be used to find a graph representation [JP73, GK78, JD88, GRS99]. In
fact, modeling data items as a graph is very common in many hierarchical clustering algorithms. For example, ag-
glomerative hierarchical clustering algorithms based on single link, complete link, or group averaging method [JD88]
operate on a complete graph. ROCK [GRS99] first constructs a sparse graph from a given data similarity matrix using
a similarity threshold and the concept of shared neighbors, and then performs a hierarchical clustering algorithm on
the sparse graph. CURE [GRS98] also implicitly employs the concept of a graph. In CURE, when cluster representa-
tive points are determined, a graph containing only these representative points is implicitly constructed. In this graph,
edges only connect representative points from different clusters. Then the closest edge in this graph is identified and
the clusters connected by this edge is merged.
CHAMELEON’s sparse graph representation of the data items is based on the commonly used k-nearest neighbor
graph approach. Each vertex of the k-nearest neighbor graph represents a data item, and there exists an edge between
two vertices, if data items corresponding to either of the nodes is among the k-most similar data points of the data
point corresponding to the other node. Figure 7 illustrates the 1-, 2-, and 3-nearest neighbor graphs of a simple data
set. Note that since CHAMELEON operates on a sparse graph, each cluster is nothing more than a sub-graph of the
original sparse graph representation of the data set.
There are several advantages of representing data using a k-nearest neighbor graph G k . Firstly, data points that are
far apart are completely disconnected in the Gk . Secondly, Gk captures the concept of neighborhood dynamically.
The neighborhood radius of a data point is determined by the density of the region in which this data point resides.
In a dense region, the neighborhood is defined narrowly and in a sparse region, the neighborhood is defined more
widely. Compared to the model defined by DBSCAN [EKSX96] in which a global neighborhood density is specified,
Gk captures more natural neighborhood. Thirdly, the density of the region is recorded as the weights of the edges. The
edge weights of dense regions in Gk (with edge weights representing similarities) tend to be large and the edge weights
6
Figure 2.9: Ov rview of the Chameleon
In the next st p, it uses a partition algorithm that splits the graph in smaller clus-
ters. Then, it applies a hierarchical algorithm th finds the genuine clusters by m ging
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smaller ones together. In order to do this, the algorithm uses the interconnectivity be-
tween clusters and their nearness, measured by thresholds and conditions imposed at the
initial parametrization of the Chameleon. This hierarchical phase stops when a scheme
of conditions can no longer be verified. There are two types of schemes implemented in
the Chameleon:
• The first one only merges two clusters that have their interconnectivity and near-
ness above some user-defined thresholds: TInterconnectivity and TNearness;
• The second scheme uses a function (2.9) that combines the value of the interconnec-
tivity and nearness of a pair of clusters, merging the pair of clusters that maximizes
the function.
Interconnectivity(Clusteri, Clusterj)×Nearness(Clusteri, Clusterj)α. (2.9)
This function needs another user-defined parameter named α. If α is bigger than 1,
then the Chameleon gives more importance to the nearness of clusters. Otherwise,
it gives more importance to their interconnectivity.
The user-defined parameters of the Chameleon are:
• k - the number of neighbours;
• MinSize - the minimum granularity of the smaller clusters acquired after applying
the initial partition algorithm;
• α - used to control the interconnectivity and nearness of clusters on the second
scheme.
Beyond these user-defined parameters, the algorithm needs a distance function to
find the k-nearest neighbours and, as already pointed out, a scheme of conditions to be
used in the hierarchical phase of the Chameleon.
2.3.3 CURE
The CURE is a hierarchical clustering algorithm.
The CURE starts by creating a cluster for each single object in a data set. From this
step forward, it merges the clusters that are nearer. To do so, it needs to calculate the
distance from these clusters by using their representative objects.
In the CURE a representative object is a central object of the cluster. To find the set of
representative objects of a cluster, it starts by identifying well scattered objects that form
an area (outline) of the cluster. Then, by closing in on the area by a fraction of α, it gets
down to the central objects of the cluster.
Now, it calculates the distance from a representative object from the set of represen-
tative objects of a cluster and one from the set of another cluster. This step is repeated for
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all pairs of representative objects in the sets of a pair of clusters, until it finds the mini-
mum distance between two clusters in evaluation. After finding the minimum distance
between all the clusters, it merges the ones that are closer to each other.
All the previous operations are repeated until it cuts down the number of clusters to
a user-defined number.
The user-defined parameters of the CURE are:
• α - the fraction used to close in on the area;
• K - the number of clusters.
Besides these user-defined parameters, the CURE also requires a distance function to
evaluate the distance between representative objects.
2.3.4 DBSCAN
The DBSCAN is a partition density-based clustering algorithm. For each single object
in a cluster, its Eps-neighbourhood must have at least a user-defined number of objects
(MinPts). The shape of its Eps-neighbourhood is determined by the distance function
used.
To reach the notion of a cluster, in the context of the DBSCAN, the following defini-
tions must be met:
• Eps-neighbourhood - the objects inside a radius ≤ Eps of an object o:
NEps(o) = p ∈ D | d(o, p) ≤ Eps (2.10)
, where D represents a data set, p another object and d the distance function chosen.
• Directly Density-Reachable - an object o is directly density-reachable from another
object p, if:
o ∈ NEps(p) ∧ |NEps(p)| ≥MinPts. (2.11)
• Density-Reachable - an object o is density-reachable from another object p if a chain
of objects o1, o2, . . . , on, o1 = p, on = o exists, such that oi+1 is directly density-
reachable from oi;
• Density-Connected - an object o is density-connected to a another object p if an
object q exists in a such a way that both o and p are density-reachable from q;
• Cluster - finally, in order to obtain a cluster, the following properties must be veri-
fied:
∀o, p : if o ∈ C and p is density-reachable from o, then p ∈ C (2.12)
∀o, p ∈ C : o is density-connected to p (2.13)
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, where C represents a cluster.
• Noise - objects that did not fit into any cluster are defined as noise:
∀o ∈ D | ∀i : o /∈ Ci (2.14)
, where i represents the number of clusters found.
The DBSCAN starts with an arbitrary object that has not yet been visited and obtains
all its density-reachable objects. If MinPts is met, then a cluster is created. Otherwise, a
cluster is not created and the object is marked as visited. The algorithm stops when there
are no more objects that can be fit into clusters.
The user-defined parameters of the DBSCAN are:
• Eps - the radius of the neighbourhood;
• MinPts - the minimum number of objects required to form a cluster.
Besides these user-defined parameters, the algorithm needs a distance function to get
the objects inside the Eps-neighbourhood of an object.
2.4 Evaluation of the Clustering Algorithms
In this section, all of the presented clustering algorithms in 2.3 are compared with the
Original SNN.
2.4.1 SNN and Chameleon
One downside of the Chameleon, where compared to the SNN, is that it does not work
well with high dimensionality data (e.g documents) [ESK03], because distances or simi-
larities between objects become more uniform, making the clustering more difficult. On
the other hand, the SNN promises a way to deal with this issue by, not only using a simi-
larity measure that uses the number of shared neighbours between objects, but also using
a density measure that helps to handle the problems with similarity that can arise when
dealing with high dimensionality problems.
2.4.2 SNN and CURE
When comparing the CURE with the SNN, there are three drawbacks that the CURE has
and the SNN has not. First, the user needs to define the number of clusters, as the CURE
does not naturally discover the number, according to the remaining user-defined param-
eters. Discovering the number of clusters naturally can be good in some applications (e.g.
[Fer07]). Second, the CURE has a limited set of parameters which, despite of making eas-
ier the fine-tuning, restricts the control over the clustering algorithm and, consequently,
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its clustering results. Third, the CURE handles many types of non-globular clusters, but
it cannot handle many types of globular shaped clusters [ESK03]. This is a consequence
of finding the objects along the outline of the cluster and then shrinking the area of the
outline towards the center. Whereas, the SNN is able to identify clusters with different
densities, shapes and sizes, without compromising any of them.
2.4.3 SNN and DBSCAN
In some experimental results [ESK03, MSC05] that compare the SNN and the DBSCAN,
the quality of the clustering results of the DBSCAN was worse than the quality of the
clustering results of the SNN. Figure 2.10, taken from [ESK03], shows the clusters ob-
tained with a NASA Earth science time series data, where the densities of the clusters is
important for explaining how the ocean influences the land. According to the authors, the
SNN has able to identify clusters of different densities. However, the DBSCAN could not
find the clusters with a higher density without compromising the clusters with a lower
density.
10
[16] G. H. Taylor, “Impacts of the El Niño/Southern Oscillation on 
the Pacific Northwest” (1998) 
http://www.ocs.orst.edu/reports/enso_pnw.html
26 SLP Clusters via Shared Nearest Neighbor Clustering (100 NN, 1982-1994) 
longi tude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 6 0 9 0 1 20 1 50 1 80
9 0
6 0
3 0
0
-3 0
-6 0
-9 0
13 26 
24 25 22 
14 
16 20 17 18 
19 
15 
23 
1 9 
6 
4 
7  10 12 11 
3 
5 2 
8 
21 
Figure 12. SNN Clusters of SLP. 
SNN Density of SLP T ime Series Data
longitude
lat
itu
de
-180 -150 -120 -90  -60  -30  0 30 60 90 120 150 180  
90 
60 
30 
0  
-30
-60
-90
Figure 13. SNN Density of Points on the Globe. 
DBSC AN Clusters of SLP Time Series  (Eps=0.985, MinPts=10)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 14. DBSCAN Clusters of SLP. 
DBSCAN  Clusters  of SLP T ime Series (Eps=0.98, MinPts=4)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 15. DBSCAN Clusters of SLP. 
K-means  Cluste rs  of SLP T ime Series (Top 30 o f 100)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 16. K-means Clusters of SLP. 
"Local" SNN Clusters of SLP (1982-1993) 
longitude
lat
itu
de
-180 -150 -120 -90  -60  -30 0 30 60 90 120 150 180  
90 
60 
30 
0  
-30
-60
-90
13 26 
24 25 22 
14 
16 20 17 18 
19 
15 
23 
1 9 
6  
4 
7  10 12 11 
3 
5 2 
8 
21 
Figure 17. “Local” SNN Clusters of SLP. 
(a) SNN
10
[16] G. H. Taylor, “Impacts of the El Niño/Southern Oscillation on 
the P cific N rthwest” (1998) 
http://www.ocs.orst.edu/reports/enso_pnw.html
26 SLP Clusters via Shared Nearest Neighbor Clustering (100 NN, 1982-1994) 
longi tude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 6 0 9 0 1 20 1 50 1 80
9 0
6 0
3 0
0
-3 0
-6 0
-9 0
13 26 
24 25 22 
14 
16 20 17 18 
19 
15 
23 
1 9 
6 
4 
7  10 12 11 
3 
5 2 
8 
21 
Figure 12. SNN Clusters of SLP. 
SNN Density of SLP T ime Series Data
longitude
lat
itu
de
-180 -150 -120 -90  -60  -30  0 30 60 90 120 150 180  
90 
60 
30 
0  
-30
-60
-90
Figure 13. SNN Density of Points on the Globe. 
DBSC AN Clusters of SLP Time Series  (Eps=0.985, MinPts=10)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 14. DBSCAN Clusters of SLP. 
DBSCAN  Clusters  of SLP T ime Series (Eps=0.98, MinPts=4)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 15. DBSCAN Clusters of SLP. 
K-means  Cluste rs  of SLP T ime Series (Top 30 o f 100)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 16. K-means Clusters of SLP. 
"Local" SNN Clusters of SLP (1982-1993) 
longitude
lat
itu
de
-180 -150 -120 -90  -60  -30 0 30 60 90 120 150 180  
90 
60 
30 
0  
-30
-60
-90
13 26 
24 25 22 
14 
16 20 17 18 
19 
15 
23 
1 9 
6  
4 
7  10 12 11 
3 
5 2 
8 
21 
Figure 17. “Local” SNN Clusters of SLP. 
(b) DBSCAN (Eps = 0.985, MinPts = 10)
10
[16] G. H. Taylor, “Impacts of the El Niño/Southern Oscillation on 
the Pacific Northwest” (1998) 
http://www.ocs.orst.edu/reports/enso_pnw.html
26 SLP Clusters via Shared Nearest Neighbor Clustering (100 NN, 1982-1994) 
longi tude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 6 0 9 0 1 20 1 50 1 80
9 0
6 0
3 0
0
-3 0
-6 0
-9 0
13 26 
24 25 22 
14 
16 20 17 18 
19 
15 
23 
1 9 
6 
4 
7  10 12 11 
3 
5 2 
8 
21 
Figure 12. SNN Clusters of SLP. 
SNN Density of SLP T ime Series Dat
longitude
lat
itu
de
-180 -150 -120 -90  -60  -30  0 30 60 90 120 150 180  
90 
60 
30 
0  
-30
-60
-90
Figure 13. SNN Density of Points on the Globe. 
DBSC AN Clusters of SLP Time Series  (Eps=0.985, MinPts=10)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 14. DBSCAN Clusters of SLP. 
DBSCAN  Clusters  of SLP T ime Series (Eps=0.98, MinPts=4)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 15. DBSCAN Clusters of SLP. 
K-means  Cluste rs  of SLP T ime Series (Top 30 o f 100)
longitude
lat
itu
de
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180
90
60
30
0
-30
-60
-90
Figure 16. K-means Clusters of SLP. 
"Local" SNN Clusters of SLP (1982-1993) 
longitude
lat
itu
de
-180 -150 -120 -90  -60  -30 0 30 60 90 120 150 180  
90 
60 
30 
0  
-30
-60
-90
13 26 
24 25 22 
14 
16 20 17 18 
19 
15 
23 
1 9 
6  
4 
7  10 12 11 
3 
5 2 
8 
21 
Figure 17. “Local” SNN Clusters of SLP. 
(c) DBSCAN (Eps = 0.98, MinPts = 4)
Figure 2.10: Clustering Results from the SNN and the DBSCAN
For example, in figure 2.10a, the SNN identified the cluster number 9 and the cluster
number 13, while the DBSCAN could not identify them in the clustering presented in
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figure 2.10b. In an attempt to identify these clusters, the parameters of the DBSCAN
were adjusted (Figure 2.10c). With this adjustment, the DBSCAN has able to identify
these clusters, but compromised the quality of the other clusters previously identified,
which had a higher density.
The DBSCAN showed that it could not find the low-density clusters without compro-
mising the quality of the high-density clusters, which implies that the DBSCAN cannot
handle data containing clusters of differing densities. On the other hand, the SNN has
able to simultaneously find clusters of different densities.
2.5 Validation of Clustering Results
After obtaining the clustering results, they must be evaluated but, as there might not be
a priori information, it is difficult to be certain that the obtained clustering is acceptable
or not. In general terms, there are three types of criteria that define the validity measures
used to evaluate the clustering results [HBV02a, HBV02b]:
• External - the clustering results are evaluated based on a pre-specified structure,
which is imposed on a data set and reflects our intuition about the clusters of a data
set. Given a set of clustering results C = {C1, C2, . . . , Cm} and a defined by intu-
ition partition of a data set P = {P1, P2, . . . , Ps}, there are two different approaches:
comparing the clusters with a partition of data, where several indices can be used
to measure the degree of similarity between C and P (e.g. Jaccard Coefficient) or
comparing a proximity matrix Q to a partition P ;
• Internal - the results are evaluated in terms of quantities and features inherited
from a data set. These criteria depends on the type of the clustering results. If it is
a hierarchical clustering algorithm, then a hierarchy of clustering schemes must be
applied. Otherwise, if it is a partition clustering algorithm, then a single clustering
scheme has to be used;
• Relative - done by comparing the clustering results to other results obtained using
the same clustering algorithm, but with different parameters. That is, using a set of
possible values for each parameter of the clustering algorithm, the validity measure
depends on the existence or not of the number of clusters as a parameter. If the
number of clusters is not a parameter, then it uses a procedure that calculates a set
of validity indexes in a number of runs of the clustering algorithm, and then picks
the best value of the validity indexes obtained in each run.
These are some validity measures that evaluate the clustering results. However, the
basic idea behind this metrics depends on the distance between representative objects,
on the number of objects in each cluster and on average values. But, for example, if we
are using an algorithm that gives output to arbitrary shaped clusters that do not have a
specific representative object as they have arbitrary shapes, then the validity measures
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cannot make the validation properly. The alternative is to use validity measures that
work better with some types of clustering algorithms or that do not use representative
objects, for instance: one that is based on the variance of the nearest neighbour distance
in a cluster [KI06]; one that is formulated based on the distance homogeneity between
neighbourhood distances of a cluster and density separateness between different clusters
[YKI08]; or one based on the separation and/or overlap measures [Ža11].
2.6 Summary
The following figure 2.11 summarizes some important properties, regarding all the previ-
ous studied algorithms (Sections 2.2 and 2.3). This table was built using [MTJ06, ZWW07,
EKSX96, GRS98, KHK99, BJ09, ESK03], where:
• n - the number of objects in a data set;
• Chameleon: k - the number of neighbours; MinSize - controls the minimum granu-
larity of the smaller clusters acquired after applying the initial partition algorithm;
α - used to control the interconnectivity and nearness of clusters on the second
scheme;
• CURE: α - the fraction used to close in on the area; K - the number of clusters;
• DBSCAN: m - portion of the original data set; Eps - the radius of the neighbourhood;
MinPts - the minimum number of objects required to form a cluster;
• SNN: k - the number of neighbours; ε (Eps) - the minimum similarity between two
objects; MinPts - the minimum density of an object;
• SNNAE: e - the number of enclosures; s - the average number of objects in each
cluster; k - the number of neighbours; MinPts - the minimum density of an object.
Time Complexity Handles
Clustering High Large Clusters User-defined
Algorithm Average Case Worst Case Dimensionality Datasets Noise Shape Parameters
Chameleon - O(n2) No. Yes. Yes. All. K,MinSize, α
CURE O(n2) O(n2 × log n) No. Yes. Yes. Non-globular α,K
DBSCAN O(n× log n) O(n2) No. Yes. Yes. All. ε,MinPts
SNN - O(n2) Yes. Yes. Yes. All. K, ε,MinPts
SNNAE -
O(n× e+ s2
Yes. Yes. Yes. All. K,MinPts×e+ n× s)
Figure 2.11: Studied Clustering Algorithms
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Metric Spaces
This chapter starts by introducing the definition and the properties of metric spaces. Af-
terwards, there is a description about and some existing types of metric data structures,
which index data in metric spaces. In the end, some chosen metric data structures are
explained with a specific focus on their algorithm for the k-nearest neighbours query.
3.1 Introduction
A metric space is a pair, MS = (U, d), where U represents the universe of valid objects
and d a distance function that measures the distance between objects in U [CNBYM01].
The distance function of the metric space must obey to the following properties:
d : U× U→ R+0 (3.1)
∀x, y ∈ U d(x, y) ≥ 0 (3.2)
∀x, y ∈ U d(x, y) > 0 ⇐⇒ x 6= y (3.3)
∀x, y ∈ U d(x, y) = 0 ⇐⇒ x = y (3.4)
∀x, y ∈ U d(x, y) = d(y, x) (3.5)
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∀x, y, z ∈ U d(x, z) ≤ d(x, y) + d(y, z) (3.6)
If the strict positiveness (Property 3.3) is not verified, then the space is called a pseu-
dometric space. However, the most important property is the triangle inequality (Prop-
erty 3.6), since it helps to prune the similarity queries over the metric space.
There are essentially three basic types of similarity queries over a metric space:
• Range - Given a data set X ⊆ U, a query radius r ∈ R+ and an object q ∈ X:
Range(X, q, r) = Y where, Y ⊆ X
∀y ∈ Y d(q, y) ≤ r.
(3.7)
Returns all the objects in the metric space, that are inside a specified query radius r
of an object q.
• k-Nearest Neighbours - Given a data set X ⊆ U, a natural number k ∈ N and an
object q ∈ X:
k-NN(X, q, k) = Y where, Y ⊆ X and |Y| = k
∀y ∈ Y, ∀x ∈ X− Y d(q, y) ≤ d(q, x).
(3.8)
Returns the k objects in the metric space that are nearer a queried object q.
• Nearest Neighbour - Does the same as the k-Nearest Neighbours query (3.8), but
with k having the value of 1, returning only the nearest neighbour.
Data in metric spaces is indexed in appropriate metric data structures. These metric
data structures provide support for the above similarity queries, giving the possibility of
making these queries more efficient by minimizing the number of distance evaluations.
3.2 Metric Data Structures
The classification of metric data structures can be summarized into the following taxon-
omy (see Figure 3.1 based on [CNBYM01]):
• Voronoi Type - also known as clustering the space. The space is divided into areas,
where each area is defined by a center and some objects from a data set. This al-
lows the search to be pruned by discarding an area and the objects inside it, when
comparing the queried object with the center of an area [NUP11]. An area can be
outlined by a:
– Hyperplane - hyperplane between the center of two areas;
– Covering Radius - a radius around the center of an area.
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Covering Radius is best suited for indexed data sets with a higher dimensionality
metric space or a larger query radius, but it is generally impossible to avoid cover-
ing radius overlaps in space and, therefore, even exact queries have to go through
several branches of the metric data structure. Nevertheless, these overlaps help
with the insertion of new objects.
On the other hand, this problem does not occur when using hyperplane-based
structures, because there are no overlaps. However, this method is more rigid and
complicates update operations [NUP11].
• Pivot-Based - uses the notion of pivots (a subset of objects from a data set). The data
structure calculates and stores the distances between each pivot and the remaining
objects. Afterwards, when a query is executed, the query evaluates the distance
between the queried object and the pivots. Given an object x ∈ X, a set of pivots pi,
a queried object q and a distance r, x can be discarded if [PB07]:
|d(pi, x)− d(pi, q)| > r for any pivot from the set pi (3.9)
The above calculation uses the calculated distances in a preprocessing stage and
the triangle inequality (Property 3.6) to directly discard objects. With this, there is a
speed up of the search by avoiding some distance evaluations between objects that
will not belong in the query result [SMO11].
Metric Data Structures 
Voronoi Type Pivot-Based 
Covering Radius Hyperplane 
Figure 3.1: Metric Data Structures Taxonomy
Besides these classifications, all the data structures can be stored in primary or sec-
ondary storage and can also be defined as [Sar10]:
• Dynamic - if they have update (insert or remove) operations. If they do not, they
are defined as static;
• Generic - if they accept every data type and distance functions. If they work with
specific data types or specific distance functions, then they are defined as non-
generic (specific).
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Metric data structures based on clustering the space are more suited for high-dimension-
al metric spaces or larger query radius, that is, when the problem is more difficult to solve
[NUP11]. Due to this fact, the ramification about Pivot-based metric data structures was
not explored in this thesis and the chosen metric data structures are based on cluster-
ing the space: the kd-Tree [Ben75], because it is one of the most popular in the literature
[CNBYM01], is written for primary storage in various programming languages, has its
time complexity evaluated in the Big O Notation and is suited for low dimensionality
problems (e.g. spatial data) [Mar06]; and the DF-Tree [TTFF02], because there are few
options of secondary storage metric data structures and because it shows better experi-
mental results [TTFF02]. The M-Tree [CPZ97] is also explained, because the DF-Tree is a
descendent of the M-Tree.
3.2.1 kd-Tree
The kd-tree is a dynamic, non-generic and primary storage metric data structure for in-
dexing a finite k-dimensional metric space that recursively splits a data set into partitions
of points.
Chapter 5
ORTHOGONAL RANGE SEARCHING
y-coordinate, then again on x-coordinate, nd so on. More precisely, the process
is as follows. At the root we split the set P with a vertical line  into two subsets
of roughly equal size. The splitting line is stored at the root. Pleft, the subset of
points to the left or on the splitting line, is stored in the left subtree, and Pright,
the subset to the right of it, is stored in the right subtree. At the left child of the

Pleft Pright
root we split Pleft into two subsets with a horizontal line; the points below or on
it are stored in the left subtree of the left child, and the points above it are stored
in the right subtree. The left child itself stores the splitting line. Similarly, the
set Pright is split with a horizontal line into two subsets, which are stored in the
left and right subtree of the right child. At the grandchildren of the root, we
split again with a vertical line. In general, we split with a vertical line at nodes
whose depth is even, and we split with a horizontal line at nodes whose depth is
odd. Figure 5.3 illustrates how the splitting is done and what the corresponding
binary tree looks like. A tree like this is called a kd-tree. Originally, the name
Figure 5.3
A kd-tree: on the left the way the plane
is subdivided and on the right the
corresponding binary tree
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stood for k-dimensional tree; the tree we described above would be a 2d-tree.
Nowadays, the original meaning is lost, and what used to be called a 2d-tree is
now called a 2-dimensional kd-tree.
We can construct a kd-tree with the recursive procedure described below.
This procedure has two parameters: a set of points and an integer. The first
parameter is the set for which we want to build the kd-tree; initially this is the
set P. The second parameter is depth of recursion or, in other words, the depth
of the root of the subtree that the recursive call constructs. The depth parameter
is zero at the first call. The depth is important because, as explained above,
it determines whether we must split with a vertical or a horizontal line. The
procedure returns the root of the kd-tree.
Algorithm BUILDKDTREE(P,depth)
Input. A set of points P and the current depth depth.
Output. The root of a kd-tree storing P.
1. if P contains only one point
2. then return a leaf storing this point
3. else if depth is even
4. then Split P into two subsets with a vertical line  through the
median x-coordinate of the points in P. Let P1 be the set of100
(a) Partitions
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Figure 3.2: Kd-Tree Example
Each non-l af node in the tree represents split made in a dat set and is a binary
search tree. The root of the tree represents the partition that contains the whole data set.
The canonic l idea behind th kd-Tree is [FBF77]:
• The dimension used to split a data set into partitions changes for every single level
of the tree, cycling throug all the k dimensions;
• The split value of the root of every tree can be chosen using a median point over the
current dimension value of the points in the current partition (leads into a balanced
kd-tree);
• All the points of the current partition with a dimension value less than or equal
to the split value of the root, go into the left tree, representing the left partition.
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Otherwise, the points end up in the right tree, representing the right partition.
• Leaf nodes store the actual points in a data set.
Figure 3.2 taken from [BCKO10] illustrates the partitions made to a data set and the
respective kd-tree.
The algorithm of the k-nearest neighbours query [FBF77] of the kd-tree starts by find-
ing the last partition that includes the query point, that is, goes left or right in the tree in
the same way that it was built. It explores the left side of the tree, if the split dimension
value of the query point is less than or equal to the respective dimension value of the
root. Otherwise, it explores the right side of the tree.
When it reaches a leaf node, the points are examined and the queue with the nearest
points is updated. If the points found are nearer than the further points in the queue.
Then, it backtracks and goes up in the tree.
When it reaches a non-leaf node, it checks if the queue already has a user-defined
number of nearest neighbours:
• If it has, then it checks if the geometric boundaries delimiting the points in the sub-
tree intersect the further point in the queue. If they do intersect, than it explores the
sub-tree recursively for nearer points. If they do not intersect, the search is pruned,
the sub-tree is not explored and it goes up.
• If it has not, then the sub-tree is explored.
The algorithm finishes when the above evaluation is made to the root node of the
kd-tree.
According to [Ben75, FBF77] the complexities of the kd-tree are, where d is a constant
of proportionality that represents the dimensionality of a data set:
Average Case Worst Case
Space O(n) O(n)
Build O(d× n× log n) O(d× n2)
Insert O(log n) O(n)
Remove O(log n) O(n)
Search O(log n) O(n)
Figure 3.3: Kd-tree Time and Space Complexities
3.2.2 M-Tree
The M-Tree is a paged, balanced, generic and dynamic secondary storage metric data
structure for indexing a finite metric space. It partitions the objects in the metric space
according to their distances and stores them in fixed M sized nodes. The distance between
objects is evaluated by a user-defined distance function d. The tree is constituted by:
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• Routing Objects (Representatives) - each routing object has the following format:
<Or,ptr(T (Or)),r(Or),d(Or, P (Or))>, where: Or is the routing object; ptr(T (Or))
points to the root of a sub-tree, called the covering tree of Or; r(Or) defines the
radius from Or to all the objects in the covering tree, i.e. the covering radius of Or,
requiring r(Or) > 0; and d(Or, P (Or)) defines the distance from the routing object
Or to its parent P (Or), if it has one;
• Leaf Nodes - each leaf node has the following format: <Oj ,oid(Oj),d(Oj , P (Oj))>,
where: Oj of the tree has a pointer to the actual object oid(Oj), which is used to
access the whole object that can possibly be in another data file; and d(Oj , P (Oj))
defines the distance from the leaf node Oj to its parent P (Oj).
The M-Tree recursively organizes the objects in overlapping regions defined by a cov-
ering radius. The covering radius and the distance between one object and its parent are
used to help prune the similarity queries in the M-Tree.
The following Figure 3.4 taken from [Pat99] samples a M-Tree on the [0, 1]2 domain
with the Euclidean Distance.36 Chapter 4. The M-tree
Figure 4.3: A sample M-tree on the [0, 1]2 domain with the L2 distance.
nodes, i.e. d(Oi, P (Oi)) and r(Oi), is used to efficiently apply the triangle inequality
property.
4.2.1 Range Queries
According to Definition 2.4, the query range(Q, rQ, C) requests for all the database objects
Oj, such that d(Oj, Q) ≤ rQ. Therefore, the algorithm RS (Range Search) has to follow
all such paths in the M-tree which cannot be excluded from leading to objects satisfying
the above inequality. Since the query threshold, rQ, does not change during the search
process, and provided the response set is required as a unit, the order with which nodes
are visited has no effect on the performance of RS algorithm. The RS algorithm is given
in Figure 4.5.
Figure 3.4: M-Tree Example
The algorithm of the k-nearest neighbours query of the M-tree retrieves the k-nearest
neighbours of a query object q, assuming that there are at least k objects in the indexed
metric space. It uses two global structur s: a priority queue of active sub-trees that infer
the order of evaluation and an array of k elements to store the result.
Each entry in the priority queue is a pair. The first field of the pair is a pointer to the
root of a tree T (Or) and the second field is a lower bound dmin on the distance between q
and any object in T (Or), that is:
dmin(T (Or)) = max(d(Or, q)− r(Or), 0) (3.10)
Since no object in T (Or) is at a distance from q less than d(Or, q) − r(Or), then the
priority queue returns the tree that has the minimum dmin value, because the goal is to
find the objects that are closer to q, improving the efficiency of the algorithm.
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Each entry of the nearest neighbours array has a pair where the first field denotes
the nearer object and the second field represents the distance from the object to q. The
algorithm starts by filling the array with null objects with a infinite distance from q and
the idea is to compute for every sub-tree, an upper bound:
dmax(T (Or)) = d(Or, q) + r(Or) (3.11)
If between two sub-trees T (Or1) and T (Or2), the dmax of T (Or1) is smaller than the
dmin of T (Or2), then the sub-tree T (Or2) can be pruned from the search and the dmax
values are inserted in the appropriate positions of the array.
When it reaches a leaf node Oj , it checks if the node fits in the array. If it does, it uses
the distance d(Oj , q) to discard active sub-trees in the queue that have a dmin bigger than
d(Oj , q).
Until now, there are no publications about the remove operation [NUP11] in the M-
Tree. So, regarding update operations, it only supports insertion.
The authors do not give theoretical results regarding the time complexities in the
Big O Notation of the M-Tree, but experimental results with 10-nearest neighbours show
search costs growing logarithmic with the number of objects [CPZ97].
3.2.3 DF-Tree
The DF-Tree (Distance Field Tree) is a paged, dynamic and generic secondary storage
metric data structure for indexing a finite metric space. It is based on the Slim-Tree
[TTFS02] and improves it by tackling the compromise of having a representative of a
node selected from the representatives of its children, allowing more representatives to
be used. On the other hand, the Slim-Tree is based on the M-Tree (3.2.2) and improves
it by tackling the compromise where the representatives restrict where a new object can
be stored, minimizing the intersection of nodes. The tree has the following structure
(Figure 3.5) [TTFF02]:
Figure 1 - A DF-tree with node capacity=3,
indexing 17 objects.
Figure 2 - Only objects in region 2
are in the response set of the range
query c ntered at sq with radius rq.
[10] [11]. An excellent survey on multidimensional access methods
is presented in [9]. However, all these methods were developed
only for vector data. On the other hand, many multimedia data do
not have vectorial properties, but are in metric domains.
Previous work on metric access methods focused on the static case,
for example: the structures proposed by Burkhard and Keller [5],
Uhlmann [15], and also the vp-tree [16], GNAT [4] and mvp-tree
[3], do not allows further i serti ns, d letions and updates after the
tree creation. Overcoming this inconvenience, dynamic MAM
structures, including M-tree [7], Slim-tree [14] and the OMNI-
family [12], have been developed.
The mvp-tree [3] and Omni-family [12] use multiple representatives
to reduce the number of distance calculations performed during
queries. In contrast to mvp-tree, the members of Omni-family are
dynamic, allowing further insertions and deletions. However, the
set of representatives used by the Omni-family is chosen during the
early construction phase of the tree and cannot be changed
afterwards. The main idea is that, given a dataset S of objects in a
metric domain, an object si S can be represented by its distancesto a set of global representatives, the foci. The HF algorithm
presented in [12] is used to choose these foci, among the o jects
near the border of the dataset. Yet, the authors show that the
optimum number of representatives is associated with the intrinsic
dimensionality, ' , of the dataset, which is defined as the exponent
in the power-law [8]:
n b r r( ) ∝
where is the average number of neighbors within distancenb r( )
r or less from an arbitrary object, and stands for “is proportional
to”. We will use this result and the HF algorithm in this paper. 
3. MOTIVATION
Metric trees store data in fixed-sized nodes, using reference objects
in each node to represent the other objects. Precalculated distances
between stored objects and the representatives are kept to speed up
queries on the tree. The triangular inequality property of metric do-
mains allows pruning distance calculations, as explained following.
Let us first consider the objects sj S stored in a leaf node i. One ofthese objects, sRi, is chosen as the “representative” of node i. Thedistances between sRi and every object in this node are calculated,The largest one is defined as the covering radius rRi of that node.Therefore, any object farther than rRi from sRi cannot be found innode i. In the upper levels the same construct is employed, but the
entries are the representatives of their descendants and the covering
radius is: the distance between its representative and the farthest
object stored in the node, plus the covering radius of the node
where this object is the representative. Figure 1 shows a DF-tree
indexing 17 objects, considering nodes with a maximum capacity
of tree objects. Note that the root node does not have a
representative and the dataset S is stored in the leafs. The global
representatives are not depicted in this figure and will be
introduced later. All figures presented in this paper assumes a
dataset in a two-dimensional space with the Euclidean distance
function, although the same concepts apply to any metric domain.
N w, consider a range query
of center sq and radius rq, asshown in figure 2. The query
defines tree regions: Region
1 - objects that are farther
from sRep than its distance tothe query center sq, plus thequery radius rq; 2) Region 3- objects that are closer to
sRep than its distance to thequery center sq, minus thequery radius rq; and Region2 - objects that do not satisfy
the previous conditions.
Thus, nodes that are com-
pletely in R gions 1 or 3 can be pruned from the search process. In
this way, every node i with representative sRi can be pruned if itsatisfy one of the following conditions:
a) d(sRep, sq)+rq < d(sRep, sRi)-rRi (Region 1) (Eq. 1)
b) d(sRep, sq)-rq > d(sRep, sRi)+rRi (Region 3) (Eq. 2)
The same pruning concept can be applied at leaf nodes, where the
value of rRi is zero. Thus, the triangular in quality enables pruningboth on traversing of subtrees in non-leaf nodes and on distance
calculations from the query object to objects in the leaf nodes. 
This mechanism leads to dynamic structures, because each new
object can be inserted in any of the nodes that are able to “cover”
it. If no node covers it, the covering radius of an existing node is
enlarged. If the node capacity is surpassed, the node splits and a
new pair of representatives is chosen. When the root node splits,
the tree grows one level. Thus, the construction of the tree occurs
in a bottom up approach, like the B-trees. Detailed algorithms to
perform those operations can be found in [14] and [7].
Pruning can be enhanced by using more than one representative.
In fact, the “amount of information” embodied in a simple relation
between three objects (the query center, the target object sj and thenode representative) provided by the triangular inequality property
is rather low, particularly in pure metric or in high-dimensional
spaces [2]. The combined use of two or more references eliminates
larger portions of the dataset. Figure 3 shows how much the region
where the candidate set of objects to answer the query shrinks by
adding a global representative. If only the node representative is
used for pruning, the shadowed region in figure 3(a) presents the
valid candidates to answer a range query with center object sq andradius rq. In figure 3(b) one Global Representative is also used andthe darker shadowed (smaller) region indicates where the
candidates could be for the same range query of (a). 
A
A
A
A
B
B
B
B
C
C
C
C
D
D
D
E
E
E
F
F
F
G
G
H
H
I
I
J
J
K
K
L
L
M
M
N
N
O
O
P
PQ
Q
Gr
ow
ing
 di
rec
tio
n
Root
Index 
Nodes
Leaf 
Nodes
220
(a) Regions Figure 1 - A DF-tree with node capacity=3,
indexing 17 objects.
Figure 2 - Only objects in region 2
are in the response set of the range
query centered at sq with radius rq.
[10] [11]. An excellent survey on multidimensional access methods
is presented in [9]. However, all these methods were developed
only for vector data. On the other hand, many multimedia data do
not have vectorial properties, but are in metric domains.
Previous work on metric access methods focused on the static case,
for example: the structures proposed by Burkhard and Keller [5],
Uhlmann [15], and also the vp-tree [16], GNAT [4] and mvp-tree
[3], do not allows further insertions, d letions and updates after the
tr e creation. Overcoming this inconv nience, dynamic MAM
structures, including M-tree [7], Slim-tr e [14] and the OMNI-
family [12], have be n devel ped.
The mvp-tree [3] and Omni-family [12] use multiple representatives
to r duce the number of distance calculations performed during
queries. In contrast to mvp-tree, the members of Omni-family are
dynamic, allowing further insertions and deletions. How ver, the
set of representatives used by the Omni-family is chosen during the
early construction phase of the tree and cannot be changed
afterwards. The main idea is that, given a dataset S of objects in a
m tric domain, an bje t si S can be represented by its distancesto a set of global represent tives, the foci. The HF algorithm
presented in [12] is used to choose t se foci, among the objects
near the border of th  dataset. Yet, the authors show that the
optimum number of repr sentatives is associated with the intrinsic
dimensionality, ' , f the dat set, which is defined as the exponent
in the power-law [8]:
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where is th  average number of neighbors within distancenb r( )
r or less from an arbitrary object, and stands for “is proportional
to”. We will use this result and the HF algorithm in this paper. 
3. MOTIVATION
Metric trees store data in fixed-sized nodes, using reference objects
in each node to represent the other objects. Precalculated distances
betwee  stored objects and the representatives are kept to speed up
queri s on the t ee. The triangular inequality property of metric do-
mains allows pruning distance calculations, as explained following.
Let us first consider the objects sj S stored in a leaf node i. On  ofthese objects, sRi, is chosen as the “representative” of node i. Thedistances between sRi and every object in this ode are calculated,The larg t one is defined as the covering radius rRi of that node.Ther fore, any bject farther than rRi from Ri cannot be found innode i. In the upper levels the sa e construct is employed, but the
entries are the representatives of their descendants and the covering
radius is: the distance between its representative and the farthest
object stored in the node, plus the covering radius of the node
where this object is the representative. Figure 1 shows a DF-tree
indexing 17 objects, considering nodes with a maximum capacity
of tree objects. Note that the root node does not have a
representative and the dataset S is stored in the leafs. The global
representatives are not depicted in this figure and will be
introduced later. All figures presented in this paper assumes a
dataset in a two-dimensional space with the Euclidean distance
function, although the same concepts apply to any metric domain.
Now, consider a range query
of cent r sq and radius rq, ass own in figure 2. The query
defines tree regions: Region
1 - objects that are farther
from sRep than its distance tothe query center sq, plus thequery radius rq; 2) Region 3- objects that are closer to
sRep than its distance to thequery center sq, minus thequery radius rq; and Region2 - objects that do not satisfy
the previous conditions.
Thus, nodes that are com-
pletely in Regions 1 or 3 can be pruned from the search process. In
this way, every node i with representative sRi can be pruned if itsatisfy one of the following conditions:
a) d(sRep, sq)+rq < d(sRep, sRi)-rRi (Region 1) (Eq. 1)
b) d(sRep, sq)-rq > d(sRep, sRi)+rRi (Region 3) (Eq. 2)
The same pruning concept can be applied at leaf nodes, where the
value of rRi is zero. Thus, the triangular inequality enables pruningboth on traversing of subtrees in non-leaf nodes and on distance
calculations from the query object to objects in the leaf nodes. 
This mechanism leads to dynamic structures, because each new
object can be inserted in any of the nodes that are able to “cover”
it. If no node covers it, the covering radius of an existing node is
enlarged. If the node capacity is surpassed, the node splits and a
new pa r of representatives is chosen. When the root node splits,
the tree grows one level. Thus, the construction of the tree occurs
in a bottom up approach, like the B-trees. Detailed algorithms to
perform those operations can be found in [14] and [7].
Pruning can be enhanced by using more than one representative.
In fact, the “amount of information” embodied in a simple relation
be ween three objects (the query center, the target object sj and thenode representative) provided by the triangular inequality property
is rather low, particularly in pure metric or in high-dimensional
spaces [2]. The combined use of two or more references eliminates
larger portions of the dataset. Figure 3 shows how much the region
where the candidate set of objects to answer the query shrinks by
adding a global representative. If only the node representative is
used for pruning, the shadowed region in figure 3(a) presents the
valid candidates to answer a range query with center object sq andradius rq. In figure 3(b) one Global Representative is also used andthe darker shadowed (smaller) region indicates where the
candidates could be for the same range query of (a). 
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(b) Tree
Figure 3.5: DF-Tree Example
• Internal Node - each node entry has the following format: <Si, Ri, d(Si, SRi), Dfi,
Ptr(TSi), NEntries(Ptr(TSi))>, where: Si is the representative object of the re-
spective sub-tree pointed by Ptr(TSi); Ri is the covering radius of the sub-tree;
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d(Si, SRi) is the distance between Si and the representative of this node SRi; Dfi is
the distance fields, i.e. the distance between the representative object and the global
representative i; and NEntries(Ptr(TSi)) is the current number of entries in the
sub-tree;
• Leaf Node - each leaf node has the following format: <Si, Oidi, Dfi, d(Si, SRi)>,
where: Si is the actual object and its respective object identifier Oidi; Dfi is the
distance fields between the object and the global representative i; and d(Si, SRi) is
the distance between Si and the representative of this node SRi.
The basic idea behind the DF-Tree is to build the tree combining the use of one rep-
resentative per node (e.g. in the Slim-Tree) with the distance fields generated by each
global representative. A global representative is chosen from the objects in the tree and
is independent from the other representatives, including node representatives, and is ap-
plied to each object in the tree. The goal of using global representatives is to prune even
more the number of distance evaluations. The number of distance evaluations that can
be pruned depends on the areas defined by each representative object (Figure 3.6a, taken
from [TTFF02]). Using the global representatives, this number can be pruned even more
(Figure 3.6b).
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Figure 3.6: DF-Tree Pruning using Global Representative
The number and placement of global representatives, unlike node representatives that
are defined during the tree construction and, therefore, cannot be changed, can be calcu-
lated and modified when the first similarity query is answered or after the tree building.
Given a dimensionality dim, the number of global representatives can be only ddime. The
DF-Tree has a method that evaluates if it currently needs to update its set of global rep-
resentatives, so the set is not inadequate and does not compromise the pruning ability of
the tree. If the tree needs to update its global representatives, there is also a method for
this purpose.
As the DF-Tree is a descendent of the M-Tree, its algorithm for the k-nearest neigh-
bours query is similar to the algorithm of the M-Tree.
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Approach
This chapter explains how metric data structures help solving the problem and presents
the architecture of the solution, justifying some choices made. Then, the primary storage
solution is detailed and has its time complexity evaluated. By the end of this chapter, the
secondary memory solution is also explained.
4.1 Introduction
4.1.1 Implementing the SNN using Metric Data Structures
Implementing the SNN with metric data structures, helps to solve the issues stated in 1.2:
• Storage - If we are handling with a big spatial data set that does not fit into primary
storage, then it is necessary that the metric data structure chosen is stored in sec-
ondary storage. This is an important matter because, if the metric data structure
is stored in secondary storage, the storage access times must be accounted to the
runtime of the SNN. Therefore, the SNN should deal with both of these situations,
handling a metric data structure in primary or secondary storage;
• Fine-tuning of Parameters - The attempts carried out to find the right parameters
that give output to the best possible clustering results for a given data set, lead to
multiple runs of the SNN.
As stated before, the time complexity of the SNN in the worst case is O(n2). This
quadratic behaviour is observed experimentally in chapter 5 with a referenced im-
plementation of the Original SNN. The key factor for this time complexity is the
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k-nearest neighbours queries for each object in a data set, since one single query is
evaluated in the worst case with a time complexity of O(n).
With these requirements, running the Original SNN multiple times can be time
consuming. So, in [ESK03], metric data structures are briefly suggested to reduce
the time complexity of the SNN. With such an improvement, running the Original
SNN multiple times would become faster and less time consuming.
With the integration of metric data structures with the Original SNN, it is convenient
to consider three types of runs (Figure 4.1): Tree, Neighbouring and Clustering (TNC) -
the initial run, where it is necessary to build the metric data structure, query and store
the k-nearest neighbours of each object, before carrying out the clustering steps of the
SNN; Neighbouring and Clustering (-NC) - the run where the metric data structure is
already built, but it still needs to query and store the k-nearest neighbours, before the
clustering steps of the SNN; and Clustering (–C) - the run where the metric data structure
is already built and the k-nearest neighbours are already known, for example, the k of
the new run is less than or equal to the k of the previous run. As the k is less than or
equal to the k previously calculated, the SNN can compute its clustering steps without
querying the metric data structure again, only using part or all of the previously acquired
k-nearest neighbours, requiring the k-nearest neighbours to be ordered ascendantly by
their distances from the queried object.
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Figure 4.1: Runs Taxonomy
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4.1.2 Architecture
The first step taken towards the architecture consisted on choosing which metric data
structures to use with the SNN. As mentioned on chapter 3, the chosen metric data struc-
tures, for each type of storage, were: the kd-Tree and the DF-Tree. The kd-Tree for being
popular in the literature [CNBYM01], for being written for primary storage in various
programming languages, for having its time complexity evaluated in the Big O Notation
and for being suited for low dimensionality problems (e.g. spatial data) [Mar06]. The
DF-Tree because, there are few alternatives of secondary storage metric data structures
and it delivers better results [TTFF02].
The next choice was in which programming language write the SNN. Since the kd-
Tree is written in a wide range of programming languages, this metric data structure was
not a bottleneck in the final verdict. On the other hand, as the DF-Tree is only written in
C++ (part of the GBDI Arboretum library in [Dat06]), at first this was the primary choice.
Nevertheless, because of Weka [HFH+09] being written in Java, because of having more
knowledge and practice in Java and because of having found a kd-Tree in Java [Sav12],
well-structured and well-documented, the SNN was written in Java.
Writing the SNN in Java, brought up an issue regarding how the SNN would get ac-
cess to the k-nearest neighbours given by the DF-Tree, since the DF-Tree is only written
in C++. The Java Native Interface (JNI) [Lia99] and the Protocol Buffers [Goo12] were
considered. However, as JNI should only be used when there are no other alternative
solutions that are more appropriate, since applications that use the JNI have inherent dis-
advantages [Lia99] and as Protocol Buffers seemed more risky at the time, representing
a bumpier road, these two options were discarded. Therefore, the found solution was to
use a DataBase Management System (DBMS) as a mean of connection between the SNN
in Java and the DF-Tree in C++, without neglecting the access times that are demanded by
the use of a DBMS. In the following experimental results, the MySQL DBMS was chosen
with no particular reason, as every DMBS can be used.
In order to do this, when using the DF-Tree, it is deployed a Structured Query Lan-
guage (SQL) file with all the attributes that define each object in a data set and their re-
spective k-nearest neighbours, using identifiers for each object (explained in more detail
in section 4.3.1). With this, the SNN implementation only works with identifiers dur-
ing the clustering and does not need to store in primary storage the whole objects, since
they are stored in secondary storage, requiring less primary storage space. When using
the kd-Tree, the objects stay in the primary storage metric data structure, while the SNN
continues to cluster with support to their identifiers.
Considering all the above decisions, the solution was designed according to the ar-
chitecture in figure 4.2. There are two different modules:
• Primary Storage Module - represented by the left side of the figure. Everything
works in primary storage and is written in Java. While using the Reader, it starts
by reading each object from the data set, preprocessing it and giving to each object
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Figure 4.2: Architecture
an unique identifier, in order to store each object in the kd-Tree, using its respective
wrapper. All the remaining components work with identifiers. Afterwards, the
Reader gets the k-nearest neighbours of each object and gives them to the SNN,
triggering the clustering process. When the SNN ends the clustering, the Output
uses the identifiers of the objects to get their attributes from the kd-Tree, using also
its respective wrapper, in order to generate a readable output file with the clustering
results sent by the SNN.
• Secondary Storage Module - represented by the right side of the figure. The C++
Reader and the DF-Tree (the actual metric data structure and its wrapper) are writ-
ten in C++. All other components are written in Java, working in primary storage.
As the primary storage module, the secondary storage module begins by using the
C++ Reader to read each object from the data set, preprocessing it and giving to each
object an unique identifier, storing each object in the DF-Tree, using its respective
wrapper. Then, the C++ Reader obtains the k-nearest neighbours from the DF-Tree
and creates an SQL file to be imported to a DBMS with all objects and respective
k-nearest neighbours. From this point forward, the DB Reader accesses the DBMS,
in order to obtain the k-nearest neighbours and gives them to the SNN to start the
clustering process. When the clustering is achieved, the DB Output uses the iden-
tifiers of each object to query the DBMS for the attributes of each of the objects,
creating also a readable output file with the clustering results sent by the SNN.
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Both modules use wrappers in the metric data structures to create a level of trans-
parency to the Readers or the Outputs, so they do not need to be changed, when used with
a different metric data structures. Each of these two modules are explained in more detail
in the following sections.
4.2 Using the kd-Tree with the SNN
On this section, this approach is explained and the improvement that can be obtained by
using the kd-Tree with the SNN is evaluated, regarding its time complexity, by making
the k-nearest neighbours queries more efficient. The main procedure written for this
approach is summed up in Algorithm 1. This approach will be known in this document
by kd-SNN.
Algorithm 1 Primary Storage Procedure
1: function kD-SNN
2: while making consecutive runs do
3: if first run then
4: use the Reader to build the kd-Tree with the objects in a data set
5: end if
6: if first run or new k > previous k then
7: use the Reader to obtain the k-nearest neighbours
8: end if
9: SNN(k-nearest neighbours)
10: if output is requested then
11: use the Output
12: end if
13: end while
14: end function
4.2.1 Reader
As disclosed in the architecture, the Reader is used to read a data set and build the kd-Tree
with all objects, in order to obtain the k-nearest neighbours of each object. Each Reader
is written for a specific format of a data set and, when a new Reader needs to be written,
it has to follow an appropriate interface with the required methods to read the data set,
build the tree and query for the k-nearest neighbours of each object.
On the first run of the algorithm (TNC), the kd-Tree needs to be built with a data set.
The time complexity in the average case of building the kd-Tree with low dimensionality
objects is O(d × n × log n) [FBF77], where d is the dimensionality of a data set. This low
dimensionality scenario is often witnessed when dealing with spatial data, even when
the distance function used is not simply the geographical distance between objects. For
instance, in [SSMPW12], it is used a distance function that, besides using the geographic
location, also uses the bearing (heading) of a given motion vector, to measure the distance
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between objects. Under these circumstances, it can be asserted that the time complexity
in the average case of building the kd-Tree is proportional to O(n× log n).
Once the kd-Tree is built, the next step is to query it for the k-nearest neighbours of
each object. The resulting k-nearest neighbours and their respective distances are stored
in a Hash Map that requires the sets of k-nearest neighbours to be ordered ascendantly
by the distance between objects. The time complexity in the average case of one single
k-nearest neighbours query is proportional toO(log n), where the constant of proportion-
ality depends on the distance function, on the dimensionality of a data set and on the
k value. Therefore, the time complexity in the average case of obtaining the k-nearest
neighbours of all objects in a data set is also proportional to O(n× log n).
After obtaining the k-nearest neighbours of each object, they are provided to the SNN,
triggering the beginning of the clustering.
4.2.2 SNN
The SNN implemented was based on the representative objects-based approach explained
in section 2.2.3 and has several clustering steps as in Algorithm 2.
Algorithm 2 Procedure of the SNN
Require: A Hash Map with the k-nearest Neighbours of each Object
1: function SNN
2: MEASURING THE SIMILARITIES AND THE DENSITIES
3: NOISE DETECTION
4: CLUSTERING THE REPRESENTATIVE OBJECTS
5: CLUSTERING THE REMAINING OBJECTS
6: CLUSTERING THE NOT YET CLUSTERED OBJECTS
7: end function
As soon as the SNN obtains the k-nearest neighbours of each object, it initiates the
clustering process, starting by measuring the similarity between objects and their respec-
tive densities (Algorithm 3). The most complex step is to compute the similarity between
a pair of objects, since the SNN intersects their sets of k-nearest neighbours to determine
the number of shared nearest neighbours. This intersection has a time complexity in the
worst case evaluated in O(k2), corresponding to going over one of the sets of k-nearest
neighbours for every nearest neighbour in another set. The calculated similarities be-
tween mutual neighbours should be stored in a Hash Map, so they can be reused in
the following steps of the SNN, avoiding the time complexity of recalculating the sim-
ilarities. Since, the SNN needs to iterate over all objects, intersecting a set of k-nearest
neighbours of an object with the set of k-nearest neighbours of each of its neighbours,
which as asserted before has a time complexity of O(k2), algorithm 3 is evaluated with a
time complexity in the worst case of O(n× k × k2) ⇐⇒ O(n× k3).
Now that the density of each object is known, the noise must be detected (Algorithm
4). This algorithm initially requires all objects to be defined as noise. It starts by iterating
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Algorithm 3 Measuring the Similarities and the Densities
1: function MEASURING THE SIMILARITIES AND THE DENSITIES
2: for all objects do
3: density of the object← 0
4: get the k-nearest neighbours of the object from the Hash Map
5: for all k-nearest neighbours of the object do
6: if the similarity between the object and its neighbour is not calculated then
7: if the object and its neighbour are mutual neighbours then
8: measure the similarity between the object and its neighbour
9: else
10: similarity between the object and its neighbour← 0
11: end if
12: end if
13: if similarity between the object and its neighbour ≥ Eps then
14: density of the object← density of the object + 1
15: end if
16: end for
17: end for
18: end function
over all objects, to identify the ones that are representative. When an object is represen-
tative, it goes through all of its neighbours, to define the ones that are noise or not. If a
non representative neighbour is in a radius of Eps of the current representative object, it
is declared as non noise. Besides this, wherever an object is representative, it is added to
a representative objects graph, represented by a Hash Map, used to cluster the represen-
tative objects. These operations lead algorithm 4 to a time complexity in the worst case
of O(n× k).
Algorithm 4 Noise Detection
Require: All Objects Defined as Noise
1: function NOISE DETECTION
2: for all objects do
3: if the object is representative then
4: define the object as non noise
5: add the object to the representative objects graph
6: get the k-nearest neighbours of the object from the Hash Map
7: for all k-nearest neighbours of the object do
8: if the neighbour is non representative then
9: if the distance between the object and its neighbour is ≤ Eps then
10: define the object as non noise
11: end if
12: end if
13: end for
14: end if
15: end for
16: end function
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Afterwards, the clustering is initiated, starting with the representative objects, then
the remaining objects (non representative and non noise) and ending with the not yet
clustered objects (Algorithm 2).
Algorithm 5 Clustering the Representative Objects
1: function CLUSTERING THE REPRESENTATIVE OBJECTS
2: for all objects do
3: if the object is representative then
4: get the k-nearest neighbours of the object from the Hash Map
5: for all k-nearest neighbours of the object do
6: if the neighbour is representative then
7: if the similarity between the object and its neighbour is ≥ Eps then
8: connect the object and its neighbour in the graph
9: end if
10: end if
11: end for
12: end if
13: end for
14: identify the clusters obtained by finding the connected sub-graphs in the graph
15: end function
The most important algorithm is the clustering of the representative objects, since it
defines the backbone of the clusters (Algorithm 5). For that, the SNN iterates over all
objects, connecting in the graph all representative objects and respective representative
k-nearest neighbours that have a similarity greater than Eps. Connecting the objects takes
the time complexity of checking if the connection already exists. Since, each object as at
most k connections, connecting a pair requires a O(k) time complexity in the worst case,
leading this step to a time complexity in the worst case ofO
(
n×k×O(k)
)
⇐⇒ O(n×k2).
After iterating all and connecting the possible objects, the SNN finds all maximally
connected components [Lov04] of the graph, that represent the clusters, using the breadth
first search. The breadth first search has a time complexity in the worst case of O(V +A)
[WCC09], where V represents the number of vertices in the graph and A the number of
arcs (connections) in the graph. Since, in this case, the number of vertices is at most the
number of objects and the number of connections is at most the number of objects times
the number of k-nearest neighbours, finding all maximally connected components of the
graph takes in the worst case O
(
n+ (n× k)
)
⇐⇒ O(n× k).
So, algorithm 5 has a time complexity in the worst case of O(n× k2).
After obtaining the backbone of the clusters, all remaining objects are clustered to the
cluster of the representative object with which they are more similar (Algorithm 6).
In order to find the most similar representative object, the Eps threshold is not used to
break connections between mutual neighbours. The idea is to cluster the the non repre-
sentative and non noise objects to a cluster of a representative neighbour with which it is
a mutual neighbour and shares the highest similarity possible among its representative
neighbours, even if the highest similarity is zero and they are just connected, because
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Algorithm 6 Clustering the Remaining Objects
1: function CLUSTERING THE REMAINING OBJECTS
2: for all objects do
3: if the object is non representative and non noise then
4: get the k-nearest neighbours of the object from the Hash Map
5: for all k-nearest neighbours of the object do
6: if the neighbour is representative then
7: check if this is the most similar representative neighbour
8: end if
9: end for
10: if found a most similar representative neighbour then
11: the object joins the cluster of the neighbour
12: else
13: find the predominant cluster between its neighbours
14: if found a predominant cluster between its neighbours then
15: the object joins the predominant cluster
16: else
17: define the object as not yet clustered
18: end if
19: end if
20: end if
21: end for
22: end function
both objects are mutual neighbours.
In case they do not have a representative object as a neighbour, their neighbours are
evaluated, with the goal of finding a predominant cluster between them. The predomi-
nant cluster step was introduced in this implementation with the purpose of giving the
remaining objects, that do not have a representative object as their neighbour, a cluster.
In order to do this, all the neighbours of a non representative object are evaluated and the
most common cluster between them is chosen as the predominant cluster. However, as
the clustering of the remaining objects might not yet be completed, while the neighbours
are being checked for a predominant cluster, some might not have a predominant cluster
among its neighbours, because some of these neighbours might be remaining objects too
and were not processed yet. Objects in this situation are defined as not yet clustered and
will be clustered in the next step of the SNN.
Finding the predominant cluster among the neighbours has a time complexity in the
worst case that depends on two operations: the clustering scoring, in order to identify the
most predominant cluster, which has a time complexity in the worst case ofO(k); and the
looking over all the scored clusters, for the one with the most occurrences, which has a
time complexity of O(k) in the worst case. Therefore, finding the predominant cluster
has a time complexity in the worst case of O
(
O(k) +O(k)
)
⇐⇒ O(k).
This way, for each remaining object, either a representative object is found among its
neighbours, or the predominant cluster among its neighbours needs to be found, bringing
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the time complexity in the worst case of algorithm 6 to O
(
n× (k+O(k)
)
⇐⇒ O(n× k).
The last algorithm gives all not yet clustered objects, one last chance of being clustered
by being clustered to the predominant cluster among its k-nearest neighbours (Algorithm
7).
Algorithm 7 Clustering the Not Yet Clustered Objects
1: function CLUSTERING THE NOT YET CLUSTERED OBJECTS
2: for all not yet clustered objects do
3: find the predominant cluster between its neighbours
4: if found a predominant cluster between its neighbours then
5: the object joins the predominant cluster
6: else
7: define the object as noise
8: end if
9: end for
10: end function
As pointed out in the previous algorithm (Algorithm 6), the time complexity in the
worst case of finding the predominant cluster among the k-nearest neighbours of an ob-
ject isO(k). Since, all not yet clustered objects need to be iterated and for each one finding
its predominant cluster, algorithm 7 has a time complexity in the worst case of O(m× k),
where m denotes the number of not yet clustered objects, that were not clustered in the
previous algorithms of the SNN.
Algorithms Worst Case
Measuring the Similarities and the Densities O(n× k3)
Noise Detection O(n× k)
Clustering the Representative Objects O(n× k2)
Clustering the Remaining Objects O(n× k)
Clustering the Not Yet Clustered Objects O(m× k)
Figure 4.3: Time Complexities of the Algorithms of the SNN
Considering all the time complexities evaluated (Figure 4.3), it follows that the time
complexity in the worst case of the clustering steps of the SNN is O(n × k3), which is
proportional to O(n).
4.2.3 Output
The Output is optional and can be done in various formats, they just need to be written
according to an available interface, not restricting the user to some formats. Nevertheless,
two types of outputs were implemented, since Weka was used as a plot tool: the format
of an Attribute-Relation File Format (ARFF) file supported by Weka or plotted on a chart
also with support to Weka.
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An ARFF file is a standard way of representing data sets that consist of indepen-
dent, unordered instances of objects and does not involve relationships between instances
[WF05].
%Example of an ARFF file
@relation arff_example
@attribute X numeric
@attribute Y numeric
@attribute cluster {1, 2, 3}
@data
-8.667331, 41.149643, 1
-8.66603, 41.153057, 1
-8.663754, 41.146879, 1
-8.579538, 41.201668, 2
-8.659527, 41.150455, 1
-8.57466, 41.192401, 2
-8.575636, 41.198254, 2
-8.582302, 41.182484, 2
-8.630425, 41.146716, 3
-8.627662, 41.146554, 3
-8.579863, 41.191588, 2
-8.585716, 41.185735, 2
Figure 4.4: Example of an ARFF file
Figure 4.4 is an example of an ARFF file, where % represent the comments. Following
the comments, there is the name of the data set (@relation) and, the attributes used in the
data set are defined (@attribute), in this case, X, Y and cluster. Nominal attributes are de-
fined also by the set of values that they can take, for example, cluster. Numeric values are
followed by the keyword numeric. After the attributes definitions, i.e. following the @data
line, the objects are finally represented, one by each line. The values of each attribute of
the object are separated by commas. Although the cluster attribute is the predicted value,
in an ARFF file there is no reference to what attribute is the class attribute.
Since the SNN only uses identifiers, the clustering results are also presented with
identifiers. So, in order to give an appropriate output and getting all the information
needed for the output format, it is required to get the attributes of the objects. In order to
do this, the Reader must provide access to an iterator to the kd-Tree, giving access to all
the attributes of the objects.
4.2.4 Time Complexity Evaluation
Bearing in mind that besides the above clustering steps required by the SNN it is also
needed to index the metric data structure and get the k-nearest neighbours of each object
in the data set, it follows that the time complexity of the kd-SNN depends solely on the
time complexity of building the kd-Tree, of the k-nearest neighbours queries done to the
kd-Tree and of the clustering steps of the SNN. Since the kd-Tree is built in a O(n× log n)
time complexity in the average case and is queried for the k-nearest neighbours of each
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object also in a O(n × log n) time complexity in the average case [Ben75, FBF77], then
the time complexity of the TNC run and the -NC run is of at most O(n × log n), since it
is bigger than the O(n) time complexity in the worst case of the clustering steps of the
SNN.
As the time complexity in the worst case of the clustering steps of the SNN is O(n),
it represents the time complexity in the worst case of the –C run. Consequently, the time
complexity of the kd-SNN depends on each run (Figure 4.5).
Run Average Case Worst Case
TNC O(n× log n) -
-NC O(n× log n) -
–C - O(n)
Figure 4.5: Time Complexities of the Runs of the kd-SNN
4.3 Using the DF-Tree with the SNN
On this section, it is explained the approach taken when using the DF-Tree with the SNN.
As disclosed in the related work, the DF-Tree is a descendant of the M-Tree, which has
experimental results where 10-nearest neighbours were obtained and it showed a query
cost growing logarithmic with the number of objects. However, as the DF-Tree does not
have its own time complexities documented, the integration of the DF-Tree with the SNN
will not have its time complexity evaluated.
Algorithm 8 Secondary Storage Procedure
1: function SECONDARY STORAGE
2: while making consecutive runs do
3: if first run or new k > number of neighbours in the DBMS then
4: use the C++ Reader to obtain the k-nearest neighbours
5: import the deployed SQL file to the DBMS
6: end if
7: if first run or new k > previous k then
8: use the DB Reader to get the k-nearest neighbours from the DBMS
9: end if
10: SNN(k-nearest neighbours)
11: if output is requested then
12: use the DB Output
13: end if
14: end while
15: end function
As asserted in the architecture, the SNN gets access to the k-nearest neighbours given
by the DF-Tree through a DBMS. So, when using the DF-Tree, the procedure goes accord-
ing to the algorithm 8. This approach will be known in this document by DF-SNN.
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4.3.1 C++ Reader
The C++ Reader is in charge of building the DF-Tree with a data set, of querying it for the
k-nearest neighbours and of deploying a SQL file with all the attributes that define the
objects and their respective k-nearest neighbours.
Although it is possible to reuse several methods written, for instance, the one that
gives the output in the format of a SQL file, for each format of a data set, a C++ Reader
has to be written, as in the primary storage approach with the kd-Tree.
Since the DF-Tree works in secondary storage, the DF-Tree is stored in a DAT file
with a specific format created by the authors of the DF-Tree, resorting to serialize and
deserialize methods written specifically for the type of objects in a data set.
After the DF-Tree is built, it becomes capable of answering the k-nearest neighbours
queries. The results are then given in the format of a SQL file that creates two tables with
the following format:
• Objects Table - each row consists of the identifier (ID) of an object and all the at-
tributes that define the respective object in a data set;
ID . . .
0 . . .
...
...
n− 1 . . .
Figure 4.6: SQL File - Objects Table
• k-Nearest Neighbours Table - each row represents the identifier of an object, the
identifier of one of its k-nearest neighbours and the distance between them. This
row is repeated k times for each object.
ID k-Nearest Neighbour ID Distance
0 . . . . . .
...
. . .
...
n− 1 . . . . . .
Figure 4.7: SQL File - k-Nearest Neighbours Table
4.3.2 DB Reader
After acquiring the SQL file from the C++ Reader, it is imported to a DBMS, so the SNN
can gain access to the k-nearest neighbours.
The DB Reader was created for this purpose and is generic for any format of a data set,
since its goal is just to read the standard k-nearest neighbours table stored in a DBMS, as
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it is the same for all data sets. In order to do this, it requires a DBMS connection interface
written in Java for the DBMS.
When the k-nearest neighbours are all in primary storage, the SNN can start its clus-
tering progress. Bear in mind that, since the k value is limited to the number of neigh-
bours stored in the DBMS, if there is a need to use more k-nearest neighbours than the
ones stored in the DBMS, then the C++ Reader has to be run again, to get the SQL file with
all the new sets of k-nearest neighbours.
Due to technical difficulties with the use of the DF-Tree, every time the C++ Reader
is run again, the tree needs to be built and cannot be reused between runs. So, in the
context of the C++ Reader, every time it is run, it matches the TNC run, since the -NC run
does not exit. However, in the primary storage component, the -NC run exists, since we
can query the DBMS for more neighbours than we initially had requested, as long as the
number of neighbours does not surpass the number of neighbours stored in the DBMS.
If we do not need to query for more neighbours, either the C++ Reader or the DBMS, the
run –C is executed.
The SNN used in the DF-SNN is the same presented in section 4.2.2, because there is a
care to read the k-nearest neighbours in the format required by the SNN written, fostering
the portability of the SNN.
4.3.3 DB Output
As the SNN ends its clustering and produces the respective clustering results, the output
may be given via the DB Output. The difference between the DB Output and the Output,
is the source of information. As the Output in the kd-SNN uses the identifiers to make the
match with the objects given by the iterator, the DF-SNN uses the identifiers to get the
information directly from the DBMS. Everything else is exactly the same, the DB Reader is
written to give output in an ARFF file or plotted on a chart with support to Weka. Other
types of output are also supported, they just need to be written according to an interface
available.
The DB Output requires, as the DB Reader, a connection to the DBMS used by the
DF-SNN.
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Experimental Results
This chapters discloses the experimental results, where three synthetic data sets and one
real data set, entitled Marin Data, were used, in order to evaluate the quality of the clus-
tering results obtained with the kd-SNN and with the DF-SNN. Each of these results is
compared with the ones obtained with another implementation of a variant of the SNN.
Another real data set, extracted from Twitter, was used to evaluate the scalability of the
kd-SNN and of the DF-SNN. Their scalability is also compared with the scalability of a
referenced implementation of the Original SNN.
5.1 Data Sets
5.1.1 Synthetic
Three synthetic data sets were used, each of them has objects defined by two attributes
that represent the objects position in a two-dimensional space (Figure 5.1). The dis-
tance between the objects is measured with the generic euclidean distance over a two-
dimensional space.
Attribute Type
X Decimal Number
Y Decimal Number
Figure 5.1: Attributes of the Synthetic Data Sets
These three datasets were chosen due to their usage in the literature and because two
of them were used in experimental results to validate the representative objects-based
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approach of the SNN [MSC05], serving as benchmark.
As can be seen in figure 5.2, each data set has a unique and specific clustering ten-
dency, where the main clusters can be easily perceived by visually analysing the distri-
bution of the objects in the data set.
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Figure 5.2: Distribution of the Synthetic Data Sets
The first synthetic data set (Figure 5.2a) has 322 objects, the second (Figure 5.2b) has
292 objects and the third and last (Figure 5.2c) has 523 objects. Some of these objects
clearly represent noise, as can be seen in the data sets respective figures.
5.1.2 Marin Data
This data set was picked up due to the work already done in the area of clustering spatial
data with the SNN [SSMPW12]. It is defined by 315794 objects that represent the position
of a ship at a certain time. These objects were obtained with a time interval of 60 seconds.
Each object has 29 attributes (a sub set of its attributes is shown in Figure 5.3), where only
the geographical location (latitude and longitude) and the bearing (heading) of the ship
were used to measure the distance between objects.
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Attribute Type
Ship Type Identifier Integer
Latitude Decimal Number
Longitude Decimal Number
Bearing Integer
Figure 5.3: Subset of Attributes of the Marin Data Set
The distance function used is specific to this data set, being more appropriate to this
type of spatial data, since it needs to deal with the bearing of the motion vectors that
represent the traffic routes:
Function(p1, p2) = w ×
(√
(x1 − x2)2 + (y1 − y2)2
mDist
)
+ (1− w)×
(
Φ(|b1 − b2|)
mBearing
)
(5.1)
, with
Φ(|b1 − b2|) =
{
|b1 − b2| , |b1 − b2| ≤ 180o
360o − |b1 − b2| , |b1 − b2| > 180o
(5.2)
, wherew is the weight assigned to the location, (1−w) is the weight assigned to the bear-
ing, mDist is the maximum distance between a pair of objects in the data set, mBearing
is a constant value of 180o and p1 and p2 represent two objects, with each object having x
representing its latitude, y representing its longitude and b representing its bearing.
Since this data set is defined by several types of ships (Figure 5.4), representing differ-
ent paths taken by the ships, only two of these types were used, working as two different
data sets: LPG and Oil (Figure 5.4). There are 4168 objects of the ship type LPG and 2640
having a Oil ship type.
Ship Type Description Ship Type Identifier mDist Value
Oil 13, 14, 15, 16, 17, 18 83467
LPG 20, 21, 22, 23 82039
Figure 5.4: Subset of Ship Types in the Marin Data Set
The LPG ship type was chosen, because it is the one used in [SSMPW12], that will
serve as a benchmark. On the other hand, the Oil ship type was chosen, since it is one of
the types used in the full experimental results carried out and provided in a document
by the same authors. Figure 5.5 shows the spatial distribution of the objects for each
ship type data set. Regarding the MARIN data set clustering results, both ship types had
w = 0.90. The clustering tendency is the distinct traffic routes taken by the ships.
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Figure 5.5: Spatial Distribution of the Marin Data Set
5.1.3 Twitter
The Twitter data set was extracted from Twitter, using the available Application Program-
ming Interface (API) [Twi12]. The extraction was made on several days of December
2011, of January 2012 and of February 2012.
Attribute Type
Latitude Decimal Number
Longitude Decimal Number
Number of Days Decimal Number
Figure 5.6: Attributes of the Twitter Data Set
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Figure 5.7: Spatial Distribution of the Twitter Data Set
It has 512000 objects defined by three attributes (Figure 5.6), representing the geo-
graphical location of a tweet and, taking into consideration the date on which a tweet
was performed, the number of days that have passed since 1 December 2011. There are
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8001 different geographical locations (Figure 5.7). The distance function used was also
the generic euclidean distance over the three attributes.
This spatio-temporal data set was chosen in order to evaluate the scalability gain of
the kd-SNN and of the DF-SNN, since it has a meaningful number of objects to be clus-
tered.
5.2 kd-SNN
5.2.1 Evaluation of the Quality of the Clustering Results
This evaluation starts with the clustering results obtained when applying the kd-SNN
over the synthetic data sets. Two of these results, Synthetic 1 (Figure 5.2a) and Synthetic
2 (Figure 5.2b), are compared with the results in [MSC05] obtained with a variant of
the SNN. The Synthetic 3 (Figure 5.2c) has no benchmarks, since no clustering results
obtained with the SNN were found in the literature. However, as the clustering tendency
can be visually perceived, the Synthetic 3 was also analysed.
All the presented clustering results have their clusters identified by a unique color
and their noise represented by the black color, except for the Marin data set clustering
results, where the noise is not shown.
(a) Benchmark [MSC05]
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Figure 5.8: Clustering Results of the Synthetic 1 Data Set (Evaluation of the kd-SNN)
The clustering results for Synthetic 1 are presented in figure 5.8. On figure 5.8a is
shown the benchmark with k = 7, Eps = 0.3 × k, MinPts = 0.7 × k and on figure 5.8b is
shown the clustering results obtained with the kd-SNN with k = 7, Eps = 2 and MinPts
= 5. As can be seen, both implementations returned the same results for the Synthetic 1
data set.
On the other hand, when comparing the benchmark of the Synthetic 2 (Figure 5.9a),
having k = 7, Eps = 0.3× k, MinPts = 0.7× k, with the clustering results obtained with the
kd-SNN (Figure 5.9b) having k = 7, Eps = 2 and MinPts = 5, there is one slight difference.
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(a) Benchmark [MSC05]
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Figure 5.9: Clustering Results of the Synthetic 2 Data Set (Evaluation of the kd-SNN)
There is one object that was not defined as noise and was clustered, while on its respective
benchmark it was defined as noise (object inside the dotted circle). It seems that the
object had a density value below the density threshold and it was not identified as noise
(remaining object). However, it was clustered, because it had a clustered representative
neighbour with which it shared a higher similarity.
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Figure 5.10: Clustering Results of the Synthetic 3 Data Set (Evaluation of the kd-SNN)
Differences between some clustering results and their respective benchmarks, may
be due to some minor differences between the implemented variants of the SNN, for in-
stance: what to do when there is no representative objects among its neighbours? In this
approach, the SNN seeks to find a predominant cluster for the object without a repre-
sentative neighbour. What if there are two or more most similar representative objects
among its neighbours and only one can be chosen? In this approach, the first one found
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is the one chosen. It can also be due to different k-nearest neighbours results, for exam-
ple, two or more neighbours may share the same distance from the queried object and
not all fit in the final set of k-nearest neighbours, and on each implementation a different
neighbour makes it to the final set of k-nearest neighbours, which in this approach would
depend on the tiebreaker used by the metric data structure.
When dealing with the Synthetic 3, the clustering results (Figure 5.10a) obtained with
k = 7, Eps = 2 and MinPts = 5 are the expected, as they match the clustering tendency
of the data set. These clustering results were not compared with a benchmark, since no
results for this data set were presented in [MSC05] and were not found in the literature
using the Original SNN or one of its variants.Automated Traffic Route Identification through the SNN Algorithm      13 
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The small clusters that naturally emerged due to the distribution of the 
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of motion vectors that integrate the clusters that represent routes and the 
other clusters is very different. For example, Fig. 9 presents a histogram 
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ters number 1, 2, 3 and 4 when compared with clusters 5, 6, 7, 8, and 9.  
 
 
Fig. 9. Histogram with the number of motion vectors per cluster 
 
If we look into the interval of the bearing values inside each cluster, we 
can see aligned clusters, with a small variation in the bearing values per 
cluster. Fig. 10 depicts these results. In this figure we can see cluster num-
ber 0, representing the motion vectors classified as noise by the SNN algo-
rithm, with a huge variation in the bearing value.  
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Figure 5.11: Clustering Results of the LPG Ship Type (Evaluation of the kd-SNN)
Following, the clustering results of the Marin data set are presented, starting with the
LPG ship type and, then, the Oil ship type. Despite having the same clustering struc-
ture, the clustering results are not exactly the same, for both ship types. Not just some
objects ended up in different clusters, but the user-defined parameters were also slightly
adjusted, trying to obtain more similar results to the respective be chmark. The reasons
behind these differences may be the ones pointed out before, for the synthetic data sets,
since the reasons are tied to the written implementation of the variant of the SNN and
not to the data sets themselves.
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When using the same values for the user-defined parameters of the SNN as in the
benchmark (Figure 5.11a, having k = 12, Eps = 3 and MinPts = 7), the clustering results
had one main difference. See figure 5.11a for the benchmark results and figure 5.11b for
the kd-SNN results with the same values as the benchmark. Route number 3 and 4 in
the benchmark were just one cluster (yellow cluster) in the kd-SNN results. The cluster
should have been split, since the heading of the ships changed. When the MinPts was
changed to 8 (Figure 5.11c), the route was split (yellow and orange clusters), leading to
more similar results. They still have minor differences, for instance, noise points that are
not defined as noise in the benchmark, but the main routes were identified.
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Figure 5.12: Clustering Results of the Oil Ship Type (Evaluation of the kd-SNN)
With the Oil ship type, the clustering structure of the clustering results obtained with
the kd-SNN was practically equal to the benchmark. See figure 5.12a for the benchmark,
taken from the document containing the clustering results provided by the authors, and
see figure 5.12b for the clustering results of the kd-SNN, having k = 12, Eps = 3 and MinPts
= 7, the same values as in the benchmark.
There was one difference, as one of the routes was broken (yellow and green clusters
in Figure 5.12b), when crossing over another route with a different heading (red cluster).
This did not happen in the benchmark with the same user-defined parameters. When
the number of k-nearest neighbours was increased by one (Figure 5.12c), trying to get the
route entirely, by accounting one more neighbour (k = 13) that could move the objects
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from the green cluster to the yellow cluster, the cluster was not broken, obtaining the
same routes identified in the benchmark (6 clusters).
5.2.2 Performance Evaluation
To evaluate the scalability of the kd-SNN, the Twitter data set was used, but was broken
down to several subsets of different sizes: 500, 1000, 2000, 4000, 8000, 16000, 32000, 64000,
128000, 256000 and 512000, in order to evaluate the performance with these different
sizes.
The SNNAE is not used as a benchmark, because the source code is not publicly
available and the experimental results presented in [BJ09] are done with a data set with
209 objects. These limitations do not allow a conclusive comparison with the SNNAE.
Since this thesis is focused on evaluating the improvement in the scalability of the
SNN and not in finding quality and meaning clusters on the data sets used, and given
the relevance of the number of neighbours in the SNN, the experimental results were
done with the k = 8 (Eps = 2 and MinPts = 6), k = 10 (Eps = 3 and MinPts = 7)
and k = 12 (Eps = 4 and MinPts = 8). The values given to the other user-defined
parameters followed the procedure used in [MSC05], where the Eps and the MinPts are
equal to 30% and 70% of the k values used, respectively.
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Figure 5.13: Runtime of the kd-SNN with k = 12
As it can be seen in figure 5.13, the runtime is decomposed in the three runs pointed
out in figure 4.1: Tree, Neighbouring and Clustering (TNC) - the initial run, where it is
necessary to build the metric data structure, query and store the k-nearest neighbours of
each object, before executing the clustering steps of the SNN; Neighbouring and Clus-
tering (-NC) - the run where the metric data structure is already built, but it still needs
to query and store the k-nearest neighbours, before the clustering steps of the SNN; and
Clustering (–C) - the run where the metric data structure is already built and the k-nearest
neighbours are already known and only the clustering steps of the SNN are carried out.
In figure 5.13, the runtime taken by the kd-SNN to cluster the several subsets with
12-nearest neighbours (k = 12) is represented. It follows that the time spent to build
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the kd-Tree has a significant impact, by comparing the runtime of the TNC run with the
required by the -NC run. This impact is not only related with the time taken to build
the metric data structure, but it is also due to the time spent in preprocessing the Twitter
data set before each object is indexed in the kd-Tree. Regarding the -NC run and the –C
run, its noticeable the effective impact that acquiring the k-nearest neighbours has on the
runtime of the kd-SNN.
Regarding the impact of the number of neighbours, see figure 5.14a for the runtime
values and figure 5.14b for the ratio Runtime of the -NC RunRuntime of the TNC Run and the ratio
Runtime of the –C Run
Runtime of the TNC Run ,
for each of the number of neighbours. Taking into consideration that the TNC run and
the -NC run have a time complexity in the average case ofO(n×log n) and that the –C run
has a time complexity in the worst case ofO(n), then the proportions of the -NC ratio and
the –C ratio should not be the same and should not be constant as the number of objects
grows, which is verified in these experimental results. The -NC ratio was considerably
the same along the different number of objects, as it ranged around 60%. As for the –C
ratio, its values are less significant and it supports the O(n × log n) time complexity in
the average case of the TNC run, since as the number of objects is increased, the –C ratio
values start to tend towards the same values.
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Figure 5.14: Runtime of the kd-SNN with k = 8, k = 10 and k = 12
Now, the TNC run of the kd-SNN is compared with the runtime of the referenced
implementation of the Original SNN [ESK03]. In the benchmarking tests the implemen-
tation of the Original SNN was run with k = 12, but with the rest of the parameters
involved in its implementation as default. In figure 5.15a, the runtime of the Original
SNN and of the kd-SNN are presented, showing the quadratic behaviour of the Original
SNN. Since the Original SNN takes a significant runtime, it was not evaluated for a data
set above 128000 objects. However, this did not compromise the benchmarking test, as it
is still perceived the improvement obtained with the kd-SNN.
On figure 5.15b, the ratio, Runtime of the Original SNNRuntime of the TNC Run of the kd-SNN , reveals that for a spatial data
set with 128000 objects, the runtime of the Original SNN was around 300 times higher
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Figure 5.15: Runtime of the Original SNN and of the TNC run of the kd-SNN with k = 12
than the runtime of the kd-SNN, granting a distinct improvement in the scalability of the
SNN algorithm, when using the kd-SNN to cluster this data set.
5.3 DF-SNN
5.3.1 Evaluation of the Quality of the Clustering Results
Bearing in mind the procedure of evaluation taken with the kd-SNN, the same procedure
is carried out in the evaluation of the DF-SNN. First, the clustering results of the synthetic
data sets are evaluated and, then, the two Marin data sets that represent the LPG and Oil
ship types.
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Figure 5.16: Clustering Results of the Synthetic 1 Data Set (Evaluation of the DF-SNN)
The Synthetic 1 still got the same clustering results as with the kd-SNN (Figure 5.8b).
On figure 5.16a the benchmark is shown with k = 7, Eps = 0.3 × k, MinPts = 0.7 × k and
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on figure 5.16b are shown the clustering results obtained with the DF-SNN, having k = 7,
Eps = 2 and MinPts = 5, that agree with its respective benchmark.
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Figure 5.17: Clustering Results of the Synthetic 2 Data Set (Evaluation of the DF-SNN)
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huge difference between the number of motion vectors integrated in clus-
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If we look into the interval of the bearing values inside each cluster, we 
can see aligned clusters, with a small variation in the bearing values per 
cluster. Fig. 10 depicts these results. In this figure we can see cluster num-
ber 0, representing the motion vectors classified as noise by the SNN algo-
rithm, with a huge variation in the bearing value.  
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Figure 5.18: Clustering Results of the LPG Ship Type (Evaluation of the DF-SNN)
The Synthetic 2 clustering results are similar to th benchmkark, but it continues to
cluster the object that was defined as noise in its benchmark (the object inside the dotted
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circle). See figure 5.17a for the benchmark with k = 7, Eps = 0.3× k, MinPts = 0.7× k and
see figure 5.17b for the clustering results obtained with the DF-SNN having k = 7, Eps = 2
and MinPts = 5.
The Synthetic 3 had the exact same results as with the kd-SNN, using k = 7, Eps = 2
and MinPts = 5.
As for the clustering results of the Marin data sets, some results are slightly different
from the clustering results obtained with the kd-SNN and the benchmark.
Figure 5.18b shows the clustering results of the LPG ship type, using the same user-
defined parameters used in the benchmark, having k = 12, Eps = 3 and MinPts = 7 (Figure
5.18a). The same routes were identified and the one route was still not broken when
the heading changed, as well as in the kd-SNN clustering results (Figure 5.11b). Since
the same implementation of the SNN was used in the kd-SNN and in the DF-SNN, and
the route was broken again, this may have happened due to differences between the
implementation of the SNN used in the benchmark and the implementation used in the
kd-SNN and in the DF-SNN.
Adjusting the MinPts to 8, as in the kd-SNN, lead to the identification of similar routes
(Figure 5.18c), agreeing with the kd-SNN clustering results (Figure 5.11c) and their re-
spective benchmark (Figure 5.18a).
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Figure 5.19: Clustering Results of the Oil Ship Type (Evaluation of the DF-SNN)
Regarding the clustering results of the Oil ship type, when using the same values for
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the user-defined parameters used in its benchmark with k = 12, Eps = 3 and MinPts = 7
(Figure 5.19a), in the clustering results (Figure 5.19b) the route was still broken in two
(yellow and green clusters) when it crossed the route with a different heading (red clus-
ter), as in the clustering results of the kd-SNN (Figure 5.12b). In addition, these clustering
results also broke another route in two (violet and pink clusters), which did not happen
in the kd-SNN clustering results. Since the same SNN implementation was used, this is
due to differences in the k-nearest neighbours given by each of the metric data structures.
When the number of neighbours was increased by one (k = 13), the clustering results
(Figure 5.19c) were similar to the kd-SNN clustering results (Figure 5.12c) and similar to
the routes identified in the benchmark.
5.3.2 Performance Evaluation
The evaluation procedure carried out with the kd-SNN was the same that was taken with
the DF-SNN. However, since the runtime of the TNC run of the DF-SNN is greater than
its remaining runs, as it will be seen, the TNC run will be plotted in a different chart, in
order not to compromise the interpretation and evaluation of the runtime of the -NC run
and of the –C run.
The runtime of the DF-SNN is decomposed in the three runs pointed out in figure
4.1, however in the DF-SNN, besides the runtime of building the metric data structure,
querying it and doing the clustering, it also accounts the runtime of deploying the SQL
file, importing it to the DBMS and obtaining the k-nearest neighbours from the DBMS.
The Tree, Neighbouring and Clustering (TNC) run is the initial run, where it is nec-
essary to build the metric data structure, query it for the k-nearest neighbours, deploy
and import the SQL file to the DBMS. These operations are all part of the secondary
storage component. Then, the primary storage component accesses the DBMS to get the
k-nearest neighbours and does the clustering. The Neighbouring and Clustering (-NC)
run accounts the time of getting the k-nearest neighbours, deploying and importing the
SQL file to the DBMS, getting the k-nearest neighbours and, for last, clustering the data
set. At last, the Clustering (–C) represents just the runtime of clustering the data set, since
it does not require an access to the DBMS, since the k-nearest neighbours are already in
primary storage.
In figure 5.20a it is shown the runtime of the TNC run of the DF-SNN, with 12-nearest
neighbours. By comparing the runtime taken by the TNC run and the remaining two runs
(Figure 5.20b), it is perceived that the runtime of getting the k-nearest neighbours from
the DF-Tree, deploying and importing the SQL file, getting the k-nearest neighbours from
the DBMS and clustering the data set, represented a very small part of the total runtime
of the TNC run of the DF-SNN, leading the secondary storage component to the primary
source of the runtime of the DF-SNN. Regarding the runtime required for the importing
of the SQL file with the objects and their respective k-nearest neighbours (Figure 5.21) to
the DBMS with 128000 objects, the importing took 0.7% of the runtime of the TNC run,
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Figure 5.20: Runtime of the DF-SNN with k = 12
representing a very small part of the runtime. The weight of importing became smaller
as the data set size was increased, since the weight of building the tree became bigger
with the number of objects in the data set.
As for the -NC run, it started to have an increase in its runtime as the size of the
data set increased, not only because of the growing runtime required to get the k-nearest
neighbours, but also due to the increasing number of rows that needed to be inserted in
the DBMS. For example, with 128000 objects, it needed to input 1536000 rows with the k-
nearest neighbours of each object, plus the 128000 rows with the objects attributes. Since
the -NC run took less time than the TNC run, the weight of importing the SQL file to the
DBMS had a bigger role in the runtime of the -NC run (Figure 5.21), for instance, with
128000 objects, the weight was approximately 50% and for the remaining data set sizes,
the weight was always around the same range of values.
Data Set Runtime of Importing on the
Size TNC Run -NC Run
500 26.5% 37.1%
1000 18.4% 30.6%
2000 19.1% 46.7%
4000 18.0% 54.1%
8000 7.9% 51.6%
16000 2.5% 50.4%
32000 0.8% 53.9%
64000 0.3% 46.9%
128000 0.7% 46.3%
Figure 5.21: Weight of Importing the SQL file to the DBMS
It is concluded that, the runtime of the DF-SNN was not as promising as the runtime
obtained with the kd-SNN, namely the TNC run. This was somehow expected, due to the
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distinct nature of each of the metric data structures, as the kd-Tree works in primary stor-
age and the DF-Tree works in secondary storage, where the last demands higher access
times.
As it is presented in figure 5.22, the number of accesses made by the DF-Tree to the
secondary storage, became more and more significant as the data set size increased. This
is due to the outgrowth of the tree size, leading to a much more deeper and larger tree.
Not only this had an impact in the tree building, but it also complicated the whole an-
swering process of the k-nearest neighbours queries, since more sub-trees needed to be
explored and they were in different pages 1 that constantly need to be acquired from the
secondary storage. This lead to an increase of the runtime, namely of the TNC run, when
the data set had a magnitude higher than 16000 objects, becoming proportional to the
number of secondary storage accesses.
Data Set No. of Secondary Storage Accesses
Size Building Querying
500 13633 5828
1000 45112 15554
2000 169668 40791
4000 674122 128139
8000 2644085 320973
16000 10305032 910158
32000 40709616 2664980
64000 160820199 7323828
Figure 5.22: No. of Secondary Storage Accesses by the DF-Tree with k = 12
As the number of neighbours changed between the range of 8-nearest neighbours
(k = 8), 10-nearest neighbours (k = 10) and 12-nearest neighbours (k = 12), the runtime
of the DF-SNN was essentially the same (Figure 5.23), despite of the number of k-nearest
neighbours used.
It seems that the runtime of the TNC run was not that affected with the change in the
number of neighbours, at least with the values used (Figure 5.23a). On the other hand,
despite not representing a significant difference in the runtime, since it is smaller than the
runtime of the TNC run, the -NC run and the –C run were more sensitive to the variance
of the number of neighbours. The -NC run was sensitive to the number of neighbours,
because more rows needed to be inserted in the DBMS and then retrieved from the DBMS
by the primary storage component. For instance, with 64000 objects and k = 12, there
were 768000 rows that needed to be read, but with the same number of objects and k = 8,
there were only 512000 rows, which is 23 of the number of rows with k = 12. The –C run
was also sensitive, since the number of neighbours has impact on the SNN algorithm.
On figure 5.23c, the ratio Runtime of the -NC RunRuntime of the TNC Run and the ratio
Runtime of the –C Run
Runtime of the TNC Run are
1Buffers of secondary storage-backed pages temporarily kept in primary storage by the operating system
for quicker access and analysis.
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Figure 5.23: Runtime of the DF-SNN with k = 8, k = 10 and k = 12
shown, for the several k values. As already pointed out, it is concluded, by looking at
the figure, that the runtime of the primary storage component was not significant in the
total runtime of the DF-SNN, leading the total runtime of the DF-SNN to be dependent of
the runtime of the secondary storage component, even with the variance in the number
of neighbours.
In figure 5.24, the runtime of the DF-SNN is compared with the runtime of the Orig-
inal SNN, showing a not so good improvement in the scalability of the Original SNN
(Figure 5.24a).
Initially, with a data set with less than 4000 objects, the DF-SNN was not able to
achieve an improvement over the Original SNN, as the ratio, Runtime of the Original SNNRuntime of the DF-SNN , was
below 100%. With a data set with a magnitude between 4000 and 8000 objects, the DF-
SNN had an improvement of approximately 5% over the Original SNN. However, when
the number of objects was above 8000 objects, there was a breaking point of this pattern,
where the improvement started to decrease to none and the DF-SNN became, again,
worse than the Original SNN. When it reached 128000 objects, the DF-SNN recovered
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Figure 5.24: Runtime of the Original SNN and of the TNC run of the DF-SNN with k = 12
and was again able to achieve an improvement over the Original SNN of approximately
10%, becoming comparable with the performance of the referenced implementation of
the Original SNN. These facts, left the DF-SNN as a not so good improvement in the
scalability of the SNN, in contrast with the kd-SNN, when using the Twitter subset with
128000 objects.
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Conclusions
This thesis proposes an implementation of the SNN clustering algorithm to deal with
spatial data. It uses metric data structures to support the k-nearest neighbours queries of
the SNN and, consequently, improve the scalability of the algorithm, since it currently has
a O(n2) time complexity in the worst case. Bear in mind that this approach is applicable
to all clustering algorithms that require the k-nearest neighbours of each object for its
clustering process.
The scalability of clustering algorithms is important, because these type of algorithms
require multiple runs to do the fine-tuning of the user-defined parameters, in order to
achieve the best possible clustering results.
Two distinct implementations were made, taking advantage of different metric data
structures: one implementation using the kd-Tree, which works in primary storage, and
another implementation using the DF-Tree, which, on the other hand, works in secondary
storage. Each of these metric data structures index the data sets and reply with the results
of the k-nearest neighbours queries of each object in the indexed data set.
For low dimensional data, namely when dealing with spatial data, the proposed pri-
mary storage implementation improved the time complexity in the average case of the
SNN to at most O(n× log n): on an initial run, where it is necessary to build the kd-Tree,
query it for the k-nearest neighbours and run the SNN; or on a run following the initial,
where the kd-Tree is already built and it needs to be queried again for more k-nearest
neighbours and run the SNN. When there is no need to query for more k-nearest neigh-
bours and the SNN is the only step executed, reusing the previously calculated k-nearest
neighbours, the time complexity in the worst case can be improved to O(n).
The experimental results of the primary storage approach evaluated the quality and
validity of the clustering results and the improvement in its scalability. In order to make
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the evaluation of the clustering results, three synthetic and two real data sets and their re-
spective clustering results obtained with another implementation of the SNN, were used.
To measure the improvement in the scalability of the SNN, the runtime of the primary
storage implementation was compared with the runtime of a referenced implementation
in the literature of the SNN.
The primary storage implementation returned similar clustering results for the data
sets used, when compared to their respective benchmarks.
The performance results of the primary storage implementation showed a good im-
provement in the scalability of the SNN, when compared with the referenced implemen-
tation. The initial run improved the scalability of the SNN, substantiating the improve-
ment in its scalability, as it clustered a three-dimensional data set with 128000 objects
using 12-nearest neighbours, 300 times faster than the referenced implementation. How-
ever, in the following runs, using a strategy over the user-defined parameters, starting
with a higher number of k-nearest neighbours, the primary storage implementation was
even more faster. If the algorithm starts with a higher number of k-nearest neighbours,
and then, in the following runs, the number is adjusted downward, the runtime to query
the metric data structure for more k-nearest neighbours can be avoided, only executing
the SNN algorithm, which is significantly faster than the initial run, as it only takes 10%
of the runtime of the initial run. However, the improvement in these performance re-
sults may start to decrease as the dimensionality of a data set grows, since the theoretical
results of the time complexity of the kd-Tree involve the dimensionality of a data set,
which when not in a low dimensionality scenario, may start to affect the scalability of the
kd-Tree, compromising its performance and, consequently, the performance of the SNN.
Regarding these primary storage implementation results, a paper [FMPS12] with these
results was submitted and accepted on the INForum 2012, a Portuguese annual sympo-
sium on computer science, applied informatics and information technology.
On the other hand, the secondary storage implementation did not obtain such promis-
ing results as the primary storage implementation. It still got similar clustering results
for the used data sets, when compared to their respective benchmarks. However, only
with a three-dimensional data set with 128000 objects using 12-nearest neighbours, the
secondary storage approach was able to obtain a runtime of the initial run comparable
with the referenced implementation, improving the runtime in approximately 10%. With
fewer objects, only with 4000 and 8000 objects, the secondary storage approach got a
better runtime, with an improvement of approximately 5%. The referred strategy over
the user-defined parameters also applies to this secondary storage implementation. In
the experimental results, the following runs obtained a greater time than the initial run.
With 128000 objects and using 12-nearest neighbours, the following runs took less than
0.05% of the time of the initial run, where only the SNN algorithm is executed. It follows
that, this approach should also start with a higher number of neighbours, and then, the
SNN can have a bigger leeway regarding the number of neighbours that can be used and
that are stored in the database.
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Despite the fact that the DF-Tree does not have their time complexity evaluated, some
experimental results taken showed that the kd-Tree requires a lot more distance calcu-
lations than the DF-Tree. This leads to believe that the DF-Tree may handle more the
growth of the dimensionality of a data set, when compared with the kd-Tree. These as-
sertions could be validated by making several evaluations with data sets with a different
dimensionality.
So, to reinforce the results of this thesis, several evaluations could be done:
• evaluate the influence of the dimensionality of the data sets over the runtime. In this
experimental results, the runtime was evaluated with a three-dimensional data set
with numeric attributes. However, some experimental results could be obtained,
using data sets with more attributes, numerical or alphanumerical, to obtain a bet-
ter perception of how the growth of the dimensionality reduces the gains of the
implementations of the SNN using the primary and secondary storage approaches;
• evaluate the effect of the domain size of the data set attributes on the runtime. Ex-
perimental results could be obtained, using data sets that have attributes with a
larger domain size, in order to perceive the impact that it has over the runtime
of the implementations of the SNN using the primary and secondary storage ap-
proaches;
• evaluate the impact of using different data sets over the runtime. Every data set has
a clustering tendency and, consequently, an impact over the runtime of the SNN,
since every data set has a specific set of values for the user-defined parameters of
the SNN, that lead to specific clustering results. The goal would be to evaluate
how a specific data set with a specific set of values for the user-defined parameters
of the SNN has impact on the runtime of the implementations of the SNN using
the primary and secondary storage approaches, while evaluating the influence of
the variation of the values of the Eps and the MinPts, the remaining user-defined
parameters of the SNN.
Besides the above evaluations, since the scope of this thesis was later focused on spa-
tial data, some experimental results with spatial data metric data structures could have
be done, in order to evaluate the performance obtained with these type of metric data
structures, for instance, the R-Tree [Gut84]. The future work can involve evaluating the
performance with these type of metric data structures and, due to the results obtained
with the runtime of the primary storage implementation, some future work can also be
done towards the tuning of the user-defined parameters:
• auto-tuning - if there are enough resources to establish an evaluation criteria of the
clustering results, the SNN can be adjusted to make an auto-tuning of the user-
defined parameters, as it produces the clustering results, in order to find the best
possible clustering results in a timely manner;
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• interactive-tuning - this solution fits in the research area of Geovisual Analytics
[AAJ+07], which seeks to find ways to engage the user to provide computer sup-
port to solve spatial-related decision problems, by enhancing human capabilities to
reason and analyse the output that is given by the computer. The runtime obtained,
strengthens the idea of an interactive solution, where the interaction between the
user input of the values of the user-defined parameters of the SNN and the cluster-
ing results, can be done in a timely manner, going towards the idea of Geovisual
Analytics.
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