Abstract. Let D be the Wiener sausage of width ε around two-sided Brownian motion. The components of 2-dimensional reflected Brownian motion in D converge to 1-dimensional Brownian motion and iterated Brownian motion, resp., as ε goes to 0.
We proceed with the rigorous statement of our main result. We define "two-sided" Brownian motion by Informally speaking, our main result is that Re Y(c(ε)ε −2 t) converges in distribution to a Brownian motion independent of X 1 , where the constants c(ε) are uniformly bounded away from 0 and ∞ for all ε > 0.
Suppose that X 2 is a standard Brownian motion independent of X 1 . The process
{X(t)
df = X 1 (X 2 (t)), t ≥ 0} is called an "iterated Brownian motion" (IBM). We will identify R 2 with the complex plane C and switch between real and complex notation. Let be a metric on C[0, ∞) corresponding to the topology of uniform convergence on compact intervals.
Theorem 1. One can construct X
1 , X 2 and Y ε for every ε > 0 on a common probability space so that the following holds. There exist c 1 , c 2 ∈ (0, ∞) and c(ε) ∈ (c 1 , c 2 ) such that the processes {Re Y ε (c(ε)ε −2 t), t ≥ 0} converge in metric to {X 2 t , t ≥ 0} in probability as ε → 0. It follows easily that the processes {Im Y ε (c(ε)ε −2 t), t ≥ 0} converge in metric to the iterated Brownian motion {X t , t ≥ 0} in probability as ε → 0.
We would like to state a few open problems. (i) There are alternative models for cracks, see, e.g., Kunin and Gorelik (1991) . For which processes X 1 besides Brownian motion a result analogous to Theorem 1 holds? (ii) Can one construct Y ε so that the convergence in Theorem 1 holds in almost sure sense rather than in probability? (iii) Let B(x, r) = {y ∈ R 2 : |x − y| < r} and D(X 1 , ε) = t∈R B((t, X 1 t ), ε). Does Theorem 1 hold for D in place of D? (iv) Can Brownian motion on the Sierpiński gasket be constructed as a limit of reflected Brownian motions on ε-enlargements of the state space? The standard construction of this process uses random walk approximations, see, e.g., Barlow and Perkins (1988) , Goldstein (1987) and Kusuoka (1987) .
Let us outline the main idea of the proof of Theorem 1. Although the Wiener sausage has a constant width ε in the vertical direction, the width is not constant from the point of view of the reflected Brownian motion Y. Large increments of X 1 over short intervals produce narrow spots along the crack. We will relate the effective width of the crack to the size of X 1 increments and show that the narrow parts of the crack appear with large regularity due to the independence of X 1 increments. This gives the proof the flavor of a random homogenization problem. Our main technical tool will be the Riemann mapping as the reflected Brownian motion is invariant under conformal mappings. We would like to point out that the usually convenient "Brownian scaling" arguments cannot be applied in many of our proofs. The Brownian scaling requires a different scaling of the time and state space coordinates. In our model time and space for X 1 represent two directions in space for Y. In other words, the versions of Brownian scaling for X 1 and Y are incompatible.
The paper has two more sections. Section 2 contains a sketch of the construction of the reflected Brownian motion Y. The proof of Theorem 1 is given in Section 3. The proof consists of a large number of lemmas.
We would like to thank Zhenqing Chen and Ben Humbly for the most useful advice.
Preliminaries. First we will sketch a construction of the reflected Brownian motion Y in D.
We start by introducing some notation. Since we will deal with one-and two-dimensional Brownian motions, we will sometimes write "1-D" or "2-D Brownian motion" to clarify the statements.
The following definitions apply to D(η, ε) for any η, not necessarily X 2 . The resulting objects will depend on η, of course. Let D * = {z ∈ C : Im z ∈ (−1, 1)}. The Carathéodory prime end boundaries of D and D * contain points at −∞ and +∞ which are defined in the obvious way. Silverstein (1974) ; the proof seems to contain a gap; see Fitzsimmons (1989) for a correct proof; see also Theorem 6.2.1 in Fukushima, Oshima and Takeda (1994)).
We will denote the time-change by κ, i.e., Y(κ(t)) = f (Y * (t)). Unless indicated otherwise we will assume that Y * 0 = (0, 0). The above argument provides a construction of an RBM in D(η, ε) for fixed (nonrandom) η. However, we need a construction in the case when η is random, i.e., D = D(X 1 , ε). Let {S n , −∞ ≤ n ≤ ∞} be two-sided simple random walk on integers and let {S t , −∞ ≤ t ≤ ∞} be a continuous extension of S n to all reals which is linear on all intervals of the form [j, j + 1]. Next we renormalize S t to obtain processes cS kt / √ k which converge to X 1 in distribution as k → ∞. 
It is possible to show that when η k converge to η uniformly on compact subsets of R then RBM's in D(η k , ε) starting from the same point converge in distribution to an RBM in D(η, ε). It follows that when k → ∞ then (U k , Y k ) converges in distribution to a process whose first coordinate has the distribution of X 1 , i.e., two-sided Brownian motion. The distribution of the second component under the limiting measure is that of reflected Brownian motion in D(X 1 , ε). We will use letters P and E to denote probabilities and expectations for RBM in D when the function X 1 is fixed. In other words, P and E denote the conditional distribution and expectation given X 1 . They will be also used in the situations when we consider a domain D(η, ε) with non-random η. We will use P and E to denote the distribution and expectation corresponding to the probability space on which X 1 and Y are defined. In other words, E applied to a random element gives us a number while E applied to a random element results in a random variable measurable with respect to X 1 . For the convenience of the reader we state here a version of a lemma proved in Burdzy, Toby and Williams (1989) which is easily applicable in our argument below. The notation of the original statement was tailored for the original application and may be hard to understand in the present context. 
Proof. All we have to do is to translate the original statement to our present notation. The symbols on the left hand side of the arrow appeared in Lemma 6.1 of Burdzy, Toby and Williams (1989) . The symbols on the right hand side of the arrow are used in the present version of the lemma.
is bounded by c 2 . Since the diameter of M (0) is bounded by 4(c 1 + 2), we see that 4(c 1 + 2) + 2c 2 is a bound for the diameter of f (I). The cell C(0) is the union of sets M (a) for 0 ≤ a ≤ 1, the diameter of each of these sets is bounded by 4(c 1 + 2) and each of these sets intersects f (I). Hence, the diameter of C(0) is bounded by 12(c 1 + 2) + 2c 2 .
Lemma 3.
For every δ > 0 there exists 0 < c < ∞ with the following property. Suppose that η 1 , η 2 : R → R are continuous and
Proof. We will assume that ε = 1. The general case follows by scaling.
Step 1. First we show that for an arbitrary b > −∞ we can find By conformal invariance of planar Brownian motion, it will suffice to show that for sufficiently large negative c 2 , Brownian motion starting from f (0, 0) cannot hit W (−∞, c 2 ) before exiting D with probability greater than p 0 p 1 /2.
By Lemma 2 the diameter of M (0) is bounded by c 3 < ∞. Since f (0, 0) ∈ M (0) and 3 . Find large c 4 < ∞ so that the probability that Brownian motion starting from f (0, 0) will make a closed loop around B(f (0, 0), 2) before exiting B(f (0, 0), c 4 ) is greater than 1 − p 0 p 1 /2. If such a loop is made, the process exits D before hitting W (−∞, −c 3 − c 4 ). It follows that Brownian motion starting from f (0, 0) cannot hit W (−∞, −c 3 − c 4 ) before exiting D with probability greater than p 0 p 1 /2. This completes the proof of Step 1.
Step 2. In this step, we will prove the lemma for a = 0. Recall the notation ∂ − M (a, b) and ∂ − M * (a, b) from the proof of Lemma 2. Reflected Brownian motion (RBM) in D * starting from any point of M * (0) has a fiftyfifty chance of hitting
for some c 0 , c > −∞ and all η. An argument similar to that in the proof of Lemma 2 or Step 1 of this proof easily shows that for any z ∈ M η * (c , ∞), and so for any z ∈ W η * (c 0 , ∞), the probability that RBM in D * starting from z can hit M
Fix an arbitrarily small δ > 0. It is easy to see that for all v ∈ M * (−δ) we have
where 
Since f η 1 ((0, −1)) = (0, −1), and the same holds for f η 2 , we have
It follows that the last displayed formula is equal to
Let Y denote the RBM in D(η 1 , 1). In view of our assumption that η 1 and η 2 agree on the interval [c 1 , ∞), the last quantity is equal to
, so the last probability is bounded by p 2 (b). By retracing our steps we obtain the following inequality
This and (1) imply that f
. We have proved the lemma for a = 0.
Step 3. We will extend the result to all a ≥ 0 in this step.
The mapping g
. In order to finish the proof of the lemma it will suffice to show that 
.
and so v = h(z). The case Im v ≤ Im z can be treated in the same way. This completes the proof of Step 3 and of the entire lemma.
Recall the definitions of cells and worms from the beginning of this section. Let K − (a 1 , a 2 ) be the number of cells C(k), k ∈ Z, which lie in the worm W (a 1 , a 2 ) and let K + (a 1 , a 2 ) be the number of cells which intersect the same worm. The cell count is relative to the conformal mapping establishing equivalence of D * and D. We will say that a conformal mapping f :
Lemma 4.
There exists c 1 < ∞ with the following property. Suppose that a 1 < a 2 and Proof. Let c 2 be such that the cell diameter is bounded by c 2 ε (see Lemma 2) . According to Lemma 3 we can find c 3 so large that if η 3 
for a ≥ 0 and similarly with the roles of η 1 and η 3 reversed. We can assume without loss of generality that η 1 
The conformal functions f used to define conformal equivalence of D * and D(η, ε) in the proof of Lemma 3 have the property that f ((0, −1)) = (0, −ε), by assumption. In order to be able to apply Lemma 3 we introduce functions f n :
. Lemma 3 now applies with a suitable shift. Let j 0 and j 1 be the smallest and largest integers k with the property
and
assuming that these sets are defined relative to f n 's. This implies that K
It is easy to see that by switching from the mapping f n to any admissible mapping we change the number K
with the usual choice of conformal mappings.
The analogous estimate applies to η 3 and η 2 , by the symmetry of the real axis. Thus K
The proof of the inequality K
Before stating our next lemma we introduce some notation. Recall that {X 1 (t), −∞ < t < ∞} is a one-dimensional Brownian motion with X 1 (0) = 0. Suppose ε > 0 and let
Proof. First we will assume that ε = 1. Since S k − S k−1 is bounded by 1/4, we have for
We see that for λ ∈ (0, 1/2) and n ≥ 2,
Let a = n/b and λ = 1/b to see that for a ≥ 1/b,
For all x > 4,
Putting (2) and (3) together, for a ≥ 2/b and y > 0,
Let a = (128c 4 ) −1 y. Since a has to be bigger than 2/b and b > 2, the following estimate holds for y > 128c 4 ,
We conclude that for all k, b ≥ 1,
By Brownian scaling, the distribution of
Let c 0 be the constant defined in Lemma 2, i.e., c 0 is such that the cell diameter is bounded by c 0 ε.
) is the number of cells C(k), k ∈ Z, which lie inside (intersect) the worm W (a 1 , a 2 ). 2 ) before exiting B(z, c 2 ε 2 ). Note that c 2 may be chosen so that it does not depend on ε > 0 and z ∈ C.
Proof. (i) Find
Let
holds we let b
2 ) with probability greater than 1 − p/2. Since the diameter of Γ k j is bounded by ε 2 , the chance of making a closed loop around z n m before exiting D is less than p/2 assuming (n, m) = (k, j). By conformal invariance, the probability that 2-D Brownian motion starting from
Note that P(C k ) = p 1 for some absolute constant p 1 > 0 and so for small ε,
This implies that for k ≥ 1,
(iii) Fix some p 0 < 1 such that for every a ∈ R and z ∈ M * (a), the probability that planar Brownian motion starting from z will hit M * (a − 1) ∪ M * (a + 1) before exiting from D * is less than p 0 . By conformal invariance of Brownian motion, the probability that Brownian motion starting from z ∈ M (a) will hit M (a − 1) ∪ M (a + 1) before exiting from D is less than p 0 . We choose ρ > 0 so small that the probability that Brownian motion starting from any point of B(x, rρ) will make a closed loop around B(x, rρ) inside B(x, r) \ B(x, rρ) before exiting B(x, r) is greater than p 0 . Suppose that two Jordan arcs V 1 and V 2 have endpoints outside B(x, r) and they both intersect B(x, rρ). Then Brownian motion starting from any point of V 1 ∩ B(x, rρ) will hit V 2 before exiting B(x, r) with probability greater than
We slightly modify the definition of S k 's considered in Lemma 4 by setting S 0 = a 1 − c 0 ε. The rest of the definition remains unchanged, i.e.,
We will connect points (
) and (S k+1 , X 1 (S k+1 )) will have centers on the line segments
Here [X 1 (S k ), X 1 (S k+1 )] denotes the interval with endpoints X 1 (S k ) and X 1 (S k+1 ), not necessarily in this order since X 1 (S k+1 ) may be smaller than X 1 (S k ). Let J be the smallest k such that S k ≥ a 2 + c 0 ε. It is elementary to check that we can choose the balls so that
The total number m of balls needed to connect all points (
In the notation of Lemma 5,
Since cell diameter is bounded by c 0 ε (Lemma 1), none of cells which touch
Lemma 7. There exist constants
) are non-decreasing we immediately obtain the following corollary:
converge to identity in the metric of uniform convergence on compact intervals, in probability as ε → 0.
Proof. Let c 3 be the constant defined in Lemma 4. Suppose that α > c 3 is a large positive constant; we will choose a value for α later in the proof. Let a k = k(2c 3 + α)ε for integer k. Let η k be the continuous function which is equal to
k are independent and identically distributed. According to Lemma 6,
Hence
α where c 7 (ε) are uniformly bounded away from 0 and ∞ for all ε.
Fix some d > 0 and let k 0 be the largest integer such that
We use Chebyshev's inequality and (4) to see that for arbitrary δ, p > 0 one can find ε 0 > 0 such that for ε < ε 0 ,
In the same way we obtain
The maximum cell diameter is bounded by c 8 ε according to Lemma 2. A cell must and so,
Then for sufficiently small ε > 0,
Since δ and p can be taken arbitrarily small and α can be taken arbitrarily large, a comparison of (5) with the last inequality easily implies the lemma.
Lemma 8. There exists c < ∞ such that for all b > 0 and small ε,
Proof. Fix some b > 0. Let G * A (x, y) be Green's function for the reflected Brownian motion (RBM) in D * killed on exiting A ⊂ D * . We define in an analogous way G A (x, y) to be Green's functions for RBM in D killed on exiting A ⊂ D. The Green function is conformal invariant so
Lemma 7 implies that for any p < 1 and c 1 > 0 we can find small ε 0 such that for ε < ε 0 we have
with probability greater than p.
Suppose that x ∈ W * (0). Lemma 2 and (6) easily imply that for small ε, Re x belongs to the interval with endpoints
with P-probability greater than p. If this event occurs and (6) holds then
. By conformal invariance,
, for small ε with probability greater than p. Since the area of W (−b/2, b/2) is equal to bε we obtain for x ∈ W (0) with P-probability greater than p,
Next we derive a similar estimate for the conditioned process. Assume that (6) is true. Then the process starting from a point of W (b/2) has at least 1/8 probability of hitting W (−b) before hitting W (b) and the probability is even greater for the process starting from W (−b/2). The probability of hitting W (−b/2) before hitting W (b/2) for the process starting from W (0) is very close to 1/2. The Bayes' theorem now implies that for the process starting from a point of W (0) and conditioned to hit W (−b) before hitting W (b), the chance of hitting W (b/2) before hitting W (−b/2) is between 1/16 and 15/16. We have therefore, assuming (6) and using (7),
Let A denote the event in (6). Using Lemma 6 and assuming that p is large we obtain,
Again by Lemma 6,
Lemma 9.
Suppose that η is a continuous function, ε > 0 and D = D(η, ε) . Assume that the diameter of M (a − 1, a + 1) is not greater than d. There exists c 1 < ∞ independent of η and ε such that for all a ∈ R and all x ∈ M (a),
Proof. Since the diameter of M (a − 1, a + 1) is bounded by 1, there exists t 1 < ∞ such that 2-D Brownian motion starting from any point of M (a − 1, a + 1) will exit this set before time t 1 with probability greater than 1 − p 1 /2. It follows that the reflected Brownian motion in D starting from any point z of L ∩ M (a − 1, a + 1) can hit M (a − 1) ∪ M (a + 1) before time t 1 and before hitting the boundary of D with probability greater than p 1 /2.
Let t 2 = t 0 + t 1 . Our argument so far has shown that the process Y starting from x will hit M (a − 1) ∪ M (a + 1) an hence exit the set M (a − 1, a + 1) before time t 2 with probability greater than p 2 df = p 0 p 1 /2. By the repeated application of the Markov property at times t Note that the estimates are independent of η and ε and so we can apply them for all d with appropriate scaling.
Let ν * a denote the uniform probability distribution on M * (a) and let ν a = ν * a • f −1 . For a planar set A, its area will be denoted |A|.
Lemma 10.
There exists c 1 < ∞ such that for all a, 
Note {d k } is simple symmetric random walk. Fix some sequence (j 0 , j 1 , j 2 , . . .) of integers such that j 0 = 0 and |j k − j k−1 | = 1 for all k. We will denote the event {d k = j k , ∀k} by J * .
Note that if |j − k| = 1 thenk = 2j − k is different from k and |k − j| = 1. For j and k such that |j − k| = 1 we define g j,k (x, y) for x ∈ M * (j) and y ∈ M * (k) by
Recall that ν * a denotes the uniform probability distribution on M * (a). It is easy to see that there exists c 1 < ∞ such that for all j, k, such that |j − k| = 1 and all
It follows that for all x 1 , x 2 ∈ M * (j k ) and y ∈ M * (j k+1 ),
< c 1 and so
(dy).
We now introduce a few objects for the reflected Brownian motion in D which are completely analogous to those defined for
The d k 's are the same for Y and Y * because Y is an appropriate time-change of f (Y * ). The event {d k = j k , ∀k} will be called J in this new context. We obtain from (9),
where
Lemma 10 yields
and so
If we remove the conditioning on F (T k ), apply again (10) and Lemma 10, we obtain the following estimate for all m ≥ k + 1 and k ≥ 2,
By Lemma 9 for all m ≥ 0,
and so, by Cauchy-Schwarz inequality, for any k ≥ 1, m ≥ 0,
This and Lemma 2 imply
Fix some integers I a < 0 and I b > 0 and let k 0 be the smallest integer such that (11) and (12) to derive the following estimate, 
Before we go to the next step of the proof we note that the last estimate applies not only to y 0 ∈ M (0) but to y 0 ∈ W (0) as well. To see this, note that if y 0 ∈ W (0) then y 0 ∈ M (k 1 ) where k 1 is not necessarily an integer. Then T k 0 represents the exit time from
Step 2. 
The probability of {T (W (−a)) < T (W (b))} is bounded below by
K − (0, b)/(K + (−a, 0) + K + (0, b)). Thus E y 0 (τ (W (−a, b)) 2 | T (W (−a)) < T (W (b))) ≤ E y 0 τ (W (−a, b)) 2 (K + (−a, 0) + K + (0, b))/K − (0, b) ≤ E y 0 T 2 k 0 (K + (−a, 0) + K + (0, b))/K − (0, b) ≤ c 17 |I a I b |(a + b) 2 ε 2 (K + (−a, 0) + K + (0, b))/K − (0, b) ≤ c 18 K + (−a, 0)K + (0, b)(a + b) 2 ε 2 (K + (−a, 0) + K + (0, b))/K − (0, b) = c 18 (a + b) 2 ε 2 K + (−a, 0) 2 K + (0, b) K − (0, b) + K + (−a, 0)K + (0, b) 2 K − (0, b) .
Lemma 6 implies that
We obtain in a similar way
The following definitions are similar to those used in the proof of Lemma 11 but not identical to them. Suppose that 
Recall that the process Y is constructed as a time-change of f (Y * ) and so d k 's are the same for Y and Y * . The event
Lemma 12.
There exist ε 0 , c 1 , c 2 ∈ (0, 1) such that
For small ε, the sets W * (jb) and W * (kb) are separated by at least two cells in D * , by Lemma 2. This and (8) easily imply that there exists c 1 < ∞ such that for all j, k, such that |j − k| = 1 and all
By the strong Markov property,
We will prove by induction on k that there exist constants 0 < c 1 , c 2 < 1 such that for all x 1 , x 2 ∈ W * (0) and
It is elementary to verify that the inequality holds for k = 1 and some c 1 , c 2 ∈ (0, 1) using (8) and the fact that W * (0) and W * (j 1 b) are separated by at least two cells for small ε.
We proceed with the proof of the induction step. Assume that (15) holds for k. We have from (13),
for some constant
. We can adjust c 1 and c 2 in (15) for the case k = 1 so that c 2 ≥ 1 − c 2 3 . Lemma 1 implies in view of (14), (15) and (16) that
. This completes the proof of the induction step. We conclude that (15) holds for all k. Formula (15) easily implies
for x 1 , x 2 ∈ W * (0) and y ∈ W * (j k b), with c 4 , c 5 ∈ (0, 1). Now we will translate these estimates into the language of reflected Brownian motion in D. Recall the definition of T k 's and J given before the lemma. The function h k (x, y) has been defined for
The conformal invariance of reflected Brownian motion allows us to deduce from (17) and (18) that for
Remark 2. We list two straighforward consequences of the last lemma. (i) An application of the strong Markov property shows that for m < k, x ∈ W (0),
(ii) By averaging over appropriate sequences {j k } we obtain the following estimate. For every a, b > 0 and δ > 0 we can find small ε 0 > 0 such that for ε < ε 0 , x 1 , x 2 ∈ W (0) and y ∈ W (−a), 
Remark 2 (ii) and the strong Markov property imply that the Radon-Nikodym derivative for P x 1 and P x 2 distributions of the post-τ (W (−a, d) ) process is bounded below and above by 1 − δ 1 and 1 + δ 1 for all x 1 , x 2 ∈ W (0) provided ε is small. Suppose x 1 = (0, 0). We use Lemma 11 to see that
Since a and δ 1 can be taken arbitrarily small, the following estimate holds for any δ 2 > 0 provided ε is sufficiently small,
Lemma 11 applied with a = b shows that
Lemmas 8 and 11 imply that the random variables 
The first formula of the lemma now follows easily from the Chebyshev inequality. The second formula follows by symmetry. The last two formulae follow in a similar way. The only thing to be checked is that the normalizing constants c(ε) may be chosen the same for the the last two formulae as for the first ones. This, however, can be deduced from (21) 
We consider a sequence (j 0 , j 1 , j 2 , . . .) of integers such that j 0 = 0 and |j k − j k−1 | = 1 for all k. The event {d k = j k , ∀k} is denoted by J .
Lemma 14.
There exists c < ∞ such that for all b > 0, integers n > 1 and sufficiently
Proof. We start with an estimate for the covariance of T m − T m−1 and
These inequalities imply that
This, (22) and an application of the strong Markov property at T m+1 yield
Hence we obtain
In order to estimate EΞ 1 we apply Lemma 11 to see that
We obtain
Next we estimate EΞ 2 . We use Lemma 11 again to obtain
We conclude that
We will need two estimates involving downcrossings of 1-dimensional Brownian motion. For convenience we will state the next lemma in terms of a special Brownian motion, namely Re Y * . Let U * (x, x+a, t) be the number of crossings from x to x +a by the process Re Y * before time t. 
hold with probability greater than 1 − p/4 then |1 − S/(M ζ 2 )| < δ with probability greater than 1 − p.
(ii) Let
with probability greater than 1 − p. 
Let S 1 = (1 − δ)M ζ 2 and suppose that j 0 is a large integer whose value will be chosen later in the proof. The following eqalities hold in the sense of distributions,
Suppose that γ is so small that (δ
M with c 1 so large that the probability that the Brownian motion hits (j 0 + 1 − γ)ζ or (j 0 + γ)ζ before time S 1 is less than p/16. With this choice of j 0 , the sum
is equal to 0 with probability exceeding 1 − p/16. Recall that a → L a 1 is almost surely continuous and has a finite support, and
Hence, we can increase the value of c 1 , if necessary, and choose sufficiently large M so that
with probability greater than 1 − p/16. Then
with probability greater than 1 − p/16.
Then assume that ζ is so small that e −cλ ≤ p/16. In view of (23) we have
with probability greater than 1 − e −cλ ≥ 1 − p/16. Combining (24) with the estimates following it we see that
with probability greater than 1 − 3p/16. The function s → U * ((j + γ)ζ, (j + 1 − γ)ζ, s) is non-decreasing, so if we assume that
for some random variable S with probability less than p/4 then it follows that S ≥ S 1 = (1 − δ)M ζ 2 with probability greater than 1 − 3p/16 − p/4 > 1 − p/2. We can prove in a completely analogous way that S ≤ (1 + δ)M ζ 2 with probability greater than 1 − p/2. This easily implies part (i) of the lemma.
(ii) We leave the proof of part (ii) of the lemma to the reader. The proof proceeds along the same lines as the proof of part (i), i.e., it uses an approximation of the number of upcrossings by the local time and the continuity of the local time as a function of the space variable. 
Proof. Find large M 0 as in Lemma 15 (i) with δ replaced by η = η 0 /2 of Lemma 15 (ii). Then suppose that b < M −1/2 0 /2. Let N 0 be so large that the process Y * starting from a point of M * (0) will cross from −a to a more than R times before hitting −N 0 a/4 or N 0 a/4 with probability greater than 1 − p (N 0 does not depend on a by scaling). By Lemma 7, if ε is sufficiently
with probability greater than 1 − p. The conformal invariance of reflected Brownian motion then implies that for x ∈ W (0),
with P x -probability greater than 1 − 2p. Suppose that N 1 is greater than N 2 in Lemma 15 (ii). Let c(ε) be the constants from Lemma 7, let ξ = bc
and recall that b j = jb/N 1 . Suppose that γ > 0 is less than both constants γ 0 of parts (i) and (ii) of Lemma 15. Let c 1 < ∞ be so large that the diameter of a cell is bounded by c 1 ε, as in Lemma 2. We invoke Lemma 7 to see that there exists ε 0 > 0 so small that all of the following inequalities
hold simultaneously with probability greater than 1 − p provided ε < ε 0 . Inequalities (26) imply that for all 
Lemma 15 (i) implies that with probability greater than 1 − 4p,
We apply similar analysis in order to compare the crossings of intervals ((j − γ)ξ, (j + 1+γ)ξ). An upcrossing of ((j −γ)ξ, (j +1+γ)ξ) by Re Y * must correspond to an upcrossing of (b j , b j+1 ) by Re Y, assuming (26). The number of upcrossings of (b j , b j+1 ) by Re Y does not exceed the number of upcrossings of ((j + γ)ξ, (j + 1 − γ)ξ) by Re Y * . This, (27) and Lemma 15 (ii) yield
Since (27) holds with probability greater than 1 − 4p, the probability of the event in the last formula is not less than 1 − 5p provided b and ε are small and N 1 is large.
Recall T R from the last lemma. Proof. We will only consider the case t = 1. Take any p, δ 1 ∈ (0, 1). Choose b > 0 and N 1 which satisfy Lemma 16. We will impose more conditions on these numbers later in the proof. First of all, we will assume that b 2 /p < δ 1 . Take any δ > 0 with δ < δ/p < δ 1 . Recall a large integer N 0 from the proof of Lemma 16 so that we have
for x ∈ W (0) with P x -probability greater than 1 − 2p. A similar estimate can be obtained for N j 's. Note that in order to derive the last estimate we had to make assumptions (28), (29) and (30). They all hold simultaneously with probability greater than 1 − 4p. Hence, in view of (32),
with probability greater than 1 − 4p. Next we derive the opposite inequality. We have 
