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Abstract. The Spencer cohomology of certain Z-graded Lie superalgebras are completely
computed. This cohomology is interpreted as analogs of Riemann and Penrose tensors
on supermanifolds. The results make it manifest that there is no simple generalization of
Borel-Weil-Bott’s theorem for Lie superalgebras.
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Introduction
Structure functions
The main object of the study of Riemannian geometry is the properties of the Riemann
tensor, which in turn splits into the Weyl tensor, the traceless Ricci tensor, and the scalar
curvature. All these tensors are obstructions to the possibility of “flattening” the manifold
on which they are considered. The word “splits” above means that at every point of the
Riemannian manifold Mn for n 6= 4 the space of values of the Riemann tensor constitutes
an O(n)-module which splits into the sum of three irreducible components (for n = 4 there
are four of them, because the Weyl tensor splits additionally in this case) [ALV, Kob].
More generally, let G ⊂ GL(n) be any Lie group, not necessarily O(n). A reduction of
the principal GL(n)-bundle on M to the principal G-bundle is called a G-structure on M .
Recall that on a manifold with a G-structure there is a canonical connection. For a
Riemannian manifold this is the Levi-Civita connection. The so-called structure functions
(SFs) constitute the complete set of obstructions to integrability of the canonical connection
or, in other words, to the possibility of local flattening of a manifold with G-structure. The
Riemann tensor is an example of a SF. Among the most known other examples of SFs are
the following ones:
• a conformal structure, G = O(n)× R∗, SFs are called the Weyl tensor ;
• Penrose’s twistor theory, G = S(U(2)× U(2))× C∗, SFs-Penrose’s tensors — split
into two components called the “α-forms” and “β-forms”;
• an almost complex structure, G = GL(n;C) ⊂ GL(2n;R), SFs are called the Nijen-
huis tensor ;
• an almost symplectic structure, G = Sp(2n), no accepted name for SFs.
Spencer cohomology groups
Recall necessary definitions [St, Gu].
The simplest G-structure is the flat G-structure defined as follows. Let V be Kn with
a fixed frame. Consider the bundle over V whose fiber over v ∈ V consists of all frames
obtained from the fixed one under the G-action, V being identified with TvV .
Obstructions to identification of the (k + 1)-st infinitesimal neighborhood of a point
m ∈ M on a manifold M with G-structure and that of a point of the flat manifold V
with the above G-structure are called structure functions of order k. The identification is
performed inductively and is possible provided the obstructions of lesser orders vanish. At
each point of a manifold M SFs take values in certain cohomology groups, called Spencer
cohomology groups. The corresponding complex is defined as follows. Let SiV denote the
i-th symmetric power of a vector space V and Lie(G) denote the Lie algebra of the Lie group
G. Set g−1 = TmM, g0 = g = Lie(G) and for i > 0 put:
gi = {X ∈ Hom(g−1, gi−1) : X(v)(w, . . .) = X(w)(v, . . .) for any v, w ∈ g−1}
= (g0 ⊗ S
i(g−1)
∗) ∩ (g−1 ⊗ S
i+1(g−1)
∗).
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Now set g∗(g−1, g0) = ⊕i≥−1gi. Suppose that the g0-module g−1 is faithful .
Then g∗(g−1, g0) ⊂ vect(n) = derK[[x1, . . . , xn]], where n = dim g−1. It can be verified
that the Lie algebra structure on vect(n) induces such a structure on g∗(g−1, g0). The Lie
algebra g∗(g−1, g0), usually abbreviated g∗, will be called the Cartan prolongation of the
pair (g−1, g0).
Let EiV be the i-th exterior power of a vector space V . Set
Ck,sg0 = gk−s ⊗ E
s(g∗−1).
Define the differentials ∂k,sg0 : C
k,s
g0
−→ Ck,s+1g0 as follows: for any g1, . . . , gs+1 ∈ g−1
(∂k,sg0 f)(g1, . . . , gs+1) =
∑
i
(−1)i[f(g1, . . . , ˆgs+1−i, . . . , gs+1), gs+1−i] (1)
As expected, ∂k,sg0 ∂
k,s+1
g0
= 0. The cohomology of bidegree (k, s) of this complex is called the
(k, s)-th Spencer cohomology group Hk,sg0 . It turns out that structure functions of order k
on a manifold M with G-structure are sections of certain vector bundles over M with fiber
over a point m ∈M isomorphic to Hk,2g (TmM), where g = Lie(G).
Generalized conformal structures
A generalization of the notion of conformal structure is a G-structure of type X , where X
is a classical space, i.e., an irreducible compact Hermitian symmetric space (CHSS). These
G-structures were introduced and intensively studied by A. Goncharov, who calculated the
corresponding structure functions [G1, G2]. In his examples G is the reductive part of
the stabilizer of a point of X . The usual conformal structure is the one that corresponds to
X = Qn, a quadric in the projective space. The complex grassmannian X = Gr
4
2 corresponds
to Penrose’s twistors.
Recall that Penrose’s idea is to embed the Minkowski space M4 into the complex Grass-
mann manifold Gr42 of planes in C
4 (or straight lines in CP3) and to express the conformal
structure on M4 in terms of the incidence relation of the straight lines in CP3 [Pe].
The conformal structure onM4 is given by a field of quadratic cones in the tangent spaces
to the points of M4. In Penrose’s case these cones possess two families of two-dimensional
flat generators, the so-called “α-planes” and “β-planes.” The geometry of these families is
vital for Penrose’s considerations. In particular, the Weyl tensor gets a lucid description in
terms of these families.
It is interesting to include 4-dimensional Penrose theory into a more general theory of
geometric structures. A. Goncharov has shown that there is an analogous field of quadratic
cones for any irreducible compact Hermitian symmetric space X of rank greater then one
[G2].
Let S be a simple complex Lie group, P its parabolic subgroup with the Levi decomposi-
tion P = GN , i.e., G is reductive and N is the radical of P . As one knows [He], N is Abelian
if and only if X = S/P is a CHSS, and in this case G = G0 × C
∗, where G0 is semisimple.
Let Px = GxNx be the Levi decomposition of the stabilizer of x ∈ X in S. Denote by Cx
the cone of highest weight vectors in the Gx-module TxX , i.e., each element in Cx is highest
with respect to some Borel subgroup in Gx. Since s ∈ S transforms Cx to Csx, then with X
there is associated the cone C(X) ⊂ Te¯X , where e¯ is the image of the unit e ∈ S in X .
Let rk(X) > 1, i.e., X 6= CPn. Then on a manifold M a generalized conformal structure
of type X is given if M is endowed with a family of cones Cm and C-linear isomorphisms
Am : Te¯X −→ TmM such that Am(C(x)) = Cm.
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Goncharov has shown that a manifold M with generalized conformal structure of type
X is a manifold with a G˜-structure, where G˜ is a group of linear automorphisms of the cone
C(X) and the connected component of the identity of this group is precisely G [G2].
The case of a simple Lie algebra g∗ over C
The following remarkable fact, though known to experts, is seldom formulated explicitly
[LRC, KN].
Proposition. Let K = C, g∗ = g∗(g−1, g0) be simple. Then only the following cases
are possible:
1) g2 6= 0, then g∗ is either vect(n) or its special subalgebra svect(n) of divergence-free
vector fields, or its subalgebra h(2n) of Hamiltonian vector fields.
2) g2 = 0, g1 6= 0, then g∗ is the Lie algebra of the complex Lie group of automorphisms
of a CHSS (see §3).
Let R(
∑
i aipii) be the irreducible g0-module with the highest weight
∑
i aipii, where pii
is the i-th fundamental weight.
Theorem (Serre [St]). In case 1) of Proposition SFs can only be of order 1. More
precisely: for g∗ = vect(n) and svect(n) SFs vanish, for g∗ = h(2n) nonzero SFs are R(pi1)
for n = 2, and R(pi1)⊕ R(pi3) for n > 2.
When g∗ is a simple finite dimensional Lie algebra over C computation of SFs becomes
an easy corollary of the Borel-Weil-Bott (BWB) theorem in a form due to W. Shmid [Sh],
cf. work of A. Goncharov [G2]. Indeed, by definition,
⊕kH
k,2
g0
= H2(g−1, g∗).
The BWB theorem implies that as a g0-module, H
2(g−1, g∗) has as many components as
H2(g−1). Thanks to commutativity of g−1 one has H
2(g−1) = E
2g∗−1, which facilitates the
count of components. The BWB theorem also gives the formula for the highest weights of
these components.
Reduced structures
Let X = S/P , where Lie(S) = g∗ = g−1 ⊕ g0 ⊕ g1 and Lie(P ) = g0 ⊕ g1, be a CHSS.
Let gˆ0 be the semisimple part of g0 = Lie(G). A Gˆ-structure, where Lie(Gˆ) = gˆ0, will be
referred to as a Riemannian structure of type X. To reduce the structure group G to its
semisimple part Gˆ is an action similar to distinguishing a metric from a conformal class on
a conformal manifold.
The structure functions of the Gˆ-structures form an analogue of the Riemann tensor
for the metric. They include the structure functions of the G-structure and several other
irreducible components, some of which are analogues of the traceless Ricci tensor or the
scalar curvature.
More precisely, the structure functions of the G-structure are defined as the part of the
structure functions of the Gˆ-structure obtained by a reduction of the G-structure that does
not depend on the choice of reduction. In other words, this is a generalized conformally
invariant part of the structure functions of the Gˆ-structure.
Since in the case of the Riemannian structure g∗(g−1, gˆ0) = g−1 ⊕ gˆ0,then there only
exist SFs of orders 1 and 2. Though the BWB theorem doesn’t work in this case, SFs are
describable thanks to the following proposition:
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Proposition. [G2]. 1) H1,2
gˆ0
= H1,2g0 ;
2) H2,2
gˆ0
= H2,2g0 ⊕ S
2(g∗−1).
The Riemannian structure in the classical case of Riemannian geometry will be considered
next.
Einstein equations
Let G = O(n). In this case g1 = g−1 and a 1-dimensional subspace is distinguished in
S2(g−1)
∗. The sections through this subspace constitute a Riemannian metric g on M . The
usual way to determine a metric on M is to define a matrix-valued function, but actually
this function with values in symmetric matrices depends only on one functional parameter.
The values of the Riemann tensor at a point of M constitute an O(n)-module H2(g−1, g∗),
which contains a trivial component. Let a section through it be denoted by R. This trivial
component is naturally realized as a submodule in a module isomorphic to S2(g−1)
∗.
Thus, there exist two matrix-valued functions: g and R, both preserved by O(n). Now
let R correspond to the Levi-Civita connection. The process of restoring R from g involves
differentiations and in this way one gets a nonlinear pde, which constitutes one of the two
conditions called Einstein equations [L4, LSV, LPS]:
R = λg, where λ ∈ R. (EE0)
The other condition is that the other component belonging to S2(g−1)
∗, the traceless Ricci
tensor Ric, vanishes:
Ric = 0. (EEric)
There is a close relation between G-structures and so-called F -structures, which are also
of interest, in particular, because of their application to Penrose’s geometry. This relation
will now be explained.
F-structures and their structure functions
Recall that the notion of F -structure is a generalization of the notion of distribution, i.e.,
a subbundle in TM and the SFs of an F -structure generalize the notion of the Frobenius
form [G2].
Let V = TmM , F ⊂ Grk(V ) be a manifold with a transitive action of a subgroup
GF ⊂ GL(V ), F(M) be a subbundle of Grk(TM), where the fiber of Grk(TM) is Grk(TmM).
The bundle F(M) −→ M is called an F-structure on M , if for any point m of M there
is a linear isomorphism Im : V −→ TmM , which induces a diffeomorphism Im(F ) = F(m).
A submanifold Z ⊂ M of dimension k such that TzZ ⊂ F(z) for any z ∈ Z is called an
integral submanifold. An F -structure is integrable if for any z ∈ Z and for any subspace
V (z) ⊂ F(z) there is an integral manifold Z with TzZ = V (z).
SFs of an F -structure are defined as follows. For f ∈ F let Vf ⊂ V be the subspace
corresponding to f . Set
(TfF )−1 = V/Vf , (TfF )0 = TfF.
Define
(TfF )s = ((TfF )s−1 ⊗ V
∗
f ) ∩ ((TfF )s−2 ⊗ S
2V ∗f )
for s > 0, and
Ck,sTfF = (TfF )k−s ⊗ E
sV ∗f
Define the differentials as in (1). Then the cohomology groupsHk,sTfF are naturally defined.
It turns out that the obstruction to integrability of order k of an F -structure on a manifold
M is a section of a certain vector bundle over F(M) with fiber over a point ψ ∈ F(m)
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isomorphic to Hk,2T
I
−1
m (ψ)
F . Moreover, there exists a map H
k,s
gF
−→ Hk,sTfF , where gF = Lie(GF )
[G2].
The relation between SFs of a GF -structure and the obstructions to integrability of an
F -structure generalizes a theorem of Penrose, which states that the anti-selfdual part of the
Weyl tensor on a 4-dimensional manifold with a conformal structure vanishes if and only if
α-surfaces exist, in other words, the metric is α-integrable [AHS, Gi].
More precisely, for a generalized conformal structure of type X , where X = Grm+nm (C),
there exist two families of m and n-dimensional flat generators–analogues of Penrose’s α-
planes and β-planes. When neither m nor n is equal to 1, i.e., the grassmannian is not a
projective space, SFs decompose into the direct sum of two components, which are analogues
of the self-dual and anti-self-dual parts of the Weyl tensor on a 4-dimensional manifold with
a conformal structure. The integrability of each of two families of generators is equivalent
to the vanishing of the corresponding component of the SFs.
Structure functions on supermanifolds
The necessary background on Lie superalgebras and supermanifolds is gathered in [L1,
L2, L3, K1, M].
The classical superspaces (homogeneous compact Hermitian symmetric superspaces),
which are the super analogues of CHSS, considered by Goncharov, are listed in [S1].
The above definitions of SFs are generalized to Lie superalgebras via the sign rule. How-
ever, in the super case new phenomena appear, which have no analogues in the classical
case:
• Cartan prolongations of (g−1, g0) and of (Πg−1, g0) are essentially different;
• faithfulness of the g0-action on g−1 is violated in natural examples of supergrass-
mannians of subsuperspaces in an (n, n)-dimensional superspace when the center
z of g0 acts trivially. This will be explained in §9.
• the formulation of Serre’s theorem and of the Proposition of §4 fails to be literally
true for Lie superalgebras.
Description of results
In Chapter 1 I compute the SFs for the odd analogue of the metric on the supermanifolds
and for several related G-structures (see §2 of Chapter 1). In this case g0 = Lie(G) is
the periplectic Lie superalgebra, the special periplectic Lie superalgebra, or their central
extensions. It turns out that unlike the classical case of Riemannian geometry, the g0-module
Hk,2g0 is not completely reducible, and I describe the Jordan-Ho¨lder series for this module.
Thus, my computations show that there is no analogue of (EE0) for the odd metric.
In Chapter 2 and Chapter 3 I obtain an explicit description of the Spencer cohomology
groups Hk,2g0 for simple finite-dimensional complex classical Lie superalgebras endowed with
Z-grading of depth 1: g = ⊕i≥−1gi, where g0 is the zero-th part of the grading.
It is known [K2, S2] that all such Z-gradings are of the form g = g−1⊕g0⊕g1, except for
the case when g is the special periplectic superalgebra considered in Chapter 1. Thus, the
cohomology groups Hk,2g0 constitute the space of values of SFs of G-structures corresponding
to homogeneous compact Hermitian symmetric superspaces, where G is a reductive complex
Lie supergroup of classical type and g0 = Lie(G). The groups H
k,2
gˆ0
correspond to structures
of Riemannian type.
An important particular case is g = sl(m|n), where m 6= n, corresponding to general
supergrassmannians.
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In Chapter 2 I consider a Z-grading of g for which g0 is a reductive Lie algebra. Thus,
the g0-module H
k,2
g0
is completely reducible, and for m,n > 2 decomposes into the direct sum
of two irreducible components — super analogues of Penrose’s tensors for the usual complex
grassmannians (see Theorem 3.1 of Chapter 2).
The case g = sl(n|n) is also interesting, because I discovered a phenomenon which has
no an analogue in the classical case. Indeed, the center z of g0 acts trivially on g−1. If one
retains the same definition of the Cartan prolongation, then it has the form of the semidi-
rect sum S∗(g∗−1)⊂+ g∗(g−1, g0/z) (the ideal is S
∗(g∗−1)) with the natural Z-grading and Lie
superalgebra structure, but this Lie superalgebra is not a subsuperalgebra of vect(dim g−1)
anymore (see Theorem 1.1 of Chapter 2).
In Chapter 3 I describe the Spencer cohomology groups for the other Z-gradings of depth
1 of sl(m|n) and psl(n|n) (see Theorem 1.4 and Theorem 1.5 of Chapter 3). These theorems
show that the superspace of SFs can be not completely reducible, and I get the answer in
terms of nonsplit exact sequences of g0-modules.
Finally, in the cases when m or n are equal to 1, I get SFs of the Lie superalgebra of
vector fields vect(m|n) or of divergence-free vector fields svect(m|n) (see Theorem 2.1 of
Chapter 2 and Theorem 1.3 of Chapter 3).
Theorem 2.3 of Chapter 3 shows that the SFs for queer grassmannians constitute a
module looking exactly the same as that for grassmannians of generic dimensions.
The case g = osp(m|2n) is similar to Riemannian geometry. The SFs constitute an
irreducible g0-module, which is an analogue of the Weyl tensor, and the superspace of the
SFs for the reduced structure decomposes into the direct sum of three components–the super
analogues of the Weyl tensor, the traceless Ricci tensor, and the scalar curvature. I find the
highest weights of these components (see Theorem 3.3 of Chapter 3).
Finally, I describe the Spencer cohomology groups for exceptional Lie superalgebras D(α)
and AB3 (see Theorem 4.3 and Theorem 5.3 of Chapter 3, respectively).
Algebraic methods
As in the classical case (Lie theory), computation of Spencer cohomology groups reduces
to certain problems of representation theory. However, in the super case computations
become much more complicated, because of the absence of complete reducibility. I could
not directly apply the usual tools for computing (co)homology (spectral sequences and the
Borel-Weil-Bott theorem) to superalgebras and had to retreat a step and apply these tools
to the even parts of the considered Lie superalgebras. Then, using certain necessary condi-
tions, I verified whether two modules over a Lie superalgebra that could be glued into an
indecomposable module were glued or not.
My method of computing the structure functions is based on the Hochcshild-Serre spec-
tral sequence [Fu]. Let g = g0 ⊕ g1 be a Lie superalgebra and M be a g-module. On the
superspace of k-dimensional cochains Ck = Ck(g,M) define a filtration:
F 0Ck = Ck ⊃ F 1Ck ⊃ F 2Ck ⊃ . . . F jCk ⊃ . . . ⊃ F k+1Ck = 0,
where F jCk = {c ∈ Ck|c(g1, . . . , gi, . . . , gk) = 0 if k − j + 1 arguments belong to g0}, 0 ≤
j ≤ k + 1. Using this filtration define the usual corresponding spectral sequence Ep,qr [GM].
Thus, H2(g,M) = ⊕p+q=2E
p,q
∞ = E
2,0
3 ⊕ E
1,1
3 ⊕E
0,2
4 .
In particular, Ep,q1 = H
q(g0, M ⊗ S
pg∗1) [Fu]. Since, in the case of Spencer cohomology,
g = g−1 = (g−1)0 ⊕ (g−1)1 is a commutative Lie superalgebra, then
Ep,q1 = H
q((g−1)0, g∗ ⊗ S
p(g−1)
∗
1) = H
q((g−1)0, g∗)⊗ S
p(g−1)
∗
1.
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Then in special cases I use the BWB theorem to compute Hq((g−1)0, g∗) as a module over
(g0)0.
§1. Plans for the future; structure functions of Lie superalgebras of Cartan
type
It is interesting to compute the Spencer cohomology groupsHk,sg0 for simple finite-dimensional
Lie superalgebras of Cartan type with nonstandard Z-gradings of depth 1. For exam-
ple, let g = vect(0|n). Define the Z–grading as follows: g = g−1 ⊕ g0 ⊕ g1, where g0 =
Λ(n−1)⊂+ vect(0|n−1), Λ(n−1) is a commutative ideal in g0 isomorphic to the Grassmann
algebra as the vect(0|n−1)-module, g1 ∼= Π(vect(0|n−1)) as the g0-module, g−1 ∼= Π(Λ(n−1))
as the g0-module, and the action of Λ(n− 1) on g−1 is the usual multiplication in Λ(n− 1).
It is much more difficult to compute the Spencer cohomology groups for Cartan Lie
superalgebras than for classical ones, because in this case the number of the irreducible
quotient modules in the Jordan-Ho¨lder series does depend on n. Moreover, even for small n
computations seem to be very complicated, because of the absence of complete reducibility
[LPS].
Terminological conventions
cg is the trivial central extension of the Lie superalgebra g;
⊂+ stands for the semidirect sum of the algebras with the ideal to the left;
Π is the functor of the change of parity;
p(X) is the parity of homogeneous element X of a superspace;
SiV is the i-th symmetric power of a vector (super)space V ;
S∗V = ⊕k≥0S
kV ;
EiV is the i-th exterior power of a vector (super)space V ;
〈1〉 is a trivial module over a Lie superalgebra;
I will consider the following Lie superalgebras [L2, L3]:
gl(m|n) =Mat(m|n; C),
sl(m|n) = {X ∈ gl(m|n)| strX = 0},
psl(n|n) = sl(n|n)/〈12n〉, where 12n is the unit matrix;
vect(m|n) = derC[[x]] is the Lie superalgebra of vector fields;
svect(m|n) = {D ∈ vect(m|n)| ÷ (D) = 0} is the Lie superalgebra of divergence-free
vector fields;
h(0|n) = {D ∈ vect(0|n)| Dw = 0 for the Hamiltonian form w =
∑n
i=1(dξi)
2} is the Lie
superalgebra of Hamiltonian vector fields;
Other Lie superalgebras will be defined in Chapter 1 and Chapter 3.

CHAPTER 1
The analogues of the Riemannian tensors for the odd metric on
supermanifolds
Periplectic superalgebras and their Cartan prolongations
Let z = 12n be the unit matrix and τ = diag(1n, − 1n).
Let P be a nondegenerate supersymmetric odd bilinear form on a superspace V . Clearly,
dim V = (n, n). Define the odd analogue of the symplectic Lie algebra, the periplectic Lie
superalgebra pe(n), and its special subsuperalgebra spe(n), setting
pe(n) = {X ∈ gl(n|n)| XstP + (−1)p(X)PX = 0},
spe(n) = pe(n) ∩ sl(n|n).
Thus,
pe(n) = spe(n)⊂+〈τ〉.
Denote by ε1, . . . , εn the standard basis of the space dual to the space of diagonal matrices
in gl(n) ⊂ pe(n).Denote by Vλ the irreducible gl(n)-module with highest weight λ and highest
vector vλ and by Xλ the irreducible pe(n)-module with highest weight λ and an even highest
vector.
Let V = V0 ⊕ V1 be the standard (identity) pe(n)-module, e1, . . . , en be a basis of V0,
and f1, . . . , fn be a basis of V1 with respect to which the form P on V takes the form
P = antidiag(1n, 1n). With respect to this basis the elements X ∈ pe(n) are represented by
matrices of the standard format (n, n) [L2]:
X = diag(A,−At) + antidiag(B,C), where A ∈ gl(n), Bt = B, Ct = −C.
In what follows we will often use a natural abbreviation: e.g., B1,n stands for the matrix
X whose components A and C are zero and all the entries of B are also zero except for
(1, n)-th and (n, 1)-st.
Denote by e˜1, . . . , e˜n and f˜1, . . . , f˜n the basis of V
∗ dual to the above basis of V , i.e.,
f˜i(ej) = e˜i(fj) = δij . Since the form P preserved by pe(n) is odd, then V
∗ and Π(V ) are
isomorphic as pe(n)-modules. Notice that as pe(n)-modules,
pe(n) ∼= Π(E2V ∗).
1.1. Lemma. a) There exists a Z-grading of the Lie superalgebra pe(n+ 1) of the form
g−1 ⊕ g0 ⊕ g1 ⊕ g2,
where
g−1 = V,
g0 = cpe(n),
g1 = V
∗ = Π(V ),
g2 = Π(〈1〉).
b) There exists a Z-grading of the Lie superalgebra spe(n+ 1) of the form
g−1 ⊕ g0 ⊕ g1 ⊕ g2,
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where
g−1 = V,
g0 = spe(n)⊂+〈τ + nz〉,
g1 = V
∗ = Π(V ),
g2 = Π(〈1〉).
Proof. Let W = W0 ⊕W1 be the standard (identity) pe(n+ 1)-module, e1, . . . , en+1 be
a basis of W0, and f1, . . . , fn+1 be a basis of W1 with respect to which the form P on W
takes the form P = antidiag(1n+1, 1n+1). Denote by e˜1, . . . , e˜n+1 and f˜1 . . . , f˜n+1 the basis
of W ∗ dual to the above basis of W , e.g., f˜i(ej) = e˜i(fj) = δij.
Note that
pe(n+ 1) = Π(E2W ∗) = Π(E2W1 ⊕W0 ∧W1 ⊕ S
2W0).
Thus,
pe(n + 1) = 〈eie˜j , ei ∧ f˜j , fi ∧ f˜j〉(1 ≤ i, j ≤ n+ 1), where
eie˜j = (1/2)(ei ⊗ e˜j + ej ⊗ e˜i),
ei ∧ f˜j = (1/2)(ei ⊗ f˜j − fj ⊗ e˜i),
fi ∧ f˜j = (1/2)(fi ⊗ f˜j − fj ⊗ f˜i).
(1.1.1)
Note that the commutator in pe(n+ 1) is defined as follows:
[wi ∧ w˜j, ws ∧ w˜t] = (1/2)(w˜j(ws)(wi ∧ w˜t)− (−1)
p(ws)w˜t(wi)(ws ∧ w˜j)), (1.1.2)
where wl ∈ {e1, . . . , en+1; f1, . . . , fn+1} for 1 ≤ l ≤ n+ 1.
Let V = V0 ⊕ V1 = 〈e1, . . . , en; f1, . . . , fn〉 be (n, n)-dimensional subsuperspace in W .
Then
Π(E2W1) = Π(E
2V1)⊕ V1 ∧ 〈f˜n+1〉,
Π(W0 ∧W1) = Π(V0 ∧ V1)⊕ V0 ∧ 〈f˜n+1〉 ⊕ V1 ∧ 〈e˜n+1〉 ⊕ 〈en+1 ∧ f˜n+1〉,
Π(S2W0) = Π(S
2V0)⊕ V0 ∧ 〈e˜n+1〉 ⊕ 〈en+1e˜n+1〉.
Set
g−1 = V0 ∧ 〈f˜n+1〉 ⊕ V1 ∧ 〈f˜n+1〉,
g0 = Π(E
2V1 ⊕ V0 ∧ V1 ⊕ S
2V0)⊕ 〈en+1 ∧ f˜n+1〉,
g1 = V0 ∧ 〈e˜n+1〉 ⊕ V1 ∧ 〈e˜n+1〉,
g2 = 〈en+1e˜n+1〉.
(1.1.3)
According to (1.1.2), formulas (1.1.3) indeed define a Z-grading of pe(n + 1), described
in Lemma 1.1.
In order to define a Z-grading of spe(n+ 1) we set
g0 = Π(E
2V1 ⊕ S
2V0)⊕ 〈
∑
i,j=1,n aijei ∧ f˜j|
∑
i=1,n aii = 0〉⊕
〈(
∑
i=1,n ei ∧ f˜i)− nen+1 ∧ f˜n+1〉.
Note that by (1.1.2) we have 2[en+1∧f˜n+1, gi] = igi for (−1 ≤ i ≤ 2). Hence, −2en+1∧f˜n+1 =
z. Since by (1.1.1) 2
∑
i=1,n ei ∧ f˜i = τ , then
2(
∑
i=1,n
ei ∧ f˜i − nen+1 ∧ f˜n+1) = τ + nz.
Thus, g0 = spe(n)⊂+〈τ + nz〉. This proves Lemma 1.1. 
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1.2. Theorem. Let g−1 = V. Then
a) If g0 = spe(n), pe(n), cspe(n) or spe(n)⊂+〈aτ + bz〉, where a, b ∈ C are such that a,
b 6= 0 and b/a 6= n, then g∗(g−1, g0) = g−1 ⊕ g0.
b) If g0 = cpe(n) or spe(n)⊂+〈τ + nz〉, then g∗(g−1, g0) is either pe(n+1) or spe(n+ 1),
respectively, in the Z-grading described in Lemma 1.1.
Proof. Let us consider the case where g0 = cpe(n). By Lemma 1.1 we have
pe(n+ 1) = g−1 ⊕ g0 ⊕ g1 ⊕ g2,
where
g−1 = V,
g0 = cpe(n),
g1 = V
∗ = Π(V ),
g2 = Π(〈1〉).
Therefore,
pe(n+ 1) ⊂ g∗(g−1, g0). (1.2.1)
In fact, since spe(n+1) is a simple Lie superalgebra, then it is transitive, (i.e., if there exists
g ∈ gi(i ≥ 0) such that [g−1, g] = 0, then g = 0). It follows that gi ⊂ gi−1⊗g
∗
−1. The Jacobi
identity implies gi ⊂ gi−2 ⊗ S
2g∗−1. 
Let us find g1.
1.3. Lemma. As a gl(n)-module, g0⊗g
∗
−1 is the direct sum of irreducible gl(n)-submodules
whose highest weights and highest vectors are listed in Table 1.
Convention. Let v, w be elements of a vector space. Set
vw = (v ⊗ w + (−1)p(v)p(w)w ⊗ v)/2, v ∧ w = (v ⊗ w − (−1)p(v)p(w)w ⊗ v)/2.
Proof of Lemma 1.3. consists of:
a) a verification of the fact that vectors v from Table 1 are indeed highest with respect
to gl(n), i.e., Ai,jv = 0 for i < j,
b) a calculation of dimensions of the corresponding irreducible submodules by the formula
from the Appendix. 
Let us show with the help of Table 1 that if λ 6= ε1, −εn, then vλ 6∈ g−1⊗S
2g∗−1. Indeed,
if λ = −εn−1 − 2εn, then
vλ(en)(en−1) = −fn/2, vλ(en−1)(en) = 0;
if λ = −εn−2 − εn−1 − εn, then
vλ(en)(en−1) = fn−2/2, vλ(en−1)(en) = −fn−2/2;
if λ = ε1 − 2εn, then
vλ(en)(f1) = fn/2, vλ(f1)(en) = 0;
if λ = ε1 + ε2 − εn, then
vλ(f2)(en) = −e1/2, vλ(en)(f2) = 0;
if λ = 3ε1, then
vλ(f1)(f1) = e1 6= 0;
if λ = 2ε1 + ε2, then
vλ(f1)(f1) = e2/2 6= 0.
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Let λ = ε1−εn−1−εn. According to Table 1, g0⊗g
∗
−1 contains two highest vectors of weight
λ. Let
vλ = k1fn−1 ∧ f˜n ⊗ e˜1 + k2(fn−1 ∧ e˜1 ⊗ f˜n − fn ∧ e˜1 ⊗ f˜n−1), where k1, k2 ∈ C,
be a linear combination of these vectors. The condition
vλ(en)(en−1) = vλ(en−1)(en)
implies k2 = 0. Then the condition
vλ(en)(f1) = vλ(f1)(en)
implies k1 = 0.
Let λ = 2ε1 − εn. Let
vλ = k1fn ∧ e˜1 ⊗ e˜1 + k2e1e˜1 ⊗ f˜n, where k1, k2 ∈ C,
be a linear combination of the highest vectors of weight λ which belong to g0 ⊗ g
∗
−1. The
condition vλ(f1)(f1) = 0 implies k1 = 0. Then the condition vλ(en)(f1) = vλ(f1)(en) implies
k2 = 0. Therefore, if λ 6= ε1, − εn, then vλ 6∈ g−1 ⊗ S
2g∗−1, hence vλ 6∈ g1.
Let λ = ε1. According to Table 1, g0 ⊗ g
∗
−1 has four highest vectors of weight λ. Let
vλ = k1
n∑
i=1
fi ∧ e˜i ⊗ e˜1 + k2
n∑
i=1
fi ∧ e˜1 ⊗ e˜i + k3
n∑
i=1
e1e˜i ⊗ f˜i + k4
n∑
i=1
eif˜i ⊗ e˜1,
where k1, k2, k3, k4 ∈ C, be their linear combination. Note that vλ ∈ g−1 ⊗ S
2g∗−1 if and
only if the following conditions are satisfied:
vλ(f1)(f1) = 0,
vλ(f1)(fi) = −vλ(fi)(f1) for i 6= 1,
vλ(f1)(e1) = vλ(e1)(f1),
vλ(f1)(ei) = vλ(ei)(f1) for i 6= 1,
vλ(fi)(ei) = vλ(ei)(fi) for i 6= 1,
which determine, respectively, the following system of linear equations:
k1 + k2 + k4 = 0,
k1 + k4 = −k2,
(−k1 − k2 + k4)/2 = k3,
− k1 + k4 = k3,
− k2 = k3.
The solution of this system is
k1 = 0, k3 = −k2 = k4.
Therefore,
vε1 = −
n∑
i=1
fi ∧ e˜1 ⊗ e˜i +
n∑
i=1
e1e˜i ⊗ f˜i +
n∑
i=1
eif˜i ⊗ e˜1 ∈ g1. (1.3.1)
Since g1 is a pe(n)-module and vε1 is an odd vector, g1 = V
∗.
Let us find g2.
1.4. Lemma. There exist the following nonsplit sequences of pe(n)-modules:
0 −→ X2ε1 −→ E
2V ∗ −→ Π(〈1〉) −→ 0, (1.4.1)
0 −→ Π(〈1〉) −→ S2V ∗ −→ Xε1+ε2 −→ 0. (1.4.2)
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Proof. First of all recall that Π(E2V ∗) and pe(n) itself are isomorphic pe(n)-modules
and there exists the following nonsplit sequence of pe(n)-modules
0 −→ spe(n) −→ pe(n) −→ 〈τ〉 −→ 0. (1.4.3)
Note that as a gl(n)-module, E2V ∗ is isomorphic to
E2V ∗0 ⊕ V
∗
0 ∧ V0 ⊕ S
2V0, where S
2V0 = V2ε1 , v2ε1 = e˜
2
1. (1.4.4)
Since Bi,jv2ε1 = 0, then v2ε1 is a pe(n)-highest vector. From the simplicity of spe(n) we get
(1.4.1) after the change of parity.
Let us prove (1.4.2). Notice that as gl(n)-modules,
S2V ∗ = S2V ∗0 ⊕ V
∗
0 · V0 ⊕ E
2V0, where
S2V ∗0 = V−2εn, v−2εn = f˜
2
n,
V ∗0 · V0 = Vε1−εn ⊕ 〈v0〉, vε1−εn = f˜ne˜1, v0 =
∑n
i=1 f˜ie˜i,
E2V0 = Vε1+ε2 , vε1+ε2 = e˜1 ∧ e˜2.
(1.4.5)
Note that 〈v0〉 is the trivial 1-dimensional pe(n)-module. Indeed,
Bi,j(v0) = −e˜j ∧ e˜i +−e˜i ∧ e˜j = 0, Ci,j(v0) = f˜if˜j + f˜j(−f˜i) = 0.
Since Bi,jvε1+ε2 = 0, then vε1+ε2 is a pe(n)-highest vector.
Let us prove that as gl(n)-modules,
Xε1+ε2
∼= Vε1+ε2 ⊕ Vε1−εn ⊕ V−2εn.
Indeed,
C2,n(vε1+ε2) = vε1−εn , − B2,n(vε1−εn) = vε1+ε2 ,
C1,n(vε1−εn) = v−2εn , B1,n(v−2εn) = vε1−εn.
Finally, we get
v0 =
1
2
n−1∑
i=1
Bi,nAn,i + nBn,nv−2εn .
This proves (1.4.2) and Lemma 1.4. 
Let us prove that if vλ from g1 ⊗ g
∗
−1 is a pe(n)-highest vector of weight either λ = 2ε1
or ε1 + ε2, then vλ 6∈ g0 ⊗ S
2g∗−1. In fact, if λ = 2ε1, then by (1.3.1) and (1.4.4) we have
vλ = (−
n∑
i=1
fi ∧ e˜1 ⊗ e˜i +
n∑
i=1
e1e˜i ⊗ f˜i +
n∑
i=1
eif˜i ⊗ e˜1)⊗ e˜1.
Then
vλ(f1)(f1) = −f1 ∧ e˜1 +
n∑
i=1
eif˜i 6= 0.
Therefore, vλ 6∈ g0 ⊗ S
2g∗−1.
If λ = ε1 + ε2, then by (1.3.1) and (1.4.5)
vλ = (−
n∑
i=1
fi ∧ e˜1 ⊗ e˜i +
n∑
i=1
e1e˜i ⊗ f˜i +
n∑
i=1
eif˜i ⊗ e˜1)⊗ e˜2
− (−
n∑
i=1
fi ∧ e˜2 ⊗ e˜i +
n∑
i=1
e2e˜i ⊗ f˜i +
n∑
i=1
eif˜i ⊗ e˜2)⊗ e˜1.
Thus,
vλ(f2)(ei) = e1e˜i 6= 0 and vλ(ei)(f2) = 0.
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Hence, vλ 6∈ g0 ⊗ S
2g∗−1.
Let λ = 0. According to Lemma 1.4, the Jordan-Ho¨lder series of the pe(n)-module
g1 ⊗ g
∗
−1 contains two pe(n)-modules with highest weight 0. By Lemma 1.4 the sequence
(1.4.1) is nonsplit and we have already proved that g2 has no irreducible pe(n)-module with
highest weight 2ε1. Therefore, either g2 consists of one trivial pe(n)-module or g2 = 0. But
by (1.2.1)
pe(n+ 1) ⊂ g∗(g−1, g0).
Hence, g2 = Π(〈1〉).
Finally, let us show that g3 = 0. By definition
g3 = (g2 ⊗ g
∗
−1) ∩ (g1 ⊗ S
2g∗−1).
Note that
g2 ⊗ g
∗
−1 = Π(〈1〉)⊗ V
∗ ∼= V,
as pe(n)-modules. By (1.1.3) the pe(n)-highest vector in g2 ⊗ g
∗
−1 is v = en+1e˜n+1 ⊗ e˜1.
By the explicit formula (1.1.2) of multiplication in pe(n + 1) we have
v(f1)(e1) = [en+1e˜n+1, e1 ∧ f˜n+1] = e1e˜n+1 ∈ g1.
On the other hand, v(e1)(f1) = 0. Therefore, v 6∈ g1 ⊗ S
2g∗−1. Hence, g3 = 0.
Thus, Theorem 1.2 is proved for g0 = cpe(n). This result and part b) of Lemma 1.1 imply
the statement of Theorem 1.2 for g0 = spe(n)⊂+〈τ + nz〉.
Let us prove that g1 = 0 for g0 = spe(n), pe(n), cspe(n), or spe(n)⊂+〈aτ + bz〉, where
a, b ∈ C, a, b 6= 0, and b/a 6= n.
Indeed, as has been shown, g1 = Π(V ) for g0 = cpe(n) or spe(n)⊂+〈τ+nz〉, and by (1.3.1)
the corresponding spe(n)-highest vector is
vε1 = −
n∑
i=1
fi ∧ e˜1 ⊗ e˜i +
n∑
i=1
e1e˜i ⊗ f˜i +
n∑
i=1
eif˜i ⊗ e˜1.
Then
vε1(f1) = −f1 ∧ e˜1 +
n∑
i=1
eif˜i ∈ spe(n)⊂+〈τ + nz〉.
Note that
−f1 ∧ e˜1 +
n∑
i=1
eif˜i 6∈ spe(n).
Hence vε1(f1) 6∈ g0 for g0 = spe(n)⊂+〈aτ + bz〉, where a, b ∈ C, a 6= 0 and b/a 6= n, or a =
0. Therefore,
g1 = 0 for g0 = spe(n), pe(n), cspe(n), or spe(n)⊂+〈aτ + bz〉,
where a, b ∈ C, a, b 6= 0 and b/a 6= n. Thus, in these cases
g∗(g−1, g0) = g−1 ⊕ g0.
The main theorem
The following theorem describes SFs for the odd analogues of Riemannian metric and
various conformal versions.
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2.1. Theorem. For the G-structures with the following Lie (G) = g0 the nonzero SFs
are of orders not exceeding 2 and as follows:
order 1: if g0 = spe(n) or spe(n)⊂+〈τ + nz〉 we have V
∗; order 2:if g0 = spe(n), where
n > 3, we have the following nonsplit exact sequence of spe(n)-modules:
0 −→ Xε1+ε2 −→ H
2,2
g0
−→ Π(X2ε1+2ε2) −→ 0;
if g0 = spe(3) another space is added to the SFs: we have the following nonsplit exact
sequence of spe(3)-modules:
0 −→ X −→ H2,2g0 −→ Π(X3ε1) −→ 0,
where X is determined from the following nonsplit exact sequence of spe(3)-modules:
0 −→ Xε1+ε2 −→ X −→ Π(X2ε1+2ε2) −→ 0;
if g0 = spe(n)⊂+〈aτ + bz〉, where a, b ∈ C are such that a = 0, b 6= 0 or a 6= 0, b/a 6= n,
then for n > 2 we have the following nonsplit exact sequence of spe(n)-modules:
0 −→ H2,2
spe(n) −→ H
2,2
g0
−→ X2ε1 −→ 0;
if g0 = spe(n)⊂+〈τ +nz〉, then for n > 3 H
2,2
g0
= Π(X2ε1+2ε2) is an irreducible spe(n)-module,
for n = 3 we have the following nonsplit exact sequence of spe(3)-modules:
0 −→ Π(X2ε1+2ε2) −→ H
2,2
g0
−→ Π(X3ε1) −→ 0;
if g0 = cpe(n), n > 2, then
H2,2
cpe(n) = Π(S
2(E2V/Π(〈1〉))/E4V ),
more precisely, we have the following nonsplit exact sequence of spe(n)-modules:
0 −→ H2,2
spe(n)⊂+〈τ+nz〉 −→ H
2,2
g0
−→ X2ε1 −→ 0.
Proof of the main theorem
3.1. Calculation of SFs of order 1. Recall that the bidegree of the differentials in
the Spencer complex is (−1, 1). We will often refer to the following
Lemma. Let (g−1, g0) be an arbitrary pair, where g−1 is a faithful module over a Lie
superalgebra g0, and let
gk−1 ⊗ g
∗
−1
∂
k+1,1
g0−→ gk−2 ⊗E
2g∗−1
∂
k,2
g0−→ gk−3 ⊗ E
3g∗−1 (k ≥ 1)
be the corresponding Spencer cochain sequence. Then
Im∂k+1,1g0
∼= (gk−1 ⊗ g
∗
−1)/gk. (3.1.1)
Proof. By the definition of the Cartan prolongation
gk = (gk−1 ⊗ g
∗
−1) ∩ (gk−2 ⊗ S
2g∗−1).
Let c ∈ gk−1 ⊗ g
∗
−1. Then c ∈ gk if and only if c(g1)g2 = (−1)
p(g1)p(g2)c(g2)g1 for any
(homogeneous) g1, g2 ∈ g−1. On the other hand
∂k+1,1g0 c(g1, g2) = −(−1)
p(g1)p(g2)c(g2)g1 + c(g1)g2.
Hence, Ker∂k+1,1g0 = gk. This proves the Lemma. 
22 1. THE ANALOGUES OF THE RIEMANNIAN TENSORS
In particular, to define H1,2g0 we have the following Spencer cochain sequence:
g0 ⊗ g
∗
−1
∂
2,1
g0−→ g−1 ⊗ E
2g∗−1
∂
1,2
g0−→ 0, where Ker∂2,1g0 = g1.
Let us prove that
H1,2g0 = 0 if either g0 = cpe(n) or g0 = spe(n)⊂+〈aτ + bz〉,
where a = 0, b 6= 0 or a 6= 0, b/a 6= n.
Let g0 = spe(n)⊂+〈τ〉 = pe(n). Since pe(n) and Π(E
2V ∗) are isomorphic g0-modules, the
pe(n)-module g0 ⊗ g
∗
−1 is isomorphic to
Π(E2V ∗)⊗ V ∗ ∼= E2V ∗ ⊗ V ∼= g−1 ⊗ E
2g∗−1 = Ker∂
1,2
g0
.
By part a) of Theorem 1.2 we have g1 = 0. Therefore, by (3.1.1)
Im∂2,1g0
∼= g0 ⊗ g
∗
−1
∼= Ker∂1,2g0 ,
i.e., H1,2
pe(n) = 0.
Let g0 = spe(n)⊂+〈aτ + bz〉, where a = 0, b 6= 0 or a 6= 0, b/a 6= n. By Theorem 1.2,
g1 = 0 for such g0. Note that dim g0 = dim pe(n). Therefore,
dim Im∂2,1g0 = dim g0 ⊗ g
∗
−1 = dim pe(n)⊗ V
∗ = dimE2V ∗ ⊗ V = dimKer∂1,2g0 .
Hence, H1,2g0 = 0.
Let g0 = cpe(n). Then by part b) of Theorem 1.2 g1 = V
∗. Note that
g0 ⊗ g
∗
−1 = (pe(n)⊕ 〈z〉)⊗ V
∗ = pe(n)⊗ V ∗ ⊕ 〈z〉 ⊗ V ∗ ∼= V ⊗E2V ∗ ⊕ V ∗.
Therefore,
Im∂2,1g0 = V ⊗ E
2V ∗ = Ker∂1,2g0 .
Hence, H1,2
cpe(n) = 0.
Let us prove that
H1,2g0 = V
∗ if g0 = spe(n) or spe(n)⊂+〈τ + nz〉.
Let g0 = spe(n). By part a) of Theorem 1.2 g1 = 0. Therefore,
Im∂2,1g0
∼= g0 ⊗ g
∗
−1 = spe(n)⊗ V
∗.
As has been shown for the case g0 = cspe(n) = spe(n)⊕ 〈z〉, we have
g0 ⊗ g
∗
−1 = (spe(n)⊕ 〈z〉)⊗ V
∗ ∼= V ⊗E2V ∗.
Therefore,
Ker∂1,2
spe(n)/Im∂
2,1
spe(n)
∼= V ∗.
Hence H1,2
spe(n) = V
∗.
Finally, let g0 = spe(n)⊂+〈τ + nz〉. By part b) of Theorem 1.2 g1 = V
∗. Since
g0 ⊗ g
∗
−1 = (spe(n)⊂+〈τ + nz〉)⊗ V
∗,
the Jordan-Ho¨lder series for the spe(n)-module Im∂2,1g0 contains the same irreducible quotient
modules as that for the spe(n)-module spe(n)⊗ V ∗. Since
Ker∂1,2g0 = V ⊗E
2V ∗ ∼= (spe(n)⊕ 〈z〉)⊗ V ∗,
then H1,2g0 = V
∗. This proves Theorem 2.1 in the case of the SFs of the first order.
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3.2. Hochschild-Serre spectral sequence. The continuation of the proof of Theorem
2.1 is based on the Hochschild-Serre spectral sequence. Let us recall the corresponding
formulations in a form convenient for us, since the case of Lie superalgebras is hardly reflected
in the literature (one might think that the union of [Fu] and [GM] should suffice, but the
sign rule applied to the Lie algebra case does not completely solve the problem).
Let g = g0 ⊕ g1 be a Lie superalgebra and M be a g-module. On the superspace of
k-dimensional cochains Ck = Ck(g,M) define a filtration:
F 0Ck = Ck ⊃ F 1Ck ⊃ F 2Ck ⊃ . . . ⊃ F jCk ⊃ . . . ⊃ F k+1Ck = 0,
where
F jCk = {c ∈ Ck| c(g1, . . . , gi, . . . , gk) = 0 if k − j + 1 arguments belong to g0},
0 ≤ j ≤ k + 1. Set
Zp,qr = {c ∈ F
pCp+q| dc ∈ F p+rCp+q+1}. (3.2.1)
Finally, set
Ep,qr = Z
p,q
r /(Z
p+1,q−1
r−1 + dZ
p−r+1,q+r−2
r−1 ). (3.2.2)
Notice that the differential d induces the differentials
dp,qr : E
p,q
r −→ E
p+r,q−r+1
r (3.2.3)
and Ep,qr+1 = H
p,q(Er) [GM].
Since d(F jCk) ⊂ F jCk+1, on Hk = Hk(g,M) we get the induced filtration such that
F pHk/F p+1Hk = Ep,q∞ , where p + q = k.
We want to compute the group H2(V, g∗), where V = V0 ⊕ V1 is the standard pe(n)-
module, g∗ = g∗(V, cpe(n)). The Hochschild-Serre spectral sequence corresponding to the
subalgebra V0 converges to H
2(V, g∗). Thus, H
2(V, g∗) = ⊕p+q=2E
p,q
∞ and in order to com-
pute the limit terms of the spectral sequence Ep,q∞ we have to consider three cases:
1) p = 2, q = 0. Then by formula (3.2.3) we have
E1,01
d
1,0
1−→ E2,01
d
2,0
1−→ E3,01 ,
E0,12
d
0,1
2−→ E2,02
d
2,0
2−→ 0, (3.2.4)
0
d
−1,2
3−→ E2,03
d
2,0
3−→ 0.
Therefore, E2,0∞ = E
2,0
3 .
2) p = 1, q = 1. Then by formula (3.2.3) we have
E0,11
d
0,1
1−→ E1,11
d
1,1
1−→ E2,11 ,
0
d
−1,2
2−→ E1,12
d
1,1
2−→ E3,02 , (3.2.5)
0
d
−2,3
3−→ E1,13
d
1,1
3−→ 0.
Therefore, E1,1∞ = E
1,1
3 .
3) p = 0, q = 2. Then by formula (3.2.3) we have
0
d
−1,2
1−→ E0,21
d
0,2
1−→ E1,21 ,
0
d
−2,3
2−→ E0,22
d
0,2
2−→ E2,12 , (3.2.6)
0
d
−3,4
3−→ E0,23
d
0,2
3−→ E3,03 ,
0
d
−4,5
4−→ E0,24
d
0,2
4−→ 0.
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Therefore, E0,2∞ = E
0,2
4 .
3.3. Continuation of the proof. Notice that by [Fu] Ep,q1 = H
q(g0, M ⊗S
pg∗1). Since
in our case V = V0 ⊕ V1 is a commutative Lie superalgebra, then
Ep,q1 = H
q(V0, g∗ ⊗ S
pV ∗1 ) = H
q(V0, g∗)⊗ S
pV ∗1 . (3.3.1)
Let us calculate Hq(V0, g∗) for q = 0, 1, 2. By Lemma 1.1
g∗ = pe(n+ 1) = g−1 ⊕ g0 ⊕ g1 ⊕ g2, where
g−1 = V0 ⊕ V1, g0 = cpe(n) = sl(n)⊕Π(S
2V0)⊕ Π(E
2V1)⊕ 〈τ〉 ⊕ 〈z〉,
g1 = Π(V1)⊕ Π(V0),
g2 = Π(〈1〉).
(3.3.2
Recall that as an sl(n + 1)-module,
pe(n+ 1) ∼= sl(n + 1)⊕E2W ∗0 ⊕ S
2W0 ⊕ 〈 d 〉,
where d is diag(1n+1, − 1n+1) and W0 is the standard sl(n + 1)-module. Clearly,
E2W ∗0 = Π(E
2V1)⊕ V1,
S2W0 = Π(S
2V0)⊕ Π(V0)⊕ g2,
sl(n+ 1) = sl(n)⊕ 〈τ + nz〉 ⊕ V0 ⊕ Π(V1),
d = τ − z.
Let ε1, . . . , εn+1 be the standard basis of the dual space to the space of the diagonal matrices
in gl(n + 1) and the ordering is performed so that
∆+ = {εi − εj , i < j}, ∆− = {εi − εj, i > j}.
Let Eεi−εj (i 6= j) be the corresponding root vectors. Then V0 is the subspace of sl(n + 1)
generated by
Eε1−εn+1, Eε2−εn+1, . . . , Eεn−εn+1.
Let Vλ be the irreducible sl(n + 1)-module with highest weight λ. The BWB theorem
says [Kos] that there exists a 1-1 correspondence between the irreducible components of
Hq(V0, Vλ), considered as gl(n)-module, and elements w ∈ W (sl(n + 1)) of length q from
the Weyl group of the Lie algebra sl(n+ 1) such that
w(∆−) ∩∆+ ⊂ {ε1 − εn+1, ε2 − εn+1, . . . , εn − εn+1}. (3.3.3)
Moreover, the highest weight of the gl(n)-module corresponding to w is equal to w(λ+ρ)−ρ,
where ρ = (
∑
α∈∆+
α)/2.
Notice that E2W ∗0 , S
2W0, sl(n + 1), 〈τ − z〉 are all irreducible sl(n + 1)-modules with
highest weights, respectively,
ε1 + . . .+ εn−1, 2ε1, 2ε1 + ε2 + . . .+ εn, 0.
Let us find the highest weights of irreducible gl(n)-submodules of Hq(V0, Vλ) for each of
the indicated λ.
1) q = 0. The only element of the Weyl group of length 0 is the unit. Hence w(λ+ρ)−ρ =
λ.
2) q = 1. Let 〈α1, . . . , αn〉, where
α1 = ε1 − ε2, . . . , αi = εi − εi+1, . . . , αn = εn − εn+1
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be the system of simple roots. The elements of the Weyl group of length 1 are reflections
corresponding to the simple roots:
rαi : α −→ α−
2(αi, α)
(αi, αi)
αi.
Since the only element rαi satisfying (3.3.3) is rαn , then w(λ+ ρ)− ρ = rαn(λ)− αn. For
λ = ε1 + . . .+ εn−1, 2ε1, 2ε1 + ε2 + . . .+ εn, 0
this expression is equal to, respectively:
−2εn, ε1− ε2− . . .− εn−1− 2εn, − ε2− ε3− . . .− εn−1− 3εn, − ε1− ε2− . . .− εn−1− 2εn.
3) q = 2. The elements of length 2 are of the form rαirαj . The only such element satisfying
(3.3.3) is rαnrαn−1 . Then
w(λ+ ρ)− ρ = rαnrαn−1(λ)− αn−1 − 2αn.
For λ = ε1 + . . .+ εn−1, 2ε1, 2ε1 + ε2 + . . .+ εn, 0 this expression is equal to, respectively:
− 2ε1 − 2ε2 − . . .− 2εn−2 − 4εn−1 − 4εn,
− 3ε2 − 3ε3 (if n = 3) or − 2ε2 − . . .− 2εn−2 − 3εn−1 − 3εn (if n > 3),
− ε1 − 3ε2 − 4ε3 (if n = 3) or − ε1 − 2ε2 − . . .− 2εn−2 − 3εn−1 − 4εn (if n > 3),
− 2ε1 − . . .− 2εn−2 − 3εn−1 − 3εn.
Remark. We have obtained the weights with respect to gl(n) = sl(n)⊕〈τ +nz〉 embed-
ded into sl(n + 1). Now it is not difficult to rewrite these weights as the highest ones with
respect to pe(n)0 = sl(n)⊕ 〈τ〉. We collect all our results in the following
3.4. Lemma. gl(n) = pe(n)0 module H
q(V0, g∗) (q = 0, 1, 2) is the direct sum of
irreducible submodules with the highest weights and highest vectors listed in Table 2.
3.5. Lemma. Let Vλ be an irreducible gl(n)-module with highest weight λ. Then E
p,0
1 (p =
1, 2, 3), Ep,11 (p = 0, 1, 2), E
p,2
1 (p = 0, 1) are the direct sums of irreducible gl(n)-submodules
with highest weights given in the corresponding columns of Tables 3, 4, and 5, respectively.
Proof. By formula (3.3.1) the following gl(n)-modules are isomorphic:
Ep,q1
∼= Hq(V0, g∗) ⊗ S
pV0. Making use of the description of H
q(V0, g∗) as a gl(n)-module
given in Lemma 3.4 we find the decomposition of the indicated tensor product into irreducible
components described in Tables 3, 4, and 5. 
3.6. Lemma. Ep,00 (p = 1, 2, 3) are the direct sums of the irreducible gl(n)-modules with
highest weights described in the corresponding columns of Table 6.
Proof. By formula (3.2.2) we have
Ep,00 = Z
p,0
0 = g∗ ⊗ S
pV ∗1 = g∗ ⊗ S
pV0.
Making use of the description of g∗ as gl(n)-module given in (3.3.2) we find the decomposition
of the indicated tensor products into direct sum of the irreducible components described in
Table 6. 
3.7. Lemma. E2,0∞ is an irreducible gl(n)-module with highest weight 2ε1 + 2ε2.
Proof. First, recall that H1,2
cpe(n) = 0 by the already proved part of Theorem 2.1 for the
case of SFs of order 1. Making use of Lemma 3.4, we note that if E2,0∞ had contained a
gl(n)-submodule belonging to either V−εn ⊗ S
2V0 or Vε1 ⊗ S
2V0, then this submodule would
have belonged to H1,2
cpe(n). 
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Therefore, with the help of Table 3 we deduce that E2,0∞ has no gl(n)-submodules with
highest weights 2ε1 − εn, ε1, 3ε1, 2ε1 + ε2.
Let us show that E2,0∞ has no irreducible gl(n)-submodules with highest weights 4ε1,
3ε1 + ε2, and 2ε1 either. More precisely, let us show that even E
2,0
2 does not have them.
Recall that the corresponding differentials act as follows:
E1,01
d
1,0
1−→ E2,01
d
2,0
1−→ E3,01 .
Note that according to (3.2.2), Ep,01 = Z
p,0
1 for p = 1, 2, 3. Let us show that Kerd
2,0
1 has no
components with weights 4ε1, 3ε1 + ε2, and 2ε1. It follows from Tables 2 and 3 that the
corresponding highest vectors in E2,01 are
v4ε1 = e1e˜1 ⊗ e˜
2
1, v3ε1+ε2 = e1e˜2 ⊗ e˜
2
1 − e1e˜1 ⊗ e˜1e˜2, v2ε1 = (τ − z)⊗ e˜
2
1.
We remind the reader that the differentials d in our case are the same as the differentials
∂k,sg0 . Notice that if c ∈ E
2,0
1 then
d2,01 c(f1, f1, f1) = dc(f1, f1, f1) = −3c(f1, f1)(f1).
Therefore,
d2,01 v4ε1(f1, f1) = 3e1, d
2,0
1 v3ε1+ε2(f1, f1) = (3/2)e2, d
2,0
1 v2ε1(f1, f1) = −6f1. (3.7.1)
Hence,
v4ε1 , v3ε1+ε2 , v2ε1 6∈ Kerd
2,0
1 .
Finally, let us prove that in E2,0∞ there is an irreducible gl(n)-submodule of highest weight
2ε1 + 2ε2. Notice that E
2,0
2 has submodule of highest weight 2ε1 + 2ε2, since according to
Table 3, this module is contained in E2,01 and is not contained in either E
1,0
1 or E
3,0
1 . Recall
that the corresponding differentials act as follows:
E0,12
d
0,1
2−→ E2,02
d
2,0
2−→ 0.
Therefore, Kerd2,02 = E
2,0
2 has a component of weight 2ε1 + 2ε2. By Table 4 E
0,1
1 has no
components of weight 2ε1 + 2ε2. Hence, neither E
0,1
2 nor Imd
0,1
2 have such a component .
Therefore, it must be in E2,03 = E
2,0
∞ .
3.8. Lemma. a) As a gl(n)-module, E1,1∞ can only have the irreducible submodules with
the following highest weights, each of multiplicity not greater then 1:
2ε1, 2ε1 + ε2 − εn, ε1 + ε2 − 2εn, and ε1 − εn;
b) E1,1∞ has an irreducible gl(n)-submodule with highest weight 2ε1.
Proof. By Theorem 2.1 for the case of SFs of order 1 and Tables 2 and 4 we see that
E1,1∞ has no irreducible gl(n)-submodules of highest weight ε1 − 2εn and −εn, since they
would have corresponded to SFs of order 1.
Let us show that there are no components of weight 2ε1−2εn or 0 in E
1,1
∞ , more precisely,
that even E1,12 does not have them. Recall that the corresponding differentials act as follows:
E0,11
d
0,1
1−→ E1,11
d
1,1
1−→ E2,11 .
By (3.2.2) we have
E0,11 = Z
0,1
1 /(Z
1,0
0 + dZ
0,0
0 ),
E1,11 = Z
1,1
1 /(Z
2,0
0 + dZ
1,0
0 ),
E2,11 = Z
2,1
1 /(Z
3,0
0 + dZ
2,0
0 ).
3.8.1
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By Tables 2 and 4 the highest vectors of weights 2ε1−2εn and 0 in E
1,1
1 are, respectively,
v2ε1−2εn = (e1 ∧ f˜n)⊗ e˜1 ∧ f˜n and v0 =
n∑
i=1
(τ − z)⊗ f˜i ∧ e˜i.
We see that
dv2ε1−2εn(en, f1, f1) = −v2ε1−2εn(f1, f1)(en)− 2v2ε1−2εn(en, f1)(f1) = −fn/2 6= 0,
dv0(e1, f1, f1) = −v0(f1, f1)(e1)− 2v0(e1, f1)(f1) = 2f1 6= 0.
Suppose that
dv2ε1−2εn ∈ Z
3,0
0 + dZ
2,0
0 .
Then there exist highest gl(n)-vectors v′2ε1−2εn ∈ Z
3,0
0 and v
′′
2ε1−2εn
∈ dZ2,00 of weight 2ε1−2εn
such that
dv2ε1−2εn = v
′
2ε1−2εn + v
′′
2ε1−2εn.
Since en ∈ V0, then v
′
2ε1−2εn
(en, f1, f1) = 0. Hence v
′′
2ε1−2εn
6= 0 and therefore, dZ2,00 has an
irreducible gl(n)-submodule of highest weight 2ε1 − 2εn.
Similarly, having assumed that dv0 ∈ Z
3,0
0 +dZ
2,0
0 , we deduce that dZ
2,0
0 has an irreducible
gl(n)-submodule of weight 0. Note that according to Table 6, E2,00 has no submodules of
highest weight 2ε1−2εn or 0. Since E
2,0
0 = Z
2,0
0 , then Z
2,0
0 and dZ
2,0
0 have no such components
either. Therefore, dv2ε1−2εn and dv0 do not belong to Z
3,0
0 + dZ
2,0
0 . Thanks to (3.8.1) this
implies that
d1,11 v2ε1−2εn 6= 0 and d
1,1
1 v0 6= 0.
Hence, Kerd1,11 , and therefore, E
1,1
2 , have no irreducible gl(n)-submodules of highest weight
2ε1 − 2εn and 0.
Let us prove now that E1,1∞ = E
1,1
3 has no irreducible gl(n)-submodule of highest weight
3ε1− εn. Notice that E
1,1
2 has such a submodule, since by Table 4 it is contained in E
1,1
1 and
is not contained in either E0,11 or E
2,1
1 . Tables 2 and 4 imply that the gl(n)-highest vector in
E1,11 of weight 3ε1 − εn is v3ε1−εn = e1e˜1 ⊗ f˜n ∧ e˜1.
Recall that the corresponding differentials act as follows:
0
d
−1,2
2−→ E1,12
d
1,1
2−→ E3,02 .
By formula (3.2.2) we have
E1,12 = Z
1,1
2 /(Z
2,0
1 + dZ
0,1
1 ),
E3,02 = Z
3,0
2 /dZ
2,0
1 .
(3.8.2)
Thanks to formulas (3.8.1) we see that the gl(n)-highest vector in E1,12 of weight 3ε1−εn
is
w3ε1−εn = v3ε1−εn + v
′
3ε1−εn
+ v′′3ε1−εn,
where v′3ε1−εn and v
′′
3ε1−εn are gl(n)-highest vectors in Z
2,0
0 and dZ
1,0
0 , respectively.
Since by (3.2.1) dw3ε1−εn ∈ Z
3,0
2 , then dw3ε1−εn(en, f1, f1) = 0. Since v
′′
3ε1−εn
∈ dZ1,00 , then
dv′′3ε1−εn = 0. We have
dv3ε1−εn(en, f1, f1) = −2v3ε1−εn(en, f1)(f1) = −e1 6= 0.
Therefore, v′3ε1−εn 6= 0. Looking at Table 6 we see that the unique highest vector of weight
3ε1− εn in Z
2,0
0 is e1 ∧ f˜n⊗ e˜
2
1. Hence, v
′
3ε1−εn = ke1 ∧ f˜n⊗ e˜
2
1, where k ∈ C
∗. Note that since
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v3ε1−εn(f1, f1) = 0, then dv3ε1−εn(f1, f1, f1) = 0. Therefore,
dw3ε1−εn(f1, f1, f1) = dv
′
3ε1−εn
(f1, f1, f1) =
− 3v′3ε1−εn(f1, f1)(f1) = (−3/2)kfn 6= 0.
Note that dw3ε1−εn 6∈ dZ
2,0
1 . In fact, by Table 3 E
2,0
1 has no irreducible gl(n)-component with
highest weight 3ε1−εn. Since E
2,0
1 = Z
2,0
1 , then Z
2,0
1 and dZ
2,0
1 have no such component either.
Therefore, by (3.8.2) we have d1,12 w3ε1−εn 6= 0. Hence, Kerd
1,1
2 = E
1,1
3 has no components with
highest weight 3ε1 − εn.
Let us prove that the irreducible component with highest weight ε1 − εn cannot be
contained in E1,1∞ with multiplicity greater than 1. Note that E
1,1
1 has two components of
weight ε1−εn. According to Tables 2 and 4, one of the gl(n)-highest vectors of weight ε1−εn
in E1,11 is vε1−εn = (τ − z)⊗ f˜n ∧ e˜1. We see that
dvε1−εn(en, f1, f1) = −2vε1−εn(en, f1)(f1) = −(τ − z)(f1) = 2f1 6= 0.
Suppose that dvε1−εn ∈ Z
3,0
0 +dZ
2,0
0 . Then there exist gl(n)-highest vectors v
′
ε1−εn ∈ Z
3,0
0 and
v′′ε1−εn ∈ dZ
2,0
0 of weight ε1 − εn such that
dvε1−εn = v
′
ε1−εn
+ v′′ε1−εn.
Since en ∈ V0, then v
′
ε1−εn(en, f1, f1) = 0. Therefore, v
′′
ε1−εn 6= 0. Now note that
dvε1−εn(e1, f1, f1) = −vε1−εn(f1, f1)(e1)− 2vε1−εn(e1, f1)(f1) = 0.
Since e1 ∈ V0, then v
′
ε1−εn
(e1, f1, f1) = 0. Therefore,
v′′ε1−εn(e1, f1, f1) = 0. (3.8.3)
By Table 6 E2,00 = Z
2,0
0 contains a unique highest vector of weight ε1 − εn, namely,
n∑
i=1
fn ∧ f˜i ⊗ e˜ie˜1.
Then
v′′ε1−εn = kd(
n∑
i=1
fn ∧ f˜i ⊗ e˜ie˜1), where k ∈ C
∗.
Note that in this case
v′′ε1−εn(e1, f1, f1) = kd(
n∑
i=1
fn ∧ f˜i ⊗ e˜ie˜1)(e1, f1, f1) =
− k(
n∑
i=1
fn ∧ f˜i ⊗ e˜ie˜1)(f1, f1)(e1) = (k/2)fn 6= 0,
which contradicts (3.8.3). Thus, dv3ε1−εn 6∈ Z
3,0
0 + dZ
2,0
0 . Then (3.8.1) yields d
1,1
1 vε1−εn 6= 0.
Therefore, the component of highest weight ε1 − εn can not be contained in Kerd
1,1
1 and
hence, in E1,1∞ , with multiplicity exceeding 1. So part a) of Lemma 3.8 is proved.
Let us prove that E1,1∞ = E
1,1
3 contains an irreducible gl(n)-submodule of highest weight
2ε1. Note that E
1,1
2 does contain such a submodule, since by Table 4 it is contained in E
1,1
1
and is not contained in either E0,11 or E
2,1
1 .
Let u2ε1 be the gl(n)-highest vector of weight 2ε1 in E
1,1
1 . By (3.8.1) u2ε1 can be chosen so
that
u2ε1(v1, v2) = 0 for any v1, v2 ∈ V1.
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According to (3.8.1), the gl(n)-highest vector of weight 2ε1 in E
1,1
2 is
w2ε1 = u2ε1 + t2ε1 + s2ε1 , (3.8.4)
where t2ε1 ∈ Z
2,0
0 and s2ε1 ∈ dZ
1,0
0 are gl(n)-highest vectors. If dw2ε1 = 0, then
w2ε1 ∈ Kerd
1,1
2 = E
1,1
3
and therefore, E1,1∞ has an irreducible gl(n)-submodule with highest weight 2ε1.
Suppose that dw2ε1 6= 0. Let us prove that then
dw2ε1 ∈ dZ
2,0
1 . (3.8.5)
Recall that Z2,01 = E
2,0
1 and by Table 3 E
2,0
1 has one highest vector of weight 2ε1, namely,
v2ε1 . Let us show that
dw2ε1 = kdv2ε1 , where k ∈ C
∗. (3.8.6)
Note that by (3.2.1) dw2ε1 ∈ Z
3,0
2 and dZ
2,0
1 ⊂ Z
3,0
0 . Therefore, in order to prove (3.8.6) it
suffices to show that
dw2ε1(v1, v2, v3) = kdv2ε1(v1, v2, v3), where k ∈ C
∗, for any v1, v2, v3 ∈ V1.
We have
du2ε1(v1, v2, v3) = 0 for any v1, v2, v3 ∈ V1.
Since s2ε1 ∈ dZ
1,0
0 , then ds2ε1 = 0. Therefore,
dw2ε1(v1, v2, v3) = dt2ε1(v1, v2, v3) for any v1, v2, v3 ∈ V1. (3.8.7)
Since t2ε1 ∈ Z
2,0
0 , then dt2ε1 ∈ Z
2,1
0 . Hence dt2ε1 = t
′
2ε1
+ t′′2ε1 ,where t
′
2ε1
, t′′2ε1 are gl(n)-highest
vectors from Z2,10 such that
t′2ε1(v1, v2, v3) = 0 for all v1, v2, v3 ∈ V1 and t
′′
2ε1
∈ Z3,00 .
Since by hypothesis dw2ε1 6= 0, then t
′′
2ε1 6= 0. Since v2ε1 ∈ Z
2,0
1 , then dv2ε1 ∈ Z
3,0
0 .
In Lemma 3.7 we have proved that dv2ε1 6= 0 (see (3.7.1)). By Table 6 Z
3,0
0 = E
3,0
0 has
only one irreducible gl(n)-submodule with highest weight 2ε1. Hence t
′′
2ε1
= kdv2ε1, where
k ∈ C∗. Therefore,
dt2ε1(v1, v2, v3) = kdv2ε1(v1, v2, v3) for any v1, v2, v3 ∈ V1.
Thus, by (3.8.7)
dw2ε1(v1, v2, v3) = kdv2ε1(v1, v2, v3) for any v1, v2, v3 ∈ V1
and formula (3.8.6) is proved. Then by (3.8.2) d1,12 w2ε1 = 0. Therefore, w2ε1 ∈ Kerd
1,1
2 = E
1,1
3 .
Thus, E1,1∞ contains an irreducible gl(n)-submodule with highest weight 2ε1. This proves part
b) of Lemma 3.8. 
3.9. Lemma. Only the following highest weights of irreducible gl(n)-submodules can be
encountered among those in E0,2∞ :
−2εn−1 − 2εn, 2ε1 − εn−1 − εn, ε1 − εn−1 − 2εn, − εn−1 − εn.
Proof. By Table 5 E0,21 is a direct sum of irreducible gl(n)-components with the indi-
cated highest weights.
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Note that due to Table 2 H2(V, g∗) can only possess first and second order SFs. By the
statement of Theorem 2.1 for SFs of order 1, H1,2
cpe(n) = 0. Therefore, by Lemmas 7, 8, and 9
H2,2
cpe(n) can only contain irreducible gl(n)-submodules with the following highest weights:
2ε1 + 2ε2, 2ε1, 2ε1 + ε2 − εn, ε1 + ε2 − 2εn, ε1 − εn,
− 2εn−1 − 2εn, 2ε1 − εn−1 − εn, ε1 − εn−1 − 2εn, − εn−1 − εn
each with multiplicity not greater than one, and the components with highest weights 2ε1+
2ε2 and 2ε1 are contained in H
2,2
cpe(n) with multiplicity one each.
Recall that by definition H2,2g0 is determined by the sequence
g1 ⊗ g
∗
−1
∂
3,1
g0−→ g0 ⊗E
2g∗−1
∂
2,2
g0−→ g−1 ⊗E
3g∗−1.
Thus, g0 ⊗ E
2g∗−1 for
g0 = cpe(n) or spe(n)⊂+〈τ + nz〉
is equal to
cpe(n)⊗ E2g∗−1 or (spe(n)⊂+〈τ + nz〉)⊗E
2g∗−1,
respectively. Note that Im∂3,1
cpe(n) and Im∂
3,1
spe(n)⊂+〈τ+nz〉 are isomorphic spe(n)-modules by part
b) of Theorem 1.2 and (3.1.1).
Note also that by Lemma 1.4 the Jordan-Ho¨lder series for E2V ∗ contains spe(n)-modules
with highest weights 2ε1 and 0. Therefore, the Jordan-Ho¨lder series of the spe(n)-module
H2,2
cpe(n), as compared with that of H
2,2
spe(n)⊂+〈τ+nz〉, can additionally contain only the irreducible
spe(n)-modules with highest weights 2ε1 and 0. But we have shown that H
2,2
cpe(n) has no trivial
gl(n)-submodule and therefore, H2,2
cpe(n) and H
2,2
spe(n)⊂+〈τ+nz〉 can only differ by an irreducible
spe(n)-submodule with highest weight 2ε1, which, being considered as sl(n)-module, is the
sum of irreducible sl(n)-submodules with highest weights
2ε1, ε1 − εn, and − εn−1 − εn (see (1.4.4)).

3.10. Lemma. H2,2
spe(n)⊂+〈τ+nz〉 has no irreducible sl(n)-submodule with highest weight 2ε1.
Proof. Making use of Lemma 3.8, let us prove that E1,1∞ considered as an sl(n)-module
has no irreducible component with highest weight 2ε1 in the case where g0 = spe(n)⊂+〈τ+nz〉.
Indeed, in Lemma 3.8 we have shown that if w2ε1 is the sl(n)-highest vector of weight
2ε1 in E
1,1
2 such that dw2ε1 6= 0 then dw2ε1 ∈ dZ
2,0
1 (see (3.8.5)).
According to Table 2, H0(V0, g∗(g−1, g0)) has no irreducible sl(n)-submodule with highest
weight 0 when g0 = spe(n)⊂+〈τ + nz〉 Therefore, by Table 3 E
2,0
1 has no irreducible sl(n)-
submodule with highest weight 2ε1. Since Z
2,0
1 = E
2,0
1 , then Z
2,0
1 and dZ
2,0
1 have no such
component either. Thus, by (3.8.2) d1,12 w2ε1 6= 0 and therefore, w2ε1 6∈ E
1,1
3 = E
1,1
∞ . It remains
to show that dw2ε1 6= 0. Recall that w2ε1 = u2ε1 + t2ε1 + s2ε1 , where u2ε1 ∈ E
1,1
1 , t2ε1 ∈ Z
2,0
0
and s2ε1 ∈ dZ
1,0
0 are sl(n)-highest vectors (see (3.8.4)). By Tables 2 and 4
u2ε1 = 2
n∑
i=1
e1e˜i ⊗ f˜i ∧ e˜1 − (n+ 1)
n∑
i=1
e1e˜1 ⊗ f˜i ∧ e˜i. (3.10.1)
Therefore,
du2ε1(e1, f1, f1) = −u2ε1(f1, f1)(e1)− 2u2ε1(e1, f1)(f1) =
− 2(e1e˜1 − (n + 1)e1e˜1/2)(f1) = (n− 1)e1 6= 0.
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Since s2ε1 ∈ dZ
1,0
0 , then ds2ε1 = 0. Hence, if dw2ε1 = 0 then t2ε1 6= 0 and since u2ε1 is an even
vector, then vector t2ε1 must be even.
By Table 6 Z2,00 = E
2,0
0 has 4 irreducible sl(n)-submodules with highest weight 2ε1. The
corresponding highest vectors are
(
n∑
i=2
ei ∧ f˜i − (n− 1)e1 ∧ f˜1)⊗ e˜
2
1 − n
n∑
i=2
e1 ∧ f˜i ⊗ e˜1e˜i,
τ ⊗ e˜21, z ⊗ e˜
2
1, and g2 ⊗ e˜
2
1.
.
Only the first three of these vectors are even. Therefore, if we confine ourselves to the case
g0 = spe(n)⊂+〈τ + nz〉, we see that there should be two sl(n)-highest vectors of weight 2ε1
in E2,00 . Let
t2ε1 = k1((
n∑
i=2
ei ∧ f˜i − (n− 1)e1 ∧ f˜1)⊗ e˜
2
1 − n
n∑
i=2
e1 ∧ f˜i ⊗ e˜1e˜i)
+ k2((τ + nz)⊗ e˜
2
1), where k1, k2 ∈ C,
be a linear combination of these vectors. Note that
du2ε1(e2, f2, f1) = −u2ε1(f2, f1)(e2)− u2ε1(e2, f1)(f2)− u2ε1(e2, f2)(f1) =
− 2(e1e˜2/2)(f2) + (n + 1)(e1e˜1/2)(f1) = −e1/2 + (n+ 1)e1/2 = ne1/2,
dt2ε1(e2, f2, f1) = −t2ε1(f2, f1)(e2)− t2ε1(e2, f1)(f2)− t2ε1(e2, f2)(f1) =
(−1/2)k1ne1 ∧ f˜2(e2) = (−1/4)k1ne1.
Therefore, if dw2ε1 = 0, then k1 = 2. Observe that
dt2ε1(e1, f1, f1) = −t2ε1(f1, f1)(e1)− 2t2ε1(e1, f1)(f1) =
− k1(n− 1)(e1 ∧ f˜1)(e1) + k2(τ + nz)(e1) = (−k1(n− 1)/2 + k2(n+ 1))e1.
Since du2ε1(e1, f1, f1) = (n− 1)e1, then
−(n− 1) + k2(n+ 1) + (n− 1) = 0.
Hence, k2 = 0. But then
dw2ε1(f1, f1, f1) = dt2ε1(f1, f1, f1) = −3t2ε1(f1, f1)(f1) =
− 3k1(n− 1)e1 ∧ f˜1(f1) = (3/2)k1(n− 1)f1 = 3(n− 1)f1 6= 0.
This proves Lemma 3.10. 
Lemma 3.10 implies that H2,2
cpe(n) and H
2,2
spe(n)⊂+〈τ+nz〉 differ by an irreducible spe(n)-module
with highest weight 2ε1. Thus, H
2,2
spe(n)⊂+〈τ+nz〉 can only contain irreducible sl(n)-submodules
with highest weights
2ε1 + 2ε2, 2ε1 + ε2 − εn, ε1 + ε2 − 2εn,
− 2εn−1 − 2εn, 2ε1 − εn−1 − εn, ε1 − εn−1 − 2εn
each with multiplicity not greater than 1, and the multiplicity of the submodule with highest
weight 2ε1 + 2ε2 is precisely 1.
3.11. Lemma. The irreducible pe(n)-module with highest weight 2ε1 + 2ε2 is the direct
sum of irreducible gl(n)-modules with the following highest weights:
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a) for n > 3:
2ε1 + 2ε2, 2ε1 + ε2 − εn, ε1 + ε2 − 2εn,
− 2εn−1 − 2εn, 2ε1 − εn−1 − εn, ε1 − εn−1 − 2εn;
b) for n = 3:
2ε1 + 2ε2, 2ε1 + ε2 − ε3, ε1 + ε2 − 2ε3.
Proof. Let us consider the pe(n)-module S2(S2V ). Note that v2ε1+2ε2 = (e1e2)
2−(e21)(e
2
2)
is a pe(n)-highest vector. Indeed, Bi,jv2ε1+2ε2 = 0 for any i and j. Set
v2ε1+ε2−εn = (e1e2)(e1fn)− (e
2
1)(e2fn),
vε1+ε2−2εn = (e1fn) ∧ (e2fn),
v−2εn−1−2εn = (fn−1 ∧ fn)(fn−1 ∧ fn),
v2ε1−εn−1−εn = (e1fn−1) ∧ (e1fn)− (e
2
1)(fn−1 ∧ fn),
vε1−εn−1−2εn = (fn−1 ∧ fn)(e1fn).
Notice that these vectors are the gl(n)-highest ones. Moreover,
C2,nv2ε1+2ε2 = 2v2ε1+ε2−εn, (3.11.1)
B2,nv2ε1+ε2−εn = v2ε1+2ε2, (3.11.2)
C1,nv2ε1+ε2−εn = −3vε1+ε2−2εn, (3.11.3)
B1,nvε1+ε2−2εn = −v2ε1+ε2−εn . (3.11.4)
If n > 3, then additionally
C2,n−1v2ε1+ε2−εn = v2ε1−εn−1−εn,
B2,n−1v2ε1−εn−1−εn = v2ε1+ε2−εn,
C1,nv2ε1−εn−1−εn = −3vε1−εn−1−2εn,
B1,nvε1−εn−1−2εn = −v2ε1−εn−1−εn,
C1,n−1vε1−εn−1−2εn = v−2εn−1−2εn,
B1,n−1v−2εn−1−2εn = 2vε1−εn−1−2εn .
Therefore, if n > 3, then the irreducible pe(n)-module with highest weight 2ε1+2ε2 contains
irreducible gl(n)-modules with highest weights
2ε1 + 2ε2, 2ε1 + ε2 − εn, ε1 + ε2 − 2εn,
− 2εn−1 − 2εn, 2ε1 − εn−1 − εn, ε1 − εn−1 − 2εn.
We have already shown that the spe(n)-module H2,2
spe(n)⊂+〈τ+nz〉 does contain irreducible sl(n)-
submodules with these highest weights exactly, their multiplicities are not greater than 1,
and the multiplicity of sl(n)-submodule with highest weight 2ε1 + 2ε2 is precisely one.
From Tables 2 and 3 we see that the corresponding sl(n)-highest vector is
v2ε1+2ε2 = (e1e˜1)⊗ (e˜2e˜2) + (e2e˜2)⊗ (e˜1e˜1)− 2(e1e˜2)⊗ (e˜1e˜2). (3.11.5)
Hence, v2ε1+2ε2 is an odd spe(n)-highest vector. So part a) of Lemma 3.11 and Theorem 2.1
for the case where g0 = spe(n)⊂+〈τ + nz〉, n > 3, are proved.
Let n = 3. Consider the spe(3)-module E3V . As an sl(3)-module, this module is isomor-
phic to
E3(V0 ⊕ V
∗
0 ) = E
3V0 ⊕ (E
2V0)(V
∗
0 )⊕ V0(S
2V ∗0 )⊕ S
3V ∗0 .
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Therefore, E3V is the direct sum of irreducible sl(3)-modules with the highest weights and
highest vectors listed in Table 7. Note that the vectors of weights 0 and ε1 are the spe(3)-
highest ones. Therefore, the Jordan-Ho¨lder series of the spe(3)-module E3V contains as
quotient modules the trivial and the standard ones. Notice that the vector of weight −2ε3 is
the spe(3)-highest one in the corresponding quotient module which can only contain sl(3)-
submodules with highest weights −2ε3, ε1 − 2ε3, and − 3ε3.
Since v2ε1+2ε2 is the sl(3)-highest vector of weight −2ε3, then the relations (3.11.1)–
(3.11.4) imply part b) of Lemma 3.11. 
3.12. Lemma. For n = 3 we have the following nonsplit exact sequence of spe(3)-modules
0 −→ Π(X2ε1+2ε2) −→ H
2,2
spe(3)⊂+〈τ+3z〉 −→ Π(X3ε1) −→ 0. (3.12.1)
Proof. By part b) of Lemma 3.11 and (3.11.5) we see that H2,2
spe(3)⊂+〈τ+3z〉 contains an
irreducible spe(3)-module with highest weight −2ε3, which being considered as an sl(3)-
module, is the sum of irreducible sl(3)-components with highest weights −2ε3, ε1−2ε3, and−
3ε3.
In addition to these sl(3)-components, H2,2
spe(3)⊂+〈τ+3z〉 can only contain irreducible sl(3)-
components with the following highest weights:
3ε1, 2ε1, and 2ε1 − ε3.
Let us show that these components are indeed contained in H2,2
spe(3)⊂+〈τ+3z〉, and that their
sum is an irreducible spe(3)-quotient module with highest weight 3ε1.
First, note that E0,2∞ = E
0,2
4 has an irreducible gl(n)-module with highest weight 2ε1 −
εn−1 − εn. In fact, by Table 5 such a submodule is contained in E
0,2
1 but is not contained in
E1,21 . Therefore, by (3.2.6) it is contained in E
0,2
2 .
According to Table 4, in E2,11 there is no submodule with highest weight 2ε1− εn−1− εn,
hence such a submodule is not contained in E2,12 either. Therefore, by (3.2.6) the submodule
with this highest weight is contained in E0,23 .
According to Table 6, E3,00 has no submodule with highest weight 2ε1− εn−1− εn, hence
it is not contained in E3,03 either. Therefore, by (3.2.6) it is contained in E
0,2
∞ = E
0,2
4 .
By Tables 2 and 5 the gl(n)-highest vectors in E0,21 of weights
−2εn−1 − 2εn, 2ε1 − εn−1 − εn, and ε1 − εn−1 − 2εn
are, respectively,
v−2εn−1−2εn = (fn−1 ∧ f˜n)⊗ (f˜n−1 ∧ f˜n),
v2ε1−εn−1−εn = (e1e˜1)⊗ (f˜n−1 ∧ f˜n), and
vε1−εn−1−2εn = (e1 ∧ f˜n)⊗ (f˜n−1 ∧ f˜n).
Note that
C1,nv2ε1−εn−1−εn = −2vε1−εn−1−2εn ,
B1,nvε1−εn−1−2εn = −v2ε1−εn−1−εn − (e1 ∧ f˜n)⊗ (f˜n−1 ∧ e˜1),
C1,n−1vε1−εn−1−2εn = v−2εn−1−2εn ,
B1,n−1v−2εn−1−2εn = vε1−εn−1−2εn + (fn−1 ∧ f˜n)⊗ (e˜1 ∧ f˜n).
Therefore, for n = 3 the components with highest weights 3ε1, 2ε1, and 2ε1 − ε3 consti-
tute an irreducible quotient module with highest weight 3ε1.
From Tables 2 and 4 we see that the gl(n)-highest vector in E1,11 of weight 2ε1 + ε2 − εn
is
v2ε1+ε2−εn = (e1e˜2)⊗ (e˜1 ∧ f˜n)− (e1e˜1)⊗ (e˜2 ∧ f˜n).
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Observe that
(B1,2A2,1 − (1/2)B2,2)(v2ε1−ε2−ε3) = 2v2ε1+ε2−ε3 .
Therefore, the sequence (3.12.1) is nonsplit. This proves Lemma 3.12, and Theorem 2.1 in
the case where g0 = spe(3)⊂+〈τ + 3z〉. 
Recall that the Jordan-Ho¨lder series of spe(n)-module H2,2
cpe(n), as compared to that of
H2,2
spe(n)⊂+〈τ+nz〉, contains in addition the spe(n)-component with highest weight 2ε1. Recall
that by (3.10.1) the highest gl(n)-vector with weight 2ε1 in E
1,1
1 is
u2ε1 = 2
n∑
i=1
e1e˜i ⊗ f˜i ∧ e˜1 − (n+ 1)
n∑
i=1
e1e˜1 ⊗ f˜i ∧ e˜i.
Note that
Cn−1,n(u2ε1) = −2(n + 1)v2ε1−εn−1−εn + 2(e1 ∧ f˜n−1 ⊗ f˜n ∧ e˜1 − e1 ∧ f˜n ⊗ f˜n−1 ∧ e˜1).
This proves Theorem 2.1 in the case where g0 = cpe(n).
The proof of Theorem 2.1 in the case where g0 = spe(n) follows from the fact that the
Jordan-Ho¨lder series of spe(n)-module H2,2
spe(n), as compared to that ofH
2,2
spe(n)⊂+〈τ+nz〉, contains
in addition the spe(n)-component with highest weight ε1 + ε2.
Finally, the proof of Theorem 2.1 in the case when g0 = spe(n)⊂+〈aτ + bz〉, where a,
b ∈ C are such that a = 0, b 6= 0, or a 6= 0, b/a 6= n, follows from the fact that the Jordan-
Ho¨lder series of spe(n)-module Ker∂2,2
spe(n)⊂+〈aτ+bz〉, as compared to that of Ker∂
2,2
spe(n), contains
in addition the spe(n)-component with highest weight 2ε1.
CHAPTER 2
The analogues of Penrose’s tensors
In this chapter ΛiV is the i-th exterior power of a vector (super)space V .
Standard Z-grading of sl(m|n) and the corresponding Cartan prolongations
Let V = V (m|0) and U = U(0|n) be the standard (identity) gl(m)- and gl(n)-modules.
(Hereafter gl(m) = gl(m|0), gl(n) = gl(0|n), etc.)
In what follows we will consider the standard (compatible) Z-grading of g = sl(m|n) with
m ≤ n and let the degrees of all even roots be zero. This yields the Z-grading of the form:
g = g−1 ⊕ g0 ⊕ g1, where g0 = sl(m)⊕ sl(n)⊕ C, g−1 = g
∗
1 = U ⊗ V
∗.
Let gˆ0 be the Levi subalgebra of g0, i.e., gˆ0 = sl(m) ⊕ sl(n). The weights are given with
respect to the bases ε1, . . . , εm and δ1, . . . , δn of the dual spaces to the maximal tori of
gl(m|n). Let e1, . . . , em be the weight basis of V and f1, . . . , fn be the weight basis of U . Let
e˜1, . . . , e˜m and f˜1, . . . , f˜n be the bases of the dual spaces to V and U , respectively, normed
so that e˜i(ej) = f˜i(fj) = δij. If ⊕λkλVλ is a direct sum of irreducible g0-modules (here kλ is
the multiplicity of Vλ) with highest weight λ, denote by v
i
λ the highest weight vectors of the
corresponding components: i = 1, . . . , kλ. We will often represent the elements of gl(m|n)
by the matrices
X = diag(A, D) + antidiag(B, C)
where the dimensions of the matrices A, B, C, and D are m×m, m× n, n×m and n× n,
respectively. Denote by Ai,j the matrix X whose components B,C, and D are zero and all
the entries of A are also zero except for the (i, j)-th. The matrices Bi,j, Ci,j, and Di,j are
defined similarly.
1.1. Theorem. a) If m = 1, n > 1, then g∗(g−1, g0) = vect(0|n), g∗(g−1, gˆ0) =
svect(0|n);
b) if m, n > 1 and m 6= n, then g∗(g−1, g0) = g, g∗(g−1, gˆ0) = g−1 ⊕ gˆ0;
c) if m = n = 2, then g∗(g−1, gˆ0) = h(0|4), g∗(g−1, g0) = S
∗(g∗−1)⊂+ h(0|4);
d) if m = n > 2, then g∗(g−1, gˆ0) = psl(n|n), g∗(g−1, g0) = S
∗(g∗−1)⊂+ psl(n|n).
Proof. Consider all cases mentioned in Theorem 1.1.
1.2. m = 1, n ≥ 2. Then g0 = sl(n) ⊕ C = gl(n) and gˆ0 = sl(n), where g−1 is the
standard g0 (or gˆ0) module. Therefore, g∗(g−1, g0) = vect(0|n), g∗(g−1, gˆ0) = svect(0|n).
Notice that if m 6= n, then
sl(m|n) ⊂ g∗(g−1, g0) (1.2.1)
and if m = n, then
psl(n|n) ⊂ g∗(g−1, gˆ0). (1.2.2)
Indeed, the Lie superalgebras sl(m|n), where m 6= n, and psl(n|n) are simple and therefore,
they are transitive (i.e., if there exists g ∈ gi (i ≥ 0) such that [g−1, g] = 0, then g = 0.
It follows that g1 is embedded into g0 ⊗ g
∗
−1 (or gˆ0 ⊗ g
∗
−1). The Jacobi identity implies
g1 ⊂ g−1 ⊗ S
2g∗−1.
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1.3. Calculation of the first term of the Cartan prolongation for m, n ≥ 2, m 6=
n. Let g′1 be the first term of the Cartan prolongation of the pair (g−1, g0). Let us show
that g′1 = g1. By definition,
g′1 = (g0 ⊗ g
∗
−1) ∩ (g−1 ⊗ S
2g∗−1), where, as gl(m)⊕ gl(n)-modules ,
g0 ⊗ g
∗
−1
∼= [(V ⊗ V ∗)/C⊕ (U ⊗ U∗)/C⊕ C]⊗ (U∗ ⊗ V ).
Note that if g ∈ g0 ⊗ g
∗
−1, then
g ∈ g−1 ⊗ S
2g∗−1 if and only if g(g1)(g2) = −g(g2)(g1) for any g1, g2 ∈ g−1,
since g−1 is purely odd.
Lemma. The gl(m)⊕ gl(n)-module g0 ⊗ g
∗
−1 is the direct sum of irreducible submodules
whose highest weights and highest vectors are listed in Table 8.
Proof. The proof of the Lemma consists of: a) a verification of the fact that vectors vλ
from Table 8 are indeed highest with respect to gl(m) ⊕ gl(n), i.e. Ai,jvλ = Di,jvλ = 0 for
i < j;
b) a calculation of dimension of g0⊗g
∗
−1 and of dimensions of the irreducible submodules
of g0 ⊗ g
∗
−1 by the formula from the Appendix.
Let us show that if
λ = 2ε1 − εm − δn, ε1 + δ1 − 2δn, ε1 + ε2 − εm − δn (if m ≥ 3),
or
λ = ε1 + δ1 − δn−1 − δn (if n ≥ 3),
then vλ 6∈ g
′
1. For this it suffices to indicate g1, g2 ∈ g−1 such that
vλ(g1)(g2) 6= −vλ(g2)(g1) (1.3.1)
or, perhaps, there exists just one g ∈ g−1 such that
vλ(g)(g) 6= 0. (1.3.2)
Let λ = 2ε1 − εm − δn. Then
vλ(fn ⊗ e˜1)(fn ⊗ e˜1) = A1,m(fn ⊗ e˜1) = −fn ⊗ e˜m 6= 0.
If λ = ε1 + δ1 − 2δn, then
vλ(fn ⊗ e˜1)(fn ⊗ e˜1) = D1,n(fn ⊗ e˜1) = f1 ⊗ e˜1 6= 0.
If λ = ε1 + ε2 − εm − δn (for m ≥ 3), then
vλ(fn ⊗ e˜2)(fn−1 ⊗ e˜1) = A1,m(fn−1 ⊗ e˜1) = −fn−1 ⊗ e˜m,
but vλ(fn−1 ⊗ e˜1)(fn ⊗ e˜2) = 0.
Finally, if λ = ε1 + δ1 − δn−1 − δn (for n ≥ 3), then
vλ(fn ⊗ e˜1)(fn−1 ⊗ e˜2) = D1,n−1(fn−1 ⊗ e˜2) = f1 ⊗ e˜2,
but vλ(fn−1 ⊗ e˜2)(fn ⊗ e˜1) = 0.
Now, let us show that if λ = ε1−δn, then g
′
1 contains precisely one irreducible gl(m)⊕gl(n)-
module with highest weight λ. Notice that by (1.2.1) g′1 contains at least one such module.
Let
vλ = k1v
1
λ + k2v
2
λ + k3v
3
λ, where k1, k2, k3 ∈ C,
be a linear combination of highest vectors of weight λ. Then the condition
vλ(fn ⊗ e˜2)(fn−1 ⊗ e˜1) = −vλ(fn−1 ⊗ e˜1)(fn ⊗ e˜2)
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implies
mk1 = nk2, (1.3.3)
whereas the condition
vλ(fn ⊗ e˜1)(fn ⊗ e˜1) = 0
implies
k1(m− 1) + k2(1− n) + k3(m− n) = 0.
Hence,
k2 = mk1/n and k3 = −k1/n. (1.3.4)
Thus, g′1 = Vε1−δn and g
′
1 = g1. 
1.4. Calculation of the second term of the Cartan prolongation for m, n ≥
2, m 6= n. Let g2 be the second term of the Cartan prolongation of (g−1, g0).
Let us show that g2 = 0. Indeed, by definition, g2 = (g1 ⊗ g
∗
−1) ∩ (g0 ⊗ S
2g∗−1). Notice
that, as g0-module,
g1 ⊗ g
∗
−1
∼= (U∗ ⊗ V )⊗ (U∗ ⊗ V ) =
S2U∗ ⊗ S2V ⊕ Λ2U∗ ⊗ Λ2V ⊕ Λ2U∗ ⊗ S2V ⊕ S2U∗ ⊗ Λ2V.
This decomposition and Table 5 of [OV] imply the following
Lemma. The gl(m)⊕ gl(n)-module (U∗ ⊗ V )⊗ (U∗ ⊗ V ) is the direct sum of irreducible
submodules whose highest weights and the corresponding highest vectors are listed in Table
9.
Let us show that vλ 6∈ g2, where vλ is any of the highest vectors listed in Table 9. Let us
indicate g1, g2 ∈ g−1 for which either (1.3.1) or (1.3.2) holds.
Let λ = 2ε1 − 2δn. Then
vλ(fn ⊗ e˜1)(fn ⊗ e˜2) = B1,n(fn ⊗ e˜2) = e1 ⊗ e˜2, but vλ(fn ⊗ e˜2)(fn ⊗ e˜1) = 0.
If λ = ε1 + ε2 − 2δn, then
vλ(fn ⊗ e˜2)(fn ⊗ e˜2) = B1,n(fn ⊗ e˜2) = e1 ⊗ e˜2 6= 0.
If λ = 2ε1 − δn−1 − δn, then
vλ(fn−1 ⊗ e˜1)(fn ⊗ e˜2) = −B1,n(fn ⊗ e˜2) = −e1 ⊗ e˜2, but vλ(fn ⊗ e˜2)(fn−1 ⊗ e˜1) = 0.
Let λ = ε1 + ε2 − δn−1 − δn. Then if n > 2, we have
vλ(fn−1 ⊗ e˜2)(f1 ⊗ e˜1) = B1,n(f1 ⊗ e˜1) = f1 ⊗ f˜n,
but vλ(f1 ⊗ e˜1)(fn−1 ⊗ e˜2) = 0. If m > 2, then
vλ(fn−1 ⊗ e˜2)(fn ⊗ e˜m) = B1,n(fn ⊗ e˜m) = e1 ⊗ e˜m,
but vλ(fn⊗ e˜m)(fn−1⊗ e˜2) = 0. Therefore, g2 = 0 and g∗(g−1, g0) = g. Note that by (1.3.4)
we have g∗(g−1, gˆ0) = g−1 ⊕ gˆ0. This proves part b) of Theorem 1.1.
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1.5. m = n. Let m = n = 2 Since gˆ0 = sl(2) ⊕ sl(2) = o(4) and g−1 is the standard
o(4)-module (considered as purely odd superspace), then g∗(g−1, gˆ0) = h(0|4).
Let m = n > 2 and g′1 be the first term of the Cartan prolongation of the pair (g−1, gˆ0).
Let us show that g′1 = g1. Indeed, by (1.2.2) g1 ⊂ g
′
1. By sec.1.3 and Table 8 we see that
the only highest weights of g′1 are all equal to ε1− δn. Then formula (1.3.3) implies that the
highest vector of such weight in g′1 is precisely one and therefore, g
′
1 = g1. By sec.1.4 the
second term of the Cartan prolongation of the pair (g−1, gˆ0) is zero. Hence, for m = n > 2
we have g∗(g−1, gˆ0) = psl(n|n).
Let m = n > 1 and let gk be the k-th term of the Cartan prolongation of the pair
(g−1, g0). Recall that gk = (g0 ⊗ S
kg∗−1) ∩ (g−1 ⊗ S
k+1g∗−1) (k ≥ 1). Observe that
g0 ⊗ S
kg∗−1 = (gˆ0 ⊕ 〈z〉)⊗ S
kg∗−1, where z = 12n is the center of sl(n|n).
Note that
〈z〉 ⊗ Skg∗−1 ⊂ g−1 ⊗ S
k+1g∗−1.
Therefore,
g∗(g−1, g0) = S
∗(g∗−1)⊂+ g∗(g−1, gˆ0).

Structure functions of Lie superalgebras vect(0|n) and svect(0|n)
Recall that U is the purely odd standard gl(n)-module.
2.1. Theorem. If m = 1, n > 1, then
a) Hk,2g0 = 0 for any k > 0;
b) Hk,2
gˆ0
= Πn(C)δkn.
2.2. Proof of part a). Since g∗(g−1, g0) = vect(0|n) =
∑n−1
i=−1 gi, where g0 = gl(n), and
the gl(n)-module gi is isomorphic to U ⊗ S
i+1U∗, then for k ≥ n+ 2 we have Hk,2g0 = 0, and
for k ≤ n + 1 there exist the following Spencer cochain sequences:
gl(n)⊗ U∗
∂
2,1
gl(n)
−→ U ⊗ Λ2U∗
∂
1,2
gl(n)
−→ 0 (k = 1),
Ck+1,1
gl(n)
∂
k+1,1
gl(n)
−→ Ck,2
gl(n)
∂
k,2
gl(n)
−→ Ck−1,3
gl(n) (2 ≤ k ≤ n),
0
∂
n+2,1
gl(n)
−→ Cn+1,2
gl(n)
∂
n+1,2
gl(n)
−→ Cn,3
gl(n) (k = n+ 1),
where
Ck+1,1
gl(n) = gk−1 ⊗ g
∗
−1
∼= (U ⊗ SkU∗)⊗ U∗,
Ck,2
gl(n) = gk−2 ⊗ Λ
2g∗−1
∼= (U ⊗ Sk−1U∗)⊗ Λ2U∗,
Ck−1,3
gl(n) = gk−3 ⊗ Λ
3g∗−1
∼= (U ⊗ Sk−2U∗)⊗ Λ3U∗.
Recall (see sec.3.1 of Chapter 1) that if g−1 is a faithful module over a Lie superalgebra g0
and
gk−1 ⊗ g
∗
−1
∂
k+1,1
g0−→ gk−2 ⊗ Λ
2g∗−1
∂
k,2
g0−→ gk−3 ⊗ Λ
3g∗−1 (k ≥ 1)
is the Spencer cochain sequence , which corresponds to the pair (g−1, g0), then
Im∂k+1,1g0
∼= (gk−1 ⊗ g
∗
−1)/gk. (2.2.1)
Let us show that H1,2g0 = 0. Indeed, by (2.2.1)
Im∂2,1g0
∼= (gl(n)⊗ U∗)/(U ⊗ S2U∗) ∼= U ⊗ Λ2U∗ = Ker∂1,2g0 .
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We will prove that for 2 ≤ k ≤ n + 1 we have Hk,2
gl(n) = 0 , using the following
Lemma. As gl(n)-modules Ck,2
gl(n), C
k+1,1
gl(n) , and gk , where 2 ≤ k ≤ n + 1, are the direct
sums of the irreducible submodules whose highest weights and highest vectors are listed in
Tables 10, 11, and 12, respectively. [r, s, and t denote the cyclic permutations of (n −
k, . . . , n), (n− k + 1, . . . , n), and (n− k + 2, . . . , n), respectively.]
Proof. The proof of the Lemma consists of
a) a verification of the fact that vectors vλl , vβl, vγl from the Tables 10, 11, and 12 are
indeed highest with respect to gl(n), i.e., Di,jvλl = Di,jvβl = Di,jvγl = 0 for i < j;
b) a calculation of dimensions of given modules and dimensions of their irreducible sub-
modules by the formula from the Appendix.
Notice that Di,jfp = δjpfi, Di,j f˜p = −δipf˜j. According to Table 10,
λ1 = δ1 − δn−k+2 − . . .− δn−1 − 3δn, vλ1 = (f1 ⊗ f˜n−k+2 ∧ f˜n−k+3 ∧ . . . ∧ f˜n)⊗ f˜n
2
.
Then for i < n− k + 2 Di,jvλ1 = 0. For j > i ≥ n− k + 2
Di,j(vλ1) = Di,j(f1 ⊗ f˜n−k+2 ∧ . . . ∧ f˜i ∧ . . . ∧ f˜j ∧ . . . ∧ f˜n)⊗ f˜n
2
=
(f1 ⊗ f˜n−k+2 ∧ . . . ∧ (−f˜j) ∧ . . . ∧ f˜j ∧ . . . ∧ f˜n)⊗ f˜n
2
= 0.
Thus, vλ1 is highest vector. The proof of the fact that the other vectors from Tables 10, 11,
and 12 are highest with respect to gl(n) is similar.
Using the formula from the Appendix we find the dimensions of the gl(n)-modules given
in Table 10:
if 2 ≤ k ≤ n, then
dimVλ1 =
n(n+ 3)(n+ 1)!
2(n− k + 2)(k + 1)(k − 2)!(n− k)!
,
if 3 ≤ k = n+ 1, then
dimVλ1 =
(n− 1)n(n + 2)
2
,
if 2 ≤ k ≤ n + 1, then
dim Vλ2 =
(n + 1)!
(k − 2)!((n− k + 1)!k
,
if k = 2 ≤ n, then
dimVλ3 = dim Vλ2,
if 3 ≤ k ≤ n, then
dimVλ3 =
(n + 2)!
2(k − 3)!(n− k + 2)!k
,
if 3 ≤ k = n, then
dimVλ4 = n
2 − 1,
if 2 ≤ k ≤ n− 1, then
dimVλ4 =
n(n + 2)n!
(n− k + 1)(k − 1)!(n− k − 1)!(k + 1)
, (2.2.2)
if 2 ≤ k ≤ n, then
dimVλ5 =
n!
k!(n− k)!
, (2.2.3)
if 3 ≤ k ≤ n− 1, then
dimVλ6 = dim Vλ2.
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Therefore, if 2 = k = n, then
dimVλ1 + 2dimVλ2 + dimVλ5 =
n3(n+ 1)
2
= dim(U ⊗ U∗)⊗ Λ2U∗,
if 2 = k ≤ n− 1, then
5∑
l=1
dimVλl =
n3(n+ 1)
2
= dim(U ⊗ U∗)⊗ Λ2U∗,
if 3 ≤ k = n+ 1, then
2∑
l=1
dimVλl =
n2(n+ 1)
2
= dimU ⊗ Λ2U∗,
if 3 ≤ k = n, then
5∑
l=1
dimVλl =
n3(n+ 1)
2
= dim(U ⊗ Sn−1U∗)⊗ Λ2U∗,
if 3 ≤ k ≤ n− 1, then
6∑
l=1
dimVλl =
n2(n + 1)!
2(n− k + 1)!(k − 1)!
= dim(U ⊗ Sk−1U∗)⊗ Λ2U∗.
In order to find the dimensions of the gl(n)-modules given in Table 11, note that if k ≥ 2,
then β1 = λ4, β2 = β4 = λ5, β3 = λ2. Using the formula from the Appendix we get
dimVβ5 =
(n+ 1)!
(n− k)(k + 1)!(n− k − 2)!
for 2 ≤ k ≤ n− 2. (2.2.4)
Therefore, if 2 ≤ k = n, then
2∑
l=1
dimVβl = n
2 = dimU ⊗ U∗,
if 2 ≤ k = n− 1, then
4∑
l=1
dimVβl = n
3 = dim(U ⊗ Sn−1U∗)⊗ U∗,
if 2 ≤ k ≤ n− 2, then
5∑
l=1
dimVβl =
n2n!
(n− k)!k!
= dim(U ⊗ SkU∗)⊗ U∗.
Finally, in order to find the dimensions of the gl(n)-modules given in Table 12, note that if
2 ≤ k ≤ n− 2, then γ1 = β5, and γ2 = λ5. Therefore, if 2 ≤ k ≤ n− 2, then
2∑
l=1
dimVγl =
nn!
(n− k − 1)!(k + 1)!
= dim(U ⊗ Sk+1U∗) = dim gk,
and if k = n− 1, then dim Vγ1 = n = dimU = dim gk. This proves the Lemma. 
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Let k ≥ 2 and λ = λ1, λ2, λ3. Then
vλ 6∈ Ker∂
k,2
gl(n). (2.2.5)
Indeed,
∂k,2
gl(n)vλ(fn, fn, fn) = −3vλ(fn, fn)(fn),
and according to Table 10, vλ(fn, fn)(fn) 6= 0. Note that if 2 ≤ k = n, then
Im∂k+1,1
gl(n) = Vλ2 ⊕ Vλ5 . (2.2.6)
In fact, according to Table 11,
Ck+1,1
gl(n) = Vλ2 ⊕ Vλ5,
and we get (2.2.6) by (2.2.1), since gk = 0. Note that if 2 ≤ k ≤ n− 1, then
Im∂k+1,1
gl(n) = Vλ2 ⊕ Vλ4 ⊕ Vλ5 . (2.2.7)
Indeed, according to Table 11, if 2 ≤ k = n− 1, then
Ck+1,1
gl(n) = Vλ2 ⊕ Vλ4 ⊕ 2Vλ5 , (2.2.8)
and if 2 ≤ k ≤ n− 2, then
Ck+1,1
gl(n) = Vλ2 ⊕ Vλ4 ⊕ 2Vλ5 ⊕ Vβ5 . (2.2.9)
Since by Table 12
gk = Vλ5 for 2 ≤ k = n− 1,
gk = Vλ5 ⊕ Vβ5 for 2 ≤ k ≤ n− 2,
we get (2.2.7) by (2.2.1).
We will show now that for 2 ≤ k ≤ n+ 1
Ker∂k,2
gl(n) = Im∂
k+1,1
gl(n) . (2.2.10)
Let
Ker∂k,2
gl(n) = ⊕λkλVλ. (2.2.11)
Let k = 2. According to Table 10, if n = 2, then
Ck,2
gl(n) = Vλ1 ⊕ 2Vλ2 ⊕ Vλ5 , (2.2.12)
and if n ≥ 3, then
Ck,2
gl(n) = Vλ1 ⊕ 2Vλ2 ⊕ Vλ4 ⊕ Vλ5 .
Therefore, in (2.2.11) kλ5 ≤ 1, and by (2.2.5) kλ1 = 0, kλ2 ≤ 1. Note that if n = 2, then
kλ4 = 0, and if n ≥ 3, then kλ4 ≤ 1. Thus, by (2.2.6) and (2.2.7) we get (2.2.10).
Let k ≥ 3. Then according to Table 10, if k = n+ 1, then
Ck,2
gl(n) = Vλ1 ⊕ Vλ2 .
Hence, by (2.2.5) Ker∂k,2
gl(n) = 0. If k = n, then
Ck,2
gl(n) = Vλ1 ⊕ 2Vλ2 ⊕ Vλ3 ⊕ Vλ5 . (2.2.13)
Therefore, in (2.2.11) kλ5 ≤ 1 and by (2.2.5) kλ1 = kλ3 = 0, kλ2 ≤ 1. So from (2.2.6) we get
(2.2.10).
Finally, if k ≤ n− 1, then
Ck,2
gl(n) = Vλ1 ⊕ 2Vλ2 ⊕ Vλ3 ⊕ Vλ4 ⊕ Vλ5 .
Therefore, in (2.2.11) kλ4 ≤ 1, kλ5 ≤ 1 and by (2.2.5) kλ1 = kλ3 = 0, kλ2 ≤ 1. Thus, by
(2.2.7) we get (2.2.10). This proves part a) of Theorem 2.1.
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2.3. Proof of part b) of Theorem 2.1. Note that g∗(g−1, gˆ0) = svect(0|n) =
⊕n−2i=−1gi, where gˆ0 = sl(n), and the sl(n)-module gi is isomorphic to U if i = −1 and to
Vδ1−δn−k−δn−k+1−...−δn if 0 ≤ k ≤ n− 2.
Hence, for k ≥ n + 1 we have Hk,2
sl(n) = 0 and for 1 ≤ k ≤ n there exist the following
Spencer cochain sequences:
sl(n)⊗ U∗
∂
2,1
sl(n)
−→ U ⊗ Λ2U∗
∂
1,2
sl(n)
−→ 0 (k = 1),
Ck+1,1
sl(n)
∂
k+1,1
sl(n)
−→ Ck,2
sl(n)
∂
k,2
sl(n)
−→ Ck−1,3
sl(n) (2 ≤ k ≤ n− 1),
0
∂
n+1,1
sl(n)
−→ Cn,2
sl(n)
∂
n,2
sl(n)
−→ Cn−1,3
sl(n) (k = n).
First, we will show that H1,2
sl(n) = 0. In fact, since g1
∼= Vδ1−δn−1−δn , then by (2.2.1)
Im∂2,1
sl(n)
∼= (sl(n)⊗ U∗)/Vδ1−δn−1−δn.
Since dim sl(n)⊗ U∗ = (n2 − 1)n and by the formula from the Appendix
dim Vδ1−δn−1−δn =
n(n + 1)(n− 2)
2
,
then
dim Im∂2,1
sl(n) = (n
2 − 1)n−
n(n+ 1)(n− 2)
2
=
n3 + n2
2
=
dimU ⊗ Λ2U∗ = dimKer∂1,2
sl(n).
Next, we will prove that for 2 ≤ k ≤ n− 1 we have Hk,2
sl(n) = 0.
Lemma. If 2 ≤ k = n− 1, then
Ck+1,1
sl(n) = Vλ4 ⊕ Vλ5. (2.3.1)
If 2 ≤ k ≤ n− 2, then
Ck+1,1
sl(n) = Vλ4 ⊕ Vλ5 ⊕ Vβ5. (2.3.2)
Proof. Let c ∈ Ck+1,1
gl(n) . Then c ∈ C
k+1,1
sl(n) if and only if
c ∈ (sl(n)⊗ Sk−1U∗)⊗ U∗. (2.3.3)
Let
Ck+1,1
sl(n) = ⊕βkβVβ. (2.3.4)
Using the decomposition of Ck+1,1
gl(n) into direct sum of irreducible gl(n)-modules given in
(2.2.8) and (2.2.9), we check condition (2.3.3) for the corresponding highest vectors: let
β = λ4 = β1, then up to a complex constant,
vβ1(fn)(fj1 ∧ fj2 ∧ . . . ∧ fjk−1) = f1 ⊗ f˜jk , where 2 ≤ jk ≤ n.
Since f1 ⊗ f˜jk ∈ sl(n), then in (2.3.4) kλ4 = 1. Let β = λ2 = β3, then up to a nonzero
constant,
vβ3(fn)(fn−k+2 ∧ fn−k+3 ∧ . . . ∧ fn) =
n∑
j=1
fj ⊗ f˜j .
Since
∑n
j=1 fj ⊗ f˜j 6∈ sl(n), then kλ2 = 0. Let β = β5. Then up to a constant,
vβ5(fj1)(fj2 ∧ . . . ∧ fjk) = f1 ⊗ f˜jk+1, where 2 ≤ jk+1 ≤ n.
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Since f1⊗ f˜jk+1 ∈ sl(n), then kβ5 = 1. Let us show that kλ5 = 1. Indeed, by the formula from
the Appendix
dimVδ1−δn−k+1−...−δn =
(n+ 1)!
(n− k + 1)k!(n− k − 1)!
.
Therefore,
dimCk+1,1
sl(n) = dim(Vδ1−δn−k+1−...−δn ⊗ U
∗) =
n(n+ 1)!
(n− k + 1)k!(n− k − 1)!
.
Then by (2.2.2) and (2.2.3) if 2 ≤ k = n− 1, then
dimCk+1,1
sl(n) = dimVλ4 + dimVλ5 ,
if 2 ≤ k ≤ n− 2, then by (2.2.2), (2.2.3), and (2.2.4)
dimCk+1,1
sl(n) = dimVλ4 + dimVλ5 + dimVβ5 ,
Thus, kλ5 = 1. This proves the Lemma. 
2.4. Lemma. Ker∂k,2
sl(n) doesn’t contain irreducible sl(n)-submodules with highest weight
λ2.
Proof. Let c ∈ Ck,2
gl(n). Then c ∈ C
k,2
sl(n) if and only if
c ∈ (sl(n)⊗ Sk−2U∗)⊗ λ2U∗.
According to Table 10, each highest vector with weight λ2 in C
k,2
gl(n) is
v = avλ2 + bvλ3 , if k = 2 ≤ n,
v = avλ2 + bvλ6 , if 3 ≤ k ≤ n− 1, where a, b ∈ C.
Therefore, up to a nonzero constant,
v(fn, fn)(fn−k+2 ∧ . . . ∧ fn−1) = (−1)
kafn ⊗ f˜n + b
n∑
j=1
fj ⊗ f˜j.
Note that
(−1)kafn ⊗ f˜n + b
n∑
j=1
fj ⊗ f˜j ∈ sl(n)
if and only if (−1)ka+ nb = 0. But in this case v 6∈ Kerk,2
sl(n). In fact,
∂k,2
sl(n)(fn, fn, fn) = −3v(fn, fn)(fn) 6= 0.
This proves Lemma 2.4. 
In order to prove that for 2 ≤ k ≤ n− 1
Im∂k+1,1
sl(n) = Ker∂
k,2
sl(n), (2.4.1)
observe that if 2 ≤ k = n − 1, then gk = 0 and if 2 ≤ k ≤ n − 2, then gk = Vβ5. Thus, by
(2.2.1), (2.3.1), and (2.3.2)
Im∂k+1,1
sl(n) = Vλ4 ⊕ Vλ5 .
Therefore, by (2.2.7), (2.2.10), and Lemma 2.4, we get (2.4.1).
Finally, let 2 ≤ k = n. Notice that by (2.2.6) and (2.2.10)
Ker∂n,2
gl(n) = Vλ2 ⊕ Vλ5 , (2.4.2)
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where Vλ5 is a trivial sl(n)-module. By (2.2.12) and (2.2.13) the multiplicity of λ5 in C
n,2
gl(n) is
1. Moreover, this trivial submodule is contained in Cn,2
sl(n), because the sl(n)-module C
n,2
sl(n) is
isomorphic to Λ2U⊗Λ2U∗, which contains a trivial sl(n)-submodule (generated by
∑
i,j fifj⊗
f˜if˜j). Thus, Ker∂
n,2
sl(n) must contain a trivial submodule. According to (2.4.2) and Lemma
2.4, Ker∂n,2
sl(n) is a trivial sl(n)-submodule, generated by
vλ5 =
n−1∑
j=0
(−1)(n−1)j
n∑
i=1
fi ⊗ f˜sj(1) ∧ f˜sj(2) ∧ . . . ∧ f˜sj(n−1) ⊗ f˜sj(n)f˜i,
where s is a cyclic permutation of (1, 2, . . . , n). This proves Theorem 2.1.
Penrose’s tensors
3.1. Theorem. If m,n > 1, then Hk,2g0 = 0 for k > 2 and the g0-modules H
1,2
g0
and H2,2g0
are the direct sums of irreducible submodules whose highest weights are given in Table 13.
If m = n, then Hk,2
gˆ0
= Hk,2g0 for any k and if m 6= n, then H
1,2
gˆ0
= H1,2g0 whereas H
2,2
gˆ0
=
H2,2g0 ⊕ Vε1+ε2−2δn ⊕ V2ε1−δn−1−δn if either m = 2 or n = 2;
H2,2
gˆ0
= H2,2g0 ⊕ Vε1+ε2−2δn ⊕ V2ε1−δn−1−δn ⊕ Vε1+ε2−δn−1−δn if m, n > 2.
3.2. Calculation of H1,2g0 and H
1,2
gˆ0
for m, n ≥ 2, m 6= n. For k = 1 the Spencer
cochain sequence is of the form
g0 ⊗ g
∗
−1
∂
2,1
g0−→ g−1 ⊗ Λ
2g∗−1
∂
1,2
g0−→ 0.
Observe that
g−1 ⊗ Λ
2g∗−1 = (U ⊗ V
∗)⊗ Λ2(U∗ ⊗ V ) ∼=
(U ⊗ V ∗)⊗ (Λ2U∗ ⊗ S2V ⊕ S2U∗ ⊗ Λ2V ) ∼=
(Λ2U∗ ⊗ U)⊗ (S2V ⊗ V ∗)⊕ (S2U∗ ⊗ U)⊗ (Λ2V ⊗ V ∗),
g0 ⊗ g
∗
−1 = (V ⊗ V
∗/C⊕ U ⊗ U∗/C⊕ C)⊗ (U∗ ⊗ V ),
g1 = U
∗ ⊗ V.
Therefore, as gl(m)⊕ gl(n)-modules,
Im∂2,1g0
∼= (V ⊗ V ∗/C⊕ U ⊗ U∗/C)⊗ (U∗ ⊗ V ) (3.2.1)
and
H1,2g0
∼= (Λ2U∗ ⊗ U/U∗)⊗ (S2V ⊗ V ∗/V )⊕ (S2U∗ ⊗ U/U∗)⊗ (Λ2V ⊗ V ∗/V ). (3.2.2)
Note that
S2V ⊗ V ∗/V = V2ε1−εm,
Λ2V ⊗ V ∗/V = Vε1+ε2−εm for m > 2,
Λ2V ⊗ V ∗/V = 0 for m = 2.
Since U is purely odd, we deduce with the help of Table 5 of [OV] that
Λ2U∗ ⊗ U/U∗ = Vδ1−2δn ,
S2U∗ ⊗ U/U∗ = Vδ1−δn−1−δn for n > 2,
S2U∗ ⊗ U/U∗ = 0 for n = 2.
Therefore, we have
H1,2g0 = V2ε1−εm+δ1−2δn if m = 2, n > 2
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and
H1,2g0 = V2ε1−εm+δ1−2δn ⊕ Vε1+ε2−εm+δ1−δn−1−δn if m, n > 2.
By part b) of Theorem 1.1 g∗(g−1, gˆ0) = g−1 ⊕ gˆ0. Therefore, by (2.2.1), we have
Im∂2,1
gˆ0
= gˆ0 ⊗ g
∗
−1 = Im∂
2,1
g0
.
Hence, H1,2
gˆ0
= H1,2g0 .
3.3. Calculation of H1,2
gˆ0
for m = n > 1. Since by parts c) and d) of Theorem 1.1 the
first term of the Cartan prolongation g∗(g−1, gˆ0) is U
∗ ⊗ V , then by (2.2.1)
Im∂2,1
gˆ0
= [(V ⊗ V ∗/C⊕ U ⊗ U∗/C)⊗ (U∗ ⊗ V )]/(U∗ ⊗ V ).
Therefore, by (3.2.1) and (3.2.2),
H1,2
gˆ0
∼= (Λ2U∗ ⊗ U/U∗)⊗ (S2V ⊗ V ∗/V )⊕ (S2U∗ ⊗ U/U∗)⊗ (Λ2V ⊗ V ∗/V )⊕ (U∗ ⊗ V ).
Hence,
H1,2
gˆ0
= V2ε1−ε2+δ1−2δ2 ⊕ Vε1−δ2 for n = 2
and
H1,2
gˆ0
= V2ε1−εn+δ1−2δn ⊕ Vε1+ε2−εn+δ1−δn−1−δn ⊕ Vε1−δn for n > 2.
3.4. Calculation of H2,2g0 for m, n > 1, m 6= n. For k = 2 the Spencer cochain
sequence is of the form
g1 ⊗ g
∗
−1
∂
3,1
g0−→ g0 ⊗ Λ
2g∗−1
∂
2,2
g0−→ g−1 ⊗ Λ
3g∗−1.
Observe that
g0 ⊗ Λ
2g∗−1 = (V ⊗ V
∗/C⊕ U ⊗ U∗/C⊕ C)⊗ (Λ2U∗ ⊗ S2V ⊕ S2U∗ ⊗ Λ2V ),
g1 ⊗ g
∗
−1 = (U
∗ ⊗ V )⊗ (U∗ ⊗ V ),
g2 = 0.
Lemma. As gl(m) ⊕ gl(n)-module, g0 ⊗ Λ
2g∗−1 is the direct sum of the irreducible sub-
modules whose highest weights and highest vectors are listed in Table 14. [s and t denote the
cyclic permutations of (1, 2, 3) and (n− 2, n− 1, n), respectively.]
The proof follows from the formula given in the Appendix.
Let us show that if
λ = 3ε1 − εm − 2δn, 2ε1 + ε2 − εm − 2δn (m > 2), 2ε1 + ε2 − εm − δn−1 − δn,
2ε1 + δ1 − 3δn, 2ε1 + δ1 − δn−1 − 2δn (n > 2), or ε1 + ε2 + δ1 − δn−1 − 2δn,
then vλ 6∈ Ker∂
2,2
g0
. Recall that if v ∈ g0 ⊗ Λ
2g∗−1, then
∂2,2g0 v(g1, g2, g3) = −v(g1, g2)g3 − v(g1, g3)g2 − v(g2, g3)g1 (3.4.1)
for any g1, g2, g3 ∈ g−1.
Let λ = 3ε1 − εm − 2δn. Then
∂2,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn ⊗ e˜1) = −3vλ(fn ⊗ e˜1, fn ⊗ e˜1)(fn ⊗ e˜1) =
= 3A1,m(fn ⊗ e˜1) = −3fn ⊗ e˜m 6= 0.
Let λ = 2ε1 + ε2 − εm − 2δn (m > 2). Then
∂2,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn−1 ⊗ e˜2) = −vλ(fn ⊗ e˜1, fn ⊗ e˜1)(fn−1 ⊗ e˜2) =
= −A2,m(fn−1 ⊗ e˜2) = fn−1 ⊗ e˜m 6= 0.
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Let λ = 2ε1 + ε2 − εm − δn−1 − δn. Then
∂2,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn−1 ⊗ e˜2) = −2vλ(fn ⊗ e˜1, fn−1 ⊗ e˜2)(fn ⊗ e˜1) =
= −A1,m(fn ⊗ e˜1) = fn ⊗ e˜m 6= 0.
The proof of the fact that vλ 6∈ Ker∂
2,2
g0
for λ = 2ε1+ δ1− 3δn, 2ε1+ δ1− δn−1− 2δn (n > 2),
and ε1 + ε2 + δ1 − δn−1 − 2δn is similar.
Let λ = ε1+ε2+ε3−εm−δn−1−δn (m > 3). Let us show that if n = 2, then vλ ∈ Ker∂
2,2
g0
and if n > 2, then vλ 6∈ Ker∂
2,2
g0
. Indeed, if n = 2, then for j = 0, 1, 2 we have
∂2,2g0 vλ(f1 ⊗ e˜sj(2), f2 ⊗ e˜sj(3), f1 ⊗ e˜sj(1)) =
− vλ(f1 ⊗ e˜sj(2), f2 ⊗ e˜sj(3))(f1 ⊗ e˜sj(1))
− vλ(f2 ⊗ e˜sj(3), f1 ⊗ e˜sj(1))(f1 ⊗ e˜sj(2)) =
Asj(1),m(f1 ⊗ e˜sj(1))/2−Asj(2),m(f1 ⊗ e˜sj(2))/2 =
− f1 ⊗ e˜m/2 + f1 ⊗ e˜m/2 = 0,
∂2,2g0 vλ(f1 ⊗ e˜sj(2), f2 ⊗ e˜sj(3), f2 ⊗ e˜sj(1)) =
− vλ(f1 ⊗ e˜sj(2), f2 ⊗ e˜sj(3))(f2 ⊗ e˜sj(1))−
− vλ(f2 ⊗ e˜sj(1), f1 ⊗ e˜sj(2))(f2 ⊗ e˜sj(3)) =
Asj(1),m(f2 ⊗ e˜sj(1))/2−Asj(3),m(f2 ⊗ e˜sj(3))/2 =
− f2 ⊗ e˜m/2 + f2 ⊗ e˜m/2 = 0.
Therefore, vλ ∈ Ker∂
2,2
g0
. If n > 2, then
∂2,2g0 vλ(fn−1 ⊗ e˜2, fn ⊗ e˜3, f1 ⊗ e˜1) = −vλ(fn−1 ⊗ e˜2, fn ⊗ e˜3)(f1 ⊗ e˜1) =
= A1,m(f1 ⊗ e˜1)/2 = −f1 ⊗ e˜m/2 6= 0.
The proof of the fact that if λ = ε1 + ε2 + δ1 − δn−2 − δn−1 − δn (n ≥ 4), then vλ ∈ Ker∂
2,2
g0
for m = 2 and vλ 6∈ Ker∂
2,2
g0
for m > 2 is similar.
Finally, let us show that if
λ = 2ε1 − 2δn, ε1 + ε2 − 2δn, 2ε1 − δn−1 − δn, or ε1 + ε2 − δn−1 − δn
and vλ ∈ Ker∂
2,2
g0
, then vλ ∈ Im∂
3,1
g0
. Note that since g2 = 0, then, as gl(m)⊕ gl(n)-modules,
Im∂3,1g0
∼= g1 ⊗ g
∗
−1 = (U
∗ ⊗ V )⊗ (U∗ ⊗ V ).
Therefore, by Table 9,
Im∂3,1g0 = V2ε1−2δn ⊕ Vε1+ε2−δn−1−δn ⊕ Vε1+ε2−2δn ⊕ V2ε1−δn−1−δn .
Let λ = ε1+ ε2−2δn. By Table 14 g0⊗Λ
2g∗−1 contains two irreducible components with the
indicated highest weight, and one of the corresponding highest vectors is v1λ. Observe that
∂2,2g0 v
1
λ(fn ⊗ e˜1, fn ⊗ e˜1, fn−1 ⊗ e˜2) = −v
1
λ(fn ⊗ e˜1, fn ⊗ e˜1)(fn−1 ⊗ e˜2) =
= −A2,1(fn−1 ⊗ e˜2) = fn−1 ⊗ e˜1 6= 0.
Therefore, Ker∂2,2g0 contains precisely one irreducible submodule with highest weight ε1+ε2−
2δn and this submodule belongs to Im∂
3,1
g0
. Similarly, g0 ⊗ Λ
2g∗−1 contains two irreducible
submodules with highest weight 2ε1−δn−1−δn, one of which belongs to Ker∂
2,2
g0
and, therefore,
to Im∂3,1g0 .
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Let λ = 2ε1−2δn. Then by Table 14 any gl(m)⊕gl(n)-highest vector of weight λ, which
belongs to g0 ⊗ Λ
2g∗−1, is
vλ = k1v
1
λ + k2v
2
λ + k3v
3
λ, where k1, k2, k3 ∈ C.
If vλ ∈ Ker∂
2,2
g0
, then the condition ∂2,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn ⊗ e˜1) = 0 implies
k1(m− 1)− k2(n− 1) + k3(m− n) = 0, (3.4.2)
and the condition ∂2,2g0 vλ(fn ⊗ e˜2, fn ⊗ e˜1, f1 ⊗ e˜1) = 0 implies that
k1m− k2n = 0. (3.4.3)
Thus, for m 6= n we have
k2 = mk1/n, k3 = −k1/n. (3.4.4)
Therefore, Ker∂2,2g0 contains precisely one irreducible submodule with highest weight 2ε1−2δn
and this submodule belongs to Im∂3,1g0 .
Finally, let λ = ε1 + ε2 − δn−1 − δn. Then by Table 14 any highest vector with weight λ,
which belongs to g0 ⊗ Λ
2g∗−1, is
vλ = k1v
1
λ + k2v
2
λ + k3v
3
λ, where k1, k2, k3 ∈ C,
and if m = 2, then k1 = 0. Note that if vλ ∈ Ker∂
2,2
g0
, then
∂2,2g0 vλ(fn−1 ⊗ e˜1, fn ⊗ e˜2, fn ⊗ e˜1) = 0
implies that
k1 + k2 + k3(n−m) = 0. (3.4.5)
Thus, if m = 2, then
k2 = (2− n)k3. (3.4.6)
If m, n > 2, then the condition
∂2,2g0 vλ(fn−1 ⊗ e˜m, fn ⊗ e˜2, f1 ⊗ e˜1) = 0 (3.4.7)
implies that k1 + k2 = 0. Hence,
k2 = −k1, k3 = 0. (3.4.8)
Therefore, Ker∂2,2g0 contains precisely one highest vector of weight ε1 + ε2 − δn−1 − δn which
belongs to Im∂3,1g0 . Thus, we have the description of H
2,2
g0
given in Table 13.
3.5. Calculation of H2,2
gˆ0
for m, n > 1, m 6= n. By part b) of Theorem 1.1
g∗(g−1, gˆ0) = g−1 ⊕ gˆ0.
Therefore, the Spencer cochain sequence for k = 2 takes the form
0
∂
3,1
gˆ0−→ gˆ0 ⊗ Λ
2g∗−1
∂
2,2
gˆ0−→ g−1 ⊗ Λ
3g∗−1.
Note that since g0 = gˆ0 ⊕ C, then
g0 ⊗ Λ
2g∗−1 = gˆ0 ⊗ Λ
2g∗−1 ⊕ V2ε1−2δn ⊕ Vε1+ε2−δn−1−δn . (3.5.1)
As we have shown in sec.3.4, if λ is one of the weights from Table 14, then an irreducible
module with highest weight λ is contained in the decomposition of Ker∂2,2g0 into irreducible
gl(m)⊕ gl(n)-modules if and only if
λ = ε1 + ε2 + ε3 − εm − δn−1 − δn (m > 3),
ε1 + ε2 + δ1 − δn−2 − δn−1 − δn (n > 3),
ε1 + ε2 − 2δn, 2ε1 − δn−1 − δn, 2ε1 − 2δn or ε1 + ε2 − δn−1 − δn
(3.5.2)
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and its multiplicity is 1. Therefore, by (3.5.1), if
λ = ε1 + ε2 + ε3 − εm − δn−1 − δn (m > 3),
ε1 + ε2 + δ1 − δn−2 − δn−1 − δn (n > 3),
ε1 + ε2 − 2δn, or 2ε1 − δn−1 − δn,
then the corresponding submodule is contained in Ker∂2,2
gˆ0
as well.
Let λ = 2ε1−2δn and vλ ∈ Ker∂
2,2
g0
. Then (3.4.4) where k3 = 0, implies that vλ 6∈ Ker∂
2,2
gˆ0
.
Let λ = ε1 + ε2 − δn−1 − δn, vλ ∈ Ker∂
2,2
g0
. Then (3.4.6) implies that vλ 6∈ Ker∂
2,2
gˆ0
for
m = 2, and (3.4.8) implies that vλ ∈ Ker∂
2,2
gˆ0
for m, n > 2. Thus, we have
H2,2
gˆ0
= H2,2g0 ⊕ Vε1+ε2−2δn ⊕ V2ε1−δn−1−δn if either m = 2 or n = 2
and
H2,2
gˆ0
= H2,2g0 ⊕ Vε1+ε2−2δn ⊕ V2ε1−δn−1−δn ⊕ Vε1+ε2−δn−1−δn if m, n > 2.
3.6. Calculation of H2,2
gˆ0
for m = n > 1. By parts c) and d) of Theorem 1.1 the first
term of g∗(g−1, gˆ0) is U
∗ ⊗ V and the second one is C for n = 2 and zero for n > 2. By
formula (2.2.1) we have
Im∂3,1
gˆ0
= (U∗ ⊗ V )⊗ (U∗ ⊗ V ) for n > 2 (3.6.1)
and
Im∂3,1
gˆ0
= (U∗ ⊗ V )⊗ (U∗ ⊗ V )/C for n = 2. (3.6.2)
Therefore, by Table 9,
Im∂3,1
gˆ0
= V2ε1−2δn ⊕ V2ε1−δn−1−δn ⊕ Vε1+ε2−2δn for n = 2
and
Im∂3,1
gˆ0
= V2ε1−2δn ⊕ V2ε1−δn−1−δn ⊕ Vε1+ε2−2δn ⊕ Vε1+ε2−δn−1−δn for n > 2.
Therefore, by (3.4.6) and (3.5.2),
H2,2
gˆ0
= 0 for n = 2, 3
and
H2,2
gˆ0
= Vε1+ε2+ε3−εn−δn−1−δn ⊕ Vε1+ε2+δ1−δn−2−δn−1−δn for n > 3.
3.7. Computation of H3,2g0 for m, n > 1, m 6= n. For k = 3 the Spencer cochain
sequence is of the form
g2 ⊗ g
∗
−1
∂
4,1
g0−→ g1 ⊗ Λ
2g∗−1
∂
3,2
g0−→ g0 ⊗ Λ
3g∗−1.
Observe that
g1 ⊗ Λ
2g∗−1 = (U
∗ ⊗ V )⊗ Λ2(U∗ ⊗ V ) ∼=
(Λ2U∗ ⊗ U∗)⊗ (S2V ⊗ V )⊕ (S2U∗ ⊗ U∗)⊗ (Λ2V ⊗ V ),
g2 = 0.
By Table 5 from [OV]
S2V ⊗ V = V3ε1 ⊕ V2ε1+ε2,
Λ2V ⊗ V = V2ε1+ε2 ⊕ Vε1+ε2+ε3 for m > 2,
Λ2V ⊗ V = V2ε1+ε2 for m = 2.
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Since U is purely odd,
Λ2U∗ ⊗ U∗ = V−3δn ⊕ V−δn−1−2δn ,
S2U∗ ⊗ U∗ = V−δn−1−2δn ⊕ V−δn−2−δn−1−δn for n > 2,
S2U∗ ⊗ U∗ = V−δn−1−2δn for n = 2.
The above decompositions imply the following
Lemma. The gl(m)⊕gl(n)-module g1⊗Λ
2g∗−1 is the direct sum of irreducible submodules
whose highest weights and highest vectors are listed in Table 15. [s and t denote the cyclic
permutations of (1, 2, 3) and (n− 2, n− 1, n), respectively.]
Let us show that Ker∂3,2g0 = 0. Let λ = 3ε1 − 3δn. Then
∂3,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn ⊗ e˜1) = 3B1,n(fn ⊗ e˜1) = 3(e1 ⊗ e˜1 + fn ⊗ f˜n) 6= 0.
Let λ = 2ε1 + ε2 − 3δn. Then
∂3,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn ⊗ e˜1) = −3B2,n(fn ⊗ e˜1) = −3e2 ⊗ e˜1 6= 0.
Let λ = 3ε1 − δn−1 − 2δn. Then
∂3,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn ⊗ e˜1) = 3B1,n−1(fn ⊗ e˜1) = 3fn ⊗ f˜n−1 6= 0.
Let λ = 2ε1 + ε2 − δn−1 − 2δn. Since by Table 15 g1 ⊗ Λ
2g∗−1 contains two irreducible
submodules with highest weight λ, then any highest vector of weight λ in g1 ⊗ Λ
2g∗−1 is of
the form
vλ = k1v
1
λ + k2v
2
λ, where k1, k2 ∈ C.
Let vλ ∈ Ker∂
3,2
g0
. If m > 2, then
∂3,2g0 vλ(fn−1 ⊗ e˜2, fn ⊗ e˜1, fn ⊗ e˜m) = −(1/2)k2B1,n(fn ⊗ e˜m) = −(1/2)k2e1 ⊗ e˜m = 0.
Therefore, k2 = 0. Moreover,
∂3,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, fn−1 ⊗ e˜m) = k1B2,n−1(fn−1 ⊗ e˜m) = k1e2 ⊗ e˜m = 0.
Hence, k1 = 0. If n > 2, then
∂3,2g0 vλ(fn−1 ⊗ e˜2, fn ⊗ e˜1, f1 ⊗ e˜1) = −(1/2)k2B1,n(f1 ⊗ e˜1) = −(1/2)k2f1 ⊗ f˜n = 0.
Therefore, k2 = 0. Moreover,
∂3,2g0 vλ(fn ⊗ e˜1, fn ⊗ e˜1, f1 ⊗ e˜2) = k1B2,n−1(f1 ⊗ e˜2) = k1f1 ⊗ f˜n−1 = 0.
Hence, k1 = 0.
Let λ = ε1 + ε2 + ε3 − δn−1 − 2δn. Then
∂3,2g0 vλ(fn−1 ⊗ e˜2, fn ⊗ e˜3, fn ⊗ e˜2) = (1/2)B1,n(fn ⊗ e˜2) = (1/2)e1 ⊗ e˜2 6= 0.
Let λ = 2ε1 + ε2 − δn−2 − δn−1 − δn. Then
∂3,2g0 vλ(fn−1 ⊗ e˜2, fn ⊗ e˜1, fn−1 ⊗ e˜1) =
(1/2)B1,n−2(fn−1 ⊗ e˜1) = (1/2)fn−1 ⊗ f˜n−2 6= 0.
Finally, let λ = ε1 + ε2 + ε3 − δn−2 − δn−1 − δn. Then
∂3,2g0 vλ(fn−1 ⊗ e˜2, fn ⊗ e˜3, fn−2 ⊗ e˜1) =
(1/2)(B1,n−2(fn−2 ⊗ e˜1) +B3,n(fn ⊗ e˜3) +B2,n−1(fn−1 ⊗ e˜2)) =
(1/2)(e1 ⊗ e˜1 + fn−2 ⊗ f˜n−2 + e3 ⊗ e˜3 + fn ⊗ f˜n + e2 ⊗ e˜2 + fn−1 ⊗ f˜n−1) 6= 0.
Thus, H3,2g0 = 0.
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3.8. Calculation of H3,2
gˆ0
for m = n > 1. By part d) of Theorem 1.1 for n > 2 the first
term of the Cartan prolongation of the pair (g−1, gˆ0) is U
∗ ⊗ V and the second one is zero.
Therefore, by arguments similar to those from sec.3.7 we get H3,2
gˆ0
= 0.
If n = 2, then by part c) of Theorem 1.1 the first term of g∗(g−1, gˆ0) is U
∗ ⊗ V , the
second one is the 1-dimensional gl(2)⊕ gl(2)-module with highest weight ε1 + ε2 − δ1 − δ2,
and the third one is zero. Thus, by (2.2.1),
Im∂4,1
gˆ0
= V2ε1+ε2−δ1−2δ2 .
By Table 15 (U∗ ⊗ V ) ⊗ Λ2(U∗ ⊗ V ) contains two irreducible gl(2) ⊕ gl(2)-modules with
highest weight λ = 2ε1 + ε2 − δ1 − 2δ2 and one of the corresponding highest vectors is v
2
λ.
Since
∂3,2
gˆ0
v2λ(f1 ⊗ e˜1, f2 ⊗ e˜2, f2 ⊗ e˜2) = B1,2(f2 ⊗ e˜2) = e1 ⊗ e˜2 6= 0,
then Ker∂3,2
gˆ0
= Im∂4,1
gˆ0
. Thus, H3,2
gˆ0
= 0.
3.9. Calculation of H4,2
gˆ0
for m = n = 2. For k = 4 the Spencer cochain sequence is
of the form
g3 ⊗ g
∗
−1
∂
5,1
gˆ0−→ g2 ⊗ Λ
2g∗−1
∂
4,2
gˆ0−→ g1 ⊗ Λ
3g∗−1.
By part c) of Theorem 1.1 the second term of g∗(g−1, gˆ0) is g2 = Vε1+ε2−δ1−δ2 = 〈g〉, the
1-dimensional gl(2)⊕ gl(2)-module, and the third one is zero. Since by Table 9
Λ2g∗−1 = V2ε1−2δ2 ⊕ Vε1+ε2−δ1−δ2 ,
then
g2 ⊗ Λ
2g∗−1 = V3ε1+ε2−δ1−3δ2 ⊕ V2ε1+2ε2−2δ1−2δ2 .
Let λ = 3ε1 + ε2 − δ1 − 3δ2. Then by Table 9 vλ = g ⊗ (f˜2 ⊗ e1) ∧ (f˜2 ⊗ e1). Let v be an
element from the basis of g−1 such that g(v) 6= 0. If v = f2 ⊗ e˜1, then
∂4,2
gˆ0
(f2 ⊗ e˜1, f2 ⊗ e˜1, v) = −3vλ(f2 ⊗ e˜1, f2 ⊗ e˜1)(v) = 3g(v) 6= 0,
and if v 6= f2 ⊗ e˜1, then
∂4,2
gˆ0
vλ(f2 ⊗ e˜1, f2 ⊗ e˜1, v) = −vλ(f2 ⊗ e˜1, f2 ⊗ e˜1)(v) = g(v) 6= 0.
Let λ = 2ε1 + 2ε2 − 2δ1 − 2δ2. Then by Table 9
vλ = g ⊗ ((f˜2 ⊗ e1) ∧ (f˜1 ⊗ e2)− (f˜2 ⊗ e2) ∧ (f˜1 ⊗ e1)−
− (f˜1 ⊗ e1) ∧ (f˜2 ⊗ e2) + (f˜1 ⊗ e2) ∧ (f˜2 ⊗ e1)).
Let v be an element of the basis of g−1 such that g(v) 6= 0. Then
∂4,2
gˆ0
vλ(f2 ⊗ e˜1, f1 ⊗ e˜2, v) = −2vλ(f2 ⊗ e˜1, f1 ⊗ e˜2)(v) = g(v) 6= 0
if either v = f2 ⊗ e˜1 or v = f1 ⊗ e˜2,
and
∂4,2
gˆ0
vλ(f1 ⊗ e˜1, f2 ⊗ e˜2, v) = −2vλ(f1 ⊗ e˜1, f2 ⊗ e˜2)(v) = −g(v) 6= 0
if either v = f2 ⊗ e˜2 or v = f1 ⊗ e˜1.
Therefore, H4,2
gˆ0
= 0.
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3.10. Calculation of Hk,2g0 for m = n > 1, k > 0.
Lemma. Hk,2g0 = H
k,2
gˆ0
.
Proof. Note that if g∗(g−1, gˆ0) = g−1⊕ (⊕k≥0gˆk) is the Cartan prolongation of the pair
(g−1, gˆ0), then, since gk = gˆk⊕S
k(g∗−1) (k ≥ 0), the Spencer cochain sequence is of the form
(gˆ0 ⊕ C)⊗ g
∗
−1
∂
2,1
g0−→ g−1 ⊗ Λ
2g∗−1
∂
1,2
g0−→ 0 for k = 1,
(gˆk−1 ⊕ S
k−1(g∗−1))⊗ g
∗
−1
∂
k+1,1
g0−→ (gˆk−2 ⊕ S
k−2(g∗−1))⊗ Λ
2g∗−1
∂
k,2
g0−→
(gˆk−3 ⊕ S
k−3(g∗−1))⊗ Λ
3g∗−1 for k > 1.
Note that since g∗(g−1, g0) = S
∗(g∗−1)⊂+ g∗(g−1, gˆ0), then the sequence
Sk−1(g∗−1)⊗ g
∗
−1
∂¯
k+1,1
g0−→ Sk−2(g∗−1)⊗ Λ
2g∗−1
∂¯
k,2
g0−→ Sk−3(g∗−1)⊗ Λ
3g∗−1 for k ≥ 1,
where ∂¯k+1,1g0 and ∂¯
k,2
g0
are the restrictions of the operators ∂k+1,1g0 and ∂
k,2
g0
to Sk−1(g∗−1)⊗ g
∗
−1
and Sk−2(g∗−1)⊗ Λ
2g∗−1, respectively, and S
k(g∗−1) = 0 for k < 0, is well-defined. Hence the
corresponding cohomology groups
H¯k,2g0 = Ker∂¯
k,2
g0
/Im∂¯k+1,1g0
are well-defined and Hk,2g0 = H
k,2
gˆ0
⊕ H¯k,2g0 .
Let us show that H¯k,2g0 = 0 for k > 0. For k = 1 this is obvious. Let k = 2. Since
Sk−2(g∗−1)⊗ Λ
2g∗−1 = 〈z〉 ⊗ Λ
2g∗−1, where z is a generator of the center of gl(n|n), then
Ker∂¯k,2g0
∼= Λ2g∗−1.
By formula (2.2.1)
Im∂¯k+1,1g0
∼= g∗−1 ⊗ g
∗
−1/S
2g∗−1 = Λ
2g∗−1.
Therefore, H¯2,2g0 = 0. Let k = 3. Observe that
S2(U∗ ⊗ V )⊗ (U∗ ⊗ V ) = (S2U∗ ⊗ U∗)⊗ (S2V ⊗ V )⊕ (Λ2U∗ ⊗ U∗)⊗ (Λ2V ⊗ V ).
By Table 5 from [OV] we get:
S2V ⊗ V = V3ε1 ⊕ V2ε1+ε2, Λ
2V ⊗ V = V2ε1+ε2 if n = 2,
Λ2V ⊗ V = V2ε1+ε2 ⊕ Vε1+ε2+ε3 if n > 2.
Since U is odd,
Λ2U∗ ⊗ U∗ = V−3δn ⊕ V−δn−1−2δn ,
S2U∗ ⊗ U∗ = V−δn−1−2δn if n = 2,
S2U∗ ⊗ U∗ = V−δn−1−2δn ⊕ V−δn−2−δn−1−δn if n > 2.
Therefore,
S2(U∗ ⊗ V )⊗ (U∗ ⊗ V ) = V3ε1−δn−1−2δn ⊕ V2ε1+ε2−3δn ⊕ 2V2ε1+ε2−δn−1−2δn if n = 2
and
S2(U∗ ⊗ V )⊗ (U∗ ⊗ V ) =
V3ε1−δn−1−2δn ⊕ V2ε1+ε2−3δn ⊕ 2V2ε1+ε2−δn−1−2δn ⊕ V3ε1−δn−2−δn−1−δn⊕
Vε1+ε2+ε3−3δn ⊕ V2ε1+ε2−δn−2−δn−1−δn ⊕ Vε1+ε2+ε3−δn−1−2δn if n > 2.
Moreover, we have
S3(U∗ ⊗ V ) = V2ε1+ε2−δ1−2δ2 if n = 2 and
S3(U∗ ⊗ V ) = Vε1+ε2+ε3−3δn ⊕ V3ε1−δn−2−δn−1−δn ⊕ V2ε1+ε2−δn−1−2δn if n > 2.
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Thus, by (2.2.1)
Im∂¯4,1g0 = V3ε1−δn−1−2δn ⊕ V2ε1+ε2−3δn ⊕ V2ε1+ε2−δn−1−2δn if n = 2,
Im∂¯4,1g0 = V3ε1−δn−1−2δn ⊕ V2ε1+ε2−3δn ⊕ V2ε1+ε2−δn−1−2δn⊕
⊕V2ε1+ε2−δn−2−δn−1−δn ⊕ Vε1+ε2+ε3−δn−1−2δn if n > 2.
Finally, the decomposition of the gl(n)⊕ gl(n)-module g∗−1 ⊗ Λ
2g∗−1 into the direct sum
of irreducible components is given in Table 15. Checking the action of ∂¯3,2g0 on the highest
vectors we get:
Im∂¯4,1g0 = Ker∂¯
3,2
g0
.
Note that for k > 3 the cohomology groups H¯k,2g0 coincide with the Spencer cohomology
groupsHk−2,2
o(n2) corresponding to the Cartan prolongation g∗(V (0|n
2), o(n2)) = h(0|n2), where
o(n2) is the orthogonal Lie algebra and V (0|n2) is the standard odd o(n2)-module. These
groups are vanishing for k > 3 (see Theorem 1.3 of Chapter 3).

CHAPTER 3
The analogues of the Riemann–Weyl tensors for classical
superspaces
Recall that Z-grading of depth 1 of a Lie (super)algebra g is the Z-grading of the form
g = ⊕i≥−1gi. All such Z-gradings of simple finite-dimensional complex Lie superalgebras
are listed in [S2]. Denote by Vλ the irreducible module over a Lie superalgebra with highest
weight λ and an even highest vector.
Spencer cohomology of sl(m|n) and psl(n|n)
1.1. Description of the Z-gradings of depth 1. Let V (m− p|q) and U(p|n− q) be
the standard sl(m− p|q) and sl(p|n− q)- modules, respectively.
All Z-gradings of depth 1 of g = sl(m|n) and psl(n|n) are of the form g = g−1 ⊕ g0 ⊕ g1,
where g1 = g
∗
−1 = V (m− p|q)⊗ U(p|n− q)
∗.
A) For sl(m|n), where m 6= n, there are the following possible values of g0 for the
Z-gradings of depth 1:
a) c(sl(m)⊕ sl(n));
b) c(sl(m|q)⊕ sl(n− q)), if p = 0, q 6= 0, n− q 6= 0;
c) c(sl(m− p)⊕ sl(p|n)), if q = 0, p 6= 0, m− p 6= 0;
d) c(sl(m− p|q)⊕ sl(p|n− q)), if p 6= 0, q 6= 0.
B) For sl(n|n) there are the following possible values of g0 for the Z-gradings of depth 1:
a) c(sl(n)⊕ sl(n));
b) c(sl(n|q)⊕ sl(n− q)), if p = 0, q 6= 0, n− q 6= 0;
c) c(sl(n− p)⊕ sl(p|n)), if q = 0, p 6= 0, n− p 6= 0;
d) c(sl(n− p|q)⊕ sl(p|n− q)), if p 6= 0, q 6= 0.
C) The Z-gradings of psl(n|n) are similar to those of sl(n|n), only g0 is centerless.
1.2. Theorem (Cartan prolongations). For the cases of sec.1.1. we have:
A) g = sl(m|n), where m 6= n. Then g∗(g−1, g0) = g, except for the following cases:
a) if n = 1, then g∗ = vect(0|m), if m = 1, then g∗ = vect(0|n);
b) if n− q = 1, then g∗ = vect(q|m), if m = 0, q = 1, then g∗ = vect(n− 1|0);
c) if m− p = 1, then g∗ = vect(p|n), if n = 0, p = 1, then g∗ = vect(m− 1|0);
d) if n−q = 0, p = 1, then g∗ = vect(m−1|n), if m−p = 0, q = 1, then g∗ = vect(n−1|m).
B) g = sl(n|n). Then g∗(g−1, g0) = S
∗(g∗−1)⊂+ psl(n|n), except for the following cases:
a) if n = 2, then g∗ = S
∗(g∗−1)⊂+ h(0|4);
b) if n− q = 1, then g∗ = vect(q|n);
c) if n− p = 1, then g∗ = vect(p|n);
d) if n− q = 0, p = 1 or n− p = 0, q = 1 then g∗ = vect(n− 1|n).
C) g = psl(n|n). Then g∗(g−1, g0) = g, except for the following cases:
a) if n = 2, then g∗ = h(0|4);
b) if n− q = 1, then g∗ = svect(q|n);
c) if n− p = 1, then g∗ = svect(p|n);
d) if n− q = 0, p = 1 or n− p = 0, q = 1, then g∗ = svect(n− 1|n).
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Let g = sl(m|n), where m 6= n, or psl(n|n). We will describe the Spencer cohomology
groups for all Z-gradings of depth 1 listed in sec.1.1.
First consider the cases easiest to formulate. Let 〈pii〉 be the i-th fundamental weight of
g0.
1.3. Theorem. 1) For g∗ = vect(m|n), svect(m|n) SFs vanish except for svect(0|n),
when SFs are of order n and constitute the g0-module Π
n(〈1〉).
2) For g∗ of series h(0|n), nonzero SFs are of order 1. For n > 3 SFs constitute g0-module
Π(V3pi1 ⊕ Vpi1).
3) For g∗ = sh(0|n), nonzero SFs are the same as for h(0|n) and additionally Π
n−1(Vpi1)
of order n− 1.
Consider the Z-gradings of depth 1 of g = sl(m|n) (m 6= n) and psl(n|n) listed in sec.1.1
for which g∗(g−1, g0) = g. Describe the corresponding SFs.
Case a) was discussed in Chapter 2. Consider case b).
1.4. Theorem. The nonzero SFs are of orders 1 and 2. The g0-module H
2,2
g0
splits into
the direct sum of irreducible components whose weights are given in Table 16. Table 16 also
contains the highest weights (with respect to the bases ε1, . . . , εm+q and δ1, . . . , δn−q of the dual
spaces to the maximal tori of sl(m|q) and sl(n− q), respectively) of irreducible components
of H1,2g0 for the cases when H
1,2
g0
does split into the direct sum of irreducible g0-modules.
Exceptional cases are as follows: if m = q − 1, m > 1, n − q ≥ 3, then H1,2g0 =
Vε1+ε2−εm+q+δ1−δn−q−1−δn−q⊕X , where X is given by the nonsplit exact sequence of g0-modules
0 −→ V2ε1−εm+q+δ1−2δn−q −→ X −→ Π(Vε1+δ1−2δn−q) −→ 0; (1)
if m = q − 1, m > 1, n− q = 2, then H1,2g0 = X , where X is given by (1);
if m = 1, q = 2, n− q ≥ 3, then H1,2g0 = Π(Vε1+ε2−ε3+δ1−δn−q−1−δn−q)⊕X , where X is given
by the nonsplit exact sequence of g0-modules
0 −→ V2ε1−ε3+δ1−2δn−q ⊕Π(V−ε1+ε2+ε3+δ1−2δn−q)
−→ X −→ Π(Vε1+δ1−2δn−q) −→ 0;
(2)
if m = 1, q = 2, n− q = 2, then H1,2g0 = X , where X is given by (2); if m = q + 1, n− q ≥ 3,
then H1,2g0 = V2ε1−εm+q+δ1−2δn−q ⊕ X , where X is given by the nonsplit exact sequence of
g0-modules
0 −→ Vε1+ε2−εm+q+δ1−δn−q−1−δn−q −→ X
−→ Π(Vε1+δ1−δn−q−1−δn−q) −→ 0 (q ≥ 2),
0 −→ Vε1−ε2+ε3+δ1−δn−2−δn−1 ⊕ Vε1+ε2−ε3+δ1−δn−2−δn−1 −→ X
−→ Π(Vε1+δ1−δn−2−δn−1) −→ 0 (q = 1).
Case c) is similar to case b). Consider case d).
1.5. Theorem. The nonzero SFs are of orders 1 and 2. The g0-module H
2,2
g0
splits into
the direct sum of irreducible components whose weights are given in Table 17. Table 17 also
contains the highest weights (with respect to the bases ε1, . . . , εm−p+q and δ1, . . . , δp+n−q of
the dual spaces to the maximal tori of sl(m−p|q) and sl(p|n− q), respectively) of irreducible
components of H1,2g0 for the cases when H
1,2
g0
does split into the direct sum of irreducible
g0-modules.
Exceptional cases are m = p+ q± 1 and n = p+ q± 1. More precisely: if m = p+ q+1,
n 6= p + q ± 1, q, then H1,2g0 = V2ε1−εm−p+q+δ1−2δp+n−q ⊕ Y , where Y is given by the nonsplit
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exact sequence of g0-modules
0 −→ Vε1+ε2−ε3+δ1−δp+n−2−δp+n−1 ⊕ Vε1−ε2+ε3+δ1−δp+n−2−δp+n−1 −→ Y
−→ Vε1+δ1−δp+n−2−δp+n−1 −→ 0 (q = 1),
0 −→ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q −→ Y
−→ Vε1+δ1−δp+n−q−1−δp+n−q −→ 0 (q ≥ 2);
if m = p+ q+1, n = p+ q− 1, then H1,2g0 = X ⊕ Y , where X is given by the nonsplit exact
sequence of g0-modules
0 −→ V2ε1−εm−2+q+δ1−2δ3 ⊕ V2ε1−εm−2+q−δ1−δ2+δ3 −→
X −→ V2ε1−εm−2+q−δ3 −→ 0 (p = 2),
0 −→ V2ε1−εm−p+q+δ1−2δp+n−q −→ X
−→ V2ε1−εm−p+q−δp+n−q −→ 0 (p ≥ 3),
and Y is given by the nonsplit exact sequence of g0-modules
0 −→ Vε1+ε2−ε3+δ1−δp+n−2−δp+n−1 ⊕ Vε1−ε2+ε3+δ1−δp+n−2−δp+n−1 −→
Y −→ Vε1+δ1−δp+n−2−δp+n−1 −→ 0 (q = 1),
0 −→ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q −→ Y
−→ Vε1+δ1−δp+n−q−1−δp+n−q −→ 0 (q ≥ 2);
if m = p+ q+1, n = q, then H1,2g0 = V2ε1−εm−p+q+δ1−δp−1−δp ⊕ Y (p ≥ 3) or H
1,2
g0
= Y (p = 2),
where Y is given by the nonsplit exact sequence of g0-modules
0 −→ Vε1+ε2−ε3+δ1−2δp ⊕ Vε1−ε2+ε3+δ1−2δp −→ Y −→ Vε1+δ1−2δp −→ 0 (q = 1),
0 −→ Vε1+ε2−εm−p+q+δ1−2δp −→ Y −→ Vε1+δ1−2δp −→ 0 (q ≥ 2);
if n = p+ q + 1, m 6= p+ q ± 1, p, then H1,2g0 = V2ε1−εm−p+q+δ1−2δp+n−q ⊕ Y , where
0 −→ Vε1+ε2−εm−1+q+δ1−δ2−δ3 ⊕ Vε1+ε2−εm−1+q−δ1+δ2−δ3 −→
Y −→ Vε1+ε2−εm−1+q−δ3 −→ 0 (p = 1),
0 −→ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q −→ Y
−→ Vε1+ε2−εm−p+q−δp+n−q −→ 0 (p ≥ 2);
if n = p+ q + 1, m = p+ q − 1, then H1,2g0 = X ⊕ Y , where
0 −→ V2ε1−ε3+δ1−2δp+n−2 ⊕ V−ε1+ε2+ε3+δ1−2δp+n−2 −→ X
−→ Vε1+δ1−2δp+n−2 −→ 0 (q = 2),
0 −→ V2ε1−εm−p+q+δ1−2δp+n−q −→ X −→ Vε1+δ1−2δp+n−q −→ 0 (q ≥ 3),
and Y is given by the nonsplit exact sequence of g0-modules
0 −→ Vε1+ε2−εm−1+q+δ1−δ2−δ3 ⊕ Vε1+ε2−εm−1+q−δ1+δ2−δ3
−→ Y −→ Vε1+ε2−εm−1+q−δ3 −→ 0 (p = 1),
0 −→ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q −→ Y
−→ Vε1+ε2−εm−p+q−δp+n−q −→ 0 (p ≥ 2);
if n = p+ q+1, m = p, then H1,2g0 = Vε1+ε2−εq+δ1−2δp+n−q ⊕ Y (q ≥ 3), and H
1,2
g0
= Y (q = 2),
where
0 −→ V2ε1−εq+δ1−δ2−δ3 ⊕ V2ε1−εq−δ1+δ2−δ3 −→ Y −→ V2ε1−εq−δ3 −→ 0 (p = 1),
0 −→ V2ε1−εq+δ1−δp+n−q−1−δp+n−q −→ Y −→ V2ε1−εq−δp+n−q −→ 0 (p ≥ 2);
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if m = p + q − 1, n 6= p + q ± 1, q, then H1,2g0 = X ⊕ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q , where
X is given by the nonsplit exact sequence of g0-modules
0 −→ V2ε1−ε3+δ1−2δp+n−2 ⊕ V−ε1+ε2+ε3+δ1−2δp+n−2 −→
X −→ Vε1+δ1−2δp+n−2 −→ 0 (q = 2),
0 −→ V2ε1−εm−p+q+δ1−2δp+n−q −→ X −→ Vε1+δ1−2δp+n−q −→ 0 (q ≥ 3);
if m = p+ q − 1, n = q, then H1,2g0 = X ⊕ Vε1+ε2−εm−p+q+δ1−2δp (p ≥ 3), where X is given by
the nonsplit exact sequence of g0-modules
0 −→ V2ε1−ε3+δ1−δp−1−δp ⊕ V−ε1+ε2+ε3+δ1−δp−1−δp −→
X −→ Vε1+δ1−δp−1−δp −→ 0 (q = 2),
0 −→ V2ε1−εm−p+q+δ1−δp−1−δp −→ X −→ Vε1+δ1−δp−1−δp −→ 0 (q ≥ 3);
if n = p+ q − 1, m 6= p + q ± 1, p, then H1,2g0 = X ⊕ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q , where
X is given by the nonsplit exact sequence of g0-modules
0 −→ V2ε1−εm−2+q+δ1−2δ3 ⊕ V2ε1−εm−2+q−δ1−δ2+δ3 −→
X −→ V2ε1−εm−2+q−δ3 −→ 0 (p = 2),
0 −→ V2ε1−εm−p+q+δ1−2δp+n−q −→ X −→ V2ε1−εm−p+q−δp+n−q −→ 0 (p ≥ 3);
if n = p+ q−1, m = p, then H1,2g0 = X⊕V2ε1−εq+δ1−δp+n−q−1−δp+n−q (q ≥ 3), where X is given
by the nonsplit exact sequence of g0-modules
0 −→ Vε1+ε2−εq+δ1−2δ3 ⊕ Vε1+ε2−εq−δ1−δ2+δ3 −→
X −→ Vε1+ε2−εq−δ3 −→ 0 (p = 2),
0 −→ Vε1+ε2−εq+δ1−2δp+n−q −→ X −→ Vε1+ε2−εq−δp+n−q −→ 0 (p ≥ 3);
if m = n = p+ q + 1, then H1,2g0 = X ⊕ V2ε1−εm−p+q+δ1−2δp+n−q ⊕ Vε1−δp+n−q , where X is given
by the nonsplit exact sequence of g0-modules
0 −→ Y −→ X −→ Vε1−δp+n−q −→ 0,
and Y is given by the nonsplit exact sequence of g0-modules
0 −→ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q −→ Y −→ Vε1+δ1−δp+n−q−1−δp+n−q⊕
Vε1+ε2−εm−p+q−δp+n−q −→ 0 (p ≥ 2, q ≥ 2),
0 −→ Vε1+ε2−εm−1+q+δ1−δ2−δ3 ⊕ Vε1+ε2−εm−1+q−δ1+δ2−δ3 −→ Y −→ Vε1+ε2−εm−1+q−δ3⊕
Vε1+δ1−δ2−δ3 ⊕ Vε1−δ1+δ2−δ3 −→ 0 (p = 1, q ≥ 2),
0 −→ Vε1+ε2−ε3+δ1−δp+n−2−δp+n−1 ⊕ Vε1−ε2+ε3+δ1−δp+n−2−δp+n−1 −→ Y
−→ Vε1+ε2−ε3−δp+n−1 ⊕ Vε1+δ1−δp+n−2−δp+n−1 ⊕ Vε1−ε2+ε3−δp+n−1 −→ 0
(p ≥ 2, q = 1),
0 −→ Vε1+ε2−ε3+δ1−δ2−δ3 ⊕ Vε1−ε2+ε3+δ1−δ2−δ3 ⊕ Vε1+ε2−ε3−δ1+δ2−δ3 ⊕ Vε1−ε2+ε3−δ1+δ2−δ3
−→ Y −→ Vε1+ε2−ε3−δ3 ⊕ Vε1−ε2+ε3−δ3 ⊕ Vε1+δ1−δ2−δ3⊕
Vε1−δ1+δ2−δ3 −→ 0 (p = 1, q = 1)
if m = n = p + q − 1, then H1,2g0 = X ⊕ Vε1+ε2−εm−p+q+δ1−δp+n−q−1−δp+n−q ⊕ Vε1−δp+n−q , where
X is given by the nonsplit exact sequence of g0-modules
0 −→ Y −→ X −→ Vε1−δp+n−q −→ 0,
and Y is given by the nonsplit exact sequence of g0-modules
0 −→ V2ε1−εm−p+q+δ1−2δp+n−q −→ Y
−→ V2ε1−εm−p+q−δp+n−q ⊕ Vε1+δ1−2δp+n−q −→ 0
(p ≥ 3, q ≥ 3),
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0 −→ V2ε1−εm−2+q+δ1−2δ3 ⊕ V2ε1−εm−2+q−δ1−δ2+δ3 −→ Y
−→ V2ε1−εm−2+q−δ3 ⊕ Vε1+δ1−2δ3⊕
Vε1−δ1−δ2+δ3 −→ 0 (p = 2, q ≥ 3),
0 −→ V2ε1−ε3+δ1−2δp+n−2 ⊕ V−ε1+ε2+ε3+δ1−2δp+n−2 −→ Y
−→ Vε1+δ1−2δp+n−2 ⊕ V2ε1−ε3−δp+n−2⊕
V−ε1+ε2+ε3−δp+n−2 −→ 0 (p ≥ 3, q = 2),
0 −→ V2ε1−ε3+δ1−2δ3 ⊕ V−ε1+ε2+ε3+δ1−2δ3 ⊕ V2ε1−ε3−δ1−δ2+δ3⊕
V−ε1+ε2+ε3−δ1−δ2+δ3 −→ Y −→ V2ε1−ε3−δ3 ⊕ V−ε1+ε2+ε3−δ3⊕
Vε1+δ1−2δ3 ⊕ Vε1−δ1−δ2+δ3 −→ 0 (p = 2, q = 2).
Remark. The irreducible g0-modules in the above listed nonsplit exact sequences are
given regardless of their parity, which can be easily recovered from the corresponding highest
weights.
Spencer cohomology of psq(n)
2.1. Definition of psq(n). Set q(n) = {X ∈ gl(n|n) | [X, J2n] = 0} for an odd nonde-
generate form J2n, such that J
2
2n = −12n. The usual choice for J2n is J2n = antidiag(1n, −1n).
Then we have:
q(n) = {X ∈ gl(n|n) | X = diag(A, A) + antidiag(B, B), where A, B ∈ gl(n)}. Let
otrX = trB. Set sq(n) = {X ∈ q(n) | otrX = 0},
psq(n) = sq(n)/〈12n〉,
s(q(p)⊕q(n−p)) = {X ∈ q(p)⊕q(n−p) | otrq(p)+otrq(n−p) = 0}, ps(q(p)⊕q(n−p)) =
s(q(p)⊕ q(n− p))/〈1p + 1n−p〉
2.2. Z-gradings of depth 1 of psq(n). Let V (n | n) be the standard q(n)-module.
All Z-gradings of depth 1 of g = psq(n) are of the form g−1 ⊕ g0 ⊕ g1, where g0 = ps(q(p)⊕
q(n− p)), p > 0, and as g0-modules g1 ∼= g
∗
−1, where g−1 is either one of the two irreducible
g0-modules in V (p | p)
∗ ⊗ V (n− p | n− p). Explicitly:
g−1 = 〈(x± Π(x))⊗ (y ±Π(y))〉, where x ∈ V (p | p)
∗, y ∈ V (n− p | n− p).
Let ε1, . . . , εp and δ1, . . . , δn−p be the standard bases of the dual spaces to the spaces of
diagonal matrices in q(p) and q(n− p), respectively.
2.3. Theorem. 1) g∗(g−1, g0) = g,
2) all SFs are of order 1 and split into the direct sum of two irreducible g0-submodules
with highest weights 2ε1 − εp + δ1 − 2δn−p and ε1 − δn−p.
Spencer cohomology of osp(m|2n)
3.1. Definition of osp(m|2n). . osp(m|2n) is a Lie superalgebra, which preserves a
nondegenerate supersymmetric even bilinear form on a superspace V , dimV = (m|2n).
3.2. Consider the Z-grading of depth 1 of g = osp(m|2n), which is defined as follows:
g = g−1⊕g0⊕g1, where g0 = cosp(m−2|2n) is the central extension of gˆ0 = osp(m−2|2n),
g1 ∼= g−1 is the standard g0-module.
Let m = 2r+2 or m = 2r+3, n > 0. Let ε1, . . . , εr and δ1, . . . , δn be the standard bases
of the dual spaces to the spaces of diagonal matrices in o(m− 2) and sp(n), respectively.
3.3. Theorem. 1) g∗(g−1, g0) = g, g∗(g−1, gˆ0) = g−1 ⊕ gˆ0.
2) If k 6= 2, thenHk,2g0 = H
k,2
gˆ0
= 0. As a gˆ0-module H
2,2
gˆ0
is isomorphic to S2(E2(g−1))/E
4(g−1)
and splits into the direct sum of three irreducible components (analogues of the Weyl tensor,
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the traceless Ricci tensor, and the scalar curvature). The highest weights of these compo-
nents are listed in Table 18. As gˆ0-modules, H
2,2
gˆ0
∼= H2,2g0 ⊕ S
2(g−1). The g0-module H
2,2
g0
is
irreducible.
Spencer cohomology of D(α)
4.1. Definition of D(α). D(α), where α ∈ C\{0,−1}, is a one-parameter family
consisting of all simple Lie superalgebras for which D(α)0 = sl(2) ⊕ sl(2) ⊕ sl(2) and its
representation on D(α)1 is sl(2)⊗ sl(2)⊗ sl(2).
4.2. Z-gradings of depth 1 of D(α). Let ε1, ε2, ε3 be the standard basis of the dual
space to the space of diagonal matrices in gl(1|2), Vλ be the irreducible sl(1|2)-module with
highest weight λ and an even highest vector. All Z-gradings of depth 1 of D(α) are of the
form g = g−1⊕g0⊕g1, where g0 ∼= gl(1|2). There are the following possible values of g1 and
g−1 for the Z-gradings of depth 1:
a) g1 = V(1+α)ε1 , g−1 = V−αε1,
b) g1 = V( 1+α
α
)ε1
, g−1 = V− 1
α
ε1
,
c) g1 = V( α
1+α
)ε1 , g−1 = V 1
1+α
ε1
.
More explicitly, let ei1, e
i
2 be the basis of the standard sl(2)i-module Vi, where i = 1, 2, 3.
Then the Z-grading in case a) can be described as follows: g0 = (g0)0⊕ (g0)1, where (g0)0 =
sl(2)1 ⊕ 〈
(
1 0
0−1
)
2
〉 ⊕ 〈
(
1 0
0−1
)
3
〉, (g0)1 = V1 ⊗ e
2
1 ⊗ e
3
2 ⊕ V1 ⊗ e
2
2 ⊗ e
3
1;
g1 = (g1)0 ⊕ (g1)1, where (g1)0 = 〈
(
0 1
0 0
)
2
〉 ⊕ 〈
(
0 1
0 0
)
3
〉, (g1)1 = V1 ⊗ e
2
1 ⊗ e
3
1; g−1 = (g−1)0 ⊕
(g−1)1, where (g−1)0 = 〈
(
0 0
1 0
)
2
〉 ⊕ 〈
(
0 0
1 0
)
3
〉, (g−1)1 = V1 ⊗ e
2
2 ⊗ e
3
2; The Z-gradings in cases b)
and c) can be described similarly.
4.3. Theorem. For all Z-gradings of depth 1 of g = D(α) we have
1) g∗(g−1, g0) = g.
2) The nonzero SFs are of order 2, and for the cases considered in sec.4.2, the g0-module
H2,2g0 is isomorphic to
a) Π(V(2α+1)ε1+ε2),
b) Π(V(α+2
α
)ε1+ε2
),
c) Π(V(α−1
α+1
)ε1+ε2
), respectively.
Spencer cohomology of AB3
5.1. Definition of AB3. AB3 is a simple Lie superalgebra for which (AB3)0 = sl(2)⊕
o(7) and its representation on (AB3)1 is sl(2)⊗ spin7.
5.2. Z-grading of depth 1 of AB3. Let ε1, δ1, δ2 be the standard basis of the dual
space to the space of diagonal matrices in osp(2|4), Vλ be an irreducible osp(2|4)-module
with highest weight λ and an even highest vector.
There is only one Z-grading of depth 1 in g = AB3, namely, g = g−1 ⊕ g0 ⊕ g1, where
g−1 = V−ε1+δ1+δ2 , g0 = cosp(2|4), g1 = V3ε1 .
Note that o(7) = V1⊕ o(5)⊕C⊕V2, where V1, V2 are standard o(5)-modules. The space
of the representation spin7 after restriction of o(7) to o(5) decomposes into the direct sum
of two irreducible subspaces, which we denote by U1 and U2. Let e1, e2 be the basis of the
standard sl(2)-module V . Then g0 = (g0)0 ⊕ (g0)1, where
(g0)0 = 〈
(
1 0
0−1
)
〉 ⊕ o(5)⊕ C, (g0)1 = e1 ⊗ U1 ⊕ e2 ⊗ U2;
g1 = (g1)0 ⊕ (g1)1, where (g1)0 = 〈
(
0 1
0 0
)
〉 ⊕ V2, (g1)1 = e1 ⊗ U2;
g−1 = (g−1)0 ⊕ (g−1)1, where (g−1)0 = 〈
(
0 0
1 0
)
〉 ⊕ V1, (g−1)1 = e2 ⊗ U1.
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5.3. Theorem. 1) g∗(g−1, g0) = g.
2) The nonzero SFs are of order 1. The g0- module H
1,2
g0
is given by the nonsplit exact
sequence of g0- modules
0 −→ X −→ H1,2g0 −→ Vε1+2δ1 −→ 0,
where X is given by the nonsplit exact sequence of g0-modules
0 −→ Π(V4ε1+2δ1+δ2) −→ X −→ V3ε1+2δ1 −→ 0.

Appendix. The formula of dimensions of irreducible sl(n)-modules
Let ε1, . . . , εn be the standard basis of the dual space to the space of diagonal matrices
in gl(n), Vλ be the irreducible sl(n)-module with highest weight λ = k1ε1+k2ε2+ . . .+knεn,
where ki ∈ Z. Then
dimVλ = Π
n−1
i=1 Π
n−i
j=1(1 +
ki − ki+j
j
).
Proof. A weight λ is the highest weight of an irreducible sl(n)-module if and only if λ
is a dominant integer form, i.e., if
2(λ, αi)/(αi, αi) ∈ Z+.
It is known [GG] that the inner products of the weights εi and of weight ρ, where ρ =
(
∑
β∈∆+
β)/2, with fundamental weights αj are:
(ε1, α1) = 1/(2n), (ε1, αj) = 0 for 2 ≤ j ≤ n− 1;
(εi, αi−1) = −1/(2n), (εi, αi) = 1/(2n), (εi, αj) = 0 (j 6= i− 1, i)
for 2 ≤ i ≤ n− 1;
(εn, αn−1) = −1/(2n), (εn, αj) = 0 for 1 ≤ j ≤ n− 2;
(ρ, αi) = 1/(2n) for 1 ≤ i ≤ n− 1.
Thus,
(λ, αi) =
ki − ki+1
2n
and ki ≥ ki+1.
By Weyl’s character formula [GG]
dimVλ = Πβ∈∆+(1 +
(λ, β)
(ρ, β)
).
For sl(n) we have ∆+ = {αi + αi+1 + . . .+ αj , where 1 ≤ i ≤ n− 1, j ≥ i}. Since
(λ, αi + . . .+ αj) = 1/(2n)((ki − ki+1) + (ki+1 − ki+2) + . . .+ (kj − kj+1)) =
ki − kj+1
2n
,
we have
Πβ∈∆+(1 +
(λ, β)
(ρ, β)
) = Πn−1i=1 Π
n−1
j=i (1 +
(
ki−kj+1
2n
)
( j−i+1
2n
)
) =
= Πn−1i=1 Π
n−i
j=1(1 +
ki − ki+j
j
).

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Tables
Table 1. Irreducible gl(n)-submodules of cpe(n)⊗ V ∗
gl(n)-submodule Highest weight Highest vector
E2V ∗0 ⊗ V0 ε1 − εn−1 − εn fn−1 ∧ f˜n ⊗ e˜1
−εn
∑n
i=1 fn ∧ f˜i ⊗ e˜i
E2V ∗0 ⊗ V
∗
0 −εn−1 − 2εn fn−1 ∧ f˜n ⊗ f˜n
−εn−2 − εn−1 − εn fn−2 ∧ f˜n−1 ⊗ f˜n + fn−1 ∧ f˜n ⊗ f˜n−2
+fn ∧ f˜n−2 ⊗ f˜n−1
V ∗0 ∧ V0 ⊗ V0 2ε1 − εn fn ∧ e˜1 ⊗ e˜1
ε1 + ε2 − εn fn ∧ e˜1 ⊗ e˜2 − fn ∧ e˜2 ⊗ e1
ε1
∑n
i=1 fi ∧ e˜i ⊗ e˜1
ε1
∑n
i=1 fi ∧ e˜1 ⊗ e˜i
V ∗0 ∧ V0 ⊗ V
∗
0 ε1 − 2εn fn ∧ e˜1 ⊗ f˜n
ε1 − εn−1 − εn fn−1 ∧ e˜1 ⊗ f˜n − fn ∧ e˜1 ⊗ f˜n−1
−εn
∑n
i=1 fi ∧ e˜i ⊗ f˜n
−εn
∑n
i=1 fn ∧ e˜i ⊗ f˜i
S2V0 ⊗ V0 3ε1 e1e˜1 ⊗ e˜1
2ε1 + ε2 e1e˜2 ⊗ e˜1 − e1e˜1 ⊗ e˜2
S2V0 ⊗ V
∗
0 2ε1 − εn e1e˜1 ⊗ f˜n
ε1
∑n
i=1 e1e˜i ⊗ f˜i
z ⊗ V0 ε1
∑n
i=1 eif˜i ⊗ e˜1
z ⊗ V ∗0 −εn
∑n
i=1 eif˜i ⊗ f˜n
Table 2. Irreducible gl(n)-submodules of Hq(V0, g∗)
q Highest weight Highest vector
0 −εn fn
2ε1 e1e˜1
ε1 e1
0 τ − z
1 −2εn fn ⊗ f˜n
2ε1 − εn (e1e˜1)⊗ f˜n
ε1 − 2εn (e1 ∧ f˜n)⊗ f˜n
−εn (τ − z)⊗ f˜n
2 −2εn−1 − 2εn (fn−1 ∧ f˜n)⊗ f˜n−1 ∧ f˜n
2ε1 − εn−1 − εn e1e˜1 ⊗ f˜n−1 ∧ f˜n
ε1 − εn−1 − 2εn (e1 ∧ f˜n)⊗ f˜n−1 ∧ f˜n
−εn−1 − εn (τ − z)⊗ f˜n−1 ∧ f˜n
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Table 3. Irreducible gl(n)-submodules of Ep,01
weight E
1,0
1
= ⊕λVλ ⊗V0 E
2,0
1
= ⊕λVλ ⊗ S
2V0 E
3,0
1
= ⊕λVλ ⊗ S
3V0
λ Vλ ⊗V0 Vλ ⊗ S
2V0 Vλ ⊗ S
3V0
−εn ε1 − εn 2ε1 − εn 3ε1 − εn
0 ε1 2ε1
2ε1 3ε1 4ε1 5ε1
2ε1 + ε2 2ε1 + 2ε2 4ε1 + ε2
3ε1 + ε2 3ε1 + 2ε2
ε1 2ε1 3ε1 4ε1
ε1 + ε2 2ε1 + ε2 3ε1 + ε2
0 ε1 2ε1 3ε1
Table 4. Irreducible gl(n)-submodules of Ep,11
weight E
0,1
1
= ⊕λVλ E
1,1
1
= ⊕λVλ ⊗V0 E
2,1
1
= ⊕λVλ ⊗ S
2V0
λ Vλ Vλ ⊗V0 Vλ ⊗ S
2V0
−2εn −2εn ε1 − 2εn 2ε1 − 2εn
−εn ε1 − εn
0
2ε1 − εn 2ε1 − εn 3ε1 − εn 4ε1 − εn
2ε1 3ε1
2ε1 + ε2 − εn 3ε1 + ε2 − εn
2ε1 + 2ε2 − εn
2ε1 + ε2
ε1 − 2εn ε1 − 2εn 2ε1 − 2εn 3ε1 − 2εn
ε1 + ε2 − 2εn 2ε1 − εn
ε1 − εn ε1
2ε1 + ε2 − 2εn
ε1 + ε2 − εn
−εn −εn ε1 − εn 2ε1 − εn
0 ε1
Table 5. Irreducible gl(n)-submodules of Ep,21
weight E
0,2
1
= ⊕λVλ E
1,2
1
= ⊕λVλ ⊗V0
λ Vλ Vλ ⊗V0
−2εn−1 − 2εn −2εn−1 − 2εn ε1 − 2εn−1 − 2εn
−εn−1 − 2εn
2ε1 − εn−1 − εn 2ε1 − εn−1 − εn 3ε1 − εn−1 − εn
2ε1 − εn
ε1 − εn−1 − 2εn ε1 − εn−1 − 2εn 2ε1 − εn−1 − 2εn
ε1 − 2εn
ε1 − εn−1 − εn
−εn−1 − εn −εn−1 − εn ε1 − εn−1 − εn
−εn
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Table 6. Irreducible gl(n)-submodules of Ep,00
E
1,0
0
= ⊕UU⊗V0 E
2,0
0
= ⊕UU⊗ S
2V0 E
3,0
0
= ⊕UU⊗ S
3V0
U U⊗V0 U⊗ S
2V0 U⊗ S
3V0
V0(mult2) 2ε1 3ε1 4ε1
ε1 + ε2 2ε1 + ε2 3ε1 + ε2
V ∗0 (mult2) ε1 − εn 2ε1 − εn 3ε1 − εn
0 ε1 2ε1
S2V0 3ε1 4ε1 5ε1
2ε1 + ε2 3ε1 + ε2 4ε1 + ε2
2ε1 + 2ε2 3ε1 + 2ε2
E2V ∗0 ε1 − εn−1 − εn 2ε1 − εn−1 − εn 3ε1 − εn−1 − εn
−εn ε1 − εn 2ε1 − εn
sl(n) 2ε1 − εn 3ε1 − εn 4ε1 − εn
ε1 2ε1 3ε1 + ε2 − εn
ε1 + ε2 − εn 2ε1 + ε2 − εn 3ε1
ε1 + ε2 2ε1 + ε2
C(mult3) ε1 2ε1 3ε1
Table 7. Irreducible gl(n)-submodules of E3V
Space Highest vectors Highest weights
E3V0 e1 ∧ e2 ∧ e3 0
(E2V0)(V
∗
0 ) (e1 ∧ e2)f3 −2ε3∑3
i=1(e1 ∧ ei)fi ε1
V0(S
2V ∗0 ) e1f
2
3 ε1 − 2ε3∑3
i=1 eifif3 −ε3
S3V ∗0 f
3
3 −3ε3
Table 8. Irreducible gl(m)⊕ gl(n)-submodules of g0 ⊗ g
∗
−1
gl(m)⊕ gl(n)-module Highest weight Highest vector
(V ⊗ V ∗)/C⊗ (U∗ ⊗ V ) 2ε1 − εm − δn (e1 ⊗ e˜m)⊗ (f˜n ⊗ e1)
ε1 − δn v
1
λ =
∑m
i=1(ei ⊗ e˜i)⊗ (f˜n ⊗ e1)−
−m
∑m
i=1(e1 ⊗ e˜i)⊗ (f˜n ⊗ ei)
ε1 + ε2 − εm − δn (e1 ⊗ e˜m)⊗ (f˜n ⊗ e2)−
(if m ≥ 3) −(e2 ⊗ e˜m)⊗ (f˜n ⊗ e1)
(U ⊗ U∗)/C⊗ (U∗ ⊗ V ) ε1 + δ1 − 2δn (f1 ⊗ f˜n)⊗ (f˜n ⊗ e1)
ε1 − δn v
2
λ =
∑n
i=1(fi ⊗ f˜i)⊗ (f˜n ⊗ e1)−
−n
∑n
i=1(fi ⊗ f˜n)⊗ (f˜i ⊗ e1)
ε1 + δ1 − δn−1 − δn (f1 ⊗ f˜n−1)⊗ (f˜n ⊗ e1)−
(if n ≥ 3) −(f1 ⊗ f˜n)⊗ (f˜n−1 ⊗ e1)
C⊗ (U∗ ⊗ V ) ε1 − δn v
3
λ = (n
∑m
i=1 ei ⊗ e˜i+
+m
∑n
i=1 fi ⊗ f˜i)⊗ (f˜n ⊗ e1)
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Table 9. Irreducible gl(m)⊕ gl(n)-submodules of (U∗ ⊗ V )⊗ (U∗ ⊗ V )
gl(m)⊕ gl(n)-module Highest weight Highest vector
Λ2U∗ ⊗ S2V 2ε1 − 2δn (f˜n ⊗ e1)⊗ (f˜n ⊗ e1)
S2U∗ ⊗ Λ2V ε1 + ε2 − δn−1 − δn (f˜n ⊗ e1)⊗ (f˜n−1 ⊗ e2)−
−(f˜n ⊗ e2)⊗ (f˜n−1 ⊗ e1)−
−(f˜n−1 ⊗ e1)⊗ (f˜n ⊗ e2)+
+(f˜n−1 ⊗ e2)⊗ (f˜n ⊗ e1)
Λ2U∗ ⊗ Λ2V ε1 + ε2 − 2δn (f˜n ⊗ e1)⊗ (f˜n ⊗ e2)−
−(f˜n ⊗ e2)⊗ (f˜n ⊗ e1)
S2U∗ ⊗ S2V 2ε1 − δn−1 − δn (f˜n−1 ⊗ e1)⊗ (f˜n ⊗ e1)−
−(f˜n ⊗ e1)⊗ (f˜n−1 ⊗ e1)
Table 10. Irreducible gl(n)-submodules of Ck,2
gl(n)
k Highest weight Highest vector
2 λ1 = δ1 − 3δn vλ1 = (f1 ⊗ f˜n)⊗ f˜
2
n
λ2 = −2δn vλ2 =
∑n
j=1(fj ⊗ f˜n)⊗ f˜j f˜n
λ3 = −2δn vλ3 =
∑n
j=1(fj ⊗ f˜j)⊗ f˜
2
n
λ4 = δ1 − δn−1 − 2δn( if n ≥ 3) vλ4 = (f1 ⊗ f˜n−1)⊗ f˜
2
n − (f1 ⊗ f˜n)⊗ f˜n−1f˜n
λ5 = −δn−1 − δn vλ5 =
∑n
j=1((fj ⊗ f˜n−1)⊗ f˜j f˜n − (fj ⊗ f˜n)⊗ f˜j f˜n−1)
3 ≤ k ≤ n+ 1 λ1 = δ1 − δn−k+2 − . . .− δn−1 − 3δn vλ1 = (f1 ⊗ f˜n−k+2 ∧ . . . ∧ f˜n)⊗ f˜
2
n
λ2 = −δn−k+2 − . . .− δn−1 − 2δn vλ2 =
∑n
j=1(fj ⊗ f˜n−k+2 ∧ . . . ∧ f˜n)⊗ f˜j f˜n
3 ≤ k ≤ n λ3 = −δn−k+3 − . . .− δn − 2δn vλ3 =
∑n
j=1(fj ⊗ f˜j ∧ f˜n−k+3 ∧ . . . ∧ f˜n)⊗ f˜
2
n
λ4 = δ1 − δn−k+1 − . . .− δn−1 − 2δn vλ4 =
∑k−1
j=0 (−1)
(k−1)j(f1 ⊗ f˜sj (n−k+1) ∧ . . .
∧f˜sj (n−1))⊗ f˜sj(n)f˜n
λ5 = −δn−k+1 − δn−k+2 − . . .− δn vλ5 =
∑k−1
j=0 (−1)
(k−1)j∑n
i=1(fi ⊗ f˜sj(n−k+1) ∧ . . .
∧f˜sj(n−1))⊗ f˜if˜sj (n)
3 ≤ k ≤ n− 1 λ6 = −δn−k+2 − . . .− δn−1 − 2δn vλ6 =
∑k−2
j=0 (−1)
(k−2)j∑n
i=1(fi ⊗ f˜i ∧ f˜tj(n−k+2) ∧ . . .
∧f˜tj(n−1))⊗ f˜tj(n)f˜n
Table 11. Irreducible gl(n)-submodules of Ck+1,1
gl(n)
k Highest weight Highest vector
2 ≤ k ≤ n β1 = δ1 − δn−k+1 − . . .− δn−1 − 2δn vβ1 = (f1 ⊗ f˜n−k+1 ∧ . . . ∧ f˜n−1 ∧ f˜n)⊗ f˜n
β2 = −δn−k+1 − . . .− δn−1 − δn vβ2 =
∑n
j=1 fj ⊗ f˜n−k+1 ∧ . . . ∧ f˜n−1 ∧ f˜n)⊗ f˜j
2 ≤ k ≤ n− 1 β3 = −δn−k+2 − . . .− δn−1 − 2δn vβ3 =
∑n
j=6(fj ⊗ f˜j ∧ f˜n−k+2 ∧ . . . ∧ f˜n−1 ∧ f˜n)⊗ f˜n
β4 = −δn−k+1 − . . .− δn−1 − δn vβ4 =
∑k−1
j=0 (−1)
(k−3)j∑n
i=1(fi ⊗ f˜i ∧ f˜sj(n−k+1) ∧ . . .
∧fsj(n−1))⊗ f˜sj(n)
2 ≤ k ≤ n− 2 β5 = δ1 − δn−k − . . .− δn−1 − δn vβ5 =
∑k
j=0(−1)
kj(f1 ⊗ f˜rj(n−k) ∧ . . .
∧f˜rj(n−1))⊗ f˜rj(n)
Table 12. Irreducible gl(n)-submodules of gk
k Highest weight Highest vector
2 ≤ k ≤ n− 1 γ1 = δ1 − δn−k − δn−k+1 − . . .− δn vγ1 = f1 ⊗ f˜n−k ∧ . . . ∧ f˜n
2 ≤ k ≤ n− 2 γ2 = −δn−k+1 − δn−k+2 − . . .− δn vγ2 =
∑n
j=1 fj ⊗ f˜j ∧ f˜n−k+1 ∧ . . . ∧ f˜n
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Table 13. Structure functions of sl(m|n) endowed with the standard Z-grading
m n H1,2g0 H
2,2
g0
3 2 2ε1 − ε3 + δ1 − 2δ2 ——
2 3 2ε1 − ε2 + δ1 − 2δ3 ——
≥ 4 2 2ε1 − εm + δ1 − 2δ2 ε1 + ε2 + ε3 − εm − δ1 − δ2
2 ≥ 4 2ε1 − ε2 + δ1 − 2δn ε1 + ε2 + δ1 − δn−2 − δn−1 − δn
2ε1 − εm + δ1 − 2δn
≥ 3 ≥ 3 ε1 + ε2 − εm + δ1 − δn−1 − δn ——
ε1 − δn (if m = n)
2 2 2ε1 − ε2 + δ1 − 2δ2
——
ε1 − δ2
Table 14. Irreducible gl(m)⊕ gl(n)submodules of g0 ⊗ Λ
2g∗
−1
gl(m)⊕ gl(n)-module Highest weight Highest vector
V ⊗ V ∗/C⊗ Λ2U∗ ⊗ S2V 3ε1 − εm − 2δn (e1 ⊗ e˜m)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
2ε1 − 2δn v
1
λ =
∑m
i=1(ei ⊗ e˜i)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)−
m
∑m
i=1(e1 ⊗ e˜i)⊗ (f˜n ⊗ ei) ∧ (f˜n ⊗ e1)
ε1 + ε2 − 2δn v
1
λ =
∑m
i=1((e1 ⊗ e˜i)⊗ (f˜n ⊗ ei) ∧ (f˜n ⊗ e2)−
(e2 ⊗ e˜i)⊗ (f˜n ⊗ ei) ∧ (f˜n ⊗ e1))
2ε1 + ε2 − εm − 2δn (m ≥ 3) (e1 ⊗ e˜m)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e2)−
(e2 ⊗ e˜m)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
V ⊗ V ∗/C⊗ S2U∗ ⊗ Λ2V 2ε1 + ε2 − εm − δn−1 − δn (e1 ⊗ e˜m)⊗ (f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e2)−
(e1 ⊗ e˜m)⊗ (f˜n ⊗ e1) ∧ (f˜n−1 ⊗ e2)
2ε1 − δn−1 − δn (m ≥ 3) v
1
λ =
∑m
i=1(e1 ⊗ e˜i)⊗ (f˜n−1 ⊗ ei) ∧ (f˜n ⊗ e1)−
(e1 ⊗ e˜i)⊗ (f˜n ⊗ ei) ∧ (f˜n−1 ⊗ e1)
ε1 + ε2 − δn−1 − δn v
1
λ =
∑m
i=1((e1 ⊗ e˜i)⊗ (f˜n−1 ⊗ ei) ∧ (f˜n ⊗ e2)−
(m ≥ 3) (e1 ⊗ e˜i)⊗ (f˜n ⊗ ei) ∧ (f˜n−1 ⊗ e2)−
(e2 ⊗ e˜i)⊗ (f˜n−1 ⊗ ei) ∧ (f˜n ⊗ e1)+
(e2 ⊗ e˜i)⊗ (f˜n ⊗ ei) ∧ (f˜n−1 ⊗ e1))
ε1 + ε2 + ε3 − εm − δn−1 − δn
∑2
j=0((esj(1) ⊗ e˜m)⊗ (f˜n−1 ⊗ esj(2)) ∧ (f˜n ⊗ esj(3))−
(m ≥ 4) (esj(1) ⊗ e˜m)⊗ (f˜n ⊗ esj(2)) ∧ (f˜n−1 ⊗ esj(3)))
U ⊗ U∗/C ⊗ Λ2U∗ ⊗ S2V 2ε1 + δ1 − 3δn (f1 ⊗ f˜n)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
2ε1 − 2δn v
2
λ =
∑n
i=1(fi ⊗ f˜i)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)−
n
∑n
i=1(fi ⊗ f˜n)⊗ (f˜i ⊗ e1) ∧ (f˜n ⊗ e1)
2ε1 − δn−1 − δn v
2
λ =
∑n
i=1((fi ⊗ f˜n−1)⊗ (f˜i ⊗ e1) ∧ (f˜n ⊗ e1)−
(fi ⊗ f˜n)⊗ (f˜i ⊗ e1) ∧ (f˜n−1 ⊗ e1))
2ε1 + δ1 − δn−1 − 2δn (f1 ⊗ f˜n)⊗ (f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e1)−
(n ≥ 3) (f1 ⊗ f˜n−1)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
U ⊗ U∗/C ⊗ S2U∗ ⊗ Λ2V ε1 + ε2 + δ1 − δn−1 − 2δn (f1 ⊗ f˜n)⊗ (f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e2)−
(f1 ⊗ f˜n)⊗ (f˜n ⊗ e1) ∧ (f˜n−1 ⊗ e2)
ε1 + ε2 − 2δn (n ≥ 3) v
2
λ =
∑n
i=1((fi ⊗ f˜n)⊗ (f˜i ⊗ e1) ∧ (f˜n ⊗ e2)−
(fi ⊗ f˜n)⊗ (f˜n ⊗ e1) ∧ (f˜i ⊗ e2))
ε1 + ε2 − δn−1 − δn (n ≥ 3) v
2
λ =
∑n
i=1((fi ⊗ f˜n)⊗ (f˜i ⊗ e1) ∧ (f˜n−1 ⊗ e2)−
(fi ⊗ f˜n)⊗ (f˜i ⊗ e2) ∧ (f˜n−1 ⊗ e1)−
(fi ⊗ f˜n−1)⊗ (f˜i ⊗ e1) ∧ (f˜n ⊗ e2)+
(fi ⊗ f˜n−1)⊗ (f˜i ⊗ e2) ∧ (f˜n ⊗ e1))
ε1 + ε2 + δ1 − δn−2 − δn−1 − δn
∑2
j=0((f1 ⊗ f˜tj(n−2))⊗ (f˜tj(n−1) ⊗ e1) ∧ (f˜tj(n) ⊗ e2)−
(n ≥ 4) (f1 ⊗ f˜tj(n−2))⊗ (f˜tj(n−1) ⊗ e2) ∧ (f˜tj(n) ⊗ e1))
C⊗ Λ2U∗ ⊗ S2V 2ε1 − 2δn v
3
λ = (n
∑m
i=1 ei ⊗ e˜i+
+m
∑n
i=1 fi ⊗ f˜i)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
C⊗ S2U∗ ⊗ Λ2V ε1 + ε2 − δn−1 − δn v
3
λ = (n
∑m
i=1 ei ⊗ e˜i+
+m
∑n
i=1 fi ⊗ f˜i)⊗ ((f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e2)−
(f˜n ⊗ e1) ∧ (f˜n−1 ⊗ e2))
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Table 15. Irreducible gl(m)⊕ gl(n)-submodules of g1 ⊗ Λ
2g∗
−1
gl(m)⊕ gl(n)-module Highest weight Highest vector
(Λ2U∗ ⊗ U∗)⊗ (S2V ⊗ V ) 3ε1 − 3δn (f˜n ⊗ e1)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
2ε1 + ε2 − 3δn (f˜n ⊗ e1)⊗ (f˜n ⊗ e2) ∧ (f˜n ⊗ e1)−
(f˜n ⊗ e2)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
3ε1 − δn−1 − 2δn (f˜n−1 ⊗ e1)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)−
(f˜n ⊗ e1)⊗ (f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e1)
2ε1 + ε2 − δn−1 − 2δn v
1
λ = (f˜n ⊗ e1)⊗ (f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e2)−
(f˜n ⊗ e2)⊗ (f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e1)−
(f˜n−1 ⊗ e1)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e2)+
(f˜n−1 ⊗ e2)⊗ (f˜n ⊗ e1) ∧ (f˜n ⊗ e1)
(S2U∗ ⊗ U∗)⊗ (Λ2V ⊗ V ) 2ε2 + ε2 − δn−1 − 2δn v
2
λ = (f˜n ⊗ e1)⊗ (f˜n−1 ⊗ e1) ∧ (f˜n ⊗ e2)−
(f˜n ⊗ e1)⊗ (f˜n−1 ⊗ e2) ∧ (f˜n ⊗ e1)
ε1 + ε2 + ε3 − δn−1 − 2δn
∑2
j=0((f˜n ⊗ esj(1))⊗ (f˜n−1 ⊗ esj(2)) ∧ (f˜n ⊗ esj(3))−
(m ≥ 3) (f˜n ⊗ esj(1))⊗ (f˜n ⊗ esj(2)) ∧ (f˜n−1 ⊗ esj(3))
2ε1 + ε2 − δn−2 − δn−1 − δn
∑2
j=0((f˜tj(n−2) ⊗ e1)⊗ (f˜tj(n−1) ⊗ e2) ∧ (f˜tj(n) ⊗ e1)−
(n ≥ 3) (f˜tj(n−2) ⊗ e1)⊗ (f˜tj(n−1) ⊗ e1) ∧ (f˜tj(n) ⊗ e2))
ε1 + ε2 + ε3 − δn−2 − δn−1 − δn
∑2
i=0
∑2
j=0((f˜tj(n−2) ⊗ esi(1))⊗ (f˜tj(n−1) ⊗ esi(2))∧
(m, n ≥ 3) (f˜tj(n) ⊗ esi(3))− (f˜tj(n−2) ⊗ esi(1))⊗
(f˜tj(n) ⊗ esi(2)) ∧ (f˜tj(n−1) ⊗ esi(3)))
Table 16. Spencer cohomology of sl(m|n) endowed with a Z-grading, where
g0 = c(sl(m|q)⊕ sl(n− q))
m q n− q H1,2g0 H
2,2
g0
≥ 2 ≥ 1 ≥ 3 m 6= q ± 1
2ε1 − εm+q + δ1 − 2δn−q
——
ε1 + ε2 − εm+q + δ1 − δn−q−1 − δn−q
ε1 − δn−q (if m = n)
≥ 3 ≥ 1 2 m 6= q − 1
2ε1 − εm+q + δ1 − 2δ2 ε1 + ε2 + ε3 − εm+q − δ1 − δ2
ε1 − δ2 (if m = n)
2 ≥ 2 2 q 6= 3 ε1 + ε2 + ε3 − εq+2 − δ1 − δ2
2ε1 − εq+2 + δ1 − 2δ2
2 1 2 2ε1 − ε3 + δ1 − 2δ2 ε1 + ε3 − δ1 − δ2
1 ≥ 1 ≥ 3 q 6= 2
2ε1 − εq+1 + δ1 − 2δn−q ——
ε1 + ε2 − εq+1 + δ1 − δn−q−1 − δn−q
1 ≥ 1 2 q 6= 2 ε1 + 2ε2 − εq+1 − δ1 − δ2 (q 6= 1)
2ε1 − εq+1 + δ1 − 2δ2 2ε2 − δ1 − δ2 (q = 1)
0 2 2 3ε1 − ε2 − δ1 − δ2
——
ε1 + ε2 + δ1 − 3δ2
0 2 ≥ 3 2ε1 − ε2 + δ1 − δn−3 − δn−2 ε1 + ε2 + δ1 − 3δn−2
0 ≥ 3 2 ε1 + ε2 − εq + δ1 − 2δ2 3ε1 − εq − δ1 − δ2
0 ≥ 3 ≥ 3 2ε1 − εq + δ1 − δn−q−1 − δn−q
——
ε1 + ε2 − εq + δ1 − 2δn−q
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Table 17. Spencer cohomology of sl(m|n) endowed with a Z-grading, where
g0 = c(sl(m− p|q)⊕ sl(p|n− q))
m− p q p n− q H1,2g0 H
2,2
g0
0 2 2 0 2ε1 − ε2 + δ1 − 2δ2
——
ε1 − δ2
0 2 3 0 2ε1 − ε2 + δ1 − 2δ3 ——
0 3 2 0 2ε1 − ε3 + δ1 − 2δ2 ——
0 2 ≥ 4 0 2ε1 − ε2 + δ1 − 2δp ε1 + ε2 + δ1 − δp−2 − δp−1 − δp
0 ≥ 4 2 0 2ε1 − εq + δ1 − 2δ2 ε1 + ε2 + ε3 − εq − δ1 − δ2
0 ≥ 3 ≥ 3 0 2ε1 − εq + δ1 − 2δp
ε1 + ε2 − εq + δ1 − δp−1 − δp ——
ε1 − δp (m = n)
0 2 ≥ 1 ≥ 1 n 6= p+ q + 1
2ε1 − ε2 + δ1 − δp+n−3 − δp+n−2 ε1 + ε2 + δ1 − 3δp+n−2
ε1 − δp+n−2 (m = n)
≥ 1 ≥ 1 2 0 m 6= p+ q + 1
ε1 + ε2 − εm−p+q + δ1 − 2δ2 3ε1 − εm−p+q − δ1 − δ2
ε1 − δ2 (m = n)
0 ≥ 3 ≥ 1 ≥ 1 n 6= p+ q ± 1
ε1 + ε2 − εq + δ1 − 2δp+n−q
——
2ε1 − εq + δ1 − δp+n−q−1 − δp+n−q
ε1 − δp+n−q (m = n)
≥ 1 ≥ 1 ≥ 3 0 m 6= p+ q ± 1
2ε1 − εm−p+q + δ1 − δp−1 − δp
——
ε1 + ε2 − εm−p+q + δ1 − 2δp
ε1 − δp (m = n)
≥ 1 ≥ 1 ≥ 1 ≥ 1 m,n 6= p+ q ± 1
2ε1 − εm−p+q + δ1 − 2δp+n−q
——
ε1 + ε2 − εm−p+q + δ1 − δp+n−q−1 − δp+n−q
ε1 − δp+n−q (m = n ≥ 3)
Table 18. Spencer cohomology of osp(m|2n)
r n H
2,2
g0 S
2(g−1)
0 (if m = 2)
0 1 ——
0, δ1 (if m = 3)
0 ≥ 2 2δ1 + 2δ2 δ1 + δ2, 0
1 1 ε1 + δ1 2ε1, 0
1 ≥ 2 2ε1 + δ1 + δ2 2ε1, 0
≥ 2 ≥ 1 2ε1 + 2ε2 2ε1, 0
