We consider the problem of accounting for model uncertainty in linear regression models. Conditioning on a single selected model ignores model uncertainty, and thus leads to the underestimation of uncertainty when making inferences about quantities of interest. A Bayesian solution to this problem involves averaging over all possible models i.e., combinations of predictors when making inferences about quantities of interest. This approach is often not practical. In this paper we o er two alternative approaches. First we describe an ad hoc procedure called Occam's Window" which indicates a small set of models over which a model average can be computed. Second, we describe a Markov c hain Monte Carlo approach which directly approximates the exact solution. In the presence of model uncertainty, both these model averaging procedures provide better predictive performance than any single model which might reasonably have been selected.
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In the extreme case where there are many candidate predictors but no relationship between any of them and the response, standard variable selection procedures often choose some subset of variables that yields a high R 2 and a highly signi cant o verall 1 Introduction
The selection of subsets of predictor variables is a basic part of building a linear regression model. The objective o f v ariable selection is typically stated as follows: given a dependent v ariable Y and a set of a candidate predictors X 1 ; X 2 ; : : : ; X k , nd the best" model of the form Y = 0 + p X j=1 i j X i j + ; Freedman 1983 pointed out that when there are many predictors and there is no relationship between the predictors and the response, variable selection techniques can lead to a model with a high R 2 and a highly signi cant o verall F value. By contrast, when a data set is generated with no relationship between the predictors and the response, Occam's Window t ypically indicates the null model as the best" model or as one of a small set of best" models, thus largely resolving the problem of selecting a signi cant model for a null relationship.
The background literature for our approach includes several areas of research, namely the selection of subsets of predictor variables in linear regression models Hocking 1976 , Draper and Smith 1981 , Shibata 1981 , Linhart and Zucchini 1986 , Miller 1990 , Breiman 1992 , Breiman and Spector 1992 , Breiman 1995 , Bayesian approaches to the selection of subsets of predictor variables in linear regression models Mitchell and Beauchamp 1988 , Schwarz 1978 , George and McCulloch 1993 , Laud and Ibrahim 1995 , and model uncertainty Leamer 1978 , Freedman et al. 1986 , Stewart and Davis 1986 , Stewart 1987 , Madigan and Raftery 1994 In the next section we outline the philosophy underlying our approach. In Section 3 w e describe how w e selected prior distributions, and we outline the two model averaging approaches in Section 4. In Section 5 we provide an example and describe our assessment of predictive performance. In Section 6 we compare the performance of Occam's Window to that of standard variable selection methods when there is no relationship between the predictors and the response. In Section 7 we discuss related work and suggest future directions.
2 Accounting for Model Uncertainty using BMA As described above, basing inferences on a single best" model as if the single selected model were true ignores model uncertainty which can result in underestimation of uncertainty about quatities of interest. There is a standard Bayesian solution to and prM k is the prior probability that M k is the true model. All probabilities are implicitly conditional on M, the set of all models being considered. In this paper, we consider M to be equal to the set of all possible combinations of predictors.
Averaging over all the models in this fashion provides better predictive ability, a s measured by a logarithmic scoring rule, than using any single model where is the observable to be predicted and the expectation is with respect to P K k=1 pr j M k ; D prM k j D. This follows from the non-negativity of the KullbackLeibler information divergence. Implementation of Bayesian model averaging is di cult for two reasons. First, the integrals in 3 can be hard to compute. Second, the number of terms in 1 can be enormous. In this paper, we present solutions to both of these problems. where the observed data on p predictors are contained in the n p + 1 matrix X.
The observed data on the dependent v ariable are contained in the n-vector Y . W e assign to a normal distribution with mean 0 and variance 2 and assume that the 's in distinct cases are independent. We consider the p + 1 individual parameter vectors and 2 to be unknown. Where possible, informative prior distributions for and 2 should be elicited and incorporated into the analysis|see Kadane et al. 1980 and Garthwaite and Dickey 1992 . In the absence of expert opinion we seek to choose prior distributions which re ect uncertainty about the parameters and also embody reasonable a priori constraints. We use prior distributions that are proper but reasonably at over the range of parameter values that could plausibly arise. These represent the common situation where there is some prior information, but rather little of it, and put us in the stable estimation" case where results are relatively insensitive t o c hanges in the prior distribution Edwards, Lindman, and Savage 1963 3.2 Selection of Prior Distributions
The Bayesian framework described above gives the user of the BMA approach the exibility to modify the prior set-up as desired. In this section we describe the prior distribution set-up we adopt in our examples below.
For non-categorical predictor variables we assume the individual 's to be independent a priori. We center the distribution of on zero apart from 0 and choose = 0 ; 0; 0; : : : ; 0 where^ 0 is the ordinary least squares estimate of 0 , and is a hyperparameter to be chosen. The prior variance of 0 is chosen conservatively and represents an upper bound on the reasonable variance for this parameter. The variances of the remainingparameters are chosen to re ect increasing precision about each i as the variance of the corresponding X i increases and to be invariant to scale changes in both the predictor variables and the response variable.
For a categorical predictor variable X i with c + 1 possible outcomes c 2, the Bayes factor should be invariant to the selection of the corresponding dummy variables X i1 ; : : : ; X ic . To this end we set the prior variance of i1 ; : : : ; ic equal to 2 2 1 n X i T X i ,1 where X i is the n c design matrix for the dummy v ariables, where each dummy v ariable has been centered by subtracting its sample mean. This is related to the g-prior of Zellner 1986 
To c hoose the remaining hyperparameters, , , and , w e de ne a number of reasonable desiderata and attempt to satisfy them. In what follows we assume that all the variables have been standardized to have zero mean and sample variance one. We w ould like:
1. The prior density pr 1 ; : : : ; p to be reasonably at over the unit hypercube ,1; 1 p .
2. pr 2 to be reasonably at over a; 1 for some small a.
3. Pr 2 1 to be large.
The order of importance of these desiderata is roughly the order in which they are listed. More formally, w e maximize Pr 2 1 subject to: Since desideratum 2 is less important than desideratum 1, we h a ve c hosen K 2 = 10.
For a = 0 :05 this yields = 2 :58, = 0 :28, and = 2 :85: For this set of hyperparameters Pr 2 1 = 0 :81. These settings of the hyperparameters were used in the examples below. To compare our prior for i ; i = 1 ; : : : ; p , for a non-categorical predictor with the actual distribution of coe cients from real data, 13 data sets from several regression textbooks were collected Appendix A. A histogram of the 100 coe cients from the standardized data plotted with the prior distribution resulting from the hyperparameters we use in this paper is shown in Figure 1 . As desired, the prior density i s relatively at over the range of observed values. Madigan and Raftery 1994 to linear regression models. Two basic principles underly this ad hoc approach. First, if a model predicts the data far less well than the model which provides the best predictions, then it has e ectively been discredited and should no longer be considered. Thus models not belonging to:
should be excluded from equation 1 where C is chosen by the data analyst and max l fprM l j Dg denotes the model with the highest posterior model probability.
In the examples below w e use C = 20. The number of models in Occam's Window increases as the value of C decreases. Second, appealing to Occam's razor, we exclude models which receive less support from the data than any of their simpler submodels. More formally we also exclude from 1 models belonging to:
is then replaced by Here M 0 is a model with one less predictor than M 1 . The essential idea is shown in Figure 2 . If there is evidence for M 0 then M 1 is rejected, but to reject M 0 we require strong evidence for the larger model, M 1 . If the evidence is inconclusive falling in Occam's Window neither model is rejected. The second principle is that if M 0 is rejected, then so are all of the models nested within it. These principles fully de ne the strategy. T ypically, in our experience, the number of terms in 1 is reduced to fewer than 25, and often to as few as one or two. Madigan and Raftery 1994 provide a detailed description of the algorithm and show h o w averaging over the selected models provides better predictive performance than basing inference on a single model in each of the examples they consider. Otherwise the state stays in state M. Madigan and York 1995 described MC 3 for discrete graphical models. Software for implementing the MC 3 algorithm is described in the Appendix.
5 Model uncertainty and prediction 5.1 Example: Crime and Punishment
Crime and Punishment: Overview
Up to the 1960s, criminal behavior was traditionally viewed as deviant and linked to the o ender's presumed exceptional psychological, social or family circumstances Taft and England 1964 . Becker 1968 and Stigler 1970 argued, on the contrary, that the decision to engage in criminal activity is a rational choice determined by its costs and bene ts relative to other legitimate opportunities.
In an in uential article, Ehrlich 1973 developed this argument theoretically, speci ed it mathematically, and tested it empirically using aggregate data from 47 U.S. states in 1960. Errors in Ehrlich's empirical analysis were corrected by V andaele 1978 who gave the corrected data, which w e use here; see also Cox and Snell 1982 1 .
Ehrlich's theory goes as follows. The costs of crime are related to the probability of imprisonment and the average time served in prison, which in turn are in uenced by police expenditures, which m a y themselves have an independent deterrent e ect. The bene ts of crime are related to both the aggregate wealth and income inequality 1 Ehrlich's study has been much criticized e.g. Brier and Fienberg 1980 and we use it here for purely illustrative purposes. For economy of expression, we use causal language and speak of e ects", even though the validity of this language for these data is dubious. Since people, not states, commit crimes, these data may re ect aggregation bias.
in the surrounding community. The expected net payo from alternative legitimate activities is related to educational level and the availability of employment, the latter being measured by the unemployment and labor force participation rates. The payo from legitimate activities was expected to be lower in 1960 for nonwhites and for young males than for others, so that states with high proportions of these were expected also to have higher crime rates. Vandaele 1978 also included an indicator variable for southern states, the sex ratio, and the state population as control variables, but the theoretical rationale for inclusion of these predictors is unclear.
We t h us have 15 candidate predictors of crime rate Table 4 , and so potentially 2 15 = 32,768 di erent models. As in the original analyses, all data were transformed logarithmically. Standard diagnostic checking e.g. Draper and Smith 1981 did not reveal any gross violations of the assumptions underlying normal linear regression.
Ehrlich's analysis concentrated on the relationship between crime rate and predictors 14 and 15 probability of imprisonment and average time served in state prisons. In his original analysis, Ehrlich 1973 focused on two regression models, consisting of the predictors 9, 12, 13, 14, 15 and 1, 6, 9, 10, 12, 13, 14, 15 , respectively, which were chosen in advance based on theoretical grounds.
To compare Ehrlich's results with models that might be selected using standard techniques, we c hose three popular variable selection techniques, Efroymson's stepwise method Miller 1990 , minimum Mallow's C p , and maximum adjusted R 2 Weisberg 1985. Efroymson's stepwise method is like forward selection except that when a new variable is added to the subset, partial correlations are considered to see if any of the variables currently in the subset should be dropped. Similar hybrid methods are found in most standard statistical computer packages. Problems with stepwise regression, Mallow's C p , and adjusted R 2 are well known see, for example, Weisberg 1985. Table 1 displays the results from the full model with all 15 predictors, three models selected using standard variable selection techniques, and the two models chosen by Ehrlich on theoretical grounds. The three models chosen using variable selection techniques models 2, 3, 4 share many of the same variables and have high values of R 2 . Ehrlich's theoretically chosen models t the data less well. There are striking di erences, indeed con icts between the results from the di erent models. Even the models chosen using statistical techniques lead to con icting conclusions about the main questions of interest, in spite of the models' super cial similarity.
Consider rst the predictor for probability of imprisonment, X 14 . This predictor is signi cant in all six models, so interest focuses on estimating the size of its e ect. To aid interpretation, recall that all variables have been transformed logarithmically, s o that, when all other predictors are held xed, 14 = ,:30 means roughly that a 10 increase in the probability of imprisonment produces a 3 reduction in the crime rate.
The estimates of 14 uctuate wildly between models. The stepwise regression model gives an estimate that is about one-third lower in absolute value than the full model, enough to be of policy importance; this di erence is equal to about 1.7 standard errors. The Ehrlich models give estimates that are about one-half higher than the full model, and more than twice as big as those from stepwise regression in absolute value. There is clearly considerable model uncertainty about this parameter. Now consider 15 , the e ect of the average time served in state prisons. Whether this is signi cant at all is not clear, and t-tests based on di erent models lead to con icting conclusions. In the full model, 15 has a non-signi cant p-value of .133, while stepwise regression leads to a model that does not include this variable. On the other hand, Mallows' C p leads to a model in which the p-value for 15 is signi cant at the .05 level, while with adjusted R 2 it is again not signi cant. In contrast, in Ehrlich's models it is highly signi cant.
Together these results paint a confused picture about 14 and 15 . Below w e will argue that the confusion can be resolved by taking explicit account o f m o d e l uncertainty.
Crime and Punishment: Model Averaging
For the model averaging strategies, all possible combinations of predictors were assumed to be equally likely a priori. T o implement Occam's Window, we started from the null model and used the Up" algorithm only see Madigan and Raftery 1994 . The selected models and their posterior model probabilities are shown in Table 2 . The models with posterior model probabilities of 1.2 or larger as indicated by M C 3 are shown in Table 3 . In total, 1772 di erent models were visited during 30,000 iterations of MC 3 . Occam's Window c hose 22 models in this example, clearly indicating model uncertainty. Choosing any one model and making inferences as if it were the true" model ignores model uncertainty. The consequences of basing inferences on a single model will be explored further in the next section.
The top models indicated by the two methods Tables 2 and 3 are quite similar. The posterior probabilities are normalized over all selected models for Occam's Window and over all possible combinations of the 15 predictors for MC 3 . So, the posterior probabilities for the same models di er across the model averaging method, but this has little e ect on the relationships between the models as measured by the Bayes factor. Table 4 shows the posterior probability that the coe cient for each predictor does police expenditure, income inequality, and probability of imprisonment.
Comparing the two models analyzed by Ehrlich 1973, consisting of the predictors 9, 12, 13, 14, 15 and 1, 6, 9, 10, 12, 13, 14, 15 , with the results in Table 4 , we see that there are several predictors included in Ehrlich's analysis that receive little support from the data. The estimated Pr i 6 = 0 jD is quite small for predictors 6, 10, 12, and 15. There are also variables for which there is empirical support but which Ehrlich did not include 3 and 4. Indeed, Ehrlich's two selected models have very low posterior probabilities.
Ehrlich's work attracted attention primarily because of his conclusion that both the probability of imprisonment predictor 14 and the average prison term predictor 15 reduced the crime rate. The posterior distributions for the coe cients of these Posterior model Model probability 1 3 4 9 1 1 13 14 12.6 1 3 4 11 13 14 9.0 1 3 4 9 13 14 8.4 1 3 5 9 1 1 13 14 8.0 3 48 9 13 14 7.6 1 3 4 13 14 6.3 1 3 4 11 13 5.8 1 3 5 11 13 14 5.7 1 3 4 13 4.9 1 3 5 9 13 14 4.8 3 5 8 9 13 14 4.4 3 4 9 13 14 4.1 3 5 9 13 14 3.6 1 3 5 13 14 3.5 2 3 4 13 14 2.0 1 3 5 11 13 1.9 3 4 13 14 1.6 3 5 13 14 1.6 3 4 13 1.4 1 3 5 13 1.4 3 5 13 0.7 1 4 12 13 0.7 Figure 3: Posterior distribution for 14 , the coe cient for the predictor probability of imprisonment", based on the MC 3 model average. The spike corresponds to P 14 = 0 jD. The vertical axis on the left corresponds to the posterior distribution for 14 and the vertical axis on the right corresponds to the posterior distribution for 14 equal to 0. The density is scaled so that the maximum of the density is equal to similar. The spike corresponds to P 14 = 0 jD. This is an artifact of our approach in which it is possible to consider models with a predictor fully removed from the model. This is in contrast to the practice of setting the predictor close to 0 with high probability as in George and McCulloch 1993 . In contrast to Figure 3 Figure 4: Posterior distribution for 15 , the coe cient for the predictor average time served in state prisons", based on the model average over a large set of models from MC 3 . See Figure 3 . predictor 14, but not predictor 15. Our model averaging results are consistent with those of Ehrlich for the probability of imprisonment, but not for the average prison term. Among the variables that measure the expected bene ts from crime, Ehrlich concluded that both wealth and income inequality had an e ect; we found this to be true for income inequality but not for wealth. For the predictors that represent the payo from legitimate activities, Ehrlich found the e ects of variables 1, 6, 10 and 11 to be unclear; he did not include mean schooling in his model. We found strong evidence for the e ect of some of these variables, notably the percent o f y oung males and mean schooling, but the e ects of unemployment and labor force participation are either unproven or unlikely. Finally, the control" variables that have no theoretical basis 2, 7, 8 turned out, satisfyingly, t o h a ve no empirical support either.
The model averaging results for the predictors for police expenditures lead to an interesting interpretation. Police expenditure was measured in two successive years and the measures are highly correlated r = :993. The data show clearly that the 1960 crime rate is associated with police expenditures, and that only one of the two measures X 4 and X 5 is needed, but they do not say for sure which measure should be used. Each model in Occam's Window and each model visited by M C 3 contains one predictor or the other, but not both. For both methods we have Pr 4 6 = 0 5 6 = 0 jD = 1, so the data provide very strong evidence for an association with police expenditures.
In summary, w e found strong support for some of Ehrlich's conclusions but not for others. In particular, by a veraging over all models, our results indicate support for a relationship between crime rate and probability of imprisonment, but not for average time served in state prisons.
Crime and Punishment: Assessment of Predictive P erformance
We use the predictive ability of the selected models for future observations to measure the e ectiveness of a model selection strategy. Our speci c objective is to compare the quality of the predictions based on model averaging with the quality of predictions based on any single model that an analyst might reasonably have selected.
To measure performance we randomly split the complete data set into two subsets. Other percentage splits can be adopted. A 50=50 split was chosen here so that each portion would contain enough data to be a representative sample. We ran Occam's Window and MC 3 using half of the data. This set is called the training set, D T . We e v aluated performance using the prediction set made up of the remaining half of the data, D P = D n D T . Within this framework, we assessed predictive performance using numerical and graphical measures of performance.
Predictive c o verage was measured using the proportion of observations in the performance set that fall in the corresponding 90 prediction interval. For both Occam's Window and MC 3 , 80 of the observations in the performance set fell in the 90 prediction intervals over the averaged models Table 5 . David Draper personal communication suggested that BMA falls somewhat short of nominal coverage here because aspects of model uncertainty other than model selection have not been assessed. In Hoeting et al. 1995 Hoeting et al. , 1996 we extend BMA to account for uncertainty i n the selection of transformations and in the identi cation of outliers.
For comparison with other standard variable selection techniques, three popular variable selection procedures, discussed above, were used to select two or three best" models. The models chosen using these methods are given in Table 5 . All of the individual models chosen using standard techniques performed considerably worse than the model averaging approaches, with prediction coverage ranging from 58 to 67. Thus the model averaging strategies improved predictive c o verage substantially compared with any single model that might reasonably have been chosen.
A sensitivity analysis for priors chosen within the framework described in Section 3.2 indicates that the results for Occam's Window and MC 3 are not highly sensitive to the choice of prior. The results for Occam's Window and MC 3 using 3 di erent sets of priors were quite similar.
In an attempt to provide a graphical measure of predictive performance, a calibration plot" was used to determine if the predictions were well calibrated. A model is well calibrated if, for example, 70 of the observations in the test data set are less than or equal to the 70th percentile of the posterior predictive distribution. The calibration plot shows the degree of calibration for di erent models with the pos- terior predictive probability o n t h e x-axis and the percentage of observed data less than or equal to the posterior predictive probability on the y-axis. In a calibration plot, perfect calibration is the 45 line and so the closer the a model's calibration line is to the 45 line, the better calibrated it is. The calibration plot is similar to reliability diagrams used to assess probability forecasts see, for example, Murphy and Winkler 1977. The calibration plot for the model chosen by stepwise selection and for model averaging using Occam's Window is shown in Figure 5 . The shaded area in Figure 5 shows where the model averaging strategy produces predictions that are better calibrated than predictions from the model chosen by the stepwise model selection procedure. The calibration plot for MC 3 is similar. These performance measures support our claim that conditioning on a single selected model ignores model uncertainty which, in turn, leads to the underestimation of uncertainty when making inferences about quantities of interest. Model averaging leads to better calibrated predictive distributions.
Simulated Examples: Predictive P erformance
In the example above, the true answer is unknown. To further demonstrate the usefulness of BMA, we use several simulated examples. In our examples below, we follow the format of George and McCulloch 1993. Example 5.2.1 In this example we i n vestigate the impact of model averaging on predictive performance when there is little model uncertainty. F or the training set, we simulated p = 15 predictors and n = 50 observations as independent standard normal vectors. The response was generated using the model Y = X 4 + X 5 + 12 where N 50 0; 2 with = 2 :5. Least squares estimates for these data are given in Table 6 . There is little model uncertainty in this example; only the p,values for 72 .20 .34 -.32 .24 -.15 .6 -.45 -.08 .20 .18 .46 .55 .56 .36 .52 .47 .39 .58 .49 .45 .44 .55 .48 .52 .45 .47 same manner to create the prediction set. In this example the true model, the model averaging techniques, and models selected using standard techniques all have poor predictive c o verage Table 7 . It is slightly encouraging that BMA performs better than the true model, but the improvement is too small to be signi cant. This and other similar examples simulated by the authors show that when there is very little model uncertainty, predictive performance is not signi cantly improved by model averaging.
Example 5.2.2 This example demonstrates the performance of BMA when a subset 03 -.18 .55 -.67 .28 -.11 .31 .29 .11 -.09 -.39 .73 -.96 .38 .49 .41 .45 .53 .58 .37 .41 .49 .33 .34 .40 .32 .35 .37 .40 of the predictors is correlated. For the training set, we simulated p = 15 predictors and n = 50 observations. Predictors 1 through 10 were obtained as independent standard normal vectors, X 1 ; : : : ; X 10 iid N0; 1, and predictors 11 through 15
were generated using the framework Table 8 . The correlation structure resulted in moderate pairwise correlation between predictors 1 to 5 and 11 to 15 corrX 1 ; X 11 =0.39, corrX 2 ; X 12 =0.41, corrX 3 ; X 13 =0.56, corrX 4 ; X 14 =0.71, corrX 5 ; X 15 =0.69 and small pairwise correlations elsewhere median correlation equal to -0.02. Fifty additional observations were generated in the same manner to create the prediction set. Table 9 shows that in this example model averaging has better predictive performance than any single model that might h a ve been selected. In this example, the poor performance of the true model and the other single models selected using standard techniques demonstrate that model uncertainty can strongly in uence predictive performance. 6 Successful identi cation of the null model Linear regression models are frequently used even when little is known about the relationship between the predictors and the response. When there is a weak relationship between the predictors and the response, the overall F -statistic will be small and thus the null hypothesis that the null model is true fails to be rejected. However, many data analysts carry out model selection regardless of the F -statistic value for the overall model. Problems can then occur as subsequent model selection techniques often choose a model which includes a subset of the predictors. Freedman 1983 has shown that in the extreme case where there is no relationship between the predictors and the response variable, omitting the predictors with the smallest t-values e.g., p 0:25 can result in a model with a highly signi cant F statistic and high R 2 . I n contrast, if the response and predictors are independent, Occam's Window t ypically indicates the null model only, or as one of a small number of best" models. Following Freedman 1983, we generated 5100 independent observations from a standard normal distribution to create a matrix with 100 rows and 51 columns. The rst column was taken to be the dependent v ariable in a regression equation and the other 50 columns were taken to be the predictors. Thus the predictors are independent of the response by construction. For the entire data set, the multiple regression results were as follows: R 2 = :55, p = :29; 18 coe cients out of 50 were signi cant at the .25 level; 4 coe cients out of 50 were signi cant at the .05 level.
Three di erent v ariable selection procedures were used on the simulated data. The rst of these was the method used by F reedman 1983, in which all predictors with p-values of 0.25 or lower were included in a second pass over the data. The results from this method were as follows: R 2 = :40, p = :0003; 17 coe cients out of 18 were signi cant at the .25 level; 10 coe cients out of 18 were signi cant at the .05 level.
These results are highly misleading as they indicate a de nite relationship between the response and the predictors, whereas, in fact, the data are all noise.
The second model selection method used on the full data set was Efroymson's stepwise method. This indicated a model with 15 predictors with the following results: R 2 = :40, p = :0001; all 15 were signi cant at the .25 level; 10 coe cients out of 15 were signi cant at the .05 level.
Again a model is chosen which misleadingly appears to have a great deal of explanatory power.
The third variable selection method used was Occam's Window. The only model chosen by this method was the null model.
The procedure described above w as repeated 10 times with similar results. In 5 simulations, Occam's Window c hose only the null model. For the remaining simulations 3 models or fewer were chosen along with the null model. For the non-null models that were chosen, all models had R 2 values less than 0.15. For all of the simulations the selection procedure used by F reedman 1983 and the stepwise method chose models with many predictors and highly signi cant R 2 values.
At best, Occam's Window correctly indicates that the null model is the only model that should be chosen when there is no signal in the data. At w orst, Occam's Window c hooses the null model along with several other models. The presence of the null model among those chosen by Occam's Window should indicate to a researcher that there may be evidence for a lack of signal in the data he or she is analyzing.
To examine the possibility that our Bayesian approach f a vors parsimony to the extent that Occam's Window nds no signal even when there is one, we did an additional simulation study. W e generated 3000 observations from a standard normal distribution to create a data set with 100 observations and 30 candidate predictors. The response Y was allowed only to depend on X 1 , where Y = 0 :5X 1 + with N0,0.75. Thus Y still has unit variance and the true" R 2 for the model equals 0.20.
For this simulated data, Occam's Window contained one model only, the correct model with X 1 . In contrast, the screening method used by F reedman produced a model with 6 predictors, including X 1 , with 4 of them signi cant at the 0.1 level.
Stepwise regression indicated a model with 2 predictors, including X 1 , both of them signi cant at the 0.025 level. So the two standard variable selection methods indicated evidence for variables that were in fact not at all associated with the dependent variable while Occam's Window c hose the correct model.
These examples provide evidence that Occam's Window o vercomes the problem of selection of the null model when there is no signal in the data.
Discussion

Related Work
Draper 1995 has also addressed the problem of assessing model uncertainty. Draper's approach is based on the idea of model expansion, i.e., starting with a single reasonable model chosen by a data-analytic search, expanding model space to include those models which are suggested by context or other considerations, and then averaging over this model class. Draper does not directly address the problem of model uncertainty i n v ariable selection. However, one could consider Occam's Window t o b e a practical implementation of model expansion.
George and McCulloch 1993 have developed the Stochastic Search V ariable Selection SSVS method, which is similar in spirit to MC 3 . They de ne a Markov chain which m o ves through model space and parameter space at the same time. Their method never actually removes a predictor from the full model, but only sets it close to zero with high probability. Our approach a voids this by i n tegrating analytically over parameter space.
We h a ve focused here on Bayesian solutions to the model uncertainty problem. There has been very little written about frequentist solutions to the problem. Perhaps the most obvious frequentist solution is to bootstrap the entire data analysis, including model selection. However, Freedman et al. 1986 have shown that this does not necessarily give a satisfactory solution to the problem.
Conclusions
The prior distribution of the covariance matrix for described in Section 3.2 depends on the actual data, including both the dependent and independent v ariables. A similar data dependent approach to the assessment of the priors was used by Raftery 1996 . While this may appear at rst sight t o b e c o n trary to the idea of a prior, our objective w as to develop priors that lead to posteriors similar to those of a person with little prior information. Examples analyzed to date suggest that this objective was achieved. The priors for lead to a reasonable prior variance and result in conclusions that are not highly sensitive to the choice of hyperparameters. Thus the data dependence does not appear to be a drawback.
In a strict sense, our data dependent priors do not correspond to a Bayesian subjective prior. Our priors might be considered to be an approximation to a true Bayesian subjective prior and might be appropriate when little prior information is available. We h a ve followed other authors, including Zellner 1986 , George and McCullough 1993 , and Laud and Ibrahim 1995 referring to our approach a s Bayesian.
The choice of which procedure to use | Occam's Window o r M C 3 | will depend on the particular application. Occam's Window will be most useful when one is interested in making inferences about the relationships between the variables. Occam's Window also tends to be much faster computationally. M C 3 is the better procedure to choose if the goal is good predictions or if the posterior distribution of some quan-tity is of more interest than the nature of the true" model and if computer time is not a critical consideration. However, each approach is exible enough to be used successfully for both inference and prediction. We h a ve described two procedures that can be used to account for model uncertainty i n v ariable selection for linear regression models. In addition to variable selection, there is also uncertainty i n volved in the identi cation of outliers and in the choice of transformations in regression. To broaden the exibility of our current procedures as well as to improve our ability to account for model uncertainty, w e h a ve extended BMA to include transformation selection and outlier identi cation in work reported elsewhere Hoeting et al. 1995 Hoeting et al. , 1996 Appendix A: Data for Figure 1 Data from selected textbooks used to make Figure 1 
