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Talk given at ELC 2019 (30 october 2019) 
•  Abstract: “Given a configuration, can humans know in advance the size, the compilation time, or the 
boot time of a Linux kernel? Owing to the huge complexity of Linux (there are more than 15000 
options with hard constraints and subtle interactions), machines should rather assist contributors 
and integrators in mastering the configuration space of the kernel. In this talk, Mathieu Acher will 
introduce TuxML an OSS tool based on Docker/Python to massively gather data about thousands of 
kernel configurations. Mathieu will describe how 200K+ configurations have been automatically built 
and how machine learning can exploit this information to predict properties of unseen Linux 
configurations, with different use cases (identification of influential/buggy options, finding of small 
kernels, etc.) The vision is that a continuous understanding of the configuration space is 
undoubtedly beneficial for the Linux community, yet several technical challenges remain in terms of 
infrastructure and automation.”  
•  This research was funded by the ANR-17-CE25-0010-01 VaryVary project  
–  https://varyvary.github.io/  
Preprints (feedbacks welcome!) 
•  Learning From Thousands of Build Failures of Linux 
Kernel Configurations  
–  Mathieu Acher, Hugo Martin, Juliana Alves Pereira, Arnaud 
Blouin, Djamel Eddine Khelladi, Jean-Marc Jézéquel  
–  https://hal.inria.fr/hal-02147012 
•  Learning Very Large Configuration Spaces: What 
Matters for Linux Kernel Sizes 
–  Mathieu Acher, Hugo Martin, Juliana Pereira, Arnaud Blouin, 
Jean-Marc Jézéquel, Djamel Eddine Khelladi, Luc Lesoil, 
Olivier Barais 
–  https://hal.inria.fr/hal-02314830  










How to ensure that all 
configurations of the Linux 
kernel build/boot? 
Many failures are due to buggy (combinations of) options  
Devs/maintainers are struggling to track/fix bugs  
Linus Torvalds: “random crazy user bugs” (random 
configurations are certainly a good subset) 
Testing Linux kernels (on few configs): 
(e.g., 0-day/KernelCI) 
Given a kernel configuration, 
what’s its size/boot time? 
Who knows what’s the effect of options? 
Default configurations/options’ values 
Documentation (Kconfig)  
Configurators 
Effects of (combinations of) options 
on build status/boot/size/boot time/ 
performance/security? 
General problem:  















≈1080 is the estimated number of atoms 
in the universe 
≈1040 is the estimated number of 












































Linux vs AlphaZero 
 
Building a kernel configuration takes 10 minutes 
on average on a recent machine 
 
Trial and error is cheap for Chess/Go, you can 
experience winning/losing billions of time 
AlphaZero vs Linux 
 
In Chess/Go, you can fully observe the outcome, 
without noise and with a perfect simulator   
 
Think about technically measuring the boot 
time of a kernel out of a configuration 
Is taming the Linux kernel 
configuration space a harder 












You cannot build ≈106000 configurations. 
TUXML: predicting out of a (small) 




You cannot build ≈106000 configurations. 
TUXML: predicting out of a (small) 




7.1Mb	 176.8Mb	 16.1Mb	 102.3Mb	
You cannot build ≈106000 configurations. 
TUXML: predicting out of a (small) 
sample of configurations’ kernels 
You cannot build ≈106000 configurations. 
Is machine learning effective for such  
very large configurable systems? 
Answers in the rest of the talk 
•  Sampling and Learning with TUXML  
•  Results over 150K+ configurations 
–  build failure understanding and prevention 
–  kernel size prediction 
•  Challenges 
–  “smart” build infrastructure  
–  with devs/contributors in the loop 
TUXML: Sampling, Measuring, Learning 
























































Application 1: “Smart” build infrastructure 
5.83%	of	build	failures	can	be	explained	by	16	config.	bugs	
of	Linux	and	3		config.	bugs	of	TUXML	




















Unfortunately, nobody knows the precise effect of 
(combinations of) options on size  
Kconfig: (only?) 150 options are explicitly referring to size 
Regression	problem:	predict	a	quantitative	
value	(eg	size)	out	of	options	values		







Application 2: Kernel Size Prediction 
Application 2: Kernel Size Prediction 
vmlinux	and	compressed	sizes	
















•  Retrospectively and despite our investment, we 
found relatively few bugs of Linux  
–  Is it due to the way we sample? 
–  Is it due to the stable version of Linux we chose?  
–  Is it due to the high-quality of Linux, its contributors 
and its industry-strength, community-based effort? 
Challenges 
•  Sampling is based on randconfig 
–  randconfig does not produce uniform random samples 
–  hypothesis: the testing “community” has over-fitted 
randconfig 
•  We need other sampling strategies! 
–  Uniform (but SAT-based techniques should be improved) 
–  Coverage-based sampling (e.g., t-wise) 
–  Knowledge-based sampling 
Challenges 
•  The cost of gathering data is important (15K+ 
hours of computation)  
•  Incremental build of configurations 
•  Bugs do not transfer well  
•  However, kernel size “knowledge” may transfer  
–  Instead of starting from scratch, we can transfer a 
prediction model for another version of Linux (ongoing 
work)  
Challenges 
•  Kernel CI / 0-day 
–  Our focus: testing configurations in the large 
–  Complementary! 
–  Learning techniques can be used in both contexts 
–  Sharing data 
•  Unify the force! 
Challenges 
•  “Smart” build infrastructure  
–  Other properties (e.g., warnings, boot, security) 
•  With devs/contributors in the loop 
–  We need knowledge to validate our learning model 
–  We need knowledge to apply “smart” sampling 
–  We aim to produce actionable knowledge 
•  TUXML needs you! 
Conclusion (feedbacks welcome!) 
•  Learning From Thousands of Build Failures of Linux 
Kernel Configurations  
–  Mathieu Acher, Hugo Martin, Juliana Alves Pereira, Arnaud 
Blouin, Djamel Eddine Khelladi, Jean-Marc Jézéquel  
–  https://hal.inria.fr/hal-02147012 
•  Learning Very Large Configuration Spaces: What 
Matters for Linux Kernel Sizes 
–  Mathieu Acher, Hugo Martin, Juliana Pereira, Arnaud Blouin, 
Jean-Marc Jézéquel, Djamel Eddine Khelladi, Luc Lesoil, 
Olivier Barais 
–  https://hal.inria.fr/hal-02314830  
Some related work 
•  Julia Lawall and Gilles Muller “JMake: Dependable Compilation for Kernel Janitors.” 
In 47th Annual IEEE/IFIP International Conference on Dependable Systems and 
Networks, DSN 2017 
•  Iago Abal, Claus Brabrand, and Andrzej Wasowski “42 variability bugs in the linux 
kernel: a qualitative analysis”. In ACM/IEEE International Conference on Automated 
Software Engineering, ASE’14 
•  Jean Melo, Elvis Flesborg, Claus Brabrand, and Andrzej Wasowski “A Quantitative 
Analysis of VariabilityWarnings in Linux”. In Proceedings of the Tenth International 
Workshop on Variability Modelling of Software-intensive Systems (VaMoS’16) 
•  Sarah Nadi, Thorsten Berger, Christian Kästner, and Krzysztof Czarnecki ”Where Do 
Configuration Constraints Stem From? An Extraction Approach and an Empirical 
Study” IEEE Trans. Software Eng., 2016 
•  Minghui Zhou, Qingying Chen, Audris Mockus, and Fengguang Wu “On the 
Scalability of Linux Kernel Maintainers’ Work”. In Proceedings of the 2017 11th Joint 
Meeting on Foundations of Software Engineering (ESEC/FSE 2017) 
Some related work 
•  Axel Halin, Alexandre Nuttinck, Mathieu Acher, Xavier Devroey, Gilles Perrouin, Benoit 
Baudry: Test them all, is it worth it? Assessing configuration sampling on the JHipster 
Web development stack. Empirical Software Engineering 24(2): 674-717 (2019) 
•  Quentin Plazar, Mathieu Acher, Gilles Perrouin, Xavier Devroey, Maxime Cordy: 
Uniform Sampling of SAT Solutions for Configurable Systems: Are We There Yet? ICST 
2019: 240-251 
•  Juliana Alves Pereira, Hugo Martin, Mathieu Acher, Jean-Marc Jézéquel, Goetz 
Botterweck, Anthony Ventresque: Learning Software Configuration Spaces: A 
Systematic Literature Review. CoRR abs/1906.03018 (2019) 
•  Paul Temple, Mathieu Acher, Jean-Marc Jézéquel, Olivier Barais: Learning Contextual-
Variability Models. IEEE Software 34(6): 64-70 (2017) 
•  Austin Mordahl, Jeho Oh, Ugur Koc, Shiyi Wei, Paul Gazzillo: An empirical study of 
real-world variability bugs detected by variability-oblivious tools. ESEC/SIGSOFT FSE 
2019: 50-61 
Thanks! 
•  DiverSE research team http://diverse-team.fr  
–  Hugo Martin, Juliana Alves Pereira, Arnaud Blouin, Jean-Marc 
Jézéquel, Djamel Eddine Khelladi, Luc Lesoil, Olivier Barais 
•  TUXML team at ISTIC / University of Rennes 1 
–  Paul Saffray, Alexis Le Masle, Michaël Picard, Corentin Chédotal, 
Gwendal Didot, Dorian Dumanget, Antonin Garret, Erwan Le Flem, 
Pierre Le Luron, Mickaël Lebreton, Fahim Merzouk, Valentin Petit, 
Julien Royon Chalendard, Cyril Hamon, Luis Thomas, Alexis Bonnet 
•  IGRIDA http://igrida.gforge.inria.fr 
•  Tim Bird (Sony) and Greg Kroah-Hartman (Linux foundation) 















Application 1: “Smart” build infrastructure 
5.83%	of	build	failures		
BUT	
only	due	to	16	configuration	
bugs	of	Linux	and	3	
configuration	bugs	of…	TUXML	
	
We	come	to	this	insight	thanks	
to	our	learning	procedure	

