This article is devoted to the analysis of different credit scoring modeling techniques which can be used for the large datasets processing. Credit scoring is a basis of the banking system. There are lots if information gathered in the banks' databases which should be used in the scoring. This article describes the basic methods and technologies of scoring models development for the risk management of the banking system.
fact that banks should improve credit decision making process. Today credit decisions should be fast and reliable. The basis of the banking risk analysis system is a credit scoring. This article describes the basic methods and technologies of scoring models development for the risk management of the banking system. "Credit scoring" uses quantitative measures of the performance and characteristics of past loans to predict the future performance of loans with similar characteristics [2] . Credit scoring procedure includes the process of large historical data mining of the previous customers of the bank. However, there is a problem of large datasets on the way of development of business processes management and transformation of information flows to the "smart" digital resources, getting knowledge from the "raw" data. This article is devoted to the analysis of different credit scoring modeling techniques which can be used for the large datasets processing also. Due to the huge growth rate of the credit industry, building an effective credit scoring model have been an important task for saving amount cost and efficient decision making. Although many novel approaches have been proposed, more issues should be considered for increasing the accuracy of the credit scoring model. Firstly, the irrelevant variables will destroy the structure of the data and decreases the accuracy of the discriminant function. Secondly, the credit scoring model should determine the correct discriminant function (linear or non-linear) automatically. Thirdly, the credit scoring model should be useful in both large and small data sets [8] . For above reasons, methods and techniques to build the credit scoring models are analyzed in this paper. The concept of large datasets does not have a rigorous universally accepted definition. Usually large datasets means the process of continuous accumulation of a variety of types of mostly unstructured data. It describes a set of data growing exponentially, which are large, rough and unstructured for the analysis by the methods of relational databases. Terabytes or petabytes -the exact amount is not as important as understanding where the data ends and how they can be used. Informational value of large datasets, examples of tasks that can be solved by analysis of large data streams of information:
 forecast rates of customer churn -on the basis of analysis of call centers, technical support services and traffic web sites;  design of predictive models  fraud detection in real-time  risk analysis  the construction of situational rooms  Online analytical processing, etc.
Credit scoring is one of the examples, which are include algorithms for processing large volumes of data. This problem is solved by optimizing schemes of workflow applications within the bank units and the construction of proper and adequate scoring model using existing and developing new technology of algorithms. Automation of the construction of the scoring model plays an important role. One of the ways to assess the potential borrower, physical or legal person, before making a decision to grant him a loan, along with due diligence and assessing the financial situation is the scoring evaluation. The term "scoring" derives from the English word Score, which means evaluation, score of the game, the amount of debt, the foundation and the cause. This concept is interpreted in the broad and narrow sense. Scoring is a mathematical or statistical model, by means of which, based on the credit history of customers who have used the services of the bank, the latter tries to determine what the probability is of that a customer returns in determined term, i.e. diagnosis of the probability of bankruptcy of the potential borrower, when considering his credit. Total client assessment using scoring becomes appropriation to the customer exact rating that could allow delay. The main tool for scoring is a scorecard -a mathematical model that allows comparing the characteristics of the borrower with numerical values and eventually scoring rates. There are a credit (or questionnaire), scoring (an English equivalent -application scoring), i.e. getting credit indicator of the potential borrower based on some of its characteristics, primarily contained in the application of the borrower; behavioral scoring (behavior scoring) -a dynamic estimation of the expected behavior of the client to repay the loan, based on transactions history data on his account and used, in particular, for prevention of debt. In addition, there is a collector scoring (scoring penalties, collection scoring), for selecting the priority of "bad" borrowers in arrears, and areas of work to collect their debt, as well as scoring among persons applying for a loan. The latter type of scoring in domestic practice is often referred to as the vetting of potential borrowers. Despite the fact that today there lots of scoring solutions are available in market, a number of problems hinder their widespread use in the banking environment. Automated banking systems and scoring solutions are separate and are poorly integrated with each other. Consumer loans are a system where scoring has an important, but not the only role. In the classic version, it includes the following elements: a remote interface for filling out the forms, document management applications circuit, scoring, working places of security officers and loan officers, automatic generation of document packages and integration with registration banking system. Only the implementation of all parts of the circuit allows inventing an effective credit scoring solution, but not an implementing of the embedded technology scoring separated from other parts. In addition, crosscutting nature of the business processes in the processing of the application of borrowers, leads to the case where term of the decision on applications is highly dependent on the interaction of subdivisions of the bank. Therefore, the deployment of credit-scoring solution using a systematic approach, business process reengineering, process approach to management is a complex and urgent problem.
The subject of study in this article is the methods and technologies of constructing a mathematical model of the risks of a credit institution (scoring model) in the integrated banking system and an analysis of the scoring system for the development of consumer credit, which includes all of the elements above.
We conducted comprehensive studies aimed at building a smart risk assessment methods that will helpful to identify portraits of borrowers and develop scoring models with the use of Data Mining methods for large volumes of historical data from the database of a credit institution or from a credit bureau, in case of absence of historical base, which is especially important when entering new markets credit. Scoring models are used in economic practice in evaluating the creditworthiness of individuals and legal entities, the risk of bankruptcy and other tasks. In general, the mathematical model of the scoring is as follows:
where S -the value of a generalized estimate of the object; , , …, -normalized values of the factors that affect the analyzed characteristics of the evaluated object; , ,..., -weights that characterize the significance of the relevant factors for the experts. This model is used in the paper. However, there are many other models that can be used in the credit scoring card construction process.
Statistical methods in credit scoring

Discriminant analysis
The discriminant analysis represents an effective method for multivariate data analysis, often being use to extract relevant information from large and heterogeneous amounts of data. As a technique for classifying a set of observations into predefined classes, the discriminant analysis highlights their similarities and differences between them, creating an important advantage in describing the variability of a data set. Therefore, the method reduces the number of dimensions, without a significant loss of information. Probably the most common application of discriminant function analysis is to include many measures in the study, in order to determine the ones that discriminate between groups [7] Linear regression
The linear regression is the most often used statistical technique. The following form is define the model: w0 + w1X1 + w2X2 +... + wpXp = wX; where w=( w0, w1, w2,...,wp) and X= (X0;X1;X2;... ;Xp). [4] 
Probit analysis
Probit Analysis is a technique that finds coefficient values, such that this is a probability of a unit value of a binary coefficient. As such Probit means "probability unit". Under a probit model, a linear combination of the independent variables is transformed into its cumulative probability value from a normal distribution. The method requires finding value for the coefficients in this linear combination, such that this cumulative probability equals the actual probability that the binary outcome is one, thus:
where y is the zero-one binary outcome for a given set of value. f is the value from the cumulative normal distribution function. b is the intercept term, and Xi represents the respective coefficient in the linear combination of explanatory variables, Xi , for i = 1 to n. [1] Logistic regression A logistic regression model with random coefficients is applied, where the coefficients follow multivariate normal distribution. In the model, the probability of individual being "good" is expressed as follows: where = the coefficient of the k th attribute of individual n = the value of the k th attribute of individual n Under a random coefficients specification, the parameters are assumed to be randomly distributed across individuals, that is, for individual n , the vector of parameters follows a multivariate normal distribution
, where µ is the mean and Ω is the covariance matrix.
[5]
Classification and Regression Trees
Classification and Regression Trees is a classification method which uses historical data to construct so-called decision trees. Decision trees are then used to classify new data. In order to use CART we need to know number of classes a priori. Decision trees are represented by a set of questions which splits the learning sample into smaller and smaller parts. CART asks only yes/no questions. A possible question could be: "Is age greater than 50?" or "Is sex male?". CART algorithm will search for all possible variables and all possible values in order to find the best split -the question that splits the data into two parts with maximum homogeneity. The process is then repeated for each of the resulting data fragments [9] . The simplest implementation of scoring models is a weighted sum of the various characteristics of the borrower; the resulting integral index is then compared with the selected threshold value, and on the basis of it the decision to grant or not to issue the loan is made. This simple realization is well reflected in the scoring evaluation essence -the separation of borrowers into two groups: to whom to lend and to whom -not. Thus, the very essence of the scoring model is simple enough. However, the apparent simplicity conceals a number of difficulties. The first problem of scoring is the difficulty in determining what features, characteristics should be included in the model, and what weights to meet them. That is the choice of input data has got a greater extent on the quality of the final assessment and, ultimately, the effectiveness of risk assessment and portfolio profitability. This problem has several approaches, the classical approach is, of course, learning sample clients, which are already known, good borrowers, they recommended themselves or not. The sample size is not a problem in Western countries, but in CIS countries to develop a truly effective system needed historical data on loans, there is just needed to give credit and scoring system is needed for this. A vicious circle, for the normal functioning of the scoring system should have a certain sample size upon which it can be concluded about the creditworthiness of the borrower. But this sample, in turn, is taken as the time of the scoring system. Therefore it is necessary to spend some time and to start the accumulation of information through trial and error which will form the basis of the scoring system, adapted to the reality. As part of this paper there is also used the customer data from a credit bureau, such information can also be used to obtain samples for scoring, in case of the absence of adequate amounts of information at the database of the bank. Theoretically, a large sample of borrowers is needed for several years with the known results (returned / not returned the loan) and "education" system in this sample, to develop a truly effective system of scoring but at many banks such statistics do not exist yet. Use the "ready" system, in light of the above -this is not an option.
In the work described has been implemented interface for risk management experts to select the variables required for analysis. Then the sample is performed and all the necessary data on loans gathered for a specified period of time, the minimum period of 3 years from the data warehouse. The information is selected in the The data obtained in the automatic mode is converted, the correlated data are discarded. According to the data provided, we obtain numerical data showing the extent of borrowers' creditworthiness of the past. After transformation and obtain the necessary coefficients get a table with scoring points.
Date of the application
Here are the type of information can be transformed for further analysis X1. Home phone According to the regression analysis model coefficients of the model are found. The scoring system should be "trained" on a sample, and if the sample is small, there are can be used the models, which can increase or imitate it, based on the available data. It is clear that it is efficient to train the system on real data, but in case if it's impossible, this approach will certainly be much more efficient than usage of the "ready" system. Implementation of the scoring in the practice of banks is necessary both for the banks in terms of confidence in the repayment by the borrower, and for borrowers, for which the scoring system significantly reduces the term for making decisions about the bank loan. As shown in Figure 4 for the construction of the scoring model in this paper have been conducting the following steps:
 Selection the data from the database of the bank.  Preprocessing of data, i.e. remove unnecessary information, empty fields, etc.  Transformation -presentation of test fields in numeric format.  Data mining -finding useful information from huge amount of "raw" data, which are useless in the original form.  Interpretation/evaluation -getting ready coefficients of the scoring model which is used in consumer lending.  There is carried out automated data analysis to build a scorecard in the described work. Many routine procedures at various stages of data analysis that have reasonable algorithms of solutions have been automated also, conducted a successful test experiments, etc., however, it requires much time, because the data analysis is an iterative process, and impose special requirements for hanging preparation of a data analyst, automated. In particular, at the stages of the Data cleaning («cleaning» Data) -the analysis of outliers observations, deletion of logical errors, filling in gaps in the data, etc. Data modeling -specification, selection and evaluation of models, in particular, the addition of random errors, distributed on various laws for stable estimation of model parameters, etc. Postprocessing, in particular the scoring -to check the stability of the constructed models based on new data, visualization, etc. It should be noted that the scoring system not only solves the problem of analysis and assessment of the creditworthiness of the borrower, but also a number of operational issues that are currently becoming more and more relevance for the market of retail lending. These are:

Increased information flow  Need to reduce the time a decision  Demands an individual approach to each client  Automating the process of decision-making  Reduced labor costs  Fast adaptation to changing market conditions.
Nowadays there are many methods of credit scoring card building, which are based on the statistical and non-statistical models. However, under conditions of large datasets, most of them are unreliable. This fact has become a very serious problem because decisions made on the basis of these systems may be estimated at many damages in case of wrong realization. Any wrong decision is a major loss. Large datasets which are used for the credit scoring increase the efficiency and effectiveness of the scoring card, but there are only few of the methods that can be applied for the large datasets. In case of the large datasets it is important to mention that historical data might be collected in the distributed databases. That fact confirms that the neural networks are the best suited method. These kinds of tasks as any other computational problems require a significant amount of transactions and even by means of the modern technology take a lot of computational resources. Moreover, it is safe to assume that whatever the performance of any computer technology has reached, there are always problems that require significant time costs for solving them. The obvious way to increase computing speed would be used more than one computing device, and a few that work together to solve a problem. This approach is called parallel computing.
Despite the seeming simplicity of the solution, it is a highly nontrivial task. The first problem is that the algorithm which can be used to solve the task using parallel computing must allow parallelization. The other, equally important challenge is to build a system, which would be possible to implement parallel computing. The unique tool for solving many problems is the mechanism of neural networks. Neural networks model is a type of artificial intelligence to imitate the human brain. It is the most appropriate method of the credit scoring modelling techniques for the large datasets [10] . There are several neural networks models which can be applied for the credit scoring building: multilayer perceptron, mixture-of-experts, radial basis function, learning vector quantization, fuzzy adaptive resonance, backpropagation, etc. Currently, artificial neural networks (ANN) are widely used for mathematical simulation in different fields of science. When using the machine ANN mathematical model of the object based on empirical data by selecting the number of neurons, the number of hidden layers, the distribution of neurons in layers, activation functions of neurons and coefficients of the synaptic connections. Neural networks provide one technique for obtaining the required processing capacity using large numbers of simple processing elements operating in parallel. There is no unique algorithm for determination of the structure of artificial neural network (ANN) suitable for each considered problem. Often, such a structure is selected by "trial and error", this often takes the researcher a lot of time. Since for each structure it is necessary to select the values of weighting factors, the acceleration of selection should improve the process of ANN training. One way to reduce time spent on learning is the use of parallel algorithms. A parallel program has a special principle of operation, because, in contrast to the consistent, where both performed only one action at the same time in parallel programs there are several operations. Since the execution takes place on multiprocessor machine, there are should be used all the processors, that is to perform some of the problems that can be run independently (without relying on the other side of the problem). Algorithm is divided into blocks that are executed simultaneously on different processors, and exchanged data with each others. Arbitrary algorithm cannot be implemented on a parallel machine; more not every algorithm can be rewritten for parallel machines. At the moment, there are created a huge numbers of the heuristic algorithms. Such modifications of the well-known algorithms associated with the introduction of some changes that accelerate (according to the authors) the learning process.
Conclusion
As a conclusion this article analyses some algorithms of credit scoring, shows the empirical study of the score card modelling. However, there are some algorithms that are expected to perform better on larger samples of data, whilst others are more efficient at utilizing a given training sample when estimating parameters. For example, Neural Networks generally outperform Logistics Regression when applied to credit scoring problems [4] but when the sample sizes are small, Logistics Regression may generate better performing models due to the smaller number of parameters requiring estimation. In contrast, when datasets get very large, Neural Networks are considered to benefit from the additional data, while the performance of Support Vector Machines would suffer [3] . Further investigations will be contributed to the analysis of the algorithms of the credit scoring system construction which are the most efficient and effective for the large datasets. The analysis of the neural networks methods will be done in the future work where parallel computing techniques will be implemented also.
