Abstract. Asymptotic expansions for the null distribution of the logrank statistic and its distribution under local proportional hazards alternatives are developed in the case of iid observations. The results, which are derived from the work of Gu (1992) and Taniguchi (1992) , are easy to interpret, and provide some theoretical justification for many behavioral characteristics of the logrank test that have been previously observed in simulation studies. We focus primarily upon (i) the inadequacy of the usual normal approximation under treatment group imbalance; and, (ii) the effects of treatment group imbalance on power and sample size calculations. A simple transformation of the logrank statistic is also derived based on results in Konishi (1991) and is found to substantially improve the standard normal approximation to its distribution under the null hypothesis of no survival difference when there is treatment group imbalance.
Introduction
In clinical trials, the logrank test is often used as a way to compare two populations in terms of their survival experience. Tests of significance typically employ first-order normal theory approximations, and are often done within the framework of the Cox proportional hazards regression model (Cox, 1972) since the logrank test statistic can be derived as a score test of no regression effect (cf. Kalbfleisch and Prentice, 1980) . In many instances, the logrank test is applied in settings which involve small sample sizes or imbalanced treatment group assignments. For example, in a Phase II clinical trial with 20-30 patients and approximately 25-30% censoring, the effective sample size is 15-20 patients. Such trial results are often used in the design of larger Phase III studies, and hence calculation of sample sizes, confidence limits for treatment differences, etc. . . may be adversely affected by tacit use of large sample normal theory approximations. A review of the use of the logrank test in the design and analysis of clinical trial data is given in Peto et al. (1977) .
When patients are not randomized equally to treatment groups, the logrank test can be either conservative or anti-conservative. This was pointed out in Prentice and Marek (1979) and demonstrated (for uncensored data) in the simulation studies of Kellerer and Chmelevsky (1983, Fig. 2) ; see also Latta (1981) . It has also been observed by many authors (e.g., Hsieh, 1987; Hsieh, 1992; Lakatos and Lan, 1992; Sposto and Krailo, 1987) that both power and sample size calculations are sensitive to treatment group balance. Such calculations are based on the first-order approximation to the power function derived under local proportional hazards alternatives (cf. Schoenfeld, 1981) and studies of their accuracy are generally done via simulation. In fact, as pointed out in Andersen, Borgan, Gill, and Keiding (1993, p. 398) , nearly all small sample results for censored data linear rank statistics exist in the form of simulation studies that point out where problems are likely to occur. It is therefore worthwhile to determine if this wealth of simulation-based results can be explained theoretically, and if so, whether such theoretical results suggest improvements that are easily implemented. Both, it turns out, are possible in the case of the logrank test. Gu (1992, Thm. 2 .1) established an Edgeworth expansion to o(n −1/2 ) for the distribution of the studentized score function derived under Cox's proportional hazard regression model for the case of a single covariate and for independent and identically distributed data; hereafter, let this studentized score function be denoted S n . These results can be used to study the behavior of the logrank statistic under the hypothesis of no survival difference as the latter is equivalent to the former when the regression parameter, say β, is zero. Of course, Gu (1992) points out this connection; however, no in-depth investigation of the logrank statistic is undertaken there. Careful examination of his results in this case shows that the distribution of the logrank statistic is predictably skewed and biased whenever p, the treatment group allocation probability, deviates from 1/2. These results can immediately be used to explain the conservatism (or lack thereof) of the logrank statistic in such cases. In addition, it is easy to establish exactly how the value of p effects the adequacy of the usual normal approximation.
In this paper, the results of Gu (1992) are both complemented and extended in a few ways. In Section 2.1, we introduce some notation, and briefly review the Cox regression model and its relationship to the logrank statistic from a counting process perspective. In Section 2.2, the Edgeworth expansion for the distribution of S n is extended to O(n −1 ). This minor extension allows direct application of some transformation theory results in Konishi (1991) , leading to a simple transformation of S n that is standard normal to o(n −1/2 ) instead of O(n −1/2 ). A second-order expansion is also obtained for the distribution of S n under local proportional hazards alternatives. This is accomplished by adapting results of Taniguchi (1992) , who devised an extension of LeCam's Third Lemma useful for investigating higher-order local power properties. In Section 3.1, these results for S n are made specific to the logrank test, where a more in-depth investigation of each result is separately undertaken. Section 3.1 provides the Edgeworth expansion for the distribution of the logrank statistic and the second-order local power function for the logrank statistic is obtained in Section 3.2. From these results some theoretical insights into the behavioral characteristics of the logrank test are easily obtained. The accuracy of Schoenfeld's sample size formula and also the accuracy of the local power function as an approximation to the exact power function under fixed alternatives is investigated for a model often used in designing clinical trials. In Section 4, a normalizing transformation of the logrank statistic is proposed, and a method for consistently estimating this transformation under the null hypothesis is given. Through simulation, the estimated transformation is shown to produce a more normally distributed test statistic under imbalanced treatment group assignment. We close the paper in Section 5 with some discussion, including remarks on extensions to weighted logrank statistics and to more general settings beyond independent and identically distributed data.
Methods

Notation
Let (T i , U i , Z i ), i = 1 . . . n be independent and identically distributed copies of (T, U, Z ), where T is a failure time, U is a censoring time, Z is a covariate taking values on a bounded subinterval of IR, and T and U are conditionally independent given Z . Let
, and Y i (t) = I (X i ≥ t). Suppose further that the conditional distribution of T given Z follows the Cox proportional hazards regression model (Cox, 1972) ; that is, assume that P{T ≥ t|Z } = exp{− (t|Z )}, where
for j = 0, 1, 2; then, it follows under the above assumptions that the partial log-likelihood process for β at any time t is given by
and associated with this are the score and observed information processes
Let τ be such that π(τ ) > 0, define U n (β) = U n (β, τ ) and I n (β) = I n (β, τ ), and let
be the limit in probability of n (Fleming and Harrington, 1991 Thm. 8.4.1) .
For future reference, let
and
where θ (i)
and α k (t) = α k (t). These terms will be used to define various skewness and bias correction terms in the Edgeworth expansions which follow. The assumptions given earlier ensure that α Suppose β = 0 and Z is a 0-1 binary variable denoting treatment group membership; the terms "treatment group" and "control group" shall respectively refer to Z = 1 and Z = 0 throughout the remainder of this paper. Then,
−1/2 n (0)U n (0) reduces to the studentized version of the logrank test statistic. The terms ν 2 , , and ζ also simplify greatly (cf. Gu, 1992, Example 2.1); in particular, setting p = P{Z = 1} and
The implication of the iid assumption in this particular setting is that the censoring times are all drawn from the same distribution; that is, the case of unequal censoring is precluded from consideration. This is restrictive, but unavoidable since the expansion results of the next section rely heavily on the iid assumption; generalization is possible but not nearly as straightforward.
Finally, let φ(·) and (·) respectively denote the standard normal probability density and cumulative distribution functions, and define z α to be the point such that (z α ) = α, α ∈ [0, 1].
Small Sample Asymptotic Results for Cox Regression
Theorem 1, given below, deals with expansions for the distribution of the studentized partial likelihood score function and provides the basis for much of the results throughout this paper.
ν 3 , and µ n = −n −1/2 ρ 3 /3. Then,
where
The proof of this result is given in the Appendix. Result (4) constitutes a minor extension of Gu (1992, Thm. 2.1) , and simply sharpens the error term to O(n −1 ) from o(n −1/2 ). This is useful since (5) then follows directly from results in Konishi (1991) ; see the Appendix for further details. The dependence of the terms of the expansion on β 0 enter through ν 2 , , and ζ ; while this dependence has been suppressed, it should be understood throughout. We note that the transformation T n,1 (·) given in the theorem is closely related to the transformation underlying the construction of the BC a bootstrap interval of Efron (1987) ; see DiCiccio and Tibshirani (1987) and Konishi (1991) for further discussion.
Remark A. The terms κ 3 and ρ 3 are respectively first-order approximations to the standardized skewness of the normalized and studentized versions of the Cox partial likelihood score statistic when β 0 is the true parameter value. The quantity ρ 2 is a first-order correction for the bias induced by studentizing, rather than normalizing, the score function. It can be shown (cf. Gu, 1992 , Thm. 2.1) that (4) is identical to the one-term Edgeworth expansion for the distribution of I 1/2 n ( β)( β − β 0 ), where β is the usual MPLE; hence, (5) also provides a way to construct second-order correct confidence intervals for the regression parameter β 0 without resorting to bootstrapping.
A limitation of the above result is the mathematically convenient assumption that π(τ ) > 0. Gu (1992) argues that this assumption has some practical value from the point of view of robust data analysis; see also Tsiatis, 1981 . This is certainly true in some problems, but it does not come entirely without penalty. Consider, for example, a clinical trial of fixed length with accrual to t 0 and ending at time τ 0 > t 0 ; then, requiring π(τ ) > 0 is equivalent to setting τ = τ 0 − δ for some δ > 0 chosen in advance of seeing the data (cf. Fleming and Harrington, 1991, §8.4) . In other words, any observations that become available in (τ, τ 0 ] must be artificially censored at τ , resulting in a loss of efficiency.
Weak convergence of S n (t) = I −1/2 n (β 0 , t)U n (β 0 , t) to a Gaussian process on the "maximal interval" [0, τ * ] for τ * = sup{t : π(t) > 0} follows if the condition π(τ ) > 0 is replaced by the assumptions that P{Y (t) = 1 for all t ≤ τ } > 0 for all τ < τ * and that ν 2 > 0 at τ * (cf. Fleming and Harrington , 1991, Thm. 8.4.4 ). An extension of Theorem 1 to this case would be useful since the above-described problem no longer arises; however, this remains an open problem. Taniguchi (1992) obtains a general result on second-order approximations to the distribution of a certain class of test statistics under contiguous alternatives. This is done by proving a second-order extension of LeCam's Third Lemma (cf. Andersen et al. , 1993, Thm. 8.1.1) . By adapting his results, we can now establish the second-order local power properties of the studentized score function in the case of Cox regression. Theorem 2, which is of some independent interest, shall prove useful in studying the power properties of the logrank statistic. The proof is sketched in the Appendix. THEOREM 2 Consider testing H 0 : β = β 0 versus the local sequence of alternatives H an : β n = β 0 + n −1/2 ε, where ε > 0. Then, under the assumptions of §2.1,
The left-hand side is the cdf of S n under H an ; for critical regions of the form (c, ∞) the power is 1 − P β n {S n ≤ c}. Throughout, reference to power is meant to be interpreted in this way. The leading term provides (as expected) the usual first-order approximation to the power function under local alternatives; in addition, it is easy to check that this expansion reduces to (4) as ε → 0.
Second-Order Asymptotics for the Logrank Test
An Edgeworth Expansion and Its Implications
The two-sample logrank statistic, defined as L n = I −1/2 n (0)U n (0), is used to test for differences in survival between two populations. A test of no survival difference (equivalently, β = 0) having Type I error α may be formulated as
where c 1−α/2 satisfies Pr{|L n | ≥ c 1−α/2 } = α/2. It is common practice to set c 1−α/2 = z 1−α/2 ; that is, the distribution of L n is assumed to be standard normal under H 0 : β = 0. The following corollary specializes the results of Theorem 1 to the logrank test and characterizes the dependence of the quality of this standard normal approximation on the group allocation probability p.
COROLLARY 1 Let Z be a 0-1 binary random variable with p = P(Z = 1). Suppose β 0 = 0, and define (t) to be the cumulative hazard function common to both groups. Then, the conclusions of Theorem 1 hold with
The proof, save the last statement, is a direct result of Theorem 1; for completeness, a brief proof that 0 ≤ R 1 ≤ R 0 ≤ 1 is given in the Appendix. It is interesting to note here that R 0 is exactly the probability of an event on the interval [0, τ ]; R 1 has no such simple interpretation. However, some easy calculus shows that as τ approaches τ * = sup{t :
. Thus, R k , k = 0, 1 are directly linked to the moments of the censored unit exponential random variable (X ), which should not be terribly surprising since this merely reflects the fact that the logrank test (i) is invariant under monotone transformations of the data; and, (ii) reduces to the exponential ordered scores test of Savage (1956) in the case of no censoring.
It is helpful to recall (see Remark A) that − /ν 3 and −ζ /(2ν 3 ) represent the standardized skewness and bias of L n . Hence, when the treatment groups are balanced (i.e., p = 1/2), the bias and skewness of L n are negligible since = ζ = 0. On the other hand, for p > 1/2 (p < 1/2), both the skewness and bias of L n increase in the positive (negative) direction, and can adversely impact the accuracy of significance levels. For example, if p = 1/4,
since the right-hand side is an even function of z 1−α/2 and R j > 0, it follows that (z 1−α/2 ) tends to be too small in each tail. That is, the normal approximation is too conservative in the lower tail and too liberal in the upper tail relative to the specified level. For |z 1−α/2 | > 1 (i.e., in the tails), it is a simple matter to verify that this is in fact true for any p ∈ (0, 1/2), and that the opposite is true for p ∈ (1/2, 1). Remarkably, the direction of the bias and skewness of the logrank statistic do not depend upon the failure and censoring time distributions to terms which are o(n −1/2 ). Of course, the magnitude of the correction does, but only through the values of R k , k = 0, 1. It is important to remember that these are indeed asymptotic results and that the underlying distributions are likely to have some effect in practice, particularly in the case of small sample sizes.
Remark B. For calculating two-sided significance levels, a similar analysis shows that the first-order normal approximation is valid to O(n −1 ). Thus, even though a transformation of L n (see Theorem 1) based on a one-term Edgeworth expansion can theoretically improve one-sided significance levels, two-sided significance levels computed based on either L n or T n, j (L n ) are (theoretically) equivalent to the same order of approximation. However, as will be shown in Section 4, use of T n, j (L n ) still provides a measurable benefit in terms of maintaining nominal significance levels when p = 1/2. It is possible to improve the order of approximation of the two-sided test to O(n −3/2 ). By establishing a valid Edgeworth expansion to o(n −1 ), a transformation of L n depending upon its first four cumulants can then be found which is distributed as χ 2 1 to O(n −3/2 ) (e.g., Rao and Mukerjee, 1995) . With significant effort the relevant Edgeworth expansion can be determined via the results of Strawderman and Wells (1997, Appendix A) and Gu and Zheng (1993) .
This formula covers both the "fixed interval" (γ = 0) and Koziol-Green, or proportional hazards, (γ > 0) censoring models. The fixed-interval censoring case is actually the case of no censoring, but where observation is truncated at τ . In this case, it is easy to see that both R 0 and R 1 converge to 1 as the truncation time τ → ∞. Suppose the analogous expansion to (4) for the normalized Cox score function, obtained by replacing ρ 3 with κ 3 and ρ 2 with 0 (cf. Gu, 1992, Thm. 2.1), remains valid as τ → ∞; then, these results suggest that
is a valid Edgeworth approximation to the null distribution of the Savage test (cf. Lawless, 1982, Example 8.2.1) . This is in fact correct; the above result may be obtained directly from the results of Does (1983, eqn. 5 .1) on Edgeworth expansions for linear rank statistics by using the logrank scores (given in his notation) J (u) = − log(1 − u) − 1 (cf. Prentice, 1978, p. 172) .
Power under Local Alternatives
Consider testing H 0 : λ 1 (t) = λ 0 (t) for all t versus H an : λ 1n (t) = λ 0 (t) exp{n −1/2 ε}, where λ j (t) is the hazard function corresponding to Z = j, j = 0, 1 and ε > 0. Schoenfeld (1981) showed that (z 1−α − νε) is the first-order approximation to the power function of the logrank statistic for detecting such local alternatives at a fixed significance level α and with power 1 − ω. Setting ε = √ nψ, he also showed that
approximates the sample size required for detecting a log-hazard ratio difference of ψ at a fixed significance level α with power 1 − ω based on a one-sided test. Note that this formula is obtained by solving (z 1−α − νn 1/2 ψ) = ω for n. For equal censoring distributions and balanced completely randomized designs, Corollary 1 implies that L n is distributed as standard normal to O(n −1 ) instead of the usual O(n −1/2 ). The accuracy of this approximation reverts back to O(n −1/2 ) once p = 1/2. If it is assumed that the respective group hazards are proportional rather than equal, then this is also the case for the partial likelihood score test of H 0 : β = β 0 when β 0 = 0 regardless of whether the treatment groups are balanced. Since the distribution of S n (the Cox partial likelihood score function) behaves smoothly in β 0 , then together these results imply that (6) (and hence the corresponding first-order approximation to the power function) should be reasonably accurate when the design is close to balanced and the proportional hazards differences to be detected are small. Similarly, one should therefore expect the quality of these approximations to degrade as imbalance increases and/or the proportional hazards alternatives to be detected become large. Evidence of this in practice can be found in Hsieh (1987, Table I; Table V) ; see also Lakatos and Lan (1992) .
It is thus of interest to quantify the effects of treatment group imbalance and the alternative under consideration on power and sample size calculations. The following corollary to Theorem 2 gives the second-order power function of the logrank test under local proportional hazards alternatives.
COROLLARY 2 Consider testing H
Then, under the same assumptions as Theorem 2,
This result shows that when p = 1/2, each of A 1 . . . A 3 is zero, implying that the firstorder normal approximation to the power function for detecting local proportional hazards alternatives (i.e., (x − νε)) remains second-order accurate. Thus, as argued earlier, these results imply that (6) is typically accurate when the design is balanced and the assumptions made in deriving the sample size are met. In general (i.e., when p = 1/2), the factors determining the quality of the first-order approximation are primarily p and ε, and to a lesser extent R k , k = 0, 1, which represent the influence of the failure and censoring distributions. Since 0 ≤ R 1 ≤ R 0 ≤ 1 (see Corollary 1), then by fixing p and ε, the signs of A j , j = 1 . . . 3 are determined. Hence, it is possible to predict when (x − νε) overor underestimates the power for fixed n, x, ε, and p.
Evaluating the Accuracy of Schoenfeld's Formula
By setting ε = √ nψ in Corollary 2, one can assess the accuracy of (6) for various combinations of p and ψ by evaluating (7) at n 1−ω . If the first-order normal approximation to the power function of the logrank test is accurate, then the power calculation based on (7) for n 1−ω should approximately be equal to 1 − ω. Correspondingly, lower than specified power indicates that sample sizes based on (6) are too small, while higher than specified power indicates the opposite.
To make this discussion more concrete, assume that failure times are exponentially distributed and that we wish to detect the difference λ 1 = λ 0 e ψ ; in the context of Corollary 2, this corresponds to setting ε = n 1/2 ψ. Suppose that censoring occurs according to the following clinical trial model (cf. Kalish and Harrington, 1988) : patients are accrued uniformly from study start for L years, and then followed for an additional B years. If U denotes the censoring variable, then
This model can be extended to account for loss-to-followup by assuming that dropout occurs independently of treatment group and according to some specified distribution; however, this will not be done here. Treatment-dependent dropout is precluded here due to the assumption that the data are iid. In the above set-up, the local power function depends upon the failure and censoring distributions only through λ 0 , ψ, L, and B. In fact, except for ψ, this dependence is only through the values of R k , which in turn only need to be calculated under the hypothesis of no survival difference. Specifically,
which is easily evaluated for given λ 0 , L, and B. Technically, in view of the fact that the theory requires there being a positive probability of being at risk when the analysis is done, one should only integrate to some time less than L + B. However, this shall be ignored since such a point can be chosen to be arbitrarily close to L + B, making virtually no difference in numerical calculations.
To study the accuracy of (6), consider designing a hypothetical clinical trial with L years of accrual lasting a total of 10 years (i.e., B = 10 − L years of additional followup).
The possible values for L under consideration are 1, 5, and 9 years. Survival is assumed to be exponential, and is respectively determined for the control and treatment groups by specifying the proportion surviving at the end of 10 years (P{T > 10} = 0.8 or 0.2) and the hazard ratio e ψ (1.5, 1.35, 1.20, and 1.05). For given L, these parameters determine the values of R 0 and R 1 . Figures 1-3 contain plots of the approximate power based on (7) for a two-sided logrank test at a significance level of 0.05 and for detecting a log-hazard ratio of ψ with power 0.90. Each figure corresponds to one value of L, and contains two panels: one for P{T > 10} = 0.8, the other for P{T > 10} = 0.2. Each curve in a given panel is plotted as a function of p, and there is a different curve for each of the 4 hazard ratios (HR=e ψ ) under consideration. The sample size used in the calculation of each curve at each combination of p and ψ is obtained from (6), and thus any two points on a given curve correspond to different sample sizes; this is discussed in more detail below. The values of R 0 and R 1 resulting from the assumptions specified in the plot heading are given for reference; it may be useful to recall that R 0 is the probability of death in the control group (i.e. Z = 0) and (asymptotically) in the treatment group. Deviations of each curve from 0.90 therefore reflect inaccuracy due to the use of the first-order normal approximation, at least in theory.
Assuming the second-order approximation to be accurate, the plots in Figures 1-3 indicate that the sample size formula (6) is most accurate when e ψ is close to 1.0 (i.e., ψ close to 0) and the treatment group allocation probability p is close to 1/2, as suspected. Of course, the curves are by construction required to pass through 0.90 at p = 1/2; consequently, it is the steepness of the curve as one moves away from this point which tells the important story. The approximation (6) gets progressively worse the farther one moves away from the "best-case" values of ψ = 0 and p = 1/2. However, the deviations from 0.9 are not particularly extreme, suggesting that Schoenfeld's formula will still lead to a reasonable choice of sample size for moderately imbalanced designs.
It is important to understand that Figures 1-3 do not depict typical power curves. Within each panel, the sample size used in calculating the power via (7) at each combination of p and ψ is obtained from (6); the latter, once we have fixed the nominal power (i.e., 0.9), size, and alternative, is in fact a function of p only (i.e., (6) = n( p)). Hence, as p varies, so does n = n( p); that is, each point along a particular curve thus corresponds to the power at a different sample size. This is important since the curves depicted here are all seen to be decreasing in p. For a fixed sample size n, the power curve for detecting a particular ψ is usually "skew-parabolic" as a function of p. This is the reason for using "power trace" in the figure titles; the term "power curve" is hereafter reserved for fixed values of n.
One should be careful not to overinterpret these results. The approximations used in generating Figures 1-3 are for alternatives that are O(1) distance away from the null hypothesis, not O(n −1/2 ); this is because the approximation, say, for detecting a fixed alternative correspoding to a hazard ratio of 1.5 is obtained by substituting ε = √ n log 1.5 in (7). Consequently, a significant extrapolation is being made in order to approximate the power at a given sample size. It has been shown by various authors that such extrapolation can produce inaccurate results; see, for example, Pfaff and Pfanzagl (1985) or Nelson and Savin (1990) . Hence, it is worthwhile to investigate whether (7) is useful for approximating the exact power for detecting fixed alternatives. 
On the Accuracy of (7) under Fixed Alternatives
To assess whether (7) provides an adequate approximation for nonlocal alternatives, a simulation study for the settings corresponding to the right-hand panels of Figures 1-3 was done. Two sample sizes (n=50, 100) are considered, and power is calculated for values of the group allocation probability p from 0.1 to 0.9 in increments of 0.1. The exact power in each case is estimated via Monte Carlo (5000 replicates); the results are summarized in Tables 1-3 . It should be noted here that the values of R 0 and R 1 reflect only the control group; recall that (7) is essentially derived by assuming the treatment and control groups to be from the same population asymptotically. The value of R 0 thus represents the probability of death within the control group; under a fixed alternative, the actual probability of death (and hence total censoring levels) in a finite sample depends additionally upon the fixed alternative e ψ and the group allocation probability p. This has interesting implications for the accuracy of (7) as a function of p which will be discussed later.
The columns labeled "Normal" and Edg 1 correspond to the first-and second-order approximations to the power function. The approximation Edg 2 is discussed later in this Section. Tables 1-3 show that for alternatives close to the null hypothesis (e.g. e ψ = 1.05, 1.2) and uniformly in p, Edg 1 is generally much more accurate as an approximation to the exact power than is the first-order normal approximation. Furthermore, when p < 1/2, Edg 1 is essentially uniformly more accurate than the first-order approximation for each ψ; however, both usually underestimate the exact power. An interesting change occurs for p > 1/2; the Table 1 . Simulation results for approximating P{L n > 1.96|λ 1 (t) = λ 0 (t)e ψ } L = 1, B = 9, P{T > 10} = 0.2 (equiv. λ 0 = − log(0.2)/10). n = 50 n = 100 Hazard Ratio (e ψ ) P{Z = 1} normal approximation often overestimates the power while Edg 1 usually underestimates it. A clear pattern here is that the accuracy of Edg 1 degrades as p → 1 and ψ → ∞.
It may initially seem curious that the accuracy of (7) should so depend heavily on whether p < 1/2 versus p > 1/2. There is a rather simple explanation for this phenomenon. Data realized under a fixed nonlocal alternative are generated from a mixture of two populations. The shape and location of the exact power function thus depends on the corresponding mean, variance, and skewness of L n for that particular setting. However, (7) is derived by exploiting the behavior of the test statistic under the null hypothesis. That is, the assumption that all data are asymptotically generated from a distribution governed by λ 0 (t), the hazard corresponding to the control group, plays a central role in its development. It can be Table 3 . Simulation results for approximating P{L n > 1.96|λ 1 (t) = λ 0 (t)e ψ } L = 1, B = 9, P{T > 10} = 0.2 (equiv. λ 0 = − log(0.2)/10). n = 50 n = 100 Hazard Ratio (e ψ ) P{Z = 1} 
seen that the influence of any specific alternative ψ only enters the correction term in (7) through ε = √ nψ; the terms A 1 − A 3 are otherwise completely determined by λ 0 (t). As p → 0, the observed data primarily reflect the characteristics of the control group; the terms A 1 − A 3 are thus computed appropriately and the alternative under consideration plays a comparatively minor role. In contrast, as more individuals are assigned to the treatment group (i.e., as p → 1), it is not difficult to see that the correction term becomes increasingly less able to capture the true distributional characteristics of L n (i.e., mean, variance, and skewness). The quality of the approximation in this case also depends more heavily upon the distance between the alternative and null hypotheses than when p < 1/2. At the minimum, improvements to this approximation therefore must account for the fact that the composition of the sample changes with p. How to accomplish this in a theoretically appropriate manner is not clear.
To propose an adhoc solution, note that the influence of the underlying failure and censoring time distributions occurs primarily though R k . Hence, consider replacing the values of R k with the weighted mixture
It is easy to show that R 0 is the probability of death in the combined sample; as before, R 1 has no simple interpretation. The value of R k depends both on p and ψ and hence adapts to the changing composition of the sample under a fixed alternative as p moves between zero and one. It is a well-known phenomenon that the error of an asymptotic expansion increases from the point at which the expansion is started (e.g., Pfaff and Pfanzagl, 1985) . Hence, a heuristic justification for why this approach may behave reasonably well is that the resulting local approximation based on (7) should be located closer the distribution of interest, hence reducing extrapolation. This is similar in spirit to a suggestion made in Pfaff and Pfanzagl (1985) for improving the numerical accuracy of approximations like (7) to power under fixed alternatives. However, solid theoretical justification for why this proposal should necessarily work is lacking at this time. That being said, the approximation Edg 2 in Tables 1-3 is computed in exactly the same manner as Edg 2 , but with R k in place of R k . The resulting accuracy of this approximation is rather astounding, particularly for large alternatives and p near one, where it uniformly improves upon Edg 1 . As a bonus, it behaves very similarly to Edg 1 for p < 1/2; this is of course to be expected since R k → R k as p → 0.
To interpret the simulation results in the context of Figures 1-3 , the above suggests that when p < 1/2, (7) provides a reasonable approximation to the exact power function under a fixed alternative, provided the alternative is "not too far away" from the null hypothesis. For p > 1/2, the actual power of the logrank test apparently lies somewhere in between the curve generated by (7) and 0.9. An interesting interpretation of the relationship between power, the sampling proportion p, and the sample size n can be gleaned from these results. Common wisdom dictates that a balanced design (i.e., p = 1/2) will provide maximum power for detecting proportional hazards alternatives. Aside from being intuitively appealing, the first order-approximation to the local power function always leads one to this conclusion. However, the results of the simulation study (and indeed the structure of the approximation (7)) show that a balanced design does not necessarily lead to the maximum power. The optimal allocation for a particular setting depends in a complicated manner on the sample size, the alternative of interest, and the failure/censoring time distributions. The prevailing trend in Tables 1-3 is that for alternatives closer to the null hypothesis of no survival difference the power is maximized for some p < 1/2; the closer the alternative is to the null, the closer p is to zero. This corresponds to allocating more patients to the group having the lower hazard rate, which tends to balance the number of events in each group more evenly than when p = 1/2. In contrast, allocating less patients to the group with the lower hazard (i.e., p > 1/2) causes an even greater imbalance in the number of events. Interestingly, the optimal allocation moves closer to p = 1/2 once the alternative to be detected is far enough away from the null (e.g., e ψ = 1.5). These results suggest that if prior knowledge of the superiority of one treatment over the other is strong, an unequal allocation design can provide equal power for detecting a specified difference at a smaller sample size and hence at less cost. It is not difficult to see from (7) that there are an infinite number of (n, p) combinations which lead to the same power. As seen in Tables 1-3, the maximal power does not necessarily occur at p = 1/2. Sposto and Krailo (1987) argued on rather heuristic grounds that unbalanced allocation could provide such benefits. In the examples considered, the difference in power between the optimal allocation and that for p = 1/2 is negligible, being less than 2% in all cases. This suggests that any statistical gains realized by unequally allocating patients to treatment are likely to be negligible. Further discussion of the potential benefits of unequal allocation beyond statistical considerations can be found in Sposto and Krailo (1987) .
A Normalizing Transformation for L n
It has been shown that the normal approximation to the distribution of L n under the hypothesis H 0 : no survival difference is only accurate to O(n −1/2 ) when there is imbalance in the treatment groups, and that both bias and skewness increase in absolute magnitude as p moves away from 1/2. The results of Section 3 can be used to improve the normal approximation to the distribution of the logrank statistic in this setting. Let T n, j (·) , j = 1, 2 be one of the two transformations defined in Theorem 1. Then, if p, R 0 , and R 1 can be consistently estimated (see Corollary 1) under H 0 , the results of Corollary 1 imply that the distribution of T n, j (L n ) will be standard normal to o(n −1/2 ). For any such transformation T n (·), we may then reformulate the logrank test as
Other possibilities are available here; for example, we could have simply inverted the Edgeworth expansion of Corollary 1 to obtain a Cornish-Fisher expansion for the quantiles of the null distribution of L n . One theoretical advantage of this transformation-based approach is that the (approximate) distribution function of T n, j (L n ) (i.e., the standard normal cdf) is monotone on IR, and thus avoids monotonicity problems usually associated with Edgeworth and Cornish-Fisher approximations; Hall (1992, §3.8) provides further discussion. A further advantage is that hypothesis tests and significance level calculations require no specialized probability computations and consequently are straightforward to carry out in practice.
The proposed transformations depend on the cumulants of L n ; from Corollary 1, it is evident that one needs to be able to estimate p, R 0 , and R 1 consistently under the null hypothesis in order to use these results in practice. The obvious estimator for p is p, the empirical proportion of patients in the group corresponding to Z = 1. Finding estimates of R 0 and R 1 is equally straightforward. Let Y (u) = i Y i (u) and N (u) = i N i (u) be the number at risk and the number of events at time u in the pooled sample. Let 
from which we obtain R 0 = n
Both can be easily calculated using standard software, and under the null hypothesis, R k and sup t∈[0,τ ] | (t) − (t)| both converge in probability to zero (cf. Andersen et al. , 1993, §IV.1.2) 
hence, the results of Theorem 1 apply as stated to T n, j (L n ), j = 1, 2 under the null hypothesis of no survival difference.
A small simulation study to assess the accuracy of the normal approximation to L n and its transformed versions was done. Failure time data were simulated under both exponential and Weibull models under various levels of uniform censoring for two different total sample sizes (n = 30 and 60). Individuals were assigned a covariate value of Z = 1 with probability p = 0.2 independently of survival/censoring. The results are summarized in Tables 4 and  5 below. The statistics considered are T n,1 , T n,2 , and T n,3 = L n ; the entries in Tables 4 and  5 are empirical estimates of P{T n,i ≤ z α }, i = 1 . . . 3 for α = 0.025 and 0.975 based on 25,000 simulated datasets.
At n = 30, the transformed methods generally do very well; the approximation in the upper tail is excellent, while that in the lower tail is not quite as good. The normal approximation is generally much less accurate in both tails. Results T n,1 and T n,2 at α = 0.05, 0.95 (not reported) are even more encouraging. For n = 60, the normal approximation to the distribution of the transformed statistics is excellent in each case; the normal approximation to the distribution of T 3,n leads to noticeably inferior results. In every case, the normal approximation to the distribution of T 3,n leads to probabilities which are smaller than the specified levels. This is in exact correspondence with what the Edgeworth analysis of Section 3.1 predicts should happen when p < 1/2. We hasten to point out here that the cumulants being estimated are really first-order asymptotic approximations to the actual cumulants of L n . Use of alternative consistent estimators will not improve upon the asymptotic order of approximation; however, they may further improve the performance of T n, j (L n ) in practice, particularly for smaller sample sizes. Using the fact that the logrank statistic can be expressed as a stochastic integral with respect to a martingale (cf. Fleming and Harrington , 1991, Ch. 7) , one can devise alternative approximations via the Bartlett identities for martingales (Mykland, 1994) . However, the resulting estimators are not nearly as simple to compute as the ones derived above (cf. Mykland and Ye, 1992) .
Discussion
The first-order properties of the logrank statistic are well-understood and there exist numerous simulation studies describing the behavior of the test under various paradigms. This paper attempts to give a reasonably in-depth theoretical justification of this behavior through its second-order properties. It is, to the author's knowledge, the first paper to characterize the second-order local power properties of the logrank statistic under proportional hazards alternatives. The second-order asymptotic analyses of the preceding sections verify many behavioral characteristics observed by other authors, including the inadequacy of the standard normal approximation in the case of unbalanced data. Two transformations of L n have also been proposed, both of which are extremely simple to compute and significantly improve the standard normal approximation to the distribution of the test statistic under the null hypothesis of no survival difference.
The second-order approximation to the power curve derived here is easy to compute and may prove useful in study design. For modest sample sizes the simulation results of Section 3.2.2 show that the approximation (7) is reasonably accurate. Proper use of (7) in practice, such as computing the power for detecting a specific alternative based on the results of a clinical trial, is a more delicate matter. The assumptions leading to the derivation of the local power curve (7) dictate that R k , k = 0, 1 are determined by the control group (i.e., Z = 0); all influence of the treatment group on power is then completely specified through the proportional hazards assumption. In view of this, a reasonable choice for estimating R k (compare with Corollary 1) is
Breslow's estimator of the cumulative baseline hazard under the Cox proportional hazards regression model, and G(·) is the Kaplan-Meier estimator of the censoring distribution for the combined sample. The latter is a reasonable choice given our assumption that the censoring distribution is the same for both treatment groups. Further work on this problem and on improving the accuracy of (7) under fixed alternatives would be very valuable. Towards the latter, an adhoc approximation has been proposed here that has been shown to work very well in practice. The work of Pfanzagl and Pfaff (1985) may also prove useful here; see also Pfanzagl (1985, §6. 3) for an interesting idea which couples local approximation techniques with the Hellinger distance between the distributions specified under the null and alternative hypotheses.
Theoretical justification for these results is confined to the case of iid data with bounded covariates; the latter certainly poses no restriction in the case of the logrank statistic. Generalizations of particular interest are to the case of unequal censoring and to the class of weighted logrank statistics (cf. Fleming and Harrington, 1991, Ch. 7) . The general problem lies, of course, in the ability to establish the higher-order properties of these censored data statistics at all. One route to developing more general results, at least empirically, is to recognize that the majority of these results depend only on quantities which approximate the skewness and bias of the normalized and studentized test statistic under the hypothesis of no difference. Thus, devising approximations to these quantities yield an obvious method for potentially improving the small sample behavior of the class of weighted logrank tests under possibly unequal censoring and/or imbalance. Since weighted logrank statistics have martingale representations under the null hypothesis of no difference, the work of Mykland (1994) on Bartlett identities for martingales should prove useful here. In addition, the work of Mykland (1993 Mykland ( , 1995 on asymptotic expansions for martingales provides some theoretical support for these conjectures of improved accuracy. cum(Z i 1 , . . . , Z i J ) = O(n −(J+2)/2 ) for J = 2, . . . , 6 and i k = 1 or 2 for any k. To see this, it is helpful to note that this expression only involves sums of expectations of the form E β 0 [Z k 1 Z j 2 ] for k + j = 2, 3, and so on up to 6; the result then follows from standard properties of cumulants (e.g., Brillinger, 1975 , §2.3 or McCullagh, 1987 . Hence, Assumption B2 of Taniguchi (1992) holds for the processes Z j , j = 1 . . . 3 defined earlier, and therefore by Lemma 2 of Taniguchi (1992) , the loglikelihood ratio n has the stochastic expansion n + n −1 c n , where
and c n satisfies P n,β 0 (|c n | > k n n 1/2 ) = O(n −1+η ) for 0 < η < 1/2 and k n such that k n → 0 and k n n 1/2 → ∞. Now, expanding I −1/2 n (β 0 ) about nν 2 , and multiplying the result by n −1/2 U n (β 0 ), we have that the studentized score function S n has the stochastic expansion Z n + n −1 c n , where
and c n is as above. Thus, S n is a member of the class of statistics F defined Taniguchi (1992, p. 215) with constants a 1 = 0 and a 2 = (2ν 3 ) −1 . Since Assumptions B1-B3 of Taniguchi (1992) are met, the asymptotic cumulants of the 2 × 1 vector ( Z n , n ) satisfy the conditions specified in Proposition 3 of Taniguchi (1992) with (in his notation) I = ν 2 , J = −ζ , and K = − + 3ζ .
Thus far, it has been established thatZ n and n are respectively stochastic approximations to S n (β 0 ) and log d P n,β n /d P n,β 0 q valid to the order discussed above. In addition, power series expansions for the cumulants of (Z n , n ) valid to o(n −1/2 ) have been established using ( Z n , n ) . To complete the proof, we employ Theorem 4 of Taniguchi (1992) , which is a direct application of Theorem 1 in the same paper. In view of the proof given in Taniguchi (1992, Theorem 1), we see that it is sufficient to verify that (A1) under P n,β 0 , ( Z n , n ) has an Edgeworth expansion which holds uniformly on IR 2 to O(n −1+η ) for 0 < η < 1/2 and that (A2) P n,β n {| n | > (1/2 + δ) log n 1/2 } = o(n −1/2 ) for 0 < δ < δ + η < 1/2. The power series expansions for the cumulants discussed above, combined with the general results of Skovgaard (1986; see also Barndorff-Nielsen and Cox, 1989, Thm. 6 .7) on multivariate Edgeworth expansions, can be used to verify (A1). We can establish (A2) by first noting that the definition of the loglikelihood ratio statistic allows us to rewrite this requirement as E β 0 [exp{ n }I {| n | > (1/2 + δ) log n 1/2 ] = o(n −1/2 ), and then use the representation for n and the cumulant evaluations done earlier to obtain the final result.
Proof of Corollary 1:
The main results, including the formulas of R i , follow immediately from Theorem 1 in light of the simplifications of various expansion terms discussed at the end §2.1. To see that 0 ≤ R 0 ≤ R 1 ≤ 1, recall that X = min{T, U } for T , U independent. It is obvious that R i ≥ 0, i = 0, 1. Furthermore, letting R k = ∞ 0 k (t)P{X ≥ t}λ(t)dt, it can be shown that
it is then easy to see that R k ≤ 1, k = 0, 1. Thus, since R k is simply R k truncated to [0, τ ], we see that R k ≤ 1, k = 0, 1. Finally, letting H (u) denote the cdf of (U ) and using the fact that we may write R k = which is nonnegative.
