In this paper, we propose an efficient spectral collocation algorithm to solve numerically wave type equations subject to initial, boundary and non-local conservation conditions. The shifted Jacobi pseudospectral approximation is investigated for the discretization of the spatial variable of such equations. It possesses spectral accuracy in the spatial variable. The shifted Jacobi-Gauss-Lobatto (SJ-GL) quadrature rule is established for treating the non-local conservation conditions, and then the problem with its initial and non-local boundary conditions are reduced to a system of second-order ordinary differential equations in temporal variable. This system is solved by two-stage forth-order A-stable implicit RK scheme. Five numerical examples with comparisons are given. The computational results demonstrate that the proposed algorithm is more accurate than finite difference method, method of lines and spline collocation approach.
Introduction
Over the last four decades, spectral methods [1] [2] [3] [4] [5] [6] [7] have been developed rapidly. They have a good reputation compared with others numerical tools due to their wide applications in many fields. Besides, spectral methods have high accuracy; they also have exponential rates of convergence. By using spectral methods and in contrast to finite difference and finite element methods, we have numerical solution of better accuracy with far fewer nodes and thus less computational time is achieved by using that method. The main idea of all versions of spectral methods is to express the spectral solution of the problem as a finite sum of certain basis functions and then to choose the coefficients in order to minimize the difference between the exact and numerical solutions as well as possible.
In spectral collocation method [8] [9] [10] [11] , we enforce the numerical solution to almost satisfy the partial differential equations (PDEs) as closely as possible. Therefore, the residual should be zero at certain collocation nodes.
Spectral collocation method is one of the most versatile numerical methods, where it could be used to solve most types of problems, which include nonlinear differential equations [10] , fractional integro-differential equations [11] , fractional differential equations [12] function approximation and variational problems [1] .
Numerical solution of the wave equation subject to nonlocal boundary conditions continues to be a major research area with widespread applications in modern physics and technology [13] [14] [15] [16] [17] . Wave equation [18] [19] [20] is also one of hyperbolic partial differential equations [21] [22] [23] . The variational iteration method was employed in [24] for solving the one dimensional wave equation with mixed classical and integral boundary conditions. Also, various numerical solutions for solving wave equation subject to non-local conservation conditions were proposed and developed in the last few years, see for instance [25] [26] [27] [28] [29] [30] .
As pointed out above, the collocation method has a wide range of application, due to its ease of use and adaptability in various problems [31, 32] . The Jacobi polynomials are the eigenfunctions of a singular Sturm-Liouville equation. There are several particular cases of them such as Legendre, the four kinds of Chebyshev and Gegenbauer polynomials [33] . Also, the Jacobi polynomials have been used in a variety of applications due to their ability to approximate general classes of functions, some of which are the resolution of the Gibbs' phenomenon [34] , electrocardiogram data compression [35] and the solution to differential equations [36, 37] . For the interval [0 L], we may use shifted Jacobi polynomials. There are several particular cases of them such as shifted Legendre and the four kinds of shifted Chebyshev polynomials.
The main objective of this article is to extend the application of shifted Jacobi-Gauss-Lobatto collocation (SJ-GL-C) scheme to obtain an efficient numerical solution of wave type equation. The solution ( ) of that equation is approximated as ( ) which may be expanded as a finite expansion of shifted Jacobi polynomials for the discretization of the spatial variable. Consequently, the spatial partial derivatives of this finite expansion of ( ) are evaluated explicitly at SJ-GL quadrature nodes. The use of these approximations in the aforementioned equation provides a system of ordinary differential equations (SODEs) in the temporal variable. This system of equations may be treated numerically by implicit RK scheme. This scheme is one of the suitable methods for solving SODEs of second order. Since the implicit RK scheme has excellent stability properties, then it allows us to reduce computational costs. In fact, this is the first work for employing SJ-GL-C scheme spectrally solve wave type equation with non-local boundary conditions. Indeed, with the freedom to select the Jacobi indices θ and , the method can be calibrated for a wide variety of problems. This paper is organized as follows. We present few revelent properties of shifted Jacobi polynomials in the coming section. The SJ-GL-C scheme is implemented for spatial discretization of the wave type equation with various kinds of conditions in Section 3. Section 4 is devoted to solve five test examples. Finally, some concluding remarks and future work are given in the last section.
Shifted Jacobi polynomials
We reprise in this section some basic knowledge of orthogonal shifted Jacobi polynomials that are most relevant to spectral approximations. Firstly, we introduce some properties about the standard Jacobi polynomials. A basic property of the Jacobi polynomials [38] is that they are the eigenfunctions to a singular Sturm-Liouville problem
The Jacobi polynomials are generated from the three-term recurrence relation:
The Jacobi polynomials satisfy the relations
Moreover, the th derivative of J θ ( ) can be obtained from
Let us define the space L 2 (θ ) with the weight function
(1 + ) . The norm and the inner product of this weighted space are given by:
The set of
If we define the shifted Jacobi polynomial of degree by
, L > 0, and in virtue of (2) and (3), then it can be easily shown that
in the usual way, with the following inner product and norm,
The set of shifted Jacobi polynomials forms a complete
[0 L]-orthogonal system. Moreover, and due to (9), we have
We denote by 
and their corresponding Christoffel numbers are (θ 
be the set of polynomials of degree at most N. Thanks to the property of the standard Jacobi-Gauss quadrature, it follows that for any
Consequently, the -order derivative of shifted Jacobi polynomial can be written in terms of the shifted Jacobi polynomials themselves as
where
and for the general definition of a generalized hypergeometric series and special 3 F 2 , see [40] , p. 41 and pp. 103-104, respectively.
Shifted Jacobi spectral collocation method
In this section, we illustrate how to derive an efficient algorithm based on SJ-GL-C method to numerically solve the wave type equations subject to non-local conservation conditions. In the proposed method, we seek the unknown coefficients in the spectral expansion. In other words, we only want to evaluate the values of unknown functions at the shifted Jacobi Gauss-Lobatto interpolation nodes.
Initial, boundary and non-local conservation conditions
Let us introduce the following wave type equation
with the initial conditions
the boundary condition
and the non-local boundary condition
where, G(
2 ( ) are given functions. Now, we are interested in using the SJ-GL-C method to transform the previous PDE into SODEs. In order to do this, we approximate the spatial variable using SJ-GL-C method at (θ ) L N nodes. The nodes are the set of points in a specified domain where the dependent variable values are approximated. In general, the choice of the location of the nodes are optional, but taking the roots of the Jacobi orthogonal polynomials referred to as Jacobi collocation points, gives particularly accurate solutions for the spectral methods. Now, we outline the main step of the SJ-GL-C method for solving wave problem with non-local boundary condition. We choose the approximate solution to be of the form
and due to (5), the coefficients ( ) can be approximated by
The expansion (18) can be rewritten as
Furthermore, the approximation of the spatial partial derivative ( ) can be computed at the SJ-GL interpolation nodes as
Similarly, the second spatial partial derivative ( ) is approximated by
Now, the residual of (14) is equal to zero at the N − 1 SJ-GL nodes. The problem now is how to deal with the non-local condition (17) . For this purpose, let us introduce a collocation treatment for the boundary integral conservation condition (17) as:
the above equation may be restated as 27) or briefly
and this in turn yields
Based on the information included in this subsection, we obtain the following compact form
This provides a (N − 1) system of second order ordinary differential equations in ( ). This means that problem (14)- (17) is transformed to the following SODEs
subject to the initial values
which can be written in a matrix notation as:
Mixed and non-local conservation conditions
Another kind of boundary condition will be discussed in this subsection. Let us consider the following wave type equation
and the mixed and non-local conservation conditions
2 ( ) are given functions. The problem now is how to deal with the two non-local boundary conditions (37) . For this purpose, let us also develop a collocation treatment for the two non-local conservation conditions. Eq. (37) may be written as
or
and as a consequence, we get
the above equation may be restated as
which gives the values of 0 and N in terms of ( ), = 1 · · · N − 1 as:-
Based on the information included in this subsection and the recent one, we obtain the following SODEs
This provides a (N − 1) SODEs in ( ). This mean that problem (35)- (37) is transformed to the following SODEs
or in matrix notation as:
Solutions of the SODEs [(14)-(17) and (35)-(37)]
The implicit RK method represented a subclass of the well-known family of Runge-Kutta methods (see, [41] ), and has many applications in the efficient numerical solution of system of initial and boundary value ordinary differential equations. These methods are suitable for stiff problems (where the global accuracy of the numerical solutions is determined by the stability rather than by the local error and implicit methods are more appropriate for it (see, for example, [41, 42] )). The main purpose of this subsection is to introduce the two-stage implicit RK method for the numerical solution of the SODEs [ (14)- (17) and (35)- (37)] which may be written in the form:v
where v , F, f 1 and f 2 are the following vectors
The SODEs of second order can be written as a SODEs of first order [43] of the forṁ
Using the two stage fourth order implicit RK method [43] , we obtain . The value of χ can be computed using Newton's method (for more details see [43] and the references therein). The -stage implicit RK time integration scheme has 2 order of convergence and is A-stable. The interested reader is referred to [44] [45] [46] , for more details about -stage implicit RK method and how to choose the parameters and ε at = 2.
Numerical results
In this section, we present some numerical results to show the accuracy, robustness, effectiveness and applicability of the proposed new methods. The algorithms are implemented by using Mathematica (version 8), and all calculations are carried out in a computer of CPU Intel(R) Core(TM) i3-2350M 2 Duo CPU 2.30 GHz, 6.00 GB of RAM. We first check the spectral accuracy of our method for different problems, and then compare the present method with those obtained by using finite difference method (FDM) [25] , the method of lines (MOL) [26] and B-spline finite-element method (BSFEM) [30] .
Example 1.
As a first example, we consider the one dimensional wave equation in the form
subject to the initial, boundary and non-local conservation conditions 
In this example, the absolute error is defined by
where ( ) and ( ) are the exact and the approximate solutions at the point ( ), respectively. Moreover, the maximum absolute error is given by
Also, we can define the infinite of norms in the x-direction and t-direction as
A comparison is listed in Table 1 in terms of the absolute errors of problem (54), for the results obtained using FDM [25] , and MOL [26] and those obtained by our method for different values for and . Shakeri and Dehghan [26] proposed the method of lines (MOL [26] ) for spatial discretization and the fourth-order explicit RK scheme for temporal discretization. The high accuracy of our algorithm is due to the new technique in the spatial discretization and a little improvement is due to the two-stage fourth-order implicit RK scheme in the temporal discretization. Table 1 demonstrates this declaration. Moreover, in Table 2 , we summarize some values of maximum absolute errors with different values of the two parameters θ and as well as the number of nodes, N. The numerical solution ( ) of problem (54), where θ = = 1 2 and N = 12 is sketched in Fig. 1 . While, we draw the absolute error of problem (54) Which is easily seen to has the exact solution
For comparison purposes, the norm infinity of problem (60) which obtained using MOL [26] and SJ-GL-C method is presented in Table 3 for different values for . Again, maximum absolute errors of (60) are included in Table 4 using SJ-GL-C method with various choices of N. In order to demonstrate the high accuracy of the proposed method, we draw the numerical solution ( ) in Fig. 7 , using the present method with θ = = 1 2 and N = 10. While in Figs. 8 and 9 , we see the matching between the curves of numerical and exact solutions of problem (60) 
Example 3.
In this example, we consider the wave equation [30] = + π 2 + 1 4 Table 4 . Maximum absolute errors using SJ-GL-C method for problem (60).
2 ) 
The exact solution of Eq. (63) is
Maximum absolute errors of (63) are introduced in Table 5 using SL-GL-C method with various choices of N. In case of N = 16, the infinite of norms for problem (63) are declared in Table 6 , whilst we observe that the best result for the norm infinity L 2 ∞ using B-spline finite-element method (BSFEM [30] ) is 0 023. This confirms that our method is more accurate than BSFEM [30] .
The numerical solution ( ) of problem (63) is displayed in Fig. 12 , using the present method with θ = 1 = 1 2 and N = 12. While in Fig. 13 , we plot the absolute error of this problem, and in Figs with values of parameters listed in their captions. Moreover, the curve of absolute error of problem (63) at = 0 5, θ = 1 = 1 2 and N = 12 is plotted in Fig. 16 . From the tables and figures of this example, we assert that the obtained numerical results are accurate and compare favorably with the exact solutions.
Example 4.
Consider the nonlinear Klein-Gordon wave equation with cubic nonlinearity
where , and ( ), are the position, time and wave displacement respectively. The initial and mixed non-local 
The nonlinear Klein-Gordon equation with cubic nonlinearity [47] [48] [49] [50] , appears in many models such as classical and quantum mechanics, solid state physics, propagation of fluxion in Josephson junctions between two superconductors, propagation of dislocations in crystals, condensed matter physics, quantum field theory, interaction of solitons in a collisionless plasma, and nonlinear optics. The Table 5 . Maximum absolute errors using SJ-GL-C method for problem (63). the absolute error for energy function is given by
where E( ) and E( ) are the exact and the approximate energy functions at the time , respectively. Moreover, the maximum absolute error related to energy function is given by
If we apply the generalized tanh method, then the exact solution of Eq. (66) is Table 7 exhibits maximum absolute errors for (66), using SJ-GL-C spectral method at α = 1 β = −2 5 γ = 1 5 with different values of θ, and N. Table 8 , presents the absolute errors for this problem for serval values of and using SJ-GL-C spectral method at α = 1 β = −2 5 γ = 1 5 θ = = − 1 2 and N = 16. We see in these tables that the results are very accurate for even small choices of the number of nodes, N. Meanwhile, in Table 9 
Example 5.
Consider the following nonlinear wave equation with fifthorder nonlinear term The mentioned equation has some particular important equations for example, the nonlinear Klein-Gordon equation with cubic nonlinearities [48] , the sine-Gordon equation [51] , the generalized Landau-Ginzburg-Higgs equation [52] . The energy for the above equation is 
We list the maximum absolute error for problem (72) in Table 10, using the SJ-GL-C method for three different values of θ, and various choices of N. Meanwhile in Table 11 , we present the absolute errors for serval values of and at θ = = 0 and N = 20. In Table 12 , we summarize the maximum absolute errors for energy function using the SJ-GL-C method at θ = = 0 and N = 20. Moreover, the -direction and -direction graphs of absolute errors for problem (72) problem (72) using the present method at θ = = 0 and N = 20. From the numerical simulation of this example, we demonstrate the accuracy and applicability of the present technique for solving nonlinear problems. Indeed, for relatively few nodes employed, maximum absolute error in our numerical solutions is sufficiently small.
Conclusion
Many physical phenomena are modeled by non-classical wave problems with non-local boundary conditions. They have wide applications in various areas in applied mathematics and physics. Consequently, it is important to obtain an accurate numerical method for solving such equations.
We have proposed and developed a SJ-GL-C spectral method for solving linear and nonlinear wave equations based on initial-boundary non-local conditions. The method is based upon reducing the wave equation with its non-local conditions into a SODEs in the expansion coefficient of the solution. The proposed algorithm enjoys the space spectral accuracy. Numerical examples were given to demonstrate the accuracy, flexibility and applicability of the presented algorithm. Indeed, while a moderate mode in spatial approximation is used, excellent numerical results are achieved.
The main idea and techniques developed in this work provide an efficient framework for the collocation method of various nonlinear problems subject to initial-boundary non-local conservation conditions. It also may be extended to solve non-local boundary value problems with more complicated conditions. We assert that the proposed technique can be applied to a much larger class of nonlinear problems.
