ABSTRACT: CRISPR-Cas systems have rapidly transitioned from intriguing prokaryotic defense systems to powerful and versatile biomolecular tools. This article reviews how these systems have been translated into technologies to manipulate bacterial genetics, physiology, and communities. Recent applications in bacteria have centered on multiplexed genome editing, programmable gene regulation, and sequence-specific antimicrobials, while future applications can build on advances in eukaryotes, the rich natural diversity of CRISPR-Cas systems, and the untapped potential of CRISPR-based DNA acquisition. Overall, these systems have formed the basis of an ever-expanding genetic toolbox and hold tremendous potential for our future understanding and engineering of the bacterial world. Biotechnol. Bioeng. 2016;113: 930-943. 
Introduction
Almost three decades ago, Japanese researchers identified an unusual set of repetitive DNA sequences in the genome of the bacterium Escherichia coli (Ishino et al., 1987) . These repeats were later found to be part of an expansive family of repetitive DNA sequences termed clustered regularly interspaced short palindromic repeats, or CRISPRs (Jansen et al., 2002) . While the repeats attracted initial attention, the intervening "spacer" sequences turned out to be the critical elements in initially defining the function of CRISPR-Cas systems. These spacers were found to be homologous to foreign plasmid and bacteriophage sequences (Bolotin et al., 2005; Mojica et al., 2005) , which hinted at a defensive function for CRISPR. The major breakthrough came in 2007, with the report that bacteriophage-resistant strains had acquired spacer sequences that matched the bacteriophage genome (Barrangou et al., 2007) . Critically, the acquired spacer and the flanking CRISPR-associated (Cas) genes were essential to confer immunity to the bacteriophage. This seminal work quickly led to our current understanding of these diverse adaptive defense systems in bacteria and archaea now known as CRISPR-Cas systems.
CRISPR-Cas systems consist of two general components: CRISPR RNAs (crRNAs) and Cas proteins. The crRNAs base pair with complementary DNA or RNA sequences associated with an invader, and the Cas proteins clear the recognized genetic material. Because base pairing is straightforward to predict and to design, the biotechnology community was interested in the capacity of these systems to bind and cleave user-defined sequences. The catalyst for the CRISPR-Cas revolution, however, came with the demonstration that a single protein, Cas9, could be harnessed for site-specific DNA binding and cleavage (Gasiunas et al., 2012; Jinek et al., 2012) . In the few short years since this demonstration, CRISPR-Cas systems have emerged as powerful and versatile tools in applications ranging from genome editing to molecular imaging. While most of these advances have been reported in eukaryotes, CRISPR-Cas systems also offer promising tools for understanding and engineering bacteria. This article discusses recent applications of CRISPR-Cas systems in bacteria in the realms of genome editing, gene regulation, and antimicrobials. The review then forecasts upcoming opportunities and challenges associated with further exploiting these versatile prokaryotic immune systems.
A Primer on CRISPR-Cas Systems
CRISPR-Cas systems naturally protect bacteria and archaea from foreign genetic elements such as plasmids or bacteriophages. Immunity proceeds in three stages: acquisition, expression, and interference ( Fig. 1) . For acquisition, a spacer generated from a short sequence of invading DNA is incorporated at the leading edge of the CRISPR locus. Next, for expression, the array of alternating repeats and spacers is transcribed and subsequently processed by the Cas proteins and accessory factors into individual crRNAs. Finally, for interference, a ribonucleoprotein complex of the Cas protein(s) and an individual crRNA binds and cleaves nucleic acids that are complementary to the spacer portion of the crRNA. More details on the mechanisms of CRISPR-based immunity can be found in other recent reviews (Barrangou and Marraffini, 2014; Bondy-Denomy and Davidson, 2014; Van der Oost et al., 2014) .
CRISPR-Cas systems are remarkably widespread and diverse. To date, the CRISPRdb online database (Grissa et al., 2007) has identified 1,302 bacterial and archaeal strains with putative CRISPR arrays out of 2,762 genomes analyzed. Each of these arrays is associated with differing families of cas genes that necessitated a standard system for their classification and nomenclature. The latest classification divides CRISPR-Cas systems into two classes according to the configuration of their effector modules . Class 1 systems are defined by multisubunit effector complexes while Class 2 systems utilize a single effector protein. Within these two classes, CRISPRCas systems can be further divided into five types with sixteen total subtypes, defined based on the distinct proteins that facilitate CRISPR-Cas activities (Chylinski et al., 2014; Jiang and Doudna, 2015; Makarova et al., 2011 Makarova et al., , 2015 . Class 1 CRISPR-Cas systems include Type I, Type III, and putative Type IV systems; Class 2 systems include Type II systems and putative new Type V systems. These types (and subtypes) vary in the number of Cas proteins, the mechanism of crRNA processing and targeting, and whether the target is DNA or RNA (Table I) . These attributes offer distinct capabilities, some of which have been co-opted for biotechnology.
Type I CRISPR-Cas systems, the most abundant type in both bacteria and archaea, are defined by the presence of the signature Cas3 protein (Jackson et al., 2014b; Sinkunas et al., 2011) . Cas3 works together with a large multimeric protein complex termed the CRISPR-associated complex for antiviral defense (Cascade) whose composition is unique to each subtype (I-A through I-F, I-U) (Brendel et al., 2014; Jackson et al., 2014a; Jore et al., 2011; Makarova et al., 2015; Nam et al., 2012; Wiedenheft et al., 2011; Zhao et al., 2014) . Cascade is responsible for both processing the crRNAs as well as locating and binding the target sequence (Brouns et al., 2008; Westra et al., 2012) . Once Cascade binds to the recognized DNA site, Cas3 is prompted to unwind, cleave, and degrade one strand of the DNA (Sinkunas et al., 2011) .
Type II systems represent the least abundant systems, including no known examples in archaea. These systems have three subtypes (II-A, II-B, II-C) that are united by the signature Cas9 protein and are differentiated by the Cas proteins involved in acquisition (Chylinski et al., 2014; Makarova et al., 2015) . In general, Type II systems are very compact, as they require only Cas9 for interference. Cas9 generates double-stranded DNA breaks via its HNH-nuclease and RuvC-like nuclease domains, which cleave the target strand and non-target strand, respectively (Gasiunas et al., 2012; Jiang et al., 2015a; Jinek et al., 2012; Nishimasu et al., 2014) . Along with Cas9, Type II systems require a trans-activating crRNA (tracrRNA) and RNase III as part of crRNA processing (Chylinski et al., 2013 ; Figure 1 . Overview of adaptive immunity by CRISPR-Cas systems. Immunity is conferred through three steps: acquisition, expression, and interference. Acquisition: a small piece of the invader DNA is integrated as a new spacer within the CRISPR array. Expression: the CRISPR array is transcribed and undergoes processing by the Cas proteins and accessory factors to form the CRISPR RNA (crRNA). Interference: the spacer portion of the crRNA serves as a recognition element for the Cas proteins to target invading DNA (Type I, II, III, V) or RNA (Type III). Type I, II, and V systems require a protospacer-adjacent motif (PAM, yellow box) for target recognition. The current understanding of Type IV systems is limited to bioinformatics analyses. Deltcheva et al., 2011) . To simplify this system for practical use, Jinek and coworkers fused the processed version of the tracrRNA and the crRNA from Streptococcus pyogenes into a chimeric RNA, termed a single-guide RNA (sgRNA) (Jinek et al., 2012) (Fig. 2) . This sgRNA design eliminated the need for RNase III processing and allowed the expression of a single RNA molecule for DNA targeting. The downside was that the inherent capability of the CRISPR arrays for multiplexing-targeting multiple sequences with a single transcript-was lost. However, various groups have engineered platforms to encode multiple sgRNAs from a single transcript (Nissim et al., 2014; Tsai et al., 2014; Xie et al., 2015) .
Type III systems are found in both bacteria and archaea and are typified by the signature cas10 gene (Makarova et al., 2011 . These systems drew initial interest because of their natural ability to target RNA (Hale et al., 2009; Staals et al., 2014; Tamulaitis et al., 2014) . However, other early accounts indicated that Type III systems instead target DNA (Hatoum-Aslan et al., 2014; Marraffini and Sontheimer, 2008) . While these systems were originally thought to target either DNA or RNA, there is emerging evidence that some systems can simultaneously target both nucleic acids. For instance, the Type III-B system in the archaeon Sulfolobus islandicus was shown to be capable of targeting DNA and RNA (Peng et al., 2013 (Peng et al., , 2014 whereas the Type III-A system in the pathogenic bacterium Staphylococcus epidermidis cleaves RNA and transcriptionally active DNA via independent active sites within the protein effector complex . In addition to the III-A and III-B subtypes discussed here, there are two additional type III subtypes-III-C and III-D-that are less understood . Interestingly, Type III systems are phylogenetically related to Type I systems and even share structural similarities between the Csm (III-A) or Cmr (III-B) complex and the Cascade complex from Type I systems (Osawa et al., 2015; Rouillon et al., 2013; Spilman et al., 2013; Staals et al., 2013; Taylor et al., 2015) .
Lastly, two new types have been proposed: a Class 1 Type IV system and a Class 2 Type V system . The putative Type IV system encodes a predicted minimal multi-subunit effector complex with a unique large subunit, Csf1, which serves as the signature protein for this system. The suggested Type V system utilizes Cpf1 as a single protein for interference. To date, only one Type V system has been characterized. Zetsche et al. (2015) demonstrated that the Type V system of Francisella novicida U112 does not require a tracrRNA for crRNA maturation and Cpf1-crRNA complexes are sufficient to cleave DNA target molecules. Furthermore, Cpf1 introduces a staggered double-stranded DNA break with overhangs unlike the blunt-ended break of Type II Cas9.
One of the original conundrums of CRISPR-Cas systems was how crRNAs could differentiate between their own genomic spacer sequence and the identical target sequence present in the invader. The answer was not found within the target sequence (termed the protospacer), but immediately flanking it. For Type I, Type II, and Type V systems, this flanking feature is called a protospacer adjacent motif (PAM) (Mojica et al., 2009; Szczelkun et al., 2014; Zetsche et al., 2015) and is typically 2-5 base pairs. For Type I systems, the PAM is located on the 5 0 end of the protospacer (herein defined as the strand matching the spacer) and is recognized by The naming conventions are based on the most recent nomenclature for CRISPR-Cas systems . The types are grouped into two classes based on the use of multiple proteins (Class 1) or a single protein (Class 2) for interference. Cascade: CRISPR associated complex for adaptive defense. PAM: protospacer-adjacent motif. Cascade (Sashital et al., 2012; Westra et al., 2013) . For Type II systems, the PAM is located on the 3 0 end of the protospacer and is recognized by Cas9 (Deveau et al., 2008; Gasiunas et al., 2012; Jinek et al., 2012) . For example, the widely used S. pyogenes Cas9 recognizes an NGG PAM sequence (where N is any nucleotide) located on the 3 0 end of the protospacer. The Type V systems contain a T-rich PAM on the 5 0 end of the protospacer (Zetsche et al., 2015) . In contrast, Type III systems do not rely on a PAM. Instead, these systems evaluate base pairing between the target and the 5 0 handle of the crRNA (Marraffini and Sontheimer, 2010) . Extensive base pairing between the handle and the protospacer results in no targeting while limited base pairing results in targeting. These requirements result in two simple rules when designing crRNAs: (1) identify a PAM (Types I, II, V) or a sequence with poor base-pairing potential to the 5 0 portion of the crRNA repeat (Type III) and (2) use the flanking 20-30 nucleotides as the spacer portion of the crRNA. These remarkably straightforward rules have helped drive the implementation of CRISPR-Cas systems in a wide range of applications.
Current Applications
A number of new applications have been developed in bacteria that take advantage of the programmability and sequence specificity of CRISPR-Cas systems. Cas9 has dominated these applications based on its compactness, although the use of the Type I systems and Type III systems is beginning to gain traction.
Bacterial Genome Editing
Genome editing has been one of the most visible and celebrated applications of CRISPR to date, with an overwhelming focus on eukaryotes. In 2013, genome editing was demonstrated in human cells (Cho et al., 2013; Cong et al., 2013; Jinek et al., 2013; Mali et al., 2013b) and was quickly expanded to eukaryotic organisms ranging from fungi to monkeys (Bassett et al., 2013; DiCarlo et al., 2013; Dickinson et al., 2013; Friedland et al., 2013; Hwang et al., 2013; Li et al., 2013; Nekrasov et al., 2013; Niu et al., 2014) . In these eukaryotic cells and organisms, Cas9 was used to introduce a double-stranded break into a defined location in the genome, followed by repair through the endogenous nonhomologous end joining (NHEJ) or homology-directed repair pathways.
Although Cas9-based genome editing in bacteria was also first reported in 2013 (Jiang et al., 2013a) , only a handful of publications have ensued. The disparity between these few publications and the volumes published for eukaryotes can be explained by the relatively poor capacity of bacteria to repair double-stranded breaks by CRISPR-Cas systems. Unlike eukaryotes, bacteria generally cannot repair breaks caused by CRISPR. The lethality of genome targeting is supported by the natural co-occurrence of self-targeting CRISPRs and degenerate cas genes (Stern et al., 2010) ; a putatively large evolutionary change following the natural acquisition of a selftargeting spacer (Aklujkar and Lovley, 2010) ; the cytotoxicity of expressing a genome-targeting crRNA (Edgar and Qimron, 2010; Vercoe et al., 2013) ; and the subsequent appearance of disruptive mutations in the cas genes, self-targeting crRNA, or the target location to escape self-targeting cell death (Gomaa et al., 2014; Jiang et al., 2013b) .
A simple explanation for the lethality of bacterial genome targeting is that, given the defensive function of CRISPR-Cas systems, repairing targeting events would be wholly counterproductive. If bacteriophage or plasmid DNA was attacked by CRISPR and the break was repaired, then the invader would persist. It is worth noting that bacteria often possess multiple pathways for repairing DNA damage (Selle and Barrangou, 2015) . We speculate that CRISPR-Cas systems evolved to block many of these repair mechanisms in bacteria, whether by Cas9 staying tightly bound to the DNA end following cleavage (Gasiunas et al., 2012) or by Cas3 degrading a strand of the target DNA through Cas3's exonuclease activity (Westra et al., 2012) . See Selle and Barrangou (2015) for a focused review describing mechanisms of genome repair in bacteria and how it relates to genome editing with CRISPR.
These obstacles were originally addressed in the first demonstration of genome editing in bacteria (Jiang et al., 2013a) . In this work, Cas9 was used in combination with a CRISPR array and a tracrRNA to generate defined point mutations in Streptococcus pneumoniae and in Escherichia coli. In both cases, a template oligonucleotide designed for homologous recombination was introduced simultaneously with the CRISPR array. The oligonucleotide mutated the PAM of the target site, preventing Cas9 from recognizing the sequence. As a result, CRISPR-Cas9 served a cleanup role by eliminating cells that did not undergo recombination (Fig. 3A) . By either relying on high recombination rates in S. pneumoniae or introducing the l-red recombination system E. coli, the authors reported remarkably high rates of recombination ranging between 65% and 100% of all screened colonies. The arrays could also be multiplexed, which allowed editing at multiple locations at one time.
Following the initial demonstration of genome editing in S. pneumoniae and in E. coli, Cas9-based genome editing has been reported in ranging bacteria of industrial relevance. These include Lactobacillus reuteri, a lactic acid bacterium with probiotic properties (Oh and van Pijkeren, 2014) ; Clostridium beijerinckii, a species widely used as a metabolic host for acetone, butanol, and ethanol production ; multiple Streptomyces species, which synthesize natural products with antimicrobial activity (Cobb et al., 2015; Huang et al., 2015; Tong et al., 2015) ; and additional demonstrations in E. coli (Jiang et al., 2015b; Li et al., 2015; Pyne et al., 2015) . These examples principally relied on the chimeric sgRNA design (Cobb et al., 2015; Jiang et al., 2015b; Li et al., 2015; Wang et al., 2015) , although the dual-expression of tracrRNAs and crRNAs has also been implemented for genome editing (Jiang et al., 2013a; Oh and van Pijkeren, 2014; Pyne et al., 2015) . The DNA templates were supplied as single-stranded oligonucleotides or as double-stranded DNA within the sgRNA plasmid. Between these two options, encoding the repair template within the sgRNA plasmid generally yielded greater editing efficiencies.
Many of these examples confirmed the need for high rates of transformation and recombination: transformation determines the number of cells subject to the DNA template and CRISPR-Cas9, whereas recombination determines the number of cells that will survive attack by Cas9. For instance, follow-up demonstrations in E. coli were limited to only three simultaneous editing events, even following overexpression of the l-red recombination machinery (Jiang et al., 2015b; Li et al., 2015) . Without high rates of both transformation and recombination, the background mutational rate of the crRNA or Cas9 (typically 10 À5 -10
À4
) (Gomaa et al., 2014; Jiang et al., 2013b) will overwhelmingly account for surviving transformants. The transformation barrier may be alleviated through inducible control of the crRNA or the Cas9, although tightly controlled inducible systems are not widely available. Furthermore, more universal recombination systems may be needed to drive high rates of homologous recombination in otherwise disparate organisms.
One potential strategy to improve the editing efficiency is using a Cas9 that harbors a point mutation in either the RuvC or HNH nuclease domain (D10A or H840A for the S. pyogenes Cas9) (Fig. 3B) . Because each nuclease domain cleaves either strand of the target DNA, the mutated Cas9 nicks the target without introducing a double-stranded break (Gasiunas et al., 2012; Jinek et al., 2012) . Xu et al. (2015) hypothesized that a nicking Cas9 could improve editing in bacteria by reducing the lethality of DNA targeting. Supplying Clostridium cellulolyticum with a nicking Cas9, an sgRNA, and a template oligonucleotide resulted in small insertions or deletions, with editing efficiencies up to 95% for 200-nucleotide homology arms. In contrast, the regular Cas9 did not yield any colonies. While DNA nicking did promote greater editing frequencies than double-stranded breaks, the precise mechanism is not fully understood. On one hand, Cas9 and its nicking counterpart could similarly clear unedited members of the population, but the tempered lethality of nicks could allow more time to achieve recombination. On the other hand, the nicking Cas9 could be driving homologous recombination by accelerating strand invasion, similar to nickase activity in eukaryotes (Cong et al., 2013; Mali et al., 2013b) . Once the mechanism of editing is fully elucidated, this nickase strategy could be extended to other bacterial organisms that are poorly equipped to repair double-stranded breaks introduced by Cas9.
Another intriguing strategy is recapitulating the NHEJ pathway in bacteria to repair double-stranded breaks by CRISPR-Cas9 (Fig. 3C) . Rather than attempt to import eukaryotic NHEJ pathways and their numerous components, NHEJ pathways found in some bacteria offered simpler opportunities. These bacterial pathways only require two proteins, Ku and LigD, and are found in a small but diverse fraction of bacteria (Aravind and Koonin, 2001; Bowater and Doherty, 2006) . To date, only one recent report has coupled NHEJ and Cas9-based genome editing in bacteria (Tong et al., 2015) . Here, genome editing was performed in the actinomycetes species Streptomyces coelicolor. The ligD gene was expressed from a related Streptomyces species to reconstitute the incomplete NHEJ pathway in this species. Co-expressing LigD along with Cas9 and a designed sgRNA led to high efficiencies of NHEJ-generated indels-insertions or deletions-within two genes from the biosynthetic pathway of the blue actinorhodin antibiotic. It will be interesting to see if a reconstituted NHEJ pathway along with a homologous template will increase recombination rates or if indel formation will dominate over homology directed repair. If the NHEJ pathway can be imported into other bacteria to alleviate the lethality of genome targeting and boost the overall efficiency of genome editing, Ku and LigD could become synonymous with CRISPR-Cas9 for genome editing in bacteria.
Bacterial Gene Regulation
Despite the predominant focus on genome editing, CRISPR-Cas systems are also revolutionizing the programmable regulation of gene expression. This feat was first demonstrated with CRISPRCas9 in two landmark publications Qi et al., 2013) . In both publications, the S. pyogenes Cas9 nuclease was converted into a DNA-binding protein by point mutations to the RuvC and HNH domains (D10A and H840A). This catalytically dead Cas9 (dCas9) lost the ability to cleave DNA but retained its DNA binding ability (Jinek et al., 2012) . By directing dCas9 to bind to the promoter or open reading frame of a target gene, expression could be repressed by preventing transcription initiation or elongation Qi et al., 2013) (Fig. 4A) . The strongest levels of repression occurred when targeting the promoter, with up to 1,000-fold repression. Targeting the coding region also repressed gene expression, where targeting was much more effective for the non-template strand than the template strand Qi et al., 2013) . Expressing multiple sgRNAs was also shown to silence multiple genes at one time or, when targeting the same gene, to further boost silencing as long as the targeted sites did not overlap . Either an sgRNA or the combination of a CRISPR array and a tracrRNA were capable of gene repression; the sgRNA offered a more compact option whereas the CRISPR array:tracrRNA was better suited for multiplexing. Advances in gene regulation with dCas9 were reviewed recently Fineran and Dy, 2014; Sampson and Weiss, 2014 ) and a protocol is available based on sgRNAs .
Beyond E. coli, dCas9 has been implemented in a growing collection of other bacterial strains. implemented dCas9 in Streptococcus pneumoniae to repress b-galactosidase expression and observed up to a 14-fold reduction in activity. Choudhary et al. (2015) utilized dCas9 in mycobacteria to identify essential genes. Tong et al. (2015) applied dCas9 in the actinomycetes species Streptomyces coelicolor to reversibly control expression of a gene involved in production of the actinorhodin antibiotic. These examples underscore the broad applicability of dCas9 to gene repression in bacteria. For basic genetic studies and strain development, dCas9 may even be preferable over Cas9-based editing because multiple genes can be silenced at one time without the need to modify each genetic locus.
The dCas9 protein is also capable of bacterial gene activation (Fig. 4B) . In E. coli, this was demonstrated by fusing the v subunit of RNA polymerase to dCas9 and then expressing this construct in cells lacking the v subunit gene rpoZ . This subunit co-purifies with RNA polymerase (RNAP) yet the subunit is dispensable, with no discernible deletion phenotypes (Dove and Hochschild, 1998) . To optimize gene activation with dCas9, assessed multiple permutations, including N-and C-terminal fusions, targeting the template or the non-template strand, varying the distance between the target site and the transcriptional start site, and testing promoters with varying transcriptional activities. The most successful combination was fusing the v subunit to the C-terminus of dCas9 (dCas9-v) and targeting 96 nucleotides upstream of the transcriptional start site of a weak promoter. While this configuration yielded $23-fold activation , most other configurations yielded less than eightfold activation. Compared to >100-fold repression reported for dCas9 , gene activation with CRISPRCas9 has significant room for improvement.
Despite, the intense focus on Type II systems and dCas9, Type I systems are also capable of transcriptional regulation (Fig. 4C) . This capability was recently demonstrated for the Type I-E system in E. coli through the expression of Cascade and the elimination of the Cas3 nuclease (Luo et al., 2015; Rath et al., 2015) . In the absence of Cas3, the Cascade complex still processes the CRISPR array and binds target DNA sequences. Cascade can be expressed off the endogenous locus in the genome (Luo et al., 2015) or introduced exogenously via a plasmid (Rath et al., 2015) . Similar to Type II systems, the Type I-E system was also capable of >100-fold repression when targeting the promoter. Strand bias within the transcribed region was also observed for Cascade-driven repression, although the particular bias did not match between the two reports (Luo et al., 2015; Rath et al., 2015) . Because Type I systems comprise a diverse set of subtypes, it will be interesting to see if other subtypes are capable of gene silencing and whether endogenous Type I systems in other bacteria can be repurposed for programmable gene regulation.
One draw of gene regulation using Type I systems is that multiple mature crRNA molecules can be generated from a single CRISPR array without the need for accessory processing factors. Using a single array, Luo et al. (2015) simultaneously silenced four independent endogenous sugar utilization pathways in E. coli, thereby generating a complex growth phenotype. When evaluating the potency of spacers within an array, it was observed that every additional spacer added to the array reduced the efficiency of each individual spacer (Luo et al., 2015) . This points to Cascade being a limiting factor in Type I silencing and should be considered when targeting large numbers of genes. Similar analyses remain to be reported for gene regulation with dCas9.
Another emerging opportunity for CRISPR-based gene regulation is mRNA targeting. Hale et al. (2012) first demonstrated this capability by programming the Pyrococcus furiosus Type III-B complex to cleave RNAs in vitro. This demonstration was followed by Zebec et al. (2014) using the Type III-B system of Sulfolobus solfataricus to target mRNA degradation of specific chromosomal genes in vivo (Fig. 4D ). The Type III-A complex was also recently discovered to target RNA as demonstrated in vivo Tamulaitis et al., 2014) . Thus, the Type III-A Csm complex and the Type III-B Cmr complex hold promise as genetic tools to for the posttranscriptional regulation of chromosomal genes. Type III systems are also not subject to PAMs, potentially creating greater flexibility when selecting target sequences. A major downside was that gene silencing in vivo was relatively modest ($twofold) in comparison to that achieved by dCas9 and Cascade (Zebec et al., 2014) .
There is compounding evidence that some Cas9's naturally target RNA (Fig. 4E) . Sampson et al. (2013) demonstrated that the Type II-B Cas9 from Francisella novicida naturally represses the expression of the FTN_1103 bacterial lipoprotein as part of immune avoidance during host infection. Silencing required the tracrRNA as well as a small, CRISPR-Cas-associated RNA (scaRNA) encoded adjacent to the CRISPR array. The scaRNA was predicted to hybridize to the ribosome-binding site and start codon of the FTN_1103 mRNA. Although the mechanism of silencing remains unclear, this general strategy allowed for the targeted silencing of the Hepatitis C virus in mammalian cells (Price et al., 2015) . There is thus tremendous potential for targeted gene silencing with this Cas9 and a need to elucidate design principles.
Aside from the natural RNA-targeting ability of some Cas9 proteins, more traditional Cas9's can be coaxed into targeting RNA. This capability was demonstrated in vitro by pairing the S. pyogenes Cas9 with PAM-presenting oligonucleotides (PAMmers) (O'Connell et al., 2014) (Fig. 4F) . When the PAMmer base pairs with the target RNA, Cas9 recognizes the PAM but proceeds to cleave the RNA base-paired to the sgRNA. While Cas9 also would be expected to recognize and cleave the associated DNA, selecting targets that lacked a PAM allowed Cas9 to only recognize and cleave the PAMmer-bound RNA. Interestingly, RNA cleavage was only observed using a deoxyribonucleotide-based PAMmer but not a ribonucleotide-based PAMmer, suggesting that Cas9 can differentiate the slight structural variations between deoxyribose and ribose moieties within the PAM. Whether the PAMmer can yield efficient gene silencing in vivo remains to be investigated.
Beyond the co-regulation of multiple genes, CRISPR-Cas systems are now being implemented for the design of genetic circuits. While the first examples were published in mammalian cells (Kiani et al., 2014; Nissim et al., 2014) , there has been one report of circuit design in bacteria (Nielsen and Voigt, 2014) . In this work, sgRNAs were designed to target promoters driving expression of other sgRNAs, allowing the construction of complex circuit topologies. The sgRNAs were designed to recognize distinct sequences, preventing any measurable crosstalk. The resulting circuits could interface with endogenous processes to control cellular phenotypes. Specifically, the authors connected an OR logic gate to the expression of the malT transcription factor, which regulates maltose utilization and also production of a lambda phage receptor. When at least one input (inducer) was present, the cells exhibited near-normal lambda phage infectivity. However, when both inputs were absent, the cells exhibited a 240-fold reduction in plaque formation. While these circuits all relied on a single Cas9, the availability of orthogonal Cas9's that recognize different sgRNAs opens the opportunity to create sophisticated gene circuits and functionalities.
Separately from gene regulation, CRISPR-Cas systems can be harnessed for RNA processing. Type I and Type III systems naturally process the transcribed CRISPR array into individual crRNAs through the activity of the Cas6 protein (Carte et al., 2008; Haurwitz et al., 2010; Li, 2015; Niewoehner et al., 2014) . This protein specifically binds the hairpin within the CRISPR repeat, thereby cleaving at the 3 0 base. Qi et al. (2012) exploited this activity in E. coli by encoding the hairpin sequence from the Pseudomonas aeruginosa Type I-F CRISPR locus between the 5 0 untranslated region of a gene and its ribosome-binding site. Co-expressing the system's Cas6 protein Csy4 resulted in efficient cleavage of the hairpin, separating the untranslated region from the coding region of the gene. The result was that the sequence of the untranslated region had little effect on translation-effectively insulating gene expression from the upstream sequence. This same approach yielded predictable gene expression for multi-gene operons when the hairpin was placed in the intervening untranslated regions. The extension of this strategy in the bacterium Bacillus subtilis, the eukaryote Saccharomyces cerevisiae (Qi et al., 2012) , and mammalian cells (Nissim et al., 2014; Tsai et al., 2014) demonstrates the universality of Csy4 for directed RNA processing.
Next-Generation Antimicrobials
The emergence of multidrug resistance and the trickling pipeline for new small-molecule antibiotics has led to intense interest in the development of novel antimicrobials. While broad-spectrum antimicrobials have been the standard, the increasingly recognized importance of the human microbiota (Lemon et al., 2012; Neish, 2009; Walter and Ley, 2011) underscores the need to selectively eliminate pathogens while maintaining the natural microflora. The specificity, ease of design, and lethality of CRISPR created the possibility of exploiting these defense systems as the basis of programmable antimicrobials (Fig. 5) .
There was circumstantial evidence that CRISPR could serve as an antimicrobial based on the lethality and specificity of genome targeting (see section on Bacterial genome editing). However, the concept of CRISPR-based antimicrobials was first extended and experimentally demonstrated only recently (Gomaa et al., 2014) . It was hypothesized that the nuclease of a CRISPR-Cas system could be directed to the bacterial genome, leading to genome cleavage and cell death; specificity would come from selecting target sequences present in some bacteria but not others. To demonstrate this concept, Gomaa et al. (2014) encoded a genome-targeting CRISPR array from the E. coli Type I-E system and transformed this plasmid into an E. coli strain expressing the associated Cas genes. The transformation efficiency of this plasmid was $10 5 -fold lower than that of a non-targeting control, indicating potent killing. Remarkably, every location testedwhether in coding or non-coding regions, essential or nonessential genes, top and bottom strands of the genome-resulted in a similar drop in the transformation efficiency. Furthermore, killing could be achieved using exogenous or endogenous CRISPR-Cas systems. The only requirements were the presence of the target sequence and the presence of a flanking PAM. This targeting flexibility was used to differentiate two highly similar K-12 and B lineages of E. coli as well as between E. coli K-12 and Salmonella. By using mixtures of targeting and non-targeting plasmids, the authors were able to quantitatively reduce the levels of one strain, opening the possibility of finely tuning the composition of a mixed microbial population rather than only removing individual members.
With the framework established for CRISPR-based antimicrobials, the next obstacle was delivery. A promising delivery vehicle involves bacteriophages. Bacteriophages naturally prey on bacteria by injecting their genetic material into cells and hijacking the host machinery to undergo replication. One way to co-opt bacteriophages as delivery vehicles is to incorporate the bacteriophage's packing and replication elements into a plasmid-called a phagemid (Westwater et al., 2002) . As part of the lytic cycle, the phagemid undergoes packaging in competition with the bacteriophage genome. The resulting bacteriophage particles then deliver the packaged phagemid to susceptible strains.
Two recent publications exploited this strategy to deliver a phagemid encoding the S. pyogenes cas9, tracrRNA, and designed CRISPR array (Citorik et al., 2014; Bikard et al., 2014) . This setup delivers the complete CRISPR-Cas9 system, obviating the need for an endogenous, active system. Bikard et al. (2014) employed this strategy to selectively kill an antibiotic-resistant strain of Staphylococcus aureus. S. aureus was a notable target because methicillin-resistant S. aureus (MRSA) is a principal cause of antibiotic-resistant infections. The phagemid was generated by cloning the packaging site and the rinA, terS, and terL genes from the staphylococcal FNM1 bacteriophage along with the required elements of CRISPR-Cas9. The CRISPR array was designed to target an antibiotic resistance gene present in the genome of S. aureus. Incubating the resulting bacteriophage particles with the S. aureus cells resulted in up to a 10 4 -fold reduction in the number of viable colonies. This degree of killing was impressive considering that no selective pressure was applied to retain the phagemid. This phagemid system was also tested in a mouse skin colonization model in which the mice were exposed to a mixture of a kanamycinresistant strain and a kanamycin-sensitive strain of S. aureus. As expected, the phagemid targeting the kanR gene reduced the proportion of kanamycin-resistant S. aureus. Citorik et al. (2014) similarly used M13-derived phagemids to selectively target antibiotic-resistant strains of E. coli. The CRISPR array was designed to target a mutation in the gyrA gene of E. coli that confers resistance to quinolone antibiotics. Exposing the resulting bacteriophage particles to E. coli cells harboring this mutation resulted in up to a 10 4 -fold reduction in the number of viable colonies, paralleling that observed for S. aureus . This same approach was used to selectively remove the gyrA mutants from a mixture of this strain and two other antibioticresistant strains of E. coli. To simulate treatment of an in vivo infection, a strain of enterohaemorrhagic E. coli (EHEC) was fed to larvae of the moth Galleria mellonella. The phagemid targeting a chromosomally encoded virulence factor was able to moderately improve survival.
Another potential use of CRISPR antimicrobials is the clearance of antibiotic resistance plasmids, as first demonstrated by Garneau et al. (2010) . Bikard et al. (2014) designed the phagemid to target plasmid-borne antibiotic resistance genes harbored by a clinical strain of methicillin-resistant S. aereus (MRSA). Delivery of the FNM1 phagemid eliminated the plasmids without impacting cell viability and prevented any import of the same plasmid via conjugation. Citorik et al. (2014) targeted the pNDM-1 and pSHV-18 plasmids that confer resistance to b-lactam antibiotics. In both cases, delivery of the M13 phagemid resulted in a 10 3 -fold reduction in the number of viable colonies. This reduction was associated with addiction systems encoded on the plasmid, which triggered cell death upon plasmid removal. This strategy was quite convenient by simultaneously removing antibiotic resistance and killing the host cells.
In a similar attempt to sensitize bacteria to antibiotics, Yosef et al. (2015) engineered a l prophage to carry the E. coli Type I-E system as well as a CRISPR array encoding spacers that target the b-lactamase genes ndm-1 and ctx-M-15. In this case, the phage would form a stable lysogen in the host, and the encoded CRISPRCas system would both clear existing resistance genes and prevent the cells from acquiring resistance in the future. The authors demonstrated that the presence of the lysogen reduced the transformation efficiency of plasmids encoding the target sequences by three orders-of-magnitude. Furthermore, lysogens with the ndm-1 and ctx-M-15 spacers resisted T7 phages that housed ndm-1 and ctx-M-15 protospacers by over four ordersof-magnitude when compared to lysogens lacking the spacer array, demonstrating that these antibiotic sensitized bacteria have a selective advantage in their resistance to lytic phages.
Aside from bacteriophages, bacterial conjugation could be used to deliver DNA. Conjugation relies on cell-to-cell contact to transfer plasmids that often have wide host ranges. Citorik et al. (2014) found that conjugative transfer of the plasmid encoding the S. pyogenes tracrRNA, cas9, and targeting CRISPR array resulted in up to a 60-fold reduction of viable recipients in comparison to nontargeted cells. The limited reduction in the number of viable cells was attributed to the inefficiency of conjugal transfer, a common issue for this delivery method.
Delivery remains the largest hurdle to the implementation of CRISPR antimicrobials. Even in both examples cited above, the simple in vivo models exhibited greatly reduced efficacy in comparison to the in vitro experiments. Future efforts will need to focus on engineering the bacteriophages for improved delivery and exploring alternative delivery vehicles. The longterm success will also depend on identifying applications uniquely suited to CRISPR antimicrobials-particularly over traditional antibiotics, antimicrobial peptides, and lytic bacteriophages. These applications may extend well beyond human therapeutics and into the realms of diagnostics, agriculture, biomanufacturing, and research tools.
Future Perspectives
CRISPR-Cas systems have already proven to be powerful tools for understanding and engineering bacteria. However, engineered CRISPR-Cas systems represent a 3-year-old technology and much of their potential remains to be realized. Below, we posit next steps for the development of CRISPR technologies in bacteria and the ensuing opportunities and challenges.
Following in the Footsteps of CRISPR in Eukaryotes
Even though CRISPR-Cas systems are native to prokaryotes, advances in CRISPR technologies have focused almost entirely on eukaryotes. Regardless of the underlying reasons, advances in eukaryotes can serve as a guide for similar developments in prokaryotes-whether to drive existing applications or to institute entirely new ones.
Genome editing remains the dominant and best-developed application of CRISPR-Cas systems in eukaryotes. Most of these developments have been driven by the need to express multiple sgRNAs, initiate homology-directed repair (HDR) over NHEJ, and limit unintended targeting . Unintended targeting (or off-target effects) is less likely in bacteria because of their smaller genomes, and natural CRISPR arrays are well suited for multiplexing. However, many of the associated advances in eukaryotes could be useful in bacteria. For instance, fusions of dCas9 and the FokI endonuclease minimize unintended editing events by requiring a FokI dimerization event in order for DNA cleavage to occur (Guilinger et al., 2014; Tsai et al., 2014) (Fig. 6A) . In bacteria, this same fusion protein may generate double-stranded breaks in a manner that can more easily undergo repair by endogenous pathways. Separately, importing pathways for NHEJ or HDR could transition CRISPR from being a selective pressure to actively driving editing, as suggested by genome editing in actinomycetes (Tong et al., 2015) . By improving the efficiency of genome editing in bacteria, CRISPR-based editing could be sufficiently effective to generate genome-wide modifications or to conduct high-throughput functional screens that identify genes associated with defined phenotypes (Koike-Yusa et al., 2013; Shalem et al., 2014; Wang et al., 2014; Zhou et al., 2014) (Fig. 6B ).
Gene regulation with CRISPR-Cas9 in eukaryotes has also witnessed major breakthroughs, with a focus on improving the system's overall efficiency and utility. The most notable advance has been the development of protein fusions to drive gene activation and repression Maeder et al., 2013; Mali et al., 2013a; Perez-Pinera et al., 2013) (Fig. 6A) . One of the key developments was transitioning from single-domain fusions, such as between dCas9 and the VP64 activating domain or the KRAB repressing domain, to extensions of dCas9 or the sgRNA that recruit the regulatory domains Shechner et al., 2015; Tanenbaum et al., 2014; Zalatan et al., 2014) . For instance, the 3 0 end of the sgRNA was extended to encode aptamers that recruited VP64 domains to efficiently activate transcription (Mali et al., 2013a) . While gene repression with dCas9 and Cascade seems to be sufficiently potent in bacteria, there is ample room for improvement for gene activation.
Aside from improving existing applications in bacteria, a notable advancement in eukaryotes has not been reported in bacteria: DNA imaging. Here, dCas9 was fused to GFP (Anton et al., 2014; Chen et al., 2013; Ma et al., 2015) or recruited GFP (Tanenbaum et al., 2014) to dynamically image chromosomal structure and localization in mammalian cells (Fig. 6A) . Bacterial genomes are known to be highly structured and undergo major localization changes based on the environmental conditions (Libby et al., 2012) . However, the associated imaging tools rely on previous technologies such as fusing GFP to transcription factors; incorporating dCas9 and GFP offers a more programmable tool that could drive our understanding of chromosomal dynamics in bacteria, shedding new light into the structure of bacterial cells and how this structure changes based on environmental conditions.
Extending Beyond Imported Cas9
CRISPR technologies have focused on importing Type II systems because of the ease in using Cas9 and an sgRNA. However, Type II systems represent merely one type of CRISPR-Cas systems, where the other systems individually offer distinct attributes and capabilities. For instance, Type I systems naturally process CRISPR arrays without the need for further engineering. Type I systems are also unique in that their signature Cas3 protein does not generate double-stranded breaks but rather is recruited to cleave and degrade DNA through the action of the protein's 3 0 -to-5 0 exonuclease activity (Sinkunas et al., 2011) . Separately, Type III systems naturally target RNA and may offer targeting flexibility due to the absence of a PAM-whether for mRNA silencing or transcript processing. The challenge will be finding applications that are uniquely suited to a given system and counterbalance the added difficulty of expressing multiple proteins in defined ratios, rather than the single Cas9 protein for Type II systems. The newly categorized Type V systems and their Cpf1 proteins offer additional possibilities. Because Cpf1 processes crRNA arrays without any additional RNA species and the Cpf1-crRNA complex alone can achieve DNA cleavage, these systems may simplify the design of genome-editing tools (Zetsche et al., 2015) . Alternatively, by implementing multiple, truly orthogonal types of CRISPR-Cas systems, multiple functions such as genome editing, plasmid curing, gene activation, gene repression, and invader defense can be performed simultaneously. One potential opportunity beyond Cas9 is the utilization of endogenous systems already present in a microbe. CRISPR loci have been identified in the genomes of $50% of bacteria and $87% of archaea , and the vast majority of these are associated with Type I systems and Type III systems. For bacteria harboring an active CRISPR-Cas system, the system may be readily co-opted by merely importing a synthetic CRISPR array. This approach was part of CRISPR antimicrobials (Gomaa et al., 2014) , large deletions (Vercoe et al., 2013) , and gene repression (Luo et al., 2015; Zebec et al., 2014) . The benefit is that all of the protein components are already present-a major advantage for Class 1 systems that require multiple proteins (Table I ). In extreme thermophiles and hyperthermophiles, the traditional Cas9 proteins from mesophiles are unlikely to function at typical growth conditions. In contrast, Type I and Type III systems appear to be enriched in these microbes, arguing for their use in CRISPR-based applications. The downside to using endogenous systems is that the system must be confirmed to be active, which could be environment-dependent, and must undergo full characterization-namely, identifying the PAM for Type I, II, and V systems as well as determining the tracrRNA for Type II systems. Furthermore, co-opting the endogenous system may interfere with its natural functions such as in host defense. Accordingly, choosing to import a system (and which type) or to rely on an endogenous system will likely depend on the selected organism and the needs of the project. Finally, even if an imported Cas9 is selected, there is a choice between using CRISPR arrays or sgRNAs. The important takeaway is that importing Cas9 with an sgRNA is not the only option and, in many cases, may be less desirable than the alternatives.
Exploiting CRISPR-Cas Acquisition
To date, CRISPR-derived genetic tools have centered on the final step in prokaryotic adaptive immunity-interference. However, an unexplored step is acquisition (Heler et al., 2014) . Acquisition represents the first step of acquired immunity wherein the CRISPR-Cas system integrates a small piece of the foreign invader DNA (Fig. 1 ). This step is associated with the near-universal proteins Cas1 and Cas2, with some involvement by Cas4 in some subtypes (Chylinski et al., 2014; Makarova et al., 2011 Makarova et al., , 2015 Nuñez et al., 2014) . Cas1 and Cas2 integrate new repeat-spacers in the CRISPR array, with a preference for stalled replication forks (Levy et al., 2015) . However, the Cas proteins involved in interference appear to play a predominant role in spacer selection, whether by selecting spacers with a PAM (Heler et al., 2015; Paez-Espino et al., 2013) or by driving acquisition of sequences in the vicinity of a target sequence Richter et al., 2014) . There is still plenty left to learn about the natural mechanisms that drive acquisition, although there may be sufficient information to begin engineering this untapped yet universal aspect of CRISPR-Cas systems.
We envision two avenues in which acquisition can be harnessed for tools in bacteria. In the first avenue, acquisition can be linked to an exogenous or intracellular signal such that transient induction leads to an acquisition event (Fig. 6C) . This could in turn be used as a permanent memory of prior transient events-much like natural CRISPR loci serve as memories of prior infections. This approach could offer a simpler strategy to track these events, particularly in comparison to existing synthetic counters and memory devices (Bonnet et al., 2012; Friedland et al., 2009; Siuti et al., 2013) . Second, the system could be harnessed as site-specific recombinases in order to drive the efficient insertion of a synthetic DNA sequence (Fig. 6D) . While the natural systems prefer to integrate $30-base sequences directly into the leading repeat, it may be possible to reengineer the system to accept larger or shorter sequences that can be inserted at other locations. This capability could greatly expand the existing repertoire of protein integrases and form the next generation of CRISPR technologies.
Conclusions
CRISPR-Cas systems have enjoyed tremendous popularity within recent years, owing to the versatility and power of these widespread defense systems. Bacterial applications thus far include streamlined genome engineering, programmable transcriptional regulation, typing and epidemiology of strains, vaccination of bacteria against mobile genetic elements, and smart antibiotics. Most of these applications are in their infancy and there still is ample room for further improvements. Nonetheless, the gains so far have begun reshaping how we pursue basic and applied research in bacteria and offer considerable potential for the treatment of bacterial infections.
