Global warming is exposing plants to more frequent heat stress, with consequent crop yield reduction. Organisms exposed to large temperature increases protect themselves typically with a heat shock response (HSR). To study the HSR in photosynthetic organisms we present here a data driven mathematical model describing the dynamics of the HSR in the model organism Chlamydomonas reinhartii. Temperature variations are sensed by the accumulation of unfolded proteins, which activates the synthesis of heat shock proteins (HSP) mediated by the heat shock transcription factor HSF1. Our dynamical model employs a system of ordinary differential equations mostly based on mass-action kinetics to study the time evolution of the involved species. The signalling network is inferred from data in the literature, and the multiple experimental data-sets available are used to calibrate the model, which allows to reproduce their qualitative behaviour. With this model we show the ability of the system to adapt to temperatures higher than usual during heat shocks longer than three hours by shifting to a new steady state. We study how the steady state concentrations depend on the temperature at which the steady state is reached. We systematically investigate how the accumulation of HSPs depends on the combination of temperature and duration of the heat shock. We finally investigate the system response to a smooth variation in temperature simulating a hot day.
Introduction

1
As a consequence of global warming, plants are more 2 and more subject to heat stress, a condition that can The green microalgae Chlamydomonas reinhardtii 10 is a widely studied, easy to grow photosynthetic 11 model organism, for which techniques have been 12 whether the interacting molecular mechanisms that was firstly used to study procaryotic systems, in 10 particular E. coli, where the transcription factor 11 playing the role of HSF is called σ 32 16 HeLa cells with a detailed model for nuclear events. 17 While that model is highly useful to gain a principle 18 understanding of the interacting molecular mech-19 anisms, it uses dimensionless variables, where the 20 dynamics are normalised by the maximal response, 21 which makes possible only relative predictions, and 22 not absolute ones. A model of the thermal adap-23 tation in Candida albicans, a fungal pathogen of 24 humans, is presented in [Leach et al., 2012b ]. That 25 model mainly focuses on the auto-regulatory mecha-26 nism involving HSF1 and HSP90 (see next section), 27 but it does not include a detailed transcriptional reg-28 ulation. The role of HSP90 and its interactions with 29 HSF1 are further described in [Leach et al., 2012a] . 30 The modelling of the multi-scale heat stress response 31 in the budding yeast Saccharomyces cerevisiae is 32 discussed in [Fonseca et al., 2012] . Recently, [Sivéry 33 et al., 2015] focused on the role of HSF1 during the 34 HSR in mammals.
35
As argued in [Matuszyńska and Ebenhöh, 2015] , 36 every mathematical model is usually constructed 37 with a particular purpose and research questions 38 it should help to answer. A model serves as an in 39 silico workbench that can be used to simulate the 40 behaviour of the modelled system in very diverse 41 situations. This allows exploring a variety of sce-42 narios potentially difficult to test, or not yet tested, 43 experimentally. Such simulations often allow the 44 proposition of new hypothesis on the functioning 45 of the biological system under investigation, and to 46 suggest which new experiments could be performed 47 to test these hypotheses. Thus, models provide a 48 theoretical framework to complement the experi-49 mental effort. hardtii the only HSF (among the two encoded in 10 the genome) known to be activated by heat shock is 11 HSF1, characterized in [Schulz-Raffelt et al., 2007] . 12 Therefore, HSF1 corresponds to the HSF described 13 in our model. In land plants at least 18 different 14 HSF are present [Scharf et al., 2012] , which is an 15 example of the fact that in general gene families 16 in C. reinhardtii are smaller than in land plants 17 (see for instance [Schroda, 2004] for another such 18 example concerning chaperones). This simplicity 19 further supports the choice of C. reinhardtii as a 20 suitable model organism to study the heat shock 21 response in plants. 
Modelling the signalling network
23
From the experiments performed in [Schmollinger 24 et al., 2013] we derive the signalling network 25 schematically depicted in Fig. 1 . All components 26 are described in detail in Table 1 . In [Schmollinger 27 et al., 2013] it has been shown that the tempera-28 ture increase triggering the HSR is sensed by the 29 accumulation of degenerated proteins P # . Their 30 presence activates a stress kinases SK, which, in 31 the active form SK * , phosphorylates the heat shock 32 factor HSF. The phosphorylated (HSF * ) and un-33 phosphorilated (HSF) heat shock factor can bind 34 to the transcription factor binding sites of various 35 genes, coding for key proteins involved in the HSR, 36 including HSF itself and heat shock protein (HP) . 37 In the model, all these genes are described by one 38 variable G, and the transcription of different mR- 39 NAs is represented by the individual transcription 40 rates π. Binding of the active form HSF * to genes 41 G induces the production of mRNA coding for heat 42 shock protein (mR HP ) and for the heat shock factor 43 itself (mR F ), whereas the inactive form HSF blocks 44 the transcription. The mRNAs are subsequently 45 translated into the corresponding proteins HP and 46 HSF (with rates η), respectively. The increase in 47 HSF concentration leads to a higher occupation of 48 the gene with the inactive form. The increased con-1 centration of chaperones HP increases the repair of 2 the degenerated protein state P # to their functional 3 form P until a new steady state is reached.
4
The model is described by twelve dynamic vari-5 ables (see Table 1 ), each representing the concentra-6 tion of the corresponding component of the network.
7
The concentrations are expressed in the figures in 
15
The temporal dynamics of the variables are gov-
16
erned by a set of ordinary differential equations
17
(ODEs), which are reported in Table 3 in the Sup- 
21
The equations we employ depend on rate expres-
22
sions (see Table 4 2003]). More details on these terms can be found in Table 4 of the Supplementary Material.
48
Most of the involved rate constants are not known.
49
However, due to the relatively simple model struc- Heat shock protein (HSP) Figure 1: Scheme of the signalling network that we use to model the HSR. Temperature T acts via the Arrhenius law ω TP on the protein level P. Higher temperature increases ν P leading to more degenerated proteins P # . This activates stress kinases SK by a hill kinetics ω PS which increases phosphorilization of the heat shock factor HSF. If HSF is bound to the gene G, mRNA for the heat shock factor HSF and for the heat shock protein HP is generated by the corresponding production rates π. The mRNA is translated into the proteins HP and HSF and degraded by rates η. 
Staurosporine
19
Staurosporine is a protein kinase inhibitor. We 20 therefore simulate the effect of applying Stau-21 rosporine by lowering the rate constant k F , which 22 determines the reaction rate ν F , by which the stress 23 kinase SK activates the HSF. The simulation re-24 sults are depicted in the left panel of The simulation results (left panel of Fig. 3) shows 28 the effect of decreasing the rate constant k F on the 29 dynamics of the HSF mRNA concentration. Clearly, 30 decreasing the rate constant leads to a reduced max-31 imal mRNA concentration and a delayed response. 32 As can be seen in the right panel of Fig. 3 , the 33 same behaviour is observed in the experiments: an 34 increased inhibitor concentration leads to a reduced 35 and delayed transcription of HSF mRNA. More-36 over, it can be observed that for a small decrease 37 of the rate constant the response is qualitatively 38 unaltered, whereas a larger decrease corresponding 39 to higher Staurosporine concentration has a qualita-40 tive impact, leading to a long delay and considerable 41 reduction of mRNA levels. Typical behaviour of the model illustrated inducing a HSR via an increase of the temperature from 25°C to 42°C applied at t = 20 min (represented by a red background in the figures). A: Due to temperature increase at t = 20 min functional proteins P are mis-folded leading to an increased P # level. B: The degenerated proteins bring inactive stress kinases SK into their active form SK * . C: Due to active stress kinases, the heat shock factor (HSF) is phosphorylated (HSF * ). D: The heat shock factor HSF binds to free gene loci G, the bound form HSF * G activates mRNA production, and HSF un-binding blocks transcription. E: The initiated gene transcription leads to mRNA production of the HSF and the heat shock protein as shown. F: Due to translation of the corresponding mRNA, the HP concentration increases until the response is switched of. The small degeneration rate of the chaperon leads to a slow decrease after the onset of the HSR. The normalization factors used to represent the concentrations in arbitrary units can be found in 
Radicicol
12
Radicicol is a specific inhibitor of HSP90 activity. 
Model calibration
5
The design of the model is based on our under- We then used this fiducial parameter set as a start- the experimental data demonstrates that the model 10 is able to reproduce the qualitative, and often the 11 quantitative (relative, not absolute on which we 12 do not have nformation) behaviour of the data ex-13 tremely well (see Sections 3.1 and 3.2).
14
Results
15
As shown above, our mathematical model, which 16 has been calibrated to control experiments only, 17 can reasonably well reproduce drug treatments as 18 well as the double heat shock experiments. The 19 agreement of simulation results and experimental 20 data therefore supports the notion that our current 21 understanding of the heat shock response is basically 22 correct. The mathematical model can therefore 23 serve as a theoretical framework in which data can 24 be interpreted in a sophisticated and quantitative 25 way. Another purpose of model building is the 26 ability to make novel predictions. We have therefore 27 employed our model to simulate scenarios which give 28 insight into our understanding of the heat shock 29 response, but which are either difficult to test or 30 have not yet been tested experimentally. 32 We first investigate which response the model pre-33 dicts upon exposure to a prolonged HS, and how 34 the system adapts to persistently high tempera-35 tures. Experimentally, the systems-wide response 36 to long-term HS was investigated in [Hemme et al., 37 2014], where cells adapted to 25°C were exposed to 38 42°C for a period of 24 h, followed by 8 h at 25°C 39 (recovery phase).
Prolonged heat shock
40
The simulation results for this scenario, where 41 the temperature increase was simulated at time 42 t = 0, are shown in 
Stationary behaviour
21
The observations that the system adopts a new sta- To answer these questions we performed a sys- to simulate the response of the system.
10
As we can see from It is this HSR which lowers the concentration P sufficiently low in the evening, and P # as well, Heat Shock Protein are opened which allow Mg-Proto to exit the chloro-10 plast, become available in the cytoplasm and reach 11 the nucleus, where they can bind to the promoter 12 region of the HSP70a gene, thus activating its tran-13 scription. [ k S 500 533.1 s 
Let us remark that the values of the variables are initiated at the initial conditions above, but before applying any HS we let the system run for a long time, so that it has reached the steady state when we apply any HS. This part of each simulation is not shown in the plots.
Rate law
Reaction 28 , R = 8.3144598 J mol −1 K −1 the ideal gas constant and T the temperature. Finally, the basal rates are computed as In this section we present some additional simula- is necessary to allow the system to quickly refold 10 unfolded proteins. The HSR corresponding to a 11 second HS occurring at 3 h 30 min after the first 12 is similar, but enhanced. When the second HS 13 occurs 5 h or more after the first we see that the 14 concentration of HSP is approaching the level it had 15 before the HS (panel F), all the other quantities are 16 approximately back to the original values, and an 17 almost full HSR takes now place when the second 18 HS is applied (panels B, C, D and E).
Variables Reference value (µM ) Figures panel
Proteins 100001 A SKs 0.105 B HSFs 300 C Genes 0.0022 D mRNAs 15 E HSP 10000 F
19
It is very interesting to remark that, while the 20 concentrations of all the species go back to the values 21 that they had before the first HS quite fast after 22 the end of the first HS, the HSP does not (panel 23 F), and this allows to avoid during the second HS 24 having any but a tiny amount of unfolded protein 25 P # with respect to the amount during the first HS. 26 This can be seen in panel A of any of the sub-figures 27 of Fig. 12 , where the concentration of degenerated 28 proteins P # increases by a considerable amount 29 during the first HS, while considerably less during 30 the second even when this is occurring many hours 31 after the first.
32
The behaviour we observe in our simulations likely 33 indicates that the production of HSF which follows 34 a first HSR and the accumulation and slow degrada-35 tion of HSP have the role of preparing the system 36 for a subsequent occurrence of the same stressing 37 situation (HS) already encountered in the past, thus 38 representing a transient molecular memory. Figure 12: Simulation of a generic double heat shock experiment. The second heat shock is provided respectively after 30 min, 2 h, 3.5 h and 5 h. We can appreciate how the dynamics changes at the level of each species. Particularly relevant is the fact that a full response to the second HS is possible only after about 5 h, as clearly shown by e.g. the SK * , HSF * and mRNAs curves. 
18
We selected the values of the free parameters 19 in order to match the observations. In Fig. 13 20 we studied the behaviour of the added part of the 21 system and we compare it with experimental data,
22
verifying that the qualitative behaviour is similar.
23
Applying an HS of 1h by increasing the tempera- Fig. 6b ). This com-11 parison requires the simplifying, but still reasonable, 12 additional assumption that the activity of the ARS 13 enzyme is roughly directly proportional to its con-14 centration. Given the simplicity of the extension 15 that we used to include this into our model, and the 16 rough estimation of the involved parameters, the 17 qualitative agreement between simulation and data 18 is already remarkable.
19
C Supplementary Material: ex-20 tended description of the calibra-21 tion of the model 22 In this section we provide more details on the proce-23 dure that we have employed to calibrate the model. 24 We describe in detail the objective function used and 25 which data are involved in calibration. We then de-26 scribe the random sampling of the parameter space 27 and the gradient search employed to determine the 28 final set of parameter values. Table 5 ). we generated 10 5 randomized sets of parameters.
40
For each randomized set of parameters we com- We then select the 5% of the points corresponding values of the RMS occur more often can be identified.
9
Very low values of the RMS can occur everywhere 10 in the interval used for the random scan, depending 11 on the values assumed by the other parameters.
12
We subsequently plotted the values of the RMS 13 as function of each couple of parameters (obtaining 14 400 figures). We found that sometimes there is 15 some correlation or anti-correlations between the 16 preferred values for the two parameters of the couple 17 (an example is shown in Fig. 15) . Nevertheless, for 18 the majority of the couples no such correlation can 19 be identified.
20
Moreover the parameter set which provides the 21 best RMS among this randomly generated set (i.e. 22 the isolated point at the bottom of Fig. 14) Fig. 5 ). Defining such an RMS is much more 11 arbitrary than defining the RMS w.r.t. the controls 12 of the feeding experiments, because of the previ-13 ously mentioned hypothesis on the proportionality 14 between the enzyme concentration and its activity. 15 We do not combine the two RMSs, as this would 16 require to attribute to the two a weight which would 17 be highly arbitrary.
18
For these reasons we only compute this second 19 RMS a posteriori as a check, for the best 5000 20 among the random parameters sets selected above, 21 and show the distribution of the values of the two 22 different RMS in Fig .17 . This shows that minimiz-23 ing both at the same time cannot be obtained, and 24 one needs to find a trade-off between the two. The 25 for the 20 rate constants employed in our model (see 6   Table 2 ). We compute the corresponding value of 7 the root mean square RM S ( x 0 ). We then compute 8 numerically the gradient of the RMS at that point 9 ∇RM S ( x 0 ) (by approximating partial derivatives 10 using the symmetric difference quotient).
11
We then proceed along the direction op-12 posite to the gradient towards a new point 13 x n+1 = x n − γ ∇RM S ( x n ) in the parameter space 14 which provides a smaller value of the RMS. We do 15 so iteratively until a termination criterion described 16 above is satisfied, and label the iteration number by 17 n. At each iteration, we need to decide which is the 18 length of the step γ that we want to use in the direc-19 tion opposite to the gradient. To do so, we imple-20 ment a line search with the aim to loosely minimize 21 the function f (γ) .
w.r.t. γ, i.e. along the direction opposite to the 23 gradient. This means finding the value of γ which 24 minimizes the function f (γ). We do so numerically 25 employing a modification of the bisection rule based 26 on the Golden ratio to save computation time.
27
Since the orders of magnitude of the parameters 28 are very different, we expect the isosurfaces of the 29 function RM S ( x) to be far away from being spher-30 ical. This would lead to a very slow convergence of 31 Fig. 21 and discussed in the Supplementary 12 Material.
13
The figures mentioned above show the correspond-14 ing results of the simulations performed with our 15 model using the final parameter set determined as 16 described in the previous section. The experimental 17 set-ups, the salient features of each experiment and 18 the way to use our model to simulate these exper-19 iments have been widely described in Sections 3.1 20 and 3. the absolute values, we nevertheless know given its 10 definition that the z-score is linear with respect to 11 the concentration value represented by each data 12 point, then we do not expect any distortion on the 13 vertical axes of the plot if we would be able to 14 transfer these data to the corresponding original 15 values, which justify the comparison of Fig. 21 
