Video Partitioning and Secured Keyframe Extraction of MPEG Video  by Thakre, K.S. et al.
 Procedia Computer Science  78 ( 2016 )  790 – 798 
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of organizing committee of the ICISP2015
doi: 10.1016/j.procs.2016.02.058 
ScienceDirect
Available online at www.sciencedirect.com
International Conference on Information Security & Privacy (ICISP2015), 11-12 December 2015, 
Nagpur, INDIA 
Video Partitioning and Secured Keyframe Extraction of MPEG 
Video
K.S.Thakrea*,A.M.Rajurkarb,R.R.Manthalkarc
aAssociate Professor,Department of Information Technology,Sinhgad College of Engineering,Pune 
bProfessor &Head,Department of CSE,MGM College of Engineering,Nanded                                                                    
cProfessor,Department of EnTC, SGGS Institute of Engineering and Technology,Nanded 
Abstract 
Video partitioning and keyframe extraction (KFE) are the key foundations of video analysis and Content based video 
retrieval. The use of keyframes reduces the amount of data that is necessary in video indexing and provides the outline for 
dealing with the video content. In the last few years, many algorithms of keyframe extraction concentrated on the original 
compressed video stream. This can increase computational complexity when decompression is required before video processing.
Keyframe is the frame, which can be a prototype of the salient content and information of the shot. The keyframes extracted must
summarize the significant features of the video in time sequence. Therefore, there is a commensurate need of an efficient and 
secured keyframe selection technique in an efficient CBVR system. We propose an algorithm for keyframe extraction of 
compressed video shots using adaptive threshold method. Extensive computation on 200 plus video clips is performed and results 
are accurate and satisfactory. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
  Videos are inextricable part of day-to-day life that finds many important applications such as digital 
libraries, distance learning, public information systems, electronic commerce, and video on demand, etc. These 
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applications have aggravated the demand for Video Database Management Systems (VDBMSs). Organizing and 
managing video data, however, is much more complicated than managing text and numbers due to the huge volume 
of video files and their contents that are rich in semantic. In traditional database management systems, the record is 
the primary structural element that is used for indexing and retrieving information.  However, we cannot use this 
scheme for VDBMSs because of the unstructured nature of video data. In a video stream, there are two levels of 
abstractions, the complete stream of video and the solitary frames[1]. For most applications, the complete video 
stream is too rough as a level of abstraction, whereas a single frame is usually not the component of interest.  In 
general, it is more useful to store a video as a chain of shots which is a collection of frames recorded from a single 
camera operation or meaningful abstract representations of the video segments called as keyframes. Since Content 
based video retrieval system can be used for any domain like movie, commercial, drama, defence, sports etc. the 
keyframe selection method must be secured and correct. While browsing the query video certain security checks can 
always prevent the further problem. A structural hierarchy of video is shown in figure 1.  
Fig. 1. Structural Hierarchy of Video 
Video is usually structured in a hierarchy as shown in Fig. 1.  A video is composed of scenes [21]. A scene is a 
logical event in a programme and it is composed of one or more shots. Consecutive series of frames that are taken 
from a single camera and are in relation with each other are called a shot. Thus, a shot represents a continued series 
of action in time and space [2]. Hindrances caused by speedy objects and motion of the camera are often wrongly 
taken to be shot boundaries and its removal is a challenge to the researchers. 
Keyframes are also known as representative frames, R-frames, still-image abstracts or stationary storyboard. 
Keyframe Extraction (KFE) has been recognized as one of the important research issue in Content based video 
retrieval. The easiest way to tackle the KFE problem is to randomly select a frame in every shot [3]. However, 
selecting only one keyframe for each shot, often lose lot of visual information to represent the entire shot faithfully. 
This particular research work is part of our PhD thesis Content based video retrieval in compressed domain [22].
2. Literature Survey 
The storage, management and transmission methods of video information become more and more significant, 
because it contributes in reducing the network congestion and transmission of invalid information. The primary 
element for the success of these applications mainly depends on the effective and efficient storage and management 
of video abstraction, which is also called as keyframe extraction. An enormous quantity of audio-visual information 
and at the same time giving user-friendly access to the data stored has given momentum to a rapidly developing 
research area known as video abstraction [23]. As the name depicts, video abstraction is a technique for generating a 
short briefing of a video, which can be a chain of stationary images that are known as keyframes. There are many 
unwanted repetitions among the frames in the same shot; and so, certain prototype frames are selected as keyframes 
to broadly represent the shot [4]. The extracted key frames should have the most of the important content of the shot 
and repetitions should be kept away. Video abstraction is done in a number of ways and this section aims to give an 
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idea of all the important existing techniques. All the techniques and methods of keyframe extraction are already 
explained in[22].  
The easiest way to generate keyframes is uniform sampling. Although easy and efficient for computation, 
sampling-based methods may generate no keyframes for a shot.  This method may produce several keyframes with 
same content to represent a long static section, and thus cannot represent the actual video content effectively [5]. 
There are different ways for deciding the number of keyframes in a keyframe extraction process that is automatic, 
and they strongly shape the calculation that underlies the optimal set of keyframes. The size of the keyframe is 
decided as: a known priori, unknown posteriori, or fixed internally within the process of abstraction. 
Priori: The number of keyframes that are to be used is pre-decided and given as a constraint to the algorithm 
employed for extraction. It could be a number or a ratio spread over the length of the video and it can change 
according to the user’s knowledge. This method is also known as rate constraint keyframe extraction and is useful in 
systems of mobile devices where resources at hand are restricted. Distribution of keyframes for these systems 
depends on the bandwidth of transmission, capacity of storage or size, display of the terminal at the receiving end. A 
special but commonly occurring case is when each shot has one selected keyframe which is initial, medial or the one 
that represents the content to the most. This technique however fails to make sure that each important part of the 
video contains at least one keyframe. 
Posteriori: Here the number of keyframes removed from a sequence is known only at the end of the process. The 
number is decided as per the level of visual changes. Where there is more action, more keyframes are needed to 
represent and in a static shot, lesser also serve the purpose. However if the number of keyframes is too big for 
dynamic scenes, it creates problems in interactive work. When size is not mentioned, the problem needs a 
dissimilarity tolerance.  By increasing cost of computation, this approach can be transformed into the first approach 
by reducing level of fidelity to an extent where keyframes produced match the predefined value approximately and 
the inverse holds true too. 
Determined: This is in the gist of a posteriori method but we need to take cognizance of the approaches that try to 
fix the appropriate number of keyframes before the full extraction is done. For instance, with cluster-based methods, 
cluster validation can be carried out to fix the number of clusters before or within the actual process of clustering. 
Another approach is to use first frame of each shot as a keyframe [6]. Although the approach is simple but each 
shot gets only one frame for its representation without bothering the complex spatio-temporal contents of the shots. 
Since video contains sequence of frames captured in continuous action, the very first frame may not contain the 
complete spatio-temporal information and the frames next in the sequence with rich contents may get discarded. 
Several methods have been suggested in the literature, and the histogram difference as used in [4,7,8] is the most 
popular.  Alternative methods comprise of the accumulated energy function calculated from movements of image-
block across two consecutive frames [9] and transformations in the number or geometric properties of extracted 
video objects [8]. The latter is more true when video objects can be in the case of surveillance videos where 
extraction is more effective [18, 20].  Selecting an appropriate metric is important not only to this, but also to almost 
every other approach too. One hurdle associated till now with the sufficient content change method as presented is 
that the keyframe does not represent any section of the video sequence that precedes it and hence, its representation 
coverage is not optimal.  
In [10], Rasheed and Shah give a smaller set of keyframes by producing a new keyframe if it is different from all 
existing ones and not merely the previous one. Sequential comparison based algorithms have a number of plus 
points viz. their ease, intuition, they are less complicated for computation and their adaptation to the total number of 
keyframes in the shot length. However there are a few demerits too that are 1) Keyframes represent more of local 
rather than global properties of the shot 2) These algorithms become unsuitable for those applications that require an 
even distribution or a determined number of key frames because here distribution is irregular  and number of 
keyframes are unrestricted. 3) If there is repetition in content of the shot, unwanted repetition can be seen in 
extraction too.In [11] the keyframes are extracted from the video segments identified using the DC histogram 
comparison technique. The similarity measurement technique used is the accumulated difference between the 
current frame and the previous keyframe as given below       
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where  H KF(j) is the j
th histogram bin value of the DC histogram of the previous keyframe. The first frame in a video 
clip is always declared as the first keyframe. Then, the other subsequent frames are compared with this first frame. 
When the difference becomes greater than the threshold T2=10, the current frame is declared as the next keyframe. 
A static threshold which is selected here may not be suitable for each video clip.  
Another way of choosing keyframes would be to compare each frame to every other frame in the scene and then 
choose the frame with the least difference from other frames in terms of a given measure of similarity. Obviously, 
this requires a lot of computation and is not practical for most applications. Lagendijk et al. [12] suggested a 
technique for selection of keyframe by assuming that every keyframe represents a contiguous interval in a shot. Like 
the Lloyd-Max algorithm in the design of a scalar quantizer [13], they try to optimize the limits of intervals and the 
location of the keyframe within each interval. Zhuang et al. [17] proposed a system which considers that a keyframe 
is allowed to represent several disjoint clusters in a shot. However, the center of each cluster, in general, does not 
guaranteed to cover all the frames in the same cluster within the bound of their extraction parameter. Wolf [15] 
computed the optical motion flow for each frame and then used a simple metric to derive the changes in the optical 
flow along the sequence. Keyframes are then found at places where the metric is a function of time and has its local 
minima. In the next section, we present an adaptive keyframe selection algorithm. 
3. Proposed Algorithm 
Since video contains spatial, temporal, semantically rich and huge numbers of correlated frames, managing and 
processing them for further stages of CBVR that is feature extraction and indexing is the complex task and needs 
very large storage and computing time. Hence selecting keyframes is always a challenge to the researchers. If the 
keyframes are wrongly chosen, then rest all steps of CBVR may not lead to the efficient results. 
Many approaches are adapted to select the keyframes of the video shots as described in the literature but 
following limitations are identified. 
1) The very first frame that is selected as a keyframe to represent the salient features in every shot of the video 
clip often lose a lot of visual information to represent the entire shot faithfully. 
2) Comparison of each frame with every other frame to identify the keyframes is computationally costly and 
needs maximum time. 
3) Most of the keyframe approaches use static threshold for similarity measurement of the frames however, 
used threshold value may not be suitable for all the video clip. For some of the video clips the keyframes 
may contain rich spatiotemporal information but for some other video clips the same threshold may avoid 
the meaningful information and increase the false positives.   
Therefore, there is a commensurate need of an efficient keyframe selection technique. Hence, we propose an 
adaptive keyframe selection algorithm that is described in following section. The basic prerequisite and assumption 
for keyframe extraction algorithm is the shots also called as hard cuts. The algorithm for shot segmentation is 
explained in next paragraph.   
Algorithm: SBD Algorithm to detect shots or shot-segments of the video 
Input:  An MPEG video 
Output: S1, S2.....Sn  //Number of shots 
Procedure: 
   1.  For all frames f1, f2, -----fn   
   2.  Select f1, f2 // f1=first frame, f2= second frame 
   3.  For all blocks of frames f1 and f2
   4.  Select b1, b2 // b1, b2 are nonoverlaping blocks of size 16x16 
   5.  Apply wavelet transform to b1, b2
                                                                                                                                                                                      (2) 
                                                                                                     
   6. Compute the distance between transformed blocks  
                     (3) 
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   7. Store the distance in a vector  
   8. Repeat the same process for all the blocks of two frames 
   9. Compute mean value of distance vector 
  10. Repeat this process for every consecutive frames. 
  11. The frames are chosen as of same shot if it satisfies the condition L2ij<=ST. If the condition is false, then the  
        two frames belong to different shots.  
12. Stop 
Fig. 2.  Proposed shot boundary detection algorithm 
There are many unwanted repetitions among the frames in the same shot as it has a correlated sequence of 
frames.  There is no point in processing the unwanted frames within the shots that are recognized by the shot 
boundary detection process. Therefore, some frames that best depict the shot contents are to be chosen as the 
keyframes [19]. Hence, a video abstraction mechanism for producing a short abstract representation of a video is 
needed. The extracted keyframes should contain as much salient content of the shot as possible and refrain from as 
much redundancy as possible. Next section presents the overview of the algorithms that are used for keyframe 
extraction and the proposed algorithm.  
 The proposed algorithm selects the keyframes by computing average mean of each frame of the individual shots 
that are further stored in a vector.  The local minima and maxima of each vector are then determined and are 
compared with the mean values, which are stored in a vector. The frames that match its mean value with the local 
maxima and minima are selected as the keyframes and their indices are noted down. The adaptive keyframe 
selection algorithm is given in Fig. 3. 
Algorithm: To find keyframes from the video shots 
Input :   shots of the MPEG video 
Output:  kf1, kf2.....kfn  // Keyframes of the shots 
Procedure: 
1. For all the shots st1,st2-----stn
2. For all frames f1, f2, -----fn
3. Compute mean of each frame and store them in a vector  
4. Compute local minima and maxima of the average mean values and match them with mean values 
5. Identify the frames and mark them as keyframes and note the indices 
6. Stop
Fig. 3. Proposed algorithms for keyframe extraction 
The method works better than selecting any random or first frame of the shot of the video clip as discussed 
above. The snapshots of the detected keyframes for the movie Starwars are given in Fig.10.  
4. Results and Discussions 
We present the results of the proposed keyframe selection algorithm. The algorithm is tested using video clips of Open 
Video Project and other downloads. The Dataset for examining the system contains 200 videos of all genre i.e. movie, sports, 
educational, technology, advertize. Normalized Frame size is 256x256 and the algorithm is implemented in Matlab7.14. Fig.5,6,7 
shows the results of proposed algorithms for the query video Cadbary.mpg and Fig. 8,9,10 provides the results for query video 
starwars.mpg. Keyframe extraction analysis for few more sample videos is provided in Table 1.  This table summarizes the query 
video clips with their size, number of frames and duration in seconds. It also contains the extracted keyframes by proposed 
algorithm.
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Fig. 8. Frames of movie Starwars 
Fig. 9.  A snapshot of detected Shots of movie Starwars 
Fig. 10. Keyframes found for movie Starwars with indices 
Table 1. Extracted Keyframes by proposed algorithm 
Query Video  Frames Video duration 
(sec)
Video size No. of  extracted 
Keyframes  
starwars.mpg  2919  120.2  1.66 Mb  89  
Shoab3.mpg  95  04  748 Kb  03  
baryrichard.mpg  316  12  2.16 Mb  03  
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tmoovee1.mpg  1014  33  1.14 Mb  32  
Imran2.mpg  193  07  1.34 Mb  03  
garner.mpg  169  06  1.18 Mb  11  
gooch.mpg  212  08  1.27 Mb  07  
gowar.mpg  98  09  1.44 Mb  04  
5. Conclusion 
Most of the existing systems use all the frames to represent an entire shot of video clips that increases the 
processing time and storage size of the system because of the huge correlated frames of the video clips. Unlike all-
frame based representation of shot, the proposed approach analyzes abstract keyframes within video segments to 
extract visual features of the video clips.  The result reveals that the keyframes selected by the proposed algorithm 
are meaningful and contains the rich semantic concepts that can be further used for feature extraction step of video 
processing. We found that the proposed algorithm is also executed in O(n*n). 
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