This compilation revises the previously recommended list of energy levels of singly ionized manganese (Mn ii) and provides a comprehensive list of observed spectral lines and transition probabilities in this spectrum. The new level optimization takes into account critically assessed uncertainties of measured wavelengths and includes about a hundred high-precision wavelengths determined by laser spectroscopy and Fourier transform techniques. Uncertainties of 63% of energy levels and 74% of Ritz wavelengths are reduced by a factor of three on average.
INTRODUCTION
Spectral lines of singly ionized manganese (Mn ii) have been observed in many astrophysical objects including the Sun and nebulae and are widely used to derive the abundance of manganese and radial velocities in these objects. Some prominent lines of Mn ii are also used in the studies of time variation of the fine-structure constant (see, e.g., Nave 2012, and references therein). For these purposes, it is necessary to know the exact rest wavelengths and radiative rates of spectral lines. Until now, the recommended data used to determine these quantities were provided by the critical compilations of Sugar & Corliss (1985) on energy levels and Martin et al. (1988) on transition probabilities.
The energy levels of Mn ii given by Sugar & Corliss (1985) were based mainly on the work of Iglesias & Velasco (1964) , supplemented by configuration and term labels and Landé factors derived from publications prior to 1970. In the transition probability compilation by Martin et al. (1988) , there were only 15 transitions of Mn ii. In the following years, new highprecision wavelength measurements of about 100 lines were published by Johansson et al. (1995) . Holt et al. (1999) , Kling & Griesmann (2000) , and Nave (2012) . Twenty-two forbidden lines of Mn ii were identified in nebulae spectra by Wallerstein et al. (2001) and Hartman et al. (2004) . Transition probabilities of 186 lines were measured by Den Hartog et al. (2011) , Kling & Griesmann (2000) , and Kling et al. (2001) .
The purpose of the present paper is to provide revised, more accurate lists of energy levels, observed and Ritz wavelengths, and transition probabilities of Mn ii taking into account the new data mentioned above. Iglesias & Velasco (1964) listed 3556 lines of Mn ii in the region from 953 Å to 9907 Å, about 95% of which were classified as transitions between energy levels derived by the same authors. Regarding the measurement uncertainties, they made only a general statement that in most cases the wavelengths could be determined with an error of only a few thousands of an angstrom. However, about half of the wavelengths were given with three figures after the decimal point (in angstroms), while the other half were given with only two figures after the decimal point. In addition, many lines were characterized as hazy, extremely hazy, double, or multiply classified. To estimate wavelength uncertainties for different categories of lines, we compared the reported observed wavelengths to the Ritz wavelengths derived from the energy levels given by Iglesias & Velasco (1964) . This initial estimate yielded standard deviations "observed-Ritz" of 0.008 Å and 0.015 Å for wavelengths of unperturbed lines given with three and two digits after the decimal point, respectively, and about twice larger for lines characterized as hazy or double. For the longerwavelength regions (4793-8215) Å and above 8220 Å, standard deviations of hazy lines given with three and two digits after the decimal point increased to 0.07 Å and 0.35 Å, respectively. Using these standard deviations as estimates of uncertainty, we made an initial level optimization (described in the next section) and obtained an improved set of energy levels. Then the comparison was repeated, confirming the initial uncertainty estimates, except for the unperturbed lines given with three digits after the decimal point, for which the new comparison yielded a slightly lower standard deviation "observed-Ritz" of 0.006 Å; the latter was adopted as the uncertainty of these wavelengths (all uncertainties given in this paper are on the level of one standard deviation). The much larger uncertainties of hazy lines in the near-infrared region can probably be explained by their wide hyperfine structure. Johansson et al. (1995) measured the wavelengths of nine lines of the 3d
OBSERVED LINES AND THEIR UNCERTAINTIES
• multiplet near 6120 Å using a Fourier transform spectrum of a hollow-cathode lamp. They specified their measurement uncertainty as less than 3 mÅ. Holt et al. (1999) measured the hyperfine structure and absolute wave numbers of 73 lines between 4205 Å and 7942 Å using collinear fast-ion-beam laser spectroscopy. The accuracy of the absolute wave number measurements was dominated by the ±0.005 cm −1 uncertainty of the I 2 and Te 2 standards. Kling & Griesmann (2000) measured wavelengths and relative intensities of 17 lines between 2298 Å and 4128 Å originating from the 3d 5 4p 5 P • and 7 P • levels. They employed a vacuumultraviolet Fourier transform spectrometer and a hollow-cathode discharge lamp. The wavelength uncertainty for the centers-ofgravity of the hyperfine structures was specified as ±1 mÅ. However, since all wavelengths were rounded off to 1 mÅ, we increased the assigned uncertainty to ±1.5 mÅ. Nave (2012) adjusted the calibration for wave numbers of three ultraviolet lines measured by Aldenius (2009) and gave the corrected wavelengths with an uncertainty of ±0.000020 Å. Wallerstein et al. (2001) observed 22 lines of Mn ii in the spectrum of the η Carinae nebula, four of which correspond to forbidden transitions between 6201 Å and 7089 Å. We estimated their wavelength uncertainty from the average deviation of measured wavelength from the much more accurate Ritz values. For all 22 observed Mn ii lines, this deviation is about ±0.09 Å on average. Hartman et al. (2004) observed 20 forbidden transitions of Mn ii in emission of a filament in the η Carinae nebula in the spectral region between 5390 Å and 7880 Å. We converted their measured vacuum wavelengths to the rest frame by subtracting a wavelength shift equivalent to the radial velocity of −110 km s −1 , which is a mean shift determined for all their observed Mn ii lines. The uncertainties of these measured wavelengths are assumed to be dominated by deviations of radial velocities corresponding to individual line measurements from the mean value, equal to ±11 km s −1 on average. This corresponds to wavelength uncertainties ranging from 0.20 Å to 0.29 Å.
The list of all observed lines of Mn ii is given in Table 1 . In addition to the observed wavelengths and their assessed uncertainties, this table includes the Ritz wavelengths and their uncertainties determined in the level optimization procedure (see the following section). The wavelengths between 2000 Å and 20000 Å are given in standard air; outside of this range, the wavelengths are in vacuum. Conversion from vacuum to standard air was made using the five-parameter formula for the refraction index of air from Peck & Reeder (1972) . Observed relative intensities are quoted from Iglesias & Velasco (1964) . Intensities observed by other authors have been reduced to the same scale, except for those of forbidden lines from Hartman et al. (2004) . For lines characterized by Iglesias & Velasco (1964) as "traces," we give an intensity value of zero. For three lines observed by Kling et al. (2001) , the observed wavelengths given in Table 1 are Ritz wavelengths rounded to the nearest 0.01 Å; their center-of-gravity wavelengths were not determined by Kling et al. due to difficulties of analyzing the hyperfine structures. Several tens of lines given by Iglesias & Velasco (1964) without classifications have been classified here as transitions between known levels. Some of these classifications are tentative; these lines are marked with an "i" in the intensity column.
Of all the observed lines given in Table 1 , 95% are classified as transitions between known energy levels. The remaining 188 unclassified lines are mostly weak ones; there are only 11 moderately strong unclassified lines with intensities between 40 and 100. In addition to observed lines, we included in Table 1 predicted wavelengths of 17 unobserved forbidden transitions between low-lying levels of even parity and predicted wavelengths and A-values of 20 unobserved astrophysically important electric-dipole-allowed transitions.
OPTIMIZED ENERGY LEVELS
The energy levels have been determined from the set of all observed wavelengths using the least-squares level optimization code LOPT (Kramida 2011) . In this procedure, the uncertainties of observed wavelengths were set to values assessed in the previous section. Several tens of questionable and tentatively classified lines were excluded from the level optimization. These lines are marked with an "X" in the last column of Sugar & Corliss (1985) . Each of these levels is determined by two or three weak lines.
The uncertainties of the excitation energies determined in the level optimization procedure are included in Table 2 . For 63% of levels, the uncertainties have been reduced by a factor of three on average, as compared to the uncertainties given by Iglesias & Velasco (1964) . For the majority of the remaining 37% of levels, uncertainties are somewhat decreased. This reduction of uncertainties stems from the relatively few high-precision wavelength measurements discussed in the previous section, as well as from intrinsic properties of the level optimization procedure involving statistical averaging of many transitions determining each level.
The level values in Table 2 , as well as the Ritz wavelengths in Table 2 , have been rounded according to the "rule of 20"; namely, the uncertainty of each value is between 2 and 20 units of the last decimal place given. For one level, 3d 5 ( 4 G)5p s 5 F
• 2 , an extra digit was necessary in order to reproduce some precisely measured transition wavelengths.
The Ritz wavelengths in Table 1 were also determined in the level optimization procedure. Their uncertainties take into account covariances of the levels involved in transitions. For 75% of classified lines, uncertainties of the new Ritz wavelengths have been reduced by a factor of four on average as compared to the uncertainties determined by the uncertainties of the energy levels given by Iglesias & Velasco (1964) . For most of the remaining 25% of lines, there is a moderate decrease in uncertainties. With a few exceptions, the energy levels and Ritz wavelengths agree with those given by Iglesias & Velasco (1964) within combined uncertainties.
Level designations, percentage compositions, and Landé factors included in Table 2 are quoted from Sugar & Corliss (1985) , except for the above-mentioned w 1 H
• 5 level, which was designated by Iglesias & Velasco (1964) in their line list.
TRANSITION PROBABILITIES
Transition probabilities (A-values) of 186 lines were determined by Kling & Griesmann (2000) and Kling et al. (2001) from measured branching fractions in emission of a hollow cathode lamp. These branching fractions were normalized to an absolute scale using accurately measured radiative lifetimes. Hartog et al. (2011) . These authors also remeasured and critically evaluated the radiative lifetimes of the upper levels of these two multiplets. This set of accurate measurements provided a reference data set for comparison with other data available in the literature.
Transition probabilities of 15 transitions from the ground state a 7 S 3 to levels of several 7 P • and 5 P • terms were determined by Toner & Hibbert (2005) using large relativistic configurationinteraction calculations. Five of these transitions having wavelengths above 2000 Å were measured by Kling & Griesmann (2000) . For these transitions, calculations of Toner & Hibbert agree fairly well with the measurements. The agreement is very good (to about 8%) for strong resonance transitions and becomes Iglesias & Velasco (1964) . For extremely weak lines characterized by Iglesias & Velasco as traces, a value of zero is given. The intensity value is followed by the line character encoded as follows: bl -blended; D -double line; h -hazy; H -extremely hazy; i -identification uncertain; m -masked; w -wide line; : -wavelength was not measured; the value given is a rounded Ritz value; * -multiply classified or intensity given is shared by more than one line; ?-questionable observation. b Standard air wavelength for λ between 2000 Å and 20000 Å, vacuum wavelength otherwise. Conversion between air and vacuum was made with the five-parameter formula from Peck & Reeder (1972) . c Observed wave numbers of lines quoted from Iglesias & Velasco (1964) are from the same source. For other lines, they are calculated from observed wavelengths. d Level labels refer to column Label of Table 2 . e Transition probability uncertainty code is explained in Table 3 . f Transition type: blank -electric-dipole; E2 -electric-quadrupole; M1 + E2 -a mix of magnetic-dipole and electric-quadrupole transitions. ," the first one refers to the wavelength and the second to the intensity. h P-predicted line; X -excluded from the level optimization; S -this line alone determines one of the energy levels involved (This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.) Sugar & Corliss (1985) . d Level labels used in transition classifications in Table 1 .
(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
worse (up to 33%) for weak intercombination transitions. We extrapolated this trend to estimate the uncertainty of the calculated A-values below 2000 Å. Kurucz (1988) gave an extensive list of calculated log(gf) values for transitions between known levels. Morton (2003) included in his line list transition probabilities from Kurucz (1988) for several transitions from the ground state. We evaluated the accuracy of Kurucz's calculations by comparing them with the measurements of Kling & Griesmann (2000) and Kling et al. (2001) . For strong transitions with a line strength greater than 10, these data sets agree within 10%. For moderately strong transitions with a line strength in the range from 2.3 to 10, agreement is much worse, about 40% on average. For weaker transitions, the calculated A-values deviate from the measured ones by more than 50%. Wujec & Weniger (1982) measured transition probabilities of 326 lines in the region between 2370 Å and 3500 Å in emission of a wall-stabilized arc using photographic plates. Martin et al. (1988) did not include these data in their compilation because of large discrepancies with other data. Kling & Griesmann (2000) found that the measurements of Wujec & Weniger (1982) were affected by self-absorption. In addition to that, comparison of their data with more accurate values discussed above indicates that there were significant errors in the intensity calibration of Wujec & Weniger both as a function of wavelength and exposure. Their reported A-values deviate from our critically assessed ones by a factor of two on average. Therefore, we did not make use of them. The selected critically assessed transition probabilities of 844 transitions are included in Table 1 . Uncertainties of the adopted A-values are specified in Table 1 with a letter code instead of numerical values because the statistical distribution of both measured and calculated A-values is far from normal. The letter code is explained in Table 3 .
CONCLUSIONS
As a result of this work, the uncertainties of 63% of all known energy levels of Mn ii are reduced by a factor of three on average. A similar reduction of uncertainties is achieved for Ritz wavelengths of 74% of all observed spectral lines. Comprehensive lists of 570 energy levels and 3975 spectral lines with assessed uncertainties are compiled. For 844 lines, critically evaluated transition probabilities are included. These improved data can be used for interpretation of solar, stellar, and nebular spectra in a wide wavelength range from 930 Å to 2 μm and for determination of manganese abundances in astronomical objects.
This work was partially supported by the National Aeronautics and Space Administration (NASA) under interagency agreement NNH10AN38I.
