Compressed Sensing is about recovering an unknown vector of dimension n from m n linear measurements. This task becomes possible, for instance, when few entries of the vector have large magnitude and, hence, the vector is essentially of low intrinsic dimension. If one wishes to recover an n1 × n2 matrix instead, low-rankness can be added as sparsity structure of low intrinsic dimensionality. For this purpose we propose a novel algorithm, which we call Alternating Tikhonov regularization and Lasso (A-T-LAS2,1). It is based on a multi-penalty regularization for recovery of low-rank matrices with approximately sparse singular vectors, which is able to leverage both structures (low-rankness and sparsity) simultaneously and effectively reduce further the number of necessary measurements with respect to the sole use of one of the two sparsity structures. We provide local recovery guarantees of A-T-LAS2,1. The analysis is surprisingly relatively simple, e.g., compared to the one of other similar approaches such as Sparse Power Factorization (SPF). It relies on an adaptation of restricted isometry property to low-rank and approximately sparse matrices, LASSO technique, and results on proximal alternating minimization. We show that A-T-LAS2,1 exhibits similar performance to the state of the art method SPF, outperforming it in strong noise regimes and for matrices whose singular vectors do not possess exact (joint-) sparse support.
Introduction

Compressed sensing, quadratic and bilinear measurements, lifting
We start with summarizing the conceptual and information theoretical developments, which led to the problem addressed in this paper, which is the recovery of low-rank matrices with approximately sparse singular vectors from near-optimal amount of linear measurements. We also mention some of the relevant applications motivating it. Let us start from a brief recollection about compressed sensing, which is by now an established approach to efficient compressed signal acquisition. Efficiency here usually refers to the minimal amount of nonadaptive linear measurements, i.e., (noisy) measurements y ∈ R m obtained by applying a universal measurement matrix A ∈ R m×n to any nearly sparse vector u ∈ R n representing an analog signal, with the goal of the stable recovery of u from y = Au + η, where η ∈ R m is possible additive noise, under the restrictive assumption of m n being minimal. Compressed sensing applies to problems where one wishes to reconstruct a signal from devices that perform linear measurements, and where taking many measurements -in particular, a complete set of measurements -is a costly, difficult, or otherwise undesired procedure. One further requires (information theoretical) optimal recovery via polynomial complexity algorithms, such as convex optimization algorithms, e.g., 1 -norm minimization, or via greedy algorithms, e.g., Orthogonal Matching Pursuit.
The theory of compressed sensing was formalized in the seminal works [8, 6] and [16] . Theoretical [30, 22, 24, 15] and practical [39, 34, 43, 42, 48, 44] aspects of compressed sensing appeared earlier, but the former works show how to combine 1 -norm minimization and suitable spectral properties of random matrices to achieve optimal and practical recovery of sparse vectors from the fewest number of linear measurements. In fact, the Restricted Isometry Property (RIP) (initially called the uniform uncertainty principle) plays a crucial role in stable recovery [10, 8] . For instance, Gaussian, Bernoulli, and partial random Fourier matrices [10, 41] possess this property. Several other classes of random matrices with structures favorable to efficient computation were studied in [21, 47] . These results use tools from probability theory and finite dimensional Banach space geometry, see e.g. [32, 28] .
Besides 1 -norm minimization, greedy strategies such as orthogonal matching pursuit [46] , CoSaMP [45] , and iterative hard thresholding [4] yield practical and efficient recovery. These algorithms may offer better complexity than standard interior point methods.
Often models of physical measurements in the applied sciences and engineering are not linear and it is of utmost interest to investigate to which extent the theory of compressed sensing can be generalized to even more general nonlinear measurements. Similarly to linear problems, also the unique and stable solution of a nonlinear equation is, in general, an impossible task, unless we require certain a priori assumptions on u such as near-sparsity and related isometrical properties to nonlinear mappings defining the equation. Motivated by phase retrieval problems, which are of importance for diffraction imaging and X-ray crystallography [17, 19] , an extension of compressed sensing paradigm to quadratic measurements became an active field of research. Let us explain its general mathematical formulation. Let {A i : i = 1 . . . , m} ⊂ R n×n be a collection of measurement matrices. We consider the quadratic mapping 
and we aim at reconstructing a signal vector u ∈ R n from measurements y = A(u)u + η.
Since F (u) = F (−u), the vector u can at best be determined up to its sign (resp. phase for complex matrices and vectors). In particular, for rank one measurement matrices A i = a i a T i , for vectors a i ∈ R n , i = 1, . . . , m, the choice of measurements
models the phase retrieval problem. Also more general {A i : i = 1, . . . , m} in (1) can be chosen, for instance, a set of independent random matrices, e.g., with independent Gaussian entries. Let us now explain the mechanism, called lifting, connecting nonlinear vector recovery problems of the type (1) and linear low-rank matrix recovery problems: fix A a random map that takes values in linear maps from R n×n to R m . Then A is called nearly isometrically distributed if, for all X ∈ R n×n ,
and, for all 0 < < 1, we have
with probability of failure at most 2e −mf ( ) , where f : (0, 1) → R >0 is an increasing function.
(Note that the definition of near-isometries in [40] is more restrictive.) For instance, if {A i : i = 1, . . . , m} in (1) are independent matrices with independent standard Gaussian entries as mentioned above, then the linear map
is nearly isometrically distributed, see, e.g., [40] . Notice that (5) and X = uu T allow to transform the nonlinear problem y = A(u)u + η into the linear problem y = A(X) + η.
The following theorem ensures that linear mesurements A(X) uniquely identify sparse vectors u for which X = uu T up to sign: Theorem 1.1 ( [18] ). Fix 1 ≤ k ≤ n. If A is a nearly isometric random map from R n×n to R m and F (u) = A(uu T ), then there are constants c 1 , c 2 > 0, such that, uniformly for all 0 < δ < 1 and all sparse u, z ∈ R n with at most k nonzero entries
with probability of failure at most 2e The relation (7) represents a basic model of restricted isometry property for matrices, which are simultaneously of maximal rank 2 and with sparse singular vectors. Below we extend it to non-symmetric matrices of higher rank with approximately sparse decomposition vectors, see Definition 3.3. The scaling invariance of (7) cannot be preserved in this case (cf. Remark 3.11). We end up with an additive RIP which is inspired by the concepts in [38, Def. 1.1 & Thm. 1.5] . The significant advantage of lifting the nonlinear problem (1) to the low-rank matrix recovery problem (5) is the possibility to use again convex optimization algorithms [9] , in particular nuclear norm minimization [40] .
In fact, not only quadratic problems such as (1) can be recast into low-rank matrix recovery, but also blinear inverse problems. They arise ubiquitously in a variety of areas. For example, blind deconvolution factors two input signals given their convolution, which is a bilinear function. In general, bilinear inverse problems involve various ambiguities and do not admit a unique solution. To narrow down solutions, sparsity models are again introduced and the resulting sparse bilinear inverse problem has been shown empirically to admit good solutions in various real-world applications [1, 11] . In the lifted formulation, one obtains a solution to a bilinear system y i = F i (u, v) + η i , i = 1, . . . , m from a low-rank solution to a linear system y = A(X) + η in the matrix-valued unknown X. For blind deconvolution, the unknown matrix X is again of rank one. On the other hand, in MIMO channel identification [14] , the measurements are given as superpositions of convolutions and therefore the solution to the lifted formulation is low-rank, where the rank is determined as the number of the input channels. If the map A(Z) =
T then one can define again the operator
as in (1) and the bilinear system, e.g.,
where the low-rank matrix X = uv T is to be recovered, from the given (noisy) measurements
Notice that (8) simply generalizes (1) to the case where u = v, as in fact F (u) = F (u, u). Also in this situation, solving the lifted problem (8) several methods have been considered including convex optimization, i.e., nuclear norm minimization [40, 1] . Within the framework of convex relaxation, especially interesting is the question of whether, by assuming both sparsity and low-rankness of the matrix X, one could benefit from the two combined structures (e.g. 1 -norm for sparsity and nuclear norm for low-rankness) in reducing the required number of measurements for stable recovery. A first throwback to this hope is an observation of Oymak et. al. in [36] for which the mere convex combination of regularizers for different sparsity structures does not allow in general outperforming the recovery guarantees of the "best" one of them alone. Consequently, in order to improve recovery further, one has to go beyond linear combinations of already known convex regularizers. In [3] the authors overcome the aforementioned limitations of purely convex approaches by assuming a nested structure of the measurement operator A and applying basic solvers for low-rank resp. row-sparse recovery in two consecutive steps which is an elegant approach but clearly restricts possible choices for A. Lee et. al. in contrast proposed and analyzed in [33] the so-called Sparse Power Factorization (SPF), a modified version of Power Factorization (see [27] ) which recovers low-rank matrices by representing them as product of two matrices X = U V T and then applying alternating minimization over the (de)composing matrix U, V . SPF introduces Hard Thresholding Pursuit to each of the alternating steps to enforce additional sparsity of the columns of U and/or V . Lee et. al. were able to show that using suitable initializations and assuming the noise level to be small enough, SPF approximates low-rank and row-and/or column-sparse matrices X from a nearly optimal number of measurements. If X is rank-R, has s 1 -sparse columns and s 2 -sparse rows m R(s 1 + s 2 ) log(max{en 1 /s 1 , en 2 /s 2 }) measurements suffice which is up to the log-factor at the information theoretical bound. Note that all columns (resp. rows) need to share a common support in this setting, and this seems to be an empirically necessary requirement, see Section 5.3. On the one side, empirically, it has also been shown in [33] that SPF outperforms methods based on convex relaxation. On the other side, SPF is heavily based on the assumption that the operator A possesses a suitable restricted isometry property and cannot be applied to arbitrary inverse problems. The reason is that SPF is based on hard-thresholding iterations [5] , which is well-known not to converge in general for measurement operators without such properties.
Contribution
LASSO and iterative soft-thresholding [12, 13] can be used for any linear inverse problem with sparsity constraints and still deliver accurate results in many cases. Considering this feature of iterative soft-thresholding and motivated by recent works, providing theoretical and numerical evidences of superior performance of multi-penalty regularization, see [35, 26, 13] and references therein, we propose to recover X by a variational approach and minimizing the following multi-penalty functional
where α, β are regularization parameters. We denote the global minimizer of (10) by
Note that J R α,β also applies to matrices by viewing each 2R-uple (u 1 , . . . , u R , v 1 , . . . , v R ) as the matrix X = (10) is highly non-convex, hence, it provides hope for better performances than lifting and convex relaxation. We approach its minimization by using the alternating algorithm based on simple iterative soft-thresholding, to which we refer as Alternating Tikhonov regularization and Lasso (A-T-LAS 2,1 ). However, for simplicity and ease of notation we use the ATLAS acronym throughout the paper.
In each iteration above, the terms u − u 
In practice, ATLAS converges without those terms. As most of the non-convex minimization algorithms, empirical performances of ATLAS likely depends on a proper initialization (u Section 5) . However, we do not provide any theoretical guarantees for this observation. We prove local convergence of ATLAS, see Theorem 3.13 below. One of the virtues of the algorithm is the explicit formulas for computation of the successive iterations, resulting in low computational complexity. Although relying on alternating minimization as SPF, at first glance, ATLAS may seem to be quite similar to SPF, it exhibits important positive differences: by using convex relaxation ( 1 -norm minimization) at each iteration, instead of solving a non-convex problem ( 0 -minimization) as in SPF, we can extend the approximation guarantees to the case of a high level of noise and approximate sparsity of decomposition vectors, which are cases not covered by the theoretical guarantees of SPF. By virtue of the Lipschitz-continuity of soft-thresholding, we obtain approximation guarantees, Theorem 3.4 (i) and (ii) below, also for the situation where neither restricted isometry property of the measurement operator A nor conditions on the support distribution of X are assumed. In particular, while SPF can be considered as an alternating minimization over matrices, ATLAS alternates on R pairs of vectors. This enable us to drop the assumption of a common support for all columns (resp. rows) as in SPF. Before presenting in details the main results of this paper, let us compare right away the empirical performance of ATLAS and SPF on a few explicatory cases of low-rank sparse matrix recovery. As mentioned above, SPF can be considered as state-of-the-art benchmark for such problems, as it has been shown to outperform most of the popular recovery algorithms based on convex relaxation. We compare the performance of the algorithms in terms of empirical recovery probability and mean approximation error. The comparison is displayed in Fig. 1 and Fig 2. As can be seen from the results, ATLAS shows a higher level of robustness with respect to noise, in contrast to SPF that has a better performance in noise-free cases. Additionally, ATLAS outperforms SPF as soon as singular vectors of X do not share common support, which is a quite restrictive assumption for SPF to be successful. More details on implementation and experimental settings are described in Section 5. Let us now state the main result of this paper, which is obtained by combining Theorem 3.4, Corollary 3.5, Remark 3.6, and Lemma 3.9 below. In order to simplify the reading of the result, we refrain from presenting the explicit constants and bounds and rather use the informal statements "sufficiently small/large". Moreover, the statement of the result is not in its full generality to avoid exceedingly involved bounds. In the following sections, however, these dependencies and constants are presented explicitly and in full generality. We sayX ∈ K R,Γ s1,s2 if it possesses a sparse decomposition of the formX = R r=1û
are approximately s 1 -sparse (resp. approximately s 2 -sparse) and (20) for a more precise definition. For our results below, we use the Schatten p−quasi-norm, which is the p -quasi-norm of the singular values.
for µ > 0 large enough and 0 < δ < 1. Let A : R n1×n2 → R m be the linear measurement operator of the form (9). Assume, all A i , for 1 ≤ i ≤ m, have i.i.d. K-subgaussian entries a i,j,k with mean 0 and variance 1. 
with probability at least 1 − 2 exp(−C m 1 14 ) where C > 0 is a constant depending on K and 0 < δ < 1 is an additive RIP-constant (see Definition 3.3 ).
This theorem essentially shows that a typical dimensional setting for the result to have meaning is R s ≈ n 1 n 2 (see also Remark 3.10). Moreover, the result does not apply uniformly for anyX ∈ K R,Γ n1,s of rank(X) = R and any noise levels. However, it is important to note that the result holds for ranges of noise level relatively high with respect to the magnitude of the signal. This feature ought to be very useful in real-life applications, where noise is usually quite large. Both these limitations are factual, as we show in the numerical experiments in Section 5, and not an artefact of proving techniques. Hence, Theorem 1.2 is a very accurate description of the behavior of ATLAS for the recovery of low-rank and approximately sparse matrix from near-optimal random linear measurements. The counterintuitive effectiveness of ATLAS for large noise-to-signal ratio can be easily explained by the action of LASSO and soft-thresholding (35) : in order to enforce sparsity of component vectors, the thresholding parameter or, equivalently the LASSO parameter, needs to be at the noise level, hence sufficiently large with respect to the norm of the component vectors. The key Lemma 4.5 establishes the estimated sparsity produced by LASSO minimization; however this theoretical bound seems to be overpessimistic with respect to numerical experiments (see Figure 4 ). Precisely because of this suboptimal bound, the required number of measurements in ( 
Outline
The organization of the paper is as follows. Section 2 fixes the setting of this paper and clarifies notation. In Section 3 we give an overview over the main results. The corresponding proofs can be found in Section 4. In Section 5, we present actual implementations of (11) and provide numerical experiments, confirming our theoretical results and showing a comparisons to SPF. We conclude in Section 6 with a discussion on open problems and future work. Finally, the Appendix contains proofs of some technical results from Sections 3 and 4, which are mainly generalization and extension of other existing works.
Problem Formulation and Notation
We recall that the Singular Value Decomposition (SVD) of a matrix Z ∈ R n1×n2 is given by
where Σ is a diagonal matrix containing the singular values
and V ∈ R n2×rank(Z) have orthonormal columns which are called left and right singular vectors. Hence, each singular value σ r has one left singular vector u r and one right singular vector v r . In the following, we assumeX of rank R > 0 and to possess a decomposition of the form Note that we requirê v r neither to be exactly sparse nor to share a common support. We call the vectorsû r (resp.v r ) the left (resp. right) component vectors ofX. From the context it will be clear to which decomposition they are referred. In fact, (15) does not need to be the SVD ofX, although this case is also covered by our analysis. We focus on decompositions (15) with approximately sparse right component vectors. Conceptually straight-forward, but perhaps tedious modifications of the arguments lead to similar results in the left-sided and both-sided sparse case (see Section 4.3). Furthermore, we are given some linear measurement operator A : R n1×n2 → R m and the vector of measurements y, which is obtained fromX by
The operator A is completely characterized by the m matrices A i ∈ R n1×n2 and individual measurements correspond to Frobenius products A i ,X F = trace(A iX T ). Noise comes into play by the additive vector η ∈ R m of which only the 2 -norm is known.
Following promising results on multi-penalty functionals for unmixing problems (see [35] ), we propose to approximateX by global minimizers of the functional J R α,β defined in (10) , which combines one quadratic least-squared error term on the measurements with several convex regularizers applied to vectors (not matrices). Note that J R α,β does apply to matrices implicitly by viewing each 2R-uple (
T . The intention behind is simple. Instead of combining convex regularizers for sparse and low-rank matrices, we enforce low-rankness by restricting the domain of J R α,β properly (the decomposition can only consist of R vector pairs) and promote sparsity by 1 -norm regularization directly on vectors of the decomposition, while fit to the measurements y is ensured by the first term. In case of left-sided sparsity one would change the norms on the u r to 1 . Though not convex on the whole domain, one notices that J R α,β becomes convex when all but one u r and/or v r are fixed. Hence, we can minimize the functional efficiently by the alternating scheme ATLAS defined in (11) .
We fix all notation used in this paper in order to ease readability. For a matrix Z ∈ R n1×n2 , we denote its transpose by Z T . A variety of norms are used throughout this paper: Z p is the Schatten-p quasi-norm ( p -quasi-norm of the vector of singular values (σ 1 , ..., σ R ) T ); Z F is the Frobenius norm (the 2 -norm of the vector of singular values); · 2→2 is the operator norm of Z (the top singular value). Note that for 0 < p < 1, Schatten-p norm is only a quasi-norm. For p = 2, the Schatten norm is equal to the Frobenius norm, whereas the ∞-Schatten norm corresponds to the operator norm. We use the shorthand notation [R] = {1, ..., R} to write index sets. The relation a b is used to express a ≥ Cb for some positive constant C, and a b stands for a b and b a.
IfX of rank R > 0 possesses an SVD as in (15) for v r 2 = σ r , r = 1, . . . , R, then for any 0 < p < ∞
If the decomposition (15) does not coincide with the SVD ofX, thenû 1 , . . . ,û R are anyhow linearly independent and
From this equivalence and the equivalence of p -quasi-norms and Schatten-p-quasi-norms for 0 < p ≤ 2, one further obtains as a relaxation of (17) c
for positive constants cÛ , CÛ > 0, which depend on the largest and smallest eigenvalues of the Gramian of the vectorsû
Below we shall use (18) mostly for p = 2/3.
Main Results
In this section we state in more detail the main results of the paper. First, we show how minimizers of J R α,β yield good solutions to the inverse problem (16) . To this end, we introduce a suitable RIP, which captures both low-rankness and sparsity. Second, we provide a sufficient number of measurements for subgaussian operators to fulfill the RIP with high probability. Third, convergence of ATLAS to global minimizers of J R α,β is discussed.
Recovery Properties of Minimizers of J
We start by presenting two sets that consist of matrices which are sums of few rank-one matrices with sparse singular vectors. We also define corresponding additive RIPs, which are useful for proving the main approximation result and can be seen as a generalization of the rank-R and (s 1 , s 2 )-sparse RIP of Lee et. al.
in [33] . The first set is
It contains all matrices Z which can be decomposed into three matrices U ΣV T such that U ∈ R n1×R and V ∈ R n2×R have s 1 -sparse (resp. s 2 -sparse) unit norm columns and Σ ∈ R R×R is the diagonal matrix defined by σ. The set is restricted to decompositions with Σ F ≤ Γ. The important difference w.r.t. [33] is that the columns do not need to share a common support. Moreover, we do not require U and V to be orthogonal matrices. In particular, all matrices X with rank less or equal R, s 1 -sparse (resp. s 2 -sparse) left and right singular vectors, and X F ≤ Γ are in S R,Γ s1,s2 . In this case Σ F = X F . We call such an admissible decomposition U ΣV T in (19) a Sparse Decomposition (SD) of Z. Note that the SD is not unique and that the SVD of Z is not necessarily a SD of Z. The second set is a further generalization of S R,Γ s1,s2 . We drop the sparsity assumption and replace it by approximate sparsity, a useful concept introduced by Plan and Vershynin in [37] . Based on the just introduced relaxation of sparsity we can define a new set of matrices by
where u 
We call such an admissible decomposition Z = U ΣV T in (20) an Approximately Sparse Decomposition of Z and use the same shorthand notation, i.e., SD. The context makes clear which decomposition is meant. Anŷ X decomposed as in (15) 
s1,s2 , we say A has the additive rank-R and approximately (s 1 , s 2 )-sparse RIP Γ . Note that the rank-R and approximately (s 1 , s 2 )-sparse RIP Γ implies the rank-R and
We are ready to state the core result of the paper, which we introduce as follows: Global minimizers of J 
where
, and Σ α,β is the diagonal matrix defined by the vector σ α,β
r (v r ) T , and y = A(X)+η ∈ R m for η ∈ R m . Then, the following statements hold:
where C 2,1 is the constant from Lemma 4.2.
(ii) Assume α = β,X ∈ K R,Γ n1,s of rank R for any Γ > 0, and that (u
Assume again α = β and fix the positive constants Γ, Λ, Ξ > 0, and the sparsity indicator level 1 ≤ s ≤ n 2 . Let A have the additive rank-2R approximately (n 1 , max{s, (κ/β) 2 })-sparse RIP (c+1)Γ with RIP-constant
and c ≥ 1 can be chosen arbitrarily.
for any global minimizer (u
There are some aspects of this result we would like to stress before we proceed: (a) The statements in (i) and (ii) require no special conditions on A. The RIP is only used for obtaining the approximation result (25) . Hence, minimizing J R α,β provides solutions to the inverse problem even if A does not fulfill a RIP and its minimizers are (approximately) sparse, while quite accurately fitting the measurements (24) . (b) For α, β → 0 the error in (25) vanishes up to noise-level and RIP-constant. However, this limit cannot be performed as there are important restrictions dictated by the need of fulfilling simultaneously the RIP. In fact if α and β are getting small the conditions for having RIP degenerate, i.e., reconstruction for a fixed number of measurements only works up to a minimal β. The same happens if the signal (resp. noise) magnitude becomes too large. (c) The result only applies to minimizers whose scaling matrix Σ α,β is bounded in Frobenius norm and whose right components v r α,β are not too close to zero. The first requirement is necessary as the RIP is restricted to SDs with scaling matrices within a ball around zero. The second one is needed to show some level of approximate sparsity of the minimizers X α,β (see Section 4.2 for a more detailed discussion). While approximate sparsity of (right) component vectors of X α,β is naturally wished and expected ifX ∈ K R,Γ n1,s , we were not able in all cases to show exact sparsity of (right) component vectors of X α,β ifX ∈ S R,Γ n1,s , but again only their approximate sparsity. Hence, we are bound to using as an artifact of the proof the stronger approximately (s 1 , s 2 )-sparse RIP Γ for theoretical analysis also in this case. In numerical experiments, however, forX ∈ S R,Γ n1,s the obtained minimizers X α,β are empirically exactly sparse (not just approximately sparse) and, hence, the weaker rank-2R (s 1 , s 2 )-sparse RIP Γ might suffice in practice. The latter can already be guaranteed for a smaller number of measurements. (d) The assumption α = β is only made to simplify notation of κ. Theorem 3.4 is easily generalized to α = β by adjusting Lemma 4.5 (see Remark 4.6) in Section 4. (e) As argued in Section 4.3 the above theorem can be straightforwardly extended to sparsity on left component vectors. In this case J R α,β has to be adapted by putting 1 -norms on the u-components. (f ) It is important to require rank(X) = R as otherwise the equivalence of Schatten-norm and normed SD cannot be guaranteed as (18) . If the SD ofX coincides with its SVD though, the rank condition may be dropped.
By choosing α and β in relation to the noise-to-signal ratio η we obtain the following version of Theorem 3.4, which has the form of a typical compressed sensing recovery bound. Assuming the RIP, the approximation error is linear in noise level while the slope of the linear function depends on sparsity level and possibly the rank. However, peculiarly, for fixed number of measurements the RIP fails for exceedingly small noise. Hence, the result is valid only for sufficiently small signal-to-noise ratio. As we will show in Section 5, this apparently counterintuitive result is factual and not an artifact of the proof technique. A possible intuitive explanation is that J R α,β becomes a mere least-squares without sparsifying effect for α and β close to zero, which is caused by vanishing noise. 
Remark 3.6. (i) Let us mention that in caseX ∈ K R,Γ n1,s and the SD ofX coincides with its SVD, then in view of the identity (17) the factor cÛ R 2/3 in D, D
• , and in the error estimates (25) and (26) can be substituted by 1, hence there would be no dependence on the rank R.
(ii) In order to clarify how (κ/β) 2 and s are related in the RIP in Theorem 3.4 and Corollary 3.5, let us assume for simplicity that the SD ofX coincides with its SVD and α = β. Consequently, to get a meaningful approximation result, in (25) α and β have to be chosen of order O(s
which is (slightly) superlinear. This suboptimal dependence on the sparsity level s is due to the rough sparsity bound in Theorem 3.4 (ii) and can be potentially improved by replacing Lemma 4.5 with any tighter bound.
RIP Results for Subgaussian Operators
As already mentioned above, a linear operator A of the form (16) which is drawn from a subgaussian distribution fulfills the above introduced RIPs with high probability. This is stated in the following Lemma. We first recall the definition of subgaussian random variables (for further details see [47] ).
holds where c, C > 0 are absolute constants. The smallest possible number for K > 0 is called subgaussian norm of ξ and denoted by ξ ψ2 .
Remark 3.8. The class of subgaussian random variables covers important special cases as Gaussian, Bernoulli, and more generally all bounded random variables (see [47] ). 
then A has the additive rank-R and (s 1 , s 2 )-sparse RIP Γ with isometry constant δ ∈ (0, 1) with probability at least 1 − 2 exp(−Cm 1/14 ) where C > 0 is a constant depending on K. If
then A has the additive rank-R and approximately (s 1 , s 2 )-sparse RIP Γ with isometry constant δ ∈ (0, 1) with probability at least 1 − 2 exp(−C m 1/14 ) where C > 0 is a constant depending on K. . As we restrict ourselves below to s-approximate sparse right component vectors ofX, we only use the rank-R and (approximately) (n 1 , s)-sparse RIP Γ . For the presented results to have some meaning, a typical dimensional setting is R s ≈ n 1 n 2 . In fact, if n 1 were close to n 2 in magnitude, the sparsity s of the right component vectors would not be useful to reduce the order of the measurements, as they would already be of order n 1 ≈ n 2 . Moreover, if R were close to n 1 , the matrix would not be low-rank as n 1 would be the maximal possible rank. Definition 3.3 and Lemma 3.9 allow more general settings. In [33] the authors give information theoretical lower bounds on the necessary number of measurements for reconstructing low-rank matrices with sparse singular vectors (sharing a common support), namely m R(s 1 + s 2 ). Except for the cubic dependence on R the conditions (27) and (28) are of similar order. The increased influence of R is caused by not requiring orthogonality of SDs in S R,Γ s1,s2 resp. K R,Γ s1,s2 . We are not aware of any information theoretical lower bounds for this more general setting.
Remark 3.11. The additive RIP in (22) differs from the commonly used multiplicative RIPs of the form
as it is not scaling invariant and A(Z) = A(Z ) does not imply Z = Z but only Z − Z 
n1,s and (29) holds. But this implies by definition of Z and scaling invariance of (29) that
which means the RIP directly extends to all rank-1 matrices (not only those with sparse right component).
If n 1 , s n 2 , this is a clear contradiction to information theoretical lower bounds, as corresponding RIPs would require at least m max{n 1 , n 2 } (see [7, Section 2.1]). . However, we do not give proof for any initialization to fulfill the requirement. This is an open issue for future research, but recent promising results [23] may shed light on how to attack the problem also for ATLAS. The techniques in [2] also might be adjusted for an analysis of rate of convergence of ATLAS, but this would go beyond the scope of this work and is a topic for future investigation. We begin by a generalization of the basic conditions of [2] . Let L be a functional of the following form: The adapted main result of [2] now guarantees convergence of the so-called Proximal Alternating Minimization
Convergence of ATLAS
to a stationary point of L (resp. convergence to a global minimizer (u
-and, for all x ∈ U ∩ {x ∈ R n : f (x) < f (x) < f (x) + η}, the KL-inequality holds: A set in R d is called semialgebraic if it can be written as a finite union of sets of the form
where p i , q i are real polynomials. First, the absolute value of one component of a vector h(x) := |x l | is a semialgebraic function as
Second, it is clear that polynomials p are semialgebraic as graph(p) = {(x, r) ∈ R d × R : p(x) − r = 0} and, third, composition, finite sums and finite products of semialgebraic functions are semialgebraic. The semialgebraicity of J R α,β follows as
is just a finite composition of semialgebraic basic units.
Proofs
This section collects several technical lemmas and gives proofs for the main results from Section 3. Some merely technical parts are moved to the Appendix to facilitate the reading. We begin by stating properties of global minimizers (u 
Bounds on Minimizers
Here we state two bounds which are fulfilled by minimizers (u The first bound controls the distance in measurement betweenX and X α,β . 
For proving the bound we need following technical lemma.
attains its minimum atλ = q p βb αa 1 p+q and has the minimal value
Proof of Lemma 4.2 : The result is obtained by differentiation of f and by searching for its derivative's zeros.
Proof of Lemma 4.1 : By applying Lemma 4.2 R times using p = 2, q = 1, a = û r 2 2 , b = v r 1 we get λ 1 , ...,λ R , such that
Note that, although not explicitly labeled, eachλ r depends on the choice of α and β as well as on a, b, p, and q. The minimality of (u
which is the claim.
Not only we can estimate the quality of X α,β in terms of measurement fitting by (31), we can also reuse the just applied arguments to obtain norm bounds on the minimizer components u 
where C 2,1 is the constant from Lemma 4.2. 
The claim follows by leaving out half of the terms on the left-hand side and dividing by α (resp. β).
Sparsity of Minimizers
In the proof of Theorem 3.4 we apply the RIP of A to the differenceX − X α,β . For this to work the right components v hold for all r ∈ [R] := {1, ..., R}, where 
where S β denotes the so-called soft-thresholding operator, which is, for z ∈ R n2 , defined componentwise by
. . .
This well-known relation can be found e.g. in [12] . Moreover, [20, Lemma 4.15] states
for all v ∈ R n2 . Hence, to obtain a support estimate for v R α,β , we have to bound the argument of the right-hand side of (34) in norm. First, by assumption
for u ∈ R n1 . Second, by minimality of (u
where we used 0 as a competitor in the second inequality. If (38) and by S β being non-expansive, (34), (36) , (37) , and (38) we obtain
Applying Lemma 4.3 with α = β (cf. Remark 4.6) leads to
, where we used v Either all right components v r α,β are bounded in support size depending on signal and noise magnitude or those v r α,β which lie not too close to zero are approximately sparse. Note that it is straightforward to generalize the result to the case α = β, as (39) can be bounded by Lemma 4.3 even in this case. To keep notation simple we restricted ourselves to α = β. As already mentioned above, numerical experiments suggest that ATLAS leads to solutions with exactly sparse right components v r α,β . The theoretical necessity of considering not only sparsity but also approximate sparsity is caused by the rough support bound in (36).
Proof of Theorem 3.4
We have now all necessary tools at hand to prove our main approximation result. Most of the technical work has been already presented in Lemma 4.1 and Lemma 4.5. By combining the RIP with the above bounds on norms and sparsity of minimizers, we can estimate the worst-case distance betweenX and X α,β depending on the size of α and β, the sparsity s, the RIP constant δ, and the size ofX measured in a Schatten quasi-norm.
As the reader may notice, all technical results of Section 4.1 can be adapted to approximate sparsity on the left components (u 
In the third inequality we used Lemma 4.1 in combination with v , where we used again (18) for p = 2/3.
Proof of Lemma 3.9
For proving Lemma 3.9 we need bounds on the covering numbers of S R,Γ s1,s2 and K R,Γ s1,s2 . The covering number N (M, · , ε) of a set M is the minimal number of · -balls of radius ε that are needed to cover the set M completely. The cardinality of any ε-netM of M , i.e., for all z ∈ M there isz ∈M with z −z < ε, yields an upper bound for N (M, · , ε). The bound for N (S R,Γ s1,s2 , · F , ε) below is an adaption of Lemma 3.1 in [7] and its proof can be found in the Appendix.
Lemma 4.7 (Covering Number for Low-Rank Matrices with Sparse Rank-R Decomposition). Let S
R,Γ s1,s2 be the set defined in (19) . Then, for all 0 < ε < 1, one has
To derive a similar bound on N (K R,Γ s1,s2 , · F , ε) we need information on the covering number of the set of approximately s-sparse vectors K n,s ⊂ R n . Plan and Vershynin derived several interesting properties of K n,s in [37] . Among those [37, Lemma 3.4] gives the following bound for N (K n,s , · 2 , ε). Lemma 4.8. For 0 < ε < 1 the covering number of K n,s is bounded by
Lemma 4.9 (Covering Number for Matrices with Approximately Sparse Decomposition). Let K R,Γ s1,s2 be the set defined in (20) . Assume w.l.o.g. that s 1 /n 1 ≤ s 2 /n 2 . Then, for all 0 < ε < 1, one has
Proof : LetK n,s be a minimal ε/(6Γ √ R)-net for K n,s in Euclidean norm. Let D Γ be the set of R × R diagonal matrices with Frobenius-norm less or equal Γ. It is well known that N (D Γ , · F , ε) ≤ (3Γ/ε) R . Denote byD Γ a minimal (ε/(6R))-net of D Γ and define the sets
We first show thatK is an (ε/2)-net of K. Let Z = U ΣV T ∈ K be given. There existsZ
2 ≤ R (the same holds for V,Ũ ,Ṽ ) and U Σ F ≤ Σ F (the same holds for ΣV T ,Ũ Σ, ΣṼ T ). We now obtain by triangle inequality and the fact that
which yields the claim by applying Lemma 4.8.
Lemma 3.9 can be proven by applying the following mighty bound on suprema of chaos processes [31, Theorems 1.4 & 3.1] in combination with the bounds on the covering numbers N (S, · F , ε) and N (K, · F , ε) of S and K of Lemma 4.7 and Lemma 4.9. We recall below the relevant result in the form presented in [29] . The appearing γ 2 -functional is defined in [31] and can be bounded by
in the case of a set of matrices H equipped with the operator norm. Here and below d (H) = sup H∈H H , where is a generic norm.
Theorem 4.10. Let H be a symmetric set of matrices, i.e., H = −H, and let ξ be a random vector whose entries ξ i are independent K-subgaussian random variables with mean 0 and variance 1. Set
The constants c 1 and c 2 are universal and only depend on K.
We refer the reader to [31] and [29] for further details. Proof of Lemma 3.9 : The proof consists of three main parts. We start in (I) by fitting our setting into the one of Theorem 4.10. In (IIa) resp. (IIb) the γ 2 -functional gets bounded for S R,Γ s1,s2 and K R,Γ s1,s2 , and in (III) we conclude by applying Theorem 4.10.
(I) We first switch the roles of our random measurement operator A applied to the fixed matrices Z to have fixed operators H Z applied to a random vector ξ. Denote by vec(Z) ∈ R n1n2 the vectorization of Z. Observe, for all Z ∈ R n1×n2 ,
where H Z ∈ R m×mn1n2 is a matrix depending on Z and ξ ∈ R mn1n2 has i.i.d. K-subgaussian entries ξ l of mean 0 and variance 1. We define H S = {H Z : Z ∈ S R,Γ s1,s2 }. Note that the mapping Z → H Z is an isometric linear bijection. In particular, we have H Z F = Z F and
We can estimate by (42) and Lemma 7.1
for some constant C S > 0.
(IIb) In the same manner we obtain a bound on γ 2 (H K , · 2→2 ) where
We obtain by (42) and Lemma 7.1
(III) The final part of the proof is now equal for both sets S R,Γ s1,s2 and K
We obtain the following bounds on the quantities (cf. Theorem 4.10):
Observing now that E H Z ξ
F and recalling Γ ≥ 1 we finally get, for δ ≥ 3c 1
where C > 0 is a positive constant which depends on K. In the last step we used
Implementation and Numerical Experiments
After having obtained some theoretical insight on the proposed optimization problem, we provide an implementation of (11) and discuss its predicted behavior in numerical experiments. Therefore, we begin by presenting the implementation that has been used in all experiments. As in practice ATLAS converges even without the auxiliary terms introduced in (11) , for sake of simplicity we drop those terms. By the alternating form of (11) one has to solve a certain number of Tikhonov regularization resp. 1 -LASSO problems. Note that for the Tikhonov regularization u = arg min
with A ∈ R m×n , y ∈ R m , and α > 0, the solution is explicitly given by u = (αId + A T A) −1 A T y. Solutions to
for some A ∈ R m×n , y ∈ R m and β > 0 can be well approximated by the so-called Iterative Soft-Thresholding Algorithm (ISTA) which is based on S β , the soft-thresholding operator defined in (35) . Hence, a suitable implementation of (11) is given by Algorithm 1, whereas Algorithm 2 describes ISTA for the reader's convenience. Necessary modifications in case of sparse left component vectors ofX are rather straightforward.
Let us turn toward numerical simulations. First, we check if the main theoretical results stated in Theorem 3.4 and Corollary 3.5 describe the qualitative and quantitative behavior of the approximation error well. Then, we compare ATLAS to the already mentioned Sparse Power Factorization (SPF), [33] . We used the leading singular vectors of A * (y) to initialize both algorithms, which is likely not an optimal choice and certainly may cause loss of performance for both algorithms, but it is nevertheless sufficient to illustrate certain comparisons numerically.
and α, β > 0 1: while stop condition is not satisfied do 2: Figure 3 shows the average approximation error of 100 randomly drawnX ∈ R 16×100 , X F = 10, with rank(X) = 1 (resp. rank(X) = 5) and 10-sparse right singular vector(s) from m = 90 (resp. m = 400) noisy measurements y = A(X) + η. The parameters have been chosen exemplarily for purpose of illustration. The operator A is drawn once at random. The error bound from Corollary 3.5 is plotted as dashed red line, whereas the average approximation errors are in blue. Though not tight the theoretical bound seems to describe the linear dependence of the approximation error on noise level appropriately. In addition, Figure  3 (b) shows a breakdown of approximation for noise to signal ratios below ≈ 0.25. This occurrence is not . The x-axis shows noise to signal ratio η 2 / X F while the y-axis presents approximation error relative to X F . One can see the comparison of approximation results (solid blue) and theoretical bound (dashed red) surprising as the assumptions of Corollary 3.5 include a lower-bound on the noise-to-signal ratio for a fixed number of measurements. Below a certain value the RIP requirements will be too strong for A to fulfill it, the RIP breaks down, and the recovery guarantees fail.
Validation of Corollary 3.5
Validation of Theorem 3.4
In the second experiment, we study the influence of parameters α and β on the reconstruction accuracy. In particular, we vary the parameters α and β when reconstructing one randomly drawnX ∈ R 16×100 , X F = 10, with rank(X) = 1 and 10-sparse right singular vector from 90 measurements without noise. Again parameter choice is exemplary. We compare the three settings: (a) α = β, (b) α = 0.01β and (c) α = 100β in Figure 4 . One can observe a decrease of approximation error for α, β → 0 up to a certain threshold, under which the approximation seemingly fails. While this threshold lies at β ≈ 0.15 in (a) and (b) it is hardly recognizable in (c). At the same time (a) and (b) show a much smalller approximation error. These observations suggest that the choice of α strongly influences the approximation quality of ATLAS. This is consistent with Theorem 3.4, as a smaller α leads to a smaller theoretical approximation error bound. Moreover, generalizing Lemma 4.5 to α = β as suggested in Remark 4.6 will show an influence of α on the RIP-conditions, which is similar to the one of β, i.e., a smaller α makes κ and, therefore, the RIP requirements blow up. Even though (a) and (b) show a linear decrease in approximation error which is in contrast to the squareroot behavior of the theoretical bound, (c) suggests that the error, indeed, behaves similar to the theoretical bound. Figure 4 shows that the sparsity level remains stable for sufficiently large β and breaks down precisely at the same threshold as the approximation error, coinciding with the violation of the RIP conditions. The observed stable sparsity level is the motivation for the considerations in Remark 4.6 on whether two RIP conditions (for exact sparsity vs approx. sparsity resp.) are really truly needed in practice or it actually suffices the one for exactly sparse components only.
For a better understanding of ATLAS we made a third experiment reconstructing one randomly drawn X ∈ R 16×100 with rank(X) = 1 and 10-sparse right singular vector for different values of X F from 90 measurements. The noise level was set to 0 and the parameters to α = β = 0.5. The outcome is depicted in Figure 5 . One can see the relative approximation error decreasing with the magnitude ofX as expected from the bound of Theorem 3.4. This seemingly confirms the theoretical dependence of reconstruction error on X Figure 6 : Recovery probability comparison of SPF (dashed) and ATLAS (solid). Plotted are the thresholds for 90% (red), 70% (blue) and 30% (yellow) successful recoveries. A recovery was counted successful if X − X appr F / X F ≤ 0.2 (resp. 0.4)
ATLAS vs SPF
After confirming the theoretical results numerically, we now turn to the comparison of ATLAS with its state-of-the-art counterpart SPF (see [33] ). To our knowledge, SPF is the only algorithm available so far in matrix sensing, which exploits low-rankness and sparsity constraints together and comes with near-optimal recovery guarantees (not relying on a special structure of A as in [3] ). As [33] contains exhaustive numerical comparisons of SPF and low-rank (resp. sparse) recovery strategies based on convex relaxation, SPF suffices for numerical benchmark tests. From the structure of the algorithms and their respective theoretical analysis one would expect SPF to yield more accurate reconstruction in the noiseless-to-low-noise setting, while ATLAS should prove to be more reliable if noise becomes large. This theoretical expectation is confirmed by the following experiments.
In Figure 2 we compare for s/n 2 ∈ [0, 1] and m/(n 1 n 2 ) the number of successful recoveries of 30 randomly drawnX ∈ R 4×128 , X F = 10, with rank(X) = 1 and s-sparse right singular vectors from m measurements. The dimensions ofX were chosen accordingly to similar experiments in [33] . We set the noise level to 0 (resp. 0.3 X F ) and counted the recovery successful if X − X appr F / X F ≤ 0.2 (resp. 0.4). In order to compare the noisy and noiseless cases, we fix α = β = 0.5 for both, which is a reasonable choice for high noise level, but perhaps sub-optimal if the noise level is low. Selected quantiles are directly compared in Figure 6 for convenience. As expected, SPF outperforms ATLAS if there is no noise. In case of strong noise on the measurements, the situation changes. In particular, we observe the improved performance of ATLAS, whereas the SPF performance remarkably deteriorates.
To further quantify this effect, we perform the experiments reflected in Figure 1 . For varying number of measurements we compared average approximation error and recovery probability of SPF and ATLAS for 30 randomly chosenX ∈ R 16×100 , X F = 10, with rank(X) = 5 and 10-sparse right singular vectors which either share a common support or may have various support sets. The parameters are chosen as α = β = 0.5. One can clearly see that SPF outperforms ATLAS even in the noisy case for common support sets of the singular vectors. This is not surprising as ATLAS makes no use of the additional information provided by shared support sets. If the singular vectors, however, do not share a common support set, ATLAS shows its strength in the noisy setting. SPF which needs pre-information on the row-/column-sparsitys ofX has to be initialized withs = Rs as in the general case all support sets may differ.
Initialization
We close the section by a simple test on the influence of the initialization. The plots in Figure 7 compared for s/n 2 ∈ [0, 0.5] and m/(n 1 n 2 ) ∈ [0, 1] the number of successful recoveries of 20 randomly drawnX ∈ R 8×128 , X F = 10, with rank(X) ∈ {1, 3} and s-sparse right singular vectors from m measurements. The noise level was set to 0.3 X F and recovery was counted successful if X − X appr F / X F ≤ 0.4. We compare the initializations by the leading singular vectors of A * (y) and by the leading singular vectors of X + Z where Z was drawn at random, and scaled to Z F = 100 (strong perturbation) resp. Z F = 0.2 (mild perturbation). For rank(X) = 1 we note remarkably that the convergence radius of ATLAS is seemingly very large (yet not global), as the phase transition diagrams in Figure 7 do not show significant variations from choosing as initialization the leading singular vectors of A * (y) and those of small random perturbation. Instead for rank(X) = 3, initialization plays a more important role in performance and the initialization by leading singular vectors of A * (y) does not yield optimal performance.
Discussion
In this paper we proposed a multi-penalty approach to simultaneously exploit two low-dimensional structures (low-rankness and approximate sparsity) of matrices for their recovery from noisy linear measurements. The analysis resulted in bounds on the necessary number of measurements and theoretical error estimations depending on different model parameters, which could be qualitatively confirmed in numerical experiments. The multi-penalty approach realized by ATLAS turns out to be especially effective in high-noise settings and, hence, it complements the algorithm SPF of Lee et. al. in [33] , which works well for low-noise settings. Moreover, ATLAS is able to tackle the recovery of a significantly larger class of matrices than SPF. Nevertheless, its analysis is remarkably simple. Improving the bound (13) to reach optimality in s requires a different proving strategy for a control of the sparsity than Lemma 4.5. Besides this issue, we see several research directions for future work.
First, it is certainly worth to further generalize the techniques developed in this paper. For instance, replacing the 2 -and 1 -norms in by p -and q -(quasi)-norms, for 0 < p ≤ 2 and 0 < q ≤ 2, yields to the functional
and, in turn, the algorithm
As for q < 1 even the single component minimizations become non-convex, this setting needs special care. One would need non-standard iterative thresholding methods, which have been developed and studied, e.g., in [35] .
Second, the current results demand a choice of parameters at noise level. This drawback of multi-penalty regularization is well-known and could be attacked by LASSO-path methods, i.e., one tracks down a good parameter for LASSO by starting way too large and then following piecewise linear solution paths while decreasing the parameter. Such techniques can also be applied in the multi-penalty setting as shown in [25] . In addition, J R α,β depends by construction heavenly on pre-knowledge of the rank R. One might ask how to (16) with noise η = 0 on the measurments (see Section 5.4), namely, initialization with a strongly perturbed approximation X 0 ≈X (left), initialization by the leading singular vectors of A * (y) (middle), and initialization with a mildly perturbed approximation X 0 ≈X (right). Empirical recovery probability is depicted by color from zero (blue) to one (yellow).
get good estimates for R in case the rank is unknown.
As mentioned above, initialization is crucial for good performances of the algorithm. It is currently unclear how a good initialization can be obtained to guarantee convergence of the whole procedure to global minimizers. This question is closely connected to the fundamental problem in non-convex optimization how to initialize gradient-descent methods. In fact, alternating minimization is somewhat related to gradientdescent. While in gradient-descent one determines an optimal descent direction and then approximates the optimal step size, alternating minimization strongly restricts the directions in space in order to calculate optimal step sizes. Lee et. al. proposed an initialization, which worked in their setting if one assumes a strong decay of the singular values. Possibly one could prove this initialization to be sufficiently good in our setting as well, also in the light of recently improved analysis [23] .
Appendix
Proofs of Section 4
Proves of two technical results used in 4 are provided here. The first result estimates possible coverings of S R,Γ s1,s2 defined in (19) as stated in Lemma 4.7, while the second result contains two integral estimates used in the proof of Lemma 3.9. 
Rs2
.
Let us conclude by showingS is indeed an (ε/2)-net for S. Given any Z = U ΣV T ∈ S, there exists
where we used triangle inequality in the first line and AB F ≤ A F B F in the second. 
where C S , C K > 0 are constants.
Proof : For the first estimate apply Lemma 4.7 to obtain
where we used Cauchy-Schwarz inequality in the first step and the fact that √ R ≤ max{n 1 , n 2 } in the last inequality. C S > 0 is an appropriate constant.
To obtain the second estimate let us first assume s 1 /n 1 ≤ s 2 /n 2 . We apply Lemma 4.9 and find
We now estimate the five integrals. We use the short notation a i = 12Γ
Rsi mni for i = 1, 2 and b =
The first integral can be bounded by
else where we used in the last step the assumption s 1 /n 1 ≤ s 2 /n 2 . As can be seen later, the case distinction is irrelevant in the final estimate. Let us now turn to the second integral.
The third integral is similar to the first. Again the case distinction does not play a major role in the end.
else.
In the third and the last line we again used s 1 /n 1 ≤ s 2 /n 2 . The fourth integral is similar to the second.
The last integral is similar to the third. Let us now put all estimates together. If s 1 /n 1 ≥ s 2 /n 2 , the involved entities would just switch their roles. Hence, we obtain
Proof of Theorem 3.13
In this subsection we show the convergence of ATLAS to global minimizers as presented in Theorem 3.13. To do that, we make use of the results from [2] . In particular, we first present two technical lemmas (Lemma 7.2 & Lemma 7.3), which are essentially generalizations of work [2] . These lemmas would be useful to prove the central theorem (here Theorem 7. 
Proof : From inf L > −∞ and (H) it follows that the functions to be minimized in (30) are bounded below, coercive and lower semicontinuous and, therefore, the sequence (u 
(ii) From (i) and (H1) one has, for every K ∈ N, 
This, together with Proposition 3 in the paper, yields the claim. Repeating this for g r , 1 ≤ r ≤ R, and recalling the continuity of Q we obtain L(u ) is non-increasing. This holds for every limit point. Hence, L is finite and constant on the set of limit points.
Let us now prove by induction that z k ∈ B(z, ρ), for all k ≥ 0. We assume this holds true up to some k ≥ 0. Hence, for 0 ≤ i ≤ k, using z i ∈ B(z, ρ) and 0 < l i < η we can write the KL-inequality ϕ (l i )dist(0, ∂L(z i )) ≥ 1. is an element of ∂L(z i ). So, we have
for all 1 ≤ i ≤ k. Let us now examine z * i 2 , for 1 ≤ i ≤ k. On the one hand, On the other hand, for arbitrary s t ∈ {i − 1, i}, t ∈ {1, . . . , 2R}, 
