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Abstract
Nearest neighbor (NN) classiﬁer is the most popular non-parametric classiﬁer. It is a simple classiﬁer with no design phase
and shows good performance. Important factors affecting the efﬁciencyand performance of NN classiﬁer are (i) memory
required to store the training set, (ii) classiﬁcation time required to search the nearest neighbor of a given test pattern, and
(iii) due to the curse of dimensionalitythe number of training patterns needed byit to achieve a given classiﬁcation accuracy
becomes prohibitivelylarge when the dimensionalityof the data is high. In this paper, we propose novel techniques to improve
the performance of NN classiﬁer and at the same time to reduce its computational burden. These techniques are broadly
based on: (i) overlap based pattern synthesis which can generate a larger number of artiﬁcial patterns than the number of
input patterns and thus can reduce the curse of dimensionalityeffect, (ii) a compact representation of the given set of training
patterns called overlap pattern graph (OLP-graph) which can be incrementallybuilt byscanning the training set onlyonce
and (iii) an efﬁcient NN classiﬁer called OLP-NNC which directlyworks with OLP-graph and does implicit overlap based
pattern synthesis. A comparison based on experimental results is given between some of the relevant classiﬁers. The proposed
schemes are suitable for applications dealing with large and high dimensional datasets like those in data mining.
Keywords: Nearest neighbor classiﬁer; Pattern synthesis; Compact representation; Data mining
1. Introduction
Nearest neighbor (NN) classiﬁer is a verypopular non-
parametric classiﬁer [1–3]. It is widelyused because of its
simplicityand good performance. It has no design phase and
simplystores the training set. A test pattern is classiﬁed to
the class of its nearest neighbor in the training set. So the
classiﬁcation time required for the NN classiﬁer is largely
for reading the entire training set to ﬁnd the NN.1 Thus the
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1We assume that the training set is not preprocessed (like in-
dexed, etc.) to reduce the time needed to ﬁnd the neighbor.
two major shortcomings of the classiﬁer are that the entire
training set needs to be stored and searched. To add to this
list, its performance (classiﬁcation accuracy) depends on the
training set size.
Cover and Hart [4] show that the error for NN classiﬁer
is bounded bytwice the Bay es error when the available
sample size is inﬁnity. However, in practice, one can never
have an inﬁnite number of training samples. With a ﬁxed
number of training samples, the classiﬁcation error for 1-
NN classiﬁer tends to increase as the dimensionalityof the
data gets large.This is called the peaking phenomenon [5,6].
Jain and Chandrasekharan [7] point out that the number of
training samples per class should be at least 5–10 times
the dimensionalityof the data. The peaking phenomenon
with NN classiﬁer is known to be more severe than other
parametric classiﬁers such as Fisher’s linear and quadraticclassiﬁers [8,9]. Duda et al. [3] mention that for non-
parametric techniques, the demand for a large number of
samples grows exponentiallywith the dimensionalityof the
feature space. This limitation is called the curse of dimen-
sionality. Thus, it is widelybelieved that the size of training
sample set needed to achieve a given classiﬁcation accuracy
would be prohibitivelylarge when the dimensionalityof
data is high.
Increasing the training set size has two problems, viz., (i)
space and time requirements get increased and (ii) it may
be expensive to get training patterns from the real world.
The former problem can be solved to some extent byusing
a compact representation of the training set like PC-tree
[10], FP-tree [11], CF-tree [12], etc., while the latter byre-
sampling techniques, like bootstrapping [13] which has been
widelystudied [14–18]. These two remedies are however
orthogonal, i.e., theyhave to be followed one step after the
other (cannot be combined into a single step).
An elegant solution to the above problems would be to
ﬁnd a compact and generalized abstraction for the training
set. The abstraction being compact solves the space and
time requirements problem. The generalization implies that
not onlythe given patterns but also other new patterns are
possible to be generated from it.
In this paper we propose (i) a novel pattern synthesis
technique called overlap-based pattern synthesis (OLP-
synthesis), (ii) a corresponding compact representation of
the training set called OLP-graph and (iii) an efﬁcient NN
classiﬁer called OLP-NNC.
The effectiveness of OLP-synthesis is established both
informallyand formally . The number of sy nthetic patterns
generated byOLP-sy nthesis can be exponential in the num-
ber of original patterns.2 As a result, the synthetic patterns
cannot be explicitlystored.
To overcome the above problem, OLP-NNC directly
works with the OLP-graph and avoids explicit synthetic
pattern generation. That is, OLP-NNC implicitlydoes OLP-
synthesis and the nearest neighbor for a given test pattern
is found from the entire synthetic training set. So OLP-
graph acts as a compact and generalized abstraction for the
training set. Further, it can be incrementallyconstructed by
scanning the training set onlyonce, whereas the compact
structures like FP-tree [11] require two database scans and
cannot be constructed incrementally. Addition of new pat-
terns and deletion of existing patterns from the OLP-graph
can be done easily. Unlike compact representations like
CF-tree [12], this is independent of the order in which
the original patterns are considered. Hence OLP-graph is
a suitable representation for large training sets which can
varywith respect to time like in data mining applications.
Empirical studies show that (i) the space requirement for
OLP-graph is smaller than that for the original training set
and the rate at which its size increases with respect to the
2 By original patterns, we mean the given training patterns
(to contrast with the synthetic patterns).
original set becomes smaller and smaller as the original
set grows, (ii) the classiﬁcation time needed byOLP-NNC
using the synthetic dataset is of the same order of magnitude
as that of conventional NN classiﬁer using the input data
set and (iii) the performance of OLP-NNC is better than
the conventional NN classiﬁer. We also compare our results
with those of other classiﬁers like the Naive Bayes classiﬁer
and NN classiﬁer based on the bootstrap method given by
Hamamoto et al. [18]. Naive Bayes classiﬁer can be seen
as carrying on a pattern synthesis implicitly by assuming
statistical independence between features.
The rest of the paper is organized as follows: Section 2
describes pattern synthesis. Section 3 describes OLP-graph
with its properties. OLP-NNC is explained in Section 4.
Experimental results are described in Section 5 and conclu-
sions in Section 6.
2. Pattern synthesis
Pattern synthesis can be seen as a method of generat-
ing artiﬁcial new patterns from the given training patterns.
Broadlythis can be done in two way s viz., model-based
pattern synthesis and instance-based pattern synthesis.
Model-based pattern synthesis ﬁrst derives a model based
on the training set and uses this to generate patterns. The
model derived can be a probabilitydistribution or an ex-
plicitmathematicalmodellikeaHiddenMarkovmodel.This
method can be used to generate as manypatterns as needed.
There are two drawbacks of this method. First, anymodel
depends on the underlying assumptions and hence the syn-
thetic patterns generated can be erroneous. Second, it might
be computationallyexpensive to derive the model. Another
argument against this method is that if pattern classiﬁcation
is the purpose, then the model itself can be used without
generating anypatterns at all.
Instance-based pattern synthesis, on the other hand, uses
the given training patterns and some of the properties about
the data. It can generate onlya ﬁnite number of new patterns.
Computationallythis can be less expensive than deriving a
model. This is especiallyuseful for non-parametric classi-
ﬁers like NNC which directlyuse the training instances. Fur-
ther, this can also result in reduction of the computational
requirements of NNC.
We present in this paper an instance-based pattern syn-
thesis technique called overlap based pattern synthesis, ﬁrst
providing keymotivation. We also present an approximate
version of the method.
2.1. Overlap based pattern synthesis—main ideas
Let F be the set of features. There mayexist a three-block
partition of F, say, {A,B,C} with the following proper-
ties. For a given class, there is a dependency(probabilistic)
among features in A∪B. Similarly, features inB∪C have a
dependency. However, features in A (or C) can affect those1 1
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Fig. 1. Illustration of synthetic patterns. Note: The empty cells are assumed to have 0’s. Shaded portion is the overlap.
in C (or A) onlythrough features in B. Suppose now that we
are given two patterns X = (a1,b,c1) and Y = (a2,b,c2)
such that a1 is a feature-vector that can be assigned to the
featuresinA,btothefeaturesinBandc1 tothefeaturesinC,
respectively. Similarly,a2,band c2 are feature-vectors that
canbeassignedtofeaturesinA,B,andC,respectively.Then,
our argument is that the two patterns (a1,b,c2),(a2,b,c1)
are also valid patterns in the same class. If these two new
patterns are not alreadyin the class of patterns then it is only
because of the ﬁnite nature of the set. We call this type of
generation of additional patterns as overlap-based pattern
synthesis, because this kind of synthesis is possible only if
the two given patterns have the same feature-values for fea-
tures in B. In the given example, feature-vector b is common
between X and Y and, therefore, is called the overlap.
We present one simple example with hand-written dig-
its which has geometric appeal also. Fig. 1 illustrates
two given patterns (X and Y) for OCR digit ‘3’, and
two new patterns (P and Q) generated from the given
patterns. In this example, the digits are drawn on a two-
dimensional rectangular grid of size 5 × 4. A cell with
‘1’ indicates presence of ink. Emptycells are assumed to
have ‘0’. Patterns are represented row-wise. So the pattern
X = (0,1,1,0,1,0,0,1,0,0,1,0,0,0,0,1,0,1,1,0) and
Y =(1,1,1,1,0,0,0,1,0,0,1,0,0,0,0,1,1,1,1,1). Let
the feature set be F={f1,...,f20}, and the three-block par-
tition ofFbe{A,B,C}which satisﬁes the earlier-mentioned
properties with A ={ f1,...,f5},B ={ f6,...,f16} and
C ={ f17,...,f20}, respectively. Then X and Y have an
overlap and we can generate two new patterns, P and Q,a s
shown in Fig. 1.
2.2. Overlap based pattern synthesis—formal procedure
To describe the overlap-based pattern synthesis formally,
we use the following notation and deﬁnitions. A pattern
(data instance) is described as an assignment of values X=
(x1,...,xd) to a set of features F =(f1,...,fd).As usual,
we assume that all the data instances (including those in
the training set) are drawn from some probabilitydistribu-
tion over the space of feature vectors. Formally, for each
assignment of values X to F, we have a probability Pr(F=
X). That is, a set of features is also seen as a random vec-
tor. Further, X[fi] is the value of feature fi in instance X.
That is, if X=(x1,...,xd), then X[fi]=xi. Let A be some
subset of F. Given a feature vector X,w eu s eXA to denote
the projection of X onto the features in A.
Let  ={ A,B,C} be a three-block partition of F. Let
X, Y and Z be three given feature vectors. Then W =
(XA,YB,ZC) is a feature vector such that,
W[fi]=X[fi], if fi ∈ A
= Y[fi], if fi ∈ B
= Z[fi], if fi ∈ C.
Let X={X1,X2,...,Xn} be a set of patterns belonging to
class l. The synthetic set generated from X with respect to
a given three-block partition  ={ A,B,C} of F is denoted
as SS(X) and is obtained as follows:
(1) Initially SS(X) = X.
(2) For each pair of patterns (Xi,Xj) for 1i<jn,i f
Xi
B = X
j
B, add two patterns (Xi
A,Xi
B,X
j
C),(X
j
A,X
j
B,
Xi
C) to SS(X) if theyare not alreadyin it.
It is easyto see that SS(X) and X are obtained from the
same distribution provided for anyassignment of values
a,b, and c to the random vectors A,B, and C, respectively,
Pr(A= a |B = b,C = c,Class = l) = Pr(A= a |B =
b,Class = l). That is, A is conditionallyindependent of
C,g i v e nB and class is l. Since we restrict our attention
to one class at a time, we can equivalentlystate the rule as
Pr(A=a |B=b,C=c)=Pr(A=a |B=b).We will use the
notation I(A,C|B)to denote the conditional independence
of two random variables A and C given random variable B.
If there is more than one such three-block partition,
then we applythe sy nthesis technique sequentially(in
some order). Let {1,...,m} be the m possible three-
block partitions satisfying the conditional independence
requirement, then a synthetic set that can be obtained is
SSm(SSm−1(···(SS1(X)))). For this kind of synthesis,
three-block partitions can be seen as the building blocks andwhen applied in a sequence gives raise to the general form
of the synthesis. That is, from given two original patterns,
one can derive manysy nthetic patterns byapply ing the
technique with respect to the given three-block partitions
in a sequence.
2.3. Overlap-based pattern synthesis—an approximate
method
If partitions, i ={Ai,Bi,Ci} such that I(Ai,Ci |Bi) is
true for 1im are given, then it can be used for pattern
sy nthesis. Unfortunately , there maynot exist anysuch par-
tition fullysatisfy ing the conditional independence require-
ment. But there mayexist partitions which approximately
satisfythe requirement. Furthermore, ﬁnding either a true or
an approximate partition might be veryhard. In this section,
we present one simple algorithm which provides a heuris-
tic approach to dealing with this problem. The method is
based on pairwise correlations between features. The par-
titions obtained bythis method maynot strictlysatisfythe
conditional independence requirement. Nevertheless, based
on empirical results, the patterns generated using these par-
titions are shown to improve the classiﬁcation accuracyof
NNC.
Our intuition for constructing a candidate partition is
basedonthefollowing:assumethatapartition,={A,B,C}
does exist such that I(A,C|B) is true. We can think that
the features in A directlyinﬂuence features in B and that
in turn directlyinﬂuence those in C. However, there is an
indirect inﬂuence of features in A on features in C, via fea-
tures in B. Therefore, features in A will tend to be quite
stronglycorrelated with features in B, similarlyfeatures in
B will be stronglycorrelated with features in C. But cor-
relation between features in A and C will be weak. There
is a well-known “folk-theorem” that probabilistic inﬂuence
tends to attenuate over distance; that is, direct inﬂuence is
stronger than indirect inﬂuence. (This has been shown both
formallyand empiricallyin certain special cases in [19,20].)
Therefore, we use these heuristics to choose appropriate par-
titions. Further, we would like to ﬁnd as manypartitions as
possible. This is done as explained below.
We obtain an ordering of features such that features which
arecloseby(accordingtothisordering)arehighlycorrelated
than for distant ones. If (f1,f2,...,fd) is an ordered set
of features such that fi is the ith feature then we deﬁne a
criterion or cost J =

∀i,j|cor(fi,fj)|×| i − j| where
cor(fi,fj) is the correlation factor for the pair of features
fi and fj. We ﬁnd an ordering of features for which the
cost J is minimum. We give two methods for ﬁnding such
an ordering of features.
If the number of features is small such that performing
an exhaustive search over all possible orderings is feasible,
then this is done to ﬁnd the best ordering of features having
minimum J value. Otherwise, we (i) select a random order-
ing of features, (ii) randomlychoose two distinct features
fi,fj and swap their positions (to get a new ordering of
features) if it decreases the cost. Step (ii) is repeated for a
pre-speciﬁed number of times and the resulting ordering of
features is taken.
Let (f  
1,f 
2,...,f 
d) be the ﬁnal ordering of features
(such that f  
i is the ith feature), derived from the above-
mentioned process. For a given threshold correlation factor
t( 0t 1),w eg e td partitions i ={ Ai,Bi,Ci} for
(1id) as follows where d is the number of features.
Ai = (f  
1,f 
2,...,f 
i−1), Bi = (f  
i,f 
i+1,...,f 
j−1) and
Ci = (f  
j,f 
j+1,...,f 
d) such that |cor(f 
i,f 
k)|<t for
all f  
k ∈ Ci. It is possible for Ai or Ci to be empty. It is
worth noting that always A1 and Cd are empty. A con-
cise representation of all partitions i.e., (1,2,...,d)
is the list of integers L = (|B1|,|B2|,...,|Bd|) such
that |Bi| corresponds to the partition i with Ai =
(f  
1,f 
2,...,f 
i−1), Bi = (f  
i,f 
i+1,...,f 
|Bi|+i−1) and
Ci = (f  
|Bi|+i,f 
|Bi|+i+1,...,f 
d). L is called the overlap
lengths list.
2.4. An example
Let the ordered set of features be F = (f  
1,f 
2,...,f 
6),
L = (2,2,3,2,2,1) be the representation of partitions for
a class and the given original patterns for the class be
X ={ (a,b,c,d,e,f), (p,b,c,q,e,r), (m,n,c,q,e,o)}.
Then SS1(X) = X, since no two patterns in X have
common values for ﬁrst and second features simultane-
ously.(SS2(SS1(X))={(a,b,c,d,e,f), (a,b,c,q,e,r),
(p,b,c,d,e,f), (p,b,c,q,e,r), (m,n,c,q,e,o)}, be-
cause for the two patterns in X viz., (a,b,c,d, e,f) and
(p,b,c,q,e,r)the features in B2 =(f  
2,f 
3) have common
values and so we get two additional synthetic patterns,
viz., (a,b,c,q,e,r)and (p,b,c,d,e,f), respectively. Fi-
nally, the entire synthetic set,SS6(...(SS2(SS1(X)))) =
{(a,b,c,d,e,f),(a,b,c,q,e,r),(a,b,c,q,e,o),(p,b,c,
d,e,f),(p,b,c,q,e,r),(p,b,c,q,e,o),(m,n,c,q,e,r),
(m,n,c,q,e,o)}.
3. A compact representation for synthetic patterns
For carrying out partition-based pattern synthesis, even
though all possible partitions of the set of features are found,
it would be a computationallyhard job to generate all possi-
ble synthetic patterns. Further, the number of synthetic pat-
terns that can be generated can be verylarge when compared
with the given original set size. This results in increased
space requirement for storing the synthetic set. In this sec-
tion we present a data structure called overlap pattern graph
(OLP-graph) which is a compact representation for storing
synthetic patterns. OLP-graph, for a given collection of par-
titions of the set of features, can be constructed byreading
the given original training patterns onlyonce and is also
suitable for searching the NN in the synthetic set.For a given class of original patterns (X), for a given col-
lection of partitions of the set of features ({i |1id}),
overlap pattern graph (OLP-graph) is a compact data struc-
ture built byinserting each original pattern into it. But the
patterns that can be extracted out of the OLP-graph form
the synthetic set SSd(...(SS1(X))).
OLP-graph has two major parts, viz., (i) directed graph
and(ii)headertable.Everynodeinthegraphhas(i)afeature
value, (ii) an adjacencylist of arcs and (iii) a node-link. A
path (consisting of nodes and arcs) of OLP-graph from one
end to the other represents a pattern. If two patterns have
an overlap with respect to a partition of the set of features,
then these two patterns share a common sub-path. A node
of the graph represents a feature for a pattern.
Header table and node links facilitate in ﬁnding the over-
lap. Header table consists of an entryfor everyfeature. An
entryin it points to a node in the graph which represents that
feature for a pattern. The node link of a node points to an-
other node which represents the same feature but for some
other pattern. That is, a header table entryfor feature fi is
a pointer to the head of a linked list of nodes. Each node in
this linked list represents feature fi for some pattern. This
linked list is called feature-linked-list of fi.
A pattern is progressivelyinserted feature byfeature. For
this purpose, for everyfeature fi (1id)a possible over-
lap with the existing patterns in the OLP-graph with respect
to the partition i is looked for. If no overlap is possible
then a new node is created for the feature.
3.1. An example
For the example presented in Section 2.4 the correspond-
ing OLP-graph is shown in Fig. 2.
Node links which form feature-linked-lists are shown in
dotted lines.A path consisting of nodes and arcs from the left
end to the right end represents a pattern that can be extracted
from the OLP-graph. Thus, all patterns that can be extracted
out form the synthetic set SS6(...(SS2(SS1(X)))).
An important point to observe is that ﬁrst and second
patterns in the original set have an overlap according to the
partition 2 i.e., theyhave an overlap (or, same feature-
values) for features in B2 =(f  
2,f 
3). In the OLP-graph, the
node corresponding to b is shared but that corresponding to
c is not. The reason is that if the node corresponding to c is
also shared then m → n → c → d → e → f becomes a
valid path, i.e., (m,n,c,d,e,f) becomes a synthetic pattern
which can be extracted out of the graph. However, this is not
a valid synthetic pattern according to overlap-based pattern
synthesis (Section 2.2) based on the partitions given. To
make this point clearer, a deﬁnition of the property node-
sharability along with sharable-node is given below.
Node-sharability and sharable-node: For a given OLP-graph
G, pattern X, feature f  
i and partition i ={Ai,Bi,Ci},w e
say node-sharability (G,X,f 
i,|Bi|) is true if there is a sub-
path of nodes in G, vi → vi+1 →···→vi+|Bi|−1 such
that feature value in vj is equal to X[f  
j] for (ij i +
a
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Fig. 2. Illustration of OLP-graph.
|Bi|−1), and vi is a node in the feature-linked-list of f  
i.
In this context, sharable-node (G,X,f 
i,|Bi|) is vi.
Let G0 be the initial emptyOLP-graph and Gi be the
OLP-graphafterinsertingtheithpatternfromthegivenorig-
inal set. For the example |B2|=2 and |B3|=3. Then, node-
sharability (G1,(p,b,c,d,e,f),f 
2,2) is true and hence
the node corresponding to b is shared. But node-sharability
(G1,(p,b,c,d,e,f),f 
3,3) is false, so a new node for c is
created.
3.2. OLP-graph construction
An OLP-graph can be constructed for each class
of patterns and for a given overlap lengths list L =
(|B1|,|B2|,...,|Bd|) as described in the following method:
Build-OLP-graph(X,L)
{
//Let G be the emptyOLP-graph having header table
with all entries being empty.
For each pattern X in X
{
Parent = NULL;
For i = 1t od
{
If (node-sharability(G,X,fi,|Bi|) is true)
{
v = sharable-node(G,X,fi,|Bi|);
Add-arc(Parent, v);
}
Else
{
v = Create a new node;
v.feature-value = X[fi];
Add-to-feature-linked-list(v, fi);
Add-arc(Parent, v);
}
Parent = v;
}
}
Output(G);
}The above method iterativelyadds patterns from the orig-
inal set to the alreadybuilt OLP-graph.
The functions Add-to-feature-linked-list (v,fi) appends
node v to the feature-linked-list of fi, and Add-arc(u, v) will
add an arc to the adjacencylist of arcs of node u pointing
to node v provided such an arc alreadydoes not exist in the
adjacencylist.
3.3. Properties of OLP-graph
(1) The synthetic set SSd(SSd−1(···(SS1(X)))) gen-
erated bydoing overlap pattern sy nthesis and the
one extracted from the corresponding OLP-graph are
the same.
(2) For a given original set the OLP-graph is independent of
the order in which the original patterns are considered.
That is, the synthetic set generated from the OLP-graph
is independent of the order in which the original patterns
are arranged to build the OLP-graph.
(3) OLP-graph can be incrementallybuilt.
(4) Addition or deletion of a pattern from the OLP-graph
can be made in O(n) time where n is the number of
original patterns used to build the OLP-graph.
It is easyto see that the above properties are true.
3.4. Time complexity of build-OLP-graph
Let n be the number of patterns in the class for which
the method is called. Since each pattern is considered only
once, the method does a single scan over the training set.
Because the patterns are considered to be stored in a disk
(secondarystorage medium), the number of times these are
accessed from the disk is an important measure in applica-
tions (like data mining) where the total training set cannot
be accommodated in the main memory.
The time complexityof the method is O(n2dl), where
d is the dimensionalityof patterns and l is the maximum
element in L. The reason is that all patterns are considered
once (total of n patterns), for each pattern everyfeature is
considered once (total of d features), and for each feature
its feature-linked-list is searched to check whether the node-
sharability propertyholds or not. Each search for node-
sharability takes at most O(l) time. Feature-linked list for
anyfeature can be at most of size n.
Since d is constant and (ld), the effective time com-
plexityof the method is O(n2).
3.5. Space complexity of build-OLP-graph
The space required bythe method is largelydue to the
space occupied bythe OLP-graph G. G consists of a header
table and a graph. The space required for the header table is
O(d), and that for the graph is O(nd). Since each original
pattern (total of n patterns) occupies a path in G, a path is
of size d. So the effective upper bound on space complexity
is O(n). But empirical studies (Section 5) show that the
actual space consumed byan OLP-graph is much smaller
than that of the original patterns. The reason is that many
patterns in a class can have an overlap and thus can share
a common sub-path. Another important point to note from
the empirical studies is that the rate of increase in the size
of G decreases as n increases and for some n1 >n,i tc a n
be assumed to become zero. That is, the size of G does
not increase after adding a sufﬁcient number of patterns to
it. This is a useful propertyin cases where the data sets
are large and grow with time, as in applications like data
mining.
4. An efﬁcient NN classiﬁer using the synthetic
patterns
For each class, even though OLP-graph is a compact
representation for the synthetic set that can be generated
byoverlap pattern sy nthesis, the conventional NN classiﬁer
with the entire synthetic set takes a large amount of time.
The reason is that the synthetic set can be exponentially
larger (in size) as compared to the original set which de-
pends on the overlap lengths list considered.
We propose a NN classiﬁer called OLP-NNC which has
classiﬁcation time upper bound equal to O(n) where n is
the original training set size. OLP-NNC stores the par-
tial distance computations in the nodes of the OLP-graph
and avoids recomputing the same. This method is suitable
for distance measures like Hamming distance, Squared Eu-
clidean distance, etc., where the distance between two pat-
terns can be found over its parts (called partial distance) and
added up later to get the actual distance.
OLP-NNC ﬁrst ﬁnds the distance between the test pattern
and its NN within a synthetic set of a given class (repre-
sented byan OLP-graph). The class label assigned to the
test pattern then is that for the NN or the pattern with the
least distance. Algorithms 1 and 2 describe ﬁnding distance
of NN within a class. Distance measure used is squared Eu-
clidean distance. Note that NN found using either Euclidean
or squared Euclidean distance measures are same.
Algorithm 1 Find-Min-Dist(Graph G, Test Pattern T)
{Let min-distance be an integer initialized to maxi-
mum possible value.}
for (each node v in the feature-linked-list of f1 in G)
do
d=Find-Dist(v,T,1);
if (d <min-distance) then
min-distance =d;
end if
end for
return(min-distance);Algorithm 2 Find-Dist(Node v, Test Pattern T, Inte-
ger i)
if (v is marked as visited) then return
(v·partial-distance);
else
d = (T[fi]−v.feature-value)2;
Find L= List of descendant nodes of v;
if (L is not empty) then
for (each node w in L) do
d = d + Find-Dist(w,T,i+ 1);
if (d <min-distance) then
min-distance = d;
end if
end for
v · partial -distance = min-distance;
else
v · partial -distance = d;
end if
Mark v as visited;
return(v · partial-distance);
end if
5. Experiments
5.1. Datasets
We performed experiments with ﬁve different datasets,
viz., OCR, WINE, THYROID, GLASS and PENDIGITS,
respectively. Except the OCR dataset, all others are from the
UCI Repository [21]. OCR dataset is also used in [22,10].
The properties of the datasets are given in Table 1. For OCR,
THYROID and PENDIGITS datasets, the training and test
sets are separatelyavailable. For the remaining datasets 100
patterns are chosen randomlyas the training patterns and
the remaining as the test patterns.
All the datasets have onlynumeric valued features. The
OCR dataset has binarydiscrete features, while the others
have continuous valued features. Except OCR dataset, all
other datasets are normalized to have zero mean and unit
variance for each feature and subsequentlydiscretized as
follows. Let a be a feature value after normalization, and a 
Table 1
Properties of the datasets used
Dataset Number Number Number Number
of features of classes of training of test
examples examples
OCR 192 10 6670 3333
WINE 13 3 100 78
THYROID 21 3 3772 3428
GLASS 9 7 100 114
PENDIGITS 16 10 7494 3498
be its discrete value. We used the following discretization
procedure.
If (a < − 0.75) then a  =− 1;
Else-If (a < − 0.25) then a  =− 0.5;
Else-If (a <0.25) then a  = 0;
Else-If (a <0.75) then a  = 0.5;
Else a  = 1.
5.2. Classiﬁers for comparison
The classiﬁers chosen for comparison purposes are as
follows:
NNC: The test pattern is assigned to the class of its NN in
the training set. The distance measure used is Euclidean dis-
tance. It has both space and classiﬁcation time requirements
equal to O(n) where n is the number of original training
patterns.
k-NNC: A simple extension of NNC, where the most com-
mon class in the k NN (k1) is chosen. The distance mea-
sure is Euclidean distance. Three-fold cross validation is
done to choose the k value. Space and classiﬁcation time re-
quirements of the method are both O(n) when k is assumed
to be a small constant when compared with n.
Naive–Bayes classiﬁer (NBC): This is a specialization of the
Bayes classiﬁer where the features are assumed to be sta-
tisticallyindependent. Further, the features are assumed to
be discrete valued. Let X = (x1,...,xd) be a pattern and
l be a class label. Then the class conditional probability,
P(X|l)=P(x1 |l)×···×P(xd |l). Here P(xi |l) is taken
as the frequencyratio of number of patterns in class with
label l and with feature fi value equal to xi to that of total
number of patterns in that class.A priori probabilityfor each
class is taken as the frequencyratio of number of patterns in
that class to the total training set size. The given test pattern
is classiﬁed to the class for which the posteriori probability
is maximum. OCR dataset is used as it is, whereas the other
datasets are normalized (to have zero mean and unit vari-
ance for each feature) and discretized as done for the other
classiﬁers. Design time for the method is O(n), but the ef-
fective space and classiﬁcation time requirements are O(1)
only.
NNC with bootstrapped training set (NNC(BS)):We used the
bootstrap method given byHamamoto et al. [18] to generate
an artiﬁcial training set. The bootstrapping method is as
follows. Let X be a training pattern and let X1,...,Xr be
its r NN in its class. Then X =(
r
i=1Xi)/r is the artiﬁcial
pattern generated for X. In this manner, for each training
pattern an artiﬁcial pattern is generated. NNC is done with
this new bootstrapped training set. The value of r is chosen
accordingtoathree-foldcrossvalidation.Bootstrappingstep
requires O(n2) time, whereas space and classiﬁcation time
requirements are both O(n).
OLP-NNC: This method is given in Section 4. The thresh-
old correlation factor used in the overlap-based pattern syn-
thesis is chosen based on a three-fold cross validation fromTable 2
A comparison between the classiﬁers (showing classiﬁcation accu-
racies (%))
Dataset NNC k-NNC NBC NNC(BS) OLP-NNC
OCR 91.12 92.68 81.01 92.88 93.85
WINE 91.03 92.31 91.03 93.29 93.60
THYROID 92.44 93.70 83.96 93.35 93.23
GLASS 68.42 68.42 60.53 68.42 70.18
PENDIGITS 96.08 96.34 83.08 96.36 96.08
Table 3
A comparison of percentage accuracies and computational require-
ments for THYROID dataset for various threshold correlation fac-
tors
Classiﬁer:OLP-NNC
Threshold CA (%) Space (KB) Design Classiﬁcation
time (s) time (s)
0.0 92.44 173.95 20.24 16.17
0.1 93.23 144.70 9.68 10.23
0.2 92.79 86.11 7.22 8.44
0.3 92.65 5.23 2.96 1.85
0.4 92.65 4.94 1.30 0.69
0.5 92.65 3.46 1.23 0.55
0.6 92.65 3.04 1.07 0.47
0.7 92.65 2.36 0.92 0.38
0.8 92.65 1.45 0.78 0.27
0.9 92.65 1.36 0.55 0.20
1.0 92.65 1.35 0.38 0.15
Classiﬁer:NNC
— 92.44 158.42 0 14.48
Classiﬁer:k-NNC
— 93.70 158.42 0 16.52
Classiﬁer:NBC
— 83.96 1.26 0.28 0.12
Classiﬁer:NNC(BS)
— 93.35 158.42 23.26 15.06
{0.0,0.1,...,1.0}. It has design time requirement equal to
O(n2). Space and classiﬁcation time requirements are both
O(n).
5.3. Experimental results
Table 2 gives a comparison between the classiﬁers. It
shows the classiﬁcation accuracy(CA) for each of the classi-
ﬁers as a percentage over respective test sets. The parameter
values (like k in k-NNC, r in NNC(BS) and threshold corre-
lation factor in OLP-NNC) are chosen based on three-fold
cross validation. Some of the observations are: (i) for OCR,
WINE and GLASS datasets OLP-NNC outperforms the rest
of the classiﬁers, (ii) OLP-NNC is better than to NNC for
Table 4
A comparison between the classiﬁers showing percentage accura-
cies and computational requirements for various training set sizes
for OCR data set
Classiﬁer Number CA (%) Space Design Classiﬁcation
of training (KB) time time
patterns (s) (s)
NNC 2000 87.67 772 0 98.01
4000 90.16 1544 0 175.25
6670 91.11 2575 0 306.53
k-NNC 2000 87.79 772 0 106.92
4000 90.22 1544 0 200.21
6670 92.68 2575 0 329.00
NBC 2000 80.71 15.36 4.02 0.46
4000 81.03 15.36 5.28 0.51
6670 81.01 15.36 7.26 0.49
NNC(BS) 2000 88.86 772 16.11 99.16
4000 90.84 1544 34.23 172.74
6670 92.88 2575 55.56 310.27
OLP-NNC 2000 92.44 311 6.03 91.74
4000 92.89 473 10.26 145.51
6670 93.85 629 22.31 205.05
all datasets except PENDIGITS for which the CA for both
OLP-NNC and NNC is the same, and (iii) OLP-NNC sig-
niﬁcantlyoutperforms NBC over all datasets. In fact, except
for the WINE dataset, the difference in CA between OLP-
NNC and NBC over all datasets is almost 10% or higher.
For OLP-NNC, there seem two ways to further reduce
the computational requirements without degrading the CA
much. First, one could increase the threshold correlation fac-
torindoingthepatternsynthesis.Thiswouldresultinacom-
pactOLP-graphstructurethatinturnwouldresultinreduced
space and classiﬁcation time requirements. Table 3 demon-
strates this for the THYROID dataset. The second wayis to
reduce the original training set size bytaking onlya random
sample of it as the training set. Table 4 demonstrates this for
OCR dataset. It can be observed that OLP-NNC even with
(only) 2000 original training patterns outperforms NNC and
is almost equal to k-NNC and NNC(BS) with 6670 training
patterns with respect to CAs and clearlyshows a signiﬁcant
reduction in both the space and classiﬁcation time require-
ments. The difference is almost of an order of magnitude in
favor of OLP-NNC, in terms of space requirements when
compared with NNC, k-NNC and NNC(BS). Similar results
are observed for the remaining datasets and hence are not
reported.
6. Conclusion
Overlap-based pattern synthesis is an instance-based pat-
tern synthesis technique which considers from the given
training set, some of the properties about the data. This canresult in reduction in both the curse of dimensionalityef-
fect and computational requirements for the NN classiﬁer.
Approximate pattern synthesis can be realized by consid-
ering pairwise correlation factor between the features and
this is empiricallyshown to improve the classiﬁcation ac-
curacyin most cases. Sy nthetic patterns can be stored in a
compact data structure called OLP-graph and can be used
to ﬁnd the NN of a given test pattern in O(n) time, where n
is the number of given original training patterns. The tech-
niques described are suitable for large and high dimensional
datasets.
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