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We describe how, exploiting the current scanning near-field optical techniques, it is possible to map
phase and modulus of the wavefunctions of a quantum dot system. In particular we propose an experi-
mental setup based on an interferometric technique able to measure simultaneously modulus and phase
of wavefunctions. We present numerical calculations simulating the measurements on dots arising from
interface fluctuations of GaAs quantum wells.
Recent measurements based on spatially-resolved photoluminescence provided direct information on
the spatial and energy distribution of light emitting nanometric centers [1–5] of semiconductor quan-
tum structures. However spatially resolved photoluminescence provides only an indirect probe of the
electronic structure. Recently Guest et al. [6] presented a technique that combines coherent nonlinear
spectroscopy with near-field microscopy providing a means to map the local optical density of states
(LDOS) of the system in analogy to scanning tunneling microscopy measurements [7, 8] that mapped
out the electronic LDOS. Coherent optical control and optical manipulation play a fundamental role in
the functioning of proposed devices. Proposed device architectures ultimately rely on tuning the inter-
actions between individual electronic states, that requires direct access to eigenstates with spectral and
spatial selectivity [9].
Here we show that it is possible to go beyond LDOS measurements, thus achieving the ultimate
characterization tool for a mesoscopic quantum system. We propose a near-field optical technique able
to map modulus and phase of the wavefunctions of a quantum dot system. Recently Phillips et al. [10]
advanced from the more traditional use of the scanning near-field optical microscope (SNOM) for
electromagnetic imaging measuring both the light intensity and phase in the near field. We show that,
when the probed region of the sample is comparable or lower than the spatial variations of the exci-
tonic wavefunction, the phase and modulus of the collected light can be related to the phase and
modulus of the excitonic wavefunction. In order to simulate the measurements, we consider a system
of quantum dots arising from interface fluctuations of GaAs quantum wells. The numerical calcula-
tions consist of two steps in close analogy with real experiments. The first step is the growth of the
sample corresponding to a single realization of disorder with given statistical properties. Once the
sample has been obtained, we calculate the SNOM signal acquired in collection mode. In collection-
mode SNOM, the sample is usually illuminated by a laser focussed onto the sample surface. An
optical fiber (waveguide) with a sharp tip is scanned along the sample at subwavelength distance (in
the near-field region), and the signal delivered by an optical detector at the end of the fiber is recor-
dered. In experiments done in collection mode the relevant optical field that can be detected by a
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general near-field setup is given by [11] StotðwÞ ¼ AbgðwÞ þ SgðwÞ, where AbgðwÞ is the background
signal assumed to be uniform along the x y plane and
SgðwÞ ¼ AðwÞ
Ð
dz dr Pðr; z;wÞ  Eoutðr; z;wÞ ; ð1Þ
A is a complex constant depending on the impedance of the material constituting the tip [11],
Pðr; z;wÞ, is the polarization density of the sample induced by an electromagnetic field Einðr; z;wÞ.
Eoutðr; z;wÞ is the signal mode delivered by a collection mode SNOM. We have indicated with
r  ðx; yÞ the projection of the position vector on the plane of the QW and with z the coordinate along
the growth direction. Following the general linear response theory [12], the linear macroscopic polar-
ization Pðr; z;wÞ can be written as
Pðr; z;wÞ ¼ Ð $cðr; z; r0; z;wÞ  Einðr0; z0;wÞ dr0 dz0 ; ð2Þ
where $cðr; z; r0; z;wÞ is the nonlocal susceptibility tensor. In systems with extended wave-functions
such as semiconductors nonlocality plays a relevant role [13, 14]. In reasonable good quality QWs the
amplitude of the confinement energy fluctuations are typically one order of magnitude smaller than
the binding energy of the 1S exciton [15]. In this limit, the susceptibility tensor is given by [13, 14]
$
cðr; r0; z; z0Þ ¼ $cðr; r0Þ qðzÞ qðz0Þ, where qðzÞ is the product of the electron and hole envelope functions
along the growth axis and
$
cðr; r0Þ ¼ m2jf1sð0Þj2
P
n
wnðrÞ wn*ðr0Þ
wþ ig En
$
1 ; ð3Þ
where wn are mesoscopic wavefunctions describing the excitonic centre of mass motion.
Inserting Eq. (2) into Eq. (1) and observing that in the collection mode the input field can be
considered constant along the sample, we obtain S ¼ A Ð dr dr0 cðr; r0;wÞ Ein  Eoutðr0;wÞ , where
Ein=outðr;wÞ ¼
Ð
Ein=outðr; z;wÞ qðzÞ dz . For the sake of simplicity, we describe the narrow light beam
collected by the SNOM tip by a gaussian EM-field profile, Ein  EoutðrÞ ¼ FðwÞ gðrÞ, where
gðrÞ ¼ exp ½ðx2 þ y2Þ=s2. Using Eq. (3), the detected optical field (function of the frequency of
input light and of the tip position R) is thus given by
SgðR;wÞ ¼ A
P
n
M*n
wþ ig En
ð
dr gðr RÞ wnðrÞ ; ð4Þ
where Mn is the exciton dipole moment and A includes all the constants obtained by the calculation.
In the limit of very high spatial resolution,
Ð
dr gðr RÞ wnðrÞ ! wnðRÞ. If in addition the homoge-
neous broadening g is much lower than the energy difference between the eigenstates of the system
(as it usually happens in many quantum dot systems), the spatial variations of SgðR;w ¼ wnÞ map
wnðRÞ. The phase and modulus of SgðR;wÞ can be measured by an interferometric technique [10].
Unlike conventional SNOM, the optical signal from the probe does not pass directly to the detection
electronics but is combined with a reference signal (a split fraction of the input laser beam with
frequency w and amplitude L ¼ l eif) as shown in Fig. 1. The two signals are combined by a Mach-
Zehnder interferometer operating in the balanced homodyne detection with a phase sensitive element
SNOM
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Fig. 1 Experimental setup able to detect both phase and
amplitude of the system wavefunction.
in the upper arm introducing a phase shift fp. The output signal Wout in the balanced homodyne
detector is given by [16]: Wout ¼ ½jLj2  jStotj2 cos ðfpÞ þ ½L*Stot þ StotL sin ðfpÞ. If fp ¼ p=2, the
signal detected is
Wout ¼ ½L*Stot þ StotL ¼ Wout; g þWbgout : ð5Þ
Observing that Abg ¼ jAbgj eiqbg is the background signal and Sg ¼ jSgj eiqg is the SNOM signal (4)
acquired in the collection mode measurement, we have Wout; g ¼ 2l jSgj cos ðqg  fÞ and
Wbgout ¼ 2l jAbgj cos ðqbg  fÞ. We observe from Eq. (5) that the second term in the r.h.s. gives (with
fixed f) a spatially uniform contribution and can be removed by different simple techniques. Hence
the relevant signal is represented by the first term in the r.h.s. of Eq. (5). We also observe from Eq.
(5) that the higher intensity of the output signal is obtained when f ¼ qg. Hence, tuning the laser
frequency and varying the phase f of the splitted laser beam, it is possible to map modulus and phase
of the system wavefunctions. In the following we will present specific calculations for a system of
quantum dots distributed on a two-dimensional surface [2, 3]. We model the random potential VðrÞ
felt by the excitons as a zero mean, Gauss distributed and spatially correlated process. Calculations
are carried out in real space mapping on a fine mesh of points the Hamiltonian [13]
Hr ¼ ðh2=2mÞ r2 þ VðrÞ, that is then diagonalized in order to obtain eigenvalues and eigenvectors.
We adopt an exciton kinetic mass of m ¼ 0:25m0 typical for AlAs/GaAs quantum wells. The spectra
have been calculated by considering a square region of 0:48 0:48 mm2 which has been reproduced
with a 60 60 mesh. Periodic boundary conditions have been adopted. For all the calculated spectra
we used a homogeneous broadening g ¼ 20 meV.
Figure 2a displays the 2D grey-scale image of the specific realization of the disorder potential used
for the simulations. Before calculating the collected signal Sg, in order to get information on the local
optical resonances of the system, we calculated absorption spectra under local illumination (FWHM =
25 nm) [13]. Figure 2b displays one of these spectra obtained with the beam centered at the position
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Fig. 2 (online colour at: www.interscience.wiley.com)
a) specific realization of disorder potential in the region
where local spectra have been calculated. The white cir-
cle specifies the location chosen to calculate the local
spectrum shown in Fig. 2b; b) local spectrum; c) spec-
trum obtained using a beam with s ¼ 250 nm centered
in the middle of the image in Fig. 3a; d) 2D image show-
ing the wavefunction relative to the eigenvalue showed
in Fig. 2b by the letter b).
Fig. 3 (online colour at: www.interscience.wiley.com)
a)–c) Images generated by sectioning the data
Sgðx; y;wÞ in planes of constant energy indicated by
letters in Fig. 2b. The resolution is different for the
three rows. The first row of images is obtained using
a beam with a FWHM of 70 nm. The second row of
images is obtained using a beam with a FWHM of 94
nm. The third row of images is obtained using a
beam with a FWHM of 164 nm.
indicated by the white circle in Fig. 2a. The spectrum clearly shows sharp distinct peaks characteristic
of zero-dimensional exciton states. We also report as reference the absorption spectrum obtained under
uniform illumination of the sample. Figure 2d displays the wavefunction wbðrÞ corresponding to the
second excited state denoted by the letter b in Fig. 2b. Clearly sharp variations of the phase by p (sign
changes) can be noticed. We observe that, in the system under study, wavefunctions can be chosen as
real and thus can display phase changes only by p. Figure 3 simulates what can be obtained by the set
up shown in Fig. 1 for three different spatial resolutions. In particular it displays SgðwnÞ
  cos qgðwnÞ
for three different values of the laser frequency w corrosponding to the energy peaks labelled by
letters in Fig. 2b. Each column displays results for a fixed energy and for different spatial resolution
(from top to the bottom FWHM is respectively 70, 94 and 164 nm). As expected, the fundamental
state (column a) has a uniform phase, while the excited states display clear phase variations. We
observe that the image displayed on column b) at FWHM = 70 nm reproduces well the modulus and
phase variations of wbðrÞ (compare with Fig. 2d). The small differences between the two images are
due to cancellation effects originating from the spatial interference of the corresponding quantum state
due to the nonlocal character of light-matter interaction in semiconductors and to the finite resolution
of the collecting tip [14, 13]. We also observe the dramatic impact of spatial resolution. Figure 3
shows that, lowering the resolution, information about the phase is lost more rapidly than information
on the LDOS.
We have shown that it is possible to go beyond LDOS measurements, thus achieving the ultimate
characterization tool for mesoscopic quantum systems. In particular we have proposed an experimental
setup able to optically map simultaneously the phase and modulus of the wavefunctions of a quantum
dot system. Numerical calculations on a GaAs quantum dot system displayed in Fig. 3 show that
spatial resolutions available within current near-field techniques suffices. The method here proposed
and analyzed can be applied to a large class of optically active two-dimensional mesoscopic quantum
systems. Also of great interest would be the possible characterization of local phase changes when
applying perturbations as magnetic and electric fields. Finally we believe that this technique would
greatly assist the development of nano-devices based on tuning the interaction between individual
electronic states.
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