We have carried out a comparison study for a set of benchmark problems which are relevant for convection in the Earth's mantle. The cases comprise steady isoviscous convection, variable viscosity convection and time-dependent convection with internal heating. We compare Nusselt numbers, velocity, temperature, heat-flow , topography and geoid data. Among the applied codes are finite-difference, finite-element and spectral methods. In a synthesis we give best estimates of the 'true' solutions and ranges of uncertainty. We recommend these data for the validation of convection codes in the future.
INTRODUCTION
A major tool for understanding convection in the Earth's mantle is numerical analysis, simulation or computer experimentation. A large number of different numerical codes are used; however, relatively little is known about the advantages or disadvantages of the various methods. Another problem arises when a new code is set up and must be validated. Usually a published solution to some special problem is taken for a comparison. The accuracy of this solution is seldom known. Often numerical values are not available for a comparison and contour plots must be used, which have their own uncertainties. To overcome these problems benchmarks are common practice in other, more established, branches of computational physics. For one or a few well-defined problem(s), solutions are calculated with various codes, if possible using high resolution (i.e. large numerical grids) and considering the convergence behaviour Authors are listed in alphabetical order. Reprint requests should be directed to U. Christensen. with increasing degree of resolution. For example, a benchmark comparison has been organized by de VahlDavies & Jones (1983) for a standard convection problem at a Prandtl number of 0.71 (air). These published benchmarks are of limited interest for mantle convection codes, because of some major differences between standard problems in 'ordinary' fluid dynamics and solid state convection in planets. Some of the reasons are that in the latter case the Prandtl number is virtually infinite, whereas the variability of viscosity, rarely considered in fluid dynamics, is of greater interest. Another point relates to what aspects of the solution are studied. For mantle convection, the deflection of the free surface and the gravity signal are important quantities, since they are among the few observables which relate to the deep structure of convection. Their calculation requires higher derivatives of the dependent variable of the solution and are therefore especially sensitive to numerical errors.
The present benchmark study has been proposed in connection with a workshop on the numerical simulation of mantle convection, which took place in Neustadt/Weinstrasse (FRG) in 1987 June. Preliminary results were compared at the workshop and some extensions of the initial benchmark were decided upon. For example, only the Nusselt number and rms velocity were originally requested. There was a consensus that other, more localized, values of the solution should be included in the comparison. Now there are three groups of problems with a total of six cases in this benchmark. As the most basic problem, steady isoviscous convection in a square box heated from below is considered for various Rayleigh numbers. In the second group are two variable viscosity cases. As time-dependent aspects of convection have found a growing interest in recent years, the last case is one with intrinsically time-dependent behaviour.
After the original deadline for contributors had been extended, 10 individuals or groups finally joined into the venture, although few contributed to all cases, Still, we have a reasonably good coverage of most cases with different methods. A committee (U. Christensen, U. Hansen and H. Harder) has collected all contributions, summarized them and drafted a first version of this report. It was decided at the workshop that no rating of the codes should be stated in the report, but that we just let the results speak for themselves. We would even like to caution the reader who wants to do a rating for himself or herself. Many aspects have to be considered for such a rating. The most obvious one is that every convergent method would have given a better result if higher resolution had been used; therefore it is of no use to compare different methods when the degree of resolution also differs. Also, considering the level of accuracy for a given number of finite different points, finite elements or spectral modes, may not be the best standard of comparison, and comparing results obtained within a given CPU time on a standard computer would be better. Of course, this is not strictly possible (although CPU times are quoted in this report), because different machines have been used. A further aspect is that a code which does well in some aspects (e.g. gives a 'good' Nusselt number) may perform poorly in others (e.g. local temperatures). Further criteria may be important, for example the versatility of a code or the ease for implementing any alterations, but these are impossible to quantify.
In Section 2 we give the definition of the benchmark problems. In Section 3, the partaking numerical codes are briefly described. Section 4, consisting mainly of tables, contains all contributed results. In Section 5, we make an attempt to synthesize the results into best estimates for the exact solutions and the remaining level of uncertainty.
THE DEFINITION OF THE BENCHMARK CASES

General
We consider 2-D thermal convection of a non-rotating Boussinesq fluid of infinite Prandtl number in rectangular closed cells. Except for the viscosity in cases 2(a) and (b) all material properties are constant. Some definitions and notations are given in Table 1 along with dimensional reference values. However, except for topography and geoid 6.673xIO-Il non-dimensionalized data were requested. To remove the non-uniqueness all data are presented for the upwelling flow occurring at the left margin of the cell, i.e. at n = 0. The participants were encouraged to provide solutions obtained on different grids and to attempt to extrapolate their results. Apart from providing the data defined below, each participant was asked to give a brief description of the code, and give information about the machine used and the CPU time for the various cases.
Data to be calculated
The following five data or sets of data were to be calculated in cases l(a)-(c) and 2(a) and (b). In case 3 only (i) and (ii) are requested.
(i) The Nusselt number
(i.e. mean surface temperature gradient over mean bottom temperature). Only in the time dependent case 3 is the use of this definition compulsory, in the other cases equivalent definitions of the Nusselt number could be used.
(ii) The (non-dimensional) rms velocity (iii) Non-dimensional temperature gradients at the corners of the cell:
with q1 at x =0, z = h; q2 at x = I , z = h ; q 3 a t x = l , z = O ; q 4 a t x = 0 , z = O .
(iv) The depths (2, ) and values (T,) of extrema of the temperature on the center-line (x = 112, z). Only the extrema next to the upper and lower boundary are recorded. Scale the depth by h and temperature by AT.
(v) Topography of the free surface and bottom boundary and the geoid anomaly at the surface. These values are to be calculated at the cell margin x = 0 and x = 1 in physical units (m) using the dimensional values in Table 1 . Topography and geoid anomaly are normalized by setting the mean to zero. The position of the zero crossing (scaled by the height h) is also requested. Assume that there is no overlying medium (e.g. no water layer), and that the inviscid substratum has a density twice that of the convecting material (i.e. the density change is the same as for the upper surface).
ijl surface topography at x = 0; surface topography at x = I ; c3 bottom topography at x = 0; e4 bottom topography at x = I ; geoid anomaly at x = 0, z = h ; @' geoid anomaly at x = 1, z = h.
(vi) Additionally in case 3 the period of oscillations (if any were found) was requested, where time is scaled by h 2 / K .
Description of the benchmark cases
Case 1 Steady convection with constant viscosity in a square box (llh = 1). Temperature is fixed to zero on top and to AT at the bottom, no internal heat sources. Reflecting symmetry at the sidewalls (i.e. 3,T = O ) , zero shear stress on all boundaries. The Rayleigh number is Ra = a g A T h 3 /~v Case l(a): Ra= lo" Case l(b): Ra = 1 6 Case l(c): Ra = lo6. Case 3 Time-dependent convection with constant viscosity and internal heating. The aspect ratio l / h = 1.5, the tangential velocity at the top and bottom boundary is zero (no slip condition). The top boundary is isothermal with T = 0, the temperature gradient 3Tld.z at the bottom is zero. At the side walls there is reflective symmetry. The cell is homogeneously heated from within, and the .Rayleigh number is Ra = ~u g Q h~/~~p c , , v = 216 00o.
The initial condition is not prescribed; however, it should be chosen in order to obtain a single convection cell in the box. The evolution must be traced to that point where any transient behaviour has died away and (if possible) a strictly periodic regime is reached. Previous work (Lennie et al. 1988) has indicated that this system shows oscillatory time dependence due to instabilities in the upper boundary layer (growing blobs which are finally swept into the downwelling plume), and that it undergoes a sequence of period-doubling bifurcations between Ra = 190 OOO and 220 OOO. This means that at lower Rayleigh numbers every blob behaves exactly in the same way (this is labelled a P1 cycle), at somewhat higher Rayleigh numbers only every second blob (P2 cycle), then every fourth blob (P4 cycle), etc. In time-series plots of Nu or v,,, the character of the cycle becomes obvious by comparing, for example, the maxima. At first they repeat identically, then pairs are identical, then quartetts and so on. In this case the following information was requested: the character of cycle, the period of a cycle and the maxima and minima of Nu and urns. From previous work it appeared likely that the transition point between the p2 and P4 cycle lies close to Ra = 216 OOO, therefore those who obtained a P2 cycle at this Rayleigh number were also asked to study the case with Ra = 218 OOO (case 3').
~a , , = lo4
C O D E DESCRIPTION
In our comparison study we have six finite-difference (FD) methods, three finite-element (FE) programs and one spectral approach. A brief description of each method is given in Table 2 , with a reference for further reading for most codes. The majority of FD methods uses equidistant mesh spacing (except Cs and Ha), whereas the FE method naturally makes use of grid refinement in boundary layers. Because of the various ways of structuring non-equidistant grids we do not give more detailed information in this report other than numbers of points or elements. We think that for most of the requested data we have a sufficient diversity of methods included. A few additional remarks will be given. All codes contributing to case 3 used some form of the CourantLewis-Friedrichs (CLF) criterion to control the time step. In some codes At was changed perpetually (HG, Ha), occasionally (Ch) or was fixed to a sufficiently low value to meet the CLF-criterion (KO, Mo, SM). In cases 1 and 2 several workers (HG, Ch, KO, Ha, Mo) preferred an average of advected and conducted heat flux through the whole cell to determine the Nusselt number, rather than the definition in Section 2. To determine temperature gradients, most FD methods used quadratic interpolation on three points (Mo tried various schemes). Temperature extrema were determined by a local quadratic fit of finite difference values, or by fitting all temperature values on the depth-profile by a cubic spline first, which Mo reported to give better results. All those contributing topography data calculated the vertical normal stress at the boundaries. This includes the determination of the dynamical pressure, which is only a variable of the solution in KO. In the other approaches pressure was determined by integration of the Navier-Stokes equation, which involves calculation of third derivatives of the stream function (except in Ja, where vorticity is part of the solution). The integration path was along the surface in the code used by Ja, whereas Ch and Ha integrated first horizontally at some depth level and then vertically to the top or bottom boundary. SM reported results for both methods. The geoid was mostly (Ch, Ha, SM) calculated by a spectral method similar to Davis (1986) . KO used the method given by McKenzie, Roberts & Weiss (1974) to calculate the geoid at a height z = 1.05h, followed by downward continuation to the requested reference height z = h. For comparison, KO also reported results obtained by the spectral technique. These data were tabulated under the entry Ko'. Additionally, Ch determined topography and geoid in constant viscosity cases by a Green's function integration of the temperature field (Parsons & Daly 1983) , these solutions are labelled Ch' in Tables 3(b), 4(b) and 5(b). Many authors attempted an extrapolation of results obtained with various degrees of resolution, as requested, although by different methods. Some (Ja,SM) used graphical methods or estimated an extrapolated value. Ha, HG, Mo used the Romberg scheme assuming a convergence order of two (plus higher even terms in the series expansion of the discretization error), and Cs took a related approach. Ch used Aitken extrapolation, which determines the exponent of the error term from the three results with highest resolution.
The participants had been asked if they would make their codes available upon request. There are affirmative answers from all participants, but almost all mentioned that there is poor documentation or none at all.
RESULTS
All contributed results are listed in Tables 3-5 for the  constant viscosity case, Tables 6 and 7 for the variable viscosity problems and in Table 8 for the time-dependent case. Authors are listed in alphabetical order, except that KO follows directly after BI, because the code is identical and only the grids are different. Because of the symmetry of the solution in cases l(a)-(c) we list only the non-redundant values, the others are recovered by the relations q 3 = q 1 , q4 = q2, T: = 1 -T,, 2 ; = 1 -z e , 53 = 51, 5 4 = 52. Table 3a : Nusselt Number and other quantities for Ra = 10' (case la). Here, as in the following tables, the first number quoted under the entry 'grid' is the number of finite elements, finite -2775.
-2869.
-2900.
-2849.
-285 1.
-2852. -1217.
1461.00
Ja
-1253.
-1282.
-1271.
-1267.
-1265.
----1490.
-1413.
-1379.
-1358. A remark is appropriate concerning the vast differences in tablulated CPU-time for about equal grid size. They mainly reflect differences in computational speed, which, according to the 'Linpack benchmark' (Dongara 1986) relate, for example, like 350:7: 1 for the CRAY XMP, VAX 8800 and Microvax 11. A second point is that some use an iteration method to find a steady state, whereas others use real time steps. The second method usually takes much longer, however, it has the advantage to ensure the stability of the final steady solution against time-dependent disturbances.
In the constant viscosity case the agreement is excellent for the global properties Nu and vrmS, even at Ra = lo6. The individual best resolved results agree for all codes within 1-2 per cent. We show the convergence behaviour at Ra = lo6 for all codes in Fig. 1 , where results are plotted versus p, with N being the total number of finite difference points, finite elements or Fourier modes. We like to point out that N is not necessarily identical with the degrees of freedom in the system to be solved, which can, especially for finite element methods, be higher by a factor of about 2-4. Not surprisingly, those codes which use mesh refinement in the boundary layers already came closer with a smaller number of elements or difference points. This also holds for F D methods, where non-equidistant mesh spacing is less common. It is remarkable that for Nu and u,,, several extrapolated results (by the Romberg or Aitken method) agree within 5 or more digits. For the local temperature gradients and extrema the variance among results is somewhat larger, especially for high Rayleigh numbers. For example, for the value of q l , the range of the reported 'best' values spans f20 per cent. Partially, the reason could be that usually less attention is paid to these quantities as compared to the Nusselt number, and therefore less effort was spent on an accurate determination. However, another reason is certainly also that local values are more prone to numerical error than global averages. Five workers contributed geoid and topography data for the constant viscosity cases (seven, counting Ch, KO and Ch', KO' separately). Despite the difficulties in determining these quantities, the agreement is satisfactory for all Rayleigh numbers. Ch finds that the kernel method (Ch') gives better results on coarse grids than evaluating the normal stress at boundaries by differentiation. The topography values reported by KO differ slightly from the other solutions. This is due to a different normalization, i.e. setting the mean dynamical pressure at the surface rather than the mean topography to zero. The peak-to-peak amplitude (5, -&), which is unaffected by the difference in normalization, agrees well with the other solutions. Isotherms, stream lines, topography and geoid of the two variable viscosity cases are displayed in Figs 2-5. The plots are obtained from a high-resolution study; however, we do not mean to use these contour drawings as standards, but include them here for illustration only. Due to temperaturedependent viscosity the upper boundary layer is spanned by a larger temperature jump than the lower one, while the addition of Dressure deDendence reverses this tendencv.
Topography on the surface boundary is larger than at the bottom boundary with temperature dependence; here again including the pressure dependences reverses the effect. Particularly interesting is the geoid signature in case 2(b), where a local minimum is found over both the upwelling and downwelling currents.
Not unexpectedly, the scatter of results is slightly larger than for the simpler constant viscosity cases. Still, Nusselt number and rms velocity generally agree within some per cent for all reported 'best' results (Fig. 6 ). Cs finds that his results are more accurate when using central differences (Cs2) rather than upwind differencing (Csl). Topography and geoid are more problematic in the variable viscosity cases. The geoid data calculated by Ch, Ha and KO agree well, also the topography data, apart from the problem of the different normalization used by KO. After changing the path of horizontal integration of the Navier-Stokes equation to a mid-depth level (see Section 3), SM comes close to other contributions. These data are reported in Tables 6(b) and 7(b) under the entry SM. Integration along the outer boundaries yielded no convergent solution at all in their case, which is likely to be due to the strong viscosity gradients and the use of an equispaced grid. Ch and Ha also report (with non-equispaced grids) inferior results with this choice of integration path. In the time-dependent case 3, the correct solution is most probably a p2 cycle. All contributors except Csl and KO end up with,a P2 cycle at the highest degree of resolution that they employed (Table 8 ). This applies for codes which seem to underestimate the degree of complexity in the temporal behaviour on coarse grids (Ch,SM) as well as for those which overestimate it (Ha, Mo). It is interesting that there does not seem to be a general rule as to the kind of behaviour with insufficient resolution, contrary to the previous assumption that under-resolution generally leads to more complex dynamical behaviour. Time-series plots of Nu and v,,,, and a phase space projection of the P2 cycle are shown in Fig. 7 . In cases where a P2 cycle was obtained, the reported extrema of Nu and u,,, agree well, likewise the period of the oscillations. Three contributions for a Rayleigh number of 218000 (case 3') agree on a P4 cycle. Because two of those codes show a tendency to underestimate the degree of complexity, it is quite certain that the bifurcation point P2-P4 lies in between the Rayleigh numbers 216000 and 218 OOO.
BEST ESTIMATE OF SOLUTIONS
We have tried to determine a best estimate of the solutions and the uncertainty of these values (Table 9) . We recommend the use of these data for validation of convection codes. For each datum a few individual results have been selected to define the 'best value'. We wish to emphasize that we do not imply any superiority of the respective codes compared to others. The reason for their selection has been that the maximum achieved resolution was better than in other contributions, and that results were obtained on at least three or four successively refined grids, which often allowed a reliable extrapolation. Thus, the choice of these contributions may reflect more the availability of computer time rather than quality of codes. The criteria for defining the 'best value' were the following. We require a close agreement of 'best individual values' (most extrapolated), from three or more sufficiently distinct methods, if possible. Next best is when two distinct codes yield very close values, and when there is at least one further contribution, which does not achieve the same level of accuracy due to lower resolution, but in principal corroborates the correctness of the other two results. This is a safeguard against a common systematic error in the first two codes, for which there might be a small chance. In the worst case, we have only two results in good agreement with little support from other contributors. In Table 9 those contributions which were taken to define the best estimate are underlined, while additional supporting solutions are not. We would like to point out that the results of Ch and Ha, although coming from the same institute, were obtained independently with entirely different codes.
Additional information not presented in this report has been used to determine the most likely value out of the two, three or four individual data taken to define the best estimate. Mainly, these are the data from the Romberg extrapolation tableau (Ha, Mo) or the plausibility of the exponent obtained by the Aitken extrapolation scheme (Ch). Ch had also provided additional information from solutions obtained on differently structured grids with the same number of elements.
The quoted uncertainties of the best values are conservative; the true solution may often be much closer than the error values suggest. Our criterion for fixing the uncertainty level was that all the two to four data defining o* best value had to lie within this range. Of course, occasionally the agreement between them may be fortuitous, especially if there are only two values available. Therefore, we estimated the quality of the extrapolations with the data mentioned above, also considering the 'distance' over which the extrapolation was carried out and determined the uncertainty range accordingly. In most cases one 'real' (not extrapolated) result lies inside the error range. If there were only two data available a larger allowance has been made than in the cases where we had three or more.
CONCLUSION
Our benchmark comparison shows a satisfactory agreement among all partaking numerical codes concerning most of the requested quantities. The tabulated material is helpful to indicate the necessary resolution to obtain the desired accuracy for different types of codes. Increased resolution in the boundary layers of high Rayleigh number convection gives better results than equidistant mesh spacing, when the same number of grid points (elements) is used. Global averages (Nu, u,,,) are usually more accurately determined than local values. High-resolution studies, together with an Table 9 Q u a n t i t y 
