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N E w S
RepRoducible ReseaRch
addRessing the need foR data and code shaRing in computational science
By the Yale Law School Roundtable on Data and Code Sharing 
P rogress in computational science is often hampered by research-ers’ inability to independently 
reproduce or verify published re-
sults. Attendees at a roundtable at 
Yale Law School (www.stodden.net/
RoundtableNov212009) formulated 
a set of steps that scientists, funding 
agencies, and journals might take to 
improve the situation. We describe 
those steps here, along with a proposal 
for best practices using currently 
available options and some long-
term goals for the development of new 
tools and standards.
Why It Matters
Massive computation is transforming 
science. This is clearly evident from 
highly visible launches of large-scale 
data mining and simulation proj-
ects such as those in climate change 
prediction,1 galaxy formation (www.
mpa-garching.mpg.de/galform/virgo/
millennium/), and biomolecular mod-
eling (www.ks.uiuc.edu/Research/
namd). However, massive computa-
tion’s impact on science is also more 
broadly and fundamentally apparent in 
the heavy reliance on computation 
in everyday science across an ever-
increasing number of fields.
Computation is becoming central 
to the scientific enterprise, but the 
prevalence of relaxed attitudes about 
communicating computational exper-
iments’ details and the validation of 
results is causing a large and growing 
credibility gap.2 Generating verifiable 
knowledge has long been scientific 
discovery’s central goal, yet today it’s 
impossible to verify most of the com-
putational results that scientists pres-
ent at conferences and in papers.
To adhere to the scientific method in 
the face of the transformations arising 
from changes in technology and the 
Internet, we must be able to reproduce 
computational results. Reproducibility 
will let each generation of scientists 
build on the previous generations’ 
achievements. Controversies such as 
ClimateGate,3 the microarray-based 
drug sensitivity clinical trials under 
investigation at Duke University,4 and 
prominent journals’ recent retractions 
due to unverified code and data5,6 sug-
gest a pressing need for greater trans-
parency in computational science.
Traditionally, published science or 
mathematics papers contained both the 
novel contributions and the informa-
tion needed to effect reproducibility— 
such as detailed descriptions of the 
empirical methods or the mathemati-
cal proofs. But with the advent of com-
putational research, such as empirical 
data analysis and scientific code devel-
opment, the bulk of the actual infor-
mation required to reproduce results 
is not obvious from an article’s text; 
researchers must typically engage in 
extensive efforts to ensure the under-
lying methodologies’ transmission. 
By and large, researchers today aren’t 
sufficiently prepared to ensure repro-
ducibility, and after-the-fact efforts— 
even heroic ones—are unlikely to 
provide a long-term solution. We 
need both disciplined ways of work-
ing reproducibly and community sup-
port (and even pressure) to ensure that 
such disciplines are followed.
On 21 November 2009, scientists, 
lawyers, journal editors, and funding 
representatives gathered for the Yale 
Law School Roundtable to discuss how 
data and code might be integrated with 
tradition research publications (www. 
stodden.net/RoundtableNov212009). 
The inspiration for the roundtable 
came from the example set by mem-
bers of the genome research commu-
nity who organized to facilitate the 
open release of the genome sequence 
data. That community gathered in 
Bermuda in 1996 to develop a co-
operative strategy both for genome 
decoding and for managing the re-
sulting data. Their meeting produced 
the Bermuda Principles, which shaped 
data-sharing practices among re-
searchers in that community, ensur-
ing rapid data release (see www.ornl. 
gov/sci/techresources/Human_Genome/ 
research/bermuda.shtml). These prin-
ciples have been reaffirmed and 
extended several times, most re-
cently in a July 2009 Nature article.7 
Although the computational re-
search community’s particular in-
centives and pressures differ from 
those in human genome sequencing, 
one of our roundtable’s key goals 
was to produce a publishable docu-
ment that discussed data and code 
sharing.
Roundtable participants identified ways of making computational research details readily available,  
which is a crucial step in addressing the current credibility crisis.
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In reproducible computational re-
search, scientists make all details of 
the published computations (code and 
data) conveniently available to others, 
which is a necessary response to the 
emerging credibility crisis. For most 
computational research, it’s now tech-
nically possible, although not common 
practice, for the experimental steps—
that is, the complete software environ-
ment and the data that generated those 
results—to be published along with 
the findings, thereby rendering them 
verifiable. At the Yale Law School 
Roundtable, we sought to address this 
in practical terms by providing current 
best practices and longer-term goals 
for future implementation. 
Computational scientists can rein-
troduce reproducibility into scientific 
research through their roles as scien-
tists, funding decision-makers, and 
journal editors. Here, we discuss best 
practices for reproducible research in 
each of these roles as well as address 
goals for scientific infrastructure de-
velopment to facilitate reproducibility 
in the future.
The Scientist’s Role
Roundtable participants identified 
six steps that computational scien-
tists can take to generate reproduc-
ible results in their own research. 
Even partial progress on these rec-
ommendations can increase the level 
of reproducibility in computational 
science.
Recommendation 1: When publish-
ing computational results, including 
statistical analyses and simulation, 
provide links to the source-code (or 
script) version and the data used to 
generate the results to the extent that 
hosting space permits. Researchers 
might post this code and data on
• an institutional or university Web 
page;
• an openly accessible third-party 
archived website designed for code 
sharing (such as Sourceforge.net, 
BitBucket.org, or Github.com); or 
• on a preprint server that facilitates 
code and data sharing (such as 
Harvard’s Dataverse Network; see 
http://thedata.org).
Recommendation 2: Assign a unique 
ID to each version of released code, 
and update this ID whenever the code 
and data change. For example, re-
searchers could use a version-control 
system for code and a unique identi-
fier such as the Universal Numerical 
Fingerprint (http://thedata.org/book/
unf-implementation) for data. Such 
an identifier facilitates version track-
ing and encourages citation.8 (As an-
other example, the PubMed Central 
reference number applies to all manu-
scripts funded by the US National In-
stitutes of Health, creating a unique, 
citable digital object identifier for 
each; see http://publicaccess.nih.gov/
citation_methods.htm.)
Recommendation 3: Include a state-
ment describing the computing en-
vironment and software version used 
in the publication, with stable links 
to the accompanying code and data. 
Researchers might also include a vir-
tual machine. A VM image with com-
piled code, sources, and data that can 
reproduce published tables and figures 
would let others explore the parameters 
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around the publication point, examine 
the algorithms used, and build on that 
work in their own new research.
Recommendation 4: Use open licens-
ing for code to facilitate reuse, as sug-
gested by the Reproducible Research 
Standard.9,10
Recommendation 5: Use an open ac-
cess contract for published papers 
(http://info-libraries.mit.edu/scholarly/ 
mit-copyright-amendment-form) and 
make preprints available on a site 
such as arXiv.org, PubMed Central, 
or Harvard’s Dataverse Network to 
maximize access to the work. However, 
the goal of enhanced reproducibility 
applies equally to both open access 
journals and commercial publications.
Recommendation 6: To encourage 
both wide reuse and coalescence on 
broad standards, publish data and code 
in nonproprietary formats whenever 
reasonably concordant with estab-
lished research practices, opting for 
formats that are likely to be readable 
well into the future when possible. 
The Funding Agency’s Role
Funding agencies and grant reviewers 
have a unique role due to their cen-
tral position in many research fields. 
There are several steps they might 
take to facilitate reproducibility.
Recommendation 1: Establish a joint-
agency-funded archival organization for 
hosting—perhaps similar to the Protein 
Data Bank (see the “Protein Data Bank” 
sidebar)—and include a system for per-
mitting incoming links to code and 
data with stable unique identifiers. For 
example, PubMed Central could be ex-
tended to permit code and data upload 
and archiving (possibly mirrored with 
existing version-control systems).
Recommendation 2: Fund a select 
number of research groups to fully 
implement reproducibility in their 
workflow and publications. This will 
allow a better understanding of what’s 
required to enable reproducibility.
Recommendation 3: Provide leader-
ship in encouraging the development 
of a set of common definitions permit-
ting works to be marked according to 
their reproducibility status, including 
verified, verifiable, or inclusive of code 
or data.
Recommendation 4: Fund the cre-
ation of tools to better link code and 
data to publications, including the 
development of standardized unique 
identifiers and packages that allow the 
embedding of code and data within 
the publication (such as Sweave11 or 
GenePattern12).
Recommendation 5: Fund the devel-
opment of tools for data provenance 
and workflow sharing. It can often 
take researchers considerable time 
to prepare code and data for veri-
fication; provenance and workflow 
tracking tools could greatly assist in 
easing the transition to reproducibil-
ity. Examples include the UK-funded 
Taverna software package (www.
mygrid.org.uk), the University of 
Southern California’s Pegasus system 
(http://pegasus.isi.edu), Penn State 
University’s Galaxy software (http://
galaxy.psu.edu), and Microsoft’s Tri-
dent Workbench for oceanography 
(http://research.microsoft.com/enus/
collaboration/tools/trident.aspx).
The Journal Editor’s Role
Journals are key to establishing repro-
ducibility standards in their fields and 
have several options available to facili-
tate reproducibility.
Recommendation 1: Implement poli-
cies to encourage the provision of 
stable URLs for open data and code 
associated with published papers. (For 
an example, see Gary King’s draft 
journal policy at http://gking.harvard.
edu/repl.shtml.) Such URLs might be 
links to established repositories or to 
sites hosted by funding agencies or 
journals.
Recommendation 2: When scale 
permits, require the replication of 
computational results prior to pub-
lication, establishing a reproduc-
ibility review. To ease the burden on 
reviewers, publications could provide 
a server through which authors can 
upload their code and data to ensure 
code functionality before the results 
verification.
Recommendation 3: Require appro-
priate code and data citations through 
standardized citation mechanisms, 
such as Data Cite (http://thedata.org/
citation/tech). 
Several journals have implement-
ed policies that advance sharing of 
the data and code underlying their 
the PRotein data bank
One example of agency-facilitated openness is the Pro-tein Data Bank. Created in 1971, PDB’s aim is to share 
“information about experimentally determined structures of 
proteins, nucleic acids, and complex assemblies” (see www.
pdb.org/pdb/home/home.do). PDB has become a standard 
within the structural biology community during the nearly 
40 years of effort to balance relationships among the jour-
nals, the author-scientists, and the database itself.
The PDB is part of a worldwide effort funded by a 
variety of agencies, with main hubs in the US, Japan, and 
Europe. with the rise of the web, PDB usage became more 
intimately connected with publication, first with the un-
derstanding that data were to be available within months 
or a year of publication, then—owing to the coordinated 
decisions of the editors of Nature, Science, Cell, and the 
Proceedings of the National Academy of Sciences—as a simple 
and effective precondition for publication.1 This has in turn 
enabled an entire field of statistical studies and molecular 
dynamics based on the structural data, a feat impossible 
without access to each publication’s data.
More information on Nature’s data requirement policies 
is available at www.nature.com/authors/editorial_policies/
availability.html; Science requirements are included in its 
general author information at www.sciencemag.org/about/
authors/prep/gen_info.dtl#dataavail.
Reference
1. “The Gatekeepers,” editorial, Nature Structural Biology, vol. 5, 
no. 3, 1998, pp. 165–166; www.nature.com/nsmb/wilma/
v5n3.892130820.html.
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computational publications. A promi-
nent example is Biostatistics, which in-
stituted an option in 2009 for authors 
to make their code and data available 
at publication time.13 The journal it-
self hosts the associated data and code; 
code written in a standard format will 
also be verified for reproducibility, 
and the published articled is labeled 
accordingly. Authors can choose to 
release only the paper itself or to also 
release the code, the data, or both 
data and code (making the paper fully 
reproducible), indicated as C, D, or R, 
respectively, on the title pages. The 
policy is having an impact. Since it was 
implemented, three issues with a total 
of 43 papers have been published; of 
those, four papers have been marked 
with code availability, two with data 
availability, one with both, and two as 
fully reproducible.
In addition to traditional catego-
ries of manuscript (research, survey 
papers, and so on), the ACM journal 
Transactions on Mathematical Software 
has for many years let authors submit 
under a special “Algorithm” category 
(http://toms.acm.org). Submissions 
in this category include both a manu-
script and software, which are evaluated 
together by referees. The software 
must conform to the ACM Algorithms 
Policy, which includes rules about com-
pleteness, portability, documentation, 
and structure designed “to make the 
fruits of software research accessible 
to as wide an audience as possible” 
(see www.cs.kent.ac.uk/projects/toms/ 
AlgPolicy.html). If accepted, the man-
uscript component of an algorithm 
submission is published in the tra-
ditional fashion, but flagged promi-
nently in the title as an algorithm, 
and the software becomes part of the 
AMC’s collected algorithms, which 
are available for download and subject 
to the ACM Software Copyright and 
License Agreement. Although not ap-
pearing as frequently as traditional 
research papers, algorithm articles 
still make up a significant fraction of 
published articles in the journal de-
spite the additional effort required of 
both authors and referees. In 2009, for 
example, seven out of 22 articles were 
in the algorithm category.
Geophysics, a prominent journal in 
the geosciences, created a special sec-
tion on “Algorithms and Software” 
in 2004 (http://software.seg.org).   
Authors in this section must supply 
source code, which is reviewed by the 
journal to verify reproducibility of 
the results. The code is archived on the 
website. The journal Bioinformatics 
encourages the submission of code, 
which is actively reviewed, and an op-
tion is available for letting the jour-
nal archive the software (see www. 
biomedcentral.com/bmcbioinformatics/
ifora/?txt_jou_id=1002&txt_mst_id= 
1009). Nucleic Acids Research pub-
lishes two dedicated issues annually: 
one entirely devoted to software and 
Web services useful to the biological 
community, and the other devoted to 
databases. The software is reviewed 
prior to publication and is expected 
to be well tested and functional prior 
to submission (www.oxfordjournals. 
org/our_journals/nar/for_authors/
submission_webserver.html).
Unfortunately, archived code can be-
come unusable—sometimes quickly— 
due to changes in software and plat-
form dependencies, making published 
results irreproducible. One improve-
ment here would be a system with 
a devoted scientific community that 
continues to test reproducibility after 
paper publication and maintains the 
code and the reproducibility status 
as necessary. When code is useful, 
there’s an incentive to maintain it. 
Journals can facilitate this by letting 
authors post software updates and new 
versions.
Long-Term Goals
The roundtable participants also ex-
tended their discussion of recommen-
dations beyond immediately available 
options. This section describes poten-
tial future developments, including 
ideal tools and practices that we might 
develop to facilitate reproducibility.
Goal 1: Develop version-control sys-
tems for data—particularly systems 
that can handle very large and rapidly 
changing data. Because many different 
research communities use computa-
tional tools, we should develop version- 
control systems for all aspects of 
research (papers, code, and data). Ide-
ally, these would incorporate GUIs or 
Web-based tools to facilitate their use.
Goal 2: Publish code accompanied 
by software routines that permit 
testing of the software—test suites, 
including unit testing and/or regres-
sion tests, should be a standard com-
ponent of reproducible publication. 
In addition, we should develop tools 
to facilitate code documentation. In 
the Python world, for example, the 
Sphinx machinery makes it possible 
to converge on a standard for docu-
mentation that produces consistent, 
high-quality documents in LaTeX, 
PDF, and HTML, with good math 
and graphics support that can be fully 
integrated in the development process 
(see http://sphinx.pocoo.org).
Goal 3: Develop tools to facilitate 
both routine and standardized cita-
tion of code, data, and contribution 
credits, including micro-contributions 
such as dataset labeling and code mod-
ifications, as well as to enable stable 
URL citations.
Goal 4: Develop tools for effective 
download tracking of code and data, es-
pecially from academic and established 
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third-party websites, and use these 
data in researcher evaluation.
Goal 5: Mark reproducible pub-
lished documents as such in an easily 
recognizable and accepted way.9,12,13
Goal 6: Require authors to describe 
their data using standardized ter-
minology and ontologies. This will 
greatly streamline the running of var-
ious codes on data sets and a uniform 
interpretation of results.
Goal 7: That institutions, such as uni-
versities, take on research compendia 
archiving responsibilities as a regular 
part of their role in supporting sci-
ence. This is already happening in 
several places, including Cornell Uni-
versity’s DataStar project.14,15
Goal 8: Clarify ownership issues 
and rights over code and data, includ-
ing university, author, and journal 
ownership. Develop a clear process to 
streamline agreements between par-
ties with ownership to facilitate public 
code and data release.
Goal 9: Develop deeper commu-
nities that maintain code and data, 
ensure ongoing reproducibility, and 
perhaps offer tech support to users. 
Without maintenance, changes be-
yond individual’s control (computer 
hardware, operating systems, libraries, 
programming languages, and so on) 
will break reproducibility. Reproduc-
ibility should become the responsibil-
ity of a scientific community, rather 
than rest on individual authors alone.
Novel contributions to scientific knowledge don’t emerge solely 
from running published code on 
published data and checking the re-
sults, but the ability to do so can be 
an important component in scientific 
progress, easing the reconciliation of 
inconsistent results and providing a 
firmer foundation for future work.
Reproducible research is best facili-
tated through interlocking efforts in 
scientific practice, publication mecha-
nisms, and university and funding 
agency policies occurring across the 
spectrum of computational scien-
tific research. To ultimately succeed, 
however, reproducibility must be em-
braced at the cultural level within the 
computational science community.16 
Envisioning and developing tools and 
policies that encourage and facilitate 
code and data release among individu-
als is a crucial step in that direction. 
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