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ABSTRACT 
This  paper  presents  a new approach  to  the 
frequency-domain  analysis  of  multiloop  linear  feed- 
back  systems.  The  properties  of  the  return 
difference  equation  are  examined  using  the  concepts 
of  singular  values,  singular  vectors  and  the 
spectral  norm  of  a  matrix. A number  of  new  tools 
for  multiloop  systems  are  developed  which  are 
analogous  to  those  for  scalar  Nyquist  and  Bode 
analysis.  These  provide  a  generalization  of  the 
scalar  frequency-domain  notions  such  as  gain, 
bandwidth,  stability  margins  and  M-circles,  and 
provide  considerable  insight  into  system  robust- 
ness. 
1. Introduction 
A critical  property  of  feedback  systems  is 
their  robustness;  that  is,  their  ability  to  main- 
tain  performance  in  the  face  of  uncertainties. 
In  particular,  it  is  important  that  a  closed-loop 
system  remain  stable  despite  differences  between 
the  model  used  for  design  and  the  actual  plant. 
These  differences  result  from  variations 
in  modelled  parameters  as  well  as  plant  elements 
which  are  either  approximated,  aggregated, 
or  ignored  in  the  design  model.  The  robust- 
ness  requirements  of  a  linear  feedback  design 
are  often  specified  in  terms  of  desired  gain 
and  phase margins and  bandwidth  limitations 
associated  with  loops  broken  at  the  input  to 
the  plant  actuators ([I], [2]). These 
specifications  reflect  in  part  the  classical 
notion  of  designing  controllers  which  are 
adequate  for  a  set  of  plants  constituting 
a  frequency-domain  envelope  of  transfer 
functions [3]. The  bandwidth  limitation 
provides  insurance  against  the  uncertainty  which 
grows  with  frequency  due  to  unmodeled  or 
aggregated  high  frequency  dynamics. 
Thus,  the  classical  notions  of  gain,  band- 
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critical  role  in  evaluating  system  robustness. 
The  Bode  plot  or  scalar  Nyquist  or  Inverse  Nyquist 
diagram  (polar  plots  of  the  loop  transfer  function) 
provides  a  means of assessing  these  quantities  at 
a  glance.  For  multiloop  systems,  individual  loops 
may  be  analyzed  using  scalar  techniques,  but  these 
methods  fail  to  capture  the  essentially  multi- 
variable  nature  of  many s stem. For  example, 
scalar  methods  may  ignore  variations  which 
simultaneously  affect  multiple  loops. 
There  are  a  number  of  other  possible  ways 
to  extend  the  classical  frequency-domain  tech- 
niques. One involves  using  compensation  or  feed- 
back  to  decouple (or approximately  decouple)  a 
multiloop  system  into  a  set  of  scalar  systems 
which  may  be  treated  w#th  scalar  techniques  (i.e., 
"Diagonal  Dominance",  bsenbrock [4]). Another 
method  uses  the  eigenvalues of the  loop  transfer 
matrix (G(s) in  Figure 1)  as a  function  of  fre- 
quency  (i.e.,  "Characteristic  Loci",  MacFarlane, 
et.  al.  [SI, [SI). While  these  methods  may 
provide  legitimate  tools  for  dealing  with  some 
multivariable  systems,  they  can  lead  to  highly 
optimistic  conclusions  about  the  robustness  of 
multiloop  feedback  designs.  Examples  in  Section 
I11  will  demonstrate  this. 
This  paper  develops  an  alternative  view  of 
multiloop  feedback  systems  which  exploits  the 
concepts  of  singular  values,  singular  vectors,  and 
the  spectral  norm of a  matrix. ([7] - [IO]). This 
approach  leads  to  a  reliable  method  for  analyzing 
the  robustness  of  multivariable  systems. 
Section 2 presents  a  basic  theorem  on 
robustness  and  sensitivity  properties  of  linear 
multiloop  feedback  systems.  Multivariable 
generalizations  of  the  scalar  Nyquist,  Inverse 
Nyquist  and  Bockanalysis  methods  are  then  developed 
from  this  same  result. 
Two  simple  examples  are  analyzed  in  Section  3 
Using  the  tools  of  Section2.  Pspromised,the  inade- 
quacies  of  the  existing  approaches  outlined  earlier 
will  be  made  clear. 
Section  4  contains  a  discussion  of  some  of  the 
implications  of  this  work. 
The  goal  of  this  paper  is  to  focus  on  the 
analysis  of  robustness  and  sensitivity  aspects  of 
linear  multiloop  feedback  systems.  Some  new 
approaches  emerge  vhich  yield  important  insights 
into  their  behavior.  The  mathematical  aspects  of 
these  topics  are  fairly  mundane  at  best, so rigor 
and  generality  are  most  always  sacrificed  for 
simplicity. 
Preliminaries  and  Definitions 
A brief  discussion  of  singular  values  and 
vectors  follows.  Although  the  concepts  apply 
more  generally,  only  square  matrices  will  be 
considered  in  this  paper.  A  more  thorough 
discussion  of  these  topics  may  be  found  in [7] - 
[lo1 * 
The  singular  values cyi of  a  complex n x n 
matrix A are  the*non-negatfve  square  roots  of  the 
eigenvalues  of  A  A  where*A  is  the  conjugate 
transpose  of A. Since  A  A  is  Hermitian,  its 
eigenvalues  are  reaA.  The  (right)  eigenvectors  v 
of  A*A  and  of AA are  the  right  and  left  sing- 
ular  vectors,  respectively, of A. These  may  be 
chosen  such  that 
i 
diul = Avi , i = 1, ... n 
(1) 
Ul _< u2 _< ... u - n  
and  the 6,) and  (vi)  form  orthonormal  sets  of 
vectors. 
It is  well known that 
A = U C V *  (2 )  
Where U and V consist  of  the  left  and  right 
singular  vectors,  respectively,  and C = diag. 
(Ol,. . . ,(J ). The  decomposition  in (2) is  called 
the singdar value  decomposition. 
Denote 
- u (A) = min 
11x1 I=1 
and 
The  singular  values 
l k l  I = I IAl l 2  = an (4) 
are  important  in  that 
they  characterize  the  effect  that  A  has  as  a  map- 
ping  on  the  magnitude  of  the  vectors x. They  may 
be  thought  of  as  generalizing  to  matrices  the 
notion  of  gain.  The  singular  values  also  give  a 
measure Of how  "close A is  to  being  singular 
.(in a  parametric  sense).  In  fact,  the  quantity 
d /is 
is known as  the  condition  number  with  respect  to 
inversion [g]. The  eigenvalues  of  A  do  not  in 
general  give  such  information.  If h is  an 
eigenvalue  of A ,  then 
- 
- 
0 5  1 x 1  '0 
and  it  is  possible  for  the  smallest  eigenvalue  to 
be  much  larger  than .
2 .  Basic  Results 
Consider  the  feedback  system  in  Fig. 2 where 
G(s) is  the  rational  loop  transfer matrh and L(s)  
is  a  perturbation  matrix,  nominally  zero,  which 
represents  the  deviation  of G(s) from  the  true 
plant.  While  this  deviation  is unknown, there  is 
usually some knowledge  as to its  size.  A 
reasonable  measure  of  robustness  for  a  feedback 
system  is  the  magnitude  of  the  otherwise 
arbitrary  perturbation  vhich  may  be  tolerated 
without  instability.  The  folloving  theorem 
characterizes  robustness  in  this  way.  The 
"magnitude"  of L ( s )  is  taken  to  be  the  spectral 
nom. Only  stable  perturbations  are  considered 
since  no  feedback  design  may be made  robust  wi&h 
respect  to  arbitrary  unmodeled  unstable  poles. 
Robustness  theorem:  Consider  the  perturbed 
system  in  Figure 2 with  the  following  assumptions 
i)  G(s)  and L ( s )  are nxn rational  square 
matrices 
ii)  det (G(s)) 2 0 
iii) L(s) is stable 
iv)  the  nominal  closed  loop  system 
H = G(I+G)-' 
is  stable. 
Under  these  assumptions  the  perturbed  system  is 
stable  if 
for  all s in  the  classical  Nyquist  &contour 
(defined  below) 
Proof: 
It is  well known [4] that  since G is  invertible 
'l.. - 
where 'is) is  the  nominal  closed-loop  character- 
istic  polynomial  and @ (s) is  the  transmission 
zero  polynomial  cf G [ill. 
For  the  perturbed  system 
where Q2(s) is  the  perturbed  closed-loop  charac- 
teristic  polynomial  and Q3(s) is  the  character- 
istic  polynomial  of L ( s ) .  
Let  D  be  a  large  contour  in  the  s-plane 
consisting  of  the  imaginary  axis  from  -jR  to  +jR, 
together  with  a  semicircle  of  radious  R  in  the 
right  half-plane.  The  radious  R  is  chosen  large 
enough so that all finite  roots of I /J~(s )  have 
magnitude  less  than R. 
*It is possible  that  this  requirement  may  be 
relaxed  somewhat.  See  Section 4 .  
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Let  the  contour be the  image  of  D  under 
the  map JI (e) det (I +OG(s)-l). Since  H  is 
stable,  ii  follows f r w  the  principle  of  the 
argument  that ro will  not  encircle  the  origin. 
Define  the  map 
y(q,s)=9,(s) det (I+G(s)-~+~L(s)), q  real 
(8) 
and  let  y(q,s)  map  D  into  the-  Contour r(q) for 
fixed q, o:ql. The  map y(q,s) may  be  written  as 
y(q,s)= *1(~)+3(~) + qel(s)+. . .+s enb) n 
+3(s) 
Clearly,  since r(o) = r , it  does  not  encir- 
cle  the  origin.  Since  the  r8ots  of 9, are 
a1 ebraic  functions  of q, they  are  continuous  in 
q  f121.  Thus  the  only  way  that  the  perturbed 
contour r(l) can  encircle  the  origin  is  for 
det (I+G(s)-' + qL(s)) = 0 (10) 
for s m e  s in  D  and  some q on  the  interval  o<q<l. 
When (10) is  sitisfied  then a (I*-€-+ qL)  must 
(Recall  that $ (5) has  no  right  ha1  plane  roots). 
also  be  zero.  However,  as  a  consequence  of (5) 
Thus riq) does  not  encircle  the  origin  for 
o ~ c l .  In  particular,  the  perturbed  contour 
r(1) does  not  encircle  the  origin,  and  the  per- 
turbed  closed-loop  system  is  stable. 0 
Similar  theorenre  hold  for  additive  rather 
than  multiplicative  perturbations  (with I + G 
substitad for I + G-l) as  well  as  a  number  of 
other  configurations. 
This  theorem  points  out  the  importance  of 
singular  values.  In  partic  lar,  the  smallest 
singular  value g(I + G(jw) ) gives  a  reliable 
frequency-dependent  measure  of  robustness. 
Stability  is  guaranteed  for  all  perturbations 
whose  spectral  norm  is  less  than a. As will  be 
seen  in  the  examples,  eigenvalues  do  not  give  a 
similarly  reliable  measure. 
-Y 
The  singular  values  also  have  useful  graph- 
ical  interpretations.  Consider  the  dyadic 
expansion n 
i=  1 
H-l  = I + G-l = Oiuivi (12) 
a < < ' "  Lan 1-2- 
where  the  O.,ui  and  v.  are  the  singular  values, 
and  left  ana  right  sihgular  vectors,  respectively 
of I + G-'. This is  an  alternative  form  of  the 
singular  value  decomposition  in  equation (2). 
The  quantities  ai,  u and v may 
functions  of  a -p& varihle, 
cular as functions  of  frequency. 
Since 
H = (I + G-l)-l = C - v u 1 *  ai i  i 
be viewed as 
or in parti- 
the  values  l/a (jw) and  l/a (jw) give  the 
maximum and mih~~m possiblg  magnitude 
responses  to an input  sinusoid  at  frequency w. 
Eigenvalues  give  no  such  information. In this 
sense,  a  plot  of  these  singular  values  vs. 
frequency  may  be  thought of as a  multivariable 
generalization  of  the  Bode  gain  plot.  Plots  of 
this  type  will  be  referred  to as 0-plots. 
Another  useful  graphical  interpretation  analogous 
to  the  scalar  Inverse  Nyquist  diagram may be 
constructed  by  noting  that 
G - l = C c r i i ~  - I  * i i i  - Bigivi * 
where Big, = 0.u - vi  with 6, real  and I lgil I = 1 
for  all i.  ('deigivs  do  not  necessarily  form 
an  orthonormal  set.) 
The  quantities  in (14) at  some  frequency w 
are  related  as  in  diagram  in  Fig.  3a.  Since  vio 
is  of  unit  length  a  complex  plane  may  be  con- 
structed  as  in,  Fig.  3b,  to  lie  in  the  plane 
formed  by  the  triangle  of  vi,aiui  and  Bigi. 
Define z to be the  complex  number  at  the 
point  of  the  triangle  as  in  Fig.  3c.  Then,  by 
rotating  the  complex  plane  with  the  triangle  as  a 
function  of  frequency,  a z (jw) may  be  obtained 
which  is  a  continuous  function  of IJJ (Fig.  3d). 
This  allows  the  important  quantities  in (13)  and 
(141,  that  is,  the ai and 6. to  be  represented 
in  convenient  graphical fod. As noted  in 
Fig. 3d, there  is  an  ambiguity  to  zi  depending  on 
which  side  the  plane  is  viewed. (To be  more 
precise,  the z represent  a  multivalued  function 
of s which  coufd  be  defined  on  appropriate  Riemann 
sheets.  However,  this  will  be  ignored.)  The  zi 
may  be  calculated  by  finding  the  roots  of  the 
quadratic  equation 
By  plotting  the z (jw) ii = l,..  .m) for 
frequencies  of  interesf  a  plot  analogous  to  the 
scalar  Inverse  Nyquist  plot  is  generated. Wile 
phase  does  not  have  the  conventional  meaning  on 
these  plots,  the  more  important  notion  of 
distance  from..the  critical  point  preserves  its 
importance.  Gain  and  bandvidth  may  also 
interpreted  in  the  conventional  manner. 
plots  will  be  referred to as  z-plots. 
Concepts  such  as  M-circles  are  also 
in  this  context.  The  minimum  value  of M 
given  by 
be 
These 
obvious 
is 
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where k and k are constants. 1 2 
Then regions of stability and instability may 
be plotted in the (k1, k2) plane as has been done 
in Figure 6. The open loop point corresponds to 
kl = k2 = -1  and noainal dosed loop point  point 
corresponds to kl = k2 = 0. Breaking each loop 
individually examines stability along the kl, k2 
axes where robustness is good,  but misses the 
close unstable regions caused by simultaneous 
changes in kl and k2. Thus, single loop analysis 
is not a reliable way of testing robustness. 
The second example is a two dimensional feed- 
back system with openbop poles at -1 and -2 and 
no transmission zeroes. 
The loop transfer matrix is 
r - 4 7 s  + 2 56s 1 
Similar results may be obtained for additive 
perturbations by working with I + G rather than 
I + C1. In this case a diagram is generated 
which is analogous to  the scalar Nyquist diagram. 
A number of other configurations may be handled 
as well. 
Note that singular values offer no encir- 
clement condition to test for right half-plane 
poles. Another test must be  made  for absolute 
stability but this presents no obstacle as many 
simple techniques exist for doing this. Once 
stability is deternined the various approaches 
presented in this Section may be used to reliably 
analyze robustness. 
3. Examples 
Two simple examples are presented and analy- 
zed using the approaches developed in the previous 
section. For the purpose of comparison, the 
methods of loop-breaking, direct eigenvalue 
analysis of G, and diagonalization by compensation 
are also used. The advantage of the interpreta- 
tion of robustness given in this paper is clearly 
illustrated. 
The first example is an oscillator with 
open loop poles at  flOj and both closed loop poles 
at -1. There are no transmission zeros. The 
loop transfer function is 
By closing either loop (the system is 
synmetric) as in Figure 4 ,  the transfer function 
for the other loop is 
which indicates 0 db gain margin in both direc- 
tions and 90' phase margin in each loop (with 
the other closed). This is very misleading, 
however. 
The z-plot for this example is shown in 
Figure 5. It may appear somewhat peculiar, since 
it  is  not a plot of a rational function. The 
important feature is the proximity of the plot to 
the critical point, indicating a lack of  robust- 
ness. 
The apparent discrepcncy between these two 
robustness indications can be easily understood 
by considering a diagonal perturbation 
Assume that identity feedback is used, with 
closed-loop poles at -2 and - 4 .  This system may 
be diagonalized by introducing constant compen- 
sation.  Let 
c 1 
and 
Then letting 
(20) 
(21) 
the system may be rearranged so that 
H = G_(I+G)-l , 
= U_GV(I  +,UGV)-l 
= U[E(I + e,- Iv. = UG(I + G)-ly 
This yields a diagonal system that may be 
analyzed by scalar methods. In partj.cular under 
the assumption of identity feedback G represents 
the new loop transfer matrix. Because U and V 
represent a similarity transformation, the 
diagonal elements of G are also the eigenvalues of 
G so that the decoupling or dominance approach 
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and e i g e n v a l u e  o r  c h a r a c t e r i s t i c  l o c i  a p p r o a c h  
would genera te  the  same Nyquist or  Inverse Nyquist  
p l o t  s h  i n  F i g u r e  7. Only a s i n g l e  l o c u s  i s  
shown s ince  the  contours  of  l / ( s+l )  and  2/(9+2) 
a r e  i d e n t i c a l .  The tempting  conclusion  that  might 
be reached from these plots  is tha t  the  feedback  
system is  ermninently robust with apparent margins 
of  f mdb i n  g a i n  a n d  90' i n  phase. The closed- 
loop  pole  loca t ions  would seem t o  s u p p o r t  t h i s .  
This conclusion, however, would be wrong. 
The z -p lo t  fo r  I + G-1 is  shown in  F igu re  8 and 
t h e r e  is c l e a r l y  a s e r i o u s  l a c k  of robustness. 
The ( k l ,  k2) - p l a n e  s t a b i l i t y  p l o t  f o r  t h i s  
example is shown i n  F i g u r e  9. Nei ther   the  
diagonal dominance nor eigenvalue approaches indi- 
ca t e  t he  c lose  p rox imi ty  of an unstable region. 
This f a i l u r e  c a n  b e  a t t r i b u t e d  t o  two causes. 
F i r s t ,  t he  e igenva lues  o f  a ma t r ix  do  no t ,  i n  
genera l ,  g ive  a re l iab le  measure  of i t s  d i s t a n c e  
( i n  a parametr ic  sense)  f rom singular i ty ,  and so 
computing the eigenvalues  of  G(s)(or  I+G(s)) does 
no t   g ive   an   i nd ica t ion  of  robustness.  Using 
e igenva lues  r a the r  t han  s ingu la r  va lues  w i l l  always 
de tec t  uns tab le  reg ions  tha t  l i e  a l o n g  t h e  k l  = k2 
diagonal ,  but  may miss regions such as t h e  one i n  
Figure 9. 
Second, when cmpensat ion and/or  feedback i s  
used to  ach ieve  dominance, t h e  "new plant"  includes 
t h i s   c m p e n s a t i o n  and  feedback.  Because  of t h i s ,  
no  r e l i ab le  conc lus ions  may be drawn from t h i s  
"new plant"  concerning the robustness  of  the f inal  
d e s i g n  w i t h  r e s p e c t  t o  v a r i a t i o n s  i n  t h e  a c t u a l  
p l a n t .  It is impor tan t   to   eva lua te   robus tness  
where t h e r e  is  unce r t a in ty .  
Another important property of multi loop 
feedback is tha t ,  un l ike  sca la r  feedback ,  po le  
loca t ions  a lone  are n o t  r e l i a b l e  i n d i c a t o r s  of 
robustness.  This was demonstrated  in   the last 
example and may be  explained  as  follows.  Consider 
a s ta te  feedback prob1.a  where the plant  is  
c o n t r o l l a b l e  from each  of two inputs .  One inpu t  
may b e  u s e d  t o  p l a c e  t h e  p o l e s  f a r  i n t o  t h e  r i g h t  
ha l f  p lane  and the  o the r  u sed  to  b r ing  them back 
t o  t h e  d e s i r e d  l o c a t i o n .  Such a high-gain 
con t ro l  des ign  of "opposing" loops will be  
ex t remely  sens i t ive  to  parameter  var ia t ions  
regardless  of  the nominal  pole  locat ions.  
It is i n t e r e s t i n g  t o  examine the 5-plot of 
H = G ( I  + G)-1  for the second example shown i n  
F igure   10 .   Reca l l   tha t   the   s ingular   va lues   o f  
H a r e  e q u a l  t o  t h e  i n v e r s e s  of t h e  s i n g u l a r  
values of I + G-I.  There is  a r a the r  l a rge  peak  
in  the frequency response at  approximately 3 
r ad ians .   Th i s   cou ld   no t   occu r   i n   s ca l a r -un i ty  
feedback systems without there being a pole  
re la t ive ly   near   the   imaginary  axis. It can  happen 
in multi loop systems because of the high gains 
possiblewithout  corresponding large pole  movement. 
4. Further  Comments and  Conclusions 
The approach t o  t h e  a n a l y s i s  of robustness  
presented  here  appears  to  y ie ld  usefu l  ins ight  
i n t o  t h e  p r o p e r t i e s  of multiloop feedback systems. 
One poss ib l e  d i f f i cu l ty  wi th  the  approach  is 
t h a t  i t  can  lead  to  over ly  pess imis t ic  v iews  of  
robustness because it cons iders  per turba t ions  
which may not  be physical ly  possible .  This  
problem exists as well with gain and phase margin 
evaluat ions.  Of course,  some of t h i s  d i f f i c u l t y  
can  be  a l lev ia ted  by examining the specific 
p e r t u r b a t i o n s   l e a d i n g   t o   i n s t a b i l i t y .  These may 
b e  e a s i l y  computed  from equation  (12). On t h e  
other  hand,  i t  might  be argued that  a l i t t l e  
healthy pessimism would b e  r e f r e s h i n g  i n  t h e  f i e l d  
of mul t iva r i ab le  l i nea r  con t ro l  r e sea rch .  
The r e s u l t s  i n  t h i s  p a p e r  c o n c e r n i n g  domi- 
nance methods and use of  character is t ic  loci  of  
t h e  loop t r a n s f e r  m a t r i x  a r e  n o t  meant t o  imply 
that design procedures employing these methods 
are use l e s s .  However, simply  designing  "in  the 
frequency domain" is no  guarantee  tha t  resu l t ing  
c o n t r o l l e r s  will have no undes i rab le  proper t ies .  
A l though  fo r  s impl i c i ty ' s  s ake  on ly  r a t iona l  
t r a n s f e r  f u n c t i o n s  were cons ide red  the  r e su l t s  
i n  t h i s  p a p e r  should extend to  nonrat ional  
t r a n s f e r   f u n c t i o n s .   I n   p r a c t i c a l   a p p l i c a t i o n  i t  
should be possible  to  use frequency response data  
d i r e c t l y .  The r e s u l t s  may also  be  extended  to  
inc lude  nonl inear  per turba t ions  by exp lo i t i ng  
t h e  g e n e r a l  s t a b i l i t y  t h e o r y  d e v e l o p e d  by Safonov 
[13]*. I n  t h i s  s e t t i n g ,  n o n l i n e a r i t i e s  may be 
loose ly  viewed as l inear  t ime-invariant  e lements  
with  time-varying  parameters. A mathematically 
more rigorous treatment of t h e s e  i s s u e s  may be 
found i n  Zames ([14], [ lS] ) ,  as  well a s  i n  [13]. 
A l i m i t a t i o n  t o  t h e  r o b u s t n e s s  theorem a s  
s t a t e d  is  t h e  requir.ement t h a t  L ( s )  be  s tab le .  
I n  p r a c t i c e ,  i t  is not  uncommon for  phys ica l  
systems to have parameter variations which cause 
po le s   t o   mig ra t e   ac ross   t he   imag ina ry  axis. It 
appea r s  l i ke ly  tha t  i f  such  po le  movements a r e  
r e s t r i c t e d  t o  some region of the complex plane,  
and a n o t h e r  r e s t r i c t i o n  is  made on the system 
zeroes ,  a modified robustness theorem may be 
obtained.  This would depend,  of  course,  on  the 
na tu re  of t he  o the r  sou rces  of system uncertainty 
as we l l  as the  na tu re  of the feedback employed. 
The s i g n i f i c a n c e  of the approach presented 
he re in  seems t o  be i n  t h e  n a t u r a l  way i t  gives  
m u l t i v a r i a b l e  i n t e r p r e t a t i o n s  t o  many important 
c lass ica l   cont ro l   concepts .   Pre l iminary  
multivariable feedback designs using methods based 
on t h e s e  r e s u l t s  a r e  most encouraging  [18],  and 
t h i s  t o o  a p p e a r s  t o  be a promis ing  a rea  for  
research.  
*Recently, it has been shown t h a t  t h e  r e s u l t s  
i n  t h i s  p a p e r  may be derived from t h o s e  i n  
[13], and t h e  r o b u s t n e s s  r e s u l t s  i n  1131  can 
be expressed in  terms of  s ingular  values  [17]. 
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