Abstract Transmission delay, throughput and energy are important criterions to consider in wireless sensor networks (WSN). In this way, IEEE 802.15.4 standard was conceived with the objective to reduce resource's consumption in both WSN and wireless personal area networks. In such networks, the slotted CSMA/CA still occupies a prominent place as a channel control access mechanism with its inherent simplicity and reduced complexity. In this paper, we propose to introduce a network allocation vector (NAV), to reduce energy consumption and collisions in IEEE 802.15.4 networks. A Markov chain-based analytical model of the fragmentation mechanism, in a saturated traffic, is given as well as a model of the energy consumption using the NAV mechanism. The obtained results show that the fragmentation technique improves at the same time the throughput, the access delay and the bandwidth occupation. They, also, show that using the NAV allows reducing significantly the energy consumption when applying the fragmentation technique in slotted CSMA/CA under saturated traffic conditions.
Introduction
Technological advances in miniaturization, coupled with improved longevity of wireless devices has led to the emergence of a keen interest, of both researchers and industrials, toward wireless sensor networks (WSN). A WSN is commonly composed by a huge number of inexpensive wireless communicating devices, denoted as nodes. These nodes have generally tight energy constraints imposed by the limited capacity of their batteries. Therefore, in WSN, the lifetime of the nodes is a key constraint to take into account; in addition to low transmission delay, good throughput and high-bandwidth utilization [1] . Thus, numerous protocols have been proposed in the literature to resolve these problems on the different layers of the protocol stack (Physical layer, MAC sub-layer, Network layer, …) [2] .
The IEEE 802.15.4 standard, which is supported notably by ZigBee, is a technology defining the characteristics of the physical layer and the MAC sub-layer for low-rate, low-power and low-cost wireless personal area networks. The IEEE 802.15.4 standard has defined two access modes: the beacon mode and the non-beacon mode. The latter considers the basic CSMA/CA mechanism, while the former considers the slotted CSMA/CA mechanism.
In the beacon mode, the one considered in this work, the coordinator sends regularly beacons to delimit the superframe and to synchronize wireless sensors [3, 4] . When using the slotted CSMA/CA access mode, the nodes randomly choose a backoff in the interval [0, 2 B E − 1]. The backoff is, then, decremented until reaching zero. At that time, the nodes compare the remaining time of the superframe and the transmission time of the ongoing packet. If the leftover time in the superframe is insufficient to complete the packet transmission, it is deferred to the next superframe.
This paper studied the drawback of deferred transmissions in the IEEE 802.15.4 standard and provides an improved utilization of bandwidth. This problem is overlooked in most of the papers in the literature. Pollin et al. proposed, in [5] , a simple Markov chain model and an analytical evaluation of the slotted CSMA-CA mechanism of beacon enabled IEEE 802.15.4. In [6] , the authors developed a generalized Markov chain model of the channel access mechanism. Compared to the Pollin's Markov chain, they took into account the retry limits' parameter in their model. In [7] , Patro et al. proposed a modification of the slotted CSMA/CA protocol to use only one clear channel assessment (CCA1). The modified slotted CSMA/CA is modeled using Markov chains based on Pollin's model. The authors in [8] proposed to use three clear channel assessment. The additional carrier sensing (ACS) algorithm is introduced to enhance the carrier sensing mechanisms in the original slotted CSMA/CA. In [9] , the authors proposed a Markov chains-based model, which considers the deferred transmission case. The analytical results show the effect of the transmission deferment on the network throughput.
In IEEE 802.11 standard, the fragmentation technique is implemented, and many studies have mentioned that this technique improves the network's throughput [10] [11] [12] . The authors, in [13] , proposed a fragmentation mechanism for IEEE 802.15.4 wireless sensor network to improve the bandwidth utilization. The main issue in their protocol is the risk of collision. In fact, a collision occurs if a competitive node pulls a Backoff number equal to zero when the transmitter node attempts to send the remaining frame, in the beginning of the superframe.
In [14] , we focused our study on the deferred transmission problem in slotted CSMA/CA protocol. We have found that the period of deferment becomes larger as the packet length is large, which may cause a significant bandwidth loss. To avoid such loss of bandwidth, we have proposed to adapt the data fragmentation mechanism (already used in the IEEE 802.11 standard [10] ) for the IEEE 802.15.4 standard. The adaptive data fragmentation assures the collision avoidance, when transmitting the remaining frame in case of fragmentation. Besides, we gave a particular attention, in our proposal, to keep the original operating principles of the slotted CSMA/CA mechanism. This paper introduces the NAV used in the fragmentation mechanism in order to reduce the consumption of energy. Originally, the fragmentation mechanism proposed to improve the bandwidth occupation and the throughput. However, when a node chooses to transmit a remaining frame, other nodes may also attempt to transmit their data. This competition causes energy wastage. The proposed NAV solution allows informing the nodes willing to transmit about the completion of a data transmission. Thus, the nodes receiving the NAV stay in the idle state (i.e., backoff) for the remaining time, which allows them to conserve their energy.
The remainder of this paper is organized as follows. Section 2 gives an overview of the IEEE 802.15.4 standard and some related work proposed to improve slotted CSMA/CA protocol. Section 3 explains the NAV mechanism that we introduced in the data fragmentation mechanism in order to reduce the energy consumption. Section 4 shows the modeling of the fragmentation mechanism using Markov chains under saturated traffic and presents the energy consumption analysis using the NAV mechanism. Section 5 presents the analytical results of our solutions. Finally, we conclude and present future issues in Sect. 6.
Overview of IEEE 802.15.4
The IEEE 802.15.4 standard defines the physical (PHY) layer and the MAC sublayer specifications for low-rate wireless personal area networks (LR-WPAN), which is the basis for many WSN, such as ZigBee and 6LoWPAN [15] .
The [16] [17] [18] [19] .
The MAC sublayer of IEEE 802.15.4 defines many functions such as: beacon management, channel access mechanisms, guaranteed time slot (GTS) management, activation or not of acknowledged frame, devices association and disassociation with the personal area network (PAN). Two channel access modes are supported in IEEE 802.15.4: Beacon-enabled mode and non-beacon mode. In beacon-enabled mode, the nodes use slotted CSMA/CA mechanism to access the channel. In non-beacon mode, the nodes use unslotted CSMA/CA.
In order to understand the structure of the superframe and the functioning of the CSMA/CA protocol, we must identify the key parameters with their numerical values, when possible. We consider the following physical characteristics: the frequency band of 2.4 GHz and the data rate of 250 kbps. In the IEEE 802.15.4 standard, the unit of measure used for most of the parameters is the symbol. Table 1 presents these parameters in unit of seconds or byte, knowing that: 1 symbol = 4 bits [4] .
The access channel periods, defining the superframe structure, are described by the PAN coordinator. Indeed, the PAN coordinator transmits in the beacon frames the following parameters: the beacon order (BO) and the superframe order (SO). The BO defines the beacon interval while the SO determines the superframe duration. The superframe duration, also called active portion of the superframe, is divided into two parts: contention access period (CAP) and contention free period (CFP). The details of the superframe structure are mentioned in Fig. 1 .
The value of the beacon interval (BI) and the superframe duration (SD) are determined, respectively, as follows:
The values of a BaseSuper f rameDuration, B O and SO are given in the Table 1 . When, the value of B O = 15, the PAN coordinator deactivates the sending of the beacon frame. The transmission of data frames by the nodes to the PAN coordinator are separated by an inter frame space (IFS). The IFS duration differs depending on the size of the transmitted frame. If a long frame 1 (the frame length is greater than aMaxSIFSFrameSize) is transmitted, the separation is equal to a long IFS (LIFS), otherwise, it is equal to a short IFS (see Fig. 2 for more details).
Slotted CSMA/CA mechanism
In the CAP period, the devices use the slotted CSMA/CA mechanism to get access to the wireless channel. To that purpose, three variables are considered: NB, CW and BE. NB, which is initialized to zero, represents the number of access tentatives for current transmission. CW represents the number of backoff periods during which the channel should be sensed idle before the communication can start. It is initialized to two. The backoff exponent (BE) helps in calculating the backoff delay. The initialization of the BE depends on the value of the Battery Life Extension (BLE) received in the beacon frame. If the BLE is equal to zero, the BE is initialized to macMinBE (i.e., equal to three by default). If it is equal to one, the BE is initialized to the smallest value between 2 and macMinBE.
Once the three variables are initialized, the node waits during a random period of Backoff chosen in the range [0, 2 B E − 1]. If the pulled number is greater than the remaining number of backoff periods in the CAP, the MAC sublayer pauses the backoff countdown at the end of the CAP and resume it at the start of the CAP in the next superframe.
At the expiration of the random backoff delay, the MAC sublayer shall ensure that the remaining CSMA/CA operations can be undertaken and the entire transaction (two CCA "Clear Channel Assessment", the frame transmission, and the acknowledgment) can be completed before the end of the CAP. Two cases are possible: 
Case 1: The remaining time in the CAP is sufficient
The MAC sublayer requests to the physical layer to perform two CCA:
1. The channel is assessed to be busy during one of the CCA: both NB and BE are incremented by one (BE shall be no more than macMaxBE), CW is reset to two. If NB is less than or equal to macMaxCSMABackoffs (4 by default), a new BE is pulled randomly in the range [0, 2 B E − 1]. If NB is greater than macMaxCSMABackoffs, the CSMA/CA algorithm shall terminate with a channel access failure status. 2. The channel is assessed to be idle during the first CCA: CW is decremented by one and then checked whether it is equal to zero. The same procedure is considered for the second CCA. If CW is equal to zero, the data frame is transmitted.
Case 2: The remaining time in CAP is insufficient
The transmission will be deferred to the next superframe and the new CSMA/CA is executed at the beginning of the CAP (read [4] for more precisions).
Deferred transmission problems in IEEE 802.15.4
In slotted CSMA/CA mechanism, as described in IEEE 802. 15.4-2003 [3] , when a node defers its transmission to the next superframe, it performs a CCA in the new superframe. In this case, a problem of data collision may occur when more nodes defer their transmissions. To resolve the problem of collision due to deferred transmissions a revised version of the IEEE 802.15.4-2003 standard is published in IEEE 802.15.4 The deferred transmission is analyzed in [20] to study the effect of deferments on the performance of WSN. The first solution to improve bandwidth occupation is given in [13] . In this paper, the authors proposed to introduce the data fragmentation in IEEE 802.15.4. This solution presents, however, the risk of collisions at the beginning of superframes after data fragmentation.
To eliminate the problem of collision in data fragmentation, we proposed, in [14] , an improvement of the classical fragmentation mechanism. The main idea consists in favoring the completion of the transmission of the remaining frame in the next superframe for the node that just sent a fragment, in a way to improve bandwidth occupation.
Proposed fragmentation with NAV mechanisms for IEEE 802.15.4
Considering the bandwidth occupation problem caused by the deferred transmission in slotted CSMA/CA, in this section, we describe briefly the fragmentation mechanism (more details can be found in [14] ) and its enhancement by the NAV technique that we introduce in order to improve energy conservation in IEEE 802.15.4.
Fragmentation solution for the IEEE 802.15.4
The main idea of the fragmentation mechanism consists in splitting the original frame (long frame) into two parts: the short frame of 18 bytes maximum 2 and the remaining frame as depicted in Fig. 3 .
We propose to introduce the fragmentation mechanism in slotted CSMA/CA protocol as a solution to improve bandwidth occupation. Thus, if a node has a long frame to transmit, and the remaining time (RT) in the CAP is insufficient, the new MAC sublayer check if RT is larger to finish the entire transaction with a short frame. If it is the case, the CCA is performed and the fragmentation is applied. The node transmits a short frame in the current superframe and reserves the start of the new superframe to transmit the remaining frame, as shown in Fig. 4 .
The fragmentation technique described here attempts to reduce the wastage of bandwidth, collisions and improve the network throughput. Effectively, the data fragmentation mechanism can improve the performances of IEEE 802.15.4 network in terms of bandwidth occupation. However, when using data fragmentation, the energy consumption is not improved. We observe, in Fig. 4 , that all nodes in the WPAN, except the node transmitting the data fragment, attempt to access the channel by executing the slotted CSMA/CA algorithm. This leads to a wastage of energy. Indeed, the fragmentation mechanism proposed in [14, 21] favors the sensor that transmitted the data frame in the previous superframe to continue by sending the leftover frame in the next superframe.
NAV-based energy conservation solution
To improve the performances of the fragmentation mechanism that we have described in [14] , we have introduced the NAV technique. As shown in Fig. 5 , when using the NAV with the fragmentation technique, the node that have transmitted the data fragment in the previous superframe is favored to transmit in the beginning of the new superframe
The NAV information will be transmitted in the beacon frame. Hence, all the nodes in the PAN turn off their radio module during the NAV period to conserve their energy, excepting the node that have transmitted the data fragment in the previous superframe in a way to transmit the remaining frame in this period. 
with fragmentation
In this section, we present the analytical model of the adaptive data fragmentation mechanism in the slotted CSMA/CA protocol and its analysis. We consider that the network is composed by n nodes connected to the PAN coordinator forming a star topology, with assumptions of saturated traffic and an ideal channel.
To show the benefit of the fragmentation mechanism in the IEEE 802.15.4 wireless sensor networks, we, firstly, model the slotted CSMA/CA protocol with the data fragmentation mechanism to study the behavior of a single node. The proposed Markov chain model (see Fig. 6 ) allows us to calculate the stationary probability that a node attempts the first carrier sensing, noted τ , in the steady state. Secondly, we express the performance parameters of the fragmentation mechanism based on τ . Table 2 gives the probabilities used in the Markov chain and the performance parameters.
We study, in the following, the behavior of this node over time. Let S(t), B(t) and T (t) be the stochastic processes representing, respectively, the backoff stage, the state of the backoff counter and the type of the data frame to be transmitted at time t. Their respective values are given as follows:
where m = macMaxC S M ABacko f f s, W i = 2 i * W 0 , and W 0 = 2 B E − 1. Note that, the backoff counter B(t) is divided into two periods: the backoff period pulled between [0, 2 B E ] and the two clear channel assessment (CCA) periods (i.e., − 2 and − 1) The tuple {S(t), B(t), T (t)} is a three dimensional Markov chain, which is depicted in Fig. 6 .
The states (i, − 1, j) and (i, − 2, j) represent the sensing periods: CCA1 and CCA2, respectively. The states (i, k, 0), (i, k, 1), (i, k, 2) and (i, k, − 1) denote, respectively, that: the node have a data frame to transmit, the data frame is fragmented to a short frame which will be transmitted in the current superframe, the node have a remaining frame to be transmitted in the next superframe, and the node defers 
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Overall deferment probability the transmission of the original frame to the next superframe. Note that τ of each node is independent from the other nodes.
The transition probabilities associated with the Markov chain are:
Equation (1) defines the decrement probability of the backoff counter. Equations (2) and (3) describe the probability to find the channel idle for the first clear sense (CCA1) and the second clear sense (CCA2), respectively. Equation (4) denotes a busy channel, in which a node selects a new backoff delay in the new stage. Equation (5) represents the probability to defer the transmission to the next superframe when the remaining time in the CAP is too small to transmit a packet (i.e., even a fragmented packet) or the fragmentation is possible but the channel is busy. Equation (6) describes the possibility of fragmentation when the remaining delay in the CAP is too small to assure a successful transmission of the original frame. Let b i,k, j = lim t→+∞ P{S(t) = i, B(t) = k, T (t) = j}, be the stationary distribution of our Markov chain. Using Eq. (4), the probability that a node selects a new state in the upper stage, when the channel is sensed busy during CCA1 or CCA2, can be calculated as follows:
Equation (7) can be presented differently to express the probability that a node is in a particular stage, knowing that it was in state b 0,0,0 , which is expressed in Eq. (8) .
The probability to be in any state of the first stage can be given as follows:
Equation (9) is calculated based on the probability that a node, in the previous period, was in one of these states: transmitting a data frame, transmitting a remaining part of the frame, deferring the transmission or failed transmission. The probability to be in any backoff state in any stage is given by:
By imposing the normalization condition, to compute the probability that a node is in the state b 0,0,0 , the sum of the probabilities in the Markov chain must be equal to one:
Each parameter of Eq. (11) is described in the following Eqs. (12) (13) (14) (15) (16) (17) (18) (19) . Equation (12) represents the probability to be in any step of the backoff counter of all the stages (or transmission attempts):
where x, which is equal to
, is the probability to move from stage i to i + 1 because the channel is busy and there is enough time to complete the data frame transmission.
The probability to transmit the original data frame (long frame) in any stages is given by Eq. (13):
Equation (14) represents the probability to transmit a short frame (or fragment after fragmentation), when the remaining time in the CAP period isn't enough to transmit the original data frame:
We describe in Eq. (15) the probability to differ the transmission of a data frame when there is no remaining time in the CAP to transmit a short frame, or when the remaining time is enough to transmit a short frame, but the channel is busy.
The following equation gives the probability to be in the original data frame transmission period:
The probability to be in the short frame transmission period is described in Eq. (17) .
The probability to be in the remaining frame transmission period after fragmentation is given in Eq. (18) R F−1
The last parameter of Eq. (11) is the probability to be in the beginning of the new superframe just before starting the remaining frame transmission. It is formulated as follows:
Equation (11) can, thus, be simplified as follows:
From equation (20), we can express the probability b 0,0,0 . Then, we can express the probability τ as follows:
The computation of the probability τ depends mainly on the following probabilities:
(A) Probability α is the probability to find the channel busy during CCA1 due to a data frame transmission. Similarly to [5] , we express this probability as follows:
where, L and n represent the number of time slots occupied by the successful transmission of the data frame and the number of nodes, respectively.
(B) Probability β is defined as the probability to find the channel busy in the CCA2, given that it is free in the CCA1 period.
(C) Probability P d this probability introduces the deferment of the transmission when the remaining time in the CAP period is not sufficient to complete the transmission (i.e., time > t i , see Fig. 7 ). The deferment probability is given by: (D) Probability P f is the probability of fragmentation. P f is the probability to find sufficient time in the CAP period to sense two CCAs (i.e., CCA1 and CCA2) and to transmit a short frame when there is not enough time in the CAP to complete a long frame transmission. Figure 7 shows that a short frame can be transmitted if the current time in the CAP is in the blue stripes part (i.e, time ∈ ]t i ,t j ]). On the opposite, no transmission will be deferred to the next superframe, if the time is in the red stripes (i.e, time > t j ) part.
where, SF represents the length of the short frame.
Saturation throughput
The saturation throughput (noted N T h ), as defined in [22] , is the fraction of time that the channel is used to successfully transmit the data frame. Therefore, N T h depends, on the following probabilities:
(A) Transmission probability (P tr ) represents the probability that at least one node (among n nodes) is in the beginning of the first clear sensing (CCA1) with probability τ , the channel sensed free in CCA1 and CCA2 and the transmission will not be deferred.
(B) Successful transmission probability (P s ) is the probability that exactly one transmission occurred in the channel, conditioned by the transmission probability (as defined in [22] ).
Now, we can express the saturation throughput as follows:
where, T pload is the time occupied by the packet transmission, σ is the duration of an empty time slot, T s is the time of a successful transmission of a packet, T c is the time during which the channel is busy due to a collision and T De f the average time wasted when deferring a transmission.
where ε indicates that there is not sufficient time to complete the short frame transmission in the current superframe.
Deferment probability
We express, in this subsection, the overall probability to defer the transmission because of insufficient time in the CAP. Note that, like most of the existing models of the IEEE 802.15.4 standard, we have not considered the remaining time before attempting to access the channel. In our solution, the transmission will be deferred only if there is not sufficient time to transmit a short frame. D Prob represents the probability that there is at least one node in the beginning of the first clear sensing (CCA1) and found that the remaining time is insufficient to complete the transmission nor the long neither the short frames. According to the CSMA/CA protocol, the evaluation of the leftover time in the CAP period is the first condition to be checked before beginning to sense the channel during 2 CCAs. Thus, the probability D Prob can be expressed as follows:
Deferment average time
The total transmission delay can be caused by: the node processing delay, the queuing delay, the access delay, and the propagation delay [23] . In our work, we are interested by calculating the deferment average time (i.e., D AT ). The deferment delay is a part of the access delay. It depends on the packet length to be transmitted and the remaining time on the CAP. The expected value of D AT is:
We can note that, when the packet length increases, the time wasted in deferring transmission increases (T De f ), therefore, the bandwidth utilization decreases.
Access delay
The access delay includes the following times: the successful transmission, the collisions, the backoff period, the clear sensing and the time of deferring a transmission. The access delay AD of the successfully transmitted packet is defined in [23] as follows: AD = Duration of one packet Fraction of time of a successful transmission (33)
The duration of one packet is the time spent to transmit a packet. The fraction of time of a successful transmission (F T ST ) can be calculated as follows:
where, E[S i ] represents the average backoff counter in the backoff stage i (
be the average backoff in all m + 1 stages. It can be calculated as:
So, AD can be expressed as:
Energy consumption
In order to analyze the energy consumption when introducing the NAV technique in IEEE 802.15.4 with fragmentation, we calculate only the energy consumed for the data transmission E data_trans . As discussed above, the NAV technique is introduced to reduce the energy consumption in the fragmentation process, especially in the transmission of the remaining frame. Let's define the energy consumed to transmit the original frame as E F , the energy consumed to transmit the short frame E SF or the fragment as and the energy consumed to transmit the remaining frame as E R F . The transmission energy is given by the Eq. (37) as follows:
We compare our solution with the simple fragmentation technique proposed in [14] and represented by the Eqs. (38-40).
(A) Energy of IEEE 802.15.4 with fragmentation
In this case, when a node have transmitted a short frame (data fragment) in the previous superframe, it is favored to access the channel in the beginning of the next superframe. 
However, other nodes may attempt to access the channel and consume computational energy (E mcu ) and the energy of clear channel assessment (E cca ).
(B) Energy of IEEE 802.15.4 with fragmentation and NAV
The energy consumed to transmit the original frame E F and the short frame E SF is the same that Eqs. (38) and (39) respectively. However, the Eq. (40) is modified as follows:
where, E t x is the energy consumed to transmit a data frame (original frame, short frame or remaining frame).
The numerical values of different radio state in terme of power consumption are presented in the Table 3 . These values are inspired from the paper [24] .
Performance evaluation
In this section, we evaluate the performance of the proposed solution in improving the throughput, the access time for successful transmissions and the bandwidth utilization.
To ensure the comparability of our solution with the IEEE 802.15.4 standard, we have modeled this latter by taking into account the deferment of the transmission when the remaining time in the CAP is not sufficient to complete the transmission of a frame.
In our work, we used the default parameters as summarized in Tables 1 and 4 according to IEEE 802.15.4 standard.
In the results that we will address bellow, we present for each performance parameter two figures according to the B L E parameter (B E = 2 or 3) as defined by the IEEE 802.15.4 standard.
(A) Deferment transmission
In Fig. 8 , we present the probability to defer the transmission when there is not enough time in the CAP period to complete the transmission of packet.
In this figure, we show that when the length of the data frame is just greater to the short frame (L = 3 slots and shortframe = 2 slots), the probability of deferment is not high. However, when the data frame length increases (L = 7 and L = 10), the fragmentation mechanism is interesting and reduces the deferring transmission.
There is also a slight difference between Fig. 8a , b due to the values of BE. We see that, if the network is saturated (B E = 3), the NAV technique with fragmentation mechanism allow to reduce the probability of deferring Transmission. 
(B) Saturation throughput
The effect of combining the NAV technique with the fragmentation mechanism on the network throughput is shown in Fig. 9 . We can see in Fig. 9a , b that our proposition improves the global network throughput compared to the basic slotted CSMA/CA. When the period of the backoff is big (B E = 3) and the number of node is small, the difference is clear. When the network become saturated, the global network throughput decreases, but our solution keep its high performances in opposition to the basic slotted CSMA/CA The results presented in [25] is similar to ours. Note, however, that the authors did not consider the time wasted by the deferment of the transmission which reduces the network throughput. 
(D) Access delay
In our case, the network is saturated. So, when the value of B E is equal to 2, the risk of finding the channel busy and having collisions increases, which causes additional delays before a successful packet transmission. We see in Fig. 11a that the time required for a successful packet transmission of the 50 nodes is less than 3 s (i.e., Access Delay < 3 s). However, with B E equal to 3, the access time to successfully transmit all the packets of the 50 th considered nodes is less than 0.4 s, as illustrated in Fig. 11b . Figure 11 shows the access time values of successful transmissions. This difference is mainly caused by collisions and deferred transmissions for the following superframe. Note that, the proposed fragmentation mechanism clearly allows the reduction of the access delay in both cases of BE values. The obtained results are improved when the risk of collision is minimal as it can be seen from Fig. 11b .
(E) Energy conservation
To illustrate the energy conservation that can be realized with the new fragmentation mechanism when applying the NAV technique, we present the analytical results in the figures above. The energy consumption results of N = 10 nodes and N = 30 nodes using slotted CSMA/CA with fragmentation and slotted CSMA/CA with fragmentation and NAV technique are depicted in Fig. 12 .
In the Fig. 12 we show that, when the packets' arrival rate increases, the power consumption increases too. However, when we introduce the NAV technique into the fragmentation mechanism, the energy consumption is less than IEEE 802.15.4 with only the fragmentation mechanism. Besides, when there is a high number of nodes (N = 30), the energy conservation with the NAV technique is more significant than when having 10 nodes. These difference can be interpreted by the high number of nodes being in sleep mode in the beginning of the superframe, in case a node reserved the channel. The Fig. 13 shows another case of data conservation. So, when the length of the data frame to be transmitted is big, the energy consumption is high.
Conclusion
In this paper, we proposed to introduce a network allocation vector (NAV) technique in the data fragmentation mechanism. The NAV information is transmitted within the beacon frame to allow PAN nodes to conserve their energy for the NAV remaining period. We also show that applying data fragmentation mechanism under saturated traffic conditions is beneficial for the IEEE 802.15.4 performances. To evaluate the effectiveness of the proposed approach, we presented a Markov chain-based model of the slotted CSMA/CA protocol, which includes a fragmentation mechanism. Using the proposed model, we have evaluated the system performance. We have shown that the fragmentation mechanism allows having improved results compared to the original slotted CSMA/CA protocol in terms of bandwidth occupation, access delay, throughput and collision avoidance. We, also, show that the introduction of the NAV technique reduces energy consumption in the network compared with the traditional version of data fragmentation.
