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Abstract
The Wick product is a well-known tool in stochastic analysis to construct stochastic inte-
grals with respect to Gaussian processes beyond semimartingales. Similarly, on disturbed
random walks one can define a discrete counterpart.
In this thesis we prove that weak convergence of central limit theorems carries over to
applications of Wick products. Thus, the analogy of the discrete and continuous Wick
calculus finds its expression in particular in convergence results. These convergences range
to a functional limit theorem for Gaussian processes. Due to an extension of Sottinen’s
Donsker-type approximation of the fractional Brownian motion (Finance and Stochastics.
5, 343-355 (2001)) to all Hurst parameters, we can also approximate processes of fractional
geometric Brownian motion type.
Based on this, we examine the convergence of solutions of Wick difference equations to
solutions of corresponding Wick-Itoˆ stochastic differential equations. We determine the
asymptotical computational costs of the difference equations and illustrate it on examples
for the fractional Black-Scholes model.
Moreover, we provide the equivalence conditions for convergence of discrete S-transforms
to continuous S-transforms. In particular, this convergence is represented in terms of the
Wiener chaos decompositions.
Zusammenfassung
Das Wick Produkt ist ein bekanntes Werkzeug der stochastichen Analysis, um stochastis-
che Integrale bezu¨glich Gaußschen Prozessen jenseits von Semimartingalen zu konstru-
ieren. Gleichermaßen kann auf gesto¨rten Irrfahrten ein diskretes Pendant definiert wer-
den.
Wir zeigen, dass die schwache Konvergenz von zentralen Grenzwertsa¨tzen unter der
Anwendung der Wick Produkte erhalten bleibt. Damit findet die Analogie der diskreten
und stetigen Wick Kalku¨le gerade in Konvergenzresultaten ihren Ausdruck. Diese Kon-
vergenzen reichen bis zu einem Funktionalen Grenzwertsatz fu¨r Gaußsche Prozesse. Die
Erweiterung von Sottinens Donsker-Approximation der fraktionalen Brownschen Bewe-
gung (Finance and Stochastics. 5, 343-355 (2001)) fu¨r alle Hurst-Parameter befa¨higt uns,
Prozesse von der Art der fraktionalen geometrischen Brownschen Bewegung zu approx-
imieren.
Basierend darauf untersuchen wir die Konvergenz von Lo¨sungen von Wick-Differenzen
Gleichungen gegen Lo¨sungen von zugeho¨rigen Wick-Itoˆ stochastischen Differentialgle-
ichungen. Wir bestimmen den asymptotischen Rechenaufwand der Simulation dieser
Differenzengleichungen und erla¨utern dies an Beispielen des fraktionalen Black-Scholes
Modells.
Zudem charakterisieren wir A¨quivalenzen zur Konvergenz der diskreten gegen die steti-
gen S-Transformierten. Insbesondere ist diese Konvergenz darstellbar in Form von Wiener
Chaos-Zerlegungen.
vii
Introduction
The history of the study of central limit theorems goes back to the 18th century and seems
to be, so to speak, in the ancient time of stochastics. Since then it constitutes a rich vein
of gold to probability theory and statistics. Sometimes it even gets biblical importance,
as Le Cam praised in an article (Le Cam (1986)):
In the beginning there was de Moivre, Laplace, and many Bernoullis, and they
begat limit theorem, and the wise men saw that it was good and they called it
by the name of Gauss. Then there were new generations and they said that it
had experimental vigor but lacked in rigor. Then came Chebychev, Liapunov,
and Markov and they begat a proof and Polya´ saw that is was momentous and
he said that its name shall be called the Central Limit Theorem.
Nowadays many extensions of the central limit theorem exist. First of all we mention
the functional central limit theorem (Donsker’s theorem) on weak approximation of a
standard Brownian motion (Bt)t∈[0,1] by piecewise constant interpolation of random walks
as
(Bnt )t∈[0,1] :=
 1√
n
⌊nt⌋∑
i=1
ξni

t∈[0,1]
d→ (Bt)t∈[0,1],
in the Skorokhod space D([0, 1],R) as n tends to infinity, where ξn1 , . . . , ξ
n
n are i.i.d. sym-
metric Bernoulli random variables with Pn(ξ
n
i = 1) = Pn(ξ
n
i = −1) = 1/2 living on some
probability space (Ωn,Fn, Pn). Actually, the affinity and convergence of these objects will
play the role of the background radiation in this thesis. Among an extensive literature on
central limit theorems we mainly refer to the classical monographs Petrov (1975), Jacod
and Shiryaev (2003) and the recent book by Peccati and Taqqu (2011).
The central limit theorem gives a natural tool to determine the conditions for approx-
imating Wiener integrals by their discrete counterparts as
In(fn) :=
1√
n
n∑
i=1
fni ξ
n
i
d→
1∫
0
f(s)dBs = I(f)t , f
n ∈ Rn , f ∈ L2([0, 1]).
These discrete Wiener integrals are defined analogously in terms of an underlying random
walk. Here we consider a generalized functional central limit theorem on Wiener integrals
of Volterra type.
Concerning stochastic differential equations (SDEs) which are solved by functionals
of Wiener integrals, obviously the question occurs whether the approximation of Wiener
integrals by discrete Wiener integrals carries over to the solutions of SDEs.
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SDEs with respect to standard Brownian motions are handled by the well-known Itoˆ
calculus. The involved objects are described in terms of Wiener chaos decompositions
and there are several equivalent representations of these decompositions. Essentially they
are in terms of Hermite polynomials, multiple Wiener integrals and Wick products. More
information can be found in the standard monographs Holden et al. (2010), Janson (2006)
and Kuo (1996).
The Wick product ⋄ has its origin as a renormalization operator in quantum physics
(Wick (1950)). In probability theory the Wick product with ordinary differentiation rule
imitates the situation of ordinary multiplication with Itoˆ differentiation rule (cf. Holden
et al. (2010)). The main problem of applying the Wick product on random variables
is that it is not a pointwise operation. However, the nice analytic properties make it a
natural tool in stochastic analysis, despite the computational difficulties.
Looking at discrete Wiener integrals and their discrete analogons to the SDEs in terms of
Wick calculus, a discrete Wick product can be defined analogously. This discrete Wick
product ⋄n was introduced by Holden et al. (1992a,b) and motivated by formal analogies
in terms of the chaos decomposition. For a survey on discrete Wiener chaos we refer to
Gzyl (2006).
Despite the analogies of construction, we have different classes of distributions and, there-
fore, different computational rules of continuous and discrete stochastic calculus.
In chapter 2, we present a parallel introduction to continuous and discrete Wick calculus
which is different from the one usually provided in the references Holden et al. (1992a,b).
Instead of concerning analogies in terms of the chaos decomposition, we begin the intro-
duction of the continuous and discrete Wick product by a functional equation for Wick
exponentials. These Wick exponentials
exp⋄(I(f)) := exp
I(f)− 1/2 1∫
0
f 2(s)ds
 , exp⋄n(In(fn)) := n∏
i=1
(
1 +
1√
n
fni ξ
n
i
)
can be interpreted as stochastic Dole´ans-Dade exponentials. Hence, we start with solu-
tions of the Dole´ans-Dade SDE in the continuous case
dXt = f(t)XtdBt, X0 = 1 , f ∈ L2([0, 1])
and the stochastic difference equation in the discrete case
Xni = X
n
i−1 +X
n
i−1f
n
i
1√
n
ξi, X
n
0 = 1 , f
n ∈ Rn,
respectively. The defining property of Wick products is then enforced by the condition
that the Wick product of two Wick exponentials equals the Wick exponential of the sum
of exponents.
In the continuous setting, Wick calculus on Wiener integrals can be completely described
in terms of Hermite polynomials (Subsection 2.4.1). Such elegant properties are absent
in the discrete setting. However, due to a representation of discrete Wick powers via
a disturbed discrete Hermite recursion formula (Section 3.2, Theorem 3.4), we conclude
in the main theorem 3.7 the weak convergence of discrete Wick powers of the discrete
Wiener integrals towards Wick powers of the corresponding continuous Wiener integrals.
Combining this with some L2 estimates, we achieve a Wick functional limit theorem
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(Section 3.3). In a simple form for two, possibly correlated, Wiener integrals it can be
stated as follows:
Suppose the weak convergence of Wiener integrals (In(fn), In(gn))
d→ (I(f), I(g)) and
assume that there exists a C ∈ R+, so that |ak|, |a′k| ≤ Ck for all k ∈ N. Then, as n tends
to infinity, it is(
n∑
k=0
ak
k!
In(fn)⋄nk
)
⋄n
(
n∑
k=0
a′k
k!
In(gn)⋄nk
)
d→
( ∞∑
k=0
ak
k!
I(f)⋄k
)
⋄
( ∞∑
k=0
a′k
k!
I(g)⋄k
)
.
Thus, the analogies between the discrete and continuous Wick calculus with Wiener
integrals are not only due to the similar definitions, but essentially justified by weak
convergence results based on central limit theorems.
The Wick functional limit theorem also applies to Wiener integral processes of Volterra
type (Section 3.4). One example of such Volterra type Gaussian process is the fractional
Brownian motion. A fractional Brownian motion BH with Hurst parameter H ∈ (0, 1)
is a continuous zero mean Gaussian process with stationary increments and covariance
function
E[BHt B
H
s ] =
1
2
(|t|2H + |s|2H − |t− s|2H) .
The process B
1
2 is a standard Brownian motion, but for H 6= 1
2
a fractional Brownian
motion is not a semimartingale. Mainly we restrict ourselves to the case H > 1/2, in
which the corresponding fractional Gaussian noise
(
BHn+1 −BHn
)
n∈N exhibits long range
dependence.
In his article, Sottinen (2001) constructed a Donsker-type approximation of a fractional
Brownian motion on an interval for H > 1
2
. He used the Wiener integral representation
of a fractional Brownian motion on an interval, BHt =
t∫
0
zH(t, s)dBs, for a suitable deter-
ministic kernel zH(t, s), due to Molchan (1969), Molchan and Golosov (1969) and Norros
et al. (1999). We extend this result in Theorem 1.11 to all Hurst parameters, which can
be stated via the pointwise approximation of the kernel
bn(l, i) := n
i/n∫
(i−1)/n
zH (l/n, s) ds1{i≤l}
as
(BH,nt )t∈[0,1] := I
n(bn(⌊nt⌋ , ·))t∈[0,1] d→ (BHt )t∈[0,1].
This allows to apply the Wick functional limit theorem to fractional Brownian motions.
In particular, we obtain the approximation of the fractional geometric Brownian motion
by the discrete counterpart as(
exp⋄n
(
BH,nt
))
t∈[0,1]
d→ (exp⋄ (BHt ))t∈[0,1] . (0.1)
The fractional geometric Brownian motion appears in the fractional Black-Scholes model,
a generalization of the classical Black-Scholes model where the driving Brownian motion
is replaced by a fractional Brownian motion. For instance, this model was discussed by Hu
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and Øksendal (2003) and Elliott and van der Hoek (2003). Another good overview is given
in the monographs on fractional Brownian motions by Mishura (2008) and Biagini et al.
(2008)). One of the extensions of the Itoˆ integral beyond semimartingales is the fractional
Wick-Itoˆ integral based on the Wick product. Concerning the fractional Dole´ans-Dade
SDE
dSt = Std
⋄BHt , S0 = 1 (0.2)
in terms of the fractional Wick-Itoˆ integral, we have that the well-known solution,
exp
(
BHt −
1
2
t2H
)
= exp⋄
(
BHt
)
=
∞∑
k=0
1
k!
(BHt )
⋄k
is the geometric fractional Brownian motion. Thus, inspired by the Wick functional limit
theorem, the next question is on the connection of this SDE to its discrete counterpart.
But, in contrast to the continuous fractional Dole´ans-Dade SDE, the solution of the
discrete counterpart
Snl = S
n
l−1 + S
n
l−1 ⋄n
(
BH,nl
n
− BH,nl−1
n
)
, Sn0 = 1 l = 1, . . . , n, (0.3)
is totally different and not based on the discrete Wick powers (BH,nt )
⋄nk. This is due
to correlation of the discrete noise increments
(
BH,nl
n
− BH,nl−1
n
)
. In order to obtain a limit
theorem for such solutions, we have to consider the family of processes which solves the
discrete counterpart of the fractional Itoˆ formula for the Wick powers
d(BHt )
⋄k = k(BHt )
⋄k−1d⋄BHt , (B
H
0 )
⋄k = 1{k=0},
as
Uk,nl = U
k,n
l−1 + kU
k−1,n
l−1 ⋄n
(
BH,nl
n
− BH,nl−1
n
)
, U0,nl = 1, U
k,n
0 = 1{k=0} l = 1, . . . , n , k ∈ N.
Then, by inspection of the differences BH,nl/n − Uk,nl in Subsection 4.2.2 in terms of their
Walsh decompositions, we obtain as a main result a Wick functional limit theorem for
Wick difference processes (Theorem 4.4). This leads to results of the following type.
Concerning a weak Euler scheme
Xnl = X
n
l−1 +
(
C1X
n
l−1 + C2Y
n
l−1
) ⋄n (BH,nl
n
− BH,nl−1
n
)
, Xn0 = x0, l = 1, . . . , n,
Y nl = Y
n
l−1 +
(
D1X
n
l−1 +D2Y
n
l−1
) ⋄n (BH,nl
n
− BH,nl−1
n
)
, Y n0 = y0, l = 1, . . . , n,
(0.4)
we show that the piecewise constant interpolation of the solution of (0.4) converges weakly
in the Skorokhod space to the solution of
dXt = (C1Xt + C2Yt) d
⋄BHt , X0 = x0,
dYt = (D1Xt +D2Yt) d
⋄BHt , Y0 = y0.
In particular, we conclude that the solution of Eq. (0.3) converges weakly to the solution
of Eq. (0.2) and this convergence can be generalized to an approximation of the stock price
in the fractional Black-Scholes model by its discrete counterpart. This was conjectured
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in Bender and Elliott (2004) and forms the first inspiration for this thesis.
However, getting a simulation via Wick difference equations of the type described in Eq.
(0.3), we have to give a reformulation into a Wick-free and computational feasible formula.
This is done by discrete Malliavin derivatives in Section 5.3 and we determine how much
information about the whole family of sample paths is required, in order to sample a
single path of the model. It is a bit surprising that this required part of paths out of
the 2n possible paths of length n ∈ N is asymptotically given as ϕn, where ϕ ∼ 1.618 is
the golden ratio. We give some numerical examples on the approximation scheme of the
fractional Black-Scholes model which will illustrate the influence of the Hurst parameter.
The Wick exponential is closely related to the S-transform as
(SX)(h) := E[X exp⋄(I(h))] , h ∈ L2([0, 1])
which can be used to specify a random variable uniquely and fulfills that
(S(X ⋄ Y ))(h) = (SX)(h)(SY )(h).
The discrete counterpart of the S-transform
(SnXn)(hn) := E[Xn exp⋄n(In(hn))] , hn ∈ Rn
lacks this nice property. It is interesting whether the convergence of the discrete S-
transforms towards the continuous S-transforms can be described in terms of the random
variables X and Xn and which results on the connection to Wick products are available.
Starting on multiple Wiener integrals and simple functions (Sections 6.1 and 6.2), we find
a characterization of the convergence of the S-transforms of multiple Wiener integrals via
the L2 convergence of the integrands, where the discrete integrands have to be embedded
into continuous time (Theorem 6.21). We make use of some ideas from weak convergence
to self-similar processes in Surgailis (1982). Then, due to Wiener chaos decompositions, in
Theorem 6.30, we are able to characterize the convergence for square integrable random
variables. In some sense, this kind of Wiener chaos limit theorem is inspired by the
non-standard proofs of the Wiener-Itoˆ decomposition in Cutland and Ng (1991). This
convergence of S-transforms, which we denote as convergence in S-sense, is stronger than
weak convergence. Making use of the embedding
sup
t∈[0,1]
|Bnt − Bt| P→ 0,
the convergence in S-sense, Xn S→ X is equivalent to the L2-convergence Xn S→ X of the
embedded random elements.
Then, by the convergences
Xn
S→ X , Y n S→ Y,
in S-sense, with some additional L2 condition, we obtain in the final main theorem 6.37
that
Xn ⋄n Y n S→ X ⋄ Y.
Finally, we illustrate that former convergence results up to a Wick functional limit
theorem can be generalized to results in S-sense as well.
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The thesis is organized as follows:
The first chapter is devoted to the introduction of Wiener integrals, weak convergence
criteria and fractional Brownian motion. We establish continuous and discrete Wiener in-
tegrals and specify the conditions of their weak convergence. Finally we extend the weak
approximation of the fractional Brownian motion from Sottinen (2001) to a fractional
Donsker theorem for all Hurst parameters H ∈ (0, 1).
In the second chapter we introduce Wick exponentials and S-transforms in continuous
and discrete sense. We obtain convergences for Wick exponentials and establish the con-
tinuous and discrete Wick products in a parallel action. Moreover, we specify similarities
and differences of these objects and give a reformulation of the Wick calculus on different
Wiener integrals in terms of generalized Hermite polynomials.
The connection between discrete and continuous Wick calculus by convergence results
is the content of the third chapter. We obtain that weak approximation of static and
dynamic Wiener integrals carries over to applications of the Wick calculus. These Wick
functional limit theorems are based on a discrete Hermite recursion formula and some L2
machinery.
Having the Wick functional limit theorem at our disposal, we consider SDEs with
respect to fractional Brownian motion and the discrete counterparts in chapter four. De-
spite many technicalities and differences of the solutions of Wick difference equations and
Wick powers, we establish a Wick functional limit theorem which leads to weak Euler
schemes of linear Wick-Itoˆ SDEs with respect to a fractional Brownian motion.
As an example, in chapter five we explore the Wick approximation scheme on the frac-
tional Black-Scholes market. We determine the computational costs and present some
simulations on the influence of the Hurst parameter.
Chapter six is devoted to the convergence of the discrete S-transforms to the continuous
ones. After some introduction on multiple Wiener integrals and Wiener chaos decompo-
sitions, we give several characterizations of the convergence of S-transforms. Moreover,
we prove that, under some additional assumptions on L2-norms, this convergence carries
over to Wick calculus.
Finally, in chapter seven, we give some combinatorial proofs which are needed for tight-
ness arguments in the proofs of Wick functional limit theorems.
Parts of this thesis are already published (Bender and Parczewski (2010,2012)). Apart
from these articles and to the best of our knowledge, these are the first convergence results
concerning discrete and continuous Wick calculus and S-transforms.
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Chapter 1
Preliminaries
In this first chapter, we introduce the main objects like Wiener integrals, weak convergence
and the fractional Brownian motion. The Wiener integrals and Itoˆ integrals with respect to
Brownian motion and the discrete counterparts are introduced in Section 1.1. Then, having
defined the random elements, we establish weak convergence and convergence criteria to our
setting in Section 1.2. This includes a characterization of weak convergence to Wiener integrals
via discrete Wiener integrals which is essential to all further considerations. The fractional
Brownian motion is introduced in Section 1.3. Finally we state a Donsker-type theorem for the
fractional Brownian motion for all Hurst parameters H ∈ (0, 1). This result is fundamental to
all further approximations concerning the fractional Brownian motion. In Subsection 1.3.2 we
generalize this weak approximation to fractional Wiener integrals with respect to a fractional
Brownian motion. Apart from this Fractional Donsker theorem for H < 1/2 the results in this
chapter are basically well-known.
1.1 Wiener and Itoˆ integral
The purpose of this section is to introduce the background on Brownian motion, the stochastic
integration and the corresponding objects in a discrete setting. We introduce simultaneously
the continuous and discrete Wiener and Itoˆ integrals.
We suppose that (Ω,F , P ) is a probability space which carries a Brownian motion (Bt)t∈[0,1]
on the interval [0, 1]. We assume that F is the σ-field generated by the Brownian motion. The
well-known classical derivation of the existence of a Brownian motion is due to the Kolmogorov
extension theorem. By the Kolmogorov-Chentsov theorem, we have the locally Ho¨lder continuity
of order α for every α ∈ (0, 1/2) of P -almost all paths follows. Since we have a linear isometry∑
i∈I
αi1[0,ti] 7→
∑
i∈I
αiBti , I ⊂ N, |I| < ∞, ti ∈ [0, 1], αti ∈ R, from the space of simple functions
on [0, 1] onto the incomplete Gaussian space spanned by {Bt, t ∈ [0, 1]} and the simple functions
are dense in L2([0, 1]), we obtain immediately the extension of the isometry from L2([0, 1]) to a
Gaussian Hilbert space in L2(Ω) spanned by {Bt, t ∈ [0, 1]}.
Thus, for every f ∈ L2([0, 1]), we denote by
I(f) :=
∫ 1
0
f(s)dBs
the Wiener integral of f with respect to the Brownian motion (Bt)t∈[0,1]. Recall that the Wiener
integral I(f) is a centered Gaussian random variable and the covariance of two Wiener integrals
I(f) and I(g) is given by E[I(f)I(g)] =
∫ 1
0 f(s)g(s)ds. This can be obtained easily for simple
7
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functions and follows for all f, g ∈ L2([0, 1]) again by the continuation of the isometry. We
denote the dynamic version of a Wiener integral as
I(f)t :=
∫ t
0
f(s)dBs.
Thus (I(f)t)t∈[0,1] is a centered Gaussian process.
As a discrete counterpart of the Brownian motion we consider, for every n ∈ N, a binary
random walk
Bnl :=
1√
n
l∑
i=1
ξni , l = 0, . . . , n.
Here, (ξn1 , . . . , ξ
n
n) is an n-tuple of independent symmetric Bernoulli random variables with
Pn(ξ
n
i = 1) = Pn(ξ
n
i = −1) = 1/2, living on a probability space (Ωn,Fn, Pn). Moreover,
we assume that Fn is the σ-field generated by the binary trials (ξn1 , . . . , ξnn). For a vector
fn = (fn1 , . . . , f
n
n ) ∈ Rn, the discrete Wiener integral is then given by
In(fn) :=
1√
n
n∑
i=1
fni ξ
n
i . (1.1)
The dynamic version, a disturbed random walk, can be defined analogously as
In(fn)t :=
1√
n
⌊nt⌋∑
i=1
fni ξ
n
i . (1.2)
We observe immediately that
In(fn)t = I
n(fn)⌊nt⌋/n
for all t ∈ [0, 1] and the process (In(fn)t)t∈[0,1] has piecewise constant paths.
Obviously L2(Ωn,Fn, Pn) is a 2n-dimensional vector space. A canonical orthonormal basis of
L2(Ωn,Fn, Pn) consists of the set{
ΞnA :=
∏
i∈A
ξni , A ⊂ {1, . . . , n}
}
. (1.3)
Every X ∈ L2(Ωn,Fn, Pn) has a unique expansion in terms of this basis, which is called the
Walsh decomposition of X,
X =
∑
A⊂{1,...,n}
XnAΞ
n
A,
where XA ∈ R. It follows immediately that expectation and L2-inner product can be computed
in terms of the Walsh decomposition via E[X] = X∅ and
E [XY ] =
∑
A⊂{1,...,n}
XnAY
n
A . (1.4)
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The Itoˆ integral
The Itoˆ integral is the well-known extension of the Wiener integral with respect to a Brownian
motion beyond deterministic integrands. Suppose (Ft)t∈[0,1], Ft := σ(Bs, s ∈ [0, t]), is the
filtration generated by (Bt)t∈[0,1]. Then, a process (Xt)t∈[0,1] is adapted, if Xt is Ft-measurable
for every t ∈ [0, 1]. An adapted process of the type Xt =
∑
i∈I
Hi1(ti−1,ti](t), ti ∈ [0, 1] where Hi
is Fti−1 -measurable, is called elementary predictable. The Itoˆ integral of such an elementary
predictable process is defined as
1∫
0
XtdBt :=
∑
i∈I
Hi(Bti −Bti−1).
Notice that the integral is independent of the representation of (Xt)t∈[0,1]. Since Hi is indepen-
dent of the increments (Bti −Bti−1), we obtain E[
1∫
0
XtdBt] = 0 and the Itoˆ isometry,
E

 1∫
0
XtdBt
2
 =∑
i∈I
E[(Hi)
2](ti − ti−1) =
1∫
0
E[(Xt)
2]dt.
We define Π2, the space of square integrable predictable processes, as the closure of elementary
predictable processes in L2([0, 1]×Ω, dtdP ). Then, by continuity and the Itoˆ isometry, we extend
the Itoˆ integral to all processes in Π2. A process is predictable if it is measurable with respect
to the σ-field on R+ × Ω generated by the class of elementary predictable processes. These Itoˆ
integrals have zero mean and fulfill the Itoˆ isometry (Cf. Janson (2006, Chapter 7)).
On the discrete space L2(Ωn,Fn, Pn), the space of all (square-integrable) functionals of the
discrete noise 1√
n
(ξn1 , . . . , ξ
n
n), we define the filtration (Fnj )j=1,...,n as Fnj := σ(ξn1 , . . . , ξnj ). Thus,
for every predictable process (Xnt )t∈[0,1] := (Xn⌊nt⌋)t∈[0,1], X
n
l =
∑
A⊂{1,...,l}
Xn,lA
∏
i∈A
ξnA, X
n,l
A ∈ R,
the discrete Itoˆ integral with respect to the symmetric random walk can be defined as
t∫
0
Xns dB
n
s :=
1√
n
⌊nt⌋∑
i=1
Xni−1ξ
n
i .
The natural question to all these corresponding objects is: What is the connection and the
requirement for the convergence of them?
Since we are clearly in the surroundings of the central limit theorem, we have to deal with
weak convergence.
1.2 Weak convergence
Here we state weak convergence for processes and the tightness criterion which will be the
foundation to our convergence results. Moreover, we give a handy characterization of the weak
convergence of (static) Wiener integrals, naturally based on the central limit theorem. Finally
we state a theorem on weak convergence of (dynamic) Volterra type integrals, which will be
applied to fractional Brownian motion in Section 1.3.
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Since the discrete Wiener integrals (1.2) have piecewise constant, right-continuous paths with
left hand limits, we are concerned with the Skorokhod space D([0, 1],R) of such, so called, ca´dla`g
functions. For the well-known Skorokhod topology we define at first
Λ := {λ : [0, 1]→ [0, 1], is a strictly increasing, continuous and onto mapping},
‖λ‖◦ := sup
s<t
∣∣∣∣log(λ(t)− λ(s)t− s
)∣∣∣∣ .
Then the Skorokhod metric on D([0, 1],R) is defined as
d◦(x, y) := inf
λ∈Λ
{‖λ‖◦ ∨ sup
t∈[0,1]
|x(t)− y(λ(t))|}.
Under the associated Skorokhod topology D([0, 1],R) becomes a polish space (cf. Billingsley
(1968, Chapter 3)). Thus, due to Prohorov’s theorem, the weak convergence of processes with
paths in D([0, 1],R) can be characterized by the convergence of the finite-dimensional distribu-
tions and the tightness of the approximating sequence. Analogously, we denote the subspace of
continuous functions as C([0, 1],R) and recall that the Skorokhod topology on it coincides with
the uniform topology.
Here we are dealing with the following criterion for the convergence, which is the simpler but
more restrictive version of Theorem 15.6 in Billingsley (1968).
Theorem 1.1 (Tightness criterion). Suppose Xn, n ∈ N, are processes with paths in D([0, 1],R)
and X is a process with paths in C([0, 1],R). We suppose furthermore the following conditions:
1. The sequence Xn converges weakly in finite-dimensions to X, i.e.
(Xnt1 , . . . ,X
n
tk
)
d→ (Xt1 , . . . ,Xtk),
for all t1, . . . , tk ∈ [0, 1].
2. For all s < t < u in [0, 1], n ∈ N,
E
[
|Xnt −Xns |β |Xnu −Xnt |β
]
≤ L |u− s|2H ,
where H > 1/2 and β,L > 0 are constants.
Then Xn converges weakly to X in the Skorokhod space D([0, 1],R).
Remark 1.2. (i) We will use the notation Xn
fd→ X for the convergence of the finite-dimensional
distributions as in condition 1.
(ii) The original and more general condition 2. in Billingsley (1968, Theorem 15.6) is: For
all s < t < u in [0, 1], n ∈ N, F nondecreasing and continuous function on [0, 1] and λ > 0
P [|Xnt −Xns | ∧ |Xnu −Xnt | ≥ λ] ≤ λ−4β |F (u)− F (s)|2H .
It follows by the restrictive condition in 2. via Markov’s inequality and (a ∧ b)2α ≤ aαbα
for a, b ≥ 0, α > 0.
(iii) Dealing with processes with paths in D([0, 1],Rd), d ∈ N, the Skorokhod topology is less
natural (we refer to Jacod and Shiryaev (2003, Chapter VI)), but the tightness criterion
in (ii) and Theorem 1.1, respectively, analogously hold true with the euclidean norm ‖·‖Rd
substituting the euclidean norm | · | on R. We refer to Jacod and Shiryaev (2003, Chapter
VI, Theorem 4.1).
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Remark 1.3. We will frequently make use of a simpler condition for the tightness: The following
condition 2’. implies condition 2. in Theorem 1.1:
2.’ For all s ≤ t in [0, 1],
E
[
|Xnt −Xns |2
]
≤ L
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H ,
where H > 1/2 and L > 0 are constants.
Proof. Let s < t < u in [0, 1]. By the Cauchy-Schwarz inequality,
E [|Xnt −Xns | |Xnu −Xnt |]
≤
(
E
[
|Xnt −Xns |2
])1/2 (
E
[
|Xnu −Xnt |2
])1/2
≤ L
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣H ∣∣∣∣⌊nu⌋n − ⌊nt⌋n
∣∣∣∣H ≤ L ∣∣∣∣⌊nu⌋n − ⌊ns⌋n
∣∣∣∣2H . (1.5)
If u− s ≥ 1n , by ⌊nu⌋ ≤ nu and −⌊ns⌋ ≤ −ns+ 1, we have∣∣∣∣⌊nu⌋n − ⌊ns⌋n
∣∣∣∣2H ≤ (2(u− s))2H ,
and thus
E [|Xnt −Xns | |Xnu −Xnt |] ≤ L22H (u− s)2H . (1.6)
If u − s < 1n , we have either ⌊ns⌋ = ⌊nt⌋ or ⌊nt⌋ = ⌊nu⌋ and so the left hand side in (1.5) is
zero. Thus, the inequality (1.6) holds valid for all s < t < u.
1.2.1 Weak convergence of Wiener integrals
We first characterize weak convergence of the finite-dimensional distributions of the discrete
Wiener integrals to the continuous Wiener integrals. Since the convergence of the finite-
dimensional distributions of the dynamic version (1.2) can be formulated by the joint convergence
of (the static version of) discrete Wiener integrals (1.1), we can restrict ourselves on the latter
case.
Theorem 1.4. For all m-tuples of Wiener integrals (I(f1), . . . , I(fm)) and discrete Wiener
integrals (In(fn1 ), . . . , I
n(fnm)), respectively, the following three assertions are equivalent as n
tends to infinity:
(a) The vector of discrete Wiener integrals weakly converges to the vector of continuous Wiener
integrals:
(In(fn1 ), . . . , I
n(fnm))
d→ (I(f1), . . . , I(fm)) .
(b) All mixed moments converge: For all l1, . . . , lk ∈ {1, . . . ,m},
E
[
In(fnl1) · · · In(fnlk)
]→ E [I(fl1) · · · I(flk)] .
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(c) The condition of infinite smallness,
lim
n→∞ maxl=1,...,m
max
i=1,...,n
1√
n
|fnl,i| = 0,
is satisfied and the covariance matrix converges, i.e.
∀k, l ∈ {1, . . . ,m} 1
n
n∑
i=1
(fnk,i)(f
n
l,i)→
1∫
0
fk(u)fl(u)du.
Proof. By the Crame´r-Wold device (Billingsley (1968, Theorem 7.7)) and the fact that a lin-
ear combination of Gaussian distributions is Gaussian itself, it suffices to consider the one-
dimensional case. Hence, we assume m = 1 and write fn instead of fn1 and f instead of f1.
c) ⇒ a): If f is equivalent to 0, the claim is trivial. Otherwise the assertion easily follows by
checking the Lindeberg condition and applying the classical central limit theorem (Billingsley
(1995, Theorem 27.2) or Petrov (1975, Chapter IV, 4)).
a) ⇒ b): By the de la Valle´e-Poussin criterion for uniform integrability (Bogachev (2007, The-
orem 4.5.9)), it suffices to show that, for every k ∈ N,
sup
n∈N
E[|In(fn)|2k] <∞. (1.7)
Due to the fact that (2k − 1)!! := (2k)!
2kk!
gives the number of partitions of a set with 2k elements
into pairs, we obtain
E
[
(In(fn))2k
]
= n−kE
 n∑
i1,...,i2k=1
fni1 · · · fni2kξni1 · · · ξni2k
 .
= n−k
n∑
i1,...,i2k=1
{i1,...,i2k} is a multiset of pairs
fni1 · · · fni2k
≤ (2k − 1)!!
(
1
n
n∑
i=1
(fni )
2
)k
= (2k − 1)!!E [(In(fn))2]k . (1.8)
Hence, it remains to show (1.7) for k = 1. By the assumption of weak convergence we can choose
K and n0 sufficiently large such that P ((I
n(fn))2 > K) ≤ 1
2
√
3
for all n ≥ n0. Thus we obtain,
by the Cauchy-Schwarz inequality and (1.8) with k = 2, for n ≥ n0,
E
[
(In(fn))2
]
= E
[
(In(fn))21{(In(fn))2≤K}
]
+E
[
(In(fn))21{(In(fn))2>K}
]
≤ E [(In(fn))2 ∧K]+ (E [(In(fn))4])1/2 P ((In(fn))2 > K)
≤ E [(In(fn))2 ∧K]+ 1/2E [(In(fn))2] .
Since x2∧K is a continuous and bounded function and In(fn) weakly converges, E [(In(fn))2 ∧K]
is convergent. Thus we obtain that supnE
[
(In(fn))2
]
is finite and (1.7) is true for k = 1.
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b)⇒ c). The convergence of the variance is an immediate consequence of b). In order to prove
the infinite smallness condition, we observe that
E
[
(In(fn))4
]
= n−2
n∑
i1,...,i4=1
{i1,...,i4} is a multiset of pairs
fni1 · · · fni4
= 3
(
1
n
n∑
i=1
(fni )
2
)2
− 2
n∑
i=1
(
1√
n
fni )
4. (1.9)
Here, the left hand side and the first term on the right hand side in (1.9) both converge to
E
[
I(f)4
]
= 3
(
1∫
0
(f(u))2du
)2
by b). Thus we have that 0 ≤
n∑
i=1
( 1√
n
fni )
4 → 0, which implies
max
i≤n
1√
n
|fni | → 0.
Remark 1.5. (i) The direction (b) ⇒ (a) in Theorem 1.4 follows by the fact that normal
distributions are determined by its moments (cf. the derivation of Stein’s Lemma, Peccati and
Taqqu (2011, Lemma 3.2.4, 3.2.5)).
(ii) The formulas (1.8) and (1.9) give in fact the opportunity to approximate Wick’s Theorem
on joint moments of zero-mean Gaussian random variables, which states in the notation of
Theorem 1.4 as
E [I(f1) · · · I(fk)] =
∑∏
k
E [I(fik)I(fjk)] , (1.10)
where the sum goes over all partitions of {1, . . . , k} into disjoint pairs (cf. Janson (2006, Theo-
rem 1.28)). By (1.9) we see that this formula is not valid for discrete Wiener integrals. This is
likewise clear since the normal distribution is determined by its moments. Nevertheless we can
obtain analogously to (1.9) a disturbed Wick’s Theorem on joint moments of discrete Wiener
integrals by Theorem 1.4 (c). In fact, that means we prove (c) ⇒ (b) in Theorem 1.4 directly.
It illustrates the fundamental role of the assumptions in Theorem 1.4 (c) and presents the sur-
prising technicalities of the remaining terms we shall deal with.
Proposition 1.6. (i) Suppose fn1 , . . . , f
n
k ∈ Rn. Then
E [In(fn1 ) · · · In(fnk )] =
∑∏
k
E
[
In(fnik)I
n(fnjk)
]−R(k, n), (1.11)
where the sum goes over all partitions of {1, . . . , k} into disjoint pairs and
R(k, n) = n−k/2
n∑
i1,...,ik=1
{i1,...,ik}
is a multiset of pairs
fn1,i1 · · · fnk,ik

 ∑
representations of {i1,...,ik}
as a multiset of pairs
1
− 1
 . (1.12)
(ii) Suppose Theorem 1.4 (c) and k ∈ N is fixed. Then for the remaining term in (1.12),
R(k, n)→ 0 as n→∞.
Proof. (i) Since
E
 k∏
j=1
ξnij
 = { 1 if {i1, . . . , ik} is a multiset of pairs
0 otherwise
,
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we conclude by linearity,
E [In(fn1 ) · · · In(fnk )] = n−k/2E
 n∑
i1,...,ik=1
fn1,i1 · · · fnk,ikξni1 · · · ξnik

= n−k/2
n∑
i1,...,ik=1
{i1,...,ik}
is a multiset of pairs
fn1,i1 · · · fnk,ik . (1.13)
Observe that this sum contains every product fn1,i1 · · · fnk,ik exactly one time, while the multiset of
indices {1, . . . , 1} has many different representations as a tuple of pairs. For example, we have for
the multiset {1, 1, 1, 1} the three representations as set of pairs {{1, 2}, {3, 4}}, {{1, 4}, {2, 3}}
and {{1, 3}, {2, 4}}, where the numbers denote the coordinates. Counting over all possible
representations of the involved multiset, we observe for an extension of (1.13) that
n−k/2
n∑
i1,...,ik=1
{i1,...,ik}
is a multiset of pairs
 ∑
representations of {i1,...,ik}
as a multiset of pairs
1
 fn1,i1 · · · fnk,ik
=
∑
g:{1,...,k}→{1,..., k
2
}
∀i=1,..., k
2
:|g−1(i)|=2
n∑
i1,...,i k
2
=1
k
2∏
j=1
n−1 ∏
l∈g−1(j)
fnl,ij

=
∑
g:{1,...,k}→{1,..., k
2
}
∀i=1,..., k
2
:|g−1(i)|=2
k
2∏
j=1
n−1 n∑
ij=1
 ∏
l∈g−1(j)
fnl,ij

=
∑
g:{1,...,k}→{1,..., k
2
}
∀i=1,..., k
2
:|g−1(i)|=2
k
2∏
j=1
E
 ∏
l∈g−1(j)
In(fnl )
 . (1.14)
The right hand side in (1.14) is exactly the asserted sum over all partitions of {1, . . . , k} into
disjoint pairs. Thus, by (1.13) and (1.14), we obtain the asserted formula (1.11) and the re-
maining term (1.12). Obviously we have R(m,n) = 0 for all m /∈ 2N. Since (2m − 1)!! gives
the number of partitions of a set with 2m elements into pairs, we observe for the first nonzero
remaining term
|R(4, n)| = | ((4− 1)!!− 1)n−2
n∑
j=1
fn1,j · · · fn4,j| ≤ 2
(
sup
i,j≤n
n−1|fn1,ifn2,i|
)
n−1
n∑
i=1
|fn3,ifn4,i|,
which tends to zero as n tends to infinity by Theorem 1.4 (c) and the Cauchy-Schwarz inequality.
Analogously, the general remaining term is given by
R(2m,n) =
m−1∑
l=1
∑
0=j0<j1<...<jl=m
(
l∏
k=1
(2(jk − jk−1))!!− 1
) ∑
σ∈S2m
n∑
i1,...,il=1
n−m
l∏
k=1
2jk∏
s=2jk−1
fnσ(s),ik ,
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where S2m denotes the group of permutations on {1, . . . , 2m}. By the convergence of the co-
variance matrix in Theorem 1.4 (c) we have the uniform bound
sup
1≤k,l≤2m
n−1|
n∑
i=1
fnk,if
n
l,i| ≤ K <∞.
Thus we clearly have
|R(2m,n)|
≤
m−1∑
l=1
∑
0=j0<j1<...<jl=m
(
l∏
k=1
(2(jk − jk−1))!!− 1
)
(2m)!K l
(
max
r=1,...,2m
max
i=1,...,n
n−(m−l)|fnr,i|2(m−l)
)
.
Due to the infinite smallness, the right hand side tends to zero as n tends to infinity for every
fixed m ∈ N.
Example 1.7 (Donsker Theorem). Choosing the integrands as f ≡ 1 and fni = 1 for all i ≤ n,
we obtain the well-known Donsker Theorem:(
Bn⌊nt⌋
)
t∈[0,1]
d→ (Bt)t∈[0,1]
in the Skorokhod space D([0, 1],R).
The convergence of the finite-dimensional distributions follows from Theorem 1.4 and the
uniform convergence
sup
x∈R
∣∣∣∣⌊nx⌋n − x
∣∣∣∣→ 0. (1.15)
By the independence of the increments and the Cauchy-Schwarz inequality as in (1.5), for some
s < t < u in [0, 1], we have
E
[
|Bnt −Bns |2 |Bnu −Bnt |2
]
≤
∣∣∣∣⌊nu⌋n − ⌊ns⌋n
∣∣∣∣2 .
Hence, due to Theorem 1.1, the asserted convergence follows.
This example gives rise to the combination of Theorems 1.4 and 1.1 which is generalized in
the following subsection.
1.2.2 Volterra type integrands
By Theorem 1.4 we obtain the requirements for the weak convergence of Wiener integrals in
terms of the discrete and continuous integrands. Here we conclude weak convergence of Wiener
integrals as processes for a large class of integrands. Let us introduce a further generalization.
We denote f(t, s)t,s∈[0,1] such that f(t, ·) ∈ L2([0, 1]) for all t and f(t, s) = 0 if t ≤ s, as an
integrand of Volterra type. Analogously we have for every n ∈ N the discrete integrand of
Volterra type as fn(l, i)l,i=1,...,n such that f
n(·, ·) ∈ Rn×n and fn(l, i) = 0 if l < i. We denote
fn(l, i) also by fnl,i.
Concerning the fractional Brownian motion in the following section below, we are interested
in Wiener integrals according to condition 2’ in Remark 1.3. Thus we have the following
characterization of weak convergence of Wiener integrals of Volterra type in the Skorokhod
space D([0, 1],R) for a sufficiently large class of Volterra integrands:
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Theorem 1.8. Suppose the sequence of discrete integrands of Volterra type (fn(l, i)l,i=1,...,n)n∈N
and the integrand of Volterra type f(t, s)t,s∈[0,1] fulfill the conditions:
1. The condition of infinite smallness,
∀t1, . . . , tk lim
n→∞maxl≤k
max
i≤⌊ntl⌋
1√
n
|fn(⌊ntl⌋ , i)| = 0,
2. Convergence of the covariance,
∀s, t ∈ [0, 1] 1
n
n∑
i=1
fn(⌊nt⌋ , i)fn(⌊ns⌋ , i)→
1∫
0
f(t, u)f(s, u)du,
3. Tightness,
∀s, t ∈ [0, 1] 1
n
n∑
i=1
(fn(⌊nt⌋ , i) − fn(⌊ns⌋ , i))2 ≤ L
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α ,
where α > 0 and L > 0 are constants.
Then the (dynamic) discrete Wiener integral
(In(fn(⌊nt⌋ , ·)))t∈[0,1]
converges weakly to the (dynamic) Wiener integral
(I(f(t, ·)))t∈[0,1]
in the Skorokhod space D([0, 1],R).
Proof. The convergence of the finite-dimensional distributions follows from Theorems 1.1, 1.4
and (1.15). By (1.4), we obtain
E
[
(In(fn(⌊nt⌋ , ·))− In(fn(⌊ns⌋ , ·)))2] = 1
n
n∑
i=1
(fn(⌊nt⌋ , i)− fn(⌊ns⌋ , i))2 . (1.16)
If α > 1, we conclude the asserted convergence by the tightness condition 2’ in Remark 1.3. If
α ∈ (0, 1], we apply (1.8) with some k > 1α , k ∈ N,
E
[
(In(fn(⌊nt⌋ , ·)) − In(fn(⌊ns⌋ , ·)))2k
]
≤ (2k − 1)!!E [(In(fn(⌊nt⌋ , ·))− In(fn(⌊ns⌋ , ·)))2]k
≤ (2k − 1)!!Lk
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣kα .
Thus, analogously to (1.5) and (1.6) in the proof of Remark 1.3, we obtain by the Cauchy-
Schwarz inequality for some s < t < u in [0, 1]
E
[
|In(fn(⌊nt⌋ , ·))− In(fn(⌊ns⌋ , ·))|k |In(fn(⌊nu⌋ , ·))− In(fn(⌊nt⌋ , ·))|k
]
≤ (2k − 1)!!Lk2kα(u− s)kα.
Thanks to kα > 1 and Theorem 1.1 we conclude the asserted convergence.
Remark 1.9. Due to the Kolmogorov-Chentsov theorem, the approximated processes in Theorem
1.8 have paths of locally Ho¨lder continuity of order β for every β ∈ (0, α2 ).
The fractional Brownian motion in the next section is an example of unbounded Volterra
integrands.
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1.3 The fractional Brownian motion
The fractional Brownian motion (fBm for shorthand) (BHt )t∈[0,1] on the unit time interval with
Hurst parameter H ∈ (0, 1) is a continuous zero mean Gaussian process with stationary incre-
ments and covariance function
E[BHt B
H
s ] = 1/2
(
t2H + s2H − |t− s|2H) , s, t ∈ [0, 1].
The process B1/2 is a standard Brownian motion. Recall that an adapted process (Xt)t∈[0,1] on
(Ω,F , P ) is a semimartingale, if there exist X0 F0-measurable, an (Ft)t∈[0,1]-local martingale
(Mt)t∈[0,1] with M0 = 0 and a process of locally bounded variation (At)t∈[0,1], such that
Xt = X0 +Mt +At,
(Cf. Protter (2005, Chapter 3)). Every semimartingale has locally bounded quadratic variation.
If H < 1/2, then BH has infinite quadratic variation. Therefore it is not a semimartingale. Sup-
poseH > 1/2, then BH has zero quadratic variation. If we suppose that BH is a semimartingale,
then the associated local martingale has continuous paths and zero quadratic variation as well.
Thus M = 0. Since BH is of unbounded variation we obtain a contradiction. Thus a fractional
Brownian motion is not a semimartingale for H 6= 1/2. Due to the Bichteler-Dellacherie theorem
Protter (2005, Theorem 47), this yields that the Itoˆ integral starting from integrals for simple
processes as in Section 1.1 cannot be applied to integrals with respect to the fractional Brownian
motion in an appropriate sense.
The fractional Brownian motion is H-self-similar, i.e.
{BHat , t ∈ R} d= {aHBHt , t ∈ R}.
From the covariance we have for r < s < t < u
E[(BHu −BHt )(BHs −BHr )] = H(2H − 1)
s∫
r
u∫
t
(u− v)2H−2dudv.
For H = 1/2 the increments are obviously uncorrelated. For H > 1/2 the integral on the
right hand side is positive, thus the increments are positively correlated. Similarly for H < 1/2
the fractional Brownian motion has negatively correlated increments. For any n ∈ Z \ {0} the
autocovariance function fulfills that
r(n) := E[BH1 (B
H
n+1−BHn )] = H(2H−1)
1∫
0
n+1∫
n
(u−v)2H−2dudv ∼ H(2H−1)|n|2H−2, |n| → ∞.
For H > 1/2 we obtain ∑
n∈Z\{0}
|r(n)| ∼
∑
n∈Z\{0}
|n|2H−2 =∞.
For H < 1/2 we have ∑
n∈Z\{0}
|r(n)| ∼
∑
n∈Z\{0}
|n|2H−2 <∞.
Thus, the fractional Brownian motion exhibits long range dependence if H > 1/2 and intermit-
tency if H < 1/2. We restrict ourselves in the most of this work to the case of Hurst parameter
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H > 1/2. For further introduction to some elementary properties of fractional Brownian motion
we refer to Nualart (2006, chapter 5) or Mishura (2008).
Some typical paths of a fractional Brownian motion for Hurst parameters H = 0.25, H = 0.5,
H = 0.75 and H = 0.95 are illustrated in Figure 1.1. We observe the high intermittency for
Hurst parameter H = 0.25 and the smoothness influence if the Hurst parameter takes larger
values.
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(a) H = 0.25.
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(b) H = 0.5.
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(c) H = 0.75.
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(d) H = 0.95.
Figure 1.1: Exemplary paths of the fractional Brownian motion for Hurst parameters H = 0.25,
H = 0.5, H = 0.75 and H = 0.95.
Based on works by Molchan (1969);Molchan and Golosov (1969), a fractional Brownian mo-
tion can be represented as a Wiener integral of Volterra type,
BHt =
∫ t
0
zH(t, s)dBs, t ∈ [0, 1]. (1.17)
Here B is a standard Brownian motion and the rather complicated deterministic kernel is given
by
zH(t, s) = 1{t≥s}cH
((
t
s
)H−1/2
(t− s)H−1/2 − (H − 1/2)s1/2−H
∫ t
s
uH−3/2(u− s)H−1/2du
)
,
(1.18)
with the constant
cH =
√
2HΓ(32 −H)
Γ(H + 1/2)Γ(2 − 2H) ,
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where Γ is the Gamma function (Norros et al. (1999, 5.2) or Nualart (2006, Section 5.1.3)).
For H > 1/2, the deterministic kernel takes the simple form
zH(t, s) = 1{t≥s}cH(H − 1/2)s1/2−H
∫ t
s
uH−1/2(u− s)H−3/2du. (1.19)
The kernels have the following forms
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Figure 1.2: The Molchan-Golosov kernel zH(1, ·) for Hurst parameters H = 0.25, H = 0.75 and
H = 0.9.
Remark 1.10. The singularity of the Molchan-Golosov kernel zH(t, ·) for H < 1/2 can be easily
seen by an estimate on the second summand in (1.18). Via (u − s)H−1/2 ≥ uH−1/2, we obtain
for s < t, t fixed,
zH(t, s) = 1{t≥s}cH
((
t
s
)H−1/2
(t− s)H−1/2 − (H − 1/2)s1/2−H
∫ t
s
uH−
3
2 (u− s)H−1/2du
)
≥ cH
(
0 + (1/2 −H)s1/2−H
∫ t
s
u2H−2du
)
= cH
1/2−H
2H − 1 s
1/2−H(t2H−1 − s2H−1) = cH 1/2 −H
1− 2H (s
H−1/2 − s1/2−Ht2H−1).
Hence, zH(t, s)ր∞ as sց 0.
1.3.1 A Fractional Donsker theorem
The starting point for our approximation results on the fractional Brownian motion is the fol-
lowing Donsker-type theorem. This result is stated and proved by Sottinen (2001) for Hurst
parameter H > 1/2 in 2001 and extended beyond the discrete noise based on the Bernoulli
random variables ξn1 , . . . , ξ
n
n to a noise given by martingale differences by Nieminen (2004). It
is essentially based on a pointwise approximation of the kernel in the Molchan-Golosov rep-
resentation. Here we extend it to Hurst parameter H < 1/2. Due to the more unwieldy
Molchan-Golosov kernel for H < 1/2 further technicalities cannot be avoided.
Theorem 1.11 (A Fractional Donsker theorem). For every H ∈ (0, 1), we define the discrete
Volterra integrands as the pointwise approximation of the Molchan-Golosov kernel,
bn(l, i) := n
i/n∫
(i−1)/n
zH (l/n, s) ds1{i≤l}.
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Then the sequence of processes
(BH,nt )t∈[0,1] := I
n(bn(⌊nt⌋ , ·))t∈[0,1]
converges weakly to the fractional Brownian motion
(BHt )t∈[0,1]
in the Skorokhod space D([0, 1],R).
For H = 1/2 the theorem coincides with Donsker’s theorem. Before we prove Theorem 1.11,
we need some estimates and computations on the kernel in (1.18). We will frequently make use
of these simple estimates:
Proposition 1.12. For all x, y ≥ 0, α ∈ (0, 1),
(i) (x+ y)α ≤ xα + yα , (ii) xα − yα ≤ |x− y|α.
Proof. Suppose x ≤ y. Then, by the mean value theorem, (x+ y)α− yα ≤ αyα−1x ≤ αxα−1x ≤
xα. Hence we conclude (i). By the first estimate we obtain yα = ((y− x)+ x)α ≤ |y−x|α+ xα,
hence, yα − xα ≤ |x− y|α.
According to Theorem 1.8, for the weak convergence we have to prove the infinite smallness
of the discrete coefficients, the convergence of the covariance and the tightness. Since the kernel
in the Molchan-Golosov representation has two singularities if H < 1/2, this case is rather
complicated.
The proof of convergence of the finite-dimensional distributions is mainly based on the following
three propositions:
Proposition 1.13. For all 0 ≤ s < t < t′ ≤ 1,
(i) |zH(t′, s)− zH(t, s)|
≤
{
4cHs
1/2−H(t|t− s|)H−1/2−q|t′ − t|q , q ∈ (0, 1/2 −H) H < 1/2
cHs
1/2−H |t′ − t|H−1/2 H > 1/2
(ii) zH(t, s) ≤
{
(CH,t) s
(H−1)/2(t− s)H−1/2 H < 1/2
cHs
1/2−H H > 1/2
where CH,t :=
(
1 + 1−2HH
)
cH t
H−1/2.
Proof. (i) For H < 1/2 we have
|zH(t′, s)− zH(t, s)|
= cHs
1/2−H
((t(t− s))H−1/2 − (t′(t′ − s))H−1/2)+ (1/2 −H) t′∫
t
uH−3/2(u− s)H−1/2du
 .
(1.20)
For 0 < q < 1/2 −H we obtain by Proposition 1.12 (ii), |t − s|1/2−H ≤ t′1/2−H , |t−s||t′−s| ≤ 1 and
|t′−t|
|t′−s| ≤ 1, that(
(t(t− s))−(1/2−H) − (t′(t′ − s))−(1/2−H)
)
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=
(t′(t′ − s))(1/2−H) − (t(t− s))(1/2−H)
(tt′(t− s)(t′ − s))(1/2−H)
=
t′1/2−H
[
(t′ − s)1/2−H − (t− s)1/2−H]+ (t− s)1/2−H [t′1/2−H − t1/2−H]
(tt′(t− s)(t′ − s))1/2−H
≤ (t
′)1/2−H |t′ − t|1/2−H + (t− s)1/2−H |t′ − t|1/2−H
(tt′(t− s)(t′ − s))1/2−H
≤ 2t
′1/2−H |t′ − t|1/2−H
(tt′(t− s)(t′ − s))1/2−H
= 2tH−1/2|t− s|H−1/2−q|t− s|q
( |t′ − t|
|t′ − s|
)1/2−H−q ( |t′ − t|
|t′ − s|
)q
≤ 2tH−1/2|t− s|H−1/2−q|t′ − t|q.
Furthermore we have that
t′∫
t
uH−3/2(u− s)H−1/2du
≤ (t− s)H−1/2
t′∫
t
uH−3/2du = (t− s)H−1/2(1/2 −H)−1(tH−1/2 − (t′)H−1/2). (1.21)
Here we obtain by Proposition 1.12 (ii), |t′ − t| ≤ t′ and (t′)−q < t−q, that
tH−1/2 − (t′)H−1/2 =
(
1
t
1/2−H
− 1
t′
1/2−H)
≤
∣∣∣∣ t′ − ttt′
∣∣∣∣1/2−H (1.22)
= |t′ − t|q|t′ − t|1/2−H−qtH−1/2(t′)H−1/2 ≤ |t′ − t|qtH−1/2(t′)−q
≤ tH−1/2−q|t′ − t|q.
Thus we have that
(1/2 −H)
t′∫
t
uH−3/2(u− s)H−1/2du ≤ (t− s)H−1/2tH−1/2−q|t′ − t|q.
Hence, via
2tH−1/2(t− s)H−1/2−q|t′ − t|q + (t− s)H−1/2tH−1/2−q|t′ − t|q ≤ 3(t(t− s))H−1/2−q|t′ − t|q,
we conclude assertion (i) for H < 1/2.
For H > 1/2 we obtain by the simple form of the kernel in (1.19) and by Proposition 1.12 (ii),
|zH(t′, s)− zH(t, s)| = cH(H − 1/2)s1/2−H
t′∫
t
uH−1/2(u− s)H−3/2du
≤ cH(H − 1/2)s1/2−H t′H−1/2
t′∫
t
(u− s)H−3/2du
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= cHs
1/2−Ht′H−1/2
(
(t′ − s)H−1/2 − (t− s)H−1/2
)
≤ cHs1/2−H |t′ − t|H−1/2. (1.23)
(ii) Analogously to (1.23), for H > 1/2, we clearly have |zH(t′, s)| ≤ cHs1/2−H .
For H < 1/2, by uH−3/2 = u−(H+1)/2u
3
2
H−1, u
3
2
H−1 < s
3
2
H−1, s1/2−Hs
3
2
H−1 = s(H−1)/2 and
u−(H+1)/2 ≤ (u− s)−(H+1)/2, we compute
zH(t, s) = cH
(
s1/2−H tH−1/2(t− s)H−1/2 + (1/2 −H)s1/2−H
∫ t
s
uH−
3
2 (u− s)H−1/2du
)
≤ cH
(
tH−1/2(t− s)H−1/2 + (1/2 −H)s(H−1)/2
∫ t
s
(u− s)H2 −1du
)
= cH
(
tH−1/2(t− s)H−1/2 + 1− 2H
H
s(H−1)/2(t− s)H2
)
≤
(
1 +
1− 2H
H
)
cHt
H−1/2s(H−1)/2(t− s)H−1/2.
Hence we conclude assertion (ii) for H < 1/2.
Remark 1.14. Decreusefond and U¨stu¨nel (1999, Theorem 3.2)) obtained the uniform upper
bound zH(t, s) ≤ CHs(H−1)/2(t − s)H−1/2 for H < 1/2 and some constant CH by the represen-
tation of the kernel zH(t, s) via a hypergeometric function.
Our elementary estimates in Proposition 1.13 (ii) do the infinite smallness of the discrete
Volterra integrands in Theorem 1.11 as well:
Proposition 1.15. For all H ∈ (0, 1), n ∈ N, t ∈ [0, 1],
sup
i≤n
n−1/2|bn(⌊nt⌋ , i)| ≤
{ cH
3/2−Hn
H−1 H > 1/2
1{⌊nt⌋>0}
(
C˜H,⌊nt⌋/n
)
n−H/2 H < 1/2
,
where
C˜H,⌊nt⌋/n := B(3/2−H,H + 1/2)
1
H + 1/2
1{⌊nt⌋=1}
+ CH,⌊nt⌋/n
((⌊nt⌋ − 1
n
)(H−1)/2 1
H + 1/2
+
(⌊nt⌋ − 1
n
)H−1/2 2
H + 1
)
1{⌊nt⌋>1},
B(·, ·) is the Beta function and CH,⌊nt⌋/n is the constant from Proposition 1.13.
Proof. For H > 1/2 and all l, i ≤ n, due to Proposition 1.13 (ii) and Proposition 1.12 (ii), we
have
n−1/2|bn(l, i)| ≤ n1/2cH
i/n∫
(i−1)/n
s1/2−Hds = n1/2
cH
3/2 −H
(
(i/n)3/2−H − ((i− 1)/n)3/2−H
)
≤ cH
3/2 −Hn
H−1. (1.24)
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For H < 1/2 we have obviously bn(⌊nt⌋ , i) = 0 for ⌊nt⌋ = 0 and all n, i ∈ N. Furthermore
we have by Proposition 1.13 (ii) that
n−1/2|bn(⌊nt⌋ , i)| = n1/2
i/n∫
(i−1)/n
zH (⌊nt⌋ /n, s) ds
≤ n1/2CH,⌊nt⌋/n
i/n∫
(i−1)/n
s(H−1)/2(⌊nt⌋ /n− s)H−1/2ds. (1.25)
We simply compute upper bounds for this integral. For ⌊nt⌋ = 1 we have the only nonzero term
for i = 1 as
n−1/2|bn(1, 1)| = n1/2
1/n∫
0
zH(1/n, s)ds
= n1/2cH
 1/n∫
0
(sn)1/2−H(1/n − s)H−1/2ds+
1/n∫
0
(1/2 −H)s1/2−H
1/n∫
s
uH−3/2(u− s)H−1/2duds
 .
(1.26)
Thus, via the substitution v = sn, for the first integral in (1.26), we obtain
1/n∫
0
(sn)1/2−H(1/n − s)H−1/2ds = n1/2−Hn−1
1∫
0
v1/2−H(1− v)H−1/2dv
= n−1/2−HB(3/2−H,H + 1/2), (1.27)
where B(·, ·) is the Beta function. For the second integral in (1.26), by Fubini and the substitu-
tion s = ru, we conclude that
1/n∫
0
(1/2 −H)s1/2−H
1/n∫
s
uH−3/2(u− s)H−1/2duds
= (1/2 −H)
1/n∫
0
u∫
0
s1/2−H(u− s)H−1/2dsuH−3/2du
= (1/2 −H)
1/n∫
0
1∫
0
(ru)1/2−H (u− ru)H−1/2udruH−3/2du
= (1/2 −H)
1/n∫
0
u(1/2−H)+(H−1/2)+1+(H−3/2)
1∫
0
r1/2−H(1− r)H−1/2drdu
= (1/2 −H)
1/n∫
0
uH−1/2duB(3/2−H,H + 1/2) = 1/2−H
H + 1/2
n−1/2−HB(3/2 −H,H + 1/2).
(1.28)
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Hence, by (1.26) - (1.28) and 1 + 1/2−HH+1/2 =
1
H+1/2 , we obtain
n−1/2|bn(1, 1)| = n−HB(3/2−H,H + 1/2) 1
H + 1/2
.
For ⌊nt⌋ > 1 and i = ⌊nt⌋ we conclude via s(H−1)/2 ≤
( ⌊nt⌋−1
n
)(H−1)/2
and Proposition 1.12 (ii)
⌊nt⌋/n∫
(⌊nt⌋−1)/n
s(H−1)/2(⌊nt⌋ /n− s)H−1/2ds ≤
(⌊nt⌋ − 1
n
)(H−1)/2 ⌊nt⌋/n∫
(⌊nt⌋−1)/n
(⌊nt⌋ /n − s)H−1/2ds
≤
(⌊nt⌋ − 1
n
)(H−1)/2 1
H + 1/2
n−(H+1/2).
Similarly, for ⌊nt⌋ > 1 and i < ⌊nt⌋ we conclude via (⌊nt⌋ /n − s)H−1/2 ≤
( ⌊nt⌋−1
n
)H−1/2
and
Proposition 1.12 (ii)
i/n∫
(i−1)/n
s(H−1)/2(⌊nt⌋ /n− s)H−1/2ds ≤
(⌊nt⌋ − 1
n
)H−1/2 i/n∫
(i−1)/n
s(H−1)/2ds
=
(⌊nt⌋ − 1
n
)H−1/2 2
H + 1
(
(i/n)(H+1)/2 − ((i− 1)/n)(H+1)/2
)
≤
(⌊nt⌋ − 1
n
)H−1/2 2
H + 1
n−(H+1)/2.
Hence, we obtain
n−1/2|bn(⌊nt⌋ , i)| ≤ C˜H,⌊nt⌋/n (1.29)
and the asserted upper bounds.
Suppose f : [0, 1]→ R is square integrable and continuous on (0, t). In this section we clearly
deal with the pointwise constant approximation
fnt (u) := n
 ⌈nu⌉/n∫
⌊nu⌋/n
f(s)ds
1{0≤u≤t}. (1.30)
The uniform integrability of such functions will be crucial for the convergence of the covariance
of the family (BH,nt )t∈[0,1].
Proposition 1.16. (i) Suppose f : [0, 1] → R is continuous on (0, t). For all u < t, the
approximations via (1.30) fulfill
lim
n→∞(f
n
t )
2(u) = f2(u) , lim
n→∞(f
n
⌊nt⌋/n)
2(u) = f2(u).
(ii) Suppose t ∈ [0, 1] is fixed, α, β ∈ (0, 1/2) and C ∈ R. Then the pointwise approximations
(fnt )
2 and (fn⌊nt⌋/n)
2 via (1.30) of the following functions ft : (0, 1]→ R,
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1. ft(u) = Cu
−α(t− u)−β1{0≤u<t},
2. ft(u) = Cu
−α1{0≤u<t},
3. ft(u) = C(t− u)−β1{0≤u<t},
fulfill for all u < t,
lim
n→∞(f
n
t )
2(u) = f2t (u) , limn→∞(f
n
⌊nt⌋/n)
2(u) = f2t (u),
and are uniformly integrable (in n ∈ N) over [0, 1].
Proof. (i) For all u < t we obtain ⌈nu⌉ /n < ⌊nt⌋ /n for sufficiently large n. Then, by the mean
value theorem and the continuity of the function f on (0, t), it is
n2
 ⌈nu⌉/n∫
⌊nu⌋/n
f(s)ds

2
= n2
(
n−1f(η)
)2
for some η ∈
[⌊nu⌋
n
,
⌈nu⌉
n
]
.
By [⌊nu⌋ /n, ⌈nu⌉ /n]→ {u} as n tends to infinity and the continuity of f , we obtain the asserted
convergences.
(ii) For t = 0 all terms are zero, thus we suppose t ∈ (0, 1]. The convergence lim
n→∞(f
n
t )
2(u) =
f2t (u) follows by (i). Furthermore, by ⌈nu⌉ /n < ⌊nt⌋ /n for sufficiently large n and via the mean
value theorem, we obtain for the function in 1.
n2
 ⌈nu⌉/n∫
⌊nu⌋/n
f⌊nt⌋/n(s)ds

2
∈
[
C2
(⌊nu⌋
n
)−2α(⌊nt⌋
n
− ⌈nu⌉
n
)−2β
, C2
(⌈nu⌉
n
)−2α(⌊nt⌋
n
− ⌊nu⌋
n
)−2β]
.
Since ⌊nt⌋ /n → t, ⌈nu⌉ /n → u for all t, u and the continuity of the function ft, we obtain
lim
n→∞(f
n
⌊nt⌋/n)
2(u) = f2t (u) for all u < t. We conclude the pointwise convergence for the functions
in 2. and 3. analogously.
Now we prove the uniform integrability of (fnt )
2 for the function in 1. By the Ho¨lder inequality
with ε ∈ (0, 1−2α2α ∧ 1−2β2β ) on the inner integral, we obtain the uniform bound
1∫
0
(fnt (u))
2(1+ε)du =
n∑
i=1
1
n
C2(1+ε)n2(1+ε)
 i/n∫
(i−1)/n
u−α(t− u)−β1{0≤u<t}du

2(1+ε)
≤ C2(1+ε)n1+2ε
n∑
i=1
 i/n∫
(i−1)/n
u−2α(1+ε)(t− u)−2β(1+ε)1{0≤u<t}du

2(1+ε)
2(1+ε)
 i/n∫
(i−1)/n
du

1+2ε
= C2(1+ε)n1+2ε
n∑
i=1
 i/n∫
(i−1)/n
u−2α(1+ε)(t− u)−2β(1+ε)1{0≤u<t}du
n−(1+2ε)
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= C2(1+ε)
t∫
0
u−2α(1+ε)(t− u)−2β(1+ε)du. (1.31)
We observe that −2α(1 + ε) > −1 and −2β(1 + ε) > −1. Hence, by the substitution v = u/t,
we get
t∫
0
u−2α(1+ε)(t− u)−2β(1+ε)du =
1∫
0
(vt)−2α(1+ε)(t− vt)−2β(1+ε)t dv
= t−2(α+β)(1+ε)+1B(1− 2α(1 + ε), 1 − 2β(1 + ε)) <∞,
where B(x, y) =
1∫
0
vx−1(1 − v)y−1dv is the Beta function. By the de la Valle´e-Poussin criterion
we obtain the asserted uniform integrability of (fnt )
2 on [0, 1].
Analogously we obtain,
1∫
0
(fn⌊nt⌋/n(u))
2(1+ε)du ≤ (⌊nt⌋ /n)−2(α+β)(1+ε)+1B(1− 2α(1 + ε), 1 − 2β(1 + ε)).
Since t > 0 and (⌊nt⌋ /n) > t− δ for all sufficiently large n and some fixed δ ∈ (0, t), we obtain
by the de la Valle´e-Poussin criterion the uniform integrability of (fn⌊nt⌋/n)
2 on [0, 1] for every
fixed t ∈ [0, 1].
The assertion for the functions in 2. and 3. follows analogously.
Remark 1.17. (i) Clearly, by Proposition 1.16 (i), we have that
(bn(⌊nt⌋ , ⌊nu⌋))2 → (zH(t, u))2
for all u ≤ t.
(ii) By the Lebesgue dominated convergence theorem, all continuous and square integrable
functions g, h : [0, 1] → R+, which are dominated by one of the functions in Proposition 1.16
(ii), are uniformly integrable as well. Thus, for such g, h : [0, 1] → R+ and s, t ∈ [0, 1], by the
Cauchy-Schwarz inequality and the uniform integrability, we obtain,
1∫
0
gns (u)h
n
t (u)du =
1
n
n∑
i=1
n2
 i/n∫
(i−1)/n
g(u)du
i/n∫
(i−1)/n
h(u)du
 1{0≤u≤s∧t} → s∧t∫
0
g(u)h(u)du.
(iii) In particular, we obtain by Proposition 1.13 (ii) for all H ∈ (0, 1) and all fixed s, t ∈
[0, 1],
1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH(t, u)du
i/n∫
(i−1)/n
zH(s, u)du→
1∫
0
zH(t, u)zH(s, u)du = E
[
BHs B
H
t
]
. (1.32)
(iv) By the same arguments as in (ii) and Proposition 1.13 (i), we obtain the uniform
integrability of
|zH(t, s)− zH(t′, s)|1{0≤s<t∧t′}
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for all fixed t, t′ ∈ [0, 1]. Hence, analogously to (1.32), it is valid that
1
n
n∑
i=1
n2
 i/n∫
(i−1)/n
|zH(t, s)− zH(t′, s)|ds

2
→
1∫
0
|zH(t, s)− zH(t′, s)|2ds = E
[
(BHt′ −BHt )2
]
.
(1.33)
(v) By (ii) and Proposition 1.13 (i), for all H ∈ (0, 1) and all fixed t ∈ [0, 1],
1
n
n∑
i=1
n2
 i/n∫
(i−1)/n
|zH(t, s)− zH(⌊nt⌋ /n, s)|ds

2
≤ Kn−2q, (1.34)
for some K > 0 and q > 0, where we make use of | ⌊nt⌋ /n− t|q ≤ n−q.
Now we can obtain the convergence of the covariance matrix for all Hurst parameters:
Proposition 1.18. For all H ∈ (0, 1) and all t, t′ ∈ [0, 1],
E
[
BH,nt B
H,n
t′
]
→ E [BHt BHt′ ] .
Proof. By (1.32), the assertion is satisfied, if we show that the difference∣∣∣∣∣∣∣
1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH(t, u)du
i/n∫
(i−1)/n
zH(t
′, u)du
− 1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH
(⌊nt⌋
n
, s
)
ds
i/n∫
(i−1)/n
zH
(⌊nt′⌋
n
, s
)
ds1{i≤⌊nt⌋∧⌊nt′⌋}
∣∣∣∣∣∣∣
tends to zero as n tends to infinity. By the triangle inequality and via
ab− cd = a(b− d) + b(a− c)− (a− c)(b − d),
we have the following decomposition of this sum,∣∣∣∣∣∣∣
1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH(t, u)du
i/n∫
(i−1)/n
zH(t
′, u)du
− 1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH
(⌊nt⌋
n
, s
)
ds
i/n∫
(i−1)/n
zH
(⌊nt′⌋
n
, s
)
ds1{i≤⌊nt⌋∧⌊nt′⌋}
∣∣∣∣∣∣∣
≤ 1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH(t, u)du
i/n∫
(i−1)/n
|zH(t′, u)− zH(
⌊
nt′
⌋
/n, u)|du1{i≤⌊nt⌋∧⌊nt′⌋}
+
1
n
n∑
i=1
n2
i/n∫
(i−1)/n
∣∣∣∣zH(t, u)− zH (⌊nt⌋n , u
)∣∣∣∣ du
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·
i/n∫
(i−1)/n
∣∣∣∣zH(t′, u)− zH (⌊nt′⌋n , u
)∣∣∣∣ du1{i≤⌊nt⌋∧⌊nt′⌋}
+
1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH(t
′, u)du
i/n∫
(i−1)/n
|zH(t, u) − zH(⌊nt⌋ /n, u)|du1{i≤⌊nt⌋∧⌊nt′⌋}. (1.35)
By Remark 1.17 (iii) and (v) and the Cauchy-Schwarz inequality we obtain for the first sum on
the right hand side in (1.35),
1
n
n∑
i=1
n2
i/n∫
(i−1)/n
zH(t, u)du
i/n∫
(i−1)/n
|zH(t′, u)− zH(
⌊
nt′
⌋
/n, u)|du ≤ E[(BHt )2]1/2(Kn−q)1/2,
for some constant K < ∞ and q > 0. Thus the sum tends to zero as n tends to infinity. The
other sums on the right hand side in (1.35) vanish analogously by Remark 1.17 as n tends to
infinity.
Finally we can proceed to prove the Donsker-type theorem on the fractional Brownian motion.
Proof of Theorem 1.11. Proposition 1.15 yields the infinite smallness of the discrete coefficients
in the discrete Wiener integrals BH,nt = I
n(bn(⌊nt⌋ , ·)). Thus, combining with the convergence
of the variances for all t, s ∈ [0, 1] in Proposition 1.18, and by Theorem 1.4, we obtain the
convergence of the finite-dimensional distributions.
Finally we prove the tightness condition of Theorem 1.8. We notice for all H ∈ (0, 1) and
s ≤ t ∈ [0, 1] by (1.4) and the Cauchy-Schwarz inequality,
E
[
(BH,nt −BH,ns )2
]
=
1
n
n∑
i=1
(bn(⌊nt⌋ , i) − bn(⌊ns⌋ , i))2
=
1
n
n∑
i=1
n2
 i/n∫
(i−1)/n
(zH(⌊nt⌋ /n, u)− zH(⌊ns⌋ /n, u))du

2
≤ 1
n
n∑
i=1
n
i/n∫
(i−1)/n
(zH(⌊nt⌋ /n, u)− zH(⌊ns⌋ /n, u))2du
=
1∫
0
(zH(⌊nt⌋ /n, u)− zH(⌊ns⌋ /n, u))2du = E
[
(BH⌊nt⌋/n −BH⌊ns⌋/n)2
]
=
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H . (1.36)
Thus we apply Theorem 1.8 and the proof is complete.
1.3.2 Approximating fractional Wiener integrals by disturbed random walks
In this subsection we carry over the Fractional Donsker theorem 1.11 to fractional Wiener inte-
grals, i.e. Wiener integrals with respect to a fractional Brownian motion. We restrict ourselves
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to Hurst parameters H > 1/2 and continuous integrands.
We recall the integral operator (2.64),
(KHt−f)(u) := cHΓ(H + 1/2)u
1
2
−H
(
IH−
1
2
t− ·H−
1
2 f
)
(u),
where (
IH−
1
2
t− ·H−
1
2 f
)
(u) := 1[0,t](u)
1
Γ(H − 12)
t∫
u
f(x)xH−
1
2 (x− u)H− 32 dx
is the (right-sided) Riemann-Liouville fractional integral of order H − 12 over [0, t] applied on
·H− 12 f (cf. Jost (2006, 3.3) or Mishura (2008, Section 1.1)). Notice that
(KHt−f)(u) = (K
H
1−f1(0,t))(u),
and (KHt−1)(u) = zH(t, u) with the Molchan-Golosov kernel. Consider the space
L2H([0, 1]) :=
{
f : [0, 1]→ R : KH1−f ∈ L2([0, 1])
}
,
equipped with the norm
‖f‖L2H([0,1]) =
∥∥KH1−f∥∥L2([0,1]) .
The linear span of
{
KH1−1(a,b) : a ≤ b ∈ [0, 1]
}
is dense in L2([0, 1]) (cf. Mishura (2008, Lemma
1.6.2)), but the space L2H([0, 1]) is incomplete for H > 1/2 (Mishura (2008, Theorem 1.6.5)).
Then we define the Wiener integral with respect to fractional Brownian motion,
IH(f)· :=
·∫
0
f(s)dBHs
as a random element in D([0, 1],R). Since step functions are contained in L1/H([0, 1]) ⊂
L2H([0, 1]) and due to the Hardy-Littlewood inequality (Mishura (2008, Lemma 1.1.1)), we obtain
for an approximation of f ∈ L1/H([0, 1]) by step functions fm ∈ L1/H([0, 1]) the convergence
KH1−fm → KH1−f in L2([0, 1]). Thus, the L2([0, 1])-convergence,
IH(f)t = lim
m→∞ IH(fm)t (1.37)
holds true for all t ∈ [0, 1]. (cf Mishura (2008, p. 18)).
Let us recall the pointwise approximation of the Molchan-Golosov kernel,
bn(l, i) := n
i/n∫
(i−1)/n
zH (l/n, s) ds1{i≤l} , B
H,n
t =
⌊nt⌋∑
i=1
bn(⌊nt⌋ , i)ξni .
We introduce the following shorthand notations
dnl,i := n
−1/2 (bn(l, i) − bn(l − 1, i)) ,
∆BH,nl := B
H,n
l
n
−BH,nl−1
n
=
l∑
i=1
dnl,iξ
n
i . (1.38)
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Notice that dni,i = n
−1/2bn(i, i) and dnl,i = 0 for i > l. Hence, the telescoping sum
l∑
m(p)=1
dnm(p),p =
l∑
m(p)=p
dnm(p),p = n
−1/2
l∑
m(p)=p
(bn(m(p), p)− bn(m(p)− 1, p)) = n−1/2bn(l, p)
(1.39)
holds true. Furthermore we make use of the shorthand notation
bnt,A :=
∏
i∈A
bn(⌊nt⌋ , i).
Thanks to (1.36) we clearly have that
E
[(
BH,nt −BH,ns
)2]
= n−1
n∑
i=1
(
bnt,i − bns,i
)2 ≤ ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H . (1.40)
The corresponding discrete fractional Wiener integrals, the disturbed random walks, are
defined as
IH(f)
n
t :=
⌊nt⌋∑
i=1
f
(
i− 1
n
)
∆BH,ni .
We have the representation
IH(f)
n
t =
⌊nt⌋∑
i=1
f
(
i− 1
n
)
∆BH,ni = IH(f)
n
⌊nt⌋
n
,
and, by interchanging the sums, we see that
IH(f)
n
t =
n∑
i=1
ξni
⌊nt⌋∑
j=i
f
(
j − 1
n
)
dnj,i
 (1.41)
is the Walsh decomposition of the discrete Wiener integral as a process in discrete time.
We have the following representation of the fractional Wiener integral as an ordinary Wiener
integral
IH(f)t =
t∫
0
(KHt−f)(u)dBu
(cf. Mishura (2008);Jost (2006)). Therefore it holds true that
E [(IH(f)t)(IH(f)t′)] =
〈
(KHt−f), (K
H
t′−f)
〉
L2([0,1])
. (1.42)
The natural approach to derive the weak convergence
IH(f)
n d→ IH(f) (1.43)
is the application of Theorem 1.8. Here, the real problem is the proof of the convergence of the
variance. In fact one has to deal with approximations of the integral operator. We omit these
computations and derive the convergence in (1.43) for continuous functions more elementary.
Due to the slightly complicated Volterra integrands in (1.41), the strategy is to consider simple
functions and standard arguments on uniform convergence of a continuous function by simple
functions. These steps can be applied directly on the weak convergence of fractional Wiener
integrals and the computations with the integral operator are substituted by an application of
the Fractional Donsker theorem 1.11.
1.3. THE FRACTIONAL BROWNIAN MOTION 31
Theorem 1.19. Suppose m ∈ N is fixed and fm : [0, 1] → R is a left continuous step function
with respect to the equidistant partition {0, 1m , . . . , m−1m , 1}. Then IH(fm)n converges weakly to
IH(fm) in the Skorokhod space D([0, 1],R) as n tends to infinity.
Proof. The convergence of finite-dimensional distributions is a consequence of
∀s, t ∈ [0, 1] E
[
BH,ns B
H,n
t
]
→ E [BHs BHt ]
in Proposition 1.18, Theorem 1.4 and ⌊nt⌋ /n→ t. We conclude the tightness of the sequence of
processes IH(fm)
n by the criterion in Theorem 1.1. At first we observe that for s < t in [0, 1],
E
[
(IH(fm)
n
t − IH(fm)ns )2
]
=
n∑
i=1
⌊nt⌋∑
j=i
fm
(
j − 1
n
)
dnj,i −
⌊ns⌋∑
j=i
fm
(
j − 1
n
)
dnj,i
2
=
n∑
i=1
 ⌊nt⌋∑
j=⌊ns⌋+1
fm
(
j − 1
n
)
dnj,i
2 .
Since f = f1{f≥0} − f1{f<0} =: f+ − f− we obtain by the Young inequality, ⌊nt⌋∑
j=⌊ns⌋+1
fm
(
j − 1
n
)
dnj,i
2
≤ 2
 ⌊nt⌋∑
j=⌊ns⌋+1
f+m
(
j − 1
n
)
dnj,i
2 +
 ⌊nt⌋∑
j=⌊ns⌋+1
f−m
(
j − 1
n
)
dnj,i
2 .
Making use of the nonnegativity of all summands and the telescoping in (1.39), we obtain∣∣∣∣∣∣
⌊nt⌋∑
j=⌊ns⌋+1
f+m
(
j − 1
n
)
dnj,i
∣∣∣∣∣∣ ≤ ‖fm‖∞
⌊nt⌋∑
j=⌊ns⌋+1
dnj,i = ‖fm‖∞n−1/2|bn(⌊nt⌋ , i)− bn(⌊ns⌋ , i)|,
and the same inequality for f−m, respectively. Therefore, making use of (1.40), it holds true that
n∑
i=1
 ⌊nt⌋∑
j=⌊ns⌋+1
fm
(
j − 1
n
)
dnj,i
2 ≤ 2‖fm‖2∞n−1 n∑
i=1
(
bnt,i − bns,i
)2 ≤ 2‖fm‖2∞ ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H .
Applying Theorem 1.1 the asserted convergence follows.
Now we can extend this approximation to all Wiener integrals of continuous functions by
well-known arguments.
Theorem 1.20. Suppose f : [0, 1]→ R is a continuous function. Then IH(f)n converges weakly
to IH(f) in the Skorokhod space D([0, 1],R).
Proof. Define the associated left continuous step functions fm(t) := f
( ⌈mt⌉
m
)
. Since f is con-
tinuous, the sequence fm converges uniformly to f on [0, 1]. We show the convergence of the
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finite-dimensional distributions by Billingsley (1968, Theorem 4.2). To this end it is sufficient
to show the following conditions
IH(fm)
fd→ IH(f) as m→∞,
∀m ∈ N IH(fm)n fd→ IH(fm) as n→∞,
∀t ∈ [0, 1] lim
m→∞ lim supn→∞
E
[
(IH(fn)
n
t − IH(fm)nt )2
]
= 0.
The first condition follows from the approximation by step functions in L21/H , (1.37), and the
Crame´r-Wold device. The second condition is a direct consequence of Theorem 1.19. Notice for
the term in the last condition the Walsh decomposition
IH(fn)
n
t − IH(fm)nt =
n∑
i=1
ξni
⌊nt⌋∑
j=i
(
f
(
j − 1
n
)
− fm
(
j − 1
n
)
dnj,i
)
.
Hence, by the telescoping sum (1.39) and (1.40), and similarly to the tightness in the previous
proof by the Young inequality and the nonnegativity of all summands, we obtain
E
[
(IH(fn)
n
t − IH(fm)nt )2
]
=
n∑
i=1
⌊nt⌋∑
j=i
(
f
(
j − 1
n
)
− fm
(
j − 1
n
))
dnj,i
2
≤ 2
(
sup
j∈{1,...,n}
∣∣∣∣f (j − 1n
)
− fm
(
j − 1
n
)∣∣∣∣
)2
n−1
n∑
i=1
(
bnt,i
)2
≤ 2
(
sup
x∈[0,1]
∣∣∣∣f (⌊nx⌋n
)
− fm
(⌊nx⌋
n
)∣∣∣∣
)2 ∣∣∣∣⌊nt⌋n
∣∣∣∣2H ,
where f
(
j−1
n
)
= fn
(
j−1
n
)
for all j = 1, . . . , n. By the uniform convergence and
∣∣∣ ⌊nt⌋n ∣∣∣ ≤ t ≤ 1
we conclude
lim
m→∞ lim supn→∞
(
sup
j∈{1,...,n}
∣∣∣∣f (j − 1n
)
− fm
(
j − 1
n
)∣∣∣∣
)2
= lim
m→∞
(
sup
x∈[0,1]
|f(x)− fm(x)|
)2
= 0,
and the last condition is fulfilled. The tightness in the previous Theorem holds true analogously.
Thus, for s < t in [0, 1], we have
E
[
(IH(f)
n
t − IH(f)ns )2
]
=
n∑
i=1
⌊nt⌋∑
j=i
f
(
j − 1
n
)
dnj,i −
⌊ns⌋∑
j=i
f
(
j − 1
n
)
dnj,i
2
=
n∑
i=1
 ⌊nt⌋∑
j=⌊ns⌋+1
f
(
j − 1
n
)
dnj,i
2 ≤ 2‖f‖2∞ n∑
i=1
(
bnt,i − bns,i
)2 ≤ 2‖f‖2∞ ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H .
An application of Theorem 1.1 yields the assertion.
1.4. NOTES TO CHAPTER 1 33
Remark 1.21. (i) By Theorems 1.4 and the the tightness in Theorem 1.20, we obtain for all
f ∈ C([0, 1]), that the discrete Volterra integrands l∑
j=i
f
(
j − 1
n
)
dnj,i

l,i=1,...,n

n∈N
,
and the (continuous) Volterra integrand(
(KHt−f)(s)
)
t,s∈[0,1]
fulfill the conditions in Theorem 1.8.
(ii) Theorem 1.20 can be extended to piecewise continuous functions with finitely many
discontinuities. Since the uniform approximation by equidistant step functions is essential it
cannot be extended to arbitrary functions by the arguments above.
1.4 Notes to Chapter 1
The objects in Section 1.1 are fairly well-known. More or less every book on stochastic analysis
and stochastic integration can be cited for this purpose. We refer to some standard monographs
as Øksendal (2003), Major (1981) and Nualart (2006).
The discrete objects introduced in Section 1.1 are considered on compact intervals {1, . . . , n}.
References on Wiener chaos discretization are the monograph by Privault (2009) (discretizations
in terms of binary trials on N) or the survey article by Gzyl (2006).
The term Walsh decomposition was apparently inspired by the Walsh decomposition of a
function f : {1, . . . , n} → R in terms of Walsh functions.
Obviously, the standard reference on weak convergence is the monograph by Billingsley
(1968). The characterization of weak convergence of discrete Wiener integrals to the contin-
uous Wiener integrals in Theorem 1.4 is taken from Bender and Parczewski (2012). It can be
derived from a non-classical central limit theorem e.g. in the formulation of Formanov (2007).
We also refer to standard monographs on the central limit theorem like Petrov (1975) and Ja-
cod and Shiryaev (2003). The derivation of the continuous Wick’s Theorem by the discrete
counterpart in Proposition 1.6 is new and may appear technical, but it illustrates quite well the
contribution of Theorem 1.4 in following approximation results. Furthermore we notice that one
can obtain similarly diagram formulas for discrete multiple Wiener integrals which converge to
the continuous counterparts (cf. Peccati and Taqqu (2011)).
The Volterra type integrands in Subsection 1.2.2 belong to Volterra Gaussian processes. For
instance, we refer to the articles Baudoin and Nualart (2003) or Decreusefond (2005).
The fractional Brownian motion is recently a well-studied object. We refer to to the mono-
graphs Mishura (2008), Nualart (2006, Chapter 5) and Biagini et al. (2008). The Molchan-
Golosov representation is due to the early articles Molchan (1969);Molchan and Golosov (1969).
The Fractional Donsker theorem 1.8 is, of course, only one way to approximate a fractional
Brownian motion. One of the first approximations was given by Taqqu (1975) in terms of
stationary Gaussian sequences. We refer to Mishura (2008, Section 1.15.3) for further approaches
on weak convergence to a fractional Brownian motion. Our approach is mainly based on the work
of Sottinen (2001) and Nieminen (2004). It can be naturally generalized to weak convergence
of perturbed martingale differences as in Nieminen (2004). The proofs of Propositions 1.16 and
1.18 are natural extensions of results in Nieminen (2004).
34 CHAPTER 1. PRELIMINARIES
The elementary generalization of the Fractional Donsker theorem 1.11 to fractional Wiener
integrals in Subsection 1.3.2 is new. We refer to Mishura and Rode (2007) for a weak approxi-
mation of an integral-type functional based on the Fractional Donsker theorem.
Chapter 2
Wick calculus (in discrete and
continuous sense)
Further on the guiding question will be: How it is possible to carry over the weak convergence
from Wiener integrals to stochastic calculus appropriate to these Wiener integrals?
Here we start from solutions of simple SDE’s with the only input by Wiener integrals, the
well-known Dole´ans-Dade equations. Respectively, the interesting objects are simple difference
equations in the discrete case. We define simultaneously these solutions of exponential type as
continuous and discrete Wick exponentials. These objects are well-known as stochastic expo-
nentials as well. The Wick exponentials are well-known tools in stochastic analysis and closely
related to the S-transform and the Wick product. We introduce all these objects as well as the
discrete counterparts. In Theorem 2.5 we obtain that the weak convergence of the (dynamic)
Wiener integrals of Volterra type in Theorem 1.8 yields the weak convergence of the associated
Wick exponentials. This convergence result is paradigmatic for all subsequent approximating
results.
The Wick exponentials are well-known tools in stochastic analysis and closely related to
the S-transform and the Wick product. We introduce all these objects as well as the discrete
counterparts.
Hence, in particular, we introduce the Wick product for all random elements in Chapter 1.
In probability theory the Wick product with ordinary differentiation rule imitates the situation
of ordinary multiplication with Itoˆ differentiation rule (cf. Holden et al. (2010)). Actually, this
makes it a natural tool for extending the Itoˆ integral, exemplary for integrating with respect to
a fractional Brownian motion.
The first section 2.1 gives frequently used formulas and upper bounds for sums of products.
As already observed in the derivation of Theorem 1.4 and Proposition 1.6, dealing with moments
of discrete Wiener integrals requires the consideration of sums over sets such that their multiset
union is a multiset of pairs. Unfortunately, this leads to some technicalities.
Section 2.2 is devoted to Wick exponentials in continuous and discrete sense. These pro-
cesses solve very simple SDEs and difference equations. We observe that weak convergence of
Wiener integrals leads to convergence of higher moments of the corresponding Wick exponen-
tials (Proposition 2.3). Guided by this indication of convergence, we obtain in Theorem 2.5 the
weak convergence of the dynamic versions of Wick exponentials applied on Volterra integrands
according to the mild tightness assumptions in Theorem 1.8.
Having the Wick exponentials at our disposal, we introduce the continuous and discrete S-
transforms in Section 2.3. The S-transform, a kind of characteristic function in white noise
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theory, plays an important role for stochastic integration, especially for introducing integration
approaches beyond Itoˆ integrals.
In Section 2.4 we introduce the continuous and discrete Wick products. They both are
characterized simultaneously by S-transform. We observe immediately the close connection to
Hermite polynomials.
Finally, Section 2.5 gives a brief introduction to stochastic integrals beyond Itoˆ calculus.
This contains the Skorokhod integral, the fractional Wick-Itoˆ integral with respect to fractional
Brownian motion (for H > 1/2) and a discrete counterpart of the Skorokhod integral.
2.1 A brief combinatorial prelude
We begin with some elementary estimates on products and sums, which are essential for the
proofs of the tightness in the following convergence results.
Proposition 2.1. Suppose for n,K ∈ N and all i ∈ {1, . . . , n}, j ∈ {1, . . . ,K}: ai, bi, aji , bji ∈ R.
For all A,D,Aj ⊂ {1, . . . , n} and the complement in {1, . . . , n} as AC = {1, . . . , n}\A we denote
aA :=
∏
i∈A
ai, bA :=
∏
i∈A
bi, a
j
Aj
:=
∏
i∈Aj
aji , b
j
Aj
:=
∏
i∈Aj
bji .
Then it holds true that
(i)
∑
A⊂{1,...,n}
aAbAC =
n∏
i=1
(ai + bi)
∑
∅6=A⊂{1,...,n}
aAbAC =
n∏
i=1
(ai + bi)−
n∏
i=1
bi,∑
A1,...,AK⊂D⋃˙K
j=1Aj=D
a1A1a
2
A2 · · · aKAK =
∏
i∈D
(
a1i + a
2
i + . . .+ a
K
i
)
,
∑
A1,...,AK⊂D
pairwise disjoint
a1A1a
2
A2 · · · aKAK =
∏
i∈D
(
1 + a1i + a
2
i + . . .+ a
K
i
)
.
(ii)
∑
A⊂{1,...,n}
(aA − bA)2 ≤ 2
(
n∏
i=1
(
1 + (a2i + b
2
i )
)) n∑
i=1
(ai − bi)2 (2.1)
≤ 2 exp
(
n∑
i=1
(
(ai)
2 + (bi)
2
)) n∑
i=1
(ai − bi)2. (2.2)
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(iii)
∑
A1,...,AK⊂{1,...,n}
pairwise disjoint
 K∏
j=1
ajAj −
K∏
j=1
bjAj
2
≤ 4K
 n∏
i=1
1 +
 K∑
j=1
(
(aji )
2 + (bji )
2
) K∑
j=1
n∑
i=1
(aji − bji )2 (2.3)
≤ 4K exp
 K∑
j=1
n∑
i=1
(
(aji )
2 + (bji )
2
) K∑
j=1
n∑
i=1
(aji − bji )2. (2.4)
Now we suppose additionally |aji |, |bji | ≤ 1 for all i, j. Then
(iv)
∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
K∏
j=1
(ajAj − b
j
Aj
) =
∑
A1,...,AK⊂{1,...,n}
A1△A2△···△AK=∅
K∏
j=1
(ajAj − b
j
Aj
)
≤ (2K)K2K/2 exp
2K+1 K∑
j=1
n∑
i=1
(|aji |2 + |bji |2)
 K∏
j=1
(
n∑
i=1
(aji − bji )2
)1/2
. (2.5)
(v)
∑
B1,...,BK⊂{1,...,n} pairwise disjoint
B′1,...,B
′
K⊂{1,...,n} pairwise disjoint
K⋃
j=1
Bj=
K⋃
j=1
B′j
K∏
j=1
ajBja
j
B′j
=
n∏
i=1
1 +
 K∑
j=1
aji
2 ≤ exp
K K∑
j=1
n∑
i=1
(aji )
2
 .
(2.6)
The proof of Proposition 2.1 is outsourced in the appendix, Section 7.1.
We will need the generalized Cauchy-Schwarz inequality,
Proposition 2.2. For all K ≥ 2, K ∈ N, aji ∈ R for all j, i ∈ N,
∑
i
a1i · · · aKi ≤
K∏
j=1
(∑
i
(aji )
2
)1/2
. (2.7)
Proof. Predictably, the proof proceeds by induction. For K = 2 it is the ordinary Cauchy-
Schwarz inequality. Suppose (2.7) is already proved for some K − 1, K ≥ 3. Then, by
|âji | :=
√√√√√ |aji |2∑
i
|aji |2
≤ 1,
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and the induction hypothesis, we obtain
∑
i
|a1i · · · aK−1i âKi | ≤
K−1∏
j=1
(∑
i
(aji )
2
)1/2
,
which yields the assertion for K.
2.2 Wick exponentials
Here we introduce Wick exponentials in continuous and discrete sense as solutions of Dole´ans-
Dade SDEs and the discrete counterparts. The term Wick exponential will make sense by a
representation in terms of Wick calculus in the sections below.
We observe that the analogies of these Wick exponential functionals in both settings are
justified by convergence results which carry over from the weak convergence of Wiener integrals
in Theorem 1.4. Firstly we get the convergence of L2 inner product and Lp norms of discrete
Wick exponentials to the continuous counterparts. Moreover we have the weak convergence of
Wick exponentials as processes (Theorem 2.5). This includes the weak approximation of the
geometric fractional Brownian motion via the discrete analog.
One of the most basic stochastic differential equation with respect to a Brownian motion is
given by
dXt = f(t)XtdBt, X0 = 1, (2.8)
where f ∈ L2([0, 1]). It is the well-known Dole´ans-Dade equation. The solution is given by the
well-known stochastic exponential
Xt = exp
I(f)t − 1/2 t∫
0
f2(s)ds
 ,
(cf. Protter (2005, II.8)). We observe furthermore the renormalization property of this solution
as
exp
I(f)t − 1/2 t∫
0
f2(s)ds
 = exp (I(f)t)
E [exp (I(f)t)]
.
Motivated by these facts, we introduce the Wick exponential of the Wiener integral I(f), f ∈
L2([0, 1]), as
exp⋄(I(f)) := exp
I(f)− 1/2 1∫
0
f2(s)ds
 . (2.9)
For the solution of (2.8) we obtain
Xt = exp
⋄(I(f)t) = exp⋄(I(f1[0,t])).
We observe that for two, possibly correlated, Gaussian random variables I(f) and I(g),
exp⋄(I(f)) exp⋄(I(g)) = exp⋄(I(f + g)) exp(E [I(f)I(g)]).
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Therefore we have
E [exp⋄(I(f)) exp⋄(I(g))] = exp(E [I(f)I(g)]). (2.10)
Concerning the discrete setting, a natural candidate for the discrete Wick exponential of the
discrete Wiener integral In(fn) is Xnn , where X
n
i , i = 0, . . . , n, solves the discrete counterpart
of (2.8), the stochastic difference equation
Xni = X
n
i−1
(
1 + fni
1√
n
ξi
)
, Xn0 = 1. (2.11)
We thus define the discrete Wick exponential as
exp⋄n(In(fn)) :=
n∏
i=1
(
1 +
1√
n
fni ξ
n
i
)
. (2.12)
By Proposition 2.1 (i), we observe
exp⋄n(In(fn)) =
∑
A⊂{1,...,n}
∏
i∈A
1√
n
fni ξ
n
i . (2.13)
For the discrete Wick exponentials of two, possibly correlated, random walks In(fn) and
In(gn), by Proposition 2.1 (i), we have as well
exp⋄n(In(fn)) exp⋄n(In(gn))
=
n∏
i=1
(
1 +
1√
n
fni ξ
n
i
)(
1 +
1√
n
gni ξ
n
i
)
=
n∏
i=1
((
1 +
1√
n
(fni + g
n
i )ξ
n
i
)
+
(
1
n
fni g
n
i
))
=
∑
A⊂{1,...,n}
∏
i∈A
(
1 +
1√
n
(fni + g
n
i )ξ
n
i
) ∏
i∈{1,...,n}\A
(
1
n
fni g
n
i
)
.
Therefore we obtain
E [exp⋄n(In(fn)) exp⋄n(In(gn))] =
∑
A⊂{1,...,n}
∏
i∈{1,...,n}\A
(
1
n
fni g
n
i
)
=
n∏
i=1
(
1 +
1
n
fni g
n
i
)
. (2.14)
For small |x| we have 1 + x ∼ exp(x), hence
n∏
i=1
(
1 + 1nf
n
i g
n
i
) ∼ exp(n−1 n∑
i=1
fni g
n
i
)
, which
motivates the connection of (2.10) and (2.14). In fact, the convergence of the Wiener integrals
yields the convergence of the L2 inner products and of the Lp norms of the associated Wick
exponentials.
Proposition 2.3. Suppose (In(fn), In(gn))
d→ (I(f), I(g)). Then as n tends to infinity, we
have that
(i) E [exp⋄n(In(fn)) exp⋄n(In(gn))]→ E [exp⋄(I(f)) exp⋄(I(g))].
(ii) For all p ≥ 0, E [(exp⋄n(In(fn)))p]→ E [(exp⋄(I(f)))p].
Proof. (i) By 1 + x = exp(x) +O(x2) and by Theorem 1.4 (c), we obtain
n∏
i=1
(
1 +
1
n
fni g
n
i
)
=
n∏
i=1
(
exp(
1
n
fni g
n
i ) +O((
1
n
fni g
n
i )
2)
)
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= exp
(
1
n
n∑
i=1
fni g
n
i
)
+
∑
A${1,...,n}
exp
(∑
i∈A
1
n
fni g
n
i
) ∏
i∈{1,...,n}\A
O(( 1
n
fni g
n
i )
2). (2.15)
The first term on the right hand side of (2.15) converges to exp
(
1∫
0
f(u)g(u)du
)
by Theorem
1.4. The second term can be estimated by Proposition 2.1 (i), exp(x) + x ≤ exp(2x) and for
sufficiently large n as follows:∣∣∣∣∣∣
∑
A${1,...,n}
exp
(∑
i∈A
1
n
fni g
n
i
) ∏
i∈{1,...,n}\A
O(( 1
n
fni g
n
i )
2)
∣∣∣∣∣∣
≤ sup
i≤n
n−1|fni gni |
n∏
i=1
(
exp
(
1
n
|fni gni |
)
+
1
n
|fni gni |
)
≤ sup
i≤n
n−1|fni gni | exp
(
2
n∑
i=1
1
n
|fni gni |
)
,
which vanishes by Theorem 1.4. Therefore, by (2.10) and (2.14), we obtain the asserted conver-
gence (i).
(ii) For p = 0 and p = 1, all expectations are equal to one. For the continuous Wick
exponential we have the representation
(exp⋄(I(f)))p = exp
( p
2
) 1∫
0
f2(u)du
 exp⋄(I(pf)) (2.16)
for all p > 0, and therefore
E[(exp⋄(I(f)))p] = exp
( p
2
) 1∫
0
f2(u)du
 . (2.17)
Suppose p /∈ {0, 1}. Then, by Newton’s binomial theorem (1 + x)p =
∞∑
k=0
(
p
k
)
xk for |x| < 1,
the infinite smallness in Theorem 1.4 (c) and Proposition 2.1 (i), we obtain for sufficiently large
n,
exp⋄n(In(fn))p =
n∏
i=1
(
1 +
1√
n
fni ξ
n
i
)p
=
n∏
i=1
(
1 +
(
p
2
)
1
n
(fni )
2 + p
1√
n
fni ξ
n
i +
∞∑
k=3
(
p
k
)
(
1√
n
fni ξ
n
i )
k
)
=
n∏
i=1
(
1 +
(
p
2
)
1
n
(fni )
2
)
+
∑
A${1,...,n}
∏
i∈A
(
1 +
(
p
2
)
1
n
(fni )
2
) ∏
i∈{1,...,n}\A
(
p
1√
n
fni ξ
n
i +
∞∑
k=3
(
p
k
)
(
1√
n
fni ξ
n
i )
k
)
.
(2.18)
Analogously to (2.15), it holds true that
n∏
i=1
(
1 +
(
p
2
)
1
n
(fni )
2
)
− exp
((
p
2
)
1
n
n∑
i=1
(fni )
2
)
→ 0
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as n tends to infinity. Hence, via Theorem 1.4 and (2.17), we conclude
n∏
i=1
(
1 +
(
p
2
)
1
n
(fni )
2
)
→ E[(exp⋄(I(f)))p].
Here we introduce for shorthand
Yi,n :=
(
1 +
(
p
2
)
1
n
(fni )
2
)
, Zi,n :=
(
p
1√
n
fni ξ
n
i +
∞∑
k=3
(
p
k
)
(
1√
n
fni ξ
n
i )
k
)
.
Hence, by taking expectations in (2.18), the triangle inequality and the Cauchy-Schwarz inequal-
ity, it remains to prove that∣∣∣∣∣E [exp⋄n(In(fn))p]−
n∏
i=1
(
1 +
(
p
2
)
1
n
(fni )
2
)∣∣∣∣∣ =
∣∣∣∣∣∣E
 ∑
A${1,...,n}
∏
i∈A
Yi,n
∏
i∈{1,...,n}\A
Zi,n
∣∣∣∣∣∣
≤ E
 ∑
A${1,...,n}
∏
i∈A
Yi,n
∏
i∈{1,...,n}\A
Zi,n
21/2 → 0 (2.19)
as n tends to infinity. Since the Yi,n are deterministic, we obtain
E
 ∑
A${1,...,n}
∏
i∈A
Yi,n
∏
i∈{1,...,n}\A
Zi,n
2
=
∑
A,B${1,...,n}
∏
i∈A
Yi,n
∏
i∈B
Yi,nE
 ∏
i∈{1,...,n}\A
Zi,n
∏
i∈{1,...,n}\B
Zi,n
 . (2.20)
Here we have to estimate the expectations in an appropriate sense. Notice that for the continuous
function
g(a) :=
∞∑
k=3
(
p
k
)
ak = (1− a)p −
(
1 + pa+
p(p− 1)a2
2
)
,
the estimate (g(a))2 ≤ Ka6 for sufficiently small |a| and some constant K > 0 is valid. Thus we
conclude by Theorem 1.4 (c) for sufficiently large n,
E[(Zi,n)
2] = E
(p 1√
n
fni ξ
n
i +
∞∑
k=3
(
p
k
)
(
1√
n
fni ξ
n
i )
k
)2
≤ 2
E[(p 1√
n
fni ξ
n
i
)2]
+E
( ∞∑
k=3
(
p
k
)
(
1√
n
fni ξ
n
i )
k
)2
= 2
(
n−1p2|fni |2 +Kn−3|fni |6
) ≤ (2p2 ∨K)n−1|fni |2 → 0,
as n tends to infinity. Due to Theorem 1.4 (c), we can choose n sufficiently large such that
sup
i≤n
(2p2 ∨K)1/2n−1/2|fni | < 1. (2.21)
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Thus, by the Cauchy-Schwarz inequality and the independence of the Bernoulli random variables
ξni , we obtain for arbitrary A,B $ {1, . . . , n},
E
 ∏
i∈{1,...,n}\A
Zi,n
∏
i∈{1,...,n}\B
Zi,n
 ≤ E
 ∏
i∈{1,...,n}\A
(Zi,n)
2
1/2E
 ∏
i∈{1,...,n}\B
(Zi,n)
2
1/2
≤
∏
i∈{1,...,n}\A
(2p2 ∨K)1/2n−1/2|fni |
∏
i∈{1,...,n}\B
(2p2 ∨K)1/2n−1/2|fni |
≤ (2p2 ∨K) sup
i≤n
n−1|fni |2. (2.22)
Hence, by (2.20) - (2.22), Proposition 2.1 (i) and 1 + x ≤ exp(x), we obtain
E
 ∑
A${1,...,n}
∏
i∈A
Yi,n
∏
i∈{1,...,n}\A
Zi,n
2
≤ (2p2 ∨K) sup
i≤n
n−1|fni |2
 ∑
A${1,...,n}
∏
i∈A
Yi,n
2
≤ (2p2 ∨K) sup
i≤n
n−1|fni |2
(
n∏
i=1
(
1 +
(
p
2
)
1
n
(fni )
2
))2
≤ (2p2 ∨K) sup
i≤n
n−1|fni |2 exp
(
2
(
p
2
)
n−1
n∑
i=1
(fni )
2
)
. (2.23)
Thanks to Theorem 1.4 (c) we conclude (2.19) and therefore the asserted convergence of the Lp
norms.
Remark 2.4. By analogous arguments, we can generalize this Proposition to the convergence
of all mixed moments of the Wick exponentials as following: Suppose
(In(fn1 ), . . . , I
n(fnm))
d→ (I(f1), . . . , I(fm)) .
Then, for all l1, . . . , lk ∈ {1, . . . ,m},
E
[
exp⋄n
(
In(fnl1)
) · · · exp⋄n (In(fnlk))]→ E [exp⋄ (I(fl1)) · · · exp⋄ (I(flk))] .
In contrast to Theorem 1.4 this is not sufficient for the weak convergence of the Wick exponentials
since the lognormal distribution is not determined by the moments anymore (cf. Billingsley
(1995, Example 30.2)).
We recall the shorthand notation
ΞnA :=
∏
i∈A
ξni .
However, at next we will observe that weak convergence of the corresponding Wiener integrals
in Theorem 1.4 extends to weak convergence of the Wick exponentials.
Theorem 2.5. (i) Suppose we have (In(fn1 ), . . . , I
n(fnm))
d→ (I(f1), . . . , I(fm)). Then
(exp⋄n (In(fn1 )) , . . . , exp
⋄n (In(fnm)))
d→ (exp⋄ (I(f1)) , . . . , exp⋄ (I(fm)))
as n tends to infinity.
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(ii) Suppose the sequence of discrete integrands of Volterra type (fn(l, i)l,i=1,...,n)n∈N and the
integrand of Volterra type f(t, s)t,s∈[0,1] fulfill the conditions in Theorem 1.8. Then we have
the weak convergence of the (dynamic) discrete Wick exponential to the continuous Wick
exponential
(exp⋄n (In(fn(⌊nt⌋ , ·))))t∈[0,1] d→ (exp⋄ (I(f(t, ·))))t∈[0,1]
in the Skorokhod space D([0, 1],R).
Proof. (i) We fix some arbitrary a1, . . . , am ∈ R. As
lim
n→∞
(
max
l≤m
max
i≤n
1√
n
|fnl,i|
)
= 0
by the condition of infinite smallness in Theorem 1.4, we can apply the logarithm for sufficiently
large n and obtain by a Taylor expansion log(1 + x) = x− 1/2x2 +O(x3),
m∑
l=1
al log exp
⋄n (In(fnl )) =
m∑
l=1
al
n∑
i=1
log(1 +
1√
n
fnl,iξ
n
i )
=
m∑
l=1
al
(
n∑
i=1
(
1√
n
fnl,iξ
n
i −
1
2n
(fnl,iξ
n
i )
2
)
+O(n−1/2 sup
j
|fnl,j|
n∑
i=1
1
n
(fnl,i)
2)
)
=
m∑
l=1
al
((
In(fnl )−
1
2n
n∑
i=1
(fnl,i)
2
)
+O(n−1/2 sup
j
|fnl,j|
n∑
i=1
1
n
(fnl,i)
2)
)
.
By Theorem 1.4 and Slutsky’s theorem Billingsley (1968, Theorem 4.1) we get
m∑
l=1
al log exp
⋄n (In(fnl ))
d→
m∑
l=1
al
(
I(fl)− 1/2E
[
(I(fl))
2
])
.
Thanks to the Crame´r-Wold device and the continuous mapping theorem we conclude the as-
sertion.
(ii) By (i) and Theorem 1.1 it remains to prove the tightness. By Proposition 2.1 (ii), we
obtain for two discrete Wiener integrals as above
E
[
(exp⋄n (In(fn1 ))− exp⋄n (In(fn2 )))2
]
= E
 ∑
A⊂{1,...,n}
ΞnA
(∏
i∈A
n−1/2fn1,i −
∏
i∈A
n−1/2fn2,i
)2
=
∑
A⊂{1,...,n}
(∏
i∈A
n−1/2fn1,i −
∏
i∈A
n−1/2fn2,i
)2
≤ 2 exp
((
n−1
n∑
i=1
(
(fn1,i)
2 + (fn2,i)
2
)))
n−1
n∑
i=1
(fn1,i − fn2,i)2. (2.24)
For higher moments as some K ∈ N, by Proposition 2.1 (iv), we have furthermore
0 ≤ E
[
(exp⋄n (In(fn1 ))− exp⋄n (In(fn2 )))2K
]
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= E

 ∑
A⊂{1,...,n}
ΞnA
(∏
i∈A
n−1/2fn1,i −
∏
i∈A
n−1/2fn2,i
)2K

=
∑
A1,...,A2K⊂{1,...,n}
2K⋃
j=1
Aj is a multiset of pairs
2K∏
j=1
∏
i∈Aj
n−1/2fn1,i −
∏
i∈Aj
n−1/2fn2,i

≤ (22K)2K2K exp
22K+1 2K∑
j=1
n−1
n∑
i=1
(|fn1,i|2 + |fn2,i|2)
(n−1 n∑
i=1
(fn1,i − fn2,i)2
)K
.
By the conditions in Theorem 1.8, we obtain for s < t in [0, 1], K ∈ N and
K ′(K,L) := (22K)2K2KLK exp(22K+14KL),
E
[
(exp⋄n (In(fn(⌊nt⌋ , ·))) − exp⋄n (In(fn(⌊ns⌋ , ·))))2K
]
≤ K ′(K,L)
∣∣∣∣ ⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα .
(2.25)
For α > 1 we conclude the asserted convergence by (2.24) and Theorem 1.1 with condition 2.
For α ∈ (0, 1], equally to the proof of Theorem 1.8, we obtain the tightness in Theorem 1.1 by
(2.25) for a K ∈ N with Kα > 1.
Example 2.6. In particular, we have the weak approximation of the Wick exponential of the
Brownian motion, the so called geometric Brownian motion, by the discrete Wick exponentials
of the binary random walk,
exp⋄n (Bn) d→ exp⋄ (B) ,
in the Skorokhod space D([0, 1],R).
Analogously, for all H ∈ (0, 1), the Wick exponential of the fractional Brownian motion, the so
called geometric fractional Brownian motion, is approximated by the discrete Wick exponential
applied on the approximation in Theorem 1.11,
exp⋄n
(
BH,n
) d→ exp⋄ (BH) ,
in the Skorokhod space D([0, 1],R).
2.3 The S-transform
The Wick exponential is closely related to a transform which plays an important role in the
white noise distribution theory. Before we introduce it, let us recall that the linear span of Wick
exponentials constitutes a dense set in L2(Ω).
Proposition 2.7. The set
{exp⋄(I(f)) : f ∈ L2([0, 1])}
is total in L2(Ω,F , P ).
Proof. It is well-known and follows immediately by the definition of the Wick exponential and
the assertion for ordinary exponentials (cf. Theorem 6.2 (iii) below).
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For every X ∈ L2(Ω,F , P ) and g ∈ L2([0, 1]), the S-transform of X at g is defined as
(SX)(g) := E[X exp⋄(I(g))].
The following Proposition collects the basic properties of the S-transform.
Proposition 2.8. For every X ∈ L2(Ω,F , P ), (SX)(·) is a continuous function on L2([0, 1]).
It holds true that (SX)(·) = 0 on L2([0, 1]) if and only if X = 0 a.s. Thus the S-transform is an
injective continuous linear map from the space L2(Ω,F , P ) into the space of (analytic) functions
on L2([0, 1]).
Proof. Since gm → g in L2([0, 1]) implies exp⋄(I(gm)) L
2→ exp⋄(I(g)) as m tends to infinity, we
obtain the continuity of the S-transform on L2([0, 1]). Proposition 2.7 yields the injectivity of
the S-transform on L2(Ω,F , P ). Obviously we obtain, by Xm L
2→ X and the Cauchy-Schwarz
inequality,
|(SXm)(g) − (SX)(g)| ≤ E
[
(Xm −X)2
]1/2
E
[
(exp⋄(I(g)))2
]1/2 → 0 (2.26)
as n tends to infinity. Hence, the S-transform (S ·)(g) is continuous on L2(Ω,F , P ).
Remark 2.9. Suppose D ⊂ L2([0, 1]) is a dense set. Then, by Remark 6.3, we obtain analo-
gously (SX)(·) = 0 on D if and only if X = 0 a.s. Hence the random variable X ∈ L2(Ω,F , P )
is uniquely determined by the family of S-transforms on a dense subset D ⊂ L2([0, 1]).
Hermite polynomials are well-known orthogonal polynomials with respect to a Gaussian mea-
sure as in the following. The Hermite polynomial of degree k ∈ N is defined as
hk(x) := (−1)k exp
(
x2
2
)
dk
dxk
exp
(−x2
2
)
. (2.27)
These polynomials begin by h0(x) = 1, h1(x) = x, h2(x) = x2−1, h3(x) = x3−3x. Analogously
the Hermite polynomial of degree k ∈ N with parameter σ2 is defined as
hkσ2(x) := (−σ2)k exp
(
x2
2σ2
)
dk
dxk
exp
(−x2
2σ2
)
. (2.28)
These polynomials are orthogonal with respect to a centered Gaussian measure with variance
σ2 and the first different terms to hk(x) are h2σ2(x) = x
2 − σ2, h3σ2(x) = x3 − 3σ2x. We obtain
for all k ∈ N,
hkσ2(x) = σ
khk
(x
σ
)
. (2.29)
The Hermite polynomials have the following exponential as the generating function
exp
(
tx− σ
2t2
2
)
=
∞∑
k=0
hkσ2(x)
tk
k!
, (2.30)
(cf. Kuo (1996) or Janson (2006)). Thus they fulfill for all k ∈ N,
hkσ2(x) =
dk
dtk
exp
(
tx− σ
2t2
2
)∣∣∣∣
t=0
. (2.31)
There exist explicit formulas for the Hermite polynomials in terms of ordinary polynomials, see
e.g. Kuo (1996). We will need the following nice fact on Hermite polynomials:
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Proposition 2.10. Suppose H is a Gaussian Hilbert space and g, h ∈ H with σ2g = E[g2],
σ2h = E[h
2]. Then, for all k, l ∈ N,
E
[
hkσ2g (g)h
l
σ2h
(h)
]
= δk,l k!E[gh]
k .
A proof can be found in Nualart (2006, Lemma 1.1.1).
Remark 2.11. By (2.30) we have the well-known expansion of Wick exponentials of Wiener
integrals in terms of Hermite polynomials as
exp⋄(I(f)) =
∞∑
k=0
hk(I(f))
k!
. (2.32)
Example 2.12. We obtain for X = exp⋄(I(f)) ∈ L2(Ω,F , P ), by (2.10),
(S exp⋄(I(f)))(g) = E[exp⋄(I(f)) exp⋄(I(g))] = exp
 1∫
0
f(s)g(s)ds
 . (2.33)
By Proposition 2.10 and Remark 2.11, for every Wiener integral I(f) and all k ∈ N, we have
(
S hk‖f‖2(I(f))
)
(g) = E
hk‖f‖2(I(f))∑
l≥0
1
l!
hl‖g‖2(I(g))

= 1{k=l}E [I(f)I(g)]
k =
 1∫
0
f(s)g(s)ds
k = 〈f, g〉kL2([0,1]). (2.34)
Discrete S-transform
We introduce analogously the discrete S-transform on the discrete Wiener spaces in the following
way. For every n ∈ N, Xn ∈ L2(Ωn,Fn, Pn) and hn ∈ Rn, the discrete S-transform of Xn at hn
is defined as
(SnXn)(hn) := E[Xn exp⋄n(In(hn))].
Before we illustrate the analogous properties, we need to present the useful representation of
the canonical basis of the L2(Ωn,Fn, Pn) in terms of discrete Wick exponentials. We observed
that the Walsh decomposition of a discrete Wick exponential is given by
exp⋄n(In(fn)) =
∑
A⊂{1,...,n}
n−|A|/2
∏
i∈A
fni ξ
n
i =
∑
A⊂{1,...,n}
n−|A|/2fnAΞ
n
A, (2.35)
where fnA :=
∏
i∈A
fni . Thus we obtain for every A ⊂ {1, . . . , n},
exp⋄n(In(1A)) =
∑
B⊂A
n−|B|/2ΞnB. (2.36)
Hence, every ΞnA in the canonical basis {ΞnA, A ⊂ {1, . . . , n}} of L2(Ωn,Fn, Pn) can be expressed
as a linear combination of {exp⋄n(In(1C)), C ⊂ A} as follows:
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Proposition 2.13. For all n ∈ N, B ⊂ {1, . . . , n},
n−|B|/2ΞnB =
∑
C⊂B
(−1)|B|−|C| exp⋄n(In(1C)). (2.37)
Proof. We prove it by induction on |B|. For B = ∅ both sides are equal to one and for B = {i}
we obtain the formula by exp⋄n(In(1{i})) = 1 + 1√nξ
n
i . Suppose (2.37) is already proved for all
|B| ≤ k, 1 ≤ k < n. Then, for |B| = k + 1, by (2.36) and the induction hypothesis, we have
n−|B|/2ΞnB = exp
⋄n(In(1B))−
∑
A$B
n−|A|/2ΞnA
= exp⋄n(In(1B))−
∑
A$B
(∑
C⊂A
(−1)|A|−|C| exp⋄n(In(1C))
)
= exp⋄n(In(1B)) +
∑
C$B
 ∑
C⊂A$B
(−1)|A|−|C|+1
 exp⋄n(In(1C)).
For a fixed pair C $ B, we notice
∑
C⊂A$B
(−1)|A|−|C|+1 = (−1)
|B|−|C|−1∑
k=0
(−1)k
( |B| − |C|
k
)
= (−1)
(
(1− 1)|B|−|C| − (−1)|B|−|C|
)
= (−1)|B|−|C|.
Thus the assertion follows.
Remark 2.14. An alternative short proof for (2.37) is the application of the Mo¨bius inversion
formula on (2.37) (cf. Andrews (1976, Theorem 13.5) or the recently appeared monograph by
Peccati and Taqqu (2011, Proposition 2.6.3)).
The properties of the discrete S-transform are collected simultaneously in the following:
Proposition 2.15. For every Xn ∈ L2(Ωn,Fn, Pn), (SnXn)(·) is a continuous function on Rn.
It holds true that (SnXn)(·) = 0 on Rn implies Xn ≡ 0. Thus the discrete S-transform is an
injective linear map from the space L2(Ωn,Fn, Pn) into the space of functions on Rn.
Proof. The convergence hnm → hn in the (euclidean) norm on Rn implies exp⋄n(In(hnm)) →
exp⋄n(In(hn)) in L2(Ωn,Fn, Pn). Thus we obtain the continuity of the discrete S-transform on
Rn. By Proposition 2.13 and linearity we obtain from (SnXn)(·) = 0 on Rn that E[XnΞnA] = 0
for all A ⊂ {1, . . . , n}. Suppose we have the Walsh decomposition Xn = ∑
A⊂{1,...,n}
XnAΞ
n
A. Then
we obtain XnA = E[X
nΞnA] = 0 for all A ⊂ {1, . . . , n} and therefore Xn ≡ 0. Analogously
to (2.26) the Cauchy-Schwarz inequality yields the continuity of the discrete S-transform on
L2(Ωn,Fn, Pn).
Example 2.16. By (2.14), for Xn = exp⋄n(In(fn)) ∈ L2(Ωn,Fn, Pn), we have
(Sn exp⋄n(In(fn)))(hn) = E[exp⋄n(In(fn)) exp⋄n(In(hn))] =
n∏
i=1
(
1 +
1
n
fni h
n
i
)
. (2.38)
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Furthermore we obtain for w ∈ R and a discrete Wiener integral In(fn),
d
dw
exp⋄n(wIn(fn))
∣∣∣∣
w=0
=
d
dw
n∏
i=1
(
1 + w
1√
n
fni ξ
n
i
)∣∣∣∣∣
w=0
=
n∑
i=1
1√
n
fni ξ
n
i
n∏
j=1,j 6=i
(
1 + w
1√
n
fni ξ
n
i
)∣∣∣∣∣∣
w=0
=
n∑
i=1
1√
n
fni ξ
n
i = I
n(fn). (2.39)
We obtain analogously
d
dw
n∏
i=1
(
1 + w
1
n
fni hi
)∣∣∣∣∣
w=0
=
n∑
i=1
1
n
fni hi,
and, by (2.14),
(Sn In(fn))(hn) = E
[
d
dw
exp⋄n(wIn(fn))
∣∣∣∣
w=0
exp⋄n(In(hn))
]
=
n∑
i=1
1
n
fni h
n
i = E[I
n(fn)In(hn)]. (2.40)
2.4 Wick product
In this section we give an introduction to the Wick product in a Brownian motion setting and
a discrete analogue based on the binary random walk approximation of Brownian motion in
Section 1.1.
Starting from a formal analogy in terms of the chaos decomposition, Holden et al. (1992a,b)
introduced the notion of the discrete Wick product. Our approach for motivating the discrete
Wick product is different from the one usually provided in the literature. Instead of utilizing the
analogies in terms of the chaos decomposition as in Holden et al. (1992a,b), Gzyl (2006), our
starting point for the introduction of the continuous and discrete Wick product is a functional
equation for Wick exponentials. The defining property of the continuous Wick product is then
given by the equality of the Wick product of two Wick exponentials and the Wick exponential
of the sum of the exponents. We will see that it coincides to the defining property of the discrete
Wick product in the discrete case. As in the previous sections, the introduction of the discrete
Wick product is not purely done by a formal analogy to its continuous counterpart, but we also
provide weak convergence results for these objects. This will be the content of Chapter 3. We
emphasize that, despite the technical difficulties, the Wick product is implicitly contained in the
Skorokhod integral which will be sketched in Section 2.5.
2.4.1 Continuous Wick product
With the Wick exponential and S-transform at our disposal, we can motivate the introduction
of the Wick product. The Wick product is often defined in terms of the chaos decomposition of
(generalized) random variables, see e.g. Holden et al. (2010). Here we take a functional identity
for Wick exponentials as starting point (cf. also Duncan et al. (2000)), which then leads to the
S-transform characterization of the Wick product which was already noted in Meyer and Yan
(1989) and examined in detail in Janson (2006), Kuo (1996).
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Suppose I(f) and I(g) are two Wiener integrals. Multiplying the corresponding Wick expo-
nentials, one easily obtains
exp⋄(I(f)) · exp⋄(I(g)) = exp
(∫ 1
0
f(s)g(s)ds
)
· exp⋄(I(f + g)). (2.41)
Hence, if the Wiener integrals I(f) and I(g) are correlated, the product of their renormalized
exponentials is itself not renormalized. In order to enforce the renormalization, the defining
functional equation for the (continuous) Wick product is
exp⋄(I(f)) ⋄ exp⋄(I(g)) = exp⋄(I(f + g)). (2.42)
We first have to examine if (2.42) can be used as a starting point to extend the (continuous)
Wick product to a bilinear operator on a sufficiently large domain D ⊂ L2(Ω,F , P )×L2(Ω,F , P ).
We will see that it extends even to a closed operator on a dense subset of L2(Ω,F , P ) ×
L2(Ω,F , P ). To this end we denote X = exp⋄(I(f)) and Y = exp⋄(I(g)). By (2.9), (2.41)
and the renormalization property of the Wick exponential, we get for every h ∈ L2([0, 1])
E[(X ⋄ Y ) exp⋄(I(h))] = E[exp⋄(I(f + g)) exp⋄(I(h))]
= exp
(∫ 1
0
(f(s) + g(s))h(s)ds
)
= exp
(∫ 1
0
f(s)h(s)ds
)
exp
(∫ 1
0
g(s)h(s)ds
)
= E[(X exp⋄(I(h))] ·E[Y exp⋄(I(h))].
This is in fact the following equality for the S-transforms,
(S(X ⋄ Y ))(h) = (SX)(h)(SY )(h). (2.43)
One can use this property to extend the Wick product beyond Wick exponentials as stated
in the following proposition.
Proposition 2.17. Define the Wick product by
D :={(X,Y ) ∈ L2(Ω)× L2(Ω) :
∃ZX,Y ∈ L2(Ω) ∀h ∈ L2(R) (SZX,Y )(h) = (SX)(h)(SY )(h)}
⋄ : D → L2(Ω), (X,Y ) 7→ ZX,Y .
Then, D is a dense subset of L2(Ω) × L2(Ω), the Wick product ⋄ is well-defined (i.e ZX,Y is
uniquely determined), and the following properties hold true:
(a) For every f, g ∈ L2([0, 1]), (exp⋄(I(f)), exp⋄(I(g)) ∈ D and (2.42) are valid.
(b) The Wick product is bilinear.
(c) The Wick product is closed, i.e. if (Xk, Yk)k∈N ⊂ D, (Xk, Yk)→(X,Y ) in L2(Ω)× L2(Ω)
and Xk ⋄ Yk → Z in L2(Ω), then (X,Y ) ∈ D and X ⋄ Y = Z.
Proof. By the injectivity of the S-transform in Proposition 2.8, we obtain that the postulated
Wick product is well-defined and the further properties follow easily by Proposition 2.8 as
well.
This definition of the Wick product just rephrases the S-transform characterization of the
Wick product in the present L2-setting, compare e.g. Definition 16.25 in Janson (2006) or
Definition 8.11 in Kuo (1996).
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Example 2.18. Here we compute the Wick product of two Wiener integrals. For f, g ∈
L2([0, 1]), by (2.31) and (2.41), we observe that
S(I(f)I(g))(η) = E [I(f)I(g) exp⋄(I(η))]
= E
[
d
dw
exp⋄(I(wf))
∣∣∣∣
w=0
d
dz
exp⋄(I(zg))
∣∣∣∣
z=0
exp⋄(I(η))
]
=
d
dw
d
dz
E
ewz 1∫0 f(s)g(s)ds
 exp⋄(wI(f) + zI(g)) exp⋄(I(η))
∣∣∣∣∣∣
w=0,z=0
=
d
dw
d
dz
ewz 1∫0 f(s)g(s)dsew 1∫0 f(s)η(s)ds+z 1∫0 g(s)η(s)ds
∣∣∣∣∣∣
w=0,z=0
=
1∫
0
f(s)g(s)ds+
 1∫
0
f(s)η(s)ds
 1∫
0
g(s)η(s)ds

= E[I(f)I(g)] +E[I(f)I(η)]E[I(g)I(η)].
Thus, by (2.34), we obtain
I(f) ⋄ I(g) = I(f)I(g) −E[I(f)I(g)].
By a similar computation using (2.34), we obtain for the Wick product of three Wiener integrals
I(f) ⋄ I(g) ⋄ I(h) = I(f)I(g)I(h) −E[I(f)I(g)]I(h) −E[I(f)I(h)]I(g) −E[I(g)I(h)]I(f).
Remark 2.19. The Wick product of Wiener integrals coincides with the ordinary product if
the Wiener integrals are uncorrelated, hence if the Wiener integrals are independent. The same
assertion holds true for the Wick exponentials of Wiener integrals. In general the independence
of the random variables X and Y is not sufficient for X ⋄ Y = X · Y , cf. Holden et al. (2010,
Example 2.4.9).
Several sufficient conditions for a pair (X,Y ) to belong to D can be found in Hu and Yan
(2009). We emphasize that D is a true subset of L2(Ω)×L2(Ω). For instance, the Wick product
of B1 and sgn(B1) does not exist in L
2(Ω). The Wick product can be further extended to
a continuous bilinear operator acting on the space of Hida distributions (generalized random
variables), see e.g. the monographs of Kuo (1996) and Holden et al. (2010).
In the following we generalize the representation of the Wick product of Wiener integrals in
Example 2.18 and illustrate the connection to Hermite polynomials (2.28). For these reasons we
consider a generalization of the Hermite polynomials to different variables.
We define for the symmetric constants σi,j = σj,i ∈ R+, i, j ∈ N, the following polynomials:
h1(x1) := x1, (2.44)
h2σ1,2(x1, x2) := x1x2 − σ1,2, (2.45)
and recursively
hn+1{σi,j ,1≤i<j≤n+1}(x1, . . . , xn+1) := xn+1h
n
{σi,j ,1≤i<j≤n}(x1, . . . , xn)
−
n∑
l=1
σl,n+1h
n−1
{σi,j ,1≤i<j≤n,l/∈{i,j}}(x1, . . . , xl−1, xl+1, . . . , xn).
(2.46)
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Thus we have, in particular,
h3σ1,2,σ1,3,σ2,3(x1, x2, x3) = x1x2x3 − (x1σ2,3 + x2σ1,3 + x3σ1,2) . (2.47)
For completeness we define h0 := 1. Observe that for constant σi,j = σ
2 and xi = x for all i, j,
we obtain the ordinary Hermite polynomials with parameter σ2. Therefore the polynomials
hn{σi,j ,1≤i<j≤n}(x1, . . . , xn)
are called generalized Hermite polynomials of order n with parameters {σi,j, 1 ≤ i < j ≤ n}.
(This is a reformulation of the products of Hermite polynomials in Holden et al. (2010)).
In the following Proposition we collect some properties of these polynomials.
Proposition 2.20. The generalized Hermite polynomials fulfill the following properties:
(i) For all n ≥ 2,
hn{σi,j ,1≤i<j≤n}(x1, . . . , xn) =
∂n
∂t1 · · · ∂tn exp
 n∑
i=1
tixi −
∑
1≤j<k≤n
σj,ktjtk
∣∣∣∣∣∣
t1=...tn=0
.
(2.48)
(ii) The generalized Hermite polynomials are symmetric if the constants σi,j are interchanged in
according terms. This means, if we interchange xi ↔ xj , then the interchange σi,m ↔ σj,m
for all m holds true.
(iii) The derivative recursion formula
∂
∂xl
hn{σi,j ,1≤i<j≤n}(x1, . . . , xn) = h
n−1
{σi,j ,1≤i<j≤n,l/∈{i,j}}(x1, . . . , xl−1, xl+1, . . . , xn) (2.49)
for all n ≥ 1, l = 1, . . . , n.
Proof. (i) We show the statement by induction. A simple computation yields that the formula
(2.48) is true for n = 2. Suppose (2.48) is already proved for all integers in {2, . . . , n−1}, n ≥ 3.
We observe that for all l ≤ n,
∂
∂tl
tl exp
tlxl − tl ∑
1≤j<k≤n
l∈{j,k}
σj,kt{j,k}\{l}

∣∣∣∣∣∣∣∣
tl=0
=
1 + tl
xl − ∑
1≤j<k≤n
l∈{j,k}
σj,kt{j,k}\{l}

 exp
tlxl − tl ∑
1≤j<k≤n
l∈{j,k}
σj,kt{j,k}\{l}

∣∣∣∣∣∣∣∣
tl=0
= 1,
and therefore,
∂n
∂t1 · · · ∂tn tl exp
 n∑
i=1
tixi −
∑
1≤j<k≤n
σj,ktjtk
∣∣∣∣∣∣
t1=...tn=0
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=
∂n−1
∂t1 · · · ∂tl−1∂tl+1 · · · ∂tn

 ∂∂tl tl exp
tlxl − tl ∑
1≤j<k≤n
l∈{j,k}
σj,kt{j,k}\{l}

∣∣∣∣∣∣∣∣
tl=0

exp
 n∑
i=1,i 6=l
tixi −
∑
1≤j<k≤n
l/∈{j,k}
σj,ktjtk

∣∣∣∣∣∣∣∣
t1=...=tl−1=tl+1=...=tn=0
=
∂n−1
∂t1 · · · ∂tl−1∂tl+1 · · · ∂tn exp
 n∑
i=1,i 6=l
tixi −
∑
1≤j<k≤n
l/∈{j,k}
σj,ktjtk

∣∣∣∣∣∣∣∣
t1=...=tl−1=tl+1=...=tn=0
.
(2.50)
Hence, by the induction hypothesis, (2.50) and the Hermite recursion formula (2.46), we conclude
∂n
∂t1 · · · ∂tn exp
 n∑
i=1
tixi −
∑
1≤j<k≤n
σj,ktjtk
∣∣∣∣∣∣
t1=...tn=0
=
∂n−1
∂t1 · · · ∂tn−1
 ∂
∂tn
exp
tnxn − tn n−1∑
j=1
σj,ntj
∣∣∣∣∣∣
tn=0
 e
(
n−1∑
i=1
tixi−
∑
1≤j<k≤n−1
σj,ktjtk
)∣∣∣∣∣∣∣
t1=...tn−1=0
=
∂n−1
∂t1 · · · ∂tn−1
xn − n−1∑
j=1
σj,ntj
 exp
n−1∑
i=1
tixi −
∑
1≤j<k≤n−1
σj,ktjtk
∣∣∣∣∣∣
t1=...tn−1=0
= xnh
n−1
{1≤j<k≤n−1}(x1, . . . , xn−1)
−
n−1∑
l=1
σl,n
∂n−1
∂t1 · · · ∂tn−1 tl exp
 n∑
j=1
tjxj −
∑
1≤j<k≤n
σj,ktjtk
∣∣∣∣∣∣
t1=...tn−1=0
= xnh
n−1
{1≤j<k≤n−1}(x1, . . . , xn−1)−
n−1∑
l=1
σl,nh
n−2
{σj,k ,j<k∈{1,...,n−1}\{l}}(x1, . . . , xl−1, xl+1, . . . , xn−1)
= hn{σi,j ,1≤i<j≤n}(x1, . . . , xn).
(ii) This follows immediately by the representation in (i).
(iii) Due to (i), we have
∂
∂xl
hn{σi,j ,1≤i<j≤n}(x1, . . . , xn)
=
∂n
∂t1 · · · ∂tn
∂
∂xl
exp (tlxl) exp
 n∑
i=1,i 6=l
tixi −
∑
1≤j<k≤n
σj,ktjtk
∣∣∣∣∣∣
t1=...tn=0
=
∂n
∂t1 · · · ∂tn tl exp
 n∑
i=1
tixi −
∑
1≤j<k≤n
σj,ktjtk
∣∣∣∣∣∣
t1=...tn=0
.
Hence, by (2.50) and (i), the assertion follows.
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We obtain the following result:
Lemma 2.21. (i) For all k ∈ N and f1, . . . , fk ∈ L2([0, 1]) it is
I(f1) ⋄ . . . ⋄ I(fk) = hk{〈fi,fj〉,1≤i<j≤k} (I(f1), . . . , I(fk)) , (2.51)
where I(fi) are standard Wiener integrals and 〈·, ·〉 denotes the inner product in L2([0, 1]).
(ii) For all n,m ∈ N,
E [(I(f1) ⋄ · · · I(fn)) (I(g1) ⋄ · · · I(gm))] = δn,m
∑
σ∈Sn
n∏
i=1
E[I(fi)I(gσ(i))], (2.52)
where Sn denotes the group of permutations on {1, . . . , n}.
Proof. (i) We prove it by induction on k. By Example 2.18 the assertion is proved for k ≤ 2.
Continuing Example 2.18 we observe by (2.31) and (2.41) for all k ∈ N,
(S I(f1) · · · I(fk))(η)
= E
[
d
dw1
· · · d
dwk
exp⋄(I(w1f1)) · · · exp⋄(I(wkfk)) exp⋄(I(η))
]∣∣∣∣
w1=0,...,wk=0
=
d
dw1
· · · d
dwk
exp
 k∑
i=1
wi〈fi, η〉+
∑
1≤i<j≤k
wiwj〈fi, fj〉
∣∣∣∣∣∣
w1=0,...,wk=0
.
Hence, analogously to (2.50), we get
d
dw1
· · · d
dwk
exp
 k∑
i=1
wi〈fi, η〉 +
∑
1≤i<j≤k
wiwj〈fi, fj〉
∣∣∣∣∣∣
w1=0,...,wk=0
=
d
dw1
· · · d
dwk−1
 d
dwk
exp
 k∑
i=1
wi〈fi, η〉 +
∑
1≤i<j≤k
wiwj〈fi, fj〉
∣∣∣∣∣∣
wk=0
∣∣∣∣∣∣
w1=0,...,wk−1=0
=
d
dw1
· · · d
dwk−1
(
〈fk, η〉+
k−1∑
l=1
wl〈fl, fk〉
)ek−1∑i=1 wi〈fi,η〉+ ∑1≤i<j≤k−1wiwj〈fi,fj〉
∣∣∣∣∣∣
w1=0,...,wk−1=0
= 〈fk, η〉 d
dw1
· · · d
dwk−1
ek−1∑i=1 wi〈fi,η〉+ ∑1≤i<j≤k−1wiwj〈fi,fj〉
∣∣∣∣∣∣
w1=0,...,wk−1=0
+
k−1∑
l=1
〈fl, fk〉 d
dw1
· · · d
dwl−1
d
dwl+1
d
dwk−1
e
k−1∑
i=1,i6=l
wi〈fi,η〉+
∑
1≤i<j≤k−1
l /∈{i,j}
wiwj〈fi,fj〉

∣∣∣∣∣∣∣∣∣
w1=0,...,wk−1=0
.
Hence, we conclude
(S I(f1) · · · I(fk))(η)
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= (S I(fk))(η)(S I(f1) · · · I(fk−1))(η) +
k−1∑
l=1
〈fl, fk〉(S I(f1) · · · I(fl−1)I(fl+1) · · · I(fk))(η).
The linearity of the S-transform yields
(I(f1) · · · I(fk−1)) ⋄ I(fk)
= (I(f1) · · · I(fk−1))I(fk)−
k−1∑
i=1
〈fi, fk〉(I(f1) · · · I(fi−1)I(fi+1) · · · I(fk−1)). (2.53)
If the function G(I(f1), . . . , I(fk−1)) = I(f1) · · · I(fk−1) is a product of monomials, we can
rewrite (2.53) as
G(I(f1), . . . , I(fk−1)) ⋄ I(fk)
= G(I(f1), . . . , I(fk−1))I(fk)−
k−1∑
i=1
〈fi, fk〉 d
dxi
G(I(f1), . . . , I(fk−1)), (2.54)
where xi is the i-th variable of G(x1, . . . , xk−1). By linearity, (2.54) holds true for all polynomials
of degree smaller or equal k− 1. Suppose (2.51) is already proved for some k ≥ 2. By induction
hypothesis, the derivative rule (2.49) and the recursion formula (2.46), we obtain
I(f1) ⋄ . . . ⋄ I(fk) ⋄ I(fk+1) = hk{〈fi,fj〉,1≤i<j≤k} (I(f1), . . . , I(fk)) ⋄ I(fk+1)
= hk{〈fi,fj〉,1≤i<j≤k} (I(f1), . . . , I(fk)) · I(fk+1)
−
k∑
i=1
〈fi, fk+1〉 d
dxi
hk{〈fi,fj〉,1≤i<j≤k} (I(f1), . . . , I(fk))
= hk+1{〈fi,fj〉,1≤i<j≤k+1} (I(f1), . . . , I(fk+1)) .
(ii) The proof is based on a natural extension of the argument in Proposition 2.10 (cf.
Nualart (2006, Lemma 1.1.1)). For all t1, . . . , tn, t
′
1, . . . , t
′
m ∈ R,
n∑
i=1
tiI(fi) +
m∑
j=1
t′jI(gj)
is a Gaussian random variable. Hence
E
exp
 n∑
i=1
tiI(fi) +
m∑
j=1
t′jI(gj)− 1/2E[(
n∑
i=1
tiI(fi) +
m∑
j=1
t′jI(gj))
2]
 = 1.
Moreover we obtain
E[(
n∑
i=1
tiI(fi) +
m∑
j=1
t′jI(gj))
2] = E[(
n∑
i=1
tiI(fi))
2] +E[(
m∑
j=1
t′jI(gj))
2] + 2
n∑
i=1
m∑
j=1
tit
′
j〈fi, gj〉.
Thus we get
E
e
(
n∑
i=1
tiI(fi)−1/2E[(
n∑
i=1
tiI(fi))
2]
)
e
(
n∑
j=1
t′jI(gj)−1/2E[(
m∑
j=1
t′jI(gj))
2]
) = exp
 n∑
i=1
m∑
j=1
tit
′
j〈fi, gj〉
 .
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Since both sides are C∞ on (t1, . . . , tn, t′1, . . . , t′m) ∈ Rn+m, we obtain
∂n
∂t1 · · · ∂tn
∂n
∂t′1 · · · ∂t′m
E
e
(
n∑
i=1
tiI(fi)−1/2E[(
n∑
i=1
tiI(fi))
2]
)
e
(
n∑
j=1
t′jI(gj)−1/2E[(
m∑
j=1
t′jI(gj))
2]
)
∣∣∣∣∣∣∣t1=...=tn=0
t′1=...=t
′
n=0
=
∂n
∂t1 · · · ∂tn
∂n
∂t′1 · · · ∂t′m
exp
 n∑
i=1
m∑
j=1
tit
′
j〈fi, gj〉
∣∣∣∣∣∣t1=...=tn=0
t′1=...=t
′
n=0
.
Hence, by Proposition 2.20 (i), we conclude the assertion.
This yields the representation of Wick powers of Wiener integrals in terms of Hermite poly-
nomials and by (2.30),
Example 2.22. For every k ∈ N and I(f) ∈ L2(Ω,F , P ),
I(f)⋄k = hk
E[I(f)2](I(f)),
and it is
exp⋄(I(f)) =
∞∑
k=0
1
k!
I(f)⋄k. (2.55)
This representation justifies the term Wick exponential. In particular, according to Proposition
2.10, for all I(f), I(g) ∈ L2(Ω,F , P ) and N,M ∈ N,
E
[
I(f)⋄N I(g)⋄M
]
= δN,MN !E[I(f)I(g)]
N .
Concerning the Wiener chaos expansion (cf. the introduction in Section 6.1.3), we obtain
furthermore:
Corollary 2.23. Suppose H is a Gaussian Hilbert space with the orthonormal basis {hi, i ∈ I}.
Then the set 
(∏
i∈I
αi!
)−1/2∏
i∈I
h⋄αii , α ∈ NI ,
∑
i∈I
|αi| <∞
 , (2.56)
is an orthonormal basis of L2(Ω,F , P ).
Remark 2.24. (i) For two random variables X and Y in L2(Ω,F , P ) with the chaos expansions
X =
∑
α multi-index
aα
(∏
i∈I
αi!
)−1/2∏
i∈I
h⋄αii , Y =
∑
β multi-index
bβ
(∏
i∈I
βi!
)−1/2∏
i∈I
h⋄βii ,
aα, bα ∈ R we obtain
X ⋄ Y =
∑
α,β multi-index
aαbβ
(∏
i∈I
αi!
)−1/2(∏
i∈I
βi!
)−1/2∏
i∈I
h
⋄(αi+βi)
i .
This, reformulated for the chaos expansion in terms of Hermite polynomials (cf. Section 6.1.3),
is performed more frequently as the definition of the Wick product. This definition illustrates
56 CHAPTER 2. WICK CALCULUS
that the Wick product behaves like a convolution in the ω-variable. We refer to the standard
literature on stochastic partial differential equations or white noise distribution theory as Holden
et al. (2010), Kuo (1996).
(ii) We notice by (i) that the calculation of a realization of a Wick product (X ⋄ Y )(ω) requires
information of many other realisations of X and Y . Moreover, the Wick product is not a local
operator, i.e. (X ⋄ Y ) cannot be calculated along a Brownian path using only sample paths in a
small neighborhood. For a specific counterexample we refer to Janson (2006, Example 16.37).
(iii) The random vectors (B1/2, sgn(B1−B1/2)) and (B1/2, sgn(B1/2)) have the same distribution.
It is easily seen from the definition of the continuous Wick product in terms of (i) that
B1/2 ⋄ sgn(B1 −B1/2) = B1/2 · sgn(B1 −B1/2).
But, B1/2 ⋄ sgn(B1/2) does not even exist in L2(Ω).
2.4.2 Discrete Wick product
Analogously to (2.42) we wish to introduce for two, possibly correlated, discrete Wiener integrals
In(fn), In(gn) a discrete Wick product of the corresponding discrete Wick exponentials via the
property
exp⋄n(In(fn)) ⋄n exp⋄n(In(gn)) = exp⋄n(In(fn + gn)). (2.57)
It is easy to construct a basis of L2(Ωn,Fn, Pn) consisting of 2n discrete Wick exponentials (cf.
Proposition 2.13). Since there are infinitely many discrete Wick exponentials, we have to check
that the bilinear extension of (2.42) on L2(Ωn,Fn, Pn)× L2(Ωn,Fn, Pn) is well-defined.
The next lemma clarifies how a discrete Wick product in the sense of (2.57) acts on the
canonical basis {ΞnA, A ⊂ {1, . . . , n}}.
Lemma 2.25. Suppose there is an operator
⋄n : L2(Ωn,Fn, Pn)× L2(Ωn,Fn, Pn)→ L2(Ωn,Fn, Pn)
such that (L2(Ωn,Fn, Pn),+, ⋄n) is a commutative ring and (2.57) is valid. Then, for every
A,B ⊂ {1, . . . , n}, ∏
i∈A
ξni ⋄n
∏
i∈B
ξni :=
{ ∏
i∈A∪B
ξni if A ∩B = ∅
0 otherwise
. (2.58)
Proof. We first note for disjoint sets A,B ⊂ {1, . . . , n},
exp⋄n(In(1A)) ⋄n exp⋄n(In(1B)) = exp⋄n(In(1A)) · exp⋄n(In(1B))
by (2.57). Combining this with the representation of ΞnA as a linear combination of {exp⋄n(In(1C)),
C ⊂ A} in Proposition 2.13, one immediately gets (2.58) when A and B are disjoint. We now
suppose that j ∈ A ∩B 6= ∅. Then,
ΞnA = Ξ
n
A\{j} exp
⋄n(In(1{j}))− ΞnA\{j} = ΞnA\{j} ⋄n exp⋄n(In(1{j}))− ΞnA\{j}
= ΞnA\{j} ⋄n ξnj
as A \ {j} and {j} are disjoint. Hence,
ΞnA ⋄n ΞnB = (ΞnA\{j} ⋄n ΞnB\{j}) ⋄n (ξnj ⋄n ξnj ) = 0,
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because, due to (2.57) and the definition of the discrete Wick exponential,
ξnj ⋄n ξnj = exp⋄n(In(1{j})) ⋄n exp⋄n(In(1{j}))− 2ξnj − 1 = exp⋄n(In(2 · 1{j}))− 2ξnj − 1 = 0.
The previous lemma motivates to define the discrete Wick product of two random variables
X,Y ∈ L2(Ωn,Fn, Pn) in terms of their Walsh decompositions,
X =
∑
A⊂{1,...,n}
XnAΞ
n
A, Y =
∑
B⊂{1,...,n}
Y nBΞ
n
B ,
as
X ⋄n Y =
∑
C⊂{1,...,n}
 ∑
A∪B=C
A∩B=∅
XnAY
n
B
ΞnC . (2.59)
This definition was first suggested and motivated by some analogies in terms of the chaos
decomposition in Holden et al. (1992a,b) (cf. Remark 2.24 (i)). Note that relation (2.58),
which is the core of the definition of the discrete Wick product, may roughly be interpreted as
follows: The discrete Wick product kills all terms which include the interaction of one of the
noise sources ξnj with itself.
It remains to verify that the discrete Wick product indeed satisfies (2.57), which was the
starting point of the motivation for the discrete Wick product in analogy to the continuous case.
Lemma 2.26. Equation (2.57) is valid for the discrete Wick product defined in (2.59).
Proof. Given two discrete Wiener integrals In(fn) and In(gn), by (2.35), we obtain
exp⋄n(In(fn)) ⋄n exp⋄n(In(gn))
=
 ∑
B⊂{1,...,n}
n−|B|/2fnBΞ
n
B
 ⋄n
 ∑
C⊂{1,...,n}
n−|C|/2gnCΞ
n
C

=
∑
A⊂{1,...,n}
n−|A|/2

∑
B⊂{1,...,n}
C⊂{1,...,n}
A=B∪C,B∩C=∅
fnBg
n
C
ΞnA.
We have to show that the right-hand side coincides with theWalsh decomposition of exp⋄n(In(fn+
gn), which, due to (2.35), is given by∑
A⊂{1,...,n}
n−|A|/2
∏
i∈A
(fni + g
n
i )Ξ
n
A.
This follows from ∏
i∈A
(fni + g
n
i ) =
∑
B⊂A
∏
i∈B
fni
∏
i∈A\B
gni =
∑
B⊂{1,...,n}
C⊂{1,...,n}
A=B∪C,B∩C=∅
fnBg
n
C .
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Example 2.27. Suppose fn, gn ∈ Rn. Then
In(fn) ⋄n In(gn) = 1
n
n∑
i,j=1,i 6=j
fni g
n
j Ξ
n
{i,j} = I
n(fn)In(gn)− 1
n
n∑
i=1
fni g
n
j
= In(fn)In(gn)−E[In(fn)In(gn)].
Observe the analogy to Example 2.18. Furthermore we obtain the Walsh decomposition
In(fn)⋄nN = n−N/2
n∑
i1,...,iN=1
pairwise different
fni1 · · · fniNΞni1,...,iN = N !n−N/2
∑
A⊂{1,...,n}
|A|=N
fnAΞ
n
A. (2.60)
Hence, for different discrete Wick powers (N,M ∈ N), we obtain
E
[
In(fn)⋄nN In(gn)⋄nM
]
= δN,M (N !)
2n−N
∑
A⊂{1,...,n}
|A|=N
fnAg
n
A
= 1{N,M≤n}δN,MN !E[In(fn)In(gn)]N , (2.61)
which is the discrete counterpart of the continuous formula in Example 2.22. Hence, analogously
to (2.55) and due to (2.35) and (2.60), we obtain the Wick power series representation
exp⋄n(In(fn)) =
∑
A⊂{1,...,n}
n−|A|/2fnAΞ
n
A =
n∑
k=0
1
k!
In(fn)⋄nk. (2.62)
We conclude a nice family of recursion formulas for the Wick powers of the underlying random
walk as
Proposition 2.28. For all n, k ∈ N,
(Bn(l+1)/n)
⋄nk = (Bnl/n)
⋄nk+k(Bnl/n)
⋄n(k−1) ⋄n
(
Bn(l+1)/n −Bnl/n
)
, (B0)
⋄nk = 1{k=0}, l = 1, . . . , n,
(2.63)
Proof. The assertion follows by induction. For n = 0 or k = 0 formula (2.63) is clear. Suppose
it is already proved for arbitrary k, n and all q ≤ l for some l ≥ 0. Then, by (2.60), we obtain
(Bn(l+1)/n)
⋄nk = k!n−k/2
∑
A⊂{1,...,l+1}
|A|=k
ΞnA
= k!n−k/2
∑
A⊂{1,...,l}
|A|=k
ΞnA + k(k − 1)!n−(k−1)/2
∑
A⊂{1,...,l+1}
|A|=k,l+1∈A
ΞnA\{l+1}n
−1/2ξnl+1
= (Bnl/n)
⋄nk + k(Bnl/n)
⋄n(k−1) ⋄n
(
Bn(l+1)/n −Bnl/n
)
.
Similarly to the representation of continuous Wick powers of Wiener integrals as derivatives
of Wick exponentials in Lemma 2.21, we have
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Proposition 2.29. Suppose fn ∈ Rn. Then, for all k ≤ n,
∂k
∂pk
exp⋄n(pIn(fn))|p=0 = (In(fn))⋄nk.
Proof. We have that
∂k
∂pk
exp⋄n(pIn(fn))|p=0 =
∂k
∂pk
 ∑
A⊂{1,...,n}
n−|A|/2p|A|fnAΞ
n
A
∣∣∣∣∣∣
p=0
= k!
∑
A⊂{1,...,n},|A|=k
n−|A|/2fnAΞ
n
A = (I
n(fn))⋄nk.
Remark 2.30. Suppose fn, gn, hn ∈ Rn. We already observed in Example 2.16 that
(SnIn(fn))(hn) = 1n
n∑
i=1
fni h
n
i . Since I
n(fn) ⋄n In(gn) = 1n
n∑
i,j=1,i 6=j
fni g
n
j Ξ
n
{i,j}, we obtain
(SnIn(fn))(hn)(SnIn(fn))(hn) = (SnIn(fn) ⋄n In(gn))(hn) + n−2
n∑
i=1
fni g
n
i (h
n
i )
2
Thus the discrete Wick product does not fulfill the discrete counterpart of the S-transform char-
acterization as in the continuous case in Proposition 2.17. Nevertheless we observe that under
the conditions of weak convergence of the Wiener integrals
(In(fn), In(gn), In(hn))
d→ (I(f), I(g), I(h))
as n tends to infinity and due to Theorem 1.4, we clearly have that
(SnIn(fn))(hn)(SnIn(fn))(hn)− (SnIn(fn) ⋄n In(gn))(hn)→ 0.
We will examine this connection of S-transform and weak convergence more detailed in Chapter
6.
Remark 2.31. (i) We notice by the former remark, that the discrete Wick product is not a
pathwise definition.
(ii) The distribution X ⋄n Y is not determined by the joint distribution of (X,Y ), as illustrated
by a simple example from Holden et al. (1992b): For n ≥ 2, the random vectors (ξn1 , ξn2 ) and
(ξn1 , ξ
n
1 ξ
n
2 ) have the same distribution, but the discrete Wick products fulfill
ξn1 ⋄n ξn2 = ξn1 ξn2 , ξn1 ⋄n (ξn1 ξn2 ) = 0.
(iii) By (ii) and Remark 2.24 (iii), it is immediate that weak convergence of (Xn, Y n) to (X,Y )
cannot generally imply weak convergence of Xn ⋄n Yn to X ⋄ Y . In Chapter 6 we will consider
sufficient conditions for such convergences.
(iv) Among the analogies between the continuous and discrete Wick product we notice by (ii)
that the discrete Wick product has zero divisors whereas the continuous Wick product is free of
zero divisors even on a larger space that L2(Ω) (cf. Hasebe et al. (2008)).
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2.5 Stochastic integrals beyond Itoˆ calculus
As already observed above, the Wick calculus is naturally connected to Itoˆ calculus. W refer to
Holden et al. (2010, Chapter 2) for an extensive introduction to Wick calculus in white noise
theory. The extension of the Itoˆ integral to nonadapted integrands is the Skorokhod integral:
Suppose (Xt)t∈[0,1] is a (possibly nonadapted) square integrable process on (Ω,F , P ) and Y ∈
L2(Ω,F , P ) such that
(SY )(h) =
1∫
0
(SXs)(h)h(s)ds, ∀h ∈ L2([0, 1]),
then we define
1∫
0
XsdBs = Y
as the Skorokhod integral of (Xt)t∈[0,1] with respect to the Brownian motion (Bt)t∈[0,1]. For more
information on the Skorokhod integral we refer to Janson (2006), subsection 16.4 on stochastic
integration and S-transform, especially to Theorems 16.45 - 16.50.
The fractional Wick-Itoˆ integral
The fractional Wick-Itoˆ integral with respect to a fractional Brownian motion, introduced by
Duncan et al. (2000), is an extension of the Itoˆ integral beyond semimartingales. There are
several approaches to the fractional Wick-Itoˆ integral. One can differ these approaches in the
following way. They are via white noise theory as in Elliott and van der Hoek (2003) and Hu and
Øksendal (2003), by Malliavin calculus in Alo`s et al. (2011), or by an S-transform approach in
Bender (2003). We omit the technical details on fractional integral and derivative operators and
refer to the introductions in Mishura (2008), Bender (2003) and Jost (2006). Here, for H > 1/2,
we recall
(KHt−f)(u) := cHΓ(H + 1/2)u
1/2−H
(
IH−1/2t− ·H−1/2 f
)
(u), (2.64)
where
(
IH−1/2t− ·H−1/2 f
)
(u) := 1[0,t](u)
1
Γ(H − 1/2)
t∫
u
f(x)xH−1/2(x− u)H− 32dx
is the (right-sided) Riemann-Liouville fractional integral of order H − 1/2 over [0, t] applied on
·H−1/2f (cf. Jost (2006) or Mishura (2008, Section 1.1)). Notice that
(KHt−f)(u) = (K
H
1−f1(0,t))(u),
and
BHt =
t∫
0
(KHt−1(0,t))(u)dBu.
Definition 2.32. Suppose (Xt)t∈[0,1] is a (possibly nonadapted) square integrable process on
(Ω,F , P ) with (
(SXt)(h)(K
H
1−h1(0,t))(t)
)
t∈[0,1] ∈ L1([0, 1]), ∀h ∈ L2H([0, 1])
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and there exists an element Y ∈ L2(Ω,F , P ) such that
(SY )(h) =
1∫
0
(SXt)(h)(K
H
1−h1(0,t))(t)dt, ∀h ∈ L2H([0, 1]).
Then we define the fractional Wick-Itoˆ integral with respect to a fractional Brownian motion as
1∫
0
Xtd
⋄BHt = Y.
For a sufficiently good process (Xs)s∈[0,t], the fractional Wick-Itoˆ integral with respect to
fractional Brownian motion (BHs )[0,t] can be defined by Wick-Riemann sums (cf. Duncan et al.
(2000) or Mishura (2008, Theorem 2.3.10)). Suppose pin = {0 = t0 < t1 < . . . < tn = t} with
max
ti∈pin
|ti − ti−1| → 0 for n→∞, then
t∫
0
Xsd
⋄BHs := limn→∞
∑
ti∈pin
Xti−1 ⋄
(
BHti −BHti−1
)
, (2.65)
if the Wick products and the L2(Ω)-limit exist (independently of the choice of the partitions).
For H < 1/2 there is an analogous introduction of the fractional Wick-Itoˆ integral with op-
erators KHt− based on an derivative operator (cf. Bender (2003) and Jost (2006)).
We note that the fractional Wick-Itoˆ integral has zero mean, which is a crucial property for an
additive noise. For more information on Wick-Itoˆ integral with respect to fractional Brownian
motion we refer to Mishura (2008, Chapter 2).
By the fractional Itoˆ formula (cf. Bender (2003, Theorem 5.3) or Biagini et al. (2008,
Theorem 3.7.2)) we have for all H ∈ (0, 1) the following ordinary derivative rule for Wick
powers
d(BHt )
⋄k = k(BHt )
⋄k−1d⋄BHt , (B
H
0 )
⋄k = 1{k=0}. (2.66)
For the Wick exponential
exp⋄
(
BHt
)
=
∞∑
k=0
1
k!
(
BHt
)⋄k
, (2.67)
we obtain, by summing up the identity (2.66), the fractional Dole´ans-Dade equation,
dSt = Std
⋄BHt , S0 = 1. (2.68)
Discrete Skorokhod integral
In contrast to the continuous case we do not have integrability restrictions for the discrete
(finite) objects. According to the continuous case in (2.65), for every discrete process Xn =
(Xn,l)l=0,...,n,
Xn,l =
∑
A⊂{1,...,n}
Xn,lA Ξ
n
A ∈ L2(Ωn,Fn, Pn), l ∈ {1, . . . , n} (2.69)
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we define the Skorokhod integral with respect to the symmetric random walk Bn as
In(Xn) :=
1√
n
n∑
i=1
(
Xn,i ⋄n ξni
)
=
1√
n
n∑
i=1
∑
A⊂{1,...,n},i/∈A
Xn,iA Ξ
n
A∪{i}
=
1√
n
∑
A⊂{1,...,n},A 6=∅
ΞnA
∑
j∈A
Xn,jA\{j}
 .
For an adapted process Xn this stochastic integral coincides with the discrete Itoˆ integral in
section 1.1. We obtain the following characterization by the discrete S-transform:
Lemma 2.33. Suppose Xn is an arbitrary discrete process as in (2.69). Then we have the
equivalence of the following assertions:
1. Y = In(Xn).
2. (SnY )(hn) = n−1
n∑
i=1
(SnXn,i)(hn1{i}C )hni , ∀ hn ∈ Rn,
where hn1{i}C is the vector hn with a zero at the i-th component.
Proof. We compute that
(SnIn(Xn))(hn) = E [In(Xn) exp⋄n(In(hn))]
= E
 1√
n
∑
A⊂{1,...,n}
ΞnA
∑
j∈A
Xn,jA\{j}
 ∑
B⊂{1,...,n}
n−|B|/2hnBΞ
n
B

=
1√
n
∑
A⊂{1,...,n}
n−|A|/2hnA
∑
j∈A
Xn,jA\{j}
 .
On the other hand we obtain by
(SnXn,i)(hn1{i}C ) =
∑
A⊂{1,...,n}\{i}
Xn,iA h
n
An
−|A|/2,
n−1
n∑
i=1
(SnXn,i)(hn1{i}C )h
n
i = n
−1
n∑
i=1
∑
A⊂{1,...,n}\{i}
Xn,iA h
n
An
−|A|/2hni
=
1√
n
n∑
i=1
∑
A⊂{1,...,n}\{i}
1√
n
n−|A|/2hni h
n
AX
n,i
A
=
1√
n
∑
A⊂{1,...,n}
n−|A|/2hnA
∑
j∈A
Xn,jA\{j}
 .
Since the set of discrete Wick exponentials {exp⋄n(In(hn)), hn ∈ Rn} constitutes a basis of
L2(Ωn,Fn, Pn) (cf. Proposition 2.13), we obtain the asserted equivalence.
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2.6 Notes to Chapter 2
The formulas and technical estimates in Section 2.1 are frequently used, as already seen in the
proofs of Section 2.2. However, while these combinatorial formulas are partially well-known,
we did not succeed to find some references in combinatorics on sums over multiset of pairs and
on conditions with symmetric difference, respectively. We will keep the technical proofs for the
appendix.
The Wick exponential (Section 2.2), as well as the S-transform (Section 2.3), are well-studied
tools in stochastic analysis and white noise theory. We refer to the standard monographs Holden
et al. (2010), Janson (2006) and Kuo (1996). The convergences in Proposition 2.3 and Theorem
2.5 are new in the present generalization and different to the derivation of the weak convergence
in Bender and Parczewski (2010). The weak convergence exp⋄n(BH,n) d→ exp⋄(BH) in Example
2.6 extends Bender and Parczewski (2010, Example 1) to Hurst parameters H < 1/2. In Bender
and Parczewski (2010) we use an alternative approach for the tightness proofs, based on the
following results:
Lemma 2.34 (Bender and Parczewski (2010), Lemma 1). Let (X, 〈·, ·〉) be a real inner product
space and ‖x‖ := 〈x, x〉 the corresponding norm on X. Then for all x, y ∈ X and N ≥ 1,
‖x‖2N + ‖y‖2N − 2 (〈x, y〉)N ≤ 2N+1 (‖x‖+ ‖y‖)2(N−1) ‖x− y‖2 .
This yields:
Lemma 2.35 (Bender and Parczewski (2010), Lemma 2). For all t > s in [0, 1] we have
1
N !
E
[(
(BH,nt )
⋄nN − (BH,ns )⋄nN
)2] ≤ 8N ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H .
Here, the estimates in Section 2.1 are partially simpler and, above all, enable us to proceed
for H < 1/2 as well. The technicalities are mainly due to H < 1/2 as already observed in
Theorem 2.5.
For more details on S-transform we refer to Janson (2006). The introduction of the discrete
S-transform in Subsection 2.3 is inspired by the continuous counterpart, and, to the best of our
knowledge, new.
The origin of the Wick product is in physics. First it appears in the study of Heisenberg’s
S-matrix in Wick (1950). This inspired the introduction of the Wick product in probability,
which is a related but different probabilistic counterpart. It was first defined by Hida and Ikeda
(1965). We refer to Gjessing et al. (1993) for a comparison of the physical and probabilistic
Wick products. The S-transform characterization of the Wick product first appears in Meyer
and Yan (1989). The connection of the S-transform and Wick product is treated in detail in the
monographs Janson (2006) and Kuo (1996).
The generalized Hermite polynomials with different parameters in (2.45) - (2.46) are a refor-
mulation and, in some sense, simplification of the Hermite polynomial machinery in Holden et
al. (2010).
The introduction of the discrete Wick product in Subsection 2.4.2 is taken from Bender and
Parczewski (2012) and slightly supplemented. The main and almost all references on discrete
Wick product are Holden et al. (1992a,b) and Gzyl (2006).
The introduction of the Skorokhod integral by S-transform in Section 2.5 is close to Janson
(2006, Section 16.4). References on the fractional Wick-Itoˆ integral are the monographs Mishura
(2008) and Biagini et al. (2008). The discrete Skorokhod integral is a natural counterpart of
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the continuous Skorokhod integral and coincides with the discrete Skorokhod integral in Holden
et al. (1992b) and Leitz-Martini (2000).
Chapter 3
A Wick functional limit theorem
The weak approximation of the geometric fractional Brownian motion exp⋄(BH) via the discrete
counterpart exp⋄n(BH,n) in Example 2.6 gives rise to the following observations:
1. The weak convergence of Wiener integrals as processes in Theorem 1.8 can be ex-
tended to weak convergence of further processes like the Wick exponential. We observed that
a pure application of the continuous mapping theorem is not sufficient for the derivation of
this result. In fact, in contrast to the continuous case, generally we have exp⋄n(In(fn)t) 6=
exp
(
In(fn)t −E[(In(fn)t)2]
)
.
2. There is a connection of the continuous and discrete Wick calculus via (2.62) and (2.55)
in Example 2.22. That means, if In(fn)
d→ I(f), then the convergence
n∑
k=0
1
k!
In(fn)⋄nk = exp⋄n(In(fn)) d→ exp⋄(I(f)) =
∞∑
k=0
1
k!
I(f)⋄n
in the Skorokhod space D([0, 1],R) holds true as well. Although the discrete and continuous
Wick calculus are roughly similar, the differences presented in Remark 2.30 and Remark 2.31
indicate that the extension of convergence results from Wiener integrals to Wick computations
is not obvious.
But this convergence above motivates the question on weak convergence of discrete Wick
powers of discrete Wiener integrals to the continuous counterparts as well as their recombination
to processes of Wiener integrals based on Wick calculus.
Here we examine this connection in detail. The extension of the weak convergence above
can be generalized beyond the Wick exponential to various applications of the Wick calculus on
Wiener integrals. We obtain results of the following type:
Suppose the weak convergence of Wiener integrals (In(fn), In(gn))
d→ (I(f), I(g)) and the
assumptions on the coefficients
1. lim
n→∞ an,k = ak and limn→∞ a
′
n,k = a
′
k exist for all k ∈ N.
2. There exists a C ∈ R+, so that |an,k|, |a′n,k| ≤ Ck for all n, k ∈ N.
Then it is(
n∑
k=0
an,k
k!
In(fn)⋄nk
)
⋄n
(
n∑
k=0
a′n,k
k!
In(gn)⋄nk
)
d→
( ∞∑
k=0
ak
k!
I(f)⋄k
)
⋄
( ∞∑
k=0
a′k
k!
I(g)⋄k
)
. (3.1)
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The processes in (3.1) are Wick versions of analytic functions where ordinary products are
replaced by Wick products. By these results we can speak about Wick functional limit theorems.
The outline of this chapter is as following: In Section 3.1 we define the class of Wick versions
of analytic functionals which generalize the Wick exponentials.
Thanks to the representation of Wick products of Wiener integrals in terms of generalized
Hermite polynomials in Lemma 2.21, we have a recursion formula for the derivation of Wick
products of Wiener integrals. Motivated by these issues, the key to advance the weak conver-
gence from Wiener integrals to Wick products is the derivation of a similar recursion formula
for discrete Wick products of discrete Wiener integrals. This is done in Section 3.2. After the
derivation of some necessary L2 formulas and L2 convergences in Subsection 3.2.1, we estab-
lish the discrete Hermite recursion for discrete Wick products of discrete Wiener integrals in
Subsection 3.2.2. This yields the extension of weak convergence from static Wiener integrals to
arbitrary Wick products over these Wiener integrals (Theorem 3.7).
Section 3.3 is devoted to weak convergence of Wick analytic functionals of (static) Wiener
integrals. This includes mild assumptions on the Wick analytic functionals to ensure the square
integrability and allows to us the introduction of the term ’Wick functional limit theorem’.
In Section 3.4 we complete the extension of weak convergence to processes according to the
assumptions of weak convergence of Volterra type Wiener integrals. As already observed for
the geometric fractional Brownian motion in Section 2.2, some technicalities arise for the proof
of the tightness. Here we meet further technicalities which are outsourced in Subsection 7.2.
The main result, Theorem 3.10, a dynamic Wick functional limit theorem, states that weak
convergence carries over from the weak convergence of Volterra type integrals in Theorem 1.8 to
arbitrary computations via Wick calculus (under some assumptions for the square integrability
of all objects). Dealing with Wiener integrals, this justifies to describe the discrete Wick calculus
as the appropriate counterpart of the continuous Wick calculus.
Moreover, in Theorem 3.14 we give a slightly generalization of Theorem 3.10 to time depen-
dent Wick analytic functionals.
3.1 Wick analytic functionals
Motivated by the Wick power series of the continuous and discrete Wick exponential of Wiener
integrals in (2.55) and (2.62), we introduce Wick power series in more general situations. Given
an analytic function F (x) =
∑∞
k=0
ak
k! x
k, we define its Wick versions as
F ⋄(x) =
∞∑
k=0
ak
k!
x⋄k, F ⋄n(x) =
n∑
k=0
an,k
k!
x⋄nk,
and the associated partial sums as
FN,⋄(x) =
N∑
k=0
ak
k!
x⋄k, FN,⋄n(x) =
N∧n∑
k=0
an,k
k!
x⋄nk.
We recall that Wick products cannot be evaluated pointwise. Hence, the above Wick versions
are to be understood as formal expressions, which only make sense when they are applied
on a random variable such that the Wick powers exist. We call these objects Wick analytic
functionals. Since we are interested in the extension of the weak convergence of Wiener integrals
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in Theorem 1.4 to further computations with Wick calculus, in the following we mainly deal
with Wick analytic functionals applied on Wiener integrals.
3.2 Wick products and the discrete Hermite recursion
Here we deal with (static) Wiener integrals and the characterization of weak convergence by
Theorem 1.4. We establish some elementary representations of the L2-norms of discrete Wick
products of discrete Wiener integrals and, in Theorem 3.4, a discrete counterpart of the Hermite
recursion formula for Wick products of continuous Wiener integrals from Lemma 2.21. Finally,
thanks to these tools, we conclude in Theorem 3.7 that weak convergence of Wiener integrals
carries over to the application of Wick products.
We recall from Lemma 2.21 the representation of Wick products of Wiener integrals in terms
of generalized Hermite polynomials. For all k ∈ N and f1, . . . , fk ∈ L2([0, 1]), it is
I(f1) ⋄ . . . ⋄ I(fk) = hk{〈fi,fj〉,1≤i<j≤k} (I(f1), . . . , I(fk)) ,
where 〈·, ·〉 denotes the inner product in L2([0, 1]) and the generalized Hermite polynomials hk
are defined via (2.44), (2.45) and (2.46). Especially it is the recursion formula
I(f1) ⋄ . . . ⋄ I(fk) = I(fk) (I(f1) ⋄ . . . ⋄ I(fk−1))
−
k−1∑
l=1
E[I(fl)I(fk)] (I(f1) ⋄ · · · ⋄ I(fl−1) ⋄ I(fl+1) ⋄ · · · ⋄ I(fk−1)) . (3.2)
Motivated by the analytic and Wick product free representation of Wick products of Wiener
integrals, we obtain a similar recursion formula for discrete Wick products of discrete Wiener
integrals. Then, making use of the weak convergence of Wiener integrals as in the results via
the characterization in Theorem 1.4, we show that the weak convergence carries over to Wick
products on Wiener integrals. This is the key result for the weak convergence of Wick analytic
functionals of Wiener integrals. We begin with the first discrete Wick products.
Remark 3.1. Suppose fn1 , f
n
2 , f
n
3 ∈ Rn. Then, by Example 2.27,
In(fn1 ) ⋄n In(fn2 ) = In(fn1 )In(fn2 )−E[In(fn1 )In(fn2 )].
Furthermore we compute
In(fn1 ) ⋄n In(fn2 ) ⋄n In(fn3 ) =
(
n∑
i=1
n−1/2fn1,iξ
n
i
)
⋄n
(
n∑
i=1
n−1/2fn2,iξ
n
i
)
⋄n
(
n∑
i=1
n−1/2fn3,iξ
n
i
)
=
n∑
i,j,k=1
i 6=j 6=k 6=i
n−
3
2 fn1,if
n
2,jf
n
3,kξ
n
i ξ
n
j ξ
n
k
=
n∑
i,j,k=1
n−
3
2 fn1,if
n
2,jf
n
3,kξ
n
i ξ
n
j ξ
n
k
−
n∑
i,j,k=1,i=j
n−
3
2 fn1,if
n
2,jf
n
3,kξ
n
k −
n∑
i,j,k=1,i=k
n−
3
2 fn1,if
n
2,jf
n
3,kξ
n
j −
n∑
i,j,k=1,j=k
n−
3
2 fn1,if
n
2,jf
n
3,kξ
n
i
+ 2
n∑
i,j,k=1,i=j=k
n−
3
2 fn1,if
n
2,jf
n
3,kξ
n
i
= In(fn1 )I
n(fn2 )I
n(fn3 )
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−
(
E[In(fn1 )I
n(fn2 )]I
n(fn3 ) +E[I
n(fn1 )I
n(fn3 )]I
n(fn2 ) +E[I
n(fn2 )I
n(fn3 )]I
n(fn1 )
)
+ 2
n∑
i=1
n−
3
2 fn1,if
n
2,if
n
3,iξ
n
i .
Hence,
In(fn1 ) ⋄n In(fn2 ) ⋄n In(fn3 )
= h3{E[In(fni )In(fnj )],1≤i<j≤3}(I
n(fn1 ), I
n(fn2 ), I
n(fn3 )) + 2
n∑
i=1
n−
3
2 fn1,if
n
2,if
n
3,iξ
n
i
shows that the discrete Wick products of discrete Wiener integrals are not expressed by the
generalized Hermite polynomials (cf. Example 2.18), but the remaining term seems to vanish in
L2 as n tends to infinity.
3.2.1 Some elementary L2 formulas for Wick products and Wiener integrals
Before we proceed with the discrete Hermite recursion formula, we have to obtain formulas for
the L2-norms of discrete Wick products.
Similarly to weak convergence of Wiener integrals in Subsection 1.2.1, the convergence of the
norms in Proposition 3.2 (iii) is again the necessary and first induction for the weak convergence
of discrete Wick products of discrete Wiener integrals to the continuous counterparts. This will
be completed in Theorem 3.7 for finite Wick products of (static) Wiener integrals and in Theorem
3.8 for Wick analytic functionals of Wiener integrals.
Proposition 3.2.
(i) Suppose N ∈ N, N ≤ n, fn1 , . . . , fnN , gn1 , . . . , gnN ∈ Rn and SN is the group of permutations
on {1, . . . , N}. Then,
0 ≤ 1
N !
∑
σ∈SN
N∏
j=1
E[In(fnj )I
n(fnσ(j))] +
1
N !
∑
σ∈SN
N∏
j=1
E[In(gnj )I
n(gnσ(j))]
−2 1
N !
∑
σ∈SN
N∏
j=1
E[In(fnj )I
n(gnσ(j))]
− 1
N !
E
[
((In(fn1 ) ⋄n · · · ⋄n In(fnN ))− (In(gn1 ) ⋄n · · · ⋄n In(gnN )))2
]
≤ N(N − 1)
(
max
l≤N
sup
i≤n
|fnl,i|2
n
(
max
l≤N
E[(In(fnl ))
2]
)N−1
+ max
l≤N
sup
i≤n
|gnl,i|2
n
(
max
l≤N
E[(In(gnl ))
2]
)N−1)
. (3.3)
(ii) Suppose k1, . . . , km ∈ N,
m∑
i=1
ki ≤ n. Then
E
[(
In(fn1 )
⋄nk1 ⋄n · · · ⋄n In(fnm)⋄nkm
)2] ≤ m! m∏
i=1
(ki)! E[(I
n(fni ))
2]ki . (3.4)
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(iii) Suppose (In(fn1 ), . . . , I
n(fnN ), I
n(gn1 ), . . . , I
n(gnN ))
d→ (I(f1), . . . , I(fN ), I(g1), . . . , I(gN )).
Then,
lim
n→∞E
[(
(In(fn1 ) ⋄n · · · ⋄n In(fnN ))− (In(gn1 ) ⋄n · · · ⋄n In(gnN ))
)2]
= E
[(
(I(f1) ⋄ · · · ⋄ I(fN ))− (I(g1) ⋄ · · · ⋄ I(gN ))
)2]
.
Remark 3.3. (i) In particular, we obtain by (2.60) for all fn ∈ Rn, N ∈ N,
n−N
∑
C⊂{1,...,n}
|C|=N
(fnC)
2 = (N !)−2E[(In(fn)⋄nN )2] ≤ (N !)−1E[(In(fn))2]N .
(ii) For all (In(fn), In(gn))
d→ (I(f), I(g)), N,M ∈ N,
E[In(fn)⋄nNIn(gn)⋄nM ]→ E[I(f)⋄N I(g)⋄M ].
(iii) By Proposition 3.2 (ii) and (iii), we obtain that the assertion in Proposition 3.2 (ii) holds
true for continuous Wiener integrals as well. Hence for all k1, . . . , km ∈ N and f1, . . . , fm ∈
L2([0, 1]),
E
[(
I(f1)
⋄k1 ⋄ · · · ⋄ I(fm)⋄km
)2]
≤ m!
m∏
i=1
(ki)! E[(I(fi))
2]ki .
Proof of Proposition 3.2. (i) Firstly we prove the simplest case of (3.3) by identifying the inte-
grands. It has the following form:
For all N ∈ N, fn = fn1 = . . . = fnN , gn = gn1 = . . . = gnN ,
0 ≤ E [(In(fn))2]N +E [(In(gn))2]N − 2E [In(fn)In(gn)]N
− 1
N !
E
[(
(In(fn))⋄nN − (In(gn))⋄nN
)2]
≤ N(N − 1)
(
sup
i≤n
|fni |2
n
E[(In(fn))2]N−1 + sup
i≤n
|gni |2
n
E[(In(gn))2]N−1
)
. (3.5)
We obtain via (2.60) and E[In(fn)In(gn)] = n−1
n∑
i=1
fni g
n
i ,
1
N !
E
[
(In(fn))⋄nN (In(gn))⋄nN
]
=
1
N !
E

N !n−N/2 ∑
C⊆{1,...,n}
|C|=N
fnCΞ
n
C

N !n−N/2 ∑
C⊆{1,...,n}
|C|=N
gnCΞ
n
C


= N !n−N
∑
C⊆{1,...,n}
|C|=N
fnCg
n
C = n
−N
n∑
i1,...,iN=1
N∏
j=1
(
fnijg
n
ij
)
− n−N
n∑
i1,...,iN=1∃k,l : ik=il
N∏
j=1
(
fnijg
n
ij
)
= E [In(fn)In(gn)]N − n−N
n∑
i1,...,iN=1∃k,l : ik=il
N∏
j=1
(
fnijg
n
ij
)
. (3.6)
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Thus we have
E
[
(In(fn))2
]N
+E
[
(In(gn))2
]N − 2E [In(fn)In(gn)]N
− 1
N !
E
[(
(In(fn))⋄nN − (In(gn))⋄nN
)2]
= n−N
n∑
i1,...,iN=1∃k,l : ik=il
 N∏
j=1
(
fnij
)2
+
N∏
j=1
(
gnij
)2 − 2 N∏
j=1
(
fnijg
n
ij
)
= n−N
n∑
i1,...,iN=1∃k,l : ik=il
 N∏
j=1
(
fnij
)
−
N∏
j=1
(
gnij
)2 ≥ 0. (3.7)
Hence, the left hand side of the inequality in (3.5) follows. Furthermore we obtain
n−N
n∑
i1,...,iN=1∃k,l : ik=il
N∏
j=1
(
fnij
)2 ≤ ( N
2
)
sup
i≤n
|fni |2
n
n−(N−1)
n∑
i1,...,iN−1=1
N−1∏
j=1
(
fnij
)2
=
(
N
2
)
sup
i≤n
|fni |2
n
E[(In(fn))2]N−1, (3.8)
and the same upper bound for gn, respectively. Hence, by (3.7) and N∏
j=1
(
fnij
)
−
N∏
j=1
(
gnij
)2 ≤ 2
 N∏
j=1
(
fnij
)2
+
N∏
j=1
(
gnij
)2 , (3.9)
we conclude the right hand inequality in (3.5).
The proof of (3.3) proceeds analogously to the proof of (3.5). We observe that
n−N
∑
σ∈SN
n∑
i1,...,iN=1
N∏
j=1
fnj,ijg
n
j,iσ(j)
=
∑
σ∈SN
N∏
j=1
E[In(fnj )I
n(gnσ(j))]. (3.10)
Here, the objects of interest have the form
In(fn1 ) ⋄n · · · ⋄n In(fnN ) = n−N/2
n∑
i1,...,iN=1
pairwise different
fn1,i1 · · · fnN,iNΞn{i1,...,iN}.
Then, analogously to (3.6), by Ξn{i1,...,iN}Ξ
n
{iσ(1),...,iσ(N)} = 1 for all σ ∈ SN and interchanging
sums, we obtain
E [(In(fn1 ) ⋄n · · · ⋄n In(fnN ))(In(gn1 ) ⋄n · · · ⋄n In(gnN ))]
= n−NE
 n∑
i1,...,iN=1
pairwise different
fn1,i1 · · · fnN,iNΞn{i1,...,iN}
n∑
j1,...,jN=1
pairwise different
gn1,j1 · · · gnN,jNΞn{j1,...,jN}

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= n−N
∑
σ∈SN
n∑
i1,...,iN=1
pairwise different
fn1,i1 · · · fnN,iN gn1,iσ(1) · · · gnN,iσ(N)
= n−N
∑
σ∈SN
 n∑
i1,...,iN=1
N∏
j=1
fnj,ijg
n
j,iσ(j)
−
n∑
i1,...,iN=1∃k,l:ik=il
N∏
j=1
fnj,ijg
n
j,iσ(j)

=
∑
σ∈SN
N∏
j=1
E[In(fnj )I
n(gnσ(j))]− n−N
n∑
i1,...,iN=1∃k,l:ik=il
∑
σ∈SN
N∏
j=1
fnj,ijg
n
j,iσ(j)
. (3.11)
The remaining sum on the right hand side in (3.11) allows the following reformulation
n−N
n∑
i1,...,iN=1∃k,l:ik=il
∑
σ∈SN
N∏
j=1
fnj,ijg
n
j,iσ(j)
= N !n−N
n∑
i1,...,iN=1∃k,l:ik=il
 N∏
j=1
fnj,ij
 1
N !
∑
σ∈SN
N∏
j=1
gnj,iσ(j)

= N !n−N
n∑
i1,...,iN=1∃k,l:ik=il
 1
N !
∑
σ∈SN
N∏
j=1
fnj,iσ(j)
 1
N !
∑
σ∈SN
N∏
j=1
gnj,iσ(j)
 . (3.12)
Therefore we conclude
1
N !
∑
σ∈SN
N∏
j=1
E[In(fnj )I
n(fnσ(j))] +
1
N !
∑
σ∈SN
N∏
j=1
E[In(gnj )I
n(gnσ(j))]
− 2 1
N !
∑
σ∈SN
N∏
j=1
E[In(fnj )I
n(gnσ(j))]
− 1
N !
E
[
((In(fn1 ) ⋄n · · · ⋄n In(fnN ))− (In(gn1 ) ⋄n · · · ⋄n In(gnN )))2
]
= n−N
n∑
i1,...,iN=1∃k,l:ik=il
 1
N !
∑
σ∈SN
N∏
j=1
fnj,iσ(j)
2 +
 1
N !
∑
σ∈SN
N∏
j=1
gnj,iσ(j)
2
−2
 1
N !
∑
σ∈SN
N∏
j=1
fnj,iσ(j)
 1
N !
∑
σ∈SN
N∏
j=1
gnj,iσ(j)

= n−N
n∑
i1,...,iN=1∃k,l:ik=il
 1
N !
∑
σ∈SN
N∏
j=1
fnj,iσ(j) −
1
N !
∑
σ∈SN
N∏
j=1
gnj,iσ(j)
2 ≥ 0. (3.13)
Hence, the left hand side of the inequality in (3.3) follows. Furthermore, by interchanging sums
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and the Cauchy-Schwarz inequality, we obtain
n−N
n∑
i1,...,iN=1∃k,l:ik=il
 1
N !
∑
σ∈SN
N∏
j=1
fnj,iσ(j)
2
=
n−N
(N !)2
n∑
i1,...,iN=1∃k,l:ik=il
∑
σ,σ′∈SN
 N∏
j=1
fnj,iσ(j)
 N∏
j=1
fnj,iσ′(j)

=
n−N
(N !)2
∑
σ,σ′∈SN
n∑
i1,...,iN=1∃k,l:ik=il
 N∏
j=1
fnj,iσ(j)
 N∏
j=1
fnj,iσ′(j)

≤ 1
(N !)2
∑
σ,σ′∈SN
n−N n∑
i1,...,iN=1∃k,l:ik=il
N∏
j=1
(fnj,iσ(j))
2

1/2n−N n∑
i1,...,iN=1∃k,l:ik=il
N∏
j=1
(fnj,iσ′(j))
2

1/2
. (3.14)
Thus, by (3.8), we have
n−N
n∑
i1,...,iN=1∃k,l:ik=il
 1
N !
∑
σ∈SN
N∏
j=1
fnj,iσ(j)
2 ≤ ( N
2
)
max
l≤N
sup
i≤n
|fnl,i|2
n
(
max
l≤N
E[(In(fnl ))
2]
)N−1
,
(3.15)
and the analogous upper bound for gn1 , . . . , g
n
N , respectively. Hence, via 1
N !
∑
σ∈SN
N∏
j=1
fnj,mj −
1
N !
∑
σ∈SN
N∏
j=1
gnj,mj
2
≤ 2
 1
N !
∑
σ∈SN
N∏
j=1
fnj,mj
2 +
 1
N !
∑
σ∈SN
N∏
j=1
gnj,mj
2 , (3.16)
(3.11) and (3.13), we conclude the right hand inequality in (3.3).
(ii) By (3.13) for gni = 0, i = 1, . . . , N and the Cauchy-Schwarz inequality, we obviously have
E
[
(In(fn1 ) ⋄n · · · ⋄n In(fnN ))2
]
≤
∑
σ∈SN
N∏
j=1
E[(In(fnj ))
2]1/2E[(In(fnσ(j)))
2]1/2. (3.17)
Then, via (3.17) and the associativity of the discrete Wick product, we have
E
[(
In(fn1 )
⋄nk1 ⋄n · · · ⋄n In(fnm)⋄nkm
)2] ≤ ∑
σ∈Sm
m∏
i=1
(ki!)E[(I
n(fni ))
2]ki
= m!
m∏
i=1
(ki!)E[(I
n(fni ))
2]ki .
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(iii) By (i) and Lemma 2.21 (ii), we obtain
E
[
((In(fn1 ) ⋄n · · · ⋄n In(fnN ))− (In(gn1 ) ⋄n · · · ⋄n In(gnN )))2
]
−E
[
((I(f1) ⋄ · · · ⋄ I(fN ))− (I(g1) ⋄ · · · ⋄ I(gN )))2
]
=
∑
σ∈SN
 N∏
j=1
E[In(fnj )I
n(fnσ(j))]−
N∏
j=1
E[I(fj)I(fσ(j))]
+
N∏
j=1
E[In(gnj )I
n(gnσ(j))]−
N∏
j=1
E[I(gj)I(gσ(j))]
− 2
N∏
j=1
E[In(fnj )I
n(gnσ(j))] + 2
N∏
j=1
E[I(fj)I(gσ(j))]

−N !n−N
n∑
i1,...,iN=1∃k,l:ik=il
 1
N !
∑
σ∈SN
N∏
j=1
fnj,iσ(j) −
1
N !
∑
σ∈SN
N∏
j=1
gnj,iσ(j)
2 . (3.18)
Due to (3.15) and (3.16) and applying the convergences in Theorem 1.4 (c), we obtain assertion
(iii).
3.2.2 Discrete Hermite recursion formula
Now we can proceed with the derivation of the discrete analog of the Hermite recursion.
Theorem 3.4 (Discrete Hermite recursion). For all k ∈ N, fn1 , fn2 , . . . , fnk ∈ Rn,
In(fn1 ) ⋄n · · · ⋄n In(fnk )
=
(
In(fn1 ) ⋄n · · · ⋄n In(fnk−1)
)
In(fnk )
−
k−1∑
l=1
E[In(fnl )I
n(fnk )]
(
In(fn1 ) ⋄n · · · ⋄n In(fnl−1) ⋄n In(fnl+1) ⋄n · · · ⋄n In(fnk−1)
)
+Rk,n(In(fn1 ), . . . , I
n(fnk )), (3.19)
where the remainder is given by
Rk,n(In(fn1 ), . . . , I
n(fnk ))
=
k−1∑
l=1
n−(k/2−1)
n∑
i1,...,ik−1=1
different, without il
(
fn1,i1 · · · fnl−1,il−1fnl+1,il+1 · · · fnk−1,ik−1Ξn{i1,...,il−1,il+1,...,ik−1}
)
·
n−1 ∑
il∈{i1,...,il−1,il+1,...,ik−1}
fnl,ilf
n
k,il
 , (3.20)
and it is
E
[(
Rk,n(In(fn1 ), . . . , I
n(fnk ))
)2] ≤ (k − 1)!(k − 1)3max
l≤k
sup
i≤n
|fnl,i|4
n2
(
max
l≤k
E[(In(fnl ))
2]
)k−1
.
(3.21)
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Proof. For k ≤ 2 we have Rk,n = 0 and the formulas (3.19) and (3.20) are clear by Remark
3.1 and In(fn)⋄n0 = 1. Moreover, we observe that the first nonzero remaining term appears for
k = 3 as
R3,n(In(fn1 ), I
n(fn2 ), I
n(fn3 ))
=
2∑
l=1
n−1/2
n∑
i{1,2}\{l}=1
fn{1,2}\{l},i{1,2}\{l}ξ
n
{1,2}\{l}
n−1 ∑
il∈{i{1,2}\{l}}
fnl,ilf
n
3,il

= 2n−3/2
n∑
i=1
fn1,if
n
2,if
n
3,iξ
n
i .
Hence, by Example 3.1, the formulas (3.19) and (3.20) are fulfilled for k = 3 as well. For k ≥ 3
we obtain(
In(fn1 ) ⋄n · · · ⋄n In(fnk−1)
) ⋄n In(fnk )
= n−(k−1)/2
n∑
i1,...,ik−1=1
pairwise different
fn1,i1 · · · fnk−1,ik−1Ξn{i1,...,ik−1} ⋄n
n−1/2 n∑
ik=1
fnk,ikξ
n
ik

=
(
In(fn1 ) ⋄n · · · ⋄n In(fnk−1)
)
In(fnk )
− n−k/2
n∑
i1,...,ik−1=1
pairwise different
∑
ik∈{i1,...,ik−1}
fn1,i1 · · · fnk−1,ik−1fnk,ikΞn{i1,...,ik−1}ξnik . (3.22)
Here we have
n−k/2
n∑
i1,...,ik−1=1
pairwise different
∑
ik∈{i1,...,ik−1}
fn1,i1 · · · fnk−1,ik−1fnk,ikΞn{i1,...,ik−1}ξnik .
=
k−1∑
l=1
n−1 n∑
il=1
fnl,ilf
n
k,il

·
n−(k/2−1) n∑
i1,...,il−1,il+1,...,ik−1=1
pairwise different
fn1,i1 · · · fnl−1,il−1fnl+1,il+1 · · · fnk−1,ik−1Ξn{i1,...,il−1,il+1,...,ik−1}

−
k−1∑
l=1
n−(k/2−1)
n∑
i1,...,il−1,il+1,...,ik−1=1
pairwise different
fn1,i1 · · · fnl−1,il−1fnl+1,il+1 · · · fnk−1,ik−1Ξn{i1,...,il−1,il+1,...,ik−1}
·
n−1 ∑
il∈{i1,...,il−1,il+1,...,ik−1}
fnl,ilf
n
k,il

=
k−1∑
l=1
E [In(fnl )I
n(fnk )]
(
In(fn1 ) ⋄n · · · ⋄n In(fnl−1) ⋄n In(fnl+1) ⋄n · · · ⋄n In(fnk−1)
)
−Rk,n(In(fn1 ), . . . , In(fnk )).
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This proves equation (3.19). For the estimate (3.21), due to the orthogonality of ΞnA, A ⊂
{1, . . . , n}, we observe
0 ≤ E
[(
Rk,n(In(fn1 ), . . . , I
n(fnk ))
)2]
=
k−1∑
l,l′=1
n−(k−2)
∑
σ∈Sk−2
n∑
i1,...,il−1,il+1,...,ik−1=1
pairwise different
(i′1,...,i
′
l−1,i
′
l+1,...,i
′
k−1)=σ(i1,...,il−1,il+1,...,ik−1)
 n∏
j=1,j 6=l
fnj,ij
 n∏
j=1,j 6=l′
fnj,i′j

·
n−1 ∑
il∈{i1,...,il−1,il+1,...,ik−1}
fnl,ilf
n
k,il
n−1 ∑
i′
l′
∈{i′1,...,i′l−1,i′l+1,...,i′k−1}
fnl′,il′f
n
k,il′
 , (3.23)
where Sk−2 is the group of permutations on k − 2 elements. We clearly haven−1 ∑
il∈{i1,...,il−1,il+1,...,ik−1}
fnl,ilf
n
k,il
n−1 ∑
i′
l′
∈{i′1,...,i′l−1,i′l+1,...,i′k−1}
fnl′,il′f
n
k,il′

≤ (k − 2)2max
l≤k
sup
i≤n
|fnl,i|4
n2
. (3.24)
Moreover, by the Cauchy-Schwarz inequality, for all l, l′ ∈ {1, . . . , k− 1} and every fixed permu-
tation σ ∈ Sk−2, we get
n−(k−2)
n∑
i1,...,il−1,il+1,...,ik−1=1
pairwise different
(i′1,...,i
′
l−1,i
′
l+1,...,i
′
k−1)=σ(i1,...,il−1,il+1,...,ik−1)
 n∏
j=1,j 6=l
fnj,ij
 n∏
j=1,j 6=l′
fnj,i′j

≤
n−(k−2) n∑
i1,...,il−1,il+1,...,ik−1=1
pairwise different
n∏
j=1
j 6=l
(fnj,i)
2

1/2
n−(k−2)
n∑
i′1,...,i
′
l−1,i
′
l+1,...,i
′
k−1=1
pairwise different
n∏
j=1
j 6=l′
(fnj,i′)
2

1/2
=
k−1∏
j=1,j 6=l
(
n−1
n∑
i=1
(fnj,i)
2
)1/2 k−1∏
j=1,j 6=l′
(
n−1
n∑
i=1
(fnj,i)
2
)1/2
≤
(
max
l≤k
n−1
n∑
i=1
(fnl,i)
2
)k−1
=
(
max
l≤k
E[(In(fnl ))
2]
)k−1
. (3.25)
Hence, by (3.23) - (3.25) and |Sk−2| = (k − 2)!, we conclude
E
[(
Rk,n(In(fn1 ), . . . , I
n(fnk ))
)2] ≤ k−1∑
l,l′=1
(k − 2)!(k − 2)2max
l≤k
sup
i≤n
|fnl,i|4
n2
(
max
l≤k
E[(In(fnl ))
2]
)k−1
≤ (k − 1)!(k − 1)3max
l≤k
sup
i≤n
|fnl,i|4
n2
(
max
l≤k
E[(In(fnl ))
2]
)k−1
.
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Corollary 3.5 (Discrete Hermite recursion formula for Wick powers.). For all fn ∈ Rn, k ∈ N,
(In(fn))⋄nk = In(fn)(In(fn))⋄n(k−1) − (k − 1)E [(In(fn))2] (In(fn))⋄n(k−2) +Rk,n(In(fn)),
(3.26)
with remainder
Rk,n(In(fn)) = (k − 1)!n−(k/2)
∑
C⊆{1,...n}
|C|=k−2
fnCΞ
n
C
(∑
i∈C
(fni )
2
)
, (3.27)
and
E
[(
Rk,n(In(fn))
)2] ≤ (k − 1)!(k − 1)3 sup
i≤n
|fni |4
n2
(
E[(In(fn))2]
)k−1
. (3.28)
Due to the analytic representation of Wick products of Wiener integrals in the Hermite
recursion formulas, we obtain in the following theorem that weak convergence of Wiener integrals
carries over to Wick products.
Notation 3.6. We use the shorthand notation for A = {i1, . . . , il},
♦i∈Aai := ai1 ⋄ · · · ⋄ ail , (♦n)i∈Aai := ai1 ⋄n · · · ⋄n ail .
Suppose (In(fn1 ), . . . , I
n(fnk )) is a random vector of discrete Wiener integrals. We define for
all N ≥ 1, the random vector of all discrete Wick products of the components in the vector
(In(fn1 ), . . . , I
n(fnk )) up to the order N as
InN := (1, I
n(fn1 ), . . . , I
n(fnk ),
In(fn1 ) ⋄n In(fn1 ), In(fn1 ) ⋄n In(fn2 ), . . . , In(fn1 ) ⋄n In(fnk ),
In(fn2 ) ⋄n In(fn2 ), In(fn2 ) ⋄n In(fn3 ), . . . , In(fn2 ) ⋄n In(fnk ), . . . , In(fnk ) ⋄n In(fnk )
In(fn1 ) ⋄n In(fn1 ) ⋄n In(fn1 ), . . . , In(fn1 ) ⋄n In(fn1 ) ⋄n In(fnk ), . . .
In(fni1) ⋄n In(fni2) ⋄n · · · ⋄n In(fniN )
)
for some i1, . . . , iN ∈ {1, . . . , k} such that InN contains for every A ⊂ {1, . . . , N} and m : A →
{1, . . . , k} the component
(♦n)i∈AIn(fnm(i)).
Analogously, for the random vector of Wiener integrals (I(f1), . . . , I(fk)), we define IN , the
continuous counterpart of InN , as the random vector of all Wick products of the components in
the vector (I(f1), . . . , I(fk)) up to the order N such that it contains for every A ⊂ {1, . . . , N}
and m : A→ {1, . . . , k} the component
♦i∈AI(fm(i)).
Theorem 3.7. Suppose (In(fn1 ), . . . , I
n(fnk ))
d→ (I(f1), . . . , I(fk)). Then for all N ≥ 1 and the
random vectors InN and IN via the notation above, it is
InN
d→ IN
as n tends to infinity.
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Proof. The proof goes by induction on N . The weak convergence of InN to IN in the case N = 1
is a consequence of the assumption on the weak convergence of the Wiener integrals and the
Crame´r-Wold device. Suppose the convergence is already proved for N ≥ 1. Making use of the
assumption and Theorem 1.4, the convergence of the deterministic terms
lim
n→∞E[I
n(fni )I
n(fnj )] = E[I(fi)I(fj)],
holds true for all i, j ∈ {1, . . . , k}. Hence, by the Crame´r-Wold device, we obtain that the
extension of InN by these deterministic components to the random vector
InN,E :=
 1, In(fn1 ), . . .︸ ︷︷ ︸
all components of InN
,E[In(fn1 )I
n(fn1 )],E[I
n(fn1 )I
n(fn2 )] . . . ,E[I
n(fnk−1)I
n(fnk )]︸ ︷︷ ︸
E[In(fni )I
n(fnj )] for all i,j∈{1,...,k}
 ,
converges weakly to the continuous counterpart IN,E. Moreover we build from I
n
N+1 the random
vector InN+1,H of the same dimension in the following two steps:
1. Take a copy of IN,E.
2. Every discrete Wick product of N + 1 Wiener integrals,
In(fni1) ⋄n · · · ⋄n In(fniN+1), i1, . . . , iN+1 ∈ {1, . . . , k},
is replaced by
In(fniN+1)
(
In(fni1) ⋄n · · · ⋄n In(fniN )
)
−
N∑
j=1
E[In(fnij )I
n(fniN+1)]
(
In(fni1) ⋄n · · · ⋄n In(fnij−1) ⋄n In(fnij+1) ⋄n · · · ⋄n In(fniN )
)
,
of the right hand side in the Hermite recursion formula (3.19).
Hence, InN+1,H is a continuous function of I
n
N,E. Moreover, by (3.19), all components of the
random vector
InN+1,R := I
n
N+1 − InN+1,H ,
are equal to zero or equal to some
RN+1,n(In(fni1), . . . , I
n(fniN+1)), i1, . . . , iN+1 ∈ {1, . . . , k},
in (3.20). By Theorem 1.4 and the estimate (3.21) in Theorem 3.4, we obtain
lim
n→∞E
[‖InN+1,R‖2Rd(N+1)] = 0, (3.29)
where ‖·‖RK denotes the euclidean norm on RK and d(N + 1) is the dimension of InN+1. Since
InN+1,H is a continuous function of I
n
N,E, we obtain by the induction hypothesis, the Hermite
recursion formula (3.2) and the continuous mapping theorem
InN+1,H
d→ IN+1. (3.30)
Hence, by (3.29), (3.30) and Slutsky’s theorem we obtain the asserted convergence for N+1.
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3.3 A Wick functional limit theorem
Thanks to Theorem 3.7 and motivated by the weak convergence of Wick exponentials in Theorem
2.5 (i), we are able to extend the weak convergence of the Wiener integrals in Theorem 1.4 to
square integrable Wick analytic functionals. Here we consider the static version of Wiener
integrals. The extension to dynamic Wiener integrals of Volterra type is completed in Section
3.4.
Theorem 3.8. Assume that (In(fn1 ), . . . , I
n(fnm))
d→ (I(f1), . . . , I(fm)). Additionally suppose
that the coefficients in the Wick analytic functionals
F ⋄l (x) =
∞∑
k=0
alk
k!
x⋄k, F ⋄nl (x) =
n∑
k=0
aln,k
k!
x⋄nk, l ∈ {1, . . . ,m}
satisfy
1. lim
n→∞ a
l
n,k = a
l
k exists for all k ∈ N, l = 1, . . . ,m.
2. There exists a C ∈ R+, so that |aln,k| ≤ Ck for all n, k ∈ N, l = 1, . . . ,m.
According to Notation 3.6, but simpler, we define Fnm as the random vector of all discrete Wick
products of different components in the vector (F ⋄n1 (I
n(fn1 )) , . . . , F
⋄n
m (I
n(fnm))) up to the order
m such that it contains for every A ⊂ {1, . . . ,m}, A 6= ∅, the component
(♦n)i∈AF ⋄ni (I
n(fni )) .
Analogously, we define the continuous counterpart Fm as the random vector of all Wick products
of different components in the vector (F ⋄1 (I(f1)) , . . . , F ⋄m (I(fm))) up to the order m such that
it contains for every A ⊂ {1, . . . ,m}, A 6= ∅, the component
♦i∈AF ⋄i (I(fi)) .
Then it holds true that
Fnm
d→ Fm
as n tends to infinity.
Remark 3.9. (i) For a simple case of the assertion (cf. the proof) a weaker assumption on the
coefficients is
1. lim
n→∞ a
l
n,k = a
l
k exists for all k ∈ N and l = 1, . . . ,m.
2*. For all l = 1, . . . ,m,
∞∑
k=0
1
k!
sup
n∈N
(aln,k)2
(
1
n
n∑
i=1
(fnl,i)
2
)k <∞.
For technical reasons in the following convergence results we deal with the simpler assumption 2.
By the boundedness of 1n
∑n
i=1(f
n
l,i)
2 for all l = 1, . . . ,m, assumption 2 in the Theorem implies
2*.
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(ii) Thanks to Theorem 1.4, Condition 2 implies that
∞∑
k=0
(alk)
2
k!
(∫ 1
0
f2l (s)ds
)k
<∞, l = 1, . . . ,m,
which is equivalent to the existence of F ⋄l (I(fl)) in L
2(Ω,F , P ) for all l = 1, . . . ,m. For further
criteria for the existence in L2(Ω,F , P ) we refer to Hu and Yan (2009).
(iii) The existence of ♦i∈AF ⋄i (I(fi)) in L
2(Ω,F , P ) for some A ⊂ {1, . . . ,m} follows by
condition 2 as well. Here we consider the analogous upper bound for the discrete counterpart.
We obtain by (2.60) and
(♦n)i∈AΞnBi = Ξ
n⋃˙
i∈ABi
1{⋃i∈A Bi=⋃˙i∈ABi},
that
(♦n)i∈AF ⋄ni (I
n(fni )) = (♦n)i∈A
(
n∑
k=0
ain,k
1
k!
In(fni )
⋄nk
)
= (♦n)i∈A
 ∑
Bi⊂{1,...,n}
n−|Bi|/2ain,|Bi|f
n
i,BiΞ
n
Bi

=
∑
Bi,⊂{1,...,n},i∈A
Bi,i∈A pairwise disjoint
(∏
i∈A
n−|Bi|/2ain,|Bi|
)(∏
i∈A
fni,BiΞ
n⋃˙
i∈ABi
)
. (3.31)
Furthermore, by the assumptions on the coefficients, Proposition 2.1 (v) and
sup
i≤n
n−1/2C|fnj,i| < 1
for sufficiently large n, we have
0 ≤ sup
n
E
[
((♦n)i∈AF ⋄ni (I
n(fni )))
2
]
= sup
n
∑
Bi,B′i⊂{1,...,n},i∈A
Bi,i∈A pairwise disjoint
B′i,i∈A pairwise disjoint
⋃˙
i∈ABi=
⋃˙
i∈AB
′
i
(∏
i∈A
ain,|Bi|n
−|Bi|/2fni,Bi
)(∏
i∈A
ain,|B′i|n
−|B′i|/2fni,B′i
)
(3.32)
≤ sup
n
∑
Bi,B′i⊂{1,...,n},i∈A
Bi,i∈A pairwise disjoint
B′i,i∈A pairwise disjoint
⋃˙
i∈ABi=
⋃˙
i∈AB
′
i
(∏
i∈A
C |Bi|n−|Bi|/2|fni,Bi |
)(∏
i∈A
C |B
′
i|n−|B
′
i|/2|fni,B′i |
)
≤ sup
n
exp
|A|∑
i∈A
C2n−1
n∑
j=1
(fni,j)
2
 <∞.
(iv) Due to the Crame´r-Wold device the statement of the theorem is equivalent to: For all
βA ∈ R, A ⊂ {1, . . . ,m}, A 6= ∅,∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni (I
n(fni ))
d→
∑
A⊂{1,...,m},A 6=∅
βA(♦)i∈AF ⋄i (I(fi))
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as n tends to infinity.
(v) The assumption on the convergence of the possibly correlated Wiener integrals in Theorem
3.8 is based on the weak convergence of the underlying processes
Bn
d→ B.
This inspires us to speak about a Wick functional limit theorem.
Proof of Theorem 3.8. Firstly we prove the simple case
(F ⋄n1 (I
n(fn1 )), . . . , F
⋄n
m (I
n(fnm)))
d→ (F ⋄1 (I(f1)), . . . , F ⋄m(I(fm))) , (3.33)
as n tends to infinity. Here, we assume the weaker conditions on the coefficients 1 and 2* in
Remark 3.9 (i). By Billingsley (1968, Theorem 4.2) it is sufficient to show that the following
three conditions are satisfied:
∀N ∈ N
(
FN,⋄n1 (I
n(fn1 )), . . . , F
N,⋄n
m (I
n(fnm))
)
d→
(
FN,⋄1 (I(f1)), . . . , F
N,⋄
m (I(fm))
)
, (3.34)
∀l ≤ m lim
N→∞
lim sup
n→∞
E
[(
F ⋄nl (I
n(fnl ))− FN,⋄nl (In(fnl ))
)2]
= 0, (3.35)
∀l ≤ m lim
N→∞
E
[(
F ⋄l (I(fl))− FN,⋄l (I(fl))
)2]
= 0, (3.36)
where FN,⋄ and FN,⋄n denote the partial sums of the Wick analytic functionals. Condition (3.34)
is a consequence of the generalized continuous mapping theorem (Billingsley (1968, Theorem
5.5)) and Theorem 3.7. Condition (3.36) follows directly by Remark 3.9 (ii) and due to the
orthogonality of different Wick powers of Wiener integrals in (2.61) of Example 2.27. Finally,
thanks to the orthogonality of the different discrete Wick powers of discrete Wiener integrals,
we obtain for the inner limit superior in condition (3.35),
lim sup
n→∞
E
[(
F ⋄nl (I
n(fnl ))− FN,⋄nl (In(fnl ))
)2]
= lim sup
n→∞
n∑
k=N+1
(aln,k)
2
(k!)2
E
[
|(In(fnl ))⋄nk|2
]
=
∞∑
k=N+1
(alk)
2
(k!)2
E
[
|(I(fl))⋄k|2
]
= E
[(
F ⋄l (I(fl))− FN,⋄l (I(fl))
)2]
,
where we are making use of the convergence in Remark 3.3 (ii), assumption 2* and, hence, by
Fatou’s Lemma for sums for introducing the limit superior under the series. Thus, (3.35) follows
from (3.36) and we conclude the simple case (3.33).
The proof of the convergence of the assertion in Theorem 3.8 proceeds similarly. Thus, by
Billingsley (1968, Theorem 4.2), it is sufficient to show that the following three conditions are
satisfied:
∀N ∈ N(
FN,⋄n1 (I
n(fn1 )) , . . . , F
N,⋄n
1 (I
n(fn1 )) ⋄n · · · ⋄n FN,⋄nm (In(fnm))
)
d→
(
FN,⋄1 (I(f1)) , . . . , F
N,⋄
1 (I(f1)) ⋄ · · · ⋄ FN,⋄m (I(fm))
)
, (3.37)
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∀A ⊂ {1, . . . ,m}, A 6= ∅
lim
N→∞
lim sup
n→∞
E
[(
(♦n)i∈AF ⋄ni (I
n(fni ))− (♦n)i∈AFN,⋄ni (In(fni ))
)2]
= 0, (3.38)
∀A ⊂ {1, . . . ,m}, A 6= ∅ lim
N→∞
E
[(
♦i∈AF ⋄i (I(fi))− ♦i∈AFN,⋄i (I(fi))
)2]
= 0, (3.39)
Condition (3.37) is a consequence of the generalized continuous mapping theorem Billingsley
(1968, Theorem 5.5) and Theorem 3.7.
Suppose A ⊂ {1, . . . ,m}. Then we have
♦i∈AF ⋄i (I(fi))− ♦i∈AFN,⋄i (I(fi))
=
∞∑
kl=0,l∈A
(∏
l∈A
alkl
(kl)!
)(
♦l∈A (I(fl))⋄kl
)
−
N∑
kl=0,l∈A
(∏
l∈A
alkl
(kl)!
)(
♦l∈A (I(fl))⋄kl
)
=
∞∑
kl=0,l∈A
max
l∈A
kl>N
(∏
l∈A
alkl
(kl)!
)(
♦l∈A (I(fl))⋄kl
)
. (3.40)
Thus, by the Cauchy-Schwarz inequality and Remark 3.3 (iii), we obtain
E
[(
♦i∈AF ⋄i (I(fi))− ♦i∈AFN,⋄i (I(fi))
)2]
=
∞∑
kl=0,l∈A
k′l=0,l∈A
max
l∈A
kl,max
l∈A
k′l>N
(∏
l∈A
alkl
(kl)!
alk′l
(k′l)!
)
E
[(
♦l∈A (I(fl))⋄kl
)(
♦l∈A (I(fl))⋄k
′
l
)]
≤
∞∑
kl=0,l∈A
k′l=0,l∈A
max
l∈A
kl,max
l∈A
k′l>N
|A|!
∏
l∈A
|alkl |√
(kl)!
|alk′l |√
(k′l)!
E[(I(fl))
2]kl/2E[(I(fl))
2]k
′
l/2
= |A|!

∞∑
kl=0,l∈A
max
l∈A
kl>N
∏
l∈A
|alkl |√
(kl)!
E
[
(I(fl))
2
]kl/2

2
. (3.41)
By the assumptions on the coefficients and by max
l=1,...,m
E
[
I(fl)
2
] ≤ L <∞, we have
∞∑
kl=0,l∈A
max
l∈A
kl>N
∏
l∈A
|alkl |√
(kl)!
E
[
(I(fl))
2
]kl/2 ≤ ∞∑
kl=0,l∈A
max
l∈A
kl>N
∏
l∈A
Ckl√
(kl)!
Lkl/2
≤
∑
q∈A
 ∞∑
kq=N+1
Ckq√
kq!
Lkq/2
 ∏
l∈A\{q}
 ∞∑
kl=0
Ckl√
kl!
Lkl/2

= |A|
( ∞∑
k=0
Ck√
k!
Lk/2
)( ∞∑
k=N+1
Ck√
k!
Lk/2
)|A|−1
. (3.42)
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Hence, via
∞∑
k=0
Ck√
k!
Lk/2 <∞,
we conclude that
∞∑
kl=0,l∈A
max
l∈A
kl>N
∏
l∈A
alkl√
(kl)!
E
[
(I(fl))
2
]kl/2 → 0, (3.43)
as N tends to infinity. Thus, due to (3.41), we obtain condition (3.39).
Analogously to (3.40) and (3.41), we obtain for the discrete counterpart
E
[(
(♦n)i∈AF ⋄ni (I
n(fni ))− (♦n)i∈AFN,⋄ni (In(fni ))
)2]
≤ |A|!

n∑
kl=0,l∈A
max
l∈A
kl>N
∏
l∈A
aln,kl√
(kl)!
E
[
(In(fnl ))
2
]kl/2

2
.
Hence, by (3.42) and the assumptions on the coefficients, we conclude condition (3.38).
3.4 Approximating Wick analytic processes
Here we consider processes build from Wiener integrals of Volterra type integrands as introduced
in section 1.2.2. The convergence results on these processes extend Theorem 2.5 (ii) to a dynamic
Wick functional limit theorem for Volterra type processes according to the weak convergence
in Theorem 1.8. In particular, this implies weak convergence of Wick analytic functionals of
fractional Brownian motion in the Skorokhod space.
Since the convergence of finite-dimensional distributions is already checked in Theorem 3.8,
the main efforts are required for the proof of the tightness. Here, similarly to the proof of
Theorem 2.5 (ii), the estimates from Section 2.1 turn out to be fruitful. Unfortunately, dealing
with higher moments of Wick products of Wick analytic functionals, we have to extent some
combinatorial results. These efforts are included in the appendix section 7.2.
Theorem 3.10. Suppose m ∈ N and the discrete Volterra integrands fn,1, . . . , fn,m and the
continuous Volterra integrands f1, . . . , fm, respectively, fulfill the assumptions in Theorem 1.8,
namely they fulfill the conditions:
1. The condition of infinite smallness,
∀j ∈ {1, . . . ,m}∀t1, . . . , tk lim
n→∞maxl≤k
max
i≤⌊ntl⌋
1√
n
|fn,j(⌊ntl⌋ , i)| = 0,
2. Convergence of the variance,
∀j ∈ {1, . . . ,m} ∀s, t ∈ [0, 1] 1
n
n∑
i=1
fn,j(⌊nt⌋ , i)fn,j(⌊ns⌋ , i)→
1∫
0
f j(t, u)f j(s, u)du,
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3. Tightness,
∀j ∈ {1, . . . ,m} ∀s, t ∈ [0, 1] 1
n
n∑
i=1
(
fn,j(⌊nt⌋ , i)− fn,j(⌊ns⌋ , i))2 ≤ L ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α ,
where α > 0 and L > 0 are constants.
We assume furthermore that the coefficients in the Wick analytic functionals
F ⋄j (x) =
∞∑
k=0
ajk
k!
x⋄k, F ⋄nj (x) =
n∑
k=0
ajn,k
k!
x⋄nk, j ∈ {1, . . . ,m}
satisfy
1. lim
n→∞ a
j
n,k = a
j
k exists for all k ∈ N, j = 1, . . . ,m.
2. There exists a C ∈ R+, so that |ajn,k| ≤ Ck for all n, k ∈ N, j = 1, . . . ,m.
Then, for all βA ∈ R, A ⊂ {1, . . . ,m}, A 6= ∅, ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni (I
n(fni ))t

t∈[0,1]
d→
 ∑
A⊂{1,...,m},A 6=∅
βA(♦)i∈AF ⋄i (I(fi))t

t∈[0,1]
as n tends to infinity.
Remark 3.11. According to the Crame´r-Wold device and Remark 3.9 (iv) the statement of the
theorem has a formulation in terms of random vectors: We define analogously to Theorem 3.8
the processes Fnm = (F
n
m,t)t∈[0,1], as the random vectors of all discrete Wick products of different
components in the vector process(
F ⋄n1
(
In(fn,1)t
)
, . . . , F ⋄nm (I
n(fn,m)t)
)
up to the order m such that Fnm,t contains for every A ⊂ {1, . . . ,m}, A 6= ∅, the component
(♦n)i∈AF ⋄ni
(
In(fn,i)t
)
.
Analogously, we define the continuous counterpart Fm = (Fm,t)t∈[0,1] as the random vector of
all Wick products of different components in the vector(
F ⋄1
(
I(f1)t
)
, . . . , F ⋄m (I(f
m)t)
)
up to the order m such that Fm,t contains for every A ⊂ {1, . . . ,m}, A 6= ∅, the component
♦i∈AF ⋄i
(
In(f i)t
)
.
Then it is
Fnm
d→ Fm
in the Skorokhod space D([0, 1],R2
m−1) as n tends to infinity.
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Example 3.12. Suppose H1 < H2 in (0, 1) and the fractional Brownian motions B
H1 and BH2
on [0, 1] are based on the same Brownian motion via the Molchan-Golosov representation. Then
it is (
exp⋄n(BH1,nt ), exp
⋄n(BH2,nt ), exp
⋄n(BH1,nt +B
H2,n
t )
)
t∈[0,1]
d→
(
exp⋄(BH1t ), exp
⋄(BH2t ), exp
⋄(BH1t +B
H2
t )
)
t∈[0,1]
in the Skorokhod space D([0, 1],R3).
Proof of Theorem 3.10. The convergence of the finite-dimensional distributions follows by The-
orem 3.8. The tightness will follow by Theorem 1.1 and is mainly based on the ideas in the proof
of Theorem 2.5 (ii). For all j ∈ {1, . . . ,m}, s < t in [0, 1] we obtain via expansion of the L2-norm
(1.4), condition 2 for the coefficients in the Wick analytic functionals, the infinite smallness in
Theorem 1.4, Proposition 2.1 (ii) and the tightness condition of the discrete Volterra Wiener
integrals,
E
[(
F ⋄nj
(
In(fn,j)t
)− F ⋄nj (In(fn,j)s))2]
= E
 ∑
B⊂{1,...,n}
ajn,|B|Ξ
n
B
(∏
i∈B
n−1/2fn,j(⌊nt⌋ , i)−
∏
i∈B
n−1/2fn,j(⌊ns⌋ , i)
)2
=
∑
B⊂{1,...,n},B 6=∅
(ajn,|B|)
2
(∏
i∈B
n−1/2fn,j(⌊nt⌋ , i)−
∏
i∈B
n−1/2fn,j(⌊ns⌋ , i)
)2
(3.44)
≤
∑
B⊂{1,...,n},B 6=∅
(∏
i∈B
Cn−1/2fn,j(⌊nt⌋ , i)−
∏
i∈B
Cn−1/2fn,j(⌊ns⌋ , i)
)2
≤ 2 exp
(
C2
1
n
n∑
i=1
(
fn,j(⌊nt⌋ , i)2 + fn,j(⌊ns⌋ , i)2))C2 1
n
n∑
i=1
(fn,j(⌊nt⌋ , i)− fn,j(⌊ns⌋ , i))2
≤ exp (2C2L) 2C2L ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α ≤ exp (4C2L) ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α , (3.45)
Suppose B ⊂ {1, . . . ,m}. For shorthand, we denote in the following
fn,jt,B :=
∏
i∈B
fn,j(⌊nt⌋ , i).
Then, by (3.31), (3.32) in Remark 3.9, we have
E
[(
(♦n)i∈AF ⋄ni
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni (In(fn,i)s))2]
= E

 ∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint
Ξn⋃˙
i∈ABi
(∏
i∈A
ain,|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)
2
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= E


∑
D⊂{1,...,n}
ΞnD
∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint⋃˙
i∈ABi=D
(∏
i∈A
ain,|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)

2
=
∑
D⊂{1,...,n}

∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint⋃˙
i∈ABi=D
∏
i∈A
ain,|Bi|
(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)

2
=
∑
Bi,B′i⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint
{B′i,i∈A} pairwise disjoint⋃˙
i∈ABi=
⋃˙
i∈AB
′
i
(∏
i∈A
ain,|Bi|a
i
n,|B′i|
)
·
(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)(∏
i∈A
n−
|B′i|
2 fn,i
t,B′i
−
∏
i∈A
n−
|B′i|
2 fn,i
s,B′i
)
(3.46)
Here, in contrast to the proof of Theorem 2.5 (ii), Proposition 2.1 cannot be applied immediately.
First we have to make use of the condition 2 on the coefficients. Therefore, by (3.46) and the
Cauchy-Schwarz inequality, for D =
⋃˙
i∈ABi, we obtain

∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint⋃˙
i∈ABi=D
(∏
i∈A
ain,|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)

2
≤ |A||D|
∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint⋃˙
i∈ABi=D
(∏
i∈A
(ain,|Bi|)
2
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)2
(3.47)
≤ |A||D|
∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint⋃˙
i∈ABi=D
(∏
i∈A
C2|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)2
=
∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint⋃˙
i∈ABi=D
(∏
i∈A
(|A|C2)|Bi|/2n−|Bi|/2fn,it,Bi −
∏
i∈A
(|A|C2)|Bi|/2n−|Bi|/2fn,is,Bi
)2
.
(3.48)
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By the infinite smallness we have that for every fixed K ∈ N,
max
l=1,...,m
(
sup
t
|A|2K−1C2n−1/2|fn,lt,i |
)
< 1 (3.49)
for sufficiently large n. Thus, by (3.46), (3.48), Proposition 2.1 (iii), the assumptions in the
Theorem and x ≤ exp(x), we obtain
E
[(
(♦n)i∈AF ⋄ni
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni (In(fn,i)s))2]
≤
∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint
(∏
i∈A
(|A|C2)|Bi|/2n−|Bi|/2fn,it,Bi −
∏
i∈A
(|A|C2)|Bi|/2n−|Bi|/2fn,is,Bi
)2
≤ 4|A||A|C2 exp
|A|C2∑
j∈A
n−1
n∑
i=1
(
(fn,jt,i )
2 + (fn,js,i )
2
)∑
j∈A
n−1
n∑
i=1
(fn,jt,i − fn,js,i )2
≤ 4|A||A|C2 exp(|A|2C22L)|A|L
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α
≤ 4|A| exp(3|A|2C2L)
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α . (3.50)
Due to (3.50) and the Cauchy-Schwarz inequality, we have
E
 ∑
A⊂{1,...,m},A 6=∅
βA ((♦n)i∈AF ⋄ni (I
n(fni ))t − (♦n)i∈AF ⋄ni (In(fni ))s)
2
≤ K ′
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α
for some constant K ′ = K ′(L,C,m, {βA, A ⊂ {1, . . . ,m}}) > 0. Hence, for α > 1 we get the
tightness of the sequence.
If α ≤ 1, analogously to the proof of Theorem 2.5 (ii), it is sufficient to consider higher
moments. To this end, we require a slightly extension of Proposition 2.1 (iv) to Wick products
of arbitrary Wick analytic functionals. Due to similar arguments we obtain
Proposition 3.13. For all K ≥ 1 it is
0 ≤E
[(
(♦n)i∈AF ⋄ni
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni (In(fn,i)s))2K]
=
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bi1 ,...,Bil⊂Dj⋃˙
i∈ABi=Dj
(∏
i∈A
ain,|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)
≤ K ′(K,C,L, |A|)
∣∣∣∣ ⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα , (3.51)
where the constant takes the value
K ′(K,C,L, |A|) := (22K2|A|)2K(2C2|A|L)K exp
(
C2|A|L+ 22K+12|A|2KC2|A|L
)
.
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The precise proof of this Proposition is contained in the appendix, Section 7.2 at the end of
the thesis.
Hence, for every fixed K ∈ N, by (3.51) we obtain
E

 ∑
A⊂{1,...,m},A 6=∅
βA ((♦n)i∈AF ⋄ni (I
n(fni ))t − (♦n)i∈AF ⋄ni (In(fni ))s)
2K

≤ (2m − 1)2K
∑
A⊂{1,...,m},A 6=∅
β2KA E
[(
(♦n)i∈AF ⋄ni
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni (In(fn,i)s))2K]
≤ K˜
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα
for some constant K˜ = K˜(K,L,C,m, {βA , A ⊂ {1, . . . ,m}}) > 0. Thus, for all α > 0 we
find some K ∈ N with Kα > 1 and due to Theorem 1.1 and Remark 1.3, we conclude the
assertion.
The following result is the natural extension of Theorem 3.10 to time-dependent coefficients.
Theorem 3.14. Theorem 3.10 is also valid for the time-dependent Wick analytic functionals
F ⋄j,t(x) =
∞∑
k=0
ajk,t
k!
x⋄k, F ⋄nj,t (x) =
n∑
k=0
ajn,k,t
k!
x⋄nk, j ∈ {1, . . . ,m}
which satisfy
1. lim
n→∞ a
j
n,k,t = a
j
k,t exists for all k ∈ N, j = 1, . . . ,m, t ∈ [0, 1].
2. There exists a C ∈ R+ and α > 0, so that sup
t∈[0,1]
|ajn,k,t| ≤ Ck and
|ajn,k,t − ajn,k,s|2 ≤ Ck
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α
for all n, k ∈ N, j = 1, . . . ,m.
Remark 3.15. The additional Ho¨lder continuity condition on the coefficients is clearly required
for the application of the standard tightness arguments.
Example 3.16. For all H ∈ (0, 1), it is that(
exp⋄n
(⌊nt⌋
n
BH,nt
))
t∈[0,1]
d→ exp (exp⋄ (tBHt ))t∈[0,1] ,
in the Skorokhod space D([0, 1],R) as n tends to infinity.
Proof of Theorem 3.14. The proof proceeds analogously to the proof of Theorem 3.10. The
convergence of the finite-dimensional distributions follows by Theorem 3.8. The tightness follows
by Theorem 1.1. We illustrate the first difference to the proof of Theorem 3.10 in the extension
of (3.50). Here, by the triangle inequality and the Young inequality, we obtain for 0 ≤ s < t ≤ 1,
0 ≤ E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2]
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≤ 2E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)t))2]
+ 2E
[(
(♦n)i∈AF ⋄ni,s
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2] (3.52)
For the second term on the right hand side in (3.52), by (3.50), we obtain
2E
[(
(♦n)i∈AF ⋄ni,s
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2]
≤ 2 · 4|A| exp(3|A|2C2L)
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α . (3.53)
The first term on the right hand side in (3.52) can be estimated analogously to (3.46) and (3.47)
as follows:
E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)t))2]
≤
∑
D⊂{1,...,n}
|A||D|
∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint⋃˙
i∈ABi=D
∏
i∈A
(n−|Bi|/2fn,it,Bi)
2
(∏
i∈A
ain,Bi,t −
∏
i∈A
ain,Bi,s
)2
Here, by the estimate
|
∏
i
Ai −
∏
i
Bi| ≤
∑
i
|Ai −Bi|, |Ai|, |Bi| ≤ 1, i ∈ I ⊂ N,
and the Ho¨lder continuity of the coefficients, we obtain(∏
i∈A
ain,|Bi|,t −
∏
i∈A
ain,|Bi|,s
)2
= C
2
∑
i∈A
|Bi|
(∏
i∈A
ain,|Bi|,t
C |Bi|
−
∏
i∈A
ain,|Bi|,s
C |Bi|
)2
≤ C
2
∑
i∈A
|Bi|
(∑
i∈A
∣∣∣∣∣a
i
n,|Bi|,t
C |Bi|
−
ain,|Bi|,s
C |Bi|
∣∣∣∣∣
)2
≤ C
2
∑
i∈A
|Bi||A|2
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α . (3.54)
Thus, by (3.49), Proposition 2.1 (i) and x ≤ exp(x), we conclude
2E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)t))2]
≤ 2
∑
Bi⊂{1,...,n},i∈A
{Bi,i∈A} pairwise disjoint
|A|2(|A|C2)
∑
i∈A
|Bi|∏
i∈A
(n−|Bi|/2fn,it,Bi)
2
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α
≤ 2|A|2 exp (2|A|C2L) ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α . (3.55)
Hence, by (3.52), (3.53) and (3.55), we have
0 ≤ E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2] ≤ K(|A|, C, L) ∣∣∣∣ ⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α ,
(3.56)
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for some constant K(|A|, C, L) > 0. Analogously, for some K ∈ N, K > 1, we obtain
0 ≤ E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2K]
≤ 22KE
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)t))2K]
+ 22KE
[(
(♦n)i∈AF ⋄ni,s
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2K] . (3.57)
For the second term on the right hand side, by (3.51), we obtain
22KE
[(
(♦n)i∈AF ⋄ni,s
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2K]
≤ 22KK ′(K,C,L, |A|)
∣∣∣∣ ⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα , (3.58)
for some constant K ′(K,C,L, |A|) > 0.
Moreover, it is
0 ≤ E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)t))2K]
=
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
∑
B1i ,B
2
i ,...,B
2K
i ⊂{1,...,n},i∈A
∀j=1,...,2K {Bji ,i∈A} pairwise disjoint
∀j=2,...,2K ⋃˙i∈ABji=Dj
2K∏
j=1
(∏
i∈A
n(−|B
j
i |/2)fn,i
t,Bji
(∏
i∈A
ai
n,|Bji |,t
−
∏
i∈A
ai
n,|Bji |,s
))
. (3.59)
Hence, by the Cauchy-Schwarz inequality in Proposition 2.2 on the inner sums, (3.54) and
Proposition 2.1 (i), we have
∑
B1i ,B
2
i ,...,B
2K
i ⊂{1,...,n},i∈A
∀j=1,...,2K {Bji ,i∈A} pairwise disjoint
∀j=2,...,2K ⋃˙i∈ABji=Dj
2K∏
j=1
(∏
i∈A
n(−|B
j
i |/2)fn,i
t,Bji
(∏
i∈A
ai
n,|Bji |,t
−
∏
i∈A
ai
n,|Bji |,s
))
≤
2K∏
j=1

∑
B1i ,B
2
i ,...,B
2K
i ⊂{1,...,n},i∈A
∀j=1,...,2K {Bji ,i∈A} pairwise disjoint
∀j=2,...,2K ⋃˙i∈ABji=Dj
∏
i∈A
n−|B
j
i |(fn,i
t,Bji
)2
(∏
i∈A
ai
n,|Bji |,t
−
∏
i∈A
ai
n,|Bji |,s
)2

1/2
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=
2K∏
j=1

|A|
2K∑
j′=1
j′ 6=j
|Dj′ | ∑
Bji⊂{1,...,n},i∈A
{Bji ,i∈A} pairwise disjoint⋃˙
i∈AB
j
i=Dj
∏
i∈A
n−|B
j
i |(fn,i
t,Bji
)2
(∏
i∈A
ai
n,|Bji |,t
−
∏
i∈A
ai
n,|Bji |,s
)2

1/2
≤
2K∏
j=1

|A|
2K∑
j′=1
j′ 6=j
|Dj′ | ∑
Bji⊂{1,...,n},i∈A
{Bji ,i∈A} pairwise disjoint⋃˙
i∈AB
j
i=Dj
(∏
i∈A
n−|B
j
i |(fn,i
t,Bji
)2C
2
∑
i∈A
|Bji |
)
|A|2
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣α

1/2
= |A|2K
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα 2K∏
j=1
|A| (2K−1)2 |Dj |

∑
Bji⊂{1,...,n},i∈A
{Bji ,i∈A} pairwise disjoint⋃˙
i∈AB
j
i=Dj
∏
i∈A
C2|B
j
i |n(−|B
j
i |)(fn,i
t,Bji
)2

1/2
= |A|2K
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα 2K∏
j=1
|A| (2K−1)2 |Dj |
∏
i∈Dj
C2n−1∑
p∈A
(fn,pt,i )
2
1/2
≤ |A|2K
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα 2K∏
j=1
∏
i∈Dj
(
|A|2KC2n−1max
p≤m
(fn,pt,i )
2
)1/2
. (3.60)
Finally, we return to the multiset of pairs. A multiset of pairs is represented by an empty
symmetric difference of these sets. Furthermore, for aji ∈ R, ajAj :=
∏
i∈Aj
aji , by Proposition 2.1
(i) we have the following expansion of the product in the third line,
∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
K∏
j=1
ajAj =
∑
A1,...,AK⊂{1,...,n}
A1△A2△···△AK=∅
K∏
j=1
ajAj
=
n∏
i=1
1 + ∑
1≤j1<j2≤K
aj1i a
j2
i +
∑
1≤j1<j2<j3<j4≤K
aj1i a
j2
i a
j3
i a
j4
i + . . .+
∑
1≤j1<···<j
2⌊K2 ⌋≤K
aj1i · · · aj2li

=
n∏
i=1
1 + ⌊
K
2 ⌋∑
l=1
∑
1≤j1<···<j2l≤K
aj1i · · · aj2li
 . (3.61)
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Thus, by (3.59), (3.60), (3.61), (3.49) and the assumptions, we obtain
E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)t))2K]
≤ |A|2K
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα ∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1
∏
i∈Dj
(
|A|2KC2n−1max
p≤m
(fn,pt,i )
2
)1/2
≤ |A|2K
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα n∏
i=1
(
1 + 22K
(
|A|2KC2n−1max
p≤m
(fn,pt,i )
2
))
≤ |A|2K
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα exp
(
22K |A|2KC2n−1
n∑
i=1
max
p≤m
(fn,pt,i )
2
)
≤ K˜(|A|, C, L,K)
∣∣∣∣ ⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα (3.62)
for some constant K˜(|A|, C, L,K) > 0. Thanks to (3.57), (3.58) and (3.62), we conclude
0 ≤ E
[(
(♦n)i∈AF ⋄ni,t
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni,s (In(fn,i)s))2K]
≤ K∗(|A|, C, L,K)
∣∣∣∣ ⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα (3.63)
for some constant K∗(|A|, C, L,K) > 0. Hence, the proof is completed analogously to the proof
of Theorem 3.10.
3.5 Notes to Chapter 3
Some of the results are partially published in Bender and Parczewski (2010,2012). In Bender
and Parczewski (2010) we derived Theorem 3.10 for the special case m = 1 and the fractional
Brownian motion BH = I(f) with Hurst parameter H > 1/2. Here, we give an embedding
of this result into a comprehensive theory of weak convergence of Wiener integrals and Wick
calculus, which allows to us the use of the term Wick functional limit theorem.
The discrete Hermite recursion in Theorem 3.4 is a key result to give a representation of
discrete Wick products in terms of ordinary products. For this reason, in Theorem 3.7 we are
able to handle the weak convergence of Wick products by induction and the continuous mapping
theorem. Corollary 3.5 is derived in Bender and Parczewski (2010) for BH,n, H > 1/2 and in
Bender and Parczewski (2012) for arbitrary discrete Wiener integrals. Theorem 3.7 is derived
in Bender and Parczewski (2012) for k = 1. To the best of our knowledge, besides Bender
and Parczewski (2010,2012), this is the first consideration of a connection of the discrete and
continuous Wick calculus via weak convergence.
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Chapter 4
Approximation of Wick-Itoˆ-SDEs
The weak convergence results in Chapter 3 give rise to the natural question whether we can con-
clude discrete Wick approximation schemes to Wick-Itoˆ SDEs. In particular, we are interested
in weak approximation schemes to Wick-Itoˆ-SDEs with respect to fractional Brownian motion.
For linear SDEs with respect to a standard Brownian motion the Wick functional limit the-
orem directly yields a well-known weak approximation by the analog Wick difference equations.
This is presented in Section 4.1. The applicability of the Wick functional limit theorem is clearly
based on the representation of the solutions via Wick analytic functionals.
Dealing with fractional Brownian motion, a new irregularity appears. We will observe that
the solutions of the associated Wick difference equations with respect to the (disturbed) discrete
noise (BH,nl+1 −BH,nl )l=0,...,n−1 are not given by Wick analytic functionals of BH,n. Thus we cannot
easily apply weak convergence results from Chapter 3. Wick difference equations with respect
to the disturbed random walk BH,n lead to Wick difference functionals which are determined by
a discrete fractional Wick-Itoˆ formula. These Wick difference functionals play the role of Wick
powers of Wiener integrals in Chapter 3. However, by tricky inspection of the difference between
the Wick difference functionals and the Wick powers, we are able to reduce the weak convergence
of solutions of Wick difference equations with respect to the disturbed random walk BH,n to the
continuous counterpart, the solution of the Wick-Itoˆ SDE with respect to fractional Brownian
motion. Because of the lengthy technicalities with tightness arguments to Hurst parameter
H < 1/2 (cf. Subsection 7.2), we restrict ourselves to Hurst parameters H > 1/2.
4.1 Wick difference equations
The introduction of the discrete Wick exponential (exp⋄n(In(fn))t)t∈[0,1] in Section 2.2 was
motivated by the correspondence to the continuous Wick exponential (exp⋄(I(ft)))t∈[0,1]. We
recall that the continuous Wick exponential solves the Dole´ans-Dade equation
dXt = f(t)XtdBt, X0 = 1, (4.1)
whereas the discrete Wick exponential solves the discrete counterpart
Xni = X
n
i−1 + f
n
i X
n
i−1
1√
n
ξi, X
n
0 = 1.
We can rewrite this Wick difference equation by the binary random walk Bnt =
1√
n
⌊nt⌋∑
i=1
ξni as
Xni = X
n
i−1 + f
n
i X
n
i−1
(
Bni
n
−Bni−1
n
)
Xn0 = 1, (4.2)
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and thanks to the independence of the increments, respectively, as
Xni = X
n
i−1 + f
n
i X
n
i−1 ⋄n
(
Bni
n
−Bni−1
n
)
, Xn0 = 1. (4.3)
We notice that (4.3) is the discrete counterpart of the continuous Wick-Itoˆ SDE
dXt = f(t)Xtd
⋄Bt, X0 = 1. (4.4)
Indeed, for f ∈ L2([0, 1]) the (adapted) solutions of (4.1) and (4.4) clearly coincide, since the
Wick-Itoˆ integral is an extension of the Itoˆ integral (cf. Holden et al. (2010, Proposition 2.5.4)).
Hence, according to the discrete Wick exponential as the unique solution of (4.2), we obtain
the following well-known Euler schemes. The proof is a reformulation by former results on Wick
functional limit theorems and will be extended to fractional Brownian motion in Subsection
4.2.3.
Theorem 4.1 (Linear system of SDEs). Suppose C1, C2,D1,D2 ∈ R. Then the piecewise
constant interpolation (
X˜nt , Y˜
n
t
)T
:=
(
Xn⌊nt⌋, Y
n
⌊nt⌋
)T
for the solution of the linear system of Wick difference equations
Xnl = X
n
l−1 +
(
C1X
n
l−1 + C2Y
n
l−1
) ⋄n (Bnl
n
−Bnl−1
n
)
, Xn0 = x0, l = 1, . . . , n,
Y nl = Y
n
l−1 +
(
D1X
n
l−1 +D2Y
n
l−1
) ⋄n (Bnl
n
−Bnl−1
n
)
, Y n0 = y0 l = 1, . . . , n,
(4.5)
converges weakly to the solution (X,Y )T of the corresponding linear system of SDEs
dXt = (C1Xt + C2Yt) dBt, X0 = x0,
dYt = (D1Xt +D2Yt) dBt, Y0 = y0.
(4.6)
in the Skorokhod space D([0, 1],R2).
Proof. The coefficients of the solution,
Xt =
∞∑
k=0
ak
k!
(Bt)
⋄k , Yt =
∞∑
k=0
bk
k!
(Bt)
⋄k , (4.7)
can be obtained recursively via the Itoˆ rule in terms of Wick products (cf. Kuo (1996), Holden
et al. (2010))
d(Bt)
⋄k = k(Bt)⋄k−1d⋄Bt, (B0)⋄k = 1{k=0}, (4.8)
to be
a0 = x0, b0 = y0, ak = C1ak−1 + C2bk−1, bk = D1ak−1 +D2bk−1. (4.9)
Note that it is |ak|, |bk| ≤ Ck for a C ∈ R+. This is according to the recursive derivation of the
coefficients and it ensures that the Wick analytic functionals Xt and Yt are square integrable
(cf. Remark 3.9 (ii)). Analogously to (4.8), we obtain by the recursive system of Wick difference
equations for (Bn)⋄nk in Proposition 2.28,
(Bn(l+1)/n)
⋄nk = (Bnl/n)
⋄nk+k(Bnl/n)
⋄n(k−1)⋄n
(
Bn(l+1)/n −Bnl/n
)
, (B0)
⋄nk = 1{k=0}, l = 1, . . . , n,
(4.10)
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the same coefficients (4.9) for the solution of the systems of difference equations
Xnl =
n∑
k=0
ak
k!
(Bnl/n)
⋄nk, Y nl =
n∑
k=0
bk
k!
(Bnl/n)
⋄nk.
We denote the upper bound
MAB := 2max {|C1|, |C2|, |D1|, |D2|} .
Suppose r1, r2 ∈ R to be arbitrary. By the linear system and (4.10), the sequence of processes
r1X˜
n + r2Y˜
n =
n∑
k=0
(
r1ak + r2bk
k!
)
(Bnt )
⋄nk
fulfills the conditions in Theorem 3.10 with
|r1ak + r2bk| ≤ max {|x0|, |y0|} (|r1|+ |r2|)MkAB .
Thus we obtain the weak convergence
r1X˜
n + r2Y˜
n d−→
∞∑
k=0
(
r1ak + r2bk
k!
)(
BH,n
)⋄k
= r1X + r2Y.
Hence, by the Crame´r-Wold device Billingsley (1968, Theorem 7.7), we conclude the asserted
convergence.
Remark 4.2. Theorem 4.1 can be extended to higher dimensional linear cases. It is also true
for an additional approximation of the coefficients Cn,i → Ci and Dn,i → Di for n→∞.
Example 4.3 (Wick-sine and Wick-cosine). The piecewise constant interpolation of
Xnl = X
n
l−1 + Y
n
l−1 ⋄n
(
Bnl
n
−Bnl−1
n
)
, Xn0 = 0, l = 1, . . . , n,
Y nl = Y
n
l−1 −Xnl−1 ⋄n
(
Bnl
n
−Bnl−1
n
)
, Y n0 = 1, l = 1, . . . , n
converges weakly to the solution of the linear system
dXt = Ytd
⋄Bt X0 = 0,
dYt = −Xtd⋄Bt Y0 = 1,
the process (sin⋄ (Bt) , cos⋄ (Bt))T .
In Section 2.5 we observed that the Wick exponential of the fractional Brownian motion(
exp⋄(BHt )
)
t∈[0,1]
solves the fractional Dole´ans-Dade equation,
dSt = Std
⋄BHt , S0 = 1. (4.11)
The discrete counterpart of this equation is the Wick difference equation with respect to the
increments of the disturbed random walk BH,n,
Sni = S
n
i−1 + S
n
i−1 ⋄n
(
BH,ni
n
−BH,ni−1
n
)
, Sn0 = 1. (4.12)
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Here, in opposite to the situation above in (4.1) - (4.4), forH 6= 1/2 this Wick difference equation
is not solved by the discrete Wick exponential of the disturbed random walk
(
exp⋄(BH,nt )
)
t∈[0,1]
,
where
BH,nt = I
n(bn(⌊nt⌋ , ·)) = n−1/2
⌊nt⌋∑
i=1
bn(⌊nt⌋ , i)ξni
is the disturbed random walk from the Fractional Donsker theorem 1.11. Here we have that
exp⋄n(BH2/n)− Sn2 = n−1(bn(2, 1) − bn(1, 1))bn(2, 2)Ξn{1,2},
which is nonzero for H 6= 1/2 due to the different (non-symmetric) coefficients bn(l, i). Hence,
exp⋄n(BHl/n) 6= Snl for all n ≥ l ≥ 2.
4.2 Wick functional limit theorem on Wick difference function-
als
Here we examine the weak convergence of solutions of Wick difference equations with respect
to the disturbed random walk BH,n (H > 1/2) to the continuous counterpart. This implies the
solution of the question whether the solution of the fractional Dole´ans-Dade equation can be
approximated by the discrete counterpart.
The derivation is closely related to the Wick functional limit theorem 3.10.
In Subsection 4.2.1 we introduce the Wick difference functionals with respect to BH,n which
play the role of Wick powers of BH,n in Theorem 3.10. These functionals are obtained via a
discrete fractional Wick-Itoˆ formula for BH,n. Subsequent to these functionals we state the Wick
functional limit theorem for these Wick difference functionals (Theorem 4.4).
Before we prove Theorem 4.4 in Subsection 4.2.3, we give some necessary Walsh decomposi-
tions and estimates in Subsection 4.2.2. Essentially, these computations enable us to reduce the
proof of Theorem 4.4 to the Wick functional limit theorem 3.10 and Slutsky’s theorem.
We forego the case H < 1/2 for technical reasons and give some remarks on the further
technicalities with H < 1/2 at the end of Subsection 4.2.3.
4.2.1 Wick difference functionals
As already observed in Section 4.1, in contrast to the continuous case, the discrete counterpart
of the fractional Dole´ans-Dade equation,
Sni = S
n
i−1 + S
n
i−1 ⋄n
(
BH,ni
n
−BH,ni−1
n
)
, Sn0 = 1, (4.13)
i = 1, . . . , n, is not solved by the discrete Wick exponential exp⋄n(BH,n) for H 6= 1/2. Neverthe-
less we will obtain that the solution of (4.13) converges weakly to the solution of the fractional
Dole´ans-Dade equation,
dSt = Std
⋄BHt , S0 = 1. (4.14)
The derivation of this convergence result follows the strategy of Section 4.1. In Theorem 4.1 we
checked that exp⋄n(Bnt ) =
n∑
k=0
1
k!(B
n
t )
⋄nk solves the discrete Dole´ans-Dade equation,
Xni = X
n
i−1 +X
n
i−1
1√
n
ξi, X
n
0 = 1.
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This is basically due to the recursive system of Wick difference equations in (2.63),
(Bn(l+1)/n)
⋄nk = (Bnl/n)
⋄nk+k(Bnl/n)
⋄n(k−1)⋄n
(
Bn(l+1)/n −Bnl/n
)
, (B0)
⋄nk = 1{k=0}, l = 1, . . . , n.
The solution of the fractional counterpart (4.13) is build up similarly via the fractional Itoˆ
formula in (2.66)
d(BHt )
⋄k = k(BHt )
⋄k−1d⋄BHt , (B
H
0 )
⋄k = 1{k=0}. (4.15)
We introduce the following system of Wick difference equations,
Uk,nl = U
k,n
l−1 + kU
k−1,n
l−1 ⋄n
(
BH,nl
n
−BH,nl−1
n
)
, U0,nl = 1, U
k,n
0 = 1{k=0}, (4.16)
for all l = 1, . . . , n and k ∈ N. We omit the subscript H in the notation of Uk,nl . This system
of equations is the discrete counterpart to the recursive system of SDEs in the fractional Itoˆ
formula (4.15). We observe that U0,n = 1 =
(
BH,n
)⋄n0 and U1,n = (BH,n)⋄n1, but
U2,n2 = 2B
H,n
1
n
⋄n BH,n2
n
6= BH,n2
n
⋄n BH,n2
n
=
(
BH,n2
n
)⋄n2
.
Hence, as observed in Section 4.1 above, in contrast to the continuous case in (2.66), the discrete
Wick powers of BH,n are not the solutions to (4.16) if k ≥ 2.
We denote the processes U˜k,nt as the Wick difference functionals, where U˜
k,n
t := U
k,n
⌊nt⌋ is the
piecewise constant interpolation of (4.16). Furthermore we denote for a Wick analytic functional
F ⋄n(x) =
n∑
k=0
an,k
k! x
⋄nk the application on the processes U˜k,nt , k = 0, . . . , n, as
F ⋄n(U˜nt ) :=
n∑
k=0
an,k
k!
U˜k,nt . (4.17)
Then the following generalization of Theorem 3.10 holds true:
Theorem 4.4. Suppose m ∈ N and H > 1/2 are fixed. We denote U˜k,nt := Uk,n⌊nt⌋ as the
piecewise constant interpolation of (4.16). We assume that the coefficients in the Wick analytic
functionals
F ⋄j (x) =
∞∑
k=0
ajk
k!
x⋄k, F ⋄nj (x) =
n∑
k=0
ajn,k
k!
x⋄nk, j ∈ {1, . . . ,m}
satisfy
1. lim
n→∞ a
j
n,k = a
j
k exists for all k ∈ N, j = 1, . . . ,m.
2. There exists a C ∈ R+, so that |ajn,k| ≤ Ck for all n, k ∈ N, j = 1, . . . ,m.
Then, for all βA ∈ R, A ⊂ {1, . . . ,m}, A 6= ∅, ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni
(
U˜n
)
t

t∈[0,1]
d→
 ∑
A⊂{1,...,m},A 6=∅
βA(♦)i∈AF ⋄i
(
BH
)
t

t∈[0,1]
as n tends to infinity.
Before we prove this result, we need some facts on the functionals U˜k,n and their relation to
the discrete Wick powers of the disturbed random walk BH,n.
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4.2.2 Some Walsh decompositions and L2-estimates
Here we give the Walsh decompositions for the approximating sequences and obtain some L2-
estimates. Let us recall the disturbed random walk from the Fractional Donsker theorem as
BH,nt =
⌊nt⌋∑
i=1
bn(⌊nt⌋ , i)ξni , bn(l, i) := n
i/n∫
(i−1)/n
zH (l/n, s) ds1{i≤l}.
Throughout this section we make use of the shorthand notations
dnl,i := n
−1/2 (bn(l, i) − bn(l − 1, i)) ,
such that dni,i = n
−1/2bn(i, i) , dnl,i = 0 for i > l.
bnt,A :=
∏
i∈A
bn(⌊nt⌋ , i), ΞnA :=
∏
i∈A
ξni .
Proposition 4.5. For all n, k ∈ N and l = 0, . . . , n, we have the Walsh decompositions
1
k!
Uk,nl =
∑
A⊆{1,...,l}
|A|=k
 ∑
m:A→{1,...,l}
injective
∏
p∈A
dnm(p),p
ΞnA, (4.18)
1
k!
(
BH,nl
n
)⋄nk
=
∑
A⊆{1,...,l}
|A|=k
n−k/2bnl
n
,A
ΞnA, (4.19)
1
k!
(
BH,nl
n
)⋄nk
− 1
k!
Uk,nl =
∑
A⊆{1,...,l}
|A|=k
 ∑
m:A→{1,...,l}
not injective
∏
p∈A
dnm(p),p
ΞnA. (4.20)
Proof. We use the conventions that an empty sum is zero, an empty product is one, and that
there exists exactly one map from the emptyset to an arbitrary set. By these conventions the
formulas are clearly valid for k = 0 or l = 0. We prove (4.18) by induction: For all l = 0, . . . , n
and all k ∈ N is obviously U0,nl = 1 and Uk,n0 = 0 as in formula (4.18). Suppose the formula
is proved for all positive integers less or equal to a certain k and all l = 0, . . . , n. Furthermore,
for k + 1, suppose the formula is proved for all positive integers less or equal to a certain l. For
k + 1 and l + 1, by the difference equation (4.16) and the induction hypothesis, we compute,
Uk+1,nl+1 − Uk+1,nl = (k + 1)k!
 ∑
A⊆{1,...,l}
|A|=k
∑
m:A→{1,...,l}
injective
∏
p∈A
dnm(p),pΞ
n
A
 ⋄n l+1∑
i=1
dnl+1,iξ
n
i
= (k + 1)!
∑
A⊆{1,...,l}
i∈{1,...,l+1}
|A|=k, i/∈A
∑
m:A→{1,...,l}
injective
∏
p∈A
dnm(p),pd
n
l+1,iΞ
n
A∪{i}
= (k + 1)!
∑
A′⊆{1,...,l+1}
|A′|=k+1
∑
m′:A′→{1,...,l+1}
injective, ∃q:m(q)=l+1
∏
p∈A′
dnm(p),pΞ
n
A′ . (4.21)
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Thus, by dm,p = 0 for all p− 1 ≥ m abd the induction hypothesis, we obtain
Uk+1,nl = (k + 1)!
∑
A⊆{1,...,l+1}
|A|=k+1
∑
m:A→{1,...,l+1}
injective, ∀q:m(q)<l+1
∏
p∈A
dnm(p),pΞ
n
A. (4.22)
Thanks to equations (4.21) and (4.22) we obtain (4.18). In particular, Uk,nl = 0 for all k > l. A
simple computation gives the k-th Wick power of
(
BH,nl
n
)
:
(
n∑
i=1
n−1/2bn(l, i)ξni
)⋄nk
=
l∑
i1,i2...,ik=1
pairwise distinct
 k∏
j=1
n−1/2bn(l, i)
k∏
j=1
ξnij

=
∑
A⊆{1,...l}
|A|=k
k!
(
n−k/2
∏
i∈A
bn(l, i)
∏
i∈A
ξni
)
=
∑
A⊆{1,...l}
|A|=k
k!n−k/2bnl
n
,A
ΞnA.
In particular,
(
BH,nl
n
)⋄nk
= 0 for all k > l. This yields (4.19).
The telescoping sum yields
l∑
m(p)=1
dnm(p),p =
l∑
m(p)=p
dnm(p),p =
l∑
m(p)=p
n−1/2 (bn(m(p), p)− bn(m(p)− 1, p)) = n−1/2bn(l, p),
and thus we get
∑
m:A→{1,...,l}
∏
p∈A
dnm(p),p =
∏
p∈A
 l∑
m(p)=1
dnm(p),p
 = ∏
p∈A
n−1/2bn(l, p) = n−|A|/2bnl
n
,A
. (4.23)
Thus, implied by (4.18) and (4.19), Equation (4.20) holds true.
We deal with the following simple estimate:
Proposition 4.6. For all H ∈ (0, 1), 0 ≤ t ≤ 1, i = 1, . . . , n, we have
|dn⌊nt⌋,i| ≤ n−H .
Proof. By n−1
n∑
i=1
(bn(r, i) − bn(r − 1, i))2 = E[(BH,n
r/n
−BH,n
(r−1)/n)
2] and (1.36), we clearly have
(
dnr,i
)2 ≤ r∑
i=1
(
dnr,i
)2
= n−1
n∑
i=1
(bn(r, i) − bn(r − 1, i))2 ≤
∣∣∣∣ rn − r − 1n
∣∣∣∣2H = n−2H .
The next Proposition estimates the difference between the approximating sequence in Theo-
rem 3.10 and the Wick analytic functionals (4.17).
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Proposition 4.7. Suppose H > 1/2. Under the assumptions of Theorem 4.4 for all finite sets
E ⊂ [0, 1], there exists a constant K > 0 such that for all n ≥ 1,
∑
t∈E
∑
A⊂{1,...,m}
E
[∣∣∣(♦n)i∈AF ⋄ni (BH,nt )− (♦n)i∈AF ⋄ni (U˜nt )∣∣∣2] ≤ Kn1−2H , (4.24)
for the Wick analytic functionals in Theorems 3.10 and 4.4.
Proof. Firstly we prove the simple case: Under the assumptions of Theorem 4.4 for all finite
sets E ⊂ [0, 1], there exists a constant K > 0 such that for all n ≥ 1, j(t) ∈ {1, . . . ,m},
∑
t∈D
E
∣∣∣∣∣∣
n∑
k=0
a
j(t)
n,k
k!
(
BH,nt
)⋄nk − n∑
k=0
a
j(t)
n,k
k!
U˜k,nt
∣∣∣∣∣∣
2 ≤ Kn1−2H , (4.25)
for the Wick analytic functionals in Theorems 3.10 and 4.4.
We make use of the Walsh decompositions in Proposition 4.5. As the sum in (4.23) telescopes
and by Proposition 4.6, we have for |A| ≥ 2,∑
m:A→{1,...,⌊nt⌋}
not injective
∏
l∈A
dnm(l),l =
∑
m:A→{1,...,⌊nt⌋}
∃u,v∈A : m(u)=m(v)
∏
l∈A
dnm(l),l
=
∑
u∈A
∑
m:A\{u}→{1,...,⌊nt⌋}
 ∏
l∈A\{u}
dnm(l),l
 ∑
v∈A\{u}
dnm(v),u
≤ max
i,r
dnr,i (|A| − 1)
∑
A′⊂A
|A′|=|A|−1
∑
m:A′→{1,...,⌊nt⌋}
∏
l∈A′
dnm(l),l
≤ n−H(|A| − 1)
∑
A′⊂A
|A′|=|A|−1
n−|A
′|/2bnt,A′ . (4.26)
Due to Remark 3.3 (i) and (1.36), we have
n−(k−1)
∑
A′⊆{1,...,⌊nt⌋}
|A′|=k−1
(
bnt,A′
)2 ≤ 1
(k − 1)!E[(B
H,n
t )
2]k−1 ≤ 1
(k − 1)!
∣∣∣∣⌊nt⌋n
∣∣∣∣2H(k−1)
≤ 1
(k − 1)! t
2H(k−1). (4.27)
Thus, by (4.20), (4.26), (4.27), and since (⌊nt⌋ − (k − 1)) ≤ n, for all k ≥ 2, we obtain
E
[∣∣∣∣ 1k!
((
BH,nt
)⋄nk − U˜k,nt )∣∣∣∣2
]
≤
∑
A⊆{1,...,⌊nt⌋}
|A|=k
n−H(k − 1) ∑
A′⊂A
|A′|=|A|−1
n−|A
′|/2bnt,A′

2
≤ n−2H(k − 1)2
∑
A⊆{1,...,⌊nt⌋}
|A|=k
(k − 1)
∑
A′⊂A
|A′|=|A|−1
n−|A
′| (bnt,A′)2
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≤ n−2H(k − 1)3 (⌊nt⌋ − (k − 1))n−(k−1)
∑
A′⊆{1,...,⌊nt⌋}
|A′|=k−1
(
bnt,A′
)2
≤ (k − 1)
3
(k − 1)! t
2H(k−1)n1−2H . (4.28)
Since a
j(t)
n,k ≤ Ck by the assumptions in Theorem 4.4 and
((
BH,nt
)⋄nk − U˜k,nt ) are zero for
k = 0, 1 and orthogonal for different k by Proposition 4.5, we get
E
∣∣∣∣∣∣
n∑
k=0
a
j(t)
n,k
k!
(
BH,nt
)⋄nk − n∑
k=0
a
j(t)
n,k
k!
U˜k,nt
∣∣∣∣∣∣
2
=
⌊nt⌋∑
k=2
E
∣∣∣∣∣∣a
j(t)
n,k
k!
((
BH,nt
)⋄nk − U˜k,nt )
∣∣∣∣∣∣
2 ≤ ( ∞∑
k=2
C2k
(k − 1)3
(k − 1)! t
2H(k−1)
)
n1−2H . (4.29)
As the series on the right hand side converges uniformly in t ∈ [0, 1], the assertion (4.25) follows.
The proof of the assertion in the Proposition proceeds similarly to (4.25). We introduce the
shorthand notation
∆d,nt,Ci :=
∑
m:D→{1,...,⌊nt⌋}
injective
∏
l∈D
dnm(l),l, (4.30)
and observe by Proposition 4.5 that
(♦n)i∈A
1
ki!
(BH,nt )
⋄nki − (♦n)i∈A 1
ki!
U˜k,nt
=
∑
D⊂{1,...,n}
|D|=∑
i∈A
ki
ΞnD
 ∑⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
n−|Ci|/2bnt,Ci −
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,nt,Ci

gives the Walsh decomposition
(♦n)i∈AF ⋄ni (B
H,n
t )− (♦n)i∈AF ⋄ni (U˜nt )
=
∑
D⊂{1,...,n}
ΞnD
∑
∑
i∈A
ki=|D|
∏
i∈A
ain,ki
 ∑⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
n−|Ci|/2bnt,Ci −
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,nt,Ci
 .
Here, by denoting A = {l1, . . . , l|A|}, due to (4.23),
∑⋃˙
i∈ACi=D
|Ci|=ki
1 =
( |D|
kl1kl2 · · · kl|A|
)
, the triangle
inequality and the nonnegativity of dnl,i, we obtain∣∣∣∣∣∣∣∣∣
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
n−|Ci|/2bnt,Ci −
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,nt,Ci
∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣∣∣∣∣∣∣∣
( |D|
kl1kl2 · · · kl|A|
)
n−|D|/2bnt,D −
∑
⋃˙
i∈ACi=D

∑
mi:Ci→{1,...,⌊nt⌋},
i∈A, injective,
mi(Ci),i∈A are pairwise disjoint
∏
i∈A
∏
p∈Ci
dnmi(p),p

−
∑
⋃˙
i∈ACi=D

∑
mi:Ci→{1,...,⌊nt⌋},
i∈A, injective,
∃i,j:mi(Ci)∩mj (CJ )6=∅
∏
i∈A
∏
p∈Ci
dnmi(p),p

∣∣∣∣∣∣∣∣∣∣∣
≤
( |D|
kl1kl2 · · · kl|A|
) ∣∣∣n− |D|2 bnt,D −∆d,nt,D∣∣∣+
∣∣∣∣∣∣∣∣∣∣∣
∑
⋃˙
i∈ACi=D

∑
mi:Ci→{1,...,⌊nt⌋},
i∈A, injective,
∃i,j:mi(Ci)∩mj(CJ )6=∅
∏
i∈A
∏
p∈Ci
dnmi(p),p

∣∣∣∣∣∣∣∣∣∣∣
≤ 2
( |D|
kl1kl2 · · · kl|A|
) ∑
m:D→{1,...,⌊nt⌋}
not injective
∏
l∈D
dnm(l),l.
Hence, by the Cauchy-Schwarz inequality, the assumptions on the coefficients, (4.28) and the
multinomial theorem, we have
E
[∣∣∣(♦n)i∈AF ⋄ni (BH,nt )− (♦n)i∈AF ⋄ni (U˜nt )∣∣∣2]
= E

∣∣∣∣∣∣∣∣∣
∑
D⊂{1,...,⌊nt⌋}
ΞnD
∑
∑
i∈A
ki=|D|
∏
i∈A
ain,ki
 ∑⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
n−|Ci|/2bnt,Ci −
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,nt,Ci

∣∣∣∣∣∣∣∣∣
2
=
∑
D⊂{1,...,⌊nt⌋}
 ∑∑
i∈A
ki=|D|
∏
i∈A
ain,ki
 ∑⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
n−|Ci|/2bnt,Ci −
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,nt,Ci


2
≤
∑
D⊂{1,...,⌊nt⌋}
 ∑∑
i∈A
ki=|D|
∏
i∈A
(
ain,ki
)2
 ∑∑
i∈A
ki=|D|
 ∑⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
bnt,Ci
n|Ci|/2
−
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,nt,Ci

2
≤
∑
D⊂{1,...,⌊nt⌋}
 ∑∑
i∈A
ki=|D|
C2|D|
 ∑∑
i∈A
ki=|D|
2( |D|kl1kl2 · · · kl|A|
) ∑
m:D→{1,...,⌊nt⌋}
not injective
∏
l∈D
dnm(l),l

2
≤
∑
D{1,...,⌊nt⌋}
|A||D|C2|D|4|A||D|
∑
∑
i∈A
ki=|D|
( |D|
kl1kl2 · · · kl|A|
) ∑
m:D→{1,...,⌊nt⌋}
not injective
∏
l∈D
dnm(l),l

2
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= 4
n∑
k=0
|A|3kC2k
∑
D⊂{1,...,⌊nt⌋}
|D|=k
 ∑
m:D→{1,...,⌊nt⌋}
not injective
∏
l∈D
dnm(l),l

2
≤
(
4
∞∑
k=0
|A|3kC2k (k − 1)
3
(k − 1)! t
2H(k−1)
)
n1−2H . (4.31)
As m and E are finite and these series converge uniformly in t ∈ [0, 1] and A ⊂ {1, . . . ,m}, we
conclude the asserted estimate.
The purpose of the estimate in Proposition is clearly to make use of the fact that the difference
of the processes in Theorems 3.10 and 4.4 vanishes as n tends to infinity.
4.2.3 A Wick functional limit theorem on Wick difference equations
Here we proceed with the generalization of Theorem 3.10 to the Wick difference functionals in
Subsection 4.2.1.
Proof of Theorem 4.4. We make use of Theorem 3.10 applied on the fractional Brownian motion
BH and the sequence of disturbed random walks BH,n. The convergence of the finite-dimensional
distributions is based on the upper bound in Proposition 4.7.
we deal with the processes ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni
(
U˜n
)
t

t∈[0,1]
,
 ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni
(
BH,n
)
t

t∈[0,1]
,
 ∑
A⊂{1,...,m},A 6=∅
βA(♦)i∈AF ⋄i
(
BH
)
t

t∈[0,1]
.
For all βA ∈ R, A ⊂ {1, . . . ,m}, A 6= ∅, by the Cauchy-Schwarz inequality, denoting d(m) =
2m − 1 and Proposition 4.7, we have
E
 ∑
A⊂{1,...,m},A 6=∅
βA
(
(♦n)i∈AF ⋄ni (B
H,n
t )− (♦n)i∈AF ⋄ni (U˜nt )
)2
≤ d(m)
 ∑
A⊂{1,...,m},A 6=∅
β2A
 ∑
A⊂{1,...,m},A 6=∅
E
[(
(♦n)i∈AF ⋄ni (B
H,n
t )− (♦n)i∈AF ⋄ni (U˜nt )
)2]
≤ d(m)K
 ∑
A⊂{1,...,m},A 6=∅
β2A
n1−2H . (4.32)
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Moreover, by Theorem 3.10, we have that ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni
(
BH,n
)
t

t∈[0,1]
fd→
 ∑
A⊂{1,...,m},A 6=∅
βA(♦)i∈AF ⋄i
(
BH
)
t

t∈[0,1]
.
(4.33)
Hence, due to (4.32), (4.33) and Slutsky’s theorem, we conclude the convergence of the finite-
dimensional distributions as ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni
(
U˜nt
)
t∈[0,1]
fd→
 ∑
A⊂{1,...,m},A 6=∅
βA(♦)i∈AF ⋄i
(
BH
)
t

t∈[0,1]
.
The tightness of the sequence of processes ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni
(
U˜nt
)
t∈[0,1]
is traced to the tightness of the sequence ∑
A⊂{1,...,m},A 6=∅
βA(♦n)i∈AF ⋄ni
(
BH,nt
)
t∈[0,1]
in Theorem 3.10. Suppose 0 ≤ s < t ≤ 1. Then, via the shorthand notation (4.30), we observe
(♦n)i∈AF ⋄ni (U˜
n
t )− (♦n)i∈AF ⋄ni (U˜ns )
=
∑
D⊂{1,...,⌊nt⌋}
ΞnD
∑
∑
i∈A
ki=|D|
∏
i∈A
ain,ki
 ∑⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,nt,Ci −
∑
⋃˙
i∈ACi=D
|Ci|=ki
∏
i∈A
∆d,ns,Ci

=
∑
D⊂{1,...,⌊nt⌋}
ΞnD
 ∑∑
i∈A
ki=|D|
∏
i∈A
ain,ki
∑
⋃˙
i∈ACi=D
|Ci|=ki
(∏
i∈A
∆d,nt,Ci −
∏
i∈A
∆d,ns,Ci
) .
Due to the nonnegativity of dnl,i, i, l, n ∈ N, and the telescoping sum formula (4.23), we have
∆d,nt,D −∆d,ns,D =
∑
m:D→{1,...,⌊nt⌋}
injective
∏
l∈D
dnm(l),l −
∑
m:D→{1,...,⌊ns⌋}
injective
∏
l∈D
dnm(l),l =
∑
m:D→{1,...,⌊nt⌋}
injective
∃u:m(u)>⌊ns⌋
∏
l∈D
dnm(l),l
≤
∑
m:D→{1,...,⌊nt⌋}
∃u:m(u)>⌊ns⌋
∏
l∈D
dnm(l),l =
∑
m:D→{1,...,⌊nt⌋}
∏
l∈D
dnm(l),l −
∑
m:D→{1,...,⌊ns⌋}
∏
l∈D
dnm(l),l
= bnt,D − bns,D. (4.34)
We recall the simple formula,
k∏
j=1
aj −
k∏
j=1
bj =
k∑
j=1
(aj − bj)
k∏
i=j+1
ai
j−1∏
i=1
bi, (4.35)
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which follows by induction. Hence, by (4.35), the nonnegativity of dnl,i, i, l, n ∈ N, the enumera-
tion A = {i1, . . . , i|A|} and (4.34), we obtain
∏
i∈A
∆d,nt,Ci −
∏
i∈A
∆d,ns,Ci =
|A|∑
j=1
(∆d,nt,Cij
−∆d,ns,Cij )
|A|∏
k=j+1
∆d,nt,Cij
j−1∏
k=1
∆d,ns,Cij
≤
|A|∑
j=1
n−|Cij |/2(bnt,Cij − b
n
s,Cij
)
|A|∏
k=j+1
n−|Cij |/2bnt,Cij
j−1∏
k=1
n−|Cij |/2bns,Cij
=
∏
i∈A
n−|Cij |/2bnt,Ci −
∏
i∈A
n−|Cij |/2bns,Ci . (4.36)
Thus, by the tightness in Theorem 3.10, especially the formulas (3.46) - (3.50), and due to (4.32)
and (4.36), we have,
E
[(
(♦n)i∈AF ⋄ni (U˜
n
t )− (♦n)i∈AF ⋄ni (U˜ns )
)2]
= E

 ∑
D⊂{1,...,⌊nt⌋}
ΞnD
 ∑∑
i∈A
ki=|D|
∏
i∈A
ain,ki
∑
⋃˙
i∈ACi=D
|Ci|=ki
(∏
i∈A
∆d,nt,Ci −
∏
i∈A
∆d,ns,Ci
)

2
=
∑
D⊂{1,...,⌊nt⌋}
 ∑∑
i∈A
ki=|D|
∏
i∈A
ain,ki
∑
⋃˙
i∈ACi=D
|Ci|=ki
(∏
i∈A
∆d,nt,Ci −
∏
i∈A
∆d,ns,Ci
)
2
≤
∑
D⊂{1,...,⌊nt⌋}
|A||D|
∑
⋃˙
i∈ACi=D
∏
i∈A
C2|Ci|
(∏
i∈A
∆d,nt,Ci −
∏
i∈A
∆d,ns,Ci
)2
≤
∑
D⊂{1,...,⌊nt⌋}
|A||D|
∑
⋃˙
i∈ACi=D
∏
i∈A
C2|Ci|
(∏
i∈A
n−|Cij |/2bnt,Ci −
∏
i∈A
n−|Cij |/2bns,Ci
)2
≤ 4|A| exp(3|A|2C2)
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H . (4.37)
Hence, by the triangle inequality and (4.37), we get
E
 ∑
A⊂{1,...,m},A 6=∅
βA
(
(♦n)i∈AF ⋄ni
(
U˜nt
)
− (♦n)i∈AF ⋄ni
(
U˜ns
))2
≤ K(C,m)
∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2H .
for some constant K(C,m) > 0. Thanks to Theorem 1.1, we conclude the assertion.
Example 4.8 (Wick powers of a fractional Brownian motion). For an,k = l!1{k=l}, we obtain
in Theorem 4.4,
U˜ l,n
d−→ (BH)⋄l .
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Hence, the Wick difference functionals U˜ l,n as the solutions of (4.16) converge weakly to the
continuous counterparts, the solutions of the fractional Wick-Itoˆ formula (2.66).
Example 4.9 (Geometric fractional Brownian motion). For an,k = ak = 1 we have
S˜n :=
n∑
k=0
1
k!
U˜k,n
d−→ exp⋄ (BH) ,
where Snl = S˜
n
l
n
solves the Wick difference equation (4.13),
Snl = S
n
l−1 + S
n
l−1 ⋄n
(
BH,nl
n
−BH,nl−1
n
)
, Sn0 = 1 (4.38)
for l = 1, . . . , n. This Wick difference equation is checked by summing up the recursive system
of Wick difference equations in (4.16). Hence, the piecewise constant interpolation of (4.38)
converges weakly to the solution of the fractional Dole´ans-Dade equation
dSt = Std
⋄BHt , S0 = 1
which is the exactly continuous counterpart.
Corollary 4.10 (Linear system of SDEs with respect to fBm). Suppose C1, C2,D1,D2 ∈ R.
Then the piecewise constant interpolation(
X˜nt , Y˜
n
t
)T
:=
(
Xn⌊nt⌋, Y
n
⌊nt⌋
)T
for the solution of the linear system of Wick difference equations
Xnl = X
n
l−1 +
(
C1X
n
l−1 + C2Y
n
l−1
) ⋄n (BH,nl
n
−BH,nl−1
n
)
, Xn0 = x0, l = 1, . . . , n,
Y nl = Y
n
l−1 +
(
D1X
n
l−1 +D2Y
n
l−1
) ⋄n (BH,nl
n
−BH,nl−1
n
)
, Y n0 = y0 l = 1, . . . , n,
converges weakly to the solution (X,Y )T of the corresponding linear system of SDEs
dXt = (C1Xt + C2Yt) d
⋄BHt , X0 = x0,
dYt = (D1Xt +D2Yt) d
⋄BHt , Y0 = y0.
in the Skorokhod space D([0, 1],R2).
Proof. Analogously to the derivation in Theorem 4.1, we obtain by the recursive system of Wick
difference equations for Uk,n in (4.16) the coefficients for the solution of the systems of difference
equations
Xnl =
∞∑
k=0
ak
k!
Uk,nl , Y
n
l =
∞∑
k=0
bk
k!
Uk,nl ,
recursively via
a0 = x0, b0 = y0, ak = C1ak−1 + C2bk−1, bk = D1ak−1 +D2bk−1.
Then, the derivation of the weak convergence proceeds analogously to the proof of Theorem
4.1.
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Remark 4.11. Corollary 4.10 can be extended to higher dimensional linear cases and it is also
valid for an additional approximation of the coefficients Cn,i → Ci and Dn,i → Di for n→∞.
A further example is the generalization of Example 4.9 to a linear SDE with drift. This
approximation was the motivation for this thesis and we take a closer look on it in the next
chapter.
Remark 4.12. The further technicalities with H < 1/2:
For H < 1/2 an estimate Kn1−2H as in Proposition 4.7 does not vanish as n tends to infinity.
Thinking on improvements of the derivation, the first thing which comes to mind is probably the
rough estimate in Proposition 4.6. But the simply derived estimate is asymptotically close, as
illustrated by the following lower bound, which can be obtained by (1.18):
For all H < 1/2, 0 ≤ t ≤ 1, i = 1, . . . , n, we have
|dn⌊nt⌋,⌊nt⌋| >
cH
H + 1/2
(⌊nt⌋ − 1
⌊nt⌋
)1/2−H
n−H .
Hence, based on Proposition 4.6 and the estimates in Section 2.1, one can pursue to obtain
estimates on higher moments of the difference process,
E
[(
(♦n)i∈AF ⋄ni (B
H,n
t )− (♦n)i∈AF ⋄ni (U˜nt )
)2K] ≤ Kn1−2KH ,
where 1−2KH < 0. The derivation of such upper bounds can be expected by similar computations
for the tightness of the Wick analytic functionals in Section 3.4. It is, however, much more
technical and involves the somewhat unwieldy terms
∆d,nt,D :=
∑
m:D→{1,...,⌊nt⌋}
injective
∏
l∈D
dnm(l),l.
Similarly to the considerations in Section 3.4, the tightness of the processes (♦n)i∈AF ⋄ni (U˜
n
t )
requires estimates of the type
E
[(
(♦n)i∈AF ⋄ni (U˜
n
t )− (♦n)i∈AF ⋄ni (U˜ns )
)2K] ≤ L ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣KH .
We expect that such estimates can be obtained with further technical efforts based on the concepts
in Section 3.4. Furthermore, since the terms dnl,i, i, l, n ∈ N are not generally nonnegative for
H < 1/2, it makes it necessary to extend some estimates more carefully.
Nevertheless, motivated by the results in Section 3.4 and the fairly nice Walsh decompositions
in Proposition 4.5, we assume the applicability of the machinery in Chapter 3 on the difference
processes for H < 1/2 and the generalization of the convergence result in Theorem 4.4 to the
case H < 1/2.
4.3 Notes to Chapter 4
Except the generalizations of results in Bender and Parczewski (2010), the contents in this
chapter are new.
Looking at linear systems of SDEs and Wick difference equations generalizing the Dole´ans-
Dade equation was the initial motivation for introducing Wick analytic functionals in Bender
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and Parczewski (2010). The Wick difference functionals in Section 4.1 provide the link of the
convergence results in Chapter 3 to the examination of Wick difference equations with respect
to fractional Brownian motion. Corollary 4.1 is taken from Bender and Parczewski (2010).
The results from Section 4.2 extend Bender and Parczewski (2010) in the manner of Chapter
3. The question of approximation schemes based on discrete Wick calculus and Wick difference
equations appears in the initial articles by Holden et al. (1992a,b).
Chapter 5
Applications to the fractional
Black-Scholes model
Replacing the driving Brownian motion in the classical Black-Scholes model by a fractional
Brownian motion, we obtain the fractional Black-Scholes model. Based on Wick calculus, the
fractional Black-Scholes model was studied by Hu and Øksendal (2003) and Elliott and van der
Hoek (2003). Bender and Elliott (2004) introduced a discrete version of the fractional Black-
Scholes model based on a difference equation involving discrete Wick products. Inspired by
the Fractional Donsker theorem 1.11 for H > 1/2 in Sottinen (2001), they conjecture the weak
convergence of the discrete fractional Black-Scholes model to the fractional Black-Scholes model.
Making use of Theorem 4.4 we are able to prove this convergence result (Theorem 5.3). Due to
Remark 4.12, we restrict ourselves to the case H > 1/2.
Moreover, in Section 5.3 we present some simulations of the discrete Black-Scholes model.
Guided by the reformulation of the Wick difference equation of the discrete fractional Black-
Scholes model into a Wick-free and computable formula, we determine how much information
about the whole family of sample paths is required, in order to sample a single paths of the
model. Surprisingly, this required part of paths out of the 2n possible paths of length n ∈ N is
determined asymptotically as ϕn, where ϕ ∼ 1.618 is the golden ratio. At the end of Section 5.3
we give some numerical examples of the introduced approximation scheme in 5.3 and illustrate
the influence of the Hurst parameter.
5.1 The fractional Black-Scholes model
The fractional Black-Scholes model with Hurst parameter H > 1/2 consists of two assets, a
riskless bond with interest rate r, we denote it as At := e
rt, and a risky stock,
St := s0 e
µt+σBHt −σ2t2H/2 = s0 eµt exp⋄(σBHt ).
Here, s0 > 0 is the initial price of the stock and the parameters σ > 0 and µ ∈ R can be
interpreted as volatility and as the average growth rate of the stock, respectively. The stock
St has the expectation s0e
µt, but it is not a semimartingale. Hence, there cannot exist an
equivalent local martingale measure. Due to the lack of the equivalent local martingale measure
and the fundamental theorem of pricing, one can obtain arbitrage in the fractional Black-Scholes
model by the dynamic readjustment of the portfolio. We refer to Bender et al. (2011) for some
examples and a survey on different concepts of arbitrage opportunities related to fractional
Brownian motion.
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Remark 5.1. However, by the fractional Girsanov theorem (cf. Norros et al. (1999, Theorem
4.1), Mishura (2008, Theorem 2.8.1)), one can construct an equivalent measure Q such that the
discounted fractional Black-Scholes model has the dynamics
St
At
= s0 e
σB˜Ht −σ2t2H/2,
where B˜H is a fractional Brownian motion under Q. Here, the discounted stock St/At has
martingale marginals under Q. Hence, call option prices calculated as expectations of discounted
call option payoffs under Q do not admit static arbitrage. In particular, Q is an average risk-
neutral measure in the sense that
E
Q
[
St
At
]
=
S0
A0
for every t ∈ [0, 1].
Analogously to the case of the classical Black-Scholes model, the dynamics of the fractional
Black-Scholes model can be described by the SDE
dSt = µStdt+ σStd
⋄BHt , S0 = s0, (5.1)
with the stochastic integral in Wick-Itoˆ sense. This was firstly studied in Elliott and van der
Hoek (2003) and we refer to the monographs Mishura (2008) and Biagini et al. (2008) for further
information on the fractional Black-Scholes model.
5.2 A discrete version of the fractional Black-Scholes market
Inspired by Sottinen’s approximation of a fractional Brownian motion by a disturbed binary
random walk (Fractional Donsker theorem 1.11) and the introduction of the discrete Wick
calculus in Holden et al. Holden et al. (1992a,b), Bender and Elliott proposed in Bender and
Elliott (2004) a discrete version of the equation (5.1) as
Sni =
(
1 +
µ
n
)
Sni−1 + σS
n
i−1 ⋄n
(
BH,ni
n
−BH,ni−1
n
)
, Sn0 = s0, (5.2)
i = 1, . . . , n, which is the natural discrete counterpart of the SDE (5.1). Based on the correlation
of the increments of the disturbed random walk BH,n for H > 1/2, Bender and Elliott (2004)
show that this discrete stock price will move upwards once again, if it has increased for sufficiently
many previous steps. Making use of this long memory property, they construct a simple buy-
and-hold arbitrage in the fractional Black-Scholes model.
Before discussing weak convergence of this discrete model to the fractional Black-Scholes
model, let us compare the situation with the classical Black-Scholes model.
Remark 5.2. The situation with the ordinary Brownian motion is clearly much simpler. It
is well-known that the standard Black-Scholes model is approximated by a Cox-Ross-Rubinstein
model. The stock price in the Cox-Ross-Rubinstein model is given by
Xni =
(
1 +
µ
n
)
Xni−1 + σX
n
i−1
1√
n
ξni , X
n
0 = x0, i = 1, . . . , n.
We can rewrite Xn with the symmetric random walk as
Xni =
(
1 +
µ
n
)
Xni−1 + σX
n
i−1 ⋄n
(
Bni
n
−Bni−1
n
)
, Xn0 = x0,
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i = 1, . . . , n. The solution of the difference equation for the Cox-Ross-Rubinstein model is given
by the ordinary product
Xni =
i∏
j=1
(1 +
µ
n
+ σ
1√
n
ξnj ). (5.3)
For the simple values µ = 0 and σ = 1, we obtain that Xnj is just the discrete Wick exponential
exp⋄n(Bnj/n). Hence, in this situation the discrete Wick exponential solves the discrete Wick
difference equation. Due to Theorem 2.5 and for these parameters µ and σ, it approximates the
stock price in the continuous Black-Scholes model.
As already observed in Sections 4.1 and 4.2.1, we obtained the weak approximation of the
fractional Black-Scholes model by the discrete version for the parameters µ = 0 and σ = 1 as
well. The convergence for general parameters follows easily:
Theorem 5.3. Suppose µ, s0 ∈ R, σ > 0. Then S˜nt := Sn⌊nt⌋, the piecewise constant interpolation
of the discrete Wick difference equation (5.2), converges weakly to the stock S in the fractional
Black-Scholes model, i.e. the solution of the SDE (5.1), in the Skorokhod space D([0, 1],R).
Proof. We make use of Theorem 4.4 and the coefficients an,k := σ
k
n, where
σn :=
σ
1 + µn
→ σ as n→∞.
Thus we obtain
V˜ n :=
n∑
k=0
an,k
k!
σkn U˜
k,n d−→
∞∑
k=0
ak
k!
(
σBH
)⋄k
.
and V nl := V˜
n
l
n
solves the Wick difference equation
V nl = V
n
l−1 +
(
σ
1 + µn
)
V nl−1 ⋄n
(
BH,nl
n
−BH,nl−1
n
)
, V n0 = 1, l = 1, . . . , n.
Consider now the piecewise constant function
(
W˜ nt
)
t∈[0,1]
determined by W˜ nt :=W
n
⌊nt⌋ and
W nl =
(
1 +
µ
n
)
W nl−1, W
n
0 = s0, l = 1, . . . , n.
By this well-known Euler scheme,(
W˜ nt
)
t∈[0,1]
−→ s0 (exp(µt))t∈[0,1] (5.4)
in the sup-norm on [0, 1]. Moreover,
V nl W
n
l =
(
1 +
µ
n
)
V nl−1W
n
l−1 +
[(
σ
1 + µn
)
V nl−1 ⋄n
(
BH,nl
n
−BH,nl−1
n
)](
1 +
µ
n
)
W nl−1
=
(
1 +
µ
n
)
V nl−1W
n
l−1 + σV
n
l−1W
n
l−1 ⋄n
(
BH,nl
n
−BH,nl−1
n
)
,
V n0 W
n
0 = s0, l = 1, . . . , n.
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Hence, the process Snl = V
n
l W
n
l is the unique solution of the Wick difference equation (5.2). The
multiplication by the deterministic function s0 exp(µt) is continuous on the Skorokhod space.
Thus, by (5.4) and the Slutsky’s theorem, we obtain(
S˜nt
)
t∈[0,1]
=
(
V˜ nt W˜
n
t
)
t∈[0,1]
d−→ s0
(
exp (µt) exp⋄
(
σBHt
))
t∈[0,1]
in the Skorokhod space D([0, 1],R). By applying the fractional Itoˆ formula, one easily observes
that s0 exp (µt) exp
⋄ (σBHt ) solves the SDE (5.1), see e.g. Bender (2003, Corollary 5.5). Thus
the proof is complete.
5.3 Simulations
In this section we present an algorithm for simulating sample paths of the discrete version of the
fractional Black-Scholes model. Hence, concerning the discrete Wick difference equation (5.2),
we will discuss how much information about the whole family of sample paths is required, in
order to sample a single paths of the model. Actually, this part out of the 2n possible paths of
length n ∈ N is determined exactly asymptotically as ϕn, where ϕ ∼ 1.618 is the golden ratio.
Finally, in Subsection 5.3.2 we present some numerical examples which illustrate how the be-
haviour of the weak convergence, stated in Theorem 5.3, is influenced by the choice of the Hurst
parameter. In particular, this includes a spreading effect of marginal distributions for larger
Hurst parameters.
5.3.1 The algorithm
Our aim is to draw sample paths from the solution of the discrete Wick difference equation (5.2),
Sni =
(
1 +
µ
n
)
Sni−1 + σS
n
i−1 ⋄n
(
BH,ni
n
−BH,ni−1
n
)
, Sn0 = s0, i = 1, . . . , n.
Clearly, the main difficulty in this difference equation is the presence of the discrete Wick
product, which is defined in terms of the Walsh decomposition. However, one of the factors is
the increment of the disturbed random walk
(
BH,ni
n
−BH,ni−1
n
)
, and so it has a quite simple Walsh
decomposition lying completely in the first discrete Wiener chaos. To achieve a Wick-product
free reformulation of (5.2), we imitate the reformulation of continuous Wick products in white
noise theory. The discrete Wick product can be represented as an ordinary product plus a trace
term which involves a discrete Malliavin derivative.
Definition 5.4. Suppose X ∈ L2(Ωn,Fn, Pn) has the representation
X = f(ξn1 , . . . , ξ
n
n)
for some deterministic function f : Rn → R. We think of the discrete Malliavin derivative as
the derivative of X with respect to the increments 1√
n
ξni , i = 1, . . . , n. Therefore, we define
Dni X :=
f(ξn1 , . . . , ξ
n
i−1, 1, ξ
n
i+1, . . . , ξ
n
n)− f(ξn1 , . . . , ξni−1,−1, ξni+1, . . . , ξnn)
2/
√
n
. (5.5)
for i = 1, . . . , n, which is independent of the choice of f .
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Remark 5.5. This definition coincides with the one given by Leitz-Martini (2000) or Privault
Privault (2009).
The following lemma is a consequence of Proposition 5.5 in Leitz-Martini (2000) adapted to
our framework.
Lemma 5.6. Suppose X ∈ L2(Ωn,Fn, Pn) and i ∈ {1, . . . , n}. Then,
X ⋄n
(
BH,ni
n
−BH,ni−1
n
)
= X
(
BH,ni
n
−BH,ni−1
n
)
− 1
n
i∑
j=1
(
bni
n
,j
− bni−1
n
,j
)
DnjX.
Proof. By the bilinearity of the discrete Wick product and since
BH,ni
n
−BH,ni−1
n
=
1√
n
i∑
j=1
(
bni
n
,j
− bni−1
n
,j
)
ξni ,
is an element of the first discrete Wiener chaos, it is sufficient to show
X ⋄n ξni = Xξni −
1√
n
Dni X.
By the definition of the discrete Malliavin derivative (5.5), Dni X can be expressed in terms of
the Walsh decomposition X =
∑
A⊂{1,...,n}X
n
AΞA as
Dni X =
√
n
∑
A⊂{1,...,n}
i∈A
XnAΞ
n
A\{i}.
As ΞnAξ
n
i = Ξ
n
A\{i} for i ∈ A, we get
X⋄nξni =
∑
A⊂{1,...,n}
XnA(Ξ
n
A ⋄n ξni ) =
∑
A⊂{1,...,n}
i/∈A
XnAΞ
n
Aξ
n
i = Xξ
n
i −
1√
n
Dni X.
Remark 5.7. The term involving the discrete Malliavin derivative in Lemma 5.6 can be in-
terpreted as a discrete analogue of the trace term which appears in continuous time, when a
Wick-Itoˆ integral is expressed in terms of a pathwise forward integral (cf. Proposition 3 in Alo`s
et al. (2011)).
By an application of Lemma 5.6, we can now reformulate the discrete Wick difference equation
(5.2) into a ‘Wick-free’ version as
Sni = S
n
i−1
(
1 +
µ
n
+ σ
(
BH,ni
n
−BH,ni−1
n
))
− σ 1
n
i−1∑
j=1
(
bni
n
,j
− bni−1
n
,j
)
Dnj S
n
i−1. (5.6)
(Here we sum up to i− 1 since Dni Sni−1 = 0, because Sni−1 does not contain the binary trial ξni ).
By the definition of the discrete Malliavin derivative (5.4), Equation (5.6) allows to construct
recursively functions sni (x1, . . . , xi) such that
Sni = s
n
i (ξ
n
1 , . . . , ξ
n
i ).
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This is the algorithm which we implement for our numerical results presented below.
It is important to note that the construction of sni (ξ
n
1 , . . . , ξ
n
i ) requires the evaluation of
sni−1(ξ1, , . . . , ξ
n
i−1)
and additionally of
sni−1(ξ
n
1 , . . . , ξ
n
j−1, 1, ξ
n
j+1, . . . , ξ
n
i−1)
and
sni−1(ξ
n
1 , . . . , ξ
n
j−1,−1, ξnj+1, . . . , ξni−1)
for all j = 1, . . . , i− 1, due to the presence of the discrete Malliavin derivative. Recursively, we
observe that the construction of sni (ξ
n
1 , . . . , ξ
n
i ) along a fixed paths requires the evaluation of s
n
j ,
j ≤ i− 1, along many other paths.
Let us take a closer look at the number of such evaluations. It can be regarded as the complexity
of the algorithm. Therefore we denote by
pn(k)
the number of different vectors (x1, . . . , xk) ∈ {−1, 1}k at which snk must be evaluated in order
to generate a single path of (sni (ξ
n
1 , . . . , ξ
n
i ), i = 1, . . . , n). Moreover,
qn :=
n∑
k=1
pn(k)
denotes the total number of different evaluations of (snj )j=1,...,n required to sample a single path.
Proposition 5.8. It holds true that
pn(k) =
k∧(n−k)∑
i=0
(
k
i
)
, (5.7)
qn = Fn+3 − 2 ∼ ϕ
3
√
5
ϕn, (5.8)
where Fn denote the Fibonacci numbers and ϕ =
1+
√
5
2 ≈ 1.618 is the golden ratio.
Proof. By (5.6) and the definition of the discrete Malliavin derivative (5.5) we have to vary
up to n − k of the entries (ξ1, . . . , ξk) of snk(ξn1 , . . . , ξnk ) in order to compute sni (ξn1 , . . . , ξni ) for
i = 1, . . . , n. This implies (5.7).
Summing pn(k) over k, we get
qn =
n∑
k=1
k∧(n−k)∑
i=0
(
k
i
)
,
which is actually a sum over a triangular array in Pascal’s triangle. By the change of variables
l = k + j we obtain
n∑
k=1
k∧(n−k)∑
i=0
(
k
i
)
=
n∑
l=1
⌊ l2⌋∑
j=0
(
l − j
j
)
, (5.9)
where the inner sums on the right hand side are build across diagonals in Pascal’s triangle, as
illustrated in Figure 5.1 on the right hand side.
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Figure 5.1: Illustration of the change of variables in (5.9).
We will now use the following facts on Fibonacci numbers, which can be easily obtained by
induction on k:
Fk+1 =
⌊k2⌋∑
j=0
(
k − j
j
)
,
n∑
k=1
Fk = Fn+2 − 1. (5.10)
Utilizing the above identities yields
qn =
n∑
k=1
Fk+1 =
n+1∑
k=2
Fk = Fn+3 − 2.
We can finally apply the asymptotical behaviour of the Fibonacci numbers
Fn ∼ 1√
5
ϕn,
in order to get
qn ∼ ϕ
n+3
√
5
− 2 ∼ ϕ
3
√
5
ϕn.
Remark 5.9. Here we compare the situation with the generation of a path in the Cox-Ross-
Rubinstein model and reinterpret the results of Proposition 5.8 in terms of a binomial tree.
The stock price in the Cox-Ross-Rubinstein model in (5.3) is arranged in a recombining tree.
This means that Xni only depends on how many binary trials ξ
n
j , j = 1, . . . , i in (5.3) are in
the up-state and how many are in the down-state. At the i-th time step this tree has (i + 1)
nodes. Hence, the whole tree consists of (n+2)(n+1)/2 nodes. By the explicit pathwise solution
formula, the generation of a single fixed path of the Cox-Ross-Rubinstein model requires to know
the value of one node per time step, and hence the value of n of the (n + 2)(n + 1)/2 nodes in
the binomial tree.
In contrast, the binomial tree generated by the discrete version of the fractional Black-Scholes
model in (5.6) does not fulfill this recombining property. The different weights bn(l, i) on the
binary trials ξnj , j = 1, . . . , i in the disturbed random walk B
H,n lead to a more extensive tree.
At the i-th time step this tree has 2i nodes and the total number of nodes in the tree is 2n+1− 1.
The number pn(i) is just the number of nodes required at time i in order to generate a single path
of the model. Thus, qn = Fn+3− 2 is the total number of the 2n+1− 1 nodes in the tree which is
required to generate one sample path. Hence, due to the presence of the discrete Wick products,
the value of the stock price in the discrete fractional Black-Scholes model along a single path is
significantly influenced by the value of the stock price along the other paths.
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5.3.2 Numerical examples
We now illustrate the dependence of the weak convergence result in Theorem 5.3 on the Hurst
parameter H ≥ 1/2 by some numerical experiments. The paths of the discrete version of
the fractional Black-Scholes model (5.2) are generated as described in the previous subsection.
We consider a discounted, average risk-neutral version of the discrete models (i.e µ = 0) with
volatility σ = 0.2 and initial price normalized to s0 = 1. In order to make the dependence
on H > 1/2 explicit, we write SH,ni instead of S
n
i . Moreover, S
1/2,n
i denotes the Cox-Ross-
Rubinstein model (5.3).
Example 5.10. We first consider the approximation of the marginal distribution of the continu-
ous time limit exp⋄(0.2BH1 ) via the distribution of S
H,n
n . This marginal is, indeed, a log-normal
distribution with parameters (µ, σ) = (0, 0.2) independent of H ≥ 1/2.
Figure 5.2 shows the histograms of S0.75,nn for n = 5, 9, 12, 15 and a histogram of the exact
limiting distribution. For the histograms the positive real line is divided into 27 + 1 = 129
intervals. Figures 5.3 and 5.4 show the histograms for S0.6,nn and S
1/2,n
n for the same choices of
n.
We observe that the histograms are closer to the log-normal distribution for higher values of
the Hurst parameter. The maximal absolute error between the cumulative distribution function of
S0.75,1515 and the cumulative distribution function of a log-normal with parameters (µ, σ) = (0, 0.2)
is as small as 0.015. Simultaneously, the probability mass of SH,nn is spread out more extensively
for higher values of H. Even for these small discretization values of n we can see this influence
of the different weights bn(l, i) in the corresponding binomial tree. Since the histograms in the
Cox-Ross-Rubinstein model S
1/2,n
n take only n+ 1 different values, these histograms consists of
n+ 1 columns which slowly tend to the histogram of the log-normal distribution as n increases.
Comparing, for H = 0.6, the peaks are still clearly visible, while for H = 0.75 these peaks are
spread out completely. In conclusion, we observe that the larger the Hurst parameter, the better
SH,nn approximates the marginal distribution of the fractional Black-Scholes model.
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Figure 5.2: Histograms of S0.75,nn (5.2) for n = 5, 9, 12, 15 and of the exact lognormal distribution
(from the top to the bottom).
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Figure 5.4: Histograms of S
1/2,n
n (5.2) for n = 5, 9, 12, 15 and of the exact lognormal distribution.
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Figure 5.3: Histograms of S0.6,nn (5.2) for n = 5, 9, 12, 15 and of the exact lognormal distribution.
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Example 5.11. We now compare the convergence behaviour of the average risk-neutral expec-
tations of a call-payoff for different Hurst parameters.
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Figure 5.5: Absolute error of the average risk-neutral expectations of an at-the-money call as a
number of the time steps n for different Hurst parameters H = 0.5, 0.6, 0.75 (from the top to
the bottom).
Figure 5.5 displays the absolute error
|E[(exp⋄(0.2BH1 )−K)+]− E[(SH,nn −K)+]|
for H = 0.5, 0.6, 0.75 (from the top to the bottom) as a function of the number of time steps n.
We consider the at the money case (K = 1).
For other options, like out-of-the-money options and in-the-money-options, the behaviour
is qualitatively similar. As expected by the histograms in Example 5.10, the error is strongly
fluctuating for small Hurst parameters and decreases more regularly for H = 0.75. Moreover,
by the spreading effect for larger Hurst parameters, for a small number of time steps the error
is significantly smaller in the case of a large Hurst parameter H = 0.75.
The decrease in Figure 5.5 is in accordance with the expected convergence rates. In fact, by
a log-log plot it follows a rate of convergence about 2H. But, due the relatively small number of
time steps which, this indication on the convergence rate is not conclusive.
Example 5.12. We finally illustrate the influence of the Hurst parameter on the path behaviour
of SH,ni , i = 0, . . . , n. Therefore we consider a sample path of the random walk approximation
B1/2,n of the Brownian motion and the fractional rearrangements by the disturbed random walks
BH,n and due to the disturbance by the Wick difference equation (5.2). In Figure 5.6, beginning
at the top, we have the sample path of the random walk approximation B1/2,n, then we plot the
random walk approximations of the fractional Brownian motion BH,n for the Hurst parameters
H = 0.65, 0.75, 0.85, constructed as discrete Wiener integral driven by the path of B1/2,n. Finally,
this figure shows the corresponding paths of the discrete versions of the fractional Black-Scholes
model SH,n. We choose n = 20 and, hence, by Proposition 5.8, F23 − 2 = 28, 655 nodes of the
binomial tree (consisting of 2, 097, 151 nodes) are required to construct a single path of SH,n.
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Figure 5.6: From the top to the bottom: Random walk approximations of the Brownian motion;
corresponding approximations of a fractional Brownian motion with Hurst parameters H = 0.65
, 0.75 and 0.85 (evaluated at 0.35 from the top to the bottom); solution of (5.2) for H =
0.65, 0.75, 0.85.
The path of the driving random walk (at the top of Figure 5.6) steeply increases until time
0.35. Then, essentially, it has a tendency to decrease. This first increase of B1/2,n persists in
the corresponding paths of BH,n and SH,n. For the larger Hurst parameter, especially H = 0.85,
the paths are relatively insensitive to the behaviour of the driving random walk B1/2,n for the
time period after 0.35. By the same reason the increase of these paths up to time 0.35 is less
pronounced. In contrast, although the early increase of B1/2,n still influences the path behaviour
of B0.65,n and S0.65,n at the later time steps, the paths have a tendency to fall in the long run, as
does the path of the driving random walk. These observations hardly come as a surprise, because
the corresponding dependency of the memory effect and the Hurst parameter is well known to be
present in the continuous time limit.
5.4 Notes to Chapter 5
The content of Chapter 5 is taken from Bender and Parczewski (2012). For further information
on fractional Black-Scholes models we refer to the standard monographs Mishura (2008) and
Biagini et al. (2008) and the article Bender et al. (2011).
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Chapter 6
Limit theorems by S-transform
Here we consider the connection of the discrete and continuous S-transforms. Actually, by the
convergence of the discrete S-transforms of Xn ∈ L2(Ωn,Fn, Pn) to the continuous S-transforms
of X ∈ L2(Ω,F , P ) as
(SnXn)(hˇn)→ (S X)(h) (6.1)
for all simple function h on [0, 1] and the discretizations hˇn ∈ Rn as hˇn(i) = h(i/n), combined
with convergence of the L2-norms ofXn to the L2-norm ofX, we establish a stronger convergence
type than the weak convergence.
We give several characterizations of this convergence type. By the S-transforms it can be
described via the weak convergence(
Xn, exp⋄n(In(hˇn))
) d→ (X, exp⋄(I(h))) .
Hence, roughly speaking, it is the convergence of joint distributions of the random variables with
parts of the underlying noise. Effectively, this convergence is the L2-convergence of the kernels
in the Wiener chaos decompositions (cf. Section 6.1).
Due to the characterizing S-transform identity of the continuous Wick product (Proposition
2.17) and the convergence of the S-transforms, in Theorem 6.37 we give a characterization of
the S-transform type convergence of Xn ⋄n Y n to X ⋄ Y .
Finally, we are able to extend former convergence results up to a Wick functional limit the-
orem to this stronger convergence in terms of S-transforms.
The outline of this chapter is as following:
In Section 6.1 we recall multiple Wiener integrals, Wiener chaos decomposition and some
computational rules for the S-transform of multiple Wiener integrals. All objects are treated in
discrete and continuous sense.
Section 6.2 is devoted to some notations and facts on simple functions and the embedding of
discrete multiple Wiener integrals into the continuous setting.
The characterization of the convergence (6.1) for multiple Wiener integrals is examined in
Section 6.3.
In Section 6.4 we proceed with the examination of (6.1) for Xn ∈ L2(Ωn,Fn, Pn) and X ∈
L2(Ω,F , P ). We call this characterization theorem 6.30 the Wiener chaos limit theorem.
The S-transform convergence is stated in Section 6.5. In Theorem 6.37 we conclude that,
under some further L2 condition, the S-transform convergence carries over to Wick products.
Finally, in Theorem 6.39, we notice that former convergence results can be generalized in S-
transform convergence as well.
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6.1 Wiener chaos decomposition
In this section we recall multiple Wiener integrals and Wiener chaos decomposition in continu-
ous and discrete setting. Finally we notice some properties of S-transform of multiple Wiener
integrals.
6.1.1 The multiple Wiener integrals
In the following we define the multiple Wiener integral. Suppose k ∈ N is fixed. We suppose
the usual setting from Section 1.1. We denote by
L˜2([0, 1]k) := {f ∈ L2([0, 1]k) : ∀pi ∈ Sk f(x1, . . . , xk) = f(xpi(1), . . . , xpi(k))},
the subspace of symmetric functions, where Sk denotes the group of permutations of {1, . . . , k}.
Furthermore, we have for every f ∈ L2([0, 1]k) the symmetrization as
f˜(x1, . . . , xk) :=
1
k!
∑
pi∈Sk
f(xpi(1), . . . , xpi(k)).
Let I ⊂ N, |I| <∞. We denote by
Ek :=

f(x1, . . . , xk) =
∑
i1,...,ik∈I ai1,...,ik1(bi1 ,ci1 ]×···×(bik ,cik ](x1, . . . , xk),
(bi, ci], i ∈ I are pairwise disjoint sets on [0, 1],
∀i1, . . . , ik ∈ I : ai1,...,ik ∈ R, ai1,...,ik = 0 if |{i1, . . . , ik}| < k

the set of elementary functions on half-opened intervals. We set
E := E1.
The symmetric subspace is defined as
E˜k := Ek ∩ L˜2([0, 1]k)
Clearly Ek is dense in L2([0, 1]k) (cf. Major (1981) or the original paper by Itoˆ (1951)). Similarly,
E˜k is dense in L˜2([0, 1]k). For
f(x1, . . . , xk) =
∑
i1,...,ik∈I
ai1,...,ik1(bi1 ,ci1 ]×···×(bik ,cik ](x1, . . . , xk) ∈ E
k
we define the multiple Wiener integral as
Ik(f) :=
∑
i1,...,ik∈I
ai1,...,ik
k∏
l=1
(Bcil −Bbil ).
By the independence of the increments of the Brownian motion we clearly have E[Ik(f)] = 0.
By inspection of the symmetrization, for f ∈ Ek and the corresponding f˜ ∈ E˜k, it is
Ik(f) = Ik(f˜). (6.2)
For f ∈ E˜k, we immediately have
E[(Ik(f))2] = k!‖f‖2L2 . (6.3)
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By the Cauchy-Schwarz inequality we get ‖f˜‖2L2 ≤ ‖f‖2L2 for all f ∈ L2([0, 1]k). Thus it is
E[(Ik(f))2] ≤ k!‖f‖2L2 (6.4)
for all f ∈ Ek. Hence, Ik is again a bounded linear operator and the density of Ek in L2([0, 1]k)
ensures that the extension, the multiple Wiener integral, is well-defined for every f ∈ L2([0, 1]k).
For simple functions f ∈ Ek, g ∈ Ek′ of possibly different order k, k′ ∈ N, we obtain
E[Ik(f)Ik
′
(g)] = δk,k′k!〈f˜ , g˜〉L2 , (6.5)
where δk,k′ denotes the Kronecker delta function. By the unique continuous linear extension
of the multiple Wiener integral on L2([0, 1]k) we obtain (6.2), (6.4), (6.3) and (6.5) for all
f ∈ L2([0, 1]k). In particular, multiple Wiener integrals of different order are orthogonal. For
more information we refer to Nualart (2006, Section 1.1.2).
Discrete multiple Wiener integrals
The discrete multiple Wiener integrals are defined analogously. At first we observe that the
elementary integrands for fixed order k ∈ N and the discretization n ∈ N are elements in
L2({1, . . . , n}k) = {f : {1, . . . , n}k → R},
where the inner product is defined as
〈f, g〉L2({1,...,n}k) =
∑
(i1,...,ik)∈{1,...,n}k
f(i1, . . . , ik)g(i1, . . . , ik).
We define the subspace of symmetric functions as
L˜2({1, . . . , n}k) := {f : {1, . . . , n}k → R : ∀pi ∈ Sk f(i1, . . . , ik) = f(ipi(1), . . . , ipi(k))}.
We denote by
∆nk :=
{
(i1, . . . , ik) ∈ {1, . . . , n}k : |{i1, . . . , ik}| = k
}
the area of discrete integration without diagonal elements. For f ∈ L2({1, . . . , n}k) we define
the discrete multiple Wiener integral with respect to the discrete noise as
In,k(f) := n−k/2
∑
(i1,...,ik)∈∆nk
f(i1, . . . , ik)ξ
n
i1 · · · ξnik .
We notice that E[In,k(f)] = 0 for all f ∈ L2({1, . . . , n}k). We restrict ourselves to integrating
over ∆nk to ensure this zero mean property. Moreover this restriction ensures that discrete
multiple Wiener integrals of different order are orthogonal. For f ∈ L˜2({1, . . . , n}k) this yields
to
In,k(f) := k!n−k/2
n∑
i1<...<ik=1
f(i1, . . . , ik)ξ
n
i1 · · · ξnik .
With the symmetrization
f˜(i1, . . . , ik) :=
1
k!
∑
pi∈Sk
f(ipi(1), . . . , ipi(k))
124 CHAPTER 6. LIMIT THEOREMS BY S-TRANSFORM
we obtain again that In,k(f) = In,k(f˜). In fact, for f ∈ L2({1, . . . , n}k), g ∈ L2({1, . . . , n}k′),
for possibly different orders k, k′ ∈ N, we have that
E[In,k(f)In,k
′
(g)] = δk,k′ k! n
−k ∑
(i1,...,ik)∈∆nk
f˜(i1, . . . , ik)g˜(i1, . . . , ik)
= δk,k′ k! n
−k〈1∆nk f˜ , g˜〉L2({1,...,n}k)
which is the analog of (6.5). Especially we have
E
[(
In,k(f)
)2]
= k!n−k
∑
(i1,...,ik)∈∆nk
(
f˜(i1, . . . , ik)
)2
= k!n−k‖1∆nk f˜‖2L2({1,...,n}k).
Thus we obtain a discrete multiple Wiener integral with analogous properties as in the continuous
case. We refer to Privault (2009, Section 1.3) for further properties of such discrete multiple
Wiener integrals. Due to the fact that the values of the multiple integrand fn,k on the diagonal
elements do not have an influence on the discrete multiple Wiener integral In(fn,k), we consider
mostly the multiple integrands in
L20({1, . . . , n}k) := {1∆nk f : f ∈ L2({1, . . . , n}k)},
L˜20({1, . . . , n}k) := {1∆nk f : f ∈ L˜2({1, . . . , n}k)}.
6.1.2 Wiener chaos
Here we recover the objects in Subsection 6.1.1 from a more general point of view. A Gaussian
Hilbert space is a complete real linear subspace of some L2(Ω,F , P ), such that all elements are
centered Gaussian. Since the L2 convergence implies weak convergence and the weak limit of
Gaussian random variables is Gaussian as well, we observe that the closure of the linear span
of {Bt, t ∈ [0, 1]} in Section 1.1 is a Gaussian Hilbert space. We denote it as H(B). More
generally, we suppose in the following that H is a Gaussian Hilbert space over the probability
space (Ω,F(H), P ), where F(H) is the σ-field generated by H. The results in this section
are well-known. For the proofs we refer mainly to Janson (2006). We start with these simple
properties:
Proposition 6.1. Suppose H is a Gaussian Hilbert space. Then, for all n ∈ N, h, h1, . . . , hn ∈
H,
(i) For all p ∈ (0,∞), E [|h|p]1/p = √2
(
Γ(p+1
2
)√
pi
)1/p
E
[|h|2]1/2. Thus all Lp topologies coin-
cide on H.
(ii) E [h1 · · · hn] =
∑∏
k E [hikhjk ], where we sum over all partitions of {1, . . . , n} into disjoint
pairs
{{i1, j1}, . . . , {in/2, jn/2}}.
(iii) For all p ∈ N,
n∏
i=1
hi ∈ Lp(Ω,F(H), P ).
Proof. The equation in (i) is a simple computation. For (ii), the so called Wick’s Theorem,
we refer to Janson (2006, Theorem 1.28). The proof is basically the argument in the proof of
Proposition 2.10. We obtained a proof by our convergence results based on the central limit
theorem in Proposition 1.6. (iii) is a direct conclusion from (i) and the Ho¨lder inequality.
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We define for all n ∈ N,
Pn(H) := {p(h1, . . . , hn) : p is a real polynomial of degree ≤ n, h1, . . . , hn ∈ H} ,
H :n: := Pn(H) ∩ Pn−1(H)⊥.
For completeness we define H :0: := R. The subspace H :n: is denoted as the n-th Wiener
chaos. Observe that the orthogonal subspaces H :n: satisfy Pn(H) =
n⊕
k=0
H :k:. In the following
representation theorem we have to take into account the complex L2 space as well.
Theorem 6.2. Suppose H is a Gaussian Hilbert space over (Ω,F(H), P ). Then
(i) If X ∈ L2((Ω,F(H), P ),C) and E [X exp(−ih)] = 0 for all h ∈ H, then X = 0 P -a.s.
(ii) If X ∈ L2((Ω,F(H), P ),R) and E [X exp(h)] = 0 for all h ∈ H, then X = 0 P -a.s.
(iii)
∞⊕
n=0
H :n: =
⋃
n∈N
Pn(H) = L2((Ω,F(H), P ),R).
The last assertion is the Wiener chaos decomposition.
For the proof we refer to Janson (2006, Theorem 2.6, Lemma 2.7).
Remark 6.3. Suppose G ⊂ H is a dense subset. Then we clearly have Pn(G) = Pn(H) for all
n ∈ N. Hence, analogously, Theorem 6.2 (i) and (ii) are valid under the weaker assumption of
E [X exp(−ih)] = 0 and E [X exp(h)] = 0, respectively, for all h ∈ G.
For every k ∈ N we define the orthogonal projection as
pik : L
2(Ω)→ H :k:.
Due to Theorem 6.2 (iii), for every X ∈ L2(Ω), we obtain a unique representation as Wiener
chaos decomposition,
X =
∞∑
k=0
pik(X). (6.6)
6.1.3 Wiener chaos in terms of Hermite polynomials
Here we reformulate the Wiener chaos decomposition in Theorem 6.2 in terms of Hermite poly-
nomials (cf. Section 2.3).
The orthogonality of the Hermite polynomials for different degrees allows to constitute a
basis of the L2(Ω,F , P ). For an arbitrary index set I, we define a multi-index α = (αi)i∈I , if
α ∈ NI with finitely many elements different to zero. We define |α| = ∑
i∈I
αi and notice that
|α| ∈ N for all multi-indices. Now we can obtain the orthonormal basis of L2(Ω,F , P ) in terms
of Hermite polynomials which is a classical result due to Cameron and Martin (1947):
Theorem 6.4. Suppose H is a Gaussian Hilbert space with the orthonormal basis {hi, i ∈ I}.
Then
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(i) The set 
(∏
i∈I
αi!
)−1/2∏
i∈I
hαi(hi) , α multi-index
 , (6.7)
is an orthonormal basis of L2(Ω,F , P ).
(ii) The set 
(∏
i∈I
αi!
)−1/2∏
i∈I
hαi(hi) , α multi-index with |α| = n
 , (6.8)
is an orthonormal basis of H :n:.
For the proof we refer to Janson (2006, Theorem 3.21).
Thus, by Theorem 6.2, for any X ∈ L2(Ω,F , P ) and the orthonormal basis {hi, i ∈ I} of H,
we have the Wiener chaos decomposition in terms of Hermite polynomials as
X =
∑
α (multi-indices)
cα
∏
i∈I
hαi(hi) =
∞∑
n=0
 ∑
α (multi-indices)
|α|=n
cα
∏
i∈I
hαi(hi)
 (6.9)
with cα ∈ R.
In particular we have
Corollary 6.5 (Janson (2006), Corollary 3.27 and Corollary 3.28). For all k ∈ N, every of the
following sets is total in H :k::
{h1 ⋄ · · · ⋄ hk, h1, . . . , hk ∈ H}, {h⋄k, h ∈ H}.
6.1.4 Wiener-Itoˆ decomposition
As already seen, it is sufficient to define the multiple Wiener integrals for symmetric functions.
Now we connect the multiple Wiener integrals with Hermite polynomials. For a Hilbert space
H the symmetric tensor power H⊗˜k is defined as a Hilbert space with the symmetric multilinear
map H × · · · ×H → H⊗˜k, (h1, . . . , hk) 7→ h1⊗˜ · · · ⊗˜hk such that
〈g1⊗˜ · · · ⊗˜gk, h1⊗˜ · · · ⊗˜hk〉 =
∑
pi∈Sk
k∏
i=1
〈gi, hpi(i)〉H .
The closure of the linear span of the range of this map equals H⊗˜k. For Gaussian Hilbert spaces
we have that the symmetric tensor power H⊗˜k is realized by H :k: (Janson (2006, Theorem 4.1)).
The connection in our setup of Section 1.1 is the classical result
Theorem 6.6 (Itoˆ (1951), Theorem 3.1). For all m,mi ∈ N, f1, . . . , fk ∈ L2([0, 1]) orthogonal,
Im
(
f ⊗˜m11 ⊗˜ · · · ⊗˜f ⊗˜mkk
)
= hm1‖f1‖2(I(f1)) · · · h
mk
‖fk‖2(I(f1)). (6.10)
Especially,
Im(f ⊗˜m) = hm‖f‖2(I(f))
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Thus, by (6.9) and (2.29), we have,
Theorem 6.7 (Wiener-Itoˆ decomposition). For every X ∈ L2(Ω,F , P ) there exists a unique
representation
X =
∞∑
k=0
Ik(fk),
where fk ∈ L˜2([0, 1]k), and it holds
E[X2] =
∞∑
k=0
k!‖fk‖2L2([0,1]k).
Moreover, we have
Theorem 6.8 (Janson (2006), Theorem 7.26). For all mi ∈ N, f1, . . . , fk ∈ L2([0, 1]),
Im
(
f ⊗˜m11 ⊗˜ · · · ⊗˜f ⊗˜mkk
)
= I(f1)
⋄m1 ⋄ · · · ⋄ I(fk)⋄mk . (6.11)
Discrete Wiener chaos decomposition
We recall that every X ∈ L2(Ωn,Fn, Pn) has a unique expansion in terms of the basis
{ΞnA, A ⊂ {1, . . . , n}} ,
the Walsh decomposition of X, as
X =
∑
A⊂{1,...,n}
XnAΞ
n
A,
where XnA ∈ R. Given an Xn =
∑
A⊂{1,...,n}
XnAΞ
n
A ∈ L2(Ωn,Fn, Pn), we obtain
Xn =
n∑
k=0
∑
{i1,...,ik}⊂{1,...,n}
i1,...,ik distinct
X{i1,...,ik}Ξ{i1,...,ik}
=
n∑
k=0
k!n−k/2
n∑
i1,...,ik=1
i1<...<ik
(
1
k!
nk/2X{i1,...,ik}
)
ξni1 · · · ξnik =
n∑
k=0
In,k(fn,k), (6.12)
for the symmetric integrands fn,k ∈ L˜20({1, . . . , n}k) as
fn,k(i1, . . . , ik) :=
1
k!
nk/2X{i1,...,ik}.
We denote
Xn =
n∑
k=0
In,k(fn,k), (6.13)
(for the unique symmetric integrands fn,k(i1, . . . , ik) ∈ L˜20({1, . . . , n}k)) the discrete Wiener-
Itoˆ decomposition of Xn ∈ L2(Ωn,Fn, Pn). We notice that it is uniquely determined by the
unique representation as Walsh decomposition. Suppose Xn ∈ L2(Ωn,Fn, Pn) is given in the
discrete Wiener-Itoˆ decomposition (6.13). Then we define the projection to the k-th discrete
Wiener chaos as
pink (X
n) := In,k(fn,k).
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6.1.5 Some remarks on S-transforms of multiple Wiener integrals
Here we consider some elementary computational rules for S-transform of multiple Wiener inte-
grals.
As an extension of Example 2.12 we conclude for the S-transform for multiple Wiener inte-
grals:
Proposition 6.9. For every k ∈ N, fk ∈ L˜2([0, 1]k), we have
(SIk(fk))(g) = 〈fk, g⊗˜k〉L2([0,1]k).
Proof. Due to Corollary 6.5, Theorem 6.8 and the linearity of the S-transform it suffices to check
the assertion for I(h)⋄k, h ∈ L2([0, 1]). Thus we have
(SI(h)⋄k)(g) = E
[
I(h)⋄k
1
k!
I(g)⋄k
]
= E[hg]k = 〈h⊗˜k, g⊗˜k〉L2([0,1]k). (6.14)
Since both sides of (6.14) are continuous and linear (for fixed g), we obtain the assertion.
Given a Gaussian Hilbert spaceH we define, more generally, for everyX ∈ L2((Ω,F(H), P ),R)
and h ∈ H, the S-transform of X at h as
(SX)(h) := E[X exp⋄(h)].
Furthermore we obtain the following properties.
Proposition 6.10. We suppose the Wiener chaos decomposition X =
∞∑
k=0
pik(X).
(i) For X ∈ H :k: the S-transform is homogeneous of degree k on H .
(ii) For all h ∈ H,
(SX)(h) =
∞∑
k=0
(Spik(X))(h).
(iii) Suppose (ψk)k∈N is a sequence of functions on H such that ψk is homogeneous of degree k
and it holds true that (SX)(h) =
∞∑
k=0
ψk(h) for all h ∈ H. Then for all k ∈ N,
ψk(h) = (Spik(X))(h).
For the proofs we refer to Janson (2006, Theorem 16.16).
Analogously to Propositions 6.9 and 6.10 we have the discrete counterpart as
Proposition 6.11. (i) For every k = 1, . . . , n, fn,k ∈ L˜2({1, . . . , n}k),
(Sn In,k(fn,k))(hn) = n−k〈1∆nk fn,k, (hn)⊗˜k〉L˜2({1,...,n}k).
(ii) For Xn = In,k(fn,k)) (i.e. Xn is in the k-th discrete Wiener chaos) the discrete S-
transform is homogeneous of degree k.
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(iii) For all hn ∈ Rn,
(SnXn)(hn) =
n∑
k=0
(Snpink (X
n))(hn).
(iv) Suppose (ψnk )k=0,...,n is a sequence of functions on R
n such that ψnk is homogeneous of
degree k and it is (SnXn)(hn) =
n∑
k=0
ψnk (h
n) for all hn ∈ Rn. Then for all k = 0, . . . , n,
ψnk (h
n) = (Snpink (X
n))(hn).
Proof. (i) A simple computation yields
(Sn In,k(fn,k))(hn) = E
[
In,k(fn,k) exp⋄n(In(hn))
]
= E
n−k/2 ∑
(i1,...,ik)∈∆nk
fn,k(i1, . . . , ik)Ξ
n
{i1,...,ik}
∑
B⊂{1,...,n}
n−|B|/2hnBΞ
n
B

= n−k
∑
(i1,...,ik)∈∆nk
fn,k(i1, . . . , ik)h
n(i1) · · · hn(ik)
= n−k〈1∆nk fn,k, (hn)⊗˜k〉L˜2({1,...,n}k).
(ii) is clear by (i). (iii) follows by linearity. (iv) follows by (ii) and (iii).
6.2 Simple functions
Here we introduce some notations on simple functions and embeddings of discrete integrands of
discrete multiple Wiener integrals into simple functions. We establish a discrete analog of the
representation of multiple Wiener integrals in terms of Wick products in Theorem 6.13. More-
over, in Proposition 6.18 we notice that the discrete S-transforms of discrete multiple Wiener
integrals are asymptotically equal to the continuous S-transforms of the embedded continuous
multiple Wiener integrals.
For every set D ⊂ [0, 1], we define the discretization as
Dn := D ∩
{
1
n
,
2
n
, . . . ,
n− 1
n
, 1
}
.
Remark 6.12. (i) Since Ek is a dense subset of L2([0, 1]k) and by Remark 6.3, we obtain
that the set {exp⋄(I(f)), f ∈ E is total in L2(Ω,F , P ). Hence, by Proposition 2.8, the random
variable X ∈ L2(Ω,F , P ) is uniquely determined by the set of S-transforms (SX)(·) on E.
(ii) We define the countable basis
CQ := {(a, b], a, b ∈ [0, 1] ∩Q},
which is a generator of the Borel sets in [0, 1] as well. Then we define the countable set of
simple functions on CQ as
ECQ :=

m∑
j=1
aj1Aj : m ∈ N, aj ∈ Q, Aj ∈ CQ
 .
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Hence, analogously, the random variable X ∈ L2(Ω,F , P ) is uniquely determined by the count-
able set of S-transforms (SX)(·) on ECQ.
(iii) For a set B, we denote by span(B) the linear span of B.
For all n ∈ N, k ∈ N, gn ∈ Rn, we clearly have
(In(gn))⋄nk = n−k/2
∑
(i1,...,ik)∈∆nk
gni1 · · · gnikξni1 · · · ξnik = In,k((gn)⊗˜k). (6.15)
Similarly we obtain a discrete version of Theorem 6.8 as
Theorem 6.13. Suppose n, k, k1, . . . , km ∈ N,
m∑
i=1
ki = k and g
1,n, . . . , gm,n ∈ Rn. Then it is
(
In(g1,n)
)⋄nk1 ⋄n · · · ⋄n (In(gm,n))⋄nkm = In,k ((g1,n)⊗˜k1⊗˜ · · · ⊗˜(gm,n)⊗˜km) .
Proof. We compute the simple case m = 2. The general assertion follows similarly. Thus we
have,(
In(g1,n)
)⋄nk1 ⋄n (In(g2,n))⋄nk2
=
n−k1/2 ∑
(i1,...,ik1)∈∆nk1
g1,ni1 · · · g
1,n
ik1
Ξn{i1,...,ik1}
 ⋄n
n−k2/2 ∑
(i1,...,ik2 )∈∆nk2
g2,ni1 · · · g
2,n
ik2
Ξn{i1,...,ik2}

= n−(k1+k2)/2
∑
(i1,...,ik1+k2)∈∆nk1+k2
g1,ni1 · · · g
1,n
ik1
g2,nik1+1
· · · g2,nik1+k2Ξ
n
{i1,...,ik1+k2}
= In,k1+k2
(
(g1,n)⊗˜k1⊗˜(g2,n)⊗˜k2
)
.
Definition 6.14 (Discretization and embedding). We define the discretization of an element
g ∈ E into L2({1, . . . , n}k) as gˇn with
gˇn(i1, . . . , ik) := g(i1/n, . . . , ik/n).
Moreover, we define the embedding of an element gn ∈ L2({1, . . . , n}k) into Ek as ĝn with
ĝn(u1, . . . , uk) := g
n (⌈nu1⌉, . . . , ⌈nuk⌉)
=
n∑
i1,...,ik=1
g(i1, . . . , ik)1( i1−1
n
,
i1
n
]×···×( ik−1
n
,
ik
n
]
(u1, . . . , uk).
For g ∈ E as
g(x) =
m∑
j=1
aj1(bj ,cj](x),
for some disjoint sets (b1, c1], . . . , (bm, cm] ⊂ [0, 1] and a1, . . . , am ∈ R, we have for every k ∈ N,
g⊗˜k(u) := g⊗˜k(u1, . . . , uk) =
m∑
j1,...,jk=1
aj1 · · · ajk1(bj1 ,cj1 ]×···×(bjk ,cjk ](u1, . . . , uk),
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where we use the shorthand notation u = (u1, . . . , uk) ∈ Rk. Hence, for the discretization, we
have
gˇn(i) :=
m∑
j=1
aj1(bj ,cj ] (i/n) =
m∑
j=1
aj1(bj ,cj ]n (i/n) ,
and
(gˇn)⊗˜k(i1, . . . , ik) =
m∑
j1,...,jk=1
aj1 · · · ajk1(bj1 ,cj1 ]n×···×(bjm ,cjm ]n (i1/n, . . . , ik/n) ,
(̂gˇn)⊗˜k(u) =
m∑
j1,...,jk=1
aj1 · · · ajk1(⌈nbj1⌉
n
,
⌊ncj1⌋
n
]
×···×
(⌈nbjk⌉
n
,
⌊ncjk⌋
n
](u1, . . . , uk).
Notice that (gˇn)⊗˜k ∈ L˜2({1, . . . , n}k) and (̂gn)⊗˜k ∈ E˜k.
Proposition 6.15. For all k ∈ N, g ∈ E, hn ∈ L2({1, . . . , n}), we have
(gˇn)⊗˜k = ( ˇ(g)⊗˜k)n, ĥn
⊗˜k
= (̂hn)⊗˜k.
Proof. For all (i1, . . . , ik) ∈ {1, . . . , n}k and (u1, . . . , uk) ∈ [0, 1]k we clearly have
(gˇn)⊗˜k(i1, . . . , ik) =
k∏
l=1
g(il/n) = (
ˇ
(g)⊗˜k)n(i1, . . . , ik)
and
ĥn
⊗˜k
(u1, . . . , uk) =
k∏
l=1
hn (⌈nul⌉) = (̂hn)⊗˜k(u1, . . . , uk).
Moreover we obtain
Proposition 6.16. For all g ∈ E and discretizations as above, we have
In(gˇn)
d→ I(g), exp⋄n(In(gˇn)) d→ exp⋄(I(g)).
Proof. Using the fact that λ(An)→ λ(A) uniformly for all A = (a, b] ⊂ [0, 1] and λ the Lebesgue
measure in R, we apply Theorems 1.4 and 2.5.
The embedding of a discretized integrand is asymptotically the original integrand, as illus-
trated via
Proposition 6.17. For all g(x) =
m∑
j=1
aj1(bj ,cj](x) ∈ E, k ∈ N,
‖(̂gˇn)⊗˜k − g⊗˜k‖L2([0,1]k) → 0. (6.16)
Proof. we observe that
λ
(((⌈
nb1
⌉
n
,
⌊
nc1
⌋
n
]
× · · · ×
(⌈
nbk
⌉
n
,
⌊
nck
⌋
n
])
△
(
(b1, c1]× · · · × (bk, ck]
))
≤ (2/n)k.
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Hence, we conclude∫
[0,1]k
((
(̂gˇn)⊗˜k − g⊗˜k
)
(u1, . . . , uk)
)2
du1 · · · duk
≤ max
u∈[0,1]
|g(u)|2k
m∑
j1,...,jk=1
(2/n)k ≤
(
2m max
u∈[0,1]
|g(u)|2
)k
n−k → 0.
Thus we have the following connection of discrete S-transforms of discrete multiple Wiener
integrals to the S-transforms of the embeddings into L2([0, 1]k):
Proposition 6.18. For all g ∈ E, k ∈ N, fn,k ∈ L˜20({1, . . . , n}k) with sup
n∈N
E[(In,k(fn,k))2] <∞,
(SnIn,k(fn,k))(gˇn)− (SIk(f̂n,k))(g) → 0,
as n tends to infinity.
Proof. Due to Proposition 6.11 (i) and fn,k = 1∆nkf
n,k, we have
(SnIn,k(fn,k))(gˇn) = n−k
∑
(i1,...,ik)∈{1,...,n}k
fn,k(i1, . . . , ik)(gˇ
n)⊗˜k(i1, . . . , ik)
=
∑
(i1,...,ik)∈{1,...,n}k
∫
(
i1−1
n
,
i1
n
]
×···×
(
ik−1
n
,
ik
n
] f̂n,k(u1, . . . , uk)(̂gˇn)⊗˜k(u1, . . . , uk)du1 · · · duk
=
∫
[0,1]k
f̂n,k(u1, . . . , uk)(̂gˇn)⊗˜k(u1, . . . , uk)du1 · · · duk.
Moreover, by the Cauchy-Schwarz inequality, we obtain∣∣∣∣∣∣∣
∫
[0,1]k
f̂n,k(u1, . . . , uk)(̂gˇn)⊗˜k(u1, . . . , uk)du1 · · · duk − (SIk(f̂n,k))(g)
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
[0,1]k
f̂n,k(u1, . . . , uk)
(
(̂gˇn)⊗˜k − g⊗˜k
)
(u1, . . . , uk)du1 · · · duk
∣∣∣∣∣∣∣
≤
(
sup
n∈N
E[(In,k(fn,k))2]
)1/2 ∫
[0,1]k
((
(̂gˇn)⊗˜k − g⊗˜k
)
(u1, . . . , uk)
)2
du1 · · · duk

1/2
.
Hence, by (6.16), the assertion follows.
Remark 6.19. The assumption fn,k ∈ L˜20({1, . . . , n}k) is essential since sup
n∈N
E[(In,k(fn,k))2] <
∞ does not imply appropriate estimates for fn,k ∈ L˜2({1, . . . , n}k) on the diagonal elements.
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6.3 S-transform and multiple Wiener integrals
Here we give a characterization of the convergence of the discrete S-transforms of discrete mul-
tiple Wiener integrals to the S-transforms of multiple Wiener integrals. We observe that it is
equivalent to a class of weak convergence of random vectors. Another equivalence of this conver-
gence is given by the L2 convergence of the integrands in the multiple Wiener integrals, where
the discrete integrands are embedded into L2([0, 1]k) via Definition 6.14.
We begin with a simple observation:
Proposition 6.20. Suppose A = (a, b] ⊂ [0, 1], fn ∈ Rn, n ∈ N and f ∈ L2([0, 1]). Then every
of the following equivalent assertions
(i) (In(fn), In(1An))
d→ (I(f), I(1A)).
(ii) sup
i=1,...,n
1√
n
|fni | → 0 , 1n
∑
i∈An
(fni )
2 → ∫
A
f2(u)du.
implies
(SnIn(fn))(1An)→ (SI(f))(1A)
as n tends to infinity.
Proof. We make use of Examples 2.12 and 2.16 and apply Theorem 1.4.
We notice that the convergence to (I(f), I(1A)) can be interpreted as the joint convergence
of the influence of the Brownian motion (I(1A)) on the Wiener integral I(f).
As already seen in Examples 2.12 and 2.16, the S-transforms are quite easily to handle. The
rather interesting reverse conclusion will require an additional assumption. Here we obtain such
a characterization theorem for multiple Wiener integrals.
Theorem 6.21. For every k ∈ N, every symmetric integrand fk ∈ L˜2([0, 1]k) and every sequence
of discrete symmetric integrands fn,k ∈ L˜20({1, . . . , n}k), and the embedding f̂n,k via Definition
6.14, the following assertions are equivalent:
(i) ∀g ∈ E (In,k(fn,k), exp⋄n(In(gˇn))) d→ (Ik(fk), exp⋄(I(g))).
(ii) ∀g ∈ E (SnIn,k(fn,k))(gˇn)→ (SIk(fk))(g) and E[(In,k(fn,k))2]→ E[(Ik(fk))2].
(iii) It holds that f̂n,k → fk in L2([0, 1]k).
Remark 6.22. (i) Hence, we treat the convergence of the k-th discrete Wiener chaos in the
discrete Wiener chaos decomposition to the continuous counterpart. This will be general-
ized to the convergence of the entire Wiener chaos decomposition in the next section.
(ii) Especially we obtain by the convergence of the S-transforms in Theorem 6.21 (ii) that
In,k(fn,k)
d→ Ik(fk).
(iii) By Remark 2.9, we observe that the random variable Ik(fk) is uniquely determined in
L2(Ω) by the set of S-transforms on the right hand side in 6.21 (ii).
In the proof we need the following facts on multiple Wiener integrals:
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Proposition 6.23. Suppose k ∈ N, fn,k ∈ L˜20({1, . . . , n}k), fk ∈ L˜2([0, 1]k) and In,k(fn,k) d→
Ik(fk). Then for all l ∈ N,
E[(In,k(fn,k))2l]→ E[(Ik(fk))2l].
In particular, the de la Valle´e-Poussin criterion yields the uniform integrability of
(
In,k(fn,k)
)2
.
Proof. We have that
E[(In,k(fn,k))2l] = n−klE

n∑
i11,...,i
1
k=1...
i2l1 ,...,i
2l
k =1
fn,k(i11, . . . , i
1
k) · · · fn,k(i2l1 , . . . , i2lk )Ξn{i11,...,i1k} · · ·Ξ
n
{i2l1 ,...,i2lk }

= n−kl
n∑
i11,...,i
1
k=1...
i2l1 ,...,i
2l
k =1
{i11,...,i1k,i21,...,i2l1 ,...,i2lk } is a multiset of pairs
fn,k(i11, . . . , i
1
k) · · · fn,k(i2l1 , . . . , i2lk ).
and we remind that the variables ij1, . . . , i
j
k, j = 1, . . . 2l are pairwise different. For a fixed
representation of {i11, . . . , i1k, i21, . . . , i2l1 , . . . , i2lk } as a set of pairs, due to the generalized Cauchy-
Schwarz inequality in Proposition 2.2, we obtain
n−kl
n∑
i11,...,i
1
k=1
...
i2l1 ,...,i
2l
k =1
{i11,...,i1k,i21,...,i2l1 ,...,i2lk } is a fixed partition of pairs
fn,k(i11, . . . , i
1
k) · · · fn,k(i2l1 , . . . , i2lk )
≤ n−kl(k!)l
n∑
{i11<...<i1k}⊂{1,...,n}
...
{i2l1 <...<i2lk }⊂{1,...,n}
fn,k(i11, . . . , i
1
k) · · · fn,k(i2l1 , . . . , i2lk ) ≤
(
E
[
(In,k(fn,k))2
])l
.
Hence, by the rough estimate on the number of the partitions of the set
{i11, . . . , i1k, i21, . . . , i2l1 , . . . , i2lk }
into pairs as (2kl − 1)!!, we have
E[(In,k(fn,k))2l] ≤ (2kl − 1)!!E[(In,k(fn,k))2]l.
We conclude analogously to the proof of a) ⇒ b) of Theorem 1.4 by the de la Valle´e-Poussin
criterion for uniform integrability.
Proposition 6.24. For all k ∈ N, h ∈ span((E)⊗˜k) (linear span of (E)⊗˜k), g ∈ E, we have(
In,k(hˇn), exp⋄n(In(gˇn))
)
d→
(
Ik(h), exp⋄(I(g))
)
.
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Proof. We suppose h =
M∑
l=1
(
(gl1)⊗˜ · · · ⊗˜(glk)
)
, for some M ∈ N, g11 , . . . , g1k, . . . , gM1 , . . . , gMk ∈ E .
Thanks to Proposition 6.15 and polarization, we have
hˇn =
M∑
l=1
(
(gˇl1
n
)⊗˜ · · · ⊗˜(gˇlk
n
)
)
.
Then, due to Theorem 6.13, the linearity of multiple Wiener integrals, Theorem 3.8 and Theorem
6.8, we conclude
(
In,k(hˇn), exp⋄n(In(gˇn))
)
=
(
M∑
l=1
In,k
(
(gˇl1
n
)⊗˜ · · · ⊗˜(gˇlk
n
)
)
, exp⋄n(In(gˇn))
)
=
(
M∑
l=1
(
In(gˇl1
n
)
)
⋄n · · · ⋄n
(
In(gˇlk
n
)
)
, exp⋄n(In(gˇn))
)
d→
(
M∑
l=1
(
I(gl1)
)
⋄ · · · ⋄
(
I(glk)
)
, exp⋄(I(g))
)
=
(
M∑
l=1
Ik
(
(gl1)⊗˜ · · · ⊗˜(glk)
)
, exp⋄(I(g))
)
=
(
Ik(h), exp⋄(I(g))
)
.
In the next section we need a slight generalization which follows analogously,
Proposition 6.25. For all M ∈ N, k ∈ N, k ≤M , hk ∈ span((E)⊗˜k), g ∈ E we have(
In,1(hˇ1
n
), In,2(hˇ2
n
), . . . , In,M (hˇM
n
), exp⋄n(In(gˇn))
)
d→ (I1(h1), I2(h2), . . . , IM (hM ), exp⋄(I(g))) .
Remark 6.26. Dealing with simple functions and Wick exponentials, convergences of the type
in Propositions 6.24 and 6.25 can be proved without the results in Chapter 3 by the fact that
λ(An)→ λ(A) converges uniformly for all A = (a, b] ⊂ [0, 1] and the techniques of Theorems 1.4
and 2.5.
Proof of Theorem 6.21. We prove that (i)⇒ (ii)⇒ (iii)⇒ (i).
At first we treat (i) ⇒ (ii). By the Cauchy-Schwarz inequality and the uniform bounds on
E[(In,k(fn,k))4] and E[(exp⋄n(In(gˇn)))4] for all l ∈ N, due to Proposition 6.23 and Proposition
2.3 (ii), we have
sup
n
E
[∣∣∣In,k(fn,k) exp⋄n(In(gˇn))∣∣∣2] <∞.
By the de la Valle´e-Poussin criterion for uniform integrability, assertion (i) and the continuous
mapping theorem, we obtain (ii).
Here we prove (ii)⇒ (iii). By (ii), Proposition 6.18 and linearity of the integrals, we obtain
〈g, f̂n,k − fk〉L2([0,1]k) → 0 (6.17)
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for all symmetric simple functions g. These simple functions are dense in the Hilbert space
L˜2([0, 1]k). Hence we obtain (6.17) for all g ∈ L˜2([0, 1]k). By the assertion, we have
〈f̂n,k, f̂n,k〉L2([0,1]k) → 〈fk, fk〉L2([0,1]k).
Thus we conclude assertion (iii).
Finally we show (iii) ⇒ (i). We make use of the Le´vy continuity theorem and the Crame´r-
Wold device. We clearly obtain E[(In,k(fn,k))2] → E[(Ik(fk))2]. By f̂n,k L2→ fk and (6.16) it
holds that,
∀ε > 0 ∃N ∈ N ∃h ∈ span((E)⊗˜k) ∀n ≥ N :∫
[0,1]k
(f̂n,k − ̂ˇhn)2(u)du < √ε, ∫
[0,1]k
(fk − h)2(u)du < √ε. (6.18)
Now, for a, b ∈ R and some g ∈ E , we have∣∣∣E [ei(aIn,k(fn,k)+b exp⋄n (In(gˇn)))]−E [ei(aIk(fk)+b exp⋄(I(g)))]∣∣∣
≤
∣∣∣E [ei(aIn,k(fn,k)+b exp⋄n (In(gˇn)))]−E [ei(aIn,k(hˇn)+b exp⋄n (In(gˇn)))]∣∣∣
+
∣∣∣E [ei(aIn,k(hˇn)+b exp⋄n(In(gˇn)))]−E [ei(aIk(h)+b exp⋄(I(g)))]∣∣∣
+
∣∣∣E [ei(aIk(h)+b exp⋄(I(g)))]−E [ei(aIk(fk)+b exp⋄(I(g)))]∣∣∣ . (6.19)
By the Cauchy-Schwarz inequality, the fact |1 − exp(ix)| ≤ |x| ∧ 2 (Billingsley (1995, (26.40)))
and (6.18), we obtain for the first term on the right hand side of the inequality in (6.19),∣∣∣E [ei(aIn,k(fn,k)+b exp⋄n (In(gˇn)))]−E [ei(aIn,k(hˇn)+b exp⋄n (In(gˇn)))]∣∣∣
=
∣∣∣E [ei(aIn,k(fn,k)+b exp⋄n (In(gˇn))) (1− eia(In,k(hˇn)−In,k(fn,k)))]∣∣∣
≤ E
[
e2i(aI
n,k(fn,k+b exp⋄n(In(gˇn))))
]1/2
E
[(
1− e(ia(In,k(hˇn)−In,k(fn,k)))
)2]1/2
≤ 1|a|E
[(
In,k(hˇn)− In,k(fn,k)
)2]1/2 ≤ |a|ε. (6.20)
Analogously we obtain by (6.18) for the last term on the right hand side in (6.19) the same upper
bound. Thanks to (In(hˇn), exp⋄n(In(gˇn))) d→ (I(h), exp⋄(I(g))) by Proposition 6.24 for all g ∈ E
and the Le´vy continuity theorem (Billingsley (1995, Theorem 26.3)), we obtain for sufficiently
large n for the second term on the right hand side in (6.19) the upper bound C(|a|, |b|)ε, where
the constant C(|a|, |b|) depends only on |a| and |b|. Thus we obtain
∀ε > 0 ∃N ∈ N ∀n ≥ N :∣∣∣E [ei(aIn,k(fn,k)+b exp⋄n(In(gˇn)))]−E [ei(aIk(f)+b exp⋄(I(g)))]∣∣∣ ≤ 3(|a| + C(|a|, |b|))ε.
By the Le´vy continuity theorem and the Crame´r-Wold device we conclude assertion (i).
6.4. WIENER CHAOS LIMIT THEOREM 137
6.4 Wiener chaos limit theorem
Here we extend the characterization in Theorem 6.21 to random variables X ∈ L2(Ω,F , P ) and
Xn ∈ L2(Ωn,Fn, Pn), respectively.
In the following we make use of the notations on the continuous and discrete Wiener chaos
decomposition as
X =
∞∑
k=0
pik(X) =
∞∑
k=0
Ik(fk) , Xn =
n∑
k=0
pink (X
n) =
n∑
k=0
In,k(fn,k),
where pik and pi
n
k denote the projections to the k-th continuous and discrete Wiener chaos and
fk ∈ L˜2([0, 1]k) and fn,k ∈ L˜20({1, . . . , n}k), respectively, are some appropriate symmetric
integrands (cf. Section 6.1).
6.4.1 Embedding
As already observed in Theorem 6.21, dealing with the convergence of the S-transforms and the
convergence of the embedded integrands f̂n,k → fk in L2([0, 1]k) relies only on the distributions
of the objects which are involved. These are basically X, Xn, pik(X), pi
n
k (X
n) from above
and, furthermore, exp⋄(I(g)) and exp⋄n(In(gˇn)) for g ∈ E . Thus we can embed all these random
variables into a common probability space. This can be done by the embedding of the underlying
noise processes into a common probability space. Therefore we assume without loss of generality
that
sup
t∈[0,1]
|Bnt −Bt| P→ 0
in a common space (Ω,F , P ) as n tends to infinity. Thus we conclude that
Proposition 6.27. Suppose g ∈ E. Then for the embedded random variables we have
In(gˇn)
L2→ I(g), exp⋄n(In(gˇn)) L2→ exp⋄(I(g)).
Proof. Due to the continuous mapping theorem and the proof of Theorem 2.5 (i), we have
In(gˇn)
P→ I(g), exp⋄n(In(gˇn)) P→ exp⋄(I(g)).
By the uniform integrability of (|In(gˇn)|2)n∈N (Theorem 1.4), respectively (| exp⋄n(In(gˇn))|2)n∈N
(Proposition 2.3), we conclude the asserted convergences.
Moreover, we notice by the total set {exp⋄(I(g)), g ∈ E} in L2(Ω,F , P ), Remark 6.12 (i) and
Yosida (1995, Theorem V.1.3),
Proposition 6.28. Suppose Y n, Y ∈ L2(Ω,F , P ) and
∀g ∈ E (SY n))(g)→ (SY )(g).
(i) If sup
n
E[(Y n)2] <∞, then Y n converges weakly in L2(Ω,F , P ) to Y .
(ii) If E[(Y n)2]→ E[Y 2], then Y n converges strongly in L2(Ω,F , P ) to Y .
Thus we conclude for the embedding of our random elements:
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Lemma 6.29. Suppose X ∈ L2(Ω,F , P ), Xn ∈ L2(Ωn,Fn, Pn) with E[(Xn)2]→ E[X2] and
∀g ∈ E (SnXn))(gˇn)→ (SX)(g). (6.21)
Then, for the embedded random variables, we have
Xn
L2→ X
as n tends to infinity. Moreover we have that
∀k ∈ N : pink (Xn) L
2→ pik(X)
as n tends to infinity.
Proof. Due to Proposition 6.27 and the assumption (6.21), we have for every g ∈ E and the
embedded random elements that
(SXn)(g) = E[Xn exp⋄(I(g))] = E[Xn exp⋄n(In(gˇn))] +E[Xn (exp⋄(I(g)) − exp⋄n(In(gˇn)))]
→ (SX)(g). (6.22)
Hence, by Proposition 6.28, we conclude
Xn
L2→ X.
Thanks to Proposition 6.17 and Theorem 6.21, the assumptions in the theorem are true for
(In(gˇn))⋄nk and (I(g))⋄k for all k ∈ N. Thus we conclude for the embedded elements
(In(gˇn))⋄nk L
2→ (I(g))⋄k .
Hence, by the convergences Xn
L2→ X and (In(gˇn))⋄nk L2→ (I(g))⋄k, we conclude
(Snpink (X
n))(gˇn) =
1
k!
E[Xn (In(gˇn))⋄nk]→ 1
k!
E[X (I(g))⋄k] = (SX)(g).
The estimate sup
n
E[(pink (X
n))2] ≤ sup
n
E[(Xn)2] and Proposition 6.28 yield the weak convergence
of the embedded elements pink (X
n) to pik(X). Thus, via X
n L
2→ X and
E[(pink (X
n))2] = E[pink (X
n)Xn] = E[pink (X
n)X] +E[pink (X
n) (Xn −X)]
→ E[pik(X)X] = E[(pik(X))2],
we conclude pink (X
n)
L2→ pik(X).
6.4.2 Wiener chaos limit theorem
The following result characterizes the convergence of the discrete S-transform of Xn to the S-
transform of X by the discrete and continuous Wiener chaos decompositions. Thus we can speak
about a Wiener chaos limit theorem.
Theorem 6.30. Suppose X ∈ L2(Ω,F , P ), Xn ∈ L2(Ωn,Fn, Pn) and
E[(Xn)2] =
n∑
k=0
E[(pink (X
n))2]→
∞∑
k=0
E[(pik(X))
2] = E[X2]. (6.23)
Then the following assertions are equivalent:
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(i) ∀g ∈ E (Xn, exp⋄n(In(gˇn))) d→ (X, exp⋄(I(g))).
(ii) ∀k ∈ N,∀g ∈ E (pink (Xn), exp⋄n(In(gˇn)))
d→ (pik(X), exp⋄(I(g))).
(iii) ∀k ∈ N
{
,∀g ∈ E (Snpink (Xn)))(gˇn)→ (Spik(X))(g),
E[(pink (X
n))2]→ E[(pik(X))2] .
(iv) ∀g ∈ E (SnXn))(gˇn)→ (SX)(g).
(v) ∀k ∈ N f̂n,k → fk in L2([0, 1]k).
Remark 6.31. (i) Especially, by the convergence of the S-transforms in (iv), we obtain the
weak convergence Xn
d→ X.
(ii) Due to (6.12), we have
f̂n,k(u1, . . . , uk) =
1
k!
n−k/2Xn{⌈nu1⌉,...,⌈nuk⌉} =
1
k!
n−k/2E[XnΞn{⌈nu1⌉,...,⌈nuk⌉}],
which can be seen as the analog of the nonstandard approach of the integrands in the
Wiener chaos decomposition in Cutland and Ng (1991).
(iii) The equivalences
(ii)⇔ (iii)⇔ (v)
are obvious by Theorem 6.21. We prove the remaining equivalences in the following steps
(v)
1.⇒ (i) 2.⇒ (iv) 3.⇒ (iii),
where the numbers denote the steps in the proof below.
Proof of Theorem 6.30. Step 1. (v)⇒ (i). The proof goes similarly to the last step in the proof
of Theorem 6.21. We obtain by the convergence of the L2-norms,
∀ε > 0 ∃M ∈ N sup
n
E
[
(
∑
k>M
pink (X
n))2
]
<
√
ε, E
[
(
∑
k>M
pik(X))
2
]
<
√
ε. (6.24)
Furthermore, analogously to (6.18), we have
∀ε > 0 ∀M ∈ N ∃N ∈ N ∀k ≤M ∃ hk ∈ span((E)⊗˜k) ∀n ≥ N :
∀k ≤M
∫
[0,1]k
(f̂n,k − ̂ˇhkn)2(u)du < √ε/M, ∫
[0,1]k
(fk − hk)2(u)du < √ε/M, (6.25)
where hˇk
n
is the discretization via hˇk
n
(i1, . . . , ik) := h
k(i1/n, . . . , ik/n) and f̂n,k,
̂ˇ
hk
n
are the
embeddings into L2([0, 1]k) via Definition 6.14. For some fixed g ∈ E and by the triangle
inequality, we obtain the following decomposition of the difference of the characteristic functions,∣∣∣∣∣E
[
e
ia
n∑
k=0
pink (X
n)+ib exp⋄n(In(gˇn))
]
−E
[
e
ia
∞∑
k=0
pik(X)+ib exp
⋄(I(g))
]∣∣∣∣∣
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≤
∣∣∣∣∣∣∣E
e
(
ia
n∑
k=0
pink (X
n)+ib exp⋄n(In(gˇn))
)−E
e
(
ia
∑
k≤M
pink (X
n)+ib exp⋄n(In(gˇn))
)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣E
e
(
ia
∑
k≤M
pink (X
n)+ib exp⋄n(In(gˇn))
)−E
e
(
ia
∑
k≤M
In,k(hˇk
n
)+ib exp⋄n (In(gˇn))
)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣E
e
(
ia
∑
k≤M
In,k(hˇk
n
)+ib exp⋄n (In(gˇn))
)−E
e
(
ia
∑
k≤M
Ik(hk)+ib exp⋄(I(g))
)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣E
e
(
ia
∑
k≤M
Ik(hk)+ib exp⋄(I(g))
)−E
e
(
ia
∑
k≤M
pik(X)+ib exp
⋄(I(g))
)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣E
e
(
ia
∑
k≤M
pik(X)+ib exp
⋄(I(g))
)−E
e
(
ia
∞∑
k=0
pik(X)+ib exp
⋄(I(g))
)
∣∣∣∣∣∣∣ . (6.26)
Similarly to (6.20), by the Cauchy-Schwarz inequality and (6.24), for the first and the last term
on the right hand side in (6.26), we obtain the upper bound |a|ε. By same arguments and taking
(6.25) into account, we conclude the same upper bound |a|ε for the second and the fourth term
on the right hand side in (6.26). Finally, by Proposition 6.25 and the Le´vy continuity theorem,
for the third term on the right hand side in (6.26) we have an upper bound C(|a|, |b|)ε, where
the constant C(|a|, |b|) depends only on the values |a| and |b|. Hence,∣∣∣∣∣E
[
e
ia
n∑
k=0
pink (X
n)+ib exp⋄n(In(gˇn))
]
−E
[
e
ia
∞∑
k=0
pik(X)+ib exp
⋄(I(g))
]∣∣∣∣∣
≤ 5 (|a|+ C(|a|, |b|)) ε.
By the Le´vy continuity theorem and the Crame´r-Wold device we conclude assertion (i).
Step 2. (i) ⇒ (iv). Suppose ε ∈ (0, 1). By the assumption on the convergence of the
L2-norms, Proposition 2.3 and the Ho¨lder inequality we obtain
E
[
|Xn exp⋄n(In(gˇn))|1+ε
]
≤ E[(Xn)2](1+ε)/2E[(exp⋄n(In(gˇn)))2 1+ε1−ε ](1−ε)/2 <∞,
hence, Xn exp⋄n(In(gˇn)) is uniformly integrable. By (i) and the continuous mapping theorem
we conclude assertion (iv).
Step 3. (iv)⇒ (iii). It is a direct consequence from the proof of Lemma 6.29.
Remark 6.32. We notice by the proof that Theorem 6.30 holds equally with ECQ instead of E.
Remark 6.33. Additionally, we give an explicit proof of
E[(Xn)2]→ E[X2],∀g ∈ E (SnXn))(gˇn)→ (SX)(g)
⇒ ∀k ∈ N,∀g ∈ E (Snpink (Xn)))(gˇn)→ (Spik(X))(g),
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which is furthermore interesting for its own. This projection is based on a diagonal argument
and Proposition 6.10 (iii).
We consider the countable family of elementary functions ECQ. Thanks to Remark 3.3 (iii),
we have E[
(
(In(gˇn))⋄nk
)2
] ≤ k!E[In(gˇn)2]k. Hence, by the Cauchy-Schwarz inequality and
L(g) :=
(
sup
n
E[In(gˇn)2]
)
, we obtain,
sup
n
|(Snpink (Xn))(gˇn)| = sup
n
∣∣∣∣E[pink (Xn) 1k! (In(gˇn))⋄nk]
∣∣∣∣
≤ 1
k!
(
sup
n
E[(Xn)2]
)1/2(
sup
n
E[
(
(In(gˇn))⋄nk
)2
]
)1/2
≤ (k!)−1/2
(
sup
n
E[(Xn)2]
)1/2
(L(g))k/2
uniformly in k, n ∈ N for all g ∈ ECQ. Hence, by the countability of |ECQ | × N and a diagonal
argument, we obtain a strictly increasing sequence (nl)l∈N ⊂ N such that (Snlpinlk (Xnl))(gˇnl)l∈N
converges for all g ∈ ECQ and k ∈ N as l tends to infinity. We denote for every k ∈ N the limit
of (Snlpinlk (X
nl))(·) as Fk : ECQ → R. By Proposition 6.11 (ii), (Snpink (Xn))(·) is homogeneous
of degree k. By the convergence above, Fk is on ECQ homogeneous of degree k as well. Thanks
to the ratio criterion, we have
∑
k≥0
sup
n
|(Snpink (Xn))(gˇn)| ≤
(
sup
n
E[(Xn)2]
)1/2∑
k≥0
(k!)−1/2 (L(g))k/2 <∞.
Thus, the Lebesgue dominated convergence theorem can be applied to
(SnlXnl)(gˇnl) =
nl∑
k=0
(Snlpinlk (X
nl))(gˇnl) =
∑
k≥0
1{k≤nl}(S
nlpinlk (X
nl))(gˇnl).
Hence, (SnlXnl)(gˇnl) converges for all g ∈ ECQ to the function
F :=
∞∑
k=0
Fk : ECQ → R,
as l tends to infinity, where Fk is homogeneous of degree k. Moreover, by the assumption, we
have that
lim
l→∞
(SnlXnl)(gˇnl) = (SX)(g)
for all g ∈ ECQ. By the density of ECQ in the Hilbert space L2([0, 1]), this function F is uniquely
determined and we obtain F = (SX) on L2([0, 1]). Hence, by Proposition 6.10 (iii) we obtain
Fk = (Spik(X)) on L
2([0, 1]) and the assertion.
6.5 S-transform and Wick product
Here we consider the connection of the Wiener chaos limit theorem and Wick calculus. In
Theorem 6.37 we obtain that the convergence of S-transforms in Theorem 6.30 in addition with
some L2 condition, carries over to the application of Wick calculus. Moreover we sketch the
construction of a Wick functional limit theorem for the convergence of S-transforms according
to former results.
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Definition 6.34. Suppose X ∈ L2(Ω,F , P ), Xn ∈ L2(Ωn,Fn, Pn) for all n ∈ N. We define
that Xn converges to X in S-sense, if E[(Xn)2] → E[X2] and one of the equivalent assertions
in Theorem 6.30 is fulfilled. We denote it as
Xn
S→ X.
In particular, for the embedded random elements Xn into the same space L2(Ω,F , P ) via the
embedding of the random walks sup
t∈[0,1]
|Bnt −Bt| P→ 0, we have
Xn
S→ X ⇔ Xn L2→ X.
Proposition 6.35. For all fn ∈ Rn, n ∈ N, f ∈ L2([0, 1]) the following assertions are equiva-
lent:
(i) f̂n
L2→ f .
(ii) In(fn)
S→ I(f).
(iii) exp⋄n(In(fn)) S→ exp⋄(I(f)).
Proof. Due to Theorem 6.30 we have (i) ⇔ (ii) and (iii) ⇒ (i). Since (i) and Proposition 6.15
imply (̂fn)⊗˜k = (f̂n)⊗˜k L
2→ f ⊗˜k for all k ∈ N, we conclude via Theorem 6.30 that (i)⇒ (iii).
As already observed in Remark 2.30, the discrete Wick product does not fulfill the discrete
counterpart of the nice S-transform identity for Wick products in (2.43). But asymptotically we
obtain
Lemma 6.36. Suppose Xn, Y n ∈ L2(Ωn,Fn, Pn) for all n ∈ N with
sup
n
E[(Xn)2], sup
n
E[(Y n)2] <∞.
Then, for every fixed h ∈ E,∣∣(SnXn)(hˇn)(SnY n)(hˇn)− (Sn(Xn ⋄n Y n))(hˇn)∣∣→ 0
as n tends to infinity.
Proof. By the Walsh decompositions Xn =
∑
A⊂{1,...,n}
XnAΞ
n
A, Y
n =
∑
A⊂{1,...,n}
Y nAΞ
n
A and
exp⋄n(In(hˇn)) =
∑
A⊂{1,...,n}
n−|A|/2
(∏
i∈A
hˇni
)
ΞnA, we have
(SnXn)(hˇn)(SnY n)(hˇn) =
∑
A,A′⊂{1,...,n}
XnAn
−|A|/2
(∏
i∈A
hˇni
)
Y nA′n
−|A′|/2
(∏
i∈A′
hˇni
)
,
and
(Sn(Xn ⋄n Y n))(hˇn) = E
[
(Xn ⋄n Y n) exp⋄n(In(hˇn))
]
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= E
 ∑
A,A′⊂{1,...,n}
A∩A′=∅
XnAY
n
A′Ξ
n
A∪A′
∑
B⊂{1,...,n}
n−|B|/2
(∏
i∈B
hˇni
)
ΞnB

=
∑
A,A′⊂{1,...,n}
A∩A′=∅
XnAY
n
A′n
−(|A|+|A′|)/2
( ∏
i∈A∪A′
hˇni
)
.
Thus, by the Cauchy-Schwarz inequality, we obtain
∣∣(SnXn)(hˇn)(SnY n)(hˇn)− (Sn(Xn ⋄n Y n))(hˇn)∣∣ =
∣∣∣∣∣∣∣∣
∑
A,A′⊂{1,...,n}
A∩A′ 6=∅
XnAY
n
A′n
− |A|+|A′|
2
( ∏
i∈A∪A′
hˇni
)∣∣∣∣∣∣∣∣
≤
 ∑
A,A′⊂{1,...,n}
A∩A′ 6=∅
(XnAY
n
A′)
2

1/2 ∑
A,A′⊂{1,...,n}
A∩A′ 6=∅
n−(|A|+|A
′|)
( ∏
i∈A∪A′
hˇni
)2
1/2
.
We clearly have ∑
A,A′⊂{1,...,n}
A∩A′ 6=∅
(XnAY
n
A′)
2 ≤ sup
n
E[(Xn)2] sup
n
E[(Y n)2] <∞,
and, via sup
i≤n
1
n |hˇni |2 ≤ 1 for sufficiently large n, Proposition 2.1 (i) and 1 + x ≤ exp(x),
∑
A,A′⊂{1,...,n}
A∩A′ 6=∅
n−(|A|+|A
′|)
( ∏
i∈A∪A′
hˇni
)2
=
∑
B⊂{1,...,n}
B 6=∅
n−2|B|
(∏
i∈B
hˇni
)4 ∑
A,A′⊂{1,...,n}\B
A∩A′=∅
n−(|A|+|A
′|)
( ∏
i∈A∪A′
hˇni
)2
≤ sup
i≤n
1
n
|hˇni |2
 ∑
B⊂{1,...,n}
B 6=∅
n−|B|
(∏
i∈B
hˇni
)2
 ∑
A⊂{1,...,n}
n−|A|
(∏
i∈A
hˇni
)22
≤ sup
i≤n
1
n
|hˇni |2
 ∑
A⊂{1,...,n}
n−|A|
(∏
i∈A
hˇni
)23 = sup
i≤n
1
n
|hˇni |2
n∏
i=1
(
1 +
1
n
|hˇni |2
)3
≤ sup
i≤n
1
n
|hˇni |2 exp
(
3 sup
n
(
1
n
n∑
i=1
|hˇni |2
))
→ 0
as n tends to zero. Thus the assertion follows.
With the stronger convergence in S-sense according to the results above, we obtain:
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Theorem 6.37. Suppose X,Y,X ⋄ Y ∈ L2(Ω,F , P ), Xn, Y n ∈ L2(Ωn,Fn, Pn) for all n ∈ N,
and
Xn
S→ X , Y n S→ Y , E[(Xn ⋄n Y n)2]→ E[(X ⋄ Y )2].
Then
Xn ⋄n Y n S→ X ⋄ Y.
Proof. We prove it by the convergence of the S-transforms in Theorem 6.30 (iv). Thus, we will
show that for all h ∈ E , we have
(Sn(Xn ⋄n Yn))(hˇn)→ (S(X ⋄ Y ))(h).
The assumptions give
|(SnXn)(hˇn)(SnY n)(hˇn)− (SX)(h)(SY )(h)| → 0.
Moreover, in the continuous setting it clearly is
(SX)(h)(SY )(h) = (S(X ⋄ Y ))(h).
Hence, by the triangle inequality and Lemma 6.36, we have∣∣(Sn(Xn ⋄n Y n))(hˇn)− (S(X ⋄ Y ))(h)∣∣
≤ ∣∣(Sn(Xn ⋄n Y n))(hˇn)− (SnXn)(hˇn)(SnY n)(hˇn)∣∣
+
∣∣(SnXn)(hˇn)(SnY n)(hˇn)− (SX)(h)(SY )(h)∣∣ + |(SX)(h)(SY )(h)− (S(X ⋄ Y ))(h)|
→ 0
as n tends to infinity.
Remark 6.38. Theorem 6.37 gives a more general technique to prove convergence of the finite-
dimensional distributions in Section 3.3. If we prove Proposition 6.25 independently of the
results in Chapter 3, Theorem 6.37 can be considered as the key result for a Wick functional
limit theorem. However, this approach requires a lot of technicalities which we used for Theorems
1.4 and 2.5 and which are identified as the main ideas for the Wick functional limit theorem 3.8.
Moreover, it is hopeful that Theorem 6.37 can be applied fruitfully for other convergence
results beyond Wick functional representations of solutions and helps to reduce the presented
technicalities.
Hence, we are able to embed former convergence results on processes based on Wiener inte-
grals into S-sense. We give a typical example
Theorem 6.39. Suppose fn, gn ∈ Rn, n ∈ N, f, g ∈ L2([0, 1]) which satisfy
f̂n
L2→ f , ĝn L2→ g,
as n tends to infinity. Moreover, we assume that there exists a C ∈ R+, so that |ak|, |a′k| ≤ Ck
for all k ∈ N. Then, as n tends to infinity, it is(
n∑
k=0
ak
k!
In(fn)⋄nk
)
⋄n
(
n∑
k=0
a′k
k!
In(gn)⋄nk
)
S→
( ∞∑
k=0
ak
k!
I(f)⋄k
)
⋄
( ∞∑
k=0
a′k
k!
I(g)⋄k
)
.
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Proof. We write for shorthand Fn
S→ F for the random elements above. The assumptions
f̂n
L2→ f, ĝn L2→ g, Proposition 6.15 and polarization imply
̂(fn)⊗˜k1⊗˜(gn)⊗˜k2 = (f̂n)⊗˜k1⊗˜(ĝn)⊗˜k2 L2→ (f)⊗˜k1⊗˜(g)⊗˜k2 (6.27)
for all k1, k2 ∈ N, where only the left hand side of the equality we apply the tensor products
on the discrete Hilbert spaces L˜2({1, . . . , n}k). By Theorem 6.8 and Theorem 6.13, the k-th
discrete and continuous Wiener chaos are given by
pink (F
n) = In,k
 ∑
k1,k2∈N
k1+k2=k
ak1a
′
k2
k1!k2!
(fn)⊗˜k1⊗˜(gn)⊗˜k2

and
pik (F ) = I
k
 ∑
k1,k2∈N
k1+k2=k
ak1a
′
k2
k1!k2!
(f)⊗˜k1⊗˜(g)⊗˜k2

Due to (6.27), the discrete and continuous integrands fulfill assertion (v) in Theorem 6.30.
Moreover, via Proposition 3.2 (iii), Theorem 6.8 and Theorem 6.13, we obtain
E[(pink (F
n))2]→ E[(pik (F ))2] (6.28)
for all k ∈ N. Furthermore, by the Cauchy-Schwarz inequality, Proposition 3.2 (iii), (k+1)C2k ≤
(C2 + 1)k+1 and
L := (C2 + 1)
(
sup
n
E[(In(fn))2] + sup
n
E[(In(gn))2]
)
≥ 0,
we have
sup
n
E[(pink (F
n))2] = sup
n
E

 ∑
k1,k2∈N
k1+k2=k
ak1a
′
k2
k1!k2!
(In(fn))⋄nk1 ⋄n (In(gn))⋄nk2

2
≤ sup
n
(k + 1)
∑
k1,k2∈N
k1+k2=k
(
ak1a
′
k2
k1!k2!
)2
k1!k2!E[(I
n(fn))2]k1E[(In(gn))2]k2
≤ (k + 1)C2k
∑
k1,k2∈N
k1+k2=k
1
k1!k2!
(
sup
n
E[(In(fn))2] + sup
n
E[(In(gn))2]
)k
≤ (C2 + 1)Lk
∑
k1,k2∈N
k1+k2=k
1
k1!k2!
= (C2 + 1)
Lk
k!
 k∑
k1=0
k!
k1!(k − k1)!
 = (C2 + 1)(2L)k
k!
.
Thus we obtain
lim sup
n
E
(Fn − M−1∑
k=0
pink (F
n)
)2 ≤ (C2 + 1) ∑
k>M
(2L)k
k!
→ 0 (6.29)
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as M tends to infinity. Making use of the triangle inequality, (6.28), (6.29) and∑
k>M
E[(pik (F ))
2]→ 0
as M tends to infinity, we conclude
E[(Fn)2]→ E[F 2].
Hence, by Theorem 6.30 we obtain the assertion.
6.6 Notes to Chapter 6
The introduction to Wiener chaos in Section 6.1 is close to the monographs by Janson (2006)
and Holden et al. (2010). Good references on Wiener-Itoˆ decomposition are again Holden et al.
(2010), Major (1981) and of course the fundamental article of Itoˆ (1951).
The approximation of the chaos expansion in Theorem 6.21 and 6.30, respectively, is reduced
to the approximation of the integrands in the Wiener-Itoˆ decomposition (Theorem 6.21 (iii) and
Theorem 6.30 (v)). In some sense, this is inspired by the non-standard proofs of the Wiener-Itoˆ
decomposition in Cutland and Ng (1991).
The steps (iii)⇒ (i) in the proof of Theorem 6.21 and (v)⇒ (i) in the proof of Theorem 6.30
via the approximation by an appropriate simple function are motivated by Surgailis’ article on
weak convergence to self-similar processes Surgailis (1982). We refer to Dobrushin and Major
(1979) and Major (1981) for further details on these non-central limit theorems.
Chapter 7
Appendix
Here we complete the combinatorial proofs of Proposition 2.1 and Proposition 7.2.
7.1 Proof of Proposition 2.1
We recall the statement:
Proposition 7.1. Suppose for n,K ∈ N and all i ∈ {1, . . . , n}, j ∈ {1, . . . ,K}: ai, bi, aji , bji ∈ R.
For all A,D,Aj ⊂ {1, . . . , n} and the complement in {1, . . . , n} as AC = {1, . . . , n}\A we denote
aA :=
∏
i∈A
ai, bA :=
∏
i∈A
bi, a
j
Aj
:=
∏
i∈Aj
aji , b
j
Aj
:=
∏
i∈Aj
bji .
Then it holds true that
(i)
∑
A⊂{1,...,n}
aAbAC =
n∏
i=1
(ai + bi)
∑
∅6=A⊂{1,...,n}
aAbAC =
n∏
i=1
(ai + bi)−
n∏
i=1
bi,∑
A1,...,AK⊂D⋃˙K
j=1Aj=D
a1A1a
2
A2 · · · aKAK =
∏
i∈D
(
a1i + a
2
i + . . .+ a
K
i
)
,
∑
A1,...,AK⊂D
pairwise disjoint
a1A1a
2
A2 · · · aKAK =
∏
i∈D
(
1 + a1i + a
2
i + . . .+ a
K
i
)
.
(ii)
∑
A⊂{1,...,n}
(aA − bA)2 ≤ 2
(
n∏
i=1
(
1 + (a2i + b
2
i )
)) n∑
i=1
(ai − bi)2 (7.1)
≤ 2 exp
(
n∑
i=1
(
(ai)
2 + (bi)
2
)) n∑
i=1
(ai − bi)2. (7.2)
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(iii)
∑
A1,...,AK⊂{1,...,n}
pairwise disjoint
 K∏
j=1
ajAj −
K∏
j=1
bjAj
2
≤ 4K
 n∏
i=1
1 +
 K∑
j=1
(
(aji )
2 + (bji )
2
) K∑
j=1
n∑
i=1
(aji − bji )2 (7.3)
≤ 4K exp
 K∑
j=1
n∑
i=1
(
(aji )
2 + (bji )
2
) K∑
j=1
n∑
i=1
(aji − bji )2. (7.4)
Now we suppose additionally |aji |, |bji | ≤ 1 for all i, j. Then
(iv)
∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
K∏
j=1
(ajAj − b
j
Aj
) =
∑
A1,...,AK⊂{1,...,n}
A1△A2△···△AK=∅
K∏
j=1
(ajAj − b
j
Aj
)
≤ (2K)K2K/2 exp
2K+1 K∑
j=1
n∑
i=1
(|aji |2 + |bji |2)
 K∏
j=1
(
n∑
i=1
(aji − bji )2
)1/2
. (7.5)
(v)
∑
B1,...,BK⊂{1,...,n} pairwise disjoint
B′1,...,B
′
K⊂{1,...,n} pairwise disjoint
K⋃
j=1
Bj=
K⋃
j=1
B′j
K∏
j=1
ajBja
j
B′j
=
n∏
i=1
1 +
 K∑
j=1
aji
2 ≤ exp
K K∑
j=1
n∑
i=1
(aji )
2
 .
(7.6)
Proof of Proposition 2.1. We use the conventions that an empty sum is zero and an empty
product is one.
(i) : The formulas are clear by expansion of the right hand side.
(ii) : Instead of (7.1) we prove the following generalization, which is needed for the proof of
part (iii) as well: Suppose additionally βi ≥ 1 for all i ∈ {1, . . . , n} and βA :=
∏
i∈A
βi, then
∑
A⊂{1,...,n}
(aA − bA)2β{1,...,n}\A ≤ 2
(
n∏
i=1
(
βi + (a
2
i + b
2
i )
)) n∑
i=1
(ai − bi)2. (7.7)
We prove (7.7) by induction on n. The formula is clearly valid for n = 0 and n = 1. Suppose (7.7)
is already proved for n ∈ N. Furthermore we suppose a2n+1 ≤ b2n+1. Otherwise we interchange
the roles of an+1 and bn+1 in the following arguments. By
(an+1aA − bn+1bA)2 = (an+1(aA − bA) + bA(an+1 − bn+1))2
≤ 2a2n+1(aA − bA)2 + 2b2A(an+1 − bn+1)2 (7.8)
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and (i), we obtain∑
A⊂{1,...,n+1}
(aA − bA)2β{1,...,n+1}\A
=
∑
A⊂{1,...,n+1},n+1/∈A
(aA − bA)2β{1,...,n+1}\A +
∑
A⊂{1,...,n+1},n+1∈A
(aA − bA)2β{1,...,n+1}\A
= βn+1
∑
A⊂{1,...,n}
(aA − bA)2β{1,...,n}\A +
∑
A⊂{1,...,n}
(an+1aA − bn+1bA)2β{1,...,n}\A
≤ βn+1
∑
A⊂{1,...,n}
(aA − bA)2β{1,...,n}\A + 2a2n+1
∑
A⊂{1,...,n}
(aA − bA)2β{1,...,n}\A
+ 2(an+1 − bn+1)2
∑
A⊂{1,...,n}
b2Aβ{1,...,n}\A
= (βn+1 + 2a
2
n+1)
∑
A⊂{1,...,n}
(aA − bA)2β{1,...,n}\A + 2(an+1 − bn+1)2
n∏
i=1
(βi + b
2
i ). (7.9)
Now we make use of the estimates
(βi + 2a
2
n+1)
n∏
i=1
(
βi + (a
2
i + b
2
i )
) ≤ n+1∏
i=1
(
βi + (a
2
i + b
2
i )
)
,
n∏
i=1
(βi + b
2
i ) ≤
n+1∏
i=1
(
βi + (a
2
i + b
2
i )
)
. (7.10)
Hence, by (7.9), the induction hypothesis and the estimates in (7.10), we conclude that∑
A⊂{1,...,n+1}
(aA − bA)2β{1,...,n+1}\A
≤ (βn+1 + 2a2n+1)2
(
n∏
i=1
(
βi + (a
2
i + b
2
i )
)) n∑
i=1
(ai − bi)2 + 2(an+1 − bn+1)2
n∏
i=1
(βi + b
2
i )
≤ 2
(
n+1∏
i=1
(
βi + (a
2
i + b
2
i )
)) n∑
i=1
(ai − bi)2 + 2(an+1 − bn+1)2
n+1∏
i=1
(
βi + (a
2
i + b
2
i )
)
= 2
(
n+1∏
i=1
(
βi + (a
2
i + b
2
i )
)) n+1∑
i=1
(ai − bi)2.
In particular, for β1 = 1 for all i ∈ {1, . . . , n} we get (7.1).
The estimates (7.2) in (ii) and (7.4) in (iii), respectively, are consequences by 1+x ≤ exp(x)
and interchanging sums.
(iii) : We prove (7.3) by induction on K. By (ii) we have (7.3) for K = 1. Suppose (2.3) is
already proved for K ∈ N. Then, by (7.8) and (i), we obtain
∑
A1,...,AK+1⊂{1,...,n}
pairwise disjoint
AK+1 6=∅
K+1∏
j=1
ajAj −
K+1∏
j=1
bjAj
2
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≤ 2
∑
A1,...,AK+1⊂{1,...,n}
pairwise disjoint
AK+1 6=∅
(aK+1AK+1)2
 K∏
j=1
ajAj −
K∏
j=1
bjAj
2 + (aK+1AK+1 − bK+1AK+1)2
 K∏
j=1
bjAj
2
= 2
∑
∅6=AK+1⊂{1,...,n}
(aK+1AK+1)
2
 ∑
A1,...,AK⊂{1,...,n}\AK+1
pairwise disjoint
 K∏
j=1
ajAj −
K∏
j=1
bjAj
2

+ 2
∑
∅6=AK+1⊂{1,...,n}
(aK+1AK+1 − bK+1AK+1)2
 ∑
A1,...,AK⊂{1,...,n}\AK+1
pairwise disjoint
 K∏
j=1
bjAj
2
 . (7.11)
By the induction hypothesis, for all D ⊂ {1, . . . , n}, we clearly have
∑
A1,...,AK⊂D
pairwise disjoint
 K∏
j=1
ajAj −
K∏
j=1
bjAj
2
≤ 4K
∏
i∈D
1 +
 K∑
j=1
(aji )
2 +
K∑
j=1
(bji )
2
 K∑
j=1
∑
i∈D
(aji − bji )2. (7.12)
Hence, by (7.12) and (i), we conclude
2
∑
∅6=AK+1⊂{1,...,n}
(aK+1AK+1)
2
 ∑
A1,...,AK⊂{1,...,n}\AK+1
pairwise disjoint
 K∏
j=1
ajAj −
K∏
j=1
bjAj
2

≤ 2(4K)
∑
∅6=AK+1⊂{1,...,n}
(aK+1AK+1)
2
 ∏
i∈{1,...,n}
i/∈AK+1
1 +
 K∑
j=1
(aji )
2 +
K∑
j=1
(bji )
2


K∑
j=1
n∑
i=1
(aji − bji )2
= 2(4K)
 n∏
i=1
1 +
 K∑
j=1
(aji )
2 +
K∑
j=1
(bji )
2
+ (aK+1i )2
− n∏
i=1
(aK+1i )
2
 K∑
j=1
n∑
i=1
(aji − bji )2
≤ 2(4K)
 n∏
i=1
1 +
 K∑
j=1
(aji )
2 +
K∑
j=1
(bji )
2
+ (aK+1i )2
 K∑
j=1
n∑
i=1
(aji − bji )2. (7.13)
Moreover, making use of (i) and (7.7), we obtain
2
∑
∅6=AK+1⊂{1,...,n}
(aK+1AK+1 − bK+1AK+1)2
 ∑
A1,...,AK⊂{1,...,n}\AK+1
pairwise disjoint
 K∏
j=1
bjAj
2

= 2
∑
∅6=AK+1⊂{1,...,n}
(aK+1AK+1 − bK+1AK+1)2
∏
i∈{1,...,n}\AK+1
1 + K∑
j=1
(bji )
2

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≤ 4
 n∏
i=1
1 + K∑
j=1
(bji )
2 + ((aK+1i )
2 + (bK+1i )
2)
 n∑
i=1
(aK+1i − bK+1i )2. (7.14)
Hence, due to (7.11), the induction hypothesis, (7.13) and (7.14), we conclude
∑
A1,...,AK+1⊂{1,...,n}
pairwise disjoint
K+1∏
j=1
ajAj −
K+1∏
j=1
bjAj
2
=
∑
A1,...,AK+1⊂{1,...,n}
pairwise disjoint
AK+1=∅
K+1∏
j=1
ajAj −
K+1∏
j=1
bjAj
2 + ∑
A1,...,AK+1⊂{1,...,n}
pairwise disjoint
AK+1 6=∅
K+1∏
j=1
ajAj −
K+1∏
j=1
bjAj
2
≤ 4K
 n∏
i=1
1 +
 K∑
j=1
(aji )
2 +
K∑
j=1
(bji )
2
 K∑
j=1
n∑
i=1
(aji − bji )2
+ 2(4K)
 n∏
i=1
1 +
 K∑
j=1
(aji )
2 +
K∑
j=1
(bji )
2
+ (aK+1i )2
 K∑
j=1
n∑
i=1
(aji − bji )2
+ 4
 n∏
i=1
1 + K∑
j=1
(bji )
2 + ((aK+1i )
2 + (bK+1i )
2)
 n∑
i=1
(aK+1i − bK+1i )2
≤ 4K+1
 n∏
i=1
1 +
K+1∑
j=1
(aji )
2 +
K+1∑
j=1
(bji )
2
K+1∑
j=1
n∑
i=1
(aji − bji )2. (7.15)
(iv) A multiset of pairs is represented by an empty symmetric difference of these sets. More-
over, by expanding the third line via (i), we have the formula (3.61),∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
K∏
j=1
ajAj =
∑
A1,...,AK⊂{1,...,n}
A1△A2△···△AK=∅
K∏
j=1
ajAj
=
n∏
i=1
1 + ∑
1≤j1<j2≤K
aj1i a
j2
i +
∑
1≤j1<j2<j3<j4≤K
aj1i a
j2
i a
j3
i a
j4
i + . . .+
∑
1≤j1<···<j
2⌊K2 ⌋≤K
aj1i · · · aj2li

=
n∏
i=1
1 + ⌊
K
2 ⌋∑
l=1
∑
1≤j1<···<j2l≤K
aj1i · · · aj2li
 . (7.16)
The further estimates are a little bit more tricky and, unfortunately, more technical. The
strategy of the proof is as follows: Dealing with (7.16) and (i) we will reformulate the sum over
symmetric differences ∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
K∏
j=1
(ajAj − b
j
Aj
)
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in the assertion into a sum over disjoint sets
∑
B1,B2,...
pairwise disjoint
K∏
j=1
(
aj(⋃
i∈Ij
Bi
) − bj(⋃
i∈Ij
Bi
)
)
with some specifications on Ij such that every set B1, B2, . . . appears at least at two positions in
the products
K∏
j=1
(
aj(⋃
i∈Ij
Bi
) − bj(⋃
i∈Ij
Bi
)
)
. This will be accomplished in (7.19). Then, making
use of the Cauchy-Schwarz inequality and the tools in (i) and (ii), we will complete the asserted
estimates.
By an expansion of (7.16) due to (i), we conclude
∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
K∏
j=1
ajAj
=
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
⌊K/2⌋∏
l=1
 ∏
1≤j1<···<j2l≤K
 ∏
i∈B(j1,··· ,j2l)
aj1i . . . a
j2l
i

=
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
K∏
j=1
ajCj , (7.17)
where
Cj :=
⋃˙
j1=j∨j2=j
B(j1,j2)∪˙
⋃˙
j1=j∨j2=j∨j3=j∨j4=j
B(j1,j2,j3,j4)∪˙ · · · ∪˙
⋃˙
j1=j···∨j2⌊K/2⌋=j
B(j1,...,j2⌊K/2⌋)
is the disjoint union over all sets containing the index j.
Before we proceed, let us recall the formula,
k∏
j=1
aj −
k∏
j=1
bj =
k∑
j=1
(aj − bj)
k∏
i=j+1
ai
j−1∏
i=1
bi =
k∑
j=1
(aj − bj)
∏
j<i≤k
ai
∏
1≤i<j
bi, (7.18)
which follows by induction.
Thus, by (7.17), denoting the coding
aj,L :=
{
aj , j ∈ L
bj , j ∈ {1, . . . ,K} \ L ,
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interchanging sums and (i), we obtain
∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
K∏
j=1
(ajAj − b
j
Aj
)
=
∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
 ∑
L⊂{1,...,K}
(−1)K−|L|
∏
j∈L
ajAj
∏
j∈{1,...,K}\L
bjAj

=
∑
L⊂{1,...,K}
(−1)K−|L|
∑
A1,...,AK⊂{1,...,n}
K⋃
j=1
Aj is a multiset of pairs
∏
j∈L
ajAj
∏
j∈{1,...,K}\L
bjAj
=
∑
L⊂{1,...,K}
(−1)K−|L|

∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
K∏
j=1
aj,LCj

=
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
 ∑
L⊂{1,...,K}
(−1)K−|L|
∏
l∈L
alCl
∏
l∈{1,...,K}\L
blCl

=
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
K∏
j=1
(ajCj − b
j
Cj
). (7.19)
We apply (7.18) on the terms ajCj − b
j
Cj
in (7.19). Let ≺ be some total order on the set
Jj :=
⌊K2 ⌋⋃
l=1
{(j1, . . . , j2l), 1 ≤ j1 < · · · < j2l ≤ K, j ∈ (j1, . . . , j2l)} .
Exemplary we can take the lexicographical order as
(j1, · · · , ja) ≺ (j′1, · · · , j′b) :⇔
{
a < b
a = b ∧ jl < j′l if l := min{i ∈ N : ji 6= j′i}
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for different tuples (j1, · · · , ja), (j′1, · · · , j′b) ∈ Jj . Then, by (7.18), for every j we have
ajCj − b
j
Cj
=
∏
f∈Jj
ajB(f) −
∏
f∈Jj
bjB(f) =
∑
f∈Jj
(ajB(f) − b
j
B(f)
)
∏
f ′∈Jj
f ′≻f
ajB(f)
∏
f ′∈Jj
f ′≺f
bjB(f) . (7.20)
Thus, by (7.18) and (7.20), we obtain
K∏
j=1
(ajCj − b
j
Cj
) =
K∏
j=1
∑
f∈Jj
(ajB(f) − b
j
B(f)
)
∏
f ′∈Jj
f ′≻f
ajB(f)
∏
f ′∈Jj
f ′≺f
bjB(f)
=
∑
(f(1),··· ,f(K))∈×Kj=1Jj
K∏
j=1
(ajB(f(j)) − b
j
B(f(j))
)
∏
f ′∈Jj
f ′≻f(j)
ajB(f(j))
∏
f ′∈Jj
f ′≺f(j)
bjB(f(j)) . (7.21)
We notice that every set B(j1,...,j2l) appears at least (for two different j ∈ {1, · · · ,K}) at two
positions in this product. Thus we conclude by interchanging sums that
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
K∏
j=1
(ajCj − b
j
Cj
)
=
∑
(f(1),...,f(K))∈×Kj=1Jj
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
K∏
j=1
(ajB(f(j)) − b
j
B(f(j))
)
∏
f ′∈Jj
f ′≻f(j)
ajB(f(j))
∏
f ′∈Jj
f ′≺f(j)
bjB(f(j)) . (7.22)
Hence, making use of the Cauchy-Schwarz inequality for every fixed (f(1), . . . , f(K)) ∈ ×Kj=1Jj
and due to the fact that both systems of sets
K⋃
j=1
Dj ∪E′j ∪F ′j and
K⋃
j=1
(Ej \E′j)∪Fj \F ′j contain
every set B(j1,...,j2l) at least one time, we obtain
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
K∏
j=1
(ajB(f(j)) − b
j
B(f(j))
)
∏
f ′∈Jj
f ′≻f(j)
ajB(f(j))
∏
f ′∈Jj
f ′≺f(j)
bjB(f(j))
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≤

∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
 K∏
j=1
(ajDj − b
j
Dj
)aj
E′j
bj
F ′j
2

1/2
·

∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
 K∏
j=1
aj
Ej\E′jb
j
Fj\F ′j
2

1/2
. (7.23)
By the assertion, for all j,A, we have |ajA|, |bjA| ≤ 1. Thus, by (i) and since |Jj | is bounded above
by 2K , we conclude
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
 K∏
j=1
(ajDj − b
j
Dj
)aj
E′j
bj
F ′j
2
≤
K∏
j=1
 ∑
Dj⊂{1,...,n}
(ajDj − b
j
Dj
)2
 ∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
without the sets D1,...,DK ,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
|ajE′j |
2|bjF ′j |
2
≤
K∏
j=1
 ∑
Dj⊂{1,...,n}
(ajDj − b
j
Dj
)2
 n∏
i=1
(1 + 2K
K∑
j=1
(|aji |2 + |bji |2)). (7.24)
Analogously we have
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
 K∏
j=1
aj
Ej\E′jb
j
Fj\F ′j
2 ≤ n∏
i=1
(1 + 2K
K∑
j=1
(|aji |2 + |bji |2)).
(7.25)
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Thus, by (7.23) - (7.25), (ii) and 1+ x ≤ exp(x), for every fixed (f(1), · · · , f(K)) ∈ ×Kj=1Jj , we
get
∑
B(j1,j2)⊂{1,...,n},1≤j1<j2≤K,
B(j1,j2,j3,j4)⊂{1,...,n},1≤j1<j2<j3<j4≤K,···
B(j1,...,j2⌊K/2⌋)
⊂{1,...,n},1≤j1<···<j2⌊K/2⌋≤K,
all B(j1,j2),...,B(j1,...,j2⌊K/2⌋)
are pairwise disjoint
K∏
j=1
(ajB(f(j)) − b
j
B(f(j))
)
∏
f ′∈Jj
f ′≻f(j)
ajB(f(j))
∏
f ′∈Jj
f ′≺f(j)
bjB(f(j))
≤
K∏
j=1
(
2
(
n∏
i=1
(1 + (|aji |2 + |bji |2))
)
n∑
i=1
(aji − bji )2
)1/2 n∏
i=1
(1 + 2K
K∑
j=1
(|aji |2 + |bji |2))
≤ 2K/2
 K∏
j=1
e
1/2
n∑
i=1
(|aji |2+|bji |2)
 K∏
j=1
(
n∑
i=1
(aji − bji )2
)1/2 e2K K∑j=1 n∑i=1(|aji |2+|bji |2)
≤ 2K/2
K∏
j=1
(
n∑
i=1
(aji − bji )2
)1/2
exp
(2K + 1/2) K∑
j=1
n∑
i=1
(|aji |2 + |bji |2)

≤ 2K/2
K∏
j=1
(
n∑
i=1
(aji − bji )2
)1/2
exp
2K+1 K∑
j=1
n∑
i=1
(|aji |2 + |bji |2)
 . (7.26)
Hence, by (7.19) - (7.22), | ∑
(f(1),...,f(K))∈×Kj=1Jj
1| ≤ (2K)K and (7.26) we conclude the assertion.
(v) By (i) we have that
∑
B1,...,BK⊂{1,...,n} pairwise disjoint
B′1,...,B
′
K⊂{1,...,n} pairwise disjoint
K⋃
j=1
Bj=
K⋃
j=1
B′j
K∏
j=1
ajBja
j
B′j
=
∑
D⊂{1,··· ,n}

∑
B1,...,BK⊂D⋃˙
1≤j≤K
Bj=D
K∏
j=1
ajBj


∑
B′1,...,B
′
K⊂D⋃˙
1≤j≤K
B′j=D
K∏
j=1
aj
B′j

=
∑
D⊂{1,··· ,n}
∏
i∈D
 K∑
j=1
aji
2 = n∏
i=1
1 +
 K∑
j=1
aji
2
Moreover, by 1 + x ≤ exp(x) and the Cauchy-Schwarz inequality, we have
n∏
i=1
1 +
 K∑
j=1
aji
2 ≤ exp
 n∑
i=1
 K∑
j=1
aji
2 ≤ exp
K K∑
j=1
n∑
i=1
(aji )
2
 .
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7.2 Proof of Proposition 3.13
Here we give a last combinatorial examination which is required for the tightness in Theorem
3.10.
Proposition 7.2. In the situation of Theorem 3.10 for all A = {i1, . . . , il} ⊂ {1, . . . ,m} and
all K ≥ 1 it holds true that
0 ≤E
[(
(♦n)i∈AF ⋄ni
(
In(fn,i)t
)− (♦n)i∈AF ⋄ni (In(fn,i)s))2K]
=
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bi1 ,...,Bil⊂Dj⋃˙
i∈ABi=Dj
(∏
i∈A
ain,|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)
≤ K ′(K,C,L, |A|)
∣∣∣∣ ⌊nt⌋n − ⌊ns⌋n
∣∣∣∣Kα , (7.27)
where the constant takes the value
K ′(K,C,L, |A|) := (22K2|A|)2K(2C2|A|L)K exp
(
C2|A|L+ 22K+12|A|2KC2|A|L
)
.
Proof of Proposition 7.2. The proof is a slightly extension of the proof of Proposition 2.1 (iv)
and the procedure is as follows:
Due to the condition D1△D2△· · ·△D2K = ∅, we will firstly reformulate the sum
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1
· · ·
into a sum of the type ∑
C1,C2,...
pairwise disjoint
2K∏
j=1
· · ·
over disjoint sets such that every set C1, C2, . . . appears at least at two positions in the product
2K∏
j=1
· · · . The additional difficulties in contrast to the proof of Proposition 2.1 (iv) are due to the
disjoint partitions of Dj , j = 1, . . . , 2K. Then, the application of the Cauchy-Schwarz inequality
and the upper bounds from Section 2.1, will yield the assertion.
We begin with some helpful notations. For the coefficients ain,|D|, i ∈ A, D ⊂ {1, . . . , n} we
define the partitions
a˜i,Dn,l :=

sgn(ain,|D|)
(
|ain,|D||1/|D|
)
l = minD
|ain,|D||1/|D| l ∈ D \ {minD}
0 otherwise
,
where sgn denotes the signum function. Moreover we define the sets of indices,
Jj(l) :=
{
((j1, k1), (j2, k2), . . . , (j2l, k2l)) :
1 ≤ j1 < j2 < . . . < j2l ≤ 2K, j ∈ {j1, . . . , j2l},
k1, . . . , k2l ∈ {1, . . . , |A|}
}
,
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Jj :=
K⋃
l=1
Jj(l), J :=
2K⋃
j=1
Jj .
For |A| = 1 this coding coincides with the coding of indices in the proof of Proposition 2.1 (iv).
Let ≺ be some total order on the set Jj . Exemplary we can take the lexicographical order as
((j1, k1), (j2, k2), . . . , (j2a, k2a)) ≺
(
(j′1, k
′
1), (j
′
2, k
′
2), . . . , (j
′
2b, k
′
2b)
)
:⇔

a < b
a = b ∧ jl < j′l if l := min{i ∈ N : (ji, ki) 6= (j′i, k′i)}
a = b ∧ jl = j′l ∧ kl < k′l if l := min{i ∈ N : (ji, ki) 6= (j′i, k′i)}
for all different tuples ((j1, k1), (j2, k2), . . . , (j2a, k2a)) , ((j
′
1, k
′
1), (j
′
2, k
′
2), . . . , (j
′
2b, k
′
2b)) ∈ Jj .
Let us fix some function u : {1, . . . , 2K} → {t, s} and write for shorthand
A˜j
u(j),l,Bji
:= a˜
i,Bji
n,l n
−1/2fn,iu(j),l.
Then, analogously to (7.17), we have
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bi1 ,...,Bil⊂Dj⋃˙
i∈ABi=Dj
(∏
i∈A
ain,|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,iu(j),Bi
)
=
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bji1
,...,Bjil
⊂Dj⋃˙
i∈AB
j
i=Dj
∏
i∈A
∏
l∈Bji
a˜
i,Bji
n,l n
−1/2fn,iu(j),l


=
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bji1
,...,Bjil
⊂Dj⋃˙
i∈AB
j
i=Dj
∏
i∈A
∏
l∈Bji
A˜j
u(j),l,Bji


=
∑
C((j1,k1),(j2,k2))⊂{1,...,n},1≤j1<j2≤2K,k1,k2∈{1,...,|A|}
C((j1,k1),...,(j4,k4)⊂{1,...,n},1≤j1<...<j4≤2K,k1,...,k4∈{1,...,|A|}
...C((j1,k1),...,(j2K,k2K ))⊂{1,...,n},1≤j1<...<j2K≤2K,k1,...,k2K∈{1,...,|A|}
all pairwise disjoint
2K∏
j=1
∏
f∈Jj
A˜j
u(j),Cf ,B
j
kj
=
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
∏
f∈Jj
A˜j
u(j),Cf ,B
j
kj
, (7.28)
where the system of sets {Cf , f ∈ Jj} is precisely the system of disjoints of the sets
B1i1 , . . . , B
1
il
, B2i1 , . . . , B
2
il
⊂ {1, . . . , n}, . . . , B2Ki1 , . . . , B2Kil ⊂ {1, . . . , n}
such that
∀j :
⋃˙
i∈AB
j
i = Dj ,
7.2. PROOF OF PROPOSITION 3.13 159
for a chosen system of sets D1, . . . ,D2K ⊂ {1, . . . , n} with D1△D2△· · ·△D2K = ∅. In fact we
have the coding
C((j1,k1),...,(j2l,k2l)) = B
j1
k1
∩Bj2k2 ∩ · · · ∩B
j2l
k2l
,
and, given a set Cf , and fixed f = ((j1, k1), . . . , (j2l, k2l)) ∈ Jj(l) with kj :=
|A|∑
h=1
ki1{jh=j} and
Jj(l)k :=
((j1, k1), (j2, k2), . . . , (j2l, k2l)) :
1 ≤ j1 < j2 < . . . < j2l ≤ 2K, j ∈ {j1, . . . , j2l},
k1, . . . , k2l ∈ {1, . . . , |A|}, k =
2l∑
m=1
km1{jm=j}
 ,
the original sets are obtained via
Bjk =
⋃
f ′∈Jj(m)k
Cf ′ ,
for all m ∈ {1, . . . ,K}. Then, analogously to (7.19), we have by interchanging sums and (7.28)
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bi1 ,...,Bil⊂Dj⋃˙
i∈ABi=Dj
(∏
i∈A
ain,|Bi|
)(∏
i∈A
n−
|Bi|
2 fn,it,Bi −
∏
i∈A
n−
|Bi|
2 fn,is,Bi
)
=
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bji1
,...,Bjil
⊂Dj⋃˙
i∈AB
j
i=Dj
∏
i∈A
∏
l∈Bji
A˜j
t,l,Bji
− ∑
Bji1
,...,Bjil
⊂Dj⋃˙
i∈AB
j
i=Dj
∏
i∈A
∏
l∈Bji
A˜j
s,l,Bji


=
∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
∑
u:{1,...,2K}→{t,s}
(
(−1)2K−|u−1(s)|
) 2K∏
j=1

∑
Bji1
,...,Bjil
⊂Dj⋃˙
i∈AB
j
i=Dj
∏
i∈A
∏
l∈Bji
A˜j
u(j),l,Bji


=
∑
u:{1,...,2K}→{t,s}
(
(−1)2K−|u−1(s)|
) ∑
D1,...,D2K⊂{1,...,n}
D1△D2△···△D2K=∅
2K∏
j=1

∑
Bji1
,...,Bjil
⊂Dj⋃˙
i∈AB
j
i=Dj
∏
i∈A
∏
l∈Bji
A˜j
u(j),l,Bji


=
∑
u:{1,...,2K}→{t,s}
(
(−1)2K−|u−1(s)|
) ∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
∏
f∈Jj
A˜j
u(j),Cf ,B
j
kj
=
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
∑
u:{1,...,2K}→{t,s}
(
(−1)2K−|u−1(s)|
) 2K∏
j=1
∏
f∈Jj
A˜j
u(j),Cf ,B
j
kj
=
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
∏
f∈Jj
A˜j
t,Cf ,B
j
kj
−
∏
f∈Jj
A˜j
s,Cf ,B
j
kj
 . (7.29)
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Now, due to the simple formula (7.18),
k∏
j=1
aj −
k∏
j=1
bj =
k∑
j=1
(aj − bj)
∏
j<i≤k
ai
∏
1≤i<j
bi,
and similarly to (7.20), (7.21), we have
2K∏
j=1
∏
f∈Jj
A˜j
t,Cf ,B
j
kj
−
∏
f∈Jj
A˜j
s,Cf ,B
j
kj

=
2K∏
j=1
∑
f∈Jj
(
A˜j
t,Cf ,B
j
kj
− A˜j
s,Cf ,B
j
kj
) ∏
f ′∈Jj
f ′≻f
A˜j
t,Cf ′ ,B
j
kj
∏
f ′∈Jj
f ′≺f
A˜j
s,Cf ′ ,B
j
kj

=
∑
(f(1),··· ,f(2K))∈×2Kj=1Jj
2K∏
j=1

(
A˜j
t,Cf(j),B
j
kj
− A˜j
s,Cf(j),B
j
kj
) ∏
f ′∈Jj
f ′≻f(j)
A˜j
t,Cf ′ ,B
j
kj
∏
f ′∈Jj
f ′≺f(j)
A˜j
s,Cf ′ ,B
j
kj
 .
(7.30)
Hence, the products in (7.30) contain every set Cf at least at two positions and allow an
application of the Cauchy-Schwarz inequality analogously to (7.23). To this end, for some fixed
(f(1), · · · , f(2K)) ∈ ×2Kj=1Jj , we denote for every j two systems of sets D˜j , Ej , Fj and E′j, F ′j
such that D˜j ∪ Ej ∪ Fj = E′j ∪ F ′j = Jj and
2K∏
j=1

(
A˜j
t,Cf(j),B
j
kj
− A˜j
s,Cf(j),B
j
kj
) ∏
f ′∈Jj
f ′≻f(j)
A˜j
t,Cf ′ ,B
j
kj
∏
f ′∈Jj
f ′≺f(j)
A˜j
s,Cf ′ ,B
j
kj

=
2K∏
j=1
(A˜j
t,D˜j ,B
j
kj
− A˜j
s,D˜j ,B
j
kj
) ∏
L∈Ej
A˜j
t,L,Bjkj
∏
L∈Fj
A˜j
s,L,Bjkj
∏
L∈E′j
A˜j
t,L,Bjkj
∏
L∈F ′j
A˜j
s,L,Bjkj
 .
(7.31)
Thus, by (7.30), (7.31), interchanging sums and the Cauchy-Schwarz inequality on the inner
sums, we have
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
∏
f∈Jj
A˜j
t,Cf ,B
j
kj
−
∏
f∈Jj
A˜j
s,Cf ,B
j
kj

=
∑
(f(1),··· ,f(2K))∈×2Kj=1Jj
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
(A˜j
t,D˜j ,B
j
kj
− A˜j
s,D˜j ,B
j
kj
) ∏
L∈Ej
A˜j
t,L,Bjkj
∏
L∈Fj
A˜j
s,L,Bjkj
∏
L∈E′j
A˜j
t,L,Bjkj
∏
L∈F ′j
A˜j
s,L,Bjkj

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≤
∑
(f(1),··· ,f(2K))∈×2Kj=1Jj ∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
(A˜j
t,D˜j ,B
j
kj
− A˜j
s,D˜j,B
j
kj
) ∏
L∈Ej
A˜j
t,L,Bjkj
∏
L∈Fj
A˜j
s,L,Bjkj
2

1/2
 ∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
 ∏
L∈E′j
A˜j
t,L,Bjkj
∏
L∈F ′j
A˜j
s,L,Bjkj
2

1/2
. (7.32)
Here, finally, we make use of the uniform bounds
|a˜i,Dn,l | ≤ C
for all i ∈ A, D ⊂ {1, . . . , n}. Then, analogously to (7.24) - (7.26), by Proposition 2.1 (i), (ii)
and the assumptions in Theorem 3.10, we obtain
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
(A˜j
t,D˜j ,B
j
kj
− A˜j
s,D˜j ,B
j
kj
) ∏
L∈Ej
A˜j
t,L,Bjkj
∏
L∈Fj
A˜j
s,L,Bjkj
2
≤
2K∏
j=1
 ∑
Dj⊂{1,...,n}
(
A˜j
t,D˜j ,B
j
kj
− A˜j
s,D˜j ,B
j
kj
)2
·
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint, without D1,...,D2K
2K∏
j=1
 ∏
L∈Ej
A˜j
t,L,Bjkj
∏
L∈Fj
A˜j
s,L,Bjkj
2

≤
2K∏
j=1
 ∑
Dj⊂{1,...,n}
C2|Dj |
∏
l∈Dj
n−1/2fn,kjt,l −
∏
l∈Dj
n−1/2fn,kjs,l
2
·
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint, without D1,...,D2K
2K∏
j=1
∏
L∈Ej
∏
l∈L
C2n−1
(
f
n,kj
t,l
)2 ∏
L∈Fj
∏
l∈L
C2n−1
(
f
n,kj
t,l
)2
≤
2K∏
j=1
C2∑
q∈A
∑
D⊂{1,...,n}
(∏
l∈D
n−1/2fn,qt,l −
∏
l∈D
n−1/2fn,qs,l
)2
·
n∏
i=1
1 + 22K2|A|2K∑
q∈A
n−1(|fn,qt,i |2 + |fn,qs,i |2)

≤ (2C2|A|L)2K exp
(
C2|A|L+ 22K2|A|2KC2|A|L
) ∣∣∣∣⌊nt⌋n − ⌊ns⌋n
∣∣∣∣2Kα ,
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and similarly,
∑
Cf⊂{1,...,n},f∈J
all pairwise disjoint
2K∏
j=1
 ∏
L∈E′j
A˜j
t,L,Bjkj
∏
L∈F ′j
A˜j
s,L,Bjkj
2
≤ exp
(
22K2|A|2KC2|A|L
)
.
Thus, via | ∑
f∈×2Kj=1Jj
1| ≤ (22K2|A|)2K , we conclude the assertion.
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