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Abstract:
Theoretical studies of nearly spherical vesicles and microemulsion droplets, that present typical
examples for thermally-excited systems that are subject to constraints, are reviewed. We consider
the shape fluctuations of such systems constrained by fixed area A and fixed volume V , whose
geometry is presented in terms of scalar spherical harmonics. These constraints can be incorporated
in the theory in different ways. After an introductory review of the two approaches: with an exactly
fixed by delta-function membrane area A [Seifert, Z. Phys. B, 97, 299, (1995)] or approximatively
by means of a Lagrange multiplier σ conjugated to A [Milner and Safran, Phys. Rev. A, 36, 4371
(1987)], we discuss the determined role of the stretching effects, that has been announced in the
framework of a model containing stretching energy term, expressed via the membrane vesicle tension
[Bivas and Tonchev, Phys.Rev.E, 100, 022416 (2019)]. Since the fluctuation spectrum for the used
Hamiltonian is not exactly solvable an approximating method based on the Bogoliubov inequalities
for the free energy has been developed. The area constraint in the last approach appears as a
self-consistent equation for the membrane tension. In the general case this equation is intractable
analytically. However, much insight into the physics behind can be obtained either imposing some
restrictions on the values of the model parameters, or studying limiting cases, in which the self-
consistent equation is solved. Implications for the equivalence of ensembles have been discussed as
well.
INTRODUCTION
The biomembrane consists of a lipid bilayer, in which
integral proteins float [1]. Within this model, their phys-
ical properties are tightly connected with those of the
lipid bilayer. The complicated role of biological mem-
branes helped forward the study of artificial lipid-based
models with a primary view of reconstituting their in-
herent functions in vitro. Lipid membranes are impor-
tant model systems for biological membranes, see [2] and
refs. therein. Easily formed from lipid solutions this field
involves the investigation of transport mechanisms, per-
meation properties, adhesion, and fusion kinetics, see [3]
and refs. therein.
In this review we shall consider the role of thermal
fluctuations on the behavior of closed free standing arti-
ficial membranes. To a large extent, the physics of closed
membranes is the physics of microemulsions and vesicles
(also known as liposomes).
∗ tonchev@issp.bas.bg
The microemulsions are thermodynamically stable
water-oil mixtures and one or few surface active agents
(called also surfactants). Probably one of the simplest
microemulsion systems are droplets of water in oil (or vice
versa), covered with a monolayer of surfactant molecules.
The vesicles are analogous to droplet type microemul-
sions where the most important difference is that their
interface is a bilayer instead of a monolayer. They
are closed-surface membranes formed spontaneously from
molecules in aqueous environment due to the hydropho-
bic effect. For example, Giant unilamellar vesicles
(GUVs) have diameters in the interval 1 - 200 µm. Be-
cause of the extremely small thickness of the membrane
as compared to the square root of their area, the vesicle
for many purposes can be modeled as two-dimensional
flexible surface embedded in three-dimensional space.
Thought both the vesicle and the microemulsion systems
belong to quite different length scale, their thermody-
namic behavior can be understood from a unified point
of view based on study of the free energy of the deformed
membrane [4].
The shape of a monolayer membrane depends mainly
2on its stretching gs and curvature gc energy densities
g = gs + gc. (1)
The elastic energy of stretching per unit area (in a
quadratic approximation) has the form
gs =
1
2
Ks
(
∆A
A0
)2
, (2)
where ∆A/A0 is the relative area change of the mem-
brane, A0 is the area in its tension free state, and Ks is
the stretching elasticity modulus [5].
The curvature elasticity, as one of the most important
quantities for determining the membrane shape, was in-
troduced in the beginning of the seventies of the last
century with the theory developed by Canhamm [6], Hel-
frich [5] and Evans [7]. The theory of spherical vesicles is
based on the notion that their bending elastic energy is
size independent, since the bending energy per unit area
of a symmetric bilayer is a quadratic form in curvatures
[8]. In the used quadratic approximation the curvature-
elastic energy per unit area of a fluid layer may be written
as [5]
gc =
1
2
Kc(c1 + c2 − cs)2 +KGc1c2 (3)
Here c1, c2 are the principal curvatures and cs is the spon-
taneous curvature. The constantKc is the bending rigid-
ity modulus. The last term in (3) contains the modulus
of the Gaussian curvature KG, which should be omitted,
in general, as when integrated over a closed surface it is
a topologically invariant constant. The derivation of Ks
andKc, from the first principles for the membrane energy
functional g, is given in [9]; where it has been obtained
for the typical phospholipids, Ks ∼ 200 erg/cm2 and
Kc ∼ 2×10−12 erg. Actually, the quadratic form Eq. (3)
seems to be the best possible approximation consistent
with isotropy, fluidity and Euclidean invariance shape de-
pendence of the membrane (for a comment, see Appendix
A of ref.[9]). For more complete and detailed comments
the reader can see the review [10], where the tools of dif-
ferential geometry are used to obtain the Helfich Hamil-
tonian.
The effective Hamiltonian (the total bending energy
stored in the infinitely thin interface A of the vesicle in
a second order expansion of curvatures) has the form:
Hc =
∫
A
dS
[
1
2
Kc(c1 + c2 − cs)2 +KGc1c2
]
(4)
where the integration is carried out over the total area A
of the membrane.
At first in our consideration, the membranes will be
assumed to be unstretchable (viz. with Ks = ∞) and
their finite thickness will be disregarded. As we shall see
below, the former is not a obligatory requirement, while
the last approximation is assumed in order to avoid diffi-
culties of integration over random surfaces [11] in the cal-
culations of the free energy and corresponding thermody-
namic mean values. The material quantities Ks and Kc
depend on the intermolecular interactions and structural
properties of the membrane. Elasticity of lipid mono-
layers in the framework of different molecular models are
discussed in some details in Ch. 4.2 of the monograph [2].
Strictly speaking, Ks and Kc cannot be considered inde-
pendently of the thermal fluctuations, because integrat-
ing out the microscopic degrees of freedom, in the Hel-
frich theory, the resulting coarse-grained Hamiltonian (4)
will contain the temperature dependent phenomenolog-
ical parameters Ks and Kc. The convention in this re-
view is that when we talk about thermal fluctuations we
take into account only fluctuations of the geometry of
the membrane [10]. The spectrum of thermally excited
undulation modes of a quasi-spherical vesicle can be cal-
culated analytically in the limit of large bending rigidi-
ties Kc/kBT >> 1, T is the temperature and kB is the
Boltzmann constant (Helfrich 1986 [8], Milner and Safran
1987 [12], Seifert 1995 [13]). It can be applied to de-
termine experimentally the bending rigidity Kc through
the the contour fluctuations of quasi-spherical vesicles us-
ing phase contrast microscopy combined with fast image
processing, nowadays also called as flicker spectroscopy
analysis [15–25].
I. MEMBRANE GEOMETRY AND THE
HELFRICH BENDING HAMILTONIAN IN
TERMS OF SPHERICAL HARMONICS.
We consider a vesicle with volume V that has the form
of slightly deformed sphere, i.e. a quasi-sphere. Let us
denoted by R0 the radius of an ideal spherical vesicle with
the same volume V = (4π/3)R30 as that the studied one.
The statistical fluctuations of the shape of the vesicle
membrane in time are around the reference sphere with
area 4πR20. In this case the membrane configuration can
be well represented using spherical harmonic functions.
Let us take the quasi-sphere radius R to be a function of
the time t, the polar angle φ and the azimuthal angle θ,
writing
R(θ, φ, t) = R0[1 + u(θ, φ, t)], (5)
thus R0 = [3/(4π)V ]
1/3 is the effective radius from which
the displacements (the fluctuations) u(θ, φ, t) are sup-
posed to start. It is assumed that |u(θ, φ, t)| << 1, so
that all the further calculations are performed up to the
second order in u(θ, φ, t) in order to simplified the theo-
retical expressions. The dimensionless function u(θ, ϕ, t)
can be decomposed in a series of spherical harmonics as
follows:
u(θ, ϕ, t) =
nmax∑
n=0
n∑
m=−n
umn (t)Y
m
n (θ, ϕ), (6)
3where Y mn (θ, ϕ) is the orthonormal basis of the spherical
harmonics functions and since the displacement is real
the relation (umn )
∗ = (−1)mu−mn takes holds. For vesicles
of slightly deformed spherical shapes, one can calculate
the bending energyHc by inserting the spherical harmon-
ics expansion Eq. (6) into Eq. (4) and use, as a rule, the
lowest approximation neglecting all terms of higher than
quadratic order in coefficients umn . It can be proved that
all using expressions containing complex amplitudes may
be rewritten in such a way that the imaginary parts of umn
vanish and only real amplitudes appear. Thus without
loss of generality umn should be chosen real. For details
see, e.g. [8, 17, 26–28]. For numerical computations it is
also more convenient to use real amplitudes of spherical
harmonics instead of the complex ones.
The lipid vesicle is subject to various geometric con-
straints. If it is viewed as impermeable and incompress-
ible the number of lipid molecules in the membrane is
fixed. In this case the vesicle has constrained area A and
constrained volume V . Expressing the geometrical quan-
tities A and V , and the effective Hamiltonian Hc(u) of
the vesicle as a function of the expansion coefficients umn
one has [8, 12–14, 18, 26, 27, 29–31]:
A(u) = 4πR20 + 4πR
2
0
[
u00√
π
+
(u00)
2
4π
]
+
R20
nmax∑
n≥1
n∑
m=−n
[
1 +
n(n+ 1)
2
]
(umn )
2 +O((umn )
4), (7)
for the area, and
V (u) =
4
3
πR30 ×[(
1 +
u00√
4π
)3
+
3
4π
nmax∑
n≥1
n∑
m=−n
(umn )
2
+O((umn )3),
(8)
for the volume. Here and hereafter the symbol ”u”
is used as a shorthand for the real value functions
(u−22 , u
−1
2 , . . . , u
nmax
nmax), which are the spherical harmon-
ics amplitudes, appearing in the expansion of the vesi-
cle shape fluctuations from the equivalent volume sphere
with radius R0 (see Eq. (6)).
A cut-off nmax ∼ 2√πR0/λ is introduced in the sum,
where λ is of the order of the intermolecular distance.
As the harmonics with indexes n = 1 and m = −1, 0, 1
correspond to pure translation of the vesicle, the origin
O of the coordinate system can be chosen in away that
um1 = 0. Thus, from now on all sums start at n = 2.
Finally, considering the special case of vanishing spon-
taneous curvature (cs = 0), for the effective Hamiltonian
Hc(u) in terms of u
m
n , one finds:
Hc(u) = 8πKc +
Kc
2
nmax∑
n≥2
n∑
m=−n
(n− 1)n(n+ 1)(n+ 2)(umn )2 +O((umn )3)
(9)
Further we shall discard in Hc(u) the constant energy
term 8πk.
II. THE AREA AND THE VOLUME
CONSTRAINTS
The constant-area constraint or the constant-volume
constraint can be easily incorporated in the theory, sepa-
rately [13, 29, 32], by choosing u00 to satisfy A = 4πR
2
0 in
Eq.(7), or V = (4/3)πR30 in Eq.(8). However, if it is tech-
nically easy to implement the second constraint, then it is
difficult to handle the first one or vice-versa. Regardless
of either volume or area is kept constant these conditions
leads to the elimination of the u00-term. In what follows,
we shall assumed the vesicle volume V to be invariant
under shape fluctuations. Thus, the volume constraint
V (u) ≡ 4
3
πR30 (10)
implies
u00 = −
√
1
4π
nmax∑
n≥2
n∑
m=−n
(umn )
2 +O((umn )
3). (11)
After that, inserting Eq. (11) in Eq. (7), for the area,
keeping terms to O(u2), one gets
A(u) = 4πR20
1 + 1
8π
nmax∑
n≥2
n∑
m=−n
(n+ 2)(n− 1)(umn )2
 .
(12)
Now, it is a more sophisticated problem to fix the area,
Eq. (12), of the membrane:
A(u) = A. (13)
In order to include Eq. (13) in our consideration one
needs to use the methods of statistical mechanics. First
of all let us recall some basic definitions. We start from
the Helmholtz free energy f [H(u)]:
f [H(u)] = −kBT ln{Z[H(u)]}, (14)
where Z[H(u)] is the partition function of the consid-
ered quasi-spherical membrane (droplet microemulsion
and vesicle) with an effective Hamiltonian H(u) (see be-
low):
Z[H(u)] =
∫
D{u}{exp [−βH(u)]}, (15)
4where β = (kBT )
−1 is the inverse temperature .
Note that the correct definition of the measure D{u} is
a subtle task in statistical mechanics of two- dimensional
surfaces (see [13, 14, 31, 33, 34] and refs. therein). How-
ever, for a quasi-spherical membrane we don’t need to go
beyond the so-called normal gauge, which is known to be
correct for small fluctuations, at least to the level of ac-
curacy consistent with the used quadratic approximation
in Eq. (9)[13, 14, 30]. At this level the proper measure is
D{u} = const.(d[u−22 ], d[u−12 ], . . . , d[unmaxnmax ]) and the in-
tegration over umn in Eq. (15) is carried out from 0 to
∞.
If the Hamiltonian H(u) is a positive definite di-
agonal quadratic form in the real value functions
(u−22 , u
−1
2 , . . . , u
nmax
nmax) then the multiple integral in
Eq. (15) over umn splits into a product of N =∑n=nmax
n=2
∑m=n
m=−n = n
2
max + 2nmax − 3 one-dimensional
Gaussian integrals and the integration can be performed
easily.
Commonly there are two alternative possibilities how
to incorporate the area constraint in the partition func-
tion Eq. (15): exact treatment of the area constraint with
a delta function [13, 14, 35, 36] and with an effective ten-
sion through Lagrange multiplier [12, 13, 18, 37]. It is ev-
ident that the two approaches model two different statis-
tical ensembles; A-ensemble and σ-ensemble.The equiva-
lence of the ensembles is taken for granted too often in the
membrane fluctuation theories. However, it is question-
able whether this equivalence holds for all characteristics
of the system. As we show below this problem needs to
be carefully considered.
III. THE EXACT TREATMENT OF THE AREA
CONSTRAINT
First, in our consideration we keep the global surface
area constant, so we can assume that the area compress-
ibility modulusKs =∞. The exact treatment of the area
constraint by delta-function is based on the evaluation of
the following partition function (see,e.g.[13, 36]):
Z[Hc(u);A] =
∫
D{u}δ
(
A−A(u)
4πR20
)
exp[−βHc(u)].
(16)
Hereafter for convenience the dependence on A in the ar-
gument of the delta-function is explicitly shown in the ar-
guments of the partition function and in the correspond-
ing free energy
F [Hc(u);A] = −β−1 ln{Z[Hc(u);A]}. (17)
In order to impose condition Eq.(13) we use the Laplace
transform representation of the delta-function
δ(x− y) = 1
2πi
∫ a+i∞
a−i∞
es(x−y)ds, (18)
where s is a complex variable and its real part is a > 0.
In our case we have (compare with Eq. (15) in [36])
δ
 1
8π
nmax∑
n≥2
n∑
m=−n
(n+ 2)(n− 1)(umn )2 −∆
 = 1
2πi
∫ a+i∞
a−i∞
ds exp
s
 1
8π
nmax∑
n≥2
n∑
m=−n
(n+ 2)(n− 1)(umn )2 −∆
 ,
(19)
where
∆ ≡ A− 4πR
2
0
4πR20
, (20)
defines the dimensionless (positive) excess area used in
the further consideration as a small parameter in the
model. Note that our definition of the excess area dif-
fers from those used in [13] by 4π. After interchanging
the integrals in Eq. (16), one obtains
Z[Hc(u);A] =
1
2πi
∫ a+i∞
a−i∞
dsesZ[H(u; s)]. (21)
Here, Z[H(u; s)] is the partition function of the temper-
ature dependent ”Hamiltonian”
H(u; s) = Hc(u) +
s
β
 1
8π
nmax∑
n≥2
n∑
m=−n
(n+ 2)(n− 1)(umn )2 −∆
 , (22)
with the auxiliary complex parameter s. The real part
a > 0 of s is chosen so that the integral in Eq. (21) is
finite. It will be convenient to introduce a new dimen-
sionless quantity
σs =
s
4πβKc
. (23)
From Eqs. (22) and (9), we obtain:
H(u, s) = 4πKc∆σs +
nmax∑
n=2
n∑
m=−n
an(σs)(u
m
n )
2, (24)
where
an(σs) =
1
2
Kc(n− 1)(n+ 2) [n(n+ 1) + σs] . (25)
Now, it is convenient to introduce the following quan-
tities:
5wmn ≡ umn
(
Kcβ
2
(n+ 2)(n− 1)
)1/2
,
pn ≡ n(n+ 1), 1
τ
≡ 4πKcβ∆. (26)
Then partition function Z[H(u; s) is presented as:
Z[H(u; s)
Z0
=∫
D{w} exp
(
−
nmax∑
n≥2
n∑
m=−n
(pn + σs)(w
m
n )
2 +
s
τ
)
,
(27)
where Z0 is an independent of s factor. The partition
function Z[H(u; s)] is known (the corresponding integrals
over wmn are Gaussian). Thus one obtains
Z[Hc(u);A] ∼
∫ a+i∞
a−i∞
dses/τ
nmax∏
n≥2
(pn + σs)
−(n+1/2).
(28)
For τ << 1, i.e. 1/(βKc) << 1 and τ >> 1, i.e.
1/(βKc) >> 1, analytical calculations for the mean
square amplitudes umn were performed in refs. [13, 14].
For completeness let us briefly sketch the results for each
of the two cases. The integral in Eq.(28) can be treated
by the method of steepest descent.
In the case, τ << 1, the results are:
〈(umn )2〉H(u;A) =
1
5
1
βKcτ
[
1
2
−
τ
∑
n≥3
1
(n+ 2)(n− 1)(n2 + n− 6) +O(τ
3)
]
, (29)
for n = 2, and
〈(umn )2〉H(u;A) =
1
βKc
[
1
(n+ 2)(n− 1)(n2 + n− 6) +
O(τ)
]
, (30)
for n ≥ 3. An expansion beyond the leading terms for
small τ is possible but in this case the truncated higher
order terms in the expansions Eqs. (7) - (9) should be
taken into account for the consistency of the used ap-
proximation.
In the opposite case, τ >> 1, the bending energy can
be treated as small perturbation and in lowest order the
result is
〈(umn )2〉H(u;A) ≈
1
βKcτ
[
2
N(n+ 2)(n− 1)
]
, (31)
where N =
∑nmax
n≥2
∑n
m=−n = (nmax + 1)
2 − 4 is the
available number of modes.
IV. THE CONVENTIONAL APPROACH WITH
EFFECTIVE TENSION
The approach to the problem, due to the Milner and
Safran (1987), and Seifert (1995), is to treat Z[H(u; s)]
in Eq. (21) as a ”grand-canonical” partition function,
where now s is a real variable (called effective tension
and denoted with σ) conjugate to A(u), rather than a
free parameter. The value of σ is chosen so that the area
constraint Eq. (13) is satisfied on the average. Note that
the situation here strongly resembles the relation between
the Berlin and Kac spherical model and Lewis and Wan-
nier mean spherical model in the theory of magnetism,
which belong to different ensembles with ”canonical” and
”grand canonical” partition functions, see e.g. [38] and
Ch.3 in [39].
In other words, instead of working with fixed area
A(u), an effective tension as Lagrange multiplier σ conju-
gated toA(u) has been used. In this case the Hamiltonian
of the model takes the form:
H(u;σ) = Hc(u) + σA(u). (32)
This model is essentially a Gaussian model with a con-
straint on the area of the vesicle enforced by σ. The
partition function can be thought as corresponding to an
assemble which extends the A-ensemble by allowing fluc-
tuations of the area in a system of fixed volume V . The
partition function is given by
Z[H(u);σ] =
∫
D{u} exp [−βH(u;σ)], (33)
and the corresponding free energy is given by
F [H(u;σ)] = −β−1 ln{Z[H(u);σ]}. (34)
We shall define the thermodynamic average of the quan-
tity A(u) with H(u;σ) in the standard way:
〈A(u)〉H(u;σ) =
{Z[H(u;σ)]}−1
∫
D{u}A(u) exp [−βH(u;σ)]. (35)
Let us introduce
σMS =
R20
Kc
σ (36)
which is the Milner and Safran dimensionless effective
tension. If for convenience we change the notation
H(u;σ) ≡ H(u;σMS)), with the help of Eqs. (9) and
(12) it is easy to obtain the explicit form of the Hamil-
tonian Eq. (32):
H(u;σMS) = 4πσMSKc +
nmax∑
n≥2
n∑
m=−n
an(σMS)(u
m
n )
2,
(37)
6where
an(σMS) =
1
2
Kc(n− 1)(n+ 2) [n(n+ 1) + σMS ] . (38)
It is constructive to compare the Hamiltonians
Eqs. (24) and (37). The only difference is the change
of σs in the former with σMS in the last.
Here and further on, we accept the convention the bar
over any quantity to mean ”dimensionless due to the mul-
tiplier R20/Kc”.
Now, the calculation of the Gaussian integrals in Eqs.
(33) and (35) is straightforward. The area constraint is
〈A(u)〉H(u;σMS)) = A. (39)
or equivalently (compare with Eqs. (12) and (13))
1 =
4πR20
A
1− 1
4π
nmax∑
n≥2
n∑
m=−n
[
(n+ 2)(n− 1)
2
] 〈
(umn )
2
〉
H(u;σMS))
 . (40)
Thus, the value of σMS is determined from the con-
dition that the area constraint Eq. (13) is satisfied in
average. A possible equivalence of this new introduced
statistical ensemble with those considered in the previous
Section 3 we shall discus in the next Section 5.
Here, for the mean square amplitudes
〈(umn )2〉H(u;σMS) =
{Z[H(u;σMS)]}−1
∫
D{u}(umn )2 exp [−βH(u;σMS)].
(41)
one immediately obtains (as follows from Eq. (37) the
integrals are Gaussian)
〈
(umn )
2
〉
H(u;σMS)
=
8πγ
(n− 1)(n+ 2)[n(n+ 1) + σMS ] ,
(42)
where
γ ≡ 1
8π
1
βKc
. (43)
It is commonly accepted, as a more simple approach,
the membrane area constraint to be guaranteed by the
Lagrange multiplier σ (see, Eq.(32)) conjugate to the real
area A(u) [14, 30, 37, 40, 41]. The Lagrange multiplier
cannot be measured directly, and is experimentally de-
termined thorough the temperature and the physically
meaningful quantity named excess area ∆MS [13, 37].
The formula Eq. (42) allows to infer the values of Kc
(as follows from Eq. (43)) and σMS , treating them as fit
parameters, from flicker spectroscopy analysis.
By definition the (dimensionless) excess area ∆MS is
related to a vesicle with fixed volume V = 4π3 R
3
0, and
with fixed in mean area, which fluctuates (due to thermal
fluctuations at temperature T > 0) around the shape
4πR20, through the relation:
∆MS ≡
〈A(u)〉H(u;σMS) − 4πR20
4πR20
> 0. (44)
Combining Eq. (40) with Eq. (44), one gets:
∆MS =
1
8π
nmax∑
n≥2
n∑
m=−n
(n+ 2)(n− 1)〈(umn )2〉H(u;σMS).
(45)
Finally, from Eq. (42) and Eq. (45) one may conclude
that the excess area obeys the implicit equation [13, 35]
∆MS
γ
=
nmax∑
n=2
2n+ 1
n(n+ 1) + σMS(∆MS)
. (46)
Thus, after the elimination of the Lagrange multiplier
σMS , the mean value of the square of the amplitudes
(umn ), as it follows from Eqs.(42) and (46), depends only
on ∆MS/γ and nmax.
Eq. (46) has been obtained and analyzed by many au-
thors [12, 13, 30, 31, 35]. Excess area ∆MS as a func-
tion of the ratio σMS/N for various values of N has
been analyzed numerically in ref.[31]. In such a type
of theory (conventional approach with effective tension)
the dimensionless excess area is used as a small param-
eter ∆MS << 1. Consequently the term in the rhs of
Eq.(46) is also small and respectively σMS(∆MS) should
be large. Our inspection of the Eq.(46) (see the details
in [42]) shows that the following functional dependences
take place:
σMS(∆MS) ≈ N exp
(
−∆MS
γ
)
, exp
(
−∆MS
γ
)
<< 1,
(47)
and its inverse
∆MS(σMS) ≈ γ ln
(
N
σMS
)
,
N
σMS
>> 1, (48)
where N ≈ (nmax)2 is the number of lipid molecules
in the vesicle membrane. Further on, when it does not
cause confusion, we shall omit the arguments in σMS and
∆MS . A similar relation was obtained in ref.[13] (see also
the comment in [37]) simply by replacing the sum in the
rhs of Eq. (46) with an integral. In our consideration [42]
7this sum is estimated by the Euler - McLaurin summation
formula. This defines a different range of validity of our
result given by the inequality in Eq. (47).
As Kc → 0, the bending energy becomes irrelevant for
the fluctuation amplitudes, and one may assume that
each mode contributes equally to the excess area[12].
Thus, from Eqs. (40), and (44) immediately follows
∆MS =
1
4π
N
[
(n+ 2)(n− 1)
2
] 〈
(umn )
2
〉
H(u;σMS))
(49)
in full consistence with Eq. (31) obtained above in the ex-
act delta-function approach. In this limit, from Eq. (42)
one getts
〈
(umn )
2
〉
H(u;σMS)
≈ 8πγ
(n− 1)(n+ 2)σMS . (50)
Eliminating
〈
(umn )
2
〉
H(u;σMS)
from both equations, one
obtains
σMS ≈ γ
∆MS
N. (51)
Thus, for a vesicle close to a spherical shape, i.e. ∆MS →
0, the effective tension is expected to be proportional
to N [12, 28]. Analogous to Eqs. (47) and (51) results
were derived for almost planar membrane in [36]. A sim-
ilar equation to Eq. (47) was analyzed for almost pla-
nar membrane in the low-tension regime in ref. [43] at-
tributed to entropic-tense and stretched-tense regimes,
respectively. The analysis of the simulation data in the
experimentally accessible tension range shows that the
stretching effects of the membrane area must be taken
into account.
V. EQUIVALENCE OF ENSEMBLES
In our case, on physical grounds, one is interested
in the situation where the total area A of the vesicle
is kept fixed. Let us mention at once that, instead of
working with exactly fixed membrane area A via delta-
function, an effective tension as Lagrange multiplier σ
conjugated to A has been commonly used. In this dif-
ferent (σ;V ) - statistical ensemble, the free energy F de-
pends on (σ;V ), while in the former free energy f de-
pends on (A;V ). From statistical point of view the model
with delta-function is defined by the joint probability dis-
tribution of the umn -variables given by a measure which
is different from the corresponding probability distribu-
tion for the model with Lagrange multiplier σ. Thus the
two models are in general, statistically inequivalent. Al-
though the two approaches model two different statistical
ensembles, it is widely assumed that they give equivalent
results. First of all, it is worth to note that the equiva-
lence of the ensembles is closely related with the notion of
thermodynamic limit which must be well defined. Thus
it will be useful to make a short comment on the subject.
The proof of the equivalence of two statistical ensem-
bles goes back to Gibbs [44] and is a key problem of the
equilibrium statistical mechanics. On the contemporary
understanding the term equivalence has three different
meanings, each on a different level of information (see,
[45, 46]). Since the parameter σ cannot be measured
directly one may think that the most appropriate way
should be the use of the (A, V ) - ensemble, but as shown
in the previous sections calculations within the (σ, V ) -
ensemble are simpler than the calculations in the (A, V ) -
ensemble. Thus in constrained by calculating difficulties
one prefers to use the (A, σ) and after that goes to the
physically relevant parameters (A, V ). The change from
(A, V ) - to (σ, V )-variables is to be performed via the
Legendre-Fenchel transform, which expresses the ther-
modynamic potential f(A, V ), in terms of F (σ, V ) as:
f(A, V ) = max
σ
[F (σ, V ) + σA]. (52)
It reduces to the Legendre transform in the case of con-
vex, differentiable functions. The first level of ensemble
equivalence (i.e. at the level of thermodynamic poten-
tials) takes place if all thermodynamic potentials in the
thermodynamic limit are related to each other by a Leg-
endre - transform for the corresponding values of param-
eters entering in the Hamiltonian of the system. Roughly
speaking this kind of equivalence is usually given in the
absence of phase transitions, i.e., only for those thermo-
dynamic parameters where there are no singularities.
The transform Eq. (52) is well behaved only if F (σ, V )
is a convex function:
∂2F (σ, V )
∂2σ
< 0. (53)
Since in our case F (σ, V ) = F [H(u;σ)] is a differentiable
function of the parameter σ Eq. (53) holds. It attains its
maximum with respect to the later at the unique solution
of the equation
dF (σ, V )
dσ
= A, (54)
or equivalently in more detail
∂
∂σ
F [H(u;σ)] ≡ − R
2
0
βKc
∂
∂σMS
lnZ[H(u;σMS)] = A,
(55)
which relates implicitly σ to A. Eq. (55) coincides exactly
with Eq.(39). The thermodynamic of the vesicle in the
(A, V )-variable is fully specified by Eqs. (34) and (52).
More precisely, in the thermodynamic limit, the corre-
sponding canonical free energy density
f∞(A, V ) = lim
N→∞
f(A, V )
N
(56)
is related to the grand canonical free energy
F∞(σ, V ) = lim
N→∞
F (σ, V )
N
(57)
8by means of the Legendre transform,
f∞(A, V ) = F∞(σ(A), V ) + σ(A)A (58)
where σ(A) is the solution of
dF∞(σ, V )
dσ
= A. (59)
This is the way to derive the (A, V ) - result from the
(σ, V )- one. Equivalence of both ensembles holds only if
F∞(σ, V ) also can be recovered from f∞(A, V ) by means
of a Legendre transform. The requirement both type of
Legendre transformations to take place makes the check
of equivalence a complicated task solved only in the ther-
modynamic limit, i.e. the ensembles are equivalent in the
limit of infinitely large membranes.
This is a crucial point which must to be scrutinized
in each considered case. As it was pointed out in [47]
there is a situation in Monge model presentation where
the ensembles are not equivalent. The amplitude of fluc-
tuations depend on the statistical ensemble under consid-
eration as a result of the ambiguity of the very definition
of the thermodynamic limit which compromise the used
assumption that the membrane is planar.
On the pure physical ground, there is one more so-
phisticated obstacle, namely, infinitely large membrane
at finite tension is an object not at thermodynamic equi-
librium [48]. This contradicts the basic assumption that
the system we considered is assumed to be in thermody-
namic equilibrium.
VI. THE STRETCHING ELASTICITY AND
THE SOFT AREA CONSTRAINT
It is well recognized that the bending modulus Kc is
preferably studied in the literature of the flexibility of
membranes (see e.g. the comments in [51]). Physical
situation in which the membrane may fluctuate through
stretching or compressing are of significant interest as
well [41–43, 49–55].
The presented in this section approach is a reminis-
cence of an earlier work of Shapiro and Rudnick [57] con-
cerning the quite other field of magnetism. In this work,
the spherical constraint (an analog of the area constraint
in our case) is replaced with a Gaussian damping term
into the partition function. Here, our present considera-
tion is twofold. First, to trace out an useful further re-
semblance with the spherical model, and second, to intro-
duce in a different way a mean softened area constrained
instead of those enforced with Lagrange multiplier.
An instructive question is whether it is possible to re-
veal the microscopic origin of σMS in the formulas of Mil-
ner and Safran for the mean square amplitudes Eq. (42)
and excess area Eq. (46), or more precisely, of the quan-
tities which appear instead. In particular, this should
allow to include the experimental determination of the
stretching elasticity modulus Ks in the scenario of the
flicker spectroscopy analysis.
First, let us recall that there is yet another form of the
delta-function as the limit of a normalized Gaussian:
δ(x) = lim
ǫ→+0
1√
2πǫ
exp(−x2/2ǫ). (60)
For our aim, the crucial issue is to define ǫ, which physi-
cally must correspond to Ks and A, and in addition, if we
want to mimic a part of a Hamiltonian in the Gibbs ex-
ponential, with the inverse temperature β. The only di-
mensionless combination between Ks, A and β is βAKs.
In order to make relation with the theory of Milner
and Safran we are interested to study the limit Ks →∞
(β and A fixed). The other interesting possibility is to
consider the case A → ∞ (Ks and β fixed ). Thus, it is
instructive to choose the limit:
ǫ :=
1
βAKs
≡ 1N → +0 (61)
in the definition Eq. (60). Having this in mind, we start
with the Gaussian(
βAKs
2π
)1/2
exp
{
−βAKs
2
[
A(u)
A
− 1
]2}
(62)
as a factor in the integrand of the partition function
Z[Hc(u)]. In the limit ǫ = 0 this factor becomes a delta
function and the exact area constraint (19) is recovered
Z[Hc(u);Ks]
N→∞−→ Z[Hc(u);A], (63)
where, the new (with the relaxed area constraint) parti-
tion function Z[Hc(u);Ks] is defined as:
Z[Hc(u;Ks)] =
(
βAKs
2π
)−1/2 ∫
D{u} exp
{
−βAKs
2
[
A(u)
A
− 1
]2}
exp
[
− βHc(u)
]
. (64)
Also, as follows from Eq. (64), the quantity in the ex-
ponentials of Z[Hc(u);Ks], formally may be considered
as a Hamiltonian. In this way we come to the effective
Hamiltonian:
H(u;Ks) = Hc(u) +
Ks
2A
[A(u)−A]2, (65)
9where the last term in the above expression has the form
of the stretching energy functional,
1
2
[σ(u)]2
Ks
A = Hs(u) (66)
if we express the membrane vesicle tension σ(u) as,
σ(u) = Ks
A(u) −A
A
. (67)
The interesting point here is that we obtain the expres-
sion Eq.(66), based on the requirement of the relaxation
of the exact delta-function constraint through normalized
Gaussian, Eq. (60). Indeed, Eq. (67) is a definition of Ks
which depends on A. Since the stretching modulus Ks
can be measured experimentally, in addition, one needs
to refine the meaning of A in order to make track with the
experiment [36, 43]. We shall postpone the consideration
of this issue to the next section.
Now, we shall consider the model Hamiltonian
H(u;Ks) which can be rewritten (up to an irrelevant con-
stant) in the following alternative form:
H(u;Ks) = T (u) + [A(u)]2, (68)
where
T (u) = 1
2
Kc
nmax∑
n=2
n∑
m=−n
(n−1)(n+2)[n(n+1)+σ0](umn )2,
(69)
and
A(u) =
√
Ks
2A
R20
nmax∑
n≥2
n∑
m=−n
[
(n+ 2)(n− 1)
2
]
(umn )
2,
(70)
In Eq. (69)
σ0 =
R20
Kc
σ0, (71)
where the notation
σ0 = Ks
4πR20 −A
A
. (72)
has been used.
The considered partition function reads:
Z[H(u;Ks)] :=(
βAKs
2π
)1/2 ∫
D{u} exp
{
− β
[
T (u) + [A(u)]2
]}
.
(73)
However, then the corresponding Hamiltonian H(u;Ks)
in the exponential of Eq. (73) is nonlinear with respect
to the squares (umn )
2 of the amplitudes umn , due to the
nonlinearity of Hs(u). To solve this problem one can
follow two different approaches, named: steepest descent
method and variational method (see below).
The common approach is based on the Habbard-
Stratonovich transformation (which in our case is nothing
but an identity on Gaussian integrals), with the subse-
quent use of the steepest descent method [36, 43, 52]. It
turns out that the problem is exactly solvable (only) in
the thermodynamic limit [36, 40, 43, 52]. Let us recall
that this aspect of the membrane fluctuation theory was
first discussed for almost planar membranes in the con-
text of the spherical model of phase transitions in 1976
[49].
Quite recently, a different approach to linearize the
Hamiltonian in Eq. (73) based on the Bogoliubov varia-
tional inequalities has been proposed [42]. In our opinion
this yields a more clear picture of the proposed approx-
imation. Moreover, the used approximation avoids the
analysis on the complex plane and is not always related
to the notion of the thermodynamic limit. In the next
sections we shall compare both approaches.
VII. STEEPEST DESCENT METHOD AND THE
CALCULATION OF THE PARTITION
FUNCTION
By means of the well known identity on Gaussian in-
tegrals
e−βA(u)
2
=
1√
4πi
∫ +i∞
−i∞
dλe−β
1/2A(u)λ+λ2/4, (74)
Eq. (73) may be presented in the form (the order of ”λ”
and ”u” integrations can be interchanged)
Z[H(u;Ks)] =
1
2πi
(
βAKs
2
)1/2 ∫ i∞
−i∞
dλ
∫
D{u} exp
{
− β
[
T (u) + λ
β1/2
A(u)− λ
2
4β
]}
. (75)
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In Eq. (75) the shape fluctuation modes (umn )
2 are de-
coupled due to Eq. (74) so that the corresponding in-
tegrals become Gaussian. Note that a similar procedure
based on the integral representation Eq. (74) in the mem-
brane theory has been used in [36, 43, 49, 50]. However,
working with complex functions is just one of the prices
one has to pay to work with Gaussian integrals over fluc-
tuation modes.
The partition function Eq. (75) may be rewritten in
the form:
Z[H(u;Ks)] =
1
2πi
(
βAKs
2
)1/2
×∫ i∞
−i∞
dλ
{∫
D{u} exp[−βH(u;λ)]
}
. (76)
The effective Hamiltonian in the exponential is given
by:
H(u;λ) =
Kc
2
nmax∑
n=2
n∑
m=−n
(n− 1)(n+ 2) [n(n+ 1)+ Σ(λ)] (umn )2 − λ24β ,
(77)
where
Σ(λ) := σ0 + σ1(β)λ; σ1(β) =
√
Ks
2βA
R20
Kc
. (78)
Now, if we look at the the partition function Eq. (76) we
have the result
Z[H(u;Ks)] =
1
2πi
(
βAKs
2
)1/2 ∫ i∞
−i∞
dλ exp
{
λ2
4
− ψ(β, λ)
}
, (79)
where the following free energy has been introduced
−ψ(β, λ) ≡ −βF [H(u;λ)] + λ
2
4
=
ln
∫
D{u} exp
{
− β
[
nmax∑
n=2
n∑
m=−n
1
2
Kc(n− 1)(n+ 2)
(
n(n+ 1) + Σ(λ)
)]
(umn )
2
}
.
(80)
The exponential in Eq. (80) is a diagonal quadratic form
in the real value functions (u−22 , u
−1
2 , . . . , u
nmax
nmax). As a re-
sult the multiple integral over umn splits into a product of
one-dimensional Gaussian integrals. These integrals over
umn in Eq.(80) can be performed easily. This statement
is correct as long as
Re
(
n(n+ 1) + Σ(λ)
)
> 0, (81)
which implies Re(Σ(λ)) > −6. Thus, we obtain the fol-
lowing expression for ψ(β;λ):
ψ(β;λ) =
N
2
ln
(
βKc
2π
)
+
nmax∑
n=2
2n+ 1
2
ln
{
(n− 1)(n+ 2)[n(n+ 1) + Σ(λ)]} .(82)
From Eqs. (79), (82) and (83), changing the variable
λ
2N 1/2 = ξ, N ≡ ǫ
−1, (83)
we finally obtain:
Z[H(u;Ks)] =
1
2πi
(
βAKs
2
)1/2
2N 1/2
∫ i∞
−i∞
dξ exp
{
N [ξ2 −N−1ψ(β; 2ξN 1/2)]
}
. (84)
Let us briefly sketch the idea how one could compute the asymptotic expansion of the above integral, where
11
N >> 1. If the term in the rectangular brackets in the
exponential of Eq. (84) has a finite limit Ψ(β, ξ) provide
N → ∞, the integral over ξ in Eq.(84) can be carried
out by the method of steepest descents. For this aim one
needs to find the saddle point ξ0 of the (holomorphic)
function Ψ(β, ξ) and to deform the path of integration in
a way that does not affects its end points (as one may by
Cauchy’s theorem) so that it passes through the saddle
point. Thus for the problem at hand one needs to deform
the path of integration until the maximum of ReΨ(β, ξ)
along path of integration is also a stationary point of the
ImΨ(β, ξ). One expects the integral to be dominated by
the saddle point ξ0. Here, the following comments are in
order.
First, one needs to compute Ψ(β, ξ), i.e. the density
free energy in the thermodynamic limit, which means
N → ∞ and R0 → ∞ while keeping 4πR20/N constant.
In this limit, the modes (l,m) are mapped onto wavevec-
tors q contained in the plane z = 0, with the relation
q2 = [n(n + 1) − 2/R20)], and we shall recover the pla-
nar model in the Fourier space (for details, see ref.[31]).
The entire consideration of the difference between the
free energy as given by the discrete sum of Eq.(82) and
as given by the continuum expression Ψ(β, ξ) indicates
that for a spherical membrane the finite-size effects are
also important when are compared to the curvature ones
[58].
Second, precise justification of the method of steepest
descent in our case needs some mathematical efforts. It
goes without saying that the integral in Eq.(84) can be
replaced by the integrand:
Z[H(u;Ks)] ∼[
expN
{
ξ2 −N−1ψ(β; 2ξN 1/2)
}
+ O(N−1)
]
, (85)
with ξ obtained from the saddle point equation determin-
ing the extremum of the expression in the square brack-
ets:
d
dξ
{
ξ2 −N−1ψ(β; 2ξN 1/2)
}
= 0, (86)
or equivalently
ξ =
1
2N
d
dξ
ψ(β; 2ξN 1/2), (87)
or equivalently in the explicit form
λ = σ1
nmax∑
n=2
2n+ 1
n(n+ 1) + Σ(λ)
. (88)
The free energy is now (up to an irrelevant constant)
F [H(u;Ks)] =
λ˜2
4
− ψ(β; λ˜), (89)
where λ˜ is the solution of Eq. (88).
The study of the spectrum of thermally-excited shape
fluctuations of bending and stretching deformations in
vesicle membranes together, is one of main topics of
this review. This could be performed in two alterna-
tive methods. First, as it is done so far, the membrane
is considered to be compressible in the framework of a
relaxed version of the conventional delta-function con-
straint. Then, one comes to a model effective Hamilto-
nian Eq. (65) which is a result from Gaussian constrained
membrane area (see,Eq. (62)). Second, in the next sec-
tion, we shall consider a model where the area compress-
ibility is taken into account by additively added stretch-
ing energy term to the bending one. As a result, the self-
consistent equation (see below) used to ensure a certain
membrane area constraint is found to be identical with
the saddle point Eq. (88). Furthermore we shall present
an alternative method for calculating the partition func-
tion of the model Hamiltonian Eq.(65) that avoids the
consideration in the complex plane [42].
VIII. THE MODEL HAMILTONIAN WITH AN
ELASTIC CONTRIBUTION TERM.
In this section we consider a vesicle whose membrane
is made of a fixed number of constituent molecules N. Let
us assume its deformed/actual surface area S is governed
by an elastic contribution to the model Hamiltonian. Fol-
lowing [49], (see also [43, 55]) the elastic contribution is
proportional (with the coefficient of proportionality the
compressibility modulus Ks) to the square of the differ-
ence between the actual surface S = N/ρ and optimal
surface of the membrane S0 = N/ρ0, where ρ is the
average value of the surface density of the constituent
molecules in the deformed state, and ρ0 is the average
value of the surface density of the constituent molecules
in the flat tension free (equilibrium) state. Optimal sur-
face S0 (called also saturated or Schulman area [55]) is
determined by the intermolecular forces. Note that the
effects of thermal fluctuations in the case of a nearly flat
membrane using the Monge gauge have been studied in
[55].
One can present the area functional of the actual
(stretched) membrane S(v) in the form:
S(v) = 4πR20 +∆S(v), (90)
where the quantity
∆S(v) =
R20
2
[
nmax∑
n=2
n∑
m=−n
(n−1)(n+2)(vmn )2
]
+O((vmn )
3).
(91)
is the difference between the area of the vesicle’s mem-
brane and the area 4πR20 of a sphere with a reference
volume equal to that of the vesicle, i.e. it is the dimen-
sional excess area of the vesicle. The symbol v is used
as a shorthand for the real spherical harmonics ampli-
tudes (v−22 , v
−1
2 , . . . , v
nmax
nmax ), appearing in the expansion
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of the vesicle shape fluctuations from the equivalent vol-
ume sphere with radius R0 (see Eq. (6)). To point out the
lack of the area constraint, we use the new notations for
the dynamical variables vmn instead u
m
n previously used in
Eq. (6) and S(u) for the actual area of the vesicle instead
of A(u).
When the area functional S(v) deviates (after stretch-
ing or compression) from the optimal area S0 the mem-
brane experiences a surface tension [5, 59]
σ(v) = Ks
S(v)− S0
S0
, (92)
where Ks is the area compressibility modulus.
The effective Hamiltonian we consider is presented as
a sum of two terms:
H(v) = Hc(v) +Hs(v), (93)
where (up to the order (vmn )
2)
Hc(v) =
1
2
Kc
nmax∑
n=2
n∑
m=−n
(n−1)n(n+1)(n+2)(vmn )2 (94)
for the bending energy term, and
Hs(v) =
S0
2Ks
[σ(v)]2 (95)
for the stretching energy term expressed via the mem-
brane vesicle tension σ(v), see refs. [5, 43, 49, 54, 55].
It will be instructive to clarify the relation of the con-
sidered here approach with the approach of Milner and
Safran and Seifert (see, Sec.4). The term in the rectan-
gular brackets in Eq. (95) may be presented identically
in the form
[σ(v)]2 =
2〈σ(v)〉H(v)σ(v)− 〈σ(v)〉2H(v) + [σ(v)− 〈σ(v)〉H(v) ]2,
(96)
where the mean value is over the Hamiltonian Eq. (93).
The last term
[σ(v)− 〈σ(v)〉H(v)]2 (97)
is the mean square fluctuations of the surface tension,
which could be disregarded assuming that the fluctua-
tions of the surface tension are small.
Then, using Eqs. (90) and (92)), one finds for the
stretching energy functional:
Hs(v) ≃ HMF (v) = 〈σ(v)〉H(v)S(v) + const. (98)
In fact, skipping the term Eq. (97) and keeping only the
term linear with (vmn )
2 we come to a mean-field Hamil-
tonian HMF (v), similar to the one used in the Milner
and Safran approach, see Eq.(32), in which the Lagrange
multiplier σ is replaced by 〈σ(v)〉H(v) [54, 56]. If so, for
the mean square amplitudes calculated with HMF (v) we
get
〈|vmn |2〉HMF (v) = 8πγ(n− 1)(n+ 2)[n(n+ 1) + 〈σ(v)〉H(v)] .
(99)
Here, the following comments are in order. Indeed,
using parameter γ (respectively Kc) and dimensionless
〈σ(v)〉H(v) as fitting parameters, one can infer informa-
tion about them from the flickering analysis, but the in-
formation aboutKs (i.e. the role of the stretching effects)
on the thermal fluctuation of the membrane remains hid-
den. The main problem is that we do not calculate the
mean of σ(v) with the Hamiltonian H(v) in the denomi-
nator of the rhs of Eq. (99) (it is possible self-consistently
only in the mean-field approximation) and we can’t esti-
mate the error we made where skipping the last term in
Eq. (96). In what follows we shall try to shed light on
these problems.
Since the Hamiltonian, Eq. (93) (with Eqs. (90)
and (95)) is exactly the same as Eq. (65) with A replaced
by S0 we may use for convenience the equivalent (up to
an irrelevant constant) presentation
H(v) = T (v) + [A(v)]2, (100)
where T (v) and A(v) are defined by Eqs. (69) and (71),
respectively. The last term due to its nonlinearity with
respect to the squares of the amplitudes vmn causes com-
putational problems which as it was shown in the pre-
vious section can be solved using the steepest descent
method. Below, to overcome this obstacle we shall follow
a different way. We shall linearize the Hamiltonian (100)
using ”approximating Hamiltonian method” (about this
method, see, e.g. Ch.2 in [39] and [61–63]) based on the
Bogoliubov variational inequalities. This approach might
be an advantage over the former, because it avoids com-
putations in the complex plane (and in some sense the
direct implementation of the thermodynamic limit pro-
cedure).
IX. THE APPROXIMATING HAMILTONIAN
AND THE CALCULATION OF THE PARTITION
FUNCTION.
The idea of the proposed approximation is to re-
place the non-solvable initial Hamiltonian H(v) with a
more simple linearized Hamiltonian Happ(v, X) depend-
ing on a variational parameter X . The resulting Hamil-
tonian is called ”approximating Hamiltonian” if under a
proper choice of its free parameter X it can be proved
asymptotically closer to the initial one, in the sense that
both Hamiltonians generate the same thermodynamic
behaviour. Thus the problem of interest is reduced to
a simpler one, which allows to obtain its thermodynamic
functions in an analytical form. Below we shall realize
this program following our studies in ref. [42].
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The second term in Eq. (68) may be presented in the
form:
[A(v)]2 = 2XA(v)−X2 + [A(v)−X ]2, (101)
where X is an arbitrary real parameter. We define the
linearized Hamiltonian Happ(v, X) as:
Happ(v, X) = T (v) + 2XA(v)−X2. (102)
The last equation is obtained from Eq. (68) by remov-
ing the term [A(v) − X ]2 from the right-hand-side of
Eq. (101). The problem is to prove that the skipped
term is in some sense small. Then the defined in this way
Hamiltonian Happ(v, X) is linear with respect to (u
m
n )
2
and the corresponding partition function
Z[Happ(v, X)] := exp{−βF [Happ(v, X)]} =∫
D{v} exp
{
− β [T (v) + 2XA(v)−X2]}. (103)
is a trivial Gaussian integral.
A simple comparison of the terms in the curly brack-
ets in Eqs. (75) and (103) shows that they define the
same (up to an irrelevant factor) partition function pro-
vided λ = 2β1/2X . In this sense, the use of the soft-
area constraint Eq. (62) is equivalent to the inclusion of
the stretching energy term Eq. (95) in the Hamiltonian.
However, the crucial difference is that the arbitrary com-
plex parameter λ and the real parameter X should be
fixed under different rules.
Anyway, we may perform the integrations in Eq. (103)
directly by using the result Eq. (80), which for the free
energy gives:
F [Happ(v, X)] = kBT
nmax∑
n=2
2n+ 1
2
ln
{
(n− 1)(n+ 2)[n(n+ 1) + Σapp(X)]
}−X2 + N
2
ln
(
βKc
2π
)
, (104)
where
Σapp(X) := σ0 + σ1X, (105)
with
σ0 = Ks
R20
Kc
(
4πR20
S0
− 1
)
, σ1 =
√
2Ks
S0
R20
Kc
. (106)
Our goal is to develop an approach which allows to
control the approximation (104) via the parameters of
the considered model. In what follows we shall prove
that it is possible to work with F [Happ(v, X)] provided
the parameter X is fixed in an appropriate way.
X. THE APPROXIMATING HAMILTONIAN
AND BOGOLIUBOV VARIATIONAL
INEQUALITIES
In their most convenient form the Bogoliubov varia-
tional inequalities are given by
〈H −Happ(X)〉H ≤ F [H ]− F [Happ(X)] ≤ 〈H −Happ(X)〉Happ(X), (107)
where F [H ] is the free energy of a valid Hamiltonian H
and F [Happ(X)] is the free energy of a presumably sim-
pler Hamiltonian Happ(X), depending on a variational
parameter X . The variational parameter X must be de-
termined from the condition of the best approximation of
F [H ]. As we said earlier in the case of the best approxi-
mation Happ(X) is called Approximating Hamiltonian.
It is worth noting that, although the two-side estimate
(107) is almost an evident consequence of the convexity
of the free energy, its proof on a rigorous level needs
significant mathematical efforts, for details see Sec. 3.4,
and for historical remarks Sec.3.5 in ref. [60].
The recipe for the determination of the Approximating
Hamiltonian in combination with the Bogoliubov varia-
tional inequalities is the essence of the so-called approx-
imating Hamiltonian method (AHM). The advantage of
the method is that in many cases it is possible to estimate
the correlator in the left and right side of the inequali-
ties (107). This gives a further insight into the common
approximation, usually based on physical intuition, and
leads to new result as well. There exists an extensive
literature about the AHM, see, e.g. Ch.2 in [39],[61–63]
for a list of different applications in the theory of critical
phenomena and condensed matter physics.
The following comment is in order here. The second
of the inequalities Eq. (107) is known as Bogoliubov
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variational upper bound of the exact free energy [64], (see
also Ch.2 in [4]). Using only this part of the inequalities
(107) the best approximation from above is obtained, if
the variational parameter X minimizes the variational
free energy Fvar(X), defined as follows:
Fvar(X) := F [Happ(X)]+〈H−Happ(X)〉Happ(X). (108)
This allows to obtain approximation from above
F [H ] ≤ min
X
Fvar(X) (109)
(although some times quite crudely) for the exact free en-
ergy of the studied physical system. The approach based
on (108) is effectively used in order to obtain closed-form
expression for the spectra of the thermal fluctuation of
spherical vesicles incorporating nonlinear curvature elas-
ticity terms [65].
We shall use another quite different approach which
allows to estimate the used approximation. If the lhs of
(107) is positive definite, the best approximation of f [H ]
from below is obtained maximizing f [Happ(X)] with re-
spect to X . In this case one can estimate the approxima-
tion through the estimation of the thermodynamic mean
value in the rhs of (107). The use of inequalities (107)
in the statistical mechanics of a lipid vesicle has been
announced in [66].
In the inequalities (107) we choose
H := H(v;Ks) = T (v) + [A(v)]2, (110)
and its linearized version as:
Happ := Happ(v, X) = T (v) + 2XA(v)−X2. (111)
Since the thermal average of a nonnegative quantity is
nonnegative, it follows that:
〈H(v;Ks)−Happ(v, X)〉H(v) = 〈[A(v) −X ]2〉H(v) ≥ 0.
(112)
Then Eqs. (107) and (112) imply that for each X :
0 ≤ F [H(v;Ks)]−F [Happ(v, X)] ≤ 〈[A(v)−X ]2〉Happ(v,X).
(113)
Now, we can determine X from the condition of the best
approximation
F [Happ(v, X˜)] = max
X
F [Happ(v, X)]. (114)
Hereafter, in order to be unambiguous we shall use no-
tations linearized and approximating Hamiltonian for
Happ(v, X) and Happ(v, X˜), respectively.
Since F [Happ(v, X)] is a differentiable function of X ,
thus X˜ is defined as solution of the equation:
∂F [Happ(v, X)]
∂X
= 0. (115)
Differentiating
F [Happ(v, X)] = −X2 −
β−1 ln
{∫
D{v} exp{−β [T (v) + 2XA(v)]}
}
,(116)
we obtain:
∂F [Happ(v, X)]
∂X
= 2[〈A(v)〉Happ(v,X) −X ] = 0.
(117)
This is a typical self-consistent equation for the varia-
tional parameter ”X”.
Differentiating the lhs of Eq. (117) ones more, we ob-
tain
∂2F [Happ(v, X)]
∂2X
=
−2{β
〈[〈A(v)〉Happ(A,X) −A(v)]2〉
Happ(v,X)
+ 1} < 0.
(118)
Consequently, F [Happ(v, X˜)] is a convex function of X
and thus Eq.(117) has only one solution, namely X˜.
From Eq. (113) it follows that:
F [Happ(v, X˜)] ≤ F [H(v)]. (119)
Thus we show that the free energy F [Happ(v, X˜)] of the
ensemble of not ”interacting amplitudes umn ” described
by the Hamiltonian (120) is the best approximation from
below of the free energy, corresponding to the model
Hamiltonian H(v;Ks). It is important to note that the
correlator in the r.h.s. of the inequalities (113) can be
calculated and thus to estimate the approximation of
F [H(v;Ks)] through F [Happ(v, X˜)] .
XI. ANALYSIS OF THE SELF-CONSISTENT
EQUATION
The mean squares amplitudes 〈(umn )2〉Happ(v,X), calcu-
lated by the linearized Hamiltonian Happ(v, X) (compare
with Eq. (77)),
Happ(v;X) = −X2 + 1
2
nmax∑
n=2
n∑
m=−n
Kc(n− 1)(n+ 2)×{
n(n+ 1) + σ0 +X
√
2Ks
βA
R20
Kc
}
|(vmn )2. (120)
are:
〈(vmn )2〉Happ(v,X) =
8πγ
(n− 1)(n+ 2)[n(n+ 1) + Σapp(X)]
.
(121)
As it can be seen after comparison with Eq. (42), the
result for 〈(vmn )2〉Happ(v,X) formally reproduces the result
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of Milner and Safran. However, a significant difference
takes place. In their theory σMS is introduced as a La-
grange multiplier, while here Σapp(X) with X = X˜ is
obtained self-consistently from F [Happ(v, X˜)].
After differentiating Eq. (104) with respect toX we ob-
tain Eq. (115) in an explicit form (compare with Eq. (88))
X =
kTσ1
4
nmax∑
n=2
2n+ 1
n(n+ 1) + σ0 + σ1X
. (122)
This equation is the analogue in our case of the equation,
obtained in [49] and [50], for the renormalized surface
tension of almost planar membranes. Using the definition
Eq. (105) we shall rewrite Eq. (122) in a more convenient
form:
Σapp = σ0 + C
nmax∑
n=2
2n+ 1
n(n+ 1) + Σapp
, (123)
where the shorthands
Σapp = Σapp(X˜). (124)
and
C =
1
2β
Ks
S0
R40
(Kc)2
≈ γKsR
2
0
Kc
. (125)
are used. In the numerical computations sometimes it
is reasonable to use the last term in Eq. (125) obtained
after the approximation R20/S0 ≈ 1/4π.
In the general case Eq.(123) can be solved only numeri-
cally. Note that it is possible first to obtain Σapp(Kc,Ks)
from Eq. (123), indeed numerically, and after that to cal-
culate from Eq. (121) the dependence of 〈(vmn )2〉Happ(v,X˜)
on Kc, Ks.
Further on for the sake of simplicity for the solution
of Eq. (123) we shall use the notation Σapp(C, σ0, N ≈
n2max) = Σapp. Eq. (123) shows that Σapp depends on
Ks and Kc and geometrical parameters R0 and S0 only
in the combinations C and σ0. Under the condition
− σ0
C
≡ 1
γ
S0 − 4πR20
4πR20
≤
nmax∑
n=2
2n+ 1
n(n+ 1)
, (126)
Eq. (123) has only one solution which belongs to the in-
terval [0,∞). If the opposite inequality takes place, Σapp
belongs to the interval (−6, 0]. Let us present some nu-
merical results for Σapp. For example, if nmax = 3.10
4 ,
the quantity in the rhs of the inequality (126) is 19.27....
In this case, under the condition C = 105, if −σ0
C
=
19.27... the solution is Σapp = 0. If −σ0C = 16.50... the
solution is Σapp = 57, 72, and if −σ0C = 19.50... the solu-
tion Σapp = 57, 72 = −0, 82. Note that the ratio σ0/C
does not depend on Ks and as follows from inequality
(126) the sign of the solution Σapp does not depend on
Ks.
For Σapp >> 1, Eq.(123) can be solved analytically
in terms of the Lambert function (see Eq. (A20) in the
Appendix). In this case two different regimes have to be
distinguished (see the Appendix): a)
Σapp = C ln
[
N exp(σ0/C)
C
]
,
N exp(σ0/C)
C
>> 1,
(127)
or
b)
Σapp = N exp(σ0/C),
N exp(σ0/C)
C
<< 1, (128)
The former case has to be attributed to finite Ks, while
the latter to the limit case Ks →∞.
Now it is convenient to include an auxiliary effective
tension ΣMS related to a reference vesicle with fixed area
and volume A = S0, V =
4π
3 R
3
0 and with an excess area
∆MS defined in Eq. (46) (i. e. with the same values as
those of the vesicle considered in Section 4 which is the
reason to use the same notation ΣMS). Thus, the defini-
tions Eqs. (44), (43), (71) and (125) employ the identity
− ∆MS
γ
=
σ0
C
, σ0 < 0. (129)
Now it is possible to insert the value of ΣMS from Eq.(47)
in Eqs.(127) and (128). One gets:
Σapp = C ln
(
ΣMS
C
)
,
N exp(σ0/C)
C
>> 1, (130)
or
Σapp = ΣMS ,
N exp(σ0/C)
C
<< 1. (131)
Thus, one obtains 1 << Σapp ≤ ΣMS . Eqs. (130) and
(131) allow to keep track of the two effective tensions,
Σapp and ΣMS , under the condition exp(−∆MS/γ) <<
1, which validates the result Eq. (47) .
XII. THE SURFACE TENSION
It is worth noting that in the presented approach Σapp
has a natural physical interpretation: Eq. (123) (recall
the relations Eqs. (90), (91) and (121)) implies:
Σapp =
R20
Kc
Ks
〈S(v)〉Happ(v,X˜) − S0
S0
=
R20
Kc
〈σ(v)〉Happ(v,X˜),
(132)
where σ(v) is the (not normalized) tension of the mem-
brane (see Eq. (67)). In the Appendix B it is shown that
if the free energy of the initial and the approximating
16
Hamiltonian are thermodynamically equivalent, then we
have for the true (calculated with H(v)) tension (see the
definition Eq. (92)):
Σapp →
(
R20
Kc
)
〈σ(v) 〉H(v). (133)
Let us replace Σapp in favor of the other meaningful
quantity- dimensionless excess area ∆(Σapp):
∆(Σapp) ≡
〈S(v)〉Happ(v,X˜) − 4πR20
4πR20
(134)
From Eqs. (90),(91) and (121) (with X = X˜) it follows
that:
∆(Σapp) = γ
nmax∑
n=2
2n+ 1
n(n+ 1) + Σapp
. (135)
Using the Eq. (A16) obtained in the Appendix A the
rhs of the Eq.(135) may be transformed in a more simple
form. Thus one gets:
∆(Σapp) ≈ γ ln
(
N
Σapp
)
,
N
Σapp
>> 1. (136)
Now, it is possible to compare in an explicit form
∆(Σapp) with the excess area obtained within the ap-
proach of Milner and Safran ∆(ΣMS), see Eq. (48). One
gets
∆(Σapp)−∆(ΣMS) ≈ γ ln
(
ΣMS
Σapp
)
≥ 0 (137)
indeed, under the conditions:
Σapp
N
≤ ΣMS
N
<< 1, 1 << Σapp ≤ ΣMS . (138)
Moreover, provided the inequality Σapp ≤ ΣMS takes
place, by comparing the Eqs. (46) and (135) one may
conclude that always ∆(Σapp) ≥ ∆(ΣMS). Thus, as fol-
lows from Eqs. (46) and (135), a larger Ks value will
result in a smaller excess area ∆(Σapp).
XIII. THE RELATION BETWEEN Σapp AND Ks
From Eq. (46) with A = S0 one can see that the effec-
tive tension ΣMS obeys the equation:
0 = σ0 + C
nmax∑
n=2
2n+ 1
n(n+ 1) + ΣMS
. (139)
Now, with the help of Eq. (139) the Eq. (123) may be
presented in the form:
Σapp = C(ΣMS − Σapp)×
nmax∑
n=2
(2n+ 1)
[n(n+ 1) + Σapp][n(n+ 1) + ΣMS ]
. (140)
Eq. (140) shows the dependence of Σapp as a function of
Kc, Ks and ΣMS (respectively S0) at fixed R0 and T . For
Σapp >> 1, this dependence may be obtained in terms
of the Lambert function (see Eq. (A22) in the Appendix
A).
The simple relation between Σapp and Ks prompts
Eq. (140) to be inverted to yield Ks as a function of
Σapp:
R20
Kc
Ks = Fs(ΣMS ,Σapp), (141)
where
Fs(ΣMS ,Σapp) = γ Σapp
ΣMS − Σapp
×{
nmax∑
n=2
(2n+ 1)
[n(n+ 1) + ΣMS ][n(n+ 1) + Σapp]
}−1
.(142)
Note that by definition the stretching modulus Ks is
positive. Since negative values of ΣMS are allowed [13]
the following two possibilities depending on the sign of
ΣMS in Eq.(142) are relevant:
a) ΣMS < Σapp < 0, when −6 < ΣMS < 0,
b) ΣMS > Σapp > 0, when ΣMS > 0.
The obtained result determines the values of Σapp(Ks)
when Ks → 0 and Ks → ∞ (when all the other model
parameters are fixed).
For the first limit the result is:
lim
Ks→0
Σapp(Ks) = 0. (143)
Trivially, the analogous case in the Milner and Safran
approach is the case when the Lagrange multiplier σ = 0.
Since ΣMS does not depend on Ks, from the rhs of
Eq. (142) it follows that when Σapp → ΣMS , one gets
Ks → ∞. The second limit is exactly the tension of
the reference incompressible membrane ΣMS (see, also
Eq.(A22) ):
lim
Ks→∞
Σapp(Ks) = ΣMS . (144)
The theory of Milner and Safran is adequate within
regimes in which Ks is not relevant. Eqs. (143) and
(144) suggest that it is a limiting case of the presented
theory. We showed that the self-consistent equation al-
lows to obtain the stretching elasticity modulus Ks via
experimentally accessible quantities.
XIV. THE FITTING FUNCTION
In this section we shall discuss the connection of the
above theory with experimental studies of vesicle fluctu-
ations in the context of of flicker-noise measurement as
well.
First of all, it is instructive to estimate the constants in
γ, σ0 and C. We shall use the following typical numerical
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values of the quantities [19] entering in our model Hamil-
tonian:
Ks ∼ 100 erg/cm2; Kc ∼ 10−12erg; R0 ∼ 10−3cm;
S0 ∼ 4πR20 ∼ 1.256× 10−5cm2;
σ1 ≡ (R20/Kc)σ1 = 4× 109erg−0.5; kBT ∼ 4.10−14erg.
We accept for the estimation of membrane stretching the
typical value σ0 ∼ 1 erg/cm2 and obtain the following
values:
∆MS ∼ 10−2 ; γ ∼ 10−3 ; |σ0| ∼ 106 ; C ∼ 105.
Evidently, the above constants obey the relation
∆MS
γ
=
|σ0|
C
∼ 10. (145)
Thus, the inequality Eq. (126) holds and Eq. (123) has a
positive solution for Σapp. Let us recall that two regimes
resulting from the inequality between C and N are possi-
ble: i) given by Eq. (127) (or alternatively Eq. (130)), or
ii) given by Eq. (128) (or alternatively Eq.(131)). In the
above statement we accept also that the intermolecular
distance λ is of the order of 10 A˚ and then nmax ∼ 3.104
and N ∼ 109.
In the general case Σapp depends on Kc, Ks, R0, S0
and N . If R0 and S0 can be calculated or measured by
independent methods and are not correlated withKc and
Ks, then, by fitting 〈(vmn )2〉Happ(v,X˜) with Kc and Ks,
we can determine them from the analysis of the thermal
fluctuations of the vesicle shape. However, to perform
the needed fitting procedure is a highly non trivial task,
since the fitting parameters are contained in an implicit
form in Σapp.
A straightforward way to obtain the fitting function
in an explicit form is to use the approximative solution
Σapp given by Eq.(A22) in the Appendix A in the rhs
of Eq.(121). In addition, in terms of the approximative
result Eq.(130), one gets
〈(vmn )2〉Happ(v,X) ≈
8πγ
(n− 1)(n+ 2){n(n+ 1) + γKs[lnΣMS − ln(γKs)]} ,
(146)
where Ks =
R2
Kc
Ks is the dimensionless area compress-
ibility modulus. Recall that (see Eq. (130)), the above
equation becomes valid provided that the condition
ΣMS
γKs
>> 1 (147)
takes place. As follows from Eq. (131), the opposite
strong inequality provides the case considered by Milner
and Safran:
〈(vmn )2〉Happ(v,X) =
8πγ
(n− 1)(n+ 2){n(n+ 1) + ΣMS} ,
(148)
Eqs. (146), (147) and (148) for the mean-square ampli-
tudes could be used to determine experimentally Ks, γ
(respectively Kc) and parameter ΣMS (instead of S0) in
the fitting procedure in the flicker spectroscopy method.
Let us summarize the main result of this section in the
generalized case when the self consistent is treated nu-
merically. Its solution depends only on C and σ0. Thus,
our goal is to obtain the meanings of Kc and Ks having
from the fitting procedure, on the base of the functional
dependence Eq. (121), the values of C, γ and σ0. Using
Eqs.(106) and (125) we have two possibilities to solve this
problem: a) approximative and b) exact.
a) From Eqs.(125)) and (43) one gets the results:
Ks ≈ 1
8πβR20
C
γ2
(149)
and
Kc =
1
8πβ
1
γ
. (150)
It is evident that due to the used approximation
4πR20/S0 ≈ 1 in obtaining the last term in Eq. (125)
there is no need to use the fitting results for σ0 in or-
der to obtain Ks and Kc. In this case Eq. (106) has to
serve as an estimation of the used approximation if it is
rewritten in the form:
4πR20
S0
− 1 = 1
8πβR20
σ0
γKs
. (151)
In other words the above approximation is correct if the
rhs of Eq. (151) is << 1.
b) Indeed, the above problem may be solved without
any approximation. From the three equations (106),(125)
and (43) one can obtain the solution in terms of the three
functions Kc = Kc(γ), Ks = Ks(γ, σ0, C) and S0 =
S0(γ, σ0, C). Let us exclude the quantity
4πR20
S0
from the equations (151) and (125). One gets
Ks =
C
8πβR20γ
2
(
1 +
1
8πβR20
σ0
γKs
)−1
. (152)
If we skip the second term in the brackets we obtain
the approximative result Eq. (149). From Eq. (152) one
obtains:
Ks =
1
8πβR20
C
γ2
(
1− σ0γ
C
)
(153)
Recall that σ0 < 0 and the approximative result for
Eq. (149) underestimated the exact one, Eq.(153). The
interesting formula relating Kc to the area compressibil-
ity modulus Ks to Kc is:
Ks =
Kc
R20
(
C
γ
− σ0
)
. (154)
This relation should allow one to compare the relation be-
tween Ks and Kc obtained in our approach and the cor-
responding relation obtained in the framework of other
methods (see e.g. [51] and refs. therein).
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XV. THE CLOSENESS OF THE MODEL
HAMILTONIAN TO THE APPROXIMATING
HAMILTONIAN
The validity of our method can be controlled by calcu-
lating the mean square fluctuations of A(v) in the upper
bound of the Bogoliubov inequalities Eq. (113), taking
into account Eq.(114), defined as
C(X˜) ≡ 〈[A(v)− X˜ ]2〉Happ(v, X˜). (155)
From Eqs. (115) and (117) it follows that:
X˜ ≡ 〈A(v)〉Happ(v,X˜). (156)
Obviously, the correlator C(X˜) may be presented as:
〈[A(v)− 〈A(v)〉Happ(v,X˜)]2〉Happ(v,X˜) =
〈[A(v)]2〉Happ(v,X˜) − 〈A(v)〉2Happ(v,X˜). (157)
From Eqs. (70), (106), and (121) we obtain:
〈A(v)〉Happ(v,X˜) =
σ1
4β
nmax∑
n=2
2n+ 1
[n(n+ 1) + Σapp]
. (158)
From the other side Eqs. (91) and (70) imply:
〈[A(v)]2〉Happ(v,X˜) =
Ks
2S0
R40
4
×
nmax∑
n=2
n∑
m=−n
nmax∑
n′=2
n′∑
m′=−n′
(n− 1)(n+ 2)
×(n′ − 1)(n′ + 2)〈(vmn )2(vm
′
n′ )
2〉Happ(v,X˜). (159)
Taking into account that the amplitudes vmn are not cor-
related (the approximating Hamiltonian presents a sys-
tem of not interacting oscillators) and have a Gaussian
distribution, we obtain that:
〈(vmn )4〉Happ(v,X˜) = 3[〈(vmn )2〉Happ(v,X˜)]2. (160)
After some tedious but simple calculations we get:
C(X˜) = 〈[A(v)− X˜]2〉Happ(v,X˜) =
Ks
S0
R40
4
[
1
βKc
]2 nmax∑
n=2
2n+ 1
[n(n+ 1) + Σapp]2
. (161)
In the above expression Σapp is the solution of the self-
consistent equation Eq. (123) at fixed kT , Kc,Ks, R0,
and S0. When Σapp → −6 the correlator C(X˜) diverges
and the estimation becomes useless. However, one should
always keep in mind that in this limit the contribution
of the neglected higher order terms in the expansions
Eqs. (7) - (9) increases and one would require an expan-
sion in Eqs. (7) - (9) beyond the quadratic terms [13].
If the correlator is a small quantity in some sense (or
equals zero), then due to the inequalities, Eq. (113),
the thermodynamics of the model system, Eq. (110),
is well approximated (some times colled thermodynam-
ically equivalent) by the approximating Hamiltonian
Happ(v, X˜).
It is instructive to consider the behavior of the corre-
lator Eq. (161) as a function of Ks at the extreme values
0 and ∞. When Ks → 0, from Eq. (143) it follows that
at fixed kT , Kc, R0, and S0, the correlator in Eq. (161)
also tends to zero. When Ks → ∞, Σapp tends to ΣMS
(see Eq. (144)), and the correlator tends to ∞.
The sum in the rhs of the Eq.(161) has an asymptotic
behavior in N given by Eq.(A7) (see the Appendix A) in
which Σapp must be replaced with its value from Eq.(127)
or Eq.(128). As a result, it is easily seen that if N →∞
then C(X˜) → 0 and our calculations are asymptotically
exact in the thermodynamic limit NV = const.
Since we discuss the role of the membrane stretching
elasticity, we need to know the validity of our approach
as function of Ks. Here it is the place to note that the
attempt to calculate even numerically the free energy in
conjunction with the self-consistent equation may turn
out a rather cumbersome task. A more efficient way of
solving the problem, which avoids the numerical solution
of the self-consistent equation, is to take into account
the inverted form of the relation between Σapp and Ks
as given by Eq.(141). In other words due to the spe-
cific form of this relation it is more convenient instead
of Ks to use as an open parameter Σapp. To this end
we substitute the variable X˜ by Σapp in the Bogoliubov
inequalities (107) using the relation (105). Thus, the Bo-
goliubov inequalities may be rewritten in the form:
0 ≤ f [H ]− f [Happ(Σapp)]|f [Happ(Σapp)]|
≤ R(Σapp), (162)
where
R(Σapp) ≡ C(Σapp)|f [Happ(Σapp)]|
(163)
is the relative error. The behavior of the function
R(Σapp) for some fixed ΣMS is studied in [42]. Our nu-
merical analysis shows that R(Σapp) << 1, and therefore
the used approximation provides a very good relative ac-
curacy for any solution Σapp of the self-consistent equa-
tion which belongs to the open interval (−6,∞).
XVI. OUTLOOK OF THE METHOD
CONSIDERED IN SEC.X
So far, we restrict ourself to the case when the vesi-
cle membrane is a compressible 2D monolayer immersed
in fluids having the same viscosity on the either side of
the membrane. However actually the effects of interlayer
coupling in fluctuating bilayer membrane is of strong in-
terest. A review of some experimental and theoretical
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results, that have played seminal roles in the field, the
reader can found in [67, 68]. Especially, theoretical de-
scriptions in terms of the discrete spherical harmonics
have been investigated intensively in refs. [54, 69–72].
Further, investigations of bilayer structures involving in-
terconnected effects of non-linear area-elasticity and rela-
tive displacement of the membrane monolayers would be
of undoubted interest, therefore, some ideas and prob-
lems will be discussed below.
An important consequence of the membrane bilayer
structure is that bending deformation is always accom-
panied with stretching of one monolayer (the outer) and
compression of the other (the inner).
It is thus desirable to utilize the AHM considered in
Sec.10 to the study of the thermal fluctuations of a such
more complex bilayer systems. As experience from other
fields of condensed matter physics shows it is generally
clear that any non-local term added in the Hamiltonian
can be treated in this way [39, 61–63]. The result would
be the appearance of an additional variation parameter
satisfying the corresponding self-consistent equation.
A straightforward generalization of the model Hamil-
tonian Eq. (95) is to add the term due to the the rel-
ative elastically expansion of the two individual mem-
brane monolayers. In this model, each monolayer has a
preferred (or relaxed) area Sin0 and S
out
0 , based on the
number of lipid molecules it contains and can have the
corresponding actual area Sin0 and S
out
0 , respectively. As
a result an area difference elasticity (ADE) Hamiltonian
[9, 73] between the two monolayers may be conveniently
expressed in the form:
Hr =
1
2
K∆
S0
(
∆S(v)−∆S0
)2
(164)
where K∆ is the appropriate elastic constant (non-local
bending modulus) and for the term in the denominator
the assumption Sout0 ≃ Sin0 ≃ S0 is used. The term in
the brackets, in spherical harmonics presentation up to
the second-order approximation in the amplitudes (vmn ),
takes the form [28]
∆S(v) ≡ Sout(v)− Sin(v) = 8πR0h×{
1 +
1
8π
[
nmax∑
n=2
n∑
m=−n
(n− 1)(n+ 2)(vmn )2
]}
, (165)
where 2h is the separation between the two monolayers )
and ∆S0 ≡ Sout0 −Sin0 . If one introduces the tension due
to relative area difference
σ∆ =
K∆
S0
(
∆S(v)−∆S0
)
, (166)
Eq. (164) may be rewritten in the well known form
Hr(v) =
S0
2K∆
(σ∆(v))
2. (167)
and has to be added in Eq. (93):
H(v) = Hc(v) +Hs(v) +Hr(v). (168)
Due to their uniform structure, the last two terms can
be treated using the approximating Hamiltonian method
developed in the Sections 9 and 10.
If one takes into account the bilayer structure of the
membrane the role of the local lipid densities on each
monolayer have to be scrutinized in the theory. It is well
recognized that when the bilayer fluctuates the signifi-
cant impact have physical processes that are result of
the change in the local monolayer densities. The latter
one can be brought about by the lateral flows of the lipid
molecules. Thus, new dynamical degrees of freedom re-
lated with the lipid density difference between the two
monolayers taking into account the quasi-spherical ge-
ometry of the membranes have been incorporated in the
theory more or less on a phenomenological level [54, 69–
71, 74], or on the base of some fundamental principles
[71, 72]. The problem is how to consider the transverse
deformations with respect to an equilibrium reference
configuration followed by a lateral redistribution of the
molecules within the bilayer, namely flip-flop motions,
and the effects of the intermonolayer friction. Here, it is
not our aim to extend our theory on the case of bilayers.
Rather, we give hint that it is possible pointing out the
problematic items that should be solved in a such theory.
A quantitative theory describing the out-of-plane fluc-
tuations of a flat membrane, taking into account the in-
termonolayer friction and two-dimensional viscosity has
been developed in [74]. Explicit relations for the fluc-
tuations of the form of a quasi-spherical vesicle, influ-
enced by the mutual displacements of the monolayers,
comprising its bilayer, for arbitrary values of the fluctu-
ation wave vector, have been obtained in [69]. Later it
was proved [70] that in the case of a bilayer membrane,
the bending elasticity, participated in the theoretical re-
sults is that of a free flip-flop. The above result was
obtained by taking into account the lateral displacement
of the monolayers. Both theories [69, 70] reproduce in
form the result of Milner and Safran, see Eq. (42) in the
present study, for the mean square values of the ampli-
tude u(θ, ϕ, t), indeed, with more rich physical meaning
of the corresponding effective bending elasticity modu-
lus and effective surface tension. In order to be more
concrete the comparison of Eq. (42) with the result ob-
tained in [70] shows that Kc and σ must to be replaced
by the free flip-flop bending elasticity Kfrc and σ+ ǫ, re-
spectively. The crucial point is the obtained dependence
of ǫ on the free flip-flop bending elasticity Kfrc , blocked
flip-flop bending elasticity Kblc , and a function which is
defined through an equation contained the difference be-
tween the molecular surface densities of the outer and in-
ner monolayers and the flip-flop coefficient ξ, see Eq. (29)
in [70]. Since the calculations in the above theories are es-
sentially based on a Gaussian theory of fluctuation this is
a hint that one may consider an extension to include the
variation of the local density variations in the part given
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by Eq.(69) of our model Hamiltonian, Eq. (68), simply
using the above formulated displacement as a mnemonic
rule. A couple of remarks concerning the contributions of
the above replacements on the excess area are due here.
If we would like to speculate, using Eq. (137), whether
values of ∆(Σapp) might legitimately be larger or smaller
from ∆(ΣMS) the first we need is to have an estimation of
the difference between the values of Kfrc and K
bl
c . The
second remark concerns the solution Σapp. It must be
obtained in a self-consistent way. The solutions of the
former and the last problems are a difficult task.
A step in this direction, however beyond a self-
consistent theory, has been done in refs. [54, 70], where
the effects related with the stretching elasticity of the bi-
layer in conjunction with lateral monolayer displacement
in fluctuating nearly spherical vesicle have been consid-
ered. In these works, however a Milner and Safran type
of mean-field approximation that the fluctuations of the
effective tension are not correlated with the fluctuations
of the amplitude u(θ, ϕ, t) has been used. As a result
the correlation between u(θ, ϕ, t) and the surface tension
has been lost resulting in an inability to determine the
stretching elasticity modulus Ks from the flicker - noise
analysis experiments.
Actually, a consistent approach based on some funda-
mental principles, have to be done in the framework of
the theory proposed in [71] involving however the non-
linear elasticity energy of the bilayer, i.e. term of the
type Eq. (95).
Though our method based on the Bogoliubov inequal-
ities is more generally applicable, in this case various less
than trivial problems need to be solved. First, an in-
evitable issue is the justification of the appropriate choice
of the effective Hamiltonian governing the elastic proper-
ties of the bilayer. Here, the obstacle is the appropriate
choice of the physical parameters and the corresponding
reference states entering in the definition of the Hamilto-
nian in order to make relations with the experiment (see
e.g. the ”second remark” in ref. [71] about the involving
a nonlinear area elasticity).
To include the local density variations in the two mono-
layer halves and the corresponding functional measure
over an appropriate set of independent degree of freedom
two more fields are needed in addition to u(θ, ϕ, t) (in
our notations to v(θ, ϕ, t)): φ+(θ, ϕ, t)) and φ−(θ, ϕ, t),
representing the local surface (number) densities of the
outer and inner monolayer, respectively, and defined with
respect to the surface described by R(θ, ϕ, t). As it was
pointed out in [71] the choice of the set of independent
degrees of freedom in the corresponding expression of
the Hamiltonian is a sophisticated problem, if the lateral
flows of lipid molecules must to be taken into account.
This might be a part of the general and complicated prob-
lem of the correct construction of statistical ensembles
of surfaces [33]. These are the necessary points to be
clarified in order to give correct self-consistent formulas
for the free energies and correlation functions in the Bo-
goliubov variational inequalities, Eq. (107). Moreover,
the very solution of the variational problem will be more
complicated. It is obvious that the case of fluctuating
quasi-sperical bilayer involving a nonlinear area elastic-
ity is still waiting for an exact theoretical development.
.
XVII. SUMMARY
Depending on the geometry, there are two different
ways to describe the behaviour of a thermally fluctuating
surface of a vesicle :
- out-of-plane fluctuations of a flat membrane, with
periodic boundary conditions using the Monge represen-
tation, and
- shape fluctuations of a closed nearly spherical mem-
brane, using a series expansion with respect to the spher-
ical harmonics.
Only the latter case, with its specific features, has been
analyzed in this review.
In most theoretical papers a key problem is how to
introduce the volume and surface conservations of the
vesicle from some basic principles. In the previous sec-
tions the area constraint has been considered within three
different scenarios:
i.) in an exact manner through a delta-function in the
partition function, see also [36, 37],
ii.) involving Lagrange multipliers in the Hamiltonian
to accomplish constraints for the mean area, see also [12,
18, 37, 41].
iii.) involving an elastic contribution term in the
Hamiltonian as considered in our paper [42], see also
[53, 54] .
Though the importance of the results obtained in the
first two scenarios are well evaluated, we like better the
last one, as physically most natural and consistent with
the statistical mechanics requirements. Let us briefly
summarize the motivations for this statement.
In Sections 1 and 2 we consider the membrane as in-
compressible and impermeable. Then the volume and
the area of the vesicle can be considered as constrained
in the framework of scenarios i) and ii). In these cases
the computational problem is the implementation of the
fixed constant area if the volume has been already fixed.
Scenario i.) is considered in Section 3. It is the ex-
act realization of the area constraint by adding a delta-
function in the partition function. In this case calcu-
lations are based on the method of the steepest descent
which requires skills in complex analysis in order to prove
the existence of the solutions. Last but not least this
approach becomes exactly valid in the thermodynamic
limit. The existence of a thermodynamic limit is an im-
portant ingredient of the theory since the thermodynamic
ensembles become equivalent only in this limit. Here the
problem is that if the membrane is in equilibrium the very
existence of the thermodynamic limit becomes question-
able and needs to be scrutinized (see Section 5).
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Scenario ii.) is considered in Section 4. It is the sim-
plest realization of the area constraint and is achieved
in the so called conventional approach with an effective
tension. The membrane area constraint is guaranteed by
a Lagrange multiplier σ conjugate to the real area A(u).
In this case the real area of the membrane is not fixed,
but its average value 〈A(u)〉H(u;σ) is controlled by the
parameter σ. Its value cannot be measured directly, it is
determined through the temperature and the excess area
[13, 37]. Contrary to the apparent simplicity of this ap-
proach, the relation of σ to the other generic definitions
of membrane surface tension is a matter of a longstanding
debate (see e.g.[30, 40, 41, 47] and refs. therein).
Scenario iii) is considered in Sec. 6 and 7, in which
the membrane of the vesicle is treated as a stretch-
able/compressible thin surface whose elastic response de-
pends on its intermolecular forces. An instructive ques-
tion is whether it is possible to reveal the microscopic ori-
gin of σ in the formulas of Milner and Safran for the mean
square amplitudes and excess area. This should allow to
include the experimental determination of the stretching
elasticity modulus Ks in the flicker spectroscopy method.
Having this in mind, the area dilation energy in the
Hamiltonian of the fluctuating system should be taken
into account as well. However, then the corresponding
Hamiltonian H(v) becomes nonlinear with respect to the
squares of spherical harmonics amplitudes, appearing in
the expansion of the vesicle shape fluctuations. As a con-
sequence the standard used tool - the equipartition theo-
rem becomes inapplicable. In order to solve this problem
one can choose between two different paths:
1.) In the commonly used approach the linearization
of the computational problem is based on the Habbard-
Stratonovich transformation with the subsequent use of
the saddle-point approximation [36, 43, 52]. It turns out
that the problem is exactly solvable (only) in the thermo-
dynamic limit [36, 40, 43, 52]. Let us recall that firstly
this aspect of the theory of flat membranes with periodic
boundary conditions has been discussed in the context of
the spherical model of phase transitions in 1976 [49].
2.) In the approach developed in [42] the lineariza-
tion of the Hamiltonian in Eq. (100) is based on the Bo-
goliubov variational inequalities. In our opinion this ap-
proach allows easier to estimate the used approximation
and have not need to use the complex plane analysis.
Moreover, the approximation is not necessarily related
to the notion of the thermodynamic limit. The problem
is reduced to solving the self-consistent equation (122)
for the auxiliary variable X in a finite-size system. At
X = X˜ this equation has a simple physical interpreta-
tion, if it is presented identically in the form:
〈S(v)〉Happ(V,X˜) = A(X˜), (169)
where
A(X˜) = 4πR2 +
√
2S0
Ks
X˜. (170)
Comparing with the argument of the delta-function,
Eq. (19), where the microscopic area of the vesicle is
fixed in an exact manner in the partition function, we
see that the Eq. (169) (valid for membrane parameters:
S0,Ks,Kc, R, and temperature T ) imposes a ”soft” con-
straint on the amplitudes of the shape fluctuations of
the vesicle. It assures that the mean area of the mem-
brane (lhs of Eq. (169)) is equal to the area A(X˜) (rhs
of Eq. (169)). As a first step, since X has been intro-
duced to linearize the Hamiltonian, Eq. (68), the quan-
tity Σapp(X˜) no need to be considered as a direct exper-
imentally measurable quantity. Further on, if Σapp(X˜)
is considered as a fitting parameter, then Eq. (121) for
〈(vmn )2〉Happ(V,X) can be used to determine the bending
elasticity modulus Kc. Of course, we may stop here in
the interpretation of the obtained result. In other words,
a a` la Milner and Safran approach may be utilized also
for vesicles with a compressible thin film membrane. If
in this case the flickering analysis works well enough fol-
lowing the preexisting conventional approach only means
that an experimental situation is realize where the impor-
tance of Ks is not that important.
The problem with approach based on the Lagrange
multiplier σ is that its physical significance is somewhat
ambiguous in the context of thermal fluctuations. There
is no clear reason to believe that the membrane tension
is independent of the shape fluctuations, more so if one
ignores the role of stretching elasticity of the membrane.
There are no such problems with Σapp which is the mem-
brane tension as follows from Eq. (132). Tough to extract
from the functional expression Eq. (146) a quantitative
information about Ks is not so trivial, this is generally
possible. To do this three quantities: Kc,Ks and ΣMS
have to be inferred as fitting parameters from the flicker-
ing analysis of the measurable shape fluctuations of the
vesicle. In the general case, described by the functional
expression (121), since the self-consistent equation de-
pends only on σ0 and C, it is convenient to use as fitting
parameters γ, σ0 and C.
This consideration reveals a possibility to extract the
value of the stretching elasticity modulus Ks in conjunc-
tion with the estimation of the exactness of the used ap-
proximation. The degree of the exactness of the results
can be obtained by estimating the correlator in the rhs
of the Bogoliubov inequalities (see Eq. (161)). This esti-
mation can be applied for finite membranes as well.
.
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Appendix A: Limit case analytical solutions of
Eqs. (46) and (123)
Eqs. (46), (123) and (158) could be studied analytically
by replacing the sum in its rhs with an integral. In order
to validate the corresponding approximation we shall use
the Euler-McLaurin summation formula
nmax−1∑
n=0
F
(
n+
1
2
)
=
∫ nmax
0
F
(
t+
1
2
)
dt−
1
2
[
F
(
nmax +
1
2
)
− F
(
1
2
)]
+
1
12
[F
′
(
nmax +
1
2
)
− F ′
(
1
2
)
] + . . . , (A1)
where
F (x) = F1(x) =
2x
x2 +Σ− 1/4 (A2)
with Σ = ΣMS in Eq.(46) and Σ = Σapp in Eq.(123), and
F (x) = F2(x) =
2x
[x2 +Σ− 1/4]2 (A3)
with Σ = Σapp in Eq. (158).
Let us ignore: i.) the higher order terms in Eq. (A1),
and ii.) approximate F (x) ≈ F (0)+xF ′(0) in the interval
[0, 1/2]. The approximations made are consistent only for
large Σapp >> 1 since then the relative change of F (x)
is small when n→ n+1. With these approximations the
Euler-Maclaurin formula Eq. (A1) reduces to
nmax∑
n=0
F
(
n+
1
2
)
≈
∫ nmax+ 12
0
F (x)dx +
1
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F
′
(0) +
1
2
[
F
(
nmax +
1
2
)
+
1
6
F
′
(
nmax +
1
2
)]
(A4)
(c.f. with Eq. (59.10), p.173 [75]). Using Eq. (A4) the
summation in Eqs.(46) and (123) can be performed easily.
The result is
nmax∑
n=2
F1
(
n+
1
2
)
≈
ln
N +N1/2 +Σ
Σ− 1/4 +
1
12
1
Σ− 1/4 +
1
2
2N1/2 + 1
N +N1/2 +Σ
− 1
6
N +N1/2 − Σ+ 1/2
(N2 +N1/2 +Σ)2
,
(A5)
and from where it follows
nmax∑
n=2
F1
(
n+
1
2
)
≈
ln
N
Σ
+
Σ
N
+O
(
1
N1/2
)
+O
(
1
Σ
)
+O
([
Σ
N
]2)
,
(A6)
in the case of Eqs. (46) and (123), and
nmax∑
n=2
F2
(
n+
1
2
)
≈
1
Σapp
− 1
Σapp +N
+O
(
1
Σ
2
app
)
, (A7)
in the case of Eq.(161). In the above expressions it is
used that nmax ≈
√
N .
A.1 Solution of Eq. (46).
Let us introduce the notation
x0 = −ΣMS
N
. (A8)
With the help of Eq. (A6) and the definition of σ0 (see
Eq.(71)), Eq.(46) may be presented (up to the used ap-
proximations) in the form:
x0e
x0 = −e−∆γ , (A9)
Eq. (A9) can be solved in terms of the Lambert func-
tion W(x). A review of its mathematical properties and
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physical applications can be found in [76–80] and refs.
therein. Recall that by definition
W(xex) = x. (A10)
The Lambert function can take two possible real values
for − 1e ≤ x ≤ 0. Values satisfying W(x) ≥ −1 belong
to the principal branch denoted as W0(x), while values
satisfying W(x) ≤ −1 belong to the W1(x) branch. The
two branches meet at the branch point for x = − 1e , where
W0(− 1e ) = W−1(− 1e ). All values of W for x ≥ 0 belong
to the principal branch W0(x).
The solution of Eq. (A9) now reads
x0 = W
(
−e−∆γ
)
, (A11)
or finally
ΣMS = −NW
(
−e−∆γ
)
. (A12)
In the interval −e−1 ≤ −e−∆γ < 0 the equation has two
solutions given by W0 and W−1, respectively.
For large x, the function W(x) is approximated by
W(x) = lnx− ln lnx+ o(1). (A13)
For small x, the Taylor series around x = 0 is given by
W(x) = x− x2 + ... (A14)
The first few terms of the series expansion of W(x)
near the branching point are
W(x) = −1 + p− 1
3
p2 + ..., (A15)
where p = ±√2(e.x+ 1) for W(x)0,1.
Thus, using Eq. (A14) for x = e−
∆
γ << 1, one gets Eq.
(47):
ΣMS = Ne
−∆γ . (A16)
Using the expansion near the branching point of the
Lambert function, i.e. x = e−
∆
γ ≈ e−1, one obtains:
ΣMS = N
[
1−
√
2(1− e−∆γ +1)
]
. (A17)
A.2 Solution of Eq. (123)
For Σapp >> 1, Eq. (123) can be treated in the same
way. Let us introduce the notation
x =
(
1
C
− 1
N
)
Σapp. (A18)
. Using Eq. (A6) the self-consistent equation (123) may
be presented (up to the used approximations) in the form:
xex =
(
1
C
− 1
N
)
Neσ0/C . (A19)
In terms of the Lambert W(x) function the solution
reads:
Σapp =
(
1
C
− 1
N
)−1
W
[(
1
C
− 1
N
)
N exp
(
σ0
C
)]
.
(A20)
Thus, if 1
C
− 1N < 0 there will be two solutions or none (or
only one solution if the argument of W is exactly − 1e ).
If 1
C
− 1N > 0 there will be one solution.
With the help of bout expansions the Lambert W(x)
function (A13) and (A14) one easily obtains Eqs.(127)
and (128).
Not that if
− ∆
γ
=
σ0
C
, (A21)
combining Eqs.(A20) and (A9), the more general relation
takes place
Σapp =
(
1
C
− 1
N
)−1
W
[(
1
C
− 1
N
)
ΣMS exp
(
−ΣMS
N
)]
.
(A22)
From the above result, if Ks → ∞, immediately follows
Eq. (144) where use has been made of definitions (125)
and (A10).
Appendix B: the Griffits-Fisher lemma
There is a mathematical statement known as Griffits-
Fisher lemma [81, 82], which asserts that if a sequence
of convex function converges pointwise to a limit func-
tion, then the sequence of its derivatives converges to the
derivative of the limit function at the points of its con-
tinuous differentiabilty. More precisely, if all functions
{fn(x)} and the limit function f∞(x) are differentiable
at a point x0 ∈ I ⊂ R, then
lim
n→∞
f ′n(x0) = f
′
∞(x0). (B1)
More general result due to Fisher consider the case of
non-differentiable functions with left and right deriva-
tives at any point x ∈ I. The latter is relevant if the
systems undergo thermodynamic phase transitions with
spontaneously symmetry breaking. These statements are
useful in proving the asymptotic closeness of certain av-
erage values in the model and approximating system, see
e.g. [39]. In our case, we consider both Hamiltonian H ,
Eq. (110), and Happ, Eq. (111), and introduce the follow-
ing auxiliary Hamiltonians
H(h) = H + hσ(v) (B2)
and
Happ(h) = Happ + hσ(v), (B3)
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where h is an auxiliary real parameter which at the end
of the calculations will sent to zero. Further, we obtain
that
〈σ(v)〉H = ∂
∂h
F [H(h)]
∣∣∣∣∣
h=0
(B4)
and
〈σ(v)〉Happ =
∂
∂h
F [Happ(h)]
∣∣∣∣∣
h=0
(B5)
In the limit when the analog of the correlator Eq. (161)
in the rhs of the Bogoliubov inequalities with Hamilto-
nians (B2) and (B3) tends to zero as a function of its
parameters:
F [Happ(h)]→ F [H(h)], (B6)
Since F [Happ(h)] and F [H(h)] are convex differentiable
functions of h from the lemma follows that,
〈σ(v)〉Happ → 〈σ(v)〉H . (B7)
For the above proof to be correct the definition of the
thermodynamic (or other) limit should be scrutinized.
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