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Abstract
Let j be a Lawvere-Tierney topology (a topology, for short)
on an arbitrary topos E , B an object of E , and jB = j× 1B the
induced topology on the slice topos E/B. In this manuscript, we
analyze some properties of the pullback functor ΠB : E → E/B
which have deal with topology. Then for a left cancelable class
M of all j-dense monomorphisms in a topos E , we achieve some
necessary and sufficient conditions for that (M,M⊥) is a factor-
ization system in E , which is related to the factorization systems
in slice topoi E/B, where B ranges over the class of objects of
E . Among other things, we prove that an arrow f : X → B in
E is a jB-sheaf whenever the graph of f , is a section in E/B as
1
well as the object of sections S(f) of f , is a j-sheaf in E . Fur-
thermore, we introduce a class of monomorphisms in E , which
we call them j-essential. Some equivalent forms of those and
some of their properties are presented. Also, we prove that any
presheaf in a presheaf topos has a maximal essential extension.
Finally, some similarities and differences of the obtained result
are discussed if we put a (productive) weak topology j, studied
by some authors, instead of a topology.
AMS subject classification: 18B25; 18A25; 18A32; 18F20; 18A20.
key words: (Weak) Lawvere-Tierney topology; Sheaf; Factorization
system; Slice topos; Essential monomorphism.
1 Introduction and background
A Lawvere-Tierney topology is a logical connective for modal logic.
Recently, applications of Lawvere-Tierney topologies in broad topics
such as measure theory [7] and quantum Physics [14, 15] are observed.
In the spacial case, considerable work has been presented that is ded-
icated to the study of (weak) Lawvere-Tierney topology on a presheaf
topos on a small category and especially on a monoid, see [6, 5]. It is
clear that Lawvere-Tierney sheaves in a topos are exactly injective ob-
jects (of course, with respect to dense monomorphisms, not to merely
monomorphisms) which are separated too. Injectivity with respect to
a class M of morphisms in a slice category C/B (which its objects are
C-arrows with codomain B) has been studied in extensive form, for
example we refer the reader to [1, 3]. From this perspective, in this
paper we will establish some categorical characterizations of injectives
in slice topoi to sheaves. The object of sections S(f) of f is a notion
which in [3] it is related to injective objects in a slice category. This ob-
ject is very useful in synthetic differential geometry (or SDG, for short)
(for details, see [11]). For example, considering D as infinitesimals, for
any micro-linear object M we have:
• Let τ be the tangent bundle on M , i.e., τ : MD → M , which is
defined by τ(t) = t(0). Then S(τ) is all vector fields on M .
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• Consider η : MD×D → M which assigns to any micro-square Q
of MD×D, the element Q(0, 0). Then, S(η) is all distributions of
dimension 2 on M .
Throughout this paper, E is a (elementary) topos, two objects 0, 1
are the initial and terminal objects and the object Ω together with
the arrow 1
true
֌ Ω is the subobject classifier of E . Also, the arrow
∧ : Ω × Ω → Ω is the meet operation on Ω. Now, we express some
basic concepts from [12] which will be needed in sequel.
Definition 1.1. A Lawvere-Tierney topology on E is a map j : Ω→ Ω
in E satisfies the following properties
(a) j ◦ true = true; (b) j ◦ j = j; (c) j ◦ ∧ = ∧ ◦ (j × j);
1
true ❃
❃❃
❃❃
❃❃
true // Ω
j

Ω
Ω
j ❄
❄❄
❄❄
❄❄
❄
j // Ω
j

Ω
Ω× Ω ∧ //
j×j

Ω
j

Ω× Ω ∧ // Ω
Form now on, we say briefly to a Lawvere-Tierney topology on E , a
topology on E .
Recall [12] that topologies on E are in one to one correspondence
with universal closure operators. For a topology j on E , considering ( · )
as the universal closure operator corresponding to j, a monomorphism
k : A֌ C in E is called j-dense whenever A = C, as two subobjects
of C. Also, we say that k is j-closed if we have A = A, again as
subobjects of C.
Definition 1.2. For a topology j on E , an object F of E is called a
j-sheaf whenever for any j-dense monomorphism m : A֌ E, one can
uniquely extend any arrow h : A→ F to a map g on all of E,
A
h
//

m

F
E
g
??⑦
⑦
⑦
⑦
(1)
We say that F is j-separated if the arrow g exists in (1), it is unique.
We will denote the full subcategories of E consisting of j-sheaves
and j-separated objects as Shj(E) and Sepj(E), respectively.
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We now briefly describe the contents of other sections. We start in
Section 2, to study basic properties of the pullback functor ΠB : E →
E/B, for any object B of E , along with the unique map !B : B → 1.
Afterwards, we would like to achieve, for a left cancelable class M of
all j-dense monomorphisms in a topos E , some necessary and sufficient
conditions for that (M,M⊥) to be a factorization system in E , which
is related to the factorization systems in slice topoi E/B. In section 3,
among other things, we prove that an arrow f : X → B in E is a jB-
sheaf whenever the graph of f , is a section in E/B as well as the object
of sections S(f) of f , is a j-sheaf in E . In section 4, we introduce a class
of monomorphisms in an elementary topos E , which we call them ‘j-
essential monomorphisms’. We present some equivalent forms of these
and some of their properties. Meanwhile, we prove that any presheaf
in a presheaf topos has a maximal essential extension. It is shown that
the functor ΠB reflects j-essential extensions. It is seen that some of
these results hold for a (productive) weak topology j, studied in [10],
instead of a topology as well.
2 Pullback functors, left cancelable dense
monomorphisms and factorization sys-
tems
The purpose of this section is to present some basic properties of the
pullback functor ΠB : E → E/B, for any object B of E , along with the
unique map !B : B → 1. Afterwards, for a left cancelable classM of all
j-dense monomorphisms in a topos E we achieve some necessary and
sufficient conditions for that (M,M⊥) to be a factorization system in
E , which is related to the factorization systems in slice topoi E/B.
To begin with, the following lemma characterizes sheaves in a topos
E .
Lemma 2.1. Let j be a topology on E . Then an object E of E is j-sheaf
iff E is j-unique absolute retract; that is, any j-dense monomorphism
u : E֌ F, has a unique retraction v : F → E.
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Proof. Necessity. Since E is a j-sheaf, for any j-dense monomor-
phism u : E ֌ F , corresponding to the identity map idE : E → E
there exists a unique map v : F ֌ E such that the following diagram
commutes.
E

u

idE
// E
F
v
??⑦
⑦
⑦
⑦
Sufficiency. For each j-dense monomorphism m : U ֌ V and any
map f : U → E, we construct the following pushout diagram in E .
U

m

f
// E

n

V g
p.o.
// F
(2)
Since in any topos pushouts transfer j-dense monomorphisms (see [9]),
so, in (2), n is j-dense and hence by assumption, there exists a unique
retraction p : F → E such that pn = idE . Now, for the the arrow pg :
V → E we have pgm = pnf = idEf = f. To prove that pg : V → E
with this property is unique, let h : V → E be an arrow in E in such
a way that hm = f . Then, in the pushout diagram (2), according to
the maps h : V → E and idE : E → E, there exists a unique map
k : F → E such that kn = idE and kg = h.
U
f
//

m

E

n
 idE

V g
//
h //
F
k

❅
❅
❅
❅
E
Now, k is a retraction of j-dense monomorphism n, so by hypothesis
we get p = k. Consequently, pg = kg = h. 
For an object B of E , we consider the pullback functor ΠB : E →
E/B along with the unique map !B : B → 1, which assigns to any A
of E , the second projection ΠB(A) = pi
A
B : A × B → B and to any
f : A → C, the arrow f × idB : A × B → C × B in E such that
piCB(f × idB) = pi
A
B. Recall [12] that the object pi
Ω
B together with the
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arrow
true× idB : idB −→ pi
Ω
B
is the subobject classifier of the slice topos E/B. Also, in a similar
vein, we can observe that the meet operation ∧B on pi
Ω
B is the arrow
∧ × 1B in E such that pi
Ω
B(∧ × 1B) = pi
Ω×Ω
B ,
Ω× Ω×B
∧×1B //
piΩ×ΩB ''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Ω× B
piΩB

B.
Now, by Definition 1.1, we easily get the following lemma.
Lemma 2.2. Let B be any object in a topos E . Then any topology
k : piΩB → pi
Ω
B on E/B is a pair (l, pi
Ω
B), for some arrow l : Ω × B → Ω
in E satisfies the following conditions (as arrows in E)
(1) l ◦ (l, piΩB) = l;
(2) l ◦ (true× 1B) = true◦!B;
(3) l ◦ ∧B = ∧ ◦ (l ◦ (pi1, pi3), l ◦ (pi2, pi3)), where pii is the i-th projection
on Ω× Ω× B, for i = 1, 2, 3.
By Lemma 2.2, for each topology j on E , considering l = j ◦ piBΩ ,
it is easily seen that j × 1B = (l, pi
Ω
B) is a topology on E/B which we
denote it by jB. In this case jB is called the induced topology on E/B
by j.
One can simply see that if an arrow k is a monomorphism in E/B,
then k as an arrow in E , is too. Also, for each monomorphism k : f ֌ g
in E/B, where f : X → B and g : Y → B in E , we can observe
f˜
k˜
֌ g = (X
gk
−→ B)
k
֌ g, (3)
where ( · ) and (˜ · ) are the universal closure operators corresponding
to j and jB on topoi E and E/B, respectively, in which whole and the
middle squares of the following diagram are pullbacks in E ,
X

k

// 1
true

X //

k

1
true

Y Y
char(k)
// Ω
j
// Ω
(4)
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(for more details, see [12]). One can construct k˜ in E/B, similar to the
above diagram.
Here, we proceed to improve [2, Vol. III, Proposition 9.2.5] as
follows:
Lemma 2.3. Let j be a topology in a topos E . For every object B of E ,
the pullback functor ΠB : E → E/B preserves and reflects: denseness
(closeness) and j-separated objects (j-sheaves).
Proof. Let j be a topology on E and B an object of E . Preserving
dense (closed) monomorphisms and sheaves (separated objects) in E by
the pullback functor ΠB, is standard and may be found in [2, Vol. III,
Proposition 9.2.5]. To prove the rest of lemma, here we just show that
ΠB reflects dense (closed) monomorphisms. To verify this claim, let
g : A→ C be an arrow in E for which ΠB(g) is a jB-dense (jB-closed)
monomorphism. We show that g is j-dense (j-closed) monomorphism.
As ΠB(g) = g × idB being monomorphism in E/B, the arrow g is
monomorphism in E as well. For, let f, h in E be two arrows such that
gf = gh, we will have
gf = gh =⇒ (g × idB)(f × idB) = (g × idB)(h× idB)
=⇒ f × idB = h× idB (g × idB is a monomorphism)
=⇒ f = h.
Considering ( · ) and (˜ · ) as the universal closure operators correspond-
ing to j and jB, respectively. We get
Π˜B(g) = ˜g × idB
= g × idB (by (3))
= g × idB,
where the last equality is true since we have g × idB = (pi
B
C )
−1(g), and
because of stability of universal closure operators under pullbacks we
get (piBC )
−1(g) = (piBC )
−1(g). The above equalities imply that if ΠB(g)
is jB-dense (jB-closed) monomorphism in E/B, then g is j-dense (j-
closed) monomorphism in E . 
For any topology j on a topos E , consider M as the class of all
j-dense monomorphisms in E . Also, we denote by M⊥ the class of all
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arrows g : C → D in E such that for any f : A → E in M and every
commutative square as in
A
u //
f

C
g

E v
//
w⑦
⑦
>>⑦
⑦
D
(5)
there exists a unique arrow w : E → C in (5) such that the resulting
triangles are commutative. In this case, we say that g is right orthogo-
nal to f.Moreover, we say that the pair (M,M⊥) forms a factorization
system in E if any arrow f in E factors as f = me, where m ∈ M and
e ∈M⊥ (for more information, see [1]).
Lemma 2.4. Let j be a topology on a topos E . Then for each object
B of E , we have M⊥B ⊆ M
⊥, where MB is the class of all jB-dense
monomorphisms in E/B.
Proof. By Lemma 2.3 we get MB ⊆M. To reach the conclusion,
let h : f → g be an arrow in M⊥B, where f : D → B and g : E → B
are arrows in E . Now, consider the commutative square
A
u //
m

D
h

C v
// E
(6)
wherem : A→ C is inM. Since by Lemma 2.3 the arrowm : fu→ gv
in E/B belongs to MB and h ∈ M
⊥
B, there exists a unique arrow
w : gv→ f in E/B such that the following diagram commutes
fu
u //
m

f
h

gv v
//
w⑦
⑦
>>⑦
⑦
g
(7)
The arrow w : C → D (as an arrow in E) which commutes the resulting
triangulares, is unique in the diagram (6). To prove this, let k : C → D
be an arrow in E such that km = u and hk = v. Now, we have
fk = (gh)k = gv, so k : gv → f is an arrow in E/B making all
triangles in (7) commutative. Thus, k = w and the proof is complete.

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Definition 2.5. Let j be a topology on a topos E . We say that E
has enough j-sheaves if for every object A of E there is a j-dense
monomorphism A֌ F where F is a j-sheaf.
Following [1] a class M of morphisms in E is a left cancelable class
if gf ∈ M implies f ∈ M. In the following, we summarize the rela-
tion between left cancelable j-dense monomorphisms and factorization
systems in a topos E and its slices.
Theorem 2.6. Let j be a topology on a topos E . Assume that for any
object B of E , the class MB of all jB-dense monomorphisms in E/B
be left cancelable. Then the following are equivalent:
(i) for any object B of E , (MB,M
⊥
B) is a factorization system in E/B;
(ii) for any object B of E , E/B has enough jB-sheaves;
(iii) for any object B of E , any object of E/B is jB-separated;
(iv) for any object B of E , any object of E/B is jB-sheaf;
(v) any object of E is j-sheaf;
(vi) any object of E is j-separated;
(vii) E has enough j-sheaves;
(viii) (M,M⊥) is a factorization system in E .
Proof. That any j-sheaf is j-separated in E yields that (v) =⇒
(vi) holds.
(vi) =⇒ (v). That any object of E is j-separated it follows that
Sepj(E) is the topos E and then, every j-separated object is a j-sheaf
as in [8, Theorem 2.1].
(iii) =⇒ (vi). Setting B = 1, then any object of E is j-separated.
(vi) =⇒ (iii). The claim follows immediately from the fact that for
any object B of E ,
SepjB(E/B)
∼= Sepj(E)/B.
(see also [9]).
(viii) =⇒ (vii). By (viii), for any object A of E , the unique arrow
!A : A→ 1 factors as
A
!A //
  
m
  ❆
❆❆
❆❆
❆❆
❆ 1
C
!C
??       
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where !C ∈M
⊥
1 =M
⊥ and m ∈M1 =M. We remark that it is easy
to check that for any object B of E , jB-sheaves in E/B are exactly the
class of all objects of E/B which belong to M⊥B. Since !C is an object
in E/1 = E which is in M⊥1 , so !C is a j1-sheaf, or equivalently, C is a
j-sheaf.
(vii) =⇒ (viii). Consider an arrow f : A→ B in E . By using (vii),
there exists a j-dense monomorphism ι : A֌ F , where F is a j-sheaf
in E . Now, we factor f as the composite arrow A
(ι,f)
−→ F × B
piFB−→ B.
Since piBF (ι, f) = ι ∈M andM is a left cancelable class, so (ι, f) ∈M.
Also, F being j-sheaf, by Lemma 2.3 we have piFB is a jB-sheaf in E/B.
By Lemma 2.4 we have piFB ∈M
⊥
B ⊆M
⊥, as required.
(vi) =⇒ (vii). First of all we know that any j-separated object of
E can be embedded into a j-sheaf (see, e.g. [12, Proposition V.3.4]).
Let A be an object of E . Then, by assumption A is j-separated, and
there exists an embedding A
ι
֌ F , where F is a j-sheaf. Now, take
the closure of A in F . Since A is closed in F , by [12, Lemma V.2.4], it
is a j-sheaf. Since A is j-dense in A we get the result.
(vii) =⇒ (vi). By assumption for any object A of E , there is a
j-dense monomorphism A֌ F in E , where F is a j-sheaf. Since any
subobject of a j-sheaf is j-separated so A is j-separated.
For any object B of E , setting E/B instead of E in (v), (vi), (vii)
and (viii), we drive (i) ⇐⇒ (ii) ⇐⇒ (iii) ⇐⇒ (iv). 
In the following, we will introduce two main classes of dense monomor-
phisms in a topos E .
Remark 2.7. By diagram (4), one can easily obtain:
(i) Let j = idΩ be the trivial topology on E . Then j-dense monomor-
phisms are only the identity maps. Therefore, any object of E is a j-
sheaf. Also, j-closed monomorphisms are exactly all monomorphisms.
(ii) Let j be the topology true◦!Ω on E , that is, the characteristic map
of idΩ. Then, j-dense monomorphisms are exactly all monomorphisms.
Furthermore, j-closed monomorphisms are just the identity maps.
Recall [1] that (Mono,Mono) is a weak factorization system in
any topos E , where Mono is the class of all monomorphisms in E . By
Remark 2.7(ii), the class Mono is the class of all j-dense monomor-
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phisms with respect to the topology j = true◦!Ω on E . Since the class
Mono is left cancelable, so we can obtain a special case of Theorem 2.6
as follows. (Notice that by Lemma 2.3 for the topology j = true◦!Ω
and any object B of E , the class MonoB will be all monomorphisms in
E/B.)
Corollary 2.8. For the topology j = true◦!Ω on a topos E , the follow-
ing are equivalent:
(i) for any object B of E , (MonoB,Mono
⊥
B) is a factorization system
in E/B;
(ii) for any object B of E , E/B has enough jB-sheaves;
(iii) for any object B of E , any object of E/B is jB-sheaf;
(iv) for any object B of E , any object of E/B is jB-separated;
(v) any object of E is j-sheaf;
(vi) any object of E is j-separated;
(vii) E has enough j-sheaves;
(viii) (Mono,Mono⊥) is a factorization system in E .
3 Sheaves and sections of an arrow
In this section, among other things, we investigate a relationship be-
tween sheaves and sections of an arrow in a topos E . We start to remind
[3] that for any object B of E , the pullback functor ΠB : E → E/B
has a right adjoint S : E/B → E as for any f : X → B we have the
following pullback
S(f) //

1
iB

XB
fB
// BB
(8)
where iB is the transpose of idB : 1 × B ∼= B → B and f
B is the
transpose of the composition arrow XB × B
evX−→ X
f
−→ B by the
exponential adjunction (−) × B ⊣ (−)B; that is, evB(iB × idB) = idB
and evB(f
B × idB) = fevX , where the natural transformation ev :
(−)B × B → (−) is the counit of the exponential adjunction. In fact,
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in the Mitchell-Be´nabou language, we can write
S(f) = {h | (∀c ∈ B) f ◦ (h(c)) = c}.
This means that we can call S(f) the object of sections of f .
Since any retract of an object in a topos (or in an arbitrary cat-
egory) is an equalizer, so the topos Shj(E) is closed under retracts.
Furthermore, as ΠB ⊣ S, by Lemma 2.3 we have that the pullback
functor ΠB preserves dense monomorphisms, so S preserves sheaves
(for details, see [9, Corollary 4.3.12]). (Roughly, for any object B ∈ E
and any adjoint F ⊣ G : E → E/B one can easily checked that the
functor G preserves sheaves whenever F preserves dense monomor-
phisms.)
In the following theorem we will find a relationship between sheaves
in E/B and the object of sections of an arrow.
Theorem 3.1. Let j be a topology on a topos E and f : X → B be an
object of E/B. Then, f is a jB-sheaf in E/B, whenever the graph of f
which stands for the monomorphism (idX , f) : f ֌ pi
X
B in E/B, is a
section as well as S(f) is a j-sheaf in E .
Proof. We recall that in [3] it was proved if (idX , f) is a section in
E/B, then f is a retract of piS(f)B in E/B. As S(f) is a j-sheaf, by
Lemma 2.3, pi
S(f)
B is a jB-sheaf in E/B. But ShjB(E/B) being closed
under retracts, therefore f is a jB-sheaf in E/B. 
To the converse of Theorem 3.1, that the section functor S pre-
serves sheaves it yields that if f : X → B be a jB-sheaf in E/B, then
S(f) is a j-sheaf in E . Also, by Remark 2.7(ii), for j = true◦!Ω, the
monomorphism (idX , f) : f ֌ pi
X
B is jB-dense in E/B and then for a
jB-sheaf f : X → B, it will be a section in E/B.
In the rest of this section, for a small category C we restrict our
attention to obtain a version of Theorem 3.1 for injective presheaves
in trivial slices of the presheaf topos Ĉ = SetsC
op
which is close to
the version over j-sheaves for the topology j = true◦!Ω on Ĉ. (See
Proposition 3.5 below.) Note that the topology j = true◦!Ω on Ĉ is
associated to the chaotic or indiscrete Grothendieck topology on C.
Recall [12] that in the presheaf topos Ĉ = SetsC
op
, the exponential
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object GF is defined in each stage C of C as GF (C) = Hom
Ĉ
(Y (C) ×
F,G), where Y is the Yoneda embedding, that is
Y : C → Ĉ; Y (C) = HomC(−, C).
Now, for an arrow α : G → F consider the arrows iF : 1 → F
F and
αF : GF → F F in Ĉ as the transposes of idF : 1 × F ∼= F → F and
α ◦ evG : G
F × F → F , respectively, by the exponential adjunction.
We can observe
∀C ∈ C, (iF )C : 1(C) = {∗} −→ F
F (C); (iF )C(∗) = pi
Y (C)
F . (9)
Also, for any two objects C,D of C, any γ in GF (C) and any (k, y) in
Y (C)(D)× F (D) we have
(αFC(γ))D(k, y) = αD(γD(k, y)). (10)
Remind that a presheaf G has a (unique) global section which
means that in each stage C of C there is a (unique) element θC ∈ G(C)
in such a way that for any arrow k : D → C in C we have
G(k)(θC) = θD. (11)
Here, we find a special case that the exponential object and the object
of sections in Ĉ are exactly similar to Sets. First, we express some
lemma required to achieve the goal.
Lemma 3.2. Let j be the topology true◦!Ω on Ĉ. Then, the following
assertions hold:
(i) For any j-sheaf G in Ĉ, G has a unique global section. More gen-
erally, any injective presheaf G of Ĉ has a global section.
(ii) For any family {Gλ}λ∈Λ in Ĉ, the presheaf G =
∏
λ∈ΛGλ is a j-
sheaf (injective) in Ĉ iff for all λ ∈ Λ, Gλ is a j-sheaf (injective) in
Ĉ.
Proof. (i) Let G be a j-sheaf in Ĉ and consider the coproduct
object G ⊔ 1 in Ĉ. By Remark 2.7(ii), there exists a unique natural
transformation η : G ⊔ 1 → G in Ĉ such that the following diagram
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commutes (if G being injective, the arrow η is not necessarily unique)
G

ι

idG
// G
G ⊔ 1
η
<<①
①
①
①
where ι : G→ G⊔ 1 is the injection arrow. Now, we will denote ηC(∗)
by an element θC in G(C) in each stage C of C. Since η : G ⊔ 1 → G
is natural, so for any arrow k : D → C in C the following square
commutes
(G ⊔ 1)(D)
ηD // G(D)
(G ⊔ 1)(C)
ηC //
(G⊔1)(k)
OO
G(C)
G(k)
OO
Then, we have
G(k)(θC) = G(k)(ηC(∗))
= ηD((G ⊔ 1)(k)(∗))
= ηD(1(k)(∗)) = θD.
This is the required result.
(ii) Necessity. Let G be a j-sheaf (injective) in Ĉ. For any λ, µ ∈ Λ,
we define αλµ : Gλ → Gµ such that in each stage C of C and for each
x ∈ Gλ(C), we have α
λµ
C (x) = θ
µ
C , where θ
µ
C is the µ-th component of
θC corresponding to G in (i). Now, we will show that for any λ, µ ∈ Λ,
αλµ is a natural transformation in Ĉ, that is for any arrow k : D → C
in C the following diagram is commutative
Gλ(D)
α
λµ
D // Gµ(D)
Gλ(C)
α
λµ
C //
Gλ(k)
OO
Gµ(C)
Gµ(k)
OO
For, consider an element x ∈ Gλ(C) we get
Gµ(k)(α
λµ
C (x)) = Gµ(k)(θ
µ
C)
= θµD (by (11))
= αλµD (Gλ(k)(x)).
Now, for any λ ∈ Λ, consider the family {γµ : Gλ → Gµ}µ∈Λ in Ĉ such
that for each λ 6= µ ∈ Λ we have γµ = α
λµ and γλ = idGλ. Since G
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is the product
∏
λ∈ΛGλ, so there is a unique natural transformation
γ : Gλ → G such that pµγ = γµ and pλγ = idGλ , for all λ, µ ∈ Λ and
the projections pλ. Thus, for any λ ∈ Λ, Gλ is a retract of the j-sheaf
(injective) G and then, Gλ is a j-sheaf (injective).
Sufficiency. By the universal property of the product presheaf G,
the unique arrow in the definition of a sheaf is easily follows. 
We recall [12] that in each stage C of C the object Ω(C) of Ĉ is
the set of all sieves on C. Also, the arrow trueC : 1(C) = {∗} → Ω(C)
assigns to ∗, the maximal sieve t(C) of Ω(C), that is all arrows with
codomain C of C.
Remark 3.3. Note that the topology j = true◦!Ω on Ĉ is the unique
topology on Ĉ that satisfies Lemma 3.2. To show this, for a j-sheaf G
of Ĉ, consider the injection ι : G → G ⊔ 1 in Ĉ. In each stage C of C
we have char(ι)C(∗) = ∅. Now, let j be a topology on Ĉ. If ι is j-dense
monomorphism, then in each stage C of C we have jC(∅) = t(C). Now,
for any sieve S ∈ Ω(C) by Definition 1.1 we get
t(C) = jC(∅) = jC(∅ ∩ S)
= jC(∅) ∩ jC(S) = t(C) ∩ jC(S) = jC(S).
Thus, jC is the constant function on t(C), as required.
Let F be the constant presheaf on a set A. One can easily checked
that the exponential adjunction (−)× F ⊣ (−)F is determined by, for
any presheaf G in Ĉ, the exponential presheaf GF assigns to any object
C of C, the hom-set HomSets(A,G(C)) and to any arrow f : C → D
of C, the function
GF (f) : HomSets(A,G(D)) −→ HomSets(A,G(C))
given by GF (f)(g) = G(f) ◦ g. As any function f : A→ G(C) can be
considered as a sequence (xa)a∈A ∈
∏
AG(C), it yields that one has
∀C ∈ C, GF (C) ∼=
∏
A
G(C). (12)
By (12), (9) and (10), it is convenient to see that for each arrow α :
G → F in Ĉ in which F stands for the constant presheaf on a set A,
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we get
∀C ∈ C, S(α)(C) ∼=
∏
a∈A
α−1C (a). (13)
Now, we will extract a special case of Theorem 3.1 in Ĉ. First, let
α : G → F be an arrow in Ĉ in which F is the constant presheaf on
a set A. For each element a of A, consider the subpresheaf Ha of G
such that Ha(C) = α
−1
C (a), for any object C of C. Since limits in Ĉ are
constructed pointwise, so (13) shows that S(α) ∼=
∏
a∈AHa.
Proposition 3.4. Let j be the topology true◦!Ω on Ĉ and α : G → F
an arrow in Ĉ, where F is the constant presheaf on a set A. Then,
α is a jF -sheaf in Ĉ/F iff the monomorphism (idG, α) : α ֌ pi
G
F is a
section in Ĉ/F as well as for any a ∈ A, the subpresheaf Ha of G is a
j-sheaf in Ĉ.
Proof. We deduce the result by Theorem 3.1, Lemma 3.2(ii) and
(13). 
Since in topoi regular monomorphisms are exactly monomorphisms,
so by [3, Theorem 1.2], Lemma 3.2(ii) and (13), the following now gives
which we are interested in.
Proposition 3.5. Let α : G → F be an arrow in Ĉ, where F is
the constant presheaf on a set A. Then, α is injective in Ĉ/F iff the
monomorphism (idG, α) : α ֌ pi
G
F is a section in Ĉ/F as well as for
any a ∈ A, the subpresheaf Ha of G is injective.
In the case when C is a monoid, we obtain
Example 3.6. LetM be a monoid andM-Sets the topos of all (right)
representations of a fixed monoid M. Since M is a small category with
just one object, for two M-sets X,B we have XB = HomM−Sets(M ×
B,X), where M × B has the componentwise action. Hence, by (9)
and (10), for any equivariant map f : X → B, in the diagram (8) we
observe
iB(∗) = pi
M
B : M × B → B, (14)
and
∀h ∈ XB, ∀(m, b) ∈M × B, (fB(h))(m, b) = fh(m, b). (15)
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Note that one writes any equivariant map h : M ×B → X in XB as a
sequence ((xm,b)b∈B)m∈M , consisting of elements xm,b = h(m, b) of X ,
for any (m, b) ∈M × B. Also, h being equivariant map means that
∀n,m ∈M, ∀b ∈ B, xmn,bn = xm,bn.
Hence, we obtain that XB is equal to
{((xm,b)b)m ∈
∏
m∈M
∏
b∈B
X | ∀n,m ∈M, ∀b ∈ B, xmn,bn = xm,bn}. (16)
Now, by (8), (14) and (15) we have
S(f) = {((xm,b)b)m ∈ X
B | fB(((xm,b)b)m) = pi
M
B = ((b)b)m}
= {((xm,b)b)m ∈ X
B | ((f(xm,b))b)m = ((b)b)m}
= {((xm,b)b)m ∈ X
B | ∀m ∈M, ∀b ∈ B, xm,b ∈ f
−1(b)},
Hence, by (16) we interpret a simple form of underlying set of the
M-set S(f) in the topos M-Sets as follows
{((xm,b)b)m ∈
∏
m∈M
∏
b∈B
f−1(b) | ∀n,m ∈M, ∀b ∈ B, xmn,bn = xm,bn}.
If B has the trivial action ·, that is · = pi1 : B × M → B the
first projection, then by (12) and (13) we can obtain XB ∼=
∏
B X and
S(f) ∼=
∏
b∈B f
−1(b).
Furthermore, recall [12] that for a group G and two G-sets X,B,
we have
XB = {h : B → X| h is a function} ∼=
∏
B
X (17)
as two sets. According to the action on XB, under the isomorphism
(17), the action on
∏
BX is given by (xb)b∈B · g = (xbg−1 · g)b∈B, for
any g ∈ G and (xb)b∈B ∈
∏
B X . Also, by (17) for any equivariant
map f : X → B in G-Sets, in a similar way to (13), we have S(f) ∼=∏
b∈B f
−1(b).
4 j-essential extensions in a topos
This section is devoted to introduce a class of monomorphisms in an
elementary topos, which we call these ‘j-essential monomorphisms’.
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We present some equivalent forms of these and some their properties.
Meanwhile, we prove that any presheaf in a presheaf topos has a max-
imal essential extension.
Remind that a monomorphism ι : A֌ B is called essential when-
ever for each arrow g : B → C such that gι is a monomorphism, then g
is a monomorphism also. Now, we define a j-essential monomorphism
in a topos E as follows.
Definition 4.1. For a topology j on E , a monomorphism ι : A֌ B
is called j-essential whenever it is j-dense as well as essential. In
this case, we say that B is a j-essential extension of A and we write
A ⊆j B.
We shall say an arrow f : A → B in E is j-dense whenever the
subobject f(A), which is the image of f , is j-dense in B. In this way,
any epimorphism in E becomes j-dense. ( For the definition of image
of an arrow in a topos, see [12].)
The following gives some equivalent definitions of j-essential monomor-
phisms in a topos E .
Lemma 4.2. Let j be a topology on E and ι : A ֌ B a j-dense
monomorphism. Then, the following are equivalent:
(i) for any g : B → C, g is a monomorphism whenever gι is a
monomorphism;
(ii) for any g : B → C, g is a j-dense monomorphism whenever gι is
a j-dense monomorphism;
(iii) for any g : B → C, g is a monomorphism whenever gι is a j-dense
monomorphism.
Proof. (i) =⇒ (ii) and (iii) =⇒ (ii) are proved by [9, A.4.5.11(iii)].
(ii) =⇒ (iii) is clear.
(ii) =⇒ (i). Consider an arrow g : B → C for which gι is monomor-
phism. We show that g is monomorphism also. Assume that B
k
։
g(B)
m
֌ C is the image factorization of the arrow g. Since gι = m(kι)
and gι is monomorphism, it follows that the arrow kι is a monomor-
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phism. Meanwhile, we get
g(B) = k(B) (as k is epic)
= k(A) (as ι is dense)
⊆ k(A)
⊆ g(B).
Therefore, g(B) = k(A) = kι(A). It follows that the compound
monomorphism kι : A֌ g(B) is dense monomorphism and by (ii), k
is also. That k is monomorphism and so isomorphism, yields that g is
monomorphism. 
We point out that the proof of (ii) =⇒ (i) of Lemma 4.2 shows that
any composite kι, for an epic k and a dense monomorphism ι, is dense.
The follwing shows that j-essential monomorphisms in E are closed
under composition.
Proposition 4.3. Let j be a topology on E . For two subobjects A
ι
֌
A′
ι′
֌ B in E , then A ⊆j B iff A ⊆j A
′ and A′ ⊆j B.
Proof. By [9, 13, A.4.5.11(iii)], one has ι′ι is j-dense iff ι′ and ι
are j-dense.
Necessity. First, by Lemma 4.2(i), we show that A ⊆j A
′. To do
so, consider an arrow f ′ : A′ → C for which f ′ι is a monomorphism.
Now, by [12, Corollary IV. 10. 3], the object C can be embedded
into an injective object D as in C
ν
֌ D and hence there is an arrow
f˜ ′ : B → D such that f˜ ′ι′ = νf ′. Since A ⊆j B and f˜ ′ι
′ι = νf ′ι is a
monomorphism, we deduce that f˜ ′ is a monomorphism. As f˜ ′ι′ = νf ′
it follows that f ′ is a monomorphism.
To prove A′ ⊆j B, choose an arrow f : B → C for which fι
′ is
a monomorphism. Then, fι′ι is also a monomorphism. Now A ⊆j B
implies that f is a monomorphism, as required.
Sufficiency. Let f : B → C be an arrow in E such that fι′ι is a
monomorphism. Since A ⊆j A
′ and (fι′)ι = fι′ι is a monomorphism,
it concludes that fι′ is a monomorphism. Using A′ ⊆j B, we achieve
that f is a monomorphism and hence A ⊆j B. 
In the following, we achieve another property of j-essential monomor-
phisms in E .
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Lemma 4.4. Let j be a topology on E . If A ⊆j B and A is embedded
in a j-sheaf F , then B also is embedded in F.
Proof. Let ι : A ֌ B be a j-essential monomorphism and m :
A ֌ F an arbitrary embedding. Since F is a j-sheaf, there exists a
unique morphism f : B → F making the diagram below commutative;
A //
m
//

ι

F
B
f
??⑦
⑦
⑦
⑦
As A ⊆j B being j-essential, f is an embedding, as required. 
By Remark 2.7(ii), essential monomorphisms in a topos E are ex-
actly j-essential monomorphisms in E with respect to the topology
j = true◦!Ω on E .
Now, we would like to prove that any presheaf in Ĉ has a maximal
essential extension.
Theorem 4.5. Any presheaf in Ĉ has a maximal essential extension.
Proof. Let F be a presheaf in Ĉ and G an injective presheaf into
which F can be embedded. By Lemma 4.4, we can assume that both
F and all its essential extensions are subpresheaves of G. Consider∑
as the set of all essential extensions of F which is a poset under
subpresheaf inclusion ⊆. Since the arrow idF is an essential extension
of F , it follows that
∑
is non-empty. If
. . . ⊆ Fi ⊆ . . . ,
i ∈ I, is a chain in
∑
, then the subpresheaf H of G given by H(C) =⋃
i∈I Fi(C) for any object C in C is an upper bound of this chain. Now
we show that H lies in
∑
, i.e., H is an essential extension of F. To
achieve this, let α : H → K be an arrow in Ĉ such that the restriction
arrow α|F is a monomorphism. We prove that α is a monomorphism.
To verify this claim, we show that for any C ∈ Ĉ, the function αC :⋃
i∈I Fi(C)→ K(C) is one to one. Take a, b ∈
⋃
i∈I Fi(C), a 6= b. Then
there is a j ∈ I such that a, b ∈ Fj(C). Denote α|Fj by αj . Since Fj
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is an essential extension of F and αj |F = α|F , it implies that αj is a
monomorphism. Now
αC(a) = (αj)C(a) 6= (αj)C(b) = αC(b).
Therefore, α is a monomorphism. Thus, H ∈
∑
. Now it follows from
Zorn’s Lemma that there is a maximal element M in
∑
. Then, M is
a maximal essential extension of F. 
It is straightforward to see that any essential extension of B can be
embedded in any injective extension of B.
For a topology j on a topos E , by a j-injective object we mean an
injective object with respect to the class of all j-dense monomorphisms
in E .
The following shows that the j-injective presheaves (j-sheaves) in
Ĉ have no proper j-essential extension.
Proposition 4.6. Let j be a topology on Ĉ and F a j-injective presheaf
(j-sheaf) in Ĉ. Then, F has no proper j-essential extension.
Proof. Suppose that G is a proper j-essential extension of F and
so F is a j-dense subpresheaf of G and F 6= G. Thus there is an object
C of C such that G(C) 6⊂ F (C) and then, an a ∈ G(C) such that
a 6∈ F (C). Since F is j-injective (j-sheaf) implies that there is an arrow
α : G → F for which α|F = idF . That a 6∈ F (C) and αC(a) ∈ F (C)
follows that a 6= αC(a). But αC(αC(a)) = αC(a). Then, αC and so α is
not a monomorphism although α|F = idF is. This shows that G is not
a proper j-essential extension of F and it is a contradiction. 
The following shows that the pullback functor ΠB reflects j-essential
extensions.
Proposition 4.7. Let j be a topology in a topos E . For every ob-
ject B ∈ E , the pullback functor ΠB : E → E/B reflects j-essential
monomorphisms.
Proof. Let f : A → C be an arrow in E such that ΠB(f) is a jB-
essential monomorphism. We show that f is a j-essential monomor-
phism. By Lemma 2.3, f is a j-dense monomorphism in E . Let
g : C → D be an arrow in E such that gf is a monomorphism.
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We show that g is too. Since gf is a monomorphism, the arrow
(g × idB)ΠB(f) = (gf) × idB is also a monomorphism. As ΠB(f)
is jB-essential, so g × idB is a monomorphism. Then g is a monomor-
phism. This is the required result. 
Recall [10] that a weak topology on a topos E is a morphism j : Ω→
Ω such that:
(i) j ◦ true = true;
(ii) j ◦ ∧ ≤ ∧ ◦ (j × j), in which ≤ stands for the internal order
on Ω. Meanwhile, a weak topology j on E is said to be productive if
j ◦ ∧ = ∧ ◦ (j × j).
In what follows, we review the whole paper for a weak topology j
on a topos E instead of a topology.
Remark 4.8. Similar to [9, A.4.5.11(ii)], one can easily check that for
a weak topology j on E pushouts also preserve dense monomorphisms.
Hence, we can obtain a version of Lemma 2.1 for a weak topology j
on E as well. One can observe that completely analogous assertions to
Lemmas 4.2, 4.4 and 2.3, Proposition 4.6 and Theorem 3.1, hold for a
weak topology j on E . But, by [10], in the proof of Theorem 2.6, the
part (vi) =⇒ (vii) is true for a productive weak topology j on E . The
rest parts of this proof satisfies for weak topologies.
Recall [10] that, for a weak topology j on E , it is convenient to see
that if the composite subobject mn is dense then so are m and n. In
contrast with topologies [9, A.4.5.11(iii)], the converse is not necessarily
true. Hence, the sufficiency part of Proposition 4.3 does not necessarily
hold for a weak topology j on a topos E . The necessity part of this
proposition satisfies for a weak topology j as well.
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