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Abstract
STANISLAV KHRAPOV: Essays in Asset Pricing.
(Under the direction of Eric Renault.)
In chapter 1 I consider a discrete-state economy and construct an asset pricing model for the
valuation of consumption and dividend cash flows with short and long maturities. I consider
three utility functions: expected utility, Epstein-Zin (EZ), and generalized disappointment
aversion (GDA). The main result is that the GDA utility function is a permanent transforma-
tion of the expected utility function, in that it amplifies risk premia at all investment horizons.
Instead EZ utility is approximately transient transformation of expected utility, implying very
similar long-term, but different short-term premia.
Volatility literature concentrates on investigation of two-factor volatility process, with one
factor being very persistent. In chapter 2 I propose a different parametrization of volatil-
ity process that includes this persistent component as a stochastic central tendency. The
reparametrization is observationally equivalent but has compelling economic interpretation. I
estimate the historical and risk-neutral parameters of the model jointly using GMM with the
data on realized volatility and VIX volatility index and treating central tendency as completely
unobservable. The main result is that on average the volatility premium is indistinguishable
from the premium on highly persistent shocks of the central tendency.
In chapter 3 I propose the extension of discrete time stochastic volatility model in Darolles
et al. (2006) that includes the leverage effect. There are several advantages of this model over
commonly used continuous-time diffusions and discrete-time GARCH models. First, equity
risk premium and volatility risk premium are known in closed form. Second, the model is
robust to temporal aggregation. Third, it has a well-known continuous-time limit. Moreover,
thanks to exponential affine form it is easy to compute option prices in closed form through
Fourier transform.
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Chapter 1
Risk Premia: Short and Long-term
1.1 Introduction
The financial economics literature on risk-return trade-off and risk compensation is volumi-
nous and growing. Most of the theoretical developments in this area focus on short or even
instantaneous time frames. Very little is known about risk and its compensation for agents who
invest over a long time span. The main interest of this paper is the premium on the dividend
flows with an infinite horizon. In numerous attempts to resolve conflicts between theory and
empirics, asset pricing models have been extended to include a variety of different preference
structures. As Hansen (2008) shows many of these utilities have only transient implications
and make no difference in pricing assets with long maturity.
In this paper I consider a discrete-state economy and construct an asset pricing model for
the valuation of consumption and dividend cash flows with short and long maturities which
generalizes the model of Mehra and Prescott (1985). I use the methodology of semigroup asset
pricing theory (Hansen and Scheinkman, 2009)1 in order to construct transition matrices of
stochastic discounting and pricing. I consider three utility functions: expected utility (EU),
Epstein and Zin (1989) (EZ), and generalized disappointment aversion (GDA) proposed by
Routledge and Zin (2004).2 The main result of the paper is that the GDA utility function
amplifies risk premia at all investment horizons in comparison to expected utility function.
Instead EZ utility delivers very similar long-term premia, but different short-term premia
compared to EU. Hence, we say that GDA is a permanent transformation of EU, while EZ is a
transient transformation of EU.3 The main feature of GDA utility that produces substantially
different risk premia for any horizon is its asymmetric response to different economic outcomes
through the implied skewed risk-neutral probabilities.
Long-term returns are also an integral part of short-term returns. Their difference may be
1See Garman (1985); Anderson et al. (2003); Ait-Sahalia et al. (2004) for the genesis of the semigroup asset
pricing theory.
2Disappointment aversion concept is developed by Gul (1991) and subsequently generalized by Bonomo and
Garcia (1994) and Routledge and Zin (2004). Also see Backus et al. (2004) for other preference structures.
3Other transient modifications of expected utility are seen in Constantinides (1990); Campbell and Cochrane
(1999); Heuvel (2008); Santos and Veronesi (2010).
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interpreted as a term premium.4 If a short-term risk premium is smaller than its long-term
counterpart, then the term premium is positive. This means that an investor is rewarded for
holding an asset for a long period of time. The long-term return does not depend on the current
state of economy and hence is a constant. So all the short-term variations in the returns are
due to fluctuations in term premia. In this paper I show that a consumption based model can
generate positive term premium for any holding period and any dividend stream. Moreover,
this suggests that in order to understand short-term asset pricing phenomena one should not
overlook long-term component of the model.
The paper is related to the work by Alvarez and Jermann (2005) and Hansen and Scheinkman
(2009) that propose multiplicative decomposition of stochastic discount factors (SDF) into
exponential growth, permanent component, and transient component. Exponential growth
determines long-term returns. The permanent component alters the probability distribution
and incorporates the preference structure into risk-neutral probabilities. This component is
the main factor in the pricing of the long-term risk. Transient component only affects pricing
at the short investment horizons. Bansal and Yaron (2004) use this short-term feature of
EZ utility to build a consumption based model and solve an equity premium puzzle at the
short investment horizon. But in the long run many asset differences disappear and leave an
investor’s portfolio exposed to a few defining trends similar for many utility specifications.
I document the parametric sensitivity of the model for short- and long-term risk premia.
In particular, I show that the EZ and GDA implied long-term risk premia are not a function of
the elasticity of intertemporal substitution. Hansen et al. (2008) price a cross-section of stock
returns at long horizons and find that the elasticity of intertemporal substitution (EIS) is not
a significant factor in determining long-term portfolio returns. In this paper I generalize this
finding to a framework in which the SDF is not approximated around unit EIS. Moreover, I
document that the weak dependence on EIS pertains to more general recursive GDA utility.
An asset return is the ratio of the future value of the asset and its current price. Constructed
4See Daniel and Marshall (1997); Lemke and Werner (2009); Berg (2010); Binsbergen et al. (2010) for further
discussion on the term structure of risk premia.
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as such the one period, or short-term, return may be used to construct the long-term return
as the geometric average of consecutive short-term returns. Hansen and Scheinkman (2009)
construct a family of operators that maps future stationary payoffs to its current prices. Then
the infinite horizon premium is equal to the combination of long-term growth rates of these
operators.
I assume that consumption and dividend growth rates can take only a finite set of values.
Hence, an economy state is represented by a pair of consumption and dividend growth rates.
The transition between states of the economy is governed by a single probability transition
matrix. The consumption/dividend process is thus a Markov chain of order one. This frame-
work leads to a convenient representation of operators as transition matrices. This reduces all
calculations to matrix algebra. The final outcome is that the long-term return is simply the
largest real eigenvalue of the corresponding pricing transition matrix.
The discrete time finite state model considered here has two tightly linked advantages.
First, the implications are very robust to the number of states of the economy. Second, in
the two-state model all the parameters have a clear and intuitive interpretation in terms of
preference parameters, consumption persistence, means and variances of cash flows.
Here I show that in discrete time model the EZ modification of expected utility is not
exactly transient. This goes in contrast to the continuous time model of Hansen (2008) where
he shows that EZ modification only affects transient component. In my model it modifies
risk-neutral probabilities, or permanent component, as well. Empirical analysis confirms this
finding although shows that the deviation is negligible.
I find that the GDA preference structure proposed by Routledge and Zin (2004) is not
a transient modification of expected utility. Investors with such preferences are disappointed
disproportionately more by a recession than they are pleased with an equally positive economic
outcome. This attitude toward risk shifts risk-neutral probabilities toward the bad outcomes of
the economy thus altering the permanent component of the SDF. The risk-neutral probability
shift reduces asset prices, and it increases expected risky returns. Bonomo et al. (2010) show
that this model amplifies returns at the short horizon. Here I extend this conclusion to the
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long horizon. Empirical analysis supports this finding.
The paper is organized as follows. Section 1.2 introduces basic definitions and results
regarding Markov chains in discrete space. In the same section I outline asymptotic results
for discrete space transition matrices. These matrices applied to familiar financial indicators
provide a very convenient toolbox for computing and comparing asset returns and risk premia
for different assets, different utility functions, and investment horizons. Section 1.3 presents
theoretical analysis of the model and shows that GDA modification of the EU and EZ utilities
has a permanent effect and amplifies premia at any horizon. Section 1.4 gives a description
of the data and estimation method. Section 1.5 presents the results of numerical solution of
the model5 and explains in details the implications of the three utility models for returns, risk
premia, its permanent and transient components. Section 1.6 concludes.
5The numerical study considers for simplicity of exposition only two state economy. However, additional
numerical work immediately expandable to arbitrary number of states is available upon request. It shows that
the main conclusions are robust to the number of states.
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1.2 Asset Pricing Model
1.2.1 Consumption and dividend dynamics
In this section I describe the joint dynamics of consumption and asset dividends. Then I show
how to price any asset given its dividend stream and probability distribution.
Assumption 1. (Joint consumption and dividend dynamics) Aggregate consumption stream
evolves according to Ct+1 = Ctxt+1. The dividend stream evolves according to Dt+1 = Dtyt+1.
Each state of the economy is characterized by a pair of consumption and dividend growth
rates, zt = (xt, yt), taking values in a finite set, {(λ1, ν1) , . . . , (λn, νn)} with zi = (λi, νi).
The finite state probability transition n× n matrix P = [pij ]ni,j=1 now describes evolution of a
two-dimensional random variable, with elements corresponding to consumption and dividends.
So, its definition:
pi,j = P [ (xt+1, yt+1) = (λj , νj)| (xt, yt) = (λi, νi)] .
For future convenience define the vector of consumption growth rates λ = (λ1, . . . , λn)T
and dividend growth rates ν = (ν1, . . . , νn)T . Along with that define two diagonal matrices:
Λ = diag (λ), and Θ = diag (ν).
With this first order Markov structure it is rather easy to redefine conditional expectation
through matrix language. For any function ψ (·) of a state we can define conditional expectation
operator in matrix language as
Etψ (zi) =E [ψ (zt+1)| zt = zi]
=
n∑
j=1
P [zt+1 = zj | zt = zi]ψ (zj)
=
n∑
j=1
pijψ (zj) = Pψ (zi) .
Additionally, if I denote the vector ψ = [ψ (z1) , . . . , ψ (zn)]T , then its conditional expectation
can be fully described by Etψ = Pψ. Now recall that the solution, if it exists, of pi = PTpi is
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the marginal probability distribution of the state vector, pii = P [zt = zi]. Using this definition
one could also define unconditional expectation Eψ = piTψ.
Note that the above function ψ is time homogeneous, that is its values only depend on
current state of the nature. Now suppose that we have a matrix Ψ = {Ψ (zi, zj)} that describes
the value of random variable as a function of a state at time t+ 1, zj , and state’s current state
at time t, zi. Obvious example is the asset return. Then its expectation conditional on the
current state is
EtΨ (zi, zt+1) =
n∑
j=1
pijΨ (zi, zj) .
The column vector of these conditional expectations indexed by conditioning state value zi is
conveniently written using component-wise Hadamard product of matrices:
EtΨ = (PΨ)1n.
Following this idea I summarize expressions for first and second moments in the following
table:
Mean Variance
Conditional EtΨ = (PΨ)1n VtΨ =
(
PΨ2)1n − [(PΨ)1n]2
Unconditional EΨ = piT (PΨ)1n VΨ = EVtΨ + VEtΨ
Table 1.1: Moments in matrix form
In the above table the components of unconditional variance are
VEtΨ = piT (EtΨ)2 −
(
piTEtΨ
)2
, and EVtΨ = piTVtΨ.
Consider the cash flow decomposed into a growth component yt+1 and a stationary com-
ponent ψt+1 = ψ (zj). Then its current conditional expectation is computed as
n∑
j=1
pijνjψ (zj) = PΘψ (zi) = Gψ (zi) ,
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or in matrix notation
Payoff = Gψ.
The canonical asset pricing model is
Pt = Et [St,t+1ψt+1] ,
where Pt is the current value of the future payoff ψt+1, and St,t+1 is the Stochastic Discount
Factor (SDF). Expectation is taken with respect to the current information set. In the finite
state economy,
Pi =
n∑
j=1
pijsijψ (zj) = Sψ (zi) , or P = Sψ.
This equation may be used to price the unit riskless payoff, P f = S1n. Taking the reciprocal
of the price, Rf1 = (S1n)
−1, and transforming to log scale I obtain generic formula for the log
risk-free return:
logRf1 = − log (S1n) .
Now, the current price of a future growing payoff is
Pi =
n∑
j=1
pijsijνjψ (zj) = SΞψ (zi) = Qψ (zi) , or P = Qψ.
This leads to the definition of one period equity return in log scale:
logRe1 = log (Gψ)− log (Qψ) .
The natural extension of the above definitions is pricing of cash flows over multiple periods.
In finite space this extension reduces to taking matrix powers. With a slight abuse of notation
this statement is proven below using the law of iterated expectations:
Pt,t+h =Et [St,t+hψt+h] = Et [St,t+h−1Et+h−1 [St+h−1,t+hψt+h]]
=Et [St,t+h−1Sψ] = Et
[
St,t+h−2S2ψ
]
= . . . = Shψ.
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Applying this result to asset returns the average log equity return at horizon h is
logReh =
1
h
[
log
(
Ghψ
)
− log
(
Qhψ
)]
,
and the risk-free rate of return is
logRfh = −
1
h
log
(
Sh1n
)
.
The equity risk premium is therefore defined as
RP eh = logReh − logRfh.
It turns out that the limit of this expression for an infinite payoff horizon has precise mathe-
matical expression. Defining ρ (M) as a principal eigenvalue, the eigenvalue of logM with the
largest real part, of a matrix M it is shown that
RP e∞ = lim
h→∞
1
h
[
log
(
Ghψ
)
− log
(
Qhψ
)
+ log
(
Sh1n
)]
=ρ (G)− ρ (Q) + ρ (S) .
This result does not exhaust the importance of principal eigenvalues for asset pricing. Following
Hansen and Scheinkman (2009) I show that they play an important role in decomposition of
asset returns at any payoff horizon.
It turns that under certain regularity conditions a matrix Mh that may stand for any of
Gh, Qh, or Sh is decomposed as follows:
Mh = exp (ρh) ΦMˆhΦ−1 = exp (ρh) M˜h,
where ρ is already introduced spectral radius of the matrix, Φ = diag (φ) is the diagonal
matrix, φ is the corresponding n× 1 eigenvector. More specifically, ρ and φ are the solutions
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of Mhφ = exp (ρh)φ. Using this decomposition I can write the following:
1
h
logMhψ = ρ+
1
h
log M˜hψ.
Applying this to the risk-free rate I obtain the following decomposition:
logRfh = logR
f
∞ + log R˜
f
h,
where I denoted
logRf∞ = −ρ (S) , and log R˜fh = −
1
h
log
(
S˜h1n
)
.
Similar decomposition works for equity return as well:
logReh = logRe∞ + log R˜eh,
with
logRe∞ = ρ (G)− ρ (Q) , and log R˜eh =
1
h
[
log
(
G˜hψ
)
− log
(
Q˜hψ
)]
.
Finally, the difference between the two above, equity risk premium may be written as
RP eh = logReh − logRfh = RP e∞ − TP eh , (1.1)
where risk premium on an infinitely lived asset is
RP e∞ = logRe∞ − logRf∞,
and the second term in premium decomposition is
TP eh = log R˜
f
h − log R˜eh.
In the above expressions I simply add tilde to the notation to specify time dependent component
of a return. Permanent component has infinity in its subscript. The time dependent term in
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risk premium decomposition has a natural interpretation of the term premium, denoted by
TP eh . This value says how much does an investor gains/looses if she holds an asset for only
h periods rather than keeping it indefinitely longer. If say TP e1 is negative, then one period
return is larger than on the infinitely held asset, so the investor is better off by limiting her
investments in this asset to only short term. On the other hand, if TP e1 is positive, then
the investor is better off by committing to the longer holding period. In the limit this value
becomes zero, and the risk premium converges to its long-term counterpart,
lim
h→∞
TP eh = 0, lim
h→∞
RP eh = RP e∞.
The same conclusion holds for each individual return in absolute terms.
1.2.2 Pricing with expected utility
Define intertemporal expected utility function (or simply expected utility further in the text)
as
U0 = E0
[ ∞∑
t=0
βt
C1−γt − 1
1− γ
]
,
where β is subjective discount factor and a is a coefficient of relative risk aversion (RRA).
Stochastic discount factor (SDF) can be written as
St,t+1 = β
(
Ct+1
Ct
)−γ
.
Take for the purpose of illustration β = 1 and γ = 0. This combination of parameters
implies linear utility function U0 =
∑∞
t=0E0Ct, and a constant stochastic discount factor.
This is exactly the case of a risk-neutral investor.
The Euler equation that prices next period random payoff ψt+1 for this particular SDF is
Pt = Et
[
β
(
Ct+1
Ct
)−γ
ψt+1
]
.
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Given Assumption 1, we can write the price as
Pi = β
n∑
j=1
pijλ
−γ
j ψj , or P = βPΛ−γψ.
This expression shows that the power utility model is characterized by the following matrix
SDF:
SX = βPΛ−γ . (1.2)
1.2.3 Pricing with Epstein-Zin utility
In this section I obtain pricing operators implied by a particular case of Epstein-Zin utility
function.
Define Kreps-Porteus special case of Epstein-Zin (EZ thereafter) recursive utility function
(see Epstein and Zin, 1989; Kreps and Porteus, 1978):
Vt =
[
C
1− 1
σ
t + β [Rt (Vt+1)]1−
1
σ
] 1
1− 1σ ,
where risk adjustment or certainty equivalent is given by
Rt (Vt+1) =
(
Et
[
V 1−γt+1
]) 1
1−γ .
Some authors use another parametrization such as ρ = 1− 1σ and a = 1−γ. Such definitions
are useful for reconciliation of results from different sources.
SDF implied by such a utility function can be written as
St,t+1 = β
(
Ct+1
Ct
)− 1
σ
(
Vt+1
Rt(Vt+1)
) 1
σ
−γ
.
Compare this SDF with corresponding expression for power utility function. Note that if
one imposes the restriction that risk aversion parameter is the reciprocal of intertemporal
substitution coefficient, γ = 1σ , then Epstein-Zin SDF reduces to the one implied by power
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utility function.
As it was shown by Epstein and Zin (1989) EZ utility implies the following SDF in terms
of well known and measurable quantities:
St,t+1 = β
(
Ct+1
Ct
) 1−γ
1−σ (
βRmt,t+1
) 1−γσ
σ−1 ,
hence the SDF in matrix form is
SZ = βPΛ
1−γ
1−σ  (βRm) 1−γσσ−1 = SX 
(
βRmΛ−1
) 1−γσ
σ−1 = SX K, (1.3)
where Rmt,t+1 is the return on market portfolio. As it is commonly used in the literature (see e.g.
Garcia and Renault, 1998), market payoff is the total endowment of the economy, Ct. Hence,
the return is expressed as Rmt,t+1 =
Pmt+1+Ct+1
Pmt
, where Pmt is the price of market portfolio. In
the current model consumption growth rates are known but market returns necessary for asset
pricing are not.
Clearly, the asset price computed using EZ utility coincides with the one from expected
utility with restriction that 1/σ = γ. As a confirmation of note that SDF derived from EZ
utility (1.3) reduces to SDF in expected utility (1.2).
Now take β = 1 and γ = 0. This extreme case implies that the SDF is not constant and
equal to
St,t+1 =
(
Rmt+1
Ct
Ct+1
) 1
σ−1
.
Note that γ = 0 corresponds to risk-neutral agent. Even with such an agent, the SDF re-
mains random and will certainly covary with consumption equity and even with some dividend
streams. Thus, the risk premium is not expected to be zero even for a risk-neutral agent.
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1.2.4 Pricing with GDA utility
The SDF for Generalized Disappointment Aversion (GDA) developed by Bonomo and Garcia
(1994); Bonomo et al. (2009, 2010)
St,t+1 =β
(
Ct+1
Ct
)− 1
σ
(
Vt+1
Rt(Vt+1)
) 1
σ
−γ 1 + (α− 1) I
(
Vt+1
Rt(Vt+1) < κ
)
1 + κ1−γ (α− 1)EtI
(
Vt+1
Rt(Vt+1) < κ
) ,
where parameter α is interpreted as disappointment aversion, and κ as disappointment thresh-
old. They show that the SDF may be rewritten as
St,t+1 = h1−γt+1
(
Rmt+1
)−1 1 + (α− 1) I (ht,t+1 < κ)
1 + κ1−γ (α− 1)EtI (ht,t+1 < κ) ,
where
ht,t+1 =
(
Ct+1
Ct
) 1
1−σ (
βRmt,t+1
) σ
σ−1 .
In matrix notation that would look as follows:
SG = SZ 
[ 1 + (α− 1) I (H < κ)
1 + κ1−γ (α− 1)EtI (H < κ)1Tn
]
= SZ  G,
where conditional expectation is
EtI (H < κ) = [P I (H < κ)]1n,
and
H = (βRm)
σ
σ−1 Λ
1
1−σ .
Note that whenever α = 1 we are back to the case of EZ utility.
In order to understand the inner workings of this utility function let me take γ = 0, σ =∞,
κ = β = 1, and conditional on the current state of the economy market return is equally likely
to be above or below one. This combination of preference parameters reduces the SDF to the
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following expression:
St,t+1 =
1 + (α− 1) I
(
Rmt,t+1 < 1
)
1 + (α− 1)EtI
(
Rmt,t+1 < 1
) =

1, if Rmt,t+1 ≥ 1
α > 1, if Rmt,t+1 < 1
(1 + α) /2 . (1.4)
Now everything depends on the market return. This implies only two possible values for the
SDF: 2/ (1 + α) and 2α/ (1 + α). The ratio between these two is α. As long as this parameter
is chosen to be greater than one, the ratio between two possible SDF values is greater than one.
Moreover, the larger SDF value corresponds to the negative outcome of the economy, when
consumption equity looses in value. Hence, the SDF becomes amplified for bad outcomes.
This creates negative covariance between SDF and risky return. In addition, even when other
utilities imply constant SDF, GDA utility implies truly stochastic discount factor.
1.2.5 General solution
Next, price of an asset can be written as conditional expectation of discounted future payoff
(price plus dividend):
Pt = Et [St,t+1 (Pt+1 +Dt+1)] . (1.5)
Since the solution is time invariant, we can write the price indexed by state and conditional
on initial dividend value d as
P (d, i) =
n∑
j=1
sij [P (dνj , j) + dνj ] .
Since price is homogeneous of degree one in d, the solution can be written as P (d, i) = wid.
Here wi is a state dependent but time homogeneous price-dividend ratio. This implies the
following n equations with n unknowns:
wi =
n∑
j=1
sijνj (wj + 1) .
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Or with vector notation w = [w1, . . . , wn]T , these equations can be written as
w = Q (w + 1n) ,
It is straightforward to get the solution for the price-dividend ratio vector:
w =
[
Q−1 − In
]−1
1n. (1.6)
This formula is to be used for any utility function and any asset considered in this paper.
Equivalent system of equations that is more suitable for numerical solution methods may be
written as
1n = [SRe]1n,
where
Re = w−1 (w + 1n)T Θ.
In order to solve the model with EZ utility it is first necessary to find the expression for the
market return Rm. Provided that the solution is time invariant and homogeneous of degree
one, then market return may be written in terms of consumption growth rates λj and market
price-dividend ratio wmj :
Rmij =
P (λjc, j) + λjc
P (c, i) = λj
wmj + 1
wmi
,
or in matrix notation
Rm = w−1m (wm + 1n)T Λ.
Substitute this expression in order to get explicit expression for matrix SDF in EZ case:
SZ =βPΛ
1−a
1−σ  (βRm) 1−aσσ−1
=βPΛ−a 
[
βw−1m (wm + 1n)T
] 1−aσ
σ−1
=SX K.
(1.7)
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Given the SDF matrix it is the following system of equations that is to be solved on the first
step:
1n = [SRm]1n.
This generic equation is to be used to solve for price-dividend ratio for both EZ and GDA
utility functions6. The second step uses (1.6) to solve for price-dividend ratio of a generic
asset.
6This system of n non-linear equations with n unknowns does not have a closed form solution so numerical
methods provided by MatLab non-linear equation solver are used in empirical section.
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1.3 Model Analysis
In this section I present the analytical investigation of the model. I intent to show that in
discrete time the EZ utility which is a modification of expected utility is very close to being
transient. The distance depends on how large and how volatile market price-dividend ratios. I
will also show that the GDA utility modification is permanent in the sense that it modifies risk-
neutral probability distribution. This will increase SDF variance and eventually the distance
between the long-term risky and riskless returns, the risk premium.
1.3.1 Permanent and Transient Modifications
As it was highlighted in Section 1.2 the multiplicative decomposition of an SDF transition
matrix takes the form
S = exp (ρ)× Φ× Sˆ× Φ−1. (1.8)
where ρ is the largest real eigenvalue of the matrix S, Φ = diag (φ) is the diagonal matrix, φ
is the corresponding n× 1 eigenvector.
Here Sˆ plays a role of probability transition matrix but with risk-neutral probabilities that
take into account preference structure and attitudes toward risk. In terminology of Hansen
and Scheinkman (2009) this matrix is a permanent component. This applies for the following
intuitive reason. Suppose we are interested in pricing dividend flow over certain horizon h.
For that we have to take the power of the pricing transition matrix and multiply it by the
vector of stationary payoffs. So the h’s power of a generic transition matrix is
Sh = exp (ρh)× Φ× Sˆh × Φ−1.
Notice that cumulative multiplication of the matrix cancels out Φ and Φ−1 in the middle so
that the only accumulated components are exponential growth and Sˆ. Hence, any change in
this matrix propagates to any horizon. At the same time, this justifies the terminology for Φ,
transient component.
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Now consider that we have a modification of the SDF transition matrix that fits into the
following form:
S˜ = W−1 × S×W, (1.9)
where W is a diagonal matrix. Using this modification multiply the original decomposition
(1.8) from the right by W and by its inverse on the left:
W−1SW = exp (ρ)×W−1Φ× Sˆ× Φ−1W.
The left hand side should immediately be recognized as the modified matrix S˜. But does the
right-hand side remains the multiplicative decomposition? The answer is yes due to the same
intuition I outlined above:
S˜h = exp (ρh)×W−1Φ× Sˆh × Φ−1W.
The diagonal matrices W−1Φ and Φ−1W are not compounded, while exponential growth and
Sˆ are. Even more important that growth and permanent component are unaltered. All of the
modification is gone to the transient component. Such a modification of a transition matrix
may be called transient.
From the definition of EZ stochastic discount factor matrix in (1.7) it follows that the
modification of expected utility SDF takes the following form:
SZ = W−θ × SX × (W + I)θ ,
where θ = 1−aσσ−1 and W is the diagonal matrix of market price-dividend ratios. Suppose that
the decomposition of SX is the same as in (1.8).
Once again, our eventual target is pricing of the long dated assets. So, for a start take the
second power of the SDF matrix:
S2Z = W−θ × SX ×
(
I+W−1
)θ × SX × (W + I)θ .
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Clearly, the term in the middle does not reduce to the identity. On the other hand, if the
diagonal elements of W , market price-dividend ratios, are large enough, and power θ is not
too large, then the middle term may be considered relatively small. Moreover, if the diagonal
elements are not significantly different from each other, then the major effect is only in scaling.
So I may write approximate relationship
ShZ ≈ exp (ρZh)× ΦW−θ × SˆhX × (W + I)θ Φ−1.
I expect that the growth/decay ρZ of EZ transition matrix will be different than that of
expected utility since it has to compensate the growth/decay of the matrix
(
I+W−1
)θ. So
the EZ modification is approximately transient in discrete time. Hansen et al. (2008) show
that in continuous time the same modification is exactly transient. Here, the magnitude of
the transient effect depends on the magnitude and variation of market price-dividend ratios
which are the entries of matrix W . The smaller and more variable they are – the closer the
modification to being transient.
We see that the growth rate of EZ discount factor may be different from the one implied
by the expected utility. Hence, long-term expected returns will be different in both model. I
intent to show that although long-term returns are different, the long-term risk premia are the
same. Consider the pricing transition matrix of the expected utility, QX = SXΛ, and using
the decomposition of SDF matrix write
QX = SXΛ = exp (ρX)× ΦX × SˆXΛ× Φ−1X .
Naturally, the matrix SˆXΛ does not posses the property of probability transition matrix. So,
decompose it as
SˆXΛ = exp (ρ˜X)× Φ˜X × S˜X × Φ˜−1X ,
and plug this decomposition back to pricing matrix:
QX = exp (ρX + ρ˜X)× ΦXΦ˜X × S˜X × Φ˜−1X Φ−1X .
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Similarly, decompose the pricing matrix of EZ utility function:
QZ ≈ exp (ρZ + ρ˜X)× ΦXΦ˜XW−θ × S˜X × (W + I)θ Φ˜−1X Φ−1X .
Notice that both pricing matrices, QX and QZ , have exactly the same modification ρ˜X in the
growth rate. In this notation the long-term risk-free rate is defined as (−ρX) and (−ρZ) for
EU and EZ models, respectively. Long-term expected asset return is determined by dividend
growth matrix which is unaltered, and by pricing matrix growth rates (ρX + ρ˜X) and (ρZ + ρ˜X)
for each model. This leaves the difference between risky and riskless returns equal to ρ˜X for
each of the two models. In other words, this proves that the long-term risk premia are very
close to each other in EU and EZ models. This conclusion is solely due to the fact that the
permanent component, or risk-neutral probability transition matrix, is shared by both models.
Consider the modification of SDF implied by the GDA utility function. Recall that this
modification takes the form
SG = SZ 
[ 1 + (α− 1) I (H < κ)
1 + κ1−γ (α− 1)EtI (H < κ)1Tn
]
= SZ  G,
where conditional expectation is
EtI (H < κ) = [P I (H < κ)]1n,
and
H = (βRm)
σ
σ−1 Λ
1
1−σ .
Clearly, this modification may not be represented in the symmetric form in (1.9) or even the
one implied by EZ utility. Take for example the extreme case where risk aversion is zero, γ = 0,
elasticity of intertemporal substitution is infinite, σ = ∞, discount rate and disappointment
threshold are one, κ = β = 1, and conditional on the current state of the economy market
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return is equally likely to be above or below one. This restriction produces SDF as in (1.4):
SGDAt,t+1 = G =

1, if Rmt,t+1 ≥ 1
α > 1, if Rmt,t+1 < 1
(1 + α) /2 .
Note that for a given current state of the economy the SDF takes only two values, 1 and α,
up to a constant 21+α . In order for this modification to be symmetric in the sense of (1.9), the
SDF has to take at least three values one of which should be 1/α, which is not the case here.
Hence, the modification is not symmetric and does not admit the form in (1.9).
So, the decomposition of the SDF is
ShG = exp (ρGh)× ΦG × SˆhG × Φ−1G .
Each component in this decomposition is potentially different from its counterpart of other
utilities. Most importantly, the permanent component, the risk-neutral probability transition
matrix, is modified. So the GDA utility modification may be considered permanent. Recall
that GDA is constructed in such a way that it is amplified when the future outcome is perceived
to be bad for an investor. This implies that the risk-neutral probabilities will be skewed towards
possible economic downturns. Inevitably such tilt in probabilities will amplify the negative
covariance of the SDF and risky returns. This in turn will lead to the increased distance
between growth rates in risky and riskless returns. Hence, the long-term risk premium is
expected to be amplified along with the short one.
1.3.2 Risk Premia Approximation
In this section I present an approximate analytical solution in the simplest possible case of the
two-state economy. This solution will give me a general idea of differences between short and
long horizon risk compensation. Assume that we are in the two-state world with consumption
going up or down. Now think of an asset with a pro- or countercyclical dividend flow. Pro
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cyclical dividends would increase with consumption increase although at a different pace. This
set up is a generalization of the model developed by Mehra and Prescott (1985).
Assumption 2. (Consumption and dividend dynamics) Let consumption evolve with growth
rates λ1,2 = 1 +µc± δc with λ1 ≥ λ2. Growth rates of generic asset dividends in corresponding
states are ν1,2 = 1 + µe ± δe with ν1 ≷ ν2. Here µc, µe, δc, δe ≥ 0. Moreover, transition
probabilities are p11 = p22 = p, p12 = p21 = 1− p with p ∈ [0, 1].
The relation between ν1 and ν2 would determine if an asset is pro cyclical (ν1 > ν2) or
countercyclical (ν1 < ν2). It is easy to show that Corr (λ, ν) = sgn (ν1 − ν2) (both conditional
and unconditional). Also note that this does not imply perfect absolute correlation between
market and asset returns.
In this simple model the first and second moments of consumption growth are conveniently
mapped to model parameters. First, stationary mean and variance of consumption growth
rate:
Ext =
1
2 (λ1 + λ2) = 1 + µc, V xt =
1
4 (λ1 − λ2)
2 = δ2c .
Conditional means:
E [xt|xt−1 = λ1] =pλ1 + (1− p)λ2 = 1 + µc + δc (2p− 1) ,
E [xt|xt−1 = λ2] = (1− p)λ1 + pλ2 = 1 + µc − δc (2p− 1) .
First order autocorrelation:
Corr (xt, xt−1) =
Cov (xt, xt−1)
V xt
= 2p− 1.
Dividend growth yt moments are analogous. These derivations show that in the two-state
economy as in Assumption 2 the growth rate moments have convenient one-to-one mapping
from model parameters µ, δ, and p. The first parameter becomes mean growth rate, the second
is its standard deviation, and the last one is a positive linear function of autocorrelation. Such
a connection between model parameters and growth rate moments substantially simplifies the
subsequent analysis. Note that in a model with a greater number of states, non-restricted
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growth rates, and transition probabilities, there does not exist a on-to-one mapping between
numerous parameters, mean, variance, and autocorrelation. This justifies the use of the two-
state model.
1.3.3 Short-term risk premium
First of all denote λˆ = λ1/λ2 and νˆ = ν1/ν2. In Appendix A.2 I show that in proximity of
a = 0, or p = 0, or p = 1, or νˆ, λˆ = 1 the expected short-term (one period) risk premium
implied by GDA utility function is
RP eG1 ≈ p (1− p)
(
νˆ
w1 + 1
w2 + 1
− 1
)[
a
(
λˆ− 1
)
+ 12
(
g12
g11
+ g22
g21
)(
wm1 + 1
wm2 + 1
) aσ−1
σ−1 − 1
]
.
As we know, EZ utility is a specific case of GDA given disappointment aversion is zero,
α = 0. Applying this restriction to the above expression I obtain
RP eK1 ≈ p (1− p)
(
νˆ
w1 + 1
w2 + 1
− 1
)[
a
(
λˆ− 1
)
+
(
wm1 + 1
wm2 + 1
) aσ−1
σ−1 − 1
]
.
Similarly, expected utility is only a specific case of EZ if risk aversion is zero, a = 0. This
restriction further simplifies the expression for the risk premium:
RP eX1 ≈ ap (1− p)
(
λˆ− 1
)(
νˆ
w1 + 1
w2 + 1
− 1
)
.
Note that all three expressions are increasing functions of the risk aversion a. But at the
same time, if one thinks of a risk-neutral agent, that is a = 0, the only risk premium that
unambiguously becomes zero is the one implied by expected utility. The other two are non-zero
in general. First look at the EZ risk premium. The additional term differentiating EZ from its
specific case depends on the ratio of market price-dividend ratios. As long as the two do not
differ much across economy states, the ratio will be close to one, and the risk premium close
to zero.
The situation with GDA risk premium is potentially quite different. Using the definition
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of GDA stochastic discount factor,
g12
g11
= 1 +
(
α−1 − 1) I (h12 < κ)
1 + (α−1 − 1) I (h11 < κ) , and
g22
g21
= 1 +
(
α−1 − 1) I (h22 < κ)
1 + (α−1 − 1) I (h21 < κ) .
Given certain combinations of parameters that sufficiently differentiate GDA utility from EZ,
it is likely to see α or 1/α as the values for the above ratios. So for disappointment aversion
parameter α sufficiently below one these ratios are also very far from one. Hence, I expect
that the risk premium implied by GDA utility is very far from zero even for risk-neutral agent
in the sense of EZ and expected utilities.
Now look at the effects of other parameters. Probability parameter p is interpreted as
persistence of growth rates or equivalently as a measure of predictability. Values of p far from
50% are a sign of large absolute autocorrelation and therefore greater predictability. So at
least the first order effect of p being close to 50% or increased uncertainty is an increase in
risk compensation.
Also note that risk premium is an increasing function of percent ratio between consumption
growth rates
(
λˆ− 1
)
.
Next, observe that all three expressions have a common multiplier,
p (1− p)
(
νˆ
w1 + 1
w2 + 1
− 1
)
.
Although analytically it is the same, numerically it will be different as long as price-dividend
ratios are different for each model. Analytically the last term in this expression is interpreted
as a percentage difference between future asset payoff in the good state, ν1 (w1 + 1), and in the
bad state ν2 (w2 + 1). This ratio is in direct connection with the range of payoff fluctuations.
The wider payoff fluctuations – the larger the risk premium.
Having the above expressions it is quite natural to restrict them to the case of consumption
equity to obtain the expression for market risk premium. This restriction is written as ν1 = λ1
and ν2 = λ2, which implies νˆ = λˆ. This leads to the following ratio between equity and market
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risk premiums:
RP e1
RPm1
≈
(
νˆ
w1 + 1
w2 + 1
− 1
)/(
λˆ
wm1 + 1
wm2 + 1
− 1
)
.
The term
(
νˆ w1+1w2+1 − 1
)
should be thought of as the percent ratio between asset payoffs in differ-
ent states of the economy. The denominator is the percent ratio between future consumption
in different states of the economy. Consequently, this construct is immediately recognized as
the elasticity of substitution between equity and market payoffs. Naturally, if dividends grow
at the same rates as consumption, this ratio will be equal to one. We will see later that analo-
gous ratio of long-term risk premia is substantially simpler and only depends on growth rates
of consumption and dividends.
1.3.4 Long-term risk premium
In Section A.2 I show that in proximity of a = 0, or p = 0, or p = 1, or νˆ, λˆ = 1 the expected
long-term risk premium implied by GDA utility function is
RP eG∞ ≈ p2 (νˆ − 1)
[
a
(
λˆ− 1
)
+ (kg22/g11 − 1)
]
.
Similarly to the previous section I set α = 1 in order to obtain EZ implied risk premium:
RP eK∞ ≈ p2 (νˆ − 1)
[
a
(
λˆ− 1
)
+ (k − 1)
]
.
And the last one, expected utility risk premium, is obtained by setting a = 1/σ:
RP eX∞ ≈ ap2 (νˆ − 1)
(
λˆ− 1
)
.
First of all note that again the risk premia are increasing functions of risk aversion param-
eter a. But, in contrast to expected utility where risk neutral agent receives no compensation,
both GDA and EZ preferences imply non-zero compensation in general. As I argued in the
previous section parameter k is very close to zero as long as price-dividend ratios do not vary
substantially across economy states. At the same time the ratio g22/g11 is likely to be equal
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to
1 + κ1−a
(
α−1 − 1)E2I (h2· < κ)
1 + κ1−a (α−1 − 1)E1I (h1· < κ) .
It is much more likely that an agent will be disappointed while currently being in the good
state of the economy. So it is more realistic to assume that this ratio is substantially greater
than one. This suggests that GDA implied long-term risk premium will be much different from
zero for risk-neutral agent as measured by a.
Next note that two restrictions, ν1 = λ1 and ν2 = λ2, give us market risk premium in the
long term. Factorizing the common multiplier from all formulas one obtains the following ratio
of equity and market risk premia:
RP e∞
RPm∞
= νˆ − 1
λˆ− 1 .
This ratio is common for all three utility functions. Furthermore, it does not depend on prefer-
ence parameters. This ratio should be recognized as elasticity of substitution between dividend
and consumption growth rates. In particular, when dividends growth rates are identical to
those of consumption, this ratio is equal to one. If dividends grow but do not vary across
states, this ratio is equal to zero. This goes in contrast with short-term premium ratio where
even for equal dividend growth rates, price dividend ratios are still different across states. In
short term this ratio is equal to zero only when future asset payoffs, not growth rates, are
equal across states, ν1 (w1 + 1) = ν2 (w2 + 1).
27
1.4 Data and estimation
1.4.1 Data description
The data for the US annual aggregate real consumption and the US population is taken from
Federal Reserve bank of St. Louis7. Dividing aggregate consumption by population and
converting to growth rates I obtain real consumption per person growth rate which plays the
role of market dividend growth series. The data range spans almost 80 years from 1930 to
2009.
The data on stock returns as well as risk-free and market returns were taken from Fama-
French data library8. I have chosen to work with decile portfolios sorted by book-to-market
(BM), dividend yield (DP), and size (ME) which are constructed by Fama and French (1993).
The reason I restricted my attention to these three sorts is that these are the only series
that start at 1930. This source contains two versions of nominal gross returns: including
and excluding dividends. These data allows to extract dividend growth rates necessary for
empirical investigation of this paper.
Denote two versions of returns reported as follows:
RPit =
Pit
Pit−1
, Rit =
Pit +Dit
Pit−1
= RPit +
Dit
Pit−1
.
From this I can infer current dividends:
Dit = Pit−1
(
Rit −RPit
)
,
and consequently, dividend growth rate:
dit =
Dit
Dit−1
− 1 =
Pit−1
(
Rit −RPit
)
Pit−2
(
Rit−1 −RPit−1
) − 1 = RPit−1 Rit −RPitRit−1 −RPit−1 − 1.
7http://research.stlouisfed.org/fred2/
8http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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These are nominal growth rates and need to be converted to real by subtracting inflation
rate. I obtain annual inflation series from the US Bureau of Labor Statistics9.
Call the total risk free return as Rft , total market return as Rmt , and ith portfolio return
as Rit. Using these data I am able to compute estimate unconditional expectation of short and
long excess returns for each portfolio
R̂P i1 = log
(
1
T
T∑
t=1
Rit
)
− log
(
1
T
T∑
t=1
Rft
)
,
and
R̂P i∞ = log
(
T∏
t=1
Rit
) 1
T
− log
(
T∏
t=1
Rtt
) 1
T
= 1
T
T∑
t=1
(
logRit − logRft
)
.
Market excess return is computed analogously.
Descriptive statistics for annual consumption growth, inflation, market returns, and risk-
free returns are given in the Table A.1 on page 107. Means and standard deviations of dividend
growth rates and annual returns on thirty sorted portfolios are given in the Table A.2 on page
107.
1.4.2 Estimation
In order to quantify implications of the model I have chosen a different approach that was used
by Mehra and Prescott (1985) who used the one-to-one connection between model parameters
and growth rate moments to match them with historical US consumption data. There are
three parameters to match, µ, δ, p, and three empirical moments, mean, standard deviation,
and first order autocorrelation.
In this paper I use instead the approach suggested by Tauchen (1986) to estimate Markov
transition matrix and growth rates of consumption and dividends. Two features of their
estimation procedure are decisive factors in my choice. First, the method works for any finite
number of states, not just two. Second, the method works both for univariate time series and
9http://www.bls.gov/cpi/
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multivariate which allows to estimate joint dynamics of consumption and dividends.
The essence of the method is to fit VAR(1) to the data and estimate model errors that
are assumed to be independent. These errors are used to estimate its univariate densities
for example by non-parametric kernel methods. I used nonparametric density estimator with
default bandwidth and Gaussian kernel provided by MatLab. Equally spaced grid is then used
to assign probabilities to the finite number of intervals on the grid. Transition probabilities
for the original processes are backed out from the VAR structure and its parameter estimates.
Available data on dividend growth rates on monthly time scale is extremely noisy in com-
parison to consumption growth data. So I work with the annual data only.
30
1.5 Results
The analysis of model solution is performed through the sensitivity analysis of asset return
moments. Table A.3 on page 108 shows the benchmark parameter values. Given these values
I vary each parameter over the large intervals in order to understand the effects of each one
on asset pricing implications.
This section is organized as follows. Section Section 1.5.1 analyzes numerical decomposition
of the SDF matrix. Section Section 1.5.2 breaks down market return into permanent and
transitory components and shows their dependence on model parameters. Section Section
1.5.3 looks at the term structure of risk premia and its components.
1.5.1 Transition matrix decomposition
In this section I discuss numerical results of the SDF matrix decomposition. It will show that
the permanent component, or subjective probability transition matrix, is almost the same for
expected and EZ utility functions. On the other hand, the subjective probability distribution
implied by GDA is tilted toward bad economy outcomes.
Table A.5 on page 109 reports SDF matrices and its decomposition for each of the three
utility functions. The first row and first column of each matrix corresponds to the low con-
sumption growth.
First of all note that the modification matrix of EZ utility, K, has the diagonal elements very
close to one and off diagonal elements being almost reciprocal of each other. This numerical
result simply follows from construction of this matrix as a ratio of market price-dividend ratios.
As it was shown in Section 1.3 this modification of the SDF is representable in the form
SZ = W−θ × SX × (W + I)θ ,
where W is the diagonal matrix with market price-dividend ratios, and θ = 1−aσσ−1 . In the same
section I have argued that as long as P/D ratios are large and not volatile, the modification
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is very close to being perfectly transient as in continuous time. But in discrete time it is not
exactly transient as evident from the table that shows some deviation in SˆZ and SˆX .
Also note that the decay rate of the SDF matrix in case of EZ utility is -1.02 whereas
in case of expected utility it is -6.08. This is expected since for the benchmark parameter
estimates θ is negative, which makes
(
I+W−1
)θ to contribute to SDF decay. Hence, in order
to compensate for this decay the growth rate of EZ discount factor has to be larger. But at the
same time, since the subjective distribution is negligibly different for both utility functions,
and its variance is almost the same, 0.35 for EU against 0.34 for EZ, the distance between two
growth rates, SDF and pricing transition, is only slightly different, 0.84 against 0.82.
To wrap up comparison between EU and EZ utilities notice almost twice the difference
between their SDF matrices, 0.14 against 0.32, respectively. This large variance contributes
to the improved risk premium in the short term implied by EZ utility function.
Now look at the modification of EZ utility by the matrix G, GDA utility. This matrix
does not have diagonal elements close to one, and off diagonal elements are far from being
reciprocal of each other. This makes impossible to decompose this matrix into the product of
stationary components as it was done for EZ preferences. As it was shown in Section 1.3 such a
modification should inevitably alter subjective probabilities. This theoretical intuition is fully
supported by empirical results. Notice the permanent component of the GDA discount factor
is heavily skewed toward future possible recession. This implies almost three-fold increase in
the variance of the permanent component, 0.99 for GDA against 0.34 for EU and EZ. Hence,
the difference in growth speed between SDF and pricing matrix is amplified, 1.89 against 0.82.
Finally, note the three-fold increase in the variance of the SDF itself, 0.96 for GDA against
0.32 for EZ. This contributes another increase in the magnitude of the short-term risk premium,
in addition to EZ implied premium. So it is clear that the GDA modification of the previous
two utility functions has a permanent effect and is reflected in the amplified long-term risk
premium.
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1.5.2 Term components of market returns
In this section I concentrate on decomposition of returns and risk premium into permanent
and transitory components as defined in (1.1). Main questions to be considered are the rel-
ative magnitude of one period risk premium and its permanent component, and comparative
sensitivity of both to model parameters. I set the default parameter values to those listed in
Table A.3 on page 108 and vary each in some wide but reasonable range. This gives me almost
complete picture of main factors affecting both permanent and transitory components of risk
premia.
Each figure in Section A.1.2 is a panel of three graphs. From left to right these graphs
represent one period market risk premium, infinite holding risk premium, and term premium
as a difference of the above. All three utility models are included in the analysis.
1.5.2.1 Sensitivity to risk aversion
I start with the effect of conventional risk aversion parameter depicted in Figure A.1 on page
110. First of all note that the expected utility implied infinite period risk premium coincides
with the one implied by EZ utility. At the same time implied short-term premia are sharply
different for each model. This result has important implications for future research. If one is
focused on the the permanent component of the market risk premium alone, it does not bring
any benefit to use harder to deal with EZ preference structure.
At the same time it makes all the difference to use GDA preferences which produce com-
pletely different values in the long term. That is, permanent component of the risk premium
is close to 4% with slight difference across risk aversion a. Long-term market return is almost
constant at 6%, risk-free rate is around 2%.
Now most importantly note that the implied term premium is positive but slightly below
1% for both EZ and GDA utility and across all risk aversion values. This means that all
risk premium generated by the model consists mainly of permanent component. The model
simply does not generate enough of time varying risk to explain any of the transitory effects
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in short-term risk premium and net return itself. That certainly looks like a big downside of
such a simple model. But at the same time it shows that even such a simple model comes very
close to capturing one of the components of the risk premium.
1.5.2.2 Sensitivity to elasticity of intertemporal substitution
Figure A.2 on page 110 shows the effects of elasticity of intertemporal substitution. The most
striking result is that elasticity at least for the chosen range of sensible values does not affect
permanent component of risk premium. Market and risk-free returns are affected by elasticity
but at the same scale so the effect is canceled out after taking the difference. Intuitively this
result should not come as a surprise. After all the elasticity measures the willingness of an
investor to substitute between consecutive periods of consumption. In contrast, an investor
holding an asset for infinite period of time does not perform any intertemporal trading, she
gambles with an infinite consumption stream.
Due to the fact that elasticity is not an input to permanent component, it has a large effect
on the term premium. For both EZ and GDA utilities and almost whole range of elasticity
this transitory component is positive and becomes even larger for σ below one.
1.5.2.3 Sensitivity to generalized disappointment aversion
Disappointment aversion is only the input to the GDA utility function so in the Figure A.3 on
page 111 we see only one set of implied values changing. This parameter has the same effect
on the long-term premium, market return, and risk-free rate as on corresponding values in the
short term. In contrast, term premium tends to zero as we go further from specific case of EZ
utility where α = 1.
1.5.2.4 Sensitivity to disappointment threshold
One more parameter that affects only implications of GDA utility is the disappointment thresh-
old. The effects are shown in Figure A.4 on page 111. Note that except for those threshold
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values where more states of economy become disappointing, permanent component of market
risk premium is insensitive to this parameter. Term premium although close to zero has a
different sign for some parameter values. For κ greater than 1.1 it is negative and makes
long-term investments less risky.
It is interesting to highlight that time separable preferences are able to match exactly
both short return, long return, and consequently their difference. But this match is offset by
extremely large values of risk-free rate, although not as extreme 6% in the long term.
1.5.2.5 Sensitivity to transition probability
Now look at the effect of transition probability depicted in the Figure A.5 on page 112. Once
again notice that expected utility function gives the same values for the permanent component
of risk premium as does EZ model. But this coincidence is overshadowed by extremely large
long-term market return and risk-free rate.
Now consider the term premium implied by EZ and GDA utilities. It is positive and
becomes larger as parameter p increases. This means that long-term asset becomes more risky
with increased persistence of economy states. Intuitively this makes sense since for the short-
term investor the future payoff is more predictable and hence less risky. For the long-term
investor only the stationary distribution of payoffs matters, and in this particular model the
stationary distribution is unaltered by the change in the single parameter p. Note that most of
the term premium gains are due to higher long-term market return. Risk-free rate transitory
component is much less sensitive to consumption persistence.
1.5.2.6 Sensitivity to mean consumption growth
Now I work with parameters determining consumption growth dynamics. Th results are shown
in the Figure A.6 on page 112. Recall that mean consumption growth only affects the scale
of net market return and risk-free rate, but not their difference. It turns out that the same
observation applies to the permanent component. Even more, both EZ and GDA utilities
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imply almost zero transitory components in term premium, market return, and risk-free rate
for all mean growth values.
1.5.2.7 Sensitivity to variance of consumption growth
Figure A.7 on page 113 shows the effect of the second parameter affecting consumption dy-
namics, standard deviation. Once again we see very similar behavior of risk premium, market
return, and risk-free return both in short and long-term for all values of consumption growth
second moment. This results in a very small transitory components. It is positive in general
but whether it is meaningfully different from zero remains an open question.
1.5.3 Expected returns over different horizons
In the previous sections I was concentrated on two opposite ends of returns and risk premium:
permanent and transitory components. The later was only considered for one year period. To
complete the picture I compute time series of returns and risk premium. To keep the analysis
concise and general enough I work with market return, and two different assets. One is slightly
more volatile than consumption itself and is fully characterized by mean dividend growth of
2% and standard deviation of 5%. The second asset has faster growing and more volatile
dividends, mean - 20%, standard deviation - 10%. All the rest of the benchmark parameters
are given in Table A.3 on page 108. The results are given in the Appendix Section A.1.3. Each
of the panel in this section is dedicated to one of the chosen assets. Time span of 50 years
seem to be enough for showing dynamic features of each time series.
Figure A.8 on page 113 shows time series of expected market risk premium for all three
utility functions. Note that values implied by expected utility for given benchmark parameters
starts far below in comparison to other series. On the plots we see that the time dynamics
of both EZ and GDA utilities is very similar. These two model’s implications differ only in
magnitude. The next observation is that market return does not change much over time and
almost from the start contains only its permanent component for EZ and GDA utilities. What
changes over time are risk premium and risk-free rate. The former goes to its asymptote
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while monotonically increasing. The later monotonically decreases and flats out roughly after
5 years. This monotonic dynamics suggests that there are no inherent competing forces in the
model. Moreover, flat term structure of gross market return and decreasing term component
in the risk-free rate amounts to say that the market risk premium grows in the long term
thanks to safe assets becoming even safer.
Now look at Figure A.9 on page 114 that shows the dynamics of relatively safe stock return,
its risk premium, and its difference with premium on the market. Notice that there are no
substantial differences with the previous picture. Asset return is still flat over time at least for
EZ and GDA utilities. Risk premium is increasing but mainly due to lower long-term risk-free
rate. Moreover, difference between asset and market risk premia is below 1% which is expected
due to very similar characteristics of consumption and dividend growth. Figure A.10 on page
114 exposes very similar term structure although at a different magnitude reaching 7% and 9%
for EU/EZ and GDA utilities, respectively. Risk premium difference over the market becomes
sizable, reaches over 4%.
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1.6 Conclusion
This paper builds on several strands of literature. In contrast to Mehra and Prescott (1985)
I build the asset pricing model with an arbitrary finite number of economy states. This as-
sumption leads to convenient matrix representations of several asset pricing features. Operator
methods introduced by Hansen and Scheinkman (2009) and their multiplicative decomposi-
tion result provide a way to directly compute model implied long-term risk premium. I also
consider differences in implications of the three utility preference structures, expected utility,
recursive Epstein and Zin (1989), and Generalized Disappointment Aversion by Routledge and
Zin (2004).
My main contribution is to demonstrate that the GDA utility is a modification of expected
utility that has both permanent and transitory effects. GDA preferences put excess weight
on the bad outcomes of economy thus altering subjective probabilities. This increases the
variance of SDF and consequently the risk premia at any horizon. This goes in contrast with
EZ utility which is a transient modification of expected utility as shown by Hansen (2008). It
implies different short-term risk premia but identical in the long run.
I also show that in discrete time model EZ modification is not exactly a transient mod-
ification. How close it is to being transient depends on how large and how volatile market
price-dividend ratio is.
Finally, I show that my consumption-based model implies long-term component to be a
major fraction of returns. This means that it is much more feasible to explain features of long
investment horizon where dependence on the current state diminishes exponentially. Short-
term phenomena requires understanding of distinct characteristics of economy regimes.
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Chapter 2
Pricing Central Tendency in Volatility
2.1 Introduction
It is widely accepted that there is a risk of fluctuating volatility. There is some evidence, anal-
ogously to long-term consumption risk literature (Bansal and Yaron, 2004) or central tendency
in interest rates (Balduzzi et al., 1998)1, that there exists a slowly varying component in volatil-
ity. Bollerslev and Mikkelsen (1996) and Andersen and Bollerslev (1997) find strong evidence
of high volatility persistence. Volatility literature concentrates on investigation of two-factor
volatility process, with one factor being very persistent. I propose a different parametrization
of volatility process that includes this persistent component as a stochastic drift or central
tendency of market volatility. The reparametrization is likely observationally equivalent but
has compelling economic interpretation. With this model I am able to price two volatility
components separately.2 I estimate the historical and risk-neutral parameters of the model
jointly using GMM with the data on realized volatility and VIX volatility index and treating
central tendency as completely unobservable.
The main result of the paper is that on average the volatility premium is indistinguishable
from the premium on highly persistent shocks of the central tendency. Even for the short
horizons, where the additional volatility shocks have noticeable variance and correlated with
volatility, the premia are not different. The volatility premium in most part compensates for
the shocks in stochastic volatility drift rather than shocks of fast mean reversion to this central
tendency. Hence, the role of shock persistence is crucial in determining the compensation for
volatility risks.
The model I propose is very similar in structure to Duffie et al. (2000) and Bollerslev
et al. (2010)3 who are generally concerned with memory patterns in stock market volatility
and volatility premium. They employ continuous-time general equilibrium approach together
with Epstein and Zin (1989) time non-separable preferences. These preferences are a crucial
1See also Andersen and Lund (1997); Reschreiter (2010, 2011).
2Adrian and Rosenberg (2008) find some evidence that volatility components risk, both short and long-run,
are priced by analyzing a cross-section of portfolio returns.
3For analogous discrete time approach see Tauchen (2005) and Bollerslev et al. (2009).
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feature of the model that allows to separate volatility and volatility of volatility risk premia.
In my model the second priced factor is central tendency, or stochastic drift of market volatil-
ity. Although the stochastic discount factor in my model does not come from the particular
assumption on investor preference structure, it implies a similar compensation structure for
different sources of volatility risk.
Analogously to continuous time interest rate model of Cox et al. (1985) it became wide
spread in financial literature to model stochastic volatility as a mean-reverting process around
constant mean level. The seminal work in this direction is done by Heston (1993) who proposed
stochastic volatility continuous-time option pricing model. It is also well known that market
volatility is highly persistent and has a thick tailed stationary distribution. Moreover, it is
widely accepted that one-factor stochastic volatility models do not fit well and can not capture
high persistence and thick tails at the same time. The idea of multi-factor volatility model
dates back to Engle and Lee (1996) who consider several specifications of continuous stochastic
volatility model. One of the specifications includes two additive volatility factors one of them
being very persistent. The models are discretized using Euler approximation to match GARCH
form and estimated with QML.
I propose a continuous-time model of market volatility where drift is not constant but
rather stochastic and is driven by a separate mean-reverting stochastic process with its own
random innovation. Andersen and Lund (1997) develop a continuous-time model of interest
rates that has a stochastic drift instead of constant mean level inside of the interest rate
dynamics. In this paper I do the same for stochastic volatility of the return. The appealing
interpretation of such modeling approach, in contrast to additive component representation,
is the interpretation of central tendency as a stochastic mean of volatility which determines
the average level of volatility for a prolonged period of time.
Engle and Lee (1999) propose GARCH-like specification of stochastic volatility with uncon-
ditional mean replaced with slowly varying second GARCH component. In this specification
the difference between two components is interpreted as transitory volatility component. One
of the key limitations of this model is that only one innovation term drives both volatility
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components which does not play well with an idea of several sources of volatility risk. In a
similar modeling approach Christoffersen et al. (2008) stress the result that a two-component
model fits better than a one-component model with jumps.
The disadvantage of GARCH models is that they are not closed under temporal aggrega-
tion (Drost and Nijman, 1993) and parameter estimates are critically dependent on sampling
interval. In this paper I derive exact discretization of the model with stochastic drift. Dis-
cretized joint model of volatility and central tendency is a vector autoregression of the order
one with moving average heteroscedastic error structure of order one. The error structure is
also kept in explicit form of stochastic integrals.
Gallant et al. (1999) estimate two-factor additive stochastic volatility model using Efficient
Method of Moments and find that this model may successfully account for long memory ef-
fect. Chernov et al. (2003) evaluate empirically several continuous-time model specifications of
stochastic volatility. In particular, some specifications include two additive volatility factors.
One factor is responsible for tail thickness of returns, the other reflects volatility persistence.
Corsi (2009) propose an additive cascade model of several volatility components that have
different effect depending on the time horizon. He shows that despite the absence of genuine
long memory the model is very successful in reproducing empirical characteristics of the re-
turns. Duffie et al. (2000) in conclusion to the paper propose a two-factor model of stochastic
volatility model where one factor plays a role of stochastic trend rather than just an addi-
tional additive factor. They argue that given sufficiently small speed of mean reversion this
factor may capture long memory in volatility which is argued to be evident in the data. Bates
(2000) employ the continuous-time model of S&P500 index options with two-factor additive
stochastic volatility. Volatility risk premium is assumed to be exogenous and proportional to
current volatility. This assumption is consistent with simple log utility. Model parameters are
estimated implicitly through minimization of option pricing errors.
When estimating stochastic volatility models the question of measurement is critical.
Clearly, point-in-time volatility in continuous-time model is unobservable. Instead one has
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to use some approximations or implied measures. Andersen and Bollerslev (1998) give theo-
retical justification for approximation of integrated volatility using high-frequency return data.
Bollerslev and Zhou (2002)4 propose an elegant approach to estimate parameters of structural
continuous-time model of returns with stochastic volatility. The main idea is to express mo-
ment conditions in terms of integrated volatility rather than point-in-time values. Historical
integrated volatility is measured as realized volatility or standard deviation of high frequency
returns over daily period. Jiang and Oomen (2007) approach the problem of latent variable
estimation from a different perspective but also on the basis of high-frequency data and GMM.
Joint estimation of the model parameters requires not only historical observation of market
volatility but also a risk-neutral expectation of volatility. Risk-neutral measure relative to ob-
jective measure provides a link to investor preference parameters. Britten-Jones and Neuberger
(2000) provide the theoretical justification for the model-free measure of integrated volatility
which only requires current option prices. Carr and Wu (2009) generalize this approach and
use it to analyze historical dynamics of variance risk premia of multiple indexes and individual
stocks. The general idea of model-free measurement is to use a large set of option prices to
construct a volatility measure. This measure is represented by a VIX volatility index.5
Given a particular stochastic discount factor (SDF) I link parameters of risk-neutral dy-
namics of volatility to its historical evolution. Theoretical model implies that risk-neutral
volatility measure depends not only on historical structural parameters but also on risk prices.
This connection logically requires joint estimation using both volatility measures. Garcia et al.
(2011) estimate parameters of a continuous-time stochastic volatility model both for objective
and risk-neutral distributions jointly. Risk-neutral measure of volatility is based on option
price series expansion. In this paper I estimate joint model using the VIX index which is a
broader and likely less noisy measure of volatility. Chernov and Ghysels (2000) use efficient
method of moments to estimate jointly historical and risk-neutral distribution parameters and
filter out spot volatility. Bollerslev et al. (2011) also estimate joint volatility model but it lacks
4See also Renault (2009)
5See also Jiang and Tian (2007) for detailed justification.
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above mentioned multi-factor volatility specification.
Another contribution relative to methodology of Bollerslev and Zhou (2002) is that I keep
the explicit definitions of model innovations in terms of stochastic integrals. This allows me to
account for all possible interaction between the variables and innovations in analytical form.
In particular, Bollerslev and Zhou (2002) rely on unbiased estimator of squared volatility (see
Renault, 2009).
Inclusion of the stochastic drift in volatility model somewhat complicates econometric
approach. First of all, integrated trend which shows up in discretized model is unobservable
and there is no convenient proxy for it. Hence, I integrate it out which results in higher order
ARMA structure for integrated volatility. But at the same time it preserves identification
of structural model parameters and allows for the use of standard GMM procedure (Hansen,
1982).
Another econometric trick I use in this paper is so called volatility targeting. Since the final
model I use for moment derivation is ARMA-type structure with a constant term, estimation
procedure is very unstable. Demeaning of data and consecutive exclusion of the constant
significantly improves estimation robustness. this requires first step estimation of unconditional
volatility mean. Horvath et al. (2006) establish asymptotic result for unconditional mean
estimator of volatility in GARCH class of models. Francq et al. (2009) argue that this technique
may even be superior in some applications to one step estimation of the full parameter vector.
The rest of the paper is organized as follows. Section 2.2 states the continuous-time stochas-
tic volatility model of the market return both for historical and risk-neutral distributions. Sec-
tion 2.3 shows how to discretize continuous-time model and represent it in terms of integrated
variables. Section 2.4 presents the decomposition of volatility premia and shows theoretical
contribution of central tendency premia. Section 2.5 outlines estimation strategy. Section 1.5
describes empirical results. Section 2.7 concludes.
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2.2 The Model
In this section I present the continuous-time model of the stochastic volatility with the drift
that is also stochastic. This drift represents the persistent central tendency of volatility or
its slowly varying average level. The continuous-time diffusion is basically the extension of
the square-root process used by Heston (1993) for option pricing. I show that with such a
modification my model has a potential of matching the high persistence of volatility observed
in the data as evident from the theoretical autocorrelation function of the spot volatility.
I assume a matching square-root form of stochastic discount factor (SDF) that assigns
prices for shocks both in central tendency and volatility itself. Given the SDF it is easy to
bridge historical distribution of returns, volatility, and central tendency with its equivalent risk-
neutral distribution used for standard no-arbitrage pricing. Under this equivalent distribution
the model form remains intact but most of the parameters are altered. In particular, assuming
negative prices for volatility and central tendency risk, both processes become more persistent
and have a higher unconditional mean level.
Consider the probability space (Ω,F , P ) which is a fundamental space of the stochastic
market price St. Assume that the log of stock price pt = logSt evolves according to the
following stochastic differential equation:
dpt = (µr + µpi) dt+ σtdW rt ,
where constant parameters µr, µpi and stochastic variablesσ2t , yt to be explained later. Here σ2t
plays a role of instantaneous variance of the market return. Define the integrated variance of
the return over the h time interval,
ˆ t+h
t
d [p, p]u =
ˆ t+h
t
σ2udu ≡ Vt,h.
Also assume that this instantaneous volatility mean reverts to a stochastic central tendency
which in turn mean reverts to a constant long-term mean of volatility. This volatility structure
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is similar in spirit to what is suggested by Duffie et al. (2000) in the end of the paper. These
assumptions may be written in diffusion form as follows:
dσ2t =κσ
(
yt − σ2t
)
dt+ ησσtdW σt ,
dyt =κy (µ− yt) dt+ ηy√ytdW yt ,
(2.1)
whereW rt , W σt , andW
y
t are three standardized independent Brownian motion processes under
the historical probability measure P . Under the suitable regularity conditions (see Karatzas
and Shreve, 1997) the above multivariate diffusion has a unique strong dolution on R+. The
parameter vector θ is assumed to lie within some compact set Θ ⊂ Rd. Provided that 2µκy ≥ η2y
the process yt has a stationary Gamma distribution.
The reason I can call yt a central tendency is the following. As I show in Section B.2.2 the
autocorrelation of the spot volatility is given by
Corr
(
σ2t+h, σ
2
t
)
= e−κσh +
(
e−κyh − e−κσh
) κσ
κσ − κy
η2y
κy
(
η2y
κy
+ κσ + κy
κσ
η2σ
κσ
)−1
.
This formula shows that if mean reversion speed of yt is much smaller than the mean reversion
speed of spot volatility itself, then the autocorrelation function in the long horizons will be
mainly due to component e−κyh which decays very slowly with small κy.
Now let the log stochastic discount factor (SDF) process mt = logMt be represented by
the following SDE:
dmt = −µrdt− µpi
σt
dW rt + λσσtdW σt + λy
√
ytdW
y
t . (2.2)
Here the vector
[
µpi
σt
,−λσσt,−λy√yt
]
is interpreted as a vector of risk prices arising from
different sources of uncertainty. The first element of the vector is the price of equity risk, the
second is the price of volatility risk, and the third is the price of risk related to persistent
stochastic mean of volatility.
Applying Girsanov’s theorem to the model at hand I can define the new set of Brownian
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motion processes that are equivalent to the original
dW˜ rt = dW rt +
µpi
σt
dt,
dW˜ σt = dW σt − λσσtdt,
dW˜ yt = dW
y
t − λy
√
ytdt.
This adjustment in Brownian innovations provides a new set of standard uncorrelated Brownian
motions under risk-neutral probability measure Q on (Ω,F).
Under this new probability measure the model may be written as
dpt = µrdt+ σtdW˜ rt ,
dσ2t = κ˜σ
(
y˜t − σ2t
)
dt+ ησσtdW˜ σt , (2.3)
dy˜t = κ˜y (µ˜− y˜t) dt+ η˜y
√
y˜tdW˜
y
t ,
where rescaled central tendency is
y˜t =
κσ
κ˜σ
yt,
and modified parameters are
κ˜σ = κσ − λσησ, κ˜y = κy − λyηy, µ˜ = µκy
κ˜y
κσ
κ˜σ
, η˜y = ηy
√
κσ
κ˜σ
.
Note that in general according to Girsanov’s theorem the shift in drift does not alter the
instantaneous diffusion parameters (in this case ησ and ηy). It may seem that this rule is
broken as the instantaneous diffusion parameter for the central tendency is a multiple of ηy.
This modification is only due to rescaling of yt itself. This rescaling preserves the interpretation
of modified y˜t as a central tendency under the risk-neutral measure.
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2.3 Exact discretization
Clearly, the continuous-time model is a convenient theoretical construct. But in all of the em-
pirical work we only deal with discretely observed data. In this section I show how continuous-
time stochastic volatility model with stochastic mean may be exactly discretized. Even after
discretization the financial literature does not give a fool-proof recipe to measure spot volatil-
ity. It became a de facto standard that we can reliably measure only integrated volatility using
high frequency data. Hence, I proceed in this section by deriving the dynamic discrete model
where state variables are integrated volatility and central tendency. Besides, for further con-
siderations of premia it is crucial to look at figures accumulated over some meaningful amount
of time rather than instantaneous values.
It is well known that the exact discretization of continuous-time square-root process is
a heteroscedastic first order autoregression. Since I have two interacting spot variables, the
discretized system is likely to be of vector autoregressive form of order one. To make a transfer
to the integrated state variables I also integrate the innovations which leads to the same order
one vector autoregression but with more complicated moving average innovations of order one.
One more complication which will become evident later is the necessity to build the discrete
model for variable integrated over a larger period of time than the lag in the autoregression.
In this section I show that the model is not straight vector autoregression anymore but for
estimation method of my choice it does not present a significant problem.
As Section B.2.1 shows in more detail the spot volatility model is discretized as
σ2t+h = Aσhσ2t +Bσhyt + Cσh + σt,h,
yt+h = Ayhyt + C
y
h + 
y
t,h,
(2.4)
where I define coefficients as
Aσh = exp (−κσh) , Bσh =
κσ
κσ − κy
(
Ayh −Aσh
)
, Cσh = µy (1−Aσh −Bσh ) ,
48
and
Ayh = exp (−κyh) , Cyh = µy
(
1−Ayh
)
.
Note that Ayh and Aσh are multiplicative functions of time interval, that is AyuAyv = A
y
u+v.
Subscripted notation for the error terms means that they are amalgamations of continuous
Brownian innovations starting from the moment zero to h. In particular, the error structure
of the discretized model is given as
σt,h = ησ
ˆ t+h
t
σuA
σ
t+h−udW
σ
u + ηy
ˆ t+h
t
√
yuB
σ
t+h−udW
y
u ,
yt,h = ηy
ˆ t+h
t
√
yuA
y
t+h−udW
y
u .
Note that the volatility innovation accumulates Brownian terms from both central tendency
diffusion, and volatility diffusion itself. Also observe that the system in (2.4) is actually a
bivariate vector autoregression of order one with state variables
(
σ2t , yt
)
and heteroscedastic
errors adapted to Ft+h = σ (W σu ,W yu |u ≤ t+ h).
Clearly, the same discretization technique may be applied to the risk-neutral model in
(2.3). So I have
σ2t+h = A˜σhσ2t + B˜σh y˜t + C˜σh + ˜σt,h,
y˜t+h = A˜yhy˜t + C˜
y
h + ˜
y
t,h,
(2.5)
with
A˜σh = exp (−κ˜σh) , B˜σh =
κ˜σ
κ˜σ − κ˜y
(
A˜yh − A˜σh
)
, C˜σh = µ˜
(
1− A˜σh − B˜σh
)
,
and
A˜yh = exp (−κ˜yh) , C˜yh = µ˜
(
1− A˜yh
)
.
The error structure in the risk-neutral model is
˜σt,h = ησ
ˆ t+h
t
σuA˜
σ
t+h−udW˜
σ
u + η˜y
ˆ t+h
t
√
y˜uB˜
σ
t+h−udW˜
y
u ,
˜yt,h = η˜y
ˆ t+h
t
√
y˜uA˜
y
t+h−udW˜
y
u .
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At this stage we already have exactly discretized model of spot volatility and central
tendency, but my final target is the model for integrated volatility and central tendency.
It is also argued later that instead of working with instantaneous variables it is more feasible
to work with integrated variables. In order to make a transfer from instantaneous
(
σ2t , yt
)
to
integrated analog (Vt,h,Yt,h) I integrate equations in (2.4) over the reference point in time as
a dummy. Integrated volatility and integrated central tendency are defined as
Vt,h ≡
ˆ t+h
t
σ2udu, Yt,h ≡
ˆ t+h
t
yudu.
Here the first subscripted value denotes the beginning of the time interval, and the second
denotes the length of this interval. In this particular case the integration interval starts at t
and ends at t+ h.
In Section B.2.3 I derive the following relationship:
Vt+h,h = Cσhh+AσhVt,h +BσhYt,h + εσt,2h,
Yt+h,h = Cyhh+AyhYt,h + εyt,2h.
(2.6)
This system of equations is again a bivariate vector autoregression of order one with respect
to state vector (Vt,h,Yt,h). But the error structure is a bit more complicated than it was
for instantaneous state vector. Here the errors aggregate Brownian shocks not only over the
period [t+ h, t+ 2h] but also from the previous period [t, t+ h]. This fact makes the error
structure a moving average of order one. These errors are measurable with respect to Ft+2h
but completely unpredictable with respect to Ft. Hence the system in (2.6) is of VARMA(1,1)
form. In order to highlight the nature of the innovations I can write them as
εyt,2h = ξ
y
t,h + ζ
y
t+h,h,
εσt,2h = ξσt,h + ξ
σy
t,h + ζ
σ
t+h,h + ζ
σy
t+h,h.
Notice that ξ terms have subscripts that should tell us that the error is a composition of shocks
over the period [t, t+ h]. Terms called ζ accumulate shocks over [t+ h, t+ 2h]. Single letter
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superscripts σ or y refer to the fact that the term accumulates only shocks from volatility
diffusion W σ or central tendency diffusion W y, respectively. Superscripts σy refer to central
tendency innovations W y that also take part in driving integrated volatility.
Now before writing the integrated version for the risk-neutral model I have to clarify a
more general approach to be used. For reasons to be seen in the estimation methodology
section it is necessary to integrate the instantaneous discrete system in (2.5) over a larger time
interval than h. So, denote another positive time variable H ≥ h. As I show in Section B.2.4
the integrated system of volatility equations may be written as
Vt+h,H = C˜σhH + A˜σhVt,H + B˜σh Y˜t,H + ε˜σt,h+H ,
Y˜t+h,H = C˜yhH + A˜yhY˜t,H + ε˜yt,h+H .
(2.7)
Note the obvious notation Y˜t,H = κσκ˜σYt,H . This system looks very similar to historical version
in (2.6) but with the following important distinctions. First, integration time intervals on the
left [t+ h, t+ h+H] and on the right [t, t+H] clearly overlap. In other words, Vt+h,H and
Vt,H have some common integrated volatility dynamics in the interval [t+ h, t+H]. Next, the
error terms are more complicated:
ε˜yt,h+H = ξ˜
y
t,h + ϑ˜
y
t+h,H−h + ζ˜
y
t+H,h,
ε˜σt,h+H = ξ˜σt,h + ϑ˜σt+h,H−h + ζ˜σt+H,h + ξ˜
σy
t,h + ϑ˜
σy
t+h,H−h + ζ˜
σy
t+H,h.
Once again, single letter superscripts refer to accumulated innovations from corresponding
diffusions, and double letter superscripts refer to central tendency innovations that also drive
integrated volatility.
2.4 Volatility premia
In this section I derive theoretical implications of the model for the premia related to different
sources of risk. In general, a risk premium is defined as a difference between the objective and
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risk-neutral forecasts of the integrated risk factor. There is a large literature dealing with the
premium associated with stochastic volatility. In this paper I hypothesized another source of
risk, the shocks in slowly varying average level of volatility. Naturally, I define the premium
for this risk as an excess forecast of the integrated central tendency under objective and risk-
neutral probability measures. The most interesting question now is how this central tendency
premium relates to volatility premium itself.
Thanks to Andersen and Bollerslev (1998) I have a reliable measurement instrument for
integrated volatility. At this point it is beyond the scope of this paper to propose an analogous
measure for the integrated central tendency. Hence, I will treat this factor as completely
unobservable across the whole paper. Even though it is beyond my reach to quantify the
dynamics of the volatility central tendency or its premium, I can still say a lot on the basis
of the theoretical model. The information I have access to are unconditional moments of
volatility and central tendency premia such as mean, standard deviation, cross-correlations,
and autocorrelations. In this section I outline the methodology to derive these moments
analytically. The method is based on the representation of time series as infinite integrals with
respect to Brownian increments only. This approach together with stochastic calculus makes
it very straightforward to derive the moments of interest.
Define two premia corresponding to both stochastic volatility and central tendency:
V Pt,H = EQt [Vt,H ]− EPt [Vt,H ] ,
CPt,H = EQt
[
Y˜t,H
]
− EPt [Yt,H ] .
This means that a volatility risk premium is any excess expected integrated volatility under
the risk-neutral measure over the expectation under the historical probability measure. In
fact, the premium is always considered to be the negative of this quantity. It is also widely
accepted that most of the times the premium associated with stochastic volatility is a negative
value. Hence, just for exposition purposes I will consider the negative of this value.
The second premium above corresponds to the stochastic central tendency of volatility.
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Note that the genuine integrated central tendency under the risk-neutral measure is Y˜t,H =
κσ
κ˜σ
Yt,H . This rescaling is done to justify the use of term “central tendency” in application to
the process under the risk-neutral measure.
With this definition it becomes clear how to quantify the importance of the premium
associated with shocks in stochastic volatility drift. Define the difference between two premia
as
TPt,H = V Pt,H − CPt,H .
This value may be interpreted as a transient premium.
The problem now is to characterize these three premia. In the estimation section I will
argue that the only two values we observe or at least can find convincing proxies for are
realized volatility and VIX volatility index. The first value proxies integrated volatility Vt,h
over period h, and the second proxies risk-neutral expectation of integrated volatility over some
larger period H. In this paper I eliminate any possibility of an error by leaving these values
intact and not doing any forecasting of historical volatility. Forecasting approach was taken
by Eraker (2009) with a very simple lagged realized volatility, Bollerslev et al. (2010) with
HAR-RV, or Todorov (2010) with VAR-based forecast. This limitation immediately moves all
premia into the rank of unobservables. On the other hand, my model allows for analytical
expressions for various analytical moments of premia. Below I briefly outline the approach I
take to derive these moments. The proof with all necessary details is given in Section B.2.5.
First of all I represent both spot volatility and central tendency as an infinite stochastic
integrals with respect to Brownian motions only. Under the historical measure the model
becomes
yt = µ+ ηy
ˆ t
−∞
√
yvA
y
t−vdW
y
v ,
σ2t = µ+ ηy
ˆ t
−∞
√
yvB
σ
t−vdW
y
v + ησ
ˆ t
−∞
σvA
σ
t−vdW
σ
v .
Note that spot volatility accumulates shocks of both Brownian motions. Integrating this
expression over the period [t, t+H] I obtain another representation of integrated volatility
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and central tendency as infinite integrals:
Yt,H =µH + ηy
ˆ t+H
t
√
yv
(ˆ t+H
v
Ayu−vdu
)
dW yv + ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
Ayu−vdu
)
dW yv ,
Vt,H =µH + ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
Bσu−vdu
)
dW yv + ηy
ˆ t+H
t
√
yv
(ˆ t+H
v
Bσu−vdu
)
dW yv
+ ησ
ˆ t
−∞
σv
(ˆ t+H
t
Aσu−vdu
)
dW σv + ησ
ˆ t+H
t
σv
(ˆ t+H
v
Aσu−vdu
)
dW σv .
Note that each expression above naturally breaks down into two parts. One accumulates
random all shocks up to time t and the other shocks from t to t + H only. Hence, taking
expectations with respect to historical measure and information up to time t leaves only the
first part of stochastic integrals intact. The second part is completely unpredictable with
respect to Ft.
The representation under the risk-neutral measure is very similar except to slight change
of notation. Similarly, after taking expectation with respect to the measure Q I obtain the
infinite integrals up to time t with respect to Brownian motions W˜ σ and W˜ y. In order to have
a meaningful expression for the risk premia I have to measure these Brownian motions under
that same measure I used for W σ and W y. This means that I have replace Brownian shocks
under the risk-neutral measure by their equivalents under the physical measure. At this point
it becomes meaningful to take the difference between risk-neutral and historical expectations
of volatility and central tendency.
In the end I can show that the three above defined premia may be represented as
CPt,H = EP [CPt,H ] +
ˆ t
−∞
√
yv$
C
v,tdW
y
v ,
V Pt,H = EP [V Pt,H ] +
ˆ t
−∞
σvωv,tdW
σ
v +
ˆ t
−∞
√
yv$
V
v,tdW
y
v ,
TPt,H = EP [TPt,H ] +
ˆ t
−∞
σvωv,tdW
σ
v +
ˆ t
−∞
√
yv$
T
v,tdW
y
v .
The first term in each expression above is an unconditional mean of the corresponding premium.
The rest are stochastic integrals with respect to Brownian motion increments. Functions $v,t
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and ωv,t are completely deterministic and only depend on structural parameters of the model.
Unconditional means are
EP [V Pt,H ] = (µ˜− µ)H − µ
ˆ t
−∞
ˆ t+H
t
(
λyηy
κσ
κ˜σ
B˜σu−v + λσησA˜σu−v
)
dudv,
EP [CPt,H ] = (µ˜− µ)H − µ
ˆ t
−∞
ˆ t+H
t
λyηy
κσ
κ˜σ
A˜ys−vdsdv,
EP [TPt,H ] = −µ
ˆ t
−∞
ˆ t+H
t
(
λyηy
κσ
κ˜σ
(
B˜σs−v − A˜ys−v
)
+ λσησA˜σs−v
)
dsdv.
Note that both volatility and central tendency premia have one component in common,
(µ˜− µ)H. If I normalize all premia by the length of the time interval, the common component
is simply the difference between long-term mean of volatility, both spot and integrated, under
two equivalent measures. This means that on average the volatility premium is not simply
the difference between unconditional means of realized volatility and risk-neutral volatility
measure.
Finally, using the representation above it is quite simple to compute unconditional moments
of the three premia. For example, the variance of the premia are the following deterministic
integrals:
V P [CPt,H ] = µ
ˆ t
−∞
(
$Cv,t
)2
dv,
V P [V Pt,H ] = µ
ˆ t
−∞
[
(ωv,t)2 +
(
$Vv,t
)2]
dv,
V P [TPt,H ] = µ
ˆ t
−∞
[
(ωv,t)2 +
(
$Tv,t
)2]
dv.
Correlations between premia and autocorrelations are derived analogously.
Since the above moments are hard to analyze analytically I will proceed to analyze them em-
pirically by substituting estimates of structural parameters and using their variance-covariance
matrix to compute standard errors by delta method.
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2.5 Estimation
In this section I describe how to jointly estimate parameters of continuous-time stochastic
volatility model under the historic distribution in (2.1) and under the risk-neutral distribution
in (2.3) with limited information.
The first subsection deals with a substantial hurdle for a financial econometrics, namely the
measurement of unobservable factors such as volatility and introduced here central tendency.
The first problem is how to measure volatility itself under two different probability measures.
Under the historical measure Andersen and Bollerslev (1998) suggested6 to use intra-day high
frequency data on the returns. They show that with an interval going to zero the almost sure
limit of sum of squared returns is an integrated volatility. The daily realized volatility measure
is readily reported and accessible from multiple sources. Under the risk-neutral measure the
volatility is one of the main factors determining option prices. Using this fact Britten-Jones
and Neuberger (2000) theoretically justify the use of a large set of option prices to construct
a risk-neutral measure of volatility manifested in VIX volatility index.
A slight technical problem with these two data series is that they do not match with re-
spect to the integration horizon of volatility. Realized volatility is a proxy for daily integrated
volatility, and VIX is based on options with maturity of one month (22 business days). More-
over, realized volatility is a genuine volatility measure while VIX is a risk-neutral expectation
of future integrated volatility. It is easy to synchronize these data by aggregating realized
volatility over a month period but it is far more speculative to form its forecast. Different
approaches lead to slightly different results (see Eraker, 2009; Todorov, 2010). For this paper
I will stay out of this debate and will only use what I reliably have in the data and adjust
econometric model appropriately. This adjustment amount to augmenting the model innova-
tion with the forecast error of conditional expectation of volatility and central tendency. This
approach reformulates the model in terms of conditional forecasts as state variables.
In Section 2.3 I have already derived the vector autoregression model for both historical
6See also Meddahi (2002)
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and risk-neutral distributions where two factors are integrated volatility and central tendency.
As I already stated I do not propose to measure the central tendency but rather treat it
as unobservable and work around this complication. The trick to get rid of the integrated
central tendency in the model is to marginalize it. By doing so with VAR(1,1) type of model
I marginalize it into ARMA(2,2) model. This trick works for the realized volatility which is
measured over one day and is lagged one day in the model. For the risk-neutral model the
exact order of the moving average component is a bit hard to pin but, again, it does not play
a significant role as long as I know the analytical structure of the innovations.
In the second part of this section I present the conditional moment I use to set up Gener-
alized Method of Moments estimator (Hansen, 1982). It turns out that the GMM estimation
of ARMA-type models is very unstable if used to estimate all structural parameters including
the unconditional mean. To circumvent this problem I use the two step approach. First, I
estimate the unconditional means of both historical and risk-neutral measures of volatility.
This approach is known as variance targeting in GARCH literature and justified by Horvath
et al. (2006) and Francq et al. (2009). On the second step I treat the mean as given and
estimate the rest of the parameters by GMM. For that I compute analytically conditional
mean and conditional second moment of integrated volatility explicitly taking into account
all possible correlations between model innovations. The first moment only identifies speed of
mean reversion parameter. The second moment is necessary to identify instantaneous diffusion
parameters. In total this approach gives me four moments, two for each probability measure.
As instruments I use lagged realized volatility, VIX, daily market return, and squared return.
2.5.1 Measurement
Clearly, the first problem an econometrician faces with these types of models is that they
are formulated for the variables that are observed at best over discrete time intervals. To
overcome this first obstacle I have derived the exact discretization of the same model. Since I
am interested in estimating parameters under both historical and risk-neutral distributions, I
have two discretized models, (2.4) and (2.5).
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Now the next problem is that volatility σ2t and its stochastic mean yt are not observable
variables even in discrete time intervals. Since point-in-time volatility is unobserved Andersen
and Bollerslev (1998) suggested to estimate integrated volatility using high frequency observed
return data. In particular, the following convergence result provides the basis for such estima-
tion:
RVt,h ≡
n∑
j=1
r2
t+ j−1
n
h,t+ j
n
h
a.s.−→
ˆ t+h
t
σ2udu ≡ Vt,h.
Since we can more or less reliably observe only integrated volatility, but not its point-in-time
value, I have to resort to the methodology of Bollerslev and Zhou (2002). They transform
all known results into relations between integrated volatility and apply GMM for estimation.
Once again, I will adopt the measurement of integrated volatility under the physical measure
P by the realized volatility.
Given discrete time observations on the theoretically reliable proxy of integrated volatil-
ity it becomes natural to transform the model into (2.6). As it is clear from Section B.2.3
this discrete-time model is of VARMA(1,1) form with heteroscedastic errors and state vector
[Vt,h,Yt,h].
Another difficulty is that in the VARMA(1,1) model (2.6) the integrated central tendency
Yt,h is not observable. Even worth there is no good proxy for this variable that I am aware of.
Besides, the purpose of this paper is not to suggest a measure for this unobservable component
but to circumvent this problem all together and estimate the model with what we reliably have
in the data.
The next step is to eliminate unobservables from econometric model or, in other words,
marginalize the observed variable represented by integrated volatility. As I prove in Section
B.2.6 the model for integrated volatility may be written as
Vt+2h,h = ρ0 + ρ1Vt+h,h + ρ2Vt,h + Innovation, (2.8)
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where parameters are
ρ1 = Aσh +A
y
h, ρ2 = −AσhAyh, ρ0 = (1− ρ1 − ρ2)µh,
and the error structure is given by the following generic expression:
Innovation =
∑
i∈{σ,y}
(
ei3,t+2h + ei2,t+h + ei1,t
)
.
The notation for the innovation term means the following. First of all it is the sum over two
superscripts, σ and y which means that both Brownian innovations W σ and W y have a role in
driving integrated volatility. Then, subscripts contain either 1,2, or 3 to distinguish between
error terms, and time mark t, t+h, and t+2h. The time mark corresponds to the information.
For example, ei2,t+h is unpredictable with respect to Ft+h but measurable with respect to Ft+2h.
This term is an amalgamation of Brownian shocks over the period [t+ h, t+ 2h]. Finally, this
model has a form of ARMA(2,2) with heteroscedastic innovations.
At this point I have formulated the model under the objective measure P for the integrated
volatility which may be accurately proxied by the realized volatility. Realized volatility is
normally constructed from the intra-day data to obtain a measure on a daily frequency, that
is h = 1.
In order to estimate the risk-neutral model parameters I need the data on integrated
volatility under the measure Q. Britten-Jones and Neuberger (2000) provide the result that
connects option data with risk-neutral volatility forecast. Specifically,
EQt [Vt,H ] = 2
ˆ ∞
0
C (t+H,K)−max (St −K, 0)
K2
dK,
where C (t+H,K) is the price of call option maturing at time t+H with strike price K, and
max (St −K, 0) is the intrinsic value of this option at time t. If H is set at one month or 22
days period, then this expression is well proxied by the VIX index of volatility.
Note that I deliberately used time length H rather than h to stress the point that VIX
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is a forecast of integrated volatility over a period of 22 days rather than one days in case of
realized volatility. So, even though VIX as a proxy for EQt [Vt,H ] is observed on a daily basis,
it gives a prediction of volatility over 22 days in the future. In order to account for that in the
theoretical model I integrate discrete point-in-time risk-neutral model in (2.5) over a period of
time H rather than h as in the case of historical model. The result, as shown in Section B.2.4,
is
Vt+h,H = C˜σhh+ A˜σhVt,H + B˜σh Y˜t,H + ε˜σt,h+H ,
Y˜t+h,H = C˜yhh+ A˜yhY˜t,H + ε˜yt,h+H .
Notice that time periods on the left and on the right overlap. On the left the volatility
and central tendency are integrated over time period [t+ h, t+ h+H] and on the right the
variables are integrated over [t, t+H] which is still of the the same length. This suggests that
the model is no longer VARMA of order (1,1) but rather of much higher order. Also note
that the innovation terms ε˜σt,h+H and ε˜
y
t,h+H cover Brownian innovations from the union of
the above two time intervals, [t, t+ h+H]. Even though this discrete-time model is not of
simple familiar structure it is still manageable in terms of computing analytical moments and
applying GMM procedure as will be seen in the next section.
Analogously to the historical model I can marginalize integrated volatility as shown in
greater detail in Section B.2.7. The result should look familiar:
Vt+2h,H = ρ˜0 + ρ˜1Vt+h,H + ρ˜2Vt,H + Innovation,
with
ρ˜1 = A˜σh + A˜
y
h, ρ˜2 = −A˜yhA˜σh, ρ˜0 = (1− ρ˜1 − ρ˜2)µH.
This model is not of ARMA(2,2) form but of much higher order depending on magnitude of
H. But once again, it does not defer me from computing analytical moments and using GMM
for estimation.
One more problem I see here is that integrated volatility Vt,H under the risk-neutral distri-
bution is not directly observable. What we have in the data is only a proxy for its risk-neutral
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forecast EQt [Vt,H ] given by VIX volatility index. So, introduce a new observable variable VQt,H
which is a good proxy for the risk-neutral conditional expectation:
VQt,H ≈ EQt [Vt,H ] .
This variable is measured in the data by VIX. In this paper I do not argue for the accuracy
of this measure but take it as given. What my model gives me is the explicit expression for
the forecast error which may and should be used in computation of moment conditions. In
Section B.2.7 I show that the risk-neutral volatility is measured by VQt,H with the error:
Vt,H = VQt,H + νyt,H (t) + νσt,H (t) ,
where measurement errors are given by
νyt,H (z) = η˜y
ˆ t+H
t
√
y˜v
(ˆ z+H
v
B˜σu−vdu
)
dW˜ yv ,
νσt,H (z) = ησ
ˆ t+H
t
σv
(ˆ z+H
v
A˜σu−vdu
)
dW˜ σv .
Notice that the measurement error is derived from both Brownian innovations, W˜ σ and W˜ y,
over the whole period of integration, from t to t+H.
Taking into account the measurement error I can express the marginalized model for risk-
neutral integrated volatility as
VQt+2h,H = ρ˜0 + ρ˜1VQt+h,H + ρ˜2VQt,H + Innovation, (2.9)
where the innovation is given by the following expression in generic form:
Innovation =
∑
i∈{σ,y}
(
ei5,t+h+H + ei4,t+H + ei3,t+2h + ei2,t+h + ei1,t
)
.
Note that analogously to the historical model for integrated volatility the innovation includes
shocks from both sources, W˜ σ and W˜ y. Also note that for further convenience the innovation
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accumulation period is broken over 5 periods.
Finally, I have formulated two models in terms of observables. Historical model is given
by (2.8) which is ARMA(2,2) type model. Risk-neutral model is given by (2.9) which is
also ARMA type but of higher order moving average process. Autoregressive order is still
two. Parameters these two models are implicitly given by the vectors (µ, κσ, κy, ησ, ηy) and
(µ, κσ, κy, ησ, ηy), respectively. The connection between these parameters is
κ˜σ = κσ − λσησ, κ˜y = κy − λyηy, µ˜ = µκy
κ˜y
κσ
κ˜σ
, η˜y = ηy
√
κσ
κ˜σ
.
If I estimate parameters of the two models jointly, then the parameter vector becomes
θ = (µ, κσ, κy, ησ, ηy, λσ, λy) ,
which differs from historical set of parameters only by risk prices of volatility and central
tendency innovations, λσ and λy.
2.5.2 Moment conditions
Now that I have the data, I have to formulate moment conditions. It turns out that ARMA-like
structure estimation is much more robust when all the stationary time series are demeaned on
the first step. Mean of the series is easily estimated by a sample mean:
µˆT =
1
Th
T−h∑
t=0
Vt,h.
This technique is known as variance targeting in GARCH estimation literature (Horvath et al.,
2006; Francq et al., 2009).
So, denote demeaned integrated processes as
Vt,h = Vt,h − EP [Vt,h] = Vt,h − µh,
Yt,h = Yt,h − EP [Yt,h] = Yt,h − µh.
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With this notation the model with only observable data becomes
Vt+2h,h = ρ1Vt+h,h + ρ2Vt,h + Innovation,
VQt+2h,H = ρ˜1VQt+h,H + ρ˜2VQt,H + Innovation,
where innovations are unpredictable with respect to Ft.
Taking the conditional expectation with respect to Ft I obtain the first conditional moment:
EPt
[
Vt+2h,h − ρ1Vt+h,h − ρ2Vt,h
]
= 0,
EQt
[
VQt+2h,H − ρ˜1VQt+h,H − ρ˜2VQt,H
]
= 0.
Clearly, these moments only identify four parameters, speed of mean reversion, κσ, κy, and
risk prices λσ, λy. Two more, innovation variance parameters ησ and ηy need to be estimated.
For that purpose I derive the second moment in Section B.2.8. It is given by
EPt
[
V2t+2h,h − ρ21V2t+h,h − ρ22V2t,h − 2ρ1ρ2Vt,hVt+h,h −Υ0 −Υ1Vt+h,h −Υ2Vt,h
]
= 0,
EQt
[(
VQt+2h,h
)2 − ρ˜21 (VQt+h,h)2 − ρ˜22 (VQt,h)2 − 2ρ˜1ρ˜2VQt,hVQt+h,h − Υ˜0 − Υ˜1VQt+h,h − Υ˜2VQt,h] = 0.
Both first and second moments are expressed given fine information set Ft which contains
all past observations of point-in-time volatility σ2t and yt. Clearly, this information is not
available to econometrician. Hence, an additional technical step of reduction in information set
is necessary (Meddahi and Renault, 2004). Coarser information set includes only observations
on past integrated volatilities.
Finally, the applicability of GMM is argued in Section B.2.11. There I claim that the
moment restrictions, model innovations, integrated variables, their interactions are reducible
to a simple stochastic integral. Consequently, for this variable I show the existence of finite
fourth moment and central limit theorem.
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2.6 Results
In this section I will describe the data I use for my empirical exercise. Then I will outline
the results of estimation of continuous-time model parameters. The rest of the section is
dedicated to analyzing the main result of the paper. This result states that irrespective of
forecasting horizon the volatility premium is indistinguishable from the premium on central
tendency. In other words, the additional source of risk, the one that drives volatility around
its persistent stochastic drift, does not bear any statistically significant premium. This result
is due to the fact that the difference between volatility and central tendency, even though
meaningfully volatile, is not persistent. It is also interesting to note that the instantaneous
variance of a central tendency is only a small fraction of instantaneous variance of additional
volatility shocks. Hence, only shocks that preserve its effect long into the future are priced
and compensated.
In this study I use the following data. Daily volatility index, VIX, is constructed by CBOE7
for the period starting from 1990. This index proxies the integrated volatility forecast over the
future 22 business days. Daily S&P500 index prices, SPX, and realized volatility measure, RV,
are reported by Oxford-Man Institute8 for the period starting from 1996. The data for market
index and log daily return are shown in Figure B.1 on page 124. Both volatility indexes are
shown in Figure B.2 on page 125. I report descriptive statistics of the data in Table B.1 on
page 125. In addition, estimates of autocorrelation function are shown in Figure B.3 on page
126.
The results of model estimation are given in Table B.2 on page 126. I used heteroscedas-
ticity and autocorrelation robust estimator of moments covariance matrix (Newey and West,
1987) with Bartlett kernel and 60 lags. The instruments for the estimation are lagged realized
volatility, VIX volatility index, daily log market return, and squared return.
First of all from Table B.2 on page 126 it is clear that the model is not rejected by the
7CBOE, VIX Historical Price Data, http://www.cboe.com/micro/vix/historical.aspx
8Oxford-Man Institute’s “realized library”, http://realized.oxford-man.ox.ac.uk/home
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J-test with p-value of roughly 62%. Moreover, one can see that the modeling of the central
tendency is relevant since both κy and ηy are significantly different from zero. The estimate
of the volatility mean reversion speed of 4.55 correspond to half life of 0.15 days, and central
tendency mean reversion of 0.017 corresponds to half life of 40 days. Clearly, these estimates
match with my definition of central tendency as a highly persistent component in volatility.
Risk price parameter estimates λσ and λy are 1.97 and 0.21, respectively.
The model estimates imply that the risk-neutral speed of mean reversion of central tendency
is .017 − .206 × .025 = .012 which corresponds to half life of 58 days. At the same time
the instantaneous standard deviation of the central tendency under the risk-neutral measure
.025 ×√4.55/4 = .027 is slightly larger than its historical counterpart.9 The mean reversion
parameter for volatilty itself is 4.55− .28×1.97 = 4 which corresponds to 0.17 days of half life.
Both of these factors contribute to a higher unconditional mean of volatility in the risk-neutral
world, 21% against 13% daily. This observation is due to the identity µ˜κ˜yκ˜σ = µκyκσ which
says that all else equal the higher unconditional mean of risk-neutral volatility requires higher
persistence of either central tendency or volatility or both.
Given the estimates of model parameters I plug them in to analytical expressions for
unconditional moments of volatility premium, central tendency premium, and their difference.
By plugging in the estimates of these parameters I obtain point estimates of unconditional
moments of unobservable risk premia. Standard errors for these estimates are computed using
the delta method. Having the estimates θˆ of structural parameters and their covariance matrix
Ωˆ it is easy to compute estimates of γ = f (θ) and their standard errors. Point estimates are
γˆ = f
(
θˆ
)
and the covariance matrix is computed through delta method and given by
V (γˆ) =
[
∂f
∂θ
(
θˆ
)]
Ωˆ
[
∂f
∂θ′
(
θˆ
)]
.
9According to Girsanov’s theorem the change of measure only alters the drift of the stochastic process but
not its diffusion. Here the change in instantaneous variance is only due to reparametrization that preserves the
interpretation of central tendency under the alternative probability measure. See Section 2.2 for more detailed
explanation.
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Implications for unconditional moments of volatility are given in Figure B.4 on page 127
through Figure B.6 on page 128. Risk premia first two moments are given in Figure B.7
on page 128 and Figure B.8 on page 129. These graphs, except for autocorrelations, plot
unconditional moments over forecasting horizon H which I vary from 1 to 22 business days.
The last number is the same as used in computing VIX volatility index. Everything below
that is a shorter interval for volatility integration and is used to reveal the relative importance
of central tendency over different forecasting horizons.
Figure B.4 on page 127 shows that standard deviation of volatlity, central tendency, and
their difference. There is no need for unconditional mean picture since it is known to be a
constant given in Table B.2 on page 126. The plot shows standard deviation normalized by
a period length. There we see that the volatility and central tendency standard deviations
are very close to each other across all horizons and vary slighly below 5% daily. It is interest-
ing to note that with increase in aggregation interval the standard deviation decreases only
marginally. As it will be clearer later, this is due to high persistence of both series. The
standard deviation of the difference is above 2% for 1 day of aggregation and below 0.5% for
the upper end. This says that the transitory shocks in volatility are much more evident on the
short forecasting horizons although still by order smaller than the effects persistent component.
Figure B.6 on page 128 shows teh estimates of correlations between volatiltiy and its
components over different aggregation intervals. The most evident result is that the volatilty
itself is highly correlated with its central tendency. On the longer horizons the point estimate
is very close to one but the estimate is much less precise. This explains close similarity in
the second moment of volatility and central tendency. The correlation between volatility and
its transitory innovations is much more pronounced at shorter aggregation intervals, almost
40%, where transitory shocks are more noticeable as judged by its daily standard deviation.
As expected due to assumption of uncorrelated Brownian innovations, the correlation between
central tendency and transitory shocks is virtually zero.
Figure B.6 on page 128 plots autocorrelations of three series for lags up to 60 days and
one day of aggregation. The most interesting observation is that the integrated volatility
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autocorrelation closely matches the empirical estimates of autocorrelation of realized volatility
given in Figure B.3 on page 126. This observation is a very positive reality check of the
estimation results. Naturally, the autocorrelation of central tendency is even higher. And
there is not much persistence in teh difference between the two series.
Figure B.7 on page 128 shows the most striking result. On this plot I present the comparison
between unconditional means of volatility premium, central tendency premium, and their
difference. The point estimates unambiguously suggest that the implied central tendency
premium is actually larger on average than the volatility premium itself over all considered
forecasting horizons. Volatility premium point estimate goes from 1.5% per day to roughly
2.6% per day for 22 days of integration. Central tendency point estimates look much more
stable and vary from 2% to slightly above 2.6%. Confidence intervals (95%) for these two
premia are approximately plus minus 1% daily.
The actual test for significant difference between the two premia is given by analyzing
confidence intervals of the mean transitory premium. Point estimate goes from -0.5% for one
day of forecasting to -0.1% for month long forecasting. In spite of relatively wide confidence
intervals for the volatility and central tendency premia, the confidence interval for their dif-
ference is roughly plus minus 0.1-0.5% daily. This interval includes zero at all aggregation
intervals. This suggests that the difference between the two premia is not significant for any
forecasting horizons. Hence, I can say that the unconditional means of the two premia are
indistinguishable. This also implies that the transitory shocks do not contribute any mean-
ingful weight into risk compensation. The basis for this result is evident from the previously
considered graphs. There it was clear that volatility and central tenedency are very similar to
each other. Even on the short horizons, where transitory shocks are relatively more noticeable
and correlated with volatility, are not volatility and persistent enough to have any meaningful
contribution into overall risk profile.
The next graph I want to analyze is given in Figure B.8 on page 129. This plot represents
daily unconditional standard deviation of the two premia and their difference over different
forecasting horizons. Here we see monotonically increasing standard deviation of volatility
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and central tendency premia. Point estimates go smoothly from 0.5% for volatility and 0.7%
for central tendency to almost 0.8% for 22 days forecast. This observation is natural simply
because forecast is expected to deteriorate in efficiency with an increase in forecasting horizon.
Moreover, doing rough calculation suggests that 95% of the times the volatility premium for
the standard 22 days of volatility integration should stay inside of the interval of 2.5 ± 1.6%
daily. This does not rule out the possibility of the volatility premium being negative. This goes
in line with other studies that employ different forecasting techniques to characterize dynamic
behavior of volatility premium and find it negative from time to time. The standard deviation
of the difference between two premia is around 0.2% for one day to almost zero for 22 days.
This means that the difference between the two premia is almost constant, especially on the
longer horizons.
To conclude this section I want to stress the main result which says that the volatility
premium on all aggregation intervals is due to compensation of highly persistent shocks that
drive stochastic drift of volatility. Even if we were to devise a volatility index that tracks
shorter maturity options where transient shocks are much more pronounced, the model still
does not imply any meaningful premium for transient volatility shocks.
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2.7 Conclusion
In this paper I proposed the continuous-time stochastic volatility model with varying central
tendency. As a main result of the paper I argue that the major and even indistinguishable
part of volatility risk premium on all aggregation horizons is actually due to compensation for
highly persistent shocks in volatility, those that drive central tendency. Even if we compute
premia on short horizons where the transient shocks are more volatilty and correlated with
volatility itself I do not expect to see a significant difference between the two premia.
I employed a very elaborate estimation technique that takes into account explicit expres-
sions for all time series innovations in terms of stochastic integrals. Although tedious it gives
precise deinitions of conditional moments restrictions. The estimation approach combines mo-
ments implied by both probability measures, historical and risk-neutral, to establish a link
between the two and obtain estimates of risk prices.
My approach has several very conservative limitations. First, I treat central tendency as
completely unobservable and for the purposes of estimation integrate it out. It would be a
very promising avenue of future research to devise a reliable measure of integrated central
tendency analogous to integrated volatility. The second limitation is that I do not take a risk
of speculation and do not propose a specific methodology to form a conditional forecast of
historical volatility. This forecast could allow me to identify explicitly volatility premium. On
the other hand, if I leave central tendency as unobservable the value of computing volatility
premium by itself is doubtful. Hence, in order to gain insight into joint dynamics of volatility
and central tendency premia it would take a substantial theoretical work. In spite of these
limitations my approach does not preclude analytical computation of unconditional moments
of different premia and their difference.
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Chapter 3
Affine Option Pricing Model in Discrete
Time
3.1 Introduction
Affine Jump-Diffusion models have been put forward by Duffie et al. (2000) as a convenient
model for state variable to get closed- or nearly-closed form expressions for securities prices.
Their model nests in particular the popular Cox et al. (1985) model for interest rates as well
as Heston (1993) stochastic volatility model for currency and equity prices for the purpose of
option pricing. Duffie et al. (2000) synthesized this strand of literature to show that generally
speaking the use of Fourier transform allows not only to define the affine model through
conditional moment restrictions but also to derive nearly-closed form expressions for option
prices.
Since then, Affine Jump-Diffusion models have often been criticized for their poor empirical
fit. The key intuition is that they maintain an assumption of local conditional normality, up
to jumps. Jumps are to some extent the only degree of freedom to reproduce the pattern of
time-varying skewness and excess kurtosis commonly observed in asset returns. As a response
to this criticism, at least two strands of literature have promoted specifications of discrete time
models that remain true as much as possible to the affine structure. The goal is to use the
additional degree of freedom provided by discrete time modeling to get a better empirical fit
of higher order moments while keeping closed- or nearly-closed form expressions for securities
prices. While Heston and Nandi (2000) have initiated a strand of literature on closed-form
GARCH option pricing, the paper by Darolles et al. (2006) has been seminal to provide a
class of discrete time affine stochastic volatility models as general as the class of Affine Jump-
Diffusion models for continuous time arbitrage pricing.
However, the limitations of GARCH modeling are well-known. First, they are able to in-
corporate volatility asymmetries as leverage effect only in ad hoc way and second, and even
more importantly, they are not robust to temporal aggregation. In contrast (see Meddahi
and Renault, 2004) affine discrete-time stochastic volatility models can be seen as the rele-
vant weakening of the GARCH restrictions. This weakening restores robustness to temporal
aggregation. However, Meddahi and Renault (2004) approach is only semi-parametric while
a complete specification of the conditional probability distributions is warranted for option
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pricing. Compound AutoRegressive (CAR) models of Darolles et al. (2006) provide exactly
the relevant framework for doing so. However, the focus is only on volatility dynamics and
there is no attempt to specify a joint model for volatility and return process, incorporating
the leverage effect as in particular in Heston (1993) model.
The main contribution of this paper is to extend the framework of Darolles et al. (2006) to a
bivariate model of return and volatility that allows for leverage effect and volatility feedback as
well. This provides a convenient large class of affine models for option pricing, nesting Heston
(1993) model as a particular continuous time limit. It is worth realizing that this extension
of Heston (1993) model to discrete time is challenging for the following reason. Classical
stochastic volatility models are typically based on the following causality assumptions:
1. Returns do not Granger cause volatility, allowing an autonomous specification for volatil-
ity dynamics.
2. Volatility may Granger cause returns through risk premia that generate a volatility
feedback.
3. Leverage effect is captured as an instantaneous (simultaneous) causality relationship
between return and volatility.
The challenge is to properly accommodate this instantaneous concept in discrete time, while
not confusing it with Granger causality and keeping nice temporal aggregation properties.
Our general class of models achieves that and allows us to get nearly-closed form option
pricing formula. While the shape of volatility smile without leverage effect is well-known
(see Renault and Touzi, 1996) our closed form expressions allow us to give new insights on
distortions of volatility smiles produced by leverage. Moreover, these formulas also provide
conditional moment restrictions for estimation as a discrete time extension of the work of Pan
(2002). Finally, we are also able to characterize the information content of option price data,
in particular their crucial role in statistical identification of risk neutral dynamics. This paves
the way for an extension of Gagliardini et al. (2010) to general discrete time affine models with
leverage effect.
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The rest of the paper is organized as follows. Section 3.2 introduces the general frame-
work for the discrete time affine model with leverage effect. Section 3.3 analyzes the equity
and volatility risk premia and derives the option pricing formula. Section 3.4 makes a brief
introduction into estimation methodology appropriate for our model.
3.2 Discrete time stochastic volatility with affine dynamics and
leverage effect
3.2.1 General framework
As announced in the introduction, we want to describe the joint dynamics of return and
volatility by a bivariate CAR model. However, we want to remain true to the well-founded
tradition in option pricing (see Renault (1997) for a discussion) to preclude any kind of Granger
causality from return to volatility. By contrast, both Granger causality and instantaneous
causality from volatility to returns is often observed, due to risk premiums and leverage effect.
Hence it is convenient to introduce two different conditioning information sets at time t:
It =
{
rs, r
f
s , σs; s = t, t− 1, . . .
}
,
Iσt = It ∪ {σt+1} ,
where rt = log [pt/pt−1]−rft−1 stands for the continuously compounded rate of return (in excess
of risk free rate rft−1) on some asset with price pt at time t, and σt will be the driving factor
of its volatility.
Then, the bivariate CAR model for (rt, σt) will be specified through conditional Laplace
transforms as follows
E
[
exp
(
−uσ2t+1
)∣∣∣ It] = exp (−a (u)σ2t − b (u)) ,
E [ exp (−vrt+1)| Iσt ] = exp
(
−α (v)σ2t+1 − β (v)σ2t − γ (v)
)
,
(3.1)
where a (·), b (·), α (·), β (·), and γ (·) are numerical functions defined on some interval of the
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real line, containing zero, and such that the conditional expectations exist. By definition:
a (0) = b (0) = α (0) = β (0) = γ (0) = 0.
Note that it would be easy to extend this setting to complex functions of complex variables
in order to accommodate cases where the moment generating function may not exist. In any
case, model (3.1) clearly defines a constrained bivariate CAR model for return and volatility
as follows:
E
[
exp
(
−uσ2t+1 − vrt+1
)∣∣∣ It] = exp (−l (u, v)σ2t − g (u, v)) ,
with:
l (u, v) = a [u+ α (v)] + β (v) ,
g (u, v) = b [u+ α (v)] + γ (v) .
As already discussed in Darolles et al. (2006), the CAR modeling of volatility is consis-
tent with affine dynamics for conditional mean and variance, as of common use in financial
econometrics (Duffie et al., 2000, 2003; Meddahi and Renault, 2004). In particular, follow-
ing the terminology of Meddahi and Renault (2004), volatility clustering with a maintained
assumption of stationarity is captured by the SR-SARV(1) model:
E
[
σ2t+1
∣∣∣ It] = ρσ2t + δ, 0 < ρ < 1, δ > 0 (3.2)
Bivariate CAR modeling allows us in addition to capture leverage effect through a non-zero
function α (·). More precisely, a natural way to capture leverage effect is to imagine that return
is partially predictable from contemporaneous volatility in the following way:
E [rt+1| Iσt ] =E [rt+1| It] + (φ+ τ)
(
σ2t+1 − E
[
σ2t+1
∣∣∣ It]) ,
V [rt+1| Iσt ] =
(
1− φ2
)
σ2t+1, −1 < φ ≤ 0, τ ≥ 0.
(3.3)
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While the negative coefficient φ will capture the negative contemporaneous correlation between
volatility and return (leverage effect) an additional non-negative coefficient τ is introduced to
accommodate another source of volatility feedback through a risk premium effect. A convenient
feature of bivariate CAR modeling is that it allows us to make (3.2) and (3.3) consistent with
a standard linear risk premium model:
E [rt+1| It] = τE
[
σ2t+1
∣∣∣ It] . (3.4)
We can actually show that:
Proposition 3.1 (Laplace transform restrictions). Model (3.1) implies equalities in (3.2),
(3.3) and (3.4) if and only if:
ρ = a′ (0) , δ = b′ (0) , φ = −β
′ (0)
ρ
= −γ
′ (0)
δ
, τ = α′ (0)− φ.
As already announced, the process σt is not exactly the volatility process of return rt+1
but its driving process. More precisely, we deduce from (3.3) that:
V [rt+1| It] =
(
1− φ2
)
E
[
σ2t+1
∣∣∣ It]+ (φ+ τ)2 V [σ2t+1∣∣∣ It] . (3.5)
The decomposition (3.5) of squared volatility can be understood as follows:
1. When there is neither leverage effect (φ = 0) nor risk premium (τ = 0), the conditional
variance at time t of return rt+1 is simply the optimal forecast at time t of future σ2t+1.
A reader more used to continuous time modeling may see σ2t+1 as the integral between t
and (t+ 1) of squared spot volatility, typically consistently estimated ex-post with high
frequency data by realized volatility.
2. Still with zero risk premium coefficient τ , a non-zero leverage coefficient φ modifies
the volatility measurement since the knowledge of future volatility makes (due to in-
stantaneous causality return volatility corresponding to leverage) future return partially
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predictable. Its residual conditional variance is only V [rt+1| Iσt ] =
(
1− φ2)σ2t+1. This is
the reason why the total squared volatility appears eventually as a convex combination
between the expected “realized volatility σ2t+1” and the conditional variance of it.
3. The volatility feedback effect modifies further the volatility decomposition through the
variance of the risk premium and its interaction with leverage.
Note that from decomposition (3.5), one can see the conditional variance V [rt+1| It] as an
affine function of current volatility σ2t , justifying the title of this paper by relation with Duffie
et al. (2003). The exact formula is immediately deduced from (3.2) and from the following
formula for variance of variance, deduced from (3.1):
V
[
σ2t+1
∣∣∣ It] = −a′′ (0)σ2t − b′′ (0) .
Leverage effect in continuous time is traditionally measured by the correlation coefficient
between spot volatility and instantaneous rate of return. As argued by Bollerslev et al. (2006)
it takes high-frequency data to disentangle the timing of volatility feedback (through risk
premium) and of leverage. Both are causality effects between returns and volatility but in
opposite directions. While the causality underlying the volatility feedback effect runs from
volatility to return, the leverage effect entails the reverse causal relationship. Unfortunately,
these causality relationships may appear immediate and without any specific direction with
lower-frequency data. This is the reason why we better understand the leverage effect by
looking at the conditional correlation at time t between future volatility σ2t+1 and the part
ηt+1 = rt+1 − τσ2t+1 of future return rt+1 which is not created by risk premium. Then, from
(3.3), φ is the conditional (given It) linear regression coefficient of ηt+1 on σ2t+1. In other words,
φ relates to the conditional linear correlation coefficient between ηt+1 and σ2t+1 as follows:
φ =Corr
[
ηt+1, σ
2
t+1
∣∣∣ It]
(
V [ηt+1| It]
V
[
σ2t+1
∣∣ It]
)1/2
=Corr
[
ηt+1, σ
2
t+1
∣∣∣ It]
(
φ2 +
(
1− φ2
) E [σ2t+1∣∣ It]
V
[
σ2t+1
∣∣ It]
)1/2
.
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Generally speaking, the coefficient φ and the “leverage effect" Corr
[
ηt+1, σ2t+1
∣∣ It] coincide
for extreme values:
φ = 0 ⇔ Corr
[
ηt+1, σ
2
t+1
∣∣∣ It] = 0,
φ = −1 ⇒ Corr
[
ηt+1, σ
2
t+1
∣∣∣ It] = −1.
Moreover, for the most common models (see for instance the ARG(1) model in Sec-
tion 3.2.2 below), we have V
[
σ2t+1
∣∣ It] ≥ E [σ2t+1∣∣ It]. In this case, we always have φ ≤
Corr
[
ηt+1, σ2t+1
∣∣ It], and Corr [ηt+1, σ2t+1∣∣ It] is a nonlinear increasing function of φ : when φ
grows from (−1) to 0, Corr [ηt+1, σ2t+1∣∣ It] grows also from (−1) to 0, first faster (for small
φ) and then slower (for large φ) . Up to this nonlinear rescaling, it will allow us to interpret
throughout φ as a measure of leverage effect.
A great advantage of our bivariate CAR framework is to allow us to always capture cor-
relation through linear correlations, while not imposing gaussianity at any stage. Conditional
normality of return rt+1 given Iσt will be assumed in the option pricing part of this paper for
the sake of interpretation of Black-Scholes implied volatilities. Then the functions α (v) and
(β (v) , γ (v)) will be respectively quadratic and linear, with coefficients completely defined by
the parameters in (3.3). By contrast, general1 functions (α (v) , β (v) , γ (v)) will typically lead
to conditional returns distributions that are leptokurtic, even given the large information set
Iσt . It is actually easy to deduce from (3.1) that, when denoting by Eσt and V σt conditional
mean and variance given Iσt , we have:
Eσt [rt+1 − Eσt (rt+1)]4 = 3 [V σt (rt+1)]2 −
[
α[4] (0)σ2t+1 + β[4] (0)σ2t + γ[4] (0)
]
,
where α[4] (0), β[4] (0), and γ[4] (0) stand for the fourth derivative (assuming that they exist)
computed at v = 0 of respectively the functions α (v), β (v), and γ (v). Therefore, if we
1Functions (α (v) , β (v) , γ (v)) are naturally restricted by the Laplace transform, that is they are all zero at
zero v. The second derivative of these functions evaluated at zero has to be negative in order for the second
moment to be everywhere non-negative.
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want the functions (α (v) , β (v) , γ (v)) to be defined irrespective of any restriction about the
probability distribution of the stochastic process, we need to consider only functions such that:
α[4] (0) ≤ 0, β[4] (0) ≤ 0, γ[4] (0) ≤ 0.
Therefore, the conditional distribution of return rt+1 given Iσt will be in general leptokurtic,
with a conditional kurtosis coefficient equal to 3 plus the non negative quantity:
−
[
α[4] (0)σ2t+1 + β[4] (0)σ2t + γ[4] (0)
]
.
3.2.2 Temporal aggregation
The general framework of the former subsection provides, through conditional Laplace trans-
forms, a fully specified model for the conditional joint probability distribution (given some
initial conditioning information I0) of the bivariate process
(
σ2t+1, rt+1
)
0≤t≤T where the termi-
nal date can be seen as (+∞), just for sake of notational simplicity. However, for a large part
of the potential empirical applications, the focus of interest will mainly be the specification
of conditional mean and variance of future volatility and return, including their instantaneous
interaction, as captured by the above formulas for E
[
σ2t+1
∣∣ It], V [σ2t+1∣∣ It], E [rt+1| Iσt ] and
V [rt+1| Iσt ]. As extensively documented by Meddahi and Renault (2004), an important ad-
vantage of affine stochastic volatility modelling is to remain true to autoregressive dynamics
for volatility like in GARCH(1,1), while having a structural interpretation because, by con-
trast with GARCH, the general affine model for V [rt+1| It] is robust to temporal aggregation.
The purpose of this subsection is to extend the temporal aggregation results of Meddahi and
Renault (2004) to the joint model of E
[
σ2t+1
∣∣ It], V [σ2t+1∣∣ It], E [rt+1| Iσt ] and V [rt+1| Iσt ].
It is first worth realizing that both return and volatility temporally aggregate as flow
variables. On the aggregated period [t, t+ 2], the net continuously compounded rate of return
is (rt+1 + rt+2), while the volatility factor is
(
σ2t+1 + σ2t+2
)
. Note that this aggregation approach
is consistent with our interpretation of the volatility factor as integral of squared-spot volatility
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between times t and (t+ 1). More generally, we define for any positive integerm the temporally
aggregated return and volatility processes as:
r(m),tm =
m−1∑
k=0
rtm−k, σ2(m),tm =
m−1∑
k=0
σ2tm−k, (3.6)
and the corresponding aggregated information sets:
I(m),tm =
{
r(m),τm, σ
2
(m),τm, τ ≤ t
}
.
The following result confirms the robustness to temporal aggregation of our affine model
for volatility dynamics:
Proposition 3.2 (Volatility aggregation). If, for all t = 1, 2, . . . , T :
E
[
σ2t+1
∣∣∣ It] = ρσ2t + δ, 0 < ρ < 1, δ > 0,
V
[
σ2t+1
∣∣∣ It] = ξσ2t + ς, ξ, ς > 0,
then for all t = 1, 2, . . . , T and for all m = 1, 2, . . .
E
[
σ2(m),(t+1)m
∣∣∣ I(m),(t−1)m] = ρmE [σ2(m),tm∣∣∣ I(m),(t−1)m]+ δ(m),
V
[
σ2(m),(t+1)m
∣∣∣ I(m),(t−1)m] = ρ2mV [σ2(m),tm∣∣∣ I(m),(t−1)m]
+ξρm−1 1− ρ
m
1− ρ E
[
σ2(m),tm
∣∣∣ I(m),(t−1)m]+mAm,
with:
δ(m) = mδ1− ρ
m
1− ρ ,
Am = ς
1− ρ2m
1− ρ + ξδ
1− ρm
(1− ρ)2
(
1 + ρm − ρm−1
)
.
It is important to realize that the temporal aggregation formulas of Proposition 3.2 are
derived by only maintaining an assumption on the pattern of dynamics for E
[
σ2t+1
∣∣ It] and
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V
[
σ2t+1
∣∣ It]. We never refer to the more specific conditional Laplace transforms defined in
the former subsection. Proposition 3.2 shows that our volatility model is not fully robust to
temporal aggregation but that a slightly weakened version of it would be. More precisely,we
are able to write:
E
[
σ2(m),(t+1)m
∣∣∣ I(m),tm] = ρmσ2(m),tm + δ(m) + ζ(m),tm,
E
[
ζ(m),tm
∣∣∣ I(m),(t−1)m] = 0.
Exact temporal aggregation would have required AR(1) dynamics for σ2(m),tm, that is
ζ(m),tm = 0. By contrast we only have ARMA(1, 1) dynamics for σ2(m),tm, m > 1 . This
result is conformable to extant literature about integrated volatility in affine continuous time
models (Bollerslev and Zhou, 2002; Meddahi, 2003; Meddahi and Renault, 2004). At the cost
of additional complexity, a volatility model robust to temporal aggregation could have been
derived by allowing the initial process (σ2t ) itself to be only ARMA(1, 1) instead of necessarily
AR(1).
The main innovation of this paper is to specify a joint affine model for returns and volatility,
allowing for leverage effect. Interestingly enough, under the maintained hypothesis that returns
do not Granger cause the volatility factor, our specification of E [rt+1| Iσt ] and V [rt+1| Iσt ] is
robust to temporal aggregation. More precisely, it is worth noting that the Sims’ characteriza-
tion of Granger non-causality allows us to revisit conditional moments of future return given
information at time t as conditioning moments given the richer information sets:
I¯σt = Iσt ∪ {στ , τ > t+ 1} = It ∪ {στ , τ > t} .
Sims’ non causality (from r to σ) tells us that given past It and current σt+1, rt+1 is
stochastically independent from future στ , τ > t + 1. Similarly, we define the temporally
aggregated information sets:
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I¯σ(m),tm = Iσ(m),tm ∪ {στ , τ > t+ 1} = I(m),tm ∪ {στ , τ > t} .
The key is that to capture leverage effect, that is instantaneous causality between return
and volatility, one must not aggregate the conditioning information about future volatility.
This is conformable to the common practice in continuous time option pricing of conditioning
over the complete future volatility path (see e.g. Romano and Touzi, 1997; Willard, 1997).
We are then able to derive the following exact temporal aggregation result:
Proposition 3.3 (Return aggregation). If, for all t = 1, 2, . . . , T :
E
[
rt+1| I¯σt
]
= E [rt+1| It] + (φ+ τ)
(
σ2t+1 − E
[
σ2t+1
∣∣∣ It]) ,
E [rt+1| It] = τE
[
σ2t+1
∣∣∣ It] ,
V
[
rt+1| I¯σt
]
=
(
1− φ2
)
σ2t+1, −1 < φ ≤ 0, τ ≥ 0.
Then for all t = 1, 2, . . . , T and for all m = 1, 2, . . .
E
[
r(m),tm
∣∣∣ I¯σ(m),(t−1)m] = E [r(m),tm∣∣∣ I(m),(t−1)m]
+ (φ+ τ)
(
σ2(m),tm − E
[
σ2(m),tm
∣∣∣ I(m),(t−1)m]) ,
E
[
r(m),tm
∣∣∣ I(m),(t−1)m] = τE [σ2(m),tm∣∣∣ I(m),(t−1)m] ,
V
[
r(m),tm
∣∣∣ I¯σ(m),(t−1)m] = (1− φ2)σ2(m),tm.
3.2.3 A Discrete Time Heston Model
Gourieroux and Jasiak (2006) have put forward a specific univariate CAR model well suited
for positive processes like volatility. Their model, dubbed “AutoRegressive Gamma Process”
(ARG), features transition distributions that are non-central gamma, exactly as discrete time
transitions of the popular square root continuous time process (Feller, 1951), often referred to
as CIR processes, following the seminal Cox et al. (1985) model of interest rates. Gourieroux
and Jasiak (2006) actually show that the CIR process is nothing but the continuous time limit
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of ARG(1) processes. For the purpose of volatility modelling, we are more interested in Heston
(1993) model, which jointly specifies the dynamic of return and volatility with leverage effect.
The purpose of this subsection is to extend the result of Gourieroux and Jasiak (2006) by
showing that the Heston model for return and volatility can be seen as a continuous time limit
of our bivariate CAR model. In order to show this possibility, we only need to get it for a
convenient specification choice of transition probabilities in discrete time, namely non-central
gamma for the conditional distribution of σ2t+1 given It (in the spirit of ARG(1)) and Gaussian
for the conditional distribution of rt+1 given Iσt . Following Gourieroux and Jasiak (2006), we
then write:
E
[
exp
(
−uσ2t+1
)∣∣∣ It] = exp (−a (u)σ2t − b (u))
with:
a (u) = ρu1 + u, b (u) = δ log (1 + u) . (3.7)
Note that the parameters ρ and δ in (3.7) are introduced consistently with the value of a′ (0)
and b′ (0) given in Proposition 3.1. The corresponding volatility process would be called by
Gourieroux and Jasiak (2006) an ARG(1) process with persistence parameter ρ and dispersion
parameter δ. Note that Gourieroux and Jasiak (2006) introduce in addition a scale parameter
c that is immaterial for us (we normalize to c = 1 in their notations) since it is clear from (3.1)
that the scaling of volatility can be performed through the specification of the functions α (v)
and β (v). Direct application of formulas (3.2) and (3.5) above gives the conditional moments
of interest:
E
[
σ2t+1
∣∣∣ It] =ρσ2t + δ,
V
[
σ2t+1
∣∣∣ It] =2ρσ2t + δ.
Note that as announced in Section 3.2.1, this setting enforces the constraint V
[
σ2t+1
∣∣ It] ≥
E
[
σ2t+1
∣∣ It].
While our model in general produces leptokurtic distributions of returns give current and
past volatility, we will rather focus in this section on the limit case of a return rt+1 that is
82
conditionally Gaussian given Iσt :
E [ exp (−vrt+1)| Iσt ] = exp
(
−α (v)σ2t+1 − β (v)σ2t − γ (v)
)
with:
α (v) = v (φ+ τ) + 12v
2
(
1− φ2
)
,
β (v) = −vφρ, (3.8)
γ (v) = −vφδ.
Our discrete time Heston model with parameters ρ, δ, φ, and τ is defined by the two
equations (3.7) and (3.8).
The continuous time limit of this model is easy to figure out by adapting the temporal
aggregation formulas of the former subsection to the case of an infinitesimal period of time of
length h (h < 1) . We basically have to replace the summations in (3.6) by multiplication of a
spot value by a factor h. It is the convenient way to think about an integral over an infinitely
short period of time.
In fact, we can show
Proposition 3.4 (Continuous-time limit). Suppose that σ2t+h follows ARG(1). Also assume
that
rt+h = τhσ2t+h + ηt+h,
with
ηt+h|Iσt ∼ N
(
φh
(
σ2t+h − E
[
σ2t+h
∣∣∣ It]) , (1− φ2h)σ2t+h) .
The choice of series φh is such that 1 − φ2h = O (h), φh = O (1), and |φ0| ≤ 1. Then, the
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continuous-time limit of the joint process
(
rt, σ
2
t
)
is CIR process with leverage effect:
dσ2t = a
(
b− σ2t
)
dt+ ησσtdW1t,
drt = τσ2t dt+ ηrσtdW2t,
where a = − log ρ > 0, b = δ1−ρ , η2σ = 2 log ρρ−1 , η2r = 2 log ρρ−1 φ−20 , and Corr
[
rt, σ
2
t
]
= φ0.
3.2.4 Leverage effect with ARG(1)
In the previous section I did not introduce any assumptions on volatility distribution. One
possibility which is very attractive both in terms of computational applications and financial
theory is to use ARG(1).
Assumption 3 (Specific case of ARG(1)). The volatility process is ARG(1), that is
l (u, 0) = ρu1− cu, g (u, 0) = −δ log (1− cu) ,
where c, ρ, δ > 0.
Proposition 3.5 (ARG(1) joint Laplace transform). Given Assumption 3 the functions l and
g take the following form:
l (u, v) = ρz (u, v)1− cz (u, v) − vφρ,
g (u, v) = −δ log (1− cz (u, v))− vφδc,
with z (u, v) = u+ vφ+ 12v2
(
1− φ2).
It is easy to see that under the specific case of ARG(1) volatility dynamics, the correlation
of volatility and the part of return without volatility premium is
Cort
[
σ2t+1, ηt+1
]
=φ
[
φ2 +
(
1− φ2
) 1
c
ρσ2t + δc
2ρσ2t + δc
]− 12
.
Note that for φ = 0 the actual correlation is zero as well as for φ = ±1 it will also coincide
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with the parameter. This means that parameter φ has some effect on correlation but does not
represent it directly.
I simulate ARG(1) over unit time interval with 1000 observations. Parameters are taken as
c = 0.01, δ = 1.047 and ρ = 0.96. Parameter φ is set at −0.99. The result is shown in Figure
C.1 on page 174. Clearly, as expected whenever current volatility is above its unconditional
expectation, correlation goes below the target level, and vice versa.
Figure C.2 on page 175 shows dependence between parameter φ (horizontal axis) and effec-
tive correlation (vertical axis). For given choice of model parameters the effective correlation
parameter does not resemble much the actual instantaneous correlation level which suggests
that φ is just a parameter and should not be confused with actual correlation. One more im-
portant note is that for large negative target correlations parameter φ varies in much smaller
range. This observation suggest that it will be easier to identify this parameter coming from
observations on volatility and returns cross-correlations.
3.3 Risk premia and option prices
3.3.1 Risk premia with CAR(1)
Assumption 4 (Asset return). Log excess return follows
rt+1 = τσ2t+1 + σt+1εt+1,
where τ is the price of volatility risk, εt ∼ NID (0, 1).
Assumption 5 (Volatility process). Also assume that volatility follows CAR(1) process with
the following Laplace transform under the physical probability measure:
EP
[
exp
{
−uσ2t+h
}∣∣∣σ2τ , τ ≤ t] = exp{−ah (u)σ2t − bh (u)} ,
with ah(0) = 0 and bh(0) = 0.
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It follows from Laplace transform that the mean and the variance are
EP
[
σ2t+1
∣∣∣ It] =a′ (0)σ2t + b′ (0) ,
V P
[
σ2t+1
∣∣∣ It] =− a′′ (0)σ2t − b′′ (0) . (3.9)
This immediately implies some restrictions on admissible functions a and b. First, they
have to be non-decreasing in proximity of zero, a′(0) ≥ 0 and b′(0) ≥ 0. Second, they have to
be concave in proximity of zero, a′′ (0) ≤ 0 and b′′ (0) ≤ 0.
Add an assumption on stochastic discount factor (SDF):
Mt,t+1 (θ) = exp {−rf} exp
{
−θ1 − θ2σ2t+1 − θ3σ2t − θ4rt+1
}
, (3.10)
where θ2 and θ4 = τ + 12 are risk premium parameters associated with volatility and equity
risk, respectively.
It may be shown that the risk-neutral distribution has similar characterization through
Laplace transform except that functions a and b are replaced with
a∗ (u) =a
(
λ0 + u
)
− a
(
λ0
)
,
b∗ (u) =b
(
λ0 + u
)
− b
(
λ0
)
,
(3.11)
where
λ0 = θ02 +
1
2τ
2 − 18 = θ
0
2 +
1
2
(
τ − 12
)(
τ + 12
)
. (3.12)
Analogously to physical Laplace transform I get the risk-neutral mean and variance:
EQ
[
σ2t+1
∣∣∣ It] =a′ (λ0)σ2t + b′ (λ0) ,
V Q
[
σ2t+1
∣∣∣ It] = −a′′ (λ0)σ2t − b′′ (λ0) . (3.13)
As long as the choice of functions a and b is independent of preference parameters θ I can
broaden restrictions from proximity to zero to any real number. So it is necessary that both
a and b be non-decreasing and concave.
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Two other parameters are functions of the first two and have a very particular form under
no-arbitrage conditions:
θ1 = −b
(
θ2 +
1
2τ
2 − 18
)
, and θ3 = −a
(
θ2 +
1
2τ
2 − 18
)
.
Now consider the set up of Todorov and Bollerslev (2011). They formally define equity
and variance risk premia as the difference between conditional expectations under physical and
risk-neutral probability measures.
For the reason that will become clear later I add logarithms to this definition.
Definition 3.1 (Equity and volatility risk premia). Expected equity and volatility risk premia
over horizon h at time t
ERPt,h ≡ 1
h
logEP [ exp (rt+h)| It] ,
and
V RPt,h ≡ 1
h
(
EP [QVt,t+h| It]− EQ [QVt,t+h| It]
)
,
respectively, where P denotes physical probability measure, and Q - risk neutral one. Also
QVt,t+h is the quadratic variation of price process.
In the discrete case at hand this quantity is simply the sum of volatilities over the specified
period of time:
QVt,t+h =
h∑
s=1
σ2t+s.
Proposition 3.6 (Risk premia for CAR(1) process). Under Assumptions Assumption 4 and
Assumption 5 equity risk premium is
ERPt,h =− σ2t
1
h
h∑
s=1
as (−θ4)− 1
h
h∑
s=1
bs (−θ4) ≥ 0,
and volatility risk premium is
V RPt,h = σ2t
1
h
h∑
s=1
[
a′s (0)− a′s
(
λ0
)]
+ 1
h
h∑
s=1
[
b′s (0)− b′s
(
λ0
)]
.
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Recall that as (u) = a◦s (u), and hence
a′s (u) = [a◦s (u)]′ = [a (as−1 (u))]′ = a′ (as−1 (u)) a′s−1 (u) =
s∏
i=1
a′ (as−i (u)) .
Then, since as (0) = 0,
a′s (0) = a′ (0) a′s−1 (0) =
[
a′ (0)
]s
.
Similar result holds for b (u).
b′s (0) = c′ (0)
(
1− [a′ (0)]s) .
Hence,
EP [QVt,t+h| It] =
[
h∑
s=1
[
a′ (0)
]s]
σ2t +
[
c′ (0)
h∑
s=1
(
1− [a′ (0)]s)]
=a′ (0) [a
′ (0)]h − 1
a′ (0)− 1 σ
2
t + c′ (0)
(
h− a′ (0) [a
′ (0)]h − 1
a′ (0)− 1
)
=a′ (0) [a
′ (0)]h − 1
a′ (0)− 1
[
σ2t − c′ (0)
]
+ c′ (0)h.
The result at point λ0 can not be simplified:
a′s
(
λ0
)
=
s∏
i=1
a′
(
as−i
(
λ0
))
.
Note again the conditions under which there is no compensation for volatility risk. Nat-
urally, this happens when λ0 = 0 or, using its definition, θ2 = 18 − 12τ2 = 12θ4 (1− θ4). In
particular, whenever θ4 = 0, the equity premium parameter in (3.10) is zero, or τ = −12 , the
risk neutral case. Otherwise, volatility premium parameter is locked in specific relation with
risk aversion parameter in order to drive volatility premium to zero.
Bakshi and Kapadia (2003), Bollerslev et al. (2007), and Bollerslev et al. (2009) report that
the market volatility risk premium as well as volatility risk price are on average negative. Such
an observation implies in particular that the volatility process is more persistent under the
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risk-neutral measure. This may be seen in the mean reverting model of stochastic volatility
by Heston (1993) where risk neutral speed parameter is the sum of physical speed parameter
and volatility risk price, κ∗ = κ + λ, λ < 0. Larger speed parameter corresponds to shorter
memory.
As seen from the last general expression, volatility risk premium depends on current volatil-
ity level for any horizon. Moreover, this function is non-positive iff a′s (0) ≤ a′s
(
λ0
)
= a∗′s (0).
Recall that these derivatives are multipliers of current volatility level in conditional expectation
of future volatility. Then one should realize that for negative dependence we need volatility
process to be less persistent under the physical measure than under risk-neutral. Therefore, it
is necessarily that λ0 < 0 which implies that
θ2 ≤ 18 −
1
2τ
2 = 12θ4 (1− θ4) .
3.3.2 Equity risk premium
Let me start with one period equity premia written in terms of initial risk premia parameters
ERPt,1 =− σ2t a (−θ4)− b (−θ4) . (3.14)
Here θ4 is the parameter corresponding to equity risk premium, and λ0 = θ2 + 12θ4 (θ4 − 1).
So we can compute the derivative of each premium with respect to corresponding parameter
in order to quantify their effects:
∂ERPt,1
∂θ4
=σ2t a′ (−θ4) + b′ (−θ4) ≥ 0. (3.15)
This expression is non-negative for any current volatility level and non-negative risk premium
parameter.
It is also important to note that the effect of volatility premium parameter θ2 on equity
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risk premium is zero:
∂ERPt,1
∂θ2
=0.
Another way to see the equity premium is to approximate equity risk premium. I use
Taylor second order series for each a and b around zero:
ERPt,1 ≈ θ4
[
a′ (0)σ2t + b′ (0)
]
= θ4EP
[
σ2t+1
∣∣∣ It] . (3.16)
In other words equity risk premium is equal to the “price” θ4 of risk multiplied by its “quantity”
expressed as conditional expectation of future volatility.
3.3.3 Volatility risk premium
Write explicitly volatility risk premium for one period:
V RPt,1 = σ2t
[
a′ (0)− a′
(
λ0
)]
+
[
b′ (0)− b′
(
λ0
)]
≤ 0.
It can be approximated using Taylor series around zero:
V RPt,1 ≈ −λ0
[
a′′ (0)σ2t + b′′ (0)
]
= λ0V P
[
σ2t+1
∣∣∣ It] .
In other words volatility risk premium is equal to the “price” λ0 of volatility risk multiplied by
its “quantity” expressed as conditional volatility of volatility. Note that the price of volatility
risk is not equal to the parameter we designated for it, θ2. The way to understand this result
is to derive the effects of both parameters on the premium.
First, compute the derivative of volatility risk premium with respect to its “native” pa-
rameter:
∂V RPt,1
∂θ2
= −a′′
(
λ0
)
σ2t − b′′
(
λ0
)
= V Q
[
σ2t+1
∣∣∣ It] ≥ 0. (3.17)
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Analogously,
∂V RPt,1
∂θ4
= −τ
[
a′′
(
λ0
)
σ2t + b′′
(
λ0
)]
= τ ∂V RPt,1
∂θ2
= τV Q
[
σ2t+1
∣∣∣ It] . (3.18)
The sign of this effect is the same as the sign of τ . For τ ∈
[
−12 , 0
)
the effect of equity risk
price is negative. If τ > 0, then the effect is positive.
Note that the variance of variance in the above expressions is evaluated under risk-neutral
distribution. In order to see the connection with physical distribution perform the following
approximation (around zero):
∂V RPt,1
∂θ2
=− a′′
(
λ0
)
σ2t − b′′
(
λ0
)
≈−
[
a′′ (0) + a(3) (0)λ0
]
σ2t −
[
b′′ (0) + b(3) (0)λ0
]
=V P
[
σ2t+1
∣∣∣ It]−mP3 λ0,
(3.19)
where I denoted mP3 as the third central moment of volatility under objective probability
measure. So, the change in volatility risk premium with respect to the change in price is not
exactly the objective variance of future volatility. Having in mind that we normally observe
positive skewness of volatility distribution, we face the problem of biased price estimation.
Suppose that an econometrician has a model for conditional variance of variance and at the
same time obtains an estimate of volatility risk premium. She also believes that the premium
is a simple product of “price” and “quantity”. The natural step now is to infer the time varying
volatility risk price by simply dividing the premium by volatility of volatility. As the above
result shows, she would essentially get
θ2
(
1−mP3 λ0/V P
[
σ2t+1
∣∣∣ It]) > θ2,
and not the desired θ2. Moreover, the larger the skewness of volatility distribution, the larger
the mistake will be. It will be even larger if
∣∣λ0∣∣ is large, i.e. either of risk prices is large in
absolute terms.
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3.3.4 Volatility persistence
Next issue of interest is the impact of volatility persistence on risk premia. Denote the measure
of persistence as ρ = a′ (0). Now fix two parameters. First is the conditional variance
σ2 = EP
[
σ2t
]
= −c′ (0) = b
′ (0)
1− ρ,
and the second is the overdispersion:
1
δ
= V
P
[
σ2t+1
](
EP
[
σ2t+1
])2 = c′′ (0)σ4 ,
where I used the following relations:
b (u) =c [a (u)]− c (u) ,
b′ (u) =c′ [a (u)] a′ (u)− c′ (u) ,
b′ (0) =c′ (0) [ρ− 1] .
The following considerations will be made under the assumption that the above moments are
left unchanged in order to separate the effects of other parameters.
First of all, there are two probability distributions and we have to decide which one is of
particular interest when considering the notion of persistence. This choice is important since
it is possible to increase persistence under one probability measure but leave it unchanged
under another. The way to see it is to compare objective volatility expectation in (3.9) and
risk-neutral expectation in (3.13). Objective expectation is essentially preference free. On
the other hand, risk-neutral specification depends on parameters of stochastic discount factor.
Hence, one can change volatility persistence in two ways:
1. Decrease λ0. This change will only be reflected in the increase of a′
(
λ0
)
= ρ∗ which is
essentially a measure of volatility persistence under risk-neutral probability.
2. Increase ρ, that is the persistence measure under objective probability. But since ρ∗ can
not be smaller than ρ, this alteration propagates to risk-neutral world as well.
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3.3.4.1 First scenario
Say we act according to the first scenario. In turn it can be achieved either by decreasing
equity premium parameter θ4 or volatility premium parameter θ2. The exact effect on volatility
premium of a negative change in θ2 may be seen in (3.17). Clearly, the derivative of premium
with respect to its native parameter is positive so the final effect is negative, volatility premium
decreases and becomes larger in absolute terms. But the change is not constant and rather
depends on parameter θ2 itself. Approximate formula in (3.19) shows that the change in
volatility premium is more noticeable the larger the absolute value of θ2.
Notice that the change in volatility risk price has absolutely no effect on equity risk pre-
mium. This means that θ2 clearly disentangles equity and volatility risk factors. It may
actually be the case that such separation will help in parameter identification.
Now, the second way to decrease λ0 is to decrease equity risk price, θ4. The exact effect
on volatility premium is given in (3.18). The expression is the γ = θ4 − 12 multiple of risk-
neutral volatility of volatility. So, again the effect depends in magnitude on the exact value
of parameter at hand, it is larger for larger parameter. There is also a second order effect
channeled through the change of risk-neutral volatility of volatility which grows as well.
Due to the decrease in the equity risk price it comes to no surprise that equity risk premium
becomes smaller as seen from (3.15). Hence, the downward change in equity risk price leads to
smaller equity premium and at the same time to higher volatility premium through increased
volatility persistence under risk-neutral measure.
3.3.4.2 Second scenario: Equity premium
The second scenario is not as simple. The reason is that we have to offset the required increase
of a′ (0) by the corresponding change in b′ (0) as long as we want to keep unconditional volatility
mean constant. So, I infer that the offsetting change is decrease in b′ (0) = σ2 [1− a′ (u)]. The
second offset should keep constant the degree of overdispersion. To derive the offset I first
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compute the following derivatives:
b′′ (u) =c′′ [a (u)] a′ (u)2 + c′ [a (u)] a′′ (u)− c′′ (u) ,
b′′ (0) =c′′ (0)
[
ρ2 − 1
]
+ c′ (0) a′′ (0) ,
b′′ (0) =σ
4
δ
[
ρ2 − 1
]
− σ2a′′ (0) .
(3.20)
It follows that the unconditional volatility in terms of functions a and b is2
V P
[
σ2t
]
= c′′ (0) = −a
′′ (0)σ2 + b′′ (0)
1− ρ2 .
In order to balance the increase in ρ which decreases denominator of the above ratio, I have to
decrease the absolute value in the nominator. For this purpose according to relation in (3.20) I
can push closer to zero either a′′ (0) or b′′ (0) comes closer to zero as well according to relation
expressed in (3.20). This implies that for larger persistence of volatility process we need to
reduce its conditional variance in order to preserve unconditional second moment.
Let us see what is the effect of larger volatility persistence under the second scenario. First,
consider equity risk premium and its first order approximation in (3.16). Taking into account
the offset it can be rewritten as
ERPt,1 ≈ θ4
[
σ2 + ρ
(
σ2t − σ2
)]
.
This shows that any change in expected equity risk premium (everything else held constant)
is highly dependent on relation of current volatility σ2t to its long-term mean σ2. Higher
persistence simply magnifies the perception of volatility deviation from its stationary level. If
the current financial market is unusually volatile, as it always happens during economic crises,
one should expect even higher return next period since such fluctuations are more likely to
persist. Same on the other side, if markets are stagnating the expected return will be even
smaller for persistent market. Intuitively, larger persistence in volatility helps to make more
2Same result may be derived from decomposition of variance: V (Y ) = E [V (Y |X)] + V [E (Y |X)].
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accurate predictions of future volatility which is more likely to remain close to the current level.
Hence, more weight is put on discrepancy between current and long-term volatility levels.
Now take the unconditional expectation of the above premium representation: EP [ERPt,1] ≈
θ4σ2. Seemingly, volatility persistence does not have any effect on equity risk premium at least
at the first order. There still may be the second and larger order effects as seen from the exact
definition in (3.14). To work out this issue compute the second order approximation:
ERPt,1 ≈θ4
[
a′ (0)σ2t + b′ (0)
]
− θ24
[
a′′ (0)σ2t + b′′ (0)
]
=θ4
[
σ2 + ρ
(
σ2t − σ2
)]
+ θ24
[
σ4
δ
(
1− ρ2
)
− a′′ (0)
(
σ2t − σ2
)]
.
The first positive term in the second order approximation σ4δ θ24
(
1− ρ2) will get closer to zero
and will reduce overall equity risk premium. The sign of the second term once again depends on
relation of current volatility to its long-term mean. For positive discrepancy (volatile market)
and the offsetting smaller −a′′ (0) ≥ 0 equity risk premium will be even smaller.
Clearly, we are faced with two effects of opposite direction. The magnifying effect comes
from larger conditional expectation and the diminishing effect comes from smaller conditional
variance.
Taking unconditional expectation,
EP [ERPt,1] ≈θ4σ2 + θ24
σ4
δ
(
1− ρ2
)
,
we observe that stationary equity risk premium actually does depend on volatility persistence.
Moreover, the dependence is negative. The reason is that equity risk premium is connected to
higher volatility moments through functions a and b which are the only functions necessary to
derive all the moments of return volatility in this model.
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3.3.4.3 Second scenario: Volatility premium
Consider the first order approximation of volatility premium taking into account offsetting
changes:
V RPt,1 ≈ −λ0
[
σ4
δ
(
1− ρ2
)
− a′′ (0)
(
σ2t − σ2
)]
,
and its unconditional counterpart:
EP [V RPt,1] ≈ −λ0σ
4
δ
(
1− ρ2
)
.
The effect of greater volatility persistence is unambiguous in case of unconditional premium.
As long as λ0 < 0 we have
∂EP [V RPt,1]
∂ρ
≈ 2λ0σ
4
δ
ρ < 0.
In other words, volatility premium becomes even larger in absolute terms.
3.3.5 Risk Premia with ARG(1)
Next think of even more restricted volatility model, ARG(1) process. Volatility is then dis-
tributed as σ2t+1|σ2t ∼ γ
(
δ, βσ2t , c
)
. It implies that Laplace transform is parametrized as
a (u) = ρu1 + cu, b (u) = δ log (1 + cu) , c (u) = δ log
(
1 + cu1− ρ
)
,
and for longer horizons:
a◦h(u) =ρhu
(
1 + 1− ρ
h
1− ρ cu
)−1
, ∀h ≥ 1,
bh(u) =δ log
(
1 + 1− ρ
h
1− ρ cu
)
, ∀h ≥ 1,
where ρ = βc.
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According to the definition in (3.11),
a∗ (u) = ρ
(
λ0 + u
)
1 + c (λ0 + u) −
ρλ0
1 + cλ0 =
ρu
(1 + c (λ0 + u)) (1 + cλ0) =
ρu/
(
1 + cλ0
)2
1 + cu/ (1 + cλ0) .
So function a∗ has the same form as a:
a∗ (u) = ρ˜u1 + c˜u , with ρ˜ =
ρ
(1 + cλ0)2
and c˜ = c1 + cλ0 .
Analogously, b∗ (u) = δ log (1 + c˜u) and c∗ (u) = δ log
(
1 + c˜u1−ρ˜
)
. So, the process is still
ARG(1) under a different probability measure.
Suppose we want a process to feature long memory under the risk-neutral measure, that is
ρ˜ = 1, and short memory under physical measure, ρ < 1. Then, necessarily
ρ =
(
1 + cλ0
)2
< 1, ⇔
∣∣∣1 + cλ0∣∣∣ < 1, ⇔ λ0 ∈ (−2
c
, 0
)
.
Recall (3.12). In order to satisfy λ0 < 0 and θ2 > 0 we will need |γ| < 12 . Write again functions
a∗ and b∗ as well as their derivatives:
a∗h (u) =
u
1 + hc˜u, b
∗
h (u) = δ log (1 + hc˜u) ,
d
du
a∗h (u) =
1
(1 + hc˜u)2
,
d
du
b∗h (u) =
δhc˜
1 + hc˜u.
Same for a and b:
a′h (u) =
d
du
a◦h(u) =ρh
(
1 + 1− ρ
h
1− ρ cu
)−2
, ∀h ≥ 1,
b′h (u) =
d
du
bh(u) =
1− ρh
1− ρ δc
(
1 + 1− ρ
h
1− ρ cu
)−1
, ∀h ≥ 1,
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So the equity risk premium is
ERPt,h =σ2t
1
h
h∑
s=1
[
as
(
λ0 − γ − 12
)
− as
(
λ0
)
− as
(
−γ − 12
)]
+ 1
h
h∑
s=1
[
bs
(
λ0 − γ − 12
)
− bs
(
λ0
)
− bs
(
−γ − 12
)]
.
Volatility risk premium is
V RPt,h = σ2t
1
h
h∑
s=1
[ρs − 1] + 1
h
h∑
s=1
[1− ρs
1− ρ δc− δsc˜
]
.
Note that
1
h
h∑
s=1
[ρs − 1] = 1
h
ρ
1− ρh
1− ρ − 1, ⇒ limh→∞
1
h
h∑
s=1
[ρs − 1] = −1,
and
1
h
h∑
s=1
[1− ρs
1− ρ δc− δsc˜
]
= 1
h
δc
1− 2ρ+ ρh+1
(1− ρ)2 −
1
2δc˜ (h− 1)→ −sign(c˜)∞.
If we recall the definition c˜ = c1+cλ0 we should realize that volatility risk premium goes to
infinity if λ0 < −1c and to negative infinity otherwise.
3.3.6 Risk neutral distribution and leverage
Proposition 3.7 (No-arbitrage restrictions). Under no-arbitrage conditions and joint dynam-
ics of return and volatility the SDF is given by
Mt,t+1 (θ) = exp
{
−θ1 − θ2σ2t+1 − θ3σ2t − θ4rt+1
}
,
with the following restrictions:
l (0, 1) = g (0, 1) = 0,
and
θ1 = −g (θ2, θ4) = −g (θ2, θ4 − 1) , θ3 = −l (θ2, θ4) = −l (θ2, θ4 − 1) .
These restrictions should help us to identify parameters of the SDF and find the risk-neutral
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conditional Laplace transform of volatility and return:
EQ
[
exp
{
−uσ2t+1 − vrt+1
}∣∣∣ It] =EP [Mt,t+1 (θ) exp{−uσ2t+1 − vrt+1}∣∣∣ It]
=EP
[
exp
{
−θ1 − (u+ θ2)σ2t+1 − θ3σ2t − (v + θ4) rt+1
}∣∣∣ It]
= exp
{
− [l (u+ θ2, v + θ4) + θ3]σ2t − [g (u+ θ2, v + θ4) + θ1]
}
= exp
{
− [l (u+ θ2, v + θ4)− l (θ2, θ4)]σ2t
}
× exp {− [g (u+ θ2, v + θ4)− g (θ2, θ4)]} .
Using the restriction once again shows that
l∗ (u, v) = l (u+ θ2, v + θ4)− l (θ2, θ4) ,
g∗ (u, v) = g (u+ θ2, v + θ4)− g (θ2, θ4) ,
which means that if, for example, volatility is ARG(1) under physical distribution P , then it
will remain ARG(1) under the risk-neutral distribution Q.
3.3.7 Option pricing
Proposition 3.8 (Option price with leverage). The price of a one-period call option with
payoff (Stert+1 −K)+
C (x, φ) =E
[
BS
(
Stξt,t+1, σt+1
√
1− φ2, x
)∣∣∣∣ It] , (3.21)
where x = log (K/St) is the moneyness of the option, price adjustment is
log ξt,t+1 = φ
(
σ2t+1 − E
[
σ2t+1
∣∣∣ It])− 12φ2σ2t+1,
and the Black-Scholes price is
BS (S, σ, x) =SΦ
(1
2σ +
x
σ
)
−KΦ
(
−12σ +
x
σ
)
=SΦ (d1)−KΦ (d1 − σ) .
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Proposition 3.9 (Option price around zero leverage). The option price in (3.21) may be
approximated as
C (x, φ) ≈E [BS (St, σt+1, x)| It] + φCov
[
Φ
(1
2σt+1 +
x
σt+1
)
, σ2t+1
∣∣∣∣ It] .
For zero moneyness specifically:
C (0, φ) ≈E [BS (St, σt+1, 0)| It] + 12φCov
[
BS (St, σt+1, 0) , σ2t+1
∣∣∣ It] .
Implied volatility is the solution of
BS
(
St, σ
imp, x
)
= C (x, φ) .
The above Proposition 3.9 says that at the money option price linear approximation has
a slope coefficient equal to the covariance between BS price evaluated at future volatility and
future volatility itself. Since BS price is a monotone increasing function of volatility, the
covariance is always positive.
Cov
[
BS (St, σt+1, 0) , σ2t+1
∣∣∣ It] ≥ 0.
For Monte-Carlo simulation I have chosen the particular case of Car(1) process, ARG(1)
process with σ2t+1|σ2t ∼ γ
(
δ, βσ2t , c
)
. Simulation procedure is very similar to the one described
in Hull and White (1987). I compute implied volatility for each moneyness value in the
interval [−0.4, 0.4]. I set option maturity to T = 10/365 in years, stationary volatility value to
be Eσ2t = c/ (1− ρ) = .5/N , number of observations per year is N = 20× 365, δ = 1.047 and
ρ = 0.96. Current asset price is S0 = 1, and the risk-free rate is rf = 0. For each option price
there were 106 of Monte-Carlo simulations generated. Resulting volatility smiles are presented
in Figure C.3 on page 176.
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3.4 GMM: general setup
One way to estimate the Laplace transform is to use GMM estimator (Hansen, 1982). At first
we have the following T − 1 conditional moments:
E
[
exp
{
−uσ2t+1
}
− exp
{
−aσ2t − b
}∣∣∣ It] = 0, (3.22)
for fixed u, a, b. We can transform these moments to unconditional expectations by multiplying
them by random variables in the current information set:
E
[
h
(
σ2t+1, σ
2
t ; θ
)]
= E
[
Ztg
(
σ2t+1, σ
2
t ; θ
)]
= E
[
Zt
(
exp
{
−uσ2t+1
}
− exp
{
−aσ2t − b
})]
= 0.
Z is the T − 1 × k matrix of k instruments. Hence, in this particular case function h is two
dimensional.
GMM estimator is the solution to the following optimization problem:
[
aˆ(u), bˆ(u)
]
= arg min
a,b
[
1
T
T∑
t=1
h
(
σ2t , σ
2
t−1; a, b
)]′
W
[
1
T
T∑
t=1
h
(
σ2t , σ
2
t−1; a, b
)]
,
where W is appropriately chosen weighting matrix. Its best choice is
W = V
[
h
(
σ2t+1, σ
2
t ; a˜, b˜
)]−1
for some consistent estimators a˜ and b˜ of their true counterparts. Then asymptotic distribution
of the GMM estimator,
√
n
(
θˆn − θ0
)
, is normal with mean zero and variance covariance matrix
(
E
[
∂h
(
σ2t+1, σ
2
t ; θ0
)
∂θ
]
V
[
h
(
σ2t+1, σ
2
t ; θ0
)]−1
E
[
∂h
(
σ2t+1, σ
2
t ; θ0
)
∂θ′
])−1
.
The expectation and variance matrix are estimated as
1
T
T∑
t=1
∂h
(
σ2t , σ
2
t−1; θˆT
)
∂θ
and 1
T
T∑
t=1
h
(
σ2t , σ
2
t−1; θˆT
)
h
(
σ2t , σ
2
t−1; θˆT
)′
.
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The gradient vector of optimization problem is
∂Q
∂θ′
= 2
[
1
T
T∑
t=1
h
(
σ2t , σ
2
t−1; a, b
)]′
W
[
1
T
T∑
t=1
∂
∂θ′
h
(
σ2t , σ
2
t−1; a, b
)]
.
3.4.1 GMM estimation with optimal instruments
Garcia et al. (2004, p.49) argue that there exist optimal instruments. In fact they are given
by
Zt = E
[
∂g
(
σ2t+1, σ
2
t ; θ0
)
∂θ′
∣∣∣∣∣ It
]
V
[
g
(
σ2t+1, σ
2
t ; θ0
)∣∣∣ It]−1 .
Thanks to my particular model these expectations are easy to compute:
E
[
∂g
(
σ2t+1, σ
2
t ; θ0
)
∂θ′
∣∣∣∣∣ It
]
= exp
{
−a (u)σ2t − b (u)
}
·
 σ2t
1
 ,
and the conditional variance:
V
[
g
(
σ2t+1, σ
2
t ; θ0
)∣∣∣ It] =V [exp{−uσ2t+1}∣∣∣ It]
=E
[
exp
{
−uσ2t+1
}2∣∣∣∣ It]− E [exp{−uσ2t+1}∣∣∣ It]2
=E
[
exp
{
−2uσ2t+1
}∣∣∣ It]− exp{−a (u)σ2t − b (u)}2
= exp
{
−a (2u)σ2t − b (2u)
}
− exp
{
−2a (u)σ2t − 2b (u)
}
.
This implies the following vector of optimal instruments:
Zt =
exp
{
−aˆ (u)σ2t − bˆ (u)
}
exp
{
−aˆ (2u)σ2t − bˆ (2u)
}
− exp
{
−2aˆ (u)σ2t − 2bˆ (u)
} [ σ2t 1
]
,
where I need the following first step estimators: aˆ (u), bˆ (u), aˆ (2u), bˆ (2u). Notice that it
becomes impossible to stay with initial condition of fixed u. Even the simple GMM estimation
requires first step estimates of Laplace transform at a different nuisance parameter u.
Clearly, Zt > 0 for any t.
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Now compute the gradient of the moment condition:
∂h
(
σ2t+1, σ
2
t ; θ
)
∂θ
=Z ′t exp
{
−aσ2t − b
} [
σ2t 1
]
=
exp
{
−aˆ (u)σ2t − bˆ (u)
}
exp
{−aσ2t − b}
exp
{
−aˆ (2u)σ2t − bˆ (2u)
}
− exp
{
−2aˆ (u)σ2t − 2bˆ (u)
}
 σ4t σ2t
σ2t 1

which is also positive for all t.
3.4.2 Estimation of Laplace transform derivatives with GMM
Since our eternal target is the analysis of risk premia (equity and volatility) we are not just
interested in functions a and b but also in their first and second derivatives. Recall that the
first derivatives characterize conditional expectation of volatility, and second derivatives are
necessary to determine volatility of volatility. So in addition to (3.22) write the first and second
derivative equations:
g0
(
σ2t+1, σ
2
t ; θ
)
= exp
{
−uσ2t+1
}
− exp
{
−aσ2t − b
}
,
g1
(
σ2t+1, σ
2
t ; θ
)
= exp
{
−uσ2t+1
}
σ2t+1 − exp
{
−aσ2t − b
}(
a′σ2t + b′
)
,
where θ = (a, b, a′, b′) is the six dimensional parameter vector. Placing three functions in one
vector g = (g0, g1) makes one simple notation for three conditional moments:
E
[
g
(
σ2t+1, σ
2
t ; θ
)∣∣∣ It] = 0.
Further we can state the following unconditional moments:
E
[
h
(
σ2t+1, σ
2
t ; θ
)]
= E [(Ztg0, Ztg1)] = 0.
This sums to k instruments, 2k moment conditions and 4 parameters. So for just identification
of model parameters it is sufficient to have two instruments one of which is always a constant.
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Find moment gradient:
E
[
∂g0
(
σ2t+1, σ
2
t ; θ
)
∂θ′
∣∣∣∣∣ It
]
= exp
{
−aσ2t − b
}

σ2t
1
0
0

,
E
[
∂g1
(
σ2t+1, σ
2
t ; θ
)
∂θ′
∣∣∣∣∣ It
]
= exp
{
−aσ2t − b
}

(
a′σ2t + b′
)
σ2t
a′σ2t + b′
−σ2t
−1

Write the variance:
V
[
g0
(
σ2t+1, σ
2
t ; θ0
)∣∣∣ It] = exp{−a (2u)σ2t − b (2u)}− exp{−2a (u)σ2t − 2b (u)} .
The variance of the second function is
V
[
g1
(
σ2t+1, σ
2
t ; θ0
)∣∣∣ It] =V [exp{−uσ2t+1}σ2t+1∣∣∣ It]
=E
[
exp
{
−2uσ2t+1
}
σ4t+1
∣∣∣ It]− E [exp{−uσ2t+1}σ2t+1∣∣∣ It]2 .
This variance is a bit more complicated so I work it out in small steps. First, note that
expectations above are simply the first and the second derivative of corresponding Laplace
transforms. Taking the derivative of the first transform with respect to u I get
E
[
exp
{
−uσ2t+1
}
σ2t+1
∣∣∣ It] = exp{−a (u)σ2t − b (u)} [a′ (u)σ2t + b′ (u)] .
Taking derivative twice on the second equality I obtain
E
[
exp
{
−2uσ2t+1
}
σ2t+1
∣∣∣ It] = exp{−a (2u)σ2t − b (2u)} [a′ (2u)σ2t + b′ (2u)] ,
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and
E
[
exp
{
−2uσ2t+1
}
σ4t+1
∣∣∣ It] = exp{−a (2u)σ2t − b (2u)}
×
[(
a′ (2u)σ2t + b′ (2u)
)2 − (a′′ (2u)σ2t + b′′ (2u))] .
I end up with the following first order approximation to the variance:
V
[
g1
(
σ2t+1, σ
2
t ; θ0
)∣∣∣ It] =V [exp{−uσ2t+1}σ2t+1∣∣∣ It]
=E
[
exp
{
−2uσ2t+1
}
σ4t+1
∣∣∣ It]− E [exp{−uσ2t+1}σ2t+1∣∣∣ It]2
= exp
{
−a (2u)σ2t − b (2u)
}
×
[(
a′ (2u)σ2t + b′ (2u)
)2 − (a′′ (2u)σ2t + b′′ (2u))]
− exp
{
−2a (u)σ2t − 2b (u)
} [
a′ (u)σ2t + b′ (u)
]2
.
So the moment conditions require first step estimator of the second derivatives of Laplace
transform functions. Recall that all this is targeted at estimation of just the first derivative.
In total I need the following first step estimators: aˆ (u), bˆ (u), aˆ′ (u), bˆ′ (u); and for different
nuisance parameter: aˆ (2u), bˆ (2u), aˆ′ (2u), bˆ′ (2u), aˆ′′ (2u), bˆ′′ (2u). Overall 10 estimators on
the first step.
Note that above outlined approach is the joint estimation of functions and their derivatives.
The other possible way is to construct estimator in multiple steps. On each step one could
use lower order derivative estimates from the previous step. Such estimation strategy seems to
be suboptimal though. The reason is that estimation error is necessarily passed over to each
next step and hence accumulated. Hence, higher order derivatives are estimated with reduced
efficiency.
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Appendix A
Appendix for chapter 1
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A.1 Tables and Figures
A.1.1 Descriptive statistics
E σ min max
Ct
Ct+1
− 1 2.17 2.89 -9.54 11.27
pi 3.36 3.96 -9.90 14.40
Rf 3.09 4.20 -0.04 14.72
RPm 8.13 20.49 -45.44 57.20
Table A.1: Descriptive statistics for annual (1930-2009) consumption growth, inflation, risk-
free rate, and market excess return.
E [yi] σ [yi] E[RP ei1] σ[Rei1]
i BM DP ME BM DP ME BM DP ME BM DP ME
low 3.5 5.0 13.2 22.8 28.5 48.0 6.6 7.2 15.2 21.7 24.6 40.3
2 3.3 8.9 14.0 17.7 56.3 61.8 7.4 7.8 12.7 19.0 21.2 34.7
3 3.0 3.1 11.6 18.7 20.0 46.0 7.4 6.8 12.4 19.1 19.8 31.5
4 3.2 3.6 7.6 23.8 19.0 30.2 7.6 8.0 11.7 22.3 19.3 29.5
5 3.5 2.5 6.0 17.4 20.6 25.3 8.7 7.1 11.2 22.3 20.8 27.2
6 3.9 3.7 5.3 22.2 19.4 22.0 9.2 8.7 10.5 23.5 21.9 25.7
7 4.9 2.7 5.0 27.6 15.6 19.9 9.3 8.9 10.3 24.4 21.0 24.9
8 8.5 3.8 4.1 32.3 17.1 18.8 11.4 10.0 9.3 26.2 21.6 22.8
9 21.7 2.9 3.0 103.6 17.3 14.8 11.9 10.0 8.7 27.4 22.6 21.6
high 31.6 1.6 1.9 102.8 25.4 14.2 13.1 9.3 6.8 32.9 25.6 19.1
mean 6.6 31.0 9.5 24.5
std 6.5 23.0 2.2 5.1
min 1.6 14.2 6.6 19.1
max 31.6 103.6 15.2 40.4
Table A.2: Means and standard deviations of the dividend growth rates for portfolios sorted
by book-to-market (BM), dividend yield (DP), and size (ME).
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Transition probability (recession) p 0.69
Transition probability (boom) q 0.72
Mean consumption growth, % µc 2.18
Standard deviation of consumption growth, % δc 4.32
Discounting factor β 0.98
Risk aversion a 10
Disappointment aversion α 0.2
Disappointment threshold κ 1.05
Elasticity of intertemporal substitution σ 1.5
Table A.3: Benchmark model parameters
Short Long
EU EZ GDA EU EZ GDA
E [RPm] -5.48 2.60 4.11 3.28 3.26 4.33
E [Rm] 10.81 4.12 5.91 9.35 4.28 6.10
σ [Rm] 23.21 4.95 4.79
E
[
Rf
]
16.29 1.51 1.81 6.08 1.02 1.78
σ
[
Rf
]
16.67 0.70 0.03
E [wm] 12.56 54.18 26.94
σ [wm] 0.02 0 0
Table A.4: Model implied return moments for benchmark parameters.
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EU EZ GDA
S
[
0.8435 0.1602
0.3452 0.3742
] [
0.8861 0.1058
0.5816 0.3964
] [
0.9551 0.0273
0.8440 0.1378
]
K
[
1.0505 0.6605
1.6851 1.0596
]
G
[
1.0778 0.2583
1.4510 0.3477
]
Sˆ
[
0.8963 0.1037
0.6024 0.3976
] [
0.8952 0.1048
0.5995 0.4005
] [
0.9722 0.0278
0.8597 0.1403
]
φ
[
0.8541 0.5201
] [
0.7141 0.7000
] [
0.7073 0.7069
]
−ρ (S), % 6.0759 1.0212 1.7774
−ρ (Q), % 6.9118 1.8391 3.6621
ρ (S)− ρ (Q), % 0.8359 0.8179 1.8847
Cov (S, Rm) -0.0015 -0.0263 -0.0420
V [S] 0.1407 0.3203 0.9633
V
[
Sˆ
]
0.3469 0.3413 0.9993
Table A.5: Transition matrix decomposition. Model implied SDF transition matrix S, modifi-
cation matrices K and G, SDF permanent component Sˆ, principal eigenvector φ, growth rate
of SDF ρ (S), growth rate of the pricing matrix ρ (G) = 2.4415%, the difference between the
last two, unconditional variance of SDF V [S] and of its permanent component V
[
Sˆ
]
. First
row of the matrix corresponds to the low current consumption growth. First column of the
matrix corresponds to the low future consumption growth.
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A.1.2 Term components of market returns
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Figure A.1: Sensitivity to risk aversion parameter of risk premium. First and second columns
depict short term and long horizons, respectively. Third column depicts the difference between
short and long-term components.
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Figure A.2: Sensitivity to elasticity of intertemporal substitution parameter of risk premium.
First and second columns depict short term and long horizons, respectively. Third column
depicts the difference between short and long-term components.
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Figure A.3: Sensitivity to generalized risk aversion parameter of risk premium. First and
second columns depict short term and long horizons, respectively. Third column depicts the
difference between short and long-term components.
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Figure A.4: Sensitivity to kappa parameter of risk premium. First and second columns depict
short term and long horizons, respectively. Third column depicts the difference between short
and long-term components.
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Figure A.5: Sensitivity to probability transition parameter of risk premium. First and second
columns depict short term and long horizons, respectively. Third column depicts the difference
between short and long-term components.
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Figure A.6: Sensitivity to mean consumption growth rate parameter of risk premium. First
and second columns depict short term and long horizons, respectively. Third column depicts
the difference between short and long-term components.
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Figure A.7: Sensitivity to consumption growth standard deviation parameter of risk premium.
First and second columns depict short term and long horizons, respectively. Third column
depicts the difference between short and long-term components.
A.1.3 Time series of returns and risk premia
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Figure A.8: Time series of market market risk premium, return, and risk-free rate over holding
period
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Figure A.9: Time series of equity risk premium, return, and its difference with market risk
premium. Dividend growth mean is µe = 2%, and standard deviation is δe = 5%.
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Figure A.10: Time series of equity risk premium, return, and its difference with market risk
premium. Dividend growth mean is µe = 20%, and standard deviation is δe = 10%.
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A.2 Proofs
A.2.1 Short-term risk premium approximation
Denote the KP multiplier matrix as
K =
[
βw−1m (wm + 1n)T
] 1−aσ
σ−1 =
[
k11 k12
k21 k22
]
.
Note that if we denote
k ≡ k22/k11 =
(
wm2
wm1
wm2 + 1
wm1 + 1
) 1−aσ
1−σ
,
then it is true that k12k21/k211 = k. Also denote the GDA multiplier matrix as
G =
[
g11 g12
g21 g22
]
.
Also introduce the notation λˆ = λ1/λ2 and νˆ = ν1/ν2.
To derive one period risk premium for the generic asset start with writing precisely the
operators involved:
G =
[
pν1 (1− p) ν2
(1− p) ν1 pν2
]
,
SG = β˜
 pλ−a1
(
wm1+1
wm1
) 1−aσ
σ−1 g11 (1− p)λ−a2
(
wm2+1
wm1
) 1−aσ
σ−1 g12
(1− p)λ−a1
(
wm1+1
wm2
) 1−aσ
σ−1 g21 pλ
−a
2
(
wm2+1
wm2
) 1−aσ
σ−1 g22
 ,
QG = β˜
 pλ−a1 ν1
(
wm1+1
wm1
) 1−aσ
σ−1 g11 (1− p)λ−a2 ν2
(
wm2+1
wm1
) 1−aσ
σ−1 g12
(1− p)λ−a1 ν1
(
wm1+1
wm2
) 1−aσ
σ−1 g21 pλ
−a
2 ν2
(
wm2+1
wm2
) 1−aσ
σ−1 g22
 .
Now, write one period equity payoff, its current price, and the price of riskless asset:
G (w + 1n) =
[
pr1 (w1 + 1) + (1− p) ν2 (w2 + 1)
(1− p) ν1 (w1 + 1) + pν2 (w2 + 1)
]
,
QG (w + 1n) = β˜
pλ−a1 ν1
(
wm1+1
wm1
) 1−aσ
σ−1 g11 (w1 + 1) + (1− p)λ−a2 ν2
(
wm2+1
wm1
) 1−aσ
σ−1 g12 (w2 + 1)
(1− p)λ−a1 ν1
(
wm1+1
wm2
) 1−aσ
σ−1 g21 (w1 + 1) + pλ−a2 ν2
(
wm2+1
wm2
) 1−aσ
σ−1 g22 (w2 + 1)
 ,
SG1n = β˜
pλ−a1
(
wm1+1
wm1
) 1−aσ
σ−1 g11 + (1− p)λ−a2
(
wm2+1
wm1
) 1−aσ
σ−1 g12
(1− p)λ−a1
(
wm1+1
wm2
) 1−aσ
σ−1 g21 + pλ−a2
(
wm2+1
wm2
) 1−aσ
σ−1 g22
 .
Also note that the price of riskless asset does not depend on the parameters of a generic
asset. It only depends on conditional distribution of consumption growth and risk aversion
parameter.
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With the above defined equity price and payoff it is the next step to derive the equity
return. I will compute log return instead in order to simplify the approximation result. Here
I present the vector of returns conditional on the current state of the economy:
ReG1 = log {G (w + 1n)} − log {QG (w + 1n)}
=
log
{
pνˆ w1+1w2+1 + (1− p)
}
− log
{
pλ−a1 νˆ
w1+1
w2+1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g11 + (1− p)λ−a2 g12
}
log
{
(1− p) νˆ w1+1w2+1 + p
}
− log
{
(1− p)λ−a1 νˆ w1+1w2+1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g21 + pλ−a2 g22
}

−
log β˜ + log
(
wm2+1
wm1
) 1−aσ
σ−1
log β˜ + log
(
wm2+1
wm2
) 1−aσ
σ−1
 .
In this derivation I added and subtracted log ν2 and log (w2 + 1) to simplify the formula a
little. Note that I denote the ratio of dividend growth rates by νˆ = ν1ν2 .
The risk free return is simply the reciprocal of the price of riskless asset. Hence, log return
is the negative log price. So, the log risk free rate of return conditional on the current state of
the economy is
RfG1 = − log {SG1n} =−
log
{
pλ−a1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g11 + (1− p)λ−a2 g12
}
log
{
(1− p)λ−a1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g21 + pλ−a2 g22
}

−
log β˜ + log
(
wm2+1
wm1
) 1−aσ
σ−1
log β˜ + log
(
wm2+1
wm2
) 1−aσ
σ−1
 .
Also add and subtract log λ−a2 in order to reduce everything to the ratio of consumption
growth rates. So, the conditional one-period risk premium vector is
RP eG1 =
log
{
pνˆ w1+1w2+1 + (1− p)
}
− log
{
pλˆ−aνˆ w1+1w2+1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g11 + (1− p) g12
}
log
{
(1− p) νˆ w1+1w2+1 + p
}
− log
{
(1− p) λˆ−aνˆ w1+1w2+1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g21 + pg22
}

+
log
{
pλˆ−a
(
wm1+1
wm2+1
) 1−aσ
σ−1 g11 + (1− p) g12
}
log
{
(1− p) λˆ−a
(
wm1+1
wm2+1
) 1−aσ
σ−1 g21 + pg22
}
 .
116
Evaluate the exact formula for zero stability parameter:
RP eG1 (p = 0) =
 log {1} − log {1}
log
{
νˆ w1+1w2+1
}
− log
{
λˆ−aνˆ w1+1w2+1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g21
g22
}
+
 log {1}
log
{
λˆ−a
(
wm1+1
wm2+1
) 1−aσ
σ−1 g21
g22
} = [00
]
.
Same result pertains for p = 1:
RP eG1 (p = 1) =
log{νˆ w1+1w2+1}− log
{
λˆ−aνˆ w1+1w2+1
(
wm1+1
wm2+1
) 1−aσ
σ−1 g11
g12
}
log {1} − log {1}

+
log{λˆ−a (wm1+1wm2+1) 1−aσσ−1 g11g12
}
log {1}
 = [00
]
.
Now compute risk premium for zero risk aversion parameter or consumption growth rates
ratio to one:
RP eK1
(
a = 0 or λˆ = 1
)
6= 0.
Finally, set both dividend and consumption growth ratios to one:
RP eG1
(
νˆ, λˆ = 1
)
=
log{pw1+1w2+1 + (1− p)}− log{pw1+1w2+1 + (1− p)}
log
{
(1− p)w1+1w2+1 + p
}
− log
{
(1− p)w1+1w2+1 + p
}
+
[
log {1}
log {1}
]
=
[
0
0
]
.
These findings may be summarized in the following table:
RP eG1 RP
e
K1 RP
e
X1
a = 0 6= 0 6= 0 = 0
α = 0 6= 0
p = 0 = 0 = 0 = 0
p = 1 = 0 = 0 = 0
νˆ, λˆ = 1 = 0 = 0 = 0
Table A.6: Risk premium in extreme cases of model parameters
These particular cases suggest that I have to approximate the exact formula around zero
for parameters close to their respective extreme values. Add together the first and the last
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logarithms in each row and after applying Taylor approximation I get
RP eG1 =
log
{
pνˆ w1+1w2+1 + (1− p)
}
− log
{
pλˆ−aνˆ w1+1w2+1 + (1− p)
g12
g11
(
wm1+1
wm2+1
) aσ−1
σ−1
}
log
{
(1− p) νˆ w1+1w2+1 + p
}
− log
{
(1− p) λˆ−aνˆ w1+1w2+1 + p
g22
g21
(
wm1+1
wm2+1
) aσ−1
σ−1
}

+
log
{
pλˆ−a + (1− p) g12g11
(
wm1+1
wm2+1
) aσ−1
σ−1
}
log
{
(1− p) λˆ−a + pg22g21
(
wm1+1
wm2+1
) aσ−1
σ−1
}
 .
RP eG1 =
p (1− p)
(
νˆ w1+1w2+1 − 1
)(
g12
g11
(
wm1+1
wm2+1
) aσ−1
σ−1 − λˆ−a
)
p (1− p)
(
νˆ w1+1w2+1 − 1
)(
g22
g21
(
wm1+1
wm2+1
) aσ−1
σ−1 − λˆ−a
)

Note that in my particular case the marginal distribution of the states is simply [.5 .5]T .
Taking the unconditional expectation I get the following approximation for the one period
expected equity premium:
RP eG1 =p (1− p)
(
νˆ
w1 + 1
w2 + 1
− 1
)[1
2
(
g12
g11
+ g22
g21
)(
wm1 + 1
wm2 + 1
) aσ−1
σ−1 − 1 + a
(
λˆ− 1
)]
For KP utility write
RP eK1 ≈ap (1− p)
(
λˆ− 1
)(
νˆ
w1 + 1
w2 + 1
− 1
)
+ p (1− p)
((
wm1 + 1
wm2 + 1
) aσ−1
σ−1 − 1
)(
νˆ
w1 + 1
w2 + 1
− 1
)
,
and for power utility
RP eP1 ≈ap (1− p)
(
λˆ− 1
)(
νˆ
w1 + 1
w2 + 1
− 1
)
.
Note that in the formula for price-dividend ratio there are two inverses to take. It is
possible to reduce it to only one. Here is the small trick to use:
w =
[
Q−1 − In
]−1
1n = Q [In −Q]−1 1n = Q
(∑
i=0
Qi
)
1n
=
(∑
i=1
Qi
)
1n =
(∑
i=0
Qi − In
)
1n =
(
[In −Q]−1 − In
)
1n.
(A.1)
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For the two-state economy the vector of price-dividend ratios is
w + 12 = [I2 −Q]−1 12 =
[
1− βpλ−a1 ν1 −β (1− p)λ−a2 ν2
−β (1− p)λ−a1 ν1 1− βpλ−a2 ν2
]−1
1n
= 1
D
[
1− βpλ−a2 ν2 β (1− p)λ−a2 ν2
β (1− p)λ−a1 ν1 1− βpλ−a1 ν1
]
1n
= 1
D
[
1 + β (1− 2p)λ−a2 ν2
1 + β (1− 2p)λ−a1 ν1
]
,
hence
w1 + 1
w2 + 1
= 1 + β(1− 2p)λ
−a
2 ν2
1 + β(1− 2p)λ−a1 ν1
.
A.2.2 Long-term risk premium approximation
For any 2 by 2 matrix
M =
[
a11 a12
a21 a22
]
,
principal eigenvalue of M (maximal real eigenvalue of logM) is written as
ρ (M) = − log 2 + log
{
a11 + a22 +
√
(a11 − a22)2 + 4a12a21
}
. (A.2)
The exact expression for the risk premium is
RP eG∞ =− log 2 + log
{
p (1 + νˆ) +
√
p2 (νˆ − 1)2 + 4 (1− p)2 νˆ
}
+ log
{
p
(
kg22/g11 + λˆ−a
)
+
√
p2
(
λˆ−a − kg22/g11
)2
+ 4 (1− p)2 λˆ−akg12g21
g211
}
− log
{
p
(
kg22/g11 + νˆλˆ−a
)
+
√
p2
(
νˆλˆ−a − kg22/g11
)2
+ 4 (1− p)2 νˆλˆ−akg12g21
g211
}
.
Compute risk premium for zero stability parameter.
RP eG∞ (p = 0) =− log 2 + log
{√
4νˆ
}
+ log
{√
4λˆ−akg12g21
g211
}
− log
{√
4νˆλˆ−akg12g21
g211
}
=0, ∀k, λˆ, a.
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Now compute for stability parameter equal to one.
RP eG∞ (p = 1) = log
{
1
2 (1 + νˆ) +
√
1
4 (νˆ − 1)
2
}
+ log
{
1
2
(
kg22/g11 + λˆ−a
)
+
√
1
4
(
λˆ−a − kg22/g11
)2}
− log
{
1
2
(
kg22/g11 + νˆλˆ−a
)
+
√
1
4
(
νˆλˆ−a − kg22/g11
)2}
= 0,
only if λˆ−a − kg22/g11 ≥ 0, νˆλˆ−a − kg22/g11 ≥ 0. If both signs are reversed, then the risk
premium is log νˆ.
Evaluate at equal consumption growth rates:
RP eG∞
(
λˆ = 1, νˆ = 1
)
=− log 2 + log
{
2p+
√
4 (1− p)2
}
+ log
{
p (kg22/g11 + 1) +
√
4 (1− p)2 kg12g21/g211
}
− log
{
p (kg22/g11 + 1) +
√
4 (1− p)2 kg12g21/g211
}
= 0, ∀k, p, a.
Evaluate the exact formula at zero risk aversion parameter.
RP eG∞ (a = 0) =− log 2 + log
{
p (1 + νˆ) +
√
p2 (νˆ − 1)2 + 4 (1− p)2 νˆ
}
+ log
{
p (kg22/g11 + 1) +
√
p2 (1− kg22/g11)2 + 4 (1− p)2 kg12g21/g211
}
− log
{
p (kg22/g11 + νˆ) +
√
p2 (νˆ − kg22/g11)2 + 4 (1− p)2 νˆkg12g21/g211
}
.
These findings may be summarized in the following table:
RP eG1 RP
e
K1 RP
e
X1
a = 0 6= 0 6= 0 = 0
α = 0 6= 0
p = 0 = 0 = 0 = 0
p = 1 = 0 = 0 = 0
νˆ, λˆ = 1 = 0 = 0 = 0
Table A.7: Risk premium in extreme cases of model parameters
Note that this expression is in general not zero. The first approximation used is log x ≈
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x− 1:
RP eG∞ ≈− log 2− 1 + p (1 + νˆ) +
√
p2 (νˆ − 1)2 + 4 (1− p)2 νˆ
+ p
(
kg22/g11 + λˆ−a
)
+
√
p2
(
λˆ−a − kg22/g11
)2
+ 4 (1− p)2 λˆ−akg12g21
g211
− p
(
kg22/g11 + νˆλˆ−a
)
−
√
p2
(
νˆλˆ−a − kg22/g11
)2
+ 4 (1− p)2 νˆλˆ−akg12g21
g211
.
Now use approximation of the square root,
√
x ≈ 12 (1 + x):
RP eG∞ ≈− log 2− 1 + p
(
1 + νˆ + λˆ−a − νˆλˆ−a
)
+ 12
(
p2
(
λˆ− 1
)2
+ 4 (1− p)2 λˆ− 1
)
+ 12
(
p2
(
λˆ−a − kg22/g11
)2
+ 4 (1− p)2 λˆ−akg12g21/g211 − 1
)
− 12
(
p2
(
νˆλˆ−a − kg22/g11
)2
+ 4 (1− p)2 νˆλˆ−akg12g21/g211 − 1
)
.
Approximate power function with linear one, xa ≈ 1 + a (x− 1) and yxa ≈ y + a (x− 1):
RP eG∞ ≈− log 2−
1
2 + p
[
1 + νˆ +
(
1− a
(
λˆ− 1
))
−
(
νˆ − a
(
λˆ− 1
))]
+ 12p
2
(
λˆ− 1
)2
+ 2 (1− p)2 λˆ
+ 12p
2
(
1− kg22/g11 − a
(
λˆ− 1
))2
+ 2 (1− p)2
(
1− a
(
λˆ− 1
))
kg12g21/g
2
11
− 12p
2
(
νˆ − 1 + 1− kg22/g11 − a
(
λˆ− 1
))2 − 2 (1− p)2 (νˆ − a (λˆ− 1)) kg12g21/g211.
Collect the terms and obtain
RP eG∞ ≈− log 2−
1
2 + 2p
+ 12p
2
(
λˆ− 1
)2
+ 2 (1− p)2
(
λˆ+ (1− νˆ) kg12g21/g211
)
− 12p
2
(
(νˆ − 1)2 + 2 (νˆ − 1)
(
1− kg22/g11 − a
(
λˆ− 1
)))
.
One more step of algebra leads to the following:
RP eG∞ ≈− log 2−
1
2 + 2p+ 2 (1− p)
2
(
λˆ+ (1− νˆ) kg12g21/g211
)
+ 12p
2
[(
λˆ− 1
)2 − (νˆ − 1)2]
+ ap2 (νˆ − 1)
(
λˆ− 1
)
+ p2 (kg22/g11 − 1) (νˆ − 1) .
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So the final result is
RP eG∞ ≈ ap2 (νˆ − 1)
(
λˆ− 1
)
+ p2 (kg22/g11 − 1) (νˆ − 1) .
RP eK∞ ≈ ap2 (νˆ − 1)
(
λˆ− 1
)
+ p2 (k − 1) (νˆ − 1) .
RP eP∞ ≈ ap2 (νˆ − 1)
(
λˆ− 1
)
.
RPmG∞ ≈ ap2
(
λˆ− 1
)2
+ p2 (kg22/g11 − 1)
(
λˆ− 1
)
.
RPmK∞ ≈ ap2
(
λˆ− 1
)2
+ p2 (k − 1)
(
λˆ− 1
)
.
RPmP∞ ≈ ap2
(
λˆ− 1
)2
.
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Appendix B
Appendix for chapter 2
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B.1 Tables and Figures
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Figure B.1: Daily S&P500 index (SPX) and market log return (logR).
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Figure B.2: Daily option-based volatility index (VIX), and realized volatility (RV).
Min Max Mean Std Skewness Exc. Kurtosis
100*log(R) -9.47 10.96 0.005 1.32 -0.25 7.98
VIX 9.89 80.86 21.69 8.83 2.09 7.40
RV 2.38 118.75 13.37 8.61 3.41 20.12
Table B.1: Descriptive statistics for market log returns (logR), option-based volatility index
(VIX), realized volatility (RV), and their difference, volatility risk premium (VRP).
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Figure B.3: Autocorrelation function for option-based volatility index (VIX), realized volatility
(RV), and log market return (logR).
θ Estimated SE θ Estimated SE
µ 0.134 (1.51e-3) µ˜ 0.217 (1.55e-3)
κσ 4.551 (1.05e-1) κy 0.017 (9.09e-5)
ησ 0.280 (6.25e-3) ηy 0.025 (3.37e-4)
λσ 1.966 (3.87e-1) λy 0.206 (3.96e-3)
J 11.83
p 0.62
df 14
Table B.2: Estimation results of the model with stochastic trend. Third column parameters
have the following interpretation: µ is the unconditional mean of historical volatility; κσ
and κy are mean reversion speed parameters for volatility and central tendency, respectively,
under historical measure; ησ and ηy are instantaneous diffusion parameters; λσ and λy are
risk premia shift parameters necessary to obtain risk-neutral mean reversion speed parameters
κ˜σ = κσ − λσησ and κ˜y = κy − λyηy. Risk-neutral volatility mean is given by µ˜ = κσκ˜σ
κy
κ˜y
µ.
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Figure B.4: Implied standard deviations of daily volatility (V[V]), central tendency (V[Y]),
and their difference (V[V-Y]). Implied 95% confidence intervals are given by dashed lines.
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Figure B.5: Implied correlations between volatility (V), central tendency (Y), and their differ-
ence (T). Implied 95% confidence intervals are given by dashed lines.
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Figure B.6: Implied autocorrelations of volatility (V), central tendency (Y), and their difference
(T). Implied 95% confidence intervals are given by dashed lines.
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Figure B.7: Implied means of daily volatility premium (VP), central tendency premium (CP),
and their difference transitory premium (TP). Implied 95% confidence intervals are given by
dashed lines.
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Figure B.8: Implied standard deviations of daily volatility premium (VP), central tendency
premium (CP), and their difference transitory premium (TP). Implied 95% confidence intervals
are given by dashed lines.
129
B.2 Proofs
B.2.1 Discretization of objective model
Given the model in (2.1) simple integration of yt gives
yt+h =yte−κyh + µκy
ˆ t+h
t
e−κy(t+h−v)dv + ηy
ˆ t+h
t
√
yve
−κy(t+h−v)dW yv
=yte−κyh + µ
(
1− e−κyh
)
+ ηy
ˆ t+h
t
√
yve
−κy(t+h−v)dW yv
=ytAyh + µ
(
1−Ayh
)
+ ηy
ˆ t+h
t
√
yvA
y
t+h−vdW
y
v .
For more compact notation I replaced e−κyh with Ayh.
Now write the volatility process
σ2t+h =σ2t e−κσh + κσ
ˆ t+h
t
yue
−κσ(t+h−u)du+ ησ
ˆ t+h
t
σue
−κσ(t+h−u)dW σu
=σ2tAσh + κσ
ˆ t+h
t
yuA
σ
t+h−udu+ ησ
ˆ t+h
t
σuA
σ
t+h−udW
σ
u
=σ2tAσh + κσ
ˆ t+h
t
[
ytA
y
u−t + µ
(
1−Ayu−t
)
+ ηy
ˆ u
t
√
yvA
y
u−vdW
y
v
]
Aσt+h−udu
+ ησ
ˆ t+h
t
σuA
σ
t+h−udW
σ
u
=σ2tAσh + µκσ
ˆ t+h
t
Aσt+h−udu+ κσ (yt − µ)
ˆ t+h
t
Ayu−tA
σ
t+h−udu
+ κσηy
ˆ t+h
t
(ˆ u
t
√
yvA
y
u−vA
σ
t+h−udW
y
v
)
du+ ησ
ˆ t+h
t
σuA
σ
t+h−udW
σ
u
=σ2tAσh + µκσ
ˆ t+h
t
Aσt+h−udu+ κσ (yt − µ)
ˆ t+h
t
Ayu−tA
σ
t+h−udu
+ κσηy
ˆ t+h
t
√
yv
(ˆ t+h
v
Ayu−vA
σ
t+h−udu
)
dW yv + ησ
ˆ t+h
t
σuA
σ
t+h−udW
σ
u
=σ2tAσh + µ (1−Aσh) + (yt − µ)
κσ
κσ − κy
(
Ayh −Aσh
)
+ ηy
κσ
κσ − κy
ˆ t+h
t
√
yv
(
Ayt+h−v −Aσt+h−v
)
dW yv + ησ
ˆ t+h
t
σuA
σ
t+h−udW
σ
u ,
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where it can be easily seen that
ˆ t+h
t
Aσt+h−udu =
1
κσ
(1−Aσh) ,
ˆ t+h
t
Ayu−tA
σ
t+h−udu =
1
κσ − κy
(
Ayh −Aσh
)
,
ˆ t+h
v
Ayu−vA
σ
t+h−udu =
1
κσ − κy
(
Ayt+h−v −Aσt+h−v
)
.
Also denote
Bσh =
κσ
κσ − κy
(
Ayh −Aσh
)
.
So the original process can be written as
σ2t+h =µ (1−Aσh −Bσh ) + σ2tAσh + ytBσh
+ ηy
ˆ t+h
t
√
yvB
σ
t+h−udW
y
v + ησ
ˆ t+h
t
σvA
σ
t+h−vdW
σ
v ,
as well as stochastic trend:
yt+h = µ
(
1−Ayh
)
+ ytAyh + ηy
ˆ t+h
t
√
yvA
y
t+h−vdW
y
v .
So, the discretized model is represented by the following two equations:
σ2t+h = Aσhσ2t +Bσhyt + Cσh + σt,h,
yt+h = Ayhyt + C
y
h + 
y
t,h.
The coefficients for volatility are
Aσh = exp (−κσh) , Bσh =
κσ
κσ − κy
(
Ayh −Aσh
)
, Cσh = µ (1−Aσh −Bσh ) ,
and
Ayh = exp (−κyh) , Cyh = µ
(
1−Ayh
)
.
Note that Ayh and Aσh are multiplicative functions of time interval, that is A
y
h1
Ayh2 = A
y
h1+h2 .
The error structure is represented by
σt,h = ησ
ˆ t+h
t
σuA
σ
t+h−udW
σ
u + ηy
ˆ t+h
t
√
yuB
σ
t+h−udW
y
u ,
yt,h = ηy
ˆ t+h
t
√
yuA
y
t+h−udW
y
u .
Clearly, EPt
[
σt,t+h
]
= 0, and EPt
[
yt,t+h
]
= 0.
Note that the same processes may be represented as infinite stochastic integrals with respect
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to Brownian motion only:
yt = µ+ ηy
ˆ t
−∞
√
yvA
y
t−vdW
y
v ,
σ2t = µ+ ηy
ˆ t
−∞
√
yvB
σ
t−vdW
y
v + ησ
ˆ t
−∞
σvA
σ
t−vdW
σ
v .
(B.1)
B.2.2 Autocorrelation
Recall from (B.1) the representation of spot volatility and central tendency as infinite stochastic
integrals with respect to Brownian motions only. Compute the autocovariance of spot volatility
over the period h:
Cov
(
σ2t+h, σ
2
t
)
=ηyE
[ˆ t+h
−∞
√
yvB
σ
t+h−vdW
y
v
ˆ t
−∞
√
yvB
σ
t−vdW
y
v
]
+ ησE
[ˆ t+h
−∞
σvA
σ
t+h−vdW
σ
v
ˆ t
−∞
σvA
σ
t−vdW
σ
v
]
=η2yE
[ˆ t
−∞
yvB
σ
t+h−vB
σ
t−vdv
]
+ η2σE
[ˆ t
−∞
σ2vA
σ
t+h−vA
σ
t−vdv
]
=µη2y
ˆ t
−∞
Bσt+h−vB
σ
t−vdv + µη2σ
ˆ t
−∞
Aσt+h−vA
σ
t−vdv.
Here ˆ t
−∞
Aσt+h−vA
σ
t−vdv =
ˆ t
−∞
Aσ2t+h−2vdv =
1
2κσ
Aσh.
One more integral is
ˆ t
−∞
Bσt+h−vB
σ
t−vdv =
(
κσ
κσ − κy
)2 ˆ t
−∞
(
Ayt+h−v −Aσt+h−v
) (
Ayt−v −Aσt−v
)
dv
=
(
κσ
κσ − κy
)2( 1
2κy
Ayh −
1
κσ + κy
Ayh −
1
κσ + κy
Aσh +
1
2κσ
Aσh
)
=
(
κσ
κσ − κy
)2(( 1
2κy
− 1
κσ + κy
)
Ayh +
(
1
2κσ
− 1
κσ + κy
)
Aσh
)
=
(
κσ
κσ − κy
)2(
κσ − κy
2κy (κσ + κy)
Ayh −
κσ − κy
2κσ (κσ + κy)
Aσh
)
= κ
2
σ
κ2σ − κ2y
(
1
2κy
Ayh −
1
2κσ
Aσh
)
.
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Plugging in this leads to the following covariance:
Cov
(
σ2t+h, σ
2
t
)
= κ
2
σ
κ2σ − κ2y
(
µη2y
2κy
Ayh −
µη2y
2κσ
Aσh
)
+ µη
2
σ
2κσ
Aσh
= κ
2
σ
κ2σ − κ2y
µη2y
2κy
(
Ayh −Aσh
)
+
(
µη2σ
2κσ
+ κσ
κσ + κy
µη2y
2κy
)
Aσh.
Taking h = 0 I obtain the unconditional variance of spot volatility:
V
(
σ2t
)
= κ
2
σ
κ2σ − κ2y
(
µη2y
2κy
− µη
2
y
2κσ
)
+ µη
2
σ
2κσ
= κσ
κσ + κy
µη2y
2κy
+ µη
2
σ
2κσ
.
Hence, the autocorrelation is
Corr
(
σ2t+h, σ
2
t
)
=Aσh +
(
Ayh −Aσh
) κ2σ
κ2σ − κ2y
µη2y
2κy
(
κσ
κσ + κy
µη2y
2κy
+ µη
2
σ
2κσ
)−1
=Aσh +
(
Ayh −Aσh
) κσ
κσ − κy
η2y
κy
(
η2y
κy
+ κσ + κy
κσ
η2σ
κσ
)−1
.
B.2.3 VAR representation under objective measure
Denote
Vt,h ≡
ˆ t+h
t
σ2sds, Yt,h ≡
ˆ t+h
t
ysds
Integrate the linear system over t as a dummy of integration in the interval [0, h]:
Vt+h,h = Cσhh+AσhVt,h +BσhYt,h + εσt,2h,
Yt+h,h = Cyhh+AyhYt,h + εyt,2h.
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The central tendency innovation may represented as
εyt,2h =
ˆ t+h
t
ys,hds
=ηy
ˆ t+h
t
(ˆ s+h
s
√
yuA
y
s+h−udW
y
u
)
ds
=ηy
ˆ t+h
t
(ˆ t+h
s
√
yuA
y
s+h−udW
y
u
)
ds+ ηy
ˆ t+h
t
(ˆ s+h
t+h
√
yuA
y
s+h−udW
y
u
)
ds
=ηy
ˆ t+h
t
Ays−t
(ˆ t+h
s
√
yuA
y
t+h−udW
y
u
)
ds+ ηy
ˆ t+2h
t+h
(ˆ s
t+h
√
yuA
y
s−udW
y
u
)
ds
=
ˆ t+h
t
Ays−t
y
s,t+h−sds+
ˆ t+2h
t+h
yt+h,s−t−hds
=ξyt,h + ζ
y
t+h,h.
Change the order of integration to get
ξyt,h =ηy
ˆ t+h
t
(ˆ t+h
s
√
yuA
y
s+h−udW
y
u
)
ds
=ηy
ˆ t+h
t
√
yu
(ˆ u
t
Ays+h−uds
)
dW yu ,
and
ζyt+h,h =ηy
ˆ t+2h
t+h
(ˆ s
t+h
√
yuA
y
s−udW
y
u
)
ds
=ηy
ˆ t+2h
t+h
√
yu
(ˆ t+2h
u
Ays−uds
)
dW yu .
The volatility innovation is
εσt,2h =
ˆ t+h
t
σs,hds
=
ˆ t+h
t
(
ησ
ˆ s+h
s
σuA
σ
s+h−udW
σ
u + ηy
ˆ s+h
s
√
yuB
σ
s+h−udW
y
u
)
ds
=ησ
ˆ t+h
t
(ˆ s+h
s
σuA
σ
s+h−udW
σ
u
)
ds+ ηy
ˆ t+h
t
(ˆ s+h
s
√
yuB
σ
s+h−udW
y
u
)
ds
=ξσt,h + ξ
σy
t,h + ζ
σ
t+h,h + ζ
σy
t+h,h.
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Write the two integrals separately:
ˆ t+h
t
(ˆ s+h
s
σuA
σ
s+h−udW
σ
u
)
ds =
ˆ t+h
t
(ˆ t+h
s
σuA
σ
s+h−udW
σ
u
)
ds
+
ˆ t+h
t
(ˆ s+h
t+h
σuA
σ
s+h−udW
σ
u
)
ds
=
ˆ t+h
t
(ˆ t+h
s
σuA
σ
s+h−udW
σ
u
)
ds
+
ˆ t+2h
t+h
(ˆ s
t+h
σuA
σ
s−udW
σ
u
)
ds
=
ˆ t+h
t
σu
(ˆ u
t
Aσs+h−uds
)
dW σu
+
ˆ t+2h
t+h
σu
(ˆ t+2h
u
Aσs−uds
)
dW σu ,
and ˆ t+h
t
(ˆ s+h
s
√
yuB
σ
s+h−udW
y
u
)
ds =
ˆ t+h
t
√
yu
(ˆ u
t
Bσs+h−uds
)
dW yu
+
ˆ t+2h
t+h
√
yu
(ˆ t+2h
u
Bσs−uds
)
dW yu .
This yields
εyt,2h = ξ
y
t,h + ζ
y
t+h,h,
εσt,2h = ξσt,h + ξ
σy
t,h + ζ
σ
t+h,h + ζ
σy
t+h,h,
and
ξyt,h = ηy
ˆ t+h
t
√
yu
(ˆ u
t
Ays+h−uds
)
dW yu ,
ζyt+h,h = ηy
ˆ t+2h
t+h
√
yu
(ˆ t+2h
u
Ays−uds
)
dW yu ,
ξσt,h = ησ
ˆ t+h
t
σu
(ˆ u
t
Aσs+h−uds
)
dW σu ,
ζσt+h,h = ησ
ˆ t+2h
t+h
σu
(ˆ t+2h
u
Aσs−uds
)
dW σu ,
ξσyt,h = ηy
ˆ t+h
t
√
yu
(ˆ u
t
Bσs+h−uds
)
dW yu ,
ζσyt+h,h = ηy
ˆ t+2h
t+h
√
yu
(ˆ t+2h
u
Bσs−uds
)
dW yu .
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B.2.4 VAR representation under risk-neutral measure
Integrate the risk-neutral system in (2.5) on the interval from 0 to H > h:
Vt+h,H = C˜σhH + A˜σhVt,H + B˜σh Y˜t,H + ε˜σt,h+H ,
Y˜t+h,H = C˜yhH + A˜yhY˜t,H + ε˜yt,h+H .
Write the central tendency error separately and break the integral over three time periods:
ε˜yt,h+H =
ˆ t+H
t
˜ys,s+hds
=η˜y
ˆ t+H
t
(ˆ s+h
s
√
y˜uA˜
y
s+h−udW˜
y
u
)
ds
=η˜y
ˆ t+h
t
√
y˜u
(ˆ u
t
A˜ys+h−uds
)
dW˜ yu
+ η˜y
ˆ t+H
t+h
√
y˜u
(ˆ u
u−h
A˜ys+h−uds
)
dW˜ yu
+ η˜y
ˆ t+h+H
t+H
√
y˜u
(ˆ t+H
u−h
A˜ys+h−uds
)
dW˜ yu .
Do the same for the error term of the integrated volatility:
ε˜σt,h+H =
ˆ t+H
t
˜σs,s+hds
=
ˆ t+H
t
(
ησ
ˆ s+h
s
σuA˜
σ
s+h−udW˜
σ
u + η˜y
ˆ s+h
s
√
y˜uB˜
σ
s+h−udW˜
y
u
)
ds
=ησ
ˆ t+h
t
σu
(ˆ u
t
A˜σs+h−uds
)
dW˜ σu + η˜y
ˆ t+h
t
√
y˜u
(ˆ u
t
B˜σs+h−uds
)
dW˜ yu
+ ησ
ˆ t+H
t+h
σu
(ˆ u
u−h
A˜σs+h−uds
)
dW˜ σu + η˜y
ˆ t+H
t+h
√
y˜u
(ˆ u
u−h
B˜σs+h−uds
)
dW˜ yu
+ ησ
ˆ t+h+H
t+H
σu
(ˆ t+H
u−h
A˜σs+h−uds
)
dW˜ σu + η˜y
ˆ t+h+H
t+H
√
y˜u
(ˆ t+H
u−h
B˜σs+h−uds
)
dW˜ yu .
Introduce the following notation:
ξ˜yt,h = η˜y
ˆ t+h
t
√
y˜u
(ˆ u
t
A˜ys+h−uds
)
dW˜ yu ,
ϑ˜yt+h,H−h = η˜y
ˆ t+H
t+h
√
y˜u
(ˆ u
u−h
A˜ys+h−uds
)
dW˜ yu ,
ζ˜yt+H,h = η˜y
ˆ t+h+H
t+H
√
y˜u
(ˆ t+H
u−h
A˜ys+h−uds
)
dW˜ yu ,
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and
ξ˜σt,h = ησ
ˆ t+h
t
σu
(ˆ u
t
A˜σs+h−uds
)
dW˜ σu ,
ϑ˜σt+h,H−h = ησ
ˆ t+H
t+h
σu
(ˆ u
u−h
A˜σs+h−uds
)
dW˜ σu ,
ζ˜σt+H,h = ησ
ˆ t+h+H
t+H
σu
(ˆ t+H
u−h
A˜σs+h−uds
)
dW˜ σu ,
ξ˜σyt,h = η˜y
ˆ t+h
t
√
y˜u
(ˆ u
t
B˜σs+h−uds
)
dW˜ yu ,
ϑ˜σyt+h,H−h = η˜y
ˆ t+H
t+h
√
y˜u
(ˆ u
u−h
B˜σs+h−uds
)
dW˜ yu ,
ζ˜σyt+H,h = η˜y
ˆ t+h+H
t+H
√
y˜u
(ˆ t+H
u−h
B˜σs+h−uds
)
dW˜ yu .
This leads to the following errors
ε˜yt,h+H = ξ˜
y
t,h + ϑ˜
y
t+h,H−h + ζ˜
y
t+H,h,
ε˜σt,h+H = ξ˜σt,h + ϑ˜σt+h,H−h + ζ˜σt+H,h + ξ˜
σy
t,h + ϑ˜
σy
t+h,H−h + ζ˜
σy
t+H,h.
B.2.5 Unconditional moments of the premia
Recall from (B.1) the representation of spot volatility and central tendency as infinite stochastic
integrals with respect to Brownian motions only. Integrating it over time interval H I get
Yt,H =
ˆ t+H
t
yudu
=µH + ηy
ˆ t+H
t
ˆ u
−∞
√
yvA
y
u−vdW
y
v du
=µH + ηy
ˆ t+H
t
ˆ u
t
√
yvA
y
u−vdW
y
v du+ ηy
ˆ t+H
t
ˆ t
−∞
√
yvA
y
u−vdW
y
v du
=µH + ηy
ˆ t+H
t
√
yv
(ˆ t+H
v
Ayu−vdu
)
dW yv + ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
Ayu−vdu
)
dW yv .
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And for integrated stochastic volatility:
Vt,H =
ˆ t+H
t
σ2udu
=µH + ηy
ˆ t+H
t
ˆ u
−∞
√
yvB
σ
u−vdW
y
v du+ ησ
ˆ t+H
t
ˆ u
−∞
σvA
σ
u−vdW
σ
v du
=µH + ηy
ˆ t+H
t
ˆ t
−∞
√
yvB
σ
u−vdW
y
v du+ ηy
ˆ t+H
t
ˆ u
t
√
yvB
σ
u−vdW
y
v du
+ ησ
ˆ t+H
t
ˆ t
−∞
σvA
σ
u−vdW
σ
v du+ ησ
ˆ t+H
t
ˆ u
t
σvA
σ
u−vdW
σ
v du
=µH + ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
Bσu−vdu
)
dW yv + ηy
ˆ t+H
t
√
yv
(ˆ t+H
v
Bσu−vdu
)
dW yv
+ ησ
ˆ t
−∞
σv
(ˆ t+H
t
Aσu−vdu
)
dW σv + ησ
ˆ t+H
t
σv
(ˆ t+H
v
Aσu−vdu
)
dW σv .
Define
τCt,t+H = ηy
ˆ t+H
t
Ayu−vdu,
τVt,t+H = ηy
ˆ t+H
t
Bσu−vdu,
ςt,t+H = ησ
ˆ t+H
t
Aσu−vdu.
With this notation,
Yt,H = µH +
ˆ t+H
t
√
yvτ
C
v,t+HdW
y
v +
ˆ t
−∞
√
yvτ
C
t,t+HdW
y
v ,
Vt,H = µH +
ˆ t
−∞
√
yvτ
V
t,t+HdW
y
v +
ˆ t+H
t
√
yvτ
V
v,t+HdW
y
v
+
ˆ t
−∞
σvςt,t+HdW
σ
v +
ˆ t+H
t
σvςv,t+HdW
σ
v ,
Vt,H − Yt,H =
ˆ t
−∞
√
yv
(
τVt,t+H − τCt,t+H
)
dW yv +
ˆ t+H
t
√
yv
(
τVv,t+H − τCv,t+H
)
dW yv
+
ˆ t
−∞
σvςt,t+HdW
σ
v +
ˆ t+H
t
σvςv,t+HdW
σ
v .
Under the risk-neutral measure the integrated central tendency is
Y˜t,H = µ˜H + ηy κσ
κ˜σ
ˆ t+H
t
√
yv
(ˆ t+H
v
A˜yu−vdu
)
dW˜ yv + ηy
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t+H
t
A˜yu−vdu
)
dW˜ yv ,
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and integrated volatility is
Vt,H =µ˜H + ηy κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t+H
t
B˜σu−vdu
)
dW˜ yv + ηy
κσ
κ˜σ
ˆ t+H
t
√
yv
(ˆ t+H
v
B˜σu−vdu
)
dW˜ yv
+ ησ
ˆ t
−∞
σv
(ˆ t+H
t
A˜σu−vdu
)
dW˜ σv + ησ
ˆ t+H
t
σv
(ˆ t+H
v
A˜σu−vdu
)
dW˜ σv .
Now, define two kinds of premia, volatility and central tendency:
V Pt,H = EQt [Vt,H ]− EPt [Vt,H ] ,
CPt,H = EQt
[
Y˜t,H
]
− EPt [Yt,H ] .
In order to compute these premia, find the respective conditional expectations. First, the
historical expectation of central tendency:
EPt [Yt,H ] = µH + ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
Ayu−vdu
)
dW yv ,
and the risk-neutral expectation:
EQt
[
Y˜t,H
]
=µ˜H + ηy
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t+H
t
A˜yu−vdu
)
dW˜ yv
=µ˜H + ηy
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t+H
t
A˜yu−vdu
)
(dW yv − λy
√
yvdv)
=µ˜H + ηy
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t+H
t
A˜yu−vdu
)
dW yv − λyηy
κσ
κ˜σ
ˆ t
−∞
yv
(ˆ t+H
t
A˜yu−vdu
)
dv.
Now find the conditional expectations of integrated volatility under the P measure:
EPt [Vt,H ] = µH + ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
Bσs−vds
)
dW yv + ησ
ˆ t
−∞
σv
(ˆ t+H
t
Aσs−vds
)
dW σv ,
and under the Q measure:
EQt [Vt,H ] =µ˜H + ηy
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t+H
t
B˜σs−vds
)
dW˜ yv + ησ
ˆ t
−∞
σv
(ˆ t+H
t
A˜σs−vds
)
dW˜ σv
=µ˜H + ηy
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t+H
t
B˜σs−vds
)
(dW yv − λy
√
yvdv)
+ ησ
ˆ t
−∞
σv
(ˆ t+H
t
A˜σs−vds
)
(dW σv − λσσvdv) .
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By taking the difference between two expectations of the central tendency I find the pre-
mium related to central tendency shocks:
CPt,H =EQt
[
Y˜t,H
]
− EPt [Yt,H ]
= (µ˜− µ)H + ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
(
κσ
κ˜σ
A˜yu−v −Ayu−v
)
du
)
dW yv
− λyηy κσ
κ˜σ
ˆ t
−∞
yv
(ˆ t+H
t
A˜yu−vdu
)
dv.
Write one of the terms separately and represent it as a sum of purely deterministic and purely
stochastic integrals:
ˆ t
−∞
yv
(ˆ t+H
t
A˜ys−vds
)
dv =
ˆ t
−∞
(
µ+ ηy
ˆ v
−∞
√
yuA
y
v−udW
y
u
)(ˆ t+H
t
A˜ys−vds
)
dv
=µ
ˆ t
−∞
(ˆ t+H
t
A˜ys−vds
)
dv
+ ηy
ˆ t
−∞
(ˆ v
−∞
√
yuA
y
v−u
(ˆ t+H
t
A˜ys−vds
)
dW yu
)
dv
=µ
ˆ t
−∞
(ˆ t+H
t
A˜ys−vds
)
dv
+ ηy
ˆ t
−∞
√
yu
(ˆ t
u
Ayv−u
(ˆ t+H
t
A˜ys−vds
)
dv
)
dW yu .
Making the substitution leads to the following expression for the central tendency premia:
CPt,H = (µ˜− µ)H − µλyηy κσ
κ˜σ
ˆ t
−∞
ˆ t+H
t
A˜ys−vdsdv
+ ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
(
κσ
κ˜σ
A˜yu−v −Ayu−v
)
du
)
dW yv
− λyη2y
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t
v
Ayu−v
(ˆ t+H
t
A˜ys−uds
)
du
)
dW yv .
Now compute the volatility premium:
V Pt,H =EQt [Vt,H ]− EPt [Vt,H ]
= (µ˜− µ)H − λyηy κσ
κ˜σ
ˆ t
−∞
yv
(ˆ t+H
t
B˜σs−vds
)
dv − λσησ
ˆ t
−∞
σ2v
(ˆ t+H
t
A˜σs−vds
)
dv
+ ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
(
κσ
κ˜σ
B˜σs−v −Bσs−v
)
ds
)
dW yv
+ ησ
ˆ t
−∞
σv
(ˆ t+H
t
(
A˜σs−v −Aσs−v
)
ds
)
dW σv .
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Represent next to last term as a sum of purely deterministic and purely stochastic integrals:
ˆ t
−∞
yv
(ˆ t+H
t
B˜σs−vds
)
dv =µ
ˆ t
−∞
(ˆ t+H
t
B˜σs−vds
)
dv
+ ηy
ˆ t
−∞
√
yu
(ˆ t
u
Ayv−u
(ˆ t+H
t
B˜σs−vds
)
dv
)
dW yu .
Do the same for the last term in volatility premium:
ˆ t
−∞
σ2v
(ˆ t+H
t
A˜σs−vds
)
dv =
ˆ t
−∞
(
µ+ ηy
ˆ v
−∞
√
yuB
σ
v−udW
y
u
+ησ
ˆ v
−∞
σuA
σ
v−udW
σ
u
)(ˆ t+H
t
A˜σs−vds
)
dv
=µ
ˆ t
−∞
ˆ t+H
t
A˜σs−vdsdv
+ ηy
ˆ t
−∞
ˆ v
−∞
√
yuB
σ
v−u
(ˆ t+H
t
A˜σs−vds
)
dW yudv
+ ησ
ˆ t
−∞
ˆ v
−∞
σuA
σ
v−u
(ˆ t+H
t
A˜σs−vds
)
dW σu dv
=µ
ˆ t
−∞
ˆ t+H
t
A˜σs−vdsdv
+ ηy
ˆ t
−∞
√
yu
(ˆ t
u
Bσv−u
(ˆ t+H
t
A˜σs−vds
)
dv
)
dW yu
+ ησ
ˆ t
−∞
σu
(ˆ t
u
Aσv−u
(ˆ t+H
t
A˜σs−vds
)
dv
)
dW σu .
Making the substitution leads to the following representation of volatility premium:
V Pt,H = (µ˜− µ)H − µ
ˆ t
−∞
ˆ t+H
t
(
λyηy
κσ
κ˜σ
B˜σs−v + λσησA˜σs−v
)
dsdv
+ ησ
ˆ t
−∞
σv
(ˆ t+H
t
(
A˜σs−v −Aσs−v
)
ds
)
dW σv
− λση2σ
ˆ t
−∞
σv
(ˆ t
v
Aσu−v
(ˆ t+H
t
A˜σs−uds
)
du
)
dW σv
+ ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
(
κσ
κ˜σ
B˜σs−v −Bσs−v
)
ds
)
dW yv
− λyη2y
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t
v
Ayu−v
(ˆ t+H
t
B˜σs−uds
)
du
)
dW yv
− λσησηy
ˆ t
−∞
√
yv
(ˆ t
v
Bσu−v
(ˆ t+H
t
A˜σs−uds
)
du
)
dW yv .
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The difference between the two premia is therefore
TPt,H =V Pt,H − CPt,H
=− µ
ˆ t
−∞
ˆ t+H
t
(
λyηy
κσ
κ˜σ
(
B˜σs−v − A˜ys−v
)
+ λσησA˜σs−v
)
dsdv
+ ησ
ˆ t
−∞
σv
(ˆ t+H
t
(
A˜σs−v −Aσs−v
)
ds
)
dW σv
− λση2σ
ˆ t
−∞
σv
(ˆ t
v
Aσu−v
(ˆ t+H
t
A˜σs−uds
)
du
)
dW σv
+ ηy
ˆ t
−∞
√
yv
(ˆ t+H
t
(
κσ
κ˜σ
(
B˜σs−v − A˜ys−v
)
− (Bσs−v −Ays−v)) ds
)
dW yv
− λyη2y
κσ
κ˜σ
ˆ t
−∞
√
yv
(ˆ t
v
Ayu−v
(ˆ t+H
t
(
B˜σs−u − A˜ys−u
)
ds
)
du
)
dW yv
− λσησηy
ˆ t
−∞
√
yv
(ˆ t
v
Bσu−v
(ˆ t+H
t
A˜σs−uds
)
du
)
dW yv .
Taking into account that the unconditional means of three premia are
EP [V Pt,H ] = (µ˜− µ)H − µ
ˆ t
−∞
ˆ t+H
t
(
λyηy
κσ
κ˜σ
B˜σu−v + λσησA˜σu−v
)
dudv,
EP [CPt,H ] = (µ˜− µ)H − µ
ˆ t
−∞
ˆ t+H
t
λyηy
κσ
κ˜σ
A˜ys−vdsdv,
EP [TPt,H ] = −µ
ˆ t
−∞
ˆ t+H
t
(
λyηy
κσ
κ˜σ
(
B˜σs−v − A˜ys−v
)
+ λσησA˜σs−v
)
dsdv,
all in all the premia may be represented as
CPt,H = EP [CPt,H ] +
ˆ t
−∞
√
yv$
C
v,tdW
y
v ,
V Pt,H = EP [V Pt,H ] +
ˆ t
−∞
σvωv,tdW
σ
v +
ˆ t
−∞
√
yv$
V
v,tdW
y
v ,
TPt,H = EP [TPt,H ] +
ˆ t
−∞
σvωv,tdW
σ
v +
ˆ t
−∞
√
yv$
T
v,tdW
y
v ,
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where
ωv,t = ησ
ˆ t+H
t
(
A˜σs−v −Aσs−v
)
ds− λση2σ
ˆ t
v
Aσu−v
(ˆ t+H
t
A˜σs−uds
)
du,
$Cv,t = ηy
ˆ t+H
t
(
κσ
κ˜σ
A˜yu−v −Ayu−v
)
du− λyη2y
κσ
κ˜σ
ˆ t
v
Ayu−v
(ˆ t+H
t
A˜ys−uds
)
du,
$Vv,t = ηy
ˆ t+H
t
(
κσ
κ˜σ
B˜σs−v −Bσs−v
)
ds
−
ˆ t
v
ˆ t+H
t
(
λyη
2
y
κσ
κ˜σ
Ayu−vB˜
σ
s−uds+ λσησηyBσu−vA˜σs−u
)
dsdu,
$Tv,t = ηy
ˆ t+H
t
(
κσ
κ˜σ
(
B˜σs−v − A˜ys−v
)
− (Bσs−v −Ays−v)) ds
−
ˆ t
v
ˆ t+H
t
(
λyη
2
y
κσ
κ˜σ
Ayu−v
(
B˜σs−u − A˜ys−u
)
+ λσησηyBσu−vA˜σs−u
)
dsdu.
With the introduced notation it is actually quite easy to compute second moments. In
particular, the variances are
V P [CPt,H ] = µ
ˆ t
−∞
(
$Cv,t
)2
dv,
V P [V Pt,H ] = µ
ˆ t
−∞
[
(ωv,t)2 +
(
$Vv,t
)2]
dv,
V P [TPt,H ] = µ
ˆ t
−∞
[
(ωv,t)2 +
(
$Tv,t
)2]
dv.
The covariances are
CovP [CPt,H , V Pt,H ] = µ
ˆ t
−∞
$Cv,t$
V
v,tdv,
CovP [CPt,H , TPt,H ] = µ
ˆ t
−∞
$Cv,t$
T
v,tdv,
CovP [V Pt,H , TPt,H ] = µ
ˆ t
−∞
[
(ωv,t)2 +$Vv,t$Tv,t
]
dv.
The autocovariances are
CovP [CPt,H , CPt−h,H ] = µ
ˆ t−h
−∞
$Cv,t$
C
v,t−hdv,
CovP [V Pt,H , V Pt−h,H ] = µ
ˆ t−h
−∞
[
ωv,tωv,t−h +$Vv,t$Vv,t−h
]
dv,
CovP [TPt,H , TPt−h,H ] = µ
ˆ t−h
−∞
[
ωv,tωv,t−h +$Tv,t$Tv,t−h
]
dv.
In addition I can compute unconditional moments of the integrated volatility and central
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tendency. The means are clearly both equal to µH. The variances are
V P [Yt,H ] = µ
ˆ t+H
t
(
τCv,t+H
)2
dv + µ
ˆ t
−∞
(
τCt,t+H
)2
dv,
V P [Vt,H ] = µ
ˆ t+H
t
[(
τVv,t+H
)2
+ (ςv,t+H)2
]
dv + µ
ˆ t
−∞
[(
τVt,t+H
)2
+ (ςt,t+H)2
]
dv,
V P [Vt,H − Yt,H ] = µ
ˆ t+H
t
[(
τVv,t+H − τCv,t+H
)2
+ (ςv,t+H)2
]
dv
+µ
ˆ t
−∞
[(
τVt,t+H − τCt,t+H
)2
+ (ςt,t+H)2
]
dv.
The covariances are
CovP [Vt,H ,Yt,H ] = µ
ˆ t
−∞
τVt,t+Hτ
C
t,t+Hdv + µ
ˆ t+H
t
τVv,t+Hτ
C
v,t+Hdv,
CovP [Vt,H ,Vt,H − Yt,H ] = V P [Vt,H ]− CovP [Vt,H ,Yt,H ] ,
CovP [Yt,H ,Vt,H − Yt,H ] = CovP [Yt,H ,Vt,H ]− V P [Yt,H ] .
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For h < H the autocovariances are
CovP [Yt,H ,Yt−h,H ] = µ
ˆ t−h+H
t
τCv,t+Hτ
C
v,t−h+Hdv
+µ
ˆ t
t−h
τCt,t+Hτ
C
v,t−h+Hdv + µ
ˆ t−h
−∞
τCt,t+Hτ
C
t−h,t−h+Hdv,
CovP [Vt,H ,Vt−h,H ] = µ
ˆ t−h+H
t
(
τVv,t+Hτ
V
v,t−h+H + ςv,t+Hςv,t−h+H
)
dv
+µ
ˆ t
t−h
(
τVt,t+Hτ
V
v,t−h+H + ςt,t+Hςv,t−h+H
)
dv
+µ
ˆ t−h
−∞
(
τVt,t+Hτ
V
t−h,t−h+H + ςt,t+Hςt−h,t−h+H
)
dv,
CovP [Vt,H − Yt,H ,Vt−h,H − Yt−h,H ] =
= µ
ˆ t−h+H
t
(
τVv,t+H − τCv,t+H
) (
τVv,t−h+H − τCv,t−h+H
)
dv
+µ
ˆ t−h+H
t
ςv,t+Hςv,t−h+Hdv
+µ
ˆ t
t−h
(
τVt,t+H − τCt,t+H
) (
τVv,t−h+H − τCv,t−h+H
)
dv
+µ
ˆ t
t−h
ςt,t+Hςv,t−h+Hdv
+µ
ˆ t−h
−∞
(
τVt,t+H − τCt,t+H
) (
τVt−h,t−h+H − τCt−h,t−h+H
)
dv
+µ
ˆ t−h
−∞
ςt,t+Hςt−h,t−h+Hdv.
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For h ≥ H the autocovariances are
CovP [Yt,H ,Yt−h,H ] = µ
ˆ t−h+H
t−h
τCt,t+Hτ
C
v,t−h+Hdv + µ
ˆ t−h
−∞
τCt,t+Hτ
C
t−h,t−h+Hdv,
CovP [Vt,H ,Vt−h,H ] = µ
ˆ t−h+H
t−h
(
τVt,t+Hτ
V
v,t−h+H + ςt,t+Hςv,t−h+H
)
dv
+µ
ˆ t−h
−∞
(
τVt,t+Hτ
V
t−h,t−h+H + ςt,t+Hςt−h,t−h+H
)
dv,
CovP [Vt,H − Yt,H ,Vt−h,H − Yt−h,H ] =
= µ
ˆ t−h+H
t−h
(
τVt,t+H − τCt,t+H
) (
τVv,t−h+H − τCv,t−h+H
)
dv
+µ
ˆ t−h+H
t−h
ςt,t+Hςv,t−h+Hdv
+µ
ˆ t−h
−∞
(
τVt,t+H − τCt,t+H
) (
τVt−h,t−h+H − τCt−h,t−h+H
)
dv
+µ
ˆ t−h
−∞
ςt,t+Hςt−h,t−h+Hdv.
The covariances of the three premia with the central tendency are
CovP [CPt,H ,Yt,H ] = µ
ˆ t
−∞
$Cv,tτ
C
t,t+Hdv,
CovP [V Pt,H ,Yt,H ] = µ
ˆ t
−∞
$Vv,tτ
C
t,t+Hdv,
CovP [TPt,H ,Yt,H ] = µ
ˆ t
−∞
$Tv,tτ
C
t,t+Hdv.
The covariances of the three premia with the volatility are
CovP [CPt,H ,Vt,H ] = µ
ˆ t
−∞
$Cv,tτ
V
t,t+Hdv,
CovP [V Pt,H ,Vt,H ] = µ
ˆ t
−∞
(
$Vv,tτ
V
t,t+H + ωv,tςt,t+H
)
dv,
CovP [TPt,H ,Vt,H ] = µ
ˆ t
−∞
(
$Tv,tτ
V
t,t+H + ωv,tςt,t+H
)
dv.
Finally, the covariances of the three premia with the difference between the volatility and
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central tendency are
CovP [CPt,H ,Vt,H − Yt,H ] = µ
ˆ t
−∞
$Cv,t
(
τVt,t+H − τCt,t+H
)
dv,
CovP [V Pt,H ,Vt,H − Yt,H ] = µ
ˆ t
−∞
(
$Vv,t
(
τVt,t+H − τCt,t+H
)
+ ωv,tςt,t+H
)
dv,
CovP [TPt,H ,Vt,H − Yt,H ] = µ
ˆ t
−∞
(
$Tv,t
(
τVt,t+H − τCt,t+H
)
+ ωv,tςt,t+H
)
dv.
B.2.6 ARMA representation of RV
Write demeaned integrated stochastic trend:
Yt,h = (Bσh )−1
(
Vt+h,h −AσhVt,h − Cσhh− εσt,2h
)
.
Plug it back to the same equation for integrated volatility over different time period:
Vt+2h,h =Cσhh+AσhVt+h,h +BσhYt+h,h + εσt+h,2h
=Cσhh+AσhVt+h,h +Bσh
(
AyhYt,h + Cyhh+ εyt,2h
)
+ εσt+h,2h
=Cσhh+AσhVt+h,h
+Bσh
(
Ayh (B
σ
h )−1
(
Vt+h,h −AσhVt,h − Cσhh− εσt,2h
)
+ Cyhh+ ε
y
t,2h
)
+ εσt+h,2h
=
(
BσhC
y
h +
(
1−Ayh
)
Cσh
)
h+
(
Aσh +A
y
h
)Vt+h,h −AσhAyhVt,h
−Ayhεσt,2h +Bσhεyt,2h + εσt+h,2h
=ρ0 + ρ1Vt+h,h + ρ2Vt,h −Ayhεσt,2h +Bσhεyt,2h + εσt+h,2h,
=ρ0 + ρ1Vt+h,h + ρ2Vt,h +MA,
(B.2)
with
ρ1 = Aσh +A
y
h, ρ2 = −AσhAyh,
and if everything is correct it should be that ρ0 =
(
BσhC
y
h +
(
1−Ayh
)
Cσh
)
h = (1− ρ1 − ρ2)µh.
This equation gives the ARMA(2,2) structure for integrated volatility. The innovations are
given in Section B.2.3. Substituting the errors yields
MA =εσt+h,2h −Ayhεσt,2h +Bσhεyt,2h
=ξσt+h,h + ξ
σy
t+h,h + ζ
σ
t+2h,h + ζ
σy
t+2h,h
−Ayh
(
ξσt,h + ξ
σy
t,h + ζ
σ
t+h,h + ζ
σy
t+h,h
)
+Bσh
(
ξyt,h + ζ
y
t+h,h
)
=ζσt+2h,h + ζ
σy
t+2h,h
+ ξσt+h,h + ξ
σy
t+h,h −Ayh
(
ζσt+h,h + ζ
σy
t+h,h
)
+Bσhζ
y
t+h,h
−Ayh
(
ξσt,h + ξ
σy
t,h
)
+Bσhξ
y
t,h.
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This may be rewritten with a simplified notation as
MA =
∑
i∈{σ,y}
(
ei3,t+2h + ei2,t+h + ei1,t
)
,
where
eσ3,t+2h = ζσt+2h,h,
eσ2,t+h = ξσt+h,h −Ayhζσt+h,h,
eσ1,t = −Ayhξσt,h,
ey3,t+2h = ζ
σy
t+2h,h,
ey2,t+h = ξ
σy
t+h,h −Ayhζσyt+h,h +Bσhζyt+h,h,
ey1,t = −Ayhξσyt,h +Bσhξyt,h.
Substituting the original expressions into the errors I obtain
eσ3,t+2h = ησ
ˆ t+3h
t+2h
σu
(ˆ t+3h
u
Aσs−uds
)
dW σu ,
eσ2,t+h = ησ
ˆ t+2h
t+h
σu
(ˆ u
t+h
Aσs+h−uds−Ayh
ˆ t+2h
u
Aσs−uds
)
dW σu ,
eσ1,t = ησ
ˆ t+h
t
σu
(
−Ayh
ˆ u
t
Aσs+h−uds
)
dW σu ,
ey3,t+2h = ηy
ˆ t+3h
t+2h
√
yu
(ˆ t+3h
u
Bσs−uds
)
dW yu ,
ey2,t+h = ηy
ˆ t+2h
t+h
√
yu
(ˆ u
t+h
Bσs+h−uds+
ˆ t+2h
u
(
BσhA
y
s−u −AyhBσs−u
)
ds
)
dW yu ,
ey1,t = ηy
ˆ t+h
t
√
yu
(ˆ u
t
(
BσhA
y
s+h−u −AyhBσs+h−u
)
ds
)
dW yu .
These errors may be represented as follows by introducing some common notation
ei3,t+2h = ηi
ˆ t+3h
t+2h
iuχ
i
3 (t+ 2h) dW iu,
ei2,t+h = ηi
ˆ t+2h
t+h
iuχ
i
2 (t+ h) dW iu,
ei1,t = ηi
ˆ t+h
t
iuχ
i
1 (t) dW iu,
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where i ∈ {σ, y}. The coefficients are defined as
χσ3 (z) =
ˆ z+h
u
Aσs−uds,
χσ2 (z) =
ˆ u
z
Aσs+h−uds−Ayh
ˆ z+h
u
Aσs−uds,
χσ1 (z) = −Ayh
ˆ u
z
Aσs+h−uds,
χy3 (z) =
ˆ z+h
u
Bσs−uds,
χy2 (z) =
ˆ u
z
Bσs+h−uds+
ˆ z+h
u
(
BσhA
y
s−u −AyhBσs−u
)
ds,
χy1 (z) =
ˆ u
z
(
BσhA
y
s+h−u −AyhBσs+h−u
)
ds.
B.2.7 ARMA representation of VIX
Express the integrated central tendency from the equation of integrated volatility:
Y˜t,H =
(
B˜σh
)−1 (Vt+h,H − C˜σhH − A˜σhVt,H − ε˜σt,h+H) .
Plug the value of integrated central tendency in terms of its own past and further substitute
past integrated central tendency written above:
Vt+2h,H =C˜σhH + A˜σhVt+h,H + B˜σh Y˜t+h,H + ε˜σt+h,h+H
=C˜σhH + A˜σhVt+h,H + B˜σh
(
C˜yhH + A˜
y
hY˜t,H + ε˜yt,h+H
)
+ ε˜σt+h,h+H
=
(
C˜σh + B˜σh C˜
y
h
)
H + A˜σhVt+h,H + B˜σh A˜yhY˜t,H + B˜σh ε˜yt,h+H + ε˜σt+h,h+H
=
(
C˜σh + B˜σh C˜
y
h
)
H + A˜σhVt+h,H + A˜yh
(
Vt+h,H − C˜σhH − A˜σhVt,H − ε˜σt,h+H
)
+ B˜σh ε˜
y
t,h+H + ε˜
σ
t+h,h+H
=
(
C˜σh
(
1− A˜yh
)
+ B˜σh C˜
y
h
)
H +
(
A˜σh + A˜
y
h
)
Vt+h,H − A˜yhA˜σhVt,H
− A˜yhε˜σt,h+H + B˜σh ε˜yt,h+H + ε˜σt+h,h+H
=ρ˜0 + ρ˜1Vt+h,H + ρ˜2Vt,H − A˜yhε˜σt,h+H + B˜σh ε˜yt,h+H + ε˜σt+h,h+H .
Here I denote
ρ˜1 = A˜σh + A˜
y
h, ρ˜2 = −A˜yhA˜σh,
and the intercept term is ρ˜0 = C˜σh
(
1− A˜yh
)
+ B˜σh C˜
y
h = (1− ρ˜1 − ρ˜2)µH.
Now denote the risk-neutral forecast of integrated volatility as
VQt,H ≡ EQt [Vt,H ] .
Using the infinite representation of the integrated volatility I can represent it as a sum of its
149
forecast and forecasting error:
Vt,H =VQt,H + η˜y
ˆ t+H
t
√
y˜v
(ˆ t+H
v
B˜σu−vdu
)
dW˜ yv + ησ
ˆ t+H
t
σv
(ˆ t+H
v
A˜σu−vdu
)
dW˜ σv
=VQt,H + νyt,H (t) + νσt,H (t) .
Introduce the notation for forecasting errors:
νyt,H (z) = η˜y
ˆ t+H
t
√
y˜v
(ˆ z+H
v
B˜σu−vdu
)
dW˜ yv ,
νσt,H (z) = ησ
ˆ t+H
t
σv
(ˆ z+H
v
A˜σu−vdu
)
dW˜ σv .
Replace all instances of integrated volatility by its forecasting decomposition:
VQt+2h,H =ρ˜0 + ρ˜1VQt+h,H + ρ˜2VQt,H
− A˜yhε˜σt,h+H + B˜σh ε˜yt,h+H + ε˜σt+h,h+H
+
∑
i∈{σ,y}
(
−νit+2h,H (t+ 2h) + ρ˜1νit+h,H (t+ h) + ρ˜2νit,H (t)
)
.
There are five sub-intervals that need to be distinguished: [t, t+ h], [t+ h, t+ 2h], [t+ 2h, t+H],
[t+H, t+ h+H], [t+ h+H, t+ 2h+H]. Over each sub-interval there will be two sources of
innovation, W σ and W y. So, in general the error structure is
Innovation =
∑
i∈{σ,y}
(
ei5,t+h+H + ei4,t+H + ei3,t+2h + ei2,t+h + ei1,t
)
.
In particular, I can decompose one part of the innovation as
ε˜σt+h,h+H − A˜yhε˜σt,h+H + B˜σh ε˜yt,h+H =ξ˜σt+h,h + ϑ˜σt+2h,H−2h + ϑ˜σt+H,h + ζ˜σt+h+H,h
+ ξ˜σyt+h,h + ϑ˜
σy
t+2h,H−2h + ϑ˜
σy
t+H,h + ζ˜
σy
t+h+H,h
− A˜yh
(
ξ˜σt,h + ϑ˜σt+h,h + ϑ˜σt+2h,H−2h + ζ˜σt+H,h
)
− A˜yh
(
ξ˜σyt,h + ϑ˜
σy
t+h,h + ϑ˜
σy
t+2h,H−2h + ζ˜
σy
t+H,h
)
+ B˜σh
(
ξ˜yt,h + ϑ˜
y
t+h,h + ϑ˜
y
t+2h,H−2h + ζ˜
y
t+H,h
)
=ζ˜σt+h+H,h + ζ˜
σy
t+h+H,h
+ ϑ˜σt+H,h + ϑ˜
σy
t+H,h − A˜yh
(
ζ˜σt+H,h + ζ˜
σy
t+H,h
)
+ B˜σh ζ˜
y
t+H,h
+
(
1− A˜yh
) (
ϑ˜σt+2h,H−2h + ϑ˜
σy
t+2h,H−2h
)
+ B˜σh ϑ˜
y
t+2h,H−2h
+ ξ˜σt+h,h + ξ˜
σy
t+h,h − A˜yh
(
ϑ˜σt+h,h + ϑ˜
σy
t+h,h
)
+ B˜σh ϑ˜
y
t+h,h
− A˜yh
(
ξ˜σt,h + ξ˜
σy
t,h
)
+ B˜σh ξ˜
y
t,h.
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The second part of the innovation due to forecasting error is
−νit+2h,H + ρ˜1νit+h,H + ρ˜2νit,H =−
(
νit+2h,H−2h (z) + νit+H,h (z) + νit+h+H,h (z)
)
z=t+2h
+ ρ˜1
(
νit+h,h (z) + νit+2h,H−2h (z) + νit+H,h (z)
)
z=t+h
+ ρ˜2
(
νit,h (z) + νit+h,h (z) + νit+2h,H−2h (z)
)
z=t
.
Collecting the terms I obtain innovations due to Brownian innovations W σ as
eσ5,t+H+h = ζ˜σt+h+H,h + vσ5 ,
eσ4,t+H = ϑ˜σt+H,h − A˜yhζ˜σt+H,h + vσ4 ,
eσ3,t+2h =
(
1− A˜yh
)
ϑ˜σt+2h,H−2h + vσ3 ,
eσ2,t+h = ξ˜σt+h,h − A˜yhϑ˜σt+h,h + vσ2 ,
eσ1,t = −A˜yhξ˜σt,h + vσ1 ,
and due to Brownian innovations W y as
ey5,t+h+H = ζ˜
σy
t+h+H,h + v
y
5 ,
ey4,t+H = ϑ˜
σy
t+H,h − A˜yhζ˜σyt+H,h + B˜σh ζ˜yt+H,h + vy4 ,
ey3,t+2h =
(
1− A˜yh
)
ϑ˜σyt+2h,H−2h + B˜
σ
h ϑ˜
y
t+2h,H−2h + v
y
3 ,
ey2,t+h = ξ˜
σy
t+h,h − A˜yhϑ˜σyt+h,h + B˜σh ϑ˜yt+h,h + vy2 ,
ey1,t = −A˜yhξ˜σyt,h + B˜σh ξ˜yt,h + vy1 .
Above I introduced the following notation for forecasting errors:
vi5 = −νit+h+H,h (t+ 2h) ,
vi4 = ρ˜1νit+H,h (t+ h)− νit+H,h (t+ 2h) ,
vi3 = ρ˜1νit+2h,H−2h (t+ h) + ρ˜2νit+2h,H−2h (t)− νit+2h,H−2h (t+ 2h) ,
vi2 = ρ˜1νit+h,h (t+ h) + ρ˜2νit+h,h (t)· ,
vi1 = ρ˜2νit,h (t) ,
where i ∈ {σ, y}.
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Substituting MA innovations I obtain
eσ5,t+h+H = vσ5 + ησ
ˆ t+2h+H
t+h+H
σu
(ˆ t+h+H
u−h
A˜σs+h−uds
)
dW˜ σu ,
eσ4,t+H = vσ4 + ησ
ˆ t+h+H
t+H
σu
(ˆ u
u−h
A˜σs+h−uds− A˜yh
ˆ t+H
u−h
A˜σs+h−uds
)
dW˜ σu ,
eσ3,t+2h = vσ3 + ησ
ˆ t+H
t+2h
σu
((
1− A˜yh
)ˆ u
u−h
A˜σs+h−uds
)
dW˜ σu ,
eσ2,t+h = vσ2 + ησ
ˆ t+2h
t+h
σu
(ˆ u
t+h
A˜σs+h−uds− A˜yh
ˆ u
u−h
A˜σs+h−uds
)
dW˜ σu ,
eσ1,t = vσ1 + ησ
ˆ t+h
t
σu
(
−A˜yh
ˆ u
t
A˜σs+h−uds
)
dW˜ σu ,
and
ey5,t+h+H = v
y
5 + η˜y
ˆ t+2h+H
t+h+H
√
y˜u
(ˆ t+h+H
u−h
B˜σs+h−uds−
ˆ t+2h+H
u
B˜σs−uds
)
dW˜ yu ,
ey4,t+H = v
y
4 + η˜y
ˆ t+h+H
t+H
√
y˜u
×
(ˆ u
u−h
B˜σs+h−uds+
ˆ t+H
u−h
(
B˜σh A˜
y
s+h−u − A˜yhB˜σs+h−u
)
ds
)
dW˜ yu ,
ey3,t+2h = v
y
3 + η˜y
ˆ t+H
t+2h
√
y˜u
(ˆ u
u−h
((
1− A˜yh
)
B˜σs+h−u + B˜σh A˜
y
s+h−u
)
ds
)
dW˜ yu ,
ey2,t+h = v
y
2 + η˜y
ˆ t+2h
t+h
√
y˜u
×
(ˆ u
t+h
B˜σs+h−uds+
ˆ u
u−h
(
B˜σh A˜
y
s+h−u − A˜yhB˜σs+h−u
)
ds
)
dW˜ yu ,
ey1,t = v
y
1 + η˜y
ˆ t+h
t
√
y˜u
(ˆ u
t
(
B˜σh A˜
y
s+h−u − A˜yhB˜σs+h−u
)
ds
)
dW˜ yu .
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Forecasting errors are
vσ5 = ησ
ˆ t+2h+H
t+h+H
σu
(
−
ˆ t+2h+H
u
A˜σs−uds
)
dW˜ σu
vσ4 = ησ
ˆ t+h+H
t+h
σu
(
ρ˜1
ˆ t+h+H
u
A˜σs−uds−
ˆ t+2h+H
u
A˜σs−uds
)
dW˜ σu ,
vσ3 = ησ
ˆ t+H
t+2h
σu
(
ρ˜1
ˆ t+h+H
u
A˜σs−uds+ ρ˜2
ˆ t+H
u
A˜σs−uds−
ˆ t+2h+H
u
A˜σs−uds
)
dW˜ σu ,
vσ2 = ησ
ˆ t+2h
t+h
σu
(
ρ˜1
ˆ t+h+H
u
A˜σs−uds+ ρ˜2
ˆ t+H
u
A˜σs−uds
)
dW˜ σu ,
vσ1 = ησ
ˆ t+h
t
σu
(
ρ˜2
ˆ t+H
u
A˜σs−uds
)
dW˜ σu ,
and
vy5 = η˜y
ˆ t+2h+H
t+h+H
√
y˜u
(
−
ˆ t+2h+H
u
B˜σs−uds
)
dW˜ yu ,
vy4 = η˜y
ˆ t+h+H
t+H
√
y˜u
(
ρ˜1
ˆ t+h+H
u
B˜σs−uds−
ˆ t+2h+H
u
B˜σs−uds
)
dW˜ yu ,
vy3 = η˜y
ˆ t+H
t+2h
√
y˜u
(
ρ˜1
ˆ t+h+H
u
B˜σs−uds+ ρ˜2
ˆ t+H
u
B˜σs−uds−
ˆ t+2h+H
u
B˜σs−uds
)
dW˜ yu ,
vy2 = η˜y
ˆ t+2h
t+h
√
y˜u
(
ρ˜1
ˆ t+h+H
u
B˜σs−uds+ ρ˜2
ˆ t+H
u
B˜σs−uds
)
dW˜ yu ,
vy1 = η˜y
ˆ t+h
t
√
y˜u
(
ρ˜2
ˆ t+H
u
B˜σs−uds
)
dW˜ yu ,
Another representation of the same error terms is
ei5,t+h+H = ηi
ˆ t+2h+H
t+h+H
iuχ
i
5 (t+ h+H) dW˜ iu,
ei4,t+H = ηi
ˆ t+h+H
t+H
iuχ
i
4 (t+H) dW˜ iu,
ei3,t+2h = ηi
ˆ t+H
t+2h
iuχ
i
3 (t+ 2h) dW˜ iu,
ei2,t+h = ηi
ˆ t+2h
t+h
iuχ
i
2 (t+ h) dW˜ iu,
ei1,t = ηi
ˆ t+h
t
iuχ
i
1 (t) dW˜ iu,
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where i ∈ {σ, y}. Here I denoted
χσ5 (z) =
ˆ z
u−h
A˜σs+h−uds−
ˆ z+h
u
A˜σs−uds,
χσ4 (z) =
ˆ u
u−h
A˜σs+h−uds− A˜yh
ˆ z
u−h
A˜σs+h−uds+ ρ˜1
ˆ z+h
u
A˜σs−uds−
ˆ z+2h
u
A˜σs−uds,
χσ3 (z) =
(
1− A˜yh
) ˆ u
u−h
A˜σs+h−uds+ ρ˜1
ˆ z−h+H
u
A˜σs−uds
+ρ˜2
ˆ z−2h+H
u
A˜σs−uds−
ˆ z+H
u
A˜σs−uds,
χσ2 (z) =
ˆ u
z
A˜σs+h−uds− A˜yh
ˆ u
u−h
A˜σs+h−uds+ ρ˜1
ˆ z+H
u
A˜σs−uds+ ρ˜2
ˆ z−h+H
u
A˜σs−uds,
χσ1 (z) = −A˜yh
ˆ u
z
A˜σs+h−uds+ ρ˜2
ˆ z+H
u
A˜σs−uds,
and
χy5 (z) =
ˆ z
u−h
B˜σs+h−uds− 2
ˆ z+h
u
B˜σs−uds,
χy4 (z) =
ˆ u
u−h
B˜σs+h−uds+
ˆ z
u−h
(
B˜σh A˜
y
s+h−u − A˜yhB˜σs+h−u
)
ds
+ρ˜1
ˆ z+h
u
B˜σs−uds−
ˆ z+2h
u
B˜σs−uds,
χy3 (z) =
ˆ u
u−h
((
1− A˜yh
)
B˜σs+h−u + B˜σh A˜
y
s+h−u
)
ds
+ρ˜1
ˆ z−h+H
u
B˜σs−uds+ ρ˜2
ˆ z−2h+H
u
B˜σs−uds−
ˆ z+H
u
B˜σs−uds,
χy2 (z) =
ˆ u
z
B˜σs+h−uds+
ˆ u
u−h
(
B˜σh A˜
y
s+h−u − A˜yhB˜σs+h−u
)
ds
+ρ˜1
ˆ z+H
u
B˜σs−uds+ ρ˜2
ˆ z−h+H
u
B˜σs−uds,
χy1 (z) =
ˆ u
z
(
B˜σh A˜
y
s+h−u − A˜yhB˜σs+h−u
)
ds+ ρ˜2
ˆ z+H
u
B˜σs−uds.
So the mdoel becomes
VQt+2h,H = ρ˜0 + ρ˜1VQt+h,H + ρ˜2VQt,H +MA,
where
MA =
∑
i∈{σ,y}
(
ei5,t+h+H + ei4,t+H + ei3,t+2h + ei2,t+h + ei1,t
)
.
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B.2.8 Second moment for RV
Rewrite the ARMA structure using error decomposition derived earlier:
Vt+2h,h =ρ1Vt+h,h + ρ2Vt,h +MAt+2h,
where
MAt+2h =
∑
i∈{σ,y}
(
ei3,t+2h + ei2,t+h + ei1,t
)
.
The error structure is derived in Section B.2.6 and given by
ei3,t+2h = ηi
ˆ t+3h
t+2h
iuχ
i
3 (t+ 2h) dW iu,
ei2,t+h = ηi
ˆ t+2h
t+h
iuχ
i
2 (t+ h) dW iu,
ei1,t = ηi
ˆ t+h
t
iuχ
i
1 (t) dW iu.
Note that innovation terms that have superscript y are not correlated with those that have
superscript σ. Also there is no intertemporal correlation, that is innovations with subscript
t, t + h are not correlated with those having subscript t + h, t + 2h and so on. Hence, in the
above equation none of the error terms are correlated.
Multiply the above ARMA expression by Vt+2h,h and take conditional expectation.
EPt
[
V2t+2h,h
]
= ρ1EPt
[
Vt+h,hVt+2h,h
]
+ ρ2EPt
[
Vt,hVt+2h,h
]
+ EPt
[
MAt+2hVt+2h,h
]
. (B.3)
Using the iterative substitution the above three terms on the right-hand side may be written
as
EPt
[
Vt+h,hVt+2h,h
]
= ρ1EPt
[
V2t+h,h
]
+ ρ2EPt
[
Vt,hVt+h,h
]
+ EPt
[
MAt+2hVt+h,h
]
,
EPt
[
Vt,hVt+2h,h
]
= ρ1EPt
[
Vt,hVt+h,h
]
+ ρ2EPt
[
V2t,h
]
+ EPt
[
MAt+2hVt,h
]
,
EPt
[
MAt+2hVt+2h,h
]
= ρ1EPt
[
MAt+2hVt+h,h
]
+ ρ2EPt
[
MAt+2hVt,h
]
+ V Pt [MAt+2h] .
Expectation of cross-products of MA term and volatility is
EPt
[
MAt+2hVt+h,h
]
= ρ1EPt
[
MAt+2hVt,h
]
+ EPt [MAt+2hMAt+h] ,
EPt
[
MAt+2hVt,h
]
= EPt [MAt+2hMAt] .
In other words,
EPt
[
MAt+2hVt+h,h
]
= ρ1EPt [MAt+2hMAt] + EPt [MAt+2hMAt+h] .
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By substituting I obtain
EPt
[
Vt+h,hVt+2h,h
]
= ρ1EPt
[
V2t+h,h
]
+ ρ2EPt
[
Vt,hVt+h,h
]
+ρ1EPt [MAt+2hMAt] + EPt [MAt+2hMAt+h] ,
EPt
[
Vt,hVt+2h,h
]
= ρ1EPt
[
Vt,hVt+h,h
]
+ ρ2EPt
[
V2t,h
]
+ EPt [MAt+2hMAt] ,
EPt
[
MAt+2hVt+2h,h
]
=
(
ρ21 + ρ2
)
EPt [MAt+2hMAt]
+ρ1EPt [MAt+2hMAt+h] + V Pt [MAt+2h] .
By using these expressions in (B.3) I get
EPt
[
V2t+2h,h
]
=ρ21EPt
[
V2t+h,h
]
+ ρ1ρ2EPt
[
Vt,hVt+h,h
]
+ ρ21EPt [MAt+2hMAt] + ρ1EPt [MAt+2hMAt+h]
+ ρ1ρ2EPt
[
Vt,hVt+h,h
]
+ ρ22EPt
[
V2t,h
]
+ ρ2EPt [MAt+2hMAt]
+
(
ρ21 + ρ2
)
EPt [MAt+2hMAt] + ρ1EPt [MAt+2hMAt+h] + V Pt [MAt+2h] ,
or simply
EPt
[
V2t+2h,h
]
=ρ21EPt
[
V2t+h,h
]
+ ρ22EPt
[
V2t,h
]
+ 2ρ1ρ2EPt
[
Vt,hVt+h,h
]
+ V Pt [MAt+2h] + 2ρ1EPt [MAt+2hMAt+h] + 2
(
ρ21 + ρ2
)
EPt [MAt+2hMAt] .
The variance of the MA term is
V Pt [MAt+2h] =
∑
i∈{σ,y}
(
V Pt
[
ei3,t+2h
]
+ V Pt
[
ei2,t+h
]
+ V Pt
[
ei1,t
])
,
where
V Pt
[
ei3,t+2h
]
= η2i
ˆ t+3h
t+2h
EPt
[
i2u
] (
χi3 (t+ 2h)
)2
du,
V Pt
[
ei2,t+h
]
= η2i
ˆ t+2h
t+h
EPt
[
i2u
] (
χi2 (t+ h)
)2
du,
V Pt
[
ei1,t
]
= η2i
ˆ t+h
t
EPt
[
i2u
] (
χi1 (t)
)2
du,
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or
V Pt
[
ei3,t+2h
]
= µη2i
ˆ t+3h
t+2h
(
χi3 (t+ 2h)
)2
du+ EPt
[
Vt+h,h
]
η2i
ˆ t+3h
t+2h
pii1,u
(
χi3 (t+ 2h)
)2
du
+EPt
[
Vt,h
]
η2i
ˆ t+3h
t+2h
pii2,u
(
χi3 (t+ 2h)
)2
du
V Pt
[
ei2,t+h
]
= µη2i
ˆ t+2h
t+h
(
χi2 (t+ h)
)2
du+ EPt
[
Vt+h,h
]
η2i
ˆ t+2h
t+h
pii1,u
(
χi2 (t+ h)
)2
du
+EPt
[
Vt,h
]
η2i
ˆ t+2h
t+h
pii2,u
(
χi2 (t+ h)
)2
du,
V Pt
[
ei1,t
]
= µη2i
ˆ t+h
t
(
χi1 (t)
)2
du+ EPt
[
Vt+h,h
]
η2i
ˆ t+h
t
pii1,u
(
χi1 (t)
)2
du
+EPt
[
Vt,h
]
η2i
ˆ t+h
t
pii2,u
(
χi1 (t)
)2
du.
The cross-moment of MA terms is
EPt [MAt+2hMAt+h] =
∑
i∈{σ,y}
(
EPt
[
ei2,t+he
i
3,t+h
]
+ EPt
[
ei1,te
i
2,h
])
,
where
EPt
[
ei2,t+he
i
3,t+h
]
= η2i
ˆ t+2h
t+h
EPt [iu]χi2 (t+ h)χi3 (t+ h) du,
EPt
[
ei1,te
i
2,h
]
= η2i
ˆ t+h
t
EPt [iu]χi1 (t)χi2 (t) du,
or
EPt
[
ei2,t+he
i
3,t+h
]
= µη2i
ˆ t+2h
t+h
χi2 (t+ h)χi3 (t+ h) du
+EPt
[
Vt+h,h
]
η2i
ˆ t+2h
t+h
pii1,uχ
i
2 (t+ h)χi3 (t+ h) du
+EPt
[
Vt,h
]
η2i
ˆ t+2h
t+h
pii2,uχ
i
2 (t+ h)χi3 (t+ h) du,
EPt
[
ei1,te
i
2,h
]
= µη2i
ˆ t+h
t
χi1 (t)χi2 (t) du
+EPt
[
Vt+h,h
]
η2i
ˆ t+h
t
pii1,uχ
i
1 (t)χi2 (t) du
+EPt
[
Vt,h
]
η2i
ˆ t+h
t
pii2,uχ
i
1 (t)χi2 (t) du.
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Another cross-moment of MA terms is
EPt [MAt+2hMAt] =
∑
i∈{σ,y}
EPt
[
ei1,te
i
3,h
]
,
where
EPt
[
ei1,te
i
3,h
]
=µη2i
ˆ t+h
t
χi1 (t)χi3 (t) du
+ EPt
[
Vt+h,h
]
η2i
ˆ t+h
t
pii1,uχ
i
1 (t)χi3 (t) du
+ EPt
[
Vt,h
]
η2i
ˆ t+h
t
pii2,uχ
i
1 (t)χi3 (t) du.
By introducing generic notation I can write MA term moments as
V Pt [MAt+2h] =
∑
i∈{σ,y}
3∑
j=1
(
µψi1,0,j + EPt
[
Vt+h,h
]
ψi1,1,j + EPt
[
Vt,h
]
ψi1,2,j
)
,
EPt [MAt+2hMAt+h] =
∑
i∈{σ,y}
3∑
j=1
(
µψi2,0,j + EPt
[
Vt+h,h
]
ψi2,1,j + EPt
[
Vt,h
]
ψi2,2,j
)
,
EPt [MAt+2hMAt] =
∑
i∈{σ,y}
3∑
j=1
(
µψi3,0,j + EPt
[
Vt+h,h
]
ψi3,1,j + EPt
[
Vt,h
]
ψi3,2,j
)
,
where
ψi1,k,3 = η2i
ˆ t+3h
t+2h
piik,u
(
χi3 (t+ 2h)
)2
du,
ψi1,k,2 = η2i
ˆ t+2h
t+h
piik,u
(
χi2 (t+ h)
)2
du,
ψi1,k,1 = η2i
ˆ t+h
t
piik,u
(
χi1 (t)
)2
du,
and
ψi2,k,3 = 0,
ψi2,k,2 = η2i
ˆ t+2h
t+h
piik,uχ
i
2 (t+ h)χi3 (t+ h) du,
ψi2,k,1 = η2i
ˆ t+h
t
piik,uχ
i
1 (t)χi2 (t) du,
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and
ψi3,k,3 = 0,
ψi3,k,2 = 0,
ψi3,k,1 = η2i
ˆ t+h
t
piik,uχ
i
1 (t)χi3 (t) du.
Plugging in the result to the combination of MA moments I obtain
V Pt [MAt+2h] +2ρ1EPt [MAt+2hMAt+h] + 2
(
ρ21 + ρ2
)
EPt [MAt+2hMAt]
=µ
∑
i∈{σ,y}
3∑
j=1
(
ψi1,0,j + 2ρ1ψi2,0,j + 2
(
ρ21 + ρ2
)
ψi3,0,j
)
EPt
[
Vt+h,h
] ∑
i∈{σ,y}
3∑
j=1
(
ψi1,1,j + 2ρ1ψi2,1,j + 2
(
ρ21 + ρ2
)
ψi3,1,j
)
+ EPt
[
Vt,h
] ∑
i∈{σ,y}
3∑
j=1
(
ψi1,2,j + 2ρ1ψi2,2,j + 2
(
ρ21 + ρ2
)
ψi3,2,j
)
=µΛ0 + Λ1EPt
[
Vt+h,h
]
+ Λ2EPt
[
Vt,h
]
.
This leads to the following volatility second moment which depends completely on known
variables:
EPt
[
V2t+2h,h
]
=ρ21EPt
[
V2t+h,h
]
+ 2ρ1ρ2EPt
[
Vt,hVt+h,h
]
+ ρ22EPt
[
V2t,h
]
+ µΛ0 + Λ1EPt
[
Vt+h,h
]
+ Λ2EPt
[
Vt,h
]
,
with parameters
Λk =
∑
i∈{σ,y}
3∑
j=1
(
ψi1,k,j + 2ρ1ψi2,k,j + 2
(
ρ21 + ρ2
)
ψi3,k,j
)
, k = 0, 1, 2.
The same moment restriction may be rewritten in terms of original integrated volatility:
EPt
[
V2t+2h,h
]
=ρ21EPt
[
V2t+h,h
]
+ ρ22EPt
[
V2t,h
]
+ 2ρ1ρ2EPt [Vt,hVt+h,h]
+ (Λ1 + 2µhρ1 (1− ρ1 − ρ2))EPt [Vt+h,h]
+ (Λ2 + 2µhρ2 (1− ρ1 − ρ2))EPt [Vt,h]
+ µΛ0 + (µh)2 (1− ρ1 − ρ2)2 − (Λ1 + Λ2)µh.
Finally, the second moment is
EPt
[
V2t+2h,h
]
=ρ21EPt
[
V2t+h,h
]
+ ρ22EPt
[
V2t,h
]
+ 2ρ1ρ2EPt [Vt,hVt+h,h]
+ Υ1EPt [Vt+h,h] + Υ2EPt [Vt,H ] + Υ0,
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with
Υj = Λj + 2µhρj (1− ρ1 − ρ2) , j = 1, 2,
Υ0 = µΛ0 + (µh)2 (1− ρ1 − ρ2)2 − (Λ1 + Λ2)µh.
B.2.9 Second moment for VIX
Rewrite the ARMA structure using error decomposition derived earlier:
VQt+2h,H = ρ˜0 + ρ˜1VQt+h,H + ρ˜2VQt,H +MAt+2h+H .
MAt+2h+H =
∑
i∈{σ,y}
(
ei5,t+h+H + ei4,t+H + ei3,t+2h + ei2,t+h + ei1,t
)
.
where i ∈ {σ, y}.
Multiply the above ARMA expression by VQt+2h,h and take conditional expectation.
EQt
[(
VQt+2h,H
)2]
= ρ˜1EQt
[
VQt+h,HVQt+2h,H
]
+ ρ˜2EQt
[
VQt,HVQt+2h,H
]
+EQt
[
MAt+2h+HVQt+2h,H
]
.
(B.4)
The first right hand side term in (B.4) above is
EQt
[
VQt+h,HVQt+2h,H
]
= ρ˜1EQt
[(
VQt+h,H
)2]
+ ρ˜2EQt
[
VQt,HVQt+h,H
]
+ EQt
[
MAt+2h+HVQt+h,H
]
.
The second term in (B.4) is
EQt
[
VQt,HVQt+2h,H
]
= ρ˜1EQt
[
VQt,HVQt+h,H
]
+ ρ˜2EPt
[(
Vt,H
)Q]
+ EQt
[
MAt+2h+HVQt,H
]
.
Substituting these two results into (B.4) leads to
EQt
[(
VQt+2h,H
)2]
=ρ˜21E
Q
t
[(
VQt+h,H
)2]
+ ρ˜22EPt
[(
VQt,H
)2]
+ 2ρ˜1ρ˜2EQt
[
VQt,HVQt+h,H
]
+ EQt
[
MAt+2h+HVQt+2h,H
]
+ ρ˜1EQt
[
MAt+2h+HVQt+h,H
]
+ ρ˜2EQt
[
MAt+2h+HVQt,H
]
.
Now, the expectation of cross-product of integrated volatility and MA term may be rewrit-
ten using another substitution of volatility expression:
EQt
[
MAt+2h+HVQt+2h,H
]
=ρ˜1EQt
[
MAt+2h+HVQt+h,H
]
+ ρ˜2EQt
[
MAt+2h+HVQt,H
]
+ V Qt [MAt+2h+H ] .
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Use this for the second volatility moment:
EQt
[(
VQt+2h,H
)2]
=ρ˜21E
Q
t
[(
VQt+h,H
)2]
+ ρ˜22EPt
[(
VQt,H
)2]
+ 2ρ˜1ρ˜2EQt
[
VQt,HVQt+h,H
]
+ V Qt [MAt+2h+H ] + 2ρ˜1E
Q
t
[
MAt+2h+HVQt+h,H
]
+ 2ρ˜2EQt
[
MAt+2h+HVQt,H
]
.
Another cross-product is
EQt
[
MAt+2h+HVQt+h,H
]
= ρ˜1EQt
[
MAt+2h+HVQt,H
]
+ EQt [MAt+2h+HMAt+h+H ] .
Substitute it again to the second volatility moment:
EQt
[(
VQt+2h,H
)2]
=ρ˜21E
Q
t
[(
VQt+h,H
)2]
+ ρ˜22EPt
[(
VQt,H
)2]
+ 2ρ˜1ρ˜2EQt
[
VQt,HVQt+h,H
]
+ V Qt [MAt+2h+H ] + 2ρ˜1E
Q
t [MAt+2h+HMAt+h+H ]
+ 2
(
ρ˜21 + ρ˜2
)
EQt
[
MAt+2h+HVQt,H
]
.
And the third cross-product is
EQt
[
MAt+2h+HVQt,H
]
= EQt [MAt+2h+HMAt+H ] .
Substitute it again to obtain
EQt
[(
VQt+2h,H
)2]
=ρ˜21E
Q
t
[(
VQt+h,H
)2]
+ ρ˜22EPt
[(
VQt,H
)2]
+ 2ρ˜1ρ˜2EQt
[
VQt,HVQt+h,H
]
+ V Qt [MAt+2h+H ] + 2ρ˜1E
Q
t [MAt+2h+HMAt+h+H ]
+ 2
(
ρ˜21 + ρ˜2
)
EQt [MAt+2h+HMAt+H ] .
This equation is expressed only in terms of expectations of volatility and MA term cross-
products.
In particular, I compute the variance of MA term as
V Qt [MAt+2h+H ] =
∑
i∈{σ,y}
(
V Qt
[
ei5,t+h+H
]
+ V Qt
[
ei4,t+H
]
+ V Qt
[
ei3,t+2h
]
+ V Qt
[
ei2,t+h
]
+ V Qt
[
ei1,t
])
,
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where
V Qt
[
ei5,t+h+H
]
= η2i
ˆ t+2h+H
t+h+H
EQt
[
i2u
] (
χi5 (t+ h+H)
)2
du,
V Qt
[
ei4,t+H
]
= η2i
ˆ t+h+H
t+H
EQt
[
i2u
] (
χi4 (t+H)
)2
du,
V Qt
[
ei3,t+2h
]
= η2i
ˆ t+H
t+2h
EQt
[
i2u
] (
χi3 (t+ 2h)
)2
du,
V Qt
[
ei2,t+h
]
= η2i
ˆ t+2h
t+h
EQt
[
i2u
] (
χi2 (t+ h)
)2
du,
V Qt
[
ei1,t
]
= η2i
ˆ t+h
t
EQt
[
i2u
] (
χi1 (t)
)2
du.
The first cross-product of MA terms is
EQt [MAt+2h+HMAt+h+H ] =
∑
i∈{σ,y}
EQt
(
ei4,t+He
i
5,t+H + ei3,t−h+H,hei4,t−h+H
)
+
∑
i∈{σ,y}
EQt
(
ei3,t+2h,H−3he
i
3,t+2h,H−3h + ei2,t+hei3,t+h,h + ei1,tei2,t
)
,
where
EQt
[
ei4,t+He
i
5,t+H
]
= η2i
ˆ t+h+H
t+H
EQt
[
i2u
]
χi4 (t+H)χi5 (t+H) du,
EQt
[
ei3,t−h+H,he
i
4,t−h+H
]
= η2i
ˆ t+H
t−h+H
EQt
[
i2u
]
χi3 (t+ 2h)χi4 (t− h+H) du,
EQt
[
ei3,t+2h,H−3he
i
3,t+2h,H−3h
]
= η2i
ˆ t−h+H
t+2h
EQt
[
i2u
]
χi3 (t+ 2h)χi3 (t+ h) du,
EQt
[
ei2,t+he
i
3,t+h,h
]
= η2i
ˆ t+2h
t+h
EQt
[
i2u
]
χi2 (t+ h)χi3 (t+ h) du,
EQt
[
ei1,te
i
2,t
]
= η2i
ˆ t+h
t
EQt
[
i2u
]
χi1 (t)χi2 (t) du.
The second cross-product of MA terms is
EQt [MAt+2h+HMAt+H ] =
∑
i∈{σ,y}
EQt
(
ei3,t−h+H,he
i
5,t−h+H + ei3,t−2h+H,hei4,t−2h+H
)
+
∑
i∈{σ,y}
EQt
(
ei3,t+2h,H−4he
i
3,t+2h,H−4h + ei2,t+hei3,t+h,h + ei1,tei3,t
)
,
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where
EQt
[
ei3,t−h+H,he
i
5,t−h+H
]
= η2i
ˆ t+H
t−h+H
EQt
[
i2u
]
χi3 (t+ 2h)χi5 (t− h+H) du,
EQt
[
ei3,t−2h+H,he
i
4,t−2h+H
]
= η2i
ˆ t−h+H
t−2h+H
EQt
[
i2u
]
χi3 (t+ 2h)χi4 (t− 2h+H) du,
EQt
[
ei3,t+2h,H−4he
i
3,t+2h,H−4h
]
= η2i
ˆ t−2h+H
t+2h
EQt
[
i2u
]
χi3 (t+ 2h)χi3 (t) du,
EQt
[
ei2,t+he
i
3,t+h,h
]
= η2i
ˆ t+2h
t+h
EQt
[
i2u
]
χi2 (t+ h)χi3 (t) du,
EQt
[
ei1,te
i
3,t
]
= η2i
ˆ t+h
t
EQt
[
i2u
]
χi1 (t)χi3 (t) du.
Introducing another generic notation I can write the above moments as
V Qt [MAt+2h+H ] =
∑
i∈{σ,y}
5∑
j=1
(
µ˜ψi1,0,j + E
Q
t
[
VQt+h,H
]
ψi1,1,j + E
Q
t
[
VQt,h
]
ψi1,2,j
)
,
EQt [MAt+2h+HMAt+h+H ] =
∑
i∈{σ,y}
5∑
j=1
(
µ˜ψi2,0,j + E
Q
t
[
VQt+h,H
]
ψi2,1,j + E
Q
t
[
VQt,h
]
ψi2,2,j
)
,
EQt [MAt+2h+HMAt+H ] =
∑
i∈{σ,y}
5∑
j=1
(
µ˜ψi3,0,j + E
Q
t
[
VQt+h,H
]
ψi3,1,j + E
Q
t
[
VQt,h
]
ψi3,2,j
)
,
where
ψi1,k,5 = η2i
ˆ t+2h+H
t+h+H
piik,u
(
χi5 (t+ h+H)
)2
du,
ψi1,k,4 = η2i
ˆ t+h+H
t+H
piik,u
(
χi4 (t+H)
)2
du,
ψi1,k,3 = η2i
ˆ t+H
t+2h
piik,u
(
χi3 (t+ 2h)
)2
du,
ψi1,k,2 = η2i
ˆ t+2h
t+h
piik,u
(
χi2 (t+ h)
)2
du,
ψi1,k,1 = η2i
ˆ t+h
t
piik,u
(
χi1 (t)
)2
du,
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and
ψi2,k,5 = η2i
ˆ t+h+H
t+H
piik,uχ
i
4 (t+H)χi5 (t+H) du,
ψi2,k,4 = η2i
ˆ t+H
t−h+H
piik,uχ
i
3 (t+ 2h)χi4 (t− h+H) du,
ψi2,k,3 = η2i
ˆ t−h+H
t+2h
piik,uχ
i
3 (t+ 2h)χi3 (t+ h) du,
ψi2,k,2 = η2i
ˆ t+2h
t+h
piik,uχ
i
2 (t+ h)χi3 (t+ h) du,
ψi2,k,1 = η2i
ˆ t+h
t
piik,uχ
i
1 (t)χi2 (t) du,
and
ψi3,k,5 = η2i
ˆ t+H
t−h+H
piik,uχ
i
3 (t+ 2h)χi5 (t− h+H) du,
ψi3,k,4 = η2i
ˆ t−h+H
t−2h+H
piik,uχ
i
3 (t+ 2h)χi4 (t− 2h+H) du,
ψi3,k,3 = η2i
ˆ t−2h+H
t+2h
piik,uχ
i
3 (t+ 2h)χi3 (t) du,
ψi3,k,2 = η2i
ˆ t+2h
t+h
piik,uχ
i
2 (t+ h)χi3 (t) du,
ψi3,k,1 = η2i
ˆ t+h
t
piik,uχ
i
1 (t)χi3 (t) du.
Plugging in the result to the combination of MA moments I obtain
V Qt [MAt+2h+H ] +2ρ˜1E
Q
t [MAt+2h+HMAt+h+H ] + 2
(
ρ˜21 + ρ˜2
)
EQt [MAt+2h+HMAt+H ]
=µ˜
∑
i∈{σ,y}
3∑
j=1
(
ψi1,0,j + 2ρ˜1ψi2,0,j + 2
(
ρ˜21 + ρ˜2
)
ψi3,0,j
)
+ EQt
[
VQt+h,H
] ∑
i∈{σ,y}
3∑
j=1
(
ψi1,1,j + 2ρ˜1ψi2,1,j + 2
(
ρ˜21 + ρ˜2
)
ψi3,1,j
)
+ EQt
[
VQt,H
] ∑
i∈{σ,y}
3∑
j=1
(
ψi1,2,j + 2ρ˜1ψi2,2,j + 2
(
ρ˜21 + ρ˜2
)
ψi3,2,j
)
=µ˜Λ˜0 + Λ˜1EPt
[
VQt+h,H
]
+ Λ˜2EPt
[
VQt,H
]
.
This leads to the following volatility second moment which depends completely on known
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variables:
EQt
[(
VQt+2h,H
)2]
=ρ˜21E
Q
t
[(
VQt+h,H
)2]
+ ρ˜22EPt
[(
VQt,H
)2]
+ 2ρ˜1ρ˜2EQt
[
VQt,HVQt+h,H
]
+ Λ˜1EPt
[
VQt+h,H
]
+ Λ˜2EPt
[
VQt,H
]
,
with parameters
Λ˜k =
∑
i∈{σ,y}
3∑
j=1
(
ψi1,k,j + 2ρ˜1ψi2,k,j + 2
(
ρ˜21 + ρ˜2
)
ψi3,k,j
)
, k = 0, 1, 2.
The same moment restriction may be rewritten in terms of original integrated volatility:
EQt
[(
VQt+2h,H
)2]
=ρ˜21E
Q
t
[(
VQt+h,H
)2]
+ ρ˜22EPt
[(
VQt,H
)2]
+ 2ρ˜1ρ˜2EQt
[
VQt,HVQt+h,H
]
+
(
Λ˜1 + 2µ˜Hρ˜1 (1− ρ˜1 − ρ˜2)
)
EPt
[
VQt+h,H
]
+
(
Λ˜2 + 2µ˜Hρ˜2 (1− ρ˜1 − ρ˜2)
)
EPt
[
VQt,H
]
+ µ˜Λ˜0 + (µ˜H)2 (1− ρ˜1 − ρ˜2)2 −
(
Λ˜1 + Λ˜2
)
µ˜H.
Finally, the second moment is
EQt
[(
VQt+2h,H
)2]
=ρ˜21E
Q
t
[(
VQt+h,H
)2]
+ ρ˜22EPt
[(
VQt,H
)2]
+ 2ρ˜1ρ˜2EQt
[
VQt,HVQt+h,H
]
+ Υ˜1EQt
[
VQt+h,H
]
+ Υ˜2EQt
[
VQt,H
]
+ Υ˜0,
with
Υ˜j = Λ˜j + 2µ˜Hρ˜j (1− ρ˜1 − ρ˜2) , j = 1, 2,
Υ˜0 = µ˜Λ˜0 + (µ˜H)2 (1− ρ˜1 − ρ˜2)2 −
(
Λ˜1 + Λ˜2
)
µ˜H.
B.2.10 Representation of spot volatility
σ2t+h = Aσhσ2t +Bσhyt + Cσh + σt,t+h,
yt+h = Ayhyt + C
y
h + 
y
t,t+h.
Denote demeaned instantaneous volatility and stochastic trend processes as
σ2t = σ2t − EP
[
σ2t
]
= σ2t − µ, yt = yt − EP [yt] = yt − µ.
The above discretization equations may be rewritten in terms of demeaned processes. Note
that the constant disappears from the equations.
σ2t+h = Aσhσ2t +Bσhyt + σt,t+h,
yt+h = A
y
hyt + 
y
t,t+h.
(B.5)
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The innovation terms are given in Section B.2.1.
Denote demeaned integrated processes:
Vt,H = Vt,H − EP [Vt,H ] = Vt,H − µH,
Yt,H = Yt,H − EP [Yt,H ] = Yt,H − µH.
Integrating both equations in (B.5) over h it is easy to obtain the following expressions. Note
that on the right-hand side the integration is applied only to slope parameters and innovation
processes.
Vt,H = aσHσ2t + bσHyt +
ˆ H
0
σt,t+sds,
Yt,H = ayHyt +
ˆ H
0
yt,t+sds,
(B.6)
where
aσH =
ˆ H
0
Aσs ds, b
σ
H =
ˆ H
0
Bσs ds, a
y
H =
ˆ H
0
Aysds.
For s ≤ t taking the conditional expectation yields
EPs
[
Vt,H
]
= aσHEPs
[
σ2t
]
+ bσHEPs [yt] ,
EPs
[
Yt,H
]
= ayHE
P
s [yt] .
Making the substitution I obtain
EPs
[
σ2t
]
= (aσH)−1EPs
[
Vt,H
]
− bσH (aσHayH)−1EPs
[
Yt,H
]
,
EPs [yt] = (a
y
H)
−1
EPs
[
Yt,H
]
.
Substituting the conditional expectation of integrated central tendency
EPs
[
Yt,H
]
= (Bσh )−1EPs
[
Vt+h,H
]
−Aσh (Bσh )−1EPs
[
Vt,H
]
into the previous two equations leads to
EPs
[
σ2t
]
= −bσH (aσHayHBσh )−1EPs
[
Vt+h,H
]
+ (aσH)−1
(
1 + bσHAσh (a
y
HB
σ
h )
−1)
EPs
[
Vt,H
]
,
EPs [yt] = (a
y
HB
σ
h )
−1
EPs
[
Vt+h,H
]
−Aσh (ayHBσh )−1EPs
[
Vt,H
]
.
Or simply
EPs
[
σ2t
]
= piσ1EPs
[
Vt+h,H
]
+ piσ2EPs
[
Vt,H
]
,
EPs [yt] = piσ1EPs
[
Vt+h,H
]
+ piy2EPs
[
Vt,H
]
,
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with
piσ1 = −bσH (aσHayHBσh )−1 ,
piσ2 = (aσH)−1
(
1 + bσHAσh (a
y
HB
σ
h )
−1)
,
piy1 = (a
y
HB
σ
h )
−1
,
piy2 = −Aσh (ayHBσh )−1 .
Using the law of iterated expectations
EPs
[
σ2u
]
=EPs
[
EPt
[
σ2u
]]
=Aσu−tEPs
[
σ2t
]
+Bσu−tEPs [yt]
=Aσu−tpiσ1EPs
[
Vt+h,H
]
+Aσu−tpiσ2EPs
[
Vt,H
]
+Bσu−tpi
y
1E
P
s
[
Vt+h,H
]
+Bσu−tpi
y
2E
P
s
[
Vt,H
]
=
(
Aσu−tpi
σ
1 +Bσu−tpi
y
1
)
EPs
[
Vt+h,H
]
+
(
Aσu−tpi
σ
2 +Bσu−tpi
y
2
)
EPs
[
Vt,H
]
,
and
EPs [yu] =EPs
[
EPt [yu]
]
=Ayu−tEPs [yt]
=Ayu−tpi
y
1E
P
s
[
Vt+h,H
]
+Ayu−tpi
y
2E
P
s
[
Vt,H
]
.
Hence, I can define
EPt
[
σ2u
]
= piσ1,uEPt
[
Vt+h,H
]
+ piσ2,uEPt
[
Vt,H
]
,
EPt [yu] = pi
y
1,uE
P
t
[
Vt+h,H
]
+ piy2,uEPt
[
Vt,H
]
,
with
piσ1,u =
(
−Aσu−tbσH (aσH)−1 +Bσu−t
)
(ayHB
σ
h )
−1
,
piσ2,u = Aσu−t (aσH)−1
(
1 + bσHAσh (a
y
HB
σ
h )
−1)−Bσu−tAσh (ayHBσh )−1 ,
piy1,u = A
y
u−t (a
y
HB
σ
h )
−1
,
piy2,u = −Ayu−tAσh (ayHBσh )−1 .
Now roll back the means of spot volatility and central tendency:
EPt
[
σ2u
]
= µpiσ0,u + piσ1,uEPt
[
Vt+h,H
]
+ piσ2,uEPt
[
Vt,H
]
,
EPt [yu] = µpi
y
0,u + pi
y
1,uE
P
t
[
Vt+h,H
]
+ piy2,uEPt
[
Vt,H
]
,
where
piσ0,u = pi
y
0,u = 1.
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B.2.11 CLT for model innovations
Suppose that σ2t adapted to Ft = σ
{
σ2τ , τ ≤ t
}
is a solution of the following square-root SDE:
dσ2t =
(
µ− σ2t
)
dt+ σtdWt,
where Wt is a standard Brownian motion on (Ω,F , P ) probability space. The solution may be
written in recursive form as
σ2t+h = µ
(
1− e−h
)
+ e−hσ2t +
ˆ t+h
t
σve
v−t−hdWv, (B.7)
or in infinite stochastic integral representation
σ2t = µ+
ˆ t
−∞
σve
v−tdWv. (B.8)
Also define a variable t
Xt =
ˆ t
t−1
σue
u−tdWu > 0,
I argue that the above representation is general enough for the model in my paper. All
innovations, integrated variables, and their interactions may be reduced to the above form
with a appropriate change of parameters and consequitive recursive substitutions.
It is true that Xt is a martingale difference sequence since trivially Et−1 [Xt] = 0. Also,
Xt is L1-mixingale since unconditional expectation is equal to zero and I can take ct = 0 and
ξm = 0 so that
E |Et−m [Xt]| ≤ ctξm
for all t and m ≥ 0.
Lemma B.1. Xt is uniformly integrable.
Proof. Define
Yt =
ˆ t
−∞
σue
u−tdWu.
Use Ito’s Lemma (Karatzas and Shreve, 1997) for Y 2t :
Y 2t = 2
ˆ t
−∞
(ˆ s
−∞
σue
u−sdWu
)
σse
s−tdWs +
ˆ t
−∞
σ2se
2s−2tds.
Take the expectation:
E
[
Y 2t
]
= 12µ <∞
for all t. Hence, E
[
X2t
]
< E
[
Y 2t
]
<∞.
Lemma B.2. Define XT = T−1
∑T
t=1Xt. Then, XT
p→ 0.
Proof. By Theorem 1 (Andrews, 1988, p.460) with the choice of ct = 0 and taking into account
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uniform integrability of Xt I immediately have T−1
∑T
t=1Xt
p→ 0.
Lemma B.3. E
[
X2t
]
= µ
(
1− e−2) <∞.
Proof. Write
E
[
X2t
]
=µ− 2E
[ˆ t−1
−∞
σue
u−tdWu
ˆ t−1
−∞
σue
u−tdWu
]
=µ− 2E
[ˆ t−1
−∞
σ2ue
2u−2tdu
]
=µ− 2µ
ˆ t−1
−∞
e2u−2tdu
=µ
(
1− e−2
)
.
Remark. It follows trivially from the previous Lemma that T−1∑Tt=1E [X2t ] = µ (1− e−2) > 0.
Lemma B.4. The fourth moment of Xt is finite, E
[
X4t
]
< E
[
Y 4t
]
= 3µ <∞.
Proof. Using the Ito Lemma for Y 4t where Yt =
´ t
−∞ σue
u−tdWu I obtain
Y 4t = 4
ˆ t
−∞
(ˆ s
−∞
σue
u−sdWu
)3
σse
s−tdWs + 6
ˆ t
−∞
(ˆ s
−∞
σue
u−sdWu
)2
σ2se
2s−2tds.
The unconditional expectation of this variable is
E
[
Y 4t
]
=6E
ˆ t
−∞
(ˆ s
−∞
σue
u−sdWu
)2
σ2se
2s−2tds

=6
ˆ t
−∞
E
(ˆ s
−∞
σuσse
u−sdWu
)2 e2s−2tds
=6
ˆ t
−∞
(ˆ s
−∞
E
[
σ2uσ
2
s
]
e2u−2sdu
)
e2s−2tds.
Write the expectation of the product of σ2u and σ2s separately using the representation in (B.7):
E
[
σ2uσ
2
s
]
=E
[
σ2uEu
[
σ2s
]]
=E
[
σ2u
(
µ
(
1− es−u)+ es−uσ2u + ˆ s
u
σve
s−vdWv
)]
=E
[
µ2
(
1− es−u)+ es−uσ4u + σ2u ˆ s
u
σve
s−vdWv
]
=µ2
(
1− es−u)+ es−uE [σ4u]+ E [σ2uEu [ˆ s
u
σve
s−vdWv
]]
.
169
The last expectation above is zero. The second moment of σ2u is
E
[
σ4u
]
=E
(ˆ t
−∞
σve
v−tdWv
)2
=E
[ˆ t
−∞
σ2ve
2v−2tdv
]
=µ
ˆ t
−∞
e2v−2tdv = 12µ.
Hence,
E
[
σ2uσ
2
s
]
=µ2
(
1− es−u)+ 12µes−u
=µ2 +
(1
2 − µ
)
µes−u.
Plug this back to the expression of the fourth moment of Yt:
E
[
Y 4t
]
=6
ˆ t
−∞
(ˆ s
−∞
(
µ2 +
(1
2 − µ
)
µes−u
)
e2u−2sdu
)
e2s−2tds
=6
ˆ t
−∞
(ˆ s
−∞
(
µ2e2u−2s +
(1
2 − µ
)
µeu−s
)
du
)
e2s−2tds
=6
ˆ t
−∞
(
µ2 +
(1
2 − µ
)
µ
)
e2s−2tds
=3µ.
Hence, E
[
Y 4t
]
= 3µ <∞.
Remark. It follows from Lemma B.4 that all moments below the fourth exist, hence part of
the Lemma B.3 is redundant.
Lemma B.5. It is true that T−1∑Tt=1X2t p→ µ (1− e−2).
Proof. Write Xt as a following difference:
Xt =
ˆ t
t−1
σue
u−tdWu
=
ˆ t
−∞
σue
u−tdWu − e−1
ˆ t−1
−∞
σue
u−t+1dWu
=Zt − e−1Zt−1.
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The martingale Zt may be represented recursively as
Zt =
ˆ t
−∞
σue
u−tdWu
=e−1Zt−1 +
ˆ t
t−1
σue
u−tdWu
=e−1Zt−1 + ηt.
Using Ito’s Lemma for Zt I can represent it as an SDE:
dZt = −Ztdt+ σtdWt.
Using Ito’s Lemma once again for Z2t I can show that
dZ2t =2ZtdZt + 2d [Z,Z]t
=2
(
σ2t − Z2t
)
dt+ 2ZtσtdWt.
Plug in the infinite representation of σ2u given in (B.8):
dZ2t =2
(
µ+
ˆ t
−∞
σve
v−tdWv − Z2t
)
dt+ 2ZtσtdWt
=2
(
µ− Z2t
)
dt+ 2
(ˆ t
−∞
σve
v−tdWv
)
dt+ 2ZtσtdWt.
Integrate this SDE from t− 1 to t
Z2t =e−2Z2t−1 + µ
(
1− e−2
)
+ 2
ˆ t
t−1
e−2(t−s)
(ˆ s
−∞
(
σv
ˆ s
v
ev−udu
)
dWv
)
ds+ 2
ˆ t
t−1
e−2(t−s)
(ˆ s
−∞
ZuσudWu
)
ds
=e−2Z2t−1 + µ
(
1− e−2
)
+ εt
Take the square of Xt and substitute recursive expressions for Zt and Zt−1:
X2t =Z2t − 2e−1ZtZt−1 + e−2Z2t−1
=2e−2Z2t−1 + µ
(
1− e−2
)
+ εt − 2e−2Z2t−1 − 2e−1ηtZt−1
=µ
(
1− e−2
)
+ εt − 2e−1ηtZt−1.
The first term above is the second moment of Xt. The variables εt and ηt can be shown to
be mds and L1-mixingale analogously to Xt itself. The term ηtZt−1 is also a martingale and
L1-mixingale simply by the fact that Zt−1 is measurable with respect to Ft−1. This implies
that both T−1∑Tt=1 εt and T−1∑Tt=1 ηtZt−1 converge to zero in probability. This concludes
the proof.
Proposition. It is true that
√
TXT
d→ N (0, µ (1− e−2)).
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Proof. There are four conditions to be checked. The first, that the second moment is finite for
all t is proven in Lemma B.3. The second condition that the average of second moments con-
verges to some positive constant holds trivially since the second moment is the same constant
for all t. The condition that E |Xt|r < ∞ for some r > 2 and all t is shown in Lemma B.4
for r = 4. The last condition, that the average of Xt sqaured converges in probability to the
avergae of second moments, is proven in Lemma B.5. Hence, all conditions of Corollary 5.25
(White, 1984, p.130) are checked.
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Appendix for chapter 3
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Figure C.1: Volatility ARG(1) and correlation with disturbance term, c = 0.01, δ = 1.047,
ρ = 0.96, and φ = −0.99.
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Figure C.2: Parameter φ as a function of target correlation φ0. Parameter values: c = 0.01,
δ = 1.047, and ρ = 0.96
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Figure C.3: Implied volatility smile across different leverage parameters. Parameter values are
T = 10/365, Eσ2t = c/ (1− ρ) = .5/N , N = 20× 365, δ = 1.047 and ρ = 0.96.
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C.2 Proofs
Proof of Proposition 3.2 (Volatility aggregation). We know that
E
[
σ2tm+m−k
∣∣∣ Itm−k] = δ1− ρm1− ρ + ρmσ2tm−k.
Summing over k we get
m∑
k=1
E
[
σ2tm+m−k
∣∣∣ Itm−k] = δm1− ρm1− ρ + ρm
m∑
k=1
σ2tm−k = δm
1− ρm
1− ρ + ρ
mσ2(m),tm.
Denote the prediction error as
tm−k = σ2tm+m−k − E
[
σ2tm+m−k
∣∣∣ Itm−k] .
Taking the conditional expectation with respect to a different information set I get
E
[
m∑
k=1
E
[
σ2tm+m−k
∣∣∣ Itm−k]
∣∣∣∣∣ I(m),tm
]
=
m∑
k=1
E
[
E
[
σ2tm+m−k
∣∣∣ Itm−k]∣∣∣ I(m),tm]
=
m∑
k=1
E
[
σ2tm+m−k − tm−k
∣∣∣ I(m),tm]
=E
[
m∑
k=1
σ2tm+m−k
∣∣∣∣∣ I(m),tm
]
− E
[
m∑
k=1
tm−k
∣∣∣∣∣ I(m),tm
]
=E
[
σ2(m),(t+1)m
∣∣∣ I(m),tm]− E
[
m∑
k=1
tm−k
∣∣∣∣∣ I(m),tm
]
.
Hence, the intermediate result is
E
[
σ2(m),(t+1)m
∣∣∣ I(m),tm] = δm1− ρm1− ρ + ρmσ2(m),tm + E
[
m∑
k=1
tm−k
∣∣∣∣∣ I(m),tm
]
.
Take one more step and get rid of the error terms by conditioning m times back:
E
[
σ2(m),(t+1)m
∣∣∣ I(m),(t−1)m] = δm1− ρm1− ρ + ρmE
[
σ2(m),tm
∣∣∣ I(m),(t−1)m] .
The errors tm−k are measurable with respect to Itm−k ⊃ I(m),(t−1)m, hence the above result.
Now, the variance of the sum of volatilities may be broken into the following expression:
V
[
σ2(m),(t+1)m
∣∣∣ I(m),(t−1)m] =m−1∑
k=0
V
[
σ2(t+1)m−k
∣∣∣ I(m),(t−1)m]
+ 2
m−1∑
0≤s<k
Cov
[
σ2(t+1)m−s, σ
2
(t+1)m−k
∣∣∣ I(m),(t−1)m] .
(C.1)
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First, write the variance of one-period volatility using the law of total variance:
V
[
σ2(t+1)m−k
∣∣∣ I(m),(t−1)m] =E [V [σ2(t+1)m−k∣∣∣σ2(t+1)m−k−1, I(m),(t−1)m]∣∣∣ I(m),(t−1)m]
+ V
[
E
[
σ2(t+1)m−k
∣∣∣σ2(t+1)m−k−1, I(m),(t−1)m]∣∣∣ I(m),(t−1)m]
=E
[
ς + ξσ2(t+1)m−k−1
∣∣∣ I(m),(t−1)m]
+ V
[
δ + ρσ2(t+1)m−k−1
∣∣∣ I(m),(t−1)m]
=E
[
ς + ξσ2(t+1)m−k−1
∣∣∣ I(m),(t−1)m]
+ ρ2V
[
σ2(t+1)m−k−1
∣∣∣ I(m),(t−1)m] .
This suggests a recursive relationship which after m iterations results in
V
[
σ2(t+1)m−k
∣∣∣ I(m),(t−1)m] =E [ ς + ξσ2(t+1)m−k−1∣∣∣ I(m),(t−1)m]
+ ρ2E
[
ς + ξσ2(t+1)m−k−2
∣∣∣ I(m),(t−1)m]
+ ρ4V
[
σ2(t+1)m−k−2
∣∣∣ I(m),(t−1)m]
=
m∑
s=1
ρ2(s−1)E
[
ς + ξσ2(t+1)m−k−s
∣∣∣ I(m),(t−1)m]
+ ρ2mV
[
σ2tm−k
∣∣∣ I(m),(t−1)m] .
Consider now the conditional expectation of volatility linear function. Using the original
moment restriction m times produces
E
[
ς + ξσ2(t+1)m−k−s
∣∣∣ I(m),(t−1)m] = ς + ξδ1− ρm−s1− ρ + ξρm−sE
[
σ2tm−k
∣∣∣ I(m),(t−1)m] .
Hence, the variance of one-period volatility becomes
V
[
σ2(t+1)m−k
∣∣∣ I(m),(t−1)m] =ς m∑
s=1
ρ2(s−1) + ξδ
m∑
s=1
ρ2(s−1)
1− ρm−s
1− ρ
+ ξ
m∑
s=1
ρ2(s−1)ρm−sE
[
σ2tm−k
∣∣∣ I(m),(t−1)m]
+ ρ2mV
[
σ2tm−k
∣∣∣ I(m),(t−1)m]
=Am + ξE
[
σ2tm−k
∣∣∣ I(m),(t−1)m] m∑
s=1
ρm+s−2
+ ρ2mV
[
σ2tm−k
∣∣∣ I(m),(t−1)m] ,
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where
Am =ς
m∑
s=1
ρ2(s−1) + ξδ
m∑
s=1
ρ2(s−1)
1− ρm−s
1− ρ
=ς
m∑
s=1
ρ2(s−1) + ξδ1− ρ
m∑
s=1
(
ρ2(s−1) − ρm+s−2
)
=ς 1− ρ
2m
1− ρ + ξδ
1− ρm
(1− ρ)2
(
1 + ρm − ρm−1
)
.
and the sum of such variances is
m−1∑
k=0
V
[
σ2(t+1)m−k
∣∣∣ I(m),(t−1)m] =mAm + ξ m−1∑
k=0
E
[
σ2tm−k
∣∣∣ I(m),(t−1)m] m∑
s=1
ρm+s−2
+ ρ2m
m−1∑
k=0
V
[
σ2tm−k
∣∣∣ I(m),(t−1)m]
=mAm + ξρm−1
1− ρm
1− ρ E
[
σ2(m),tm
∣∣∣ I(m),(t−1)m]
+ ρ2m
m−1∑
k=0
V
[
σ2tm−k
∣∣∣ I(m),(t−1)m] .
In this expression the sum of variances is
m−1∑
k=0
V
[
σ2tm−k
∣∣∣ I(m),(t−1)m] =V
[
m−1∑
k=0
σ2tm−k
∣∣∣∣∣ I(m),(t−1)m
]
− 2
m−1∑
0≤s<k
Cov
[
σ2tm−s, σ
2
tm−k
∣∣∣ I(m),(t−1)m]
=V
[
σ2(m),tm
∣∣∣ I(m),(t−1)m]
− 2
m−1∑
0≤s<k
Cov
[
σ2tm−s, σ
2
tm−k
∣∣∣ I(m),(t−1)m] .
In the above expression the variance disappears since aggregated volatility is included in con-
ditioning information set.
Consider now the individual covariance in (C.1). Using the moment restriction on one-
period volatility we obtain iteratively, assuming that volatility innovations are not serially
correlated,
Cov
[
σ2(t+1)m−s, σ
2
(t+1)m−k
∣∣∣ I(m),(t−1)m] =ρ2Cov [σ2(t+1)m−s−1, σ2(t+1)m−k−1∣∣∣ I(m),(t−1)m]
=ρ2mCov
[
σ2tm−s, σ
2
tm−k
∣∣∣ I(m),(t−1)m] .
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Collecting the terms I obtain
V
[
σ2(m),(t+1)m
∣∣∣ I(m),(t−1)m] =mAm + ξρm−1 1− ρm1− ρ E
[
σ2(m),tm
∣∣∣ I(m),(t−1)m]
+ ρ2mV
[
σ2(m),tm
∣∣∣ I(m),(t−1)m]
− 2ρ2m
m−1∑
0≤s<k
Cov
[
σ2tm−s, σ
2
tm−k
∣∣∣ I(m),(t−1)m]
+ 2ρ2m
m−1∑
0≤s<k
Cov
[
σ2tm−s, σ
2
tm−k
∣∣∣ I(m),(t−1)m]
=mAm + ξρm−1
1− ρm
1− ρ E
[
σ2(m),tm
∣∣∣ I(m),(t−1)m]
+ ρ2mV
[
σ2(m),tm
∣∣∣ I(m),(t−1)m] ,
which concludes the proof that the volatility is robust to temporal aggregation.
Proof of Proposition 3.3 (Return aggregation). It follows immediately that the conditional ex-
pectation is robust to temporal aggregation:
E
[
r(m),tm
∣∣∣ I¯σ(m),(t−1)m] = E [r(m),tm∣∣∣ I(m),(t−1)m]+(φ+ τ) (σ2(m),tm − E [σ2(m),tm∣∣∣ I(m),(t−1)m]) .
Next is the variance. First of all, by definition it can be broken into the sum of individual
variances and covariances between period returns:
V
[
r(m),tm
∣∣∣ I¯σ(m),(t−1)m] = m−1∑
k=0
V
[
rtm−k| I¯σ(m),(t−1)m
]
+ 2
m−1∑
0≤s<k
Cov
[
rtm−s, rtm−k| I¯σ(m),(t−1)m
]
.
Write the single period variance separately using the law of total variance:
V
[
rtm−k| I¯σ(m),(t−1)m
]
=
(
1− φ2
)
σ2tm−k.
This implies that the sum of variances is
m−1∑
k=0
V
[
rtm−k| I¯σ(m),(t−1)m
]
=
(
1− φ2
)
σ2(m),tm.
It is also true that conditional on future volatility returns are uncorrelated. Finally, this implies
that the variance of the return is
V
[
r(m),tm
∣∣∣ I¯σ(m),(t−1)m] = (1− φ2)σ2(m),tm.
This result completes the proof of robustness to temporal aggregation of the return.
Proof of Proposition 3.4. Note that the return is the log change in price, rt+h = logSt+h −
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logSt. Find the limit of conditional expectation of the return:
lim
h→0
1
h
E [rt+h| It] = τ lim
h→0
σ2t+h = τσ2t .
The limit of variance is
lim
h→0
1
h
V [rt+h| It] = lim
h→0
(τh+ φh)2
1
h
V
[
σ2t+h
∣∣∣ It]+ 1
h
(
1− φ2h
)
E
[
σ2t+h
∣∣∣ It] .
We can choose the series φh such that
lim
h→0
1− φ2h
h
= ω, lim
h→0
φh = −1.
Hence,
lim
h→0
1
h
V [rt+h| It] =
(2 log ρ
ρ− 1 + ω
)
σ2t = η2rσ2t .
Find the correlation:
Corrt
[
rt+h, σ
2
t+h
]
= (φh + τh)
(φh + τh)2 + (1− φ2h) E
[
σ2t+h
∣∣∣ It]
V
[
σ2t+h
∣∣∣ It]
−1/2
=sign (φh + τh)
1 + (φh + τh)−2 1− φ2h
h
E
[
σ2t+h
∣∣∣ It]
1
hV
[
σ2t+h
∣∣∣ It]
−1/2 .
for some constant ω ∈ R. It follows from Gourieroux and Jasiak (2006) that
lim
h→0
E
[
σ2t+h
∣∣∣ It]
1
hV
[
σ2t+h
∣∣∣ It] =
ρ− 1
2 log ρ.
Hence,
lim
h→0
Corr
[
rt+h, σ
2
t+h
∣∣∣ It] =− (1 + ω ρ− 12 log ρ
)−1/2
= φ0.
Expressing ω in terms of other parameters I obtain
ω = 2 log ρ
ρ− 1
(
φ−20 − 1
)
.
As it is proven in Gourieroux and Jasiak (2006) the continuous-time limit of ARG process is
CIR process:
dσ2t = a
(
b− σ2t
)
dt+ ησσtdW1t,
with
a = − log ρ > 0, b = δ1− ρ, η
2
σ =
2 log ρ
ρ− 1 .
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Now, the continuous-time limit of the return process is
drt = τσ2t dt+ ηrσtdW2t,
where
η2r =
2 log ρ
ρ− 1 φ
−2
0 ,
and Corr
[
rt, σ
2
t
]
= φ0.
Proof of Proposition 3.6. Given assumptions on distribution of returns it is easy to compute
both equity and volatility risk premia.
EP [ert+h | It] =EP
[
exp
{
τ
h∑
s=1
σ2t+s +
h∑
s=1
σt+sεt+s
}∣∣∣∣∣ It
]
=EP
[
EP
[
exp
{
τ
h∑
s=1
σ2t+s +
h∑
s=1
σt+sεt+s
}∣∣∣∣∣ It+h−1, σ2t+h
]∣∣∣∣∣ It
]
=EP
[
exp
{
τ
h−1∑
s=1
σ2t+s +
h−1∑
s=1
σt+sεt+s +
(
τ + 12
)
σ2t+h
}∣∣∣∣∣ It
]
.
Continuing iteration the same way using law of iterated expectations I come to the following:
EP [ert+h | It] = EP
[
exp
{(
τ + 12
) h∑
s=1
σ2t+h
}∣∣∣∣∣ It
]
.
Now, using Laplace transform I obtain
EP [ert+h | It] = exp
{
−
[
h∑
s=1
as
(
−τ − 12
)]
σ2t −
[
h∑
s=1
bs
(
−τ − 12
)]}
.
Now plug this back to the definition of equity risk premium:
ERPt,h =− σ2t
1
h
h∑
s=1
as (−θ4)− 1
h
h∑
s=1
bs (−θ4) ≥ 0.
Note that in case of risk neutrality, τ = −12 , this expression collapses to zero as expected. The
curvature of the functions in volatility Laplace transform determine the degree that equity
premium depends on parameter θ4. Since a and b are both non-decreasing and go through
zero, they are non-positive for negative arguments. Hence, the non-negativity of equity risk
premium for any current volatility. So positive risk premium requires restricts θ4 to be non-
negative and τ ≥ −12 .
Now work with with integrated variance.
EP [QVt,t+h| It] =
h∑
s=1
EP
[
σ2t+s
∣∣∣ It] =
[
h∑
s=1
a′s (0)
]
σ2t +
[
h∑
s=1
b′s (0)
]
,
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and
EQ [QVt,t+h| It] =
h∑
s=1
EQ
[
σ2t+s
∣∣∣ It] =
[
h∑
s=1
a′s
(
λ0
)]
σ2t +
[
h∑
s=1
b′s
(
λ0
)]
.
Plug this back to volatility premium definition:
V RPt,h = σ2t
1
h
h∑
s=1
[
a′s (0)− a′s
(
λ0
)]
+ 1
h
h∑
s=1
[
b′s (0)− b′s
(
λ0
)]
.
Proof of Proposition 3.7. We expect the excess return to be zero under the risk-neutral distri-
bution, or
EQ [ exp {rt+1}| It] = exp
{
l (0, 1)σ2t + g (0, 1)
}
= 1
for any current volatility value. Hence,
l (0, 1) = g (0, 1) = 0.
Stochastic discount factor (SDF):
Mt,t+1 (θ) = exp
{
−θ1 − θ2σ2t+1 − θ3σ2t − θ4rt+1
}
.
Take expectation
1 = EP [Mt,t+1 (θ)| It] =EP
[
exp
{
−θ1 − θ2σ2t+1 − θ3σ2t − θ4rt+1
}∣∣∣ It]
= exp
{
− [l (θ2, θ4) + θ3]σ2t − [g (θ2, θ4) + θ1]
}
with u = θ2 and v = θ4. This implies
θ1 = −g (θ2, θ4) , θ3 = −l (θ2, θ4) .
For the risky payoff
1 =EP [Mt,t+1 (θ) exp {rt+1}| It]
=EP
[
exp
{
−θ1 − θ2σ2t+1 − θ3σ2t − (θ4 − 1) rt+1
}∣∣∣]
= exp
{
− [l (θ2, θ4 − 1) + θ3]σ2t − [g (θ2, θ4 − 1) + θ1]
}
with u = θ2 and v = θ4 − 1. This implies
θ1 = −g (θ2, θ4 − 1) , θ3 = −l (θ2, θ4 − 1) .
Which in turn gives me the following relation between parameters of the model:
g (θ2, θ4) = g (θ2, θ4 − 1) , l (θ2, θ4) = l (θ2, θ4 − 1) .
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Proof of Proposition 3.8. Recall that for log-normal random variable
g (k) =
ˆ ∞
ek
xφ (x) dx = eµ+
1
2σ
2Φ
(
σ + µ− k
σ
)
.
Say I want to price an option written on the asset with strike K = ek. The moneyness is
x = log (K/St). The payoff function is then (Stert+1 −K)+.
C =E
[(
Ste
rt+1 − ek
)+∣∣∣∣ It]
=StE
[
ert+11{Stert+1>ek}
∣∣∣ It]− ekE [1{Stert+1>ek}∣∣∣ It]
=StE
[
ert+11{rt+1>x}
∣∣∣ It]− ekP [rt+1 > x| It] .
Next, write two expectations separately conditionally on volatility path:
StE
[
ert+11{rt+1>x}
∣∣∣σ2t+1, It] =E
[
St exp
{1
2σ
2
t+1 + γ1 +
1
2γ2
}
Φ
(
√
γ2 +
τσ2t+1 + γ1 − x√
γ2
)∣∣∣∣∣ It
]
=E
[
Stξt,t+1Φ
(
√
γ2 +
1
2σ
2
t+1 + γ1 − x√
γ2
)∣∣∣∣∣ It
]
,
where
log ξt,t+1 =
1
2σ
2
t+1 + γ1 +
1
2γ2
=φ
(
σ2t+1 − Etσ2t+1
)
− 12φ
2σ2t+1.
Same for the second expectation:
ekP
[
rt+1 > x|σ2t+1, It
]
= E
[
ekΦ
( 1
2σ
2
t+1 + γ1 − x√
γ2
)∣∣∣∣∣ It
]
.
So, option price is
C (x, φ) =E
[
Stξt,t+1Φ
(
√
γ2 +
1
2σ
2
t+1 + γ1 − x√
γ2
)
− ekΦ
( 1
2σ
2
t+1 + γ1 − x√
γ2
)∣∣∣∣∣ It
]
=E
[
Stξt,t+1Φ (d1)− ekΦ (d1 −√γ2)
∣∣∣ It]
=Et
[
BS
(
Stξt,t+1,
(
1− φ2
)
σ2t+1, x
)]
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with
d1 =
√
γ2 +
1
2σ
2
t+1 + γ1 − x√
γ2
=√γ2 +
log ξt,t+1St − k − 12γ2√
γ2
=12σt+1
√
1− φ2 + log ξt,t+1St − k
σt+1
√
1− φ2 .
Proof of Proposition 3.9. Linearize option price around no leverage case, φ = 0:
Ct (x, φ) ≈ E [BS (St, σt+1, x)| It] + φE
[
∂
∂φ
BS
(
Stξt,t+1, σt+1
√
1− φ2, x
)∣∣∣∣
φ=0
∣∣∣∣∣ It
]
.
Compute the derivative of BS price separately:
∂
∂φ
BS
(
Stξt,t+1, σt+1
√
1− φ2, x
)
=∆ ∂
∂φ
ξt,t+1︸ ︷︷ ︸
price effect
+ ν ∂
∂φ
[
σt+1
√
1− φ2
]
︸ ︷︷ ︸
volatility effect
,
where option delta and vega are
∆ (S, σ, x) = ∂BS
∂S
(S, σ, x) = Φ (d1) ≥ 0,
ν (S, σ, x) = ∂BS
∂σ
(S, σ, x) = Sϕ (d1) ≥ 0.
Compute the derivative of volatility:
∂
∂φ
[
σt+1
√
1− φ2
]
= − 2φ√
1− φ2σt+1.
Hence, in particular,
∂
∂φ
BS
(
Stξt,t+1, σt+1
√
1− φ2, x
)∣∣∣∣
φ=0
= ∆ ∂
∂φ
ξt,t+1
∣∣∣∣
φ=0
.
This says that the first order effect of introducing small leverage parameter is completely due
to the price adjustment.
Evaluate the derivative of price adjustment at zero leverage parameter:
∂
∂φ
ξt,t+1
∣∣∣∣
φ=0
= ξt,t+1
∂
∂φ
(
φ
(
σ2t+1 − E
[
σ2t+1
∣∣∣ It])− 12φ2σ2t+1
)∣∣∣∣
φ=0
= ξt,t+1
(
σ2t+1 − E
[
σ2t+1
∣∣∣ It]− φσ2t+1)∣∣∣
φ=0
=σ2t+1 − E
[
σ2t+1
∣∣∣ It] .
Note that the change in price adjustment with respect to leverage parameter around its zero
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value is equal to volatility innovation.
Collecting the terms I deduce that the option price is approximately
C (x, φ) ≈E [BS (St, σt+1, x)| It] + φE
[
Φ
(1
2σt+1 +
x
σt+1
)(
σ2t+1 − E
[
σ2t+1
∣∣∣ It])∣∣∣∣ It]
=E [BS (St, σt+1, x)| It] + φCov
[
Φ
(1
2σt+1 +
x
σt+1
)
, σ2t+1
∣∣∣∣ It] .
For zero moneyness it is even simpler:
C (0, φ) ≈E [BS (St, σt+1, 0)| It] + φCov
[
Φ
(1
2σt+1
)
, σ2t+1
∣∣∣∣ It]
=E [BS (St, σt+1, 0)| It] + 12φCov
[
BS (St, σt+1, 0) , σ2t+1
∣∣∣ It] .
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