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Lorenzo Zaninetti (Italy )
The density probability distributions of 3D sectional area and
3D volume are explored implementing the Voronoi diagrams.
The adopted theoretical framework used to ﬁt the area/volume
distributions is a gamma–variate depending from one param-
eter. In order to match the ﬁlaments of galaxies and voids ,
as given for example by the CFA2 slices, the equality between
the observed maximum area and the maximum cross–sectional
area deduced from the Monte Carlo simulation is imposed.
1. Introduction
The applications of the Voronoi diagrams in astrophysics started with Kiang 1966 [1]
where the size distribution in 1D as given by random seeds was theoretically
derived in a rigorous way. Kiang 1966 [1] also derived , performing a Monte
Carlo experiment, the area distribution in 2D and volume distribution in 3D.
The idea that area and volume distributions follow a gamma–variate with ar-
gument 4 and 6 respectively was later reported as ”Kiang conjecture”, see
Okabe et al. 1992 [2]. The interest toward the Voronoi diagrams returned
with Icke & van de Weygaert 1987 [3], where a sequential clustering process
was adopted in order to insert the initial seeds. Later on Pierre 1990 [4],
introduced a general algorithm for simulating one-dimensional lines of sight
through a cellular universe . The possibility to explain the CFA slices using a
fractal distribution of seeds and inserting the galaxies on the faces of irregular
polyhedra was explored by Zaninetti 1991 [5].
A detailed Monte Carlo simulation of pencil beam-like redshift surveys has
been carried out by Subba et al. 1992 [6]: they found that the probability for
ﬁnding regularity varies from 3 to 15 percent depending on the details of the
models.
Another Monte Carlo study has been carried out by van de Weygaert 1994 [7]
where three diﬀerent distributions of nuclei were adopted in order to perform
extensive statistical analysis of several geometrical aspects of three dimensional
Voronoi tessellation.
Concerning the distribution of clusters in rich super-clusters is not isotropic:
it is periodic along a cubic lattice approximately aligned with the super-
galactic coordinates, see for example Saar et.al. 2002 [8].
The Voronoi diagrams are also used to process the astronomical data , in
particular
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² Ramella et al. 2001 [9] implemented a Voronoi Galaxy Cluster Finder
that uses galaxy positions and magnitudes to ﬁnd clusters and deter-
mine their main features: size, richness and contrast above the back-
ground.
² Cappellari & Copin 2003 [10] introduced a new technique to perform
adaptive spatial binning of Integral-Field Spectroscopic data to reach
a chosen constant signal-to-noise ratio per bin.
Another way to look at the Voronoi diagrams is to consider a series of
explosions that starts all the same time in a homogeneous space. The shells
connected with the explosions meet on a 3D network given by the nested irreg-
ular polyhedra. In this picture the galaxies are distributed on the faces ; they
are not distributed on the edges or the vertexes because the area connected
with these two entities is zero. Such point of view turns out to be extremely
fruitful and allows us to discard the vertices and the edges.
2 The preliminaries
Our approximate method consider a 2D and a 3D lattice made by pixels2
and pixels3 points : in this lattice are present Ns seeds generated according to
a given law. All the computations are usually performed on this mathematical
lattice; the conversion to the physical lattice is obtained multiplying the unit
by ± = side
pixels¡1 , where side is the length of the square/cube expressed in the
physical unit adopted.
In order to minimise boundary eﬀects introduced by those polygons/polyhedra
that cross the square/cubic boundary we amplify the area/cube in which the
seeds are inserted by a factor amplify . Therefore the N seeds are inserted in a
area/volume that is pixels2 £amplify (2D) or pixels3 £amplify (3D) bigger
than the box over which we perform the scanning; amplify is generally taken
to be equal to 1.2 . This procedure inserts periodic boundary conditions to
our square/cube. The number of seeds that fall in the area/cube is Ns with
Ns < N. In order to avoid to compute incomplete volume we select the cells
that do not intersect the square/cubic boundary. This is practically obtained
selecting the cells that belong to seeds which are comprised in an area/volume
that is select times smaller than pixels2 or pixels3; of course select is smaller
than one and varying between 0.1 and 0.5.
The results of the scanning are dependent from the distribution of the seeds
. Two diﬀerent processes to generate them both in 2D and 3D are used.
The points are generated independently on the X and Y axis in 2D ( adding
the Z axis in 3D ) through a subroutine that returns a pseudo-random real
number taken from a uniform distribution between 0 and 1 . For practical
purposes we used the subroutine RAN1 as described in Press et al. 1992 [11].
In order to have the seeds points distributed as uniformly as possible in a
two/three dimensional space we generate quasi- random numbers . The Sobol
sequence generates numbers between zero and one directly as binary fractionsTitle
of length w bits , from a set of w special binary fractions , Vi = 1,2, ...w , called
direction numbers . For practical purposes we used the subroutine SOBSEQ
as described in Press et al. 1992 [11].
In order to deal with quantities of the order of one we divide the obtained
area/volume in units of pixels2=pixels3 by the expected unitarian area
uA = pixels2 £ amplify=N
uV = pixels3 £ amplify=N :
The expected unitarian quantities can also be expressed in physical units
u
p
A = side2 £ amplify=N
u
p
V = side3 £ amplify=N :
A special attention should be paid when the Voronoi diagrams concerning the
area are computed like a cut of a 3D network; this case is named Vp(2;3) .
The unitarian area uA(2;3) is expected to be
(1) uA(2;3) = u
2=3
V ;
and the physical counterpart
(2) u
p
A(2;3) = (u
p
V )2=3 :
A frequency distribution Fi(xi) where Fi is the number of elements com-
prised between xi -∆x and xi + ∆x, where in our case x represents the area or
the volume and ∆x the bin width, is derived. The data are then ﬁtted through
the probability density function ( in the following pdf) named gamma variate.
The goodness–of–ﬁt could be performed evaluating the Â2
(3) Â2 =
NBIN X
i=1
(Fi(xi) ¡ Fth
i (xi))2
Fth
i (xi)
;
here Fth
i (xi) is the theoretical histogram-frequency which is computed as
(4) Fth
i = sample elements £ ∆ x £ pi ;
where pi is the value of the adopted pdf at the center of the considered i–
interval and NBIN the adopted number of intervals.
Once obtained the histogram of the area/volume we can ﬁt it , following
Kiang 1966 [1], with the following one parameter pdf:
(5) H(x;c) =
c
Γ(c)
(cx)c¡1e¡cx ;
where 0 · x < 1 , c > 0 and Γ(c) is the gamma function with argument c.
This pdf is characterised by ¹=1 and ¾2=1/c. The value of c is obtained from
the method of the matching moments
(6) c =
1
¾2 =
n ¡ 1
Pn
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In order to have x =1 the data should be normalised a second time. This pdf
could be derived from the gamma distribution :
(7) °(x;b;c) =
(x=b)c¡1e¡x=b
bΓ(c)
;
where 0 · x < 1 , c > 0 , b > 0 and Γ(c) is the gamma function with
argument c, once b=1/c is imposed.
3.0 The 3D case
In order to make a comparison with the astronomical observations the tes-
sellation in <3 is ﬁrstly analysed through a planar section and then the distri-
bution of volume is numerically derived.
We now work on a 3D lattice Lk;m;n of pixels3 elements . Given a section
of the cube characterised , for example by k =
pixel
2 the half planes forming
the various Vi , the volume belonging to the seed i, may or may not cross the
little cubes belonging to the two dimensional lattice . The following two step
algorithm has been used:
² at the center of every lattice points Lkmn , k ﬁxed m and n varying
, the distances from the nuclei are computed . The obtained vector
is sorted into ascending order and the possible candidates are selected
giving the condition that the diﬀerence between the ﬁrst two elements
of the sorted array is less than
p
3 ,
² once the ﬁrst class of candidates is obtained a line between the two
nearest nuclei is drawn . In the mid point a perpendicular plane is
drawn and we check if it intersects or not the little cube associated
with the considered point.
Following the nomenclature introduced by Okabe et al. 1992 [2] we can call the
intersection between a plane and the cube previously described as Vp(2;3). A
typical result of this 2D sectional operation in the xy plane could be visualised
in Figure 1 , the frequency histogram and the relative best ﬁt through a
gamma-variate pdf of the Vp(2;3) distribution is reported in Figure 2 together
the derived value of c.
3. The spatial distribution of galaxies
The theory of the sectional area could be the framework that explains the
existence of voids in the spatial distribution of galaxies. The observational
material that proves the existence of voids is brieﬂy reviewed and then the
number of voids that characterises the CFA2 slices is derived. A good in-
troduction to the large-scale structure (LSS) can be found in the paper of
Vavilova and Melnik in these proceedings [12]. The second CFA2 redshift
Survey , started in 1984, produced slices showing that the spatial distribution
of galaxies is not random but distributed on ﬁlaments that represent the 2DTitle
Figure 1 The Voronoi–diagram Vp(2;3) when random seeds are used; cut on
the plane x–y . The parameters are pixels = 800 , N = 1900 , side = 2 £
16000 Km/sec , amplify = 1.2 and select = 0.1 .
Figure 2 Histogram (step-diagram) of Vp(2;3) distribution on an x-y plane
with a superposition of the ﬁtting line (the gamma–variate); parameters as
in Figure 1 : c=1.96,NBIN=10 and Â2=23.09.
projection of 3D bubbles. We recall that a slice comprises all the galaxies
with magnitude mb · 16:5 in a strip of 6± wide and about 130± long. One
of such slice (the so called ﬁrst CFA strip) is visible at the following address
http://cfa-www.harvard.edu/ huchra/zcat/ ; more details could be found in
Geller & Huchra 1989 [13] The already mentioned slice can be down-loadedFirst Name(s) and Name(s) of the Author(s)
from http://cfa-www.harvard.edu/ huchra/zcat/n30.dat/ . The ﬁrst of such
slices presents many voids, the bigger one being 4000¥5000 Km/sec across .
The greatest possible attention should be paid to the derivation of the void
with maximum area ,Aobs
max , because allows the determination of the average
extension of the voids.
The results of the simulation can be represented making a slice similar to
that observed (a strip of 6± wide and about 130± long) , see Figure 3.
Figure 3 Polar plot of the little cubes belonging to a slice 130± long and 6±
wide. Parameters as in Figure 1.
For a more accurate confrontation between simulation and observations the
eﬀect due to the distribution in luminosity should be introduced; this is the
Schechter function. Here conversely a ”scaling” algorithm is adopted that is
now summarised :
(1) The ﬁeld of velocity of the observed sample is divided in NBIN intervals
equally spaced.
(2) In each of these NBIN intervals the number of galaxies NGAL(j) , (j
identiﬁes the selected interval) , is computed.
(3) The ﬁeld of velocity of the simulated little cubes belonging to the faces
is sampled as in point 1).
(4) In each interval of the simulated ﬁeld of velocity NGAL(j) elements
are randomly selected .
(5) At the end of this process the number of the little cubes belonging to
the faces equalises the number and the scaling of the observed galaxies.Title
A typical polar plot once the ”scaling” algorithm is implemented is reported
in Figure 4.
Figure 4 Polar plot of the little cubes when the ”scaling” algorithm is
applied. NBIN=15 and other parameters as in Figure 3.
In Figure 5 the result of the simulation and the real network of galaxies are
both reported using diﬀerent colours and sizes for each of the two species.
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