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PREFACE 
Tfiis dissertation entitCed "Study of Nonresponse in Sample 
Surveys" is suBmitted to tke Adgarfi MusCimllniversity, Adgark 
in partiaCfuCfiCCTYient of the requirements for the award of the 
degree of Master ofThiCosophy in StaMstics. 
The purpose of statisticaCsurveys is to obtain information about 
the whoCepopuCation to satisfy the definite need J4. surveypCays 
a significant roCe in the deveCopment and progress of a country. 
"But some errors and Biases occur at every stage. The presence of 
Biases and errors in survey is a serious proBCem. J\. good survey 
shouCdBe free from these errors and Biases. 
The work contained in this dissertation is Being spread over in 
five chapters, which is a comprehensive survey of avaiCaBCe 
Citerature on the suBject in a precise form. 
The chapter-i entitCed "Introduction" we have discussed aBout 
the J-CistoricaC 'Background, JieCd of JAppCication of SampCing 
Techniques, TrincipCes of SampCing Theory, The TrincipaC Steps 
in a SampCe Survey, J^onrespouse and Trrors in Surveys. 
The chapter-2 entitCed "J^onresponse TroBCem" is devoted to the 
study of the Causes and Tffects of Jsfonrespouse, StatisticaCModeC 
for J^onresponse, Technique for ^Adjustment of !Nonresponse 
(3-Cansen& 3-Curwitz 1946). "Reduction of J^onresponse By 
SuBgroup y/eightings and ToCitz-Simmons Technique. Besides 
these some other methods which aim at Reduction of 
J^onresponse Bias are aCso discussed. 
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The cflapter-3 entitCecf "liecCucing J^onresponse" contains the 
discussion of ControC of J\fonresj)onse. CaCC'Back JAjrproach (CBJA) 
and'Basics Question J\.j)j)roach (BOJA) is discussed in this chapter. 
SuB-SarnpCing J^onresponse and Cad "Back ModeC with VouhCe 
SampCing is aCso discussed in this chapter. 
The chapter-4 entitCed "J^onresj)onse in Stratified SampCing" 
contains the discussion on StratifiedSarnpCing with Jsfonrespouse 
and Optimum. JAdocation. 
In the Cast chapters entitCed "The Use of 'Response Tropensities" 
the idea of Using the Tropensities Score Method in Surveys 
MethodoCogy as introduced By 3-Carrisis discussed. The Response 
Tropensities, TraditionadNonrespouse Adjustment Methods such 
as JuCC Response Case, The J-Corwitz-Thomson Estimator for 
J^onresponse, the QeneraCized Regression (QRIQ) Istimator for 
J^onresponse are aCso discussed. 
(AhduC AiBhas) 
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CHAPTEE-l 
CHAPTER - 1 
INTRODUCTION 
1.1 THE HISTORICAL BACKGROUND 
The way surveys are conducted has changed over time. Changes were caused 
by developments in society. For example, survey sampling emerged in a 
period of industrialization, followed by urbanization. Emerging social 
movements and more centralized government created new demands for 
statistical information. More recent changes in survey taking are caused by 
the rapid developments in computer technology. This section gives a 
historical overview. 
All these developments have led to various forms of data collection: face-to-
face surveys, telephone surveys, mail surveys, Web surveys, and mixed mode 
surveys. They all have a specific impact on the size and structure of the 
nonresponse problem. This chapter describes the several modes of data 
collection and the effect they have on nonresponse. A clear conclusion is that 
quality comes at a price: higher response rates require more expensive forms 
of data collection. 
The idea of collecting data for compiling statistical overviews is very old. As 
far back as biblical Babylon censuses of agriculture were taken. Ancient 
China counted its people to determine the revenues and the military strength 
of its provinces. There is also evidence of statistical overviews complied by 
Egyptian rulers long before the birth of Christ. All these overviews were 
based on complete enumeration of the population (censuses). The idea of 
sampling had not yet emerged. 
The first recorded census took place in the fifth century B.C. in Rome. Under 
the rule of ServiusTillius, the sixth king of Rome, the populafion was counted 
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and divided into classes according to wealth. During the reign of Caesar 
Augustus, the census was taken every five years. Families were to travel to 
the city of the husband's heritage for the purpose of taxation. This was the 
census that called Joseph and Mary to Bethlehem. The data were used to 
establish political status of citias and assess their military and tax obligations 
to the state. 
The first recorded reference to a census in the United Kingdom is that of the 
seventh century "Senchusfern'Alba" in Gaelic Scotland, so translated as 
"tradition/census of the men of Alba." The original document is lost, but it 
was transcribed in the tenth century, partly as a genealogical record, partly as 
an inventory of the territories of the descendants of the Scottish king 
EochaidMuinremor. It consists of a list of the numbers of men that the various 
families of Dalriada (the western part of modern Scotland) could provide for 
the navy. Census were rare in the Middle Ages. The most famous was the 
navy. 
Censuses were rare in the middle ages. The most famous was the census of 
England taken by order of William the Conqueror, king of England. The 
compilation of this Domesday Book started in the year 1086. The book 
records a wealth of information about every manor and village in the country. 
Another interesting example can be found in the Inca empire that existed 
between 1000 and 1500 in South America. Each Inca tribe had its own 
statistician, called the Quipucamayoc. This man kept records of, for example, 
the number of people, the number of houses, the number of llamas, the 
number of marriages, and the number of young men that could be recruited 
for the army. All these facts were recorded on a quipu, a system of knots in 
colored ropes. 
During the period 1700-1900, use of surveys increased with a focus on 
studying social problems. Motivated by the economic deprivation that 
plagued much of society during those times, numerous studies of the poor, the 
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imprisoned, and the outcast were conducted. Survey practitioners also became 
aware of the need for improved survey techniques. Usefulness of sample 
estimates relative to complete enumeration was also recognized during this 
period. At the 1985 meeting of the international statistical institute (ISl), 
Anders Kiaer advocated the use of representative sampling rather than 
complete censuses for social investigations. Later on he stressed his 
preference for "a small number of careful observations carried out with great 
care to a large number of superficial observations made superficially on a 
large scale". Today, this preference is still cited as the principal advantage of 
surveys relative to censuses. 
The idea of using samples instead of censuses generated considerable 
discussions and by the time of the 1925, ISI meeting, the idea of sample 
investigations had been accepted. 
Once the use of samples was accepted, methods for probability sampling and 
control of sampling error rapidly developed. A theory of sampling was 
developed in which size of the sampling error depends on the variability in 
the entire population, type of sample, design, sample size, and type of 
estimation procedure used. 
In addition to adopting sampling methods and theory, survey practitioners 
have been concerned with improving the quality of other aspects of survey 
research. In 1915, Bowley, who made very important contribution to the 
development of sampling methods, reported on a survey of employment and 
poverty that there were four possible sources of uncertainty or error in an 
investigation. They are: 
(i) The information obtained may be incorrect 
(ii) The definitions and standards used may be loose unsuitable or wrongly 
conceived 
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(iii) The sample selected may not be a fair sample of whole population and 
(iv) The calculable possibilities of en'or arising from the process of 
estimating the whole by measuring a part. 
At the 1926 ISI meeting, Bowley further stressed the need to control multiple 
sources of errors. He pointed out that it was necessary to define the population 
in question exactly, to have adequately defined attributes and variables, and to 
make sure that every person or thing selected is observed. 
There was a continuing concern with survey errors, and in 1944 Deming 
attempted a classification of 'Tactors which effect the uhimate usefulness of a 
survey", which was much broader than those Bowley cited nearly 20 years 
before. In addition to sampling errors and biases, Deming gave following 
causes for survey error: 
> Variability in response 
> Differences between different types and degrees of canvas 
> Bias and variation arising from interviewer 
> Bias of the auspices 
> Imperfections in the questionnaire design and tabulation plans 
> Changes that take place in the population before the tabulations are 
available 
> Bias arising from nonresponse 
> Bias arising from late reports 
> Bias arising from un-representative data for the survey or the period 
covered. 
> Bias arising from un-representative selection of the respondents 
> Errors in interpretation 
chapter-1 
Deming's classification is neither complete nor are its categorical mutually 
exclusive. However, it illustrates well the range of factors that must be 
considered when attempting to assess and control the errors in surveys. 
Despite this long recognition of the need for the control of non sampling 
errors, progress in the development of theories and methods for controlling 
them has been much less satisfactory than progress in the understanding and 
control of sampling errors. This is because of the complexity of the problem. 
In some cases defining error is difficult. Also, most surveys involve a 
complex sequence of procedures carried out by many deferent people, so that 
it is difficult to control the process. For sampling we have a theory that allows 
us to calculate the error that results from a conscious choice to use a certain 
sample design. We make many other choices of methods. However, we do not 
have a comprehensive theory that allows us to calculate the errors resulting 
from these choices. 
1.2 FIELDS OF THE APPLICATION OF SAMPLING 
TECHNIQUES 
The main objective of this work is to present the theory and techniques of 
sample surveys with their application with deferent types of problems in the 
field. Sample surveys are to be widely used as a means of collecting 
information to meetsocial, educational and economical problems, etc. the 
sample survey technique is now commonly used for obtaining information of 
various social and economic activities. All walks of life are covered by 
samples surveys. It is not possible to include the full range of application in 
this work. However, some specific situations in which sampling techniques 
can successfully be employed have been given. 
(i) When results with maximum accuracy of reliability with a fixed 
budget, or with the minimum number of units with a specified degree 
of reliability are required. 
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(ii) When the unit under investigation show considerable variation for the 
characteristic under study. 
(iii) When a total count of the population is not possible or is very costly or 
destructive. 
(iv) When the scope of the investigation is very wide and the population is 
not completely known. 
(v) When time money and other resources are limited. 
1.3 PRINCIPLES OF SAMPLING THEORY 
The main aim of sampling theory is to make sampling more effective so that 
the answer to a particular question is given in a valid, efficient and 
economical way. The theory of sampling is based on three important basic 
principles: 
(i) Principle of Validity 
(ii) Principle of Statistical Regularity, and 
(iii) Principle of Optimization. 
(i) Principle of Validity 
The principle states that the sampling design provides valid estimated about 
population parameters. By valid we mean that the sample should be selected 
that the estimate could be interpreted objectively and in terms of probability. 
Thus the principle ensures that there is some definite and pre-assigned 
probability for each individual in the sampling design. 
(ii) Principle of Statistical Regularity 
The principle of statistical regularity, which has its origin in the theory of 
probability, can be explained in these worlds: 
"^ moderately large numbers of items chosen at random from a large 
group are almost sure on the average to possess the characteristics of 
the large group." 
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This principle stresses upon the desirability and importance of selecting 
sample designs where inclusion of sampling units in the samples is based on 
probability theory. 
(Hi) Principle of Optimization 
This principle takes into accounts the desirability of obtaining a sampling 
design which gives optimum results. In other words, optimization is meant to 
develop methods of sample selection and of estimation those provide: (i) a 
given value of cost with the maximum possible efficiency. 
Thus, the principle of optimization minimizes the risk of loss of sampling 
design, i.e. the principle stresses upon obtaining optimum results with 
minimization of the total loss in terms of cost and means square error. 
1.4 THE PRINCIPAL STEPS IN SAMPLE SURVEY 
As a preliminary to a discussion of the role that theory plays in a sample 
survey, it is useful to describe briefly the steps involved in the planning and 
execution of a survey. Surveys vary greatly in their complexity. To take a 
sample from 5000 cards, nearly arranged and numbered in a file, is an easy 
task. It is another matter to sample the inhabitants of a region where transports 
is by water through the forests where there are no maps, where 15 different 
dialects are spoken, and where the inhabitants are very suspicious of an 
inquisitive stranger. Problems that are baffling in one survey may be trivial or 
nonexistent in another. 
(i) Objectives of the Survey 
A lucid statement of the objective is most helpful. Without this, it is easy in a 
complex survey to forge the objectives when engrossed in the details of 
planning, and to make decisions that are at variance with the objectives. 
In a Sample survey, a user should define the clear statement of objectives of 
the survey. The user should ensure that these objectives are commensurate 
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with available resources in terms of money, man-power and the time limit of 
the survey. 
(ii) Population to be Sampled 
The population from which the sample is to be drawn should be defined in 
clear and unambiguous terms. For example, to estimate the average yield per 
plot for a crop, it is necessary to define the size of the plot in clear terms. The 
sampled populafion (population to be sampled) should coincide with the 
target populafion (population about which information is required). The 
demographic, geographical, administrative and other boundaries of the 
populafion must be specified so that there remains no ambiguity regarding the 
coverage of the survey. 
(iii) Data to be Collected 
It is well to verify that all the data are relevant to the purposes of the survey 
and that no essential data are omitted. There is frequently a tendency, 
particularly with human population, to ask too many questions, some of 
which are never subsequently analyzed. An overlong questionnaire lowers the 
quality of the answers to important as well unimportant questions. 
(iv) Degree of Precision Desired 
The results of sample surveys are always subjects to some uncertainty 
because only part of the population has been measured and because of errors 
measurement. This uncertaintity can be reduced by taking larger samples and 
by using superior instruments of measurement. The specificafion of the 
degree of precision wanted in the results is an important step. The step is the 
responsibility of the person who is going to use the data. It may present 
difficulties, since many administrators are unaccustomed to thinking in terms 
of the amount of error that can be tolerated in estimates, consistent with 
making good decision. The statistician can often help at this stage. 
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(v) Methods of Measurement 
There may be a choice of measuring instrument and of method of approach to 
the population. Data about a person's state of health may be obtained from 
statements that he or she makes or from a medical examination. The survey 
may employ a self-administered questionnaire, an interviewer who reads a 
standard set of questions with no discretion, or an interviewing process that 
allows much latitude in the form and ordering of the questions. The approach 
may be by mail, by telephone, by personal visit, or by a combination of these. 
A major part of the preliminary work is the construction of record forms on 
which the questions and answers are to be entered. With simple 
questionnaires, the answers can sometimes be pre-coded that is, entered in a 
manner in which they can be routinely transferred to mechanical equipment. 
In fact, for the construction of good record forms, it is necessary to visualize 
the structure of the final summary tables that will be used for drawing 
conclusions. 
(vi) The Sampling Frame & Sampling Unit 
Before selecting the sample, the population must be divided into parts that are 
called sampling units. These units must cover the whole of the population and 
the must not overlap, in the sense that every element in the population belongs 
to one and only one unit. Sometimes the appropriate unit is obvious, as in a 
population of light bulbs, in which the unit is the single bulb. Sometimes there 
is a choice of unit. In sampling the people in a town, the unit might be an 
individual person, the members of a family, or all persons living in the same 
city block. In sampling an agricultural crop, the unit might be a field, a farm, 
or an area of land whose shape and dimensions are at our disposal. 
The construction of this list of sampling units, called a frame, is often one of 
the major practical problems. From bitter experience, samplers have acquired 
a critical attitude toward lists that have been routinely collected for some 
purpose. Despite assurances to the contrary, such lists are often found to be 
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incomplete, or partly illegible, or to contain an unknown amount of 
duplication. 
The main requirement of the sample surveys is to fix up the sampling frame, 
i.e., the list of all sampling units with reference to which relevant information 
are to be collected. It is the sampling frame which determines the sampling 
structure of a survey. A sampling frame is the key note around which the 
selection and estimation procedures revolve. The population should be 
capable of division into units which are distinct, unambiguous and non over 
lapping and cover the entire population. 
(vii) Selection of the Sample 
There is now a variety of plans by which the sample may be selected. For 
each plan that is considered, rough estimates of the size of sample can be 
made from a knowledge of the degree of precision desired. The relative costs 
and time involved for each plan are also compared before making a decision. 
(viii) The Pretest 
It has been found useful to try out the questionnaire and the field methods on 
a small scale. This nearly always results in improvements in the questionnaire 
and may reveal other troubles that will be serious on a large scale, for 
example, that the cost will be much greater than expected. 
(ix) Organization of the Field Work 
The achievement of the aims of a sample survey depends to a large extent on 
reliable field work. If the field work is done honestly,sincerely and according 
to the instructions laid down and if there is careful supervision of field staff, 
there remains no doubt about achieving the aims of the survey. It is, therefore, 
necessary to make provision for adequate supervisory staff for inspection of 
field work. 
10 
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In extensive surveys many problems of business administration are met. The 
personnel must receive training for the purpose of the survey and in the 
methods of measurement to be employed and must be adequately supervised 
in their work. A procedure for early checking of the quality of the returns is 
invaluable. Plans must be made for handling nonresponse, that is, the failure 
of the enumerator to obtain information from certain of the units in the 
sample. 
(x) Summary and Analysis of the Data 
The first step is to edit the completed questionnaires, in the hope of amending 
recording errors, or at least of deleting data that are obviously erroneous. 
Decisions about computing procedure are needed in cases in which answers to 
certain questions were omitted by some respondents or were deleted in the 
editing process. Thereafter, the computations that lead to the estimates are 
performed. Different methods of estimation may be available for the data. 
In the presentation of results it is good practice to report the amount of error 
to be expected in the most important estimates. One of the advantages of 
probability sampling is that such statements can be made, although they have 
to be severely qualified if the amount of nonresponse is substantial. 
The analysis and drawing inference from a sample to a population is very 
vital and fascinating issue. Since the results of the survey are the basis for 
policy making, it is the most essential part of the sample survey and should be 
handled carefully. 
The analysis of the data collected in a survey may be broadly classified as 
follows: 
> Scrutiny and editing of the data 
> Tabulation of data 
> Statistical Analysis 
> Reporting and conclusions 
11 
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(xi) Information Gained for Future Surveys 
The more information we have initially about a population the easier it is to 
devise a sample that will give accurate estimates. Any completed sample is 
potentially a guide improved future sampling, in the data that it supplies about 
the means, standard deviations, and nature of the variability of the principal 
measurements and about the costs involved in getting the data. Sampling 
practice advances more rapidly when provisions are made to assemble and 
record information of this type. 
There is another important aspect in which any completed sample facilitate 
future samples. Things never go exactly as planned in a complex survey. The 
sampler learns to recognize mistakes in execution and to see that they do not 
occur in future surveys. 
1.5 NONRESPONSE IN SAMPLE SURVEYS 
These errors may occur mainly due to omission or lapse on the part of the 
interviewer. For example, in a household survey if the old list of households 
prepared for the population census some years ago is used (on account of 
economy or time saving device) for selection of the sample, some newly 
added households will not form a part of the sampling frame. Similarly, a 
number of households already migrated will remain in the frame. Thus the use 
of such frames may lead to either to inclusion of some units not belonging to 
the population or to omission of units belonging to the population. 
Non response is becoming a grooming concern in survey research. The 
phenomenon of non-response can appear in sample survey when people are 
not able or willing to answer the questions asked by the interviewer. Non 
response can appear in the sample surveys as well as in censuses. One of the 
sources of error in censuses and surveys mentioned earlier is incomplete 
coverage in respect of units. This may occur due to refusal by respondents to 
give information or they are not at home so sample units are inaccessible. The 
12 
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error in this case would arise because the set of units getting excluded may 
have characteristics so different from the set of units actually surveyed as to 
make the results biased. This type of error is termed nonresponse error, since 
it arises from the exclusion of some of the anticipated units in the population 
or sample. Obviously, the non response error is not important if the 
characteristics of the nonresponding units are similar to those of the 
responding units. But such similarity of characteristics between the two types 
of units is not always obtained in practice. 
Nonresponse bias occurs if full information is not obtained on all the 
sampling units. In house-to-house survey, nonresponse usually result if the 
respondent is not found at home even after repeated calls, or if he is unable to 
furnish the information on all the questions or if refuses to answer certain 
questions. Therefore, some bias is introduced as a consequence of the 
exclusion of a section of the population with certain peculiar characteristics, 
due to non-response. 
It is important that the extent of the nonresponse must be kept as small as 
possible. If in-spite of these efforts, there still remains a considerable amount 
of nonresponse, measures have to be taken in order to prevent formulation of 
wrong statements about the population. Combination of adjustment 
procedures and usual estimation techniques is necessary to yield valid 
population estimates. 
Types of Nonresponse 
The objective of every survey is the determination of certain population 
characteristics. Due to various kinds of errors, the true value will generally 
never be obtained. Among many other causes, nonresponse is one of the 
important factors responsible for wrong estimation of population 
characteristics. 
13 
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Nonresponse refers to the failure to make measurements or obtain observation 
on some elements selected and designated for inclusion in a sample. A good 
classification of non-response errors depends on the survey situation. 
However the following categories of non-response can be distinguished to 
throw some light on classification of non-response. 
(i) Non Coverage 
Failure to locate or to visit some units in the sample. It arises also from the 
use of incomplete lists. Sometimes weather or poor transportation facilities 
make it impossible to reach certain units during the period of the survey. 
(ii) Not at Home / Non-Contact 
This class consists of those respondents who may not be at home when 
enumerator calls on them. This is particularly so with the surveys when 
respondents are not aware with enumeration of survey work and is 
temporarily away from the house. 
(iii) Refusal 
The class consists of those respondents who refuse to deliver information for 
one reason or the other or do not respond to the enumerators / questionnaires. 
In many cases general obligations do not exist or due to lack of publicity 
respondents are unaware about the conduct of the survey and therefore, they 
feel it unnecessary to reply. Another reason may be the nature and the 
sequence of question which affect motivation. 
(iv) Lost Schedules 
This class includes respondents who are not identified or not followed 
because it would be too expensive, or schedules which were mailed but lost or 
destroyed in transit. There may be some respondents who are physically or 
mentally incapable to respond during the survey period. In some cases, a few 
14 
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schedules are also found, incomplete or unusable. All these will be termed as 
lost schedule. 
We shall be using the term non-response as a common name, sometimes it is 
also referred incomplete samples or missing data. 
(v) Unable to Answer 
The respondent may not have the information wanted in certain question or 
may be unwilling to give it. Skillful wording and pretesting of the 
questionnaire is a safeguard 
(vi) Language Problem 
The respondent may be unable to answer the some infonnation due to the 
language problem because language changes place to place. Inability to 
cooperate because of language problem obviously mostly among nonnative 
people. This can be reduced by employing multilingual interviewers and 
translated questionnaire. 
(vii) The "Hard Core" 
Persons who adamantly refuse to be interviewed, who are incapacitated, or 
who are far from the home during the whole time available for field work 
constitutethis sector. It represents a source of bias that persists no matter how 
much effort is put into completeness of returns. 
1.6 ERRORS IN SURVEYS 
Nonresponse is just one thing that can go wrong in survey. There are many 
more areas of data collection and data proceeding that can introduce errors 
and so affect the quality of the results. 
There will always be some error in survey estimates of population 
characteristics. This error can have many explanations. Bethlehem (2009) 
gives some possible causes The taxonomy derives from a version given by 
Kish(1967). 
15 
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The ultimate result of all errors is a discrepancy between the survey estimate 
and the population characteristic to be estimated. This discrepancy is called 
the total survey error. Two broad categories can be distinguished contributing 
to this total error: sampling errors and nonsampling errors. 
Sampling errors are due to the sampling design. They are introduced when 
estimates are based on a sample and not a complete enumeration of the 
population. Sampling errors could be avoided by investigating an entire 
population. However, only a part of the population is used for computing 
population characteristics. Because this is not a complete data set, estimates 
are only an approximation of the values of population characteristics, and 
some loss of precision results. The sampling error may be one of two types: a 
selection error, an estimation error. The estimation error can occur when 
using a sample based on a random selection procedure. Every new selection 
of a sample will produce different respondents, and thus a different value of a 
sample will produce different respondents, and thus a different value of the 
estimator. The estimation error can be controlled through the sampling design. 
To reduce the error in an estimate, the sample size could be increased, or 
selection probabilities could be taken proportional to the values of some well-
chosen auxiliary variable. 
A selection error can occur when incorrect probabilities may differ from 
anticipated frame. Selection errors are hard to avoid without thorough 
investigation of the sampling frame. In fact, the decrease in sampling error is 
inversely proportional to the square root of the sample size and the 
relationship can be examined graphically as below: 
S 
(73 
Sampling error 
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Non-sampling errors are present in both tlie complete enumeration survey and 
the sample survey. In practice, the census survey results may suffer from non-
sampling errors although these may be free from sampling error. The non-
sampling error is likely to increase with increase in sample size, while 
sampling error decreases with increase in sample size. They denote errors 
made during the process of obtaining answers to questions asked. Non-
sampling errors can arise from both observation and non-observation errors. 
There are two ways in which nonresponse errors can be minimized. First is by 
nonresponse reduction, whereby every effort is made to prevent nonresponse. 
Nonresponse reduction measures can include better contact strategies, 
application of refusal conversion techniques, and deployment of inter-viewers 
speaking different languages. Unfortunately, nonresponse can never be 
eliminated completely. 
17 
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CHAPTEE-
THE lOIEESPOlSE 
FEOBLEM 
CHAPTER-2 
THE NQNRESPONSE PROBLEM 
2.1 INTRODUCTION 
We live in an information society. There is an ever growing demand for 
statistical information about the economic, social, political, cultural shape of 
the country. Such information enables policy makers and others to make 
informed decisions for a better future. 
Sometimes it is possible to retrieve such statistical information from existing 
administrative sources such as public registers. More often there is no such 
sources. Then a survey is the best instrument of collecting new statistical 
information. 
A survey collects information about a specific population. This population 
need not necessarily consist of persons. For example, the elements of the 
population cab be households, farms, companies of schools. Typically 
information is collected by asking questions about the elements in the 
population. To do in a uniform and consistent way a questionnaire is 
developed. 
The first ideas on survey sampling emerged around the year 1895Bethlehem 
(2009).The principles of probability sampling have been successfully applied 
on a regular basis on official and academic stafistics since the 1940s, and to a 
much lesser extent also in commercial market research. Nevertheless, the 
survey organization does not have full control over the survey process. 
Practical problems may occur when collecting survey data. One of these 
problems is nonresponse. Nonresponse occurs when element in the population 
that are sampled, and that are eligible for the survey, do not provide the 
requested information, or provide information that is not usable. 
19 
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11 CAUSES AND EFFECTS OF NONRESPONSE 
Surveys are often compromised by nonresponse. If the sampled population 
does not provide the requested information on selected items the collected 
information is unusable. Two types of nonresponse can be distinguished: 
> Unit nonresponse:The selected person does not provide any information 
at all, meaning the questionnaire form remains completely empty. 
> Item nonresponse:Some questions have been answered but not all 
questions, especially sensitive questions. So the questionnaire form has 
been partially completed. 
A consequence of unit nonresponse is that the realized sample size is smaller 
than planned. If nonresponse is random, it will result in increased variances of 
the estimates, and thus in a lower precision of the estimates. Valid estimates 
can still be obtained, because the computed confidence intervals will have the 
proper confidence level. 
If a specific sample size is required, it is important to take into account that 
nonresponse will occur. For example, if a researcher wants to have at least 
1000 completed questionnaires, and the nonresponse rate is expected to be in 
the order of 60%, the initial sample size should be approximately equal to 
1000/0.6=1667 
The main problem of nonresponse is that estimates of population 
characteristics may be biased. This situation occur if some groups in the 
population are over or underrepresented in the sample, and these groups 
behave differently with respects to the characteristics to be investigated. This 
is called a selective nonresponse.The amount of nonresponse is one of the 
factors determining magnitude of the bias estimates. The higher the 
nonresponse rate, the larger the bias will be. 
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2.3 STATISTICAL MODEL FOR NONRESPONSE 
The first requirement in the development of theories for the treatment of non 
response is the formulation of a mathematical model, which describes the way 
in which nonresponse is generated. Two models frequently used for the 
treatment of nonresponse are "random response model" and "fixed response 
model". 
The fixed response model assumes the existence of two strata in the 
population i.e. a stratum of potential respondents and a stratum of potential 
nonrespondents. Size and content of each stratum is not known beforehand. 
They are determined by the specification of the survey (aim, type of 
questions, interviewing techniques, interviewers, period of field work, etc.) 
Disregarding the two strata, a sample is selected from the populafion. 
Consequently the number of respondents is a random variable in both, the 
random response model and the fixed response model. 
According to the random response model every element in the population has 
a certain (unknown) probability of response. These response probabilities are 
not necessarily the same for every element. When the interviewer contacts the 
person to be questioned, the probability mechanism is activated and 
determines whether a person responds or not 
If instead of sampling, complete enumeration would take place then in the 
case of random response model the determination of respondents would still 
be a random process whereas in the case of fixed response model this would 
be fixed. There is, however, a certain resemblance between the two models. 
Assuming the existence of two stochastic mechanisms, the sampling 
mechanism and the response mechanism, both models differ only in the order 
in which the mechanisms are applied. In the fixed response model first the 
response mechanism is activated for each element in the population. This 
determines the two strata. Then the sample is selected. In the random response 
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model, first the sample is selected then the response mechanism is activated 
for each selected element. 
The random response model offers the opportunity to estimate response 
probabilities. These estimated probabilities can be used in adjustment 
procedures, or they can be connected to personal characteristics. The fixed 
response model generally results in easier formulae. The theory, developed 
under this model, is conditional on the realized response and non-response 
strata. Consequently the accuracy of the estimates can be computed, but the 
accuracy of the estimation method cannot be determined. Due to this 
argument attention is mostly focused on the random response model. 
2.4 TECHNIQUE FOR THE ADJUSTMENT OF NONRESPONSE 
(HANSEN AND HURWITZ (1946)) 
Hansen and Hurwitz (1946) developed a technique of sampling among the 
respondents.Suppose infonnation is first attempted to be collected from a 
random sampling of size n through a mailed questionnaire, of which only «, 
respond. A random subsample of size 2^ = 2^ ^^ or A: = «2 /«2 = I//1 (^ > 1) 
is drawn from the Wj (= n - ^,) nonrespondents and these units are personally 
interviewed, and then combine data from the two parts of the survey to 
estimate population values concerned. Assume that the populafion is divided 
into two classes, a response class who responded in the first attempt and a 
nonresponse class who did not. Thus the total ^ units of the population will 
comprise response group TV, and N2 nonresponse group units, respectively, in 
these classes such that N^+ N2= N. 
The following steps were proposed by Hansen and Hurwitz (1946) 
(i) Select random sample of respondents; 
(ii) Send a mail questionnaire to all of them; 
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(iii) After the deadline of the reply is over, identify the nonrespondents and 
select a sub-sample of nonrespondents; 
(iv) Collect data from the selected nonrespondents in the sub-sample by 
interview; and 
(v) Combine data from the two parts of the survey to obtain unbiased 
estimate of the population values concerned. 
The population mean Y can be written as 
_ KlY +N Y 
A^  1 ' " 1 ^ 2 , 
Where ^ , and Wj are the proportions of units in the response and 
nonresponse classes such that W^+W2=\ and 7, and fj are the population 
means in these classes. 
If y,, y'j denote, respectively, the sample mean of the n,, n'2 units, an 
estimate of the population mean Y is 
y = —*—' ^-^ - w^y^ + w^yj ,where w, =« , /« , / = 1,2 . 
n 
Since 
E{y') = E,E, n^y^+n^y^ 
I \ 
V n 
^ ] , « 2 -£ , ,£-2 
^^\y\\ ^ 
\ n J + ^1^2 \ n j 
= £, n. ^liyMx) +Ei — ^2 04l'^2) n. 2V/2 I "2 
J \n J 
-y\ 
\n J 
+ E, 
—yi 
(2.4.1) 
-^7, + — 7 , ^ 7 2 , asTV, =^Af 
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iV n 
^nA M 
\nj N 
= Y 
Hence 7' is an unbiased estimator. 
To find the variance of j ^ ' , we have 
Viy') = V,[E,{y'\n,,n,)] + E,[V,{y'\n,,n,)] 
= V,(y) + E,[V,iy'\n,,n,)] (2.4.2) 
Consider, 
^ 2 ( / l « l ' « 2 ) = ^ 2 n, 
\ 
yn J 
+ V. n. _, 
\n 
-y2 ^2 
n. 
n 
1 1 
v^2 «2y 
n k 1 
V ^2 " 2 y 
. , ^=^(^ -1 ) . , ^ 
n 
Where, 2^ is the mean sum of square based on /^ j units. 
Hence, 
£,[^2 ( ; ;> , , ^2)] k-\ ^fn 
n 
'2 J 
yn 
Sj irij ' >-lA^, e2 
n TV 
•5 (2.4.3) 
Where, ^2 is the population mean sum of square for the nonresponse class and 
k is the inverse of ratio to be subsampled in nonresponse class. It follows 
from equation (9.2) and (9.3) that 
V{y) = 1_1 
n N 
\ 
s'+LAw^sl (2.4.4) 
The second term in equation (4) vanishes when k = \, which is true if it is 
possible to interview every nonrespondent to collect data. 
The cost of the survey will have three components: 
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c = C(^n + c^n^+C2n2 (2.4.5) 
where, 
Co = The cost of locating a sample unit at the first attempt, 
c\ = The cost of enumerating and processing information per unit in 
the response class,and 
C2 = The cost of enumerating and processing information per unit in 
the non-response class. 
This cost will obviously vary from sample to sample. We shall therefore 
consider the average cost C of the survey. On substituting for ni and n2 their 
expected values, we get 
C - E(c) =J^INC, + N,c, +^c} (2.4.6) 
To determine the optimum values of 'n' and ' k ' consider, 
= ^ {*..A.„3,}..{^S^3(.-,)5/-a(2.4.7) 
Where, VQ is the value of the variance with which it is desired to estimate the 
mean and A. is Lagrange's multiplier. 
Differentiating (2.4.7) w.r.t.' n ' and ' k ' and equating to zero we have. 
l-lNc,+N,c,+^c}=Zy+^(k-\)Si\ (2.4.8) 
and 
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f \\ 
+ -
XN-,S. I'-'i 
\K ) nN 
= 0 
On substituting for — from (9) in (8) we have 
Hence, 
N^ ° ^ k'Sl N • 
^^2 N,Si^ 
k' = V A^  J 
S Co + 
N 
To find 'n' we note that, 
or 
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n 
1 _ Cl 
n' XSlk^ 
(2.4.9) 
(2.4.10) 
v,= 
N~n . , N,{k~\) . 
nN 
S' + 
Nn 
S' (2.4.11) 
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K + 
> 2 \ 
N 
'\su'^{k-\)s, 
n N 
2 
n = 
N 
(k-\)S, 
Fn + -
s 2 ^ 
N 
n opt 
y.'^ik-m 
i \ 
0^ + N 
(2.4.12) 
The optimum value o f n ' is obtained by substituting the value of ' k ' from 
(2.4.10) into (2.4.12). Equations (2.4.10) and (2.4.12) provide the values of' 
n ' and ' k ' required to estimate the population mean with desired standard 
error at minimum cost. 
Since ' k ' has to be greater than 1, it is obvious that for values of 'k' less than 
or equal to 1, there will be no sub-sampling at all the optimum procedure 
would be merely a new attempt to interview all the non-responding units. If 
^ 2 _ p i 17 1 
2 -J . 'V niay assume a value less than 1 unless the cost of obtaining 
information at the second attempt is considerably more than that of obtaining 
it at the first attempt. 
2.5 REDUCTION OF NONRESPONSE BY SUBGROUP 
WEIGHTING 
Whenever relationship is found or suspected between the variable under 
investigation (Y) and the response behavior (R) measures have to be taken in 
order to reduce the nonresponse bias. If it would be possible to divide the 
population in a number of subgroups in each of which the Covariance is 
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negligible, then nearly unbiased estimates of the subgroups means can be 
combined in a nearly unbiased estimate of the population mean. 
Let the finite population consist of 'N' elements U|, U2...UN with Y-values 
Yi, Y2...YN. From this population a simple random sample U], U2...UnOf size 
'n' is selected without replacement. The corresponding y-values are yi, yi-.-y,, 
and the response behaviour is indicated by ri, r2...rn (5 = 1 indicating response 
and Tj = 0 non response). Infactyi can only be observed for those sample 
elements Uj for which IJ = 1. The 'm' responding elements are denoted by 
u^, U2 Um (m=r^,r2 r j , withy-value j ; ^ * , j ^ *.... 7^ 
Let 'X' be an auxiliary variable inducing a division of the population in 'H' 
subgroups with sizes Ni, N2 NH- In subgroup weighting, first an 
— * y 
estimator -h for the subgroup mean in each subgroup 'h', is computed as 
1 —ii yl—lyjh=l,2 H) (2.5.1) 
* * Where J , y y are the value of the mhresponding elements in the 
h 
* * subgroup 'h'. The group esfimators y ,y , y * are combined into a 
— 1 — 2 — H 
population esfimator y*. 
H 
1 
h=\ 
/ = Z ] ^ / , J : / (2.5.2) 
The type of estimator is determined by the available amount of information 
about the weights. W|, W2 WH 
If the sizes N,, N2....NH of the subgroups are known the situafion is 
equivalent to post stratification. The weights are not random but fixed 
quantifies. 
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Pf, = ^ ( / 7=1 ,2 H) (2.5.3) 
If these sizes are not known they can be estimated by 
'^{h^\,2 H) (2.5.4) 
^h 
n 
Where n i^s the number of sample elements in subgroup 'h' and 
n = ni +n2 + + nH. 
All the above estimators have, when used in the same grouping situation, the 
same bias, but greater the amount of available information on the subgroup 
sizes the smaller the variance of estimate. 
2.6 POLITZ-SIMMONS TECHNIQUE 
An interesting plan dealing with the problem of not at home has been devised 
by Politz and Simmons (1949,1950). The aim of this technique is to adjust the 
biases without call-backs, which cropped up due to incomplete sample and 
did not distribute proportionately over the response class. The plan runs as 
follows: Respondents to be included in the sample are visited only once by 
enumerators during a specific time on five week days (excluding Saturdays & 
Sundays). The respondent who is found at home is asked how many times in 
previous five days he was at home at the specific time of interview. If the 
respondent says that he was at home j times, the ratio (j + l)/6 is considered 
as an estimate of the probability of availability /inclusion of respondent in the 
sample. If the respondent is found to have been not at home, no information is 
collected. 
Let the population consist N units and n respondents are selected by simple 
random sampling with replacement. Assuming that p; denotes the probability 
that the /th respondent is available at the time of the call, an estimator of Fis 
defined as 
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-y..=~t^ (2.6.1) 
" < p, 
Where pi is the probability of availability of the /'th respondent at the time of 
call. Of course, y^ is zero if the respondent is not available at the time of call. 
THEOREM: 
The estimator defined in relation (2.6.1) is biased. Derive expressions for its 
bias and variance. Also the bias is negligible if the class of never-at-home is 
small. 
Proof: 
Using the information for 5 days, Pi = (j +l)/6, j denoting the number of times 
the respondent was at home during the last five days, j =0, 1,...5, Further, let 
us denote Py as the probability the lO"^  respondent will be found at home j 
times out of five calls, then we have p^^ = (^)/?/ (l - pf~^ if the respondent is 
available 
ZP,j=^-(^-pJ=\-q' (2.6.2) 
7=0 
where q^=\-p^ 
Hence, we have 
A^l,- 5 6 
\P, J y=o7+l 
AvfO^.V+IA „ 6^-(y+l) lCk'(l-A)' 
p , l-l>' 
H-,- (2.6.3) 
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Noting that the /th unit is selected and found at home and its probability is 
Pi/N, we get 
1 " 
E{yps )^E,E^ (yps)=- Z ^ 1^2 
n , 
r \ 
V P: J 
= r-~iy,^' = r + B(y,s) 
Where, B(y,s)=-~iy,q^ (2.6.4) 
Thus, the estimator yp^ is biased. However, the bias will be negligible if the 
class of nonresponse who are never found at home is small. The method 
reduces the bias due to nonresponse but it increases the variance of the 
estimator J^ /,^ , because unequal and estimated weights are used. To derive is 
sampling variance, let us have 
ZL 
Pj = 3 ^ / 1 7=0 
^f 6 ^' 
\J + h A^(I-A) 
?'J 
=—Ay; 
p, 
Where, 
5 1 4 = 1—^ 
' .=0(7+1) 
' 6 ^ 
\J + h 
,7+1 pri^-P,) 6-0+1) 
Hence, 
n 't^yAm^-4 N 
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Although the variance of yp^ is slightly complicated and difficult to appraise 
without applying it to some specific populations, however, with usual 
approximation for a ratio estimator, one can express the results similarly. An 
estimate of variance is obtained by 
n[n-\) I --yps 
It should be remembered that the Politz-Simmons technique was developed 
with an aim to avoid call backs altogether. If call backs are not feasible or 
dependable, the technique may be very efficient in terms of information 
obtained per unit of time. For example, if the survey is designed to collect 
information on the household's consumption expenditures during a specified 
day, call backs after some days may not bring any useful resuhs. 
2.7 OTHER ADJUSTMENT METHOD 
Several other methods for dealing with nonresponse have been developed. 
Some of them are briefly described in this section. 
2.7.1 No Adjustment 
In some situations no adjustment is necessary. If it appears that no 
relationship exists between the variable under investigation and the response 
behaviour, the response can be considered as a random sample from the 
population. Also if statements are restricted to the population of potential 
respondents, no correction is necessary. In all other situations "no adjustment" 
is only justified if the category 'nonresponse' is included in all tables in 
publications. 
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2.7.2 Imputation 
Imputation procedures solve the problems of missing observations due to non-
response by substitution of values in the records of the nonrespondents. In 
"hot deck" imputation, data are taken from the respondents of the current 
survey, while in "coldeck" Imputation data are taken from a previous survey. 
If the response structure of previous and current survey resemble each other, 
the results of cold deck imputation and hot deck imputation will roughly be 
the same. Imputation can be carried out in several ways some of them are 
(i) Imputation of a random respondent 
(ii) Imputation of the mean respondent 
(iii) Imputation of a random respondent with the same subgroup. 
(iv) Imputation of mean respondent with the same subgroup. 
(v) Imputation of a value obtained by fitting a model. 
Procedures (i) and (ii) do not reduce the bias. Procedures (iii) and (iv) 
resemble subgroup weighting. The effect of procedure (v) depends strongly 
on the fit of the model and reasonableness of the model assumptions. 
2.7.3 Adjustment for Refusers 
It is possible to measure the willingness of people to cooperate in the survey. 
Using this information a procedure analogous to adjustment for not at homes 
can be carried out. Furthermore the willingness to co-operate is a measure for 
the survey climate. The construction of a scale to obtain this information will 
probably be somewhat more difficult than in the case of not at home 
adjustment. 
2.7.4 Double Sampling 
In order to get more information about nonrespondents Hansen & Hurwitz 
(1946) proposed selecting a sample from the respondents. A subsample is 
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taken by specially trained interviewers by making more Intensive and 
accurate measurements on selected units, for obtain the missing information. 
Time and money constraints often prevent application of double sampling. 
2.7.5 The Principal Question 
If the method of the Hansen & Hurwitz (1946) is too expensive, the principle 
question procedure may offer a substitute. In many surveys there is often one 
important basic question around which the survey has been constructed. If 
during the field work problems are met with completing the whole 
questionnaire, the interviewer may try to get an answer on only the principal 
question. This may even be tried afterwards by letter or by telephone. 
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REDUCING NONRESPONSE 
3.1 INTRODUCTION 
There are two ways to do something about the nonresponse problem. One 
way is to prevent nonresponse from happening during the field work of 
survey. If there is no nonresponse, the risk of biased estimates is avoided. 
However, it is almost impossible to obtain a response rate of 100%. 
Notwithstanding all the efforts, always some nonresponse will remain. The 
second way to do something about nonresponse is to correct estimates for 
possible bias. 
This chapter is about reducing nonresponse in the field and focuses on the 
psychological aspects of nonresponse reduction research (e.g. see Biemer and 
Lyberg, 2003;Groves and Couper, 1998 ). Nonresponse can be anticipated 
from the behavior of potential respondents, so we start by asking the 
questions. What causes persons not to participate in a survey? And how can 
this be prevented? The survey organization can translate this knowledge into 
fieldwork strategies but focus on obtaining higher, representative response. 
Although nonresponse adjustment techniques can be applied to reduce bias 
after the data have been collected, nonresponse reduction can take place 
before and during the data collection process. The main sources of 
nonresponse: are noncontact, refusal, not able (due to language problems ), 
and not able (due to long time illness). Excluding the persons whose inability 
to cooperate is due to chronic illness, measures can be used to reduce the 
nonresponse of the persons in the other categories. 
In the recent years the attention of statisticians has focused on missing data 
verses unit nonresponse. This work has constructed models of 
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responseprobabilities, sometimes utilizing Bayesian analysis, examined 
alternative imputation procedures for missing data, and extended the analysis 
of missing data into the arena of analytic statistics. The three volume set 
prepared by national academy of science panel on missing data on surveys 
(Madow et al. (1983)) is a thorough discussion of the issues of that date. 
Kalton (1983) offers a review of standard imputation procedures; Rubin 
(1986) describes use of multiple imputations, which permits estimation of 
variance induced by the imputation process. 
We focus our attention on unit non-response. Here the need for joint 
development of cost and error models comes clearly into play. Cost increases 
will normally accompany efforts to contact and interview larger portions of 
the sample. In surveys with low response rates in the absence of such efforts, 
the designer is faced with expensive decisions regarding what design features 
to use to reduce nonresponse error. 
A search of the statistical literature on unit nonresponse reveals only a few 
approaches that are unique to that discipline, double or two phase sampling, 
optimization routines for callbacks and post-survey weighting schemes reduce 
nonresponse effects. 
3.2 CONTROL OF NONRESPONSE 
Few people are either always or never at home, over a survey period for each 
individual assume a probability Pj of being found at home, this probability lies 
between 0 & 1, and it varies between individuals. The probability (l-Pj) of 
become not at home is neither 0 nor 1 for most of the individuals. On first call 
we obtain an over representation of persons with high probabilities. The 
results of second,third, and later calls contains increasing proportion of 
persons with low probabilities. Although each call collects a mixture of 
persons with different probabilities of response, the mixtures vary, the earlier 
calls contains small proportion of low probabilities. Increasing the number of 
calls decreases the difference between the sample and population mixtures. 
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The following methods can be used in different situations to reduce either the 
percentage of nonresponse or its effects. 
3.2.1 Improved Procedures 
Improved procedure for collecting data is the most obvious remedy for 
increasing response. Improvements advocated for reducing refusals are: 
a) Guarantees of anonymity, perhaps with facilities for direct mailing of 
responses, 
b) Motivation of respondent to cooperate, 
c) Arousing the respondents interest with clever opening remarks and 
questions, 
d) Advance notice to the respondents, though sometimes harmful, may 
increase the proportion found at home. 
The last may be achieved by arranging favorable hours and days, evening and 
weekends; or with information perhaps by phone, about the respondents time 
at home; or with repeated (calls) attempts while the interview is in the same 
neighborhood. 
3.2.2 Estimation of Effects 
Estimation of nonresponse effects appears inevitably in survey results. 
Typically, the estimates are merely implicit in results with small non-
responses. We believe that a small nonresponse is unlikely to produce a large 
effect on the sample mean. Reporting the size of the nonresponse permits the 
reader to make a guess about the likely effects. Such reporting has become 
standard practice for better surveys. For estimating its effects on survey 
statistics, the size of the nonresponse must be linked somehow to estimates of 
differences between responses and nonresponses. Information about these 
differences can come from the sample itself, either from intensive follows-up 
on a sub-sample, or from extrapolating the differences found on successive 
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calls. More often we depend on vague knowledge accumulated in past 
surveys. Distinct from the usual vague guesses are some formal attempts to 
the non-response bias, and to reduce it by incorporating that estimate into 
statistics. 
3.2.3 Substitutions for Nonresponse 
Although substitution is often proposed natively as a solution, it is generally 
of little help. Substitution often does offer the possibility of controlling the 
sample size exactly, but this can be better attained approximately with the 
supplements. Moreover, by anticipating it with increased sample size, we can 
often facilitate the fixed work considerably. Entirely distinct from size, 
control is the use of substitutes for reducing the bias of non-response. 
Substitution for nonresponse is based on the notion of dividing the sample 
into sub-classes, which have widely divergent response rates and substantial 
internal homogeneity of survey characteristics. Divergence of response rates, 
together with differences in survey variates, create bias, internal homogeneity, 
if it existed, would permit its correction. 
Weighting sub-classes inversely to their response rates can correct for 
deviations between them, ft avoids the problems of field substitution, and it 
increases the variance less than duplication. But it destroys a self weighting 
sample mean, and the complications of weighting are sometimes expensive. 
No method of substitution is generally free of disadvantages. These often 
outweigh the advantages, and cause us to avoid them. But we may choose the 
method with least disadvantages for a specific situation. The extent of 
substitution in a sample should be reported in the same manner as 
nonresponse, since it poses similar issues of interpretation to the reader. 
The case is stronger for imputation or editing of missing characteristics (not 
ascertained) of a nearly complete interview (Taeuber and Hansen, 1963). First 
the presence of several correlated variables may permit a reasonably good 
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prediction of the missing variable, regression or missing plot techniques may 
be used. Second, alternatives may be worse, discarding the entire interview, 
or using varying numbers of cases in different tables, or presenting the "not 
ascertained" percentage in each table. The last is often the simplest, but 
editing may be more useful. 
3.3 CALL BACK APPROACH (CBA) 
The literature suggests two methods: the call back approach (CBA) and the 
basic question approach (BQA). In the callback approach, a sample is selected 
from the nonrespondents, and the persons in this sample are re-approached by 
specially trained interviewers. In the basic question approach, attempts are 
made to persuade nonrespondents to cooperate by offering them a much 
shorter questionnaire containing just a few basic questions. 
The Politz-Simmons approach discussed in chapter 2 is a way to estimate the 
probability of a sample person being at home, which can be used to reduce the 
bias due to a notathome nonresponse. 
A callback, or follow-up, of nonrespondents was first proposed by Hansen 
and Hurwitz (1946) as discussed in chapter-2. They suggested investigating 
nonresponse in mail surveys by taking a sample of nonrespondents and trying 
to obtain the required information by means of a face-to-face interview. This 
became known as the callback approach (CBA). The aim of the CBA is to 
obtain as a high a response rate as possible. In the CBA one may choose to 
use a different data collection mode, specially trained interviewers, an 
extended fieldwork period and/or incentives to achieve cooperation from 
nonrespondents. 
Therefore the CBA is a rather expensive method to obtain information. 
Because sampling and re-approaching nonrespondents may considerably 
lengthen the fieldwork time, an alternative is the basic question approach 
(BQA). This is a good method to apply when time and budget constraints 
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arise and the CBA is not an option. The BQA can be performed as a regular 
part of the data collection, whereasthe CBA is usually performed as a once 
only experiment. 
An Example on Application of the BQA and CBA 
Voogt (2004) presents an example of a survey in which both the callback 
approach and the basic question approach were applied. His research focused 
on nonresponse bias in election research. He selected a simple random sample 
of 995 voters from the election register of a town of Zaanstad in The 
Netherlands. There were two basic questions in this survey: 
• Did you vote in the parliamentary election on Wednesday May 6, 
1998? 
• Are you interested in politics, fairly interested, or not interested? 
In the first wave of the survey, people were contacted by telephone if a 
telephone number was available. If not they were mailed a questionnaire. The 
basicquestion approach was applied in a separate follow-up. All refusers were 
offered the possibility to answer just the two basic questions (by phone or 
mail). 
The callback applied to those who failed to cooperate in answering the basic 
questions. The refusers were visited at a home by interviewers. The results of 
the fieldwork are summarized in the table below. 
Result 
Response in first wave 
Response in basic question approach 
Response in callback approach 
Final nonresponse 
Total 
Cases 
508 
196 
224 
67 
995 
Percentage 
51.1% 
19.7% 
22.5% 
6.7% 
100.0% 
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The clear conclusion from the data of this table is that a situation does not 
need to be dismissed as hopeless if the response is low in the first wave. With 
additional effort response rates can be increased substantially. 
Because the researcher had access to the voting register of the town, he could 
establish with certainty whether all 995 people in the survey had voted. In this 
group 72.9% had voted. The voting behavior for the various groups is 
presented in the table below. 
Group %voters 
Response in first wave 85.4% 
Response in basic question approach 66.3% 
Response in call back approach 55.8% 
Final Nonresponse 53.7% 
The groups are ordered by their growing reluctance to participate. There 
seems to be a relationship between this reluctance and voting behavior: the 
more reluctant the group, the lower was the percentage of voters. 
The callback approach of Hansen and Hurwitz (1946) as discussed in 
chapter-2 will generally be expensive. The costs per interview in the second 
phase will be much higher than in the first. Since the distribution of 
nonrespondents over the country will be less dense than that of respondents, 
travel costs will be relatively high. Another factor preventing application of 
the callback approach is time. Sampling and interviewing nonrespondents will 
dramatically increase the duration of the fieldwork period. Remember, the 
aim of the callback approach is to obtain insight into the nature of the 
nonresponse. To do so, there are possibly no time or money constraints. 
Kersten and Bethlehem (1984) proposed the basic question approach as an 
alternative to the callback approach. It can be applied in situations where the 
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callback approach cannot be carried out because of time and money 
constraints. A similar method PEDASKI, was proposed by Lynn (2003). 
PEDASKI stands for pre-emptive doorsteps administration of key survey 
items. The main difference between PEDASKI and the basic question 
approach is the length of the questionnaire. Kersten and Bethlehem (1984) 
suggested asking only two or three basic questions, whereas Lynn (2003) used 
questionnaire with a larger number of questions. The theory behind the basic 
question approach is described in the following section. 
3.4 THE BASIC QUESTION APPROACH 
The basic question approach assumes that many survey questionnaires are 
composed around a few basic questions. The answers to these questions are 
needed in order to be able to formulate the most important conclusion of the 
survey. If interviewers face problems in getting cooperation during the 
fieldwork, they can change their strategy and attempt to obtain answers to 
only a few basic questions once they have "a foot in the door". Another 
approach could be to carry out the basic question approach afterward, by 
telephone or mail (i.e., for the not at home nonrespondents). 
One way to apply the basic question approach is to let the interviewers 
attempt the basic questions right after they have been confronted with a 
refusal for the main questionnaire. This can lead to higher nonresponse rates 
for the main questionnaire, as found by Ven den Brackel and Rensen (1998). 
Therefore it may be better (but also more expensive) to re-approach the 
refusals after a short while with different interviewers. 
The main goal of the basic question approach is to gain insight in possible 
differences between respondents and nonrespondents with respect to the most 
important variables of the survey. If such differences are detected, the 
approach can provide useful information for correcting estimates for other 
variables. 
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The basic question approach was born from the observation that people who 
refuse to participate can often be persuaded to answers a few basic questions. 
Basic questions can be distinguished in many surveys. These few questions 
should only be asked when it is clear that further attempts to get the 
questionnaire completed will be useless, namely when in the regular survey 
the sample element would have been processed as a nonresponse. 
Examples of Basic Questions 
Here are some examples of basic questions that have been used in survey of 
Statistics Netherlands: 
Housing Demand Survey: Do you intend to move within two years? 
Labour Force Survey: how many people in this household have a paid job? 
Holiday Survey: Have you been on holiday during the last 12 months? 
Family Planning Survey: Based on your present circumstances, and your 
futureexpectations, how many children do you plan on having from this 
moment on? 
Under the fixed response model, the population can be divided in a stratum 
UR of NR (potential) respondents and a stratum UNR of N^R nonrespondents, 
with N=NR + NNR. In a more detailed fixed response model, the nonresponse 
stratum can be divided into a number L of nonresponse substrata UNRJ, 
UNR,2, , UNR.L, according to the cause of nonresponse (e.g., refusal, 
noncontact and not-able). The sizes of these substrata are denoted by NNR i, 
NNR.2, , NNR,L. with 
L 
1 Z^w«,/, = ^N« (3.4.1) 
Such a more detailed model is useful if nonrespondents are expected to 
behave differently with respect to the basic question in different substrata. 
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Suppose there is one target variable Y with values Yi, Y2... YN, and one basic 
question variable Z with values Z|, Z2,..., ZN- A simple random sample of 
size n is selected without replacement. There are nR respondents and UNR 
nonrespondents. The number of nonrespondents in substratum h is denoted by 
nNR,h,forh=l,2, L 
Not every nonrespondent answers the basic question. The number of 
nonrespondents in substratum h who answer the basics question is denoted by 
mNR^ h, for h= 1,2,.. .,L. Their total over all substrata is equal to mNR. 
The response means 7^ and Z^ ^ are unbiased estimators of the response 
stratum means of the target variable and the basic question variable, 
respectively. Estimating the mean of the basic question variable in the 
nonresponse stratum is not simple. The fundamental question is whether 
nonrespondents who answer the basic question may be regarded as a simple 
random sample from all nonrespondents, at least within all nonresponse 
substrata. Here, it is assumed that this is the case. 
— {h) 
Let z j^,j^ be the mean of the available m^RhValues of the basic question 
variable in nonresponse substratum h. Then this mean is an unbiased 
estimator of the mean of the basic question variable in nonresponse 
substratum h. Consequently 
^ z „ + y ^ ^ z t ; (3.4.2) 
is an unbiased estimator. Unfortunately, the size of the response stratum and 
the nonresponse substrata are unknown. Therefore the quantities NR/N and 
NNR h^/Nare replaced by their unbiased estimates nR/n and nNR.h/n. This results 
in the estimator 
^BO ^R + L ^NR (3.4.3) 
n h=\ n 
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This is an unbiased estimator, provided tiiat the nonrespondents answering the 
basic question are a simple random sample from all nonrespondents. 
3.5 Sub-Sampling Nonresponse 
Sub-sampling suggests itself as a ready solution for reducingthe number of 
latter calls when these are expensive. But on most surveys this solution is 
impractical for two reasons. First the unit costs of early and late calls seldom 
differ enough to justify introducing the complexities of sub-sampling with its 
book keeping and weights, second, the introduction of sub sampling into the 
field procedures is unwidely in many survey situations. 
However sub-sampling has been used for the following up the nonresponse of 
mail inquiries with personal interviews (Hansen and Hurwitz 1946). The 
previous two objections are not present: the interviewscost much more, and 
they can be introduced readily at the end of the mailed efforts. Interviews are 
valuable if they can obtain responses from a considerable proportion of the 
nonresponse remaining after repeated mailings. Mailed questionnaires can be 
justified in the first phase, if they are much less expensive than interviews. 
3.6 Call Back Model with Double Sampling 
Double sampling or two phase sampling identifies a sub-sample of cases after 
the initial selection is made Neyman (1938). The first phase sample is that 
drawn and subjected to the initial data collection effort. The second phase 
sample is drawn typically using information obtained in the first phase. Such 
a design has appeal for the nonresponse problem because it offers a method of 
balancing costs and errors in deciding what efforts should be made to measure 
sample persons who elude casual efforts to interview them. 
When applied to nonresponse, the approach identifies two kinds of sample 
cases; 1 those who provide the survey data in response to the initial efforts 
and (2) those who do not. How "initial efforts" is defined is determined by 
how expensive callbacks and persuasion efforts are and how successful they 
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measure the sample cases. After the initial efforts are finished, a second phase 
of data collection operation is begun. A probability sample ofthe remaining 
nonrespondent cases is drawn, and expensive methods of obtaining measure 
on sample nonrespondents are implemented. Since a probability sample of 
nonrespondents is drawn and then interviewed, it is used to estimate 
characteristics of all nonrespondents, and when it is combined with 
respondents from the first phase, survey stafistics can be calculated that are 
free of nonresponse bias. To eliminate nonresponse error, a complete 
measurement ofthe sub sampled nonrespondents is required. 
Double sampling designs lend themselves to cost and error modeling 
approaches. The costs of contacting and persuading sample persons to 
cooperate with an interview vary between phases. The sampling and 
nonresponse error of resulting statistics depends on the second phase sample 
design and the success at measuring all sampled nonrespondents. One early 
work, that of Deming (1953), describes a double sampling scheme to 
minimize mean square error in a call back situation. Although other strategies 
e.g. Politz and Simmons (1949); Hansen and Hurwitz (1958); Ward et. al. 
(1985) exist, most share the characteristic of the Deming scheme of 
requiring knowledge of costs and errors prior to the initiation of the survey. 
Most also ignore distinction between two categories of nonresponse with 
different cost and error characteristics-refusal and non-contacts. 
Deming's approach assumes (1) groups that have different probabilifies of 
responding at each call by an interviewer (2) sub-sampling of non-
respondents remaining after the first call, and (3) full follow up those sampled 
nonrespondents. The statistic of interests is the sample mean and the design 
feature in question is the sampling fraction in the second phase. That is, the 
designer must decides how many of the nonrespondents after the first 
callshould be followed up, and how many should be discarded. To answer the 
question the model requires knowledge ofthe differences in the mean values 
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on the survey variable among the groups (subclasses contacted on each call-
back) and of the differences in element variances among the groups. The 
constraints is overall fixed amount of money to do the survey. 
Deming assumed that each person has one sixresponse probabilities (0, 0.125, 
0.250, 0.500, 0.750,or 1.000) on each of the calls. Note that these are constant 
across calls for a single person.(i.e. there are some people who always have a 
0.250 chance of giving an interview). There are other people who are always 
waiting to be interviewed (i.e. 1.000 chances). He also allows for some people 
never being interviewed; these could be those who repeatedly refuse the 
request. 
The model examines the sample mean at each call, treating it as a weighted 
average of the mean obtained at that call and at previous calls. 
The sample mean estimator after the third call is 
Where, 
w, = Proportion of the respondents interviewed at the i"" call, / = 1,2,3 
y, = the mean for cases interviewed on the i'^ call, / = 1,2,3 
This is a simple linear combination of the means of interviews obtained on 
each call, weighted by the proportion of the cases obtained on the call. As the 
number of the calls increase the number of the means combined will increase. 
The optimal fraction of nonrespondents to sample after the first call is 
conditional on the whether one wants to follow the nonrespondent sub sample 
for one more call, two more calls, three more calls or what. To solve for the 
optimal sub sampling fraction, a cost and error model is needed. 
The total cost of the survey is 
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C-c^n + c^fin-r) 
Where, 
c, = Cost per unit for the phase sample, merely the first call costs, 
n = Total sample size, 
^2= cost per interview of second phase sample of 
nonrespondentsoverthe various number of calls chosen, 
f= Fraction of the nonrespondents after call one who are 
chosenforfollow up. 
The optimal fraction ' / ' i s found to be proportional to ratios of costs, 
variance and bias terms, so that the mean square error is expressed as 
MSE{y) = A + - + — 
n fn 
Where, 
A= Bias term (reflecting the omission of those who will never 
respond and others who were not reached within the allotted 
number of calls for the second phase sample), 
J5,C=Function of element variances for the first and second phase 
interview, respectively. 
Cc With this expression the optimal' / ' is equal to the square root of 
Bc^ 
On the first call the mean square error is such that 
A^E{y,)~y^ 
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Where, 
J;, = Mean on the first call interviews, 
y^= The sample mean based on all cases except those sample 
causeswith 0.0 probability of responding, 
The power of the model is that once the cost and error parameters are known 
and once the maximum number of calls has been set, the sub-sampling 
fraction is known to maximize the combination of sampling variance and non-
response bias, given fixed costs for the survey. It incorporates both costs and 
nonresponse errors formally into the design choices. 
Despite its elegance the following weakness can be observed in Deming's 
Model: 
(1) It assumes that response probabilities are constant over calls. 
(2) It does not reflects refusals well either in variance or cost components/ 
(3) It does not offer a way to learn the values of means or proportions in 
various groups, or variances of measures in those groups. 
(4) It fixes a design parameter, the maximum total number of calls, which 
is most often an unknown in many designs. 
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lOlR III 
TiATlFIED SAMPLII 
CHAPTER-4 
NONRESPONSE IN STRATIFIED 
SAMPLING 
4.1 INTRODUCTION 
In theory of sampling it has been assumed that the data collected on the 
sampled units are accurate. But in practice this rarely happens. The measuring 
devices may be biased or faulty. Errors may also creep in editing, coding and 
tabulating the resuhs. Apart from these errors, there may be a failure to 
measure some of the units selected in the sample that results in incomplete 
data. The term "nonresponse" is used to refer to the failure to measure some 
of the units selected in the sample. 
The sample surveys, irrespective of their size and method of collecting the 
sample data, usually suffer from the problem of nonresponse. The problem of 
nonresponse is more prevalent in mail surveys. Most practicing statisticians or 
data analysts recognize non-response as an important measure of quality of 
data since it affects the estimates by introducing both a possible bias and an 
increase in the sampling variance. Several methods have been developed for 
recovering information from the nonrespondents. 
In case of stratified sampling the allocation problem in presence of 
nonresponse was considered by Khare (1987). Further improvement in the 
estimation of population mean in presence of nonresponse has been made 
using auxiliary information. Several authors such as Rao (1987, 1990), Ige 
and Tripathi (1997), Tripathi and Bahl (1991), Okafor (1994), Khare and 
Srivastava (1993,1997,2000), Najmussehar and Abdul Bari (2002) proposed 
various estimation procedures for the estimation of population mean of the 
study variable in presence of nonresponse using auxiliary information, when 
the population mean of the auxiliary variable is known or unknown. 
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McvCallin (1992) use the sequential quadratic programming for the sample 
allocation problem in stratified sampling in presence of nonresponse. Ganie 
(2002) has considered the problem of sample allocation in multivariate 
sampling in the presence of partial nonresponse. 
Rao and Ramachandran (1974) and Cochran (1977), has discussed the 
separate and combined ratio estimators for the population total when there is 
total response on both the auxiliary as well as the main variables. In this 
direction some separate ratio regression and combined ratio regression 
estimators and the estimation of their variances have been proposed by 
Wu (1985), Sekkapan and Thompson (1994), Saxena et al. (1995) and Rao 
and Shao (1996), when the population mean of the auxiliary variables is 
known or unknown in case of total response. 
In this chapter, the stratified, separate ratio and combined ratio estimators for 
the population mean are proposed and discussed in presence of nonresponse 
and the variances for these estimators are obtained. Using Hansen and 
Hurwitz (1946) approach of sub-sampling the nonrespondents, the sample 
sizes Hi ; /=1,2,....,L of the first stratified sample and the opfimum sub-
sampling fraction among the nonrespondents is obtained. The efficiencies of 
these three estimators are also compared. 
4.2 STRATIFIED SAMPLING WITH NONRESPONSE 
Consider a population of size N divided into L strata with A^ , units in the f" 
stratum. Let (y ,^ xy) (/ = 1,2 , L;y = 1,2 , Ni) be the values of the 
study variable y and the auxiliary variable x for the 7* unit in the * stratum. 
Each stratum is supposed to be divided into two classes, namely response 
class of those who respond at the first attempt and nonresponse class of those 
who do not. Due to nonresponse bias creeps in the estimators. 
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•th Suppose a sample of n, units is drawn without replacement from the i 
stratum; / = 1,2, , L. Let at the first attempt n,\ units respond and n^ units 
do not respond from the / stratum. Where n^ = n^\ + «,2- After the first attempt 
is made a random sub-sample of size w, = - ^ units is drawn from the n^ 
nonrespondents, where k^ > 1 and l/k, is the sub-sampling fraction among the 
nonrespondents for the f stratum. Here we consider that by intensive efforts 
the data are later obtained for every unit of this selected sub-sample of m, 
nonrespondents. 
iV, •th Let, W^=—^; i = 1,2, ,L be the stratum weight of the / stratum. 
Jt is assumed that the nonresponse occurs on both the auxiliary variable x and 
Ihe study variable j^ for estimating the overall population mean Y of the study 
variable, the following estimation are considered. 
yst ~ z^^iyi (Stratified expansion estimator) (4.2.1) 
^(^) = Z ^ 3 r X 
'=1 ^, 
(Separate ratio estimator) (4.2.2) 
Yi {Re) 
1=1 X 
_* 
yst 
X St 
X (Combined ratio estimator) (4.2.3) 
* * 
Where, x^ and y^ are the unbiased estimators of the stratum mean X, and 
.th Y, in the i stratum respectively, and are given by 
u, =w^]U,\+w^2^mi2; u = x,y;i = 1,2, ,L. 
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n, _ « , 2 :th 
w^i = —^ and w,2 ~ ^^ ^ the sample proportions in the i stratum for 
respondent and nonrespondent classes. 
W(iis the mean of «,, units from the response class in the i'^  stratum for the 
variable u^x, y. 
Until is the mean of m, sub-sampled units from the nonresponse class for the 
variable u = x, >> on which data are available at the second attempt in the i''^  
stratum. 
/ 
Theorem 4.2.1: The estimator j / ' , ='^W,y' is an unbiased estimator of the 
population mean Y with its variance given by 
v{y:)=tw; O yi ^2ft-1)^.2 
n. 
=iy': 
; = 1 
\^\ "-Was\MWas\a 
n, 
O yi 
N. 
(4.2.4) 
1 ' / —\2 
Where, ^ = ^Vij ~^ij ^^ ^ ^^ stratum variance of Y, in the i* y N-I 
stratum Syi2 
1 ^'2/ - \2 
= YJVIJ ~Yi2J is the stratum variance of Y, among 
N^-^M'^" 
;th the nonrespondents in the i"" stratum, and W|^, W^j are the proportions of i"" 
stratum falling in respondent and nonrespondent classes respectively. 
Proof: Since the sampling is done in two phases. Let Ei and Vj denote 
expectation and variance conditional on{«,},{«,2} and let E2 and V2 denote 
expectation and variance conditional on {«,2 }• 
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(4.2.5) 
E{y:)=E 
= £, E, «,iJ^, 
V «' 
A 
K2'", + £-
y 
«,2J^ mi2 
V «^  
K2'"/ 
= £, 
V " < y 
+ E, n,2y,2 
V "< y 
£(3^:)=r„rn + ff,2J^ ,2 = r . 
Where, 7,i, 1^ ,2 are the stratum means of the respondents and 
nonrespondents in the i"' stratum. 
Using the value of E^j;* j in (4.2.5) we get 
E{y:htwj*=Y 
/=i 
and v{^:,)=r iKy: 
4:)=i^>(?:) 
(=1 
Since the sampling is independent in different strata, so the term covariance 
term vanishes. 
Now v(y:)=v\E,(y:)]+E\v,(y:] 
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^ife)+^ih(.y;K2,«J. 
1_A + £, ^V,[yJn,,) 
n, 
S>E, 
2 
111 
2 ^liymaK) 
1_J_ 
v«< ^.y '>" 
+£, % ^ , - l ) ^ 
n, 
Syi2 
^ / / 
^." ' ' • 'mUnivc^ ' .'*<=^ ' 
2 
5 + 
^ ^ , - 1 ^ 
V «. y 
^ . 
rhi 2 
/7, 
^fe-)= 1_A 
v«< ^ . y 
2 , ^ 2 ( ^ , - 1 ) 2 
o j;; . . "^  V(2 
n. 
(4.2.6) 
Hence, F(J; : )=2^'MJ^' 
/=i 
I'*^ ' 1^ P 
v " , A', 7 
2 ,>»'.2ft-l)4, 
4:,)=i:^f '^ 
(=1 n, N. 
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Theorem 4.2.2: In case of large sample sizes n, in all strata the variance of the 
z -* 
separate ratio estimator Y^,^^) ^YjWi^Xi to the first order of 
approximation is given by 
V\Y,Rs) 1= Hwr 
or, Wmhl^i-
i=\ 
.2 W„{k,-\) 2 
(4.2.7) 
where, R, - -=-
X, 
^iRs)i - ^yi + ^i ^xi ~ ^^i^yxi 
^{Rs)i2 - ^yi2 + ^1 ^xi2 ^^i^yxi2 
.2 o2 S , S^j are the stratum variances in the i ^ stratum for the variable y and x, y 
.2 p2 5*^ ,2' '^xii ^re the stratum variances among the nonrespondent in the i 
stratum for the variable y and x respectively. S^ y, is the stratum covariance and 
Sxy,2 is the stratum covariance among the nonrespondents in the i"" stratum. 
L 
Proof: We have, Y^,^^ =TW,^X, =J]WXx, 
_ * 
( = 1 X 1=1 
^^YiRs) 1= V 
( L _ \ 
Y.WXX. 
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(4.2.8) 
; = l 
Since the sampling is independent in different strata, the covariance term 
vanishes. 
F(<)=£(«;-7!,y 
~ Y 
R* -R =^-R- where, R, = ^ and R*=h 
X, Xi X, 
(K-RJ 
- D -
X, 
y, -R,x, 
x^ — Ji I -\- Ji I 
iR.-R.) = y, -R,^t 
X, - X , 
1 + — = — 
X. 
V 
X. 
_y, -R.^ 
^ / V ^ 1 J 
Expanding by Taylor's series, we get 
1 r -* ^ \ 
- * ^ — * • {R,-R,) = j-iy,-R,x^) 1- X, -_X^ X. + .... V "^ 
{R:-R,) = Y(y:-RX) 1 * * 
K ^ i J 
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Retaining the terms to the first order of approximation only, we have 
«-^,)=i(3^:-^X) 
Squaring and taking expectation on both sides we have 
2 1 r-./—* n —* \ 2 E{R,-R,r-^Eiy^-R,x,) 
V{R:) = -^E[y:-RX+R.X,-YJ 
X: 
^^E[{y:-Y,)-RXx:-X^)f 
1 
-* i7\2 , r )2 r - / -* * ; ^ s ^ * 
= -^E[{y, -Yy+R^E{x, -X,Y-2R,Eiy, -YJ{x^ -X^)] 
V{R:) = -^[V{y:) + R'ViK)- 2R,Coy{y:X)\ (4.2.9) 
From (4.2.6) we have, 
V{y:) = c2 , ^ , 2 ( ^ , - 1 ) 0 2 
n. 
(4.2.10) 
Similarly F(x, ) = c2 , ^ , 2 ( ^ , - 1 ) 0 2 
n. 
(4.2.11) 
And ^''''^^'' ""' ^ " ^ ' ' ' ' ^ ^ 2 ( / I «,2.«, )> ^ 2 ( < I «,2,«,)] 
+ E,[Cov{y*,x*\n,^,n^)] 
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Cov{y], X*) ^C0V{y^, X^) + E^[Cov{w,2y,m2,^^2^nn2 I ^.l)] 
®E2{y*\n,2^n,) = y, and E^ix* \n,2,nj = x, 
h 
U-
] ] 
^J o ,,^ , + £, yxi 1 
n. 
n. 
ft-l> >'x;2 
S,,., . (^£ , 
n 
n 
' vxi2 
n, I \ " i J 
Cov{y\,x])^ 5..,.^'-^^--^^^ 
«, 
>'j;(2 (4.2.12) 
Using (4.2.10), (4.2.11) and (4.2.12) in (4.2.9) we get, 
K<)= 
x; 
v«< TV /V 
+ 
9 9 9 I 
^,2fe-l)( , 2o2 
'^ y;2 +Ri^s,2-^R,Syj,2 
K<)= 
^ : 
v«. 
J 
iV >(&> 
,^2^-0 5, 
; y n. 
{RS)I2 (4.2.13) 
Using (4.2.13) in (4.2.8) we have 
nnRs)j=iw: ^1 n 2 w„{k,~i)^. 
<^^  WiRc)hi:w^ Sh-W^2SU2+WMRs)a (^..),2 
«, A^ , 
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Y Y 
Here we have assumed that R,, = ^ a n d R,. = - ^ should not differ too X. 
^ii 
X /2 
much from each other. 
Theorem 4.2.3:In case of large sample sizes n, in all strata the variance of the 
X y , — 
combined ratio estimator F(^ j^ =^X to the first order of approximation is 
given by: 
V\Yi {Re) 
{St,+R^St,-2RS^J 
+ • 
,2r.2 
n. 
{S 2+R 5'^,2-2i?'^vx,2) 
=Z^; 
/=1 
9^  + ^ ,2 fe - l ) c2 
^(/?c);2 
«, 
(4.2.14) 
7 
Where R = ^ 
X 
^{Rc)i -^yi + ^ ^x, ~^^Syxi 
^(Rc)i2 - ^yi2 + ^ '^j(2 ^^^yx,2 
Proof: We have 7^ /^ )^ = ^ X = 7?*Z * y 
where 7? = -— 
"st 
yiRc)-Y =hx -Y = ^X - RX 
X St X St 
Y{Rc) -Y = yst-^st 
V -^st J 
X 
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1+ " X 
V X 
v)-^=a*,-^J 1+ " 
V X 
Expanding by Taylor's series, we get 
r -* 
iYiRc)-Y) = (fst-K) x.,-X "St X + . 
iYiRc)-Y)=iyl-K) (y'st-R^st) X 
Retaining the terms to the first order of approximation only, we have 
(V)-n=a;-<) 
Squaring and taking expectation on both sides we have 
E{T,^,-Yf^E{f,-Rx:) 
Let us define a variate z,=y - Rx 
1/ '^ U i ij -^ ij ij 
— _* _* Hence, it can be shown that z = y - Rx, z^^ = y^^ - Rx^^ ,Z^=Y^-RX^, 
Z^Y-RX^O and Z,2^Y,2-RX,^ 
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E{Y,,^,-Yf^E{zl~Zf 
New, F(K,,0 = F ( 2 j 
= V,[E,{zl)]^E,[V,{zl)] 
= V^i^st) + E y ^ 2 ( ^iiik, -1)^,2 
( = 1 V «. 
2 '^--'2 
A , . A L R / 2 „ . 1^ ^ „ ^ 
nV)) = I ^ ^ 2( 1 1 
/=1 v«< ^ < y 
,2,^r(^^, 
«, 
5 l c 2 
. Yl p 
= 1^, 
<=i V " . ^ . y 
s^+Y^ElikzIEiis\ 
n. 
where, 5^ , = T T ^ Z C ^ , -Zf= S' + i?^ ,^^ , -2RS 
A^,-l.^ 
j ^ x ; 
VXll 
v{Y,,,,)=Y.w: 
1^ p 
v«. ^,y 
n. 
= ! » - ; 
/=i «, 
or, V\Y{Rc)^Y.^^ 
i=\ 
.^{Rc)i ^i2^{Rc)i2J+^,2^iSi^RC),2 S^ 
n. 
\Rc)i 
N. 
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4.3 OPTIMUM ALLOCATION 
Consider total cost of the survey as: 
L L L 
;=1 i=\ i=\ 
12^1 
Where, c,o = per unit cost of making first attempt in the i* stratum. 
c,i = per unit cost of measuring and processing the results for 
n,i units of response class in the i'^  stratum. 
c,2 = per unit cost of measuring and processing the results for m, 
units of nonresponse class in the i"^  stratum. Since the value of n,i and n,2 are 
not known until the first attempt is made, the expected cost is used in the 
survey. The expected values of n,i and m, aren^W^^ andn^ ——. 
C' = E(C) = tc,„n,+tc.n,'^.,+t'-^ 
c* = I ^ ^ c.W. ^ ^, 
The optimum values of k, and the optimum sizes of the first sample n, for the 
proposed estimators i.e.^ ^ ,^ 7^ ^^ ^ and Y^,^^^ may be worked out by minimizing 
their respective variances V[y^,j given by (4.2.4), V\Yf^,^^^j given by (4.2.7) 
and V{Y^j^^^) given by (4.2.14) for a fixed cost CQ. 
In this section the optimum allocations are worked out for these three 
estimation procedures. 
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4.3.1 Optimum Allocation for Stratified Estimator 
To obtained the optimum value of n, and k, that minimize the variance of y^^ 
given by (4.2.4) for fixed cost CQ the Lagrangian multiplier technique may be 
used. Define the Lagrangian function (t)(n„ k„ X) as 
^(n^,k„A) = j:w; 
l=\ 
1 _ 1 ,2 W,,{k,-\) 2 
yi „ '~^yi2 
n. 
+ A 
^ ( cM, ^ 
z ^,o+c,i^'i + U2" i2 
^ J 
«, -Co 
Where, A, is the Lagrange's multiplier 
Differentiating ^ with respect to k, partially and equating — to zero, we get 
dk. 
2rj^ o 2 
a^  w,%,s'ya 
dk. + x n. \ '^i J 
0 
2 W^k^Sl^ Which gives n^ = ^—^^ —; i= l ,2 . 
Xc 
a 
L (4.3.2) 
n, =—, ; 1= 1,2 
Ac a 
.,L (4.3.3) 
Pi A 
Differentiating (|) with respect to n, partially and equating — to zero, we get 
dn. 
a ^ _ W^lsl-WaSlaVKW,,S^ 
'vi2 
dn, 
+ A 
n. 
= 0 
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n. = 
w,'[[sj^-w,,s'J+Kw^,s^ 2 yi2 
( c W ^ 
(4.3.4) 
(4.3.2) and (4.3.4) implies that 
'1 
CaiSl-WX,) 
SUc^o+c.W,) 
i = 1,2. . ,1 (4.3.5) 
Finally differentiating ^ with respect to A, and equating — to zero, we get 
^ c W ^ 
V '^1 J 
Co=0 
or, Co = 2 
'/O 
V 
n. 
^ y 
(4.3.6) 
Solving (4.3.3) and (4.3.6) for X we get 
C, 0 
' w,KS,^, 
UQ ^ ^ ( K M 
'( y 
(4.3.7) 
Substituting the value of -j= from (4.3.7)in (4.3.3) we get 
n 
CoWASyaN',2 
' L f 
^ ' c.,W. 
/=] k 
^ W^Sya 
i = l,2 ,L (4.3.8) 
; y V^,2 
Where, k, is given by (4.3.5) 
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4.3.2 Optimum Allocation for Separate Ratio Estimator 
As in the previous case to work out the optimum vakies of n, and k, that 
minimize the variance the variance of the separate ratio estimator Y,^,^^-^ given 
by (4.2.7) for fixed cost Co, the Lagrangian function i|;(n„ k„ X) is defined as 
An.,k„i)=Y.W: sL.^'Mh^^s^ 
'{Rs)i 
n. 
(Rs)il 
+ /i C ^ +C W +-^2__i2 I «, -Co 
Where, X Lagrangian mukipher 
Differentiating \\i with respect to k, partially and equating to zero, we get 
dk. 
dk, n. 
+ A 
c-^W-,n 
(2 i2 I 
V "-/ y 
0 
i i n • 1 • 2 ^ , k, S {Rs)l2 . 1 0 r 
Whichgives n, =^-^—^-^; z = 1,2, ,L (4.3.9) 
or, «, = ,—— ; z = 1,2, ,L 
Xc ii 
(4.3.10) 
Differentiating i|; with respect n, partially and equating —^ to zero, we get 
dn. 
dn, y? 
+ X 
V '^i J 
0 
Which gives on simplification 
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n. 
W^{Sl,^.-W,^S')^-k^W^,S'] 
X ^,0+^,1^,1 + 
CaWa 
"-I J 
Chapter-4 
(4.3.11) 
(4.3.9) and (4.3.11) implies that 
k = ; / = 1,2 ,L (4.3.12) 
Finally differentiating \\s with respect to X and equating to zero, we get 
dX 
— = > n, 
dX ti ' 
- C o = 0 
or, c„ = E n. 
1=1 
^ c W ^ 
c r. +r W + '^  '^  «, (4.3.13) 
Solving (4.3.10) and (4.3.13) for \ we get 
1 C 0 
' t 
1=1 V ^ y 
^ , ^ , ^ ( . . ) , 2 
(4.3.14) 
Substituting the value of - ^ from (4.3.14) in (4.3.10) we get 
« 
^Q^i'^i^{Rs)i2' ^^i 
^ , n + C , , ^ , + ^ ^ 
;=/ 
^'^^'^(fc)/2 
-(0 ^"-(TM 
V 
; i = \,2...,L (4.3.15) 
( y ^"^(2 
Where, ,^ is given by (4.3.12) 
2^ , r ,2o2 
and S,j^^.^ - JS^^ + R^ S^^ - 2R^S^^^; 5,^ )^,2 - ^J^vii + ^i ^x,2 '^K^yxii ,2 , r )2r2 
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4.3.3 Optimum Allocation for Combined Ratio Estimator 
To work out the optimum values of n, and k, that minimize the variance of the 
combined ratio estimator Y^/^^^ given by (4.2.14) for fixed cost Co, the 
Lagrangian function ^{n^,k^,A) is defined as 
1=1 
,2 , ^ ,2 (^ , -1 )^ .0 .2 
n. 
+ X 
f 
k I (0 ' '-iV'i «,-Co 
Differentiating £, with respect to k, partially and equating — to zero, we get 
dk. 
8^ ^ WX2Sl,c)a 
dk, n, + /i 
^ C , 2 ^ 2 « , ^ 
\ '^i J 
= 0 
W^k^S'^ 
Whichgives „ 2 ^ - i _ l _ l M l ; i^i^2 ,L (4.3.16) 
or n, ^-i— ; i~\,2. Xc 
.L 
i2 
(4.3.17) 
Differentiating ^ with respect to n, partially and equating —^ to zero, we get 
dn, 
on, n: 
(0 ^'-d"i\ 0 
^i J 
V/hich gives on simplification 
^2 r /o2 
n. 
^;[(%.) , -^ ,2%.,2) + ^,^,2%c)J 
X ^ c W ^ 
(4.3.18) 
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(4.3.16) and (4.3.18) implies that 
k = z = l,2 ,L (4.3.19) 
Finally differentiating ^ with respect to X and equating — to zero, we get 
dA t r ' 
r +r W + '^ '^ 
\ '^l J 
-Co-0 
or Co = E 
^ c W ^ 
c +r W + '^  '^ - «, (4.3.20) 
Solving (4.3.17) and (4.3.20) for X we get 
1 C 0 
/I ^ i'^i^(Rc)i2 
(4.3.21) 
Substituting the value of —r= from (4.3.21) in (4.3.17) we get 
n. = 
CoWAS^Rc)aN^,2 
^ ' c,,W, ' L ( 
(=1 
^,0+^.1^,1 + 
UV il 
k, 
W^KS.Roa 
; z = l,2 , 1 (4.3.22) 
' J 
V/here k, is given by (4.3.19) 
and 5(;j,), - J^^ ,^ + R^Sl - 2R S^^, 
^(Rc)i2 -^^^yl2 + ^ ^x,2 ^i? 5',,^ ,2 
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THE USE OF EESP< 
CHAPTERS 
THE USE OF RESPONSE PROPENSITIES 
5.1 INTRODUCTION 
The introduction of the propensity score method has drawn much attention in 
the survey methodological literature to the idea of response probabilities 
(Rosenbaum and Rubin, 1983). The propensity score method derives from 
evaluation studies that estimate average treatment effects. In treatment effect 
studies there usually are two groups: one group that receives the treatment, 
and one group that serves as a control group and does not receive the 
treatment. The statistic of interest is the effect of the treatment. However, to 
measure this effect without bias, it is necessary to remove all possible 
differences in outcomes that arise from the different composition of the 
treatment and the control groups. For this purpose the propensity score is 
introduced as a way to balance the composition of the two groups. 
The idea of using the propensity score method in survey methodology was 
introduced by Harris Interactive (for e.g., see Taylor et al., 2001). Harris 
Interactive used the propensity score method to solve the problems of 
undercoverage and self-selection in self-selecting Internet panels. Schonlau et 
al. (2004) and Lee (2006) elaborate on the technique of the propensity score 
method with in this context. It begins with the availability of a reference 
survey that does not have the same problems of undercoverage and self-
selection. Ideally this should be a probability-based survey with full response, 
or where the response is missing completely at random (MCAR). This 
reference survey is used as a benchmark for the Internet respondents by 
balancing the composition of the attributes of the Web respondents so that 
they are similar to the composition of the attributes of the reference survey 
respondents. 
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Therefore these attributes, as measured in both surveys, reflect the differences 
between Internet respondents and sample elements that would not respond to 
an Internet panel request. Duffy (2005) uses behavioral, attitudinal, and 
sociodemo-graphic information for this purpose. These attributes are 
sometimes called webographicor sychographicvariables. 
The propensity score is determined as the conditional probability that a 
sample element responds to the Internet panel, given the attributes. The actual 
value of the propensity score has no meaning, but it is assumed that sample 
elements with approximately the same propensity score are similar with 
respect to the attributes that are used in estimating the propensity scores. 
Based on this assumption, the self-selection bias and the bias due to 
undercoverage are removed from the Internet panel. Hence the approach of 
Harris Interactive depends on having a good reference survey. 
5,2 THE RESPONSE PROPENSITY 
Let k= 1, 2,..., N be the population of interest. The first-order inclusion 
probabilities are denoted by Ti^ for k = 1,...,N. The selection indicator is 
denoted by a^ , which is 1 if element k is selected in the sample; otherwise, it 
is 0. Let dk = l/TUkbe the design weight. 
A sample of size nis selected from the population. For every sample element / 
there is a vector of auxiliary variables, denoted by Xi= (Xji, Xi2, ...,Xip)'. This 
information comes, for instance, from the population register. In addition 
there is a survey item Y that is only observed for respondents. 
It is assumed that every element k in the population has a nonzero, unknown 
response probability, denoted byp^. This corresponds to the random response 
model. If element k is selected in the sample, a random mechanism is 
activated that results with probability pk, in response and with probability (1 -
Pk) in nonresponse. 
Cddpter- 5 
The response probabilities Pkare theoretical quantities. The definition of 
response probabilities is not straightforward. It involves at some stage a 
decision on how to deal with the dependence of the response probabilities on 
the circumstances under which the survey is being held. For example, the 
number and timing of contact attempts and the interviewer characteristics. If 
these circumstances change, it is very likely that the individual response 
probabilities also change. 
In addition, response probabilities vary over time. However, the 
moreconditions are imposed on the response probabilities, the more fixed they 
become. The fixed response model arises as a special case of the random 
response model when the response probabilities are viewed conditional on 
very detailed circumstances. No variation is left, and the response 
probabilities become deterministic. In the case where no conditions are 
imposed, the response behavior is stochastic,which is the case in the random 
response model. 
The response probability pis a latent variable, it is not observed, but instead 
the corresponding response indicator R is observed. The binary response 
indicator i^^equals 1 if element k responds to the survey request; otherwise, it 
is 0. A vector R of response indicators can be introduced, namely R = (Ri, 
R2,..., RN)', where P(Rk = 1) = Pk and P(Rk= 0) = 1-pk. 
These probabilities can be estimated for the sample elements(ak=l).By using 
an appropriate model based on auxiliary information, sample-based estimates 
of the response probabilities can be computed: 
p,=piXk) = PiR,-l\a,=l,X,) (5.2.1) 
fork = 1,2, . . ., n; Pj^ = p(X\^) is referred to as the response propensity. The 
response propensity is the estimated response probability conditional on the 
sample and the individual characteristics Xk. The response propensities can be 
estimated by, for example, a logit or a probit model. 
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TRADITIONAL NONRESPONSE ADJUSTMENT METHODS 
5.3 FULL RESPONSE CASE 
Horvitz and Thompson (1952) show that when the inclusion probabilities are 
known and nonzero, it is always possible to unbiasedly estimate the 
population mean by 
1 N n Y 
^ k = \ ^k 
The Horvitz-Thompson estimator can be used as a general tool to construct 
unbiased estimators for many sampling designs. The estimator (5.3.1)uses the 
auxiliary information from the sampling design through the inclusion 
probabilities TT. Only selected elements are included (3^= 1), and the value for 
the survey item Ykis weighted by the inverse of the first-order inclusion 
probability TT^ . This ensures that elements that are overrepresented in the 
survey, meaning that they have a large inclusion probability, receive a smaller 
weight, and vice versa. Let dk=l/7rkbe the design weight. Since ak = Ofor 
elements not in the sample, it is possible to rewrite (5.3.1) as 
yHT=^tdiyi (5.3.2) 
Where,yiis the sample value of T^Adjustment weighting replaces this 
estimator by a new estimator 
1 " 
yw=—T^iyi (5.3.3) 
Where,Wj = gjxdiand gjis the correction weight, often referred to as g-weight, 
produced by a weighting adjustment method. It can easily be seen that the 
Horvitz-Thompson estimator (5.3.2) is obtained by gi = 1 for all i. 
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5.4 THE HORVIT-THOMPSON ESTIMATOR FOR 
NONRESPONSE 
By introducing nonresponse into the sampling theory based on the random 
response model, another type of randomness enters into the framework. 
Besides the randomness of the sample selection, every element has an 
unknown individual response probability.p^So elements are equipped with 
known inclusion probabilities and unknown response probabilities. 
The randomization theory, or design-based theory, now becomes a quasi-
randomization theory (Oh and Scheuren, 1983). This leads to the two phase 
approach for nonresponse adjustment (Samdal et al., 1992). First, a sample is 
selected from the target population. The selection is followed by nonresponse. 
Thistheory leads to a modified version of the Horvitz-Thompson estimator 
yHT-\,Yp^ (5.4.1) 
Where,r is the response subset. The Horvitz-Thompson estimator is extended 
to two phases: sample selection, as reflected in the design weight, and 
response, as reflected in the response probability. 
Flowever, the response probabilities are unknown in practice. Sarndal (1981) 
proposes to insert the estimated response probabilities pi into (5.4.1) so that 
fHT^^lM-. (5.4.2) 
Hence,g/=yOy Bethlehem (1988) suggests replacing the unknown response 
probabilities pi by the Horvitz-Thompson estimator for the mean response 
probability, namely 
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PHT=^id,R, (5.4.3) 
J^ k=] 
Hence,g/ =p . Then the modified Horvitz-Thompson estimator in case of 
nonresponse can be expressed as 
?HT=^1^- (5.4.4) 
Both modifications of the Horvitz-Thompson estimators, (5.4.2) and (5.4.4), 
use auxiliary information from the design stage, and in addition estimator uses 
auxiHary information for the estimation of p. 
5.5 THE GENERALIZED REGRESSION (GREG) 
ESTIMATORFOR NONRESPONSE 
Bethlehem (1988) introduced the generalized regression (GREG) estimator to 
adjust for the nonresponse bias.TheGREG estimator uses auxiliary 
information from the design stage through the inclusion probabilities. In 
addition the GREG estimator uses auxiliary information to make the sample 
representative with respect to these variables. Hence the quality of the 
auxiliary information is important. 
The GREG estimator calibrates weighted sample estimates for quantitative 
variables to known population parameters. It is derived from the standard 
regression estimator, and it incorporates the adjustment for auxiliary variables 
as a modification of the weights. The GREG estimator can cover several 
auxiliary variables, unequal weights, transformations of variables, and 
interactions between variables. 
For the case of nonresponse Bethlehem (1988) introduces the 
followingmodified version of the general regression estimator: 
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(5.5.1) 
Where, 
y'f^j is modified Horvits-Thompson estimator of the survey variable mean, 
estimator (5.4.1), x[jj is the analogue of j^^j-, and PI^^ is defined as 
A u)_ 
v V 
V' 
(5.5.2) 
Under the condition that there exists a vector?L' such that A'X, = 1, the general 
regression estimator in the case of nonresponse can be expressed as 
fcR-^^. (s) (5.5.3) 
This estimator can be expressed as a weighted sum of observations on the 
survey variable based on the subset of respondents, or 
Where again w,=g,x d,. the g-weights can be expressed as 
(5.5.4) 
g,=\ + iX-x'^ry I.d^X^X\ X. (5.5.5) 
Vi6'- J 
For the case where the auxiliary infonnation X is available for all elements in 
the population, X equals 
- 1 ^ X = — YXk (5.5.6) 
And where the auxiliary information is only available for the sample 
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elements, X is equal to 
X = ~Yd,X,. (5.5.7) 
X may also be a combination of the two: that is, population and sample level 
information. Consequently the GREG estimatoj^in (5.5.1) can also be 
expressed as / '^:^^l - ^ ^ J: I >/^\ 
yGR=li:d^g.Y. -x '~'^^^'^!! (5-5.8) 
This shows that the GREG amounts to a weighting procedure. 
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