





SYSTEMATIC VARIABILITY IN STAGE-ONE PROCESSING AS REVEALED BY EYE 




















Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Psychology 
in the Graduate College of the  










Dr. Simona Buetti, Co-Chair 










 Most models of visual search have reported that efficient search tasks are characterized 
by “flat” search slopes of less than 10ms/item. Based on this, such models have concluded that 
stage-one processing times are invariant. In contrast, our lab recently reported systematic 
variability in stage-one processing times. In an efficient search task with a fixed target, reaction 
times were observed to increase logarithmically with set size. In addition, this logarithmic 
increase was modulated by the visual similarity between the target and the lures. We thus 
proposed a new model of visual search: stage-one processing is characterized by a parallel, 
capacity-unlimited evidence accumulation process that is affected by both lure-target similarity 
(due to resolution limits of the eye) as well as the number of items on the display (due to the 
exhaustive nature of evidence accumulation). Here, we examined eye movements to further 
elaborate on these novel contributions of our model. When lure-target similarity was high, 
participants made more fixations, had longer initial saccade latencies, and were more likely to 
make an initial saccade that is target-uninformed. Effects of set size were also observed on some 
of these variables. Interestingly, these eye movement results are incompatible with our model’s 
proposal of a completely exhaustive stage-one process. To reconcile these differences, we update 
our model to propose that (1) top-down control factors such as strategy and task instructions 
influence the time to stop evidence accumulation in stage one and (2) exhaustive processing 
occurs at a smaller spatial scale (i.e. not necessarily across the entire display) although all 
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CHAPTER 1: STAGE-ONE PROCESSING IN VISUAL SEARCH 
Research on visual search has had a long history. Many theories and models have been 
proposed; most of these posit that search is carried out in two sequential stages (e.g. Wolfe, 
1994; Treisman & Gelade, 1980; Bundesen, 1990). In the first stage, an analysis of the visual 
scene is carried out in parallel. Basic features such as color, orientation, and shape are processed 
“preattentively”, without the influence of attention (Wolfe, 1994; Treisman & Gelade, 1980; 
Wolfe & Horowitz, 2017). This stage is thought to be capacity unlimited: the processing of each 
item is not affected by the total number of items that are being processed simultaneously. In the 
second stage, each individual item (or group of items) is then analyzed serially by focused 
attention. The serial nature of this stage is a result of its capacity limitations – not everything can 
be processed at the same time with equal fidelity. 
Notably, stage-one processing times have long been considered to be largely invariant. 
Reaction times are not affected (in any meaningful manner) by the total number of items in the 
visual scene. This conclusion has often been reached by examining the linear regression of 
reaction times on set size. This linear regression, referred to as the search slope, gives an 
indication of how much time is required on average to process each additional item in the search 
display. Searches with slopes that are less than 10ms/item (“flat” search slopes) are considered to 
be efficient. On the other hand, search that produce slopes that are greater than 10ms/item are 
referred to as inefficient (Treisman & Gelade, 1980; Treisman & Gormican, 1988; Wolfe & 
Horowitz, 2004). The increase in reaction time with set size is thought to be the consequence of 
having to deploy attention to individual items (or group of items). 
In efficient search, attention is thought to always be deployed directly to the target 
regardless of the characteristics of the visual display such as set size or target-distractor 
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similarity. That is, attention does not visit the other distractors – the target is always the first and 
only unit of attentional selection. Many influential studies on efficient search have reported flat 
search slopes in support of this explanation (e.g. Wolfe, 1994; Treisman & Gelade, 1980; 
Duncan & Humphreys, 1989). The invariance of stage-one processing times is thought to arise 
from the fact that this stage is preattentive: it occurs without (or with minimal) influence of 
attention. Meaningful variability in reaction times are considered to arise only from the influence 
of capacity-limited attention in stage two (e.g. Wolfe, 1994; Treisman & Gelade, 1980; 
Verghese, 2001; Bundesen, 1990). 
However, our lab recently argued that the ubiquitous observation of flat search slopes in 
efficient search may be the consequence of two methodological limitations (Buetti, Cronin, 
Madison, Wang, & Lleras, 2016). Firstly, the set size of most studies consisted of a small 
number of levels spread across uniform linear distances (e.g. 2, 4, 6). This could lead to a 
potential obfuscation of the logarithmic nature of the search slopes resulting from this limited 
view of the set size spectrum. Secondly, stimuli are often made to be as different as possible. 
Targets and distractors are usually selected based on two disparate ends of a feature spectrum 
(e.g. red vs. green or horizontal vs. vertical). This ignores the possibility that processing might 
change in a graded fashion from one end of the feature spectrum to the other. For example, given 
a red target, when the distractor color moves along the red-blue spectrum, there would be points 
at which the distractor color is closer in hue to red than to blue. Such fine-grained changes might 
still produce search slopes that seem flat at first glance.  
Recent work by our lab (Buetti et al., 2016) showed that, in fact, systematic variability 
exists in efficient search (and thus stage-one processing times). In Experiments 1A and 1B, 
participants were required to discriminate whether a target was pointing to the left or to the right. 
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There was always a target in each trial which was accompanied by either 0, 1, 4, 9, 19, or 31 
homogenous distractors. These lures (lures are distractors that are sufficiently dissimilar from the 
target to result in efficient search) were either orange diamonds, yellow triangles, or blue circles. 
Depending on the target (red triangle in Experiment 1A; cyan semi-circle in Experiment 1B), 
lure-target similarity was either high, medium, or low. We found that the reaction time by set 
size function was better fit by a logarithmic rather than linear function. Importantly, we also 
found that reaction times increased logarithmically as a function of set size. This is in contrast to 
the flat search slopes traditionally associated with efficient search (e.g. Wolfe 1994). 
Furthermore, when considered at the linear level, these search slopes were still less than 
10ms/item, even though the data were better fit by a logarithmic function. These logarithmic 
functions reflect an underlying process that is parallel, unlimited in capacity, and, importantly, 
exhaustive in nature (Townsend & Ashby, 1983). In addition, the slope of these logarithmic 
functions was modulated by lure-target similarity, indicating another source of reaction time 
variability in stage-one processing. Such a pattern of results would not have been predicted by 
extant models of visual search. Since the target was always the unique item on at least one 
feature space (specifically, shape and color), stage-one processing times, and thus reaction times, 
should be constant according to current models of visual search (e.g. Wolfe, 1994; Treisman & 
Gelade, 1980, Verghese, 2001; Bundesen, 1990). According to these models, the target should 
have the highest activation value, regardless of the number or type of lures. Attention should thus 
have been deployed directly to the target instead of being affected by set size and lure-target 
similarity. A new model of visual search was thus proposed to account for these data (Buetti et 
al., 2016; Wang, Lleras, & Buetti., 2017). 
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Like previous models, we propose that visual search is a two-stage process. We refer to 
the first stage of processing as the screening stage. Upon the presentation of a search display, 
evidence accumulation begins at all locations in parallel. This evidence that is being accumulated 
is aimed at determining whether the location is likely to contain the target or not. Each 
accumulator reaches a decision threshold independently; some reach threshold before others due 
to the stochastic nature of evidence accumulation. When a location reaches a “target-unlikely” 
threshold, it is deemed to be unlikely to contain the target and thus excluded from further 
processing. Importantly, this target-or-not decision is made for all items in the display, and 
continues even if a location has reached a “target-likely” decision. That is, stage one is 
exhaustive. This gives rise to a logarithmic relationship between reaction times and set size, and 
is one source of systematic variability in stage-one processing. Another source of systematic 
variability in stage-one comes from lure-target similarity. Our simulations have showed that the 
slope of the logarithmic reaction time by set size function is an index of the time taken for 
evidence accumulation to reach threshold (Buetti et al., 2016). The greater the lure-target 
similarity, the longer the time taken for evidence accumulation to reach threshold and determine 
that the location is unlikely to contain the target. This gives rise to the modulation of search 
slopes by lure-target similarity – another source of systematic variability in stage-one processing. 
Items that are sufficiently dissimilar to the target, given the resolution limits, are rejected in stage 
one. The remaining unrejected locations are then passed on to stage-two, the scrutiny stage. In 
this second stage, these locations are then scrutinized by attention in a serial manner to determine 
if the item (referred to as a candidate) is the target. Whereas stage one is characterized by 
logarithmic search slopes, stage-two is characterized by linear search slopes due to its capacity-
limited and self-terminating nature.    
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The upshot of the preceding discussion is that the novel aspect of our model is the 
proposal that stage-one processing times are not invariant. Firstly, we propose that stage-one 
processing is exhaustive in nature, and continues even after a location has been determined to be 
likely to contain a target. As mentioned, current models predict (implicitly) that stage-one 
processing is self-terminating. Attention is thought to be deployed to the target immediately and 
a response would be made; the number of lures thus do not factor into reaction times. Indeed, 
this conclusion has often been reached by the observation that reaction times in these models 
were found and interpreted to be unaffected by set size, which is a characteristic of self-
terminating architectures (see Buetti et al., 2016 for a more in-depth discussion). Secondly, we 
propose that stage-one processing times are modulated by lure-target similarity. Current models 
have used stimuli from disparate ends of the feature spectrum to study efficient search (e.g. a 
single red object among green distractors). This led to the observation of flat search slopes in 
efficient search tasks, and subsequently the conclusion that lure-target similarity does not affect 
stage-one processing times. In contrast, we have shown that this is not the case. Following the 
aforementioned points, it can be said that current models posit that stage-one processing is 
mainly driven by the allocation of attention to the target. In contrast, we propose that stage-one 
processing is mainly driven by the screening out of distractors. Evidence accumulation takes 
place across all items, which necessarily includes all distractors, rather than just the target 
location. As discussed, this has two consequences: stage-one processing times are influenced by 
properties of the distractors, namely set size and lure-target similarity.    
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CHAPTER 2: VISUAL SEARCH MODELS AND EYE MOVEMENTS 
In Wolfe’s (1994) Guided Search model, the first stage of processing involves the 
production of an activation map. Each item in the display has a value on this activation map 
which is determined by both bottom-up contrast signals and top-down attentional influences. For 
example, when instructed to look for a red target, all red items will receive a “boost” and have a 
relatively high value on the activation map. If it is the only red item among green items (i.e. in 
efficient search), the contrast signals will result in a further increase in the activation value. In 
stage-two, attention is then serially deployed to the item with the highest peak on this activation 
map. If it turns out that this item is not the target, attention is then re-deployed to the next item, 
until either the target is found or the search is abandoned. When search is efficient, attention is 
presumed to always be directed toward the target due to a combination of it having the largest 
bottom-up contrast signal and receiving a “boost” in activation by top-down attention as a result 
of having a target template. As such, regardless of the number of items in the display or lure-
target dissimilarity, the target is always found immediately. The first stage of search is thus 
thought to be invariant – it is simply a constant contribution to reaction time that is unaffected by 
set size or lure-target similarity. In the simulations of Guided Search, a 400ms constant was used 
to represent both stage-one processing as well as response-related processing (Wolfe, 1994). The 
Guided Search model thus does not predict any meaningful differences in eye movement patterns 
in efficient search tasks, since attention, and thus eye movements, will be immediately directed 
to the target.  
The focus of Guided Search was to predict and explain reaction time behavior in visual 
search. Other models, such as Zelinsky’s (2008) Target Acquisition Model (TAM), explicitly 
focused on modelling and predicting eye movements. A brief description of the model is as 
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follows. Upon the presentation of the search display, the image is first transformed, using a filter, 
to simulate the resolution limits of the retina (i.e., loss of acuity in the periphery). This filtered 
image is then decomposed into individual features such as color and luminance. This is then 
compared to a representation of the target to produce a target map that indicates the amount of 
visual similarity between each location in the display and the target. This visual similarity is the 
basis of the amount of evidence (signal) for the target at each location in the display. Eye 
movements are then made to the point on the target map with the greatest signal. If it turns out 
that this point does not contain the target, the whole cycle repeats until the target is found or until 
search is abandoned. Like Guided Search, TAM does not predict any variability in stage-one 
processing.  
We previously showed that the two characteristics of the screening process in our model 
(exhaustiveness and sensitivity to lure-target similarity) are inherent properties of the underlying 
cognitive architecture and not simply artefacts of eye movements (Ng, Lleras, & Buetti, accepted 
pending minor revisions). When participants were instructed to complete an efficient search task 
without moving their eyes, the same pattern of results arises as when they were allowed to do so. 
In both cases, logarithmic slopes that were modulated by lure-target similarity were observed. 
Nevertheless, unless specifically instructed not to do so, eye movements are often executed in 
visual search tasks (Zelinsky, 2008). Furthermore, the natural behavior of people is to make eye 
movements during visual search, even if the search can be completed more efficiently without 
any eye movements (Findlay & Gilchrist, 1998; Zelinsky & Sheinberg, 1997). Eye movements 
are thus important aspects of visual search; numerous investigations of visual search have been 
carried out in the context of eye movements (e.g. Zelinsky, 2008; Young & Hulleman, 2013; 
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Zelinksy & Sheinberg, 1995, 1997). Thus, in the present study we examined eye movements in 




CHAPTER 3: METHODS 
 There were two experiments that were carried out using the same general method. The 
first one involved a red triangle target, while the second one involved a blue semi-circle target. 
Both experiments were pre-registered on Open Science Framework (OSF: https://osf.io/pve8d/). 
Inclusion-Exclusion Criteria 
The following inclusion-exclusion criteria were pre-registered on OSF 
(https://osf.io/pve8d/). We first excluded participants who completed less than 90% of the 
experiment. These were usually participants who had trouble fixating on the center of the screen 
or took long breaks. Then, we removed those with less than 90% overall accuracy. We then 
removed participants who had overall mean RTs that were 2 standard deviations away from the 
group mean. Participants were also excluded on the basis of eye movements. More elaboration 
regarding this will be provided in the next section. Lastly, we only analyzed the first 18 or 36 
participants (depending on the experiment) that met these criteria.    
Participants 
 Undergraduate students from the University of Illinois at Urbana-Champaign participated 
in the experiments in exchange for either course credit in a Psychology class or an $8 monetary 
compensation. All participants had normal or corrected-to-normal vision, and were determined to 
be non-colorblind by using the Ishihara color plates. 
In the red-target experiment, we ran 26 participants (21 females, mean age = 20). All 
participants had overall accuracy levels above 90%. Three participants were removed for 
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excessive eye movements in the fixed-viewing condition1 (15% of the trials) and 2 were removed 
for having overall RTs that were 2 standard deviations away from the group mean. Out of the 
remaining 21 subjects, there were 2 who did not have any eye movements in at least one 
condition. We reasoned that it made little sense to include these participants in the analyses since 
it would result in missing vales and an inability to conduct analyses of variance. We thus 
removed them, leaving us with 19 participants. It should be noted that this criterion was not 
included in our pre-registration as we did not foresee it. Since we declared that we will only use 
18 participants in our pre-registration, we only took the first 18 participants from the remaining 
participants who passed all the inclusion-exclusion criteria.  
 In the blue-target experiment, we ran 54 participants (30 females, mean age = 20). We 
excluded 9 participants who did not complete at least 90% of the experiment, 5 participants who 
made eye movements in more than 30% of the trials in the fixed-viewing condition2, and 2 
subjects who had overall RTs beyond two standard deviations from the mean. Of the remaining 
38 participants, there was one participant who did not make any eye movements in certain 
conditions. As before, we removed this participant, and analyzed the data from only the first 36 
remaining participants that met our inclusion criteria.  
Stimuli and apparatus 
                                                 
1 It should be noted that parts of the data from this study (not reported here) have been analyzed 
and reported in a separate manuscript (Ng, et al., submitted). In brief, the other study looked at 
logarithmic slopes when participants were not allowed to move their eyes This was the reason 
for excluding subjects that made excessive eye movements in the fixed-viewing condition. This 
present study instead analyzes the eye movement variables that arose when participants were 




 The distractor stimuli were symmetric blue circles or orange diamonds. One group of 
participants were assigned to the red-target experiment, while the other group was assigned to 
the blue-target experiment. The stimuli were distributed across a circular array with 36 locations. 
The array was made up of three concentric rings spanning 4.17, 7.73, and 14.3 degrees of visual 
angle. This circular array was utilized to minimize crowding (Bouma, 1970; Pelli & Tillman, 
2008; Madison, Lleras, & Buetti, 2017).  The distribution of the stimuli across the array was 
pseudo-random, with the constraint that all stimuli will be distributed equally across the four 
quadrants of the screen. The quadrants and the concentric rings were used only in the creation of 
the search array and were not visible to participants. 
 The search arrays were first created using Psychtoolbox for MATLAB (Brianard, 1997). 
These were then exported as .png image files to be used with Experiment Builder for use with 
the Eyelink 1000 eye-tracker. The search array was presented on a black background on a 22-
inch (400 x 300 mm) cathode ray tube monitor at a refresh rate of 85Hz and a resolution of 1024 
x 768 pixels. Each stimulus item subtended .833 degrees of visual angle. 
 Participants viewed the search arrays from a distance of 59cm with their head on a chin 
rest. Eye movements were recorded using a tower-mounted EyeLink 1000 eye-tracker at a 
1000Hz resolution. 
Design and Procedure 
 The three independent variables were: lure type (high- or low-similarity), set size (1, 4, 
12, 32), and viewing condition (fixed-viewing vs. free-viewing). It should be noted that there 
were 14 instead of 16 cells as there were no lure type condition for the target-only condition (2 x 
(2x3 + 1) = 14). There were 32 trials per cell, with a total of 448 trials in the experiment. 
Viewing-condition was blocked (i.e. all trials within the same block were either fixed-viewing or 
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free-viewing), and all trials were randomized within each block. Participants in the red-target 
experiment always started with the free-viewing block first, while half the participants in the 
blue-target experiment started with the free-viewing block first and the other half started with the 
fixed-viewing block first. This was done to examine the effects of eye movements on search 
efficiency (for more details see Ng et al., accepted pending minor revisions). We further 
subdivided each block into 8 mini-blocks with 28 trials each. The trials in these mini-blocks had 
the same distribution of all condition (i.e. 2 trials per condition). 
 Before the start of the experiment, participants underwent a fixation training exercise 
(Guzman-Martinez, Leung, Franconeri, Grabowecky, Suzuki, 2009). In this fixation training, 
participants viewed a rapidly alternating display that was made up of an equal number of 
randomly distributed black and white pixels. On each alternation, the color of the pixel reversed, 
such that all white pixels now became black and vice-versa. Participants were instructed to 
maintain their fixation on the center of this display. As long as their eyes were stationary, this 
rapidly alternating display appeared as a uniformly grey display due to perceptual averaging. 
However, any eye movements caused the perceptual averaging to be disrupted, resulting in the 
emergence of a random black-and-white dot pattern. This fixation training lasted approximately 
2 minutes.   
 In the free-viewing block, participants were instructed to keep their eyes on the central 
fixation cross before every trial, but they were free to move their eyes once the search array was 
presented. In the fixed-viewing block, participants were instructed to keep their eyes on the 
fixation cross at all times, even when the search array was presented. In order to ensure that 
participants were fixating at the central fixation cross before each trial, the experiment was 
programmed such that re-calibration was performed if they were not doing so after 3 seconds. 
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Participants were told that they were free to move their eyes during the blank interstimulus 
interval to prevent fatigue. Before each block, a pseudo-random 9-point calibration was 
performed. Participants were given a self-paced rest period every 28 trials (i.e. after each min-
block), after which drift correction was performed before resuming the experiment. Participants 
were also given a short rest between each experimental block. 
 Each trial began with a central fixation cross which was presented for 1 second, followed 
by the search array. Participants had to respond to the identity of the target by pressing ‘z’ when 
the target was pointing to the left, or ‘/’ when the target was pointing to the right. The search 
array remained on the screen until a response was made. Feedback was given only for an 
incorrect response, in the form of a loud beep. 
Data Analysis 
All reported analyses were pre-registered on Open Science Framework1. Greenhouse-
Geisser correction was applied wherever necessary, and are reported with corrected p values (pc), 
as well as epsilon (ε). Partial omega-squared values (ωp
2) are also reported.  
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CHAPTER 4: RESULTS 




A 3 (set size) x 2 (lure type) repeated-measures ANOVA was conducted on the average 
latency reaction times in the free-viewing condition. There was a main effect of lure type, 
F(1,17) = 49.97, p < .001, ωp² = 0.720, and set size, F(2,34) = 36.78, p < .001, ωp² = 0.659. 
However, this was qualified by a significant interaction, F(2, 34) = 19.59, p < .001, ωp² = 0.501. 
Follow-up one-way ANOVAs revealed that reaction times increased with set-size for the high-
similarity (orange) displays, F(2,34) = 37.92, p = <.001, ωp² = 0.666, but not the low-similarity 
(blue) displays, F(2, 34) = 0.8, p = .459, ωp² = -0.0109. 
Blue targets  
The same analyses were conducted for Experiment 2. There was a main effect of lure 
type, F(1, 35) = 91.16, p < .001, ωp² = 0.709, and set size, F(2,70) = 39.24, <.001, ωp² = 0.512. 
The interaction was also significant, F(2, 70) = 10.14, p < .001, ωp² = 0.200. Follow-up one-way 
ANOVAs revealed that reaction times increased with set-size for the both the high-similarity 
(blue) displays, F(2,70) = 35.96, pc < .001, ε  = 0.789, ωp² = 0.489 as well as the low-similarity 
(orange) displays, F(2,70) = 10.21, p < .001, ωp² = 0.201. 
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Initial saccade latency 
The steeper logarithmic slopes in high-similarity displays are reflective of a longer 
evidence accumulation process that is an inherent characteristic of stage-one processing (Buetti 
et al., 2016). This lengthier evidence accumulation process should also be observable in the 
latency of the initial saccade, which is thought to be an index of the time taken for the initial 
processing upon the onset of the display, as well as the processes involved in generating and 
landing a saccade after this initial processing (Bichot & Schall, 1999; Pomplun, Reingold, & 
Shen, 2001, Zelinsky, 1996). Task difficulty and lure-target similarity have been shown to 
lengthen the initial saccade latency (e.g. Pomplun, Garaas, & Carrasco, 2013). According to our 
model, the greater the lure-target similarity, the longer it takes for evidence accumulation to 
reach threshold. Thus, we would expect processing during the initial fixation, before the initial 
saccade is made, to take longer to complete when lure-target similarity is high. Non-saccade 
trials and trials with saccade latencies of less than 50ms were excluded from this analysis. 
Red targets 
A 3 (set size) x 2 (lure type) repeated-measures ANOVA was conducted on the average 
latency of the initial saccade. There was a main effect of lure type, F(1,17) = 42.37, p < .001, ωp² 
= 0.685, but not set size, F(2,34) = 3.24, p = .0517, ωp² = 0.108. However, this was qualified by a 
significant interaction, F(2, 34) = 7.3, p = .00231, ωp² = 0.254. Follow-up one-way ANOVAs 
revealed that initial saccade latencies increased with set-size for the high-similarity (orange) 
displays, F(2,32) = 8.64, p = <.001, ωp² = 0.304, but not the low-similarity (blue) displays, F(2, 
32) = 2.82, p = .07, ωp² = 0.0942. 
Blue targets  
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The same analyses were conducted for Experiment 2. There was a main effect of lure 
type, F(1, 35) = 121.96, p < .001, ωp² = 0.766, set size, F(2,70) = 6.71, pc = .00416, ε = 0.822, 
ωp² = 0.135. The interaction was also significant, F(2, 70) = 15.167, pc < .001, ε = 0.81, ωp² = 
0.28. Follow-up one-way ANOVAs revealed that initial saccade latencies decreased with set-
size for the low-similarity (orange lures) displays, F(2,70) = 16.94, pc < .001, ε  = 0.747, ωp² = 
0.304, but not the high-similarity (blue lures) displays, F(2,70) = 0.67, p = .517, ωp² = -0.00912. 
   
 
Figure 1. Mean latency of the initial saccade (in ms) for the red-target (left) and blue-target 
(right) experiments respectively. Mean latencies increased with lure-target similarity. Error bars 
indicate the standard error of the mean.
Red target Blue target 
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 As predicted, the average initial saccade latency was longer when lure-target similarity 
was higher. This corroborates our model’s proposal that evidence accumulation times are 
modulated by lure-target similarity. However, a curious result was observed with regards to set 
size. Initial saccade latencies increased with set size only in the high-similarity displays of the 
red-target experiment but not in any other conditions. The opposite was observed in the low-
similarity displays of both experiments: initial saccade latencies decreased with set size (note 
that this was only marginally significant in the red-target experiment). We do not have a 
reasonable explanation for this inconsistent pattern of results. However, we suspect that this 
might be due to the fact that target eccentricity was not controlled for. As such, targets could 
have been in the far periphery more often in some set sizes (Figure 1). We thus did a post-hoc 
exploratory analysis, with target eccentricity instead of set size as a factor, to further explore this 
curious result. It should be noted that adding target eccentricity as a factor in addition to set size 
would have led to a very small number of conditions per trial. Such an analysis would not be 
reliable; we thus left out set size as a factor in this analysis. 
 
 
Figure 2. Average number of trials, per participant, for each set size and target eccentricity. As 
target eccentricity was not controlled for, it appears that there are differences in the number of 
Red target Blue target 
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Figure 2 (cont.) trials at each eccentricity which varied with set size. This could have led to the 
unexpected results in the initial saccade latency analyses. 
Red targets 
A 3 (target eccentricity) x 3 (lure type) repeated-measures ANOVA was conducted on the 
average latency of the initial saccade. There was a main effect of lure type, F(2, 34) = 14.05, pc 
<.001, ε = 0.751, ωp² = 0.414, and eccentricity, F(2,34) = 33.88, p <.001, ωp² = 0.640. The 
interaction was not significant, F(4, 68) = 0.152, pc = .96, ε = 0.529, ωp² = -0.0487  
Blue targets  
The same analyses were conducted for the blue-target experiment. There was a main 
effect of lure type, F(2, 68) = 25.90,  pc< .001, ε  = 0.755, ωp² = 0.413, as well as eccentricity, 
F(2, 68) = 43.28 ,  pc < .001, ε  = 0.681, ωp² = 0.544. The interaction was not significant, F(4, 
136) = 0.456, p = .768, ωp² = -0.0157. 
    
 
Figure 3. Mean latency of the initial saccade (in ms) for the red-target (left) and blue-target 
(right) experiments respectively, as a function of target eccentricity. Mean latencies increased 
with lure-target similarity, as well as target eccentricity. Error bars indicate the standard error of 
the mean. 
Red target Blue target 
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When initial saccade latencies were examined in terms of target eccentricity rather than 
set size, a clearer pattern of results is observed. As before, the greater the lure-target similarity, 
the longer the initial saccade latency. In addition, the further away the target is in the periphery, 
the longer the initial saccade latency. The longer initial saccade latency for further target 
eccentricities might be due to the additional time required to program and execute a saccade that 
is larger in amplitude (Hodgson, 2002). In addition, it could also be that the time taken for 
evidence accumulation is influenced by the distance of the item from the fovea, a point that we 
will elaborate on in the discussion. However, this still does not explain why the initial saccade 
latencies did not show a clear increase with set size. This lack of a clear pattern of results with 
regards to set size seems to be incompatible with the exhaustive nature of stage-one processing. 
Initial saccade latencies should have increased with set size, since our model proposed that stage-
one processing is exhaustive and continues even after the target has been processed. We thus 
examined some properties of the initial saccade. 
Distance between initial saccade and target 
 The landing location of the initial saccade can shed some light on the information 
available to participants after the initial processing of the display. If the initial saccade lands near 
the target, it is likely that the participant had information about the target location and is thus 
able to saccade directly to or near it. On the other hand, if the initial saccade lands far away from 
the target, it is likely that observers had no target information before making the saccade. 
According to our previous model, there should be no difference at all between the different 
conditions. An exhaustive processing of the entire display in stage one would mean that 
information about the target location would be available once an eye movement is made. This 
necessarily means that there should not be any target-uninformed saccades at all. Even if there 
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were such saccades, their occurrence should not be significantly different between the different 
conditions.  
Red targets 
A 3 (set-size) x 2 (lure type) ANOVA was conducted on the Euclidean distance between 
the landing location of the first saccade and the target. There was a main effect of lure type, 
F(1,17) = 63.54, p < .001, ωp² = 0.767, but not set-size, F(2,34) = 1.22, p = .309, ωp² = 0.0116. 
There was no significant interaction, F(2,34) = 1.42, p = .255, ωp² = 0.0222.  
Blue targets 
The pattern of results was the same in Experiment 2. There was a main effect of lure 
type, F(1,35) = 65.17, p < .001, ωp² = 0.634, but not set-size, F(2,70) = 1.06, p = .351, ωp² = 
0.00164. The interaction was also not significant, F(2,70) = 0.019, p = .981, ωp² = -0.0276. 
   
 
Figure 4. Mean distance between the landing location of the initial saccade and the target (in 
deg) for the red-target (left) and blue-target (right) experiments respectively. The initial saccade 
landed further away from the target when lure-target similarity was relatively higher. Error bars 
indicate the standard error of the mean. 
Red target Blue target 
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Interestingly, the initial saccade tended to land further away from the target when lure-
target similarity was relatively higher regardless of set size. Again, this is incompatible with our 
model’s proposal of complete exhaustive processing of the entire display in stage one. It appears 
that in high-similarity displays, there were more trials in which information about target location 
was unknown when an eye movement is made. However, A distance-based measure of error, 
which we have just presented, might be insufficient to make the claim that participants are less 
likely to have information about target location when lure-target similarity is relatively high. 
Participants could have made saccades to the “center-of-gravity” among a group of items – 
intermediate locations between items rather than the individual items themselves (Zelinsky, 
2008; Findlay, 1982, 1997). Neurally, this is evidenced by the observation of saccades being 
related to the activity of a population of neurons that cover a wide area rather than a specific 
location of the visual field (McIlwain, 1991). In addition, participants could have had some 
information about the target location but were unable to saccade directly to it, instead making 
smaller saccades in the direction of the target to get closer to it (Zelinsky, 2008). As such, it 
could be the case that participants in fact had information about the target location as a result of 
exhaustive stage-one processing across the entire display, but had different eye movement 
behaviors to saccade to the target that might be influenced by lure-target similarity. As such, we 
further examined the landing location of the initial saccade by looking at the direction of the 
initial saccade 
 Error saccades 
In this post-hoc exploratory analysis, we estimated the probability of a target-uninformed 
(“guess”) saccade using the MemToolbox (Suchow, Brady, Fougnie, & Alvarez, 2013; 
memtoolbox.org). Originally developed for estimating errors in visual working memory, the 
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MemToolbox allows us to quantify saccade errors as the angular difference between the landing 
location of the initial saccade and a “perfect” saccade. Here, a perfect saccade refers to a saccade 
in which target location information is available, and the saccade is executed directly toward the 
target. These error data are then fed into a mixture model which assumes, in our experiment, that 
there are two trial types: one in which the participant has enough evidence to make a target-
informed saccade, and another in which the participant does not and thus makes a target-
uninformed saccade, the direction of which is based on a random guess. This was a post-hoc 
exploratory analysis that we decided upon only after looking at the results. Furthermore, we did 
not have enough trials, per condition per subject, for robust statistical analyses. The results are 
thus instead presented graphically in Figure 4. 
 
 
Figure 5.  Probability of making a target-uninformed (“guess”) saccade as a function of 
eccentricity and lure-target similarity for the red-target (left) and blue-target (right) experiments 
respectively. Observers were more likely to make a target-uninformed saccade (not directly 
toward the target) when lure-target similarity was high. 
 It appears that there is a higher probability that the initial saccade was target-uninformed 
when lure-target similarity was relatively high. In addition, this probability increased with target 
Red target Blue target 
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eccentricity only when lure-target similarity was relatively high. These observations are again 
inconsistent with our model’s completely exhaustive nature of stage-one processing. If the entire 
search display has been processed exhaustively when an eye movement is made, information 
about target location would be available to guide the saccade. There should not have been any 
significant differences in the probability of a target-uninformed saccade between the different 
conditions. Our results suggest that when lure-target similarity is high, there is a higher 
probability that information about target location is still unknown when the first eye movement is 
made. This is further compounded by target eccentricity.  
Number of fixations  
Finally, we examined the average number of fixations in each condition. If stage-one 
processing was indeed completely exhaustive, there should be no difference in the average 
number of fixations between the conditions. Indeed, the average number of fixations should be 
close to two (including the initial fixation upon the onset of the display). Participants should have 
been able to saccade to the target directly, in the majority of trials, if information about target 
location was available after exhaustive stage-one processing. On the other hand, given the results 
so far, we might expect that the number of fixations would be higher in high-similarity display. 
Trials without any eye movements were excluded from analysis.  
Red targets 
A 3 (set size) x 2 (lure type) repeated-measures analysis of variance (ANOVA) was 
conducted on the average number of fixations. There was a main effect of lure type, F(1, 17) = 
26.44, p < .001, ωp² = 0.572, as well as set size, F(2,34) = 9.88,  p< .001, ωp² = 0.324. There was 
also a significant interaction, F(2, 34) = 8.34, p = .00113, ωp² = 0.284. The number of fixations 
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increased with set size in high-similarity displays, F(2, 34) = 11.65, p <.001, ωp² = 0.365, but not 
low-similarity-displays, F(2, 34) = 1.48, pc = .243, ωp² = 0.0253.  
Blue targets 
The same analyses were conducted for Experiment 2. There was a main effect of lure 
type, F(1, 35) = 69.93, p < .001, ωp² = 0.651, as well as set size, F(2,70) = 37.12, p < .001, ωp² = 
0.497. However, the interaction was not significant in this experiment, F(2, 70) = 2.89, p = 
.0623, ωp² = 0.0492. 
 
   
 
Figure 6. Mean number of fixations for the red-target (left) and blue-target (right) experiments 
respectively. More fixations were made when lure-target similarity was higher, as well as when 
set size was larger. Error bars indicate the standard error of the mean. 
 
The increase in number of fixations with greater lure-target similarity and set size again 
seems to suggest that stage-one processing is in fact not exhaustive. There should not have been 
any significant differences in the number of fixations – participants would have been able to 
saccade directly to, and fixate on, the target. Interestingly, Figure 6 suggests that the set-size by 
Red target Blue target 
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mean number of fixations functions are better fit by a logarithmic rather than a linear function. 
We thus explored this by comparing the logarithmic and linear fits for each of the four functions. 
The target-only condition was also included in the fitting of these functions. Across all lure-
target similarities in both experiments, the logarithmic functions were a better fit (numerically) 
than the linear fits (Table 1). 
Experiment High-similarity lures Low-similarity lures 
Log Linear Log Linear 
Red 0.843 0.722 0.662 0.568 
Blue 0.774 0.643 0.592 0.584 
Table 1. R2 values for the set-size by mean number of fixations functions in each experiment. 
The data were better fit by logarithmic functions in all conditions.    
At first glance, it appears that the logarithmic functions that are observed in reaction 
times could simply be due to eye movements. Consequently, this would suggest that the 
logarithmic functions are not a result of the cognitive architecture of stage one but instead simply 
an artefact of eye movements. However, we have previously shown that this is not the case. 
When these same participants are instructed to do the same efficient search task without eye 
movements, logarithmic functions in reaction times were still observed (Ng et al., accepted 
pending minor revisions). In fact, accuracy was comparable between the free- and fixed-viewing 
conditions (Table 2). Taking this together with the aforementioned eye movement results, it 
appears that top-down control is present even in efficient search. When participants are allowed 
to move their eyes freely, lure-target similarity influences a number of eye movement variables. 
However, under strategic control (in fixed-viewing conditions), participants are still able to do 
the same task with comparable accuracy. 
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Experiment Target-only High-similarity lures Low-similarity lures 
Fixed Free Fixed Free Fixed Free 
Red 0.982 0.989 0.985 0.985 0.985 0.987 
Blue 0.964 0.989 0.962 0.977 0.960 0.981 
Table 2. Accuracy rates comparing the fixed- and free-viewing conditions across all experiments 




CHAPTER 5: DISCUSSION 
 Reaction times in efficient visual search has traditionally been considered by current 
models to be invariant with both set size and lure-target similarity. In contrast, our lab recently 
demonstrated systematic variability in stage one of visual search (Buetti et al., 2016; Wang et al., 
2017; Madison et al., 2017; Ng et al., accepted pending minor revisions). Reaction times were 
observed to increase logarithmically with set size. In addition, the slope of these logarithmic 
functions increased with lure-target similarity. Based on these results, we proposed that stage-
one processing is exhaustive and parallel (Buetti et al., 2016; Townsend & Ashby, 1983). This is 
in contrast to current models of search, which propose (implicitly) that stage one of visual search 
is self-terminating (e.g. Wolfe, 1994; Treisman & Gelade, 1980; Verghese, 2001; Bundesen, 
1990; Zelinsky, 2008). In the present study, we examined eye movements in an efficient visual 
search task with a fixed target in order to further elaborate on our model. 
Interestingly, the current data is incompatible with our model’s proposal that stage-one 
processing is exhaustive. If the decision to end stage one is truly exhaustive, then there should 
not have been any differences across lure conditions with regards to eye movement behavior 
(except for perhaps initial saccade latency). The eyes would move directly to the target once 
stage one is completed, since exhaustive processing would mean that the observer has 
information about target location. However, the fact that we observed logarithmic reaction time 
by set size functions here, and in previous experiments (e.g. Buetti et al., 2016; Wang et al., 
2017; Wang et al., 2018; Madison et al., 2017), indicate that stage one must be exhaustive - other 
forms of cognitive architectures (e.g. self-terminating processes) give rise to markedly different 
reaction time by set size functions (Townsend & Ashby, 1983; Buetti et al., 2016). To reconcile 
this apparent contradiction, we propose two updates to our model: (1) the decision to stop 
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evidence accumulation in stage one is determined by top down factors, and (2) stage one is 
indeed exhaustive, although not necessarily across the entire search display.  
The fact that the same participants were able to complete the same task, with comparable 
accuracy, when they were instructed not to move their eyes suggest that the decision to stop 
evidence accumulation in stage one is determined by top down factors such as strategy and task 
instructions. (Table 2; see also Ng et al., accepted pending minor revisions). When eye 
movements are restricted, participants have no choice but to wait for evidence accumulation to 
complete across the entire display. On the other hand, under free-viewing conditions, different 
strategies might affect the time taken for the decision to stop evidence accumulation. For 
example, “passive” searchers might choose to wait longer at the initial fixation to accumulate 
more evidence to guide their eye movements as compared to “active” searchers (e.g. Smilek, 
Enns, Eastwood, Merikle, 2006; Lleras & von Mühlenen, 2004). What seems to be happening is 
that, in free-viewing tasks, participants choose to move their eyes once a subset of accumulators 
closest to fixation have reached threshold. On the other hand, when eye movements are 
restricted, participants are able to wait for accumulation to reach threshold even at the farthest 
eccentricity. Importantly, this demonstrates that the decision to stop evidence accumulation in 
stage one is under strategic control and influenced by top-down factors, even in efficient search. 
This is in contrast to current theories of search, which posit that stage-one processing occurs 
without any, or with minimal, top-down influences (i.e. “preattentive”; Wolfe & Horowitz, 2017; 
Treisman & Gelade, 1980).  
Evidence accumulation times are the shortest for accumulators that fall on the fovea and 
increase systematically with eccentricity; accumulators that are closest to fixation will thus reach 
threshold first (Wang et al., 2018; Buetti et al., 2016). In addition, lures that are higher in 
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similarity to the target will take longer to reach threshold (Buetti et al., 2016; Wang et al., 2017; 
Wang et al., 2018, Madison et al., 2017). In our previous model, we proposed that stage one ends 
when all accumulators have reached threshold. In contrast, the current data suggest that this is 
not the case. Instead, we propose that stage one is indeed exhaustive, although not necessarily 
across the entire display. Rather, stage one ends when a certain subset of accumulators around 
fixation has reached threshold and the target is found. Critically, the apparent conflict between 
the reaction time and eye movement data is resolved here: the logarithmic reaction time 
functions indicate that processing is still exhaustive within this region around fixation, even 
though accumulators outside of this subset might not reach threshold. If the target is within this 
subset, stage one ends. If the target is not within this subset, an eye movement is made and 
evidence accumulation continues at the new fixation location. This does not necessarily indicate 
the end of stage-one processing – a point which will be elaborated on later. Nevertheless, the 
logarithmic reaction time functions demonstrate that the decision to end stage one is independent 
of the status of the target. Even if the target has been processed, evidence accumulation 
continues exhaustively until all accumulators within this region have reached threshold. If stage 
one ends once the target is found (i.e. a self-terminating process), logarithmic functions would 
not have been observed (Townsend & Ashby, 1983; Buetti et al., 2016).  
As discussed, top-down influences determine this subset of accumulators. However, we 
are currently agnostic as to how this subset of accumulators is determined functionally. It could 
be that the decision to stop evidence accumulation is made when the target is not found after a 
certain time. This decision could also be spatially rather than temporally determined. That is, it 
could be that evidence accumulation stops when all accumulators within a certain radius of the 
current fixation have reached threshold. This is similar to the idea of the functional viewing field 
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(FVF): an area around fixation from which useful information could be obtained without moving 
the eyes (e.g. Sanders, 1970; Engel, 1971; Jacobs, 1986; Hulleman & Olivers, 2015). 
Nevertheless, the current data show that this decision is modulated by lure-target similarity. 
Evidence accumulation times are longer when lure-target similarity is relatively higher. As such, 
given the same amount of time, there will be fewer accumulators around fixation that have 
reached threshold when lure-target similarity is relatively higher.  Indeed, initial saccades in the 
high-similarity displays tended to land further away from the target, due to their tendency to be 
target-uninformed given the smaller number of fixations that have reached threshold, as 
compared to those in low-similarity displays. Similarly, there would be more accumulators that 
have yet to reach threshold, and thus require additional processing, when lure-target similarity is 
higher. This is corroborated by the observation of an increase in the number of fixations when 
lure-target similarity was higher.  
Since participants made more than one eye movement in our search tasks, does it mean 
that they are performing stage-two (inefficient) search tasks instead? This is unlikely to be the 
case. What determines whether a process is stage one or stage two is not whether eye movements 
are made, but rather the type of processing that is undertaken. Stage one is characterized by an 
unlimited-capacity, exhaustive, and parallel process, while stage two is a capacity-limited, self-
terminating, and serial process. We have previously shown that stage one and stage two 
processes have different reaction time by set size functions in fixed-target efficient search (Buetti 
at el., 2016). Stage-one processing produces logarithmic search slopes, while stage-two 
processing produces linear search slopes. In inefficient visual search tasks, increasing the number 
of lures (that are rejected in stage-one screening) leads to a change in logarithmic but not linear 
search slopes. If distractors are sufficiently different from the target, as was in this study, stage 
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one can reject these distractors without the need for stage-two. In addition, in target present-
absent tasks, the slopes of target-absent trials are typically double that of target-present trials in 
inefficient search, stage-two search, but parallel (i.e. 1:1) in efficient, stage-one search (Wolfe, 
Palmer, & Horowiz, 2011; Treisman & Gelade, 1980). We have data showing that, in a present-
absent task, the displays used in this present experiment give rise to parallel logarithmic 
functions, suggesting that the task is indeed stage one in nature. Thus, it appears that eye 
movements are made even while stage one is still underway. Eye movements do not indicate the 
end of stage one and the start of stage two. Rather, they reflect the fact that exhaustive 
processing has been completed within a subset of accumulators closest to fixation. If the target is 
not contained within this subset, an eye movement is then made to regions of the display with 
accumulators that have not yet reached threshold. As discussed, this subset and thus the decision 
to stop evidence accumulation and make an eye movement is firstly controlled by top-down 
factors such as strategy or task instructions. In addition, lure-target similarity also influences this 
subset – the higher the lure-target similarity, the smaller this subset around fixation.  
 
Implications for models of visual search 
Recently, Hulleman and Olivers (2015) proposed a new way of thinking about visual 
search. They view search as being better explained by fixations and FVFs rather than individual 
items. The area of the FVF is not fixed. Rather, its size depends on the discriminability of the 
stimuli; it decreases as target-distractor similarity increases (Young & Hulleman, 2013; 
Belopolsky & Theeuwes, 2010; Hulleman & Olivers, 2015). The simulations in Hulleman & 
Olivers (2015) focused mainly on stage-two search (the “medium” and “hard” conditions) – 
there was only one condition for stage-one search (the “easy” condition). Like many previous 
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studies of visual search, the lack of a more fine-grained examination of efficient search (e.g. 
using only one level of lure-target similarity) has led them to the conclusion that the FVF for 
efficient (stage one) search encompasses the entire search display. Here, our results show that the 
size of the FVF can be modulated by target-distractor similarity, even in efficient search. The 
FVF appears to be smaller, or at least does not cover the entire search display, when lure-target 
similarity was relatively high. In such scenarios, participants should not be able to complete the 
search task without moving their eyes.  
However, participants in the present study were able to complete the same task, with 
comparable accuracy, without making any eye movements (Table 2; see also Ng et al., accepted 
pending minor revisions). In inefficient (stage-two) search tasks, the size of the FVF increases 
dynamically as a function of fixation duration when participants are restricted from making eye 
movements (Motter & Simoni, 2008). These results suggest that the size of the FVF is dependent 
not just on target-distractor similarity, but also on factors such as strategies and task instructions. 
Hulleman and Oliver’s (2015) framework, with modifications to account for these factors, is thus 
not incompatible with our model. Nevertheless, the decision to move the eyes after a certain 
subset of accumulators have reached threshold can have the same behavioral consequences as the 
idea of an FVF. Indeed, Motter & Simoni (2008) acknowledge that the increase of the size of the 
FVF “may simply reflect the reaching of a detection threshold sooner in areas near the fovea”, as 
our model proposes. If the participant waits long enough for evidence to accumulate (like when 
they are instructed not to move their eyes), information can be extracted from a wider area than 
what appears to be the FVF. Thus, it is not the case that the participant has a FVF of a particular 
size without any useful information outside of it. It might be more parsimonious to simply 
consider visual search in terms of accumulation times rather than FVFs. In these types of tasks, 
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assumptions about the homogeneity and shape of the FVF have to be made in order for it to 
retain its explanatory power (e.g. Wang et al., 2017; Kristjánsson, Chetverikov, & Brinkhuis, 
2015; Motter & Simoni, 2008; Hulleman & Olivers, 2015). 
In addition, our results also stand in contrast to previous theories of visual search, which 
do not incorporate the effects lure-target similarity on evidence accumulation times nor the 
effects of set size on stage-one completion times (i.e. an exhaustive termination rule). In Wolfe’s 
(1994) Guided Search, stage-one processing produces an activation map with peaks that 
correspond to activation values at each location. These activation values are determined by 
bottom-up contrast signals, as well as top-down information about the target properties. In stage-
two, attention is then serially directed to the location with the highest activation value. In fixed-
target efficient search tasks such as the ones we have used, features of the target (e.g. red, 
triangle) receive a “boost” to their activation due to top-down attentional guidance. The target 
would thus always have the highest activation value – attention (and any eye movements) would 
be deployed directly to the target regardless of set size or lure-target similarity. With regards to 
models that deal with eye movements, Itti and Koch’s (1999) computational model proposes that 
eye movements are directed to the area of the image where the local contrast signal is the 
highest. Their saliency-based model would similarly predict that eye movements in efficient 
search tasks would be directly executed to target, which will always have the highest local 
contrast signal since it is always the unique item on the display. However, it should be noted that 
the Itti and Koch (1999) model was not created to explicitly model visual search, but rather eye 
movements in free-viewing of scenes. 
 In comparison, Zelinsky’s (2008) Target Acquisition Model (TAM) is a model that 
explicitly predicts eye movement behavior in visual search tasks. Eye movements are directed to 
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a target map that contains a “hotspot” that indicates the region with the greatest visual similarity 
to the target. In efficient search, this hotspot would always contain the target since it has the 
greatest visual similarity to the target template, and the lures are sufficiently dissimilar to have a 
low activation value such that they would not be mistakenly determined as the hotspot. It should 
be noted that TAM does take into account the resolution limitations of the periphery. It is thus 
possible that TAM might yield the same result as the present study, since the poorer resolution of 
the periphery might result in the confusion of a high-similarity distractor as the target and deem 
it as the hotspot instead. Nevertheless, the theoretical approaches of our model and TAM are 
different.  
 Although our previous model would have made the same predictions with regards to eye 
movement patterns as these models, the theoretical underpinnings are different. These models 
(e.g. Wolfe, 1994; Zelinsky 2008) do not make explicit claims about the processing times of 
lures. That is, regardless of lure type and set size, stage-one processing times are constant. Any 
increase in reaction time is thought to be due to attention being directed, in stage-two, to a peak 
in the activation map or hotspot that is not in fact the target. Attention is then redeployed to the 
next peak or hotspot, resulting in increased reaction times.  Importantly, these models thus 
propose that any systematic variability in reaction times occur in stage-two. In contrast, our 
model explicitly predicts that stage-one processing times are modulated by lure-target similarity 
and set size due to the underlying cognitive architecture of an exhaustive evidence accumulation 
process.  
Limitations and Constraints on Generality 
 In this study, there were participants who made relatively little eye movements. In fact, 
we had to exclude a small number of participants who did not make any eye movements at all in 
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certain conditions. These participants could have used a different search strategy in the task than 
those who were included in the sample. A visual search task can be done passively, during which 
the participant waits and allows the target to “pop” into awareness, or actively, during which the 
participant starts to actively guide their attention upon onset of the display (Smilek, Enns, 
Eastwood, Merikle, 2006; Lleras & von Mühlenen, 2004). These different strategies can have 
different consequences on eye movements. Nevertheless, in this study, participants who were 
spontaneously making eye movements were still able to complete the task with comparable 
accuracy when they were explicitly told not to make eye movements (Ng et al., accepted pending 
minor revisions). This further highlights the influence of top-down strategies and task 
instructions on whether and when a participant chooses to move their eyes during search, which 
in turn has an impact on search performance. A further avenue for research would be to examine 
individual differences between participants with regards to when they decide to move their eyes; 
some might choose to wait longer before moving their eyes. Differences in evidence 
accumulation times could also interact with the decision to move the eyes.  
 In addition, we did not systematically vary target eccentricity. Nevertheless, the present 
results are consistent with the idea that evidence accumulation times increase with eccentricity. 
Previous work has also shown that the detrimental effects of cortical magnification are 
diminished when stimuli are enlarged according to their eccentricity such that all items are 
represented by approximately the same number of neurons in the visual cortex (Wang et al., 
2018; Carrasco & Freider, 1997; Carrasco et al., 1998). Future research will involve 




There are also a number of constraints on generality (Simons, Shoda, & Lindsay, 2017). 
Our participants came from an undergraduate population at a large public university in the 
United States, which is typical of most studies in the field. In addition, our analyses are 
conducted on the averaged data across all participants. This is necessary due to the relatively low 
number of trials per participant per condition, which was further compounded by the fact that not 
all trials were accompanied by eye movements. In addition, the stochastic nature of the 
underlying accumulation process necessitates averaging in order to increase the signal-to-noise 
ratio.  
 Our results are generalizable to the extent that the task is an efficient search task with a 
fixed target. In an oddball task where the target is not fixed (i.e. it varies from trial to trial), the 
reaction time by set size functions were no longer logarithmic. Instead, reaction times decrease 
as a power function of set size, indicating a qualitatively different stage-one process. 
Nevertheless, we have shown that our reaction time results are generalizable to other simple 
stimuli of different colors and shapes (Buetti et al., 2016), as well as to images of real-world 
objects (e.g. Wang et al., 2017). We have also shown that our model still holds when we control 
for eye movements (Ng et al., accepted pending minor revisions), cortical magnification (Wang 
et al., in press), crowding (Madison et al., 2017), and heterogenous displays (Wang et al., 2017). 
We have no other reason to believe that results depend on other characteristics of participants, 
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