The ␣-particle energy loss method ͑AEL͒ has been implemented in situ to monitor film thickness during growth by molecular beam epitaxy. For InP and GaAs substrates recoil implanted with ␣-particle emitters, we have been able to measure thickness and composition of deposited GaAs, AlGaAs and InGaAs in real time. The AEL method yields in situ real time results comparable in accuracy to those obtained by ex situ scanning electron microscope and high-resolution x-ray diffraction measurements. © 1998 American Institute of Physics. ͓S0003-6951͑98͒02825-3͔
The increasing number of semiconductor devices integrated on a single chip along with tighter tolerances on their performance have created new challenges for epitaxy where composition and thickness accuracy of better than 1% are generally required. Since the epitaxial process parameters are difficult to measure, in situ methods able to detect deviations from sample specifications as they occur can be used instead for closed-loop feedback control during epitaxy. A variety of techniques have been explored for controlling deposition rates and composition of epitaxial films during growth, including reflection high energy electron diffraction ͑RHEED͒, ellipsometry and thin film interference.
1,2 Each of these techniques has weaknesses. RHEED oscillations are only detectable for a short time during the flux transient at the beginning of growth and only for certain growth conditions. Ellipsometry and optical reflectance 1,2 are sensitive to the optical properties of the deposited material which, in general, depend in a complex way on the thickness, composition and structure of the deposited layer as well as window coating during growth. Both RHEED and ellipsometry are difficult to use on rotating samples.
In this letter, we present the first real-time implementation of the ␣-particle energy loss method ͑AEL͒, a novel approach to in situ growth rate measurements in molecular beam epitaxy ͑MBE͒.
3-5 For epitaxial semiconductor films of known density, this method provides absolute thickness measurements and does not depend on optical properties or fitting of data to complex models. The AEL method has already been implemented, in situ and off-line, to measure the thickness of different materials 4,5 but the use of a weaker marking source prevented true real-time monitoring.
The AEL method is described in more detail in previous publications. [3] [4] [5] Prior to insertion into the MBE, radioactive nuclei are recoil implanted in GaAs and InP substrates by a number of hours of exposure to a 228 Th source. The implanted species are 224 Ra with 3.66 days half-life and the nuclei resulting from its decay chain. Each of these nuclei emits an ␣ particle with a characteristic energy. As these emitted ␣ particles pass through a film of thickness X, they lose an average amount of energy Ē loss ϭX(dE/dX), where dE/dX is the characteristic energy loss per unit length at that energy for the material making up the film.
3 Since dE/dX is known for most elements, 6 and is relatively insensitive to chemical bonding configurations for MeV energy alpha particles, a measurement of Ē loss gives the thickness X directly for films of known atomic density. The statistical uncertainty in the mean thickness is given by ⌬Xϭ␦E/͓(dE/dX)ͱN͔, where ␦E is the uncertainty of a single measurement and N is the number of counts collected for that measurement.
To implement AEL for in situ monitoring, an ␣-particle detector head was installed on a VG V80H MBE chamber through one of the shutter ports. 5 The head was mounted with the detector at a distance of about 10 cm from the sample surface making an angle of approximately 55°to the sample normal. In this geometry, the collection efficiency is 0.3%. Knowledge of the exact geometry is not required, as the measured thickness can be determined independently with a one-time calibration. A shutter in front of the detector allows a measurement of the ␣-particle flux at will. In the growth chamber, the energy position of the ␣ lines is determined precisely before initiating growth. A calibration source consisting of the isotopes 239 Pu, 241 Am, and 244 Cm was embedded in the detector to provide absolute energy positions and to enable corrections in case of electronic drift during the experiment. In the experiments reported here, no such drift occurred. During film growth, the detector shutter is periodically opened for flash ͑20-50 s͒ thickness measurements. The data are collected with a multi-channel analyzer ͑MCA͒ card and a Windows based data acquisition program. We are using a 10 Ci source of to 10 11 nuclei cm Ϫ2 distributed over a depth of 10-20 nm near the substrate surface which is about the same as the typical interface defect density of the GaAs/AlGaAs heterojunction. 7 For reference, the density of interface states capable of storing charge at the Si/SiO 2 interface is on the order of 10 10 cm Ϫ2 in a metal-oxide semiconductor ͑MOS͒ device. 8 Note, however, that the ␣ emitters are implanted in the substrates, and therefore will be several tens of nm away from the active regions for typical device structures. Finally, because of the 3.66 day half-life of 224 Ra, all of the recoilimplanted nuclei will have decayed after a few months.
In principle, any one of the emission lines, with their characteristic energies ͑5.686, 6.288, 6.779, 6.050 and 8.785 MeV͒, can be used for monitoring. In the present analyses, we used the 8.785 MeV emission line of 212 Po. The solid line of Fig. 1 shows a typical in situ spectrum where the lines from the ␣ emitters implanted in the sample are measured simultaneously with the three calibration lines of the detector ͑labeled 1, 2 and 3 in Fig. 1͒ . Note that the measurements could have been affected by material deposition on the detector during growth. In order to measure this deposition in real-time, the ␣-particle source from a commercial smoke detector was attached to the back of the detector shutter. When the shutter is closed, the detector measures the smoke detector source and the three calibration lines. The spectrum of this source is superimposed on the spectrum from the sample/calibration and appears as the broad peak ͑dotted line͒ in Fig. 1 ; this also indicates the low levels of radiation required for this technique. The effect of material deposition during a single growth is too small to cause a measurable shift of the smoke detector spectrum and is therefore neglected in the present analyses. A better way of determining the detector coating is to measure the shift of the ''zero'' position of the sample lines relative to the three calibration lines at the beginning of every growth. This ''zero'' was measured over several growths and showed a slow gradual shift with exposure time, which suggests that the detector cleaning/changing cycle could be the same as that of the cell reloading in typical MBE operation. Gaussian fits to the peaks give both their energy position and standard deviation ␦E as shown in the inset of Fig. 1 . These energy losses are transformed to film thickness using the above equations and correcting for the 55°angle that the detector head makes with the sample surface. Figure 2 shows a typical thickness versus time graph taken from the growth of a calibration layer consisting of GaAs, AlGaAs and InGaAs layers with growth beginning at tϭ0. The implanted activity was about 30 kBq and each measurement was 40 s in duration. The thickness of the film grown during this time is of the same magnitude as the statistical uncertainty of the thickness measurement. About 1000 ␣ particles were collected in each 40 s interval and the estimated uncertainty in thickness is Ϯ6 nm. The accuracy of the growth rate determination depends on the number of measurements and improves for thicker films. The growth rate is more accurate than one would infer from a single measurement due to the statistical averaging of the least squares fit to several measurements during growth and is typically precise to Ϯ0.01 nm/s for 1 m films.
As shown on Fig. 2 , the calibration run consisted of GaAs, AlGaAs and InGaAs grown at different elemental cell temperatures and hence different growth rates and compositions. The GaAs and AlGaAs layers were grown at 600°C while the InGaAs layer was grown at 520°C. A field emission scanning electron microscope ͑SEM͒ image of this structure is shown in Fig. 3 and shows a good agreement between the two methods. High-resolution x-ray diffraction patterns were taken from the same sample. An asymmetric reflection was chosen to determine the state of relaxation of the InGaAs layer. Two scans were taken for the 224 plane: one at grazing incidence ͑224Ϫ͒ and one at grazing exit ͑224 ϩ͒. For a strained layer, each measurement should yield different peak separations. 9 These scans are shown in Fig. 4 . The broad InGaAs peaks line up almost exactly in both the 224Ϫ and 224ϩ geometries, indicating that the film is almost fully relaxed. The measured angular separation between these peaks and the GaAs peak is used to calculate the InGaAs composition. Furthermore, the composition of the AlGaAs layers is determined by fitting the experimental pat- tern with a simulation using the dynamical diffraction theory assuming Vegard's law and coherently strained growth. This is valid since the AlGaAs layers lie below the relaxed InGaAs layer. The simulations are shown by the dotted lines in Fig. 4 . The inset shows details of the fit for the 224Ϫ geometry where the simulated pattern has been shifted down for clarity. Because of the relaxation, the films grown above the InGaAs layer are under tensile strain. The GaAs cap layer has possibly even relaxed as the film roughened during growth. These relaxations and combinations of strains give rise to the extra ''wings'' observed on either side of the GaAs peaks, which the simulation cannot reproduce. It is also possible to infer the compositions from both the AEL and SEM techniques by measuring the ratios of energy loss rates dĒ loss /dt in AEL or the ratios of growth rates in SEM. In AEL, dĒ loss /dt depends on the film composition and growth rate. For InAs and GaAs, the dE/dX values are within 2% of each other, while the dE/dX value of AlAs is about 0.78 of the GaAs value in the energy range of interest ͑7-8 MeV͒. Thus, in the case of AlGaAs, the composition was inferred from AEL in successive approximations by correcting for the composition dependence of the AlGaAs layer in each successive step. The compositions determined using the three methods are compared in Table I . Note that the AEL method yields composition results that are in good agreement with x-ray diffraction. The SEM results are not in as good agreement with the other two techniques. The discrepancy between the SEM and the x-ray diffraction may be due to thickness variations across the sample and/or problems in identifying the exact interface position for rough interfaces.
In conclusion, we have demonstrated that the ␣-particle energy loss technique can be used to provide thin film deposition rates and compositions during MBE growth that are similar in accuracy to measurements obtained from ex situ x-ray diffraction. This technique could also be implemented in low-pressure chemical-vapor deposition, provided that the energy loss of the ␣ particles due to collisions with growth gases is taken into account. Fig. 2.   FIG. 4 . Asymmetric 224 high-resolution x-ray diffraction patterns ͑solid lines͒ and a simulation based on dynamical diffraction theory ͑dotted lines͒, plotted on a logarithmic scale. The inset is a blow-up of the central region of the 224Ϫ reflection with the simulation shifted down for clarity.
