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Multiple critical points
for a class of nonlinear functionals ∗
A. Azzollini † & P. d’Avenia‡ & A. Pomponio§
Abstract
In this paper we prove a multiplicity result concerning the critical points of a class of functionals
involving local and nonlocal nonlinearities. We apply our result to the nonlinear Schro¨dinger-Maxwell
system in R3 and to the nonlinear elliptic Kirchhoff equation in RN assuming on the local nonlinearity
the general hypotheses introduced by Berestycki and Lions.
1 Introduction
In the celebrated papers [8, 9], Berestycki and Lions proved the existence of a ground state and a mul-
tiplicity result for the equation
−∆u = g(u), u : RN → R, (1)
for N > 3, assuming that
(g1) g ∈ C(R,R) and odd;
(g2) −∞ < lim infs→0+ g(s)/s 6 lim sups→0+ g(s)/s = −m < 0;
(g3) −∞ 6 lim sups→+∞ g(s)/s
2∗−1 6 0, with 2∗ = 2N/(N − 2);
(g4) there exists ζ > 0 such that G(ζ) :=
∫ ζ
0
g(s) ds > 0.
Modifying, if necessary, in a suitable way the nonlinearity g (without losing the generality of the prob-
lem), it can be proved that equation (1) possesses a variational structure, namely its solutions can be
found as critical points of the functional
I(u) =
1
2
∫
RN
|∇u|2 −
∫
RN
G(u).
Solutions of several nonlinear elliptic equations involving local and nonlocal nonlinearities can be
found looking for critical points of a suitable perturbation of I , namely
Iq(u) =
1
2
∫
RN
|∇u|2 + qR(u)−
∫
RN
G(u), u ∈ H1(RN ), (2)
where q > 0 is a small parameter and R : H1(RN ) → R. In order to define the functional Iq we need to
replace (g3) with the stronger assumption
(g3)’ lims→+∞ g(s)/|s|
2∗−1 = 0.
In this paper we are interested in providing a multiplicity result in critical point theory for Iq . To
this end we suppose that R =
∑k
i=1Ri and, for each i = 1, . . . , k the functional Ri satisfies:
(R1) Ri is C
1(H1(RN ),R), nonnegative and even;
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(R2) there exists δi > 0 such that R
′
i(u)[u] 6 C‖u‖
δi , for any u ∈ H1(RN );
(R3) if {uj}j is a sequence inH
1(RN ) weakly convergent to u ∈ H1(RN ), then
lim sup
j
R′i(uj)[u− uj ] 6 0;
(R4) there exist αi, βi > 0 such that if u ∈ H
1(RN ), t > 0 and ut = u(·/t), then
Ri(ut) = t
αiRi(t
βiu);
(R5) Ri is invariant under the action of N -dimensional orthogonal group, i.e. Ri(u(g·)) = Ri(u(·)) for
every g ∈ O(N).
The effect deriving from the presence of the perturbation qR is to modify the structure of the func-
tional I both as regards the geometrical properties, and as regards compactness properties. In particular
two remarkable difficulties arise: the first is related with the problem of applying classical min-max ar-
guments to find Palais-Smale sequences at suitable levels, the second is concernedwith the compactness
of these sequences. If, on one hand, just assuming the positiveness of the functional R we overcome
the difficulty of finding suitable min-max levels, on the other, the problem of boundedness of Palais-
Smale sequences is not nearly trivial. This is a consequence of the fact that no Ambrosetti-Rabinowitz
hypothesis like
0 < νG(t) 6 tg(t), for ν > 2,
is assumed on g. The monotonicity trick based on an idea of Struwe [29] and formalized by Jeanjean
[17] has turned out to be a powerful method to overcome this difficulty. By means of the monotonicity
trick and a truncation argument based on an idea of Berti and Bolle [10] and of Jeanjean and Le Coz [18]
(see also [21]), in [5] we have proved an existence result for a functional which is included in the class
we are treating. The same arguments have been used also in [4] to prove a similar existence result also
for another functional of the type described in (2). In both the results it is required that the parameter
q is sufficiently small. The well known fact proved in [9] and more recently in [15] that I possesses
infinitely many critical points has led us to wonder if, at least for small q, a multiplicity result on the
number of critical points keeps holding for Iq . In this direction a fundamental contribution comes from
the recent paper [15], where, developing some ideas of [16], a new method to find multiple solutions to
equations involving general local nonlinearities has been introduced. Here we will get our multiplicity
result by a suitable combination of the new method described in [15] with the truncation argument of
[18].
Our main result is the following.
Theorem 1.1. Let us suppose (g1), (g2), (g3)’, (g4) and (R1)–(R5). Then for any h ∈ N, h > 1, there exists
q(h) > 0 such that for any 0 < q < q(h) the functional Iq admits at least h couples of critical points inH
1(RN )
with radial symmetry.
Some nonlinear mathematical physics problems can be solved looking for critical points of function-
als strictly related with Iq . Among them, we recall, for instance, the electrostatic Schro¨dinger-Maxwell
equations. This system constitutes a model to describe the interaction between a nonrelativistic charged
particle with the electromagnetic field (see for example [2, 3, 5, 6, 7, 11, 12, 13, 19, 20, 21, 27, 30, 32]). In
the electrostatic case the system becomes{
−∆u+ qφu = g(u) in R3,
−∆φ = qu2 in R3.
(3)
Finding solutions to the previous system is equivalent to look for critical points of the functional
Iq(u) =
1
2
∫
R3
|∇u|2 +
q
4
∫
R3
(
1
|x|
∗ u2
)
u2 −
∫
R3
G(u).
In [2], the authors study (3) with g(u) = −u+ |u|p−1u and 1 < p < 5 and use an abstract tool, based on
the monotonicity trick, to prove a multiplicity result.
As a consequence of Theorem 1.1 we prove
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Theorem 1.2. Let us suppose (g1), (g2), (g3), (g4). Then for any h ∈ N, h > 1, there exists q(h) > 0 such
that for any 0 < q < q(h) system (3) admits at least h couples of solutions in H1(R3) × D1,2(R3) with radial
symmetry.
Another variational problem related with our abstract result is the following. Let us consider the
multidimensional Kirchhoff equation
∂2u
∂t2
−
(
p+ q
∫
Ω
|∇u|2
)
∆u = 0 in Ω,
where Ω ⊂ RN , p > 0 and u satisfies some initial or boundary conditions. It arises from the following
Kirchhoff’ nonlinear generalization (see [22]) of the well known d’Alembert equation
ρ
∂2u
∂t2
−
(
P0
h
+
E
2L
∫ L
0
∣∣∣∣∂u∂x
∣∣∣∣
2
dx
)
∂2u
∂x2
= 0,
and it describes a vibrating string, taking into account the changes in length of the string during the
vibration. Here, L is the length of the string, h is the area of the cross section, E is the Young modulus
of the material, ρ is the mass density and P0 is the initial tension.
If we look for static solutions, the equation we have to solve is
−
(
p+ q
∫
Ω
|∇u|2
)
∆u = 0.
In the same spirit of [1, 4] we consider the semilinear perturbation
−
(
p+ q
∫
Ω
|∇u|2
)
∆u = g(u), in Ω ⊂ RN . (4)
Recently this equation has been extensively treated by many authors in bounded domains, assuming
Dirichlet conditions on the boundary (see for example [1, 14, 23, 24, 25, 26, 31]).
Here we are interested in showing an application of our abstract result to the equation (4) in all the
space RN , N > 3. The solutions are the critical points of the functional
Iq(u) =
p
2
∫
RN
|∇u|2 +
q
4
(∫
RN
|∇u|2
)2
−
∫
RN
G(u).
We prove the following result.
Theorem 1.3. Let us suppose (g1), (g2), (g3), (g4). Then for any h ∈ N, h > 1, there exists q(h) > 0 such that
for any 0 < q < q(h) equation (4) admits at least h couples of solutions in H1(RN ) with radial symmetry.
The paper is organized as follows: in Section 2 we prove Theorem 1.1; in Section 3 we show as it can
be applied to the nonlinear Schro¨dinger-Maxwell system and the nonlinear elliptic Kirchhoff equation
in order to prove Theorems 1.2 and 1.3.
NOTATION
We will use the following notations:
• for any 1 6 s 6 +∞, we denote by ‖ · ‖s the usual norm of the Lebesgue space L
s(RN );
• H1(RN ) is the usual Sobolev space endowed with the norm
‖u‖2 :=
∫
RN
|∇u|2 + u2;
• D1,2(RN ) is completion of C∞0 (R
N ) (the compactly supported functions in C∞(RN )) with respect
to the norm
‖u‖2D1,2(RN ) :=
∫
RN
|∇u|2;
• C,C′, Ci are various positive constants which may also vary from line to line.
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2 The abstract result
We set for any s > 0,
g1(s) := (g(s) +ms)
+,
g2(s) := g1(s)− g(s),
and we extend them as odd functions. Since
lim
s→0
g1(s)
s
= 0,
lim
s→±∞
g1(s)
|s|2∗−1
= 0, (5)
and
g2(s) > ms, ∀s > 0, (6)
by some computations, we have that for any ε > 0 there exists Cε > 0 such that
g1(s) 6 Cε|s|
2∗−1 + εg2(s), ∀s > 0. (7)
If we set
Gi(t) :=
∫ t
0
gi(s) ds, i = 1, 2,
then, by (6) and (7), we have
G2(s) >
m
2
s2, ∀s ∈ R (8)
and for any ε > 0 there exists Cε > 0 such that
G1(s) 6 Cε|s|
2∗ + εG2(s), ∀s ∈ R. (9)
Since, for any u ∈ H1(RN ), Ri(u)−Ri(0) =
∫ 1
0
d
dtRi(tu)dt, by (R2) we have that
Ri(u) 6 C1 + C2‖u‖
δi. (10)
The hypothesis (R5) assures that all functionals that we will consider in this paper are invariant
under rotations. Then
H1r (R
N ) = {u ∈ H1(RN ) | u radial }
is a natural constraint to look for critical points, namely critical points of the functional restricted to
H1r (R
N ) are true critical points in H1(RN ). Therefore, from now on, we will directly define our func-
tionals in H1r (R
N ).
As in [18], we consider a cut-off function χ ∈ C∞(R+,R) such that

χ(s) = 1, for s ∈ [0, 1],
0 6 χ(s) 6 1, for s ∈]1, 2[,
χ(s) = 0, for s ∈ [2,+∞[,
‖χ′‖∞ 6 2,
and we introduce the following truncated functional ITq : H
1
r (R
N )→ R
ITq (u) =
1
2
∫
R3
|∇u|2 + qkT (u)R(u)−
∫
R3
G(u),
where
kT (u) = χ
(
‖u‖2
T 2
)
.
Of course, any critical point u of ITq with ‖u‖ 6 T is a critical point of Iq .
The C1−functional ITq has the symmetric mountain pass geometry:
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Lemma 2.1. There exist r0 > 0 and ρ0 > 0 such that
ITq (u) > 0, for ‖u‖ 6 r0, (11)
ITq (u) > ρ0, for ‖u‖ = r0. (12)
Moreover, for any n ∈ N, n > 1, there exists an odd continuous map
γn : S
n−1 = {σ = (σ1, · · · , σn) ∈ R
n | |σ| = 1} → H1r (R
N ),
such that
ITq (γn(σ)) < 0, for all σ ∈ S
n−1.
Proof By (8), (9) and the positivity of the map R,
ITq (u) > C1‖u‖
2 − C2‖u‖
2∗
from which we obtain (11) and (12).
Moreover, arguing as in [9, Theorem 10], for every n > 1 we can consider an odd continuous map
πn : S
n−1 → H1r (R
N ) such that
0 /∈ πn(S
n−1),
∫
RN
G(πn(σ)) > 1 for all σ ∈ S
n−1.
Then, for t sufficiently large, we take
γn(σ) = πn(σ)(·/t)
and we obtain
ITq (γn(σ)) =
tN−2
2
∫
RN
|∇πn(σ)|
2 + qχ
(
tN−2‖∇πn(σ)‖
2
2 + t
N‖πn(σ)‖
2
2
T 2
)
R(γn(σ))
− tN
∫
RN
G(πn(σ))
6
tN−2
2
∫
RN
|∇πn(σ)|
2 − tN < 0.

Let us define
bn = bn(q, T ) = inf
γ∈Γn
max
σ∈Dn
ITq (γ(σ))
whereDn = {σ = (σ1, · · · , σn) ∈ R
n |σ| 6 1},
Γn =
{
γ ∈ C(Dn, H
1
r (R
N ))
γ(−σ) = −γ(σ) for all σ ∈ Dn
γ(σ) = γn(σ) for all σ ∈ ∂Dn
}
and γn : ∂Dn → H
1
r (R
N ) is given in Lemma 2.1.
Analogously to [15], we set
I˜q(θ, u) = Iq(u(e
−θ·)),
I˜Tq (θ, u) = I
T
q (u(e
−θ·)),
I˜ ′q(θ, u) =
∂
∂u
I˜q(θ, u),
(I˜Tq )
′(θ, u) =
∂
∂u
I˜Tq (θ, u),
b˜n = b˜n(q, T ) = inf
γ˜∈Γ˜n
max
σ∈Dn
I˜Tq (γ˜(σ)),
where
Γ˜n =

γ˜ ∈ C(Dn,R×H1r (RN ))
γ˜(σ) = (θ(σ), η(σ)) satisfies
(θ(−σ), η(−σ)) = (θ(σ),−η(σ)) for all σ ∈ Dn
(θ(σ), η(σ)) = (0, γn(σ)) for all σ ∈ ∂Dn

 .
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By (R4) we have
I˜q(θ, u) =
e(N−2)θ
2
∫
RN
|∇u|2 + q
k∑
i=1
eαiθRi(e
βiθu)− eNθ
∫
RN
G(u),
I˜Tq (θ, u) =
e(N−2)θ
2
∫
RN
|∇u|2 + qχ
(
e(N−2)θ‖∇u‖22 + e
Nθ‖u‖22
T 2
) k∑
i=1
eαiθRi(e
βiθu)− eNθ
∫
RN
G(u).
Arguing as in [15], the following lemmas hold.
Lemma 2.2. We have
1. there exists b¯ > 0 such that bn > b¯, for any n > 1;
2. bn → +∞;
3. bn = b˜n, for any n > 1.
Lemma 2.3. For any n > 1, there exists a sequence {(θj , uj)}j ⊂ R×H
1
r (R
N ) such that
(i) θj → 0;
(ii) I˜Tq (θj , uj)→ bn;
(iii) (I˜Tq )
′(θj , uj)→ 0 strongly in (H
1
r (R
N ))−1;
(iv) ∂∂θ I˜
T
q (θj , uj)→ 0.
Now we prove that for a suitable choice of T and q, the sequence {uj}j obtained in Lemma 2.3
actually is a bounded Palais-Smale sequence fot Iq .
Proposition 2.4. Let n > 1 and Tn > 0 sufficiently large. There exists qn which depends on Tn, such that for
any 0 < q < qn, if {(θj , uj)}j ⊂ R×H
1
r (R
N ) is the sequence given in Lemma 2.3, then, up to a subsequence,
‖uj‖ 6 Tn, for any j > 1.
Proof By Lemmas 2.2 and 2.3, we infer that
NI˜Tq (θj , uj)−
∂
∂θ
I˜Tq (θj , uj) = Nbn + oj(1),
and so
e(N−2)θj
∫
RN
|∇uj |
2 = qχ
(
‖uj(e
−θj ·)‖2
T 2
) k∑
i=1
(αi −N)Ri(uj(e
−θj ·))
+ qχ
(
‖uj(e
−θj ·)‖2
T 2
) k∑
i=1
eαiθjR′i(e
βiθjuj)[βie
βiθjuj]
+ qχ′
(
‖uj(e
−θj ·)‖2
T 2
)
(N − 2)e(N−2)θj‖∇uj‖
2
2 +Ne
Nθj‖uj‖
2
2
T 2
R(uj(e
−θj ·))
+Nbn + oj(1). (13)
We are going to estimate the right part of the previous identity. By the min-max definition of bn, if
γ ∈ Γn, we have
bn 6 max
σ∈Dn
ITq (γ(σ))
6 max
σ∈Dn
{
1
2
∫
RN
|∇γ(σ)|2 −
∫
RN
G(γ(σ))
}
+ max
σ∈Dn
{qkT (γ(σ))R(γ(σ))}
= A1 +A2(T )
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Now, if ‖γ(σ)‖2 > 2T 2 then A2(T ) = 0, otherwise, by (10), we have
A2(T ) 6 q(C1 + C2‖γ(σ)‖
δ) 6 q(C1 + C
′
2T
δ),
for a suitable δ > 0. Moreover we have that
qχ
(
‖uj(e
−θj ·)‖2
T 2
) k∑
i=1
(αi −N)Ri(uj(e
−θj ·)) 6 q(C1 + C2T
δ);
qχ
(
‖uj(e
−θj ·)‖2
T 2
) k∑
i=1
eαiθjR′i(e
βiθjuj)[βie
βiθjuj] 6 CqT
δ; (14)
qχ′
(
‖uj(e
−θj ·)‖2
T 2
)
(N − 2)e(N−2)θj‖∇uj‖
2
2 +Ne
Nθj‖uj‖
2
2
T 2
R(uj(e
−θj ·)) 6 q(C1 + C2T
δ). (15)
Then, from (13) we deduce that ∫
RN
|∇uj |
2 6 C′ + q(C1 + C2T
δ). (16)
On the other hand, since ∂∂θ I˜
T
q (θj , uj) = oj(1), by (9) we have that
(N − 2)e(N−2)θj
2
∫
RN
|∇uj|
2 + qχ
(
‖uj(e
−θj ·)‖2
T 2
) k∑
i=1
αiRi(uj(e
−θj ·))
+ qχ
(
‖uj(e
−θj ·)‖2
T 2
) k∑
i=1
eαiθjR′i(e
βiθjuj)[βie
βiθjuj ]
+ qχ′
(
‖uj(e
−θj ·)‖2
T 2
)
(N − 2)e(N−2)θj‖∇uj‖
2
2 +Ne
Nθj‖uj‖
2
2
T 2
R(uj(e
−θj ·))
+NeNθj
∫
RN
G2(uj) = Ne
Nθj
∫
RN
G1(uj) + oj(1)
6 NeNθj
(
Cε
∫
RN
|uj|
2∗ + ε
∫
RN
G2(uj)
)
+ oj(1). (17)
Now, by (8), (14), (15), (16) and (17), we obtain
NeNθjm(1− ε)
2
∫
RN
u2j 6 (1− ε)Ne
Nθj
∫
RN
G2(uj)
6 NeNθjCε
∫
RN
|uj|
2∗ − qχ
(
‖uj(e
−θj ·)‖2
T 2
) k∑
i=1
eαiθjR′i(e
βiθjuj)[βie
βiθjuj ]
− qχ′
(
‖uj(e
−θj ·)‖2
T 2
)
(N − 2)e(N−2)θj‖∇uj‖
2
2 +Ne
Nθj‖uj‖
2
2
T 2
R(uj(e
−θj ·)) + oj(1)
6 C
(∫
RN
|∇uj |
2
)2∗/2
+ q(C1 + C2T
δ) + oj(1)
6 C(C′ + q(C1 + C2T
δ))2
∗/2 + q(C1 + C2T
δ) + oj(1). (18)
We suppose by contradiction that there exists no subsequence of {uj}j which is uniformly bounded by
T in the H1−norm. As a consequence, for a certain j0 it should result that
‖uj‖ > T, ∀j > j0. (19)
Without any loss of generality, we are supposing that (19) is true for any uj .
Therefore, by (16) and (18), we conclude that
T 2 < ‖uj‖
2 6 C3 + C4qT
2∗
2
δ
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which is not true for T large and q small enough: indeed we can find T0 > 0 such that T
2
0 > C3 + 1 and
q0 = q0(T0) such that C4qT
2∗
2
δ < 1, for any q < q0, and we find a contradiction. 
In our arguments, the following variant of the Strauss’ compactness result [28] (see also [8, Theorem
A.1]) will be a fundamental tool.
Proposition 2.5. Let P and Q : R→ R be two continuous functions satisfying
lim
s→∞
P (s)
Q(s)
= 0,
{vj}j, v and w be measurable functions from R
N to R, with w bounded, such that
sup
j
∫
RN
|Q(vj(x))w| dx < +∞,
P (vj(x))→ v(x) a.e. in R
N .
Then ‖(P (vj)− v)w‖L1(B) → 0, for any bounded Borel set B.
Moreover, if we have also
lim
s→0
P (s)
Q(s)
= 0,
lim
|x|→∞
sup
j
|vj(x)| = 0,
then ‖(P (vj)− v)w‖L1(RN ) → 0.
In analogy with the well-known compactness result in [9], we state the following result.
Lemma 2.6. Let n > 1, Tn, qn > 0 as in Proposition 2.4 and {(θj , uj)}j ⊂ R×H
1
r (R
N ) be the sequence given
in Lemma 2.3. Then {uj}j admits a subsequence which converges in H
1
r (R
N ) to a nontrivial critical point of Iq
at level bn.
Proof Since {uj}j is bounded, up to a subsequence, we can suppose that there exists u ∈ H
1
r (R
N )
such that
uj ⇀ u weakly inH
1
r (R
N ),
uj → u in L
p(RN ), 2 < p < 2∗,
uj → u a.e. in R
N . (20)
By weak lower semicontinuity we have∫
RN
|∇u|2 6 lim inf
j
∫
RN
|∇uj |
2. (21)
Since ‖uj‖ 6 Tn we have
I˜ ′q(θj , uj)[v] = (I˜
T
q )
′(θj , uj)[v]
= e(N−2)θj
∫
RN
∇uj · ∇v + q
k∑
i=1
e(αi+βi)θjR′i(e
βiθjuj)[v]
+ eNθj
∫
RN
g2(uj)v − e
Nθj
∫
RN
g1(uj)v
for every v ∈ H1(RN ).
Then, by (iii) of Lemma 2.3
I˜ ′q(θj , uj)[u]− I˜
′
q(θj , uj)[uj]
= e(N−2)θj
∫
RN
∇uj · (∇u −∇uj) + q
k∑
i=1
e(αi+βi)θjR′i(e
βiθjuj)[u − uj]
+ eNθj
∫
RN
g2(uj)(u − uj)− e
Nθj
∫
RN
g1(uj)(u − uj) = oj(1). (22)
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If we apply Proposition 2.5 for P (s) = gi(s), i = 1, 2, Q(s) = |s|
2∗−1, (vj)j = (uj)j , v = gi(u), i = 1, 2
and w a generic C∞0 (R
N )-function, by (g3)’, (5) and (20) we deduce that∫
RN
gi(uj)w →
∫
RN
gi(u)w i = 1, 2,
and so ∫
RN
gi(uj)u→
∫
RN
gi(u)u i = 1, 2. (23)
Moreover, applying Proposition 2.5 for P (s) = g1(s)s, Q(s) = s
2 + |s|2
∗
, (vj)j = (uj)j , v = g1(u)u, and
w = 1, by (g3)’, (5) and (20), we deduce that∫
RN
g1(uj)uj →
∫
RN
g1(u)u. (24)
Moreover, by (20) and Fatou’s lemma∫
RN
g2(u)u 6 lim inf
j
∫
RN
g2(uj)uj . (25)
By (22), (23), (24) (25) and (R3), we have
lim sup
j
∫
RN
|∇uj |
2 = lim sup
j
e(N−2)θj
∫
RN
|∇uj|
2
= lim sup
j
[
e(N−2)θj
∫
RN
∇uj · ∇u+ q
k∑
i=1
e(αi+βi)θjR′i(e
βiθjuj)[u− uj ]
+eNθj
∫
RN
g2(uj)(u − uj)− e
Nθj
∫
RN
g1(uj)(u − uj)
]
6
∫
RN
|∇u|2. (26)
By (21) and (26), we get
lim
j
∫
RN
|∇uj|
2 =
∫
RN
|∇u|2, (27)
hence, by (22),
lim
j
∫
RN
g2(uj)uj =
∫
RN
g2(u)u. (28)
Since g2(s)s = ms
2 + h(s), with h a positive and continuous function, by Fatou’s Lemma we have∫
RN
h(u) 6 lim inf
j
∫
RN
h(uj),∫
RN
u2 6 lim inf
j
∫
RN
u2j .
These last two inequalities and (28) imply that, up to a subsequence,
lim
j
∫
RN
u2j =
∫
RN
u2,
which, together with (27), shows that uj → u strongly in H
1
r (R
N ). Therefore, since bn > 0, u is a non-
trivial critical point of Iq at level bn. 
Proof of Theorem 1.1 Let h > 1. Since bn → +∞, up to a subsequence, we can consider b1 < b2 <
· · · < bh. By Lemma 2.6 we conclude, defining q(h) = qh > 0. 
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3 Some applications
3.1 The nonlinear Schro¨dinger-Maxwell system
Let us consider the Schro¨dinger-Maxwell system:{
−∆u+ qφu = g(u) in R3,
−∆φ = qu2 in R3,
(SM)
where q > 0 and g satisfies (g1)-(g4). Arguing as in [5, 8], without loss of generality, we can suppose
that g satisfies (g3)’.
The solutions (u, φ) ∈ H1(R3) × D1,2(R3) of (SM) are the critical points of the action functional
Eq : H
1(R3)×D1,2(R3)→ R, defined as
Eq(u, φ) :=
1
2
∫
R3
|∇u|2 −
1
4
∫
R3
|∇φ|2 +
q
2
∫
R3
φu2 −
∫
R3
G(u).
The action functional Eq exhibits a strong indefiniteness, namely it is unbounded both from below and
from above on infinite dimensional subspaces. This indefiniteness can be removed using the reduction
method described in [7], by which we are led to study a one variable functional that does not present
such a strongly indefinite nature. Indeed, for every u ∈ L
12
5 (R3), there exists a unique φu ∈ D
1,2(R3)
solution of
−∆φ = qu2, in R3.
Moreover it can be proved that (u, φ) ∈ H1(R3) × D1,2(R3) is a solution of (SM) (critical point of
functional Eq) if and only if u ∈ H
1(R3) is a critical point of the functional Iq : H
1(R3)→ R defined as
Iq(u) =
1
2
∫
R3
|∇u|2 +
q
4
∫
R3
φuu
2 −
∫
R3
G(u),
and φ = φu.
According to our notations, in this case R(u) = 14
∫
R3
φuu
2. In order to check that R satisfies (R1)-
(R5), we need some preliminary results on φu (see for example [12]).
Lemma 3.1. The map u ∈ L
12
5 (R3) 7→ φu ∈ D
1,2(R3) is C1. Moreover, for every u ∈ H1(R3), we have
i) ‖φu‖
2
D1,2(R3) = q
∫
R3
φuu
2;
ii) φu > 0;
iii) φ−u = φu;
iv) for any t > 0: φut(x) = t
2φu(x/t), where ut(x) = u(x/t);
v) there exist C,C′ > 0 independent of u ∈ H1(R3) such that
‖φu‖D1,2(R3) 6 Cq‖u‖
2
12
5
,
and ∫
R3
φuu
2
6 C′q‖u‖412
5
; (29)
vi) if u is a radial function then φu is radial, too.
Now we use the previous lemma to deduce assumptions (R1)-(R5).
Hypothesis (R1) is obvious.
Since
R′(u)[u] =
∫
R3
φuu
2,
(see for example [7]), then (R2) is again a consequence of (29).
We pass to check (R3). Suppose that
uj ⇀ u weakly inH
1
r (R
3).
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By compact embedding we deduce that
uj → u in L
12
5 (R3)
and then, by continuity,
φuj → φu in D
1,2(R3).
Since R′(u)[v] =
∫
RN
φuuv, we have that
lim sup
j
R′(uj)[u − uj] = lim sup
j
∫
R3
φujuj(u− uj)
6 C lim sup
j
‖φuj‖D1,2(R3)‖uj‖ 12
5
‖u− uj‖ 12
5
= 0.
Now in order to verify (R4), we consider u ∈ H1(R3), u 6= 0 and the rescaled function ut. We compute
R(ut) =
1
4
∫
R3
φutu
2
t =
t5
4
∫
R3
φuu
2 = t5R(u)
so (R4) holds true for α = 5.
Finally (R5) follows from vi) of Lemma 3.1.
3.2 The elliptic Kirchhoff equation
In this subsection we treat the semilinear perturbation of the Kirchhoff equation
−
(
p+ q
∫
RN
|∇u|2
)
∆u = g(u) in RN , (K)
where p > 0 and g satisfies (g1)-(g4). Arguing as in [4, 8], without loss of generality, we can suppose
that g satisfies (g3)’. We find the solution to (K) as the critical points of the functional
Iq(u) =
1
2
(
p+
q
2
∫
RN
|∇u|2
)∫
RN
|∇u|2 −
∫
RN
G(u).
It is easy to see that Iq is of the type (2), where R(u) =
1
4
(∫
RN
|∇u|2
)2
.
Assumptions (R1)-(R2) are trivially satisfied as we can see by straight computations.
As to (R3), suppose that uj ⇀ uweakly inH
1
r (R
N ). By weak lower semicontinuity, we know that∫
RN
|∇u|2 6 lim inf
j
∫
RN
|∇uj|
2,
and then
lim sup
j
R′(uj)[u − uj] = lim sup
j
∫
RN
|∇uj |
2 ·
∫
RN
∇uj · ∇(u − uj)
6 lim sup
j
∫
RN
|∇uj |
2 · lim sup
j
∫
RN
∇uj · ∇(u − uj)
6 lim sup
j
∫
RN
|∇uj |
2 ·
(
lim sup
j
∫
RN
∇uj · ∇u− lim inf
j
∫
RN
|∇uj |
2
)
6 lim sup
j
∫
RN
|∇uj |
2 ·
(∫
RN
|∇u|2 − lim inf
j
∫
RN
|∇uj |
2
)
6 0.
By a simple computation, we have that
R(ut) =
1
4
(∫
RN
|∇ut|
2
)2
=
t2(N−2)
4
(∫
RN
|∇u|2
)2
= t2(N−2)R(u),
and then also (R4) is satisfied.
Finally by a simple change of variable it can be proved that for any g ∈ O(N) we have
R(u(gx)) =
1
4
(∫
RN
|∇u(gx)|2
)2
=
1
4
(∫
RN
|∇u(x)|2
)2
= R(u).
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Remark 3.2. Let us observe that we can easily apply Theorem 1.1 also to a sort of linear combination of the
Schro¨dinger-Maxwell equation with the Kirchhoff one, namely we can find multiple critical points of the func-
tional
Iq(u) =
1
2
∫
R3
|∇u|2 +
q
4
[
λ1
∫
R3
(
1
|x|
∗ u2
)
u2 + λ2
(∫
R3
|∇u|2
)2]
−
∫
R3
G(u),
with λ1, λ2 ∈ R+ and q sufficiently small.
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