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ABSTRACT 
We consider a class of positive linear maps in the three-dimensional matrix 
algebra, which are generalizations of the positive linear map constructed by Choi in 
the relation with positive semidefinite biquadratic forms. We find conditions for 
which such maps are completely positive, completely copositive, decomposable, and 
two-positive. 
1. INTRODUCTION 
Let M, be the C*-algebra of all n X n matrices over the complex field. 
The structure of the positive cone &@(A!,) of positive linear maps between 
M, is very complicated even in lower dimensions. In this direction, examples 
of positive linear maps given by Choi [l, 3-51 play important roles in 
investigating the structure of @M,). In this note, we consider a class of 
positive linear maps in M,, which are generalizations of Choi maps. For 
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nonnegative real numbers a, b, and c, we define the linear map @[a, b, c] 
(denoted by just @ if there is no confusion) by 
where 
uxll + bx,, + crS3 0 0 
= 0 ux22 + bx, + cxll 0 
0 0 uxz3 + bx,, + cxz2 
for each (xij) E Ms. @[2,2,2] is the first example of a 2-positive linear map 
which is not completely positive [l]. Also, it is known that @[2,0,/_~] with 
p > 1 is an indecomposable positive linear map [5,6]. Furthermore, @[2,0, l] 
is an atom [7], that is, cannot be expressed as the sum of a 2-positive and a 
2-copositive linear map. 
The purpose of this note is to find conditions on the triplet (a, b, c) for 
which a,[ a, b, c] is positive, completely positive, completely copositive, de- 
composable, and 2-positive. 
2. POSITIVITY 
First, we characterize the positivity of the linear map @[a, b, c]. 
THEOREM 2.1. The linear map @[a, b, c] is positive $ and only if the 
following three conditions are satisfied: 
aal, (2.1.i) 
a+b+c>& (2.l.ii) 
bca(2-a)’ if l<a<2. (2.l.iii) 
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By the same argument as in [7, Section 21, it suffices to show the 
following inequality: 
LEMMA 2.2. Let a, b, and c be nonnegative real numbers. Then the 
inequality 
a P Y 
acx.+b@+cy 
+ 
ap+by+ccu 
+ 
ay+ba+cp 
<l (2.2) 
holds fm all positive real numbers a, p, y if and only if the three conditions in 
(2.1) are satisfied. 
Proof. For the necessity, we take (Y = p = Y = 1 to get the second 
condition. If we take p = l/(~ and Y + 0 in (2.2), then 
c(a-l)a4+(a2-Za+bc)a’+b(a-l)>O, 
for each (Y > 0, and so we have a > 1 immediately. If a > 2, then this is 
trivially true. In the case of 1 Q a Q 2, this implies 
a’-2a+bc>O or (a2-2a+bc)2-4bc(a-1)2<0, 
from which the condition (2.I.m) follows. 
In order to prove the suflkiency, put 
bP+cy by+ccu ba+cp XC_ 
ff ’ 
Y= 
P ’ 
.Z= 
Y 
Then, the system of linear equations 
m-bbp-cy=o, 
-cca+ yP-by=o, 
-ba-cp+zy=o, 
with unknowns IX, p, and y, has a nontrivial solution, and so we have 
xyz - bc( x + y + z) - ( b3 + c”) = 0. (2.3) 
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Now, the formula (2.2) becomes 
1 1 1 
-+ -+- 
U+X u+y a+Z 
(2.4) 
and it suffices to show that 
F=xyz+(a-l)(xy+ yz+zx)+(u’-2u)(x+ y+z)+(a3-3u”)&O. 
We slice the surface (2.3) into the compact curves determined by (2.3) 
and 
x+y+z=d. (2.5) 
From the inequality r + y + t > ~(xYz)‘/~, we see that the two sets deter- 
mined by (2.3) and (2.5) intersect if and only if d > 3(b + c). If d = 3(b + c), 
then the intersection is the point (b + c, b + c, b + c). If d > 3(b + c>, then 
the intersection is easily seen by the implicit function theorem to be a 
compact curve. By the Lagrange method, it is easy to see that if (x, y, z) is an 
extreme point of F under the constraints (2.3) and (2.5), then 
x = y, y=.z, or 2=x. (2.6) 
Therefore, it suffices to consider the curves determined by (2.3) and (2.6) in 
order to minimize F OII the surface (2.3). 
If x = y, then the curve is represented by 
(x” - bc)z = 2bcx + b3 + c3, 
from which we see that x > 6. Substituting this, F becomes a function of 
one variable x, and by a direct calculation, we have 
F’(x) = (xz!b ),[x’+(b+c)x+(b’-bc+c’)] 
C 
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The first two factors are nonnegative, and the last factor is also nonnegative 
by the conditions (2.1.i) and (2.l.iii). Hence, we know that F has the 
minimum at x = b + c. This implies y = .z = b + c from the relations (2.3) 
and x = y. Hence, we have 
F>3(a-l)(b+c)2+3(a2 -2u+bc)(b+c)+(a3+b3+c3-3u2) 
from the condition (2.l.ii). The other cases, y = z and .a = x, are the same. 
This completes the proof. n 
3. DECOMPOSABILITY 
We denote by M,(M,) the matrix algebra of order k over M,. For a 
linear map 4 : M, + M,, we define two linear maps $I~ and 4k between 
M,(M,) and itself by 
for [uij] E M,(M,). The linear map 4 is said to be k-positive (respectively 
k-copositive) if +k (respectively 4k) is positive, and 4 is completely positive 
(completely cupositive) if 4 is k-positive (k-copositive) for each positive 
integer k =1,2,... . It is well known that 4 : M, + M, is completely positive 
if and only if 4 is n-positive, and this is equivalent to the positivity of the 
matrix 4”([Eijl~j=l) in M,(M,), where E,,, i, j= 1,2 ,..., n, is the usual 
matrix unit [2]. Similarly 4 : M, + M, is completely copositive if and only if 
4”([ Eij]r j= 1) is a positive matrix. 
Recall that a linear map 4 is said to be decomposable if 4 is the sum of a 
completely positive map and a completely copositive map. The notion of 
decomposability is closely related to the question whether a real biquadratic 
form can be written as the sum of squares of linear forms [3,5]. After Choi [4] 
showed that the positive linear map @[2,0, ~1 with I_L > 1 is not decompos- 
able, Stermer [6] gave a useful characterization of the decomposability. In 
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this section, we give a condition under which @[a, b, c] is decomposable. To 
do this, we introduce two matrices in M.&Ma): 
I 
aE,, + cE,, + bE, dE,, 
= dE,, bE,, + uE,, + cE,, 
&?I a32 cE,, + bE,, + aE, 
B[a,b,c,dl 
uE,, + cE,, + bE,, dE,, 
= dE,2 bE,, + uE,, + cE,, 
W, dE2, cE,, + bE,, + uE,, 
LEMMA 3.1. The matrix A[u, b, c, d] is positive if and only if the follow- 
ing conditions are satisfied: 
b > 0, c 2 0, a-d>O, a+2d>O. 
Also, the matrix B[ a, b, c, d] is positive if and only if the following conditions 
are satisfwd: 
a 2 0, bc 3 d’. 
Proof. By a calculation, the characteristic polynomials of A[u, b, C, d] 
and B[u,b,c,d] are (t - b)3(t - c)3(t - a + dY(t - a -2d) and (t - uj3 
[t’ -(b + c)t + bc - d213 respectively. n 
In order to characterize the decomposability, we first find conditions for 
complete positivity and complete copositivity. Incidentally, complete coposi- 
tivity is equivalent to the 2-copositivity. 
PROPOSITION 3.2. The linear map @[a, b, c] is completely positive if and 
only if the following condition is satisfied: 
a 2 3. (3.1) 
Proof. Note that Q3([ Eij]) = A[u - 1, b, c - 11, and apply Lemma 3.1 to 
get the required condition. W 
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PROPOSITION 3.3. The linear map @[a, b,c] is completely copositive if 
and only if it is 2-copositive if and only if the following conditions are 
satisfwd : 
a 2 1, bc>l. (3.2) 
Proof. Assume that @[a, b, c] is 2-copositive. Considering the positive 
matrix X*X E M,(M,), where X = (1, l,O,O,O, 11, we have 
Q2( x*x) = 
a-l+b -1 0 0 0 0 
-1 a-l+c 0 0 0 0 
0 0 b+c -1 -1 0 
0 0 -1 
; 
b” 0 
0 0 -1 0 
0 0 0 0 0 a-l 
\ 
2 0, 
I 
from which the condition (3.2) follows by computing the determinants of the 
block-diagonal submatrices. To see that the condition (3.2) implies the 
complete copositivity, note that a,“([ Eij]) = B[a - 1, b, c - 11, and apply 
Lemma 3.1. It is clear that complete copositivity implies 2-copositivity. n 
Now, we are ready to characterize the decomposability of the linear map 
@[a, b, c]. Note that the condition (3.3) below implies the condition (2.1). 
THEOREM 3.4. The linear map @[a, b, c] is decomposable if and only if 
the following two conditions are satisfied: 
a 2 1, (3.3.i) 
if lGag3. (3.3.ii) 
Proof. For the necessity, note that the matrices A[x, 1, x2, x] and 
B[r, 1, x2, x] are positive for each x > 0. By Stermer’s condition [6], it follows 
that the matrix Q3(A[x, 1, x2, xl) is positive. Now, 
+bx+cx’,(a-l)x’+b+cx,-x]. 
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By Lemma 3.1, we have 
for each x > 0. This implies the required condition. 
For the converse, assume that the condition (3.3) is satisfied. If a 2 3 or 
bc > 1, then there is nothing to prove, by Propositions 3.2 and 3.3. Hence, we 
may assume that a < 3 and bc < 1. Then we have 
@[a,b,c]=(l-i’@Z 1 a-& ’ -,o,o 1-G 
Because the condition (3.3) implies 
@Ku - &Ml - bG),o,ol is completely positive, and cD[ 1, dm, dz] 
is completely copositive by Propositions 3.2 and 3.3. This completes the 
proof n 
4. 2-POSITIVITY 
We conclude with a characterization of the 2-positivity of the linear map 
@[a, b, c]. To do this, we introduce some notation: Let 5 = (X, Y) E C6, 
where X = (xi, x2, x3) E C3, Y = (yi, y2, y3) E C3, and put 
p= x*x ( x*y Y*x ) Y*Y . 
Then, by a calculation, we have 
det q2( P) = (uba + bc/? + acy)( abp + bcy + cact)( aby + bca + CUB), 
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where 
p = lX*Y3 - X3Y212> and y = lx3y, - ~1~31~. 
(4.1) 
For a moment, we assume that det q,(P) z 0. Then Q*(P) > 0 if and only if 
q,(p) > P, and this is equivalent to saying that (V*(P)- ‘t,t) < 1 by [7, 
Lemma 21. By a calculation, this is the case if and only if 
ba+cy b/?+ca br+cB 
+ + 
aba+bcp+acy ab@+bcy+caa aby+bca+cap 
Q 1. (4.2) 
LEMMA 4.1. Under the condition 
2<a<3 and bc=(3_a)(b+c)>O, (4.3) 
the inequality (4.2) holds f or every nonnegative real numbers (Y, p, and y, 
whenever not all of them are zero. 
Proof. Put 
bcP bcy bccu 
‘= ba+cy’ ‘= bp+ca 
and z = 
by+@’ 
Then, as in the proof of Lemma 2.2, we have 
( b3 + c3)xyz + b”c*( xy + yz + zx) - b3c3 = 0, (4.4) 
and the left side of (4.2) becomes the formula (2.4). Now, we minimize 
F=ryz+(a-l)(xy+yz+zx)+(a”-2a)(x+y+z)+(a3-3a2) 
under the constraint (4.4). The formulae (4.4) and (2.5) define the point 
bc bc bc 
-- - - 
b+c’b+c’b+c 
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if d = 3bc/(b + c), and a compact curve if d > 3bc/(b + c). By an argu- 
ment as in the proof of Lemma 2.2, it suffices to consider the curve 
determined by (4.4) and x = y. This curve is represented by 
[(b3 + c”)x” +2b2c2~]z = b3c3 - b2c2r2, 
from which we see that 0 < r < 6. As in the proof of Lemma 2.2, we have 
F’(x) = 
2 
[( b3 + c”)x’ +2b2c2x] 
,(Axs+BX+C) 
x [( b2 - bc + c”) x2 + bc( b + c)x + b2c2] [(b + c)x - bc], 
(4.5) 
where 
A = (a - l)( b3 + c”) - b2c2, 
B = ( b3 + c”)( a2 -2a), 
C = b2c2(a2 -2~). 
Note that the second condition of (4.3) implies that b + c 2 4(3 - a), and so 
we have 
Hence, the second factor of (4.5) is nonnegative by the condition (4.3). 
Because the first and third factors are also nonnegative, we know that F 
takes on a minimum at r = bc/(b + c). From the relations x = y and (4.4) 
we have r = y = z = bc/(b + c). Therefore, it follows that 
F@-)3+3(u-l)(&)2+3(u2-2u)(&)+(u3-3u2) 
= (ab+bc+cu)2[bc-(3-u)(b+c)] = 
(b+c)3 
0 
from the second condition of (4.3). 
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THEOREM 4.2. The linear map @[a, b, c] is e-positive if and only if a > 3 
or the condition (4.3) is satisfwd. 
Proof. For the necessity, consider X = (l,O, 0) and Y = (0, 1,O). Then we 
have a = 1, /3 = y = 0 with the same notation as in (4.1), and so a > 2 from 
(4.2). Considering X = (1, - 1,O) and Y = (0, 1, - l), we get the condition 
(4.4.ii) similarly. 
For the sufficiency, we may assume that 2 < a < 3 by Proposition 3.2. 
Also, note that 
where b,c = (3- a)(b + c) and b, > 0. Because q[O, b,,O] is completely 
positive, we may assume the condition (4.3). Let X and Y be given as in the 
first paragraph of this section. If one of (Y, /?, and y is not zero, then 
det q2(P) # 0, and so a,,(P) > 0 by Lemma 4.1. Hence, it remains to 
consider the case (Y = p = y = 0. In this case, two matrices X*X and X*Y 
are linearly dependent, and so as(P) > 0 by [4, Theorem 4.51. This shows 
that QZ( P) > 0 for every rank one projection P, and completes the proof. n 
Finally, comparing Proposition 3.3, Theorem 3.4, and Theorem 4.2, we 
have 
COROLLARY 4.3. Zf the linear map a[ a, b, c] is !&positive or Scopositive, 
then it is decomposable. 
The authors thank the referee fm pointing out the above Corollary 4.3 as 
well as some minor errors. 
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