Abstract-We consider the consensual distributed optimization problem and propose an asynchronous version of the Alternating Direction Method of Multipliers (ADMM) algorithm to solve it. The 'asynchronous' part here refers to the fact that only one node/processor is updated (i.e. performs a minimization step) at each iteration of the algorithm. The selection of the node to be updated is decided by simulating a Markov chain. The proposed algorithm is shown to have a linear convergence property in expectation for the class of functions which are strongly convex and continuously differentiable.
I. INTRODUCTION
In this technical note we consider the following optimization problem :
where f i : R n → R. Many problems of interest in data science, network systems and autonomous control can be formulated in the above form. The most prevalent example comes from machine learning where the above formulation is used in Empirical Risk Minimization (see e.g., [1] ). It involves approximating the following problem
where P is the probability law of the random variable ξ. While it may be desirable to minimize (2) , such a goal is untenable when one does not have access to the law P or when one cannot draw from an infinite population sample set. A practical approach is to instead seek the solution of a problem that involves an estimate of the expectation in (2) giving rise to (1) . In that case one has f i (x) = F (x, ξ i ) for some realization ξ i of ξ.
Optimization problems of the form (1) usually have a large N , which makes finding a possible solution by first order methods a computationally intensive and time consuming task. Also, because of high dimensions, they are generally beyond the capability of second order methods due to extremely high iteration complexity. A possible remedy is to use a distributed approach. This generally involves distributing the data sets among N machines, with each machine having its own estimate of the variable x. Such data distribution may be necessitated by the fact that all of it cannot be stored in one machine. Also, data may be distributed across different K. Avrachenkov is with Inria Sophia Antipolis, 2004 Route des Lucioles, 06902, Sophia Antipolis, France, k.avrachenkov@inria.fr S.M. Shah is with Indian Institute of Technology-Bombay, Mumbai 400076, India, suhailshah2005@gmail.com. The work was done while the author was visiting Inria Sophia Antipolis machines because of actual physical constraints (for instance, data may be collected in a decentralized fashion by the nodes of a network which has communication constraints). This has led to an increasing interest in developing distributed optimization algorithms to solve (1).
Contributions :
In this technical note we propose an asynchronous variant of ADMM to solve problems of the form (1). Asynchronous here means that only a single node of the network is randomly updated at any instant of time while the rest of the nodes do not perform any computation. This helps in overcoming a major disadvantage of synchronous algorithms wherein all the nodes have to update before proceeding to the next step. This is usually a deterrent to distributed computing since different nodes tend to have different processing speed and may suffer network delays or failure which will harm the progress of the algorithm. A remedy for these problems is to consider asynchronous algorithms.
Our contributions here are as follows: We formulate (1) in a form that is amenable to be solved by ADMM in a distributed fashion. The proposed algorithm to solve it uses asynchronous updates where the selection of the node to be updated is decided by simulating a Markov chain (MC) on nodes. We would like to note that such Markovian node update is a versatile framework. Markovian node update includes as particular cases: i.i.d. node selection, Metropolis-Hastings node selection and round robin node scheduling. Markovian node update can be easily implemented in the form of token passing algorithm [2] . Namely, after a node has finished updating its estimate, it can pass a token/message to one of its neighbouring nodes (decided by simulating the MC) to indicate that it has been activated. Thus, the need for a central master node (which decides which node to update) is eliminated. Another advantage to using an MC sampling is that since all consensus ADMM algorithms use local information, the agent updating its own information at a given time will use the information of at least one neighbour which has been updated in the most recent step, thereby ensuring progress. The second contribution here is that the proposed algorithm is shown to have a linear convergence property in expectation for the class of functions which are strongly convex and continuously differentiable. This, to the best of our knowledge, has not been previously reported for fully distributed (not using master slave architectures) asynchronous ADMM algorithms. to [3] . The literature on distributed optimization is vast, building upon the works of [4] for the unconstrained case and [5] for constrained case. The pioneering article [4] was one of the earliest works to address the issue of achieving a consensus solution to an optimization problem in a network of computational agents. In [5] , the same problem was considered subject to constraints on the solution. The works [6] and [7] extended this framework and studied different variants and extensions (asynchrony, noisy links, varying communication graphs, etc.). The non-convex version was considered in [8] . There has been a lot of research on solving distributed optimization problems with ADMM in the last decade. Some of the works include Chapter 6 of [3] , [9] , [10] , [11] , [12] , [13] among others. The major works in the context of asynchronous ADMM include [14] , [15] , [16] , [17] , [18] and [19] .The linear convergence rate of synchronous ADMM for distributed optimziation was establihed in [11] . The convergence rates for the asynchronous version for convex functions was established in [14] . The convergence rate for asynchronous versions for an ADMM with master slave architecture is studied in [19] .We note that none of the above mentioned works establishes a linearly convergent asynchronous ADMM without master slave architecture. Incremental Markov updates have been previously considered for first order methods in [20] and [21] . We leverage these ideas for the ADMM algorithm because of the ease of implementation of Markov updates in the context of distributed optimization.
The organization of the paper is as follows. In Section II, we give the problem formulation and propose an asynchronous distributed ADMM algorithm to solve it. In Section III, we present the convergence analysis of the proposed algorithm and show that it has a linear convergence rate in expectation for a certain class of functions. In Section IV, the linear convergence property of the algorithm is numerically demonstrated for a simple distributed estimation problem.
II. BACKGORUND
In this section we give the details of the problem considered in the paper and the proposed asynchronous algorithm to solve it. We consider (1) in a distributed setting. We first quickly review the details of the distributed model we assume. Also, we let n = 1 throughout the paper for simplicity. The algorithm and its analysis for n > 1 is exactly the same using the Kronecker notation.
A. Distributed model
We consider a network of N agents indexed by 1, ..., N and associate with each agent i, the function f i . For future use, let
We assume the communication network is modelled by a static undirected graph G ={V, E} where V = {1, ..., N } is the node set and E is the edge set of links (i, j) indicating that agent i and j can exchange information bi-directionally. We let A ⊂ V × V denote the set of arcs, so that the network can also be modelled equivalently as a symmetric directed graph G ={V, A}. Also, we have |A| = 2|E|. We make the following assumption on the graph :
To solve (1) in a decentralized fashion, we generate an irreducible transition matrix P of a Markov chain with prescribed stationary distribution π (using only local information) such that the following property is satisfied :
In addition, we also want P to satisfy : (N1) [Irreducibility and aperiodicity] The underlying graph is irreducible, i.e., there is a directed path from any node to any other node, and aperiodic, i.e., the g.c.d. of lengths of all paths from a node to itself is one. It is known that the choice of node in this definition is immaterial. This property can be guaranteed, e.g., by making p ii > 0 for some i. Given a connected graph G, one of the ways to generate a transition matrix that satisfies the above properties is given by the Metropolis Hastings scheme.
We have the following result (Theorem 5, [22] , Lemma 4.1 [20] ). Lemma 1. Suppose (N1) is satisfied. Then, we have
where π is a column vector denoting the stationary distribution of P and 1 N is vector with all entries equal to 1. Furthermore, the convergence rate is geometric so that
where γ ∈ (0, 1) and b > 0 are some constants.
In the distributed setting which we consider here, (1) can be reformulated as :
where x i is the estimate of the primal variable x at node i. Our main aim here is to solve (5) in an asynchronous distributed fashion via the ADMM method. In the next subsection we review the basics of the ADMM algorithm.
B. ADMM Algorithm
The standard undistributed ADMM solves the following problem minimize
where variables x ∈ R n , z ∈ R m , A ∈ R p×n , B ∈ R p×m , and c ∈ R p . To solve the problem, we consider the augmented Lagrangian which is defined as
Starting from some initial vector (x 0 , z 0 , y 0 ), ADMM consists of the following updates :
C. Asynchronous ADMM
The augmented Lagrangian of problem (5) can be written as :
where λ ij is the Lagrange multiplier associated with the constraint x i = x j . We note that the terms involved in the last summation in the RHS of the above equation are not separable. This makes a distributed implementation impossible in this formulation. There have been many re-formulations of (5) in the consensus ADMM literature to make a distributed implementation possible. We use the formulation presented in Section 3.4, [23] . Similar formulations have been previously used in [24] , [14] and [18] . To do this, we introduce auxiliary variables z ij with each arc between any two nodes i and j. The reformulation can be written as :
subject to
The augmented Lagrangian for the above problem can be written as
where λ ij andλ ij are the Lagrange multiplier's associated with the constraint x i = z ij and x j = z ij respectively, for any arc (i, j) ∈ A. The ADMM algorithm will take the following form :
and
We note that the update for z ij (see eq. (12)) has a closed form solution given by :
Adding equations (13) and (14), we have
Using (15) to substitute for z ij (k + 1) in the above, we have
The update of z ij (see (15) ) can be simplified to
Also, if we use (17) in (13), we have
So, if we set λ ij (0) = −λ ji (0), we have
for all k. The update of x i (see (11) ) can then be written in a form amenable to distributed implementation :
where we have used the fact thatλ ji (k) (16) = −λ ji (k) (19) = λ ij (k) in the second term of RHS of (11) and (17) in the third term.
Initial Conditions : Initialize x(0) ∈ R N and λ(0) ∈ R 2|E| . Let i 0 ∈ V be the initial state of the Markov chain.
Algorithm :
For k = 0, 1, 2..... do : a) Let ξ k−1 = j and ξ k = i denote the state of the MC at time k − 1 and k respectively. b) Set :
For p ∈ V/{i}, set
c) Set :
For all arcs (l, m) ∈ A/{(i, j), (j, i)}, set λ lm (k + 1) = λ lm (k).
Output :
The pseudo-code for the asynchronous version is given in Algorithm 1. We briefly discuss the steps involved : a. At each instant k, the node and the Lagrange multiplier to be updated is decided by simulating the MC. The consensus constraint in distributed ADMM is associated with an arc. So, each node keeps track of Lagrange multipliers {λ ip } p∈N (i) . The node to be updated is decided by the current state of the MC, while the corresponding arc to be updated is decided by the current and the previous states of the MC. That is, the current node remembers from which node it obtains the token.
b. If the current state of the MC is i, then the algorithm updates the estimate x i . Node i pulls the estimates x p from all its neighbours p ∈ N (i) and updates x i using (20) .
c. If j is the state of the MC at the previous instant k − 1, the Lagrange multiplier associated with the arc (i, j) is updated using (18) by pulling the estimate x j from node j. Note that since λ ij and λ ji are coupled via (19) (which happens since the corresponding constraints are coupled via z ij = z ji ), we also update the Lagrange multiplier λ ji associated with the arc (j, i). The latter update is inexpensive since it just involves node i communicating its estimate λ ij to node j.
III. CONVERGENCE ANALYSIS
In this section we aim to show that the proposed algorithm has a linear convergence rate in expectation when the following condition is satisfied :
Assumption 2 : Each function f i is strongly convex and Lsmooth in R. By strong convexity, we mean that for any x and y in the domain of a function g : R n → R, we have
with ν > 0. By L-smoothness, we mean that the gradient is L-Lipschitz continuous, i.e.,
Let x ∈ R N be a vector concatenating all x i and z ∈ R
2|E|
be a vector concatenating all z ij . Let I m denote the m × m identity matrix. We can rewrite the constraints in (10) in the following matrix form :
where
with A 1 , A 2 ∈ R 2|E|×N and g(·) = 0. The entries of the matrix A are decided as follows : If (i, j) ∈ A and z ij is the q'th entry of z, then the (q, i) entry of A 1 is one and (q, j) entry of A 2 is one. If λ ∈ R 4|E| denotes the concatenated Lagrange multipliers {λ ij ,λ ij } (i,j)∈A and ∇f (x) := (
, we have from the KKT conditions for (26) :
and the dual update
We remark here that (28) is the same update as (13)- (14) . To be more precise, the concatenated variable λ(k) can be written as
, where β(k) ∈ R 2|E| with β ij (k) := λ ij (k) and γ(k) ∈ R 2|E| with γ(k) :=λ ij (k). We note from (16) , that λ(k) = [β(k), −β(k)]. Multiplying (28) with A T and adding to (27) we have, 
Also, from (17) and (18), we have
We use (30), (31) and (32) to obtain our main result. Also, the KKT conditions for (26) give,
where (x * , z * ) is the unique primal optimal solution with the uniqueness following from the strong convexity of f (·). (34) follows from the consensus condition for any optimal x * and (35) follows from (31). We note here that if β(0) lies in the column space of I − , then β(k) also does so from (32). We can also assume β * lies in the column space of I − without any loss of generality (see eq. (11), [11] ). We use these facts later in the proof of our main result. We let G ∈ R
4|E|×4|E|
denote the matrix
and σ max (A), σ min (A) respectively denote the largest and the smallest non-zero singular values of the matrix A. Also, let p max , p min respectively denote the largest and the smallest nonzero entry of the transition probability matrix P . Theorem 2. Let w(k) denote the concatenated vector w(k) := [z(k) β(k)] and w * := (z * β * ), where z * and β * are the unique optimal primal-dual pair. We have for some k > 0 satisfying
and all k > k ,
, where
for any κ > 0 and
Proof. Let i 0 denote the initial state of the Markov chain. We note at time k the probability of triggering the edge (i, j) and updating β ij is given as
Since,
The above equation gives us the probability of updating the estimate
given by (31). The probability of
) (i.e. the event of β ij not being updated). Thus, we have
Multiplying (39) by ρ and (38) by 1/ρ, and summing both equations along the index (i, j) ∈ A and using (40), we have
which gives, using the definition of G-norm,
where w * := (...., w * ij , ....). Associated withŵ(k+1), we have the vectorx(k + 1) which satisfies (see (27)),
Also, the dual updateλ(k + 1) :
Proceeding the same way as for deriving (30)- (32), we get
We next prove the following claim whose proof is identical to Theorem 1, [11] . We prove it here for the sake of completeness and since we also use some elements of the proof later in the paper.
G , with c as in (37).
Proof. Subtracting (33)-(35) from (42)-(44) respectively, we have the following set of equations
Since each f i (·) is convex, we have from (24),
(48) Using (45), the RHS of the above can be written as :
Using (46) and (47) in the above, we get
and using (48),
To prove the claim, we only need to show that
G , for some c > 0, since adding the above to (49) gives the required inequality. We note that from the definition of Gnorm, the above inequality is equivalent to
To upper bound ẑ(k + 1) − z * 2 , we use (47),
To upper bound β (k + 1) − β(k) 2 , we first consider for any κ > 0,
We have used the L-smoothness of f (·) in the above (see (25) ). Using the inequality
in the above, we have, The Markov chain considered is a simple random walk on a d-regular graph. The code to generate the graphs is borrowed from [25] . The results have been plotted in Figure 1 . We note that as d increases from 2 to 9, the performance of the algorithm improves. We note that the iteration complexity of the synchronous version is much higher than the asynchronous version since N number of minimzations are carried out in each step as compared to the single required for the asynchronous version. The synchronous version is implemented using the algorithm suggested in [11] . The results have been plotted in Figure 1 .
