A genetic algorithm has been used to optimize the selection of beam weights for external beam three-dimensional conformal radiotherapy treatment planning. A fitness function is defined, which includes a difference function to achieve a least-square fit to doses at preselected points in a planning target volume, and a penalty item to constrain the maximum allowable doses delivered to critical organs. Adjustment between the dose uniformity within the target volume and the dose constraint to the critical structures can be achieved by varying the beam weight variables in the fitness function. A floating-point encoding schema and several operators, like uniform crossover, arithmetical crossover, geometrical crossover, Gaussian mutation and uniform mutation, have been used to evolve the population. Three different cases were used to verify the correctness of the algorithm and quality assessment based on dose-volume histograms and threedimensional dose distributions were given. The results indicate that the genetic algorithm presented here has considerable potential.
Introduction
The goal of radiation therapy (RTP) is to tailor a tumourcidal dose envelope to a target volume and to deliver as low a radiation dose as possible to all other organs at risk (OAR) (Webb 1993) . Three-dimensional conformal radiation treatment is very complex and may have many parameters to be optimized to achieve a preset optimization criterion/criteria. Some of these parameters include beam energy, beam weights, beam directions, beam intensity and the use of wedges. Besides, constraints (mainly linear constraint) should be considered in the optimization process. Many methods have been proposed to optimize treatment plan. Of all the techniques used in planning, linear programming (Rosen et al 1991 , Starkschall and Eifel 1992 , Censor and Shwartz 1989 , Bahr et al 1968 , quadratic programming (Redpath et al 1976 , Fymat et al 1988 , Starkschall 1984 , Holmes and Mackie 1994 , gradient descent programming (Legras et al 1982 , Kallman et al 1992 , Spirou and Chui 1998 , Hristov and Fallone 1997 , and constrained simulated annealing (Webb 1989 , 1991 , Morrill et al 1990 , Mohan et al 1992 , Mageras and Mohan 1993 are some of the frequently used optimization methods.
Genetic algorithms (GAs) have been proven to be efficient in solving a number of search problems. Recently, there has been growing interest in the application of genetic algorithms to RTP. GA has been used to optimize external beam treatment plans (Ezzell 1996 , Langer et al 1996 , Yu et al 1997 and brachytherapy implant plan (Yu and Schell 1996 , Yang et al 1998 , Lahanas et al 1999 . GA is based on the Darwinian evolutionary theory (Goldberg 1989 , Holland 1992 . This kind of evolutionary process observed in nature can be applied to solve many optimization problems. GA provides an adaptive method of search by using such operators as selection, crossover and mutation. When GA is used, the parent chromosome set, called the population, will be transformed into a new one with a hope that they will contain better solutions. A kind of performance measure, called fitness, is assigned to each individual in the population and indicates how well it fits the desired solution. Solutions produced to form the new generation (offspring) are selected according to their fitness-the better the fit, the closer to the problem solution (Reeves 1992 , 1994 , Whitley 1992 . The definition of fitness is problem specific. For different problems we may need different fitness functions.
Radiotherapy treatment planning based on genetic algorithms

Fitness function for RTP
Suppose that there are N t and N s constraint points in the planning target volume (PTV) and organs at risk (OARs) respectively, N b free beams must be determined to deliver the desired radiation dose. For each point in the surrounding normal tissues, the total computed dose must be less than the region-specific maximum value T l max (l = 1, 2, . . . , M), where M is the total number of OARs. Thus, the inequality constraint condition for all constraint points in OARs is given by
where g j,k is the dose per unit beam weight from beam k to point j contained in the OAR. This inequality is related to beam weightings
We also define the difference function to search for the dose uniformity over the PTV. The difference function D(X) is defined as the sum of the squares of the deviations of the calculated doses from the desired doses, and is written as
where g j,k is the dose per unit beam weight from beam k to point j contained in PTV andD is the desired dose in the PTV. The summations are taken over N t points within the PTV.
We assume that the feasible region of solutions that satisfies constraint (1) is denoted by . The inequality constraints (1) are adjoined to the difference function D(X) by using a penalty function, which is given by
where R(X) = 0, for X ∈ φ, and R(X) > 0, for X ∈ φ. With the help of equations (2) and (3), we obtain the fitness function for the optimization of RTP as follows:
where β > 0 is a penalty factor that indicates the relative importance of the OARs. For this initial investigation, we put an equal importance for all constraint points within PTV and OARs respectively. We can easily incorporate the relative and absolute importance factors for one or more OARs. In our case the smaller the fitness function, the better the fitness. By means of the penalty function R, a moderate violation of constraints yields a penalty so that the unconstrained solution gradually converges to the constrained solution with the evolution of generations. . . . , N b . X max is the acceptable maximum weight value of free beams. For the radiation treatment problem we can always find some limitation for each beam weight, and we think this is reasonable based on clinical practice. For example, if the description dose for the target is 60 Gy, we can set the limit for each beam's contribution to be 30 Gy.
Crossover.
Crossover selects genes from parent chromosomes and creates new offspring. The simplest way is to choose randomly some crossover point, and everything before this point copy from a first parent and then everything after this crossover point copy from the second parent. For the above floating-point-number chromosomes, there are many crossover operators (Fogel and Stayton 1994 , Homaifar et al 1994 , Michalewicz 1996 , Renders and Bersini 1994 . In our investigation, we use the following three operators with a uniform probability distribution. The first one is the uniform crossover working as follows. Two parents,
The second operator is the arithmetical crossover. It can be described as the following: suppose two parent vectors A and B can produce two offspring C and D, which are linear combinations of their parents:
where α is a random real number and its value is at the range between 0 and 1. The arithmetical crossover has a feature which yields a feasible offspring solution in convex search spaces if the starting point is a feasible solution.
The third crossover operator is geometrical (Michalewicz 1996) . This operator can only be applied to problems where each variable takes non-negative values. So it can be used in our investigation. The geometrical crossover takes two parents and yields a single offspring. Suppose A and B are parent chromosomes, and the new offspring C can be expressed as
This operator was reported to have the ability to search precisely the boundary area between feasible and unfeasible regions of the search space (Michalewicz 1996) . This searching behaviour is very important in radiation treatment planning problems because many feasible solutions locate at the boundary of the search space. For example, for an over 20 free-beam problem, many beam weights are zero in the final optimized solution and their values are located at the low boundary of constraint range.
Mutation.
Mutation also plays a role in the evolution process. It is especially important to prevent all solutions in population falling into a local extreme. In this investigation we use two mutation operators. The first one is the Gaussian mutation that modifies all components 2, . . . , N b where N(0, σ ) is a vector of independent random Gaussian numbers with a mean of zero and standard deviations σ (Böck and Schwefel 1991, Fogel 1995 
Parameters of GA.
The first important parameter is population size N p . Population size represents how many chromosomes are in one generation. If the size is too small, GA will explore a small part of the search space and have a few possibilities to perform crossover and mutation. On the other hand, if the size is too large, the speed of evolution will be very slow and the efficiency is too low. This parameter is empirically found for a given problem. We usually double the size of variables for a moderate-size problem. The other two basic parameters are crossover probability P c mutation probability P m . P c and P m decide the frequency of performing crossover and mutation, respectively. P c should usually be high, about 80-97%; P m , on the other hand, should be very low, about 0.5-5%.
Parallel reproduction criterion
The reproduction process rates all chromosomes by means of the chosen fitness function (Whitley et al 1995 , Whitley 1992 . The parents are reproduced according to their fitness and are placed into the next generation with a probability proportional to their fitness. Through the application of this operator, the algorithm produces a population of individuals that are increasingly fitter. In our work, only a fraction of the entire population is replaced in each cycle of reproduction. With the assumption that fitness values and penalty values of chromosomes have contributions parallel to the evolution of the population, because a chromosome with a better fitness is superior to one of worse fitness and one with a lower penalty is more feasible than one with a higher penalty, we develop a parallel reproduction criterion that is described as follows: If
where C current denotes an individual in a parent population with a fitness function value lower than the average fitness functionf current value in the current population, and C child denotes an individual offspring. Our strategy is not only to select better feasible solutions with lower fitness F (X), but also to deselect unfeasible chromosomes with higher penalty R(X). 
The genetic evolution process
In this study, a genetic algorithm was developed for the optimization of beam orientation weighting vectors throughout genetic evolution. This method evaluates proper weights and then re-evaluates them after the process of crossover and mutation has been completed. The procedure for use of the genetic algorithm in RTP is as follows: 
Results and conclusion
In this investigation, we selected three different examples to verify our genetic algorithm. These examples differ from each other in the following aspects: problem sizes, tumour sites and optimization parameters (including machine energy, population and probabilities of crossover and mutation). The first example is an experimental case, and there are 80 candidate beams to be selected. Our goal is to kill brain tumour cells while causing minimum damage to three normal tissues: left eye, right eye and thyroid. The second example is a common clinical case. The target is located in the abdomen. We use four coplanar beams to optimize our plan. The third one is a chest tumour and there are total of eight beams to be selected. Dose distributions of all these examples were computed by using the PLUNC system (PLUNC, Department of Radiation Oncology, University of North Carolina, Chapel Hill, NC) and all the beams were conformal to the PTV with a 1 cm margin. The calculation voxel volume was 0.25 cm × 0.25 cm × 0.25 cm. All the optimization work was carried out on a personal computer (Pentium II 450 MHz).
The first case
In this example, a GA is used to optimize a treatment plan of a 14-year-old patient who had posterior fossa ependymoma. The energy of all beams was 6 MV (Primus, Siemens Medical Systems, Concord, CA). In order to verify the speed of the GA and problem sizes with which the GA can deal for future development (we plan to use it for intensity modulated radiation treatment planning and dynamic rotation treatment planning), we selected two groups of noncoplanar beams by the following two methods: (a) keep the couch at 0
• (initial position) and rotate the gantry around the couch from 0
• to 360
• at 5 • intervals; (b) keep the gantry at 240
• and rotate the couch from 55
• to 125
• at 10 • intervals. We got 72 and 8 free beams from the two methods respectively. So there is a total of 80 beams and every chromosome was thus encoded as X = (x 1 , x 2 , . . . , x 80 ). There is a total of three sensitive organs, including two eyes and the thyroid. We adopted every voxel grid of the four tissues and got 5926, 587, 572 and 271 points, respectively. The prescribed dose for the PTV was 60 Gy and the tolerance dose for the eyes was 6 Gy and for the thyroid 30 Gy (Bentel 1996) . We may increase the relative importance of each OAR by sampling relatively more points within this OAR. In this example, we set the population N p 100, P c 96% and P m 1%.
After 1000 generations (which took 25 min), a feasible solution with the best fitness value was obtained. We got 13 beams from the total of 80 beams. Table 1 shows the final beam weights, i.e. the relative dose contributions to the isocentre. Figure 1 also shows the isodose curves projecting onto three standard display slices. The 98% isodose line encircled almost all the geometric field margin of the PTV. The 3D maximum dose in the PTV was 103.4%. We think that the aim of high dose and uniformity in the PTV was reached. Figure 2 shows the dose-volume histogram (DVH) for the PTV and three normal structures. The constraints to the three normal organs were met. We also recorded the values of fitness function for each generation, which decreased sharply from 2.67 × 10 5 at the first generation to 975.9 at the 37th generation. In order to draw the figure conveniently, we kept only some of the data (see figure 3) .
The second case
This case is a 10-year-old patient with recurrent rhabdomyosarcoma to the retroperitoneum. We used four common beams (AP: gantry 0
• ; PA: gantry 180 • ; LA: gantry 75 • ; R: gantry 270 • ) with 15 MV energy (the same machine as the first case). Each chromosome was encoded as X = (x 1 , x 2 , x 3 , x 4 ). There is only one sensitive tissue-spinal cord and we set 45 Gy as the maximum allowable dose. The prescribed dose for the PTV is 60 Gy. In this investigation there are 9452 points in the PTV and 2615 constrained points in the spinal cord. The population size was set 50, P c 94% and P m 2%. After 2000 iterations (taking 16 min), we got the final solution. All four beams were selected and their weights were 3.390 (AP), 14.521 (PA), 10.532 (LA) and 4.761 (R) respectively. The 3D maximum dose was 104.1% (while it is 105.8% by (a) ( b) (c) Figure 6 . Dose distributions on the transverse (a), sagittal (b) and coronal (c) slices through the isocentre for example 3. The curves are isodose lines of 100%, 98%, 95%, 90%, 70% and 50% respectively. manual plan). Figure 4 is the three standard display with the isodose lines. Figure 5 shows the DVH of PTV and spinal cord (OAR) comparison with manual plan.
The third case
This example is a 7-year-old patient who has lymphosarcoma involving intrathoracic lymph nodes. We used eight beams (gantry angles: 0 • , 30
• , 50
• , 145
• , 180
• , 215
• , 300
• , 330
• ) with 15 MV energy. Each chromosome was encoded as X = (x 1 , x 2 , . . . , x 8 ) and the population was 100. The prescribed dose for the PTV was 30 Gy. In this case there were no sensitive tissues. We need not use the penalty item (equation (3)). There were 5620 points in the target volume. After 3000 iterations (taking 47 min), we got six beams for the final solution (gantry angle: 30
• , 300 • ). Their weights were the following: 1. 495, 3.918, 2.994, 5.150, 2.329, 3.741 . The 3D maximum dose for the PTV was 106.8% and the manual plan was 109.6%. Figure 6 shows the three-standard central slices (traverse, sagittal and coronal plans) with their isodose lines.
The GA method is an emerging randomized global optimization technique that simulates Darwin's principle of natural selection 'the survival of the fittest'. In the reproduction of GAs, solutions that are determined by a fitness function to be good are selected into the next new generation of solutions by means of two kinds of genetic operators: crossover and mutation. We have been using genetic algorithms for radiotherapy treatment planning. The three different examples presented in this paper demonstrate that the GA technique is feasible for radiotherapy planning optimization.
