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We propose an efficient algorithm to perform Monte Carlo simulations of dense systems using
multiple particle moves. The method is intended to be used in the atomistic simulation of complex
systems, where the computing requirements for a single simulation run make advisable the use of
parallel computing. The algorithm is based on the use of steps in which all the particle positions of
the system are perturbed simultaneously. A division of the system in clusters of particles is
performed, using a bonding criterion which makes feasible that the acceptance or rejection of the
new particle coordinates can be carried out independently for each cluster. © 2007 American
Institute of Physics. DOI: 10.1063/1.2759924
I. INTRODUCTION
Molecular dynamics MD and Monte Carlo MC simu-
lation algorithms1,2 provide a large number of powerful tech-
niques in the study of condensed matter physics. The simu-
lation of a number of complex systems has become possible
by the use of parallel computing. At present, MD is usually
more suitable than MC simulation for parallel computing.
For systems with a large number of particles interacting
through short range potentials, in MD simulation one can
perform the so-called domain decomposition3 of the system
and distribute the load between different processors. Each
processor then integrates the equations of motion of the par-
ticles located inside its assigned domain and sends and re-
ceives information to/from the processors in charge of the
neighboring domains. On the other hand, parallel computing
has also been used to perform quantum molecular dynamics.
In this case the power of parallelism is applied to solve the
electronic structure problem.
The use of parallel computing in MC calculations for
atomistic models is not so spread as in MD simulation. One
can find in the literature a number of parallel MC applica-
tions to particular problems,4,5 but a general strategy that
could be applied to a wide class of problems is still lacking.
In contrast, in the field of simple lattice models there are
efficient algorithms6–9 that can be run in parallel machines
quite easily.10 In most of these procedures a large number of
particles are moved in a single MC step. The possibility of
dividing the system in sublattices of sites makes possible the
construction of effective methods which can be run without
difficulty on parallel architectures. For lattice models, the
cluster methods, which have become a powerful tool in the
analysis of criticality, make also use of motions involving
large numbers of particles and are quite amenable to be par-
allelized as well.
In principle one can think that a strategy inspired in the
sublattice approach could be of use in a parallel version of
the Metropolis Monte Carlo simulation of continuous mod-
els. One could perturb simultaneously different particles to
perform several single-particle steps in parallel. This strategy
can work if and only if there is no direct interaction between
the perturbed particles, and in all other cases one could group
the particles in order to perform one or several multipar-
ticle steps. This circumstance makes the strategy much less
effective in the simulation of condensed matter systems with
continuous translational degrees of freedom, due the pres-
ence of repulsive interactions between particles2 which in-
duce a low acceptance rate for multiparticle moves.
For the particular case of models with short-ranged pair-
wise additive interactions we can try to explicitly choose sets
of noninteracting particles to be moved simultaneously. This
procedure can work satisfactorily for systems with crystal-
line order, but it seems quite difficult to implement in disor-
dered systems, if detailed balance is to be kept.
In the case of lengthy simulations/large systems e.g., in
near critical conditions and in order to take full advantage of
the power of parallel computing, it seems highly desirable to
devise efficient MC simulation strategies involving multiple
particle moves11 that are amenable to parallel coding. Such
procedures could compete with existing MD algorithms for
complex systems and at the same time would take advantage
of the adaptability of MC methods when dealing with spe-
cific features of particular problems. In response to this need,
in this contribution we propose an efficient and rigorous al-
gorithm to perform MC simulation of dense systems using
multiple particle moves. The method is based on cluster
algorithms6–9 and partially inspired in the pioneering work of
Krajčí and Hafner.11 Even if our approach is designed for
systems with pairwise additive potentials, we will see how
different strategies can be used to cope with systems in
which many-body interactions are present.
The paper is organized as follows; after this Introduc-
tion, in Sec. II we introduce our cluster algorithm as applied
to an atomic system. In Sec. III we present the details of the
simulation, the model we have used as a practical example,
and summarize the results of the efficiency analysis for dif-aElectronic mail: NOE@IQFR.CSIC.ES
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ferent algorithms. Finally, our conclusions are to be found in
Sec. IV. There we also comment on possible alternatives to
extend these cluster algorithms to systems with many-body
interactions.
II. ALGORITHM
In what follows we will deal with a system of particles
interacting with an isotropic pair potential, Vr. Let us con-
sider a given configuration of N particles,
R1o ,R2o , . . . ,RNo; we can build up a set of alternative or
test positions for the particles R1t ,R2t , . . . ,RNt using the
standard sequential algorithms in which one applies a ran-
dom displacement on each particle position.1 Our goal is
now to perform a multiparticle MC step to generate a new
configuration of the system. In the new configuration,
R1n ,R2n , . . . ,RNn, some particles will keep the old coordi-
nates, Rin=Rio, whereas other particles will have the test
coordinates, R jn=R jt. This approach was also followed in the
approximate method12 proposed by Krajčí and Hafner.11
A. Two state per particle model
Let us consider a subset of the phase space of the sys-
tem, in which each particle can adopt only two positions
states represented as Ri+ and Ri− for particle i. We can
relate these N pairs of particle positions to the previous sets
of coordinates. Here Rio, Rit, and Rin denote different
choices of coordinates from the set of N pairs of particle
positions. Within this description, a multiparticle MC step
shows an evident analogy with the simulation of Ising-type
models using collective moves. We will show how an effi-
cient procedure can be built to sample such a subset of the
phase space and then how to include these ideas in the simu-
lation of the continuous model.
For a given pair of particles i , j we can find four pos-
sible values of the pair interaction, Vij, depending on the
choices of the coordinates Ri and R j,
VSi,Sj
ij
= VRi,Si − R j,Sj , 1
where Sk is +1 or −1 for states Rk+ and Rk−, respectively.
1. Cluster algorithm
We define a probability of having a bond between par-
ticles i and j at states Si and Sj as
Pij
b Si,Sj = 1 − min expV˜ ijSi,Sj
expV˜ ijS¯i,Sj
,1	 , 2
where
V˜ Si,Sj =
1
2 VSi,Sj
ij + VS¯i,S¯ j
ij  , 3
and 
1/kBT kB being the Boltzmann constant and T the
absolute temperature, and S¯k
−Sk. For each pair of par-
ticles i , j a random number, , with uniform probability in
the range 0,1 is generated, and a bond between particles i
and j is assumed if  is less than the probability given by
Eqs. 2 and 3. Then, clusters of particles are built accord-
ing to the bonds generated, and a global MC step, in which a
unique choice either modify or keep the old coordinates is
done for all particles belonging to each cluster.
Let us denote the possible two configurations of the kth
cluster in the new configuration as Sk+ and Sk−, where Sk+ is the
current configuration and Sk− is that built with the trial posi-
tions or, in the Ising language, the one generated when flip-
ping every spin of the cluster. We have tested two schemes
to select the probability of flipping the clusters. Taking into
account the analogies with the standard MC technique for
simulating Ising models, we will refer to them as Metropolis
and Glauber procedures.6 The respective probabilities, w, of
flipping a given cluster are given by
wSk−Sk+ = min1,e−Uk−/e−Uk+ , Metropolis
e−Uk
−
/e−Uk
+
+ e−Uk
−
 , Glauber,
	 4
with
Uk± = U1Sk± + 12
lk
U2Sk±,Sl+ + U2Sk±,Sl− , 5
where U1Sk± is the sum of pair interactions between atoms
belonging to cluster k in the corresponding configuration 
or , and U2Sk ,Sl is the sum of pair interactions between
clusters k and l. Let us emphasize that the terms Metropolis
and Glauber are just used by analogy of the flipping prob-
abilities wSk− Sk+ with those used in the standard MC pro-
cedures with single-particle moves. In addition, notice that
the Glauber procedure is also known in the literature as
Barker’s method.13
2. Detailed balance
The choice of the flipping probabilities, w, must guaran-
tee that the sampling of the different realizations of the two
state per particle model is done according to the Boltzmann
distribution. Let us use A and B as the symbols for two
microstates of the system. If our simulation scheme fulfills
detailed balance,1,2 we will get
PAvA → B = PBvB → A , 6
where P with =A ,B is the probability of the configu-
ration and vA→B expresses the transition probability from
A to B. The transition between the two microstates can go
through different realizations of particle bonds. Let us denote
the bond configurations which are compatible with the tran-
sition between the two states as Cl. We can write the detailed
balance condition as
PAlPClAvA → BCl
PBlPClBvB → ACl
= 1, 7
where PC  express the probability of generating the bond
configuration C when the system microstate is  and vA
→B Cl is the transition probability when the bond configu-
ration is Cl. Equation 6 is satisfied if superdetailed balance2
is fulfilled,
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PA
PB
=
PClB
PClA
vB → ACl
vA → BCl
. 8
Let us consider now the rate between the bond realization
probabilities in the two microstates. For a given pair of par-
ticles, i and j, consider the product Kij =SiSj in states A and
B. If Kij changes in the transition, then i and j cannot belong
to the same cluster. In addition, according to Eqs. 2 and 3
the bonding probability Pij
b only changes if Kij is different in
the two states. Therefore for the bond configurations compat-
ible with the transition we can write
PClB
PClA
=
exp− /2i
# j
*VSiA,Sj
ij
+ VS¯iA,S¯ j
ij 
exp− /2i
# j
*VSiB,Sj
ij
+ VS¯iB,S¯ j
ij 
. 9
The summation # is restricted over flipped particles,
whereas * refers to particles whose state does not change in
the transition. Notice that the result given in Eq. 9 is inde-
pendent of the bonding configuration. We can write 9 in
terms of the cluster interactions,
PClB
PClA
=
exp− /2k
#m
* U2SkA,Sm + U2SkB,S¯m
exp− /2k
#m
* U2SkB,Sm + U2SkA,S¯m
.
10
In Eq. 10 the sums are defined over clusters, and the mean-
ing of the sum superscripts is similar to that of Eq. 9. On
the other hand, taking into account Eq. 4, the ratio between
conversion rates within a given bond configuration can be
written as
XBA 

vB → ACl
vA → BCl
= 
k
#
wSkASkB
wSkBSkA
, 11
where the product is restricted to the flipping clusters, since
the corresponding terms for the other clusters do not depend
on the configuration for a fixed bond distribution. Consid-
ering Eq. 5 we get
XBA =
exp− WfA − Wf fA − 12WfnA − 12Wfn¯A 
exp− WfB − Wf fB − 12WfnB − 12Wfn¯B 
, 12
with
Wf

= 
k
#
U1Sk , 13
Wf f

= 
k
#

lk
#
U2Sk,Sl , 14
Wfn

= 
k
#

m
*
U2Sk,Sm , 15
Wfn¯

= 
k
#

m
*
U2Sk,S¯m , 16
with  being either A or B. Equation 10 can be rewritten as
PClB
PClA
=
exp− 12WfnA − 12Wfn¯B 
exp− 12WfnB − 12Wfn¯A 
. 17
From Eqs. 12 and 17 we finally get
PClB
PClA
vB → ACl
vA → BCl
=
exp− Wf
A
− Wf f
A
− Wfn
A 
exp− Wf
B
− Wf f
B
− Wfn
B 
. 18
Notice than in 18 the energy terms between brackets on the
right hand side are precisely those that change in the transi-
tion. Therefore, we conclude that the procedure fulfills
6–8 and the sampling procedure over the two state per
particle model is correct.
B. General procedure
The procedure of simulation of the continuous model is
now straightforward. In order to generate a new configura-
tion from the current one, we generate a set of N trial posi-
tions using the symmetric standard methods1,2 for the N
particles of the system and apply the procedure detailed in
the description of the two state per particle cluster simula-
tion. In the new configuration of the system some of the
particles will have changed their positions while others will
remain fixed. Repeating the procedure from the new posi-
tions we can build our chain of configurations to sample
the phase space of the continuous model.
III. SIMULATION DETAILS
As a benchmark system we have used a Lennard-Jones
atomic fluid, in which the pair interaction potential takes the
form
Vr = 4	
r
12 − 	
r
6 . 19
The interaction range was truncated using the minimum im-
age criterion.1 The simulations were performed at reduced
temperature kBT /=1.0 and reduced density 
	3=0.80, us-
ing several system sizes, N=64, 108, and 256, and consider-
ing different values for the maximum displacement param-
eter, xmax.
1
Four simulation algorithms have been used to analyze
their respective efficiencies for the determination of equilib-
rium properties. The first algorithm is the standard Metropo-
lis MC algorithm involving one particle trial displacements,1
we will denote this procedure as 1-MC. The second algo-
rithm is also based in the Metropolis MC algorithm, but with
the simultaneous displacement of all particles when building
a trial configuration. This algorithm will be referred to as
N-MC. Finally we will use the cluster algorithms proposed
above, which will be denoted as G-CMC Glauber and
M-CMC Metropolis, with flipping criteria given by Eq. 4.
The simulation lengths will be given in sweeps. A sweep
is defined as N single-particle trial displacements in the
1-MC procedure, and as a trial configuration in the collective
motion algorithms. In order to evaluate reliable efficiency
estimations we have carried out very long simulation runs.
Typically we have used 2106 sweeps in 1-MC and clus-
ter algorithms, and 8106 sweeps for N-MC algorithm.
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The averages were performed after discarding the first 105
sweeps.
In the MC runs we compute the potential energy, U,
pressure p, and excess contribution to the heat capacity at
constant volume per particle cv
ex which is related with the
fluctuations of the potential energy in the canonical
ensemble,1
cv
ex
=
U2
NkBT2
, 20
where A2 stands for the fluctuations of the quantity A,
A2 = A2 − A2. 21
As expected, the results for the different equilibrium
properties do not depend on the simulation algorithm. In
Table I we present the results for the system sizes consid-
ered. The N dependence of U and p is due to the truncation
scheme.
The efficiency of a given MC simulation procedure de-
pends on the computational effort required to generate a cer-
tain number of effectively independent samples of the sys-
tem. The standard simulation procedures of condensed
systems generate a sequence of correlated configurations.
Therefore, it is required to estimate the CPU time per sweep
and the correlation time, , of the different simulation tech-
niques in order to compare their performances. Roughly
speaking,  provides a measure of the number of simulation
sweeps between effectively independent configurations. In
order to evaluate  we compute the averages of the potential
energy along blocks of Nb sweeps, UbNb. Within one
simulation run, the results of the statistical analysis of the
values of Ub for different block lengths furnish a reliable
estimate of  as
 Nb
Ub
2
U2
. 22
For large blocks we expect1 the result given in 22 to reach
a constant within statistical uncertainties value.
The analysis of results with different system sizes shows
that for 1-MC, M-CMC, and G-CMC procedures the corre-
lation time depends on xmax, but does not depend within
statistical error bars on the system size. For the 1-MC algo-
rithm the most efficient runs, 24, used xmax/	0.16,
with an average of the fraction of particles moved per sweep,
Xtr0.3. For the G-CMC algorithm the best results 
57 were found for xmax/	0.10, with Xtr0.24,
whereas with the M-CMC procedure we get 42, xmax
0.10 with Xtr0.37. The results for the N-MC algorithm
show, as expected,2 large correlation lengths and a strong
dependence of  with the system size. In the best cases we
found 2103 for N=64 and 3.5103 for N=108.
The results for these simulation runs are collected in Fig. 1.
In addition, we have looked at the particle diffusion of
the system. We have computed ad hoc self-diffusion coeffi-
cients D as1
Dt =
1
6t
rit0 + t − rit02 , 23
where the time, t, is measured in sweeps. After a number of
sweeps Dt reaches a constant value with some statistical
noise D. When comparing the results for different simula-
tion methods, larger values of D for fluid systems should
imply more efficient simulation procedures given similar
computational costs.1,2 In Table II we present the results for
the different algorithms with values of xmax chosen in each
TABLE I. System size dependence of various thermodynamic properties for
different simulation procedures. Error bars, computed as twice the standard
deviation of the mean are shown between parentheses and given in units of
the last quoted figure.
Algorithm N xmax U /N p	3 / cv
ex/kB
1-MC 64 0.16 −5.12719 1.6185 0.876 5
1-MC 108 0.16 −5.30246 1.3343 0.889 5
1-MC 256 0.16 −5.43625 1.1613 0.889 5
M-CMC 64 0.10 −5.125712 1.6257 0.877 7
M-CMC 108 0.10 −5.30319 1.3325 0.883 7
M-CMC 256 0.10 −5.43616 1.1623 0.881 6
G-CMC 64 0.10 −5.126613 1.6197 0.874 8
G-CMC 108 0.10 −5.302311 1.3366 0.883 8
G-CMC 256 0.10 −5.43648 1.1614 0.891 7
N-MC 64 0.015 −5.1224 1.64319 0.89119
N-MC 108 0.015 −5.2994 1.35618 0.88 3
N-MC 256 0.010 −5.4354 1.16718 0.87 5
FIG. 1. Logarithm of correlation time  in MC sweeps as a function of the
average of the fraction of translated particles, Xtr per sweep. Empty circles
and thin continuous line: 1-MC algorithm. Filled circles and dotted-dashed
line: M-CMC algorithm. Squares and dashed lines: G-CMC algorithm.
Empty diamonds and thick continuous line: N-MC algorithm for N=64.
Filled diamonds and thick continuous line: N-MC algorithm for N=108. The
results for 1-MC, G-CMC, and M-CMC include simulation of different sys-
tem sizes: N=64, 108, and 256, for these algorithm no significant depen-
dence with the system size was found.
TABLE II. Ad hoc diffusion coefficients for different simulation procedures.
The results for 1-MC, M-CMC, and G-CMC do not show a significant
system size dependence. The displacement parameter, xmax, is chosen in
each case to maximize the algorithm efficiency.
Algorithm N xmax/	 104D / 	2 sweep−1
1-MC 64; 108; 256 0.16 2.72
M-CMC 64; 108; 256 0.10 1.51
G-CMC 64; 108; 256 0.10 1.01
N-MC 64 0.015 0.0301
N-MC 108 0.015 0.0171
N-MC 256 0.010 0.0071
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case according to the best efficiencies reached in the previ-
ous tests. The results for the diffusion coefficients are con-
sistent with the values of  given before.
Let us now estimate the computational cost of a MC
sweep in each algorithm. Firstly we will pay attention to the
number of pair interactions, Np, to be evaluated in one simu-
lation sweep, which is expected to be the most time consum-
ing task in the programs. The N-MC procedure will require
the lowest number of pair interaction evaluations: Np
N2 /2 in our case and NpNnn /2 with nn being the typical
number of particles within the interaction range of a given
one if the potential range is much smaller than the simula-
tion box. In the case of 1-MC algorithm encoded using the
usual approach i.e., evaluating the interaction of the moving
particle in both the current and trial positions we will have
Np2N2 or Np2Nnn depending, as above, on the potential
range. Finally in the cluster methods, as applied in the pro-
gram used in this work, one has Np2N2 or Np2Nnn,
since in each sweep one has to compute the interactions be-
tween two sets of coordinates original and perturbed. Using
N-MC as a reference, we must take into account other tasks
cluster treatment, random number generator calls, etc.…
that can contribute to increase the computational effort in
1-MC, G-CMC, and M-CMC algorithms. In the model we
are dealing with, we have found that within our implemen-
tation the relative CPU times per sweep tCPU were
tCPU1-MC / tCPUN-MC5.0 and
tCPUG-CMC,M-CMC / tCPUN-MC5.8. Notice, how-
ever, that in the 1-MC algorithm one can save some comput-
ing time by storing, for each particle, the sum of interactions
with the rest of the particles; within this strategy the old pair
interaction energies only have to be calculated for the ac-
cepted steps in order to update the corresponding partial
sums of energy interactions. Also, for the cluster MC algo-
rithms one could store the value of the pair interactions in the
current configuration, which corresponds to about one fourth
of the pair interactions to be calculated at every sweep in the
procedure that we have used. In any case, these improve-
ments do not substantially modify the ratios of computa-
tional efficiency between the different methods.
In Table III we present a simple analysis of the cluster
distribution. The results for the mean number of bonds sug-
gest that, at the best performance conditions, xmax0.10,
most of the particles are either independent or belong to clus-
ters with a small number of particles. This fact has two main
consequences: firstly the small size of the clusters makes
possible the use of efficient parallelization schemes for sys-
tems with short range interactions we will discuss this issue
in the next section, and secondly, the extra computational
effort needed to build up clusters and compute the interclus-
ter interactions is modest and scales well with the system
size. To some extent, the crucial feature that explains the
efficiency of the cluster algorithms here proposed is the abil-
ity of forcing some pairs of particles—that in a N-MC trial
configuration could otherwise overlap—to move in a corre-
lated manner when applying cluster MC methods.
IV. DISCUSSION
Taking into account both the correlation length and the
computational costs, we find that, in the present application,
1-MC and the cluster procedures G-CMC and M-CMC are
much more cost effective than N-MC even with relatively
small systems. The single-particle algorithm provides the
best performance, but the cluster methods can offer results
with a similar precision at about twice the computing effort.
This fact can make interesting the parallel implementations
of the cluster techniques proposed in this work when the
simulation of large systems and/or lengthly simulation runs
are required e.g., situations close to critical points, inhomo-
geneous systems, etc.. The consideration of simultaneous
perturbation of the N particles of the system in a trial con-
figuration helps to remove most of the problems of fulfilling
detailed balance on a parallel MC scheme using domain de-
composition strategies. One can then use the versatility of
the MC simulation technique to build up efficient simulation
procedures in situations where molecular dynamics proce-
dures show an insufficient performance.
From a practical standpoint, parallelization can be imple-
mented both at the level of the cluster construction Eq. 2
and cluster move acceptance/rejection criterion Eq. 4 as
well. The test configuration might be generated on a master
process and subsequently broadcast to the slave processes, or
alternatively one could use a parallel random number gen-
erator so that this trial configuration is constructed
cooperatively.14 Then, if the interaction is sufficiently short
ranged a typical requirement for an efficient parallelization
unless a replicated data strategy is used one can employ a
domain decomposition scheme to construct the clusters, ex-
changing connectivity information between neighboring do-
mains. From Table III, one sees the average cluster size is
relatively small, which implies that most clusters will be en-
tirely contained in a single domain or will span mostly a few
neighboring domains if located at the domain boundaries.
If such is the case, the acceptance/rejection procedure can
also be performed independently on each domain, as long as
the required data energies and connectivity of neighboring
clusters have been exchanged in advance. This problem is
similar to the one found when implementing a domain de-
composition scheme in parallel MD of chain molecules.15
V. CONCLUSIONS
We have presented an efficient, general purpose, cluster
MC algorithm involving multiparticle moves. In our applica-
tion example the cluster algorithm has shown an efficiency
only slightly inferior to that of the standard single-particle
TABLE III. Mean number of bonds per particle and average of the fraction
of particles moved per MC sweep in the cluster algorithms.
N xmax Nbonds /N XtrG-CMC XtrM-CMC
64 0.04 0.044 0.442 0.755
108 0.04 0.044 0.445 0.760
108 0.06 0.096 0.389 0.635
108 0.08 0.160 0.321 0.508
108 0.10 0.234 0.250 0.387
108 0.15 0.437 0.111 0.168
108 0.20 0.648 0.046 0.069
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algorithms. This suggests that such an approach will be most
useful for the simulation of complex systems that require a
large computational effort. In this case a N-particle move
strategy can be implemented in a parallel computing envi-
ronment using similar strategies to those already developed
for parallel MD. The cluster MC approach can be very fruit-
ful in the study of those complex systems for which MD
exhibits inherent limitations low self-diffusion coefficient,
compositional sampling, etc..
The cluster algorithms presented in this work are re-
stricted to additive pair potentials. In principle, this limita-
tion makes them of little use when dealing with models con-
taining many-body interactions. Ab initio simulations16,17 are
perhaps the most significant N-body problems to which one
would like to extend this approach. In these cases, first prin-
ciples MD is considerably more cost effective that any MC
method based on single particle sequential moves. Unfortu-
nately, the extension of this work’s cluster algorithms to deal
with ab initio problems is far from straightforward. For these
systems one then might resort to the “fuzzy” MC approach
of Krajčí and Hafner.11 In some cases, however, it could be
possible to exploit the advantages of MC techniques, if the
Hamiltonian can be expressed as a sum of pair and many-
body terms. For not too large systems and appropriate maxi-
mum displacement parameters, one should expect that the
electronic band energy varies smoothly with the nuclei trans-
lations as compared to the interparticle repulsion. In such a
case, when a trial set of positions is chosen, we can adopt a
similar strategy to the so-called early rejection scheme.2 That
is, we first consider the pair interaction in order to generate a
new configuration using the cluster algorithm, then we will
accept or reject the proposed configuration by performing a
Metropolis acceptance test on the change of the perturbation
energy. Such a possible scheme would make simulations
easier since the calculation of forces will not be required of
course with the penalty of loosing the information on the
dynamics. Nevertheless, the efficiency of such procedure
must be tested for particular quantum models, and this is
beyond the scope of this work.
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