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GREEN’S FUNCTIONS FOR PARABOLIC SYSTEMS OF SECOND ORDER IN
TIME-VARYING DOMAINS
HONGJIE DONG AND SEICK KIM
Abstract. We construct Green’s functions for divergence form, second order parabolic
systems in non-smooth time-varying domains whose boundaries are locally represented as
graph of functions that are Lipschitz continuous in the spatial variables and 1/2-Ho¨lder
continuous in the time variable, under the assumption that weak solutions of the system
satisfy an interior Ho¨lder continuity estimate. We also derive global pointwise estimates for
Green’s function in such time-varying domains under the assumption that weak solutions
of the system vanishing on a portion of the boundary satisfy a certain local boundedness
estimate and a local Ho¨lder continuity estimate. In particular, our results apply to complex
perturbations of a single real equation.
1. Introduction
Green’s functions play an important role in the solution of elliptic and parabolic partial
differential equations. There is a large literature on Green’s functions of uniformly ellip-
tic and parabolic equations in divergence form. Green’s functions of elliptic equations of
divergence form with L∞ coefficients have been extensively studied by Littman et al. [23]
and Gru¨ter and Widman [12]; see also [7, 10, 11]. Recently, Hofmann and Kim [14] gave
a unified approach in studying Green’s functions for both scalar equations and systems
of elliptic type; see also [8]. For parabolic equations, Aronson [1] established two-sided
Gaussian bounds for the fundamental solutions of parabolic equations in divergence form
with L∞ coefficients; see also [2, 6, 9, 13, 18, 28] and references therein for related results.
In a recent paper by Cho and the authors [4], we proved that if weak solutions of a given
parabolic system satisfy an interior Ho¨lder continuity estimate, then the Green’s function
of the system exists in any cylindrical domain. In the scalar case, such an interior Ho¨lder
continuity estimate is a consequence of Nash [25] and Moser [24], and also such an esti-
mate is available for weak solutions of a system if, for example, its principal coefficients
are VMO in the spatial variables. However, the construction of Green’s function in [4]
heavily relied on the results by Ladyzhenskaya and Ural’tseva that are available only for
cylindrical domains. In another recent article by Cho and the authors [5], we demonstrated
how one can derive global pointwise estimates for the Green’s function in a cylindrical
domain by using a local boundedness estimate and a local Ho¨lder estimate for the weak
solutions of the parabolic system vanishing on a portion of the boundary.
The aim of this article is to give results similar to those of [4, 5] for a class non-smooth
time-varying domains whose boundaries are given locally as graph of functions that are
Lipschitz continuous in the spatial variables and 1/2-Ho¨lder continuous in the time vari-
able, which hereafter shall be referred to as time-varying H1 domains. There are many
papers dealing with parabolic equations in this type of time-varying domains. Lewis and
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Murray [21] considered a domain in R × Rd of the form {(t, x) : xd > f (t, x′)}, where
x′ = (x1, · · · , xd−1) and f is a function that is Lipschitz in x′ and whose t-derivative of
order 1/2 belongs to BMO, which is slightly stronger than f ∈ H1. The non-cylindrical
domains considered by Hofmann and Lewis in their important paper [15] on L2 boundary
value problems for the heat equation are also included in time-varying H1 domains; see
also [16, 27, 29]. Brown et al. [3] investigated weak solutions of parabolic equations in
time-varying H1 domains and proved the unique solvability of Dirichlet boundary value
problems. We shall in fact utilize their result in constructing the Green’s function in time-
varying H1 domains. In contrast, there is little literature on Green’s functions of parabolic
equations in non-cylindrical domains and to the best of our knowledge, there is no literature
dealing with Green’s function for parabolic systems of second order with L∞ coefficients in
time-varying H1 domains; see the remarks made in the last paragraph of the introduction.
We denote by u = (u1, . . . , um)T a vector-valued function of d+ 1 independent variables
(t, x1, . . . , xd) = (t, x) = X. We consider parabolic systems of second-order
(1.1) L u := ut − Dα(AαβDβu),
where the usual summation conventions are assumed and Aαβ = Aαβ(X), for α, β =
1, . . . , d, are m × m matrices whose entries are L∞ functions satisfying the strong ellip-
ticity condition; see Section 2.2 for the details. We emphasize that the coefficients are not
assumed to be time independent or symmetric. We will later impose some further assump-
tions on the operator L but not explicitly on its coefficients. By a Green’s function for the
system (1.1) in a time-varying H1 domain Ω we mean an m × m matrix valued function
G(X, Y) = G(t, x, s, y) which satisfies the following for all Y ∈ Ω:
L G(·, Y) = δY (·)Im in Ω,
G(·, Y) = 0 on PΩ,
where δY (·) is a Dirac delta function, Im is m × m identity matrix, and PΩ denotes the
parabolic boundary of Ω; see Section 2.6 for more precise definition. In this article, we
prove that if weak solutions of (1.1) satisfy an interior Ho¨lder continuity estimate, then
there exists a unique Green’s function in Ω and it satisfies some natural growth properties;
see Theorem 3.1 below. Moreover, we show that the Green’s function also satisfies the
following familiar property:
lim
t→s+
G(t, x, s, ·) = δx(·)Im on ω(s) = {y ∈ Rd : (s, y) ∈ Ω}.
We also derive the following global Gaussian estimate for the Green’s function in a time-
varying H1 domain by using a local boundedness estimate for the weak solutions of (1.1)
vanishing on a portion of the boundary: For any T > 0, there exists N > 0 such that for all
X = (t, x) and Y = (s, y) in Ω satisfying 0 < t − s < T , we have
(1.2) |G(t, x, s, y)| ≤ N(t − s)d/2 exp
{
−κ|x − y|
2
t − s
}
,
where κ > 0 is a constant independent of T ; see Theorem 3.11 and Remark 3.13. In
particular, the above estimate (1.2) holds in the scalar case (i.e., when m = 1) and also in
the case of L∞-perturbation of diagonal systems; see Corollary 4.1 and Section 4.2 below.
In fact, in such cases, a stronger estimate is available near the boundary. For any T > 0,
there exists N > 0 such that for all X = (t, x) and Y = (s, y) in Ω satisfying 0 < t − s < T ,
we have
(1.3) |G(t, x, s, y)| ≤ N
(
1 ∧ d(X)|X − Y |P
)µ (
1 ∧ d(Y)|X − Y |P
)µ 1
(t − s)d/2 exp
{
−κ|x − y|
2
t − s
}
,
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where κ > 0 and µ ∈ (0, 1] are constants independent of T , and we used the notation
a ∧ b = min(a, b), |X − Y |P = max(
√|t − s|, |x − y|), and d(X) = inf{|Z − X|P : Z ∈ ∂Ω}.
We show how to derive a global estimate like (1.3) for the Green’s function in a time-
varying H1 domain by using a local Ho¨lder continuity estimate for the weak solutions of
(1.1) vanishing on a portion of the boundary; see Theorem 3.16 and Remark 3.19. As
mentioned above, the estimate (1.3) particularly holds in the case of L∞-perturbation of
diagonal system as well as in the scalar case; see Corollary 4.4 and Section 4.2.
The organization of the paper is as follows. In Section 2, we introduce some notation
and definitions including the precise definitions of time-varying H1 domains and Green’s
functions of the system (1.1) in such domains. In Section 3, we state our main theorems
and give a few remarks concerning extensions of them. In Section 4, we present some
applications of our main results including applications to the scalar case, L∞-perturbation
of diagonal systems, and systems with VMOx coefficients. We provide proofs of our main
theorems in Section 5 and some technical lemmas are proved in the appendix.
Finally, several remarks are in order. In the scalar case, there are a few papers discussing
Green’s functions in non-cylindrical domains. However, we believe that even in the scalar
case, our results give still new perspectives on Green’s functions. In [26], Nystro¨m con-
structed Green’s functions in bounded time-varying H1 domains utilizing the fundamental
solutions and the caloric measures, and in doing so, he made a qualitative assumption that
the coefficients are smooth in order to have well-defined concept of solutions; i.e. to as-
sume that all solutions are classical ones. The main drawback of this kind of approach is
that it is not well suited to handle unbounded domains, especially domains with unbounded
cross-sections such as the graph domains considered by Hofmann and Lewis [15]. The
novelty of our paper lies in presenting a powerful unifying method that establishes the ex-
istence and various estimates for the Green’s function of parabolic equations and systems
with L∞ coefficients in time-varying H1 domains including the graph domains. Also, even
though we impose some conditions on the operator L in the vectorial case, we do not
make any smoothness assumption on its coefficients in order to assume that the solutions
of the system are classical. Moreover, the treatment of L∞-perturbation of diagonal sys-
tems is a unique feature of our paper and we believe that it could find some interesting
applications in the complex perturbation theory for the Dirichlet problem of second order
parabolic equations in time-varying domains.
2. Notation and Definitions
2.1. Basic notation. We mostly follow notation employed in Ladyzhenskaya et al. [20],
supplemented by that used in Lieberman [22]. First we use X = (t, x) = (t, x1, . . . , xd) to
denote a point in Rd+1 with d ≥ 1 and we denote X′ = (t, x′) = (t, x1, . . . , xd−1) ∈ Rd so that
X = (X′, xd). We also write Y = (s, y) = (s, y′, yd) = (Y′, yd). We denote
a ∧ b = min(a, b), a ∨ b = max(a, b) for a, b ∈ [−∞,∞].
We define the parabolic distance in Rd+1 and Rd, respectively, by
|X − Y |P =
√
|t − s| ∨ |x − y|, |X′ − Y′|P =
√
|t − s| ∨ |x′ − y′|,
where | · | denotes the usual Euclidean norm, and write |X|P = |X − 0|P . We define the
parabolic Ho¨lder norm as follows:
|u|µ/2,µ;Ω = [u]µ/2,µ;Q + |u|0;Ω := sup
X,Y∈Ω
X,Y
|u(X) − u(Y)|
|X − Y |µ
P
+ sup
X∈Ω
|u(X)|, µ ∈ (0, 1].
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By Cµ/2,µ(Ω) we denote the set of all bounded measurable functions u on Ω for which
|u|µ/2,µ;Ω is finite. We write Diu = Dxi u = ∂u/∂xi and ut = ∂u/∂t. We also write Du = Dxu
for the vector (D1u, . . . , Ddu). We use the following notation for basic cylinders in Rd+1:
Q(X0,R) = {X ∈ Rd+1 : |X − X0|P < R},
Q−(X0,R) = {X = (t, x) ∈ Rd+1 : |X − X0|P < R, t < t0},
Q+(X0,R) = {X = (t, x) ∈ Rd+1 : |X − X0|P < R, t > t0}.
We also use the ball B(x0, r) = {x ∈ Rd : |x − x0| < r}. For convenience, the parameter X0
(or x0) in the notation above is omitted if X0 = 0 (or x0 = 0, respectively). We use Ω to
denote a domain (open connected set) in Rd+1. For a fixed number t0, we write ω(t0) for
the set of all points (t0, x) inΩ, and write I(Ω) for the set of all t such that ω(t) is not empty.
For −∞ ≤ t0 < t1 ≤ ∞, we denote
Ω(t0, t1) = {X = (t, x) ∈ Ω : t0 < t < t1}.
The parabolic boundary PΩ is defined to be the set of all points X0 ∈ ∂Ω such that for any
ε > 0, the cylinder Q−(X0, ε) contains points not in Ω. We define BΩ to be the set of all
points X0 ∈ PΩ such that there is a positive R with Q+(X0,R) ⊂ Ω and SΩ = PΩ \ BΩ.
We define the “time-reversed” parabolic boundary P˜Ω to be the set of all points X0 ∈ ∂Ω
such that for any ε > 0, the cylinder Q+(X0, ε) contains points not in Ω. We also define
Ω[X,R] = Ω ∩ Q(X,R), PΩ[X,R] = PΩ ∩ Q(X,R), P˜Ω[X,R] = P˜Ω ∩ Q(X,R),
and similarlyΩ±[X,R], PΩ±[X,R], and P˜Ω±[X,R]. Finally, we define distance functions
dΩ(X) = d(X) = inf{|Y − X|P : Y ∈ ∂Ω},
d−
Ω
(X) = d−(X) = inf{|Y − X|P : Y ∈ PΩ, s ≤ t},
d+
Ω
(X) = d+(X) = inf{|Y − X|P : Y ∈ P˜Ω, s ≥ t}.
2.2. Strongly parabolic systems. Let the operator L be defined as in (1.1). We assume
that the coefficient of L are defined in the whole space Rd+1 in a measurable way and that
the principal coefficients Aαβ with the components Aαβi j satisfy the strong ellipticity
(2.1)
m∑
i, j=1
d∑
α,β=1
Aαβi j (X)ξ jβξiα ≥ ν
m∑
i=1
d∑
α=1
∣∣∣ξiα∣∣∣2 =: ν∣∣∣ξ∣∣∣2, ∀ξ ∈ Rdm, ∀X ∈ Rd+1,
and the uniform boundedness condition
(2.2)
m∑
i, j=1
d∑
α,β=1
∣∣∣∣Aαβi j (X)∣∣∣∣2 ≤ ν−2, ∀X ∈ Rd+1,
for some constant ν ∈ (0, 1]. The adjoint operator tL is defined by
t
L u = −ut − Dα
(
A˜αβDβu
)
,
where A˜αβ =
(
Aβα
)T ; i.e., ˜Aαβi j = Aβαji . Notice that the coefficients ˜Aαβi j satisfy the conditions
(2.1) and (2.2) with the same constant ν.
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2.3. Time-varying H1 domain. We shall say that Ω is a time-varying H1 graph domain
in Rd+1 if there is a function f = f (X′) = f (t, x′) from Rd to R satisfying
(2.3) | f (X′) − f (Y′)| ≤ M|X′ − Y′|P , ∀X′, Y′ ∈ Rd ,
for some constant M > 0 so that Ω is represented by
Ω = {X = (X′, xd) ∈ Rd+1 : xd > f (X′)}.
We shall say that Ω is a time-varying H1 domain in Rd+1 if
i) I(Ω) = R and ω(t) is a bounded domain in Rd for all t ∈ R.
ii) There are constants M and Ra > 0 such that for each X0 ∈ ∂Ω, there is a function
f = f (X′) = f (t, x′) satisfying (2.3), for which (after a suitable rotation of x-axes)
Ω ∩ Q(X0,Ra) = {X ∈ Q(X0,Ra) : xd > f (X′)}.
2.4. Function spaces. For q ≥ 1, we let Lq(Ω) denote the classical Banach space consist-
ing of measurable functions on Ω that are q-integrable. The space W0,1q (Ω) denotes the set
of functions u ∈ Lq(Ω) with its weak derivative Du ∈ Lq(Ω) having a finite norm
‖u‖W0,1q (Ω) = ‖u‖Lq(Ω) + ‖Du‖Lq(Ω).
We denote by W1,12 (Ω) the Hilbert space with the inner product
〈u, v〉W1,12 (Ω) :=
∫
Ω
uv +
d∑
α=1
∫
Ω
DαuDαv +
∫
Ω
utvt.
We define V2(Ω) as the set of all u ∈ W0,12 (Ω) having a finite norm ‖u‖V2(Ω) defined by
‖u‖2V2(Ω) :=
∫
Ω
|Du|2 dX + ess sup
t∈I(Ω)
∫
ω(t)
u2 dx.
The space V0,12 (Ω) is obtained by completing the set W1,12 (Ω) in the norm of V2(Ω). Let
Σ ⊂ Ω and u be a V0,12 (Ω) function. We say that u vanishes (or write u = 0) on Σ if u is a
limit in V0,12 (Ω) of a sequence of functions in C∞c (Ω \ Σ). We define ˚V0,12 (Ω) to be the set
of all functions u in V0,12 (Ω) that vanishes on SΩ.
2.5. Weak Solutions. For f , gα ∈ L1,loc(Ω)m (α = 1, . . . , d), we say that u is a weak
solution of L u = f + Dαgα in Ω if u ∈ V2(Ω)m and satisfies
(2.4) −
∫
Ω
uiφit +
∫
Ω
Aαβi j Dβu
jDαφi =
∫
Ω
f iφi −
∫
Ω
giαDαφ
i, ∀φ ∈ C∞c (Ω)m.
We say that u is a weak solution of tL u = f + Dαgα in Ω if u ∈ V2(Ω)m and satisfies
(2.5)
∫
Ω
uiφit +
∫
Ω
˜Aαβi j Dβu
jDαφi =
∫
Ω
f iφi −
∫
Ω
giαDαφ
i, ∀φ ∈ C∞c (Ω)m.
For ψ0 = ψ0(x) ∈ L1,loc(ω(t0))m, we say that u is a weak solution of the problem
L u = f + Dα gα in Ω(t0, t1), u = 0 on SΩ(t0, t1), u = ψ0 on ω(t0)
if u ∈ V˚0,12 (Ω(t0, t1)) and satisfies for all τ ∈ I(Ω(t0, t1)) the identity∫
ω(τ)
uiφi dx −
∫
Ω(t0 ,τ)
uiφit dX +
∫
Ω(t0 ,τ)
Aαβi j Dβu
jDαφi dX =
∫
Ω(t0 ,τ)
f iφi dX
−
∫
Ω(t0 ,τ)
giαDαφ
i dX +
∫
ω(t0)
ψi0φ
i dx, ∀φ ∈ C∞c (Ω(t0, t1) \ SΩ(t0, t1))m.
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Similarly, for ψ0 = ψ0(x) ∈ L1,loc(ω(t1))m, we say that u is a weak solution of the problem
t
L u = f + Dα gα in Ω(t0, t1), u = 0 on SΩ(t0, t1), u = ψ0 on ω(t1)
if u ∈ ˚V0,12 (Ω(t0, t1)) and satisfies for all τ ∈ I(Ω(t0, t1)) the identity∫
ω(τ)
uiφi dx +
∫
Ω(τ,t1)
uiφit dX +
∫
Ω(τ,t1)
˜Aαβi j Dβu
jDαφi dX =
∫
Ω(τ,t1)
f iφi dX
−
∫
Ω(τ,t1)
giαDαφ
i dX +
∫
ω(t1)
ψi0φ
i dx, ∀φ ∈ C∞c (Ω(t0, t1) \ SΩ(t0, t1))m.
2.6. Green’s function. Let Ω be a time-varying H1 (graph) domain in Rd+1. We say that
an m × m matrix valued function G(X, Y) = G(t, x, s, y), with entries Gi j(X, Y) defined on
the set
{(X, Y) ∈ Ω×Ω : X , Y}, is a Green’s function of L inΩ if it satisfies the following
properties:
i) G(·, Y) ∈ W0,11,loc(Ω) and L G(·, Y) = δY Im for all Y ∈ Ω, in the sense that∫
Ω
(
−Gik(·, Y)φit + Aαβi j DβG jk(·, Y)Dαφi
)
= φk(Y), ∀φ ∈ C∞c (Ω)m.
ii) G(·, Y) ∈ V0,12 (Ω \ Q(Y,R)) for all Y ∈ Ω and R > 0, and G(·, Y) vanishes on SΩ.
iii) For any f = ( f 1, . . . , f m)T ∈ C∞c (Ω), the function u given by
u(X) :=
∫
Ω
G(Y, X) f(Y) dY
belongs to ˚V0,12 (Ω) and satisfies tL u = f in the sense of (2.5).
Similarly, we say that an m × m matrix valued function ˜G(X, Y) = ˜G(t, x, s, y) is a Green’s
function of tL in Ω if it satisfies the following properties:
i) ˜G(·, Y) ∈ W0,11,loc(Ω) and tL ˜G(·, Y) = δY Im for all Y ∈ Ω, in the sense that∫
Ω
(
˜Gik(·, Y)φit + ˜Aαβi j Dβ ˜G jk(·, Y)Dαφi
)
= φk(Y), ∀φ ∈ C∞c (Ω)m.
ii) ˜G(·, Y) ∈ V0,12 (Ω \ Q(Y,R)) for all Y ∈ Ω and R > 0, and ˜G(·, Y) vanishes on SΩ.
iii) For any f = ( f 1, . . . , f m)T ∈ C∞c (Ω), the function u given by
u(X) :=
∫
Ω
˜G(Y, X) f(Y) dY
belongs to ˚V0,12 (Ω) and satisfies L u = f in the sense of (2.4).
We remark that part iii) of the above definitions combined with the uniqueness of weak
solutions of tL u = f and L u = f in ˚V0,12 (Ω) for any f ∈ C∞c (Ω) gives uniqueness of
Green’s functions; see [4, §3.6] and [3].
3. Main results
The following condition (IH) means that weak solutions of L u = 0 and tL u = 0 enjoy
interior Ho¨lder continuity estimates with an exponent µ0. It is not hard to see that this
condition is equivalent to saying that the operator L and its adjoint tL satisfy the property
(PH) in [4]; see [5, Lemma 8.2] for the proof.
Condition (IH). There exist constants µ0 ∈ (0, 1], Rc ∈ (0,∞], and C0 > 0 such that for
all X ∈ Ω the following holds:
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i) If u is a weak solution of L u = 0 in Q−(X,R), where R < Rc ∧ d−(X), then we have
[u]µ0/2,µ0;Q−(X,R/2) ≤ C0R−µ0
(?
Q−(X,R)
|u|2
)1/2
.
ii) If u is a weak solution of tL u = 0 in Q+(X,R), where R < Rc ∧ d+(X), then we have
[u]µ0/2,µ0;Q+(X,R/2) ≤ C0R−µ0
(?
Q+(X,R)
|u|2
)1/2
.
By assuming the condition (IH), we construct the Green’s function of L in time-varying
H1 domains and the domains above time-varying H1 graph in Rd+1.
Theorem 3.1. Let Ω be a time-varying H1 (graph) domain in Rd+1. Assume the condition
(IH). Then there exists a unique Green’s function G(X, Y) = G(t, x, s, y) of L in Ω. We
have G(·, Y) ∈ Cµ0/2,µ0loc (Ω \ {Y}) for all Y ∈ Ω and
(3.2) G(·, Y) ≡ 0 on Ω(−∞, s).
Also, there exists a unique Green’s function ˜G(X, Y) of tL in Ω, which satisfies
(3.3) ˜G(·, Y) ≡ 0 on Ω(s,∞)
and ˜G(·, Y) ∈ Cµ0/2,µ0loc (Ω \ {Y}) for all Y ∈ Ω. In addition, we have the following the identity
(3.4) ˜G(X, Y) := G(Y, X)T , ∀X, Y ∈ Ω, X , Y.
Moreover, for any ψ0 ∈ L2(ω(s0))m, the function u(t, x) given by
(3.5) u(t, x) =
∫
ω(s0)
G(t, x, s0, y)ψ0(y) dy, ∀X = (t, x) ∈ Ω(s0,∞),
is a unique weak solution of the problem
(3.6) L u = 0 in Ω(s0,∞), u = 0 on SΩ(s0,∞), u = ψ0 on ω(s0)
and if ψ0 is continuous at x0 ∈ ω(s0) in addition, then
(3.7) lim
(t,x)→(s0,x0)
X∈Ω(s0,∞)
∫
ω(s0)
G(t, x, s0, y)ψ0(y) dy = ψ0(x0).
Furthermore, the following estimates hold for G, where we denote d′Y = d(Y) ∧ Rc:
i) ‖G(·, Y)‖L2+4/d(Ω\Q(Y,R)) + ‖G(·, Y)‖V2(Ω\Q(Y,R)) ≤ NR−d/2 for all R < d′Y and Y ∈ Ω.
ii) ‖G(·, Y)‖Lp(Ω[Y,R]) ≤ NR−d+(d+2)/p for all r < d′Y , Y ∈ Ω, and p ∈
[
1, d+2d
)
.
iii)
∣∣∣{X ∈ Ω : |G(X, Y)| > τ}∣∣∣ ≤ Nτ−(d+2)/d for all τ > (d′Y/2)−d and Y ∈ Ω.
iv) ‖DG(·, Y)‖Lp(Ω[Y,R]) ≤ NR−d−1+(d+2)/p for all r < d′Y , Y ∈ Ω, and p ∈
[
1, d+2d+1
)
.
v)
∣∣∣{X ∈ Ω : |DxG(X, Y)| > τ}∣∣∣ ≤ Nτ−(d+2)/(d+1) for all τ > (d′Y/2)−d and Y ∈ Ω.
vi) |G(X, Y)| ≤ C|X − Y |−d
P
whenever 0 < |X − Y |P < d′Y/2 and X, Y ∈ Ω.
vii) |G(X, Y)−G(X′, Y)| ≤ C|X−X′|µ0
P
|X−Y |−d−µ0
P
whenever 2|X−X′|P < |X−Y |P < d′Y/2
and X, X′, Y ∈ Ω.
In the above, N = N(d,m, ν, µ0,C0) and N depends on p as well in ii) and iv). The estimates
i) – vii) are also valid for the Green’s function ˜G of the adjoint operator tL in Ω.
Remark 3.8. In the condition (IH), the constant Rc is interchangeable with aRc for any
fixed a ∈ (0,∞), possibly at the cost of increasing the constant C0. Also, the condition (IH)
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implies that if u is a weak solution of L u = 0 in Q−(X0,R) with R < d−(Y) ∧ Rc, then we
have the L∞ estimate
(3.9) ‖u‖L∞(Q−(X0 ,R/4)) ≤ N
(?
Q−(X0 ,R)
|u|2
)1/2
,
where N = N(d,m, ν, µ0,C0) > 0. Moreover, u satisfy
‖u‖L∞(Q−(X0,r)) ≤ N(R − r)−(d+2)/p‖u‖Lp(Q−(X0,R)), ∀r < R, ∀p > 0,
where N = N(d,m, ν, µ0,C0, p) > 0. See [4, Lemma 2.6] for the proof.
Remark 3.10. In Theorem 3.1, we also have the following estimates, which follow from
the identity (3.4) and the estimates i) – vi) for ˜G(·, X):
i) ‖G(X, ·)‖L2+4/d(Ω\Q(X,R)) + ‖G(X, ·)‖V2(Ω\Q(X,R)) ≤ NR−d/2 for all R < d′X and X ∈ Ω.
ii) ‖G(X, ·)‖Lp(Ω[X,R]) ≤ NR−d+(d+2)/p for all r < d′X , X ∈ Ω, and p ∈
[
1, d+2d
)
.
iii)
∣∣∣{Y ∈ Ω : |G(X, Y)| > τ}∣∣∣ ≤ Nτ−(d+2)/d for all τ > (d′X/2)−d and X ∈ Ω.
iv) ‖DG(X, ·)‖Lp(Ω[X,R]) ≤ NR−d−1+(d+2)/p for all r < d′X , X ∈ Ω, and p ∈
[
1, d+2d+1
)
.
v)
∣∣∣{Y ∈ Ω : |DyG(X, Y)| > τ}∣∣∣ ≤ Nτ−(d+2)/(d+1) for all τ > (d′X/2)−d and X ∈ Ω.
vi) |G(X, Y)| ≤ C|X − Y |−d
P
whenever 0 < |X − Y |P < d′X/2 and X, Y ∈ Ω.
vii) |G(X, Y)−G(X, Y′)| ≤ C|Y−Y′|µ0
P
|X−Y |−d−µ0
P
whenever 2|Y−Y′|P < |X−Y |P < d′X/2
and X, Y, Y′ ∈ Ω.
In particular, |G(X, Y)| ≤ N|X − Y |−d
P
whenever 0 < |X − Y |P < 12 (d(X) ∨ d(Y)) ∧ Rc.
The following condition (LB) is used to obtain a global Gaussian bound for the Green’s
function G(X, Y) in a time-varying H1 domainΩ ⊂ Rd+1.
Condition (LB). There exist constants Rmax ∈ (0,∞] and N0 > 0 so that for all X ∈ Ω and
0 < R < Rmax, the following holds.
i) If u is a weak solution of L u = 0 in Ω−[X,R] vanishing on PΩ−[X,R], then we have
‖u‖L∞(Ω−[X,R/2]) ≤ N0R−(2+d)/2‖u‖L2(Ω−[X,R]).
ii) If u is a weak solution of tL u = 0 inΩ+[X,R] vanishing on P˜Ω+[X,R], then we have
‖u‖L∞(Ω+[X,R/2]) ≤ N0R−(2+d)/2‖u‖L2(Ω+[X,R]).
Theorem 3.11. LetΩ be a time-varying H1 (graph) domain in Rd+1. Assume the condition
(LB) as well as the condition (IH). Then the Green’s function G(X, Y) of L inΩ exists and
satisfies the conclusions of Theorem 3.1. Moreover, for all X = (t, x) and Y = (s, y) in Ω
with t > s, we have
(3.12) |G(t, x, s, y)| ≤ N
{
(t − s) ∧ R2max
}−d/2
exp
{
−κ|x − y|2/(t − s)
}
,
where N = N(d,m, ν, N0) and κ = κ(ν) > 0.
Remark 3.13. In the condition (LB), the constant Rmax is interchangeable with aRmax for
any fixed a ∈ (0,∞), possibly at the cost of increasing the constant N0. In Theorem 3.11,
the estimate (3.12) implies, via straightforward computation, that
(3.14) |G(X, Y)| ≤ N|X − Y |−d
P
, if 0 < |t − s| < R2max,
where N = N(d,m, ν, N0). Then, similar to Lemma 5.8 below, one can show
(3.15) ‖G(·, Y)‖L2+4/d (Ω\Q(Y,R)) + ‖G(·, Y)‖V2(Ω\Q(Y,R)) ≤ NR−d/2, ∀R ∈ (0,Rmax),
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where N = N(d,m, ν, N0). Moreover, using (3.15) and proceeding as in [4, Section 4.2],
one can show that G satisfies the estimates ii) – vi) in Theorem 3.1 with d′Y replaced by
Rmax. Also, it is clear that the estimate (1.2) in the introduction follows from Theorem 3.11.
In order to derive the estimate (1.3) in the introduction, we introduce the following
condition (LH) which, loosely speaking, says that weak solutions of L u = 0 and tL u = 0
vanishing on Σ ⊂ ∂Ω are locally Ho¨lder continuous up to Σ with exponent µ0.
Condition (LH). There exist µ0 ∈ (0, 1], Rmax ∈ (0,∞], and N1 > 0 so that for all X ∈ Ω
and 0 < R < Rmax, the following holds.
i) If u is a weak solution of L u = 0 in Ω−[X,R] vanishing on PΩ−[X,R], then we have
[u˜]µ0/2,µ0;Q−(X,R/2) ≤ N1R−µ0
(?
Q−(X,R)
|u˜|2
)1/2
, where u˜ = χΩ−[X,R]u.
ii) If u is a weak solution of tL u = 0 inΩ+[X,R] vanishing on P˜Ω+[X,R], then we have
[u˜]µ0/2,µ0;Q+(X,R/2) ≤ N1R−µ0
(?
Q+(X,R)
|u˜|2
)1/2
, where u˜ = χΩ+[X,R]u.
It is easy to see that the condition (LH) implies the condition (LB); see Lemma 6.1 in
Appendix for the proof. Also, it is obvious that the condition (LH) implies the condition
(IH). Therefore if the condition (LH) is satisfied, then there exists the Green’s function of
L and it satisfies the conclusions of Theorems 3.1 and 3.11. The following theorem says
that in fact, in such a case, a better estimate for the Green’s function is available.
Theorem 3.16. LetΩ be a time-varying H1 (graph) domain in Rd+1. Assume the condition
(LH). Then the Green’s function G(X, Y) of L in Ω exists and satisfies the conclusions of
Theorem 3.1. Moreover, for all X = (t, x) and Y = (y, s) in Ω with t > s, we have
(3.17) |G(t, x, s, y)| ≤ Nδ(X, Y)µ0{(t − s) ∧ R2max}−d/2 exp
{
−κ|x − y|2/(t − s)
}
,
where N = N(d,m, ν, µ0, N1) and κ = κ(ν) > 0 and we used the notation
(3.18) δ(X, Y) =
(
1 ∧ d
−(X)
Rmax ∧ |X − Y |P
) (
1 ∧ d
+(Y)
Rmax ∧ |X − Y |P
)
.
Remark 3.19. In the condition (LH), the constant Rmax is interchangeable with aRmax for
any fixed a ∈ (0,∞), possibly at the cost of increasing the constant N1. Also, we note that
the estimate (1.3) in the introduction follows from Theorem 3.16 ifΩ be a time-varying H1
domain or a time-varying H1 graph domain with Rmax = ∞.
Remark 3.20. In Theorem 3.16, we also have the estimate
|G(X, Y) − G(X′, Y)| ≤ Nδ(X, Y)
µ0{(t − s) ∧ R2max}d/2
( |X − X′|P
|X − Y |P
)µ0
exp
{
−κ|x − y|
2
t − s
}
whenever 2|X − X′|P < |X − Y |P and t > s. It follows from (3.17) and the condition (LH).
4. Some Applications ofMain Results
4.1. Scalar case. In the scalar case (i.e., m = 1), both conditions (LB) and (IH) are sat-
isfied with Rc = Rmax = ∞ and N0 = N0(d, ν); see e.g., [22, Chapter VI]. Also, in the
scalar case, the Green’s function is a nonnegative scalar function. Therefore, the following
corollary is an immediate consequence of Theorem 3.11.
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Corollary 4.1. Let Ω be a time-varying H1 (graph) domain in Rd+1. If m = 1, then the
Green’s function G(X, Y) of L in Ω exists and satisfies the conclusions of Theorem 3.1
with d′Y replaced by Ra. Moreover, for all X = (t, x) and Y = (y, s) in Ω with t > s, we have
G(t, x, s, y) ≤ N(t − s)−d/2 exp
{
−κ|x − y|2/(t − s)
}
,
where N = N(d, ν) and κ = κ(ν) are universal constants independent of Ω.
In fact, in the scalar case, a better estimate is available near the boundary. Let Ω be
a time-varying H1 (graph) domain in Rd+1. By using the results in [22, §VI.8], one can
show that in the case when m = 1, the condition (LH) is satisfied in Ω. Moreover, in the
case when Ω is a time-varying H1 graph domain, then the condition (LH) is satisfied with
Rmax = ∞. Also, in that case, there exists N = N(M) ≥ 1 such that
(4.2) 1 ≤ d−(X)/d(X), d+(X)/d(X) ≤ N, ∀X ∈ Ω.
Therefore, the following corollaries are immediate consequences of Theorem 3.16.
Corollary 4.3. Assume that m = 1 and let G(X, Y) be the Green’s function of L in Ω,
where Ω is a time-varying H1 domain in Rd+1. Let δ(X, Y) be as defined in (3.18) with
Rmax = Ra. Then, for all X = (t, x) and Y = (y, s) in Ω with t > s, we have
G(t, x, s, y) ≤ Nδ(X, Y)µ0 {(t − s) ∧ R2a}−d/2 exp
{
−κ|x − y|2/(t − s)
}
,
where N = N(d, ν) and κ = κ(ν) are positive constants independent of Ω.
Corollary 4.4. Assume that m = 1 and let G(X, Y) be the Green’s function of L in Ω,
where Ω is a time-varying H1 graph domain in Rd+1. Then, for all X = (t, x) and Y = (y, s)
in Ω with t > s, we have
G(t, x, s, y) ≤ N
(
1 ∧ d(X)|X − Y |P
)µ0 (
1 ∧ d(Y)|X − Y |P
)µ0 1
(t − s)d/2 exp
{
−κ|x − y|
2
t − s
}
,
where N = N(d, ν, M) and κ = κ(ν) are positive constants.
4.2. L∞-perturbation of diagonal systems. Let aαβ(X) be scalar functions satisfying
(4.5) aαβ(X)ξβξα ≥ ν0
∣∣∣ξ∣∣∣2, ∀ξ ∈ Rd; d∑
α,β=1
∣∣∣aαβ(X)∣∣∣2 ≤ ν−20 ,
for all X ∈ Rd+1 with some constant ν0 ∈ (0, 1]. LetΩ be a time-varying H1 (graph) domain
in Rd+1. Let Aαβi j be the coefficients of the operator L . We denote
(4.6) E = sup
X∈Rd+1

m∑
i, j=1
d∑
α,β=1
∣∣∣∣Aαβi j (X) − aαβ(X)δi j∣∣∣∣2

1/2
,
where δi j is the Kronecker delta symbol. By Lemma 6.8, there exists E0 = E0(d, ν0, M)
such that if E < E0, then the condition (LH) is satisfied with µ0 = µ0(d, ν0, M), Rmax = Ra,
and N1 = N1(d,m, ν0, M). Therefore, the following corollaries are another easy conse-
quences of Theorem 3.16.
Corollary 4.7. Let Ω be a time-varying H1 domain in Rd+1 and let δ(X, Y) be as in (3.18)
with Rmax = Ra. There exists E0 = E0(d, ν0, M) such that if E < E0, then the Green’s
function G(X, Y) of L in Ω exists and satisfies the conclusions of Theorem 3.1 with d′Y
replaced by Ra. Moreover, for all X = (t, x) and Y = (y, s) in Ω with t > s, we have
|G(t, x, s, y)| ≤ Nδ(X, Y)µ0 {(t − s) ∧ R2a}−d/2 exp{−κ|x − y|2/(t − s)},
where N, µ0, and κ are constants depending on d,m, ν0, and M.
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Corollary 4.8. Let Ω be a time-varying H1 graph domain in Rd+1. There exists E0 =
E0(d, ν0, M) such that if E < E0, then the Green’s function G(X, Y) of L in Ω exists and
satisfies the conclusions of Theorem 3.1 with d′Y replaced by ∞. Moreover, for all X = (t, x)
and Y = (y, s) in Ω with t > s, we have
|G(t, x, s, y)| ≤ N
(
1 ∧ d(X)|X − Y |P
)µ0 (
1 ∧ d(Y)|X − Y |P
)µ0 1
(t − s)d/2 exp
{
−κ|x − y|
2
t − s
}
,
where N, µ0, and κ are constants depending on d,m, ν0, and M.
4.3. Systems with VMOx coefficients. For a measurable function f = f (X) = f (t, x)
defined on Rd+1, we set for ρ > 0
ωρ( f ) := sup
X∈Rd+1
sup
r≤ρ
? t+r2
t−r2
?
B(x,r)
∣∣∣ f (y, s) − ¯fx,r(s)∣∣∣ dy ds; ¯fx,r(s) = ?
B(x,r)
f (s, ·).
We say that f belongs to VMOx if limρ→0 ωρ( f ) = 0. Note that VMOx is a strictly larger
class than the classical VMO space. In particular, VMOx contains all functions uniformly
continuous in x and measurable in t; see [19].
By [4, Lemma 2.3], we find that if the coefficients of L belong to VMOx, then the
condition (IH) is satisfied with parameters µ0, N0, and Rc depending on ωρ(Aαβ) as well as
on d,m, ν. Therefore, we have the following corollary of Theorem 3.1.
Corollary 4.9. LetΩ be a time-varying H1 (graph) domain inRd+1. If the coefficients of L
belong to VMOx, then the Green’s function of L exists in Ω and satisfies the conclusions
of Theorem 3.1 with some Rc > 0.
Remark 4.10. In Corollary 4.9, instead of assuming Aαβ ∈ VMOx, one may assume that
ωρ(Aαβ) is sufficiently small for some ρ > 0. Also, ifΩ is a time-varying domain satisfying
the hypothesis of Section 2.3 with f = f (X′) = f (t, x′) ∈ H1+α(Rd) for some α > 0, then
one can show that the condition (LH) is satisfied with the parameters µ0, N1, and Rmax < ∞
depending on d,m, ν, andωρ(Aαβ); see [22] for the definition of the space H1+α. Therefore,
in that case, for all X = (t, x) and Y = (y, s) in Ω with t > s, we have
|G(t, x, s, y)| ≤ Nδ(X, Y)µ0{(t − s) ∧ R2max}−d/2 exp{−κ|x − y|2/(t − s)},
where δ(X, Y) is as in (3.18).
5. Proofs ofMain Theorems
5.1. Proof of Theorem 3.1. By following [4], we shall first construct the “averaged”
Green’s function of L in Ω. Notice that we have ∂Ω = PΩ = P˜Ω = SΩ. The fol-
lowing lemma is used for the construction of the averaged Green’s function, which follows
essentially from Brown et al. [3] and an embedding theorem in [20, §II.3], which is also
valid for functions in ˚V0,12 (Ω(t0, t1)). We remark that the function space ˚V0,12 (Ω) coincides
with the function space V0(Ω) used in [3].
Lemma 5.1. For g ∈ C∞c (Ω(t0, t1))m and ψ0 ∈ L2(ω(t0)), there exists a unique weak
solution v ∈ V˚0,12 (Ω(t0, t1)) of the problem
L v = g in Ω(t0, t1), v = 0 on SΩ(t0, t1), v = ψ0 on ω(t0).
Moreover, we have the following energy inequality for the weak solution v:
(5.2) ‖v‖V2(Ω(t0 ,t1)) ≤ N
(
‖g‖L(2d+4)/(d+4)(Ω(t0 ,t1)) + ‖ψ0‖L2(ω(t0))
)
; N = N(d,m, ν).
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Similarly, for f ∈ C∞c (Ω(t0, t1))m and ψ1 ∈ L2(ω(t1)), there exists a unique weak solution
u ∈ ˚V0,12 (Ω(t0, t1) of the problem
t
L u = f in Ω(t0, t1), u = 0 on SΩ(t0, t1), u = ψ1 on ω(t1)
and u satisfies the following energy inequality:
‖u‖V2(Ω(t0 ,t1)) ≤ N
(
‖ f ‖L(2d+4)/(d+4)(Ω(t0 ,t1)) + ‖ψ1‖L2(ω(t1))
)
; N = N(d,m, ν).
Furthermore, we have the identity
(5.3)
∫
Ω(t0 ,t1)
f · v dX +
∫
ω(t1)
v · ψ1 dx =
∫
Ω(t0,t1)
u · g dX +
∫
ω(t0)
u · ψ0 dx.
Let us fix a functionΦ ∈ C∞c (Rd+1) such that Φ is supported in Q−(0, 1), 0 ≤ Φ ≤ 2, and∫
Rd+1
Φ = 1. Let Y = (s, y) ∈ Ω be fixed but arbitrary. For 0 < ε < d(Y), we define
Φε(X) = Φε(t, x) = ε−d−2Φ((t − s)/ε2, (x − y)/ε).
Fix t0 ∈ (−∞, s − ε2) and let v = vε,Y,k be a unique weak solution of the problem
L v = Φεek in Ω(t0,∞), v = 0 on SΩ(t0,∞), v = 0 on ω(t0),
where ek is the k-th unit vector in Rm. By the uniqueness, we find that v does not depend
on the particular choice of t0 and we may extend v to the entire Ω by setting
(5.4) v = vε,Y,k ≡ 0 on Ω(−∞, s − ε2).
Then v ∈ ˚V0,12 (Ω) and satisfies for all τ > s the identity∫
ω(τ)
viφi dx −
∫
Ω(−∞,τ)
viφit dX +
∫
Ω(−∞,τ)
Aαβi j Dβv
jDαφi dX =
∫
Q−(Y,ε)
Φεφ
k dX
for all φ ∈ C∞c (Ω)m. We define the averaged Green’s function Gε(·, Y) = (Gεjk(·, Y))mj,k=1 of
the operator L in Ω by
Gεjk(·, Y) = v j = v jε;Y,k.
Notice that by Lemma 5.1 and an embedding theorem (see [20, §II.3]) we obtain
(5.5) ‖Gε(·, Y)‖L2+4/d(Ω) ≤ N‖Gε(·, Y)‖V2(Ω) ≤ N‖Φε‖L(2d+4)/(d+4)(Ω) ≤ Nε−d(d+2)/(2d+4).
Next, for any given f ∈ C∞c (Ω)m, fix t1 such that f ≡ 0 onΩ(t1,∞) and let u be a unique
weak solution of the problem
t
L u = f in Ω(−∞, t1), u = 0 on SΩ(−∞, t1), u = 0 on ω(t1),
Again, by the uniqueness we may extend u to the entire Ω by setting u ≡ 0 on Ω(t1,∞).
Then, u ∈ ˚V0,12 (Ω) and satisfies for all τ the identity∫
ω(τ)
uiφi dx +
∫
Ω(τ,∞)
uiφit dX +
∫
Ω(τ,∞)
˜Aαβi j Dβv
jDαφi dX =
∫
Ω(τ,∞)
f iφi dX
for all φ ∈ C∞c (Ω). Also, similar to (5.5), we have
‖u‖L2+4/d (Ω) ≤ N‖ f ‖L(2d+4)/(d+4)(Ω).
Now, let X0 ∈ Ω and R < d(X0) ∧ Rc be fixed but arbitrary, and assume that f is supported
in Q+(X0,R) ⊂ Ω. By using the condition (IH) and following the same argument as in [4,
Section 3.2], we obtain
(5.6) ‖u‖L∞(Q+(X0,R/4)) ≤ NR2−(d+2)/p‖ f‖Lp(Q+(X0,R)), ∀p > (d + 2)/2.
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If Q−(Y, ε) ⊂ Q+(X0,R/4), then (5.3) together with (5.6) yields∣∣∣∣∣∣
∫
Q+(X0,R)
Gε(·, Y) f
∣∣∣∣∣∣ ≤
∫
Q−(Y,ε)
Φε|u| ≤ NR2−(d+2)/p‖ f ‖Lp(Q+(X0,R)), ∀p > (d + 2)/2.
By duality, it follows that if Q−(Y, ε) ⊂ Q+(X0,R/4), then we have
‖Gε(·, Y)‖Lq(Q+(X0,R)) ≤ NR−d+(d+2)/q, ∀q ∈ [1, (d + 2)/d).
Then, by following the proof of [4, Lemma 3.2], we conclude
(5.7) |Gε(X, Y)| ≤ N|X − Y |−d
P
, ∀ε ≤ 13 |X − Y |P if |X − Y |P < 12 (d(Y) ∧ Rc).
The following lemma is a consequence of the energy inequality of Brown et al. [3], the
above estimate (5.7), and an embedding theorem in [20, §II.3].
Lemma 5.8. For R < 12 (d(Y) ∧ Rc), let ζ ∈ C∞c (Q(Y,R)) be a cut-off function such that
0 ≤ ζ ≤ 1 and ζ = 1 on Q(Y,R/2). Then, for all ε > 0 we have
‖(1 − ζ)Gε(·, Y)‖V2(Ω) ≤ N
(‖Dζ‖2L∞ + ‖ζt‖L∞ )1/2R1−d/2.
In particular, for all ε > 0 and R < 12 (d(Y) ∧ Rc), we have
‖Gε(·, Y)‖V2(Ω\Q(Y,R)) ≤ NR−d/2.
The following lemma is an analogue of [4, Lemma 6.1] in time-varying H1 domains,
the proof of which is essentially the same.
Lemma 5.9. Let {uk}∞k=1 be a sequence in V2(Ω). If supk‖uk‖V2(Ω) ≤ N < ∞, then there
exists a subsequence {uk j }∞j=1 ⊆ {uk}∞k=1 and u ∈ V2(Ω) with ‖u‖V2(Ω) ≤ N such that uk j ⇀ u
weakly in W0,12 (Ω(t0, t1)) for all −∞ < t0 < t1 < ∞. Moreover, if all uk vanish on SΩ, then
u also vanishes on SΩ.
The above two lemmas contain all ingredients needed for the construction of a Green’s
function. By following the argument in [4, Section 4.2] verbatim, we construct the Green’s
function G(·, Y) from Gε(·, Y), and it is readily seen that G(·, Y) ∈ Cµ0/2,µ0loc (Ω \ {Y}) satisfies
(3.2) as well as the estimates i) – vi). The estimate vii) does not appear explicitly in [4] but
it easily follows from the estimates vi) and the condition (IH); see [14, §3.6].
Also, fix a function Ψ ∈ C∞c (Rd+1) such that Ψ is supported in Q+(0, 1), 0 ≤ Ψ ≤ 2, and∫
Rd+1
Ψ = 1. For 0 < ε < d(Y), where Y = (s, y) ∈ Ω be fixed but arbitrary, we set
Ψε(X) = Ψε(t, x) = ε−d−2Ψ((t − s)/ε2, (x − y)/ε).
Fix t1 ∈ (t + ε2,∞) and let w = wε,Y,k be a unique weak solution of the problem
t
L w = Ψεek in Ω(−∞, t1), w = 0 on SΩ(−∞, t1), w = 0 on ω(t1),
Then, as before, we may extend w to the entire Ω by setting w ≡ 0 on Ω(t + ε2,∞) so that
w belongs to ˚V1,02 (Ω) and satisfies for all τ < t the identity
(5.10)
∫
ω(τ)
wiφi dx +
∫
Ω(τ,∞)
wiφit dX +
∫
Ω(τ,∞)
˜Aαβi j Dβw
jDαφi dX =
∫
Q+(X,ε)
Ψεφ
k dX
for all φ ∈ C∞c (Ω)m. We define the averaged Green’s function ˜Gε(·, Y) = ( ˜Gεjk(·, Y))mj,k=1 of
the adjoint operator tL in Ω by
˜Gεjk(·, Y) = w j = w jε,Y,k.
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Then by a similar argument, we construct a Green’s function ˜G(·, Y) from ˜Gε(·, Y), which
belongs to Cµ0/2,µ0loc (Ω \ {Y}) and satisfies (3.3) and the estimates i) – vi). Moreover, by
following [4, Lemma 3.5], we obtain the identity (3.4).
Next, we shall prove the identity (3.5). Let ψ0 ∈ L2(ω(s0))m be given and let u be a
unique weak solution of the problem (3.6). Fix X = (t, x) ∈ Ω(s0,∞) and let w = wε,X,k be
as constructed above. By Lemma 5.1, for ε sufficiently small, we have
(5.11)
∫
Q+(X,ε)
Ψεu
k dY =
∫
ω(s0)
wε,X,k · ψ0 dy.
For ψ0 ∈ C∞c (ω(s0)), it can be easily seen that (see [4, Section 3.5])
lim
ε→0
∫
ω(s0)
wε,X,k · ψ0 dy =
∫
ω(s0)
˜G(·, X)ek · ψ0 dy,
Since the condition (IH) implies that u is continuous at X, by taking the limit ε → 0 in
(5.11) and using (3.4), we obtain
uk(X) =
∫
ω(s0)
˜Gik(s0, y, t, x)ψi0(y) dy =
∫
ω(s0)
Gki(t, x, s0, y)ψi0(y) dy.
We have thus derived (3.5) under an assumption thatψ0 ∈ C∞c (ω(s0)). For ψ0 ∈ L2(ω(s0))m,
let {ψ j}∞j=1 be a sequence in C∞c (ω(s0))m such that ψ j → ψ0 in L2(ω(s0)). Let u j be a
unique weak solution of the problem (3.6) with ψ0 replaced by ψ j. Then by Lemma 5.1,
we find that lim j→∞‖u j − u‖V2(Ω(s0 ,t)) = 0 and by the condition (IH) and (3.9) we have
lim j→∞|u j(X)− u(X)| = 0. On the other hand, by the estimate i) applied to ˜G(·, X) together
with the identity (3.4), we find that ‖G(t, x, s0, ·)‖L2(ω(s0)) < ∞, and thus we get
lim
j→∞
∫
ω(s0)
G(t, x, s0, y)ψ j(y) dy =
∫
ω(s0)
G(t, x, s0, y)ψ0(y) dy.
This completes the proof of (3.5). Similarly, for ψ1 ∈ L2(ω(t1))m, let u be a unique weak
solution of the problem
t
L v = 0 in Ω(−∞, t1), v = 0 on SΩ(−∞, t1), v = ψ1 on ω(t1).
Then as above, v has the following representation:
v(s, y) =
∫
ω(t1)
˜G(s, y, t1, x)ψ1(x) dx.
It only remains us to prove (3.7). We proceed similar to [4, Section 4.4]. The following
lemma is another simple consequence of Brown et al. [3].
Lemma 5.12. Let η = η(x) ∈ C1(Rd) be a bounded nonnegative function. Assume that
u ∈ ˚V0,12 (Ω(s0,∞)) is the weak solution of the problem (3.6) and define
I(t) = 1
2
∫
ω(t)
η(x)|u(t, x)|2 dx, t ∈ (s0,∞).
Then I(t) is absolutely continuous and satisfies a.e. t > s0 the identity
I′(t) = −
∫
ω(t)
Aαβi j Dβu
jDα(ηui).
The following lemmas are key ingredients to prove (3.7) and adapted from [4].
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Lemma 5.13. Assume that ψ0 ∈ L2(ω(s0))m is supported in a closed set F ⊂ ω(s0) and let
u be the weak solution of the problem (3.6). Then, we have
(5.14)
∫
E
|u(t, x)|2 dx ≤ e−γ dist(E,F)2/(t−s0)
∫
F
|ψ0(x)|2 dx, ∀E ⊂ ω(t),
where dist(E, F) = inf{|x − y| : x ∈ E, y ∈ F} and γ = γ(ν) > 0.
Proof. We may assume that dist(E, F) > 0; otherwise (5.14) is an immediate consequence
of the energy inequality (5.2). Let φ = φ(x) be a bounded C1 function on Rd satisfying
|Dφ| ≤ K for some K > 0 to be fixed later. Define
I(t) =
∫
ω(t)
e2φ(x)|u(t, x)|2 dx, t > s0.
By Lemma 5.12, we find that I′(t) satisfies for a.e. t > s0
I′(t) = −2
∫
ω(t)
e2φAαβi j Dβu
jDαui dx − 4
∫
ω(t)
e2φAαβi j Dβu
jDαφ ui dx
≤ −2ν
∫
ω(t)
e2φ|Du|2 dx + 4(K/ν)
∫
ω(t)
eφ|Du|eφ|u| dx
≤ (2/ν3)K2
∫
ω(t)
e2φ|u|2 = (2/ν3)K2I(t).
The above differential inequality yields
(5.15) I(t) ≤ e(2/ν3)K2(t−s0)‖eφψ0‖2L2(F), ∀t ≥ s0.
Notice that by a standard approximation, we may assume that φ is a bounded Lipschitz
continuous function satisfying |Dφ| ≤ K a.e. Since F is a closed set, the function
dist(x, F) = inf{|x − y| : y ∈ F}
is a Lipschitz function on Rd with Lipschitz constant 1 and dist(E, F) = infx∈E dist(x, F).
Therefore, if we set φ(x) = K(dist(x, F) ∧ dist(E, F)), then by (5.15), we get∫
E
|u(t, x)|2 dx ≤ exp
{
(2/ν3)K2(t − s0) − 2K dist(E, F)
} ∫
F
|ψ0(x)|2 dx.
The lemma follows if we set K = dist(E, F)/{(2/ν3)(t − s0)}. 
Lemma 5.16. Let u be the weak solution of the problem (3.6), where ψ0 ∈ L∞(ω(s0)) and
has a compact support in ω(s0). Denote
(5.17) ̺ = ̺(x) = dist(x, ∂ω(s0)) ∧ Rc, x ∈ ω(s0)
Then for all x ∈ ω(s0), we have
|u(t, x)| ≤ N‖ψ0‖L∞(ω(s0)) whenever 0 < t − s0 < (1 ∧ M−2)̺2(x)/4,
where N = N(d,m, ν, µ0,C0) > 0.
Proof. For x ∈ ω(s0), set r = ̺(x)/2 and δ = (r/M)2 so that
(s0 − δ, s0 + δ) × B(x, r) ⊂⊂ Ω.
For any t satisfying 0 < t − s0 < δ ∧ r2 = (1 ∧ M−2)̺2(x)/4, set R =
√
t − s0 and denote
A0 = B(x,R); Ak = {y ∈ ω(s0) : 2k−1R ≤ |y − x| < 2kR}, k = 1, 2, . . . .
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Since ψ0 is compactly supported in ω(s0), we have ψ0 =
∑k0
k=0 χAkψ0 for some k0 < ∞. For
k = 0, 1, . . . , k0, we define
uk(t, x) =
∫
Ak
G(t, x, s0, y)ψ0(y) dy.
Then, it follows from (3.5) that u = ∑k0k=0 uk and that each uk is the weak solution of the
problem (3.6) with χAkψ0 in place of ψ0. We apply Lemma 5.1 to uk with E = B(x,R) and
F = Ak for k = 1, 2, . . ., to obtain that∫
B(x,R)
|uk(s, y)|2 dy ≤ Ne−γ(2k−1−1)2kdRd‖ψ0‖2L∞(ω(s0)), ∀s ∈ (s0, t).
Therefore, by the condition (IH) and (3.9), we get
|u(t, x)| ≤
k0∑
k=0
|uk(t, x)| ≤ N
1 + ∞∑
k=1
e−γ(2
k−1−1)2kd/2
 ‖ψ0‖L∞(ω(s0)) ≤ N‖ψ0‖L∞(ω(s0)).
The lemma is proved. 
Lemma 5.18. Let η ∈ C∞c (B(x0, 4r)) be a function satisfying
(5.19) 0 ≤ η ≤ 1, η ≡ 1 in B(x0, 2r), and |Dη| ≤ 4/r,
where x0 ∈ ω(s0) and r < ̺(x0)/5, where ̺ is as defined in (5.17). Then, we have
lim
t→s0
∫
ω(s0)
G(t, x, s0, y)η(y) dy = Im, ∀x ∈ B(x0, r).
Proof. By taking ε → 0 in (5.10) and arguing as in the proof of [4, Lemma 4.3], we find
that the following identity holds for all τ < t:
(5.20) φk(X) = φk(t, x) =
∫
ω(τ)
˜Gik(τ, y, t, x)φi(τ, y) dy +
∫
Ω(τ,t)
˜Gik(Y, X)φis(Y) dY
+
∫
Ω(τ,t)
˜Aαβi j Dyβ ˜G jk(Y, X)Dαφi(Y) dY, ∀φ ∈ C∞c (Ω)m,
where we have used (3.3). Let ζ = ζ(s) be a smooth function on R such that
0 ≤ ζ ≤ 1, ζ(s) = 1 for |s − s0| ≤ δ, and ζ(s) = 0 for |s − s0| ≥ 2δ,
where δ is chosen so small that
(s0 − 2δ, s0 + 2δ) × B(x0, 4r) ⊂⊂ Ω.
Notice that we may take φ(Y) = φ(s, y) = ζ(s)η(y)el in (5.20). Setting τ = s0 and assuming
that |t − s0| < δ in (5.20), we obtain by (3.4) that
(5.21) δkl =
∫
ω(s0)
Gkl(t, x, s0, y)η(y) dy +
∫
Ω(s0,t)
˜Aαβl j Dyβ ˜G jk(Y, X)Dαη(y) dY =: I + II.
Then for all X = (t, x) such that x ∈ B(x0, r) and |t − s0| < δ ∧ r2, we estimate II as follows
by using the hypothesis (5.19), Ho¨lder’s inequality, and the estimate i) for ˜G(·, X):
|II| ≤ Nrd/2−1(t − s0)1/2
(∫
Ω(s0,t)\Q(X,r)
|Dy ˜G(Y, X)|2 dY
)1/2
≤ Cr−1(t − s0)1/2.
Therefore, the lemma follows by taking the limit t to s0 in (5.21). 
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We are ready to prove (3.7). Let ψ0 ∈ L2(ω(s0))m and assume that ψ0 is continuous at
x0 ∈ ω(s0). Let u be the weak solution of the problem (3.6). For any ε > 0 given, choose
r < ̺(x0)/5, where ̺ is as defined in (5.17), such that
|ψ0(x) − ψ0(x0)| < ε/2N for all x satisfying |x − x0| < 4r,
where N is the constant that appears in Lemma 5.16. Let η be given as in Lemma 5.18 and
let u0, uε, and u∞, respectively, be the weak solution of the problem (3.6) with ηψ0(x0),
η(ψ0 −ψ0(x0)), and (1− η)ψ0 in place of ψ0. By the uniqueness, we have u = u0 + uε + u∞
and by the formula (3.5), u0 is represented by
(5.22) u0(t, x) =
(∫
ω(s0)
G(t, x, s0, y)η(y) dy
)
ψ0(x0).
Let δ > 0 be chosen so that
(s0 − δ, s0 + δ) × B(x0, 4r) ⊂⊂ Ω.
For any s satisfying 0 < s − s0 < δ, we set E = B(x0, r) ⊂ ω(s) and F = ω(s0) \ B(x0, 2r)
in Lemma 5.13 to get ∫
B(x0,r)
|u∞(s, y)|2 dy ≤ e−γr2/(s−s0)‖ψ0‖2L2(ω(s0)).
Therefore, for all t satisfying 0 < t − s0 < δ ∧ r2, we set R =
√
t − s0/4 in (3.9) to get
(5.23) |u∞(t, x)| ≤ NR−d/2e−γ(r/R)2‖ψ0‖L2(ω(s0)), ∀x ∈ B(x0,R).
Finally, we estimate uε by using Lemma 5.16.
(5.24) |uε(t, x)| ≤ ε/2 whenever 0 < t − s0 < (1 ∧ M−2) ̺2(x)/4.
Combining (5.22), (5.23), and (5.24), we see that if t − s0 is chosen sufficiently small,
then there exists ϑ > 0 such that for all x ∈ B(x0, ϑ) we have |u(t, x) − ψ0(x0)| < ε. This
completes the proof. 
5.2. Proof of Theorem 3.11. By Theorem 3.1, the condition (IH) implies existence of the
Green’s function G(X, Y) of L in Ω. Therefore, all the conclusions of Theorem 3.1 are
satisfied. Let φ be a bounded Lipschitz function on Rd satisfying |Dφ| ≤ K a.e. for some
K > 0 to be chosen later. For any f ∈ L2(ω(s))m, let u be a unique weak solution of the
problem
(5.25) L u = 0 in Ω(s,∞), u = 0 on SΩ(s,∞), u = e−φ f on ω(s).
For t > s, we define the operator Pφs→t : L2(ω(s))m → L2(ω(t))m by
Pφs→t f (x) = eφ(x)u(t, x).
Notice that by the representation formula (3.5), we have
(5.26) Pφs→t f (x) = eφ(x)
∫
ω(s)
G(t, x, s, y)e−φ(y) f (y) dy.
For t ≥ s, we define
I(t) = ‖eφu(t, ·)‖2L2(ω(t)) = ‖P
φ
s→t f ‖2L2(ω(t)).
Then, as in the proof of Lemma 5.13, we find that I is absolutely continuous and satisfies
for a.e. t > s, the differential inequality
I′(t) ≤ (2/ν3)K2I(t).
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The above inequality with the initial condition I(s) = ‖ f ‖2L2(ω(s)) yields
I(t) ≤ e(2/ν3)K2(t−s)‖ f ‖2L2(ω(s)), ∀t ≥ s.
We have thus shown that for all f ∈ L2(ω(s))m, the operator Pφs→t satisfies
(5.27) ‖Pφs→t f‖L2(ω(t)) ≤ eϑK
2(t−s)‖ f‖L2(ω(s)), ∀t > s,
where ϑ = ν−3. We set R =
√
t − s ∧ Rmax and use the condition (LB) to estimate
e−2φ(x)|Pφs→t f (x)|2 = |u(t, x)|2 = |u(X)|2
≤ N20 R−(d+2)
∫
Ω−[X,R]
|u(Y)|2 dY
= N20 R
−(d+2)
∫ t
t−R2
∫
ω(τ)∩B(x,R)
e−2φ(y)|Pφs→τ f (y)|2 dy dτ,
Therefore, by using the estimate (5.27), we get
|Pφs→t f (x)|2 ≤ N20 R−d−2
∫ t
t−R2
∫
ω(τ)∩B(x,R)
e2φ(x)−2φ(y)|Pφs→τ f (y)|2 dy dτ
≤ N20 R−d−2
∫ t
t−R2
∫
ω(τ)∩B(x,R)
e2KR|Pφs→τ f (y)|2 dy dτ
≤ N20 R−d−2 e2KR
∫ t
t−R2
e2ϑK
2(τ−s)‖ f‖2L2(ω(s)) dτ
≤ N20 R−d e2KR+2ϑK
2(t−s)‖ f‖2L2(ω(s)).
We have thus obtained the following L2(ω(s)) → L∞(ω(t)) estimate for Pφs→t:
(5.28) ‖Pφs→t f‖L∞(ω(t)) ≤ N0R−d/2 eKR+ϑK
2(t−s)‖ f‖L2(ω(s)).
We also define the operator Qφt→s : L2(ω(t))m → L2(ω(s))m for s < t by setting
Qφt→s g(y) = e−φ(y)v(s, y), ∀g ∈ L2(ω(t))m,
where v is a unique weak solution of the problem
(5.29) tL v = 0 in Ω(−∞, t), v = 0 on SΩ(−∞, t), v = eφg on ω(t).
By a similar calculation that leads to (5.28), we obtain
(5.30) ‖Qφt→s g‖L∞(ω(s)) ≤ N0R−d/2 eKR+ϑK
2(t−s)‖g‖L2(ω(t)).
It follows from (5.25), (5.29), and (5.3) in Lemma 5.1 that∫
ω(t)
(
Pφs→t f
) · g dx = ∫
ω(s)
f · (Qφt→s g) dx, ∀ f ∈ L2(ω(s))m, ∀g ∈ L2(ω(t))m.
In particular, the above identity holds for all f ∈ C∞c (ω(s))m and g ∈ C∞c (ω(t))m. Therefore,
by the estimate (5.30) and duality, we get
(5.31) ‖Pφs→t f ‖L2(ω(t)) ≤ N0R−d/2 eKR+ϑK
2(t−s)‖ f‖L1(ω(s)), ∀ f ∈ C∞c (ω(s))m.
Now, set r = (s + t)/2 and observe that by uniqueness, we have
Pφs→t f = Pφr→t(Pφs→r f ), ∀ f ∈ C∞c (ω(s))m.
Then, by noting that t − r = r − s = (t − s)/2 and R/√2 ≤ √t − r ∧ Rmax ≤ R, we obtain
from (5.28) and (5.31) that
‖Pφs→t f ‖L∞(ω(t)) ≤ NR−d e2KR+ϑK
2(t−s)‖ f ‖L1(ω(s)), ∀ f ∈ C∞c (ω(s))m; N = 2d/2N20 .
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For all x ∈ ω(t) and y ∈ ω(s), the above estimate and (5.26) yield, by duality, that
(5.32) eφ(x)−φ(y)|G(t, x, s, y)| ≤ NR−d e2KR+ϑK2(t−s).
Let φ(z) = Kφ0(|z − y|), where φ0 is defined on [0,∞) by
φ0(r) =
r if r ≤ |x − y||x − y| if r > |x − y|.
Then, φ is a bounded Lipschitz function on Rd satisfying |Dφ| ≤ K a.e. We set
K = |x − y|/2ϑ(t − s) and ξ := |x − y|/√t − s.
By (5.32) and the obvious inequality R/√t − s ≤ 1, we have
|G(t, x, s, y)| ≤ NR−d exp{ξ/ϑ − ξ2/4ϑ}.
Let N = N(ϑ) = N(ν) be chosen so that
exp(ξ/ϑ − ξ2/4ϑ) ≤ N exp(−ξ2/8ϑ), ∀ξ ∈ [0,∞).
If we set κ = 1/8ϑ = ν3/8, then we obtain
|G(t, x, s, y)| ≤ NR−d exp
{
−κ|x − y|2/(t − s)
}
where N = N(d,m, ν, N0) > 0 and recall that we set R =
√
t − s ∧ Rmax. The proof is
complete. 
5.3. Proof of Theorem 3.16. Notice that by Lemma 6.1 and Theorem 3.11, for all X =
(t, x) and Y = (y, s) in Ω with t > s we have
(5.33) |G(t, x, s, y)| ≤ C1
{
(t − s) ∧ R2max
}−d/2
exp
{
−κ|x − y|2/(t − s)
}
,
where C1 = C1(n,m, ν, µ0, N1). We denote
δ1(X, Y) =
(
1 ∧ d
−(X)
Rmax ∧ |X − Y |P
)
and δ2(X, Y) =
(
1 ∧ d
+(Y)
Rmax ∧ |X − Y |P
)
so that δ(X, Y) = δ1(X, Y) δ2(X, Y). To prove the estimate (3.17), we first claim that
(5.34) |G(t, x, s, y)| ≤ Nδ1(X, Y)µ0
{
(t − s) ∧ R2max
}−d/2
exp
{
−κ|x − y|2/4(t − s)
}
,
where N = N(n,m, ν, µ0, N1). The following lemma is a key to prove the above claim.
Lemma 5.35. For R ∈ (0,Rmax) and X ∈ Ω such that d−(X) < R/2, let u be a weak solution
of L u = 0 in Ω−[X,R] vanishing on PΩ−[X,R]. Then, we have
(5.36) |u(X)| ≤ Nd−(X)µ0R−d/2−1−µ0‖u‖L2(Ω−[X,R]),
where N = N(d,m, ν, µ0, N1, M).
Proof. By the very definition the condition (LH), we have
(5.37) |u˜(Y) − u˜(X)| ≤ N|Y − X|µ0
P
R−d/2−1−µ0‖u‖L2(Ω−[X,R]), ∀Y ∈ Q−(X,R/2).
For any r satisfying d−(X) < r < R/2, there is Y ∈ Q−(X,R/2) \Ω such that |X − Y |P = r.
By (5.37) we obtain
|u(X)| = |u˜(X) − u˜(Y)| ≤ Nrµ0 R−d/2−1−µ0‖u‖L2(Ω−[X,R]).
By taking limit r → d−(X) in the above inequality, we derive (5.36). 
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Now we are ready to prove (5.34). Take R = (Rmax ∧ |X − Y |P)/4. We may assume
that d−(X) < R/2 because otherwise (5.34) follows from (5.33). We then set u to be the
columns of G(·, Y) in Lemma 5.35 to obtain
(5.38) |G(X, Y)| ≤ Cd−(X)µ0R−d/2−1−µ0‖G(·, Y)‖L2(Ω−[X,R]), R = (Rmax ∧ |X − Y |P )/4.
Next, we consider the following three possible cases.
Case 1: |x− y| ≤ √t − s < Rmax. In this case R =
√
t − s/4 = |X − Y |P/4 and thus, we get
from (5.38) and (3.14) that
|G(X, Y)| ≤ Nd−(X)µ0R−d/2−1−µ0‖G(·, Y)‖L2(Ω−[X,R]) ≤ Nd−(X)µ0R−d−µ0 ,
which immediately implies (5.34) in this case.
Case 2:
√
t − s < |x − y| ∧ Rmax. In this case R = (|x − y| ∧ Rmax)/4. We denote Z = (r, z)
and claim that for all Z ∈ Ω−(X, 2R), we have
(5.39) |G(r, z, s, y)| ≤ NC1(t − s)−d/2 exp
{
−κ|x − y|2/4(t − s)
}
,
where C1 and κ are the same constants as in (5.33) and N = N(d, κ). To prove the claim,
first note that we may assume Y = 0 without loss of generality. Then by (5.33) we have
|G(r, z, s, y)| ≤ C1r−d/2e−κ|z|2/r χ(0,∞)(r) ≤ C1r−d/2e−κ|x|2/4r χ(0,∞)(r),
where we used |z| = |z − y| ≥ |x − y|/2 = |x|/2. Let us denote
g(τ) = τ−d/2e−κ|x|2/4τ χ(0,∞)(τ), g0(τ) = τ−d/2e−κ/4τ χ(0,∞)(τ).
Then the claim (5.39) will follow if we show that there exists a positive number N = N(d, κ)
such that g(r) < Ng(t) for all r < t < |x|2, which in turn will follow if we show that
g0(r1) ≤ Ng0(r2) for all r1 < r2 ≤ 1. But the latter assertion is easy to verify by an
elementary analysis of the function g0.
We have thus proved (5.39), which combined with (5.38) yields
|G(X, Y)| ≤ Cd−(X)µ0R−µ0 (t − s)−d/2 exp
{
−κ|x − y|2/4(t − s)
}
.
Therefore, we also obtain (5.34) in this case.
Case 3: Rmax ≤
√
t − s. In this case R = Rmax/4, and the desired estimate (5.34) becomes
(5.40) |G(t, x, s, y)| ≤ C{d−(X)/Rmax}µ0 R−dmax exp
{−κ|x − y|2/4(t − s)}.
Since t − s ≥ 16R2, for all Z = (r, z) ∈ Ω−(X, 2R), we have
(5.41) exp
{
−κ |z − y|
2
r − s
}
≤ exp
{
−κ |x − y|
2/2 − |z − x|2
t − s
}
≤ eκ/4 exp
{
−κ|x − y|
2
2(t − s)
}
.
Then, from (5.38), (5.33), and (5.41), we obtain (5.40), which implies (5.34) in this case.
We have thus proved that the estimate (5.34) holds in all possible cases. Finally, notice
that Lemma 5.35 remains valid if L , X, d−(X),Ω−[X,R], and PΩ−[X,R], respectively, are
replaced by tL , Y, d+(Y), Ω+[Y,R], and PΩ+[Y,R]. Therefore, by replicating the above
argument to ˜G(·, X), utilizing the estimate (5.34) instead of (5.33), and using the identity
(3.4), we obtain
|G(t, x, s, y)| ≤ Nδ2(X, Y)µ0δ1(X, Y)µ0{(t − s) ∧ R2max}−d/2 exp
{
−κ|x − y|2/16(t − s)
}
.
By replacing κ by κ/16, we obtain the desired estimate (3.17). The theorem is proved. 
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6. Appendix
Lemma 6.1. Assume the condition (LH). Then the condition (LB) is satisfied with the
same Rmax and N0 = N0(n,m, µ0, N1).
Proof. Let u be a weak solution of L u = 0 in Ω−[X,R] vanishing on PΩ−[X,R], where
X ∈ Ω and R ∈ (0,Rmax). By using the triangle inequality, for all Y ∈ Q−(X,R/2) and
Z ∈ Q−(Y,R/2), we have
|u˜(Y)|2 ≤ 2|u˜(Y) − u˜(Z)|2 + 2|u˜(Z)|2 ≤ NR2µ0 [u˜]2µ0/2,µ0;Q−(X,R) + N|u˜(Z)|2.
Then by taking average over Z ∈ Q−(Y,R/2) and using (LH), we obtain
‖u‖2L∞(Ω−[X,R/2]) ≤ NR2µ0 [u˜]2µ0/2,µ0;Q−(X,R) + NR−d−2‖u˜‖2L2(Q−(X,R)) ≤ NR−d−2‖u‖2L2(Ω−[X,R]),
where N = N(d,m, µ0, N1). This proves the part i) of the condition (LB). The proof for the
other part is very similar and is omitted. 
Lemma 6.2. Let Ω be a time-varying H1 (graph) domain in Rd+1. Assume that u is a weak
solution of L u = f in Ω−[X0,R] vanishing on PΩ−[X0,R], where f ∈ L∞(Ω−[X0,R]),
and denote u˜ = χΩ−[X0,R] u. Then we have
(6.3)
∫
Q−(X0,R)
∣∣∣u˜ − (u˜)X0,R∣∣∣2 ≤ NR2
∫
Ω−[X0,R]
|Du|2 + NR2−d‖ f‖2L1(Ω−[X0 ,R]),
where (u˜)X0,R =
>
Q−(X0,R) u˜ and N = N(d,m, ν).
Proof. We modify the proof of [30, Lemma 3]. Without loss of generality, we may assume
X0 = 0. Let ζ = ζ(x) be a smooth function defined on Rd such that
0 ≤ ζ ≤ 1, supp ζ ⊂ B(R), ζ ≡ 1 on B(R/2), and |Dζ | ≤ 4/R.
Setting δ−1 =
∫
B(R) ζ(x) dx and denote
β(t) := δ
∫
B(R)
ζ(x)u˜(t, x) dx = δ
∫
ω(t)∩B(R)
ζ(x)u(t, x) dx, ¯β := R−2
∫ 0
−R2
β(t) dt.
Since (u˜)0,R minimizes the integral
∫
Q−(R)|u˜ − c|
2 among c ∈ Rm, we obtain
(6.4)
∫
Q−(R)
|u˜ − (u˜)0,R|2 ≤
∫
Q−(R)
|u˜ − ¯β|2 ≤ 2
∫
Q−(R)
|u˜ − β(t)|2 + 2
∫
Q−(R)
|β(t) − ¯β|2.
Notice that u˜ ∈ W0,12 (Q−(R)) and Du˜ = χΩ−[R] Du in Q−(R). Therefore, by a variant of
Poincare´’s inequality, we have
(6.5)
∫
Q−(R)
|u˜ − β(t)|2 dX =
∫ 0
−R2
∫
B(R)
|u˜(t, x) − β(t)|2 dx dt ≤ N
∫
Ω−[R]
|Du|2 dX.
We claim that for all s and t satisfying −R2 < s < t < 0, we have
(6.6) |β(t) − β(s)|2 ≤ NR−d
∫
Ω−[R]
|Du|2 + NR−2d‖ f‖2L1(Ω−[R]).
Assume the estimate (6.6) for the moment. By the definition of ¯β, we then obtain
(6.7)
∫
Q−(R)
|β(t) − ¯β|2 dX = |B(R)|
∫ 0
−R2
|β(t) − ¯β|2 dt
≤ NRd−2
∫ 0
−R2
∫ 0
−R2
∣∣∣β(t) − β(s)∣∣∣2 ds dt ≤ NR2 ∫
Ω−[R]
|Du|2 dX + NR2−d‖ f ‖2L1(Ω−[R]).
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By combining (6.4), (6.5), and (6.7), we obtain (6.3).
It remains us to prove the estimate (6.6). Setting η = η(x) = ζ(x)Λ, where Λ ∈ Rm is a
constant column vector, and following the calculation in Brown et al. [3], we obtain∫
ω(t)∩B(R)
ζ(x)u(t, x) · Λ dx −
∫
ω(s)∩B(R)
ζ(x)u(s, x) · Λ dx
+
∫
Ω(s,t)
Λ
T Aαβ(X)Dβu(X)Dαζ(x) dX =
∫
Ω(s,t)
f (X) · Λζ(x) dX.
Notice that δ−1 ≥ 2−d|B(1)|Rd. Therefore, by using the properties of the function ζ, we get
for all s and t satisfying −R2 < s < t < 0 that
(
β(t) − β(s)) · Λ ≤ NR−d−1|Λ|∫
Ω−[R]
|Du| dX + NR−d |Λ|
∫
Ω−[R]
| f | dX.
By taking Λ = β(t) − β(s) in the above inequality and using Ho¨lder’s inequality and
Cauchy’s inequality with ε, we obtain (6.6). The proof is complete. 
Lemma 6.8. Let Ω be a time-varying H1 (graph) domain in Rd+1. Let aαβ satisfy (4.5)
and let E be as in (4.6), where Aαβi j are the coefficients of the operator L . Then, there
exists E0 = E0(d, ν0, M) > 0 such that if E < E0, then the condition (LH) is satisfied with
µ0 = µ0(d, ν0, M), Rmax = Ra, and N1 = N1(d,m, ν0, M). Here, we set Ra = ∞ if Ω is a
time-varying H1 graph domain.
Proof. We shall prove below that there exists a number E1 = E1(d, ν0, M) > 0 such that
if E < E1, then the following holds: There exist positive constants µ1 = µ1(d, ν0, M) and
C1 = C1(d,m, ν0, M) such that for any ˜X ∈ ∂Ω = PΩ and R ∈ (0,Ra), if u is a weak
solution of L u = 0 in Ω−[ ˜X,R] vanishing on PΩ−[ ˜X,R], then we have
(6.9)
∫
Ω−[ ˜X,ρ]
|Du|2 ≤ C1
(
ρ
r
)d+2µ1 ∫
Ω−[ ˜X,r]
|Du|2, ∀0 < ρ < r ≤ R.
We also note that by [4, Lemma 2.2], there is E2 = E2(d, ν0) > 0 such that if E < E2,
then the following holds: There exists a constant µ2 = µ2(d, ν0) ∈ (0, 1] such that if u is a
weak solution of L u = 0 in Q−(X,R) ⊂ Ω, then we have
(6.10)
∫
Q−(X,ρ)
|Du|2 ≤ C2
(
ρ
r
)d+2µ2 ∫
Q−(X,r)
|Du|2, ∀0 < ρ < r ≤ R,
where C2 = C2(d,m, ν0). Then we combine (6.9) and (6.10), via a standard method in
boundary regularity theory to conclude that if E < E1 ∧ E2 =: E0, then for all X ∈ Ω and
0 < R < Ra, the following holds: If u is a weak solution of L u = 0 in Ω−[X,R] vanishing
on SΩ−[X,R], then we have
(6.11)
∫
Ω−[X,ρ]
|Du|2 ≤ N
(
ρ
r
)d+2µ0 ∫
Ω−[X,r]
|Du|2, ∀0 < ρ < r ≤ R,
where µ0 = µ1 ∧ µ2 and N = N(d,m, ν0, M). By Lemma 6.2, the estimate (6.11), and the
energy inequality of Brown et. al [3], we have for all Y ∈ Q−(X,R/4) and r ∈ (0,R/4] that∫
Q−(Y,r)
|u˜ − (u˜)Y,r|2 ≤ Nr2
∫
Ω−[Y,r]
|Du|2 ≤ Nr2
(
r
R
)d+2µ0 ∫
Ω−[Y,R/4]
|Du|2
≤ N
(
r
R
)d+2+2µ0 ∫
Ω−[Y,R/2]
|u|2 ≤ Nrd+2+2µ0 R−2µ0
?
Q−(X,R)
|u˜|2,
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where N = N(d,m, ν0, M). Then by the Campanato’s characterization of Ho¨lder continu-
ous functions (see e.g., [4, Lemma 2.5]), we obtain
[u˜]2µ0/2,µ0;Q−(X,R/4) ≤ CR−2µ0
?
Q−(X,R)
|u˜|2.
Then, the above inequality together with a standard covering argument yields part i) of the
condition (LH). The other part of the condition (LH) is similarly obtained.
Now, it only remains for us to prove the estimate (6.9). For ˜X ∈ ∂Ω and R ∈ (0,Ra)
given, let u be a weak solution of L u = 0 in Ω−[ ˜X,R] vanishing on PΩ−[ ˜X,R]. Denote
by L0 the parabolic operator acting on scalar functions v as follows:
L0v = vt − Dα(aαβDβv).
For r ∈ (0,R], let vi be a unique weak solution in V2(Ω−( ˜X, r)) of the problem{
L0v
i
= 0 in Ω−[ ˜X, r],
vi = ui on P(Ω−[ ˜X, r]),
where i = 1, . . . ,m. Existence of such vi follows from Brown et al. [3]. We claim that
there are positive constants µ = µ(d, ν0, M) and N = N(d,m, ν0, M) such that the following
estimate holds:
(6.12)
∫
Ω−[ ˜X,ρ]
|Dv|2 ≤ N
(
ρ
r
)d+2µ ∫
Ω−[ ˜X,r]
|Dv|2, ∀0 < ρ < r.
We may assume that ρ < r/8 because otherwise (6.12) becomes trivial. Since each vi
vanishes on PΩ−[ ˜X, r], it follows from [22, Theorem 6.32] and [22, Theorem 6.30] that
there exist µ = µ(d, ν0, M) > 0 and N = N(d, ν0, M) > 0 such that
(6.13) osc
Ω−[ ˜X,2ρ]
vi ≤ Nρµr−µ sup
Ω−[ ˜X,r/4]
|vi| ≤ Nρµr−µ−d/2−1‖vi‖L2(Ω−[ ˜X,r/2]).
In particular, the estimate (6.13) implies vi( ˜X) = 0. Then, by the energy inequality of
Brown et al. [3] and [14, Lemma 4.2], we obtain (recall that ρ < r/8)∫
Ω−[ ˜X,ρ]
|Dvi|2 ≤ Nρ−2
∫
Ω−[ ˜X,2ρ]
|vi|2 = Nρ−2
∫
Ω−[ ˜X,2ρ]
|vi(Y) − vi( ˜X)|2 dY
≤ Nρd
(
osc
Ω−[ ˜X,2ρ]
vi
)2
≤ N
(
ρ
r
)d+2µ
r−2
∫
Ω−[ ˜X,r/2]
|vi|2
≤ N
(
ρ
r
)d+2µ ∫
Ω−[ ˜X,r]
|Dvi|2, i = 1, . . . ,m.
where N = N(d, ν0, M). This completes the proof of the estimate (6.12). Next, notice that
w := u − v belongs to V2(Ω−[ ˜X, r]), vanishes on P(Ω−[ ˜X, r]), and satisfies weakly
L0w = Dα
((
Aαβ − aαβIm
)
Dβu
)
.
Therefore, by the energy inequality of Brown et al. [3], we obtain
(6.14)
∫
Ω−[ ˜X,r]
|Dw|2 ≤ NE 2
∫
Ω−[ ˜X,r]
|Du|2,
where E is defined as in (4.6). By combining (6.12) and (6.14), we obtain∫
Ω−[ ˜X,ρ]
|Du|2 ≤ N
(
ρ
r
)d+2µ ∫
Ω−[ ˜X,r]
|Du|2 + NE 2
∫
Ω−[ ˜X,r]
|Du|2, ∀0 < ρ < r.
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Now, choose a number µ1 ∈ (0, µ). Then, by a well known iteration argument (see, e.g.,
[17, §III.2]), we find that there exists E1 such that if E < E1, then we have the estimate
(6.9). The lemma is proved. 
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