Traffic data obtained in the field usually have some errors. For instance, traffic volume data on the various links of a network must be consistent and satisfy flow conservation, but this rarely occurs. This paper presents a method for using fuzzy optimization to adjust observed values so they meet flow conservation equations and any consistency requirements. The novelty lies in the possibility of obtaining the best combination of adjusted values, thereby preserving data integrity as much as possible. The proposed method allows analysts to manage field data reliability by assigning different ranges to each observed value. The paper is divided into two sections: The first section explains the theory through a simple example of a case in which the data is equally reliable and a case in which the observed data comes from more or less reliable sources, and the second one is an actual application of the method in a freeway network in southern Spain where data were available but some data were missing.
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Introduction
The study of any transport system requires enormous quantities of data and an understanding of their dependence on each other. Arguably, volume is the most important traffic datum of them all. Field data is generally inconsistent, and therefore they need to be processed in a way that will make them consistent before they can be used in algorithms for prediction, monitoring and decision-making purposes. The The aim of this article is to submit a method whereby field data could be pre-processed to make them consistent while preserving their integrity as much as possible, and which would include their reliability as perceived subjectively by the analyst. The method is based on fuzzy logic and is intended to optimize the solution obtained. The result would be a reliable solution that comes close to the observed values, thereby resolving measurement errors in traffic counts. The method also allows field data to be processed when there are lost values. Fig. 1 about here) 1 2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   5 
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Description of the problem
A simple freeway network is used to explain the method. Consider the situation shown in Fig. 1 , in which real consistent data are available (Table 1 , column 2). The data are used to simulate a scenario with non consistent data: traffic counts from the database are randomized within ±25% of their values at all intersections to simulate a case in which data is not consistent ( Table 1, column 3) . Next, the randomly obtained data in the database are considered to be field data; i.e., the observed values (OV). Table. 1 about here)
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Theoretically, in any transport network such as the one shown in Fig. 1 , the total "incoming volumes" should be equal to the total "outgoing volumes" at any node in the network and in any flow direction in such a way that the law of conservation of flow is satisfied. In the simulated scenario, ( Actually, this is usually the case, particularly when the network is large. Pentrice (1987) stated that data inconsistency is inevitable even in a well-controlled survey, but volume count consistency at different links is critical to ensuring the integrity of the results of any of the ITS-related algorithms.
When the network becomes larger, the possibility of inconsistency in traffic volume counts increases, so flow conservation is more difficult. The concern in this paper is how to adjust the individual observed volumes to a set of new values that satisfy the 6 flow conservation principle at any point in the network. Furthermore, the adjustment should be such that the integrity of the observed values is preserved as much as possible. To this end, a fuzzy optimization method is used to obtain adjusted values that comply with the law of flow conservation and that resemble consistent real data as closely as possible. In this example, the integrity of the results obtained can be verified with the available real consistent data.
The bilevel fuzzy optimization method
The search for the "best" set of adjusted values is an optimization process that aims to . Thus, the combination with the highest sum is selected from among all the combinations that could maximize the lowest membership grade. The value with the least membership grade is taken into consideration, and also all the other observed data.
In case (a) (MM method), the lowest membership grade for the combination is recorded.
By comparing the lowest membership grades among all the combinations of traffic volumes, the one that has the highest value is chosen as the best combination of a set of adjusted values. This method was already introduced by Kikuchi and Miljkovic (1999) .
On the other hand, in the objective function sum of
for a given combination, the membership grade of each adjusted value in the corresponding fuzzy set is calculated. The sum of the membership grades among all the combinations of traffic volumes is recorded, and the one that has the highest sum of membership grades is chosen as the best combination of a set of adjusted values.
The third possibility is a two step way of optimization or Bilevel Optimization method (BO method). In step one, case a), the lowest membership grade is maximized. In step two, the membership grades that would produce the largest possible max(min(h i )) and that would seek to increase the value of all of the h i at the same time (which would achieve the sum of both) are summed up and maximized.
The MM method can attend to a set of data which its minimum membership grade is maximized but the problem is that an infinite number of combinations could satisfy this condition and the MM method randomly chooses one of them. The BO method chooses a set that while it satisfies that condition; it optimizes the rest of the values, maximizing 8 the membership grade of all the data, so the BO method uses both ways of optimization in order to improve the solution.
The mathematical steps involved in addressing the optimization problem are:
1. Use fuzzy numbers to represent observed values 2. Formulate the objective and constraints
Solve as a mixed linear programming problem
The process is explained step by step by using the simple highway network shown in 
Using fuzzy numbers to represent observed values
The observed values are "fuzzified" and are considered a fuzzy set with a triangular membership function. The selection of the constant  depends on the judgement of the analyst with respect to the adjusted value"s acceptable deviation from the observed value. This value allows the analyst to enter the reliability of each datum (i.e. the more reliable data will have a lower value of  than if they were less reliable). If only one value of  is used for all data, the scope of the range has little effect on the final adjusted values, once it is broad enough for a feasible set of solutions to be found. 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   9 The membership function is defined for the left-and right-hand sides of the triangle. For an observed value of x i and the assumed range [x i -x i , x i +x i ], the general expression of the membership functions is:
In this formula - < x i -x i  x i  x i +x i <, the triangular fuzzy number x i is presented
by (x i -x i , x i , x i +x i ).
For the sake of simplicity, a symmetric triangle is used in this paper for the membership function. However, the left and right-hand limits can be set separately. To solve this example problem, it is assumed that the value x i is the observed value and that the value of  > 0. So the value of  is the spread of triangular fuzzy number x i . The narrower the spread area, the less fuzzy the evaluation data will be, hence more precise. To the contrary, fuzziness is higher and thus more vague and ambiguous when the spread area 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 10 System (FIS) so that the outcome predicted by the model is equal (or nearly equal) to the outcome obtained in the real world. Therefore, Chakroborty and Kikuchi (2003) presented a method in which a representation framework allows the FIS parameters to be modified in relation to the bases. FIS outputs are dictated by the parameters that define the membership functions of the fuzzy sets appearing in the antecedents and the consequents of the rules and the algebraic operators used for the logical connectives and to determine the final inferred value. They have developed a procedure that calibrates the membership function of the fuzzy sets by transforming the inference system into an Artificial Neural Network format. They have applied this procedure to the complex control task of car-following, but this procedure has not been applied yet to an urban transport system or a large-scale civil infrastructure system.
Formulating the objective function and its constraints
In a fuzzy number representation of observed values, fuzzy optimization techniques would be used to search for the adjusted values. The mathematical formulation of the three proposed methods used to solve the problem would be as follows:
Max(h) where h is min(h i )
Subject to o Constraints related to the membership functions:
which means there are 2k+k constraints (where k is the number of control points)
o Constraints related to the conservation of flow at each control point. The constraints are defined by reviewing the flow pattern at each node in Fig. 1 as follows:
x" 3 +x" 5 = y" 5 +y" 6
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x" i , y" i , z" i , w" i ≥ 0 for all i 
Subject to the same constraints as in the MM method, with regard to the membership functions (eq. 3) and to the conservation of flow at each control point (eq. 4).
C. BO method:
Step 1: The problem is solved using the MM method (eq. 2), and we obtain a value of h=h*.
Step 2: The problem is solved using the MS method (eq. 5) subject to the same constraints with regard to the conservation of flow at each control point (eq. 4) as in the MM or MS method, and to the following constraints related to the membership functions:
The total number of unknowns in Step 2 is reduced by one compared to Step 1. where the lowest value of h is maximized.
If only Max
Solving as a mixed linear programming problem
Since every x" i must be an integer number and h i are real numbers, this is a mixed linear programming formulation. A mixed linear programming algorithm is formulated for the problem to maximize the membership grade of the adjusted values.
In Fig. 1 , the mixed linear programming algorithm consists of 90 (3x30 observed volumes) inequality constraints related to membership functions and six equations related to flow conservation.
Introduction of data reliability
The selection of the value of  depends on the judgement of the analyst with respect to the adjusted value"s acceptable deviation from the observed value.
In a complex transport network, there may be permanent traffic count stations where count data are fairly reliable, and other nodes where counting is sporadic, as well as points where traffic volumes have not been measured. Therefore, to define the    1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 13 parameter coherently, the method must allow the analyst to assign different values to the  parameter in order to define the membership functions of each observed value.
The values will depend on whether the parameter belongs to a set of data that are highly reliable (permanent traffic count station), averagely reliable (sporadic count) or highly unreliable (lost data).
Example network
As shown in Fig.1 , the example consists in analysing a network of 4 intersections, of which three have 6 movements and one has twelve.
In this example, the real consistent data are known (RV) ( Table 1 column 2). The data are used to simulate a scenario with non consistent data. The simulated data are considered the OV (Table 1 column and, finally, the data from traffic count station X is supposed to be the least reliable one, so  is assigned a value of 0.65.
Results
In this case, since real data were available, three indicators could be used to verify the goodness of the adjustment of each one of the three optimization methods used (MM,
MS and BO methods):
 The first indicator is the lowest value of h, which indicates the membership grade of the worst adjusted value (the degree of compatibility between the adjusted value and the observed value). If the value of h is near zero, then the adjusted value is close to the right or left end of the base of the membership function; if the value of h is near 1, then the adjusted value is close to the 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 14 observed value. Therefore, the solution where the lowest value of h is maximum is chosen as the best solution from the point of view of this parameter. The results for the three methods are given in Table 1 Column 1 of Table 1 shows each movement in nodes W, X, Y and Z. Column 2 shows the consistent RV used to obtain the OV that show inconsistencies by randomizing the values within ±25%. Columns 4, 6 and 8 in Table 1 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 15 therefore, is not desirable either, since it allows a set of values with some h very close to 0.00 to be considered, providing the sum is the maximum. In this case, h i is 27.93.
o The BO method"s results are shown in column 8. If columns 4 and 8 are compared, it can be seen that the minimum value of h remains the same (h=0.56). However, there has been an increase in h i , which has gone from 24.04 (MM method) to 25.89 (BO method). Thus, this new method allows a combination where the remaining membership degrees are the highest ones to be chosen from among all the combinations with the lowest value of h.
As explained above, introducing the analyst"s knowledge of the different precisions of the data he is working with improves the results of the adjustment. This is shown in columns 5, 7 and 9 in Table 1 where the AV, h i and  are calculated, using the three methods for different  parameters depending on the reliability of the data. The  values used in this example have been 0.65 for "X", 0.5 for "Y" and "Z" and 0.3 for "W".
As in the case of the same α for every observed value, for any  parameter, the MM and the BO methods obtain the same and a higher value of h minimum (h=0.61) than the MS method (h=0.25). However, the latter method obtains a higher value of h i (28.26 versus 24.92 for the MM method and 25.98 for the BO method).
The results shown in column 5 are better than those shown in column 4. This is because the minimum value of h and h i were higher and the value of average  was lower.
Similar results are obtained by comparing columns 6-7 and 8-9 for the MS and the BO methods. This confirms the advantage of distinguishing between reliable data and less reliable data or, in other words, of introducing the subjective perception of the analyst.
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The last row in Table 1 
Real intersections in Andalucía motorway´s network
Next, the three methods are used to adjust the traffic volumes of a series of adjacent intersections in Andalusia"s freeway network (see Fig. 3 and Fig. 4 ) for which real and therefore inconsistent data are available. In this example, the parameter  is omitted, and only two parameters have been used to verify the goodness of the adjustment: the lowest value of h and the sum of h i . Fig. 3 about here) (Place Fig. 4 about here) The network has five intersections, of which three have six movements (intersections V, X and Z), while the other two have twelve potential movements (intersections W and Y). Data is available for all potential movements except for v 1 , v 2 , v 3 , v 4 , y 6 , y 7 , and y 8 , whose values were lost. A special membership function with h=1.00 always (→) was assigned to the lost values so that any adjusted value that met the boundary conditions would always have a membership grade of 1.00 (Fig. 5) . Table 2 shows that for movements v 1 , v 2 , v 3 , v 4 , y 6 , y 7 and y 8 , the value of h associated to the AV is always 1.00 for the three methods studied and for the hypothesis of equal or different . Fig. 5 about here) (Place Table 2 about here) Columns 3, 5 and 7 in Table 2 show the AV and h i using the three methods for =0.1. 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   17 On the other hand, columns 4, 6 and 8 in Table 2 show the AV and h i using the three methods for different  parameters depending on the reliability of the data. The  values used in this example were 0.2 for "W", 0.3 for "Z", and 0.1 for the rest.
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As in the previous example, for any  parameter, the MM and the BO methods obtain the same and a higher value of minimum h (h=0.29) than the MS method (h=0.00).
However, MS method obtains a higher value of h i (40.14 versus 26.16 for the MM method and 35.97 for the BO method). Thus, the results demonstrate that the BO method, while keeping the highest minimum of h, attains the best sum of h i , so the best solution is chosen from among all the possibilities that satisfy the condition of maximizing the minimum h. Furthermore, introducing the analyst"s knowledge of the different precisions of the data he is working with improves the results of the adjustment.
Summary and conclusions
The consistency of the observed traffic data is a concern because in nearly all cases traffic data contain some errors. The degree to which consistency must be satisfied depends on the purpose of the analysis. Processing observed data for consistency is crucial in an analysis where data interrelationships are important. This paper proposes another step forward in using fuzzy logic optimization to obtain adjusted values. Two examples are given to present and explain the theoretical formulation and computational procedure. The proposed approach is robust enough to deal with other typical data discrepancies in transport situations. It preserves the integrity of observed data as much as possible, and allows the analyst to distinguish between reliable and less reliable data. o Handle data reliability; traffic-responsive control systems require reliable real-time information on the prevailing traffic counts to make sensible control decisions. This requisite is met by using the α parameter to define a different range for the membership function associated to each observed value.
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