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Abstract
In this paper, we will provide an iteration algorithm of global convergence for two-dimensional nonlinear
network problems. By avoiding the di1culties of stability of conventional di2erence methods, our approach is
established based on the inner monotone properties of networks, and its global convergence meets the demands
of real-time simulation and that of multi-modes of operation. A simulation example is also illustrated for the
algorithm.
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1. Introduction
In the computer simulation of industrial processes, a large-scale nonlinear model needs to be
solved computationally. The simulation models that we often encounter are sti2 systems [4] of
ordinary di2erential equations (ODEs), and a process simulator should be able to work in and
switch between many operating modes (startup, shutdown and breakdown modes, etc.), and moreover
a real-time simulation is usually required. Because of these requirements, it is usually hard to give
a stable di2erence scheme to solve simulation models. We may fall into a passive position that if
one emphasizes on the convergence and precision of simulation then the amount of computation will
increase in general and the real-time requirement will be violated.
In this paper we will develop a global convergent algorithm for a class of process models—
two-dimensional networks, especially thermal networks [3] with the state variables of pressure and
temperature—which commonly exists in many industrial processes. A similar work can be traced
back as early to [7], where a global convergent iterative method was proposed for a one-dimensional
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network problem. We will apply some di2erent techniques [2]—the estimation of spectral radius and
other simple analytical tools—to prove the global convergence of our method rather than the approach
introduced in [7]. The proof is novel to our knowledge. The iteration algorithm in this paper is more
general than that of [3] and is easy to practice. In view of the purpose of practical computation,
some variations of the method in [2] are derived, including a global convergent Euler’s implicit
formula with variable step length. A simulation example is illustrated to describe the algorithm.
Our procedure can be easily implemented parallelly in modules, which will be useful for realistic
process simulation. The methods of thermal networks can also be used for the discretization form
of heat-transfer equation (partial di2erential equation) [5].
2. Nonlinear networks
We consider a nonlinear network consisting of numerous nodes and links. Suppose there are
altogether n nodes, and denote the set of nodes by N = {1; 2; : : : ; n} and the set of boundary nodes
by @N . Each node i is determined by two state variables ui and vi (that refer to pressure and
temperature respectively in thermal networks), and a link lies between two connected nodes. The
stream functions 	ji and  ji represent the rate of mass &ow and the rate of energy &ow, respectively,
from node j to node i over the link (j; i). Assume 	ji and  ji are functions of the state variables
(or potentials) ui; vi; uj; vj of the two ends of the link (j; i). When node i and j do not connect, let
	ji=  ji=0. The mass stream 	ji may have various expressions according to the di2erent situations;
the two typical forms are
	ji = aji sign(uj − ui)
√
|uj − ui|; (1)
	ji = aji sign(u2j − u2i )
√
|u2j − u2i |; (2)
where
sign(x) =


1; x¿ 0;
0; x = 0;
−1; x¡ 0
is the sign function, aji = aij¿ 0 are the coe1cients of mass &ow. Eq. (1) represents pipe &ows
of incompressible liquid or of low speed gas; whereas Eq. (2) is similar to the FlHugge formula of
turbine &ow. Sometimes, in the case of gas &ow, aji is related to the “up stream” temperature, i.e.,
aji ˙ 1=
√
vj.
The energy stream  ji often takes the form
 ji = bji(	+ji + ji)vj − bij(	+ij + ij)vi; (3)
where
x+ =
{
x; x¿ 0;
0; x¡ 0
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can be called the positive sign operator, bji; bij ¿ 0 are the coe1cients of energy &ow, and ji; ij¿ 0
may be regarded as the constants of heat conduction.
The rate of mass and the rate of energy gained by a node i (total in&ux) are given respectively
by


fi =
∑
j
	ji;
gi =
∑
j
 ji + i;
(4)
where i = i(ui; vi) expresses the e2ects of chemical reaction or combustion.
The dynamic system of our network problem is


dui
dt
= fi(u; v);
dvi
dt
= gi(u; v); i∈N \ @N;
i(u; v) = 0; i(u; v) = 0; i∈ @N;
ui(0) = u0i ; vi(0) = v
0
i ; i∈N;
(5)
where u = (u1; u2; : : : ; un)T, v = (v1; v2; : : : ; vn)T. The second row of (5) is the boundary condition,
whereas the third row of (5) is the initial condition. For Dirichlet problems, i = Lu i− ui, i = Lvi− vi,
while for Neumann problems, i = fi(u; v)− Lfi, i = gi(u; v)− Lgi, in which Lu i, Lvi, Lfi and Lgi are the
prescribed values (the mixed boundary value problem is not included here since it can be constructed
by the basic Dirichlet and Neumann problems).
Notice that system (5) usually has stable equilibrium solutions in practical industrial process, we
may temporarily avoid the time di2erence and apply an iteration method to solve the equilibrium
points of (5). We hope that the iterative process can somehow re&ect the dynamic transition process.
With the preliminaries of the iteration method for the associated static system, we will later come
to solve the dynamic system (5) using a special time di2erence method.
The associated equilibrium equations of (5) are
{
Fi(u; v) = 0;
Gi(u; v) = 0;
(6)
where i = 1; 2; : : : ; n and where we deNne
Fi(u; v) =
{
fi(u; v); i∈N \ @N;
i(u; v); i∈ @N;
Gi(u; v) =
{
gi(u; v); i∈N \ @N;
i(u; v); i∈ @N:
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In order to obtain a global convergent algorithm, we require the following hypotheses [2] on
stream functions:
(H1) 	ji is a continuous function of ui and uj.
(H2)  ji is a continuous function of ui, vi, uj and vj; i is a continuous function of ui and vi.
(H3) Both 	ji and  ji are antisymmetric, i.e., 	ji =−	ij,  ji =− ij.
(H4) 	ji is monotone increasing in uj,  ji is monotone increasing in vj.
(H5) The total in&ux of mass fi is strictly monotone decreasing in ui, the total in&ux of energy gi
is strictly monotone decreasing in vi.
Note that these hypotheses are not entirely independent and not minimal. For instance, hypothesis
(H3) can be weakened [7], but it is not essential for the problem itself. Hypothesis (H1) asserts
that the mass stream 	ji is independent of the state v, which describes the situation of &ows of
liquid or that of low-speed gas. From (H3) and (H4) we deduce that 	ji is monotone decreasing
in ui and so is  ji in vi. It is easy to verify that the stream functions in (1)–(3) satisfy the whole
hypotheses if
∑
j aji ¿ 0 and
∑
j ij ¿ 0. Note that, in the next section we may require the condition
of di2erentiability in the proof of the convergence of algorithm, since the monotone condition of
stream functions is given, and by Lebesgue theorem a continuous monotone function is di2erentiable
almost everywhere. To avoid these tedious mathematics [8], we simply use a di2erential whenever
it is required (only in the proof). In fact the following algorithms, when we proceed practically, do
not involve any di2erential.
3. Algorithms
Now we will give a review of the main results of [2], and then we provide some improved
algorithms for the sake of practical computation.
The two basic iteration schemes for solving (6) are the iteration of the type of Jacobi and Seidel,
which can be expressed as follows:
Jacobi iteration: Solve ui from the mass equilibrium equation of node i,
Fi(uk1; : : : ; u
k
i−1; ui; u
k
i+1; : : : ; u
k
n) = 0⇒ ui = uˆk+1i ;
adopt the next iterative value of the potential u as
uk+1i = u
k
i + (uˆ
k+1
i − uki ); 0¡6 1;
solve vi from the energy equilibrium equation of node i,
Gi(uk ; vk1; : : : ; v
k
i−1; vi; v
k
i+1; : : : ; v
k
n) = 0⇒ vi = vˆk+1i ;
adopt the next iterative value of the potential v as
vk+1i = v
k
i + (vˆ
k+1
i − vki ); 0¡6 1;
where the node number i = 1; 2; : : : ; n, the iteration number k = 0; 1; : : : .
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Seidel iteration: Solve ui from the mass equilibrium equation of node i,
Fi(uk+11 ; : : : ; u
k+1
i−1 ; ui; u
k
i+1; : : : ; u
k
n) = 0⇒ ui = uˆk+1i ;
adopt the next iterative value of the potential u as
uk+1i = u
k
i + (uˆ
k+1
i − uki ); 0¡6 1;
solve vi from the energy equilibrium equation of node i,
Gi(uk+1; vk+11 ; : : : ; v
k+1
i−1 ; vi; v
k
i+1; : : : ; v
k
n) = 0⇒ vi = vˆk+1i ;
adopt the next iterative value of the potential v as
vk+1i = v
k
i + (vˆ
k+1
i − vki ); 0¡6 1;
where the node number i = 1; 2; : : : ; n, the iteration number k = 0; 1; : : : .
Note that though the state u and v are decoupled in Eq. (6) under the preceding hypotheses, we
do not compute in advance the solution of Fi(u)=0, i=1; 2; : : : ; n, (numerically compute it until the
reach of convergence), and then pass the solution u to the second part Gi(u; v)=0, i=1; 2; : : : ; n, and
solve v. Instead, we solve the two subsystems contemporaneously as the iteration methods described
above. This is due to the requirements of the real-time simulation.
The above two iteration schemes can be regarded as a point relaxation process, which describes a
procedure of computing loops on all nodes of the network—at each node i replacing the potential of
node i by a particular value which makes the total in&ux (mass and energy) vanish at i, while the
values of the potential of all the other nodes remain unchanged.  and  can be called relaxation
factors.
In order to prove the global convergence of the above iteration, we require a lemma on the
estimation of the spectral radius [1].
Lemma 1. Let A= (aij) be a n× n irreducible matrix with spectral radius (A), if
n∑
j=1
|aij|6  ; i = 1; 2; : : : ; n;
or
n∑
i=1
|aij|6  ; j = 1; 2; : : : ; n;
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then (A)6  , moreover, if there is at least one k such that
n∑
j=1
|akj|¡ ;
or
n∑
i=1
|aik |¡ ;
then (A)¡ .
We now provide the main theorem of global convergence.
Theorem 2. For any 5nite and connected two-dimensional network that satis5es the conditions
from (H1) to (H5), if there is at least one node at which the Dirichlet boundary condition is
given, then the two iterative processes generated by the above Jacobi and Seidel schemes both
converge to a unique equilibrium solution from any initial value.
Proof. We will only sketch the proof of Jacobi iteration; the convergence of Seidel iteration can be
inferred from the relation between the two iterative procedures, and a thorough proof can be found
in [2].
Denote the sets of Dirichlet boundary nodes by !u and !v (nonempty), which relate to u and v
respectively, whereas the residual sets of those are denoted by L!u = N \ !u and L!v = N \ !v.
From (H5) it follows that the di2erential of Fi with respect to ui and that of Gi with respect to
vi are
Fi; i =
∑
j
	ji; i ¡ 0; i∈ L!u;
Gi; i =
∑
j
 ji; i + i; i ¡ 0; i∈ L!v;
and Fi; i = Gi; i = −1 when i is a Dirichlet boundary node. By Implicit Function Theorem, one can
solve ui=pi(u) and vi=qi(u; v) from the equilibrium equations of node i, and thus one can construct
the above Jacobi and Seidel iterations.
Now we rewrite the Jacobi scheme in the form of Nxed point iteration with relaxation
uk+1 = p˜(uk) = (1− )uk + p(uk);
vk+1 = q˜(uk ; vk) = (1− )vk + q(uk ; vk);
where p = (p1; p2; : : : ; pn)T, q = (q1; q2; : : : ; qn)T, 0¡; 6 1, k = 0; 1; : : : , and the related Jacobi
matrix is
J =
[
Dup˜ 0
Duq˜ Dvq˜
]
;
where the di2erentials Dup˜= (1− )I + Dup, Dvq˜= (1− )I + Dvq, and I is the unit matrix.
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In order to prove the global convergence of the iteration, it will su1ce to show that the spectral
radius of J is less than 1 everywhere ((J )¡ 1).
It is easy to verify that Dup= (pi;j) and Dvq= (qi; j) have the following expressions:
pi;j =


−Fi;j=Fi; i = 	ji; j
/∑
k
	ik; i; j = i∈ L!u;
0; j = i or i∈!u;
qi; j =


−Gi;j=Gi; i =  ji; j
/(∑
k
 ik; i − i; i
)
; j = i∈ L!v;
0; j = i or i∈!v;
in which the antisymmetry of 	ji and  ji has been considered (H3).
Because of (H4) and (H5) one gets
pi;j¿ 0; qi; j¿ 0; pi; i = qi; i = 0;
for all 16 i, j6 n and this means that both Dup and Dvq are nonnegative matrices.
DeNne a similarity transformation on Dup and on Dvq (without a2ecting the spectral radius),
respectively, as
RDupR−1 = A= (aij);
S Dvq S−1 = B= (bij);
where
R= (rij) = diag
{∑
k
	1k;1;
∑
k
	2k;2; : : : ;
∑
k
	nk;n
}
;
S = (sij) = diag
{∑
k
 1k;1 − 1;1;
∑
k
 2k;2 − 2;2; : : : ;
∑
k
 nk;n − n;n
}
;
both A and B remain nonnegative, and their elements are
aij = riipi; jr−1jj =


	ji; j
/∑
k
	jk; j; j = i∈ L!u;
0; j = i or i∈!u;
(7)
bij = siiqi; js−1jj =


 ji; j
/(∑
k
 jk; j − j; j
)
; j = i∈ L!v;
0; j = i or i∈!v:
(8)
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We can see from (7) that when the node j is not connected with any node in !u, then
∑
i aij=1,
otherwise
∑
i aij ¡ 1. In general, suppose !u = {i1; i2; : : : ; it}, then the (n− t)× (n− t) submatrix of
A obtained by deleting rows i1; : : : ; it and columns i1; : : : ; it of A is irreducible (since the network is
connected), and its t × t residual submatrix is a zero matrix. It can be veriNed that the irreducible
submatrix satisNes the condition of Lemma 1, hence its spectral radius is less than 1 as asserted.
All the eigenvalues of A consist of the eigenvalues of the (n− t)× (n− t) submatrix and the zero
eigenvalues of the t× t residual submatrix, thus (Dup)=(A)¡ 1. By analogy, (Dvq)=(B)¡ 1.
Since an eigenvalue ˜ of Dup˜ and an eigenvalue  of Dup have the relation ˜ = 1 −  + ,
and the spectral radius of a nonnegative matrix is precisely an eigenvalue, thus (Dup˜)6 1 −  +
(Dup)¡ 1. Furthermore, one can see that (Dup˜) will decrease in general—which means that
the speed of convergence increases [6]—while the factor ∈ (0; 1] increases. Similarly one gets
(Dvq˜)¡ 1, therefore (J ) = max((Dup˜), (Dvq˜))¡ 1 everywhere, and the assertion of global
convergence readily follows.
Since the spectral radius of Seidel iteration is not greater than that of Jacobi iteration [2], we
come to a conclusion that the speed of Seidel iteration is higher in general than the speed of Jacobi
iteration. Moreover, the costs of computer memory in Seidel iteration are lower than that in Jacobi
iteration. So the Seidel approach is a more favorite one in practice. From the arguments in the
proof of Theorem 2, we may adjust the speed of convergence by changing the relaxation factors
 and , i.e., the bigger ; 6 1 are (not greater than 1), the higher the speed of convergence
will be. The dynamic transition time that a trainee observes in simulation depends on the speed of
convergence. Normally we can set the relaxation factors =  = 1, so as to gain the highest speed
of convergence. In a training simulator, however, we may change the dynamic transition time or the
training di1culties through these relaxation factors to test trainee’s operating speed and skills. That
is, according to the di2erent levels of a trainee, the simulation process could be slow or fast (super
real-time computer simulation).
Note that we may have Fi; i = 0 or Gi; i = 0 at a certain node i (due to the closing of valves, for
instance). In this situation, the iterative schemes at the node i do not exist any more (the Implicit
Function Theorem fails to hold). However, the equilibrium equations are automatically satisNed
already at the node, so we can delete the iterative computations of this node. In fact, after such
a node is deleted from the whole network, if the network remains connected or the unconnected
network consists of several connected subnetworks, each of which has appropriate Dirichlet boundary
conditions, then the iterative processes are still convergent.
We can see that many one-variable nonlinear equations are required to be solved in the above
iteration procedures, and this—in cases other than the one of solving the energy equilibrium equation
(usually linear in v)—is in general quite inconvenient for numerical applications. To this end, by
investigating the Seidel iterative process, we can derive the following iteration regulation for the
potential u (analogously for v):
Lemma 3. Under the conditions of Theorem 2, if the kth iterative value uki at a node i satis5es
Fi(uk+11 ; : : : ; u
k+1
i−1 ; u
k
i ; u
k
i+1; : : : ; u
k
n)6 0 (¿ 0);
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choose the (k + 1)th iterative value uk+1i (which can be evaluated by any means), such that
uk+1i 6 u
k
i (u
k+1
i ¿ u
k
i );
Fi(uk+11 ; : : : ; u
k+1
i−1 ; u
k+1
i ; u
k
i+1; : : : ; u
k
n)6 0 (¿ 0);
then such an iterative process for u is still globally convergent.
Proof. To prove the proposition, we investigate the relation between the iteration of Lemma 3 and
the Seidel iteration.
In view of the iterative regulation of Lemma 3 and that of Seidel iteration, we have
Fi(uk+11 ; : : : ; u
k+1
i−1 ; u
k+1
i ; u
k
i+1; : : : ; u
k
n)6Fi(u
k+1
1 ; : : : ; u
k+1
i−1 ; uˆ
k+1
i ; u
k
i+1; : : : ; u
k
n) = 0;
which yields uˆk+1i ≤ uk+1i , by the monotone property of the total in&ux of mass.
Since uk+1i 6 u
k
i as a prerequisite, we obtain uˆ
k+1
i 6 u
k+1
i 6 u
k
i .
Hence there exists an ∈ [0; 1], such that
uk+1i = u
k
i + (uˆ
k+1
i − uki );
which implies the new iterative process of Lemma 3 conforms to the original Seidel iteration (except
in the trivial case = 0), and it converges accordingly. And the case in parentheses is similar.
The iteration regulation (Lemma 3) means that in the iterative processes, the sign of the total
in&ux of mass at a node after the current iteration should remain the same as the one before.
Now we propose the following computational method for system (5), its global convergence is
obvious by virtue of Lemma 3.
Euler’s integration formula with variable step length
1. Stu =St, Stv =St
2. F0 = Fi(uk+11 ; : : : ; u
k+1
i−1 ; u
k
i ; u
k
i+1; : : : ; u
k
n)
3. uk+1i = u
k
i + F
0 ·Stu
4. F1 = Fi(uk+11 ; : : : ; u
k+1
i−1 ; u
k+1
i ; u
k
i+1; : : : ; u
k
n)
if F0 and F1 have di2erent sign, then go to 5, else go to 6,
5. Stu = F
0
F0−F1 ·Stu
return to 3,
6. G0 = Gi(uk+1; vk+11 ; : : : ; v
k+1
i−1 ; v
k
i ; v
k
i+1; : : : ; v
k
n)
7. vk+1i = v
k
i + G
0 ·Stv
8. G1 = Gi(uk+1; vk+11 ; : : : ; v
k+1
i−1 ; v
k+1
i ; v
k
i+1; : : : ; v
k
n)
if G0 and G1 have di2erent sign, then go to 9, else go to 10,
9. Stv = G
0
G0−G1 ·Stv
return to 7,
10. end of this iterative loop,
where i = 1; 2; : : : ; n and k = 0; 1; : : : .
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Here Stu and Stv stand for the step length associated to u and v respectively, once the initial step
length St is given, the dynamic step length Stu and Stv can be automatically adjusted (through a
kind of secant method in 5 and 9) to guarantee the global convergence. Note that, since Stu and Stv
may be di2erent, generally an interpolation procedure is needed in order to proceed in the next step
of the algorithm, however, our algorithm is simpliNed, because the convergence and the real-time
property are more important than the precision of dynamic transition in the computer simulation
of practical plants. The choice of initial step length may depend on the normal time constants of
system (5).
In most cases of industrial process simulation, the mass stream 	ji is independent (or nearly) of
temperature v as hypothesis (H1) shows. Sometimes, however, the variations of temperature may
have an e2ect on mass &ow, e.g., the &ow formula of a gas turbine (aji depends on temperature as
in (2)). In this case, hypothesis (H1) no longer holds and the convergence of our methods cannot be
guaranteed directly. However, because the dynamic transition of pressure is in general much faster
than that of temperature, we may adopt a simple revised iteration procedure from a physical point
of view like this.
When the residues of mass equilibrium |F | are relatively large (far away from the mass equilibrium
point), the e2ects of the variations of temperature on mass &ow can be temporarily neglected (by
choosing a very small relaxation factor  or by simply suspending the computation of energy equi-
librium equation), whereas, when the residues of mass equilibrium |F | are small, then the coupling
temperature and energy equilibrium are taken into account. These treatments of computation usually
make the transition process longer, however, it is the necessary cost to ensure the convergence of
computation.
4. An example
There are mainly two classes of numerical methods—direct and indirect (iterative) styles [3]—
for nonlinear thermal network problems. The direct scheme may converge faster than the iterative
one, but it cannot treat thermal networks with nonlinearities other than square root term and its
convergence is not global. The iteration algorithm here is an extension of the conventional iteration
scheme in that our algorithm can deal with more complicated thermal networks and is easy to
practice, though the main ideas are similar.
We now consider a steam network problem shown in Fig. 1. The network consists of 10 nodes
and 9 links, where the nodes {1; 2; 3; 4} are the interior nodes, and {5; 6; : : : ; 10} are the bound-
ary nodes. The link (1,3) contains a steam turbine, its mass stream is represented by Eq. (2),
where aji = K=
√
Rvj, in which vj is the inlet temperature, R is the gas constant, K is the co-
e1cient of &ow. All the other links express the normal pipelines, and their mass stream func-
tion is described by Eq. (1), where aji = Aji
√
2, in which  is the density of gas, Aji is the
cross-area of pipe. The loss of heat is omitted herein (i.e., ji = ij = 0 in (3)). Node 5 is given
a boundary condition of mass &ow (Neumann type), and all the rest of the boundary conditions
are prescribed to pressure and temperature (Dirichlet type). The boundary conditions are depicted in
Table 1.
The steam parameters are: gas constant R=0:4625 kJ=kg=K, speciNc heat Cp=2:289 kJ=kg=K (e.g.
coe1cient bji in (3)), average density  = 4:346 kg=m3. The parameters of links (the cross-area of
H.B. Ji / Journal of Computational and Applied Mathematics 167 (2004) 135–146 145
10
9
8
5
7
6
432
1
Fig. 1. A network example.
Table 1
Boundary conditions of steam network
Node no. 5 6 7 8 9 10
Pressure/&ow 6:0 kg=s 1:0 MPa 0:2 MPa 0:1 MPa 0:5 MPa 0:25 MPa
Temperature (◦C) 50 250 100 30 160 90
Table 2
Iterates from initial value
Iteration no. Node no. 1 2 3 4 5
0 Pressure (MPa) 0.098 0.098 0.098 0.098 0.098
Temperature (◦C) 20.0 20.0 20.0 20.0 50.0
29 Pressure (MPa) 0.9607 0.3391 0.3295 0.2701 0.2359
Temperature (◦C) 250.1 159.3 201.2 201.3 50.0
35 Pressure (MPa) 0.9611 0.3407 0.3313 0.2714 0.2380
Temperature (◦C) 250.0 159.6 197.9 197.9 50.0
pipes or the coe1cient of &ows) are: A16=0:0224, K13=77:28, A23=0:025, A28=0:002, A29=0:015,
A2;10 = 0:009, A34 = 0:016, A45 = 0:011, A47 = 0:007.
We compute the steam network by using Euler’s integration formula with variable step lengths.
The initial step length is 0:05 s, the stopping criteria for the algorithm is that the residues of mass
equilibrium and that of energy equilibrium at every node are less than 0:08 kg=s and 24 kJ=s, re-
spectively. Table 2 gives selected iterates starting with the initial values of environmental pressure
and temperature. The iterates converge to an equilibrium solution in about 35 iterations. After this
equilibrium state is arrived at, assume the cross-area of link (2,3) is suddenly reduced by a half
(corresponding to the 50% closing of a valve in the pipe), then a new equilibrium state will be
reached later. Table 3 illustrates the results under such a throttle, and the iterates converge in about
11 iterations. The computational tests verify the global convergence of the proposed method.
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Table 3
Iterates from a sudden throttle
Iteration no. Node no. 1 2 3 4 5
5 Pressure (MPa) 0.9664 0.3698 0.3574 0.2896 0.2553
Temperature (◦C) 250.0 160.0 201.1 201.5 50.0
11 Pressure (MPa) 0.9671 0.3719 0.3603 0.2924 0.2590
Temperature (◦C) 250.0 160.0 194.5 193.7 50.0
5. Conclusions
We have developed a global convergent computational method for &ows in two-dimensional net-
works, which often exist in the computer simulation of industrial processes. The main comput-
ing procedure is a kind of point relaxation process that can be easily implemented parallelly for
large-scale computer simulation. The method is suitable for simulation of multi-modes of operation
and real-time simulation, and the dynamic transition process can be adjusted by relaxation factors.
We have provided an Euler’s integration formula with variable step length, and its convergence still
holds. We have also discussed the issue of the coupling of pressure and temperature in practical
simulation. The method may give some rational directions for the modeling of industrial processes
so as to achieve a convergent algorithm.
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