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Abstract
Many exact Markov chain Monte Carlo algorithms have been developed for
posterior inference in Bayesian nonparametric models which involve infinite-
dimensional priors. However, these methods are not generic and special method-
ology must be developed for different classes of prior or different models. Alter-
natively, the infinite-dimensional prior can be truncated and standard Markov
chain Monte Carlo methods used for inference. However, the error in approxi-
mating the infinite-dimensional posterior can be hard to control for many mod-
els. This paper describes an adaptive truncation method which allows the level
of the truncation to be decided by the algorithm and so can avoid large errors
in approximating the posterior. A sequence of truncated priors is constructed
which are sampled using Markov chain Monte Carlo methods embedded in a
sequential Monte Carlo algorithm. Implementational details for infinite mix-
ture models with stick-breaking priors and normalized random measures with
independent increments priors are discussed. The methodology is illustrated
on infinite mixture models, a semiparametric linear mixed model and a non-
parametric time series model.
Keywords: Sequential Monte Carlo; Dirichlet process; Poisson-Dirichlet pro-
cess; normalized random measures with independent increments; truncation
error; stick-breaking priors.
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1 Introduction
The popularity of Bayesian nonparametric modelling has rapidly grown with
computational power in a range of application areas such as epidemiology, bio-
statistics and economics. Bayesian nonparametric models have an infinite num-
ber of parameters over which a prior is placed and so allow model complexity to
grow with sample size. In many models, the prior is placed on the space of prob-
ability measures. An overview of work in this area is given in Hjort et al. (2010).
The infinite-dimensional prior does not allow the direct use of simulation-based
methods for posterior inference or for the study of some properties of the dis-
tributions drawn from the prior (particularly, functionals such as the mean).
The methods developed in this paper will concentrate on the former problem
of posterior inference. Simulation-based methods require a finite-dimensional
parameter space and there are two main approaches to working with such a
space in the literature: marginalization and truncation.
The first approach marginalizes over the infinite-dimensional parameter and
is particularly applicable to infinite mixture models such as the Dirichlet pro-
cess mixture model. In these models, marginalization leads to Po´lya urn scheme
(PUS) representations of the priors which can be used to define efficient Markov
chain Monte Carlo (MCMC) algorithms. Algorithms based on the PUS rep-
resentation of Dirichlet process mixture models were reviewed in MacEachern
(1998) and Neal (2000) and similar algorithms for normalized random measures
mixture models were developed in Favaro and Teh (2013). These methods are
limited by the unavailability of a suitable PUS for some priors.
The second method is truncation in which the infinite-dimensional prior is
replaced by a finite-dimensional approximation. Approaches to the approxi-
mation of the Dirichlet process were initially studied by Muliere and Tardella
(1998) who showed how the error in total variation norm between their approx-
imation and the infinite-dimensional prior can be chosen to be smaller than
any particular value. Further results and alternative truncation methods for
the Dirichlet process were developed by Ishwaran and Zarepour (2002). Ish-
waran and James (2001) looked at truncating the wider-class of stick-breaking
(SB) priors using total variational norm to measure truncation error and de-
scribed a simple block Gibbs sampler for posterior inference. More recently,
slice sampling methods have been proposed for Dirichlet process (Walker, 2007;
Kalli et al., 2011), normalized random measures with independent increments
(Griffin and Walker, 2010) and σ-stable Poisson-Kingman (Favaro and Walker,
2013) priors. In slice samplers, auxiliary variables are introduced in the pos-
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terior which lead to finite-dimensional distributions for all full conditionals of
the Gibbs sampler and so represent a class of random truncation methods. Im-
portantly, these methods sample exactly from the posterior distribution and
so avoid truncation errors which are usually introduced by other truncation
methods. However, like the marginalization methods, it is unclear how slice
sampling methods can be applied generically to models with nonparametric
priors.
The purpose of this paper is to develop a method for the choice of truncation
level of nonparametric priors which adapts to the complexity of the data and
which can be applied generically to nonparametric models. A sequence of finite-
dimensional approximations to a nonparametric prior is constructed where the
level of truncation is decreasing. A sequential Monte Carlo (SMC) approach
(Del Moral et al., 2006) is used to sample from the corresponding sequence
of posterior distributions. Some recent work in this area has emphasized the
ability of these algorithms to adapt algorithmic tuning parameters to the form
of the posterior distribution whilst the algorithm is running. For example,
Scha¨fer and Chopin (2013) construct use a sequence of tempered distributions
to sample from posterior distributions on high-dimensional binary spaces. The
use of an SMC method allows the sequence of temperature for the tempered
distribution to be decided in the algorithm. Del Moral et al. (2012) consider
inference in approximate Bayesian computation and develop an algorithm which
adaptively reduce the level of approximation of the posterior. These methods
share the use of the effective sample size (ESS) as a measure of discrepancy
between successive distributions which can be used to adaptively tune the model
parameter. Similar ideas are also described for stochastic volatility models by
Jasra et al. (2011). Some theoretical aspects of these types of algorithm are
discussed in Beskos et al. (2014).
The idea of using ESS as a measure of discrepancy will play a key role
in adapting the tuning parameter (the level of truncation) in the methods
developed in this paper. A truncation chosen when differences in the succes-
sive discrepancies become small will typically lead to small truncation errors.
Importantly, special theory (over and above the definition of a sequence of
approximating processes) is not needed to implement the method.
The paper is organized as follows. Section 2 is a review of some Bayesian
nonparametric priors and truncation methods available for them. Section 3
describes the adaptive truncation algorithm for choosing the truncation level.
Section 4 shows how this algorithm can be used to simulate from some popular
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nonparametric mixture models. Section 5 illustrates the use of these methods in
infinite mixture models, and two non-standard nonparametric mixture models.
2 Finite truncation of infinite-dimensional
priors
This paper will concentrate on a particular class of infinite-dimensional priors,
random probability measures, which frequently arise in Bayesian nonparametric
modelling. These probability measures are usually discrete with an infinite
number of atoms and arise from constructions such as transformations of Le´vy
processes or SB priors. In these cases, the random probability measure F can
be expressed as
F =
∞∑
j=1
pjδθj (1)
where p = (p1, p2, . . . ) and θ = (θ1, θ2, . . . ) are sequences of random variables,
pj > 0 for j = 1, 2, . . . ,
∑∞
j=1 pj = 1, and δx is the Dirac delta measure
which places measure 1 on x. Usually, it is further assumed that p and θ are
independent a priori. This section will review the main constructions that fall
within this class and truncation methods which have been proposed.
The Dirichlet process (Ferguson, 1973) was originally defined as a normal-
ized gamma process so that
F (B) =
G(B)
G(Ω)
where B is a measureable set, G is a Gamma process, i.e. a Le´vy process
with Le´vy measure ν(J, θ) = M J−1 exp{−J}dJ H(dθ) where M > 0 and H
is a probability measure (whose density, if it exists, is h) with support Ω and
parameters ψ. Alternatively, we can write
F =
∑∞
j=1 Jjδθj∑∞
j=1 Jj
where J = (J1, J2, . . . ) are the jumps of a Le´vy process with Le´vy density
M J−1 exp{−J} and θj i.i.d.∼ H. This construction can be naturally extended to
an additive, increasing stochastic process (see e.g Nieto-Barajas et al., 2004). A
wide, tractable class of such priors can be defined by assuming that the jumps
J arise from a suitably-defined Le´vy process, which is called the class of nor-
malized random measures with independent increments (NRMIIs) (Regazzini
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et al., 2003). Examples, other than the Dirichlet process, include the nor-
malized inverse Gaussian (NIG) process (Lijoi et al., 2005) and the normalized
generalized gamma (NGG) process (Lijoi et al., 2005, 2007). Posterior inference
for the general class is described in James et al. (2009) who assume a general
formulation where (J1, θ1), (J2, θ2), . . . follows a Le´vy process with Le´vy den-
sity ν(J, θ) = h(θ|J)η(J). The process is called homogeneous if h(θ|J) = h(θ)
and inhomogeneous otherwise. The Dirichlet process, NIG process and NGG
process are all homogeneous.
Truncated versions of these normalized processes can be constructed by
truncating the Le´vy process and then normalizing. This leads to a well-defined
random probability measure. The simulation of finite-dimensional truncations
of non-Gaussian Le´vy processes is an active area of research which is reviewed
by Cont and Tankov (2008). Two truncation methods are considered in this
paper: the Ferguson-Klass (FK) method (Ferguson and Klass, 1972) and the
compound Poisson process (CPP) approximation. The FK method generates
the jumps as
Jj = ζ
−1(tj), j = 1, 2, . . .
where ζ(x) is the tail mass function of η which is defined by ζ(x) =
∫∞
x η(y) dy
and t1, t2, . . . are the arrival times of a Poisson process with intensity 1. The
jumps are decreasing, i.e. J1 > J2 > J3 > . . . . The truncated version of the
process with N atoms is defined to be
FFKN =
∑N
j=1 Jjδθj∑N
j=1 Jj
.
Al Labadi and Zarepour (2013) and Al Labadi and Zarepour (2014) provided
further discussion and variations on this type of approximation for NIG and
Poisson-Dirichlet processes.
An alternative truncation method uses the CPP approximation to the Le´vy
process. Let 0 < L < ∞ then the jumps larger than L follow a compound
Poisson process with intensity η(x) for x > L. This allows an approximation
of F to be defined which includes all jumps greater than L,
FCPPL =
∑K
j=1 Jjδθj∑K
j=1 Jj
(2)
where K ∼ Pn (∫∞L η(y) dy) and J1, J2, . . . , JK are independent with Jj having
probability density function η(x)∫∞
L η(y) dy
for x > L. The jumps are not ordered
and the number of jumps is now a random variable whose expectation increases
as L decreases.
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The SB construction of the Dirichlet process dates from Sethuraman (1994)
and expresses the weights in (1) as pj = Vj
∏
k<j(1−Vk) where Vj i.i.d.∼ Be(1,M)
which are independent of θ with θj
i.i.d.∼ H. The use of more general forms of
SB prior which assume that Vj
ind.∼ Be(aj , bj) were popularized by Ishwaran and
James (2001). They gave conditions on a = (a1, a2, . . . ) and b = (b1, b2, . . . )
for the process to be well-defined (so that
∑∞
j=1 pj = 1 almost surely). A nice
feature of this construction is that the weights are stochastically ordered, i.e.
E[p1] > E[p2] > E[p3] > . . . . The Poisson-Dirichlet process (Pitman and Yor,
1997) arises when aj = 1− a and bj = M + aj. Favaro et al. (2012) derive an
SB construction for the NIG process.
A truncated version of the prior with N atoms can be defined by
FSBN =
N∑
j=1
pjδθj (3)
where pj = Vj
∏
k<j(1−Vk) for j = 1, . . . , N , Vj ind.∼ Be(aj , bj) for j = 1, . . . , N−
1 and VN = 1. This truncation is well-defined since
∑N
j=1 pj = 1. Ishwaran and
James (2001) study this truncation and show that it converges almost surely
to the infinite-dimensional prior as N → ∞. Muliere and Tardella (1998)
define a similar truncation, which they term -Dirichlet distribution, where N
is chosen to be the smallest value of W for which
∑W−1
j=1 pj > 1 −  for some
pre-specified  with F following a Dirichlet process. One drawback with this
truncation is that the weights may no longer be stochastically ordered since
E[pN ] > E[pN−1] if bN−1 > aN−1. It can be shown that the weights are never
stochastically ordered for a Poisson-Dirichlet process if a > 0. An alternative
method of truncation normalizes the SB prior with N atoms leading to the
re-normalized stick-breaking (RSB) truncation
FRSBN =
∑N
j=1 pjδθj∑N
j=1 pj
=
∑N
j=1 pjδθj
1−∏Nj=1(1− Vj) (4)
where pj = Vj
∏
k<j(1−Vk) for j = 1, . . . , N , Vj ind.∼ Be(aj , bj) for j = 1, . . . , N .
Clearly, p1, . . . , pN are stochastically ordered and maintain that property of the
infinite-dimensional SB prior.
An alternative form of truncation for the Dirichlet process (Ishwaran and
Zarepour, 2000; Neal, 2000) uses finite-dimensional (FD) truncated distribution
FFDN =
N∑
j=1
γjδθj
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where γj ∼ Ga(M/N, 1) (where Ga(a, b) represents a gamma distribution with
shape a and mean a/b) and θj
i.i.d.∼ H. Ishwaran and Zarepour (2002) show that∫
g(θ)FFDN (dθ) →
∫
g(θ)F (dθ) in distribution for any measureable function g
and so we can consider that this truncation converges to the Dirichlet process.
The truncation methods described so far involve the choice of N for the
Ferguson-Klass methods and truncated SB priors or the choice of L (the small-
est jump) for the CPP approximation of the NRMII process. The success of
any truncation method at approximating the infinite-dimensional prior or pos-
terior will depend critically on this choice and so considerable effect has been
devoted to the choice of these truncation parameters.
It is important to distinguish between two motivations for truncation. The
first is studying the properties of the prior distribution (particularly, mean
of functionals of the distribution) and the second is posterior inference using
these priors. Initial work on truncation methods was motivated by the first
consideration. Muliere and Tardella (1998) demonstrated that their -Dirichlet
distribution can be used to sample Dirichlet process functionals. They showed
that the truncation error can be bounded in Prohorov distance and how this
result can be used to choose the truncation parameter . Gelfand and Kottas
(2002) described a method for sampling posterior functionals of the random
measure. This method uses samples generated by a PUS-based sampler for the
posterior of a Dirichlet process mixture and exploits ideas from sampling prior
functional of Dirichlet processes. The method was extended by Ishwaran and
James (2002).
The second motivation for the truncation method is the approximation of
the infinite-dimensional posterior by the posterior under a truncated prior. It is
important to note that a “good” approximation of the prior will not necessarily
lead to a “good” approximation of the posterior distribution. An example of a
truncation which is designed to yield a “good” approximation to the posterior
is the truncated SB process (Ishwaran and James, 2001). They also consider
defining a suitable value N to accurately approximate the inference with the
infinite-dimensional prior. Their criteria is to bound the difference in the prior
predictive probability of the sample under the infinite-dimensional prior and
the truncated version. They show that
‖ F (y)− FN (y) ‖1< 4
(
1− E
[(
N−1∑
k=1
pk
)n])
where ‖ · ‖1 represents L1 distance. These expectations can be calculated in
the case of Poisson-Dirichlet and Dirichlet processes which allows the value of
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N to be chosen to control the truncation error.
3 Adaptive truncation algorithm
The adaptive truncation algorithm will be described for a generic infinite mix-
ture model of the form
p(yi|φ, λ, κ) =
∑
pj(φ)kj(yi|φ, λ), φ ∼ pi(φ|κ), λ ∼ p(λ), κ ∼ p(κ) (5)
where y = (y1, . . . , yn) are a sample of observations, kj(y|φ, λ) is a probability
density function for y with parameters φ and λ, φ is an infinite-dimensional
parameter, pi(φ|κ) is a nonparametric prior and λ and κ are parameters of
the conditional distribution of the observations and the nonparametric prior
respectively. It is typical in Bayesian nonparametric methods to make inference
about parameters such as λ and κ as well as the infinite-dimensional parameters
φ. The Dirichlet process mixture model would be an obvious example of a model
of this form.
The adaptive truncation algorithm uses an infinite sequence of truncations
of pi(φ|κ). The parameters in the first truncation are denoted φ1 and the extra
parameters introduced in the k-th truncation will be denoted φk. It will be
helpful to define the notation xj:k = (xj , . . . , xk). The parameters in the k-th
truncation of the nonparametric prior are φ1:k, which emphasises that the pa-
rameter space is growing with the truncation level k. The truncated parameters
φ1:k could include the first Nk atoms of a SB representation or the atoms in a
CPP approximation with jump larger than Lk. The prior distribution of the
parameter for the k-th truncation will be denoted by pik(φ1:k|κ).
I will also assume that it is relatively straightforward to sample values from
pik
(
φk
∣∣φ1:(k−1), κ) = pik (φ1:k |κ)/pik (φ1:(k−1) |κ) which is the distribution of
φk given φ1:(k−1) and κ under the k-th truncation. This is true for the trun-
cations described in section 2. A sequence of models can now be constructed
by replacing the infinite-dimensional prior in (5) by the sequence of truncated
priors leading to a k-th model of the form
p(yi|φ1:k, λ) =
∑
pj(φ1:k)kj(yi|φ1:k, λ), φ1:k ∼ pik(φ1:k|κ),
λ ∼ p(λ), κ ∼ p(κ)
where kj(y|φ1:k, λ) will typically depend on the level of truncation. This leads to
a sequence of posterior distributions pi1(φ1, λ, κ|y), pi2(φ1:2, λ, κ|y), . . . for which
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the k-th posterior is
pik(φ1:k, λ, κ|y) ∝
n∏
i=1
p(yi|φ1:k, λ)pik(φ1:k|κ)p(λ)p(κ).
This sequence will converge to the infinite-dimensional posterior (which will
have the same mode of convergence as the prior).
Sequential Monte Carlo methods (see Doucet and Johansen, 2011, for a
review) can be used to efficiently simulate samples from the sequence of poste-
rior distributions. The steps are outlined in Algorithm 1 which uses adaptive
re-sampling (e.g. Del Moral et al., 2006) and MCMC updating for static mod-
els (Chopin, 2002). The parameter b controls the amount of re-sampling with
smaller values of b implying less re-sampling. The value b = 0.7 is chosen for
the examples in this paper. The posterior expectation of a function f under the
k-th truncated posterior will be written Ek [f (φ1:k, λ, κ)] and can be unbiasedly
estimated by ∑S
j=1w
(j)
k f
(
φ
(j)
1:k, λ
(j), κ(j)
)
∑S
j=1w
(j)
k
(6)
where w
(1)
k , . . . , w
(S)
k are the weights at the end of the (k − 1)-th iteration of
Algorithm 1. Many ways of re-weighting the particles in step 4(a) have been
described in the SMC literature. Systematic resampling (Kitagawa, 1996) is
used in this paper but other methods are described in Doucet and Johansen
(2011).
In practice, samples can only be drawn from a finite number of posteri-
ors, i.e. pi1(φ1, λ, κ|y), pi2(φ1:2, λ, κ|y), . . . , piR(φ1:R, λ, κ|y). The truncation is
made adaptive by choosing the value of R during the run of the algorithm us-
ing the output of the SMC algorithm. Intuitively, the posterior distributions
pik (φ1:k, λ, κ|y) will become increasingly similar as k increases since the data
will tend to have less effect on the posterior of φk as k increases. For example,
the probability of an observation being allocated to the k-th cluster decreases
as k increases and the posterior distribution of φk becomes increasingly like
its prior distribution. In other words, pik+1
(
φ1:(k+1), λ, κ|y
)
becomes increas-
ingly similar to p˜ik+1
(
φ1:(k+1), λ, κ
)
= pik (φ1:k, λ, κ|y)pik+1 (φk+1|φ1:k, κ) as k
increases.
The remaining issue is the decision of when to stop the SMC sampler. It
is useful to define ψk+1 to be the sample of values of φ1:(k+1), λ, κ and wk+1
at the end of the k-th iteration. It is assumed that a discrepancy D(ψk+1)
between pik and pik+1 for j < k can be calculated using ψk and ψk+1. The
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Simulate S particles,
(
φ
(1)
1 , λ
(1), κ(1)
)
, . . . ,
(
φ
(S)
1 , λ
(S), κ(S)
)
from the posterior distri-
bution pi1(φ1, λ, κ|y) and set w(j)1 = 1 for j = 1, 2, . . . , S.
At the k-th iteration,
1. Propose φ
(j)
k+1 from the transition density pik+1
(
φ
(j)
k+1
∣∣∣φ(j)1:k, κ(j)) for j =
1, 2, . . . , S.
2. Update the weights w
(1)
k+1, . . . , w
(S)
k+1 according to
w
(j)
k+1 = w
(j)
k α
(j)
k , j = 1, . . . , S
where
α
(j)
k =
n∏
i=1
p
(
yi
∣∣∣φ(j)1:(k+1), λ(j), κ(j))
/
n∏
i=1
p
(
yi
∣∣∣φ(j)1:k, λ(j), κ(j))
3. Calculate the effective sample size ESSk =
(∑S
j=1 w
(j)
k+1
)2
∑S
j=1 w
(j)
k+1
2 .
4. If ESSk < bS,
(a) Re-weight the particles
(
φ
(1)
1:(k+1), λ
(1), κ(1)
)
, . . . ,
(
φ
(S)
1:(k+1), λ
(S), κ(S)
)
in pro-
portion to the weights w
(1)
k+1, . . . , w
(S)
k+1.
(b) Set w
(j)
k+1 = 1 for j = 1, 2, . . . , S.
(c) Update
(
φ
(j)
1:(k+1), λ
(j), κ(j)
)
using m MCMC iterations with stationary dis-
tribution pik+1
(
φ1:(k+1), λ, κ
∣∣ y) for j = 1, . . . , S.
Algorithm 1: The adaptive truncation algorithm
discrepancy should be positive with D(ψk+1) = 0 if pik and pik+1 are the same
and increasing as pik and pik+1 become increasingly different. Specific examples
of such discrepancies will be discussed at the end of this section. I define the
stopping point R to be the smallest T for which
D (ψk+1) < δ for k = T −m+ 1, . . . , T (7)
where δ and m are chosen by the user. The parameter δ is positive and taken
to be small (and whose value is considered in section 5) and m is usually fairly
small (the choice m = 3 worked well in the examples). This makes operational
the idea of the sequence posteriors “settling down”. It seems sensible to as-
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sume that this “settling down” indicates that piR(·|y) is close to the posterior
distribution for the infinite dimensional model.
One useful measure of the discrepancy between these two distributions avail-
able from the SMC sampler is the effective sample size (ESS) (Liu, 2001), which
is further investigated in this paper. This is defined as
ESSk+1 =
(∑S
j=1w
(j)
k+1
)2
∑S
j=1
(
w
(j)
k+1
)2 .
It can be interpreted as the number of independent samples needed to produce
a Monte Carlo estimate with the same accuracy as the approximation in (6).
A larger value of ESSk indicates a lower discrepancy with ESSk = S if the
two distributions are the same. The measure of discrepancy in (7) is defined,
in this case, to be D(ψk+1) = |ESSk+1 − ESSk| and we define δ = S for a
small value of . The use of ESS as an algorithmic indicator is discussed in
Chopin (2002) who suggests an alternative form of ESS for SMC algorithms
with MCMC steps. Usefully, this measure relates to the sequence of posteriors
of all parameters φ1:k, λ and κ rather than just the the truncated parameter
φ1:k and so effective inference (without large truncation error) can be made
over hyperparameters as well as the nonparametric component of the model.
Alternative measures of discrepancy could be defined by looking at specific
summaries of the posterior distribution. For example, the predictive distri-
bution of yn+1 at a specific point y
?. Suppose that pk(·) is the predictive
distribution of yn+1 calculated using ψk then a suitable discrepancy would be
D(ψk+1) = |pk+1(y?)−pk(y?)|. This idea could be extended to other summaries
such as posterior means or variance or to weighted sums of many absolute dif-
ferences between summaries.
It is important to note that this method uses the samples from pik(·|y) to
estimate the differences between the consecutive distributions. This will work
well if the samples are representative but may lead an inappropriately small
value of R if the samples are not representative. The representativeness of
the sample depends on a sufficiently long run of the MCMC sampler for pi1
and avoidance of very small ESS for successive steps of the algorithm. The
representativeness of the sample from pi1(·|y) can be checked using standard
methods for MCMC samplers and the ESS will not become very small if the
number of atoms in the initial truncation are chosen to be sufficiently large.
’
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4 Adaptive truncation algorithms for mix-
ture models with some specific priors
This section describes adaptive truncation methods for mixture models in (5)
with specific forms of nonparametric prior. MCMC methods typically introduce
latent allocation variables s1, . . . , sn and re-express the model as
yi|si ind∼ ksi(yi|φ, λ), p(si = j) = pj(φ) i = 1, . . . , n, j = 1, 2, . . . .
This approach will be used in the MCMC samplers described in this section.
4.1 SB priors
4.1.1 RSB truncation
The adaptive truncation algorithm can be used with the RSB truncation of
the SB prior by first choosing an initial truncation with N1 atoms, i.e. F
RSB
N1
.
This leads to an initial set of parameters φ1 = (V1, . . . , VN1 , θ1, . . . , θN1). The
k-th truncated prior in the algorithm is FRSBNk in (4) where Nk = N1 + k − 1.
The extra parameters introduced in the k-th truncation are φk = (VNk , θNk)
for k > 1 and their prior distribution is
pik
(
φk
∣∣φ1:(k−1), κ) = Be (VNk |aNk , bNk )h (θNk |ψ)
where κ = (a, b, ψ). The adaptive truncation algorithm in Algorithm 1 can
now be run. The MCMC sampler for the k-th truncation introduces the latent
variables s1, . . . , sn described at the start of this section which leads to a joint
prior distribution of s given by
p(s|V ) =
n∏
i=1
psi
1−∏Nkj=1(1− Vj) .
The normalization constant in the denominator leads to non-standard full con-
ditional distribution for V1, . . . , VNk . The identity
∑∞
i=0 d
i = 11−d if d < 1 leads
to a representation of the prior, which introduces latent variables z1, . . . , zn,
and has density
p(s, z|V ) =
n∏
i=1
psi
Nk∏
j=1
(1− Vj)
zi
where zi ≥ 0 for i = 1, . . . , n (see e.g. Antoniano-Villalobos and Walker, 2012).
It follows that
∑
p(s, z) = p(s) where the sum is taken over all possible values
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of z. The augmented posterior pik(φk, λ, κ, s, z|y) has full conditional distribu-
tions of standard form which allows a Gibbs sampler to be run. The steps of
the MCMC algorithm for pik(φ1:k, λ, κ, s, z|y) are as follows.
Updating s
The full conditional distribution of si is
p(si = j) ∝ pj kj(yi|θ), j = 1, 2, . . . , Nk.
Updating z
The full conditional density of zi is proportional toNk∏
j=1
(1− Vj)
zi , zi = 0, 1, 2, . . .
which is a geometric distribution with success probability 1−∏Nkj=1(1− Vj).
Updating V
The full conditional distribution of Vj is Be
(
a?j , b
?
j
)
where a?j = aj+
∑n
i=1 I(si =
j), and b?j = bj +
∑n
i=1 I(si > j) +
∑n
i=1 zi for j = 1, 2, . . . , Nk.
Updating θ
The full conditional density of θj is proportional to
h(θj |ψ)
∏
{i|si=j}
kj(yi|θ).
4.1.2 SB truncation
In a similar way to the the RSB truncation of the SB prior, an initial trunca-
tion of the infinite sum with N1 atoms is chosen, i.e. F
SB
N1
, which has initial
parameters φ1 = (V1, . . . , VN1−1, θ1, . . . , θN1). The k-th truncated prior is FSBNk
in (3) where, again, Nk = N1 + k − 1. The extra parameters introduced in the
k-th truncation are φk = (VNk−1, θNk) for k > 1 and their prior distribution is
pik
(
φk
∣∣φ1:(k−1), κ) = Be (VNk−1 |aNk−1, bNk−1 )h (θNk |ψ)
where κ = (a, b, ψ). The MCMC sampler for the k-th truncation is the same
as the one described in the previous subsection with the exception that the full
conditional distribution of Vj is Be
(
a?j , b
?
j
)
where a?j = aj +
∑n
i=1 I(si = j) and
b?j = bj +
∑n
i=1 I(si > j) for j = 1, 2, . . . , Nk− 1. This leads to a Gibbs sampler
which has the exact form of the blocked Gibbs sampler Ishwaran and James
(2001) for a truncation value Nk.
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4.2 Le´vy process-based models
4.2.1 CPP truncation
In the CPP truncation, a sequence of truncation points L1, L2, . . . is selected.
There are many ways to choose these points. For example, an increment size
ξ could be chosen and the sequence generated using Lk = Lk−1 exp{−ξ} =
L1 exp{−(k−1)ξ}. Alternatively, a sequence which satisfies ζ(Lk) = ζ(Lk−1)+1
would imply that, on average, one atom is added to the truncation at each
iteration. The initial truncation is then FCPPL1 which has initial parameters
φ1 = (J1, . . . , JKL1 , θ1, . . . , θKL1 ). The k-th truncated prior is F
CPP
Lk
in (2) and
so the extra parameters introduced in the k-th truncation are
φk = (JKLk−1+1, . . . , JKLk , θKLk−1+1, . . . , θKLk )
which are the jumps whose jump size is between Lk−1 and Lk. The distribution
of φk conditional on φ1:(k−1) and κ under pik is a marked Poisson process with
intensity η(x) exp{−vx} on (Lk, Lk−1) (for the jumps Jj) and mark distribution
H (for the locations θj). The MCMC samplers uses a similar approach to the
slice sampler of Griffin and Walker (2010) by introducing allocation variables
s1, . . . , sn and a latent variable v in an augmented prior
p(s1, . . . , sn, v) = v
n−1
n∏
i=1
Jsi exp
−v
KLk∑
j=1
Jj
 .
This leads to the correct marginal distribution p(s1, . . . , sn) =
∏n
i=1
Jsi∑KLk
j=1 Jj
.
The steps of the MCMC algorithm for pik(φk, λ, κ, s, v|y) are as follows.
Updating J and θ
The parameters J and θ are divided into two parts: the jumps to which obser-
vations have been allocated which will be denoted J? and θ? and the jumps to
which no observation has been allocated J† and θ†. The full conditional density
of J?j is proportional to
η
(
J?j
)
J?j
mj exp
{−vJ?j } , J?j > Lk
where ml is the number of observations allocated to the l-th jump and the full
conditional density of θ?j is proportional to
h
(
θ?j
) ∏
{i|si=j}
kj
(
yi
∣∣θ?j ) .
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The full conditional of J† is a marked Poisson process with intensity exp{−vx}ν(x)
on (Lk,∞) and mark distribution H. The sampled values are then J = (J?, J†)
and θ = (θ?, θ†).
Updating s
The full conditional distribution of si is
p(si = j) ∝ Jj kj(yi|θ), j = 1, 2, . . . ,KLk .
Updating v
The full conditional distribution of v is Ga
(
n,
∑Lk
j=1 Jj
)
.
5 Examples
5.1 Mixture models
The Dirichlet process mixture model (Lo, 1984) is the most widely used Bayesian
nonparametric model with many MCMC algorithms having been proposed (see
MacEachern, 1998; Griffin and Holmes, 2010, for reviews). Therefore, these
models represent a natural benchmark for new computational methods for
Bayesian nonparametric inference. The adaptive truncation algorithm is not
expected to outperform current MCMC methods for these models (in fact,
its main purpose is to define a generic method for inference in non-standard
nonparametric models) but it is useful to look at its performance in this stan-
dard model. The infinite mixture models considered in this subsection used
kj(yi|φ) = N(yi|µj , σ2j ) where N(x|µ, σ2) represents the density of a normally
distributed random variable with mean µ and variance σ2. Initially, a Dirich-
let process with mass parameter M and centring measure H with density
h(µ, σ−2) = N(µ|µ0, σ2) Ga(σ−2|α, β) was considered for the nonparametric
prior. The mixture models were applied to the galaxy data, which was first
introduced into the Bayesian nonparametric literature by Escobar and West
(1995). The observations were divided by 10 000. The hyperparameters were
chosen to be µ0 = y¯, σ
2 = 10, α = 3 and β = 0.1(α − 1)σˆ2 where y¯ and σˆ2
are the sample mean and the sample variance of the observations, which were
chosen for the purposes of illustration.
Initially, the problem of density estimation with M = 1 was considered.
The results of 20 different runs of the adaptive truncation algorithm using the
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Figure 1: The posterior mean density from 20 different runs of the adaptive truncation
algorithm with RSB truncation of a Dirichlet process with M = 1 using m = 3, and different
values of S and  for the galaxy data.
RSB truncation with m = 3, different numbers of particles S and different
values of  are shown in Figure 1. The approximations of the posterior mean
density improved as S increases with smaller variability in the estimates but
the effect of  seemed negligible. These patterns were confirmed by calculating
the mean integrated squared error (MISE) which measures the discrepancy
between the approximations from the adaptive truncation algorithm and the
infinite-dimensional posterior for different combinations of S and . The MISE
is defined for fixed S and  as
MISE =
1
B
B∑
i=1
∫ (
f (i)(x)− fGS(x)
)2
dx
where B is the number of runs of the algorithm, f (i)(x) is the posterior mean
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density calculated using the output from the i-th run of the algorithm and
fGS(x) is a “gold-standard” estimate from the infinite dimensional posterior.
The MISE will be small if the density from the infinite-dimensional posterior is
well approximated across all runs of the algorithm. The slice sampler of Kalli
S = 1000 S = 3000 S = 10000
 = 10−3 3.32× 10−4 2.47× 10−4 1.10× 10−4
 = 10−4 3.83× 10−4 2.48× 10−4 1.37× 10−4
 = 10−5 4.17× 10−4 1.62× 10−4 1.22× 10−4
 = 10−6 3.97× 10−4 2.20× 10−4 1.10× 10−4
Table 1: The mean integrated squared error (MISE) over 20 runs of the adaptive truncation
algorithm with RSB truncation of a Dirichlet process with M = 1 using m = 3, and different
values of S and  for the galaxy data.
et al. (2011) was run with a burn-in of 50 000 iterations with a subsequent run
length of 5 000 000 iterations as the gold-standard estimate. The results for the
MISE with different values of S and  are shown in Table 1. There were only
small differences between the results with different values of  for fixed values
of S but the approximations improved as S increased for fixed  (as we would
expect).
A more challenging problem is inference about the hyperparameter M of
the Dirichlet process. Many truncation results previously developed in the lit-
erature assume a fixed value of M and so do not easily generalize to this more
complicated inference problem. The adaptive truncation algorithm with RSB
truncation was run using 10 000 particles, m = 3, and different values of . The
hyperparameter M was given an exponential prior with mean 1. Some results
for posterior inference about M , the stopping time R and the computational
time are given in Table 2. The “MCMC” results were calculated using the slice
sampling algorithm described in Kalli et al. (2011) which was run for the same
number of iterations as the GS approximation used to calculate MISE. The slice
sampler generates samples from the infinite-dimensional prior and so allowed
quantification of the truncation error for different values of . The adaptive
truncation algorithm gave estimates of E[M |y] which are very similar to those
from the infinite dimensional posterior for all values of . Table 2 also shows
the results using the FK truncation with 10 000 particles. These typically had
a larger error (although, the error was still not particularly large). As we would
expected the stopping time increases on average with T for both the RSB and
17
RSB FK
E[M |y] R Time E[M |y] R Time
MCMC 0.850 0.850
 = 10−3 0.846 (0.024) 21.6 (2.9) 11.6 0.874 (0.014) 15.8 (0.5) 7.4
 = 10−4 0.840 (0.020) 27.1 (3.0) 11.9 0.877 (0.020) 17.6 (0.8) 8
 = 10−5 0.848 (0.024) 35.4 (3.5) 11.8 0.878(0.022) 19.8 (0.4) 8.8
 = 10−6 0.842 (0.025) 43.9 (4.4) 11.6 0.863 (0.032) 22.0 (0.7) 9.7
Table 2: Summaries of the estimated posterior mean of M and the stopping time R of
the algorithm and computational time in minutes over 20 runs of the adaptive truncation
algorithm with RSB truncation and FK truncation of a Dirichlet process. The parameter M
is assumed unknown and the algorithmic parameters were m = 3, S = 10 000 and different
values of  for the galaxy data. The reported values are averaged over the 20 runs with
sample standard deviations shown in brackets.
FK truncations. This leads to clearly increasing running times for the FK trun-
cation but the effect is not clear with the RSB truncation where running times
are very similar. This is due to the structure of the algorithm where compu-
tational effort is divided between running the MCMC sampler for pi1(·|y) and
sequentially proposing from the transition density pik+1(φk+1|φ1:k, κ). Differ-
ence in the stopping time need not have a large effect on overall computational
time if the transition density can be sampled quickly relative to the MCMC
sampler. The results are consistent with this observation. The transitions in
the RSB truncation involves sampling a single beta random variables whereas
the transition in the FK truncation involves a numerical inversion to find the
next value in the Ferguson-Klass representation. The level of truncation error
suggests that the RSB truncation should be preferred to the FK truncation in
this problem.
The Dirichlet process has weights which decay exponentially in the SB rep-
resentation. Other specifications of the nonparametric prior lead to a slower
decay of the weights. One such prior is the Poisson-Dirichlet process (Pitman
and Yor, 1997). The rate of decay of the weights decreases as a increases and
large a is associated with very slow decay of weights. This is an important test
case for truncation methods since the slow decay of the weights can lead to
large truncation errors unless many atoms are included in the approximation.
The adaptive truncation algorithm was tested on the infinite mixture model
described at the start of section where the Poisson-Dirichlet process was used
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as the nonparametric prior. The parameters of the process were considered un-
known. The parameter a was given a uniform prior on (0, 1) and M was given
an exponential prior with mean 1. Some results from the adaptive truncation
E[a|y] E[M |y] R Time
MCMC 0.193 0.591
 = 10−3 0.219 (0.004) 0.569 (0.011) 62.2 (7.3) 66
 = 10−4 0.203 (0.003) 0.574 (0.012) 154.8 (16.3) 85
 = 10−5 0.198 (0.004) 0.577 (0.017) 475.6 (73.9) 106
 = 10−6 0.196 (0.002) 0.573 (0.017) 1603.3 (319.7) 124
Table 3: Summaries of the estimated posterior mean of a and M , the stopping time R of
the algorithm and computational time in minutes over 20 runs of the adaptive truncation
algorithm wtih RSB truncation of a Poisson-Dirichlet process. The parameters a and M
were assumed unknown and the algorithmic parameters were m = 3, S = 10 000 and
different values of  for the galaxy data. The reported values are averaged over the 20 runs
with sample standard deviations shown in brackets.
algorithm with RSB truncation run with m = 3 and 10 000 particles are given
in Table 3. The “MCMC” results were calculated using the method described
for the Dirichlet process mixture model. In this case, the value of  had some
impact on the quality of approximation. The truncation error in estimating
the posterior mean of a and M decreased as  decreased as we would expect.
The estimates with  = 10−3 are close to the MCMC results and become very
close for  = 10−5 and  = 10−6 illustrating that the adaptive truncation algo-
rithm can work well in this challenging example. The price to be paid for the
increased accuracy is typically larger stopping times which increases from 62.2
for  = 10−3 to to 1603.3 for  = 10−6 and much longer computational times.
5.2 A semiparametric linear mixed model
Linear mixed models are a popular way to model the heterogeneity of sub-
jects with repeated measurements. It is assumed that responses yi1, . . . , yiT
are observed for the i-th subject with (1× p)-dimensional vectors of regressors
Xi1, . . . , XiT and (1 × q)-dimensional vectors of regressors Zi1, . . . , ZiT . The
vectors Xit and Zit may have some elements in common. The usual linear
mixed effects model assumes assumes that
yit = Xitβ + Zitγi + it, i = 1, . . . , n, t = 1, . . . , T (8)
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where β is a (p × 1)-dimensional vector of fixed effects and γi is (q × 1)-
dimensional vector of random effects for the i-th subject. The model is usually
made identifiable by assuming that E[γi] = 0 and E[it] = 0, which implies
that E[yit|Xit, Zit] = Xitβ and allows the regression effects β to be interpreted
in the same way as in a linear regression model. Often parametric distribu-
tions are chosen for the errors and the random effects with it ∼ N(0, σ2) and
γi ∼ N(0,Σγ) being standard choices. However, in general, little is often known
a priori about the distribution of the errors or the random effects and many
authors have argued for a nonparametric approach.
Bayesian nonparametric inference in linear mixed models was initially con-
sidered by Bush and MacEachern (1996) and Kleinman and Ibrahim (1998)
and subsequently developed by Ishwaran and Takahara (2002). These models
assume that γi is given a Dirichlet process mixture prior but use a parametric
distribution for the errors. The mean of a Dirichlet process is a random variable
and so the condition that E[γi] = 0 is not imposed on the model. Typically, an
alternative model is used where
yit = X
?
itβ
? + Zitγ
?
i + it, i = 1, . . . , n, t = 1, . . . , T (9)
and it is assumed that all elements of Zit appear in Xit and that X
?
it is defined
to be a design matrix containing the elements of Xit not shared with Zit. This
removes the need for the identifiability constraint on the random effect since
(8) implies that E[γ?i ] can be non-zero. Li et al. (2011) discuss using post-
processing of MCMC samples from (9) to make inference about the parameters
in (8).
An alternative approach to inference in linear mixed models directly imposes
location constraints on the nonparametric prior. Kottas and Gelfand (2001) and
Hanson and Johnson (2002) constructed error distribution with median zero
using mixtures of uniforms and Po´lya tree priors respectively. Tokdar (2006)
constructed nonparametric priors whose realizations are zero mean distributions
using the symmetrized Dirichlet process. I considered imposing constraints on
the nonparametric priors for it and γi so that E[it] = 0 and E[γi] = 0 using
the method of Yang et al. (2010). They assumed that it = ˜it − E[˜it] and
γi = γ˜i−E[γ˜i] where ˜it and γi are given nonparametric priors without a mean
constraint.
I assumed that q = 1 and used versions of the CCV model (Griffin, 2010)
as the nonparametric priors,
p (˜it) =
∞∑
j=1
pj N
(
˜it
∣∣µj , aσ2 ) and p (γ˜i) = ∞∑
j=1
pγj N
(
γ˜i
∣∣∣µγj , aγσ2γ )
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where the Dirichlet process prior for (p1, µ

1) , (p

2, µ

2) , . . . has mass parame-
ter M and centring measure N
(
0, (1− a)σ2
)
. Similarly, the Dirichlet process
prior for
(
pγl , µ
γ
l
)
has mass parameterMγ and centring measure N
(|0, (1− aγ)σ2γ).
This allows σ and σγ to be interpreted as scale of it and γi respectively. The
parameters a and aγ are smoothness parameters with smaller values of indi-
cating a rough density with potentially more modes. Yang et al. (2010) used
a truncated version of the Dirichlet process prior to fit these types of models
but do not develop any specific theory for choosing the number of atoms. I will
consider using the adaptive truncation algorithm with RSB truncation to avoid
choosing this value before running any algorithms. Details of the algorithm are
given in Appendix A.1.
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Figure 2: The observed growth curves in the three groups in the schoolgirl data.
The method will be illustrated on the “schoolgirl” data set taken from the
“DPpackage” in R. The data are the heights of 20 children measured at ages
from 6 to 10 inclusive and the height of their mothers which were divided
into three groups (short, medium or tall). The data are shown in Figure 2.
The groups were included using dummy variables and age was included as a
regressor. The intercept for each schoolgirl was assumed to be a random effect.
This leads to n = 20, T = 5, p = 4 and q = 1 with Zit1 = 1 for all i and t.
The nonparametric model was fitted to the data with the following hyperpriors:
a ∼ Be(1, 19), σ2 ∼ FT(1, 0.01), M ∼ Ga(1, 1), aγ ∼ Be(1, 19), σ2γ ∼ FT(1, 1)
and Mγ ∼ Ga(1, 1), β ∼ N(0, 106I4). The notation FT(ν,A) denotes the folded
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t-distribution which has the density
p(x) =
(
1 +
x
A
)−(ν+1)/2
, x > 0.
This is a heavy-tailed distribution which was proposed by Gelman (2006) for
variance parameters in hierarchical models. The adaptive truncation algorithm
was run with 10 000 particles,  = 10−5 and m = 3. The initial MCMC run
to simulate values from pi1(φ1, λ, κ|y) used a burn-in period of 5 000 iteration
with a thinning of every fifth value. The densities of the observational error, f,
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Figure 3: The posterior mean of the density of the observation error, f, and the random
effect, fγ with the schoolgirl data.
and the random effect, fγ , were summarized by their posterior means which are
shown in Figure 3. In both cases, the densities clearly deviated from normality.
The posterior mean of f had a clear negative skewness and the posterior mean
of fγ had a positive skewness. The posterior densities of the group means are
illustrated in Figure 4. These show some evidence of differences between the
group means with the largest differences between the tall group and the other
two groups with a much less marked difference between the small and medium
group means.
5.3 A nonparametric time series model
Antoniano-Villalobos and Walker (2012) described a method for Bayesian non-
parametric inference in stationary time series models. Suppose that z1, . . . , zT
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Figure 4: The posterior densities of the group means for: the short group (solid line),
medium group (dashed line) and the tall group (dot-dashed line) with the schoolgirl data.
are a stationary time series, their model assumes that the transition probability
is
p(zt|zt−1) =
∑∞
j=1 pj N
((
zt−1
zt
)∣∣∣∣∣
(
µj
µj
)
, σ2i
(
1 ρi
ρi 1
))
∑∞
j=1 pj N(zt−1|µj , σ2j )
and that the distribution of the initial value is
p(z1) =
∞∑
j=1
pj N(zt−1|µj , σ2j ).
The stationary distribution is
∑∞
j=1 pj N(zt|µj , σ2j ) and the nonparametric spec-
ification of the transition density allows dependence to be flexibly modelled.
Bayesian nonparametric inference in this model involves placing a prior on
Gz =
∑∞
j=1 pjδµj ,σj ,ρj and Antoniano-Villalobos and Walker (2012) show that
the prior has large support if Gz is given a Dirichlet process prior.
In practice, many observed data series are non-stationary. A simple model
for a non-stationary time series y1, . . . , yT has the form
yt = αt + t, t = 1, . . . , T
where αt is a random walk component and t is a stationary process component.
A flexible specification of this model would assume that αt follows a random
walk whose increments are drawn from a unknown distribution and t follows
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the nonparametric model of Antoniano-Villalobos and Walker (2012). The
process for αt is
αt = αt−1 + νt, p(νt) =
∞∑
j=1
pαj N
(
νt
∣∣µαj , aασ2α )
where (pαj , µ
α
j ) are given a Dirichlet process prior with mass parameter Mα and
centring measure N
(
0, (1− aα)σ2α
)
. The stationary process t is given a varia-
tion on the nonparametric prior described by Antoniano-Villalobos and Walker
(2012) which assumes that t = ˜t − E[˜t], σ2i = aσ2 and G ∼ DP(MH)
where H is a zero-mean normal distribution with variance (1 − α)σ2 . This
ensures that the stationary distribution of t has zero expectation. Details of
the algorithm are given in Appendix A.2.
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Figure 5: The data and the posterior median of αt (solid line) with point-wise 95% credible
interval for the Nile flow data.
As an illustration, the model was applied to measurements of the annual
flow of the Nile at Ashwan from 1871 to 1970, which is available from the
“datasets” package in R. The data were standardized by subtracting the mean
and dividing by the standard deviation and are plotted in Figure 5. The graph
shows clear evidence of non-stationary with a higher average level of flow in the
initial years of the sample. The nonparametric model was fitted to the data with
the following hyperpriors: aα ∼ Be(1, 19), σ2α ∼ FT(1, 0.01), Mα ∼ Ga(1, 1),
a ∼ Be(1, 19), σ2 ∼ FT(1, 1), M ∼ Ga(1, 1) and α1 ∼ N(0, 1). The values of
σ2α and σ
2
 were centred over values which allow all the variation in the data to
be explained by one of the components, which represents a conservative choice.
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The adaptive truncation algorithm with RSB truncation was run using 10 000
particles,  = 10−5 and m = 3. The initial MCMC run to simulate values from
pi1(φ1, λ, κ|y) used a burn-in period of 10 000 with a thinning of every fifth
value. The posterior mean of the trend αt is plotted in Figure 5. This clearly
shows that the average flow of the Nile fell over the initial period of the data.
The posterior mean stationary density of t and the posterior mean density of
−4 −2 0 2 4
0
0.1
0.2
0.3
0.4
0.5
(a)
−0.5 0 0.5
0
1
2
3
4
5
(b)
Figure 6: The posterior mean density of: (a) νt and (b) t for the Nile flow data.
νt are shown in Figure 6. The posterior mean stationary density of t had a
slight positive skew and the posterior mean density of νt is heavy tailed with a
pronounced spike at the mode.
The transition density of the stationary component t is shown in Figure 7.
There was clear evidence of a departure from the assumptions of an AR(1) pro-
cess (which would be represented by diagonal bands with the same colour). The
transition density was negatively skewed for values of t−1 less than 0 whereas
the density was roughly symmetric for t greater than 0. The conditional mean
of t increased more quickly with t−1 for positive t−1 compared to negative
t−1.
6 Discussion
This paper descibes a method for adaptively choosing the truncation point
for posterior inference in nonparametric models. Application to the infinite
mixture models showed that these methods can be effective for both density
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Figure 7: A heat map of the posterior mean transition density of the stationary component
t for the Nile flow data. Darker colours represent higher density values.
estimation and inference about hyperparameters of the nonparametric prior.
The adaptive truncation method can be easily applied to non-standard mixture
models, such as those fitted in Sections 5.2 and 5.3, which cannot be fitted with
the infinite-dimensional prior using MCMC methods
The methods developed in this article have relatively simple proposals in
the SMC steps and only update global parameters if Step 4 occurs. This works
well in the examples considered here but the current method has potential for
further development which may be particularly important for problems where
the nonparametric prior is defined on a high-dimensional space. These include
variation on the general proposal mechanisms described by Del Moral et al.
(2006) and the generic SMC2 method (Chopin et al., 2013) which allow gen-
eralization of type of SMC methods (with MCMC steps) used in the adaptive
truncation algorithm.
This paper has concentrated on inference in mixture models with nonpara-
metric priors which is the most popular class of models in Bayesian nonparamet-
ric modelling. The adaptive truncation method is generic and can be applied
to a much wider class of models. One increasingly important class of models
are latent variable models with an infinite number of latent variables or pro-
cesses. Examples include infinite factor models (Bhattacharya and Dunson,
2011), infinite aggregation models (Kalli and Griffin, 2014), and linear models
with Le´vy process priors (Polson and Scott, 2012). Future work will consider
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the application of the adaptive truncation algorithm to these models.
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A Samplers
A.1 A semiparametric linear mixed model
The mixture distributions in the model are approximated using the RSB trun-
cation leading to the k-th truncated distributions
p (˜it) =
Nk∑
j=1
pj N
(
˜it
∣∣µj , aσ2 ) and p (γ˜i) = Nk∑
j=1
pγj N
(
γ˜i
∣∣∣µγj , aγσ2γ )
where pj =
V l
∏
l<j(1−V l )
1−∏Nkl=1(1−V l ) and p
γ
j =
V γj
∏
l<j(1−V γl )
1−∏Nkl=1(1−V γl ) with V j ∼ Be(1,M) and
V γj ∼ Be(1,Mγ) for j = 1, . . . , Nk. The parameters in the initial truncation
are φ1 =
(
V 1:N1 , µ

1:N1
, V γ1:N1 , µ
γ
1:N1
)
and the extra parameters added to form
the k-th truncation are φk =
(
V Nk , µ

Nk
, V γNk , µ
γ
Nk
)
. The algorithm introduces
allocation variables sit and s
γ
i for it and γi respectively with i = 1, . . . , n and
j = 1, . . . , T . These are defined by
p(sit = j) = p

j and p(s
γ
i = j) = p
γ
j , j = 1, . . . , Nk.
It is useful to define
fk(a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ)
= exp
{
−1
2
[∑n
i=1
∑T
t=1 d
 2
it
aσ2
+
∑n
i=1 d
γ 2
i
aγσ2γ
−
∑n
i=1 c
2
i
d
]}
(aγσ
2
γ)
−n/2(aσ2 )
−nT/2
× d−n/2
where dit = yit − Xitβ − µsit + µ¯, d
γ
i = µ
γ
sγi
− µ¯γ , ci =
∑T
t=1 d

it
aσ2
+
dγi
aγσ2γ
, and
d = T
aσ2
+ 1
aγσ2γ
and the values are calculated for the k-th truncation. Since
sγ and s are included in the sampling, values are proposed in Step 1 of the
adaptive truncation algorithm. At the k-th iteration, the transition for the
allocation sγi is
sγi =
{
Nk with probability 1− rγ ,
sγi otherwise
and the transition for the allocation si,t is
si,t =
{
Nk with probability 1− r
si,t otherwise
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where rγ =
1−∏Nkj=1(1−V γj )
1−∏Nkj=1(1−V γj )+pγNk and r =
1−∏Nkj=1(1−V j )
1−∏Nkj=1(1−V j )+pNk . In this case, the
weights in Step 2 are updated using
α
(j)
k =
fk+1
(
a
(j)
 , σ
2 (j)
 , a
(j)
γ , σ
2 (j)
γ , β(j), µ (j), V  (j), µγ (j), V γ (j)
)
fk
(
a
(j)
 , σ
2 (j)
 , a
(j)
γ , σ
2 (j)
γ , β(j), µ (j), V  (j), µγ (j), V γ (j)
) .
The MCMC sampler updates many parameters using a variation of the
adaptive Metropolis-Hastings random walk algorithm of Atchade´ and Rosenthal
(2005) which allows the proposal density to be updated at each iteration of the
sampler. It works as follows for a generic parameter value τ . Let q(i)(τ, τ ′) =
N(τ ′|τ, σ2 (i)τ ) be the proposal density for τ at the i-th iteration which is random
walk proposal with variance σ
2 (i)
τ and let αi be the acceptance probability of a
Metropolis-Hastings move with this proposal. The proposed value τ ′ is accepted
or rejected in the standard way for a Metropolis-Hastings step. The variance
of the proposal is updated in the following way
log σ2 (i+1)τ = ρ
(
log σ2 (i)τ + i
−c (αi − αˆ)
)
where 0.5 < c ≤ 1 (the value c = 0.55 was used in the examples), αˆ is a target
acceptance rate (the conservative choice αˆ = 0.3 was used in the examples) and
ρ(x) =

−b x < −b,
x −b ≤ x ≤ b,
b x > b
where b is taken to be very large. The average acceptance rate for the Metropolis-
Hastings update of the parameter will converge to αˆ over the run of the sampler.
The steps of the MCMC algorithm to sample from the posterior with the k-th
truncation are described below.
Updating µj
The full conditional density of µj is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , θγ , V γ
)
exp
{
− µ

j
2
(1− a)σ2
}
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step.
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Updating V j
The full conditional density of V j is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ
) (
1− V j
)M−1
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log V j − log
(
1− V j
)
.
Updating M
The full conditional distribution of M is Be (a
?, b?) where a? = 1 + Nk and
b? = 1−∑Nkj=1 log (1− V j ).
Updating a
The full conditional density of a is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ
)
exp
{
−
∑Nk
j=1 µ

j
2
(1− a)σ2
}
(1− a)18−Nk/2
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log a − log (1− a).
Updating σ2
The full conditional density of σ2 is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ
)
exp
{
−
∑Nk
j=1 µ

j
2
(1− a)σ2
}(
σ2
)−Nk/2 (1 + σ2 )−1
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log σ2 .
Updating µγj
The full conditional density of µγj is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ
)
exp
{
− µ
γ
j
2
(1− aγ)σ2γ
}
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step.
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Updating V γj
The full conditional density of V γj is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ
) (
1− V γj
)Mγ−1
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log V γj − log
(
1− V γj
)
.
Updating Mγ
The full conditional distribution of Mγ is Be (a
?, b?) where a? = Nk and b
? =
1−∑Nkj=1 log (1− V γj ).
Updating aγ
The full conditional density of aγ is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ
)
exp
{
−
∑Nk
j=1 µ
γ 2
j
(1− aγ)σ2γ
}
(1− aγ)18−Nk/2
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log aγ − log (1− aγ).
Updating σ2γ
The full conditional density of σ2γ is proportional to
fk
(
a, σ
2
 , aγ , σ
2
γ , β, µ
, V , µγ , V γ
)
exp
{
−
∑Nk
j=1 µ
γ
j
2
(1− aγ)σ2γ
}(
σ2γ
)−Nk/2 (1 + σ2γ)−1
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log σ2γ .
Updating s
The full conditional distribution of sit for i = 1, . . . , n and t = 1, . . . , T is
p(sit = j) ∝ exp
{
−1
2
[∑T
l=1 e
 2
il
aσ2
− r
 2
i
d
]}
, j = 1, . . . , Nk
where eil = yil −Xilβ − µj + µ¯ and ri =
∑T
l=1 e

il
aσ2
+
dγi
aγσ2γ
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Updating sγ
The full conditional distribution of sγi for i = 1, . . . , n is
p (sγi = j) ∝ exp
{
−1
2
[
eγ 2i
aγσ2γ
− r
γ 2
i
d
]}
, k = 1, . . . , Nk
where eγi = µ
γ
j − µ¯γ and rγi =
∑T
t=1 d

it
aσ2
+
eγi
aγσ2γ
.
Updating β
We sample γi ∼ N (ci/d, 1/d) for i = 1, . . . , n which allows us to simulate β as
β ∼ N (µ?,Σ?) where
µ? =
(∑n
i=1
∑T
t=1X
′
itXit
aσ2
+ 10−6Ip
)−1∑ni=1∑Tt=1
(
yit − γi − µsit + µ¯
)
aσ2

and
Σ? =
(∑n
i=1
∑T
t=1X
′
itXit
aσ2
+ 10−6Ip
)−1
.
A.2 A nonparametric time series model
The distribution of t|t−1 is approximated by the k-th truncated version
p(t|t−1) =
∑Nk
j=1 p

j N
((
t−1
t
)∣∣∣∣∣
(
µj
µj
)
, aσ
2

(
1 ρj
ρj 1
))
∑Nk
j=1 p

j N
(
t−1
∣∣∣µj , aσ2 )
and distribution of the initial value is
p(1) =
Nk∑
j=1
pj N
(
1
∣∣µj , aσ2 ) .
where pj =
V j
∏
l<j(1−V l )
1−∏Nkl=1(1−V l ) with V j ∼ Be(1,M) for j = 1, . . . , Nk, which is the
RSB truncation. The initial parameters are φ1 =
(
V 1:N1 , µ

1:N1
, ρ1:N1
)
and the
extra parameters added to form the k-th truncation are φk =
(
V Nk , µ

Nk
, ρNk
)
.
The nonparametric mixture model for νt is not constrained and so the al-
gorithm uses the Po´lya urn scheme representation to sample the parameters of
this part of the model. Let sα2 , . . . , s
α
T be the allocation variables for ν1, . . . , νT
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respectively, Kα be the number of distinct values in the sample s
α
1 , . . . , s
α
T and
µα1 , . . . , µ
α
Kα
be the distinct values. It is useful to define
fk(a, σ
2
 , µ
, p, ρ, α) =
T∏
t=2

∑Nk
j=1 p

j(1− ρ2j )−1/2 exp
{
−12
b2t,j+b
2
(t−1),j−2ρjbt,jbt−1,j
aσ2 (1−ρj)2
}
∑Nk
j=1 p

j exp
{
−12
b2t−1,j
aσ2
}

× (aσ2 )T/2
Nk∑
j=1
pj exp
{
−1
2
b21,j
aσ2
}
where bt,j = yt − αt − µj + µ¯ for t = 1, . . . , T and j = 1, . . . , Nk with values of
the parameter from the k-th truncation. The MCMC sampler updates many
parameters using a variation of the adaptive random walk algorithm of Atchade´
and Rosenthal (2005) described in section A.1.
Updating µj
The full conditional density of µj is proportional to
fk
(
a, σ
2
 , µ
, p, ρ, α
)
exp
{
− µ

j
2
(1− a)σ2
}
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step.
Updating V j
The full conditional density of V j is proportional to
fk
(
a, σ
2
 , µ
, p, ρ, α
) (
1− V j
)M−1
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log V j − log
(
1− V j
)
.
Updating ρj
The full conditional density of ρj is proportional to
fk
(
a, σ
2
 , µ
, p, ρ, α
)
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log (1 + ρj)− log (1− ρj).
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Updating M
The full conditional distribution of M is Be (a
?, b?) where a? = 1 + Nk and
b? = 1−∑Nkj=1 log (1− V j ).
Updating a
The full conditional density of a is proportional to
fk
(
a, σ
2
 , µ
, p, ρ, α
)
exp
{
−
∑Nk
j=1 µ

j
2
(1− a)σ2
}
(1− a)18−Nk/2
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log aγ − log (1− aγ).
Updating σ2
The full conditional density of σ2 is proportional to
fk
(
a, σ
2
 , µ
, p, ρ, α
)
exp
{
−
∑Nk
j=1 µ

j
2
(1− a)σ2
}(
σ2
)−Nk/2 (1 + σ2 )−1
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log σ2 .
Updating α1, . . . , αT
The full conditional density of α1 is proportional to
Nk∑
j=1
pj(1− ρ2j )−1/2 exp
{
−1
2
b22,j + b
2
1,j − 2ρjb2,jb1,j
aσ2 (1− ρj)2
}
exp
{
−1
2
α21
σ20
}
.
The full conditional density of αt for t = 2, . . . , T − 1 is proportional to
t+1∏
k=t
∑Nk
j=1 p

j(1− ρ2j )−1/2 exp
{
−12
b2k,j+b
2
k−1,j−2ρjbk,jbk−1,j
aσ2 (1−ρj)2
}
∑Nk
j=1 p

j exp
{
−12
b2k−1,j
aσ2
} exp
−12
t+1∑
k=t
(
αk − αk−1 − µαsαk
)2
σ2αaα
 .
The full conditional density of αT is proportional to∑Nk
j=1 p

j(1− ρ2j )−1/2 exp
{
−12
b2T,j+b
2
T−1,j−2ρjbT,jbT−1,j
aσ2 (1−ρj)2
}
∑Nk
j=1 p

j exp
{
−12
b2T−1,j
aσ2
} exp
−12
(
αT − αT−1 − µαsαT
)2
σ2αaα

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Updating sαt
The full conditional distribution of sαt is
p(sαt = j) ∝
 T∑
l=2;l 6=t
I(sαl = j)
 a−1/2α exp
−12
(
αt − αt−1 − µ˜αj
)2
aασ2α
 , j = 1, . . . ,K−α
and
p(sαt = K
−
α + 1) ∝Mα exp
{
−1
2
(αt − αt−1)2
σ2α
}
where K−α is the number of distinct values without the t-th allocation and
µ˜α1 , . . . , µ˜
α
K−α
are the corresponding distinct values.
Updating µαj
The full conditional distribution of µαj is N
(
µ?, σ? 2
)
where
µ? =
∑T
t=2 I(s
α
t = j) (αt − αt−1) /aα∑T
t=2 I(s
α
t = j)/aα + 1/(1− aα)
and
σ? 2 =
σ2α∑T
t=2 I(s
α
t = j)/aα + 1/(1− aα)
.
Updating aα
The full conditional density of aα is proportional to
aα
−(T−1)/2 (1− aα)18−Kα/2 exp
−12
T∑
t=2
(
αt − αt−1 − µαsαi
)2
aασ2α
 exp
{
−
∑Kα
j=1 µ
α 2
j
(1− aα)σ2α
}
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log aα − log (1− aα).
Updating σ2α
The full conditional density of σ2α is proportional to
σ2α
−(T−1+Kα)/2
exp
−12
T∑
t=2
(
αt − αt−1 − µαsαi
)2
aασ2α
 exp
{
−
∑Kα
j=1 µ
α 2
j
(1− aα)σ2α
}(
1 + 100σ2α
)−1
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation log σ2α.
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Updating Mα
The full conditional density of Mα is proportional to
Γ(Mα)
Γ(Mα + T − 1)M
Kα
α
and the parameter is updated using the adaptive Metropolis-Hastings random
walk step after taking the transformation logMα.
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