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1 Einleitung
Schon seit Beginn der 1950er Jahre hat sich die Messung von Impulsantwor-
ten zur Bestimmung der akustischen Eigenschaften eines Raumes etabliert.
Dazu wurden mit der Zeit Verfahren entwickelt, die das Klangbild des Raum-
es immer besser charakterisierten [Far07b]. Kennzeichnend für einen Raum,
unter Annahme eines linearen, zeitinvarianten Systems (kurz: LTI (Linear
Time Invariant)), ist seine Impulsantwort h(t). Dabei gewinnt die präzi-
se Messung dieser Impulsantwort durch weiter anwachsende audiotechnische
Anwendungen (z.B. Auralisation) immer mehr an Bedeutung. Besonders in
der Audiosignalverarbeitung - bei der Darstellung einer virtuellen Realität
- haben Raumimpulsantworten eine hohe Relevanz. Zudem können aus Im-
pulsantworten raumakustische Gütemaße berechnet werden. Ein messtech-
nisches Maß für die Güte der gemessenen Impulsantwort spiegelt dabei das
Signal-Rausch-Verhältnis (kurz: SNR (Signal to Noise Ratio)) wider. Eine
Methode, um die Impulsantwort eines akustischen Systems zu bestimmen,
ist den Raum mit einem Eingangssignal anzuregen und das Ausgangssignal
zu messen. Neben verschiedenen Anregungssignalen wie z.B. die MLS (engl.
Maximum Length Sequence) (vgl. [MM01, Kap. 21.2.3]) haben sich heute
Sweep-Signale durchgesetzt. In Ausblick auf Kap. 2 wird ihre Synthese im
Zeit- und Frequenzbereich beschrieben. Bei dieser Synthese im Zeitbereich ist
der Frequenzgang jedoch von Welligkeiten charakterisiert. Eine Möglichkeit,
diese Welligkeiten zu verringern, ist ein Sweep-Signal zu fenstern, welche
Thematik in Kap. 4 behandelt wird. Um den Einfluss der Fensterung auf
Sweep-Signale kenntlich zu machen, wurde im Rahmen dieser Bachelorarbeit
eine Software implementiert (vgl. Kap. 5) , die einen in der Realität vorkom-
menden Messaufbau (s. Abb. 1) simuliert. Die Ergebnisse der Simulation
werden in Kap. 6 vorgestellt.
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2 Synthese von Sweep-Signalen
Grundsätzlich können Sweep-Signale sowohl direkt im Zeitbereich als auch
indirekt im Frequenzbereich konstruiert werden [MM01, S.35,ff]. Diese wer-
den in diesem Kapitel vorgestellt und auf ihre Bedeutung hinsichtlich der
Messung von Raumimpulsantworten hingewiesen.
2.1 Konstruktion im Zeitbereich
Ein Sinus-Signal, welches im Zeitbereich beschrieben wird, genügt der Glei-
chung
x(t) = A sin(ω0t+ ϕ0), (1)
wobei A die Amplitude, ω0 die Kreisfrequenz, t die Zeit und ϕ0 der Pha-
senversatz zum Zeitpunkt t = 0 ist. Dabei ist die Frequenz über die Zeit
konstant und steht mit der Kreisfrequenz in folgendem Zusammenhang
ω = 2pif, (2)
mit [ω] =
rad
s
und [f] = Hz.
Der Ausdruck (ω0t+ϕ) bezeichnet dabei die momentane Phase und kann als
Funktion der Zeit geschrieben werden
ϕ(t) = ω0t+ ϕ0. (3)
Damit nun ein Sweep entsteht, muss sich die Frequenz über die Zeit verän-
dern. In der Literatur werden dafür zwei Ansätze verfolgt. 1967 entwickelte
R. Heyser die Methode der Time Delay Spectrometry (TDS), in der ein li-
neares Sweep-Signal Anwendung findet [Hey67]. Farina schlug ein Verfahren
vor, welches zur Messung von Raumimpulsantworten exponentielle Sweep-
Signale benutzt, die häufig auch als logarithmisch betitelt sind [Far00]. Im
weiteren Verlauf dieser Bachelorarbeit werden diese Verfahren auf Basis von
[Mik07] beschrieben.
2.1.1 Lineares Sweep-Signal
Wie oben beschrieben, ändert sich die Frequenz mit der Zeit. Im Falle eines
linearen Sweep-Signals bietet sich eine Geradengleichung der Form
f(x) = mx+ n (4)
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an. Übertragen auf die zeitabhängige Frequenz entsteht folgender Ausdruck
ω(t) = mt+ n, (5)
wobei m den Anstieg der Geraden und n die Schnittstelle mit der ω-Achse
angibt. Nun müssen noch zusätzlich die Randbedingungen definiert werden
ω(t = 0) = ωstart (6)
ω(t = T ) = ωstop, (7)
wobei T die gesamte Zeitdauer des Sweeps darstellt. Daraus ergibt sich für
die Geradengleichung
ω(t) =
ωstop − ωstart
T
t+ ωstart. (8)
Da nun die Frequenz in Abhängigkeit der Zeit steht, muss der Begriff der
momentanen Frequenz eingeführt werden, der über die zeitliche Ableitung
der Phase definiert ist
ω(t) =
dϕ(t)
dt
. (9)
Um den Zusammenhang von Gl. (9) zu verdeutlichen, betrachten wir noch
einmal Gl. (3), dessen zeitliche Ableitung
d(ω0t+ ϕ0)
dt
= ω0 (10)
ist. Es wird ersichtlich, dass ohne Zeitabhängigkeit der Frequenz sich gerade
die konstante Frequenz ω0 ergibt. In unserem Fall jedoch wird die Frequenz
über eine lineare Funktion beschrieben. Die nun benötigte Phasenfunktion
berechnet sich in Bezug auf Gl. (9) über die Integration der momentanen
Frequenz
ϕ(t) =
t∫
0
ω(τ)dτ. (11)
Angewendet auf Gl. (8) ergibt sich folgende Phasenfunktion
ϕ(t) =
ωstop − ωstart
2T
t2 + ωstartt (12)
Damit lautet das Endergebnis für den linearen Sweep [Far00]
x(t) = A sinϕ(t)) = A sin
(
ωstop − ωstart
2T
t2 + ωstartt
)
, (13)
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Abbildung 2: Linearer Sweep im Zeitbereich (fstart = 1 Hz, fstop = 100
Hz, Abtastrate fs = 44.1 kHz, Sweepdauer T = 2 s, Amplitude A = 1),
vgl. dazu [MM01, Abb.15], [Far07b, Abb.7]
oder mit der Frequenz ausgedrückt
x(t) = A sin
(
2pi
(
fstop − fstart
2T
t2 + fstartt
))
. (14)
Da sich die digitale Signalverarbeitung mit zeitdiskreten Signalen beschäftigt,
kann Gl. (14) auch wie folgt geschrieben werden
x[k] = A sin
(
2pi
(
fstop − fstart
2Tf 2s
k2 +
fstart
fs
k
))
, fstop ≤ fs
2
(15)
wobei fs die Abtastfrequenz und k den Zeitindex angibt. Gl. (15) wurde in
MATLAB implementiert und in Abb. 2 graphisch dargestellt.
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Abbildung 3: Spektrogramm des linearen Sweeps (fstart = 1 Hz,
fstop = 20 kHz, Abtastrate fs = 44.1 kHz, Sweepdauer T = 2 s, MATLAB-
Funktion: [S,F,T,P] = spectrogram(x,256,250,256,fs)), vgl. dazu [Far07a,
Abb. 4]
Es wird in Abb. 2 erkennbar, dass die Frequenz mit der Zeit zunimmt. In
Abb. 3 hingegen wird ersichtlich, dass ein linearer Zusammenhang zwischen
Zeit- und Frequenzzunahme herrscht.
2.1.2 Exponentielles Sweep-Signal (ESS)
Es soll nun das exponentielle Sweep-Signal hergeleitet werden, analog zu Kap.
2.1.1. Dabei dient Gl. (1) als Ausganspunkt. Für das exponentielle Sweep-
Signal kann mit der allgemeinen Form einer Exponentialfunktion begonnen
werden
f(x) = A e(
x
d ), (16)
wobei e die Eulersche Zahl ist und A und d Konstanten sind. Bezogen auf
die zeitabhängige Frequenz kann Gl. (16) wie folgt umgeschrieben werden
ω(t) = A e
(
t
τ
)
. (17)
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Dabei ist τ die Zeitkonstante. Mit den Randbedingungen aus Gl. (6) und (7)
berechnen sich die Konstanten zu
A = ωstart, (18)
τ =
T
ln
(
ωstop
ωstart
) . (19)
Eingesetzt in Gl. (17) berechnet sich die zeitabhängige Frequenz zu
ω(t) = ωstarte
 t
T
ln
(
ωstop
ωstart
)
. (20)
Über Integration (vgl. Gl. (11)) ergibt sich die Phasenfunktion
ϕ(t) =
Tωstart
ln
(
ωstop
ωstart
)e
 t
T
ln
(
ωstop
ωstart
)
+ C. (21)
Es ist von Vorteil, die Anfangsphase gleich Null zum Zeitpunkt t = 0 zu
wählen, womit ein Signal ohne Sprung entsteht. Die Konstante C berechnet
sich demnach zu
C = − Tωstart
ln
(
ωstop
ωstart
) . (22)
Mit diesem Ergebnis kann nun vollständig das exponentielle Sweep-Signal
ausgedrückt werden [Far07a, Gl.1]
x(t) = sin(ϕ(t)) = sin
 Tωstart
ln
(
ωstop
ωstart
)
e
 t
T
ln
(
ωstop
ωstart
)
− 1

 . (23)
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Abbildung 4: Exponentieller Sweep im Zeitbereich (fstart = 1 Hz, fstop =
100 Hz, Abtastrate fs = 44.1 kHz, Sweepdauer T = 2 s, Amplitude A = 1),
vgl. dazu [MM01, Abb. 15], [SEA02, Abb. 9a]
Mit der Frequenz dargestellt, lautet das Ergebnis wie folgt
x(t) = sin
2pi Tfstart
ln
(
fstop
fstart
)
e
 t
T
ln
(
fstop
fstart
)
− 1

 . (24)
Im zeitdiskreten Fall verändert sich Gl. (24) hingegen zu
x[k] = sin
2pi Tfstart
ln
(
fstop
fstart
)
e
 k
fsT
ln
(
fstop
fstart
)
− 1

 , (25)
wobei fstop ≤ fs/2 gilt. Um den exponentiellen Zusammenhang deutlich zu
machen, wurde die Gl. (25) in MATLAB implementiert. Dabei wurden in
Abb. 4 und 5 die gleichen Parameter wie in Abb. 2 und 3 verwendet, um mit
dem linearen Sweep vergleichen zu können. Erkennbar wird in Abb. 5, dass
die tiefen Frequenzen sich in einem langen Zeitintervall befinden, wohingegen
die hohen Frequenzen in kurzer Zeit sehr stark ansteigen. Da die tiefen Fre-
quenzen in einem langen Zeitintervall verweilen, wird viel Energie in diesen
Frequenzabschnitt gelegt.
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Abbildung 5: Spektrogramm des exponentiellen Sweeps (fstart = 1 Hz,
fstop = 20 kHz, Abtastrate fs = 44.1 kHz, Parameter: s. Abb.3), vgl. dazu
[Far07a, Abb.20]
Für die Systemidentifikation spielt neben der Betrachtung im Zeitbereich
auch die Spektralanalyse eine große Rolle. Dazu werden der lineare und lo-
garithmische Sweep über die FFT 1 in den Frequenzbereich transformiert
und ihre Beträge graphisch dargestellt (s. Abb. 6). Bei dem linearen Sweep
wird ein konstantes (weißes) Spektrum ersichtlich, wohingegen das Spektrum
des exponentiellen Sweeps um -3 dB/ Oktave fällt. Außerdem kann festge-
stellt werden, dass bei beiden Spektren sowohl in der Nähe der Startfrequenz
als auch bei der Stopfrequenz Artefakte in Form von Welligkeiten auftreten,
welche durch das abrupte Ein-und Anschalten des Signals entstehen [Mü08].
Aus diesem Grund wurde die exponentielle Sweep-Methode von [VdR11] so
überarbeitet, dass diese Welligkeiten vermindert werden können.
2.2 Phase-Controlled ESS
Als Ausgangspunkt folgender Betrachtungen dient die Darstellung eines ex-
ponentiellen Sweep-Signals, vgl. dazu Gl. (23)-(25). In dieser Ausführung
besteht das Problem darin, dass sich die Phase mit dem Ende des Sweeps
in einer ungünstigen Lage befindet, so dass das Spektrum Überschwinger
und Welligkeiten besitzt. Schon Farina hat versucht dieses Problem zu lösen,
indem er in [Far07b] vorschlägt, dass der Sweep bis zur halben Abtastrate
läuft und dann im letzten Nulldurchgang abgetrennt wird. Im Gegensatz da-
1Fast Fourier Transformation
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Abbildung 6: Amplitudenfrequenzgang eines linearen (oben) und expo-
nentiellen (unten) Sweeps (fstart = 1 Hz, fstop = 22050 Hz, Abtastrate
fs = 44.1 kHz, auf FFT-Blocklänge normierte Amplitude A), vgl. dazu
für den linearen Sweep [MM01, Abb.15], [MSW+08, Abb.1] und für den
exponentiellen Sweep [Far07a, Abb.5],[MM01, Abb.15], [SEA02, Abb.9b],
[MSW+08, Abb.3a]
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zu wird in [VdR11] ein systematischerer Weg mit einer alternativen Sweep-
Definiton beschrieben, welche die Phase in einem ganzzahligen Wert von
2pi-Vielfachen bei einer Sinus-Amplitude von Null enden lässt. Dazu kann
Gl. (23)-(25) betrachtet werden. Dieses Mal jedoch in einer anderen Darstel-
lungsform [VdR11, Gl.1.1]
x[k] = sin
 ΩstartN
ln
(
Ωstop
Ωstart
)
e kN ln
(
Ωstop
Ωstart
)
− 1

 , (26)
wobei N die Anzahl der Abtastwerte darstellt. Ω bezeichnet die normierte
diskrete Kreisfrequenz und ist wie folgt definiert
Ω =
2pif
fs
. (27)
Es wurde beobachtet, dass die Phase beim Start und Stop zu Null wird, wenn
folgendes gilt:
1.
Ωstop
Ωstart
= 2P ∈ Z , wobei P eine ganzzahlige Anzahl von Oktaven ist
2.
ΩstartN
ln
(
Ωstop
Ωstart
) = 2piM mit M ∈ Z
3. im letzten Term der Gl. (26) wird -1 vernachlässigt
Mit diesem Wissen kann nun das Phase Controlled ESS vollständig ausge-
drückt werden zu [TSB+14, vgl. Gl.2]
xPC [k] = sin
ΩstartL
ln
(
2P
)
e kN ln (2P )
 , (28)
wobei L ∈ R die ideale und N ∈ Z (= L gerundet) die aktuelle Sweep-
Länge darstellen. Für einen Sweep, der bei der halben Abtastfrequenz endet,
kann die ideale Sweep-Länge L wie folgt bestimmt werden [TSB+14]
ΩstartL
ln
(
2P
) = 2pi · Round [ΩstartTfs
2piln(2P )
]
, (29)
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wobei Round eine Rundung zum nächsten ganzzahligen Wert bezeichnet. Mit
diesem Ansatz können nun Artefakte in Nähe der Endfrequenz auf ein Mi-
nimum gesenkt werden (unter +1 dB [VdR11]). Dabei muss jedoch beachtet
werden, dass Welligkeiten in Nähe der Startfrequenz von diesem Eingriff un-
berührt bleiben. Um auch dieses Problem abzuschwächen, wird in [VdR11]
ein Fade-in-Fenster empfohlen, welches das Spektrum zu Beginn einblenden
lässt, womit die Überschwinger gedämpft werden. Diese allgemeine Proble-
matik kann dagegen vollständig vermieden werden, indem das Sweep-Signal
zuvor im Frequenzbereich konstruiert wird [WGL09, vgl. Abb. 2].
2.3 Konstruktion im Frequenzbereich
Der Vorteil der Sweep-Synthese im Frequenzbereich besteht darin, dass das
komplexe Frequenzspektrum frei gewählt und den spektralen Anforderun-
gen dementsprechend angepasst werden kann. In [MM01] wurde dazu das
Fundament dieser Konstruktionsweise gelegt. Andere Autoren haben diese
Thematik zusammengefasst und ausgebaut, vgl. dazu [Vor09, Kap. 9.10] und
[WGL09]. Im Mittelpunkt aller Betrachtungsweisen steht dabei immer die
Gruppenlaufzeit τG, die Auskunft darüber gibt, in welcher Zeit welche Fre-
quenzgruppe durchlaufen wird, und die wie folgt definiert ist [Kam04, Gl.
2.3.2a]
τG(f) = − 1
2pi
dϕ(f)
df
= −dϕ(ω)
dω
. (30)
Besitzt die Gruppenlaufzeit einen steilen Anstieg, so wird viel Energie in
den jeweiligen Frequenzabschnitt gelegt, weil die Frequenzen länger in ei-
nem bestimmten Zeitabschnitt verweilen. Im Gegensatz dazu wird bei einem
geringen Anstieg der Gruppenlaufzeit weniger Energie in den Frequenzab-
schnitt gelegt. Wir erkennen also, dass für Sweep-Signale der Anstieg der
Gruppenlaufzeit, also ihre Ableitung, proportional der Energie ist. Demzu-
folge kann
dτG(f)
df
= 2piC · |X(f)|2 (31)
geschrieben werden, wobei die Konstante C eine Normierung darstellt und
in [MM01] als folgender Ausdruck angegeben wird
C =
τG(fstop)− τG(fstart)
fs/2∑
f=0
|X(f)|2
. (32)
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Für die weiteren Folgerungen ist es wichtig zu erkennen, dass f in der Li-
teratur eine diskrete Frequenzvariable in dem Bereich {0,∆f, 2∆f, ...fs/2}
bezeichnet. Es werden also DFT2-Spektren benutzt. fs/2 gibt dabei die hal-
be Abtastfrequenz an, welche es ermöglicht, dass Signal exakt rekonstruieren
zu können (Nyquist-Shannon-Abtasttheorem). ∆f spiegelt hier die DFT-
Frequenzauflösung wider, welche den Abstand der spektralen Frequenzkom-
ponenten repräsentiert und sich somit über die Abtastfrequenz fs und der
Anzahl der Abtastpunkte N berechnen lässt
∆f =
fs
N
. (33)
In Bezug auf Gl. (31) kann nun die Gruppenlaufzeit rekursiv ausgedrückt
werden
τG(f) = τG(f −∆f) + C · |X(f)|2. (34)
Für die Wahl von τG(fstart) und τG(fstop) geben Müller und Massarani noch
wichtige Hinweise. Zum Einen sollte die Gruppenlaufzeit bei der Startfre-
quenz ein wenig über τG = 0 s liegen, damit die erste Halbwelle genug Zeit
hat sich auszubilden. Zum Anderen sollte τG(fstop) um vieles kleiner gewählt
werden als N
fs
(N= FFT-Blocklänge), um ein nachteiliges Ineinandergreifen
der tieffrequenten in die hochfrequenten Anteile und umgekehrt zu unterbin-
den. Der Grund liegt in einem periodisch wiederholten DFT-Spektrum. Um
dieses Problem zu umgehen, kann die FFT-Blocklänge doppelt so hoch wie
die Länge des Sweep-Signals gewählt werden. Aus der nun dem gewünschten
Frequenzspektrum synthetisierten Gruppenlaufzeit kann nun die Phase über
diskrete Integration entwickelt werden
ϕ(f) = ϕ(f −∆f)− 2pi ·∆f · τG(f). (35)
Zusätzlich muss bei Gl. (35) berücksichtigt werden, dass der Phasenverlauf
bei der Frequenz fs/2 exakt 0◦ oder 180◦ erreichen muss, damit das durch
die IFFT 3 entstehende Zeitsignal nicht komplex, sondern reellwertig wird.
Um diese Phasenkorrektur vorzunehmen, wird in [MM01] folgende Formel
angegeben
ϕnew = ϕold − f
fs/2
ϕstop. (36)
Gl. (36) entspricht der Addition einer geringfügigen konstanten Gruppen-
laufzeit in dem Bereich von ±0.5 Samples für den gesamten Frequenzbereich,
2Diskrete Fourier Transformation
3Inverse Fast Fourier Transformation
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Abbildung 7: Sweep-Synthese im Frequenzbereich mit einem beliebigen
Spektrum und einer zeitlich konstanten Hüllkurve [MM01].
womit die vorherige Phase bei fs/2 ausgelöscht wird. Mit dieser Kenntnis von
Betrag und Phase kann das Spektrum nun über folgenden Zusammenhang
vollständig beschrieben werden:
X(f) = |X(f)|e jϕ(f) (37)
Dazu muss um fs/2 die Amplitude axialsymmetrisch und die Phase punkt-
symmetrisch gespiegelt werden. Das Sweep-Signal x[k] mit einer zeitlich kon-
stanten Hüllkurve und einem beliebig gewähltem Spektrum berechnet sich
dann über die IFFT. In Abb. 7 ist ein beliebig gewähltes Amplitudenspek-
trum zu sehen, woraus die Gruppenlaufzeit (vgl. Gl. (35)) synthetisiert wird.
Wird der Verlauf der Gruppenlaufzeit näher betrachtet, so werden Bereiche
eines flachen und steilen Anstiegs erkennbar. Es wird ersichtlich, dass in dem
Bereich bis t = 0.5 Sekunden die Gruppenlaufzeit stark ansteigt. Aus Gl. (31)
folgt daraus, dass dieser Frequenzabschnitt viel Energie besitzt. Deshalb wird
in dieser Region des generierten Sweep-Signals nur ein geringer Anstieg der
Frequenz ersichtlich. Danach steigt die Frequenz von 80 Hz bis 6 kHz in
200 Millisekunden, womit die Mittenfrequenzen in sehr kurzer Zeit passie-
ren. Ab dann steigt die Gruppenlaufzeit wieder stark an, wodurch in dem
Bereich hoher Frequenzen viel Energie gepackt wird. Allgemein kann gesagt
werden, dass mit der Synthese im Frequenzbereich über die Charakteristik
des Amplitudenfrequenzgangs des Sweeps entschieden werden kann.
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3 Systemidentifikation
Entscheidend für die hergestellte Beziehung zwischen Eingangs- und Aus-
gangssignal ist die Charakteristik eines Systems. Handelt es sich um ein li-
neares und zeitinvariantes System, so können sich alle Übertragungseigen-
schaften aus der Impulsantwort exakt ermitteln lassen. Die Impulsantwort
stellt dabei die Reaktion auf einen unendlich kurzen Impuls (Dirac-Impuls)
als Eingangssignal dar. Linear bedeutet, dass bei Veränderung der Ampli-
tude des Eingangssignals sich das Ausgangssignal um den gleichen Faktor
ändert. Ein zeitinvariantes System besitzt zu jedem Zeitpunkt die gleichen
Eigenschaften, vgl. dazu [GRS07, S. 5 ff]. Mit der Kenntnis der Impulsantwort
können die Reaktionen eines LTI-Systems für jedes beliebige Eingangssignal
mit folgender Gleichung bestimmt werden [GRS07, Gl. 8.38]
y(t) =
∫ ∞
−∞
x(τ)h(t− τ)dτ = x(t) ∗ h(t), (38)
wobei x(t) das Eingangssignal, y(t) das Ausgangssignal, h(t) die Impulsant-
wort ist und die Verknüpfung x(t) ∗h(t) als Faltung bezeichnet wird. In dem
Fall, in dem die Impulsantwort gesucht ist, muss das Eingangs- und Aus-
gangssignal bekannt sein. Damit gibt es jedoch keine triviale Lösung mehr,
wie aus Gl. (38) bekannt. Nur für den Spezialfall eines konstanten Leistungs-
dichtespektrums (linearer Sweep) lässt sich die Dekonvolution (Entfaltung)
(vgl. [MM01, Kap. 21.2]) exakt durchführen, weil in diesem Zusammenhang
der Dirac-Impuls δ(t) gleich der Autokorrelationsfunktion ϕxx ist. In diesem
Fall ist das inverse Filter x−1(t) äquivalent zu dem Zeitinversen von x(t),
womit sich die Impulsantwort wie folgt bestimmen lässt
h(t) = y(t) ∗ x(−t). (39)
Handelt es sich jedoch um ein Eingangssignal mit keinem konstanten Leis-
tungsdichtespektrum (z.B. logarithmischer Sweep) wird in der Literatur der
Umweg über die Transformation in den Frequenzbereich vorgeschlagen [Mü08,
Kap. 21.2]. Mit dem Wissen, dass eine Faltung im Zeitbereich eine Multipli-
kation im Frequenzbereich darstellt, lässt sich Gl. (38) auch als folgender
Ausdruck schreiben
Y (jω) = X(jω) ·H(jω). (40)
Umgestellt, entsteht ein essenzieller Ausdruck für viele FFT-basierte Mess-
verfahren
H(jω) =
Y (jω)
X(jω)
. (41)
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Über die Rücktransformation kann nun die Impulsantwort h(t) ermittelt wer-
den. Nachteil an dieser Vorgehensweise ist, dassX(jω) 6= 0 gelten muss, damit
eine Division möglich ist. Dies ist aber nicht für alle Spektren gegeben, womit
die Wahl der Eingangssignale eingeschränkt werden muss. Zusätzlich wird in
Gl. (41) nicht betrachtet, dass der Übertragungskanal bei realen Messungen
mit additivem Rauschen (z.B. Quantisierungsrauschen des Analog-Digital-
Wandlers) überlagert ist. Damit muss eine Übertragungsfunktion eingeführt
werden, die auch für Zufallsignale definiert ist. In [GRS07, Gl. 18.53] wird
dazu folgender Zusammenhang aufgezeigt
H(jω) =
Φyx(jω)
Φxx(jω)
, (42)
wobei Φyx(jω) das Kreuzleistungsdichtespektrum und Φxx(jω) das Autoleis-
tungsdichtespektrum bezeichnet. Mit weiteren wichtigen Zusammenhängen
Φyx(jω) = Y (jω)X
∗(jω) (43)
Φxy(jω) = X(jω)Y
∗(jω) (44)
und
Φxx(jω) = X(jω)X
∗(jω) (45)
Φyy(jω) = Y (jω)Y
∗(jω), (46)
wobeiX∗(jω) und Y ∗(jω) die konjugiert komplexen Spektren darstellen, führt
die Erweiterung von Gl. (41) zu folgenden Schätzfunktionen
H1(jω) =
Φyx(jω)
Φxx(jω)
=
Y (jω)X∗(jω)
X(jω)X∗(jω)
(47)
H2(jω) =
Φyy(jω)
Φxy(jω)
=
Y (jω)Y ∗(jω)
X(jω)Y ∗(jω)
. (48)
Die Übertragungsfunktion wurde zum Einen mit der Kanaleigenschaft von
Signalweg X und zum Anderen mit der Kanaleigenschaft von Y gewichtet,
deren Übertragungsfunktionen bei unterschiedlich starkem Rauschen abwei-
chende Ergebnisse erzielen. Sind beide Signalwege nicht mit Rauschen be-
haftet, so gilt folglich H1(jω) = H2(jω). Ist hingegen der Ausgang mehr vom
Rauschen befallen als der Eingang, so bietet sich Gl. (47) an. Andersherum
ist Gl. (48) die bessere Wahl. Über Division und Bildung des Betragsqua-
drats von H1(jω) und H2(jω) entsteht ein Maß für die Qualität des gesamten
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Übertragungskanals. Die so bezeichnete Kohärenzfunktion ν2(jω) ist wie folgt
definiert
ν2(jω) =
|Φyx(jω)|2
Φxx(jω)Φyy(jω)
(49)
mit 0 ≤ ν2(jω) ≤ 1. Tritt in dem Übertragungskanal kein Rauschen auf,
so ergibt sich ν2(jω) = 1. In diesem Fall ergibt die Schätzung exakt die
gesuchte Impulsantwort. Ist hingegen der Kanal vollständig mit additivem
unkorrelierten Rauschen verzerrt, strebt die Kohärenzfunktion gegen Null.
Aus diesem Grund sollte ν2(jω) immer möglichst hoch sein. Ein zusätzliches
Maß bietet der Signal-Rausch-Abstand [Mü08, Gl. 21.13]
SNR =
ν2(jω)
1− ν2(jω) . (50)
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4 Vom Wesen der Fensterung
In der digitalen Signalverarbeitung ist die Analyse von bestimmten Signalab-
schnitten von Interesse. Ein Beobachtungsfenster schneidet dabei das Signal
in einem bestimmten Zeitintervall heraus. Letztendlich wird eine Fensterung
niemals unvermeidbar sein, da Prozessoren nur endliche Signale verarbei-
ten können. Die Herausforderung, solch endliche Signale geeignet zu fenstern
- auch auf Hinblick der Fensterung von Sweep-Signalen - soll dieses Kapitel
vorstellen. Mögliche Ansätze, die Fensterung zu beschreiben, wird in [OSB04,
vgl. Kap. 10.2], [GRS07, vgl. Kap. 9.7.5] und [Mey14] thematisiert.
Es wird angenommen, dass das zu beobachtende Signal durch einen Sinus
unendlicher Länge x[k] = sin(Ω0k) bestimmt ist (s. Abb 8).
Das Signal lässt sich zeitlich begrenzen, in dem das Signal mit einem Recht-
eckfenster wRect[k] endlicher Länge N multipliziert wird, welches wie folgt
definiert ist:
wRect[k] =
{
1, 0 ≤ k ≤ N − 1
0, sonst
(51)
Das gefensterte Signal ergibt sich somit aus (s. Abb. 9):
y[k] = wRect[k] · x[k] =
{
sin(Ω0k), 0 ≤ k ≤ N − 1
0, sonst
(52)
Der gewünschte Signalausschnitt wird nun von y[k] beschrieben, dessen Fre-
quenzgang genauer untersucht werden soll. Obwohl die DFT nur für periodi-
sche Signale definiert ist, trifft sie zwangsläufig immer auf Signale endlicher
Länge N. Dies stellt jedoch keinen Widerspruch dar, da jede endliche Signal-
folge einer periodischen Folge
x˜[k] =
∞∑
r=−∞
x[k − rN ] (53)
zugeordnet werden kann [OSB04, vgl. Kap. 8.5]. So kann auch y[k] periodisch
fortgesetzt werden (s. Abb 10).
Um die Auswirkung der Fensterung im Frequenzbereich zu analysieren, wer-
den zunächst die DTFT-Spektren von x[k] und wRect[k] separat betrachtet.
Definitionsgemäß lauten diese (vgl. [GRS07, K. A.7])
X(e jΩ) = F∗{x[k]} = j
2
[ ∞∑
µ=−∞
δ(
Ω + Ω0
2pi
− µ)−
∞∑
µ=−∞
δ(
Ω− Ω0
2pi
− µ)
]
(54)
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Abbildung 8: Diskretes Sinus-Signal
Abbildung 9: Mit dem Fenster gewichtetes Signal
Abbildung 10: Periodisch fortgesetzte Signalfolge y˜[k]
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Abbildung 11: Betragsspektrum des Sinussignals
Abbildung 12: Betragsspektrum des Rechteckfensters
und
WRect(e
jΩ) = F∗{wRect[k]} = e−jΩN−12 ·
sin(NΩ
2
)
sin(Ω
2
)
. (55)
In Abb. 11 und 12 sind die Betragsspektren von Gl. (54) und Gl. (55) gra-
phisch dargestellt.
Aus dem Multiplikationssatz [GRS07, Gl.9.92]
x[k] · w[k] d t 1
2pi
X(e jΩ) ∗W (e jΩ) (56)
folgt, dass eine Multiplikation im Zeitbereich eine Faltung im Frequenzbe-
reich darstellt. Das bedeutet, dass das Spektrum des gefensterten Signals mit
dem Spektrum des Fensters verschmiert wird. Dieser Effekt wird auch als
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Abbildung 13: Betragsspektrum des gefensterten Signals
Abbildung 14: Periodisch fortgesetzte Signalfolge y˜[k] bei einer Rechteck-
fensterung mit einem rationalen Vielfachen der Periodendauer
Leakage-Effekt (vgl. [Vor09, 9.6.1]) bezeichnet. In Bezug auf das Beispielsi-
gnal folgt daraus, dass WRect(ejΩ) durch die Faltung mit einem Dirac-Impuls
an die Stelle des Dirac-Impulses ±Ω0 verschoben wird (s. Abb. 13).
Bei der DFT wird das Zeitsignal in einen Block zeitdiskreter Werte zerlegt.
Entspricht das Rechteckfenster als Beobachtungsfenster exakt dem ganz-
zahligen Vielfachen der Periodendauer (vgl. Abb. 10), so sind die DFT-
Stützstellen, außer die der Grundperiode, gleich Null (s. Abb. 17). Jedoch
stellt dies ein Sonderfall dar und ist in der Realität nur begrenzt umsetzbar.
In der Praxis enstehen bei einer Fensterung Unstetigkeitsstellen (s. Abb 14).
Diese Unstetigkeiten besitzen hohe Frequenzen, welche die Auflösung gesuch-
ter Frequenzen im Spektrum beeinträchtigen (s. Abb 18). Gesucht wird des-
halb ein Fenster, welches die Gewichtung des Signalausschnitts so verteilt,
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Abbildung 15: Fensterfunktionen im Zeitbereich
Abbildung 16: DTFT-Spektren ausgewählter Fensterfunktionen (N=16),
−pi ≤ Ω < +pi
dass der Einfluss der Unstetigkeiten verringert wird. In der Literatur (vgl.
[Har78]) finden sich dazu verschiedene Fensterfunktionen, die stets ein Kom-
promiss zwischen spektraler Auflösung und Seitenbandunterdrückung dar-
stellen. Einige bekannte Vertreter von ihnen sind im Zeitbereich (s. Abb. 15)
und im Frequenzbereich (s. Abb. 16) dargestellt.
Für Sweep-Signale jedoch sind diese Fenster (außer das Tukey-Fenster) unge-
eignet, da diese den Sweep zeitlich zu stark begrenzen. Da sich die Welligkei-
ten im Frequenzbereich in der Nähe der Stop- und Startfrequenz befinden,
bietet es sich an Fenster zu definieren, welche das Sweep-Signal ein- und
ausblenden (engl.: Fade in, Fade out) und die Signalamplitude sonst kon-
stant halten. Ein Fenster lässt sich demnach mit einstellbaren Fade-in und
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Abbildung 17: Rechteckfensterung bei einem ganzzahligen Vielfachen der
Periodendauer
Abbildung 18: Rechteckfensterung bei einem rationalen Vielfachen der
Periodendauer
Fade-out Längen wie folgt definieren (s. Abb. 19):
w[k] =

w1[k], 0 ≤ k ≤ L− 1
1, L ≤ k ≤ N −M − 1
w2[k], N −M ≤ k ≤ N − 1,
(57)
wobei w1[k] die 1. Hälfte des Fensters und w2[k] die 2. Hälfte des Fensters
bezeichnet.
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Abbildung 19: Prinzip der Fensterung mit einstellbarem Fade-in und
Fade-out
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5 Implementierung
Im Rahmen der Bachelorarbeit wurde eine Simulationsumgebung implemen-
tiert, die die in der Realität vorkommenden Signalflussblöcke einer Messket-
te simuliert (Mikrofon,Vorverstärker, DA-Wandler, DUT,...), vgl. dazu Abb.
1. Dabei wurden im Rahmen der vorliegenden Arbeit ausschließlich linea-
re, zeitinvariante Systeme betrachtet. Der Anwender kann in der Simulati-
on eine individuelle Auswahl darüber treffen, mit welchen Parametern (Art
des Anregungssignals, Signallänge, Fenstertyp, Rauschstärke/-typ, Abtast-
frequenz,...) ein fiktiver Prüfling angeregt werden soll. Über mathematische
Funktionen (FFT, Entfaltung, Mittelung,...) liefert die Umgebung als Output
Impulsantwort, Übertragungsfunktion, Leistungsdichtespektrum und Güte-
maße. Darüber hinaus wurde in der Software eine strikte Trennung zwischen
Messung, Simulation und Analyse umgesetzt. Somit können die Module un-
abhängig voneinander genutzt werden, sodass der Anwender die Software
z.B. auch für reale Messungen nutzen kann. Bei der Software handelt es
sich um ein in Python3 geschriebenes Open-Source-Projekt und steht un-
ter https://github.com/franzpl/sweep als Download zur Verfügung. Alle
folgenden Simulationen sind als Skripte dem Repository beigefügt4.
5.1 Validierung der Software anhand eines bekannten
FIR-Filters
Um die Funktionalität der Simulationsumgebung vorzustellen, soll ein FIR-
Filter die Messkette simulieren, dessen Impulsantwort analytisch bekannt
ist. Somit können die theoretischen Ergebnisse mit denen in der Simulation
verglichen werden. Anschließend wird die Messkette mit in der Realität vor-
kommenden Elementen erweitert, um mögliche Abweichungen von der idealen
Impulsantwort ersichtlich zu machen. Als Beispiel5 soll folgende Impulsant-
wort als Device Under Test (DUT) dienen:
h[k] = δ[k] + δ[k − 1050] (58)
5.1.1 Theoretische Betrachtung des Device Under Test
Aus Gl. (58) wird deutlich, dass es sich um zwei Dirac-Impulse handelt, die
sich an der Stelle k = 0 und k = 1050 befinden. Daraus kann die Übertra-
4Da die Software in Englisch geschrieben wurde, sind die Beschriftungen in allen fol-
genden Grafiken auch in Englisch
5Die Zahl 1050 wurde bewusst gewählt, damit die Frequenzen bei den Nullstellen der
Übertragungsfunktion (vgl. S. 31) ganzzahlig sind
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gungsfunktion H(ejΩ) über Fourier-Transformation abgeleitet werden. Aus
den Beziehungen [GRS07, Gl. 12.18, Gl. 12.20]
δ[k] d t 1, (59)
h[k − κ] d t e−jΩκH(e jΩ) (60)
ergibt sich folgende Übertragungsfunktion
H(e jΩ) = 1 + e−j1050Ω. (61)
Für den Betrags- und Phasenfrequenzgang ergibt sich
daraus
|H(ejΩ)| =
√
Re{H(ejΩ)}2 + Im{H(ejΩ)}2
=
√
2(1 + cos(1050Ω) (62)
und
arg{H(ejΩ)} = arctan
(
Im{H(ejΩ)}
Re{H(ejΩ)}
)
= −arctan
(
tan
(
1050Ω
2
))
= −1050Ω
2
mit − pi
2
≤ Ω ≤ pi
2
. (63)
Da nun die Information über Betrag und Phase feststeht, welche die Über-
tragungsfunktion vollständig beschreibt (vgl. Gl. (37)), kann nun auf die
Simulation des DUT übergeleitet werden.
5.1.2 Simulation des Device Under Test unter idealen Bedingun-
gen
Abb. 20 soll das Prinzip der nun folgenden Simulation veranschaulichen. Es
wird eine Eingangsfolge x[k] = δ[k] generiert, welche mit der Impulsantwort
h[k] aus Gl. (58) gefaltet wird. Das resultierende Ergebnis ist die Systemant-
wort y[k]. Mit der Kenntnis der Eingangs- und Ausgangsfolge kann nun über
die Entfaltung (vgl. Kap. 3) die Impulsantwort hm[k] berechnet werden. So-
mit kann überprüft werden, ob die berechnete Impulsantwort mit den theo-
retischen Überlegungen aus Kap. 5.1.1 übereinstimmt.
Für die Simulation (s. dut_test.py) wurde eine Abtastrate von 44100 Hz
gewählt.
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Abbildung 20: Prinzip der Simulation
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Abbildung 21: Über die Entfaltung berechnete Impulsantwort in einem
vergrößerten Bereich
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Abbildung 22: Betragsfrequenzgang der berechneten Impulsantwort
In Abb. 21-23 sind die Impulsantwort und der Frequenz- und Phasengang
dargestellt. Aus Abb. 21 wird ersichtlich, dass die Dirac-Impulse sich bei
den Samples 0 und 1050 befinden, sodass ein Bezug zu Gl. (58) hergestellt
werden kann. Für die Bewertung des Frequenzgangs bietet sich die Lage der
Nullstellen an.
Dazu muss zunächst festgestellt werden, wo sich die Nullstellen in der Theorie
befinden. Mit Gl. (62) ergibt sich folgende Berechnung:
√
2(1 + cos(1050Ω)
!
= 0
cos(1050Ω) = −1 (64)
Die Kosinus-Funktion wird für ungerade Vielfache von pi gleich -1. Daraus
resultiert für die normierte Kreisfrequenz Ω
Ω =
(2k − 1)pi
1050
. (65)
Für die Frequenz folgt aus Gl. (27)
f =
(2k − 1)fs
2100
. (66)
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Abbildung 23: Phasenfrequenzgang der berechneten Impulsantwort
Für die Nullstellen ergeben sich schließich konkrete Werte:
k = 1 : f = 21 Hz
k = 2 : f = 63 Hz
k = 3 : f = 105 Hz
k = 4 : f = 147 Hz
k = 5 : f = 189 Hz
k = 6 : f = 231 Hz
In Abb. 22, deren Abzisse im logarithmischen Maßstab angegeben ist, können
genau diese Frequenzen abgelesen werden, womit auch die Gl. (62) verifiziert
werden kann. Auch die Simulation der Phase in Abb. 23 entspricht der Er-
wartungshaltung, weil das Totzeitglied in der Impulsantwort δ[k−1050] einen
Abfall der Phase bis fs/2 (vgl. Gl. (63)) verursacht. Mit diesen Simulationen
konnte die Software bei der Berechnung der Impulsantwort auf ihre Gültigkeit
überprüft werden.
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Abbildung 24: Über die Entfaltung berechnete Impulsantwort mit über-
lagertem Kanalrauschen
5.1.3 Simulation des Device Under Test unter Einfluss des Rau-
schens
In der Praxis sind die Übertragungskanäle immer mit Rauschen überla-
gert. Grund dafür können das Quantisierungsrauschen des AD- und DA-
Wandlers, thermisches Rauschen der Bauelemente oder akustisches Umge-
bungsrauschen sein. Dabei sollen die Simulationen den Einfluss des in dem
DUT's vorkommenden additiven Rauschens auf die Impulsantwort darlegen
(s. dut_test_reality.py).
In Abb. 24-26 wird klar, dass sich das additive Rauschen nachteilig auf die
Impulsantwort ausübt, indem wichtige Signalinformationen verfälscht oder
verschleiert werden.
Für die Simulation jedoch bietet es eine sehr gute Möglichkeit das SNR zu be-
stimmen, da eben dieses SNR den Abstand zwischen Signal- und Rauschanteil
angibt. Bei einem über alle Messungen identisch zugefügten Rauschen kann
dann die Auswirkung der Fensterung auf das SNR bewertet werden.
5.2 Berechnung des Signal-Rausch-Verhältnisses
Zur Berechnung des SNR wurde das Vefahren namens Abstand des Grund-
rauschens zur Signalspitze gewählt, welches in [ISO] wie folgt beschrieben
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Abbildung 25: Betragsfrequenzgang der berechneten Impulsantwort mit
überlagertem Kanalrauschen
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Abbildung 26: Phasenfrequenzgang der berechneten Impulsantwort mit
überlagertem Kanalrauschen
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ist:
zehnfacher dekadischer Logarithmus des Verhältnisses des quadrierten Spit-
zenwerts des durch die Anregung verursachten und nach dem neuen Verfah-
ren erhaltenen Signalanteils zum quadratischen Mittelwert des unerwünsch-
ten Anteils des nach demselben Verfahren erhaltenen und nicht durch die
Anregung verursachten Signals
In mathematischer Formulierung ergibt sich daraus
PNR = 10 · log10
 A2kPeak
1
N
N−1∑
i=n
A2iNoise
 , (67)
wobei N die Länge der Impulsantwort, k die Stelle des Peaks, n die Anfangs-
stelle des Grundrauschens und i die Laufvariable ist. Die Einheit des PNR
ist dB 6. In der Realität ist es schwierig zu differenzieren, wann das Signal
vollständig in das Grundrauschen abgeklungen ist. In der Simulation jedoch
kann exakt zwischen Signal und Grundrauschen unterschieden werden. Eine
Testumgebung (peak_to_noise_ ratio.py) bietet die Möglichkeit diese Be-
rechnung zu verifizieren. In diesem Zusammenhang wurde eine abklingende
Exponentialfunktion implementiert, welche eine real gemessene Impulsant-
wort imitieren und approximieren soll (s. Abb. 27).
Diese künstliche Impulsantwort besitzt bei t=0 eine Amplitude von 1 und
danach exponentiell abfallendes Rauschen. Dabei können Parameter für die
Länge der Impulsantwort, für die Rauschenergie und für den Abfall der Rau-
schenergie in dB/s eingestellt werden. Für das Beispiel in Abb. 27 wurde
eine Länge von 2 s, eine anfängliche Rauschenergie von -15 dB und einen
Abfall der Rauschenergie um -200 dB/s gewählt. Die Rauschenergie in dB
gibt dabei immer den Effektivwert (engl. RMS: Root Mean Square) an.
Im nächsten Schritt wird nun die Impulsantwort mit mittelwertfreiem, weißen
gaußverteiltem Rauschen (engl. AWGN: Additive White Gaussian Noise)
überlagert. In [BSM+08, 16.70b] ist die Gaußverteilung definiert als
fGauss(t) =
1
σ
√
2pi
e−
(t−µ)2
2σ2 . (68)
6Das messtechnische Maß Abstand des Grundrauschens zur Signalspitze wird im
Folgenden als PNR (engl. Peak to Noise Ratio) abgekürzt
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Abbildung 27: Imitierte Impulsantwort
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Abbildung 28: Imitierte Impulsantwort mit AWGN
Daraus folgt eine Impulsantwort, dessen Signal so lange abfällt, bis nur noch
Grundrauschen vorhanden ist (s. Abb. 28b).
In diesem Beispiel beträgt die Energie des Systemrauschens -50 dB, woraus
ein zeitlicher Beginn des Grundrauschens bei 0.19 Sekunden folgt. Für das
PNR ergibt sich mittels Gl. (67) ein Wert von 49.9 dB. Dieser Wert erschließt
sich aus der Überlegung, dass der Abstand vom Signalpeak (=0 dB) zum
Grundrauschen (= AWGN = -50 dB (RMS)) genau 50 dB sind. Der Grund
der Abweichung um 0.1 liegt darin, dass die Mittelungslänge zu kurz gewählt
wurde. Wird das Rauschen mit einer höheren Mittelungslänge analysiert, so
wird der Fehler geringer.
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Abbildung 29: PNR in Abhängigkeit der Mittelungslänge
(pnr_depends_ on_averaging_length.py)
5.2.1 Einfluss der Mittelungslänge auf das PNR
Bei der Methode der Mittelung wird die Messung um eine Anzahl N wie-
derholt. Diese Messungen werden dann aufaddiert und durch die Anzahl der
Messungen dividiert. Dabei wird ausgenutzt, dass die Standardabweichung
des Signals proportial zu N wächst, wogegen die Standardabweichung des
Rauschens um den Faktor
√
N zunimmt [Ric]. Für das PNR folgt daraus
folgende Beziehung
PNR = 20 · log10
(√
N
)
+ PNRx, (69)
wobei 'PNR' das PNR nach der Mittelung und 'PNRx' das PNR vor der
Mittelung angibt. Für die Abbildungen aus diesem Unterkapitel wurden die
gleichen Parameter wie aus Kap. 5.2 verwendet. In Abb. 29 wird der Zusam-
menhang aus Gl. (69) deutlich. Bei z.B. 100 Messungen steigt das PNR um
20 dB. Es kann damit festgestellt werden, dass bei einer Verdopplung der
Mittelungslänge das PNR theoretisch um 3 dB zunimmt [ISO, 6.3.6].
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Abbildung 30: Das PNR in Abhängigkeit der Anregungsdauer
(pnr_depends_on_excitation_length.py)
5.2.2 Einfluss der Anregungslänge auf das PNR
Bei Betrachtung von Abb. 30 wird offensichtlich, dass das PNR auch von der
Dauer der Anregung abhängt. Der Grund liegt darin, dass bei einer größeren
Anregungslänge mehr Energie in den zu messenden Raum gegeben wird. In
[ISO, Kap. B6] ist beschrieben, dass bei einer Verdopplung der Anregungs-
länge, wie bei der Verdopplung der Mittelungslänge, sich das PNR um 3
dB erhöht. In [ISO, Kap. B6] wird außerdem empfohlen, dass eine längere
Anregungslänge gegenüber der Mittelung bevorzugt werden sollte, da dieses
Verfahren die Anfälligkeit zeitlicher Varianzen vermindert.
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6 Der Einfluss der Fensterung von Sweep-Signalen
In diesem Kapitel wird überprüft, inwiefern sich die Fensterung von Sweep-
Signalen auf die Güte der Impulsantwort auswirkt. Dabei ist das Ziel, die Wel-
ligkeiten, ausgelöst durch das schlagartige Ein- und Ausschalten des Sweep-
Signals (vgl. Abb. 6), durch Ein- und Ausblenden eines Fensters zu verrin-
gern.
6.1 Die Autokorrelation als Qualitätsmaß
Nach [GRS07, Gl. 18.50] gilt folgender Zusammenhang:
ϕyx[κ] = h[κ] ∗ ϕxx[κ] (70)
Wenn die Autokorrelationsfunktion (kurz: AKF) ϕxx[κ] des Eingangssignals
ein Dirac-Impuls ist, resultiert aus Gl. (70)
ϕyx[κ] = h[κ] ∗ δ[κ]
ϕyx = h[κ]. (71)
Dieser Zusammenhang zeigt, dass ein Dirac-Impuls als AKF exakt die gesuch-
te Impulsantwort ergibt. Für ein Sweep-Signal bedeutet das, dass seine AKF
möglichst genau einen Dirac-Impuls approximieren sollte. Ein in der Litera-
tur definiertes Fenster (vgl. Abb. 15) hat jedoch zu Folge, dass das gefensterte
Signal zu stark vom Originalsignal abweicht. Die AKF wird also in Hinsicht
auf die Dirac-Approximation beeinträchtig (vgl. log_sweep_akf_window.py,
lin_sweep_akf_window.py). Aus diesem Grund tritt Gl. (57) in Kraft. Es
wird vermutet, dass durch einstellbare Fade-in- und Fade-out-Längen des
Fensters ein Kompromiss zwischen Dämpfung der Welligkeiten im Frequenz-
bereich und Dirac-Approximation der AKF gefunden werden kann. Für den
Fensteryp kommt dafür nur das Kaiser-Fenster [OSB04, vgl. Gl. 7.59]
w[k] =
 I0
[
β
(
1−[ k−(N−1)/2(N−1)/2 ]
2)1/2]
I0(β)
, 0 ≤ k ≤ N − 1
0, sonst
(72)
in Betracht, da dieses einen Mittelweg zwischen Breite des Hauptschwingers
und Seitenbandunterdrückung zulässt. I(·) bezeichnet dabei die modifizierte
Bessel-Funktion erster Art Nullter Ordnung, vgl. dazu [BSM+08, Gl. 9.53a].
Die Problematik einer ungünstig gewählten Fensterlänge sollen die Abbil-
dungen 31-33 verdeutlichen. In Abb. 31 ist ein logarithmischer Sweep mit der
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Abbildung 31: Fensterung eines logarithmischen Sweeps
Dauer von 1 Sekunde mit einem Rechteckfenster und einem Kaiser-Fenster
dargestellt. Bei der Kaiser-Fensterung mit extremen Fade-in und Fade-out-
Zeiten wird deutlich, dass ein großer Teil der Signalinformationen hinsichtlich
des Originalsweeps verfälscht wird. Wie oben beschrieben, muss sich dies auch
nachteilig auf die AKF auswirken. Die rote Kurve in Abb. 32 spiegelt genau
das erwartete Verhalten von Abb. 31b wider, nämlich, dass sich das Maxi-
mum des ungünstig gefensterten Sweeps gegenüber der Rechteckfensterung
(hier: um etwa 9 dB) verringert hat. Schon ein β = 2 hat eine Verminderung
des Hauptmaximums in Vergleich zur Rechteckfensterung bei diesen Fade-in
und Fade-out-Zeiten (hier: um etwa 3 dB) zu Folge. Die gleiche Auswirkung
kann auch in der AKF eines linearen Sweeps beobachtet werden (s. Abb.
33). Eine ungünstig gewählte Fade-in- und Fade-out-Länge führt in diesem
Beispiel dazu, dass sich bei einem β=7 das Maximum um etwa 9 dB verrin-
gert hat. Zusammenfassend kann gesagt werden, dass ein zu hoch gewählter
Fade-in/Fade-out bei einem Sweep-Signal dazu führt, dass die Güte der Im-
pulsantwort beeinträchtigt wird.
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Abbildung 32: Autokorrelationsfunktion eines logarithmischen Sweeps
mit Rechteck- und Kaiser(Fade-in:500 ms, Fade-out:500ms)-Fenster
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Abbildung 33: Autokorrelationsfunktion eines linearen Sweeps mit
Rechteck- und Kaiser(Fade-in:500 ms, Fade-out:500ms)-Fenster
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6.2 Die Güte der Impulsantwort in Abhängigkeit der
Fade-in- und Fade-out-Zeiten
In diesem Kapitel wird untersucht, inwiefern sich die Fensterung mit unter-
schiedlichen Fade-in- und Fade-out-Zeiten auf die Güte der Impulsantwort
auswirkt. Dabei wurden unterschiedliche Sweeps, FIR-Filter, Gütemaße und
unterschiedliche Berechnungsmöglichkeiten der Entfaltung in Betracht gezo-
gen. Abb. 34 soll das verwendete Modell in der Implementierung veranschau-
lichen.
Abbildung 34: Signalflussidagramm zur Berechnung der Impulsantwort
Für ein weiteres Gütemaß neben dem PNR wurde der Abstand des idealen
Spektrums zum gemessenen Spektrum gewählt
Spektrale Distanz = 10 · log10
(
1
N
N−1∑
k=0
(Hkideal [µ]−Hkmeasured [µ])2
)
, (73)
wobei N die Länge der FFT, Hideal[µ] das ideale Spektrum und Hmeasured[µ]
das gemessene Spektrum ist. Für die Fade-in- und Fade-out-Messung für
den jeweiligen Sweep und FIR-Filter wurde dann das Maximum gesucht und
dieses durch das Ergebnis im dekadischen Logarithmus der spekralen Di-
stanz dividiert. Somit ist die Fade-in- und Fade-out-Messung miteinander
vergleichbar, wobei 0 dB das Worst-Case-Szenario darstellt und bedeutet,
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dass das gemessene Spektrum den größten Abstand zum idealen Spektrum
bei der entsprechenden Fade-in- und Fade-out-Länge besitzt.
Für die Berechnung der Entfaltung wurden 2 Ansätze gewählt. Der eine An-
satz besteht darin, dass das gefensterte Anregungssignal zur Berechnung der
Impulsantwort herangezogen wird. In dem anderen Fall beschränkt sich die
Berechnung der Impulsantwort auf das Anregungssignal ohne Fensterung.
Jedoch bleibt für diese beiden Ansätze der Punkt identisch, dass die gefens-
terten Anregungssignal mit dem FIR-Filter gefaltet werden.
Mit diesen verschiedenen Möglichkeiten zur Berechnung der Impulsanwort
können nun die Ergebnisse vorgestellt werden.
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6.2.1 Der Dirac-Impuls als FIR-Filter
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Abbildung 35: Logarithmischer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-in-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(log_sweep_kaiser_window_script1(_1).py)
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Abbildung 36: Logarithmischer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-out-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(log_sweep_kaiser_window_script2(_1).py)
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Abbildung 37: Linearer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-in-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(lin_sweep_kaiser_window_script1(_1).py)
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Abbildung 38: Linearer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-out-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(lin_sweep_kaiser_window_script2(_1).py)
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6.2.2 Die Bandsperre als IIR-Filter
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Abbildung 39: Logarithmischer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhän-
gigkeit der Fade-in-Zeit des Kaiser-Fensters (β = 7) beim
Bandsperre-Filter (fL = 5000 Hz, fH = 6000 Hz, order = 2)
(log_sweep_kaiser_window_script3(_1).py)
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Abbildung 40: Logarithmischer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhängig-
keit der Fade-out-Zeit des Kaiser-Fensters (β = 7) beim
Bandsperre-Filter (fL = 5000 Hz, fH = 6000 Hz, order = 2)
(log_sweep_kaiser_window_script4(_1).py)
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Abbildung 41: Linearer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhän-
gigkeit der Fade-in-Zeit des Kaiser-Fensters (β = 7) beim
Bandsperre-Filter (fL = 5000 Hz, fH = 6000 Hz, order = 2)
(lin_sweep_kaiser_window_script3(_1).py)
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Abbildung 42: Linearer Sweep (Länge: 1 s,
fstart = 1 Hz, fstop = 22050 Hz, fs = 44100 Hz) in Abhängig-
keit der Fade-out-Zeit des Kaiser-Fensters (β = 7) beim
Bandsperre-Filter (fL = 5000 Hz, fH = 6000 Hz, order = 2)
(lin_sweep_kaiser_window_script4(_1).py)
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6.2.3 Der bandbegrenzte Sweep
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Abbildung 43: Logarithmischer Sweep (Länge: 1 s,
fstart = 100 Hz, fstop = 5000 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-in-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(log_sweep_kaiser_window_bandlimited_script5(_1).py)
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Abbildung 44: Logarithmischer Sweep (Länge: 1 s,
fstart = 100 Hz, fstop = 5000 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-out-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(log_sweep_kaiser_window_bandlimited_script6(_1).py)
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Abbildung 45: Linearer Sweep (Länge: 1 s,
fstart = 100 Hz, fstop = 5000 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-in-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(lin_sweep_kaiser_window_bandlimited_script5(_1).py)
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Abbildung 46: Linearer Sweep (Länge: 1 s,
fstart = 100 Hz, fstop = 5000 Hz, fs = 44100 Hz) in Abhängigkeit der
Fade-out-Zeit des Kaiser-Fensters (β = 7) beim Dirac-Impuls-Filter
(lin_sweep_kaiser_window_bandlimited_script6(_1).py)
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6.3 Auswertung der Messungen
Wird ein Dirac-System mit einem logarithmischen Sweep angeregt, so zeigt
das PNR bei steigendem Fade-in ein abklingendes Verhalten ab einer hohen
Fade-in-Länge. Bei steigendem Fade-out klingt das PNR sehr viel schneller
mit einer größeren Amplitude ab. Grund dafür ist, dass bei einem logarith-
mischen Sweep die hohen Frequenzen bei einem Fade-out stärker zeitlich
begrenzt werden, als die tiefen Frequenzen bei einem Fade-in. Dieses wird in
Abb. 36a,b durch einen Sprung um 23 dB ersichtlich. Auch die Tatsache, dass
das PNR bei einer hohen Fade-in/Fade-out-Länge abfällt, kann aus Kap. 6.1
bestätigt werden. Das für die Entfaltung ungefensterte Spektrum zeigt ein
anderes Abklingverhalten, was jedoch gegenüber der Entfaltung mit einem
gefensterten Spektrum in dem Punkt übereinstimmt, dass keine Vergröße-
rung des PNR's erzielt wurde. Auch die spektrale Distanz in Abb. 35b-36b
lässt keine Vergrößerung der Güte der Impulsantwort erkennen. Bei einem
linearen Sweep ist in Abb. 37-38 zu erkennen, dass sowohl die Fade-in als
auch die Fade-out-Länge den gleichen Einfluss auf das PNR und die spektra-
le Distanz haben. Grund dafür ist, dass bei einem linearen Sweep die hohen
Frequenzen bei einem Fade-out im gleichen Maße zeitlich begrenzt werden,
wie die tiefen Frequenzen bei einem Fade-in. Auch bei dem linearen Sweep
wurde bei einem Dirac-Impuls-Filter kein Anstieg der Gütemaße erkennbar.
Bei der Verwendung einer Bandsperre als Filter zeigt das PNR beim Fade-
in/Fade-out sowohl für den logarithmischen als auch für den linearen Sweep
ein gleiches Abklingverhalten wie für einen Dirac-Impuls-Filter. In Abb. 39b
jedoch ist für die spektrale Distanz für die Berechnung der Entfaltung mit
ungefenstertem Spektrum ein Anstieg ab 800 ms erkennbar, welcher jedoch
kritisch hinterfragt werden muss. Wie in Kap. 6.1 gezeigt wurde, nimmt bei
der Autokorrelationsfunktion des Anregungssignals bei einer zu hoch gewähl-
ten Fade-in- oder Fade-out-Länge die Approximation zu einem Dirac-Impuls
ab, womit sich folglich auch die Güte der Impulsantwort verringert. Für die
Messung mit einem Bandsperre-Filter scheint die Berechnung des spektralen
Abstands kein verlässliches Gütemaß zu sein.
Die Auswirkung der Fensterung bei einem bandbegrenzten Sweep unterschei-
det sich im Gegensatz zu den Abbildungen aus Kap. 6.2.1/ 6.2.2. Das PNR
zeigt gleich zu Beginn der Fade-in/Fade-out-Zeit einen nahezu senkrechten
Anstieg und verhält sich dann konstant mit anfänglichen Peaks. Dieser Ver-
lauf konnte im Rahmen dieser Bachelorarbeit nicht geklärt werden. Es wird
jedoch auch bei diesen Messungen kein Anstieg der Güte aufgrund der Fens-
terung erkennbar. In Abb. 44a ist sogar ein Abfall in einen negativen PNR-
Bereich zu beobachten, was bedeutet, dass das Rauschen größer ist als der
Signalpeak.
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7 Zusammenfassung
In dieser Bachelorarbeit wurde das Verhalten von Impulsantworten unter
Einfluss der Fensterung von Sweep-Signalen untersucht. Dazu wurde eine
Software erarbeitet, die es ermöglicht, die Messung von Impulsantworten zu
simulieren. Darüber hinaus kann sie durch die strikte Trennung von Mess-
und Simulations-Modul für reale Messungen von Impulsantworten verwen-
det werden. In diesem Kontext wurde die Synthese von Sweep-Signalen im
Zeitbereich, das Design verschiedener Prüflinge und die Berechnung der Im-
pulsantwort sowie die Bestimmung verschiedener Gütemaße unter Einfluss
des Rauschens umgesetzt. Die Implementierung wurde mittels verschiede-
ner Messungen (s. Kap. 5) verifiziert. Für die Simulation der Fensterung
von Sweep-Signalen im Zeitbereich konnte jedoch keine Verbesserung der
Güte der Impulsantwort beobachtet werden. Es scheint, als würden die ge-
wählten Gütemaße und DUT's kein ausreichendes Maß für die Beurteilung
der Auswirkung der Fensterung auf die Impulsantwort darstellen. Für die
Zukunft ließe sich die Software aufgrund der Open-Source-Implementierung
weiterentwickeln, sodass ein positiveres Ergebnis durch die Fensterung von
Sweep-Signalen auf die Güte der Impulsantwort erreicht werden könnte.
50
A Anhang
A.1 Zeitdiskrete Fouriertransformation
[GRS07, Gl. 12.13]
DTFT : X(ejΩ) = F∗{x[k]} =
∞∑
k=−∞
x[k]e−jkΩ
[GRS07, Gl. 12.16]
Inverse DTFT :x[k] = F∗{X(e jΩ)} = 1
2pi
pi∫
−pi
X(e jΩ)e jkΩdΩ
A.2 Diskrete Fouriertransformation
[OSB04, vgl. 8.11]
DFT : X[µ] = DFTN{x[k]} =
N−1∑
k=0
x[k]e−j
2pi
N
µk
[OSB04, vgl. 8.12]
Inverse DFT : x[k] = IDFTN{X[µ]} = 1
N
N−1∑
µ=0
X[µ]e j
2pi
N
µk
A.3 Diskrete Faltung
[GRS07, Gl. 12.49]
x[k] ∗ h[k] =
∞∑
κ=−∞
x[κ]h[k − κ]
A.4 Dirac-Impuls
[GRS07, vgl. Gl. 8.13]
Ausblendeigenschaft :
∞∑
k=−∞
x[k]δ[k − κ] = x[κ]
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A.5 Auto- und Kreuzkorrelation
[GRS07, vgl. Gl. 17.23]
Autokorrelation : ϕxx[κ] = E{x[k + κ] · x[k]}
[GRS07, vgl. Gl. 17.46]
Kreuzkorrelation : ϕxy[κ] = E{x[k + κ] · y[k]}
A.6 Auto- und Kreuzleistungsdichtespektrum
[GRS07, vgl. Gl. 17.69]
Autoleistungsdichtespektrum : Φxx(e
jΩ) = F∗{ϕxx[κ]}
[GRS07, vgl. Gl. 17.70]
Kreuzleistungsdichtespektrum : Φxy(e
jΩ) = F∗{ϕxy[κ]}
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