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RESUME
La cartographie des bio-régions des océans est d'une importance clé pour permettre une meilleure
compréhension des dynamiques des écosystèmes qui y sont présents et permettre une saine gestion de
ceux-ci. Les classifications actuelles utilisent les mêmes combinaisons d'attributs soit : la bathymétrie,
la température de surface, la concentration en chlorophylle a et certaines luminances normalisées (443
nm, 520 nm 550 nm). L'utilisation de la variabilité de 2e ordre du signal optique de la chlorophylle a a
permis de mettre en évidence d'autres attributs globaux, indépendants de la concentration en
chlorophylle a, ouvrant la porte à de nouvelles démarches de classification non dirigée des océans en
provinces biogéochimiques. L'objectif de l'étude est de développer une méthode de classification
dynamique, non dirigée des provinces océaniques en utilisant une combinaison de données satellitaires,
soit : les signatures optiques des constituants biochimiques présents dans l'océan et les propriétés
physiques des masses d'eau selon une nouvelle approche intégrant à la fois des informations
complémentaires et indépendantes de la chlorophylle a. Le but étant d'effectuer la classification des
provinces océaniques de l'Atlantique Nord pour la période de disponibilité des données MODIS Aqua
(2002-2012) et de déterminer l'évolution spatiale des provinces océaniques et leur succession au fil du
temps. L'application de différentes techniques de classification a été réalisée sur deux jeux de données
mis en place pour les besoins de l'étude. Les résultats montrent que la méthode K-mean et la méthode
DBSCAN ne sont pas appropriées pour classifier de manière dynamique les provinces bio-optiques de
l'Atlantique Nord. Une nouvelle méthode de classification : PRODLNCAN, a été développée pour
combler les lacunes de ces techniques. Les résultats obtenus par cette méthode permettent de confirmer
le potentiel d'améliorer la classification océanique par l'utilisation de la variabilité de 2e ordre du signal
optique de la chlorophylle a mais n'ont pas permis la création d'un patron de classification dynamique
pour l'Atlantique Nord. Ceux-ci permettent de préciser le processus de résolution de ce problème par
l'implémentation d'un jeu de données spécifiquement choisi d'un point de vue spatial et temporel.
L'analyse dynamique a permis de confirmer le potentiel de l'utilisation de la variabilité de 2e ordre du
signale optique de la chlorophylle a combinée à la température de surface de l'eau et de la
concentration en chlorophylle a pour mieux définir des régions bio-optiques ayant des signatures
phénologiques distinctives.
Mots-clés : Classification, Clustering, Provinces, MODIS Aqua, Variabilité seconde
ABSTRACT
Mapping bioregions of the océans is of key importance for a better understanding the dynamics of
ecosystems in océans and ensure the adéquate management of them. Actual existing classifications use
the same combinations of attributes including: bathymetry, sea surface température, ehlorophyll
concentration and certain standard luminance (443 nm, 520 nm 550 nm). The use of seeond order
variability of optical signais from ehlorophyll a suggest other possible global attributes, independent of
ehlorophyll a concentration, opening doors to new approaehes in unsupervised elassification of océans
biogechimical provinces. The objeetive of the study is to develop a method of océan provinces dynamic
unsupervised elassification, using a combination of satellite data as : optical signatures of bioehemical
constituents in the oeean and the physical properties of water masses aeeording to a new approaeh that
intégrâtes both information complementary and independent of ehlorophyll a. The goal is to perform
the classification of oceanic provinces of the North Atlantic for the availability period of MODIS Aqua
(2002-2012) and to détermine the spatial évolution of oceanic provinces and their suceession over time.
Différent techniques of classification were carried ont on two data sets developed for the purposes of
the study. The results show that the K-mean and DBSCAN method are not appropriate to perform bio-
optical provinces dynamic classification of the North Atlantic. A new method of classifieation:
PRODENCAN was developed to fill the gaps of these techniques. The results obtained by this method
ean confirm the potential to improve the classification by the use of seeond order variability of
ehlorophyll a optical signais but have not yet led to the ereation of a dynamic pattem classification for
North Atlantic. Nevertheless, they allow to specify the process for solving this problem by
implementing a set of specifieally training data spatially and temporally ehosen. Dynamic analysis bas
confirmed the potential for the use of second order variability of ehlorophyll a optical signais
combined with sea surface température and the ehlorophyll a concentration to better define bio-optical
régions with distinctive phenology signatures.
Keywords : Classification, Clustering, Provinces, MODIS Aqua, Second variability
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N.B. Dans ce document, le terme : « clustering » est utilisé. Il est parfois difficile d'attribuer un
terme français lorsque son utilisation est majoritairement répandue en anglais. Selon le grand
dictionnaire terminologique de l'Office québécois de la langue française, le terme est un anglicisme
référant à l'analyse de groupement ou algorithme de groupement. Cependant, le terme clustering est
utilisé sous une forme scientifique courante en français. Par exemple, en 2009, une thèse de doctorat a
été remise à l'Université de Sherbrooke, en français, en utilisant le terme clustering. C'est dans cette
optique que je vais préférer dans ce texte l'emploi natifdu terme à son équivalent francophone pouvant
induire un biais dans la compréhension des méthodes.
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1. Introduction
Les océans recouvrent plus de 70 pourcents de la surface de notre planète, soit aux alentours de 357
000 000 km^ (Erickson, 1988). L'importance de ceux-ci est évidente, tant au niveau de la production
d'oxygène, les échanges de flux thermiques et, entre autres : les ressources renouvelables et non
renouvelables que ceux-ci possèdent. L'évolution des techniques d'exploitation et l'augmentation du
prix des différentes ressources transforment l'échiquier géopolitique des océans.
La disponibilité de données optiques provenant de satellites durant les deux dernières déceimies a
modifié drastiquement notre perception des océans à l'échelle globale et a permis de nombreuses études
sur la distribution spatiale et temporelle des algues microscopiques formant le phytoplancton (e.g.
Longhurst et al., 1995, Martin Traykovski et Sosik, 2003, Olivier et al., 2008, Hardman-Mountford et
al., 2008).
Cette nouvelle ère débute en 1978 avec le lancement du capteur expérimental CZCS (Costal Zone
Color Scanner) à bord du satellite Nimbus 7. Les données de ce capteur ont démontré leurs utilités pour
l'étude de la distribution des pigments du phytoplancton à plusieurs échelles et pour un grand éventail
d'environnements (McClain, 1993). Cependant, d'autres constituants absorbent ou rétrodiffusent le
rayonnement solaire, soit : les particules organiques, les particules inorganiques et la matière organique
colorée dissoute (e.g. Sathyendranath et al., 1989; Carder et al., 1991; Stramski et al., 1999), entraînant
des biais dans l'évaluation des constituants biochimiques des zones étudiées.
La mise en évidence de l'efficacité de la télédétection spatiale pour l'étude des océans a mené au
lancement du capteur SeaWiFS en 1997 à bord de la plateforme OrbView-2 et de plusieurs autres par la
suite tel que la série de capteurs MODIS à bord de la plateforme Terra en 1999 puis Aqua en 2002.
Malgré des capteurs puissants, l'écologie marine est considérée en retard de plusieurs décennies sur
l'écologie terrestre (Morrison et al., 1998). Une des raisons qui explique ce retard est : la difficulté à
cartographier des biomes végétaux mobiles. En effet, les variations saisonnières et la réaction rapide
d'un écosystème aquatique à la quantité de producteurs primaires présents rendent nécessaire une
cartographie dynamique et une classification automatisée des provinces biochimiques pour mieux
comprendre les dynamiques des milieux marins, mais aussi pour permettre une meilleure protection et
gestion de ceux-ci (Gregr et Bodtker, 2006).
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1.1 Problématique
Plusieurs approches (e.g. Longhurst et ai. 1995, Olivier et al., 2008, Hardman-Mountford et al. 2008)
ont été développées afin de eartographier les provinces océaniques, utilisant principalement l'analyse
par imagerie satellitaire optique. Au niveau statique, une cartographie des provinces océaniques a été
réalisée par A.R. Longhurst (1998).
La préoccupation scientifique d'avoir une classification adéquate des biomes marins est telle qu'un
rapport de l'International Ocean-Colour Coordinating Group (lOCCG) y est consacré entièrement
(Dowell et Platt, 2009). Cependant, que ce soit au niveau statique ou dynamique, les classifications
actuelles utilisent les mêmes combinaisons d'attributs soit : la bathymétrie, la température de surface, la
concentration en chlorophylle a et certaines luminances normalisées (443 nm, 520 nm, 550 nm, eg. :
Martin Traykovski et Sosik, 2003).
L'approche de Brown et al. (2008) consistant à utiliser la variabilité de 2® ordre du signal de
chlorophylle a a permis de mettre en évidence d'autres attributs globaux, indépendants de la
concentration en chlorophylle, ouvrant ainsi la porte à une nouvelle démarche de classification non
dirigée de l'océan en provinces biogéochimiques.
1.2 Objectifs
L'objectif de ce projet est de développer une méthode de classification dynamique, non dirigée des
provinces océaniques, en utilisant une combinaison de données satellitaires, soit : les signatures
optiques des constituants biochimiques présents dans l'océan et les propriétés physiques des masses
d'eau selon une nouvelle approche intégrant à la fois des informations complémentaires et
indépendantes de la chlorophylle a.
Le projet repose sur deux objectifs secondaires :
• Effectuer la classification des provinces océaniques de l'Atlantique Nord pour la période de
disponibilité des données MODIS Aqua (2002-2012).
• Déterminer l'évolution spatiale des provinces océaniques et leur succession au fil du temps.
1.3 Hypothèse
Les provinces biogéochimiques océaniques sont déterminées par les variations physiques, chimiques et
biologiques de l'environnement marin, elles sont ainsi définies comme des régions ayant des
caractéristiques semblables (Longhurst et al., 1995). La luminance normalisée, telle que mesurée par
les satellites, permet l'observation de certaines de ces caractéristiques. Il est donc possible d'identifier
des provinces biogéochimiques à l'aide de la télédétection (Dowell et Platt, 2009), ce qui est
généralement fait par l'utilisation de la concentration en chlorophylle a et de la température de surface
(ex. : Martinez et al., 2009, Oram et al., 2008).
Hypothèse de l'étude : L'utilisation des paramètres optiques provenant de la variabilité de second
ordre, indépendants du signal de la chlorophylle a pourrait permettre une
meilleure classification des provinces biogéochimiques, par l'apport
d'attributs indépendants de la température et de la concentration en
chlorophylle a tout aussi importants pour une classification.
1.4 Plan générai du mémoire
Le chapitre 2 décrit sommairement la physique optique de l'eau et des constituants présents ainsi que
les algorithmes permettant d'obtenir certaines informations telles que la concentration en chlorophylle
a et des anomalies de signal en utilisant la variabilité de second ordre du signal optique. À l'intérieur de
ce chapitre, on retrouve aussi une revue de littérature des autres méthodes classifications employées en
océanographie ainsi qu'un survol des différentes familles de méthodes d'analyse par clustering.
Le chapitre 3 précise la délimitation du site d'étude, les données satellitaires et leurs prétraitements
ainsi que la méthodologie utilisée pour parvenir à un résultat de classification dynamique et d'analyse
temporelle. Le chapitre 4 présente les résultats obtenus, tant au niveau de la conception d'un nouvel
algorithme de clustering et les résultats produits par celui-ci que des résultats de l'analyse temporelle.
Le chapitre 5 contient une série de comparaisons entre les résultats de la présente étude et les résultats
d'études réalisées préalablement dans la communauté scientifique. Ce chapitre démontre aussi la
contribution de cette étude au niveau des méthodes de classification et de l'avancement de la
classification océanique au sens large.
2. Cadre théorique
Ce chapitre se divise en deux grandes parties. La première, se veut être un survol de l'étude de la
radiométrie de la couleur de l'eau ainsi qu'une présentation des algorithmes menant à la production des
attributs utilisés pour cette étude. La deuxième est une revue des différentes classifications océaniques
réalisées à l'échelle globale ou à celle du domaine d'étude pour démontrer le caractère novateur de
l'approche choisie dans la présente étude. Dans cette partie, une section est consacrée aussi à un survol
de l'analyse par clustering ainsi que deux sections spécifiques à l'analyse par l'algorithme des K-
moyennes et par la méthode DBSCAN.
2.1 La radiométrie des couleurs de l'eau
L'étude radiométrique de la couleur de l'eau consiste à étudier le spectre de la lumière rétrodiffusé.
Ainsi, deux paramètres sont à prendre en compte : l'absorption et la diffusion de l'eau. L'eau diffuse
plus fortement dans les courtes longueurs d'onde. La théorie d'Einstein-Schmoluchowski explique ce
phénomène et l'indice de diffusion de l'eau de mer a été formulé par André Morel (Morel, 1974).
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Figure 1 : L'absorption du rayonnement en fonction de la longueur d'onde pour l'eau pure (à
gauche) et la profondeur de pénétration de la lumière selon la longueur d'onde illustrée en haute
mer (droite)
Source : Pope et Fry (1997) Kyle Carothers, NOAA-OE
Le coefficient d'absorption de l'eau pure (Figure 1) est plus élevé dans la partie rouge du spectre que
dans le bleu. Ainsi, l'observation de l'eau d'un point de vue aérien ou de l'espace possède ses limites .
Par exemple : après quelques mètres, les longueurs d'onde correspondant au rouge sont complètement
absorbées. Les algorithmes développés en fonction des couleurs de l'océan nous donnent une vision sur
l'eau de surface. Cependant, de fortes corrélations ont été observées entre la concentration de
chlorophylle a intégrée sur la profondeur et la concentration de chlorophylle a observée par satellite
(Morel et Berthon, 1989).
L'étude des océans ou de toute surface d'eau par télédétection est basée sur les propriétés optiques de
l'eau elle-même, mais aussi des autres constituants colorés présents. Ces constituants affectent à des
longueurs d'onde différentes le signal rétrodifïusé, que ce soit par l'absorption ou la diffusion de la
lumière provenant du soleil. On peut regrouper ces constituants en trois types : végétaux, organiques et
inorganiques.
La télédétection des masses d'eau océaniques se divise elle-même en deux grandes catégories. Les
eaux du cas 1 et les eaux du cas 2 (Morel et Prieur, 1977). Le cas 1 représente les eaux où les propriétés
optiques covarient avec la biomasse (le phytoplancton et les produits de dégradation), alors que le cas 2
représente tous les autres types d'eau (Morel et Prieur, 1977). Les eaux du cas 1 regroupent l'ensemble
des masses d'eau qui ne sont pas directement en contact avec les eaux douces et les eaux côtières (aussi
appelées eaux ouvertes). Ils possèdent généralement une quantité de sédiments en suspension
négligeable. Les eaux du cas 1 ont été les premières régions où des algorithmes fonctionnels de
télédétection ont été développés en océanographie optique, car la couleur de l'océan est principalement
influencée par la biomasse en phytoplancton, exprimé selon la concentration en chlorophylle a; les
autres constituants étant relativement dépendants de cette variable.
2.1.1 La concentration en chlorophylle a : l'algorithme 0C3M
La concentration en chlorophylle a (CHL a, mg-rrT^) pour cette étude est obtenue grâce à un
algorithme empirique utilisant un rapport de différentes bandes. Les pigments du phytoplancton
absorbent plus fortement dans les longueurs d'onde du bleu que celles du vert, ce qui permet de
quantifier la concentration présente dans les eaux de surface.
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Figure 2 : Spectre d'absorption du phytoplancton
Source : Ciotti et al., 2002
La chlorophylle a possède deux pics d'absorption caractéristiques, soit dans le bleu à 443 nm et dans le
rouge à 676 nm. La figure 2 permet d'observer ces mêmes pics d'absorption dans le phytoplancton de
manière plus ou moins prononcée selon la fraction de taille dominante de la chlorophylle a. Étant
donné la forte absorption dans le rouge par l'eau, les rapports utilisés pour l'extraction de l'information
sont dans le bleu et le vert. Dans le cas de l'algorithme de MODIS 0C3M (O'Reilly et al, 2000), les
rapports utilisés sont respectivement 443 nm/547 nm et 488 nm/547 nm. Voici les équations de
l'algorithme 0C3M version 4 :
log 10 [C//I ]=«0+a, X+«2 ^+ûr3 +ûf4
ou
X=log
max[Rrs^^^Rrs^^^)
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Rrs547
Éq. (la)
Éq. (Ib)
et où les coefficients «g, a,, Oj, a-^,a^ sont respectivement 0.2424, -2.7423, 1.8017, 0.0015 et
-1.2280 et où RrShand sont les réflectances des bandes spectrales centrées à 443 nm, 488 nm et
547 nm (ùanûN{443,488,547}).
La relation entre le rapport maximal entre les bandes (MBR) utilisé par 0C3M et la concentration en
chlorophylle a obtenue à partir de mesures in situ (figure 3) est bien corrélée. Cependant, on remarque
une dispersion des données autour de cette relation empirique utilisée pour la quantification de la
concentration en chlorophylle a. Cette distribution peut s'attribuer à des erreurs de mesure, tant au
niveau des données terrain échantillonnées qu'au niveau des altérations du signal par les constituants
atmosphériques et aussi aux variations régionales et saisonnières du phytoplancton (Szeto et al., 2011).
Cependant, un bon nombre de recherches (e.g. Loisel et al., 2002, Siegel et al., 2002, Morel, 2009) se
sont penchées sur une troisième possibilité : que les constituants présents dans les eaux de type 1
peuvent ne pas covarier fortement avec la concentration en chlorophylle a. Ces recherches sont à
l'origine de l'utilisation de la variabilité de second ordre du signal optique.
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Figure 3 : Relation entre le maximum de réflectance entre les bandes spectrales centrées à (443 nm
ou 490 nm) sur 550 nm et la concentration en chlorophylle a
Source : Campbell et Moore, 2002
2.1.2 Produits de la variabilité de second ordre du signal optique
Des algorithmes ont été mis au point (Brown et al., 2008) afin d'obtenir des paramètres optiques en
utilisant la variabilité de second ordre du signal optique. Le principe de la variabilité de second ordre
est, tel que survolé dans la section précédente, de soustraire la variation associée à la chlorophylle a et
ses produits affiliés, et d'utiliser les résidus du signal pour obtenir davantage d'informations sur les
paramètres optiques de l'eau et des constituants présents qui varient indépendamment de la
concentration en chlorophylle a.
Cette technique a permis de mettre en place des équations pour obtenir les anomalies d'absorption à
partir de la variabilité de second ordre du signal optique du rapport de luminance normalisée à 412 nm
et 488 nm et les anomalies de rétrodiffusion à partir de seconde variabilité du signal optique à 547 nm.
indépendant de la chlorophylle a et des produits de décomposition de celle-ci.
Pour retirer l'influence du premier ordre de variabilité, notre étude utilisera la même méthode de
Brown (2008), bien que d'autres méthodes similaires peuvent être utilisées (Alvain et al., 2005). Il
s'agit de déterminer le MBR; une méthode empirique qui possède l'avantage de conserver un haut
rapport signahbruit (e.g. O'Reilly et al, 1998).
Les bandes utilisées sont les mêmes que pour l'algorithme de la concentration en chlorophylle a, soit le
rapport :
max (nZw443
MBR E-- q. (2)
nLw^„
Où nLwbami est la luminance normalisée de surface pour les bandes spectrales
(ùant/={443,488,547}). centrées respectivement à 443 nm, 488 nm et 547 nm.
Une relation polynomiale d'ordre 5 ou 6 est appliquée pour les luminances normalisées moyennes ou
les rapports de radiances normalisées moyennes en fonction du MBR comme montrés dans la figure ci-
dessous.
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Figure 4 : Luminances normalisées moyennes en fonction du MBR
Source : Brown et al., 2008
Afin d'obtenir l'anomalie d'absorption de seconde variabilité du signal optique du rapport de luminance
normalisée 412 nm/488 nm et l'anomalie de rétrodiffusion de seconde variabilité du signal optique à
547 nm, il convient de retirer du signal rétrodifïusé la partie provenant de la variabilité d'ordre 1. Pour
ce faire, on utilise respectivement les équations suivantes :
Éq.(3a)
4gg 488 488
ou :
bandl n _ ^^^tandi Note : Cette formulation du ratio est employée par la suite dans
et :
ou :
bcind2 ^R^hand2 le document.
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^Lw
de luminance calculés en fonction du MBR.
nLw^ et sont respectivement des valeurs et des rapports moyens
488
L'anomalie de signal rétrodiffusé du ratio à 412 nm et 488 nm ( ), est associée à l'absorption par
la matière colorée dissoute (CDOM), alors que l'anomalie de signal de rétrodifïusion à 547 nm ( ^5547
), est associée à la rétrodiffusion par les particules en suspension (Brown et al., 2008).
2.2 La classification des provinces océaniques
La recherche en classification océanique n'a débuté sérieusement qu'avec l'avènement de l'imagerie
satellitaire. Un bon nombre d'études ont déjà été réalisées par le passé. La première partie de cette
section porte sur une revue de littérature des précédentes études alors que la seconde partie traite des
types d'analyses par clustering, une famille de techniques utilisées en classification présente de manière
extensive en télédétection.
2.2.1 La classification océanique de 1995 à aujourd'hui
Pour cerner le caractère novateur de ce projet de recherche, il importe de faire un survol synthétique
des autres études portant sur la classification des provinces biogéochimiques. Ce regard aux études
passées pourrait débuter plus tôt, mais l'année 1995 correspond à la première publication de A. R.
Longhurst, qui a mis en évidence des « domaines », reconnus maintenant comme étant les 4 principaux
biomes océaniques, soit : les biomes polaires, les biomes des vents d'ouest, les biomes des alizés et les
biomes côtiers. Longhurst définit par la suite des sous-régions, appelées provinces biogéochimiques ou
provinces écologiques. Ces provinces, découpées selon des frontières linéaires représentent une étape
intermédiaire à la solution de classification océanique et la prochaine étape consiste à mettre en place
un découpage dynamique dont les frontières sont libres de se déplacer (Dowel et Platt, 2009). La
classification de A. R. Longhurst est très souvent utilisée, tant comme intrant pour la création de
classifications dynamiques que pour des fins de comparaison.
Le rapport no.9 de l'IOCCG (lOCCG, 2009) est consacré entièrement à la problématique de la
classification des provinces écologiques océaniques à partir de la couleur radiométrique de l'eau.
Plusieurs études et approches sont abordées dans ce rapport. Le tableau 1 fait référence à certaines
études citées dans celui-ci ainsi que d'autres études relevées lors de la revue de littérature des méthodes
de classification océaniques.
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Tableau 1 : Résumé d'études portant sur la classification des provinces océaniques
Auteur/Nom du modèle Données source Région/Résolution
spatiale/temporelle
Attributs de classification Remarque Année
D'Ortenzio et al. SeaWiFSCHLa
CZCSCHLa
model SODA
mixed layer depth
Global (>50°Net
S)/
27
1979-1983 et 1998-
2002
Concentration en chlorophylle a
Profondeur de la couche de mélange
Analyse par « clustering » de type K-
moyennes sur des vecteurs de concentration
de chlorophylle annuelle et sur des vecteurs
de profondeur de la couche de mélange (2
études séparées)
2012
D'Ortenzio et al. SeaWiFS CHLa Régional/
18km/
Intégration sur
l'ensemble des
données 1997-2007
Zones :
o  Côtières 1 et 2
o  Bloom
o  Intermittent
o  Pas de bloom 1-2-3
Analyse par « clustering » de type K-
moyennes sur des vecteurs de concentration
de chlorophylle annuelle.
2009
Martinez et al. CZCS et
SeaWiFS CHL a,
SST (source non
mentionnée)
Global/
17
Intégration sur
l'ensemble des
données(1979-
1983+1998-2003)
Taux de variation positif ou négatif de la
concentration en chlorophylle a et de la SST
Analyse de fonctions orthogonales
multivariables empiriques, classification
statique sur une base pluricycles/annuelle
2009
Oram et al. SeaWiFS CHL a,
AVHRR SST
Local (sud
californien)/
1km (32x32)/
saisonnier
Gradient de variation de la chlorophylle a et de la
SST
Classification qui n'apporte pas de provinces
bien définies, met en évidence des régions
similaires
2008
Hardman-Mountford et al. SeaWiFS CHL a Global (>50°Net
S)/
9km/ mensuel
Concentration en chlorophylle a Classification hiérarchique, fait à partir d'une
ACP temporelle (mois) et d'une analyse par
« clustering » SIMPROF
2008
Alvain et al. / PHYSAT SeaWiFS nLw(
412 nm, 443 nm,
490 nm, 51G nm,
555 nm)
Global /
36km/
mensuel
Groupe de phytoplancton dominant
o  Haptophytes
o  Prochlorococeus
o  Synechococcus
o  Diatomés
Un modèle qui utilise la variabilité de second
ordre du signal de couleur de l'eau.
2008
Olivier et al. MODIS nLw(443
nm, 551 nm),
SST 11 umjour
Global/
36km/
Mensuel et annuel
95% de la variance du signal rétrodiffusé mesuré par
MODIS provient des attributs : 443 nm, 551 nm et
11 um (jour)
Analyse par « clustering » de liaisons
agglomérant de Ward et K-moyennes et calcul
de la précision des frontières entres les
provinces
2008
Gregr et al. Général
circulation model
Régional (pacifique
nord)/
17 saisonnier
Tension du vent, vitesse des courants de surface,
salinité surface, température surface
Analyse par « clustering » de type K-
moyennes et H-moyennes, aucune donnée
provenant directement d'observation terrain
ou à distanee
2007
Martin Traykovski et Sosik CZCS et
SeaWiFS
nLw(443 nm, 520
nm, 550 nm)
Régional (golf du
Maine)/
1km/
journalier
Types d'eau (côtières, Gulf Stream, etc.)
Coccolithophores
Analyse par « clustering » de centre de masse
appliqué avec la distance euclidienne et le
vecteur propre
2003
Longhurst et al. CZCS nLw(440
nm et 550 nm)
Global/
17
mensuel
Production primaire calculée à partir de la
concentration en chlorophylle a
Bathymétrie
Classification statique, utilisation de
paramétres géographiques
1998
Note : Sea surface température (SST)
En observant les attributs utilisés pour la classification des provinces océaniques des recherches
précédentes (tableau 1), il ressort clairement que la concentration en chlorophylle a et la température de
surface sont 2 attributs largement utilisés. La présente étude est novatrice, car en plus d'utiliser ces
deux attributs, celle-ci utilise aussi les anomalies de signal provenant de la variabilité de second ordre
du signal optique. Un autre constat sur ce tableau résumé est que les études utilisent largement l'analyse
par clustering de type K-moyennes.
2.2.2 La classification et l'analyse par clustering
Plusieurs termes et techniques sont utilisés en classification et en analyse par clustering. L'objectif de
cette section est de dresser un portrait global de ceux-ci afin de préciser les orientations de ce projet par
rapport à la panoplie d'approches possibles. L'analyse par clustering est un regroupement de techniques
de classification.
Méthode d'apprentissage
La classification des données se sépare en deux grandes familles de techniques : les méthodes
d'apprentissage dirigées et celles non dirigées. Les méthodes d'apprentissage dirigées consistent à
déterminer un patron de classification à partir de groupes connus alors que les méthodes
d'apprentissage non dirigées consistent à mettre en évidence des groupements dans un jeu de données.
Structure d'une classe
La structure d'une classe, ou le patron de classification d'une classe peut être exprimé de manières bien
différentes. Il y a deux grandes familles d'approches pour décrire une classe : l'approche générative et
l'approche discriminative (Bouveyron, 2006). L'approche générative consiste à décrire une classe par
les caractéristiques des éléments qui la compose. L'approche discriminative quant à elle, consiste à
définir la frontière d'une classe par rapport aux autres classes.
Caractéristique des analyses par clustering
Les analyses par clustering regroupent un vaste domaine de techniques. L'ouvrage : « Introduction to
Data Mining » (Tan et al., 2006) fait un excellent portrait des caractéristiques et des familles de
clustering. Parmi les caractéristiques, on distingue deux types de clustering : les analyses de
partitionnement et les analyses hiérarchiques. Les analyses de partitionnement consistent à séparer les
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données selon des classes distinctes alors que les analyses hiérarchiques séparent les données en sous-
ensembles fonctionnels parents-enfants.
Une autre caractéristique des analyses par clustering est la rigidité de la classification. L'analyse par
clustering peut mener à un patron de classification dit exclusif, flou ou en chevauchement.
•  Exclusif : un élément appartient à une classe
•  Flou : un élément appartient à toutes les classes dans une proportion de 0 à 100%
•  En chevauchement : un élément appartient à une ou plusieurs classes
La dernière caractéristique des analyses par clustering est la capacité de l'algorithme de faire une
analyse partielle ou complète. Dans une analyse partielle, ce n'est pas l'ensemble des éléments qui sont
nécessairement identifiés en appartenance à une ou des classes, alors que dans une analyse complète,
tous les éléments sont nécessairement identifiés à une ou plusieurs classes.
2.2.3 L'algorithme des K-moyennes
En revenant avec les termes définis dans la section précédente : l'algorithme des K-moyennes
(MacQueen, 1967), est une technique de partitionnement d'approche générative. Les méthodes de
clustering de type K-moyennes génèrent une analyse complète et un patron de classification exclusif
comportant k classes pour n éléments initiaux.
La technique consiste à ;
1. Sélectionner k éléments qui seront considérés comme étant des centroïdes.
2. Identifier la classe d'appartenance de chacun des éléments restant au centroïde le plus près.
3. Calculer la somme des erreurs quadratique entre les centroïdes et les éléments appartenant à
leur classe respective.
4. Revenir à l'étape 1 jusqu'à ce que la valeur de l'étape 3 soit minimale.
L'algorithme des K-moyennes possède plusieurs variations, principalement pour optimiser la sélection
des centroïdes. En effet, cette technique possède un désavantage majeur : sans l'utilisation de
techniques d'optimisation, le nombre d'itérations nécessaires pour parvenir à la solution optimale est de
.
n
13
2.2.4 DBSCAN
DBSCAN (Ester et al. 1996) est une technique de partitionnement d'approche générative. Cette
méthode génère une analyse partielle et un patron de classification pouvant être exclusif ou en
chevauchement.
L'algorithme DBSCAN utilise deux paramètres d'entrée soient :
•  Eps : rayon de voisinage
• MinPts : nombre de points minimal à avoir en voisinage
L'algorithme commence par vérifier pour chacun des points si celui-ci possède dans son voisinage Eps,
un nombre de voisins égal ou supérieur à MinPts. Il regroupe ensuite les points respectant cette
condition par agglomération de voisinage inférieur à Eps, ce qui en fait un algorithme de complexité
n*log(n).
Dans l'exemple d'agglomération ci-dessous (Figure 5), les points de P à Q identifiés par leur couleur
jaune et rouge ont été conservés, car leur voisinage dans un rayon Eps est supérieur à MinPts=2
(contrairement aux points de couleur bleue). L'agglomération est représentée par les flèches débutant
par le point 0 et cheminant jusqu'à P et Q car la distance entre les points est inférieure au rayon {Esp)
de voisinage défini.
Eps
Figure 5 : Exemple d'agglomération par DBSCAN des points où le voisinage est supérieur à
MinPts=2
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3. Cadre expérimental
3.1 Site d'étude
Le secteur d'étude choisi est l'Atlantique Nord. Il a été retenu initialement pour sa diversité de
dynamiques marines et le nombre important de bases de données disponibles pour la validation. La
figure ci-dessous illustre graphiquement le territoire d'étude.
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Figure 6 : Site d'étude, l'Atlantique Nord
Les limites géographiques sont définies par le cercle polaire (66° 33' 39" N) et le tropique du cancer
(23° 26' 22" N) au sud. Le choix de la délimitation au tropique du cancer au lieu de l'équateur est basé
sur la couverture importante de nuages dans la zone de convergence intertropicale. Les frontières à
l'ouest et à l'est sont définies par l'Amérique du Nord et l'Europe, de 90° de longitude ouest à 0° de
longitude, incluant aussi les mers intérieures et les Grands Lacs. Les zones côtières sont conservées, car
on considère leur infiuence comme étant négligeable.
Certaines régions de l'Atlantique Nord révèlent un intérêt particulier tel que :
•  Les eaux de l'extrême nord de l'Atlantique qui permettent de vérifier la capacité de classifier
les blooms de coccolithophores printaniers.
•  Les eaux de la mer du Labrador avec sa convection profonde.
•  Les eaux entre le détroit de la Floride et le Cap Hatteras (circulation du Gulf Stream)
•  La région du courant des Canaries (zone d'upwelling) au nord de l'Afrique.
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3.2 Données satellitaires
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Figure 7 : Données sources et prétraitements
Tel qu'illustré dans la figure 7, les données pour ce projet sont acquises par le capteur MODIS-Aqua et
proviennent du site : « Océan Color » de la NASA. Ils sont téléchargés en format HDF4-5 niveau 3.
Celles-ci ont été préalablement géopositionnées, orthorectifiées, des corrections atmosphériques ont été
appliquées. Les données utilisées pour ce projet sont en projection sinusoïdale. Cette projection
possède l'avantage intéressant d'avoir des pixels ayant une résolution spatiale identique, soit
approximativement 4km par 4km.
Les données ont été transférées dans un espace dédié sur le superordinateur de l'université de
Sherbrooke : le Mammouth Série 2 (MS-II) puis par la suite sur le Mammouth Parallèle 2 (MP-II) à son
ouverture aux chercheurs. Ces données regroupent : la concentration en chlorophylle a (Chl a,
mg-nf^ ), la température de surface de nuit à 11 micromètres (NSST, °C), les réflectances de surface
à : 412 nm, 443 nm, 488 nm et 547 nm (RrSband, où band={412, 443, 488, 547}).
Une première étape consiste à extraire la région du domaine d'étude des images globales. Cette étape
est réalisée à l'aide d'un programme d'extraction créé par la NASA nommé swreadBb.
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3.2.1 Le choix de produits et les attributs conservés
Le choix des attributs a été discuté dans le chapitre 1 et 2. Cependant, il convient de faire une
spécification quant au choix de la température de surface car dans le cadre de cette étude, la
température de surface de nuit est choisie contrairement à la plupart des études réalisées préalablement
(tableau 1).
Le capteur MODIS permet d'obtenir des températures de surface de jour et de nuit. De jour, les
longueurs d'onde utilisées sont de 4 et 11 micromètres. De nuit, la longueur d'onde utilisée est de 11
micromètres. Il y a évidemment des avantages et des inconvénients d'utiliser les différents produits. Le
produit à 4 micromètres est expérimental et n'a pas été utilisé dans le cadre de cette étude. Le choix
d'utiliser la température de surface de jour ou de nuit est un choix plus décisif, car la couverture
spatiale est différente entre les pixels de jour et de nuit, car de jour l'orbite est descendante tandis
qu'elle est ascendante de nuit. De plus, la couverture nuageuse va varier entre ces deux périodes.
De jour, l'évaporation de surface peut biaiser les températures réelles des masses d'eau perçues par le
capteur. Cependant, il est plus facile d'éliminer l'influence des nuages grâce aux données optiques aux
autres longueurs d'onde. De nuit, la température est plus représentative des masses d'eau bien que le
refroidissement par irradiation vers le ciel tend à biaiser la température réelle du haut de la colonne
d'eau. De plus, les nuages sont plus difficilement détectables. Cependant, le choix pour cette étude est
d'aller vers la température de surface prise de nuit car le biais par l'évaporation de surface semble plus
problématique que celui apporté par l'irradiation de nuit, étant donné que les produits ont déjà subi
l'élimination de l'effet des nuages de jour comme de nuit.
3.2.2 De la réflectance de surface aux produits d'anomalie de signal
Depuis la publication de l'étude de Brown et al. en 2008, des retraitements ont eu lieu sur les données
provenant du capteur MODIS Aqua. Lors de ce retraitement des données, la bande 555 nm a été
redéfinie à 547 nm. 11 convient de définir à nouveau la relation entre le rapport maximal entre les
bandes (MBR, voir section 2.1.2) et les luminances normalisées de surface (nLw). La réflectance de
surface (Rrs) aurait aussi pu être utilisée directement. Le choix de la transformer (par bande) en
luminance normalisée de surface est justifié dans l'optique de réaliser une comparaison sommaire aux
résultats de l'étude de Brown et al..
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Cette transformation est opérée selon la relation :
Rrs.=
nLw^
~fK Éq. (4)
La réflectance de surface est simplement le ratio de la luminance normalisée de surface sur
l'éclairement solaire moyen émis pour la bande spectrale (FO). Les valeurs de FO sont présentées dans
le tableau 2.
Tableau 2 : Éclairement solaire moyen par bande spectrale
FO (nm) Éclairement solaire (mW-cm ^ -um ' )
412 171,18178
443 188,75412
488 194,17839
547 186,99834
Les relations et nLw^^-j en fonction de MBR (voir équations 3a et 3b) sont déterminées en
488
utilisant 1000000 pixels, des images de 2002 à 2010, selon un échantillonnage aléatoire stratifié par
image. Tel qu'illustré dans le schéma méthodologique, ces relations permettent ensuite de produire les
attributs correspondants aux anomalies de signal rétrodifflisé de second ordre pour les luminances
normalisées à 547 nm et pour les rapports des luminances normalisées de 412/488 nm, respectivement
^5 547 et AS412 . Un détail de cette démarche est présenté en annexe 1.
488
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3.3 Méthodologie
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Figure 8 : Organigramme méthodologique
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3.3.1 Préparation des jeux de données
En regardant le schéma méthodologique (figure 8), on voit dès le départ du schéma, soit : « Données
pour la classification », que 2 patrons différents sont recherchés. L'un ayant pour but d'identifier de
manière dynamique les provinces bio-optiques (démarche se développant sous le point de départ),
l'autre ayant comme but de caractériser l'évolution temporelle annuelle des pixels de l'océan Atlantique
Nord (démarche se développant à droite du point de départ).
Normalisation des attributs pour les jeux de données
Afin de procéder à un clustering ou toute analyse comparative, il convient de faire un changement
d'unité des attributs pour rendre ceux-ci indépendants de l'unité ou de l'échelle. À cette fin, les 4
attributs sont centrés et réduits. La moyenne et l'écart-type pour chacun des attributs sont calculés à
partir de l'ensemble des données de 2002 à 2010. Le tableau 3 donne les valeurs de ceux-ci.
Tableau 3 : Unité initiale, moyenne et écart-type pour chacun des 4 attributs
Attribut Unité Moyenne Écart-type
Chla mg-m ^ 0.300165 0.365939
NSST °C 18.5494 7.27629
AS
488
N/a -0.0136544 0.218267
mW-cm'^-umT^ 0.0116125 0.169078
Données pour l'analvse temporelle
Différents jeux de données ont été créés pour l'analyse temporelle. Plusieurs tentatives ont été réalisées
dans l'optique d'avoir un résultat le plus précis spatialement et ayant la couverture la plus homogène
possible à la surface de l'océan.
Voici les manipulations :
1. Un regroupement par semaine, pour chaque pixel est fait pour l'ensemble du domaine temporel
d'étude, soit de 2002 à 2010, puis l'ajout de 2011 et 2012. La donnée la plus récente de la
semaine est conservée.
2. Chaque pixel est normalisé selon le jeu par : la médiane ou la valeur maximale, à partir de
l'ensemble des données disponibles à la position spatiale dans la semaine climatique courante.
La normalisation « climatique » par la médiane ou la valeur maximale est réalisée sur chacun
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des 4 attributs de manière individuelle (les 3 autres attributs prenant la valeur de l'année où la
valeur maximale ou médiane est atteinte). Les deux derniers jeux de données représentant une
normalisation où la valeur médiane ou la valeur maximale est sélectionnée pour chacun des 4
attributs.
3. Une image globale est réalisée, transformant chacun des pixels en voxel, des semaines 13 à 38
(versus 1 à 52 pour un voxel de l'année complète). Ce domaine temporel restreint est choisi
pour optimiser la couverture classifiée de l'Atlantique en considérant l'éclairement limité dans
des latitudes nordiques en dehors de celui-ci.
Les 10 jeux de données créés se composent des 4 attributs retenus pour l'analyse, soit: 5 jeux
normalisés par la médiane et 5 jeux normalisés par la valeur maximale, tels qu'expliqués à l'étape 2.
Données pour l'analvse dvnamique
Composés des 4 attributs retenus pour l'étude, le jeu de données d'entraînement (jeu 1) et les deux jeux
de données de validation (jeu 2 et jeu 3) se composent chacun de 1 009 295 pixels provenant de
données journalières. La fusion journalière des attributs provient des dormées acquises de jour et de
nuit et est effectuée en retirant les pixels ayant une couverture nuageuse. Les trois jeux de données sont
générés à partir d'un échantillonnage stratifié des images journalières de 2002 à 2010, où une sélection
itérative par pas de 200 pixels est effectuée à chacune des journées. Les trois jeux de données sont créés
en changeant le pixel de départ dans la sélection itérative.
3.3.2 La classification dynamique
En regard à la figure 8, on voit une emphase dans la classification dynamique à : « Déterminer le
domaine et normaliser les attributs ». En effet, au fil des différentes tentatives d'algorithmes de
classification, plusieurs jeux de données différents ont été créés. Un choix a été fait par la suite
d'utiliser les jeux décrits dans la section précédente.
Deux algorithmes ont été retenus pour l'analyse dynamique dans l'optique d'obtenir un patron bio
optique des provinces océaniques, soient : les K-moyennes et DBSCAN. Les études paramétriques
réalisées sur ces deux algorithmes ont mené à la création de versions successives d'algorithmes
inspirées de la méthode DBSCAN. Afin de vérifier la validité des patrons produits par les algorithmes,
une méthode de vérification et de validation a été développée.
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La vérification et la validation reposent sur deux approches différentes. L'une subjective et l'autre
objective. L'être humain possède un caractère exceptionnel quant à sa capacité à discerner des
regroupements d'éléments ou d'objets similaires (Leung et al. 2000). C'est pour cette raison que la
vérification se doit d'utiliser à la fois eette qualité humaine, et une validation statistique.
Préalable à la vérification et à la validation
Pour chaque méthode avec des paramètres d'entrée retenus, un patron de classification est créé pour le
jeu d'entraînement et les deux jeux de validation. Ces trois patrons sont eux-mêmes utilisés afin de
classifîer 15 images hebdomadaires de 2002-2003. Ces 15 images par patron sont ensuite comparées
pour la vérification subjective et pour la validation statistique.
Vérification subjective :
Une vérification visuelle du résultat est effectuée tant au niveau de la représentation : de l'espace spatial
que de l'espace des données, afin de repérer ou non des aberrations évidentes au premier regard.
L'expérience a permis de dresser une liste de certaines aberrations les plus évidentes :
•  Selon les études réalisées dans ce champ de recherche, on s'attend à observer aux alentours de 5
classes (Hardman-Mountford et al., 2008) à 12 classes (Longhurst, 1998). Les patrons générés
par la classification entraînant peu ou beaucoup trop de classes sont identifiés.
•  Au niveau de l'espace des données ou de l'espaee spatial, des régions où l'algorithme n'est pas
capable de classifîer.
•  Si d'une semaine consécutive à une autre, un changement drastique de classe s'opère sans raison
explicable au niveau d'un changement majeur de valeur d'un ou des attributs.
•  Des bruits d'origine numérique dénotant un problème dans l'implémentation de l'algorithme
d'une méthode.
Validation statistique :
La validation statistique repose sur la comparaison entre le patron généré à partir du jeu d'entraînement
(jeu 1) et les 2 patrons générés par les mêmes paramètres appliqués sur 2 jeux de validation (jeu 2 et jeu
3). Une première validation détermine si le nombre de classes est le même entre les trois patrons. Cette
validation n'est pas utilisée avec l'algorithme des K-moyennes étant donné que le nombre de classes est
défini par l'usager. Cependant, la validation du nombre de classes obtenues avec la méthode DBSCAN
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et les méthodes connexes développées lors de ce projet est une manière rapide de voir si la
paramétrisation de l'algorithme permet une solution convergente.
A ce niveau, une subtilité additionnelle doit être prise en compte; une méthode telle que DBSCAN peut
produire, selon les paramètres d'entrée ou selon le jeu d'entraînement, un certain nombre de classes
résiduelles. Ces classes de tailles négligeables doivent être dissociées des classes significatives et être
éliminées. Afin de valider le nombre de classes générées par l'algorithme pour les différents jeux de
données, on doit déterminer où se situe le point d'inflexion du nombre d'éléments par classe, tel
qu'illustré dans l'exemple de la figure 9, où celui-ci se situe entre la 6e classe et la 7e classe. Dans cet
exemple, les classes 7 à 18 sont retirées du patron créé.
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Figure 9 : Exemple d'une distribution du nombre d'éléments par classe dans un patron créé à partir
d'un jeu de données
La principale validation repose sur une comparaison des 15 images hebdomadaires selon leurs
classifications générées avec les 3 patrons. Ainsi, chaque image est classifiée de 3 manière différentes
selon chacun des patrons. L'indice retenu est le pourcentage de recouvrement spatial similaire par
classe {recouv(cl)), soit :
, n \Jeul^inJeu2^,nJeu3j ^recouv[cl) = 77——, . . —^ . ——77 Eq. (5)
max[\JeuF,\ , \Jeu2^i\,\Jeu3^i\}
où ; Jeulci, Jeu2ci, Jeu3d, sont respectivement l'ensemble des pixels appartenant à la classe cl des
jeu 1, jeu 2 et jeu 3.
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recouv[cl]=-^^ recouv^[cl] Éq. (5a)
15 ,=i
Orecouvicl)=J—J^ (recouv,(cl)-recouv[cl)Y Eq. (5b)
(=1
L'utilisation du pourcentage de recouvrement spatial (équation 5) permet de déterminer un pourcentage
de recouvrement moyen par classe ( recouv [ cl ) ) avec les 15 images hebdomadaires (équation 5a) ainsi
qu'un écart-type de recouvrement par classe ( cl)  pour ces images (équation 5b), ce qui permet
de caractériser la convergence de la méthode paramétrée ainsi que l'erreur moyenne de classification
générée par celle-ci.
3.3.3 L'analyse temporelle
Utilisation d'une méthodologie existante
L'analyse temporelle est basée sur une modification de la méthode utilisée par D'Ortenzio et Ribera
d'Alcalà en 2009, employée pour l'analyse temporelle de la Méditerranée. La différence entre cette
méthode et celle utilisée pour le présent projet est la préparation des données pour l'analyse et le
nombre de variables utilisées pour l'analyse. Dans le cas de la méthode de D'Ortenzio et Ribera
d'Alcalà, une moyenne par pixel par période de huit jours est appliquée puis normalisée par la valeur
maximale de ce pixel pour l'ensemble du jeu de données.
Dans le cas de la présente étude, le choix de ne pas utiliser la moyerme puis de normaliser par la valeur
maximale, mais d'utiliser la valeur médiane ou la valeur maximale a pour objectif d'observer l'effet sur
la classification du choix de la préparation des données. Pour ce faire, la méthode de cette étude utilise
comme variables : la concentration en chlorophylle a seule, mais aussi chacun des 3 autres attributs
seuls et aussi une combinaison des 4 attributs afin d'observer les patrons de classification obtenus selon
les différentes variables et combinaisons de variables utilisées.
La détermination du nombre de classes est réalisée par les mêmes critères que l'étude de D'Ortenzio et
Ribera d'Alcalà, soit :
•  le critère de Calinski et Harabasz (Calinski et Harabasz, 1974)
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•  le critère log{SSB/SSW) (Hartigan, 1975)
•  le critère de Bail et Hall (Bail et Hall, 1965)
•  le critère clk^ (Ratkwosky et Lance, 1978)
Précision sur les analyses par l'algorithme des K-moyennes réalisées
Pour réaliser l'analyse temporelle par l'algorithme des K-moyennes, un sous-échantillon aléatoire de
100 000 voxels est réalisé et les centroïdes sont initialisés altemativement entre les itérations de
manière aléatoire et par quantités. Un examen de la diminution de la distance des K-moyennes est
réalisé afin de s'assurer que le nombre d'itérations est suffisamment grand pour permettre à l'algorithme
de converger de manière adéquate, cependant l'algorithme est paramétré initialement pour effectuer 200
000 itérations.
L'algorithme des K-moyennes est appliquée pour \/k,[k&N=^2>k>20), ou k est le nombre de
classes. Ces 19 simulations sont effectuées en utilisant comme attributs :
CHL a exclusivement
NSST exclusivement
exclusivement
488
exclusivement
CHL a, NSST, ^ 12 S]; _
Ces 5 choix d'attributs sont utilisés sur 10 jeux de données (précédement défini dans la section 3.3.1),
ce qui représente un total de 950 simulations effectuées dans le cadre de l'analyse temporelle par
l'algorithme des K-moyennes.
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4. Présentation des résultats
4.1 Les algorithmes initiaux non retenus
Tel que mentionné dans la section 3.3.2, un certain nombre d'algorithmes d'analyse par clustering ont
été utilisés dans le cadre de la mise en place d'une classification dynamique de l'océan Atlantique Nord.
De ce nombre, plusieurs étaient des tentatives de création d'algorithmes. D'autres cependant sont des
algorithmes connus tant dans la littérature que par une application usuelle de plusieurs logiciels de
traitement d'image, librairies de langage de programmation ou SIG. Voici les résultats pour les deux
utilisés dans le cadre de cette étude, mais avant, il convient d'observer l'espace des données afin de
cerner la pertinence du choix et de l'efficacité de chacun des algorithmes, puisque la structure des
données dans cet espace va induire de bonnes ou de mauvaises performances de certains algorithmes.
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Figure 10a : Représentation de l'espace des données pour le jeu d'entraînement
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La figure 10a est réalisée en affichant une donnée sur 20 afin d'alléger la représentation visuelle. Celle-
ci permet partiellement de voir l'écart majeur de densité entre les points près de la moyenne vis-à-vis
les points à quelques écarts-types. Cependant, on voit que la dispersion est orientée davantage suivant
l'axe des anomalies de signal de ratio 412 nm/488 nm que l'axe d'anomalie de signal à 547 nm. 11 est
difficilement possible à l'œil de déceler dans cette figure des regroupements de points. Les
histogrammes des distributions selon les 4 attributs sont disponibles en Annexe 2 pour un regard
détaillé du jeu de données d'entraînement ainsi que pour les jeux de données de validation.
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Figure 10b : Représentation spatiale de l'échantillonnage des données utilisées pour le jeu
d'entraînement
La figure 10b permet de confirmer un échantillonnage relativement uniforme. Contrairement à la figure
10a, l'ensemble des pixels échantillonnés est représenté (et superposés). On remarque une légère sous-
représentation dans la région définie approximativement par les longitudes ouest 10 à 45 et les latitudes
nord 40 à 60.
4.1.1 L'algorithme des K-moyennes
L'algorithme des K-moyermes a été appliquée sur les trois jeux de données selon une étude
paramétrique prenant en compte le nombre de classes {k) attendues, soit entre 5 et 12 environ (voir
3.3.2, vérification subjective). La méthode a été réalisée pour V^, (A^elN=>2^A:>25). La limite
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inférieure étant définie à un nombre de classes bien moindre au minimum attendu afin d'être en mesure
de déterminer le nombre optimal de classes pour séparer adéquatement les jeux de données. La limite
supérieure est, par la même occasion, définie au double du nombre de classes attendues. Afin de fixer
une valeur de k optimale, l'indice : [distance moyenne de la classification] x [nombre de classe], est
utilisé.
La figure 11 montre le résultat de cet exercice. Cette figure met en évidence 2 éléments. Le premier
étant qu'on observe un très grande similitude des distances moyennes entre les jeux de données par
valeur de k définies. Le deuxième élément, est qu'il ne semble pas y avoir de solution optimale du
nombre de classes pour l'algorithme des K-moyennes selon les paramètres d'entré fournis, ce qui se
traduit par deux constats possible : la méthode n'est pas adaptée aux jeux de données utilisés ou la
structure des données et des groupements ne permet pas d'utiliser l'indice actuel comme critère de
détermination d'un nombre de classes optimales.
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Figure 11 : Indice de classification de l'algorithme des K-moyennes pour les 3 jeux de données
Cependant, en observant les données, on remarque immédiatement que les classes tant au niveau de
l'espace de données qu'au niveau de l'espace spatial ne sont pas similaires entre les jeux de données. La
figure 12a nous permet de voir rapidement un exemple de résultat de classification pour k=9, choisi
arbitrairement dans le cas présent, où la solution proposée pour le jeu d'entraînement diffère des deux
solutions proposées pour les jeux de validation. À noter que la semaine de 2002, débutant par le jour
julien 185 (2002JJ185), soit : le 4 juillet va être utilisé pour afficher le résultat de chacune des 3
méthodes de clustering utilisées dans ce projet. Une vue détaillée de l'espace des données ainsi qu'une
carte illustrant la valeur de chacun des 4 attributs sur une référence spatiale sont présentées en Annexe
3.
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Figure 12a : Représentation spatiale, classification de l'algorithme des K-moyennes où k=9, pour la
semaine en 2002, débutant par le jour julien 185. Du haut vers le bas : jeu d'entraînement (jeu 1) et
jeux de validation (jeu 2 et jeu 3). Note : les couleurs ne représentent pas les mêmes classes d'un jeu
à l'autre.
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semaine en 2002, débutant par le jour julien 185. Du haut vers le bas : jeux 1-2-3. Note : les
couleurs ne représentent pas les mêmes classes d^un jeu à Eautre.
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Ce qui est observé dans l'espace spatial à la figure 12a et dans l'espace de données à la figure 12b est
confirmé statistiquement par la validation utilisant une comparaison de recouvrement spatial effectuée
sur 15 images hebdomadaires selon les patrons générés par les trois jeux de données. Le tableau 4 ci-
dessous représente les résultats de cette analyse. Il est à noter que seul 3 des 4 attributs ont pu être
représentés dans la figure 12b étant donné que le gradient de couleur représentait initialement la valeur
de NSST.
Tableau 4 : Résultats de la validation par recouvrement spatial commun des provinces
Classe Superficie moyenne (%) Moyenne du Écart-t>'pe du
recouvrement (%) recouvrement(%)
1 31,09 44,69 5,93
2 13,59 29,17 8,82
3 5,89 11,60 3,85
4 13,18 45,53 8,99
5 7,60 44,70 8,10
6 13,59 28,66 6,91
7 6,17 19,08 5,22
8 9,52 34,32 3,21
9 30,76 44,90 4,61
Le tableau 4 permet de constater que le pourcentage de recouvrement moyen pour une classe entre le
jeu d'entraînement et les deux jeux de validation est bas. La moyenne de la moyenne de recouvrement
est de 33,60%, ce qui signifie qu'on ne peut classifier avec certitude, près de 70% d'un territoire
observé. De plus, les classes 3 et 7 dans l'exemple de l'application de l'algorithme des K-moyennes à
k=9 peuvent être considérées comme étant particulièrement mal définies car le recouvrement est
inférieur à 20%.
Ce constat implique de vérifier si l'algorithme semble converger vers une solution lors des itérations.
La figure 13 permet cette vérification pour l'exemple de l'application de l'algorithme des K-moyennes à
k=9. En regardant cette figure, on voit que peu importe le jeu, la valeur des K-moyennes minimale se
stabilise après environ 10000 itérations. Malgré l'initialisation des centroïdes alternativement aléatoire
et par quantités, il semble qu'un grand nombre de solutions peuvent se situer près de la valeur des K-
moyennes minimale stabilisée.
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de validation (2 et 3)
En prenant en considération les résultats du tableau 4 qui généralisent les observations de pourcentage
de recouvrement effectué pour \/k,[kEif\=>2>k>25) et les résultats de la figure 13 démontrant une
stabilisation de la valeur des K-moyennes minimale, un résultat global s'impose.
11 est possible d'émettre la prémisse que l'algorithme des K-moyennes pour les jeux de doimées 1,2 et 3
ne parvient pas à une solution convergente, mais bien à un ensemble : fini ou infini (si les centroïdes
peuvent être dissociés des éléments composant le jeu de données) de solutions possibles minimisant la
distance moyerme des k centroïdes. L'algorithme des K-moyennes doit être rejetée dans le contexte
actuel de classification voulue.
4.1.2 DBSCAN
La méthode DBSCAN possède ses particularités lorsqu'il est temps d'approcher l'étude paramétrique.
Ln effet, le choix du domaine de paramètres à utiliser pour l'étude est plus ardu à effectuer que pour
l'algorithme des K-moyennes. Par exemple, l'étude paramétrique pour l'algorithme des K-moyennes
s'applique pour un paramètre d'entrée : le nombre de centroïdes (k), un entier; ce qui signifie dans le cas
présent 23 simulations. Dans le cas de DBSCAN, deux paramètres d'entrée sont demandés soit le
nombre de voisins minimum, un entier ainsi que la distance de voisinage à considérer, un réel. Il
devient évident que le nombre de simulations à réaliser peut devenir astronomique. Afin de limiter le
nombre à effectuer, une étape préliminaire est nécessaire pour définir un domaine ainsi qu'un pas
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adéquat pour les deux paramètres.
Étude préliminaire à l'étude paramétrique
Conçu durant ce projet, cette étape consiste à utiliser la première partie de l'algorithme DBSCAN en
une version légèrement modifiée afin d'obtenir des informations complémentaires permettant une
prédéfïnition des paramètres pouvant être intéressants. Le tableau 5 synthétise la différence entre ces
deux versions.
Tableau 5 : Sommaire des différences entre la première partie de l'algorithme DBSCAN régulière et la
version modifiée pour l'étude préliminaire des paramètres
DBSCAN régulier DBSCAN modifié
Paramètres Eps Eps
d'entrée MinPts
Traitement Pour chacun des points, vérifier si Pour chacun des points,
celui-ci possède un nombre de comptabiliser le nombre de points
voisins égal ou supérieur à MinPts voisins dans son voisinage Eps.
dans son voisinage Eps.
Si oui, le point est conservé et
converti en noyau.
Information Points/Noyaux ayant un voisinage Nombre de points en voisinage Eps
sortante égal ou supérieur à MinPts pour chaque élément
Ainsi, comme on peut le constater dans le tableau 5, il est possible par cette étape préliminaire de voir
la relation entre la distance de voisinage et le nombre de voisin, ce qui permet de distinguer le seuil de
distance de voisinage où les éléments possèdent des voisins ainsi que le Eps à partir duquel la majorité
des points possède un certain nombre de voisins.
Optimisation et temps de calcul
Afin de réaliser cette étape, 1000 simulations ont été réalisées en utilisant des variations du paramètre
Eps suivant : Eps e 10,002 n\ où Vn,(«GlN=>l>À:>1000).Un seuil maximal pour la valeur Eps a
été fixé à 2 arbitrairement, basé sur le fait que les différents attributs étant normalisés de manière
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centrée réduite, 2 écarts-types étant une distance de voisinage considérable.
Réalisé initialement sur la grappe de calcul MS-II, il a été décidé pour des fins de temps de calcul que
la méthode DBSCAN serait utilisée sur un jeu de données possédant un nombre d'échantillons restreint
de 100 000. Les jeux d'entraînement et de validation en contiennent un peu plus de 10 fois ce nombre,
un ré-échantillonnage par intervalles régulier a donc été effectué sur ceux-ci.
Afin de limiter le temps de calcul, la méthode DBSCAN a été optimisée et parallélisée. Une partie de
l'algorithme est immédiatement identifiée pour être optimisée. Dans la méthode DBSCAN : chaque
élément doit consulter l'ensemble des autres points afin de déterminer si ceux-ci appartiennent au
voisinage de celui-ci. Ensuite, des noyaux conservés, une agglomération entre eux s'effectue par
voisinage. Une indexation de la position des différents éléments selon une grille devient une solution
efficace pour la diminution du temps de calcul. L'indexation de premier niveau s'opère auprès de
l'attribut CHL a puis une indexation de second niveau est effectué à l'attribut NSST. Une séparation en
100 intervalles selon la méthode des amplitudes égales est appliquée.
La méthode des fréquences égales aurait aussi pu être utilisée. Le choix entre ces 2 méthodes possède
pour chacun d'eux des avantages et des inconvénients. La méthode des amplitudes égales permet de
sauver du temps initialement, car elle ne nécessite pas im tri des données par valeur croissante et
permet aussi un accès rapide via une clé d'indexation. Cependant, la méthode des fi-équences égales
sépare les données de manière plus uniforme et permet de diminuer le nombre de données consultées
par le nombre d'intervalles de la grille d'indexation. Une vérification de la performance de chacune des
deux méthodes a été réalisée sur une simulation et la méthode des amplitudes égales a été conservée
bien que très légèrement plus rapide.
Résultats de l'étude préliminaire à l'étude paramétrique
Après l'exécution des simulations, im regroupement sous forme graphique est opéré afin de visualiser
les interactions distance versus voisinage. La figure 14a, 14b et 14c illustre ces interactions sous
différents pas de valeur de MinPts. Cet ensemble de figures renseigne à la fois sur les limites de l'étude
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paramétrique, mais il permet aussi de se questionner sur la capacité de la méthode DBSCAN de déceler
des regroupements dans l'espace de données.
Au niveau des limites, la limite supérieure est illustrée par le pas ]0,5] de la variable MinPts de la
figure 14a et 14b. En effet, on observe une diminution prononcée du nombre d'éléments (de voisins) à
partir d'un rayon de 0.1 pour se stabiliser vers un rayon de 0.4. On peut ainsi définir la limite supérieure
à 0.4, ou encore 0.5 pour un MinPts élevé. La limite inférieure est observée par la diminution drastique
du nombre d'éléments lorsque Eps diminue à une certaine valeur telle qu'observée de manière détaillée
dans la figure 14c. Il aurait été aisé de représenter la limite inférieure par une équation, mais c'est plutôt
une table limite qui a été définie en fonction du nombre d'éléments minimal qui a été utilisée.
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Figure 14a : Nombre de voisins en fonction de Eps et de MinPts pour l'ensemble de la simulation
(MinPts pas de 5 voisins)
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Figure 14b : Nombre de voisins en fonction de Eps et de MinPts avec mise en évidence du domaine
supérieur de Eps (MinPts pas de 5 voisins)
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Figure 14c : Nombre de voisins en fonction de Eps et de MinPts avec mise en évidence du domaine
inférieure de Eps (MinPts pas de 1 voisin)
L'ensemble des figures 14 laisse à penser que la méthode DBSCAN ne risque pas d'être efficace pour
discerner des classes dans le jeu de données actuel. La méthode DBSCAN ayant été préalablement été
utilisée dans ce projet avec le premier jeu d'attributs (voir la section 3.3.4), l'application précédente de
cette méthode a permis de remarquer que lorsque la méthode DBSCAN s'applique bien, on remarque
sur les diagrammes de voisinage 3d une série d'ondulations, ce qui n'est pas le cas avec le jeu de
données actuel.
Étude paramétrique
Suite à l'étude préliminaire permettant de définir des limites aux paramètres utilisés en entrée à
l'algorithme, trois séries de simulations complètes ont été réalisées, soit pour 3 différentes régions
d'intérêt. Chaque simulation a été effectuée sur les 3 jeux de données. Le tableau 6 synthétise les
différentes séries.
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Tableau 6 : Informations sur les 3 séries de simulations paramétriques pour la méthode DBSCAN
Série no. 1 2 3
Nom de la
série
Globale Limite Eps inférieure Grands MinPts
Paramètres £/?5'E|0,05nl Où
Vn, (nGlN=> 1>A^^10)
MinPts=5m où
\/m, [mE.^^ \ >k>\0)
0,\<Eps<0,5 avec
£/?5G{0,002nI où n est
défini par la table limite
MinPts=m où
V»î,(ff7GlN=> \ >k>\5)
Epse\0,002n\ où
Vn,(nGlN=> 1>A:^10)
MinPts= lOm où
\/m,{mEN=^5>k>\0)
Objectif Étudier l'ensemble du
domaine paramétrique
précédemment défini en y
appliquant des simulations à
des intervalles larges
réguliers
Étude spécifique du type de
classification réalisé par la
méthode DBSCAN lorsque
la distance de voisinage est
minimale
Étude spécifique du type de
classification réalisé par la
méthode DBSCAN lorsque
le voisinage est important
Nombre de
simulations
100 X 3 jeux 117 X 3 jeux 50 X 3 jeux
La méthode DBSCAN possède l'avantage de retirer une partie du bruit de fond dans les données (Ester
et al, 1996), mais une méthode n'ayant pas un nombre de groupements prédéfini, un certain nombre de
groupements mis en évidence seront des corpuscules n'ayant pas une signification statistique majeure
dans le processus de classification. Il convient de réaliser une étape avant d'utiliser le patron de
classification et de l'appliquer sur les 15 images hebdomadaires pour la validation spatiale.
Une première sélection des groupements significatifs a été réalisée à la main à l'aide d'un programme
d'affichage et de sélection fait sur mesure. Le but étant de visualiser rapidement l'ensemble des résultats
des simulations paramétriques et de trouver le point d'inflexion où le nombre de noyaux par
groupement devient négligeable pour considérer le groupement significatif. Par la suite, un seuil de
signification a été désigné : la plus petite classe doit avoir au minimum 1000 noyaux, ce qui représente
un 1% de l'ensemble des éléments composant le jeu de données.
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L'observation du nombre de noyaux par groupements pour les différentes simulations paramétriques n'a
pas permis de mettre en évidence des paramètres optimaux au niveau de la série de simulation globale,
mais au contraire, de rejeter complètement cette série. En effet, peut importe les paramètres d'entrée
choisis, l'algorithme tend à converger vers une solution où un seul groupement existe, soit un
groupement englobant l'ensemble des éléments des jeux de données, à l'exception des éléments
appartenant à ce que l'algorithme considère comme étant du bruit.
La même étude pour la série de simulations : « grands MinPts » apporte des observations similaires,
soit qu'un seul groupement englobe presque l'ensemble des données. Ce groupement devient, au fur et à
mesure que MinPts augmente pour un Eps constant, une sélection de plus en plus petite de noyaux,
rejetant ceux en périphérie ne possédant pas un voisinage suffisamment imposant.
L'étude de la série de simulations : « Limite Eps inférieure » était la dernière possibilité de réussite de
l'application de la méthode DBSCAN sur les jeux de données utilisés. En observant les différents
résultats des simulations, un constat s'impose : un rayon de voisinage trop faible va amener la
formation de groupements possédant un faible nombre de noyaux et représentant un très faible secteur
de l'espace de données. De plus, des groupements possédant un faible nombre de noyaux auront
tendance à ne pas être significatifs statistiquement et ainsi, à ne pas se répéter pour des mêmes
paramètres dans le jeu de données d'entraînement et les jeux de données de validation.
Néanmoins, voici le résultat d'une de ces simulations paramétriques, soit celle pour Eps = 0.028 et
MinPts = 3, étant le résultat le plus intéressant et le plus limitrophe aux simulations ne donnant qu'un
seul groupement. La figure 15 permet d'observer le nombre de noyaux par groupement. Seul le jeu de
validation (jeu no.3) possède un groupement significatif selon la règle préalablement établie.
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Figure 15 : Nombre de noyaux par classe pour les trois jeux de données lors d'une simulation
paramétrique où Eps = 0,028 et où MinPts = 2
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Il convient tout de même d'observer les classes potentielles qui sont générées par cette simulation
paramétrique. Aux fins de cet exercice, les groupements 1 à 7 sont conservés et les trois patrons de
classification ainsi formés sont employés pour la classification de l'image hebdomadaire 2002JJ185,
soit de l'image intégrant les données d'une semaine débutant par le jour julien 185 en 2002. La figure
16a permet de voir la tranche de latitude où l'image est classifiée alors que la figure 16b montre
l'espaee de données classifiées avec le patron du jeu no.l. En regardant la figure 16a attentivement, on
observe une certaine cohérenee dans les régions classifiées. Cependant, une analyse de volume 4d
communs des groupements dans l'espace de données confirme que les classes se trouvent dans les
mêmes régions mais les 7 classes ne convergent pas vers une solution similaire entre les jeux de
données.
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Figure 16a : Représentation spatiale, classification par la méthode DBSCAN, Eps = 0,028 et où
MinPts = 2, pour 2002JJ185. Du haut vers le bas : jeux 1-2-3
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Figure 16b : Représentation de l'espace des données classifiées, classification par la méthode
DBSCAN, Eps = 0,028 et où MinPts = 2, pour 2002JJ185.
La méthode DBSCAN, utilisée avec les jeux de données actuels, doit être rejetée comme moyen de
classification. En effet, le doute survenant suite à l'analyse des diagrammes de voisinage 3d s'est
confirmé par les résultats des simulations paramétriques. L'algorithme ne parvient pas à classifier de
manière adéquate les jeux de données en convergeant vers une solution unique où l'ensemble du jeu de
donnée est ime classe, à l'exception des éléments appartenant à ce que l'algorithme considère comme
étant du bruit.
4.2 L'algorithme PRODENCAN
4.2.0 De DBSCAN à PRODENCAN
L'algorithme PRODENCAN, pour probabilist densitv-based çluster of application with noise est le
fhiit d'une série itérative de modifications apportées à l'algorithme DBSCAN basé sur des essaies sur
différents jeux de données. En effet, après avoir réalisé une étude paramétrique pour utiliser DBSCAN
afin de classifier les provinces bio-optiques à la fois selon la démarche actuelle et celle précédente (voir
la section 3.3.4), certaines observations sont faites :
1. L'algorithme en général est bien pour éliminer le bruit dans les données avec un seuil minimal
de points dans un voisinage défini, tel que discuté dans le papier de Ester et al. (1996).
2. Les patrons de classification ainsi définis peuvent avoir des formes irrégulières ce qui
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correspond à certaines observations faites avec la combinaison d'attributs étudiés (voir l'annexe
3, données hebdomadaires).
3. La densité variant fortement dans l'espace des données, l'algorithme possède une faiblesse
importante, soit un seuil de densité fixe, nécessitant une classification par itération de seuils de
densité.
4. Une seconde faiblesse est la variable Eps et son application dans un contexte multidimensionnel
où la distance moyenne entre les points selon la dimension peut varier grandement.
Afin de pallier aux faiblesses de l'algorithme, une idée semblait s'imposer parmi les solutions
possibles : faire varier le rayon de voisinage Eps dans chacune des dimensions des données selon la
densité relative de chacune. 11 est possible de cette manière d'éliminer les itérations nécessaires pour
effectuer une bonne classification mentionnée au point 3. L'idée de rendre Eps dynamique a mené à
différentes tentatives, dont les plus sérieuses ont consisté à créer une fonction permettant de modifier
Eps entrée selon la position du point courant. Ce point étant l'élément d'où on observe si son voisinage
est suffisamment dense pour être considéré en tant que noyau. Exprimons le point courant comme
étant: X3 X4) . Où x, X2 X3 X4 représentent les 4 attributs de cette étude.
La forme usuelle de voisinage de DBSCAN est celle du contenu d'un sphéroïde avec un rayon Eps,
soit :
(a,-X,)^ + (a2-X2)' + («3-^3)' + (û!4-^4)'^, ..s
ËP-'
L'asymétrie et les divergences dans la distribution des points entre les attributs mènent rapidement à
l'élaboration d'une correction au rayon Eps indépendante pour chacun des attributs. Ainsi, l'équation
définissant le voisinage d'un point courant devient :
{a-x,Y (^2-^2)' (^3-^3)' (^4-^4)' ^
{Eps-f\[xx)Y [Eps-f2[x2)Y [Eps-f2{x2)Y [Eps-f
f  6St initialement une fonction (par dimension dim) relative à la distance entre l'origine et le
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point courant. Elle devient après quelques tentatives de conception et d'implémentation de ralgorithme,
une fonction empirique basée sur la distribution de l'attribut, ce qui permet d'apporter une correction
basée sur la densité attendue en fonction de la position du point courant.
Cependant, mettre im Eps relatif apporte 2 problèmes évidents ; redéfinition des paramètres d'entrée de
l'algorithme et la mise en place de mécanismes pour éviter des convergences excessives de l'algorithme
aux frontières extérieures (ces mécanismes seront évoqués dans en détail dans la section 4.2.2).
4.2.1 Vulgarisation théorique de l'algorithme
L'algorithme PRODENCAN est la dernière étape du processus de modifications énuméré dans la
section précédente. En effet, après une analyse conceptuelle, de la dernière étape, mentionnée par
l'équation 6b et son explication, certains changements profonds sont appliqués à l'algorithme afin de
simplifier le modèle conceptuel, mais aussi de passer d'un algorithme empirique à un algorithme
statistique de densité. Cette section débutera par une explication vulgarisée du cœur de l'algorithme
pour ensuite détailler le modèle mathématique théorique supportant celui-ci. Il est question du modèle
théorique ici, car la définition de celui-ci est réalisée en considérant la problématique d'un point de vue
continu. L'approche discrète sera traitée dans la section 4.2.2.
PRODENCAN vulgarisé :
L'algorithme PRODENCAN possède comme variables d'entrées :
•  EspPts : Le nombre de points espérés (le nombre de points statistiquement attendus en
voisinage)
• MinPts : nombre de points minimaux observés le voisinage
PRODENCAN EN DEUX PHRASES :
Le principe derrière cet algorithme est de définir statistiquement pour chaque point courant, une zone
qui possède la probabilité d'avoir un nombre EspPts de voisins. Si le nombre de points voisins observés
dans cette zone est égal ou supérieur à MinPts le point est considéré comme étant un noyau pour être
regroupé dans une partition; sinon, celui-ci est identifié comme étant du bruit.
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L'algorithme pour un utilisateur est simplifié à l'extrême : indiquer un nombre de voisins attendus
autour d'un point et poser le nombre de voisins minimal que l'on veut observer afin que la sélection soit
significative. L'élément principal de cet algorithme est de définir autour de chaque point courant, une
zone de voisinage. Cette zone est définie et ajustée dans chaque dimension (4 dans le cas de la présente
étude) du point courant en fonction de la distribution de la variable correspondante dans les éléments
du jeu d'entraînement.
Préalablement à la présentation du modèle théorique et dans l'implémentation, voici une série
d'exemples illustrant la mise en place de la zone de voisinage en fonction du nombre de points voisins
espérés et de la distribution des variables pour un cas de classification d'un élément possédant 2
variables. La figure 17a, montre une représentation de l'espace des données pour le jeu d'entraînement
fictif, où la figure 17b permet de voir la distribution des deux variables et la combinaison de celles-ci
dans l'espace de données.
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Figure 17a : Représentation de l'espace des données d'un jeu d'entraînement fictif à 2 attributs.
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Figure 17b: Distribution des 2 attributs du jeu d'entraînement fictif et leur combinaison dans
l'espace de données.
Le nombre de voisins espérés, ici fixé à : 105, permet de définir une zone de voisinage en utilisant la
distribution de chacune des variables du jeu d'entraînement fictif, tel qu'illustré par la figure 17c. Dans
le cas d'exemple présent, 3 zones de voisinages sont illustrées.
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Figure 17c : Utilisation de la distribution pour 3 points du jeu de données et la visualisation de leur
zone de voisinage définie.
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Pour compléter l'analyse de l'exemple de jeu d'entraînement fictif présenté à la figure 17c, le sommet
des polygones représentant le nombre d'éléments dans les zones de voisinage est coloré en vert pour la
zone où le nombre de voisins au point courant est supérieur à MinPts et en rouge pour les zones où le
critère : nombre de voisins < MinPts.
PRODENCAN. modèle théorique :
Le modèle théorique PRODENCAN peut être divisé en trois séquences d'opérations. La première
séquenee consiste à retirer le bruit de fond de l'espace de données observé. Les éléments restants de
l'espace de données, nommés noyaux sont regroupés entre eux, eorrespondant à la deuxième séquenee
d'opérations. La dernière séquence quant à elle, consiste à la création d'un patron de elassification.
L'élimination du bruit de fond débute par la délimitation de la zone de voisinage autour de chaque point
courant. Cette zone permet de déterminer si le nombre de points voisins au point courant est supérieur
au nombre minimum à observer, soit le paramètre d'entrée : MinPts.
La zone de voisinage à définir prend la forme d'un hypereube : Hypercube ( ) possédant un volume
où l'espérance de points voisins correspond au paramètre d'entrée : de EspPts. La probabilité d'observer
EspPts points dans l'hypercube est définie par :
P ( Hypercube ) = p Éq. (7)
EspPts ' ^
ou p=—-— Eq. (7a)
n
n est le nombre total de points du jeu d'entraînement
Cet hypereube possède im nombre de dimensions noté d (dim étant la dimension courante)
correspondant au nombre d'attributs que possède le jeu d'entraînement utilisé. Le volume de celui-ci
est défini comme étant :
Hypercube ( A, ) «> ( v7, • • •, 'iC) Éq- (7)
Où EpSjJxjJ, EpSjJxjJ) Éq. (7a)
\\^={2-EpSj,^[x^J) Éq.(7b)
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La distance de voisinage au point courant, noté Eps{X^ est définie dans chaque dimension en
fonction de la probabilité d'observer EspPts points voisins au point courant dans le volume défini par
l'bypercube. Cette probabilité par dimension est exprimée par :
Éq. (8a)
ainsi: Éq. (8b)
puisque 7a et 7b :
P[EpSd.,„[xjJ)=^ Éq.(8c)
Déterminer la distance de voisinage ajustée par dimension EpSj^^[xjj^] au point courant, revient à
intégrer la fonction de probabilité de la variable correspondant à la dimension courante du jeu
d'entraînement: tel que:
2
Et
= //.,.(')<!" Éq.(9a)
Éq.(9b)
2
^dim
Ce qui permet de poser la distance de voisinage ajustée par dimension en utilisant a et 6 déterminés
dans les équations 9a et 9b, donnant :
EpSdJxd,m)=^in[[x^^„-a),[b-x^J) Éq. (10)
Il peut sembler sembler inexacte de poser Epsj^^[xj^J sans la définir de manière indépendante de part
et d'autre de la position au point courant, car la méthode devient une approximation en utilisant minQ.
». Cependant, minQ est utilisé pour éliminer les cas où a ou è peuvent tendre vers de très grandes
valeurs ou vers l'infini. La figure 18 illustre ce type de problématique dans le cas d'une distribution
normale. Ici, la probabilité p^,^ possède une valeur exagérée pour mettre en évidence la situation.
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Pctm
= J / t\dtdm
f(t)
b—*<x>
Figure 18 : Exemple où la valeur de b pour une probabilité tend vers l'infini
Une fois la zone de voisinage posée pour chaque point du jeu d'entraînement, les noyaux sont
identifiés. L'ensemble des points voisins au point courant sont identifiés comme étant :
NHypercube{X^)=\qED\qEHypercube(^J} Éq. (11)
où q est un point appartenant au jeu d'entraînement noté D
Les noyaux sont définîs comme étant les points du jeu d'entraînement où le nombre de voisins est
supérieur à MinPts tel que :
Noyau={ç 11 jV Hypercube ( A'J > MinPts ] Éq. (12)
Il reste ensuite à regrouper les noyaux en partitions :
Cluster 3 VNoyau c: {Hypercube ( 1 Noyau E Cluster | )[ Éq. ( 13 )
La dernière étape de la méthode PRODENCAN consiste à créer le patron de classification. Ce patron
ne contient pas l'ensemble des partitions précédemment établies. En effet, tout comme DBSCAN,
PRODENCAN possède le défaut de produire un certain nombre de groupements qui sont des
corpuscules n'ayant pas ime signification statistique majeure dans le processus de classification (tel que
mentionné dans la section 4.1.2). Ce processus n'a pas été approfondi au niveau de l'algorithme lui-
même. À l'heure actuelle, le seuil est défini selon les besoins de l'étude en fonction du point d'inflexion
du nombre de noyaux par groupement. Ce seuil devra faire l'objet d'une étude approfondie dans
MifiPtsl'optique de parvenir à le définir automatiquement en fonction du ratio : ^— et du nombre de
EspPts
points du jeu de données d'entraînement.
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Pour les besoins de la description théorique du modèle, les k groupements restants correspondent aux k
classes significatives conservées. Ainsi, le patron peut s'exprimer comme l'ensemble :
Patron = \ Cluster Cluster ^ ) Éq. ( 14)
où: Cluster,=\Hypercube{Noyau^), Hypercube{Noyau„)\ Éq. (14a)
pour les m noyaux définis par l'équation 13.
Il devient tout particulièrement intéressant de regarder le processus permettant au patron de classifier
un ensemble de données. En effet, celui-ci nous renseigne sur la structure et les caractéristiques de
l'analyse par clustering. La structure du patron de la méthode PRODENCAN utilise l'approche
générative. Celle-ci consiste à décrire une classe par les caractéristiques des éléments qui la compose.
En effet, chaque classe est définie par un ensemble d'hypercubes centrés au noyau y correspondant.
Pour débuter la description du processus permettant au patron de classifier un ensemble de données, un
élément important doit être abordé. L'équation 13 permet de mettre en évidence une subtilité similaire à
l'algorithme DBSCAN au niveau de la définition du patron : deux groupements peuvent se superposer
jusqu'à un certain point car la règle d'agglomération stipule que pour qu'un noyau soit aggloméré, celui-
ci doit se trouver à l'intérieur des limites de l'hypercube.
Cette règle n'exclut pas qu'un noyau puisse se trouver à l'extérieur des hypercubes des noyaux d'un
groupement voisin, mais que l'hypercube centré au noyau mentionné partage un volume commun avec
les volumes des hypercubes d'un autre groupement. La figure 19 illustre ce phénomène similaire au
niveau de l'algorithme DBSCAN où l'on voit une zone commune entre 2 classes identifiée en cyan.
Figure 19 : Cas avec l'algorithme DBSCAN ou une zone mitoyenne existe entre deux groupements
Cette subtilité de l'algorithme permet de définir la rigidité de la classification selon le besoin de
l'utilisateur. Allant d'une classification rigide où un point sera attitré à la classe du noyau le plus proche,
à une classification en chevauchement.
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Un point peut aussi ne pas être classifié, étant à l'extérieur de l'ensemble des hypercubes du patron. Par
son modèle eonceptuel, l'algorithme PRODENCAN, tout comme DBSCAN est un algorithme de
clustering à analyse partielle. Afin de pallier à cette lacune, une zone tampon nommée zone d'influence
est créée autour de chaque groupement. Un point étant à l'extérieur de l'ensemble des hypercubes peu
ainsi être identifié ou non, comme étant dans la zone d'influence d'une ou plusieurs classes, déterminé
par la distance entre ce point et le ou les noyaux le(s) plus proche(s).
L'ajout de la zone d'influence est particulièrement utile, lorsque l'utilisateur décide d'avoir un ratio :
KdiïiPts
——-— très élevé. Le choix du ratio aura par ailleurs plusieurs conséquences sur la création du patron
HiSpi IS
de classification. Les tendances globales des différentes possibilités paramétriques sont résumées par le
tableau 7.
Tableau 7." Résumé des impacts du choix de valeurs de EspPts et de MinPts, tendances générales
Valeur de
EspPts
Valeur du
ratio Bruit du jeu
d'entraînement
Effet sur :
Zone de voisinage
Validité statistique
de l'analyse par
clustering
< 1 Fort Petits hypercubes, agglomération
exagérée des noyaux
Pas valide
statistiquement
~1
Faible Petits hypercubes, définition
précise des groupements
Moyenne validité
statistique
Fort Petits hypercubes, agglomération
exagérée des noyaux
Pas valide
statistiquement
Faible >1
Faible Petits hypercubes, agglomération
partielle des noyaux
Bonne validité
statistique
Fort Petits hypercubes, définition
précise des groupements
Moyerme validité
statistique
» 1
Faible Petits hypercubes, agglomération
des noyaux les plus importants
Forte validité
statistique
Fort Petits hypercubes, définition
précise des groupements
Faible à moyenne
validité statistique
Forte
<1
~1
> 1
» 1
Faible
Fort
Grands hypercubes,
agglomérations plus fréquentes et
précision plus faible des
groupements similaires à celles
pour les faibles valeurs de EspPts
Validités statistiques
similaires à celles
pour les faibles
valeurs de EspPts
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Une revue de littérature a été effectuée durant l'été 2012 afin de vérifier que PRODENCAN est unique.
Pour ce faire, j'ai utilisé l'outil/portail CiteSeer^ à partir de la publication initiale de DBSCAN (Ester et
al. 1996). L'article a été cité 565 fois. J'ai parcouru l'ensemble des résumés et lus certains articles et je
n'ai pas trouvé d'équivalent à l'algorithme que j'ai créé. Je ne prétends pas avoir parcouru l'ensemble
des publications à cet effet. Je crois cependant proposer une nouvelle méthode de classification. Cet
algorithme est à mi-chemin entre les méthodes de clustering de densité (eg. Ester et al. 1996) et les
méthodes de clustering probabilistes (eg. Ben-lsrael et lyigun, 2006).
4.2.2 Implémentation de l'algorithme
Il est important de passer par une description détaillée de l'implémentation de l'algorithme, car
plusieurs subtilités s'y trouvent et plusieurs d'entre elles permettent le bon fonctionnement de la
méthode PRODENCAN. La discrétisation des données apporte un certain lot d'adaptations entre le
modèle théorique et l'implémentation pratique. Celle-ci, détaillée dans cette section correspond
exactement à la méthode employée dans le projet, permettant une production de résultats similaires,
voir identiques à ceux présentés dans les sections 4.2.3 et 4.2.4.
En faisant abstraction des processus de validation et de vérification (pour ne pas surcharger inutilement
cette section), la méthode PRODENCAN se divise en deux sections principales, soit : la création du
patron de classification : la section principale de l'algorithme et la génération de classes à partir du
patron : la section appliquée de l'algorithme. Dans ce projet, l'ensemble des algorithmes a été
implémenté en C++, en utilisant différentes librairies, dont OpenMP pour la parallélisation des boucles
d'opérations.
Programme de création du patron de classification :
Pour débuter la description du programme de création du patron de classification, voici les entrées au
programme.
Entrées du programme : EspPts (nombre réel)
MinPts (nombre entier)
Jeu d'entraînement (liste de pixels ayant les 4 attributs de l'étude)
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La première étape consiste à créer une table de densité par intervalle pour chaque variable (équivalent
discret de la fonction f(t) des équations 9a et 9b). Puisque chaque variable est centrée réduite, le
domaine employé pour le calcul de la densité est de [-20, 20[ avec un intervalle d'intégration de 0.01,
ce qui génère un tableau de 4000 intervalles de densités. L'algorithme va compter pour chaque
intervalle, le nombre d'éléments s'y trouvant et diviser ce nombre par le nombre d'éléments total du jeu
de données afin de conserver la densité sous forme d'une probabilité. Le nombre d'intervalles a été
choisi sur une base arbitraire par essais et erreurs afin d'avoir une table de densité ayant un intervalle
suffisamment fin pour bien définir la zone de voisinage, mais suffisamment grossier pour ne pas se
retrouver avec un nombre important d'intervalles possédant peu ou pas d'éléments et ne pas augmenter
inutilement le temps de calcul.
Un autre choix possible d'implémentation serait d'utiliser une division en quantiles au lieu d'utiliser des
intervalles; l'avantage étant d'être moins dépendant de la distribution des éléments du jeu de dormée.
Cependant, l'utilisation de quantiles au lieu d'utiliser des intervalles complique le calcul de la zone de
voisinage et une étude spécifique sur cette modification devra être réalisée afin de concevoir une
méthode adéquate d'interpolation de la zone de voisinage.
La seconde étape consiste à la définition pour chaque point de la zone de voisinage l'entourant. La
probabilité d'avoir EspPts points dans la zone de voisinage est calculée en divisant la valeur d!EspPts
par le nombre d'éléments du jeu d'entraînement (équation 7a), puis divisé par 2, ce qui permet d'avoir la
probabilité à intégrer (équation 8c).
Il semblait intéressant d'avoir la possibilité de créer des zones de voisinage possédant une espérance
d'éléments voisins sous forme réelle (exemple : 2.5 voisins). Est-ce que ce choix peut entraîner des
erreurs au niveau de l'identification des noyaux ? A partir des résultats de cette étude, particulièrement
ceux réalisés dans la section 4.2.3 sur un jeu de données restreint, il semble que le choix est bénéfique
sur la capacité de l'algorithme à définir des zones où des regroupements sont présents. Une étude
approfondie de ce choix pourrait être intéressante à réaliser.
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Pour calculer la zone de voisinage par la gauche et par la droite par variable, la table d'intervalles de
densité est utilisée de la manière suivante pour incrémenter une variable réelle (nommée probVar) :
1. A la position de la variable, la valeur de densité de la table est divisée par 2 (étant donné qu'on
regarde par la gauche et par la droite, on considère la moitié de la valeur à la position de
départ). C'est la valeur de départ de probVar.
2. Par incrémentation de ±0.01, soit en remontant ou en descendant d'une cellule dans le tableau
de densité, la valeur de cette cellule est ajoutée à probVar, à la condition que probVar reste sous
la valeur de la probabilité à intégrer.
3. Pour que probVar arrive à la probabilité à intégrer, une interpolation linéaire est réalisée.
La distance de voisinage par la gauche et par la droite est calculée. La valeur minimale est conservée.
Ce qui termine cette étape.
La prochaine série de manipulations n'est pas nécessaire au fonctionnement de l'algorithme, mais elle
est essentielle pour la performance de celle-ci. Discutée dans la section 4.1.2 : optimisation et temps de
calcul, une optimisation du code par l'ajout d'un index à deux niveaux est également réalisée dans
l'algorithme de PRODENCAN de la même manière que celle réalisée pour DBSCAN afin d'obtenir un
temps de calcul minimal, soit une indexation de premier niveau en 100 classes définies par amplitudes
égales et un second niveau utilisant la même méthode de séparation. Sans entrer dans le détail, la figure
20 illustre l'accès aux données avec cet index.
Élément 1
Élément 2NSST
[mm, n [
CHLa
[min, n [ Élément nNSST
In,, nj
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[n„, max[
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Figure 20 : Accès aux données indexées par la valeur de l'attribut CHL a et NSST
Une fois l'indexation des données du jeu d'entraînement réalisée, il est possible de confirmer
rapidement le nombre d'éléments présent dans le voisinage de chaque point. Les points contenant un
voisinage égal ou supérieur à MinPts sont identifiés comme étant des noyaux et sont utilisés pour
l'étape suivante.
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La dernière étape de la création du patron de classification est aussi la plus sensible. Dans la partie :
vulgarisation théorique de PRODENCAN, il a été mis en évidence que deux ou plusieurs groupements
peuvent se superposer jusqu'à un certain point, car la règle d'agglomération stipule que pour qu'un
noyau soit aggloméré, celui-ci doit se trouver à l'intérieur des limites de l'hypercube (figure 19). Un
autre problème peut arriver avec l'utilisation de zones de voisinage à volumes ajustés en fonction de la
distribution de densité : un noyau peut se retrouver à l'intérieur du volume de l'hypercube d'un noyau
voisin sans que le noyau voisin se trouve à l'intérieur de l'hypercube de celui-ci. La figure 21 illustre ce
problème qui a été découvert lors d'une série de simulations paramétriques réalisée sur un petit
échantillon.
B
Figure 21 : Exemple fictif avec 2 dimensions, cas problématique de voisinage avec l'algorithme
PRODENCAN
Lors de l'agglomération des noyaux en groupements, il devient essentiel de définir une méthodologie à
partir de règles pour empêcher des groupements non significatifs. Ce problème peut sembler simple,
mais son analyse a montré une certaine complexité dans la conception de la solution adéquate. Par
exemple, dans la figure 21, le rectangle de voisinage A englobe le B, mais l'inverse n'est pas vrai. Un
choix pourrait être de regrouper seulement les noyaux où les rectangles englobent mutuellement le
noyau voisin. Cependant, le cas du rectangle E et F montre que cette logique n'est pas adéquate, car les
deux rectangles partage une grande superficie commune et le noyau E et F partagent une proximité
indéniable.
Un autre choix revient à toujours englober du plus petit rectangle vers le plus grand. Ainsi, dans le cas
simple, le rectangle de voisinage A ne peut englober B. La définition de la taille d'une zone de
voisinage devient un élément problématique dans l'application de cette règle d'agglomération. En
observant des situations de 2 dimensions, le choix de définition de la taille se simplifie. Celle-ci peut se
résumer à la question : « Quels types de regroupement l'algorithme devrait être encourager à choisir? »
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En effet, pour les rectangles de voisinage (C, D), (E, F) et en prenant en considération la
complexification lors de l'ajout de n dimensions, on peut poser le choix de groupement au rectangle
possédant une plus petite taille dans l'ensemble des dimensions. Ainsi, le rectangle de voisinage D
n'englobe pas le noyau C mais le rectangle E englobe le rectangle F.
Au niveau de l'implémentation, la définition de la taille de la zone de voisinage est donnée par
l'équation 15 :
d
Taille = ^  {valMax-valMin)^^^ Éq. (15)
dim= 1
La première étape permettant d'agglomérer les noyaux en groupements consiste à calculer pour chacun
la taille de la zone de voisinage et de trier par ordre croissant les noyaux selon la taille. Ensuite :
1. Le noyau possédant la plus petite zone de voisinage va regrouper les noyaux voisins, soit : ceux
inclus dans sa zone de voisinage et dont la taille est plus grande.
2. Une boucle va poursuivre cette agglomération en prenant les noyaux ayant été agglomérés et en
regroupant les noyaux voisins de ceux-ci.
3. La boucle se termine lorsqu'il n'y a plus possibilité d'agglomérer des éléments.
4. Début d'une nouvelle agglomération en revenant à l'étape 1 à partir du prochain noyau
possédant la plus petite zone de voisinage n'ayant pas été aggloméré.
Chaque groupement est numéroté.
Sorties du programme :
Le programme de création du patron se termine par l'enregistrement d'un fichier contenant les éléments
suivants :
•  Le nombre de noyaux contenus par le patron
•  Le nombre de groupements
•  Une liste des noyaux et des zones d'influence ayant l'information suivante :
o Position du noyau dans les 4 dimensions
o Distance de voisinage par dimension
° Numéro du groupement d'appartenance
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Dans le but de conserver un maximum d'informations, le nettoyage du patron est réalisé dans le
programme suivant et non pas dans le précédent. La principale cause de ce choix est de conserver la
capacité de changer le nombre de noyaux minimal par groupement significatif selon les résultats.
Cependant, le nettoyage sommaire du patron aurait dû être réalisé dans le programme précédent afin de
diminuer la redondance des manipulations à effectuer.
Programme de génération de classes à partir du patron :
Pour débuter la description du programme, voici les entrées de celui-ci.
Entrées du programme : Fichier contenant le patron défini ci-dessus
Image à classifier (liste de pixels ayant les 4 attributs de l'étude)
Pour débuter, le programme vérifie et élimine les doublons au niveau des noyaux des différents
groupements. Ensuite, le nombre de noyaux par groupement est compté et une règle de décision est
appliquée afin de ne conserver que les groupements considérés significatifs. Ce paramètre est changé
lors de la compilation du programme, c'est pourquoi il ne fait pas partie des entrées. Une fois les
groupements éliminés, les classes restantes sont numérotées.
Pour la classification proprement dite, le type de classification implémenté est la classification rigide,
employant une classification complète des pixels. Le calcul de distance utilise la mesure de distance
euclidienne.
La première étape de la classification consiste à vérifier pour chaque point s'il fait partie du volume
d'un hypercube. Chaque pixel de l'image est vérifié avee l'ensemble des hypercubes du patron de
classification. Advenant le cas où un point est à l'intérieur du volume de plus d'un hypercube de classes
différentes, il est identifié à celui où la distance entre le noyau et la coordonnée du pixel est minimale.
Il est important de mentionner que l'algorithme doit vérifier en premier si un pixel est compris dans le
volume d'un hypercube. Utiliser uniquement la distance minimale entre le pixel et l'ensemble des
noyaux peut apporter des identifications erronées. Ces pixels sont identifiés comme étant des éléments
appartenant à une classe et non à une zone d'influence.
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Les pixels n'ayant pas été classifiés sont identifiés comme étant des éléments appartenant à ime zone
d'influence. Pour chaque pixel non classifié, la distance entre celui-ci et l'ensemble des noyaux du
patron est calculée. La classe du pixel est affectée par le noyau possédant la distance minimale à celui-
ci.
Sorties du programme :
Une fois l'ensemble des pixels identifiés selon leur classe et le niveau d'appartenance (direct ou zone
d'influence), l'image classifiée est sauvegardée.
4.2.3 PRODENCAN appliqué sur un petit échantillon de données
Les simulations paramétriques réalisées lors des différentes modifications de l'algorithme mènent
rapidement à la création d'un autre jeu d'entraînement, celui-ci créé spécifiquement dans le but : de
réduire le temps nécessaire sur la grappe MP-Il et de voir la capacité de séparation de l'algorithme à la
fois dans l'espace de donnée et la représentation spatiale de ceux-ci. En effet, le Jeu d'entraînement
régulier ne permet pas d'observer directement le patron complet et la visualisation spatiale de la
classification, étant un jeu échantillonné aléatoirement un ensemble d'images. Le jeu d'entraînement
créé possède un échantillon de 86083 éléments et est constitué par l'image hebdomadaire 2002JJ185
ayant un domaine spatial restreint selon les latitude 50°N à 66.5°N.
Cette section présente les résultats de la classification elfectuée par la méthode PRODENCAN sur
l'échantillonnage restreint, réalisée pour les paramètres d'entrée EspPts = 0.5 et MinPts = 2 ainsi que
EspPts = 5 et MinPts = 20. L'intérêt de présenter ces 2 paramètres est que malgré la différence majeure
MîviPtsde valeurs entre les 2 simulations, le ratio reste le même. Malgré une zone de voisinage
EspPts
beaucoup plus imposante pour les noyaux de la 2e simulation, les résultats de classification sont
relativement similaires, ce qui confirme que le modèle théorique derrière cette technique semble
robuste.
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La figure 22 permet d'observer le nombre de noyaux par groupements pour différentes simulations. Les
deux simulations d'intérêt pour cette section sont surlignées pour faciliter leur lecture.
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Figure 22 : Nombre de noyaux par classe pour différentes simulations paramétriques de
PRODENCAN sur le jeu d'entraînement restreint
La figure 22 permet d'observer que toutes les simulations retrouvent un grand nombre de noyaux dans
les 2 premières classes. Le voisinage par classe change tout de même de manière importante entre les 2
simulations d'intérêt. Dans le but de comparer les résultats entre les deux simulations, seules les 12
premières classes sont conservées pour les deux cas.
La figure 23a permet de voir que dans l'espace de données, les 2 résultats présentent de fortes
similitudes dans la classification de celui-ci. Les classes ne sont pas identifiées par la même couleur
puisque le processus d'agglomération est différent. Etant donné l'impossibilité de représenter clairement
les 4 dimensions, l'attribut NSST n'est pas affiché. Note : l'annexe 3 présente l'espace de données
restreint et la représentation spatiale des 4 attributs.
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Figure 23a : Classification dans l'espace de données du jeu d'entraînement restreint par la méthode
PRODENCAN avec à gauche les paramètres (EspPts = 0.5 et MinPts =2) et à droite les paramètres
(EspPts = 5 et MinPts = 20)
La figure 23b met en évidence la forte similitude dans les noyaux conservés pour deux simulations
possédant le même ratio mais une espérance de voisinage fortement différente. La conséquence de la
différence de valeur d!EspPts est visible par le nombre de voisins des noyaux qui est beaucoup plus
élevé pour une valeur dEspPts plus grande. Le choix de l'implémentation de la méthode conceptuelle
de PRODENCAN pour l'évaluation du voisinage semble être approprié.
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Figure 23b : voisinage des noyaux identifiés par la classification dans l'espace de données du jeu
d'entraînement restreint par la méthode PRODENCAN avec à gauche les paramètres (EspPts = 0.5
et MinPts = 2) et à droite les paramètres (EspPts = 5 et MinPts = 20)
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Figure 23c : Hypercubes des noyaux identifiés par la classification dans l'espace de données du jeu
d'entraînement restreint par la méthode PRODENCAN avec à gauche les paramètres (EspPts = 0.5
et MinPts = 2) et à droite les paramètres (EspPts = 5 et MinPts = 20), la couleur représente la classe
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Figure 23d : Hypercubes des noyaux identifiés par la classification dans l'espace de données du jeu
d'entraînement restreint par la méthode PRODENCAN avec à gauche les paramètres (EspPts = 0.5
et MinPts = 2) et à droite les paramètres (EspPts = 5 et MinPts = 20), la couleur représente la valeur
de NSST
Les figures 23c, permettent de bien visualiser les hypercubes formés par les noyaux composant les
différentes classes. Les figures 23d permettent de voir la valeur de l'attribut NSST moyen pour les
différents noyaux formant les hypercubes. Certaines classes observées dans les figures 23c possèdent
une grande proximité dans l'espace de données au niveau des 3 autres attributs, mais les figures 23d
montrent que le critère de température de surface de nuit permet une dissociation dans certains cas en 2
classes. Il est possible d'observer que le ratio 1:10 entre les deux simulations pour les paramètres
d'entrée mène à des zones de voisinages plus grandes dans les figures 23 c et 23 d de droite.
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Figure 24a : Résultat spatial de la classification du jeu d'entraînement restreint par la méthode
PRODENCAN, EspPts = 0.5, MinPts = 2, en couleurs semi-transparentes pour un pixel dans la zone
d'influence
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Figure 24b : Résultat spatial de la classification du jeu d'entraînement restreint par la méthode
PRODENCAN, EspPts = 5, MinPts = 20, en couleurs semi-transparentes pour un pixel dans la zone
d'influence
Le résultat spatial de cette classification est représenté dans la figure 24a et 24b. Il est à noter que cette
représentation est une ébauche de classification possible afin de démontrer le potentiel de
PRODENCAN à discerner des regroupements dans l'espace de données et non un produit validé. La
différence entre la figure 24a et la figure 24b au niveau des zones d'influence, soit une diminution de la
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superficie en zone d'influence dans la figure 24b s'explique par l'augmentation des zones de voisinage.
Il reste cependant important de spécifier que la diminution de la superficie des zones d'influence
n'implique pas que la classification est plus précise ou plus significative.
L'augmentation de la précision et de la signification de la classification s'applique en général suivant le
tableau 7. Une plus grande précision vient de valeurs petites à'EspPts et une plus grande signification
MinPts
vient d'un ratio ——-— élevé. La figure 23b permet d'ailleurs de mettre en évidence dans l'exemple
Htupi l(S
présent que la valeur de MinPts aurait pu être augmentée significativement.
Les résultats pour le jeu de données restreint sont excellents dans l'optique de vérifier la capacité de
PRODENCAN à discerner des objets/pixels similaires et démontrent l'efficacité de l'algorithme
implémenté à effeetuer des elassifications à partir du modèle conceptuel théorique de PRODENCAN.
4.2.4 Classification de l'Atlantique Nord à l'aide de PRODENCAN
La elassification de l'Atlantique Nord à l'aide du jeu d'entraînement et des jeux de validation s'est
réalisée en étapes successives. Les modifications successives de DBSCAN vers PRODENCAN
changent le processus menant à la sélection des paramètres optimaux. La première étape consiste à
réaliser pour les 3 jeux de données, une série de simulations paramétriques complète, menant à la
eréation d'un patron de classification. Le tableau 8 montre l'ensemble des valeurs de paramètres EspPts
et MinPts ayant été employés pour les simulations.
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Tableau 8 : Valeurs utilisées pour l'étude paramétrique de PRODENCAN
Paramètres Nombre de simulations
EpsPts—Q,Q\n où V«,(«GIN=> 155^>9)
MinPts=2'" où \/m,{mE\N=>0>k>7)
72 X 3 jeux
EpsPts=0,02n où \/n,{n&N=^\>k>4)
MinPts=2'" où Vm, (wG|N=>0^^^7)
32 X 3 jeux
EpsPts=0,\n où \/n,{n^N^l>k>9)
MinPts=2'" où \/m,{mGN=>0>k>l)
72 X 3 jeux
EpsPts = \n où \/n,{nE:N=>\>k>4]
MinPts=2'" où \/m,{m€N=>\>k>7)
28 X 3 jeux
EpsPts=5n où \/n,{nsN=^\>k>4)
MinPts=2'" où \/m,{mE:N=>\>k>7)
28 X 3 jeux
1
EpsPts = \On où \/n,{nEN=^l>k>S)
MinPts=EpsPts+ 5m où \/m,(mEN=>l>k>25)
86 X 3 jeux
(devrait être 200 mais
certains pas ont été sautés)
Total : 318 X 3 jeux
Un programme ouvre et extrait de chacun des patrons, le nombre de groupements ayant plus de 300
noyaux. Un fait particulier est immédiatement observé au niveau du nombre de groupements :
l'ensemble des simulations possède entre 1 et 5 groupements ayant plus de 300 noyaux, à l'exception de
quelques paramètres d'entrée de la ligne 1 du tableau 8, où le critère EspPts était trop petit pour
parvenir à une analyse adéquate. En regardant le nombre de noyaux par groupement, la majorité des
simulations parviennent à 4 groupements ayant plus de 300 noyaux. La figure 25 illustre cette
observation pour certaines valeurs ééEspPts en conservant une valeur constante de MinPts.
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Figure 25 : Nombre de noyaux par classe pour des EspPts = [0,1, 0,7] avec MinPts = 2
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Après des résultats aussi similaires au niveau du nombre de classes, une vérification visuelle de
quelques patrons au niveau de l'espace de données s'imposait. La figure 26 montre les 5 groupements
ayant un nombre de noyaux supérieur à 300, pour le patron défini par les paramètres d'entrée EspPts =
0.5 et MinPts - 2. Cet exemple a été conservé pour le reste du processus de classification, car il
présente un portrait représentatif des autres patrons créés par des paramètres différents.
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Figure 26 : A gauche, représentation du patron de classification dans l'espace de données générées
à partir du jeu d'entraînement, par la méthode PRODENCAN avec les paramètres (EspPts = 0.5 et
MinPts = 2). À droite, les hypercubes correspondants
Les regroupements de la figure 26 permettent d'apporter des doutes quant au patron de classification
généré à partir du jeu d'entraînement et des jeux de validation. En effet, les groupements sont séparés
par la moyenne pour les deux attributs d'anomalie de signal et ne semble pas influencés par CHL a et
NSST (à l'exception de la classe en rouge foncé), ce qui semble une solution peu probable. De plus, il
ne paraît pas y avoir une séparation évidente en observant l'espace de données en proximité des axes. Il
est possible d'émettre l'hypothèse que PRODENCAN atteint les limites de sa capacité à classifier, car
le jeu d'entraînement et les jeux de validation semblent trop homogènes pour permettre une
classification adéquate par cette méthode.
63
Il est néanmoins intéressant d'observer les résultats de classification, car la séparation au niveau des
anomalies de signal donne une certaine signification à la classification. Le tableau 9 résume les
caractéristiques globales des 5 classes.
Tableau 9 : Interprétation des 5 classes en fonction du patron généré
Classe no. / Paramètres Interprétation de la classe
Couleur d'identification de la
représentation classe
1
Orange
< ^*^547
< ^454,2
488
Concentration moins importante de particules en
suspension et plus grande concentration en
CDOM.
2
Vert
>
>
488
Concentration plus importante de particules en
suspension et plus faible concentration en
CDOM.
3
Bleu
< ^-^547
> AS4J2
488
Concentration moins importante de particules en
suspension et plus faible concentration en
CDOM.
4
Mauve
^*^412
488
Concentration plus importante de particules en
suspension et plus grande concentration en
CDOM.
5
Bourgogne
> ^"^547
> ^54,2
488
Grand VOT
Faible CHL a
Concentration plus importante de particules en
suspension et plus faible concentration en
CDOM pour des eaux ayant une température de
surface élevée et une faible concentration en
chlorophylle a.
En poursuivant l'exercice, les 3 patrons générés par le jeu d'entraînement et les jeux de validation sont
utilisés pour produire la série de 15 images hebdomadaire afin d'obtenir des résultats de comparaison
de recouvrement spatial. Le tableau 10 montre de très bonnes corrélations spatiales entre les 3 patrons
de classification basés sur le même ensemble de paramètres d'entrée. Le taux de recouvrement moyen
avec l'utilisation des 3 patrons différents est de 81.18%.
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Tableau 10: Résultat de la comparaison spatiale entre les provinces pour les 3 patrons de
classification sur 15 images
Province Surface commune Écart-tjpe
1 86.10% 3.60%
2 82.79 % 3.28 %
3 84.63 % 2.43 %
4 75.56 % 8.24 %
5 76.83 % 3.51 %
La figure 27a reprend la semaine 2002JJ185 classifiée à l'aide du patron d'entraînement et les zones en
rouge représentent les pixels où la classification diverge entre le patron d'entraînement et les patrons de
validation. La semaine suivante, soit 2002JJ192, la figure 27b est très intéressante car on voit très bien
une gyre aux coordonnées 44°N 54°W, la figure 27c y porte une attention particulière.
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Figure 27a : Représentation spatiale, classification par la méthode PRODENCAN avec les
paramètres (EspPts = 0.5 et MinPts = 2) pour la semaine 2002JJ185
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Figure 27b : Représentation spatiale, classification par la méthode PRODENCAN avec les
paramètres (EspPts = 0.5 et MinPts = 2) pour la semaine 2002JJ 192
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Figure 27c : Gyre observée dans la figure 27b, représentée par les 4 attributs et sa classification par
la méthode PRODENCAN avec les paramètres (EspPts = 0.5 et MinPts = 2)
Dans la figure 27c, la classe en pourpre correspond à celle possédant une concentration en particules en
suspension plus élevée que la moyenne. Les eaux au nord sont plus froides et possèdent une
concentration de CHL a plus grande que les eaux au sud. La concentration en CDOM ne pourrait pas
66
être utilisée pour délimiter cette zone. Cette figure, illustrant la gyre selon les 4 attributs et la
classification réalisée est particulièrement intéressante, car le sens de rotation est antihoraire, ce qui
permet de présumer que cette gyre est le point de rencontre du courant du Labrador et du Gulf Stream.
Cette figure, combinée aux deux images hebdomadaires présentées, permet d'apprécier le résultat, mais
de rejeter la signification au niveau des provinces biogéochimiques et bio-optiques. En effet, on voit le
point de rencontre entre les deux courants océaniques, ce qui peut créer des conditions à la formation
d'une province propre à ces eaux mitoyennes. Cependant, de part et d'autre de la gyre, soient : au nord
et au sud, on retrouve des masses d'eau de provenances différentes et donc, possiblement ayant des
propriétés biogéochimiques différentes. Le patron de classification quant à lui, n'y voit qu'une seule et
même région.
Pour des fins de curiosité, la classification des images de l'année 2007, mois par mois est présentée
dans l'annexe 4.
4.3 Résultats de l'analyse temporelle
La présentation des résultats de l'analyse temporelle est restreinte à 200 des 950 simulations réalisées.
Seules les combinaisons d'étude des attributs suivants sont discutées :
•  Sélection par la valeur maximale des 4 attributs et l'algorithme des K-moyennes appliquée sur
les 4 attributs (ALL MAX)
•  Sélection par la valeur médiane des 4 attributs et l'algorithme des K-moyennes appliquée sur les
4 attributs (ALL MED)
•  Sélection par la valeur maximale de la CHL a et l'algorithme des K-moyennes appliquée sur
CHL a (CHL MAX)
•  Sélection par la valeur médiane de la CHL a et l'algorithme des K-moyennes appliquée sur
CHL a (CHL MED)
Le choix des éléments à présenter est fondé sur la capacité à comparer ceux-ci à des classifications
existantes et à la limite d'interprétation pouvant être réalisée entre les résultats de l'analyse temporelle
et la classification dynamique.
La figure 28a permet d'observer, tel qu'attendu : que la distance moyenne en fonction du nombre de
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classes est plus élevée dans le cas des jeux de données utilisant la valeur maximale que eeux utilisant la
valeur médiane.
Le choix du nombre de classes en fonction des différents critères est une tâche ardue lors d'une analyse
de ce type. Bien que l'étude des méthodes de création et d'application de critères de sélection soit un
domaine où beaucoup de recherche est fait (eg. : Milligan et Cooper, 1985, Weingessel et al. 1999,
Dimitriadou et al 2002), le cas d'une étude temporelle est particulier dû au grand nombre d'attributs
utilisés.
En effet, bien que le jeu de données possède 1-4 attributs, la structure des données sous forme de voxel,
nécessaire pour l'étude temporelle ajoute 25 dimensions à chaque attribut, soit la valeur de chacun de
ceux-ci pour les semaines 13 à 38. L'algorithme des K-moyennes est ainsi appliquée sur un jeu
possédant des vecteurs de 25-100 valeurs. Le problème du fléau de la dimension (Bellman, 1957) est
présent à la fois pour l'application de la classification, mais aussi pour l'interprétation du critère de
sélection du nombre de classes.
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Figure 28a : Valeur des K-moyennes en fonction
du nombre de classes
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Figure 28b : Critères des K-moyennes
détermination du nombre de classes pour
l'algorithme des K-moyennes.
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Figure 28c : Critères de Bail et Hall,
détermination du nombre de classes pour
l'algorithme des K-moyennes.
Figure 28d : Critères de Calinski et Harabasz,
détermination du nombre de classes pour
l'algorithme des K-moyennes.
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Figure 28e : Critères d'Hartigan, détermination
du nombre de classes pour l'algorithme des K-
moyennes.
Figure 28/ : Critères de Ratkwosky et Lance,
détermination du nombre de classes pour
l'algorithme des K-moyennes.
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La sélection du nombre de classes a été réalisée principalement à l'aide d'une version détaillée de la
figure 28a ainsi que de la figure 28c, soit le critère de Bail et Hall. Le critère employé dans la section
portant sur l'étude dynamique à l'aide de l'algorithme des K-moyennes (section 4.1.1), illustré en 28b
n'est pas révélateur dans le cas de l'étude temporelle. La figure 28d montre une évolution du critère de
Calinski et Harabasz inverse de ce qui est généralement observé (eg. : Zhao et al. 2009). Après une
investigation de l'implémentation et de la littérature, le phénomène est expliqué par le nombre
important de dimensions, et est documenté dans d'autres études (eg. : Albaum et al. 2011). Malgré les
performances habituellement supérieures aux autres critères de sélection du nombre de classes pour la
méthode d'Hartigan (Weingessel et al. 1999), le critère illustré par la figure 28e ne performe pas de
manière adéquate, ni celui de Ratkwosky et Lance illustré dans la figure 28f.
L'analyse des valeurs des critères permet d'identifier le nombre de classes significatives suivantes :
•  Jeu et analyse ALL MAX : 6 et 8
•  Jeu et analyse ALL MED : 6 et 9
•  Jeu et analyse CHL MAX : 9
•  Jeu et analyse CHL MED : 5 et 8
Il convient par la suite de vérifier si l'algorithme semble converger vers une solution lors des itérations.
La figure 29 démontre que l'algorithme converge dans tous les cas en deçà de 20000 itérations.
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Figure 29 : Valeur des K-moyennes au fil des itérations pour différents jeux
Trois des sept classifications identifiées sont présentées dans cette section (voir annexe 5 pour les
autres résultats).
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Figure 30a : Classification avec l'algorithme des K-moyennes temporelle ALL MAX, k=6
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Figure 30b : Classification avec l'algorithme des K-moyennes temporelle ALL MED, k=6
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Figure 30c : Classification avec l'algorithme des K-moyennes temporelle ALL MED, k=9
Les figures 30a, 30b et 30c possèdent chacune des particularités intéressantes à détailler. Il est possible
d'observer certaines similitudes et certaines différences entre ces 3 résultats. La comparaison de la
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figure 30a et 30b est révélatrice sur l'impact du choix de la donnée en entrée à utiliser. La différence
entre ces deux résultats : utiliser la valeur médiane ou la valeur maximale lors de l'intégration de
données de 2002 à 2012 change de manière significative la classification de la zone d'étude.
La première différence entre les deux jeux résultats est la création pour le jeu utilisant les valeurs
maximales, d'une province spécifique aux grands lacs. En effet, des trois résultats, seul le jeu utilisant
les valeurs maximales définit les Grands Lacs comme une province. Cette classe possède certaines
propriétés spécifiques, c'est le cas de :
•  La concentration en chlorophylle a qui y est généralement plus haute tout au long de l'année à
l'exception de la classe dans le nord de l'atlantique. Il faut cependant être prudent face à cette
concentration élevée de CHL a car les Grands Lacs constituent des eaux de types 2.
•  Le gradient de température de surface y est élevé entre la semaine 13 et 33-38, ce qui
correspond à une dynamique physique d'une masse d'eau restreinte par rapport aux océans.
•  Un maxima au niveau de l'anomalie de signal correspondant à la rétrodiffusion des particules en
suspension situé à la semaine 30.
Une deuxième classe restreinte spatialement est présente dans le jeu utilisant les valeurs maximales
identifiables (figure 30a, en bleu foncé) grâce aux propriétés suivantes :
•  La concentration en chlorophylle a qui y est plus élevé des semaines 13 15 pour diminuer
progressivement et se stabiliser dans la moyenne à la semaine 25.
•  Des températures de surface très élevées, similaires aux provinces situées complètement au sud
de l'Atlantique. A part la température, cette province partage de près les mêmes caractéristiques
que la province illustrée en rouge.
•  Des anomalies de rétrodiffusion correspondant aux particules en suspension plus fortes des
semaines 15 à 21.
Une similitude entre les résultats des figures 30a et 30b : la province au nord, identifiée en bleu pâle
dans les 2 résultats possède des caractéristiques et une évolution temporelle des attributs relativement
comparable en considérant la différence de normalisation des jeux de données par la médiane ou la
valeur maximale. La province au sud-ouest, est représentée en jaune dans la figure 30a et en rouge dans
la figure 30b est similaire au niveau des caractéristiques temporelles des attributs. Cependant, celle-ci
semble mieux caractérisée par le résultat utilisant la médiane.
Une différence marquée entre les résultats des figures 30a et 30b repose dans la séparation de régions
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entre l'est et l'ouest de l'Atlantique dans les résultats de la figure 30b. De cette séparation de provinces
dans l'est et l'ouest de l'Atlantique, les provinces identifiées en orange et en bleu possèdent une faible
différence dans les caractéristiques, principalement au niveau de la concentration en chlorophylle a
dans les premières semaines et de la température de surface dans les dernières semaines. Au contraire,
les provinces identifiées en brun et en vert possèdent des caractéristiques distinctives et significatives
tant au niveau CHL a, NSST et AS ^12 .
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Les résultats de la figure 30c correspondent à des subdivisions des provinces préalablement définies en
30b, ce qui est un indice de la cohérence de la classification malgré la complexification apportée par le
flou des dimensions. La séparation de la province du nord en deux provinces est attribuée à des
différences pour l'ensemble des attributs à l'exception de la concentration en chlorophylle a. Le profil
d'anomalie de signal à 547 nm de la province du nord est significativement différent de tous les autres
profils avec un maxima important à la semaine 25. La signature particulière de cet attribut au niveau de
cette province correspond fort possiblement aux blooms de coccolitophores et leurs écailles en
carbonate de calcium provocant une forte rétrodiffusion.
La séparation de la province illustrée en brun dans le résultat de la figure 30b dans les provinces vertes
et bourgognes dans la figure 30c qui possèdent des températures similaires (la province en bourgogne
ayant des températures de surface légèrement plus élevées), c'est principalement des valeurs plus
élevées de CHL a et AS^12 à partir des semaines 18-20 jusqu'à la semaine 38 qui caractérise la
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province verte par rapport à celle représentée de couleur bourgogne. La classe en bleu foncé dans la
figure 30c, se veut être une classe intermédiaire entre la classe orange et la classe brune de la figure 30b
et le constat s'applique à la fois au niveau spatial et au niveau des profils des 4 attributs (figure 31 et
32).
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Figure 31 : Profils annuels des attributs de l'analyse temporelle. A gauche : ALL MAX et à droite
ALL MED pour k=6. Du haut vers le bas, les attributs CHL a, NSST, AS4,2, AS^42. Les couleurs
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des droites à gauche correspondent aux classes de la figure 30a et celles de droite la figure 30b.
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Figure 32 : Profils annuels des attributs de l'analyse temporelle pour ALL MED où k=9. Du haut
vers le bas, les attributs CHL a, NSST, AS4,2 > ^'^547 • couleurs des droites correspondent aux
classes de la figure 30c. L'ombrage autour de la droite représente 1 écart-type de variation.
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5. Discussion
5.1 Comparaison entre la classification de l'Atlantique Nord par
PRODENCAN et les études précédentes
Malgré le doute énoncé sur les résultats de l'analyse dynamique, il convient de comparer ceux-ci pour
la classification de l'Atlantique Nord, réalisés par la méthode PRODENCAN à d'autres méthodes de
classification du même océan. Pour débuter, une comparaison est réalisée avec la classification statique
de Longhurst (1998). Le mois de juillet est identifié comme étant le mois où le plus de similarités sont
observées entre la classification de Longhurst et la classification réalisée par la méthode
PRODENCAN, tel qu'illustré par la figure 33.
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Figure 33 : Comparaison entre la classification de l'Atlantique Nord réalisée par la méthode
PRODENCAN pour le mois de juillet 2007 et la classification statique de Longhurst (1998).
Malgré certaines similitudes observées localement, il reste néanmoins évident que les deux
classifications divergent fortement. Sans décrire chacune des provinces : la région classifiée par
PRODENCAN, illustrée en vert recouvre les provinces de Longhurst : Atlantique Arctique (ARCT),
Atlantique Subarctique (SARC) et Dérive Atlantique Nord (NADR). Le problème majeur dans ce
regroupement est que les deux premières provinces appartiennent au biome polaire alors que le dernier
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au biome des vents d'ouest.
Il en est de même avec la région illustrée en bourgogne recouvrant les provinces : Gyre ouest
subtropical de l'Atlantique Nord (NASW), Gyre Tropicale de l'Atlantique Nord (NATR) et Caraïbes
(CARB). Les deux premières appartiennent au biome des vents d'ouest alors que le dernier appartient
au biome des vents alizés. Cependant, l'analyse temporelle tant elle aussi à montrer que ces classes
appartiennent aux mêmes groupements majeurs.
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Figure 34 : Comparaison pour le mois de juin 2007 entre la classification de l'Atlantique Nord
réalisée par la classification dynamique (Devred, 2007) à gauche et la méthode PRODENCAN à
droite
11 est possible de remarquer une observation similaire dans la figure 34, de celle réalisée avec la figure
27 : la classe illustrée en mauve semble être une zone mitoyenne entre 2 provinces au lieu de
représenter une seule province.
Bien que peu révélateur, la comparaison entre ces deux méthodes et la différence de recouvrement
spatial commun permet de parvenir à un constat : le choix d'utiliser la température de surface de nuit
dans le cadre de cette étude diminue la couverture spatiale obtenue, car le pixel de jour et de nuit doit
être dépourvu de nuage. 11 pourrait être intéressant de refaire l'étude en utilisant des données de
température de surface mesurées de jour par le capteur en orbite.
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5.2 Parallèles entre l'étude temporelle et les classifications existantes
L'analyse temporelle réalisée dans cette étude pour l'Atlantique Nord peut se comparer aux résultats
d'une classification similaire à l'étude temporelle a été publiée en 2012 par D'Ortenzio et al. L'équipe
responsable de cette publication menée au niveau global la méthode qu'ils avaient employée pour la
publication de 2009. Cette classification a été effectuée à l'aide d'un seul attribut : CHL a.
La figure 35 permet d'apprécier certaines similitudes entre la province en brun dans l'étude de
D'Ortenzio et al et la province en rouge dans le cas du résultat temporel du jeu de données MAX ALL
où k=6. Des ressemblanees sont aussi observées entre la province en jaune et la province en vert des
jeux respectifs. Cependant, les jeux au sud diffèrent de manière plus importante. D'ailleurs, dans le cas
des deux études, on remarque que les provinces de la classification temporelle au sud ne correspondent
pas aux grands biomes de Longhurst, où se mélangent les biomes des vent d'ouest et des alizés.
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Figure 35 : Comparaison entre, en haut : la classification temporelle par D'Ortenzio et al. (2012) et,
en bas : la classification temporelle de l'Atlantique Nord réalisée par l'algorithme des K-moyennes
avec le jeu MAX ALL, où k=6
Le jeu composé des valeurs médianes pour les 4 attributs, séparés selon 9 classes est le résultat le plus
intéressant à observer par sa similitude avec certaines provinces de Longhurst (figure 36).
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Figure 36 : Comparaison entre la classification temporelle de l'Atlantique Nord réalisée par
l'algorithme des K-moyennes avec le jeu MED ALL, où k=9 et la classification statique de
Longhurst (1998).
Ce résultat permet aussi de voir une plus grande proximité avec celui réalisé par D'Ortenzio, où
certaines provinces du résultat de la classification temporelle de D'Ortenzio sont représentées par 2
provinces distinctes, attribuées possiblement à l'ajout de 3 attributs additionnels à la méthode de
classification. En etfet, l'utilisation des 4 attributs permet de préciser l'identification de signatures
phénologiques distinctes, correspondant à des provinces additionnelles. De plus, le choix de voxéliser
sur une période restreinte des semaines 13 à 38 permet à l'étude présentée ici de posséder une plus
grande couverture dans les latitudes nordiques.
Après l'analyse des résultats des études de D'Ortenzio et des résultats de cette étude, un choix est
suggéré au niveau de la normalisation des données. La méthode de D'ortenzio utilise la valeur moyenne
divisée par la valeur maximale observée pour un pixel/transec tandis que mon étude utilise la valeur
maximale et la valeur médiane.
Conceptuellement, le choix de la médiane comme normalisation des données semble celui le plus
adéquat, car la médiane est généralement la valeur représentant le mieux un jeu de données. En prenant
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l'exemple des données climatiques, ce choix conceptuel prend tout son sens : lorsqu'on veut se rendre
dans im lieu, on peut regarder la valeur minimale et la valeur maximale des températures observées
pour une journée, mais on peut aussi prendre la valeur moyeime ou la valeur médiane. La valeur
minimale et maximale peut apporter de l'information supplémentaire, mais c'est la médiane qui va le
mieux caractériser la valeur observée à une journée précise.
Dans le cas de l'analyse temporelle, les jeux utilisant la médiane sont ceux produisant les provinces
spatiales les plus homogènes aux frontières, une caractéristique d'autant plus évidente avec la
résolution spatiale très fine de cette étude.
5.3 PRODENCAN versus les autres techniques
Bien que les trois techniques utilisées pour la classification dynamique n'ont pas semblé produire de
résultats significatifs en terme de délimitation de régions bio-optiques, PRODENCAN reste
l'algorithme qui s'est le mieux démarqué par rapport aux deux autres testés, tant au niveau de la
couverture spatiale classifiée que le fort taux de recouvrement entre le patron créé à partir du jeu
d'entraînement et les patrons créés à partir des jeux de validation.
En effet, le nombre de classes optimales n'a pu être déterminé lors de l'application de l'algorithme des
K-moyennes et les validations spatiales de recouvrements similaires effectuées pour des valeurs
VA:,(A:6IN=>2^à:>25) ont tous doimés des valeurs très faibles de recouvrement. L'algorithme
DBSCAN a quant à lui généré une couverture spatiale classifiée très faible.
PRODENCAN semble posséder les qualités requises pour se démarquer grandement des autres
algorithmes de classification. La paramétrisation en entrée est simple et des ratios similaires de valeurs
EspPts.MinPts donnent des résultats similaires, permettant à l'utilisateur de faire des combinaisons en
fonction de ses besoins. A la frontière des algorithmes de densité et des algorithmes probabilistes,
celui-ci semble bénéficier des qualités des deux catégories. De plus, c'est un algorithme qui paraît
profiter d'une augmentatîon du nombre d'attributs utilisés et semble à l'abri du flou des dimensions.
Il va sans dire qu'une analyse plus approfondie est de mise afin de vérifier dans quelles conditions
celui-ci va performer de manière optimale. Un élément sur lequel je ne me suis pas attardé jusqu'à
présent est la rapidité d'exécution de PRODENCAN. La version optimisée de cet algorithme permet de
traiter un très grand nombre d'éléments dans un temps restreint.
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5.4 Une contribution à la classification océanique sous un autre angle
La contribution à la classification océanique de ee projet de recherche se développe sous deux aspects
différents. Les conclusions apportées par l'analyse dynamique et celles apportées par l'analyse
temporelle. Cette section se concentre sur les conclusions de l'analyse dynamique. Pour cette étude, une
eause est identifiable à l'éehee de la création d'un patron de classification : le jeu d'entraînement utilisé.
En effet, le jeu possédant une distribution trop uniforme dans chacune des dimensions avec une
distribution tout aussi uniforme lors de la combinaison des attributs, il devient pratiquement impossible
pour un algorithme à converger vers une solution à la fois significative statistiquement et
conceptuellement.
La problématique de la sélection du jeu de données d'entraînement est un élément souvent sous-estimé.
Ce projet apporte un élément important quant à la méthode à utiliser pour le ehoix des données
eomposant les jeux : bien que ce choix soit élégant d'un point de vu statistique, il ne peuvent pas être
pris de manière aléatoire dans l'ensemble des données de 2002 à 2010. La elassification de provinces
oeéaniques est particulière par la nature très variable des surfaces observées, ee qui rend cette sélection
d'autant plus importante à préciser tant au niveau spatial qu'au niveau temporel, car le passage d'un état
à un autre du milieu observé va changer sa signature radiométrique progressivement et ainsi réduire la
capaeité de discernement des provinces.
Prenons par exemple une forêt du sud du Québec. Pour différencier les espèces dans eelle-ei, on peut
imaginer de manière simpliste de prendre une photo à l'automne et identifier les érables en utilisant
leur couleur rouge (le pigment d'anthocyanines). Si on prend plusieurs photos du début de l'automne à
la fin, si on mélange l'ensemble des pixels ensemble dans l'espaee de données, on aura de la difficulté à
séparer les érables des autres espèees, ear les eouleurs ou les signatures speetrales vont changer
progressivement. En prenant au eontraire, des périodes temporelles spécifiques, où des divergences
sont mises en évidence, on peut classifier plus faeilement les espèces. De cette manière, il y aura un
patron pouvant être défini, mais la classification ne pourra pas être possible tout au long de l'année pour
certaines espèces. Dans le cas d'exemple, le problème est moins eomplexe, ear la taxonomie ne change
pas spatialement au long de l'année.
A partir des résultats des analyses faites sur les jeux de données, il est souhaitable d'émettre l'hypothèse
que l'utilisation d'un ensemble de jeu de données dans des plages temporelles restreintes pourrait
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améliorer les capacités de détection des provinces bio-optiques. De plus, la nature dynamique des
données mène à la même conclusion au niveau spatial.
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7. Conclusion
Les résultats de la présente étude montrent que l'algorithme des K-moyennes et la méthode DBSCAN
ne sont pas appropriées pour classifier de manière dynamique les provinces bio-optiques de l'Atlantique
Nord à l'aide du jeu de données d'entraînement généré. À partir de ce constat, une nouvelle méthode de
classification : PRODENCAN, a été développée pour combler les lacunes de ces techniques. Des
simulations sur des échantillons restreints ont permis de confirmer le potentiel de PRODENCAN à
classifier des jeux de données en utilisant une méthode à mi-chemin entre les méthodes d'analyse de
densité et les méthodes d'analyse probabilistes. Les résultats obtenus par cette méthode permettent de
confirmer le potentiel à améliorer la classification océanique par l'utilisation de la variabilité de 2e
ordre du signale optique de la chlorophylle a.
Cependant, la méthode PRODENCAN n'a pas permis la création d'un patron significatif de
classification dynamique pour l'Atlantique Nord. L'analyse du jeu d'entraînement en fonction des
résultats de classification à l'aide des différentes techniques a permis de suggérer des modifications à la
méthode de création du jeu d'entraînement, par l'implémentation d'un jeu de donnée spécifiquement
choisi d'un point de vue spatial et temporel dans l'optique de réduire la distribution homogène des
points dans l'espace de données. La comparaison des résultats de classification avec d'autres méthodes
permet aussi de suggérer l'utilisation de la température de surface mesurée de jour afin d'augmenter de
manière significative la couverture spatiale pouvant être classifiée.
Une étude approfondie de PRODENCAN sera souhaitable et sera réalisée afin de préciser les forces et
les faiblesses de ce nouvel algorithme de classification et de quantifier ses performances vis-à-vis
d'autres algorithmes pour des jeux d'entraînement standard. De plus, certaines techniques
d'implémentation du modèle conceptuel de l'algorithme devront être étudiées afin de choisir les
méthodes optimales à utiliser, tant au niveau de l'agglomération des hypercubes que de
l'implémentation d'une table de dispersion des échantillons par attributs. Une fois ces investigations
effectuées de manière plus ou moins exhaustive, des domaines de télédétection pourront être identifiés
où l'utilisation de cet algorithme pourrait être privilégiée.
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L'analyse dynamique a permis de confirmer le potentiel de l'utilisation de la variabilité de 2e ordre du
signale optique de la chlorophylle a combinée à la température de surface de l'eau et de la
concentration en chlorophylle a pour mieux définir des régions bio-optiques ayant des signatures
phénologiques distinctives. De plus, le choix réalisé par la voxélisation des données en utilisant les
semaines annuelles 13 à 38 a permis d'obtenir une couverture spatiale couvrant une plus grande partie
de l'Atlantique Nord. La méthode développée pour cette analyse au niveau de l'Atlantique Nord
pourrait être implémentée à l'ensemble des océans pour améliorer la précision des études précédentes
tant au niveau spatial qu'au niveau phénologique.
En conclusion, la présente étude a démontré le potentiel de l'utilisation des anomalies de signal
correspondant à la variabilité de second ordre du signal optique de concentration en chlorophylle a
pour la classification et la caractérisation du milieu marin. La présente étude est cependant limitée, car
l'orientation choisie a été consacrée au développement d'un algorithme de classification. L'objectif a été
partiellement atteint. Le volet de l'analyse temporelle a été réalisé avec succès mais le volet de
classification non dirigée dynamique n'est pas parvenu à un patron de classification significatif à la fois
au niveau statistique que spatial. 11 sera intéressant de poursuivre les développements des différents
axes de ce projet afin de parvenir à une classification des provinces bio-optiques de l'océan Atlantique
Nord, mais aussi pour l'ensemble des océans de la Terre et parvenir à une caractérisation
biogéochimique de ces provinces bio-optiques identifiées.
84
8. Références
•  Albaum, S., Hahne, H., Otto, A., Haubmann, U., Becher, D., Poetsch, A., Goesmann, A., and
Nattkemper, T. W. (2011), A guide through the computational analysis of isotope-labeled mass
spectrometry-based quantitative proteomics data: an application study, Proteome Science,
volume 9, 30 p.
•  Alvain S., Moulin C., Dandonneau Y. and Breon RM. (2005), Remote sensing of phytoplankton
groups in case 1 waters from global SeaWiFS imagery, Deep Sea Research 1, volume 52, 20 p.
•  Alvain S., Moulin C., Dandonneau Y, Loisel H. (2008), Seasonal distribution and succession of
dominant phytoplankton groups in the global océan: A satellite view. Global Biogeochemical
Cycles, volume 22-3, pp. 1-15
•  Bail, G. H., Hall, D. J. (1965), ISODATA, A novel method of data analysis and pattem
classification, Stanford Research Institute, 61 p.
•  Bellman R. (1957), Dynamic programming. Princeton, University Press, New Jersey
•  Ben-lsrael A., lyigun C. (2006), Probabilistic Distance Clustering, DIMACS Technical Report
2006-09, Rutgers University
•  Bouveyron C. (2006), Modélisation et classification des données de grande dimension.
Application à l'analyse d'images. Thèse, Université Joseph Fourier, Grenoble 1, France
•  Brown C. A., Huot Y, Werdell P. J., Gentili B., Claustre H. (2008), The origin and global
distribution of second order variability in satellite océan color and its potential applications to
algorithm development, Remote Sensing of Environment, volume 112, pp. 4186-4203
•  Calinski, R. B., Harabasz, J. (1974), A dendrite method for cluster analysis. Communications in
Statisties, volume 3, pp. 1-27
•  Campbell J. W., Moore T. S. (2002), Goals, Motivation, and Guidance, Océan Color Bio-optical
Algorithm Mini Workshop, University of New Hampshire, MODIS Science Team Meeting
Greenbelt, Maryland July 23
•  Carder, K. L., Hawes, S. K., Baker, K. A., Smith, R. C., Steward, R. G. et Mitchell, B. G.
(1991), Réflectance model for quantifying chlorophyll-a in the présence of productivity
dégradation products. Journal of Geophysical Research-Oceans, volume 96, pp. 20599-20611
•  Ciotti A. M., Lewis M. R., Cullen, J. J. (2002), Assessment of the relationships between
85
dominant cell size in natural phytoplankton communities and the spectral shape of the
absorption coefficient, Limnology and Oceanography, volume 42-2, pp. 404-417
•  Devred E, Sathyendranath S, Platt T. (2007), Delineation of ecologieal provinces in the North
West Atlantic using visible spectral radiometry (océan colour). Marine Ecology Progress Sériés,
volume 346, pp. 1-13
•  Dimitriadou, E., Dolnicar, S., Weingassel, A. (2002), An examination of indexes for
determining the number of clusters in binary data sets, Psychometrika, volume 67-1, pp. 137-
160
•  D'Ortenzio, P., Antoine, D., Martinez, E., Ribera d'Alcalà, M. (2012), Phenological changes of
oceanic phytoplankton in the 1980s and 2000s as revealed by remotely sensed ocean-color
observations. Global Biogeochemical Cycles, volume 26, pp. 1-16
•  D'Ortenzio, P., Ribera d'Alcalà M. (2009), On the trophic régimes of the Mediterranean Sea: a
satellite analysis, Biogeosciences, volume 6, pp. 1-10
•  Dowell M., Platt T. (2009), Partition of the Océan into Ecologieal Provinces: Rôle of Ocean-
Colour Radiometry, lOCCG Report Number 9, 98 p.
•  Erickson, J. (1988), The Mysterious Océans. Blue Ridge Summit: Tab Books : vii. 200 p.
•  Ester M., Kriegel El.-R, Sander J., Xu X. (1996), A Density-Based Algorithm for Discovering
Clusters in Large Spatial Databases with Noise, Proc. 2nd int. Conf. on Knowledge Discovery
and Data Mining (KDD '96), AAAI Press, Portland, Oregon, pp. 220-231
•  Gregr, E. J. et Bodtker, K. M. (2006), Adaptive classification of marine ecosystems: Identifying
biologically meaningful régions in the marine environment, Deep-Sea Research I, volume 54,
pp. 385-402
•  Hardman-Mountford, N. J., Hirata, T., Richardson, K. A., Aiken, J. (2008), An objective
methodology for the classification of ecologieal pattem into biomes and provinces for the
pelagic océan. International Journal of Remote Sensing, volume 112, p. 3341-3352
•  Hartigan, J. A. (1975), Clustering algorithms, Books on Demand, New York, 365 p.
•  Leung Y, Zhang J.-S., Xu Z.-B. (2000), Clustering by Scale-Space Piltering, lEEE Transactions
on pattem analysis and machine intelligence, volume 22-12, pp. 1396-1410
•  Loisel H., Nicolas J., Deschamps P., Prouin R. (2002), Seasonal and inter-annual variability of
particulate organic matter in the global océan, Geophysical Research Letters, volume 29-24, 4
86
p-
•  Longhurst, A. R., Sathyendranath, S., Platt, T. et Caverhill, C. (1995), An estimate of global
primary production in the océan from satellite remote sensing. Sciences, volume 285, pp. 1245-
1271
•  Longhurst, A. R. (1998), Ecological Geography of the Sea, edited by:Press, A., Elsevier
Science, New York, 552 pp.
• Martin Traykovski L. V., Sosik H. M. (2003), Feature-based classification of optical water types
in the Northwest Atlantic based on satellite océan color data. Journal of geophysical research,
volume 108, pp. 3150-3168
•  Martinez, E., Antoine D., D'Ortenzio P., Gentili B. (2009), Climate-Driven Basin-Scale
Decadal Oscillations of Oceanic Phytoplankton, Sciences, volume 326, pp. 1253-1256
•  McClain, C. R. (1993), Review of major CZCS applications: U.S. case studies. Océan Colour:
Theory and Applications in a Decade of CZCA Expérience, Kluwer Acad., Norwell,
Massachusset, pp. 167-188
• Macqueen, J. B. (1967), Some Methods for classification and Analysis of Multivariate
Observations, Proceedings of 5th Berkeley Symposium on Mathematical Statistics and
Probability, University of Califomia Press, pp. 281-297
• Milligan, G. W. et Cooper, M. C. (1985), An examination of procédures for determining the
number of clusters in a data set, Psychometrika, volume 50, pp. 159-179
•  Morel, A. (2009), Are the empirical relationships describing the bio-optical properties of case 1
waters consistent and intemally compatible?. Journal of Geophysical Research, volume 114, 15
P-
•  Morel, A. et Prieur, L. (1977), Analysis of variations in océan color. Limnology and
Oceanography, volume 22, pp. 709-722
•  Morel A. (1974), Optical properties of pure water and pure sea water. In: Jerlov NG and
Steeman-Nielsen E (eds), Optical Aspects of Oceanography, pp. 1-24
• Morrison, M.L., Marcot, B.G., Mannan, R.W. (1998), Wildlife-Habitat Relationships: Concepts
and Applications, 2e édition. Presses de l'Université du Wisconsin, Madison, Wisconsin
•  Oliver M. J., Irwin A. J. (2008), Objective global océan biogeographic provinces, Geophysical
research letters, volume 35
•  Oram, J. J., McWilliams, J. C., Stolzenbach, K. D. (2008), Gradient-based edge détection and
87
feature classification of satellite images of the Southem Califomia Bight, Remote Sensing of
the Environment, volume 112, p. 2397-2415
O'Reilly, J. E., Maritorena, S., Siegel, D. A., O'Brien, M. C., Toole, D., Mitchell, B. G., Kahru,
M., Chavez, F. R, Strutton, R, Cota, G., Hooker, S. B., McClain, C. R., Carder, K. L., Muller-
Karger, P., Harding, L., Magnuson, A., Rhinney, D., Moore, G. P., Aiken, J., Arrigo, K. R.,
Letelier, R., Culver, M. (2000), Océan color chlorophyll a algorithms for SeaWiPS, 0C2, and
0C4: Version 4. In S. B. Hooker & E.R. Pirestone (Eds.), SeaWiPS Rostlaunch Calibration and
Validation Analyses, Greenbelt, Maryland: NASA, Goddard Spaee Plight Center, volume 11,
pp. 9-23
Morel, A. et Berthon, J. P. (1989), Surface pigments, algal biomass pro- files, and potential
production of the euphotic layer: relationship reinvestigated in view of remote-sensing
applications, Limnology and Oceanography, volume 34, pp. 1545-1562
Rope, R. M. et Pry, E. S. (1997), Absorption spectrum -380-700 nm! Of pure water. II.
Integrating cavity measurements, Applied Optics, volume 36-33, pp. 8710-8723
Ratkowsky, D. A., Lance, G. N. (1978), A criterion for determining the number of groups in a
elassification, Australian Computer Journal, volume 10, pp. 115-117
Sathyendranath, S., Prieur, L. et Morel, A. (1989), A three-component model of oeean eolour
and its applieation to remote sensing of phytoplankton pigments in eoastal waters. International
Journal of Remote Sensing, volume 10, pp. 1373-1394
Siegel D.A., Maritorena S., Nelson N.B., Hansell D.A., Lorenzi-Kayser M. (2002), Global
distribution and dynamics of colored dissolved and detrital organie materials. Journal of
Geophysical Research, volume 107, 14 p.
Stramski, D., Reynolds, R.A., Kahru, M. et Mitchell, B.G. (1999), Estimation of particulate
organie carbon in océan from satellite remote sensing. Science, volume 285, pp. 239-242
Szeto, M., Werdell, R. J., Moore, T. S., & Campbell, J. W. (2011). Are the world's océans
optically différent?. Journal of Geophysical Research, 116.
Tan R-N., Steinbach M., Kumar V. (2006), Introduction to Data Mining, Édition Addison-
Wesley, Michigan, 769 p.
Weingessel A., Dimitriadou E., Dolnicar S. (1999), An Examination Of Indexes Por
Determining The Number Of Clusters In Binary Data Sets, Working Râper, Adaptive
Information Systems and Modelling in Economies and Management Science, volume 29, 36 p.
88
Annexe 1 : Relation entre le ratio 412nLw/488nLw, 547nLw en
fonction de MBR
412nLw/488nLw
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rtedianeî;.'/
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15 45 GO 75 90 105 120 Nb elements
412 -Figure Al a : Relation entre R,^ et MBR. La représentation par les couleurs montre la densité de
points par zones de 0,02 MBR par 0,01 La ligne blanche représente la régression
488
polynomiale entre R, ^ et MBR, la ligne verte et bleu, la moyenne et la médiane, calculées par pas
de 0,05 MBR.
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Figure Alb : Représentation graphique de l'évaluation statistique de la dispersion des valeurs
412 "
observée en fonction de MBR pour la relation entre R,^ et MBR.
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Figure A2a : Relation entre n L et MBR. La représentation par les couleurs montre la densité
points par zones de 0,02 MBR par 0,01 nL W54,. La ligne blanche représente la régression
polynomiale entre n L W547 et MBR, la ligne verte et bleu, la moyenne et la médiane, calculées par pas
de 0,05 MBR.
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Figure A2b : Représentation graphique de l'évaluation statistique de la dispersion des valeurs
observée en fonction de MBR pour la relation entre n L et MBR.
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La résolution des équations polynomiales est réalisée par la méthode des moindres carrés. On obtient
ainsi les équations :
412
488
R^^[MBR)=a„MBR"+a„-\MBR"~'+...+a,MBR+a
n L W547 [MBR)=b„ MBR'"+b„-1MBRm-1+ ...+bxMBR+bQ
où :
n=7 et w=10
bo =-0.258654
b\ =2.53199
Oq = -0.8912
bi =-3.05152
«1 = 2.32606 b. = 1.7837
«2 = -1.20216 b. =-0.604081
«3 = 0.334663 bs =0.128008
«4 = -0.0504224
b(> =-0.0175052
«5 = 0.00415278 b-, =0.00154372
«6 = -0.00017622
bs =-8.47667X10"^
^7 = 3.01359X10"^
bg
b\o
=2.63575X10"^
=-3.54484X10"^
(11)
(12)
À partir de ces fonctions, des attributs correspondants au signal rétrodiffusé de second ordre sont
calculés pour les luminances normalisées à 547 nm et pour les rapports des luminances normalisées de
412 nm/488 nm.
91
Annexe 2 : Jeu d'entraînement et les jeux de validation
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Figure A3a : Distribution de CHL a centré et réduit pour le jeu d'entraînement (Jeul) et les jeux de
validation (Jeul et Jeu3)
0,006
0,005
0,004
8
g  0,003
0,002
0,001
0,000
-5 -3 -2 -1 0 1
Valeur de NSST
'Jeu 1
'Jeu 2
'Jeu 3
Figure A3b : Distribution de NSST centré et réduit pour le jeu d'entraînement (Jeul) et les jeux de
validation (Jeul et Jeu3)
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Figure A3c : Distribution de ^.^4,2 centré et réduit pour le jeu d'entraînement (Jeul) et les jeux de
validation (Jeu2 et Jeu3)
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Figure A3d : Distribution de AS^^y centré et réduit pour le jeu d'entraînement (Jeul) et les jeux de
validation (Jeu2 et Jeu3)
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Annexe 3 : Données satellitaires MODIS-AQUA de la semaine du
4 juillet 2002
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Figure A4a : Espace des données pour l'image de l'Atlantique Nord de la semaine débutant par le jour
julien 185, année 2002. Note : les valeurs sont centrées et réduites.
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Figure A4b : Espace des données restreint pour l'image de l'Atlantique Nord de la semaine débutant
par le jour julien 185, année 2002. Note : les valeurs sont centrées et réduites.
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Figure A5a : Représentation spatiale de CHL a de l'Atlantique Nord de la semaine débutant par le jour
julien 185, année 2002.
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Figure A5b : Représentation spatiale de NSST de l'Atlantique Nord de la semaine débutant par le jour
julien 185, année 2002.
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Annexe 4 : Classification de l'Atlantique Nord, mensuelle réalisée par PRODENCAN
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Figure A6a : Classification PRODENCANjanvier 2007
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Figure A6b : Classification PRODENCANfévrier 2007
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Figure A6c : Classification PRODENCAN mars 2007
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Figure A6e : Classification PRODENCAN mai 2007
Latitude <*N>
66.56
40.69
32.06
23.44
V
if
n
n.
90 00 70 60 50 40 30 20
Figure A6f : Classification PRODENCANjuin 2007
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Figure A6g : Classification PRODENCANjuillet 2007
90 80 70 60 50 40 30 20
Figure A6h : Classification PRODENCAN août 2007
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Figure A6i : Classification PRODENCANseptembre 2007
Latitude <®N)
66.56
40.69
3L. m.
r
'Â
fT
m
fi
m
70 60 50 40 30 20 10
Longitude <*UJ)
90 80
Figure A6j : Classification PRODENCAN octobre 2007
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Figure A6k : Classification PRODENCAN novembre 2007 Figure A6l : Classification PRODENCAN décembre 2007
Annexe 5 : Classifications temporelles non conservées
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Figure A7a : Classification par l'algorithme des K-moyennes temporelle ALL MAX, k=8
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Figure A7b : Classification par l'algorithme des K-moyennes K-mean temporelle CHL MAX, k=9
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Figure A7c : Classification par l'algorithme des K-moyennes K-mean temporelle CHL MED, k=5
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Figure A 7d : Classification par l'algorithme des K-moyennes K-mean temporelle CHL MED, k=8
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