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Жодна наука не може  
бути пізнана без  
математики.  
                       Бекон Р. 
 Розквіт і довершеність  
математики тісно пов’язані  
з добробутом держави.  
                              Наполеон Б. 
 
Передмова  
У конспекті лекцій викладено розділи, що відповідають пер-
шому семестру курсу вищої математики за діючою програмою для 
студентів економічних спеціальностей. Головна увага приділяєть-
ся розкриттю сутності понять, їх взаємозв’язків без надмірної 
строгості викладу з об’єднуючою прикладною спрямованістю на 
застосування до задач економічного змісту. Теоретичні відомості 
подаються чітко й аргументовано з опорою на наочність, інтуїцію 
та з ілюстрацією на типових прикладах. Частина викладеного ма-
теріалу розрахована на самостійне опрацювання. До всіх розділів 
додаються контрольні запитання.  
Економіка, як наука про об’єктивні закони функціонування і 
розвитку виробництва, характеризується кількісними співвідно-
шеннями певних показників. Вона використовує широкий матема-
тичний апарат для дослідження зв’язків між економічними вели-
чинами. Вивчення основ вищої математики та ознайомлення з її 
застосуваннями в сучасній економічній науці дозволить майбутнім 
фахівцям оволодіти математичною культурою і вдосконалити своє 
логічне та абстрактне мислення, що відкриє доступ до досягнень 
світової науки і дасть можливість творчо переосмислити базові 
підходи в економіці, сформувати особисте бачення задач зі сфери 
своєї професійної діяльності та виробити інноваційні підходи до їх 
вирішення.  
Основою даного посібника є цикл лекцій з вищої математи-
ки, що читаються на факультеті економіки і підприємництва Хар-
ківського національного університету міського господарства імені  
О. М.  Бекетова.  
Конспект лекцій призначений для студентів економічних 
спеціальностей і може бути корисний для аспірантів, викладачів, 
економістів-практиків.  
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Змістовий модуль 1. АНАЛІТИЧНА ГЕОМЕТРІЯ  
НА ПЛОЩИНІ. ВСТУП ДО МАТЕМАТИЧНОГО АНАЛІЗУ  
Аналітичною геометрією називається розділ вищої мате-
матики, в якому вивчаються геометричні об’єкти засобами алгебри 
на основі методу координат.  
Математичний аналіз – це сукупність розділів вищої мате-
матики, в яких вивчаються властивості змінних величин на основі 
понять функції, граничного переходу та неперервності. 
 
1.1. Пряма лінія на площині   
Для визначення положення довільної точки використовується 
деяка система координат. Її вибір залежить від характеру постав-
леної задачі. Найбільш поширеною на практиці є декартова пря-
мокутна система координат.  
 
1.1.1. Координатна пряма. Числові проміжки.  
Модуль дійсного числа  
Напрямлена пряма, на якій задано початок відліку точку O  і 
масштаб 1=OE , називається координатною прямою (віссю) 
(рис. 1).  
Довільній точці M  координатної прямої Ox  відповідає пев-
не дійсне число x  – її координата. Навпаки, довільному дійсному 
числу x  відповідає певна точка M  координатної прямої Ox . 
Враховуючи таку взаємно однозначну відповідність, координатну 
пряму називають числовою прямою і ототожнюють з множиною 
дійсних чисел R :  ( )∞+∞−= ;R .  
Основні числові проміжки показані на рис. 2:  
( )xM  E  O  
x  
0  1−  1 x  
Рис. 1  
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[ ]ba;  – відрізок (закритий інтервал або сегмент); [ ) ( ]baba ;,; , 
( ] [ )∞+∞− ;,; aa  – півінтервали, зокрема ( ]a;∞−  і [ )∞+;a  – 
закриті півпрямі; ( )ba; , ( )a;∞− , ( )∞+;a , ( )∞+∞− ;  – інтер-
вали, зокрема  ( )a;∞−  і ( )∞+;a  – відкриті півпрямі,  ba < .  
Проміжки [ ]ba; ; [ ) ( ]baba ;,; , ( )ba;  називаються скін-
ченними, а всі інші – нескінченними. Числа a і b  – їхні кінці, 
abd −=   – довжина.  
 
Модулем (абсолютною величиною) дійсного числа x  на-
зивається невід’ємне число, яке позначається x  і визначається 
формулою  



<−
≥
=
.0,
;0,
xx
xx
x
 
Модуль дійсного числа x  дорівнює відстані відповідної точ-
ки ( )xM  від початку відліку O  (геометричний зміст модуля).  
[ ]ba ;  
( )ba ;  
[ )ba ;  
( ]ba ;  
( )a;∞−  ( )∞+;a  
( ]a;∞−  
[ )∞+;a  
x  b  a
 
x  b  a  
x  x  b  a  a  
x  x  a  a  
x  b  a  a  x  
Рис. 2  
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Відстань між довільними двома точками ( )11 xM  і ( )22 xM  
визначається формулою  
( ) 1221221 xxxxMM −=−= .  
Інтервал ( )ε+ε− aa ;  нази-
вається ε -околом числа a  і позна-
чається  ( )ε;aU , де ε  – довільне 
додатне число, 0>ε  (рис. 3).  
Зауваження. Координатну 
пряму Ox  умовно можна вважати 
замкненою в нескінченно віддале-
ній точці ∞ . Тому для довільного 
додатного числа M , 0>M , роз-
глядають сукупність інтервалів 
( ) { }MxxMU >=∞; , яку нази-
вають M - околом символу не-
скінченності ∞  (рис. 4).  
 
1.1.2. Декартова прямокутна система координат  
на площині. Відстань між двома точками.  
Ділення відрізка у заданому відношенні  
Дві взаємно перпендикулярні координатні прямі Ox  іOy  зі 
спільним початком O  утворюють декартову прямокутну сис-
тему координат на площині 
(рис. 5). Ox  називається віссю 
абсцис, а Oy  – віссю ординат. 
Сукупність прямих, що перпен-
дикулярні координатним осям, 
утворює координатну сітку на 
координатній площині Oxy . 
Положення довільної точки M  
однозначно визначається впоря-
O
 
x  
y
 
( )yxM ;  
y
 
x  
Рис. 5  
ε−a ε+a
x( )ε;aU  
a  
 
Рис. 3  
O  
∞  
x  
M−
 
M  );( MU ∞
 
∞−
 
∞+  
Рис. 4  
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дкованою парою чисел ( )yx ;  – її координатами ( x  – абсциса,  
y  – ордината).  
З прямокутного 21NMM∆  (рис. 6) за теоремою Піфагора 
можна зробити висновок, що відстань між довільними двома 
точками ( )111 , yxM  і ( )222 , yxM  визначається формулою  
( ) ( )21221221 yyxxMM −+−=  
Нехай задані дві точки 
( )111 , yxM , ( )222 , yxM  і  від-
ношення 21 MMMM=λ , у 
якому точка ( )yxM ,  ділить 
відрізок 21MM , починаючи 
від точки 1M  (рис. 7). З подіб-
ності прямокутних трикутни-
ків 21 ~ MPMNMM ∆∆  випли-
ває, що 
λ===
2
11
2 MM
MM
MP
NM
PM
NM
 ;   λ=
−
−
=
−
−
yy
yy
xx
xx
2
1
2
1
 .  
 
 
Звідси координати точки ( )yxM , , яка ділить заданий 
відрізок у заданому відношенні, обчислюються за формулами  
12 yy −  
12 xx −  
( )12 ; yxN  
( )222 ; yxM  ( )111 ; yxM  
O  x  
y
 
Рис. 6  
y  
x  O  
1yy −  
1xx −  ( )1; yxN  
yy −2  ( )111 ; yxM  xx −2  ( )yxP ;2  
( )222 ; yxM  
( )yxM ;  
Рис. 7  
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λ+
λ+
=
1
21 xxx
 ;   λ+
λ+
=
1
21 yyy
 .  
Зауваження 1. Якщо точка M  лежить між точками 1M  і 
2M , то  0>λ  (ділення внутрішнім способом); якщо точка M  
не належить відрізку 21MM , то  0<λ  (ділення зовнішнім спо-
собом).  
Зауваження 2. Якщо точка M  ділить відрізок 21MM  по-
полам, то  1=λ . Тоді координати середини відрізка визнача-
ються за формулами  
                         
2
21 xxx
+
=
 ;       
2
21 yyy
+
=
 .  
Приклад. Трикутник ABC  задано координатами вершин 
( )4;2−A , ( )2;5 −B , ( )6;7C . Побудувати ABC∆  в системі коор-
динат. Знайти:  а) довжину медіани AM ;  б) точку E  перетину 
медіан.  
□  M  – середина сторони BC :  
6
2
57
2
21
=
+
=
+
=
xx
x  ;  2
2
62
2
21
=
+−
=
+
=
yyy  ;  ( )2;6M  .  
( ) ( ) ( )( ) ( ) 684226 22212212 =−+−−=−+−= yyxxAM  .  
За властивістю точки перетину медіан трикутника  
212 ===λ EMAE  .  
Тоді  :E    
3
10
21
622
1
21
=
+
⋅+−
=
+
+
= λ
λxx
x  ; 
3
8
21
224
1
21
=
+
⋅+
=
+
+
= λ
λyyy  ;   





3
8
;
3
10E  .  
(Рисунок ABC∆  на координатній площині Oxy  зробіть са-
мостійно).  ■      
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1.1.3. Рівняння з двома змінними як рівняння лінії  
Геометричним відображенням залежностей між двома еко-
номічними величинами служать різні лінії – графіки відповідних 
функцій. Ось деякі з них:   
• крива байдужості – показує різноманітні комбінації двох 
продуктів, які мають однакове споживче значення чи корисність 
для споживачів;  
• крива споживчого бюджету – показує різні комбінації кіль-
костей двох товарів, які споживач може купити при даному рівні 
його грошового доходу;  
• крива виробничих можливостей – показує різні комбінації 
двох товарів або послуг, які можуть бути вироблені в умовах по-
вної зайнятості і повного обсягу виробництва в економіці з постій-
ними запасами ресурсів і незмінною технологією;  
• крива інвестиційного попиту – показує динаміку процент-
ної ставки та обсяг інвестицій при різних процентних ставках;  
• крива Філіпса –показує існування стійкого зв'язку між рів-
нем безробіття і рівнем інфляції;  
• Крива Лаффера – показує зв'язок між ставками податків і 
податковими надходженнями, що виявляє таку податкову ставку, 
при якій податкові надходження досягають максимуму.  
Під час розв’язування широкого кола оптимізаційних задач 
(наприклад, знайти найкращий план виробництва при обмежених 
ресурсах) потрібно виділяти певну плоску область – частину пло-
щини, обмежену деякими кривими.  
Наведені приклади вказують на важливість для економістів 
уміння будувати графіки і аналізувати властивості відповідних 
ліній, знайомство з якими починається з найпростіших випадків – 
прямої лінії і кривих другого порядку.  
Співвідношення  ( ) ( )yxFyxF ,, 21 =  називається рівнянням 
з двома змінними. Його можна подати у стандартному вигляді  
( ) 0, =yxF .  
Тут ( )yxF ,1 , ( )yxF ,2  і ( )yxF , – деякі вирази.  
Зображення множини розв’язків даного рівняння на коор-
динатній площині Oxy  називається графіком цього рівняння.  
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Звичайно графіком рівняння служить деяка лінія. Наприклад,  
а) графіком рівняння  122 =+ yx  є коло з центром у початку ко-
ординат ( )0;0O  і радіусом 1=R  (дійсна лінія);  б) графіком рів-
няння 022 =+ yx  є одна точка – початок координат ( )0;0O  (ви-
роджена лінія);  в) рівняння  122 −=+ yx  ніякого графіка не має 
(уявна лінія).  
Зауваження 1. Вигляд рівняння лінії залежить як від самої лі-
нії, так і від вибору системи координат.  
Зауваження 2. Говорять, що лінія задана неявно, якщо її рів-
няння має вигляд  ( ) 0, =yxF  або  ( ) ( )yxFyxF ,, 21 = . Якщо рів-
няння лінії розв’язане відносно змінної y , то говорять, що лінія 
задана явно рівнянням ( )xfy = , де ( )xf  – деякий вираз. Лінія 
може задаватись системою рівнянь ( )txx =  і ( )tyy = , де t  – до-
поміжна змінна (параметр), ( )tx  і ( )ty  – деякі вирази. Тоді гово-
рять, що лінія задана параметрично. Наприклад, траєкторія руху 
матеріальної точки в механіці часто задається в параметричній фо-
рмі, при цьому роль параметра t  відіграє час.  
Правило 1. Щоб встановити, чи лежить указана точка 
( )000 , yxM  на даній лінії  ( ) 0,: =yxFl , треба перевірити, чи 
задовольняють координати точки рівняння лінії:  
( ) 0, 00 =yxF  ⇔  lM ∈0  ;   ( ) 0, 00 ≠yxF  ⇔  lM ∉0 .  
Правило 2. Щоб встановити, чи перетинаються дві дані лі-
нії  ( ) 0,: 11 =yxFl , ( ) 0,: 22 =yxFl  і знайти точки перетину 
(спільні точки), треба скласти систему рівнянь  
( )
( )

=
=
0,
0,
2
1
yxF
yxF
   
і розв’язати її.  
Правило 3. Щоб скласти рівняння даної лінії треба:  
1) ввести систему координат;  
2) знайти співвідношення між координатами довільної (по-
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точної, бігучої) точки ( )yxM ,  цієї лінії та відомими сталими 
величинами, що визначають саме цю лінію, на основі харак-
теристичної властивості даної лінії;   
3) за допомогою рівносильних перетворень звести одержане 
рівняння до найбільш простого вигляду.  
Зауваження 3. Тип лінії визначають, 
зводячи її рівняння до відповідного стан-
дартного вигляду.  
Приклад. Скласти рівняння середин-
ного перпендикуляра l  до відрізка 21MM , 
де ( )5;41 −M , ( )1;42 −M  (рис. 8).  
□ Довільна точка ( )yxM ,  шуканої лінії 
рівновіддалена від кінців відрізка 21MM :  
MMMM 21 = ;   
( ) ( ) ( ) ( )22222121 yyxxyyxx −+−=−+−  ;  
( ) ( ) ( ) ( )2222 1454 ++−=−++ yxyx    2↑ ;  
121682510168 2222 ++++−=+−+++ yyxxyyxx  ;  
0634: =+− yxl  – пряма лінія. ■ 
 
1.1.4. Рівняння прямої з кутовим коефіцієнтом  
Нехай похила пряма l  утворює кут α  з віссю Ox  і перети-
нає вісь Oy  у точці ( )bB ;0  (рис. 9). Тангенс кута нахилу α  нази-
вають кутовим коефіцієнтом k  прямої l :  α= tgk  . Число b  
називають початковою ординатою прямої l .  
Нехай ( )yxM ,  – довільна точка прямої l . У прямокутному 
BNM∆    α=∠MBN . Тоді  
MBNtg
BN
NM ∠=  ;   ktg
x
by
=α=
−
 ;  kxby =−  .  
 
l  
M  
2M  
1M  
Рис. 8  
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Звідси маємо рівняння прямої з кутовим коефіцієнтом  
bkxy +=
 .  
Зауваження 1. Якщо 0=b , то пряма kxy =  проходить через 
початок координат ( )0;0O . Якщо 0=k , то пряма by =  па-
ралельна осі Ox  (горизонтальна).  
Зауваження 2. Якщо пряма паралельна осі Oy  )90( o=α , то 
її кутовий коефіцієнт не існує )90( ∞== otgk , отже її рівняння 
не можна подати у відповідному вигляді. Рівняння вертикальної 
прямої має вигляд ax =  , де  a  – абсциса точки перетину 
( )0;aA  з віссю Ox .  
Зауваження 3. Усі витрати підприємства на виробництво й 
збут продукції y  складаються зі сталих (орендна плата, амортиза-
ція та ін.) і змінних (заробітна плата, витрати сировини, енергоре-
сурсів та ін.) величин. Якщо змінні витрати пропорційні обсягу 
виробництва продукції x , то сума витрат на виробництво продук-
ції y  визначається лінійною залежністю  bkxy += ,  де  b – сума 
сталих витрат;  k – ставка змінних витрат на одиницю продукції.   
Приклад 1. Для ремонту устаткування на деякому підприємс-
тві потрібні запчастини в кількості x  одиниць на рік. Якщо виго-
товляти їх на власних потужностях, то сталі витрати 
600=b тис. грн. на рік, а ставка змінних витрат на одиницю про-
l  
α  
y  
x  
( )bB ;0  by −  
x  
( )bxN ;  
( )yxM ;  
O  
Рис. 9  
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дукції 80=k  грн. На ринку готові запчастини можна купити за 
ціною 200=p грн/од. Знайти мінімальну кількість запчастин 
minx , при якій вигідніше їх виробляти самотужки.  
□ Якщо купити x  запчастин, то сумарні витрати становлять 
xpxY 200== .  Якщо виготовити x  запчастини самотужки, то їх 
собівартість становить: 00060080 +=+= xbkxy . При Yy <  
підприємству вигідніше виробляти запчастини, ніж купувати. Від-
повідна мінімальна кількість minx  потрібних запчастин є най-
меншим цілим розв’язком цієї нерівності:   
xx 20000060080 <+ ; 000600120 >x ; 500>x ; 501min =x . ■   
Приклад 2. Побудувати пряму l  за її рівнянням:   
а) 32 −= xy  ;  б) xy 2−=  ;  в) 2=y  ;  г) 3−=x .  
(Розв’язати самостійно).  
 
1.1.5. Рівняння прямої, що проходить через  
задану точку в заданому напрямку. Пучок прямих  
Нехай пряма l  проходить через задану точку ( )000 , yxM  і 
має заданий кутовий коефіцієнт k . Тоді для прямої l  маємо  
bkxy +=  ;   ( ) bkxylyxM +=⇒∈ 00000 ,  ;  
00 kxyb −=  ;     00 kxykxy −+=  .  
Звідси отримуємо рівняння прямої, що проходить через за-
дану точку в заданому напрямку   
( )00 xxkyy −=− .   
Зауваження. Пучок прямих з центром у точці ( )000 , yxM  
задається сукупністю рівнянь  
( ) ( )



=
∞+∞−∈−=−
.
;,
0
00
xx
kxxkyy
   
Приклад. Написати рівняння і побудувати пряму, що на-
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лежить пучку з центром у точці ( )4;31 −M , якщо:  а) пряма пара-
лельна осі Ox ;  б) пряма паралельна осі Oy ;  в) пряма нахилена 
до осі Ox  під кутом o60=α . (Розв’язати самостійно).  
 
1.1.6. Рівняння прямої, що проходить  
через дві задані точки   
Нехай пряма l  проходить через дві задані точки ( )111 , yxM  і 
( )222 , yxM . Оскільки пряма l  проходить через точку ( )111 , yxM , 
то ( )11 xxkyy −=−  . Тоді   
( ) ( )1212222 , xxkyylyxM −=−⇒∈  ;  
12
12
xx
yyk
−
−
=  ;    ( )1
12
12
1 xx
xx
yyyy −
−
−
=−  .  
Звідси маємо рівняння прямої, що проходить через дві за-
дані точки  
12
1
12
1
xx
xx
yy
yy
−
−
=
−
−
 .   
Приклад 1. Трикутник ABC  задано координатами вершин 
( )4;2A , ( )1;4−B , ( )3;5C . Побудувати ABC∆  в системі коорди-
нат. Знайти рівняння бісектриси AL .  
□         ( ) ( ) 534124 22 =−+−−=AB  ;   
( ) ( ) 54325 22 =−+−=AC  .  
За властивістю бісектриси внутрішнього кута трикутника  
3
5
53
====λ
AC
AB
LC
BL
 .  
Тоді  
:L   
11
31
354
=
+
⋅+−
=x ;  1
31
131
=
+
⋅+
=y ;  




 1;
4
11L ;   
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:AL   
12
1
12
1
xx
xx
yy
yy
−
−
=
−
−
 ;  
2411
2
41
4
−
−
=
−
− xy
 ;  0124 =+− xy . ■  
Приклад 2. Знайти залежність bkxy +=  повних витрат y  
на виробництво продукції від її обсягу x , якщо при максимально-
му обсязі виробництва 60max =x од. загальні витрати становлять 
30max =y млн. грн. Мінімальному обсягу виробництва 
40min =x од. відповідають загальні витрати 25min =y млн. грн. 
Побудувати одержану пряму bkxy +=  на координатній площині 
Oxy .  
□  Застосуємо рівняння прямої, що проходить через дві задані 
точки:  
minmax
min
minmax
min
xx
xx
yy
yy
−
−
=
−
− ;  
4060
40
2530
25
−
−
=
−
− xy
;  
155,0 += xy  – шукана залежність.  
(Рисунок зробити самостійно).   ■   
 
1.1.7. Загальне рівняння прямої  
та його окремі випадки  
Кожна пряма описується деяким рівнянням першого степеня. 
Навпаки, кожне рівняння першого степеня є рівнянням деякої 
прямої.  
Загальним рівнянням прямої називається рівняння першого 
степеня вигляду  
0=++ CByAx
 ,  
де  A , B  і C  – сталі коефіцієнти, причому хоча б одне з чисел   
A , B  відмінне від нуля, тобто  022 ≠+ BA .  
Зауваження 1. Загальне рівняння прямої записується з точ-
ністю до сталого множника. По можливості його зводять до ви-
гляду, де всі коефіцієнти – цілі числа, причому перший нену-
льовий коефіцієнт додатний.  
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Зауваження 2. У залежності від значень сталих A , B  і C  
можливі наступні окремі випадки:  
0=C , тоді пряма  0=+ ByAx   проходить через початок 
координат;  
0=A , тоді пряма  0=+ CBy  паралельна осі Ox . Її рівнян-
ня можна подати у вигляді by = , де BCb −= ;  
0=B , тоді пряма  0=+ CAx  паралельна осі Oy . Її рівнян-
ня можна подати у вигляді ax = , де ACa −= ;  
0=A  і 0=C , тоді пряма  0=y  співпадає з віссю Ox ; 
0=B  і 0=C , тоді пряма  0=x  співпадає з віссю Oy .  
Приклад 1. У трикутнику ABC  задано рівняння сторін 
0243: =−− yxAB   і  0952: =−+ yxAC . Знайти коорди-
нати вершини A . (Розв’язати самостійно).   
Приклад 2. Побудувати пряму l  за її рівнянням:  
а)  01243 =+− yx  (знайти точки перетину з осями коор-
динат);  б)  2=x  (знайти точку перетину з віссю абсцис);  
в)  4−=y  (знайти точку перетину з віссю ординат).  
(Розв’язати самостійно).  
 
 
1.1.8. Рівняння прямої у відрізках на осях  
Нехай похила пряма l  відтинає 
на осях координат Ox  і Oy  відпові-
дно відрізки a  і b , тобто перетинає 
осі координат у двох заданих точках 
( )0;aA  і ( )bB ;0  (рис. 10). Викори-
стовуючи рівняння прямої, що про-
ходить через дві задані точки, отри-
маємо   
a
ax
b
y
−
−
=
−
−
00
0
 ;   1+−=
a
x
b
y
 .  
( )0;aA  b  
l  
y  
x  
( )bB ;0
 
a  
O
Рис. 10  
 17
Звідси маємо рівняння прямої у відрізках на осях  
1=+
b
y
a
x
 .  
Зауваження. У відрізках на осях не можна подати рівняння 
прямих, які паралельні осям координат.  
Приклад. Пряма l  задана своїм загальним рівнянням 
01154 =−− yx  . Записати її рівняння:  а) з кутовим коефіцієн-
том;  б) у відрізках на осях.  
□ а) 01154 =−− yx ;   1145 +−=− xy  ;    
5
11
5
4
−= xy ;    
5
11
;
5
4
−== bk  ;  
б) 01154 =−− yx ;  1154 =− yx  ;    
1
11
5
11
4
=−
yx
 ;   1
511411
=
−
+
yx
 ;   
5
11
;
4
11
−== ba  .  ■  
 
1.1.9. Кут між прямими. Умови паралельності  
та перпендикулярності прямих  
Нехай прямі 1l  і 2l , що зображені на рис. 11, мають задані 
кутові коефіцієнти відповідно 1k  і 2k . Тоді для кута ϕ  між ними 
маємо  
 
 
2l  
ϕ  
2α  
2α  
1α  
1l  
1α  
y  
x  O  
Рис. 11 
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12 α−α=ϕ  ;        
21
12
1 α⋅α+
α−α
=ϕ
tgtg
tgtg
tg  .  
Оскільки 2211 ; ktgktg =α=α , то тангенс кута між 
прямими знаходиться за формулою  
                                                   
21
12
1 kk
kk
tg
+
−
=ϕ
 .    
Для паралельних прямих 0=ϕ , 0=ϕtg , а для перпенди-
кулярних прямих o90=ϕ , ∞→ϕtg . З одержаної формули ви-
пливає, що  
1) необхідною і достатньою умовою паралельності  невер- 
тикальних прямих 1l  і 2l  є рівність  21 kk =  ;    
2) необхідною і достатньою  умовою  перпендикулярності  
похилих прямих 1l  і 2l  є рівність  121 −=kk  .    
Зауваження. Кут між прямими ϕ  розуміється як кут по-
вороту. Гострий кут між прямими знаходиться за формулою  
21
12
1 kk
kk
arctgг +
−
=ϕ  .    
Приклад. У тупокутному ABC∆  ( A∠  – тупий) задано рів-
няння сторін 53: +−= xyAB ,  102: −= xyAC   і координати 
вершини ( )3;2C . Знайти: а) A∠ ;  б) рівняння висоти CN ;  в) рі-
вняння середньої лінії ML , що паралельна AB , де M  – середина 
сторони AC .   
□  а)  Знайдемо гострий кут між прямими AB  і AC :  
2;3 =−= ACAB kk ;  
( )
( ) =−⋅+
−−
=
+
−
=ϕ
321
32
1 21
12 arctg
kk
kk
arctgг   
41 pi== arctg . Тоді 434 pi=pi−pi=ϕ−pi=∠ гA  . 
б)  121 −=⇔⊥ kkABCN  ;  3−=ABk  ;   
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311 =−= ABCN kk ;  CNC ∈ ;  :CN    ( )00 xxkyy −=−  ;   
( )2
3
13 −=− xy  ;   
3
7
3
1
+= xy  .  
в)  



−=
+−=
∩=
102
53
:
xy
xy
ACABA ;   ( )4;3 −A .  
M  – середина сторони  AC : 
2
5
2
23
2
21
=
+
=
+
=
xx
x  ;   
2
1
2
34
2
21
−=
+−
=
+
=
yyy ;  ( )21;25 −M  .  
ABML || :  3−== ABML kk ;  MLM ∈ ; ML :  
( )00 xxkyy −=− ; ( )25321 −−=+ xy ; 73 +−= xy .  ■ 
 
 
1.1.10. Відстань від точки до прямої  
Нехай задані точка ( )000 , yxM  і пряма l  своїм загальним 
рівнянням 0=++ CByAx  (рис. 12). Відстанню d  від точки до 
прямої називається довжина перпен-
дикуляра NM0 , опущеного з даної точки 
на дану пряму.  
Скориставшись умовою перпенди-
кулярності, знайдемо рівняння цього пер-
пендикуляра ⊥l . Склавши і розв’язавши 
систему рівнянь прямих l  і ⊥l , одержимо 
точку перетину N . Довжину перпендику-
ляра NM0  знайдемо як відстань між двома точками. В результаті 
(проробіть указані операції самостійно) одержимо формулу для 
відстані d  від точки до прямої  
                                               
22
00
BA
CByAx
d
+
++
=
 .  
d  
N  
0M  
l  
Рис. 12  
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Приклад. У трикутнику ABC  задано рівняння сторони 
162: =− yxAB   і координати вершини ( )3;1 −−C . Знайти 
довжину висоти CN .  
□ Перетворимо рівняння прямої AB  до загального вигляду:  
162 =− yx ;  1226 =− yx ;  063 =−− yx .  
Знайдемо довжину висоти CN  як відстань від точки C  до 
прямої  
AB :  106)1(36)3()1(3 22 =−+−−−−⋅=CN .  ■   
 
1.2. Криві другого порядку  
1.2.1. Загальне рівняння лінії другого порядку  
Лінії другого порядку відповідає рівняння другого степеня, 
загальний вигляд якого  
0222 22 =+++++ FEyDxCyBxyAx
 
де  A , B , C , D , E , F  – сталі коефіцієнти, причому хоча б одне 
з чисел  A , B  і C   відмінне від нуля, тобто  
0222 ≠++ CBA .  
Існують чотири типи ліній другого порядку – коло, еліпс, гі-
пербола і парабола. Тип лінії визначається знаком дискримінанта  
ACB −=∆ 2 :  
а) якщо дискримінант 0<∆ , то рівняння має еліптичний 
тип і визначає або еліпс (зокрема, коло), або точку (наприклад, 
022 =+ yx ), або уявну криву (наприклад,  122 −=+ yx );  
б) якщо дискримінант 0>∆ , то рівняння має гіперболічний 
тип і визначає або гіперболу, або пару прямих, що перетинаються 
(наприклад,  022 =− yx – пара прямих:  0=+ yx   і  0=− yx );  
в) якщо дискримінант 0=∆ , то рівняння має параболічний 
тип і визначає або параболу, або пару паралельних прямих (на-
приклад, 012 =−x ), або уявну лінію (наприклад, 012 =+x – пара 
уявних прямих).  
Лінія другого порядку називається виродженою, якщо її за-
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гальне рівняння  визначає на площині:  порожню множину (уявну 
лінію), точку, пряму, пару прямих.  
Зауваження. Надалі будемо розглядати тільки суттєво криві 
дійсні лінії другого порядку. Уявні криві та інші випадки виро-
дження вивчати не будемо.  
 
1.2.2. Канонічне рівняння кола  
Колом називається множина всіх точок площини, для кожної 
з яких відстань до заданої точки площини C  (центра кола) дорів-
нює заданій сталій величині r  (радіусу кола).  
 
 
Розглянемо коло з центром у початку координат ( )0;0O  і ра-
діусом r  (рис. 13). Для довільної точки ( )yxM ;  кола:  
22222 ;; ryxryxrMO =+=+=  .  
Одержане співвідношення  222 ryx =+   називається  
канонічним (найпростішим) рівнянням кола.  
Зауваження. Якщо центром кола служить точка ( )baC ; , то 
маємо рівняння кола зі зміщеним центром  (рис. 14)  
( ) ( ) 222 rbyax =−+−
 .  
M  y  
0  x  
r
( )baC ;  
y  M  
x  
 
r  
Рис. 13  Рис. 14  
0  
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Приклад 1. Переконатись, що рівняння  
095633 22 =−−++ yxyx   
є рівнянням кола. Знайти його центр ( )baC ;  і радіус r .  
□     ( ) 0335222 =−−++ yxyx  ;  
03
6
5
6
5
6
52112
22
22
=−





−





+⋅−+−++ yyxx  ;  
( ) ( ) ( )222 613651 =−++ yx  ;   ( )65;1−C  ;   613=r .  ■  
Приклад 2. Дано дві точки ( )3;4 −A  і ( )1;8−B . Скласти рі-
вняння кола l , для якого відрізок AB  служить діаметром.  
□  Центром кола l  є середина C  діаметра AB , а радіус кола  
2ABr = . Тоді:   
2
2
)8(4
2
21
−=
−+
=
+
=
xx
x ;  1
2
13
2
21
−=
+−
=
+
=
yyy ;  
( )1;2 −−C ;  ( ) ( ) =−+−== 212212 yyxxdAB   
( )( ) ( ) 541384 22 =−−+−−= ;  52=r .   
Рівняння кола  ( ) ( ) 2012 22 =+++ yx .   ■ 
Приклад 3. Два підприємства A  і B , відстань між якими 
100=AB км (рис. 15), виробляють деяку продукцію одного виду, 
причому відпускна ціна одиниці продукції на цих підприємствах 
однакова. Нехай перевезення продукції до споживача завжди здій-
снюється по прямій, а транспортні витрати на перевезення одиниці 
продукції від підприємства A  складають 03,01 =k грн./км, а від 
підприємства B  – 02,02 =k грн./км. Де розміщені споживачі, що 
несуть однакові витрати на купівлю продукції обох підприємств? 
Якою є конфігурація ринку збуту продукції цих підприємств?  
□  Нехай відпускна ціна одиниці продукції на цих підприємс-
твах дорівнює p грн. Припустимо, що споживач знаходиться в 
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деякій точці );( yxM .  З рис. 15 видно, що  
22)50( yxAM ++= ;    22)50( yxBM +−= .  
Витрати споживача на покупку одиниці виробу з підприємст-
ва A  складають   
22
1 )50(03,0 yxpAMkp ++⋅+=⋅+ ,  
а з підприємства B  відповідно  
22
2 )50(02,0 yxpBMkp +−⋅+=⋅+ .  
 
 
Якщо витрати споживача одинакові, то  
2222 )50(02,0)50(03,0 yxpyxp +−⋅+=++⋅+ ;  
2222 )50(02,0)50(03,0 yxyx +−⋅=++⋅ ;  
2)50(2)50(3 2222 ↑+−⋅=++⋅ yxyx ;  
2222 4)50(49)50(9 yxyx +−=++ ;   
025005513005 22 =⋅+++ yxx ;  02500260 22 =+++ yxx ;   
025001301301302 2222 =++−+⋅+ yxx ;  
14400)130( 22 =++ yx    
);( yxM  
y  
x  
0  )0;50(−A  )0;50(B  
120=r  
Рис. 15  
)0;130(−C  
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– коло з центром )0;130(−С  і радіусом 120=r км (рис. 15). Для 
споживачів, які знаходяться на цьому колі, витрати на покупку 
продукції підприємств A  і B  одинакові.  
Для споживачів, які знаходяться поза колом, витрати менші 
на покупку продукції підприємства B . Для споживачів, які знахо-
дяться всередині кола, витрати менші на покупку продукції під-
приємства A . Отже, конфігурація ринку збуту виглядає так:  
• споживачі, які знаходяться всередині кола, купують проду-
кцію підприємства A ;  
• споживачі, які знаходяться на колі, купують продукцію рі-
вно можливо обох підприємств;  
• споживачі, які знаходяться поза колом, купують продукцію 
підприємства B .    ■  
 
1.2.3. Канонічне рівняння еліпса  
Еліпсом називається множина всіх точок площини, для кож-
ної з яких сума відстаней до двох заданих точок площини 1F  і 2F  
(фокусів еліпса) дорівнює заданій сталій величині a2 , більшій за 
відстань між фокусами.   
Для довільної точки ( )yxM ;  еліпса (рис. 16) arr 221 =+ ,  
де  11 MFr =  і 22 MFr =  – фокальні радіуси точки ( )yxM ; ;  
( )0;1 cF − , ( )0;2 cF  – фокуси,  acFF 2221 <= . Тоді  
( )( ) ( ) ( ) ( ) aycxycx 200 2222 =−+−+−+−−  .  
 
2B  
2A  1A  
M  
y  
x  
0  
1F  2F  
1r  2r  
1B  
Рис. 16  
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Підносячи до квадрата і спрощуючи, поклавши 222 cab −=   
(проробіть це самостійно), одержимо канонічне рівняння еліпса  
12
2
2
2
=+
b
y
a
x
,   де  0222 >−= cab .  
Еліпс має форму овалу, який симетричний відносно великої 
осі aAA 221 =  і малої осі bBB 221 = , а також центрально си-
метричний відносно точки ( )0;0O  – центра еліпса. Точки пе-
ретину з осями координат ( )0;1 aA − , ( )0;2 aA , ( )bB −;01 , 
( )bB ;02  називаються вершинами еліпса.  
Відношення міжфокусної відстані cFF 221 =  до великої осі 
aAA 221 =  називається ексцентриситетом еліпса і позначається 
ε :  ac=ε .  
Зауваження. Ексцентриситет характеризує форму еліпса, при 
цьому 10 <ε≤ . Якщо 0=ε , то маємо окремий випадок еліпса – 
коло, при цьому rba == . Чим більше значення ε , тим сильніше 
витягнутий еліпс вздовж великої осі.  
Дві прямі, що мають рівняння  ε±= /ах , називаються дире-
ктрисами еліпса. Оскільки для еліпса 1<ε , то права директриса 
розміщена вертикально правіше від його правої вершини; а ліва 
директриса –лівіше від його лівої вершини. 
Властивість директрис еліпса: Відношення фокального ра-
діуса r  довільної точки еліпса до відстані d  цієї точки до від-
повідної директриси є стала величина, що дорівнює ексцентри-
ситету еліпса  ε=dr .  
Приклад 1. Переконатись, що рівняння  
096616 22 =−+ yx   
є рівнянням еліпса. Зобразити ескіз еліпса, знайшовши точки його 
перетину з осями координат (вершини еліпса).  
□  096616 22 =−+ yx  ;   1
166
22
=+
yx
 ;  1
46
2
2
2
2
=+
yx
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– еліпс, що перетинає осі координат у вершинах ( )0;61 −A , ( )0;62A , ( )4;01 −B , ( )4;02B .   
(Ескіз еліпса зробити самостійно).    ■  
Приклад 2. Скласти канонічне рівняння еліпса, мала піввісь 
якого 32=b , а лівий фокус знаходиться у точці )0 ;2(−F . 
Знайти його ексцентриситет і написати рівняння директрис.  
□  За умовою задачі 32=b , а половина міжфокусної від-
стані 2=с . Тоді   
222 bас −= ;  ( ) 16232 222 =+=a ;  4=a .  
Звідси   
112/16/ 22 =+ ух  – канонічне рівняння; 2142 ==ε  – 
ексцентриситет;  ( )21/4±=х ;  8±=х  – директриси.  ■  
Приклад 3. Написати рівняння еліпса, симетричного віднос-
но осей координат, який проходить через точки )3;2(1 −−M  і 
)3;32(2 −M . Знайти велику й малу півосі та ексцентриситет. 
Для точки 1M  обчислити її фокальні радіуси та відстані від неї до 
кожної з директрис.  
□ Еліпс симетричний відносно осей координат, тому його рі-
вняння буде канонічним:  12222 =+ byax .   
Оскільки точки 1M і 2M  належать еліпсу, то одержимо сис-
тему рівнянь:  



=+
=+
⇒



=−+
=−+−
1312
194
1)3()32(
1)3()2(
22
22
2222
2222
ba
ba
ba
ba
 
Для розв’язування системи застосуємо метод заміни змінної:   
;1
;1
2
2
vb
ua
=
=
   



=+−
−=



=+
=+
134/)91(12
4/)91(
1312
194
vv
vu
vu
vu
  
.12;16;16/14/)12/91(;12/1;224 22 ===−==−=− bauvv   
Дістанемо рівняння еліпса   
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11216 22 =+ yx ,  4=a  і  32=b .  
Оскільки  222 cab −= ,  то  2121622 =−=−= bac .   
Фокуси еліпса  )0;2(1 −F  і )0;2(2F . Ексцентриситет еліпса  
2/14/2/ ===ε ac .  
Фокальні радіуси точки 1M  (відстані точки до фокусів):  
( ) ( ) 3)3(22 222211 =−++−=++== ycxMFr ;   
( ) ( ) 5)3(22 222222 =−+−−=+−== ycxMFr .  
Рівняння директрис еліпса 
8)2.1/(4/ ±=⇒±=⇒ε±= ххах .  
Відстані точки 1M  до директрис еліпса дорівнюють:  
;682;/ 11 =+−=ε+= dахd   
1082;/ 22 =−−=ε−= dахd .    ■ 
 
1.2.4. Канонічне рівняння гіперболи  
Гіперболою називається множина всіх точок площини, для 
кожної з яких модуль різниці відстаней до двох заданих точок 
площини 1F  і 2F  (фокусів гіперболи) дорівнює заданій сталій ве-
личині a2 , меншій за відстань між фокусами.   
Для довільної точки ( )yxM ;  гіперболи (рис. 17)  
arr 221 =−  ,  
де  11 MFr =  і 22 MFr =  – фокальні радіуси точки ( )yxM ; ;  
( )0;1 cF − , ( )0;2 cF  – фокуси,  acFF 2221 >= . Тоді  
( )( ) ( ) ( ) ( ) aycxycx 200 2222 =−+−−−+−−  .  
Підносячи до квадрата і спрощуючи, поклавши 222 acb −=   
(проробіть це самостійно), одержимо канонічне рівняння гіпербо-
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ли                     12
2
2
2
=−
b
y
a
x
,   де  0222 >−= acb .   
 
 
Гіпербола складається з двох нескінченних гілок, які симет-
ричні відносно дійсної осі aAA 221 =  і уявної осі bBB 221 = , а та-
кож центрально симетричні відносно точки ( )0;0O  – центра гі-
перболи. Дійсні вершини ( )0;1 aA − , ( )0;2 aA  є точками перетину 
гіперболи з віссю Ox . Через уявні вершини ( )bB −;01 , ( )bB ;02  
гіпербола не проходить. Прямі  
                                    
x
a
by =
 ;   x
a
by −=
  
є асимптотами гіперболи.  
Асимптотою називається пряма, що необмежено збли-
жається з гілкою кривої на нескінченності.  
Відношення міжфокусної відстані cFF 221 =  до дійсної осі 
aAA 221 =  називається ексцентриситетом гіперболи і познача-
ється ε :  ac=ε .  
Зауваження. Ексцентриситет характеризує форму гіперболи, 
при цьому 1>ε . Чим менше значення ε , тим сильніше витягнута 
гіпербола  вздовж дійсної осі.  
Дві прямі, що мають рівняння  ε±= /ах , називаються дире-
ктрисами гіперболи. Оскільки для гіперболи 1>ε , то права ди-
2F  
1B  
2B  
2A  1A  
M  
2r  
x  
y  
0  
1r  
1F  
Рис. 17  
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ректриса розмішена вертикально між центром і правою вершиною, 
а ліва директриса – між центром і лівою вершиною.  
Властивість директрис гіперболи аналогічна відповідній вла-
стивості для еліпса:  ε=dr .  
Приклад 1. Переконатись, що рівняння  
0225155 22 =−− yx   
є рівнянням гіперболи. Знайти вершини гіперболи та її асимптоти. 
Зобразити ескіз гіперболи. (Розв’язати самостійно).  
Приклад 2. Знайти рівняння гіперболи gl , якщо її ексцен-
триситет 2=εg , а фокуси збігаються з фокусами еліпса 
136100: 22 =+ yxle .   
□  136100: 22 =+ yxle ;  100
2
=ea ;  36
2
=eb ;  
222
eee bac −= ;  
64361002 =−=ec ;  8== eg cc ;  ggg ac=ε ;  ggg ca ε= ;  
428 ==ga ;  16
2
=ga ;  
222
ggg acb −= ;  4848
222
=−=gb ;  
14816: 22 =− yxlg  .    ■  
Приклад 3. Точка ( )33;4−M  належить гіперболі 
12222 =− byax , а її асимптоти ( )xy 23±= . Знайти канонічне 
рівняння, ексцентриситет і директриси гіперболи.  
□  Оскільки точка M  належать гіперболі, то  
( ) ( ) 1/33/4 2222 =−− bа .  
З рівнянь асимптот маємо 23=ab . Розв’язуючи одержану 
систему двох рівнянь з двома невідомими а  і b  (зробіть це само-
стійно), знаходимо 3212 ==а  і 33=b .  
Звідси  127/12/ 22 =− ух  – канонічне рівняння;  
222 bас += ;  3927122 =+=c ;  39=c ;  ac=ε ;   
( ) 32391239 ==ε  – ексцентриситет;   
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( )323932±=х ;  393912±=х  – директриси.  ■  
Приклад 4. Нехай x  – чисельність робітників фірми. Вони 
повинні згідно угоди виконати певне завдання, за що одержать за-
галом 100=S тис. грн. заробітної плати. Відомо, що зарплата в 
усіх однакова і відрахування становлять 500=∆ грн. з належної 
кожному суми. Знайти залежність )(xyy =  заробітної плати кож-
ного робітника y  від їх чисельності x . Обчислити величину зар-
плати при чисельності 20=x .  
□  Маємо рівняння  500/100000 −= xy . .Воно визначає гі-
перболу, для якої пряма 500−=y  є горизонтальною асимптотою, 
а пряма 0=x  служить вертикальною асимптотою. Оскільки за 
економічним змістом  0>x  і 0>y , то розглядається гілка цієї 
гіперболи, що лежить у першій чверті. При цьому  
200;500/100000;0500/100000 <>>−= xxxy .  
При чисельності 20=x  одержимо  
450050020/100000)20( =−=y  (грн.).   ■  
 
1.2.5. Канонічне рівняння параболи  
Параболою називається множина всіх точок площини, для 
кожної з яких відстань від заданої точки площини F  (фокуса па-
раболи) дорівнює відстані до заданої прямої dl  (директриси па-
раболи), що не проходить через фокус.  
Для довільної точки ( )yxM ;  параболи (рис. 18)  
dr = ,  
де  MFr =  – фокальний радіус точки ( )yxM ; ;  d  – відстань то-
чки ( )yxM ;  до директриси  2: pxld −= ;  ( )0;2pF  – фокус;  
p  – параметр параболи (відстань від фокуса до директриси),  
0>p . Тоді  
( ) ( ) ( )202 22 pxypx −−=−+−  .  
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Підносячи до квадрата і 
спрощуючи (проробіть це само-
стійно), одержимо канонічне рів-
няння параболи  
pxy 22 = .   
Очевидно, що  0≥x .  
Парабола має форму не-
скінченної гілки, яка симетрична 
відносно осі параболи OF . Точка 
( )0;0O  на осі симетрії  (початок координат) називається верши-
ною параболи. Асимптот парабола не має.  
Зауваження 1. Згідно з означенням параболи і властивостями 
директрис еліпса і гіперболи, прийнято, що ексцентриситет па-
раболи дорівнює одиниці  1=ε .  
Приклад 1. Визначити координати фокуса ( )0;2pF  і рів-
няння директриси dl  параболи xy 122 = . Знайти кінці 
( )ppM −;21  і ( )ppM ;22  хорди pMM 221 = , яка проходить 
через фокус параболи і перпендикулярна до її осі. Зобразити ескіз 
параболи, провівши плавну лінію через її вершину O  і точки 
( )ppM −;21 , ( )ppM ;22 .  
□  pxy 22 = ;  xy 122 = ;  122 =p ;  6=p ;  ( )0;2pF ;  
( )0;3F ;  2: pxld −= ;  3: −=xld ;  ( )6;31 −M ;  ( )6;32M .   
(Ескіз параболи зробити самостійно).    ■  
Приклад 2. Скласти рівняння параболи pxylp 2:
2
= , якщо 
її фокус збігається з правою дійсною вершиною гіперболи 
.16/4/: 22 =− ухlg  Знайти точки перетину цих ліній.  
□  .16/4/: 22 =− ухlg ;  4
2
=ga ;  ( ) ( )0;0;2 2 gaApF = ;  
22 == gap ;   4=p ;   pxylp 2:
2
= ;   xy 82 = ;  
dl  0  
F  x  
r  M  
d  y  
2p  
Рис. 18  
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


=
=−
;8
164
2
22
xy
yx
    1
6
8
4
2
=−
xx
 ;  012163 2 =−− xx  ;  
61 =x  ;   322 −=x  –  не задовольняє умову 0≥x ;  
682 ⋅=y ; 341 =y ; 342 −=y ; ( )34;31 −M ; ( )34;32M . ■ 
Приклад 3. Фірма планує випускати газові котли. Досліджен-
ня ринку показало, що залежність попиту Q  (кількість реалізова-
них котлів) від ціни p  одного котла задається рівнянням  
pQ 5,260000 −= .  Функція вартості )(QVV =  (затрати  V  фір-
ми на випуск Q  котлів) визначається рівнянням  
21,0180001180000 QQV ++= . Скласти залежність )(QΠ=Π  
прибутку Π  від кількості Q  котлів. Визначити його оптимальне 
значення maxΠ  і відповідний обсяг реалізації maxQ .  
□ Виразимо ціну p  котла як функцію від обсягу продаж Q :  
QpQp 4,024000;600005,2 −=−= . Дохід R  від продажу Q  
котлів дорівнює pQR = . Тоді  
24,024000 QQpQR −== .   
Прибуток VR −=Π  також виразимо як функцію від Q :  
=++−−=−=Π )1,0180001180000(4,024000 22 QQQQVR    
11800005,06000 2 −−= QQ .   
Графіком цієї функції є вертикальна парабола з напрямлени-
ми вниз гілками і вершиною в точці );( 000 ΠQM , де   
6000)5,02/(60000 =⋅=Q ;   −⋅=Π=Π 60006000)( 00 Q    
16820000118000060005,0 2 =−⋅− .  
Оскільки 0>Q  і виробництво повинно бути прибутковим 
0>Π , то треба розглядати тільки дугу параболи, що лежить у пе-
ршій чверті. Розв’яжемо нерівність 0)( >Π Q . Для цього знайдемо 
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точки, в яких парабола перетинає вісь абсцис Q :  
0)( =Π Q ;   011800005,06000 2 =−− QQ ;   
0118000060005,0 2 =+− QQ ;  02360000120002 =+− QQ ;   
22 580033640000236000060004/ ==−=D ;   
200580060001 =−=Q ;  11800580060002 =+=Q .  
Отже, фірма повинна виробляти газових котлів більше, ніж 
200, і менше, ніж 11800.  
Оскільки дана парабола найбільшого значення досягає у сво-
їй вершині, то прибуток буде найбільшим, коли фірма буде вироб-
ляти 60000max == QQ  котлів. При цьому її оптимальний прибу-
ток буде становити 168200000max =Π=Π  (грош. од). ■  
Зауваження 2. На практиці часто зустрічаються параболи з 
іншим розміщенням відносно системи координат. На рис. 19 – 22 
наведені основні випадки і відповідні канонічні рівняння.  
 
x  
F  
0  
y  
dl  pxy 22 =  
dl  
0  
F  
 
y  
pxy 22 −=  
Рис. 19  Рис. 20  
dl  
0  
F  
x  
y  pyx 2
2
=  
dl  
0  
F  
x  
y  
pyx 22 −=  
Рис. 21  Рис. 22  
x  
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1.2.6. Рівняння деяких ліній у параметричній формі  
Нехай плоска лінія задана у декартовій прямокутній системі 
координат параметричними рівняннями  
( )txx = ;     ( )tyy =  ,  
де t  – допоміжна змінна (параметр), ( )tx  і ( )ty  – деякі вирази.  
Якщо з цих рівнянь вдається вилучити параметр  t ,  то одер-
жується рівняння лінії у неявній ( ) 0, =yxF  чи навіть у явній 
( )xfy =  формах.  
Зауваження 1. Якщо лінія задана явно рівнянням  ( )xfy = , 
то її завжди можна подати в параметричній формі  
tx = ;     ( )tfy = .  
Приклад 1. Показати, що система параметричних рівнянь  
tax cos= ; tby sin= , де constba =, , причому 0>a ; 0>b ,  
визначає еліпс з центром у початку координат і півосями a  і b .  
□                 axt =cos  ;    byt =sin  ,  
( ) ( )2222 sincos byaxtt +=+  ;  1// 2222 =+ bуaх .    ■   
Зауваження 2. Якщо rba == , то маємо параметричні рів- 
няння кола  trx cos= ;  try sin= ,  0>r .   
Приклад 2. Показати, що система параметричних рівнянь  
atmx += ;  btny += ,  де  constnmba =,,, ,   
визначає пряму.  
□ Знайдемо параметр t  з обох рівнянь і прирівняємо одержа-
ні вирази між собою:  
maxnbynbytmaxt /)(/)(;/)(;/)( −=−−=−= .  
Звідси  
m
anbm
x
m
ny −+=  –  рівняння прямої з кутовим ко-
ефіцієнтом mn /  і початковою ординатою manbm /)( − .   ■  
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Приклад 3. Нехай з бігом часу t  (років) валовий продукт P  
(млрд. дол.) деякої держави змінюється за формулою 
tP 5lg2000 += , а кількість населення N  (млн.) зростає за зако-
ном  tN 2700 += . Обчислити значення цих величин у момент 
часу 20 =t . Подати у явному вигляді )(NfP =  залежність вало-
вого продукту P  від кількості населення N .  
□  Обчислимо значення валового продукту 0P  і кількості на-
селення N  у момент часу 20 =t :   
2001)25lg(20000 =⋅+=P ;   702227000 =⋅+=N .   
З рівняння tN 2700 +=  виразимо параметр t . Потім оде-
ржане співвідношення підставимо у вираз tP 5lg2000 +=  для 
валового продукту і спростимо:  
2)700()2/1(;7002 −=−= NtNt :   
( )2)700()2/1(5lg2000 −⋅+= NP ;  
( )2)700()2/1(5lg2000 −××⋅+= NP    
)700(lg25,2lg2000 −++= NP  – шукана залежність.    ■   
Приклад 4. Побудувати ескіз дуги циклоїди, що задана в па-
раметричній формі  
                            
( )
( )

−=
−=
;cos1
sin
tay
ttax
   [ ]pi∈ 4;0t  ;   0>a  .  
(Циклоїда − лінія, яку описує точка кола радіуса ar =  під час йо-
го кочення без ковзання уздовж осі Ox . Параметр t  − кут поворо-
ту колеса).  
□  Побудуємо точки за їх ко-
ординатами з табл. 1, а потім спо-
лучимо знайдені точки плавною 
лінією. Отримаємо (рис. 23) зада-
ну дугу циклоїди.   ■  
 
y  
x  pia2  
a2  
0  
Рис. 23  
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                                                                               Таблиця 1 
t  0  2pi  pi  23pi  
 
x  0  ( )12 −pia  pia  ( )123 +pia  
 
y  0  a  a2  a  
 
t  pi2  25pi  pi3  27pi  pi4  
x  pia2  ( )125 −pia  pia3  ( )127 +pia  pia4  
y  0  a  a2  a  0  
 
Приклад 5. Побудувати ескіз астроїди, що задана в пара-
метричній формі  
                



=
=
tay
tax
3
3
sin
cos
   [ ]pi∈ 2;0t  ;   0>a  .  
(Астроїда − лінія, яку описує точка кола радіуса 4/ar =  під час 
його кочення без ковзання по внутрішній стороні кола радіуса 
aR = ).   
(Розв’язати самостійно. Значення параметра t  взяти з кроком 
8/pi , починаючи з 0=t ).  
 
1.3. Теорія границь  
1.3.1. Сталі та змінні величини  
У результаті вимірювання різних фізичних, економічних чи 
інших величин (часу, довжини, об'єму, маси, витрат, доходу, при-
бутку та ін.) визначаються їх числові значення. Математика займа-
ється величинами, відвертаючись від їх конкретного змісту. Далі, 
розглядаючи величини, матимемо на увазі їх числові значення.  
Сталою величиною або константою (від латинського слова 
«constans» – «сталий») називається величина, яка не змінює свого 
значення в умовах задачі, що розглядається. Звичайно сталі вели-
чини позначаються малими (інколи великими) літерами з початку 
латинського алфавіту  ...,,,, dcba . 
Змінною величиною називається величина, яка може набу-
вати різних значень в умовах задачі, що розглядається. Звичайно 
змінні величини позначаються малими (інколи великими)  буквами   
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з кінця латинського алфавіту  zyxw ,,,,... .  
Сукупність всіх числових значень змінної величини утворює 
її область значень.  
Зауваження 1. Сталу величину часто зручно розглядати як 
окремий випадок змінної величини, всі значення якої рівні між 
собою.  
Зауваження 2. Характер процесу змінювання може бути різ-
ним. Зокрема, розрізняють неперервні та дискретні змінні вели-
чини. Множина значень неперервної величини складається лише з 
числових проміжків. Множина значень дискретної величини вклю-
чає в себе окремі ізольовані точки.  
Наприклад:  
а) Змінна величина || xy =  визначена для всіх Rx ∈  і є не-
перервною. Її множиною значень є закрита півпряма );0[ ∞+ .  
б) Змінна величина  





>
=
<−
==
0,1
;0,0
;0,1
sgn
x
x
x
xy   також визна-
чена для всіх Rx ∈  і є дискретною. Її множиною значень є су-
купність трьох ізольованих точок { }1;0;1− .   
 
1.3.2. Класифікація змінних величин  
Змінна x  є упорядкована величина, якщо про кожне з двох 
будь-яких її значень можна сказати, яке з них попереднє та яке на-
ступне.  
Тут ці поняття не пов’язані з часом, а є способом упоряд-
кування значень змінної величини. 
Окремим випадком упорядкованої змінної величини є число-
ва послідовність ...,...,,, 21 ixxx . Тут при ki <  значення ix  попе-
реднє, а kx  – наступне незалежно від того, яке з цих значень біль-
ше.  
Змінна величина x  називається обмеженою, якщо всі її зна-
чення за модулем не перевищують деякого додатного числа M  
протягом всього процесу змінювання:   
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MxxM ≤∀>∃ ||:,0 .  
У противному випадку змінна величина називається необ-
меженою. Точніше, змінна величина x  називається необмеже-
ною, якщо для довільного додатного числа M  знайдеться хоча б 
одне значення x , яке за модулем перевищує це число M :  
MxxM >∃>∀ ||:,0 .  
Наприклад:  
а) Змінна величина Nnnxn ∈= ,1000  є обмеженою, оскі-
льки існує таке число 0>M , що для всіх значень nx  виконується 
нерівність  NnMxn ∈≤ , . Зокрема, можна взяти  2000=M , 
оскільки  
Nnnnxn ∈≤== ,200010001000 .   
б) Змінна величина Nnny nn ∈−= ,)1( 2  є необмеженою, 
оскільки для будь-якого числа 0>M  можна знайти хоча б одне 
значення ny , для якого виконується нерівність  Myn > . Зокре-
ма, якщо взяти  1000=M , то   
100010000100)1( 2100100 >=⋅−=y .  
Змінна величина x  називається зростаючою, якщо в процесі 
змінювання її значення не зменшуються, тобто кожне наступне 
значення неменше попереднього. Позначається  xր.  
Змінна величина x  називається спадною, якщо в процесі 
змінювання її значення не збільшуються, тобто кожне наступне 
значення не більше попереднього. Позначається  xց .  
Зростаючі та спадні змінні величини називаються моно-
тонними.  
Монотонна величина називається строго монотонною, як-
що її значення задовольняють відповідну строгу нерівність.  
Наприклад:  
а) Змінна величина Nnx nn ∈= ,2  є строго зростаючою 
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n
nx 2= ր, оскільки  Nnxx
n
n
n
n ∈=>=
+
+ ,22
1
1  .   
б) Змінна величина ( ) Nny nn ∈= ,21  є строго спадною 
( )nny 21= ց , оскільки  ( ) ( ) Nnyy nnnn ∈=<= ++ ,2121 11  .   
в) Змінна величина ( ) Nnz nn ∈−= ,2  є немонотонною, 
оскільки, зокрема,   
( ) ( ) ( ) ( )33442233 22;22 −=≥−=−=≤−= zzzz  .   
г) Змінна величина Nnnun ∈−= ,)10(sgn  є зростаючою 
(не строго), оскільки )10(sgn)9(sgn1 −=≥−=+ nunu nn , Nn ∈ .  
Зокрема,  1)3(sgn1)2(sgn 78 −=−==−=−= uu  і 
0)0(sgn1)1(sgn 1011 ==>== uu .  
д) Площа S  правильного вписаного в коло многокутника 
при подвоєнні його сторін є монотонно зростаючою величиною.  
Підкреслимо, що величини з пунктів б), г) і д) є обмеженими, 
а величини з пунктів а) і в) – необмежені.   
 
 
1.3.3. Нескінченно малі величини  
Змінна величина x  називається нескінченно малою, якщо в 
процесі змінювання її значення за модулем стають і надалі за-
лишаються меншими будь-якого фіксованого додатного числа ε .  
Іншими словами, змінна величина x  називається нескін-
ченно малою, якщо для будь-якого наперед заданого (скільки за-
вгодно малого) додатного числа 0>ε  знайдеться такий момент εt  
процесу змінювання, що у всі наступні моменти ε> tt  значення 
змінної величини x  за модулем менші цього числа ε :   
ε<>∀∃>ε∀ εε ||:,,0 xttt .  
Нескінченно малі величини позначаються звичайно малими 
буквами грецького алфавіту  ...,, βα .  
Те, що змінна величина α  є нескінченно малою, познача-
ється так:  0→α  (читається  « α  прямує до 0 »)  або  0lim =α  
(від латинського слова «limes» – «границя», читається  «границя α  
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дорівнює 0 »).  
Наприклад:  
а) 010000 2 →=α n  і 0
2
sin1 →pi=β n
n
. Зокрема, якщо 
01,0=ε , то нерівність ε<α ||  ⇔  01,0|10000| 2 <n  виконуєть-
ся для всіх 1000=> εnn .  
б) Змінні величини nnx )1(1 −+=  і nn ny pi= cos  не є не-
скінченно малими.  
Зауваження. Нуль 0  – це єдина стала величина, що є нескін-
ченно малою.  
Геометричний зміст:  змінна величина α  є нескінченно ма-
лою, якщо для будь-якого наперед заданого (скільки завгодно ма-
лого) додатного числа 0>ε  її значення в процесі змінювання по-
трапляють і надалі залишаються в ε -околі точки нуль:   
);0(:,,0 ε∈α>∀∃>ε∀ εε Uttt .  
Доведення основних властивостей нескінченно малих ве-
личин ґрунтується на їх означенні та властивостях модуля.  
Теорема 1. Нескінченно мала величина є обмеженою:  
MM ≤α>∃⇒→α ||:00  .  (Без доведення).  
Теорема 2. Сума (різниця) двох нескінченно малих величин 
також є нескінченно малою величиною:  
0
0
0
→β±α⇒



→β
→α
.  Символічний запис   000 =± .  
□   2||;2||:;0 2 ε<βε<α∃>ε∀ εt  ;  
022|||||| →β±α⇒ε=ε+ε<β+α≤β±α  .     ■   
Теорема 3. Добуток нескінченно малої величини на обмежену 
є нескінченно малою величиною:  
                                          0
0
||
→α⇒



→α
≤
x
Mx
 .   
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□   MtMxM M ε<α∃>ε∀≤>∃ ε ||:;0;||:0  ;  
0|||||| →α⇒ε=⋅ε<⋅α=α xMMxx  .     ■   
Наслідок. Добуток сталої величини на нескінченно малу є не-
скінченно малою величиною:  
0
0
→α⇒



=
→α
C
constC
 .  Символічний запис   00 =⋅C .  
Теорема 4. Добуток двох нескінченно малих величин також є 
нескінченно малою величиною:  
0
0
0
→βα⇒



→β
→α
 .  Символічний запис   000 =⋅ .  
□   ε<βε<α∃>ε∀
ε
||;||:;0 t  ;  
0|||||| →βα⇒ε=ε⋅ε<β⋅α=βα  .     ■   
Зауваження 1. Відношення двох нескінченно малих величин 
може бути будь-якою величиною і називається невизначеністю 
виду 00 .  Символічний запис   ?00 =    
Зауваження 2. Нескінченна алгебраїчна сума нескінченно ма-
лих величин може бути будь-якою величиною.  Символічний за-
пис  ?...000 =±±±    
 
1.3.4. Нескінченно великі величини. Зв’язок нескінченно ма-
лих і нескінченно великих величин 
Змінна величина x  називається нескінченно великою, якщо 
в процесі змінювання її значення за модулем стають і надалі зали-
шаються більшими будь-якого фіксованого додатного числа M .  
Іншими словами, змінна величина x  називається нескін-
ченно великою, якщо для будь-якого наперед заданого (скільки 
завгодно великого) додатного числа 0>M  знайдеться такий мо-
мент Mt  процесу змінювання, що у всі наступні моменти Mtt >  
значення змінної величини x  за модулем більші цього числа M :   
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MxtttM MM >>∀∃>∀ ||:,,0 .  
Те, що змінна величина x  є нескінченно великою, позна-
чається так:  ∞→x  (читається « x  прямує до ∞ ») або ∞=xlim  
(читається  «границя x  дорівнює ∞ »).  
Зауваження 1. Якщо в процесі змінювання значення нескін-
ченно великої величини x  стають і надалі залишаються додатни-
ми, то більш точно пишуть  +∞→x   або  +∞=xlim . Аналогіч-
но, якщо в процесі змінювання значення нескінченно великої ве-
личини x  стають і надалі залишаються від’ємними, то більш точ-
но пишуть −∞→x    або  −∞=xlim .  
Наприклад:  
а)  ∞→−= 2)1( nx nn . Зокрема, якщо 100=M , то не-
рівність Mxn >||  ⇔  100)1( 2 >− nn  виконується для всіх 
10=> Mnn .  
б)  +∞→−= 1002nny  ;   −∞→+−= nnzn 10003  .  
в)  Змінні величини  nnnx )2(2 −+=  і 2sin
2 n
nyn
pi
=  не є 
нескінченно великими (хоча є необмеженими).  
Зауваження 2. Не існує сталої величини, яка є нескінченно 
великою.  
Геометричний зміст:  змінна величина x  є нескінченно ве-
ликою, якщо для будь-якого наперед заданого (скільки завгодно 
великого) додатного числа 0>M  її значення в процесі змінюван-
ня потрапляють і надалі залишаються в M - околі символу нескін-
ченності:   
);(:,,0 MUxtttM MM ∞∈>∀∃>∀ .   
Зауваження 3. Добуток сталої відмінної від нуля величини C  
на нескінченно велику x  є нескінченно великою величиною:  
∞→⇒



≠=
∞→
Cx
constC
x
0
 .   
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Зауваження 4. Добуток двох нескінченно великих величин є 
нескінченно великою величиною:  
∞→⇒



∞→
∞→
xy
y
x
 .   
Зауваження 5. Різниця двох нескінченно великих величин мо-
же бути будь-якою величиною і називається невизначеністю виду 
∞−∞ . Символічний запис  ?=∞−∞  Аналогічне твердження 
справедливе для алгебраїчної суми будь-якого скінченного числа 
нескінченно великих величин.  
Зауваження 6. Відношення двох нескінченно великих вели-
чин може бути будь-якою величиною і називається невизначеніс-
тю виду ∞∞ .  Символічний запис   ?=∞∞   
Теорема 1. Величина, обернена до нескінченно великої вели-
чини, є нескінченно малою:  
01 →=α⇒∞→ xx .  Символічний запис   01 =∞ . 
□   ε>>∀∃>ε∀ εε 1||:,,0 11 xttt  ;  
0||1|| →α⇒ε<=α x  .     ■   
Наприклад,  02/12 →==α⇒∞→= −nn
n
n xx .  
Теорема 2. Величина, обернена до нескінченно малої відмінної 
від нуля величини, є нескінченно великою:  
∞→
α
=⇒



≠α
→α 1
0
0
x .  Символічний запис   ∞=01 .   
□   MtttM MM 1||:,,0 11 <α>∀∃>∀  ;  
∞→⇒>α= xMx ||1||  .     ■   
Наприклад,   
                ∞→+=α=⇒→+=α − )/11(lg/10)/11lg( 1 nxn n .  
Зауваження 7. Добуток нескінченно малої величини на не-
скінченно велику може бути будь-якою величиною і називається 
невизначеністю виду ∞⋅0 .   Символічний запис   ?0 =∞⋅    
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1.3.5. Границя змінної величини та її властивості  
Поняття границі характеризує напрям процесу змінювання.  
Стала величина a  називається границею змінної величини 
x , якщо їх різниця ax −  є нескінченно малою величиною:  
0→α=− ax  .   
Записується так:  ax →  (читається  « x  прямує до a »)  або  
ax =lim  (читається  «границя x  дорівнює a »).  
Наприклад  11lim =+
n
n
, оскільки 0111 →=−+=α
nn
n
.  
Зауваження 1. Означення границі дано через поняття нескін-
ченно малої величини («мовою нескінченно малих»). Існують ін-
ші еквівалентні означення границі.  
Геометричний зміст:  стала величина a  є границею змінної 
величини x , якщо для будь-якого наперед заданого (скільки за-
вгодно малого) додатного числа 0>ε  значення змінної величини 
x  у процесі змінювання потрапляють і надалі залишаються в ε -
околі точки a :   
);(:,,0 ε∈>∀∃>ε∀ εε aUxttt .  
Зауваження 2. Якщо з контексту задачі не зрозуміло, в яких 
умовах відбувається процес змінювання, то додаткову інформацію 
подають під знаком границі або після нього. Наприклад:  
∞→→ nприaxn   (читається  « nx  прямує до a   при n , що 
прямує до ∞ »)  або  axn
n
=
∞→
lim   (читається  «границя nx  при n , 
що прямує до ∞ , дорівнює a »).  
Доведення основних властивостей границь ґрунтується на 
означенні границі та властивостях нескінченно малих.  
Теорема 1. Змінна величина в фіксованому процесі змінюван-
ня має не більше однієї границі.   
□   Доведення методом від супротивного.   
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0
0
0
→β−α=+−⇒



→β=−
→α=−
⇒





≠
→
→
ba
bx
ax
ba
bx
ax
 ;  
abab
constab
ab
=⇒=−⇒



=−
→β−α=−
0
0
 ,  
що суперечить припущенню  ba ≠ .     ■  
Зауваження 3. Змінна величина може не мати границі в дано-
му процесі змінювання. Змінна величина може вести себе по-
різному в різних процесах змінювання.  
Теорема 2. Змінна величина, що має скінченну границю, є об-
меженою у відповідному процесі змінювання.   
MxxMax ≤∀>∃⇒= ||:,0lim  .  
(Без доведення).   
Теорема 3. Границя сталої величини дорівнює самій цій вели-
чині:  
CCconstC =⇒= lim
 .  
□   CCCCconstC →⇒→=−⇒= 00  .     ■  
Теорема 4. Границя скінченної алгебраїчної суми змінних ве-
личин дорівнює такій же сумі їх границь, якщо останні існують:  
zyxzyx limlimlim)lim( −+=−+
 .  
□   =−+⇒





→γγ+=
→ββ+=
→αα+=
⇒





=
=
=
zyx
cz
by
ax
cz
by
ax
0,
0,
0,
lim
lim
lim
  
)()()()()( γ−β+α+−+=γ+−β++α+= cbacba  ;  
cbazyx −+=−+⇒→γ−β+α )lim(0  .      ■  
Теорема 5. Границя добутку двох змінних величин дорівнює 
добутку їх границь, якщо останні існують:  
yxxy limlim)lim( ⋅=
 .  
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□   ×α+=⇒



→ββ+=
→αα+=
⇒



=
= )(
0,
0,
lim
lim
ayx
by
ax
by
ax
  
)()( αβ+β+α+=β+× ababb  ;  
baxyab =⇒→αβ+β+α )lim(0  .      ■  
Наслідок 1. Сталий множник, відмінний від нуля, можна ви-
носити за знак границі:  
constCxССx =⋅= ,lim)lim(
 .  
Наслідок 2. Границя степеня з натуральним показником 
змінної величини дорівнює відповідному степеню її границі, якщо 
остання існує:  
( ) Nnxx nn ∈= ,limlim
 .  
Теорема 6. Границя відношення двох змінних величин до-
рівнює такому ж відношенню їх границь, якщо останні існують, 
причому границя знаменника відмінна від нуля:  
y
x
y
x
lim
limlim =
 .  
□   =−⇒



→ββ+=
→αα+=
⇒



≠=
=
b
a
y
x
by
ax
bby
ax
0,
0,
0,lim
lim
   
b
a
y
x
bb
ab
b
a
b
a
=⇒→β+
β−α
=−β+
α+
= lim0)(  .      ■  
Теорема 7. Границя невід’ємної змінної величини також не-
від’ємна. Аналогічно, границя недодатної змінної величини також 
недодатна:  
0lim0 ≥⇒≥ xx
 ;    0lim0 ≤⇒≤ xx  .  
□  Доведемо першу частину теореми методом від супро-
тивного.   
⇒>=−>−⇒



<
≥
<= 0
0
0
;0lim constaax
a
x
ax    
 0)(lim ≠−⇒ ax , що суперечить припущенню  ax =lim .   
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Доведення другої частини аналогічно.     ■  
Зауваження 4. Якщо змінна величина x  додатна 0>x , то 
гарантувати строгу нерівність для границі 0lim >x  у загальному 
випадку не можна. Те саме справедливе і для від’ємної змінної ве-
личини. Наприклад:  
( ) 01limlim;01 ==>= nxnx nn  .  
Теорема 8 (про стабілізацію знака нерівності). Якщо границя 
змінної величини додатна, то починаючи з деякого моменту про-
цесу змінювання всі її наступні значення також додатні:  
0:,0lim 00 >>∀∃⇒> xtttx .  
Аналогічно, якщо границя змінної величини від’ємна, то по-
чинаючи з деякого моменту процесу змінювання всі її наступні 
значення також від’ємні:  
0:,0lim 00 <>∀∃⇒< xtttx .        (Без доведення).   
Приклад 1.  Знайти границю  
23
75lim 2
23
2
−
++−
−→ x
xxx
x
.  
□    
( )
( ) =−
++−
=
−
++−
−→
−→
−→ 23lim
75lim
23
75lim 2
2
23
2
2
23
2 x
xxx
x
xxx
x
x
x
   
=
−
++−
=
−→−→
−→−→−→−→
2lim3lim
7limlim5limlim
2
2
2
22
2
2
3
2
xx
xxxx
x
xxx
   
( ) ( )
( ) ( ) ( )( ) 107223 722522lim3
7limlim5lim
2
23
2
2
2
2
2
3
2
−=
−−
+−−−−
=
−
++−
=
−→
−→−→−→
x
xxx
x
xxx
 . ■   
Спираючись на розв’язаний приклад, сформулюємо наступне 
правило:   
Границю раціонального дробу )()( xQxP , де )(xP  і )(xQ  – 
многочлени, можна обчислити шляхом прямої підстановки за-
мість x  його граничного значення, якщо при цьому не пору-
шуються умови, вказані у властивостях границь.  
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Зауваження 5. Якщо вказані умови порушуються, то треба 
скористатися, зокрема, властивостями нескінченно малих і нескін-
ченно великих величин.  
Приклад 2.  Знайти границю   
а)  
1
52lim 2
3
1
−
−−
−→ x
xx
x
;   б)  2
21
0
lim x
x
−
→
.   в)  
1
1
sinlim
1
−
→ xx
.  
□  а)  ∞=−=
−−
−−⋅−−
=
−
−−
−→ 0
4
1)1(
5)1(2)1(
1
52lim 2
3
2
3
1 x
xx
x
;  
б)  0lim 2222 0/10110
22
====
∞−−−−
→
x
x
;  
в)  існуєне
xx
)sin(
0
1
sin
11
1
sin
1
1
sinlim
1
∞==
−
=
−
→
.   ■  
 
 
1.3.6. Розкриття невизначеності виду 00  для многочленів  
Правило:  Для розкриття невизначеності виду 00  для мно-
гочленів )()( xQxP  треба чисельник )(xP  і знаменник )(xQ  роз-
класти на множники та скоротити дріб, а потім перейти до гра-
ниці.  
Приклад. Знайти границю:  
а)  
1
253lim 3
2
1
−
+−
→ x
xx
x
 ;     б) 
4
2553lim 2
34
2
−
+−−
→ x
xxx
x
 ;  
в) 
44
4lim 2
2
2 +−
−
→ xx
x
x
 ;  г) 
27
96lim 3
2
3 +
++
−→ x
xx
x
;  д) 
16
82lim 4
2
2
−
−−
−→ x
xx
x
 .  
□  а) ==
−
+⋅−⋅
=
−
+−
→ 0
0
11
21513
1
253lim 3
2
3
2
1 x
xx
x
 
=
++
−
=
++−
−−
=
==
=+−
=
→→ 1
32lim3)1()1(
)32()1(3lim
32;1
0253
212121
2
xx
x
xxx
xx
xx
xx
xx
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3
1
111
3213 2 =++
−
⋅= ;               б)  ==
−
+−−
→ 0
0
4
2553lim 2
34
2 x
xxx
x
   
=
0
2
2_
42
252_
2
25_
123
2
63
2553_
2
2
23
3
2334
34
+−
+−
−
+−
−
+−
−++
−
−
+−−
x
x
xx
xx
xx
xx
xxx
x
xx
xxx
=    
=
+
−++
=
−+
−++−
=
→→ 2
123lim)2()2(
)123()2(lim
23
2
23
2 x
xxx
xx
xxxx
xx
  
4
37
22
122223 23
=
+
−⋅++⋅
= ;  
в)  =
−
−+
==
+−
−
→→ 222
2
2 )2(
)2()2(lim
0
0
44
4lim
x
xx
xx
x
xx
   
∞==
−
+
=
→ 0
4
2
2lim
2 x
x
x
 ;  
г)  =
+−+
+
==
+
++
−→−→ )93()3(
)3(lim
0
0
27
96lim 2
2
33
2
3 xxx
x
x
xx
xx
  
0
27
0
9)3(3)3(
33
93
3lim 223 ==+−⋅−−
+−
=
+−
+
=
−→ xx
x
x
;   
д)  =
+−+
−+
==
−
−−
−→−→ )4()2)(2(
)4)(2(lim
0
0
16
82lim 224
2
2 xxx
xx
x
xx
xx
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16
3
)4()2(
4lim 22 =+−
−
=
−→ xx
x
x
.     ■   
 
1.3.7. Розкриття невизначеності виду ∞∞  для многочленів  
При розкритті невизначеності виду ∞∞  для нескінченно ве-
ликих величин, зручно спочатку перейти до розгляду нескінченно 
малих величин, використовуючи наступне правило:  
Для розкриття невизначеності виду ∞∞  для многочленів 
)()( xQxP  треба чисельник )(xP  і знаменник )(xQ  поділити на 
найвищий степінь x , а потім перейти до границі.  
Зауваження 1. Указане правило справедливе для всіх випад-
ків нескінченно великих величин ∞ , ∞+  чи ∞− , тобто знак сим-
волу ∞  можна не уточнювати.   
Приклад.  Знайти границю:  
а)  
625
1453lim 2
34
+−
−+−
∞→ xx
xxx
x
 ;     б) 
638
745lim 2
2
+−
−−
∞−→ xx
xx
x
 ;  
в)  ж
62
49lim 35
3
++
+
∞+→ xx
xx
x
;     д)  
710
423lim 6
28
+−
+−
∞→ xx
xx
x
.  
□   а) =
∞
∞
=
+−
−+−
∞→ 625
1453lim 2
34
xx
xxx
x
  
∞=
+−
−+−
=
+−
−+−
=
∞→ 000
0003
625
1453lim 432
43
xxx
xxx
x
;      
б) =
+−
−−
=
∞
∞
=
+−
−−
∞−→∞−→ 2
2
2
2
638
745lim
638
745lim
xx
xx
xx
xx
xx
  
8
5
008
005
=
+−
−−
= ;    в) =
++
+
∞+→ 62
49lim 35
3
xx
xx
x
   
0
002
00
612
49lim 52
42
=
++
+
=
++
+
=
∞
∞
=
∞+→ xx
xx
x
;   
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д)  (Розв’язати самостійно).   ■  
Зауваження 2. Очевидно, що  
                             





>∞
=
<
=
∞
∞
=
∞→
,,
,,
,,0
)(
)(lim 00
nm
nmaa
nm
xQ
xP
qp
n
m
x
   
де 0pa  і 0qa  – коефіцієнти при найвищих степенях відповідних 
многочленів.  
 
1.3.8. Розкриття невизначеності виду 00   
для ірраціональних виразів  
Правило:  Для розкриття невизначеності виду 00  для ір-
раціональних виразів треба спочатку відповідним чином позба-
витись ірраціональності, що дає нуль, потім скоротити дріб, і 
нарешті перейти до границі.  
Приклад.  Знайти границю:  
а) 
654
315lim 22
−−
−−
→ xx
x
x
;     б) 
xx
x
x +−
++
−→ 3
244lim
3
3
.  
□   а) ( )( )( )( ) =+−−− +−−−==−− −− →→ 315654 315315lim00654 315lim 2222 xxx xxxx x xx   
×
+−⋅
=
−−
−−
⋅
+−
=
→→ 3125
1
654
915lim
315
1lim 222 xx
x
x xx
  
×=
−==
=−−
=
−−
−
×
→ 6
1
43;2
0654
654
105lim
21
2
22 xx
xx
xx
x
x
  
11
5
432
1lim
4
5
43
1lim
4
5
)43()2(4
)2(5lim
222
=
+
⋅=
+
=
+−
−
×
→→→ xxx xxx
x
 ;  
б) ==
+−
++
−→ 0
0
3
244lim
3
3 xx
x
x
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( )( )( )
( ) ( )( ) =++−+−−+− −−++−+++= −→ 4442)44(33 34442)44(244lim 33 2
33 23
3 xxxxxx
xxxxx
x
   
=
−−
++
⋅
++−+
−−
=
−→−→ 2333 23 3
844lim
4442)44(
3lim
xx
x
xx
xx
xx
   
=
+−
+
⋅
++−⋅−+−⋅
−−−⋅−
=
−→ )3(
)3(4lim
44)3(42)4)3(4(
)3()3(3
333 2 xx
x
x
   
3/2)3/1(2)/1(lim)4()12/6(
3
=−⋅−=−⋅=
−→
x
x
.   ■      
 
1.3.9. Ознаки існування границі   
Питання про границю має дві сторони:  1) Чи існує границя?  
2) Як обчислити границю?  Друге питання вже частково розгляну-
те. Звернемо увагу на перше питання.  
Теорема 1 (про обмежену монотонну змінну). Обмежена мо-
нотонна величина має границю, причому:   
(Без доведення).  
Теорема 2 (про стиснену змінну). Нехай задано три змінні 
величини  x , y  і z , для яких виконується подвійна нерівність 
zyx ≤≤ . Якщо при цьому крайні  змінні x  і z  мають однакову 
границю  azx == limlim , то середня змінна y  також має ту 
саму границю  azxy === limlimlim :  
azxy
azx
zyx
===⇒



==
≤≤
limlimlim
limlim
 .  (Без доведення). 
Зауваження. Згідно з означенням границі поведінка змінної 
величини у початковий період процесу змінювання ніяким чином 
не впливає на розв’язання питання про границю.  
Mx
x
Mx
≤∃⇒


≤ lim  і Mx
x
Mx
≥∃⇒


≥ lim , де constM = . 
ր ց 
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1.3.10. Перша стандартна границя. Розкриття   
невизначеності виду  00  для тригонометричних виразів  
При обчисленні границь конкретних змінних величин часто 
використовуються вже відомі стандартні границі.  
Теорема 1 (перша стандартна границя). Границя відношен-
ня синуса нескінченно малої величини до самої цієї величини існує і 
дорівнює одиниці:  
1
0
0sinlim
0
==
α
α
→α
 .  
□  Функція 
α
αsin
 – парна, тому 
можна обмежитися тільки додатними 
значеннями α . А оскільки 0→α , 
то можна розглядати тільки значення 
α  з першої чверті 20 pi<α< .  
Розглянемо коло радіуса R  з 
центром у початку координат (рис. 24). Порівнюючи площі трьох 
вкладених одна в одну фігур, отримаємо:  
OACOABсектораOAB SSS ∆∆ <<  ;  
α<α<α tgRRR 222 )2/1()2/1(sin)2/1( ;  α<α<α tgsin   (*);  
α
<
α
α
<
cos
1
sin
1 ;  α>
α
α
> cos
sin1 ;   1sincos <
α
α
<α   (**).  
З нерівності (*) і умови 1)2/sin(0 <α<  випливає  
<
α
⋅
α
=
α
=α−=β<
2
sin
2
sin2
2
sin2cos10 2   
α=
α
⋅<
α
<
2
2
2
sin2  .  
Оскільки  0lim
0
=α
→α
 і 00lim
0
=
→α
, то за теоремою про стисне-
ну змінну 00limlimlim
000
==α=β
→α→α→α
.  Звідси  
C
 B
 
x  
y
 
α
 
O
 
A
 
R
 
Рис. 24  
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1lim1)1(limcoslim
000
=β−=β−=α
→α→α→α
 .  
Якщо врахувати, що  10cos = , то  10coscoslim
0
==α
→α
 .  
Із цього співвідношення і нерівності (**) за теоремою про 
стиснену змінну нарешті одержимо  
11limcoslimsinlim
000
==α=
α
α
→α→α→α
 .      ■   
Наслідок 1.  1
0
0lim
0
==
α
α
→α
tg
 .   
□  111
cos
1limsinlim
0
0lim
000
=⋅=
α
⋅
α
α
==
α
α
→α→α→α
tg
 .    ■  
Наслідок 2.  1
0
0arcsinlim
0
==
α
α
→α
 .   
□  =
→⇒→α
=αα=
==
α
α
→α 00
;sin;arcsin
0
0arcsinlim
0 u
uu
  
         1
1
1
sin
1lim
sin
lim
00
====
→→ uuu
u
uu
.    ■  
Наслідок 3.  1
0
0lim
0
==
α
α
→α
arctg
 .   
□  =
→⇒→α
=αα=
==
α
α
→α 00
;;
0
0lim
0 u
tguarctguarctg
  
         1
1
11limlim
00
====
→→ utgutgu
u
uu
.    ■  
Зауваження. Для розкриття невизначеності виду 00  з три-
гонометричними виразами треба розкласти чисельник і знаменник 
на множники і скоротити дріб або застосувати першу стандартну 
границю чи її наслідки.  
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Приклад. Знайти границю:  
а)  
xtgx
x
x
2
0
cos1lim −
→
 ;  б)  
xx
x
x sin
3cos1lim
0
−
→
 ;  в) 
pi−
−pi
pi→ x
xctg
x 4
)4(lim
4
 .  
□  а) ×===−
→→→ x
x
x
x
x
x
xtgx
x
xxx
sinlim
cos
sin
sinlim
0
0cos1lim
0
2
0
2
0
  
111coslim
0
=⋅=×
→
x
x
;       б) ==−
→ 0
0
sin
3cos1lim
0 xx
x
x
    
( ) ( ) ( )
( )
=
⋅⋅⋅
⋅
==
→→
x
x
x
xx
xx
xx
x
xx sin23
2323sin2lim
sin
23sin2lim
2
22
0
2
0
  
( )
2
91:1
2
9sinlim:
23
23sinlim
2
9 2
0
2
0
=⋅=





⋅=
→→ x
x
x
x
xx
;   
в) =
→⇒pi→
+pi=pi−=
==
pi−
+pi
pi→ 04
;4;4
0
0
4
)4(lim
4 ux
uxxu
x
xctg
x
  
=⋅−=
+pi
=
pi−+pi
pi++pi
=
→→→ u
utg
u
uctg
u
uctg
uuu 000
lim
4
1
4
)2(lim)4(4
)44(lim   
4/11)4/1( −=⋅−= .    ■  
 
1.3.11. Друга стандартна границя.  
Розкриття невизначеності виду 
∞1   
Теорема 1 (друга стандартна границя). Змінна величина 
( )nn11+  має границю при ∞→n . Ця границя позначається бук-
вою e  і називається числом Ейлера:  
e
n
n
n
==




 + ∞
∞→
111lim
 .  
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□  
n
n
n
x 




 +=
11 ;  2
1
11
1
1 =




 +=x ;  25,2
2
11
2
2 =




 +=x ;  
37,2
27
64
3
11
3
3 ≈=




 +=x ;  44,2
256
625
4
11
4
4 ≈=




 +=x ; ... .  
Можна довести, що змінна величина ( )nn nx 11+=  – зро-
стаюча nx  і обмежена числом 3=M . Тому за теоремою про об-
межену монотонну змінну існує границя exn
n
=
∞→
lim .     ■   
Зауваження 1.  Можна показати, що число Ейлера e  – ірра-
ціональне і навіть трансцендентне (воно не може бути коренем 
жодного алгебраїчного рівняння з цілими коефіцієнтами). Його 
значення  72,2...590457182818284,2 ≈=e .  
Зауваження 2. При обчисленнях границь використовують та-
кож наступні форми запису другої стандартної границі:  
1)  e
x
x
x
==




 + ∞
∞→
111lim ,  
де змінна  x  – дійсна неперервна (на 
відміну від дискретної змінної n ). 
Графік функції ( )xxy 11+=  подано 
на рис. 25.  
2)  ( ) e==α+ ∞α
→α
11lim 1
0
   
Границя виразу – одиниця плюс 
нескінченно мала в степені, оберне-
ному до цієї нескінченно малої – до-
рівнює числу Ейлера e .  
Зауваження 3. Показникова 
функція хеу =  з основою e  називається експонентою і часто 
позначається xy exp=  (рис. 26). Логарифмічна функція 
xу elog=  з основою e  називається натуральним логарифмом і 
y
e  
1 
1−  0  
x  
Рис. 25  
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позначається xу ln=  (рис. 26). Десятковий і натуральний ло-
гарифми зв’язані співвідношеннями  
xMxx ln
10ln
lnlg == ;   
xMx lg)/1(ln = ,  
де ...43429,010ln1 ==M  – мо-
дуль переходу.  
Приклад. Знайти границю:  
а)  
12
23
53lim
+
∞→






+
−
x
x x
x
;   
б) ( ) x
x
x
21
0
2sin1lim +
→
;   
в) ( ))16ln()76ln()32(lim +−−−
∞+→
xxx
x
;   г) 
xx
x
x 3
)16ln(lim 20 +
+
→
;   
д) ( ))1ln()1ln(lim 22 −−+
∞+→
xxx
x
;     е) 30
)1ln(lim
x
x
x
+
→
.  
□   а) =











−
+
−
+==





+
−
+
∞→
∞
+
∞→
1212
1
23
531lim1
23
53lim
x
x
x
x x
x
x
x
  
=





+
−
+=





+
−−−
+=
+
∞→
+
∞→
1212
23
71lim
23
23531lim
x
x
x
x xx
xx
  
===





+
−
+= +
+
−
+
+−++
−
⋅
−
+
∞→
∞→∞→ ee x
x
x
xxx
x
x
xx
x
23
12lim7
23
)12(7lim
)12(
23
7
7
23
23
71lim   
ee
314
03
027 −
+
+
⋅−
== ;    б) ( ) ==+ ∞
→
12sin1lim 21
0
x
x
x    
( )( ) ( ) ( ) eee xxxxx
x
xx ===+= →⋅
→
122sinlim22sin2sin1
0
02sin1lim ;   
в) ( ) =∞−∞⋅∞=+−−−
∞+→
)()16ln()76ln()32(lim xxx
x
    
xy ln=  
xey =  y  
x  0  
1 
1 
Рис. 26 
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=





+
−
=
+
−
−=
−
∞+→∞+→
32
16
76lnlim
16
76ln)32(lim
x
xx x
x
x
x
x    
=





−
+
−
+==





+
−
=
−
∞+→
∞
−
∞+→
3232
1
16
761limln1
16
76limln
x
x
x
x x
x
x
x
  
=





+
−
+=





+
−
+=
−
+
−
⋅
−
+
+∞→
−
∞+→
)32(
16
8
8
1632
16
81limln
16
81limln
x
x
x
x
x
x xx
  
=
+
−
−=⋅
+
−−
==
+∞→+∞→
+
−−
+∞→
x
x
e
x
x
xx
x
x
ex /16
/32lim8ln
16
)32(8limln 16
)32(8lim
   
3/8)06/()02(8 −=+−⋅−= ;   
г) =+
+
==
+
+
→→
)16ln(
3
1lim
0
0
3
)16ln(lim 2020 xxxxx
x
xx
   
( ) ( ) ==+=+= ∞+
→
+
→
116limln16lnlim )3/(1
0
)3/(1
0
22 xx
x
xx
x
xx    
( ) 2lnlimln61limln 2)3/(6
0
)3/(6)6/1(
0
2
===+= +
→
+⋅
→
eex x
x
xxxx
x
.    
(Завдання з  д)  і  е) розв’язати самостійно).   ■   
Зауваження 4. До знаходження границь треба підходити тво-
рчо і обов’язково оцінювати ситуацію, що виникає:  чи є невизна-
ченість і якого типу? Шаблонне застосування відомих алгоритмів 
часто призводить до помилки. Наприклад, границя 
x
x x
x
21
23
56lim
−
+∞→






+
−
 за структурою запису нагадує розглянуті вище, 
але перевірка показує, що невизначеності немає і результат одер-
жується безпосередньо:  
02
23
56lim
21
==





+
− ∞−
−
+∞→
x
x x
x
.   
Аналогічно  
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+∞==





−
+ ∞+
−
∞−→
3
14
512lim
61 x
x x
x
.    
 
1.3.12. Економічна інтерпретація числа Ейлера e   
При розрахунках за довгостроковими вкладами, що охо-
плюють декілька повних років, застосовують схему складних від-
сотків. Вона полягає в тому, що на основний капітал S  нарахо-
вуються відсотки (проценти) за ставкою р % річних і відсоткові 
гроші приєднуються до основного капіталу.  
Нехай 0S  – початковий вклад, tS  – вклад на кінець t -го ро-
ку. Якщо нараховувати і приєднувати відсотки один раз на рік, то 
розмір вкладу щороку зростатиме в )100/1( р+  разів:  
)100/1(01 рSS += ;   2012 )100/1()100/1( рSрSS +=+= ;  
… ;  tt рSS )100/1(0 += .   
Якщо операцію нарахування і приєднання відсотків здій-
снювати не один, а n  разів на рік через однакові проміжки часу 
nt /1=∆ , то (за тієї самої річної ставки р %) за міжопераційний 
термін t∆  буде нараховано і приєднано )/( nр %. За t  повних ро-
ків буде виконано nt  таких операцій і розмір вкладу на кінець t -
го року досягне   
( )ntt nрSS )100(10 += . 
Зауваження 1. З останньої формули можна одержати співвід-
ношення ( ) ntt nрSS −+= )100(10  для знаходження за схемою 
складних відсотків первісного вкладу 0S  за його поточним зна-
ченням tS  (операція дисконтування).   
Приклад 1. У компанію інвестовано 0S = 6 млн. грош. од. на 
t = 5 років за ставкою р = 30% річних. Знайти нарощено за цей час 
суму tS  та її приріст 0SSS t −=∆ , якщо нарахування і приєднан-
ня відсотків здійснюється:  а) щорічно 1=n ;  б) по півріччям 
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2=n ;  в) щоквартально 4=n ;  г) щомісяця 12=n .  
(Розв’язати самостійно).  
У теоретичному аналізі складних фінансових проблем (зо-
крема, при обґрунтуванні інвестиційних рішень) часто зустрі-
чається поняття неперервного нарахування відсотків. Щоб перейти 
до нього, треба в одержаному співвідношенні необмежено збіль-
шувати число поділів n , тобто покласти ∞→n  і знайти відпові-
дне граничне значення ∗tS  нарощеного вкладу tS :  
=





+=





+=
⋅⋅
∞→∞→
∗
nt
n
р
р
n
n
nt
n
t
n
рS
n
рSS
100
100
00 100
1lim
100
1lim   
100/
0
100/100
0 100
1lim pt
рt
pn
n
еS
n
рS =














+=
∞→
.  
Таким чином, при необмеженому скороченні термінів на-
рахування і приєднання відсотків нарощений капітал tS  не зростає 
безмежно, а наближається до певного граничного значення 
100/
0
pt
t еSS =
∗
. 
Зауваження 2. З останньої формули можна одержати співвід-
ношення 100/0
pt
t еSS
−∗
=
 для знаходження за схемою неперервно-
го нарахування відсотків первісного вкладу 0S  за його поточним 
значенням ∗tS  (операція дисконтування).   
Приклад 2. Кредитор позичає фірмі гроші за ставкою 
р = 20% річних з неперервним нарахуванням відсотків. Знайти 
сумарний початковий борг )2(0
)1(
00 SSS +=  позичальника кредито-
ру при умові, що борг повинен повертатися двома частинами:  
)1(
2
∗S = 132 тис. грош. од. через 1t = 2 роки і 
)2(
5,3
∗S = 225 тис. 
грош. од. через 2t = 3,5 років.  
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□  За формулою дисконтування з неперервним нарахуванням 
відсотків 100/0
pt
t еSS
−∗
=  маємо:  
48225,88132132 4,0100/220100/)1()1(0 1 ==== −⋅−
−∗ еееSS ptt ;  
73169,111225225 7,0100/5,320100/)2()2(0 2 ==== −⋅−
−∗ еееSS ptt .   
Тоді  21394,200)2(0
)1(
00 =+= SSS .    ■  
Приклад 3. Початкова вартість нового верстата складає 
0S = 20 тис. грош. од., амортизаційні відрахування здійснюються 
за ставкою р = 2% річних з неперервним нарахуванням відсотків. 
Визначити остаточку вартість 0SSS t −=∆
∗
 верстата через t = 10 
років.   (Розв’язати самостійно).  
Нехай початковий капітал 0S  вкладається в банк з нараху-
ванням і приєднанням відсотків n  разів на рік через однакові про-
міжки часу nt /1=∆ . Позначимо через eр % таку річну ставку, 
яка еквівалентна річним відсоткам при неперервному нарахуванні, 
тобто при якій поточний вклад tS  нарощується до граничної вели-
чини ∗tS :  
∗
= tt SS .  Тоді  
100/
00 100
1 pt
nt
e еS
n
рS =





+ ;  100/ln
100
1ln pt
nt
e е
n
р
=





+ ;   
n
р
n
рe
100100
1ln =





+ ;   )100/(
100
1 npe e
n
р
=+ ;    
( )1100 )100/( −= npe enр .   
Приклад 4.  При ставці 15 % в рік знайти первісний борг по-
зичальника кредитору, якщо позичальник повинен сплатити кре-
дитору 10 000 грош. од. через 0,75 року , 25 000 грош. од. через 
1,75 року , 30 000 грош. од. через 2,25 року . Нарахування відсот-
ків неперервне . 
  (Розв’язати самостійно). 
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1.3.13. Порівняння нескінченно малих.  
Еквівалентні нескінченно малі  
Нехай змінні α  і β  – нескінченно малі в одному процесі 
змінювання. Розглянемо їх відношення βα /  (припускається, що 
0≠β ). Тоді:  
1) Якщо 0lim =β
α
, то α  називається нескінченно малою 
вищого порядку мализни порівняно з β  і позначається )(βο=α  
( α  прямує до нуля швидше, ніж β ).  
2) Якщо 0lim ≠=β
α Ak  і ∞≠A , то α  називається нескін-
ченно малою k -го порядку мализни порівняно з β .  
3) Якщо 0lim ≠=β
α A  і ∞≠A , то α  і β  називаються не-
скінченно малими одного порядку мализни.  
3а) Якщо 1lim =β
α
, то α  і β  називаються еквівалентними 
нескінченно малими,  позначається βα ~ .  
4) Якщо відношення βα /  не має ні скінченної, ні нескінчен-
ної границі, то α  і β  називаються непорівнянними нескінченно 
малими.  
Наприклад:  
а) х2sin=α , х=β , 0→х . Тоді  
2)/2(sinlim)/(lim
00
==βα
→→
xx
хх
. Отже, нескінченно малі α  і 
β  одного порядку. 
б) nх=α , х=β , 1>n , 0→х . Тоді  
( ) 0limlim)/(lim 1
000
===βα −
→→→
n
х
n
хх
xxx . Отже, )(βο=α .  
в) 34х=α , х=β , 0→х . Тоді  
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( ) ( ) 44lim/lim 33
0
3
0
==βα
→→
xx
хх
. Отже, величина α  є нескін-
ченно малою третього порядку мализни відносно β .  
г) 2/)1( хх +=α , х/1=β , ∞→х . Тоді  
( ) ( ) 1)/11(lim)/1/()/)1((lim/lim 2 =+=+=βα
∞→∞→∞→
хххх
ххх
. От-
же, βα ~ .  
д) )/1sin( хх=α , х=β , 0→х . Тоді  
( ) ( )( ) )/1sin(lim)/1sin(lim/lim
000
хxхx
ххх →→→
==βα  – не існує. 
Отже, α  і β   – непорівнянні.  
Нехай нескінченно мала α  подана у вигляді суми γ+β=α . 
Перший доданок β  називається головною частиною α , якщо 
другий доданок γ  має вищий порядок порівняно з β .  
Теорема 1. Нескінченно мала α  еквівалентна своїй головній 
частині β :  βα ~ .  
□  γ+β=α ;  β
γ
+=β
α 1 ;  101lim1limlim =+=β
γ
+=β
α
;  ■  
Наприклад,  при ∞→х  величина 42)1( хx +=α  є не-
скінченно малою.  Її можна подати у вигляді  γ+β=α , де пер-
ший доданок  2/1 х=β   еквівалентний α  (головна частина), а дру-
гий доданок  4/)12( хx +=γ   має вищий порядок порівняно з β   
(перевірте це самостійно).  
Теорема 2 (принцип заміни нескінченно малих). При роз-
критті невизначеності виду 00  можна чисельник і знаменник 
цієї невизначеності заміняти величинами, що їм еквівалентні:   
*
*
*
*
*
* limlimlimlim
~
~
β
α
=β
α
=β
α
=β
α
⇒



ββ
αα
 
Основні еквівалентності при 0→x , що використовуються 
при обчисленнях границь, подані в таблиці 4:   
 64
 Таблиця 2 
xx ~sin  xxarctg ~  axax ln~1−  
xxtg ~  2~cos1 2xx−  xx ~)1(ln +  
xx ~arcsin  xex ~1−  xx α−+ α ~1)1(  
 
Приклад. Знайти границю:  
а)  
x
x
x
131lim
5
0
−+
→
;  б) ( )
x
x
x 2arcsin
71lnlim
2
0
−
→
;  в) 
xtg
e x
x 2
6
0
1lim −
→
.  
□   а) =−+==−+
→→ x
x
x
x
xx
1)31(lim
0
0131lim
51
0
5
0
   
5
35/3lim5/3~1)31(
0
51
==−+=
→ x
x
xx
x
;   
б) ( ) ( ) ;7~71ln
0
0
2arcsin
71lnlim 22
2
0
xx
x
x
x
−−==
−
→
   
0
2
7lim2~2arcsin
2
0
=
−
=
→ x
x
xx
x
;   
       в) =−==−
→
xtgxxe
xtg
e x
x
x
~;6~1
0
01lim 62
6
0
∞=
→ 20
6lim
x
x
x
. ■    
Зауваження 1. Якщо в чисельнику чи знаменнику невизна-
ченості 00  стоїть алгебраїчна сума, то в загальному випадку не 
можна заміняти еквівалентними величинами окремі доданки, а 
лише весь чисельник чи знаменник в цілому.  
Зауваження 2. Нескінченно великі величини порівнюють між 
собою так само, як і нескінченно малі.  
Наприклад,  при ∞→х  величини  23 45 +−= ххy  і 
1238 35 +−+= xххz  є нескінченно великими. Границя їх відно-
шення 8/3)/(lim =
∞→
zy
x
. Тому ці величини y  і z  є нескінченно 
великими одного порядку.  
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1.4. Функція. Неперервність функції 
1.4.1. Загальне поняття функції. Області визначення  
та значень. Графік функції. Способи задання функції  
Досліджуючи різні економічні явища, розв'язуючи техніко-
економічні проблеми доводиться розглядати одночасно декілька 
змінних величин. Наприклад, при виготовленні u  одиниць деякої 
продукції треба використати x  одиниць певної сировини, y  оди-
ниць енергоресурсів, видати z  одиниць заробітної плати, заплати-
ти s  одиниць податків і т.д.  
У цьому комплексі змінних величин деякі можуть бути жорс-
тко пов’язані між собою. Їх називають функціонально залежни-
ми, при цьому виділяють незалежні змінні – величини, значення 
яких можна обирати довільно, та залежні змінні – величини, зна-
чення яких визначаються значеннями незалежних змінних.  
Нехай задані непорожні множини X  і Y . Якщо вказано пра-
вило (закон відповідності) f , за яким кожному значенню x  з 
множини X  ставиться у відповідність одне певне значення y  з 
множини Y , то кажуть, що задано функцію, визначену на множині 
X , зі значеннями у множині Y . Функцію позначають одним із 
способів:  )(xfy = , Xx ∈ , або YXf →: , або YX f→ .  
При цьому x  називається незалежною змінною (аргумен-
том), а y  – залежною змінною (функцією).  
Множина XfD =)(  називається областю визначення фун-
кції. Множина )( fE  всіх тих значень Yy ∈ , кожне з яких відпо-
відає принаймні одному )( fDx ∈ , називається областю значень 
функції. Область значень )( fE  є підмножиною множини Y .  
Значення функції )(xfy =  у точці 0x  позначають так: 
( )0xf  або 0)( xxxf = .  
Функція constCCy == , , яка на всій області визначення 
набуває єдиного значення C , називається сталою.  
Дві функції )(xfy =  і )(xgy =  називаються рівними, як-
що: 1) вони мають одну й ту саму область визначення 
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)()( gDfD = ;  2) на кожному елементі x  з цієї області ви-
значення функції набувають однакових значень )()( xgxf = .  
Якщо змінні x  і y  розглядати як декартові координати то-
чок на площині, то графіком функції )(xfy =  є множина всіх 
точок координатної площини Oxy  з координатами ( ))(, xfx , 
)( fDx ∈ .   
Зауваження 1. Кожна пряма, паралельна осі Oy , з графіком 
функції може мати не більше однієї спільної точки.  
Наприклад, на рис. 27 крива m  є графіком деякої функції, а 
крива n  – ні.  
 
 
Функція )(xfy =  вважається заданою, якщо:  1) вказана її 
область визначення )( fD :  2) вказаний закон відповідності f .  
Основні способи задання функції.  
1) Табличний спосіб задання функції. При цьому способі пи-
шуть у визначеному порядку значення аргументу ...,...,,, 21 ixxx  і 
відповідні значення функції ...,...,,, 21 iyyy :  
x  1x  2x   … ix  … 
y   1y  2y  … iy  … 
Цей спосіб дуже часто використовується в економіці. Він 
зручний тим, що для кожного наведеного в таблиці значення ар-
гументу можна відразу знайти відповідне значення функції без до-
даткових обчислень. Проте неможливо безпосередньо знайти від-
повідне значення функції для проміжного значення аргументу, і до 
y
у 
x  
m  n  0
Рис. 27 
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дослідження функції важко застосувати апарат математичного 
аналізу.  
2) Графічний спосіб задання функції. Якщо у прямокутній 
системі координат на площині маємо деяку сукупність точок 
),( yx  і при цьому ніякі дві точки не лежать на одній прямій, що 
паралельна осі Oy , то ця сукупність точок визначає деяку одно-
значну функцію )(xfy = . Значеннями аргументу є абсциси то-
чок, значеннями функції – відповідні ординати.  
Перевагою графічного способу є його наочність і можливість 
безпосередньо визначити відповідне значення функції для кожного 
значення аргументу. Проте значення функції знаходиться набли-
жено, і до дослідження функції важко застосувати апарат матема-
тичного аналізу.  
3) Аналітичний спосіб задання функції:  
а) Явна форма задання функції. Функцію задають у вигляді 
формул, що визначають операції (і послідовності їх виконання), 
які потрібно здійснити над значенням незалежної змінної x , щоб 
визначити значення залежної змінної y . 
Наприклад,  22/1 )1( −= ху , де 0≥х .   
б) Неявна форма задання функції. Під неявним розуміють 
задання функції у вигляді рівняння 0),( =yxF , не розв’язаного 
відносно y , яке визначає функцію тільки тоді, коли всі впоряд-
ковані пари ),( yx , що є розв'язками даного рівняння, утворюють 
множину, в якій для будь-якого числа 0x  є не більш як одна пара 
( )00 , yx  з першим елементом 0x .   
Наприклад, співвідношення 19/25/ 22 =+ yх , 0≥х , 0≥y  
задають неявно функцію, графіком якої служить дуга еліпса, що 
лежить у першій чверті.  
У деяких випадках функцію )(xyy = , задану неявно, можна 
подати в явній формі, розв’язавши рівняння 0),( =yxF  відносно 
змінної y . Наприклад:  04 =−xy  xy /4=⇒ .  
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в) Параметрична форма задання функції. Якщо функцію 
)(xyy =  задано параметрично, то значення змінних x  і y , що 
відповідають одне одному, визначають через третю величину t  
(параметр):  )(txх = ,   )(tyу = .  
У деяких випадках функцію, задану параметрично, можна 
записати в неявній (чи навіть явній) формі, виключивши параметр 
t .  Наприклад, функція tх sin= ,  tу cos= ,  ]2/,0[ pi∈   t , допус-
кає запис у неявній формі:   
ttyх 2222 cossin +=+   122 =+⇒ yх ,  ]2/,0[ pi∈   t ,  
звідки можна одержати явне подання:  21 ху −= ,  ]1;0[∈х .   
Якщо функція задана аналітично, то легко перейти до таб-
личного чи графічного способу її задання, оскільки аналітичний 
спосіб дає можливість знайти відповідне значення функції для 
будь-якого значення аргументу, хоча це часто вимагає складних 
обчислень. Його безсумнівна перевага полягає у можливості за-
стосування апарату математичного аналізу. Недоліками аналі-
тичного задання є недостатня наочність та необхідність обчислень. 
Зауваження 2. Коли функція задається аналітично, то часто 
область визначення явно не вказується. Тоді розглядається так 
звана природна область визначення (область допустимих зна-
чень). Щоб знайти природну область визначення треба скласти 
систему обмежень на всі математичні операції, що фігурують в 
наведених формулах, і розв’язати її.  
Приклад. Знайти область визначення функції  
а) 9)6(ln 2 −+−= xxy ;  б) 383)/1(arcsin xxy −−= ;  
в) 2
2
ln
16
2
x
x
y +
−
= ;  г) 
3 3 8
1
4
1
+
−
+
=
xx
arctgy .  
□ а) )( fD :  )6;3[]3;(
3||
6
09
06
2 ∪−−∞∈



≥
<



≥−
>−
x
x
x
x
x
.  
(Завдання б), в) і г) розв’язати самостійно).    ■   
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1.4.2. Основні елементарні функції та їх графіки 
Основні елементарні функції та їх графіки вивчають у серед-
ній школі. Вони відіграють важливу роль в математиці, тому ці 
функції,  їх області визначення та графіки треба добре знати.  
Стала функція  Cy = , constC = . Функція визначена на всій 
числовій прямій +∞<<∞− x . Графіком служить пряма, парале-
льна осі Oy .  
Степенева функція  α= xy . Її властивості залежать від зна-
чення показника α :  
а) α  – ціле додатне число. Функція визначена на всій чис-
ловій прямій +∞<<∞− x . Графіки функції у цьому випадку при 
деяких значеннях α  мають вигляд, зображений на рис. 28 і 29;    
б) α  – ціле від'ємне число. Функція визначена для усіх зна-
чень x , окрім 0=x . Графіки функцій при деяких значеннях α  
мають вигляд, зображений на рис. 30 і 31;  
 
 
в) число α  – раціональне дробове. На рис. 32, 33 і 34 зо-
бражені графіки степеневої функції, коли числа α  додатні. При 
від'ємних числах α  матимемо графіки, які схожі з зображеними на 
рис. 30 і 31, коли знаменник дробу непарний, і їх частиною право-
руч від осі Oy , якщо знаменник дробу парний.  
Показникова функція  xay = , 0>a  i Rх∈ . Графік її має 
вигляд, зображений на рис. 35. Розглянуті випадки, коли 10 << a  
і 1>a .  
у 
1 
1 
у = х
2 
х 
1 
1 
у 
х 
у = х
3 у 
-1 1 
у = х
-2 
х 
Рис. 28 Рис. 29 Рис. 30 
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Логарифмічна функція  xy alog= , 0>a  i 0>x . Графік її 
зображено на рис. 36. Розглянуті випадки, коли 10 << a  і 1>a . 
xlg  – десятковий логарифм, xln  – натуральний логарифм.  
 
 
Тригонометричні функції: xy sin= , xy cos= , xtgy = , 
xctgy = , xxy cos1sec == , xxecy sin1cos == . Усі названі 
тригонометричні функції періодичні.  
Функції xy sin=  і xy cos=  мають період pi2 . Ці функції 
визначені при всіх значеннях Rх∈ .  
Функції xtgy =  і xy sec=  мають період відповідно pi  і 
pi2 . Вони визначені скрізь, крім точок 2/)12( pi+= kх ,  Zk ∈ .  
Функції xctgy =  і xecy cos=  мають період відповідно pi  і 
pi2 . Вони визначені скрізь, крім точок pi= kх ,   Zk ∈ . 
Графіки тригонометричних функцій зображені на рис. 37–39.  
Обернені тригонометричні функції:  
а) Функція арксинус xy arcsin= . Область її визначення – 
у 
-1 
1 
у = х
-3 
х 
1 
-1 
у 
-1 1 
у = х
2/3 
х 
1 
1 
1 
у 
х 
у = х
3/2 
-1 
Рис. 31  Рис. 32  Рис. 33  
у 
1 
у = х
1/3 
х 
1 
Рис. 34  
у 
х 0 
у =2х  
у =(1/2)х 1 
1 х 
0 
у = log3х 
у = log1/3х 
у 
Рис. 35 Рис. 36 
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відрізок ]1;1[− , область значень – відрізок ];2/[ 2/ pipi− . Графік 
подано на рис. 40.  
 
 
б) Функція арккосинус xy arccos= . Область її визначення – 
відрізок ]1;1[− , область значень – відрізок ];0[ pi . Графік подано 
на рис. 41.  
 
 
в) Функція арктангенс xarctgy = . Область її визначення – 
вся числова пряма, область значень – інтервал )2/;2/( pipi− . Гра-
фік подано на рис. 42.  
г) Функція арккотангенс xarcctgy = . Область її визначення 
– вся числова пряма, область значень – інтервал );0( pi . Графік по-
дано на рис. 43.  
Деякі границі, що відображають властивості основних  
елементарних функцій:  
2lim pi−=
−∞→
xarctg
x
;  2lim pi=
+∞→
xarctg
x
;  
π/2 
π 
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х 
у = sec х
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Рис. 38  Рис. 39  
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pi=
−∞→
xarcctg
x
lim ;  0lim =
+∞→
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x
.  



<<∞+
>
=
−∞→ ;10,
;1,0
lim
a
a
a x
x
  



<<
>∞+
=
+∞→ ;10,0
;1,
lim
a
a
a x
x
  



<<∞+
>∞−
=
→ ;10,
;1,
loglim
0 a
a
xa
x
  



<<∞−
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+∞→ ;10,
;1,
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a
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1.4.3. Класифікація функцій за властивостями та будовою  
Функція, як змінна величина, може бути монотонною чи не 
монотонною, обмеженою чи необмеженою. Крім цих властивостей 
також зазначають її парність і періодичність.  
Значення незалежного аргументу x , при яких функція  
)(xfy =  обертається в нуль, тобто корені рівняння 0)( =xf  
(спільні точки графіка функції з віссю Ox ), називаються нулями 
(коренями) функції. На рис. 44  1x  і 2x  – корені.  
Інтервали області визначення, де функція )(xfy =  зберігає 
знак, тобто інтервали, де функція додатна 0)( >xf  (графік функ-
ції розташований над віссю Ox ), та інтервали, де функція від’ємна 
0)( <xf  (графік розміщений під віссю Ox ) називаються інтер-
валами знакосталості функції (рис. 44).   
Парність. Функція ( )xfy =  називається парною, якщо 
( ) ( )xfxf =− , )( fDx ∈ ; і непарною, якщо ( ) ( )xfxf −=− , 
-1 1 
у 
х 
π/2 
0 
-π/2 
-1 1 
у 
х 
π/2 
0 
π 
у 
х 
π/2 
0 
-π/2 
π/2 
у 
х 
0 
π 
Рис. 40  Рис. 41  Рис. 42  Рис. 43  
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)( fDx ∈ . Інакше функція називається функцією загального ви-
гляду (загального положення).  
 
 
Наприклад, функції 2xy =  і xy cos=  – парні, функції 
xy sin=  і xarctgy =  – непарні, а функції xy 2=  і xy arccos=  
– загального вигляду.  
Зауваження 1. Графік парної функції симетричний відносно 
осі Oy  (рис. 45), а графік непарної функції симетричний відносно 
початку координат O  (рис. 46).  
 
 
Періодичність. Функція ( )xfy =  називається періодичною, 
якщо існує додатне число T  (період) таке, що справджується рів-
ність  ( ) ( )xfTxf =+ , )( fDx ∈ .  
Звичайно під періодом (основним періодом) функції розу-
міють 0T  – найменший з усіх додатних періодів (якщо такий існує) 
(рис. 47). У цьому разі всі періоди функції йому кратні:  0kTT = , 
Nk ∈ .  
Приклад 1. Дослідити функцію )sin( baxy += , 0≠а  на пе-
ріодичність і у випадку періодичності знайти період. 
y 
x
O 
Рис. 44 
0)( >xf  
0)( >xf  
0)( <xf  2x  
0)( >xf  
1x  
y 
x 
O 
y 
x 
O 
Рис. 45 Рис. 46 
)()( xfxf =−  )()( xfxf −=−  
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□ Дана функція визначена на всій числовій прямій. При-
пустимо, що ця функція періодична. Тоді для довільного Rx ∈  
повинна виконуватися умова  ))(sin()sin( bTxabax ++=+ , де 
0>= constT . Розв'яжемо це рівняння відносно T :  
,/22/)2( abхаkТ −−pi+pi=   Zk ∈ ;  ,/)2( аnТ pi=   Zn ∈ .  
Величина T  з першої формули не є періодом, тому що за-
лежить від x . Друга формула задає нескінченну множину чисел. 
Отже, задана функція періодична. Найменшим додатним з цих чи-
сел є  ||/20 аТ pi=  – основний період.   ■     
 
 
Обмеженість. Функція )(xfy =  є обмеженою зверху, якщо 
існує таке число M , що для всіх значень аргументу з області ви-
значення функції виконується нерівність Mxf ≤)( , і обмеженою 
знизу, якщо існує таке число τ , що для всіх значень аргументу з 
області визначення функції виконується нерівність τ≥)(xf . 
Функція, обмежена зверху і знизу, є обмеженою.  
Наприклад, функції xy sin=  і xy cos=  обмежені зверху 
числом 1, а знизу числом 1− . Функція xy 2=  обмежена знизу 
числом 0 , а зверху необмежена. Функції xtgy =  і xctgy =   не-
обмежені. 
Монотонність. Функція )(xfy =  є зростаючою на про-
міжку );( ba , якщо для будь-якої пари значень );(1 bax ∈  і 
);(2 bax ∈  з нерівності 21 xx >  випливає нерівність 
( ) ( )21 xfxf ≥ , тобто більшому значенню аргументу відповідає 
неменше значення функції. Якщо з нерівності 21 xx >  випливає 
y 
xO 
Рис. 47 
0T  
( ) ( )xfTxf =+ 0  
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нерівність ( ) ( )21 xfxf ≤ , то функція зветься спадною, тобто бі-
льшому значенню аргументу відповідає небільше значення функції.  
Зростаючі і спадні функції називають монотонними.  
Якщо в поданих означеннях нестрогі нерівності замінити на 
строгі, то маємо строго монотонні функції.  
Якщо область визначення можна розбити на деяке число 
проміжків, які не перетинаються, таких, що на кожному з них фу-
нкція монотонна, то вони називаються проміжками моно-
тонності функції.  
Наприклад, функція 2xy =  визначена на всій числовій осі. 
Вона має два проміжки строгої монотонності )0;(−∞  і );0( ∞+ , 
на першому з яких функція є строго спадною, а на другому – стро-
го зростаючою.  
Складена функція. Нехай функція )(ufy =  визначена на 
множині U , а функція )(xu ϕ=  визначена на множині X , при-
чому для кожного значення Xx ∈  відповідне значення )(xu ϕ=  
належить множині U . Тоді на множині X  визначена функція 
( ))(xfy ϕ= , яку називають складеною функцією від x  або супе-
рпозицією (композицією) функцій ϕ  і f . При цьому )(ufy =  
називають зовнішньою функцією, а )(xu ϕ=  – внутрішньою фу-
нкцією або проміжним аргументом. Змінну x  називають неза-
лежною змінною або внутрішнім аргументом.  
Складена функція – це функція від функції. Більшість функ-
цій, які вивчають у математиці, можна розглядати як складені фу-
нкції.  
Наприклад, функцію 1−= хz  можна записати: ху = ; 
1−= yz .  
Зауваження 2. Суперпозиція може застосовуватися повторно. 
Наприклад,  xarctguvvy u === ;2;sin .  
Зауваження 3. Розглядаючи складені функції, слід звертати 
увагу на області визначення функцій, що їх утворюють.  
Приклад 2. Задану функцію подати як складену за допомогою 
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чотирьох основних арифметичних операцій (додавання, від-
німання, множення і ділення) та суперпозиції основних елемен-
тарних функцій:  
а) 3sin4 cos53ln 2 xy x += ;  б) )/1(arccos32 26 xtgy x −= .  
(Розв’язати самостійно).  
Елементарні функції. Елементарною функцією називається 
така, що може бути задана за допомогою скінченного числа ариф-
метичних операцій  і суперпозицій над основними елементарними 
функціями.  
Наприклад, )arcsin10/()24(lg 23 xхxtgхху х −++=  – 
елементарна функція, а функції xy sgn=  (знак числа x ) та 
...sin...sinsinsin 32 +++++= nxxxxy  не є елементарними.  
На рис. 48 подана схема класифікації елементарних функцій.  
 
 
Алгебраїчні функції. До числа алгебраїчних функцій нале-
жать такі елементарні функції: 
1) Ціла раціональна функція або многочлен (поліном)  
n
nn
n ахахаxPу +++==
−
...)( 110 ,  
Елементарні функції  
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функції  
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де nаа а ,...,, 10  – коефіцієнти (сталі числа); n  – степінь (поря-
док) многочлена (ціле невід’ємне число). Зрозуміло, що ця функ-
ція визначена при будь-якому Rх∈ . 
2) Дробово-раціональна функція (раціональний дріб) –
відношення двох многочленів  )()( xQxPу mn= .  
Наприклад, раціональний дріб xay /= , )0,0( ≠≠ х а  ви-
ражає обернено пропорційну залежність.  
3) Ірраціональна функція – це така функція )(xfy = , в якій 
зустрічається піднесення до степеня з раціональним дробовим по-
казником.  
Наприклад, функція )51/()2( 22 ххху ++=  є ірраціо-
нальною.  
Елементарні функції, що не є алгебраїчними, називаються 
трансцендентними. З основних елементарних функцій до них 
відносяться показникова, логарифмічна, тригонометричні та обер-
нені тригонометричні функції.  
Наприклад, функція 35cos xxy −=  є трансцендентною.  
Обернена функція. Нехай функція )(xfy =  визначена на 
множині X , а Y  – множина її значень. Якщо ця функція 
)(xfy =  така, що при кожному фіксованому Yy ∈  рівняння 
)(xfy =  має єдиний розв’язок Xx ∈ , то можна розглядати обе-
рнену функцію )(1 yfx −= , Yy ∈ . Обернена функція )(1 yfx −=  
кожному Yy ∈  ставить у відповідність єдине значення Xx ∈  та-
ке, що yxf =)( . Функція )(xfy = , Xx ∈  при цьому називаєть-
ся прямою функцією.  
Якщо функція 1−f  обернена до функції f , то й функція f  
буде оберненою до функції 1−f . Функції f  і 1−f  називають вза-
ємно оберненими. Область визначення X  функції f  є областю 
значень функції 1−f , область значень Y  функції f  є областю ви-
значення функції 1f − .   
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Графіки функцій )(xfy = , Xx ∈  і )(1 yfx −= , Yy ∈  збі-
гаються  (відображають одну залежність з різних позицій).  
Зауваження 4. Якщо в оберненій функції )(1 yfx −=  ввести 
традиційні позначення для незалежної та залежної змінних (пере-
значити yx → , xy → ), то матимемо обернену функцію в тра-
диційних позначеннях змінних )(1 xfy −= . Графіки прямої 
)(xfy =  і оберненої )(1 xfy −=  функцій симетричні відносно 
бісектриси xy =  першого і третього координатних кутів.  
Наприклад, функція 2)( xxfy ==  на інтервалі );0[ ∞+  має 
обернену ху = . Графіки цих функцій зображені на рис. 49.  
Теорема. Нехай функція )(xfy =  ви-
значена і строго зростаюча (строго спадна) 
на відрізку ];[ ba . Тоді обернена функція 
)(1 xfy −=  визначена і строго зростаюча 
(строго спадна) на відрізку [ ])(;)( bfaf  
[ ]( ))(;)( afbf .  
(Без доведення).  
 
 
1.4.4. Поняття неперервності функції в точці.  
Властивості функцій, які неперервні в точці  
З поняттям границі тісно пов'язане інше важливе поняття ма-
тематичного аналізу – неперервність функції  
Нехай функція )(xfy =  визначена в деякому околі точки 
0x  і x  – довільна точка з цього околу, відмінна від 0x . Різницю 
0xxx −=∆  називають приростом незалежної змінної (при-
ростом аргументу). Відповідну різницю )()( 0xfxfy −=∆  на-
зивають приростом функції.  
Тоді   xxx ∆+= 0 ;  )()( 00 xfxxfy −∆+=∆ .  
Зауваження. Приріст функції y∆  залежить як від вибору точ-
у 
х 0 
у = х
2 
ху =  
1 
у = х
 
1 
Рис. 49  
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ки 0x , так і від вибору приросту аргументу x∆ .  
Нехай функція )(xfy =  визначена в деякому околі точки 
0x . Функція )(xfy =  називається неперервною в точці 0x , якщо 
в цій точці виконується рівність  )()(lim 0
0
xfxf
хх
=
→
.  
Сформульоване означення неперервності накладає на функ-
цію )(xf  такі умови:  1) функція визначена в деякому околі точки 
0x , включаючи і саму точку 0x , тобто існує число )( 0xf ; 2) існує 
)(lim
0
xf
хх→
 – границя функції в точці 0x ; 3) границя функції в точ-
ці 0x  дорівнює значенню функції в цій точці.  
Оскільки xx
xx 0
lim0
→
= , то для неперервної в точці 0x  функції 
маємо  )lim()(lim
00
xfxf
xxxx →→
= , тобто знак границі lim  і знак непе-
рервної функції f  можна міняти місцями. Іншими словами, щоб 
обчислити границю неперервної функції, треба у її вираз замість 
аргументу підставити його границю.   
У рівності )()(lim 0
0
xfxf
хх
=
→
 перенесемо )( 0xf  ліворуч та 
уведемо під знак границі як сталу. Тоді отримаємо 
( ) 0)()(lim 000 =−→− xfxfxx , звідки  0lim0 =∆→∆ yx , тобто функція не-
перервна, якщо нескінченно малому приросту аргументу відпові-
дає нескінченно малий приріст функції.  
Якщо функція )(xf  неперервна у кожній точці деякого ін-
тервалу );( ba , то вона називається неперервною на цьому інтер-
валі.  
Приклад. Довести, що функція xу sin=  неперервна у до-
вільній точці 0x  області визначення RfD =)( .  
□ )2/cos()2/sin(2sin)sin( 000 xxxxxxy ∆+∆=−∆+=∆ .  
Оскільки 0)2/sin(lim
0
=∆
→∆
x
х
, а величина )2/cos( 0 xx ∆+  обме-
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жена, то 0lim
0
=∆
→∆
y
х
.   ■  
Спираючись на властивості границь, можна встановити на-
ступне:  
1) Якщо функції )(1 xf  і )(2 xf  неперервні у точці 0x , то фу-
нкції )()()( 21 xfxfхg ±= , )()()( 21 xfxfхh ⋅=  і 
)(/)()( 21 xfxfхq =  ( )0)(2 ≠xf , також неперервні у точці 0x .  
2) Якщо функція )(xu ϕ=  неперервна у точці 0x , а функція 
)(uf  неперервна у точці )( 00 xu ϕ= , то й складена функція 
))(( xf ϕ  неперервна у точці 0x .  
3) Якщо функція )(xf  неперервна у точці 0x  і має обернену 
функцію )(1 yfx −=  в деякому околі точки 0x , то обернена функ-
ція )(1 yfx −=  неперервна в точці )( 00 xfy = .  
4) Якщо функція )(xf  неперервна в точці 0x  і відмінна від 
нуля 0)( 0 ≠xf , то існує такий окіл цієї точки 0x , що для всіх x  з 
указаного околу функція )(xf  не обертається в нуль і має знак, 
який збігається зі знаком )( 0xf . 
Неперервність функцій використовується при обчисленні 
границь. З наведених властивостей випливають такі важливі  
наслідки:  
1) Заміна змінної   
)(lim)()(lim
)(
))((lim
0
0
0 00
uf
xxu
xu
xf
uu
xx
xx →
→
→
=ϕ=ϕ=
ϕ=
=ϕ .  
2) Границя показниково-степеневої функції  
( )
)(lim
)( )(lim)(lim
00
xv
xx
xv
xx
oxx
xuxu
→






=
→→
.  
3) Усі елементарні функції є неперервними у кожній точці 
своєї природної області визначення.  
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1.4.5. Односторонні границі. Одностороння неперервність.  
Властивості функцій, неперервних на відрізку  
Границя функції )(xf  в точці 0x  при додатковій умові, що 
x  залишається меншим 0x , називається лівою границею функції 
)(xf  в точці 0x  і позначається  
)(lim
00 ,
xf
xxxx <→
   або   )(lim
00
xf
xx −→
.  
Аналогічно визначається права границя функції )(xf  в точ-
ці 0x :  
)(lim
00 ,
xf
xxxx >→
   або   )(lim
00
xf
xx +→
.  
Ліва і права границі називаються односторонніми грани-
цями.  
Теорема 1. Для того, щоб функція )(xf  в точці 0x  мала 
границю, яка дорівнює A , необхідно і достатньо, щоб існували 
обидві односторонні границі в цій точці, кожна з яких також до-
рівнює A :  
AxfAxf
Axf
xx
xx
xx
=⇔




=
=
→
+→
−→ )(lim)(lim
)(lim
0
0
0
0
0
.  
(Без доведення).  
Нехай функція )(xf  визначена на півінтервалі ];( 0xa , 
0xa < . Функція )(xf  неперервна у точці 0x  зліва, якщо   
)()(lim 000 xfxfхх =−→ .  
Аналогічно, функція )(xf , визначена на півінтервалі );[ 0 bx , 
bx <0 , неперервна у точці 0x  справа, якщо  
)()(lim 000 xfxfхх =+→ .  
Загальна назва для функції, неперервної зліва чи справа, – 
односторонньо неперервна.  
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Якщо функція )(xf  визначена на інтервалі );( bа  і точка 
);(0 bах ∈ , то для неперервності функції у точці 0x  необхідно і 
достатньо, щоб функція )(xf  була неперервна зліва і справа у 
точці 0x . Іншими словами, функція )(xf , яка визначена в деяко-
му околі точки 0x , неперервна в точці 0x , якщо обидві її одно-
сторонні границі дорівнюють значенню функції в цій точці   
)()(lim)(lim 000 00 xfxfxf xxxx == +→−→ .  
Якщо функція )(xf  неперервна в кожній внутрішній точці 
відрізка ];[ ba  і відповідно односторонньо неперервна на його кін-
цях, то вона називається неперервною на відрізку ];[ ba . 
Властивості функцій неперервних на відрізку сформулюємо 
у вигляді теорем (без доведення).  
Теорема 2 (про обмеженість функції 
та існування найменшого та найбільшого 
значень). Якщо функція )(xf  неперервна 
на відрізку ];[ ba , то вона обмежена на 
цьому відрізку і серед її значень існує най-
менше )( 1xfm =  та найбільше 
)( 2xfM = , де ];[1 bах ∈  і ];[2 bах ∈  
(рис. 50).    (Без доведення).  
Зауваження. Твердження теореми може бути невірним, якщо 
розглядати )(xf  на інтервалі );( ba .  
Теорема 3  (про  перетворення фун-
кції на нуль). Нехай функція )(xf  непе-
рервна на відрізку ];[ ba  і на його кінцях 
має значення різних знаків 
0)()( <⋅ bfaf . Тоді на інтервалі 
);( ba  знайдеться хоча б одна точка 
dx =  така, що 0)( =df  (рис. 51).  
(Без доведення). 
у 
у=f(х) 
х х2 х1 b а 0
М 
m 
Рис. 50  
f(a)
= 
у=f(х) 
f(b) 
d 
µ 
у 
х 
c а 0 b 
Рис. 51  
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Теорема 4 (про проміжне значення). Нехай функція )(xf  не-
перервна на відрізку ];[ ba  і на його кінцях приймає різні значення 
)()( bfaf ≠ . Тоді для будь-якого числа µ , що міститься між чи-
слами )(af  і )(bf , на інтервалі );( ba  знайдеться хоча б одна 
точка cx =  така, що µ=)(cf  (рис. 51).  
(Без доведення).  
 
1.4.6. Точки розриву та їх класифікація  
Неперервна в точці 0x  функція )(xf  повинна задовольняти 
наступні умови:  1) функція )(xf  визначена в точці 0x  і деякому 
її околі.  2) існує скінченна ліва границя функції 
)0()(lim 000 −=−→ xfxfxx .  3) існує скінченна права границя функції 
)0()(lim 000 +=+→ xfxfxx .  4) односторонні границі рівні.  
5) спільне значення односторонніх границь дорівнює значенню 
функції )( 0xf  в цій точці 0x .  
Якщо хоча б одна з перелічених умов порушується, то функ-
ція )(xf  називається розривною в точці 0x , а сама точка 0x  на-
зивається точкою розриву цієї функції.  
Якщо в точці розриву 0x  існують обидві скінченні одно-
сторонні границі, то це – точка розриву першого роду. Якщо у 
точці розриву х0 хоча б одна з односторонніх границь нескінченна 
або взагалі не існує, то це – точка розриву другого роду.  
Якщо в точці розриву першого роду 0x  односторонні границі 
рівні Axfxf
xxxx
==
+→−→
)(lim)(lim
00 00
, то маємо усувний розрив, 
оскільки, поклавши Axf =)( 0 , дістанемо неперервну функцію.  
Якщо в точці розриву першого роду 0x  односторонні границі 
різні 2010
)(lim)(lim
00
AxfAxf
xxxx
=≠=
+→−→
, то маємо скінченний 
стрибок висотою 12 AA − .  
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Якщо в точці розриву другого роду 0x  існують одна нескін-
ченна одностороння границя, а інша – скінченна чи нескінченна, 
то маємо нескінченний стрибок.  
Правило. Для знаходження точок розриву функції )(xf  і ви-
значення їх характеру треба:   
1) знайти можливі точки розриву (скінченні кінці інтервалів 
області визначення; точки, в яких змінюється характер задання 
функції, і т.п.);   
2) у кожній «підозрілій» точці 0x  обчислити , якщо існують, 
значення функції )( 0xf  та обидві односторонні границі 
10
)(lim
0
Axf
xx
=
−→
 і 20
)(lim
0
Axf
xx
=
+→
;   
3) з аналізу отриманих значень зробити висновок про наяв-
ність і характер розриву.  
Приклад. Визначити точки розриву заданої функції та з'ясу-
вати їх характер:  
а) ( ))3(1 −= xarctgу ;  
б) 2/37 ху −= ;  
в) ( )xу pi= sin ;  
г) 



≥
<−
=
+
1,log
;1,32
2
)1/(2
xx
x
у
x
  
□  а) Функція ( ))3(1 −= xarctgу  невизначена у точці 3=x . 
Розглянемо   
( ) 2)3(1lim
03
pi−=−
−→
xarctg
x
  і  ( ) 2)3(1lim
03
pi=−
+→
xarctg
x
.  
Функція у точці 3=x  має скінченний стрибок висотою pi  
(рис. 52).  
б) Функція 2/37 ху −=  невизначена у точці 0=x . Розглянемо   
07lim
2/3
0
=
−
−→
х
x
  і  07lim
2/3
0
=
−
+→
х
x
.   
Якщо довизначимо функцію рівністю 0)0( =f , то дістанемо 
неперервну у точці 0=x  функцію. Отже, маємо усувний розрив 
(рис. 53).  
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в) Функція ( )xу pi= sin  невизначена у точці 0=x . Обидві 
односторонні границі ( )x
x
pi
−→
sinlim
0
  і  ( )x
x
pi
+→
sinlim
0
 не існують. 
Отже, маємо точку розриву другого роду (рис. 54).   
 
 
г) Функція 



≥
<−
==
+
1,log
;1,32)(
2
)1/(2
xx
x
xfу
x
 визначена на всій 
числовій прямій, окрім точки 1−=x , а в точці 1=x  змінюється її 
аналітичний вираз. Тому маємо дві точки, що «підозрілі» на роз-
рив.   
У точці 1−=x :   
( ) ;332lim)(lim )1/(2
0101
−=−=
+
−−→−−→
x
xx
xf
3
1
−
=
x
arctgy  
O  
x  
y
 
Рис. 52  
2pi−  
2pi  
3  
237 xy −=  
O  x  
y
 
Рис. 53  
1 
y
 
x  
( )xу pi= sin
Рис. 54  
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( ) ;332lim)(lim )1/(2
0101
−=−=
+
−−→−−→
x
xx
xf    
( ) +∞=−= +
+−→+−→
32lim)(lim )1/(2
0101
x
xx
xf .  
Отже, у точці 1−=x  функція має нескінченний стрибок 
(рис. 55).  
У точці 1=x :   
( ) 132lim)(lim )1/(2
0101
−=−=
+
−→−→
x
xx
xf ;   
=
+→
)(lim
01
xf
x
  
0loglim 201 == +→ xx ;   
01log)1( 2 ==f .  
Отже, у точці 1=x  функція 
має скінченний стрибок висо-
тою 1 (рис. 55).   ■  
 
 
 
 
 
 
1.4.7. Застосування функцій в економіці 
Наявність функціональних залежностей між економічними 
показниками дозволяє використовувати для опису і дослідження 
економічних задач поняття функції та інші засоби математичного 
аналізу. Наведемо деякі приклади:   
1. Функція попиту від ціни )( pfq =  – залежність попиту 
q  на товар від його ціни p . Функції попиту можуть бути най-
різноманітнішими, зокрема,  
10)3/(600 ++= pq ;  paeq 3−= , де consta = . 
2. Оберненою до попередньої є функція ціни від попиту 
O  
x  
y  
Рис. 55  
3−  
1 
1 1−  
2−  
1−  



≥
<−
=
+
1,log
;1,32
2
)1/(2
xx
x
у
x
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)(qp ϕ= . Це можуть бути, зокрема, залежності   
aqp ln5,03 −= ; 6,0−= aqp , де consta = .  
3. Нехай u  – сумарний виторг при реалізації q  одиниць то-
вару за ціною p , що залежить від попиту )(qp ϕ= . Тоді функція 
сумарного виторгу )(qfu =  визначається як добуток кількості 
одиниць товару q  на його ціну p :  )()( qqqfu ϕ== . Наприклад, 
якщо залежність ціни від попиту aqp ln5,03 −= , то функція су-
марного виторгу:  )ln5,03( aqqu −= . 
4. Функція пропозиції )( pfS =  – залежність пропозиції S  
товару від його ціни p . Обернена функція  )(Sp ϕ=  є функцією 
ціни від пропозиції.  
5. Функція сумарних витрат )(xFK =  – залежність су-
марних витрат K  на виробництво x  одиниць товару від їх кіль-
кості x . Якщо розділити сумарні витрати K  на кількість вироб-
леного товару x , то одержимо  функцію середніх (питомих) ви-
трат (собівартість одиниці товару) )(xfП = :  
xxFxKxfП /)(/)( === .  
6. Функція корисності (функція переваг) )(xfy =  – залеж-
ність ступеня корисності y  (результату, ефекту) дії певного еко-
номічного фактору від рівня x  (кількості, інтенсивності) цього 
фактору.  
Приклад 1. Дослідження показують, що залежності попиту y  
на товари першої необхідності і попиту z  на предмети розкоші від 
рівня доходу x  покупців описуються функціями Л. Торнквіста:  
1
11 )(
cx
axby
−
−
= , 11 cax >> ;  
2
22 )(
cx
axxb
z
−
−
= , 22 cax >> ;  
constccbbaa =212121 ,,,,, .  
Тут 1a  і 2a   – рівні доходу, при яких починається придбання 
відповідного товару, 12 aa > . Знайти граничний попит при 
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∞→x .  
□  1
1
1
1
1
11
/1
/1lim)(limlim b
xc
xab
cx
axby
xxx
=
−
−
=
∞
∞
=
−
−
=
∞→∞→∞→
;   
∞=
−
−
=
∞
∞
=
−
−
=
∞→∞→∞→ 22
2
2
2
2
22
//1
/1lim)(limlim
xcx
xab
cx
axxb
z
xxx
.   
Таким чином, при необмеженому зростанні рівня доходів по-
пит на товари першої необхідності наближається до стану наси-
чення 1by = , а попит на предмети розкоші необмежено зростає.  ■  
Приклад 2. Підприємство після корінної модернізації за пер-
ший рік роботи отримає 2 млн. 800 тис. грн. прибутку, витративши 
за цей час на нове обладнання і перебудову технологічних проце-
сів 6 млн. 400 тис. грн. У кожному наступному році прибуток зро-
статиме на 500 тис. грн., а витрати зменшуватимуться на 400 тис. 
грн. Через скільки років з моменту модернізації підприємства сума 
всіх витрат дорівнюватиме сумі прибутку?    
(Розв’язати самостійно).  
Приклад 3. Витрати на перевезення двома видами транспор-
ту задаються функціями:  10050 += xy   і  30025 += xy ,  де x  – 
відстань перевезень, км;  y  – транспортні витрати, грош. од. При 
яких відстанях вигідніше користуватися першим видом транспор-
ту?          (Розв’язати самостійно).  
 
1.5. Контрольні запитання  
1) Що служить координатною сіткою декартової системи коор-
динат на площині?  
2) Як обчислюється відстань між двома точками на площині?  
3) Як обчислюються координати точки, що ділить даний відрізок 
у вказаному відношенні?  
4) Як знаходяться координати середини відрізка?  
5) Який вигляд має рівняння прямої з кутовим коефіцієнтом? Чи 
кожну пряму можна подати рівнянням такого вигляду?  
6) Який вигляд має рівняння прямої, що паралельна осі ординат 
Oy ? 
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7) Наведіть приклад рівняння прямої, що проходить через задану 
точку в заданому напрямку. 
8) Як записується рівняння прямої, що проходить через дві задані 
точки?  
9) Який вигляд має рівняння прямої у відрізках на осях?  
10) Запишіть загальне рівняння прямої. У чому полягає неодно-
значність загального рівняння прямої?  
11) Як знайти гострий кут між двома похилими прямими?  
12) Яка умова паралельності двох похилих прямих?  
13) Яка умова перпендикулярності двох похилих прямих?  
14) За якою формулою обчислюється відстань від точки до пря-
мої?  
15) Який вигляд має загальне рівняння лінії другого порядку? На-
ведіть всі типи ліній другого порядку.  
16) Що називається колом? Запишіть канонічне рівняння кола та 
рівняння кола із заданим центром і радіусом.  
17) Що називається еліпсом? Який вигляд має канонічне рівняння 
еліпса.  
18) Яке співвідношення пов’язує велику a  і малу b  півосі еліпса 
та половину c  міжфокусної відстані?  
19) Яка лінія називається гіперболою? Запишіть канонічне рівнян-
ня гіперболи.  
20) Яким співвідношенням зв’язані дійсна a  і уявна b  півосі гі-
перболи та половина c  міжфокусної відстані? 
21) Що таке асимптота кривої?  
22) Які рівняння асимптот гіперболи?  
23) Яка лінія називається параболою? Наведіть приклад каноніч-
ного рівняння параболи.  
24) Що таке ексцентриситет еліпса, гіперболи, параболи?  
25) Як залежить форма еліпса (гіперболи) від значення ексцентри-
ситету?  
26) Які рівняння директрис еліпса, гіперболи, параболи? 
27) У чому полягає властивість директрис еліпса, гіперболи, па-
раболи? 
28) Наведіть приклади параметричних рівнянь прямої та кола.  
29) Наведіть приклади використання прямої лінії (лінійної залеж-
ності) та кривих другого порядку в економічних задачах.  
 
 90
30) Які величини називають сталим та змінними? Наведіть при-
клади.  
31) Що таке обмежена змінна величина? Необмежена змінна вели-
чина? 
32) Наведіть приклади обмежених та необмежених величин.  
33) Яка змінна величина називається зростаючою (строго зро-
стаючою)? Спадною (строго спадною)? 
34) Які змінні величини називають нескінченно малими? Не-
скінченно великими?  
35) У чому полягає геометричний зміст нескінченно малої величи-
ни? 
36) Які властивості нескінченно малих і нескінченно великих ве-
личин. Як ці величини зв’язані?  
37) Як порівнюють між собою нескінченно малі величини? Що 
таке еквівалентні нескінченно малі?  
38) Що таке границя змінної величини?  
39) Перелічіть основні властивості границь, які ґрунтуються на 
властивостях нескінченно малих величин.  
40) Сформулюйте ознаки існування границі змінної величини. 
41) Що можна сказати про границю обмеженої монотонної вели-
чини?  
42) Що називається першою стандартною границею? Другою ста-
ндартною границею? Які їх наслідки.  
43) Дайте економічну інтерпретацію числа Ейлера e .  
44) Як здійснюється порівняння нескінченно малих величин? На-
ведіть приклади еквівалентних нескінченно малих.  
45) Як розкривається невизначеність виду ∞∞  для многочленів?   
46) Як розкривається невизначеність виду 00  для многочленів?  
47) Як розкривається невизначеність виду 00  для ірраціональних 
та тригонометричних виразів?  
48) Дайте означення функції. Що називається областю визначення, 
областю значень і законом відповідності функції?  
49) Що таке природна область визначення аналітично заданої фу-
нкції? Як вона знаходиться?  
50) Що таке графік функції? Які основні способи задання функції 
Ви знаєте?  
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51) Розкрийте сутність таких понять, як: обмежена та необмежена 
функція; функція парна та непарна; функція загального вигля-
ду?  
52) Яка функція називається сталою? Зростаючою (строго зроста-
ючою)? Спадною (строго спадною)?  
53) Яка функція називається періодичною? Наведіть приклади пе-
ріодичних функцій.  
54) Яку функцію називають складеною? Наведіть приклади.  
55) Яка функція називається оберненою до даної? Що можна ска-
зати щодо розміщені графіків взаємно обернених функцій?  
56) Яка функція називається елементарною? Наведіть приклади 
алгебраїчних та трансцендентних функцій.  
57) Наведіть приклади границь, що відображають властивості ос-
новних елементарних функцій.  
58) Що таке приріст аргументу і відповідний приріст функції? 
Дайте означення неперервності функції в точці «мовою при-
ростів».  
59) Що таке ліва та права границі функції в точці? Дайте озна-
чення неперервності функції в точці через односторонні гра-
ниці.  
60) Які основні властивості мають функції неперервні в точці?  
61) Які основні властивості функцій, неперервних на відрізку? 
Сформулюйте теореми про обмеженість функції та існування 
найменшого та найбільшого значень, про перетворення функ-
ції на нуль, про проміжне значення.  
62) Яка функція називається розривною?  
63) Що таке точка розриву першого роду? Другого роду? 
64) Поясніть відмінність між точками розриву першого та другого 
роду?  
65) Наведіть приклади точок усувного розриву, скінченного та не-
скінченного стрибка.  
66) Наведіть приклади точок нескінченного стрибка.  
67) Наведіть приклади точок розриву другого роду,що не є точка-
ми нескінченного стрибка.  
68) Як знаходять точки розриву аналітично заданої функції? Які 
точки є «підозрілими» на розрив?  
69) Наведіть приклади застосування функцій в економіці. Залеж-
ність між якими змінними відображена в цих функціях? 
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Змістовий модуль 2. ДИФЕРЕНЦІАЛЬНЕ ЧИСЛЕННЯ  
ФУНКЦІЙ ОДНІЄЇ ЗМІННОЇ.  
ЛІНІЙНА ТА ВЕКТОРНА АЛГЕБРА  
 
2.1. Диференціальне числення функції однієї змінної  
 
При дослідженні різних економічних величин (попиту, ви-
трат виробництва, національного прибутку і т.п.) доводиться 
визначати швидкість їх зміни.  
 
2.1.1. Похідна. Її механічний та геометричний зміст 
Поняття похідної. Нехай функція )(xfy =  визначена на ін-
тервалі );( bа  і );(0 bах ∈ . Надамо аргументу приріст х∆  так, 
щоб нова точка );(0 bахх ∈∆+ . Оскільки точка 0x  фіксована, то 
відповідний приріст функції )()( 00 хfххfу −∆+=∆  є функцією 
приросту аргументу х∆ . Складемо відношення ху ∆∆ / , яке також 
буде функцією приросту аргументу х∆ .  
Похідною функції )(xfy =  в точці 0x  називається швид-
кість змінювання функції y  в цій точці відносно змінювання ар-
гументу x . Похідна дорівнює границі відношення приросту функ-
ції до приросту аргументу, коли останній прямує до нуля  
x
yy
x ∆
∆
=
→∆ 0
lim' . Еквівалентні позначення похідної  'y , xy ' , dx
dy
, 
)(' xf .  
Значення похідної функції )(xfy =  у точці 0x  записується 
так:  )( 0хf ′ , або 0хх(x) fу =′= , або dxхdf /)( 0 .  
Операція знаходження похідної називається диференціюван-
ням функції. Функція, що має похідну у точці 0x , називається ди-
ференційованою у цій точці.  
Коли функція )(xfy =  диференційована у кожній точці 
проміжку );( bа , то кажуть, що вона диференційована на промі-
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жку );( bа . Похідна функції )(xfy = , диференційованої у про-
міжку );( bа , сама є функцією x .  
Теорема (зв’язок між поняттями диференційованості та не-
перервності). Якщо функція )(xfy =  диференційована в деякій 
точці 0x , то вона неперервна в цій точці.  
□  00'limlimlimlim
0000
=⋅=∆⋅
∆
∆
=∆
∆
∆
=∆
→∆→∆→∆→∆
yx
x
y
x
x
yy
xxxx
.  ■  
Зауваження. З цієї теореми випливає, що неперервність фун-
кції є необхідною умовою диференційованості функції. Це озна-
чає, що в точках розриву функція не диференційована. Проте ця 
умова не є достатньою. Якщо функція )(xfy =  неперервна в де-
якій точці 0x , то вона може бути як диференційованою, так і не-
диференційованою в цій точці. Наприклад, || xy =  – недиференці-
йована в точці 0=x , хоч у цій точці неперервна.  
Приклад 1. Дано функцію 2xу = . Знайти її похідну 'у : 
а) у довільній точці x ; б) коли 3−=x . 
□  а) Для будь-якого x  маємо 2xу = . Якщо аргумент дорів-
нює хх ∆+ , то 2)( ххуу ∆+=∆+ . Звідси   
222 )(2)( хххххху ∆+∆=−∆+=∆ . 
Тоді ххххххху ∆+=∆∆+∆=∆∆ 2/))(2(/ 2 . Обчислимо по-
хідну  ххху
х
2)2(lim'
0
=∆+=
→∆
.   б) 6)3(2' 3 −=−⋅=−=ху .  ■  
Механічний зміст похідної. Нехай матеріальна точка рухаєть-
ся під дією деяких сил. Візьмемо який-небудь момент часу 0t  і 
розглянемо проміжок часу t∆  від моменту 0t  до моменту 
ttt ∆+= 0 . За цей проміжок часу точка пройде певний шлях, який 
позначимо через )( 0tS∆ . Цей шлях – функція t∆ . За відомим з 
фізики означенням, відношення ttS ∆∆ )( 0  є середня швидкість 
руху точки за час t∆ . Розглядатимемо дедалі коротші проміжки 
t∆ , що прямують до нуля. Границя  
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)()('/)(lim 0000 tVtSttSt ==∆∆→∆   
є миттєвою швидкістю точки у момент часу 0t .  
Геометричний сенс похідної. Дотична і нормаль. Нехай дано 
деяку лінію L і на ній точку М (рис. 56). Візьмемо на лінії L деяку 
точку N, яка не збігається з точкою М. Пряма МN є січною для лі-
нії L. Нехай тепер точка N наближається до точки М, залишаючись 
на лінії L. Тоді кожному положенню точки N відповідатиме своя 
січна і усі ці січні проходитимуть через точку М.  
Дотичною до лінії L у точці 
М називається граничне положен-
ня МK січної MN, якщо точка N 
прямує до точки М. Нехай 
)(xfy =  – деяка функція, графі-
ком якої є лінія L, дифе-
ренційована у точці 0x . У декар-
товій прямокутній системі коор-
динат точка М, яка лежить на гра-
фіку функції )(xfy =  має коор-
динати ( ))(; 00 xfx . Нехай точка N 
належить графіку функції (рис. 56) і має координати 
( ))();( 00 ххfхх ∆+∆+ . Проведемо через точку М пряму, паралель-
ну Ox , і позначимо точку її перетину з прямою ххx ∆+= 0  через 
Р. Розглянемо прямокутний трикутник ΜΝΡ.  
Відношення α=∆−∆+ tgххfххf /))()(( 00  дорівнює тан-
генсу кута нахилу січної MN до додатного напряму осі Ox .  
Якщо приріст 0→∆х , то геометрично це означає, що точка 
),( 00 уу ххN ∆+∆+  рухатиметься по лінії L, наближаючись до 
точки М, а кут α  прямуватиме до кута 0α  – кута нахилу дотичної 
до додатного напряму осі Ox . Тоді  
[ ] α=∆−∆+
→∆→∆
tgххfххf
xx 0000
lim/))()((lim .  
Оскільки границя лівої частини рівності дорівнює 
)('' 00 хfy = , а границя правої частини дорівнює 0αtg , тому 
у 
0 х 
f(x0+∆x) 
f(x0) 
N 
L 
K 
P 
M 
x0+∆x x0 
α0 α 
Рис. 56  
Q 
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00 'ytg =α . тобто значення похідної функції )(хf ′ , у точці 0x , 
дорівнює тангенсу кута нахилу дотичної.  
Тоді рівняння дотичної до графіка функції )(xfy = , яка 
проходить через точку Μ з координатами ( )00 ; yx , можна запи-
сати у вигляді  
)(' 000 ххyуу −⋅=− .  
Пряма MQ, яка проходить через точку дотику М і пер-
пендикулярна до дотичної МK, називається нормальною прямою 
(нормаллю). Її рівняння   
( ) )('1 000 ххyуу −⋅−=− .  
Приклад 2. Знайти кут нахилу дотичної до графіка функції 
2ху =  у точці ( )4/1;2/1M . Скласти рівняння дотичної.  
□  Візьмемо похідну від функції 2ху = :   ху 2'= . Тоді:   
1)2/1(2)(' 0 =⋅==α хуtg ;  o451 ==α arctg  – кут нахилу 
дотичної; )2/1(14/1 −⋅=− ху ; 4/1−= ху  – дотична. ■ 
Економічний зміст похідної. Нехай витрати виробництва V  
деякої продукції є функцією її кількості x , тобто )(xVV = . При-
пустимо, що кількість продукції збільшується на x∆  і досягає зна-
чення xx ∆+ , якому відповідають витрати виробництва 
)( xxV ∆+ . При цьому приріст витрат виробництва становить 
)()()( xVxxVxV −∆+=∆ . Середній приріст витрат на одиницю 
приросту продукції xV ∆∆ .  
Маргінальними (граничними) витратами називають гранич-
но можливі витрати в умовах хоча би простого відтворення вироб-
ництва (при 0→∆x ), тобто  ( )xV
x
∆∆
→∆ 0
lim . Але за означенням 
похідної  ( ) )('lim
0
xVxV
x
=∆∆
→∆
, тобто  похідна  )(' xV  є маргіна-
льними витратами виробництва.  
Позначимо через )(xD  та )(xP  відповідно дохід і прибуток 
при виробництві та реалізації x  одиниць продукції. Тоді, анало-
гічно, визначаються:  
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маргінальний дохід ( )xDxD
x
∆∆=
→∆ 0
lim)(' ;  
маргінальний прибуток ( )xPxP
x
∆∆=
→∆ 0
lim)(' .   
 
2.1.2. Правила диференціювання.  
Похідна складеної та оберненої функцій  
Правила диференціювання. Нехай маємо деякі функції 
)(хuu = , )(хvv = , які диференційовані у проміжку );( bа . Тоді:  
1) Якщо сuу = , то uссuу ′=′=′ )( , де constc = ,  
тобто сталий множник можна виносити з-під знаку похідної; 
2) Якщо vuу ±= , то vuvuу ′±′=′±=′ )( ,  
тобто похідна суми або різниці функцій дорівнює відповідно сумі 
або різниці їх похідних; 
3) Якщо uvу = , то uvvuuvу ′+′=′=′ )( ,  
тобто похідна добутку двох функцій дорівнює сумі добутків похід-
ної першої функції на другу функцію і похідної другої функції на 
першу функцію; 
4) Якщо 
v
u
у = , де 0≠v , то 2v
uvvu
v
u
у
′−′
=
′






=′ , 
тобто похідна частки двох функцій дорівнює дробу, у якому зна-
менник є квадрат знаменника, а чисельник є різниця між добут-
ками похідної чисельника на знаменник і добутком похідної зна-
менника на чисельник.  
Кожне з цих правил можна розглядати як теорему.  
Доведемо, наприклад, правило для дробу vuу /= . Якщо 
y∆ , u∆  i v∆  є прирости функцій )(хy ), )(хu , )(хv , відповідні 
приросту х∆  аргументу x , то  ),/()( vvuuуу ∆+∆+=∆+   
))(/()(/)/()( vvvvuuvvuvvuuу ∆+∆−∆=−∆+∆+=∆ .  
Останню рівність розділимо на х∆ :  
=∆+⋅∆∆−∆=∆∆ ))(/()(/ vvvхvuuvху  
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)).(/()//( vvvхvuхuv ∆+∆∆−∆∆=  
Знайдемо границю цього співвідношення. Маємо:  
=∆+∆∆−∆∆=∆∆=′
→∆→∆→∆
))((lim/)//(lim/lim
000
vvvхvuхuvхуу
ххх
  
).lim/()/lim/lim(
0
2
00
vvvхvuхuv
ххх
∆+∆∆−∆∆=
→∆→∆→∆
  
Так як )(хv  – диференційована і, отже, неперервна функція, 
то 0lim
0
=∆
→∆
v
х
. Маємо  2/)( vvuuvу ′−′=′ , де 0≠v .  
Теорема 1 (похідна складеної функції). Якщо функція 
)(xuu =  має похідну у деякій точці );( bах∈ , а функція 
)(ufy =  має похідну у відповідній точці )(xuu = , то й складена 
функція ( ))(xufy =  має похідну у точці x , причому  
)()('))((( ''' хuuyхufy xux ⋅== , 
де індекси y  і x  біля похідних вказують, за якою змінною обчис-
люють похідні. Тобто похідна складеної функції дорівнює похідній 
зовнішньої функції за проміжним аргументом, помноженій на по-
хідну внутрішньої функції.  
□  =
→∆
→∆
=





∆
∆
⋅
∆
∆
=
∆
∆
=
→∆→∆ 0
0
limlim
00
'
u
x
x
u
u
у
x
уy
хх
x   
( ) ( ) ''
00
limlim xu
хu
uyxuuу ⋅=∆∆⋅∆∆=
→∆→∆
.    ■   
Зауваження. Якщо складена функція є результатом цілого 
ряду суперпозицій, то для знаходження її похідної за проміжний 
аргумент треба взяти результат всіх цих суперпозицій, крім остан-
ньої.  
Теорема 2 (похідна оберненої функції). Нехай функція 
)(xfy =  задовольняє умові існування оберненої функції і у точці 
);( bах∈  має скінчену і відмінну від нуля похідну. Тоді обернена 
функція )(1 yfx −=  у відповідній точці )(xfy =  також має по-
хідну. Похідні цих взаємно обернених функцій зв'язані рівністю   
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)(1))(( ''1 хfуf ху =− .  
□  =
→∆
→∆
=
∆∆
=
∆
∆
=
→∆→∆ 0
01limlim
00
'
x
y
xyy
x
x
yyy
  
( ) '
0
1lim1 x
х
yxy =∆∆=
→∆
.    ■   
 
2.1.3. Основні формули диференціювання  
Похідні основних елементарних функцій подамо всі разом 
(табл. 2, де )(xuu = ), а потім вибірково доведемо деякі з них.  
 
Таблиця 2 
Формули  похідних  
1. Основні формули  
№ 
п/п Функція  Похідна  
1  Стала функція   0=′C   
2  Степенева функція  ( ) uuau aa ′⋅=′ −1   
2а  x  1'=x   
2б  u  ( ) u
u
u ′⋅=
′
2
1
 
2в  
u
1
 u
uu
′⋅−=
′






2
11
  
3  Показникова функція  ( ) uaaa uu ′⋅=′ ln   
3а  Експонента  ( ) uee uu ′⋅=′   
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Продовж. табл. 2 
4  Логарифмічна функція  ( ) u
au
ua ′⋅=
′
ln
1log   
4а  Натуральний логарифм  ( ) u
u
u ′⋅=
′ 1ln   
5  Синус  ( ) uuu ′⋅=′ cossin   
6  Косинус  ( ) uuu ′⋅−=′ sincos   
7  Тангенс  ( ) u
u
utg ′⋅=′ 2cos
1
  
8  Котангенс  ( ) u
u
uctg ′⋅−=′ 2sin
1
  
9  Арксинус  ( ) u
u
u ′⋅
−
=
′
21
1
arcsin   
10  Арккосинус  ( ) u
u
u ′⋅
−
−=
′
21
1
arccos  
1  Арктангенс  ( ) uuuarctg ′⋅+=
′
21
1
  
2  Арккотангенс  ( ) uuuarcctg ′⋅+−=
′
21
1
  
 
Доведемо деякі наведені формули диференціювання.  
Теорема 1. Похідна від xsin  є xcos .  
□ Дамо аргументу x  приріст х∆ . Тоді  
)sin( ххуу ∆+=∆+ , де xy sin= ;  
×−∆+=−∆+=∆ )2/)sin((2sin)sin( хххххху   
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)2/cos()2/(sin2)2/)cos(( ххххххх ∆+⋅∆=+∆+× .  
Розділимо на х∆ :   
хххххху ∆∆+⋅∆=∆∆ /))2/cos()2/(sin2(/ .  
Знайдемо границю  
×∆∆=∆∆=′
→∆→∆
)2//()2/(sin(lim/lim
00
хххуу
хх
   
)2/cos(lim
0
хх
х
∆+×
→∆
. Але 1))2//()2/(sin(lim
0
=∆∆
→∆
хх
х
,  
тому xхху
х
cos)2/cos(lim
0
=∆+=′
→∆
. Остання рівність випливає з 
неперервності функції xcos .  ■  
Теорема 2. Похідна від xtg  є х2cos/1 . 
□ Похідну функції xxxtgy cossin==  можна знайти за 
правилом диференціювання дробу  
( ) =′′=′ xх)x(-xxу 2cossincoscos)(sin   
( ) xxxx 2222 cos1cossincos =+= .  ■   
Теорема 3. Похідна від функції хаlog  є )ln/(1 aх ⋅ .  
□ Якщо у∆  є приріст функції ху аlog= , який відповідає 
приросту х∆  аргументу x , то  
)(log ххуу а ∆+=∆+ ;   ххху аа log)(log −∆+=∆ ;  
)/1(log хху а ∆+=∆ ;   )/1(log)/1(/ хххху а ∆+∆=∆∆ .  
Помножимо і поділимо на x  вираз, який стоїть праворуч у 
останній рівності:  =∆+∆=∆∆ )/1(log)/)(/1(/ хххххху а   
хх
а ххх
∆∆+= /)/1(log)/1( . Тоді   
=∆+=∆∆=′ ∆
→∆→∆
хх
а
хх
ххххуу /
00
)/1(log)/1(lim/lim  
)ln/(1log)/1()/1(limlog)/1( /
0
aхехххх а
хх
х
а ⋅==∆+=
∆
→∆
.   ■  
Теорема 4. Похідна від xу arcsin=  є 21/1 х− . 
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□ Оберненою функцією до функції xу arcsin=  є функція 
yx sin= . За теоремою про похідну оберненої функції  маємо  
))in/(cos(arcs1cos/1)/(sin1)(arcsin xyуx ==′=′ . 
Оскільки 21)cos(arcsin хx −= , то 21/1 ху −=′ .  ■  
Приклад. Знайти похідні заданих функцій:  
а) xху 7cos3= ;        б) )31ln(3 22 xу xarcctg +−= ;  
в) xху 5sin/2= ;    г) pi+−+= exxу x 66cos coscos6 .  
□ а)  =′+′==′ )7(cos7cos)(')7cos( 333 xхxхxху  
                                              xхxх 7sin77cos3 32 −= ;  
б) ( ) ( ) ( ) =′+−′=′+−= )31ln(3)31ln(3' 2222 xxу xarcctgxarcctg   
( ) =′+
+
−⋅⋅= )31ln(
)31ln(2
1
')2(3ln3 2
2
2 x
x
xarcctgxarcctg   
( ) =′+
+
⋅
+
−
+
⋅−=
2
222
2 31
31
1
)31ln(2
1
1
3ln3 x
xxx
xarcctg
  
x
xxx
xarcctg 6
31
1
)31ln(2
1
1
3ln3 222
2
⋅
+
⋅
+
−
+
⋅−= ;  
в)  ( ):)5(sin5sin)(')5sin/( 222 хxxхxху ′−′==′   
( ) =⋅−= xхxxхx 5sin5cos55sin25sin: 222 . 
( ) xxxxх 5sin5cos55sin2 2−= ;  
г) ( ) ( ) ( ) −′+′=′+−+= pi xexxу xx 6cos66cos cos6coscos6'   
( ) ( ) ( )×−−⋅+⋅=′+′− pi 65cos6 sin')(coscos6')(cos6ln6cos xxxxex x   
( ) 565cos6 6sin)sin(cos6)sin(6ln60 xxxxxx x ⋅+−⋅+−⋅=+′× .  ■ 
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2.1.4. Диференціювання неявно заданої функції.  
Правило логарифмічного диференціювання  
Правило диференціювання функції )(xyy = , що задана не-
явно рівнянням  ),(),( 21 yxFyxF = :  
1) продиференціювати ліву і праву частини рівняння, що за-
дає функцію, розглядаючи y  як функцію від x , тобто засто-
совуючи правило диференціювання складеної функції;  
2) з одержаної рівності знайти 'y .  
Зауваження 1. Похідна неявної функції )(xyy = , в загаль-
ному випадку, виражається не тільки через значення аргументу x , 
а й через значення функції y  при даному значенні x .  
Приклад 1. Знайти похідну 'y  неявної функції )(xyy = , що 
задана рівнянням yxxyxtg 23 12)2( +=+−  у точці )4;2(M . 
Скласти рівняння нормалі.  
□ ( ) ( )′+=′+− yxxyxtg 23 12)2( ;  +−
−
')2()2(cos
1
2 yxyx
   
( ) ')('023 222 yxyxx ++=⋅+ ;  
( ) '26)'2()2(cos1 222 yxxyxyyx ⋅+=+−+ ;   
)2(cos')2(cos2)2(cos6'2 22222 yxyxyxxyyxxy −+−=−+− ;  
( ) ( +−+−−= 1)2(cos6)2(cos22' 222 yxxyxxyy   
))2(cos22 yxx −+ ;    
( ):)422(cos26)422(cos4222' 222)4;2( −⋅⋅+−⋅⋅⋅−=My   
( ) 2)422(cos21: 22 =−⋅⋅+ .   
Рівняння нормалі  ( ) )('1 000 ххyуу −⋅−=− ;   
( ) ( )2214 −⋅−=− ху ;  5)2/1( +−= xу .  ■   
Зауваження 2. У деяких випадках при диференціюванні на-
віть явної функції зручно попередньо перейти до її неявного за-
дання.  
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Правило логарифмічного диференціювання явно заданої фу-
нкції )(xfy = :  
1) прологарифмувати ліву і праву частини відповідного рів-
няння )(xfy = ;  
2) до результату логарифмування застосувати правило ди-
ференціювання неявної функції; 
3) виразити 'y  та у співвідношенні для похідної 'y  замість 
y  підставити вираз )(xf .  
Теорема 2. Похідна від α= ху , де R∈α , є 1−αα x .  
□ Нехай 0>x . Логарифмуємо дану функцію, маємо 
xy lnln α= . Візьмемо похідну від обох частин рівності  
xуy // α=′ . Звідси 1)/()/( −αα α=α=α=′ xxxxyy .  ■  
Теорема 3. Похідна від показниково-степеневої функції  
)()( хvхuу =  є ( ) )/'ln'( uvuuvuu vv +=′ .  
□ Логарифмуємо дану функцію  uvy lnln = . Візьмемо похі-
дну від обох частин рівності  uuvuvуy /ln/ ′⋅+′=′ . Звідси 
)/'ln'(' uvuuvuy v += .  ■  
Зауваження 3. Логарифмічне диференціювання зручно засто-
совувати, коли функція )(xfy =  є багатократним добутком (час-
ткою) степеневих, показникових і показниково-степеневих функ-
цій.  
Приклад 2. Знайти похідні заданих функцій:  
а) хху sin= ;    б) ( ))52(7)4()13( sin43 57 +−+= xxxy x .  
□ а) xxy lnsinln = ;  )/1(sinlncos/ хxxxуу ⋅+⋅=′ ;  
xxx
x
xxy
x
xxxу sinsin1lncos1sinlncos 



+⋅=⋅



⋅+⋅=′ ;  
б) )52ln(7ln)4(ln)13ln(ln sin43 57 +−−−++= xxxy x ;  
)52ln(7lnsin4)4(ln)3/5()13ln(7ln +−⋅−−++= xxxxy .  
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Візьмемо похідну від обох частин одержаної рівності  
52
2
cos7ln4)1(
4
1
3
53
13
7
+
−⋅−−⋅
−
⋅+⋅
+
=
′
x
x
xxy
у
.   
Звідси  
( )( )×+−⋅−−−+=′ )52(2cos7ln44125)13(21 xxxxу   
( ))52(7)4()13( sin43 57 +−+× xxx x .    ■  
 
2.1.5. Похідна параметрично заданої функції  
Теорема (похідна параметрично заданої  функції).  Нехай  
функцію )(xfy =  задано у параметричному вигляді:  )(tу ψ= , 
)(tх ϕ= , де t  – параметр. Якщо функції )(tψ  і )(tϕ  диференці-
йовані на інтервалі )( βα ;  і функція )(tϕ  має обернену, причому 
0)( ≠ϕ′ tt , то похідна функції )(xfy =  знаходиться як відношен-
ня  ttх хуttу ′′=ϕ′ψ′=′ /)(/)( .  
□  Функція )(tϕ  має обернену функцію )(xtt = , їх похідні 
зв'язані рівністю xt tх ′=′ /1 .  Звідки tx хt ′=′ 1 .  
Підставивши )(xtt =  у друге параметричне рівняння, діста-
немо явну форму задання функції )(xfy = :  ))(( хtу ψ= .  
Обчислимо її похідну як похідну складеної функції  
хtх tу ′⋅ψ′=′ . Тоді  ( ) tttх хуttхtу ′′=ϕ′ψ′=′⋅ψ′=′ /)(/)(1)( .    ■  
Зауваження. Похідна параметрично заданої функції також є 
параметрично заданою функцією:  ttx xуу ′′=′ / ; )(txх = .  
Приклад 1. Знайти кут нахилу α  дотичної до графіка функції 
tах cos= , tау sin= , де pi≤≤ t0 , у точці, яка відповідає зна-
ченню параметра 4/0 pi=t . Скласти рівняння дотичної.  
□  tctgtаtаtаtау ttх −==′′=′ )sin/()cos()cos/()sin( ;  
1)4/(0 −=pi−=′=α ctgуtg х . Звідси  431350 pi==α .  
Знайдемо координати точки дотику ( )000 ; yxM :  
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22cos 00 atаx == ;  22sin 00 atаy == ;   
Тоді рівняння дотичної  )( 000 ххууу х −⋅′=− ;   
( )22122 aхaу −⋅−=− ;  axу 2+−= .  ■   
Приклад 2. Нехай з бігом часу t  (років) валовий продукт P  
(млрд. дол.) деякої держави змінюється за формулою 
)1ln(51000 tP ++= , а кількість населення N  (млн.) зростає за 
законом  tN 22000 += .  Знайти швидкість зміни валового про-
дукту держави відносно кількості населення. Обчислити значення 
цієї швидкості в момент часу 40 =t .  
□  Використовуючи механічний зміст похідної та правило ди-
ференціювання параметрично заданої функції )(NPP = , знайде-
мо шукану швидкість 
/
NP :  
t
Pt +
=
1
5/
;   
t
Nt
1
=
/
;   
t
t
ttN
PP
t
t
N +
=
+
==
1
51
:
1
5
/
/
/
.     
Обчислимо значення цієї швидкості в момент часу 40 =t :  
2)41(45
4
=+=
=tN
P
/
.     ■   
 
2.1.6. Приклади застосування похідної в економічних до-
слідженнях: темп зростання та еластичність функції  
Розглянемо функцію )(xfу = . Швидкість її змінювання ви-
значається, як відомо, похідною )(' xfу = .  
В економічних дослідженнях прирости тих чи інших показ-
ників, що характеризують економічні процеси, найчастіше вира-
жають у відносних величинах, зокрема, у відсотках до базових зна-
чень. Тому і характер взаємного змінювання кількісних економіч-
них характеристик, зв’язаних функціональною залежністю, також 
подають у відносних величинах, зокрема, у відсотках. Для цього 
використовують поняття  темпу  змінювання  і  еластичності 
функції, що виражаються через похідну. 
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Якщо аргумент x  одержав приріст x∆ , а при цьому функція 
у  одержала приріст y∆ , то відношення xx∆  називають віднос-
ним приростом аргументу, а відношення yy∆  – відносним при-
ростом функції. 
Границю відношення відносного приросту функції yy∆  до 
приросту аргументу x∆ , коли приріст аргументу прямує до нуля, 
при умові, що границя існує, називають темпом (відносною шви-
дкістю) змінювання функції )(xfу =  і позначають )( yTx :  
y
y
x
y
y
x
y
yyT
xx
x
'lim1:lim)(
00
=
∆
∆
=




 ∆∆=
→∆→∆
. Отже  yуyTx /')( = .  
Зауваження 1. Оскільки yуy /'')(ln = , то темп змінювання 
функції дорівнює її логарифмічній похідній:  ')(ln)( yyTx = .  
Зауваження 2. Темп зростання звичайно виражають в про-
центах.  
Границю відношення відносного приросту функції до відно-
сного приросту аргументу, коли приріст аргументу прямує до ну-
ля, при умові, що границя існує, називають еластичністю функ-
ції  і позначають )(yEx :  
'limlim:lim)(
000
y
y
x
x
y
y
x
x
x
y
y
x
x
y
yyE
xxx
x ⋅=∆
∆
=





∆
⋅
∆
=




 ∆∆
=
→∆→∆→∆
.  
Отже, якщо в точці x функція має похідну, то еластичність 
обчислюється за формулою  
yyxyEx /')( =     або    )()( yTxyE xx = . 
Зауваження 3. За означенням границі маємо  
0)(: →α=−∆∆ yE
x
x
y
y
x .  Звідки  
x
xyE
y
y
x
∆
≈
∆ )( .   
Тобто, еластичність виражає наближений відсоток приросту 
функції, який відповідає 1% приросту аргументу.  
Якщо 1)( <yEx , то функцію )(xfу =  називають неелас-
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тичною (відносний її приріст за модулем спадає).  
Якщо 1)( >yEx , то функцію )(xfу =  називають еластич-
ною (відносний її приріст за модулем зростає).  
Якщо  0)( =yEx , то функцію  )(xfу =   називають нейт-
ральною за еластичністю.  
Приклад 1. Продуктивність праці у  бригади робітників на 
протязі робочої зміни може бути описана функцією 
10069224 +++−= tttу , де t  – робочий час в годинах, 
80 ≤≤ t . Обчислити швидкість і темп змінювання продуктивності 
праці при 2=t  і 7=t .  
□  
2
483626969
22
24224'
+
−−+
=+
+
−+−=
t
tt
t
t
tу ;   
( )100692242
4836269')(
+++−+
−−+
==
tttt
tt
y
уyTt .  
Тоді  9
22
482362269)2(' =
+
−⋅−+
=у ;     =
=2)( tt yT   
( ) 3,6142
9
1002692222422
482362269
≈=
+⋅++⋅−+
−⋅−+
= %;   
31
27
487362769)7(' −=
+
−⋅−+
=у ;  =
=7)( tt yT   
( ) 2,3979
31
1007692772427
487362769
−≈−=
+⋅++⋅−+
−⋅−+
= %.   
Знаки плюс і мінус показують, що на початку зміни (при 
2=t ) спостерігається зростання продуктивності праці, а в кінці 
зміни (при 7=t ) – її зниження.     ■   
Приклад 2. Знайти еластичність функції 542 +−= xxy  і об-
числити її при 1=x , 2=x , 5=x . 
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□  ( ) ( )
54
4242
54
')( 22 +−
−
=−
+−
=⋅=
xx
xx
x
xx
xy
y
xyEx ;  
( ) 1
541
421)( 1 −=+−
−⋅
=
=xx
yE ;  ( ) 0
584
4222)( 2 =+−
−⋅⋅
=
=xx
yE ;   
( ) 3
52025
4105)( 5 =+−
−⋅
=
=xx
yE .  
Отже, якщо x  зросте на 1% з 1 до 1,01, то у  спаде приблиз-
но на 1%. Якщо x  зросте на 1% з 2 до 2,02, то значення змінної у  
практично не зміниться. Якщо x  зросте на 1% з 5 до 5,05, то у  
зросте приблизно на 3%.   ■  
Розглянемо властивості еластичності функції. 
Теорема 1. Еластичність добутку двох функцій дорівнює су-
мі еластичностей співмножників: )()()( vEuEuvE xxx += . 
⋅ За означенням еластичності 
( ) =+=+==
uv
uxv
uv
vxu
uvvu
uv
x
uv
uv
x
uvEx
''
''')()(  
)()(/'/' uEuEvxvuxu xx +=+= .  ■ 
Теорема 2. Еластичність частки двох функцій дорівнює різ-
ниці еластичностей діленого і дільника:   
)()()/( vEuEvuE xxx −= .  
(Довести самостійно).  
Теорема 3. Еластичність алгебраїчної суми vu ±  двох функ-
цій визначається за формулою:   
vu
vvEuuE
vuE xxx ±
±
=± )()()(
 
(Довести самостійно).  
Під час економічного аналізу і прогнозування цінової по-
літики часто застосовуються поняття еластичності попиту і пропо-
зиції. 
Нехай p  – ціна одного виробу, а Q  – кількість виробів, ви-
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роблених і проданих за деякий час, що визначає попит. Величина 
попиту Q  залежить від ціни p :  )( pfQ = .  
Нехай приріст ціни p∆  викликає приріст попиту Q∆ . Від-
ношення 
p
p∆
: Q
Q∆
 показує відносну зміну попиту, якщо ціна ви-
робу зростає на 1%. Еластичність попиту відносно ціни позна-
чається η  і визначається рівністю  
dp
dQ
Q
pQEp ⋅==η )( .  
Еластичність попиту відносно ціни наближено визначає, як 
змінюється попит на даний виріб, якщо його ціна зростає на %1 . 
Наприклад, якщо зростання ціни на %5  викликає спадання попиту 
на %9 , то еластичність буде 8,1
5
9
−=
−
≈η . Якщо еластичність 
попиту 7,0−=η , то %10  зростання вартості товару викликає 
спадання попиту на %7%10)7,0( −=⋅− . 
Якщо за абсолютною величиною  відсоток зміни попиту бі-
льше відсотка зміни ціни )1( −<η , то попит називають еластич-
ним, якщо відсоток зміни попиту менше відсотка зміни ціни 
)01( <η<− , то попит називають не еластичним, а якщо відсоток 
зміни попиту рівний відсотку зміни ціни )1( −=η , то попит нази-
вають нейтральним. 
Приклад 3. Встановлено, що кількість вироблених і проданих 
виробів Q  за ціною p  визначається за формулою 
261440 ppQ −−= , 350 << p . Визначити, при якій ціні p  по-
пит Q  еластичний, нейтральний, не еластичний. 
□ Еластичність попиту відносно ціни: 
2
2
2 61440
26
61440
)26(
pp
pp
pp
pp
dp
dQ
Q
p
−−
+
−=
−−
−−⋅
=⋅=η .  
Попит буде нейтральним, якщо 1−=η . Розв’яжемо відпові-
дне рівняння, враховуючи, що 061440 2 >−−= ppQ  і 
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350 << p :  
1
61440
26
2
2
−=
−−
+
−
pp
pp
;    22 6144026 pppp −−=+ ;  
01440123 2 =−+ pp ;  048042 =−+ pp ;   
2222 114)1201(4)480(44 ⋅=+=−⋅−=D ;  44114 =⋅=D ;   
24
2
444
1 −=
−−
=p ;  20
2
444
2 =
+−
=p .    
Корінь 241 −=p  не задовольняє умові 350 << p . Отже, 
попит нейтральний при ціні 202 == pp .  
Попит буде еластичним або не еластичним, якщо, відповідно, 
1−<η  або 01 <η<− . Спростимо відповідні нерівності, врахо-
вуючи, що 061440 2 >−−= ppQ  і 350 << p , а потім застосу-
ємо метод інтервалів при умові  350 << p :  
1
61440
26
2
2
−<
−−
+
−
pp
pp
;  22 6144026 pppp −−>+ ;  
048042 >−+ pp ; аналогічно 0
61440
261 2
2
<
−−
+
−<−
pp
pp
;  
22 6144026 pppp −−<+ ;   048042 <−+ pp .  
 
 
Отже, попит еластичний при ціні  3520 << p   і не еластич-
ний при ціні  200 << p .     ■   
Розглянемо поняття еластичності пропозиції S  в залежності 
від ціни товару p . Під пропозицією розуміють кількість деякого 
товару, який пропонується на продаж за одиницю часу. Пропози-
p24− 20 350
+ +−
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ція S  є функцією від ціни товару:  )( pSS = .  
Еластичність  пропозиції  відносно   ціни   визначається  
рівністю                 
dp
dS
S
pSEp ⋅=)( .   
Приклад 4. Функція пропозиції деякого товару 
43
62
+
+
=
p
pS . 
Визначити еластичність пропозиції при ціні 2=p . 
  □ 
( )
=
+
+−+
⋅
+
+
=⋅= 2
2
2 )43(
63)43(2
6
)43()(
p
ppp
p
pp
dp
dS
S
pSEp  
)43)(6(
)1883(
2
2
++
−+
=
pp
ppp
;  2,0)423)(62(
)182823(2)( 2
2
2
=
+⋅+
−⋅+⋅
=
=pp
SE .  
Отже, при ціні 2=p  збільшення її на %1  викличе збіль-
шення пропозиції на %2,0 .   ■ 
 
2.1.7. Похідні вищих порядків.  
Механічний зміст другої похідної  
Нехай функція )(xf  диференційована на проміжку );( ba . 
Похідна цієї функції )(' xf  є функцією аргументу x . Візьмемо 
деяку точку );(0 bах ∈ . Дамо приріст аргументу 0ххх −=∆  і ма-
тимемо приріст функції )(' xf  у точці 0х :  
)()()( 000 хfххfхf ′−∆+′=′∆ .  
Розглянемо границю  ( ) )()(lim 000 хfххfх ′′=∆′∆→∆ .  
Якщо ця границя існує, то кажуть, що функція )(xf  має по-
хідну другого порядку (другу похідну) у точці 0х . Її позначають  
)( 0хfу ′′=′′ , або 202 /)( dxхfd , або 0)( хххf =′′ .  
Похідну )(' xf  називають похідною першого порядку (пер-
шою похідною), а саму функцію )(xf  вважають похідною нульо-
вого порядку (нульовою похідною).  
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Отже, друга похідна – це похідна від першої похідної  
')'( yу =′′ .  
Аналогічно визначають похідні третього і наступних поряд-
ків:  ( )′= − )1()( nn уу , ,...2,1=n  .  
Приклад 1. Знайти у ′′′ , якщо xу 6cos= .  
□  Послідовно знайдемо 'у , "у , у ′′′ :  
xxу sincos6 5−=′ ;  ( ) ( ×−⋅−=′−=′′ xxxxу sincos56sincos6 45   
) хxxxхx 6245 cos6sincos30coscossin −=⋅+× ;  
( ) ( +⋅⋅−⋅=′−=′′′ xxxхxxy 23624 sinsincos430cos6sincos30   
) ( ) =−⋅−⋅⋅+ xxxxx sincos66cossin2cos 54   
xxxx sincos24sincos120 533 +−= .   ■  
Знайдемо вираз для другої похідної xxy ′′  параметрично зада-
ної функції )(tу ψ= , )(tх ϕ= .  
За означенням  
ххtххtххtхххх tttуу )()()()( ′′ψ′+′⋅′ψ′=′′⋅ψ′=′′=′′ .  
Обчисливши похідну по x  від функції tψ′  як похідну скла-
деної функції хttхt t′⋅ψ ′′=′ψ′ )( , дістанемо ххtхttxx ttу ′′⋅ψ′+′ψ ′′=′′ 2)( .  
Оскільки  tх хt ′=′ /1 , а  
32 )/())/(1()/1()( tttхtttхtхххх ххtхххtt ′′′−=′⋅′′⋅′−=′′=′′=′′ ,  
то остаточно маємо  
3)/()( tttttttxx ххухуу ′′′⋅′−′⋅′′=′′ .  
Приклад 2. Знайти 22 / dxyd  для функції, заданої у парамет-
ричній формі  tх cos2= , tу sin3= .  
□ Спочатку обчислимо перші та другі похідні від даних фун-
кцій по параметру t :  
tхt sin2−=′ , tхtt cos2−=′′ ;  tуt cos3=′ , tуtt sin3−=′′ .  
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Тоді  :))cos2)(cos3()sin3)(sin2((/ 22 ttttdxyd −−−−=   
)sin4/(3)sin2(: 33 tt −=− .   ■  
Приклад 3. Знайти другу похідну "у  функції, що задана не-
явно рівнянням yxy += 3cos3 .  
□ Спочатку обчислимо першу похідну:   
')3(')cos3( 3 yxy += ; '33'sin3 2 yxyy +=⋅− ;  
)1(sin' 2 +−= yxy .   
Далі знаходимо  ( ) =′+−= )1(sin" 2 yxy   
( )( ) +−−=++−+−= 22222 sin()1(sin')1(sin)1(sin' xyxyyxyx   
( ):)1(sinsinsin)1(sin:)'cos 2222 +⋅++−=+⋅+ yxyxxyxyyyx  
( ) 33222 )1(sin:sin)1(sin)1(sin: +++−=+ yyxyxy .   ■  
Механічний зміст другої похідної. Якщо заданий закон пря-
молінійного руху тіла )(tss = , то )(tvdtds =  – швидкість, а  
)(22 tadtdvdtsd ==  – прискорення.  
Приклад 4. Перевірити, чи задовольняє задана функція вка-
заній умові:  
xctgxy = ; 22sin'' 2 −= yxy .  
□ Обчислимо похідні, що входять у зазначене рівняння:  
xxctgxy 2sin1' ⋅−= ;   −−=
x
y 2sin
1
"  
x
xxx
x
xxxx
34
2
sin
cos2sin2
sin
cossin2sin ⋅+−
=
⋅−
− .     
Підставимо функцію та одержані похідні у рівняння:  
22sin
sin
cos2sin2 2
3 −⋅=⋅
⋅+−
ctgxxx
x
xxx
;  
2222 −⋅=−⋅ ctgxxctgxx ;   – вірно.    
Отже, задана функція задовольняє вказаній умові.   ■  
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2.1.8. Диференціал функції та його властивості.  
Диференціали вищих порядків  
Нехай )(xfy =  – деяка функція, визначена на проміжку 
);( ba  і неперервна у деякій фіксованій точці x  цього проміжку, і 
нехай приросту аргументу х∆  відповідає приріст функції 
)()()( хfххfхfу −∆+=∆=∆ , який є функцією аргументу х∆ .  
Якщо для приросту функції у∆  існує таке число А , що при-
ріст функції можна записати у вигляді ххАу ∆⋅ε+∆⋅=∆ , де 
множник )( х∆ε=ε  задовольняє рівності 0)(lim
0
=∆ε
→∆
х
х
, то ка-
жуть, що функція )(xfy =  диференційована у точці x . Головна 
частина хАdy ∆=  приросту функції y∆ , яка прямо пропорційна 
приросту аргументу x∆ , називається диференціалом функції.  
Теорема 1 (зв'язок між похідною та диференціалом). Щоб 
функція )(xfy =  у точці x  була диференційована, необхідно і 
достатньо, щоб вона мала у цій точці скінченну похідну )(хf ′ . 
Якщо виконується ця умова, то xхfdу ∆′= )( .  
□  а) Необхідність. Нехай хdyу ∆⋅ε+=∆ , де хАdу ∆⋅= , 
0≠= constA , 0)(lim
0
=∆ε
→∆
х
х
. Тоді  =
∆
∆
=
→∆ x
yy
х 0
lim'   
AAA
x
хxA
ххх
=+=ε+=
∆
∆ε+∆
=
→∆→∆→∆
0limlimlim
000
; xydy ∆= ' .  
б) Достатність. Нехай 0'lim
0
≠=
∆
∆
→∆
y
x
y
х
. За означенням гра-
ниці ε+=
∆
∆
'y
x
y
, де 0)(lim
0
=∆ε
→∆
х
х
. Звідси xxyy ∆ε+∆=∆ ' . По-
кажемо, що xy ∆'  – головна частина у∆ :   
00
'
1lim
'
1
'
lim
00
=⋅=ε=
∆
∆ε
→∆→∆ yyхy
х
хх
.    ■  
Тут х∆  не обов'язково нескінченно мала; але якщо х∆  – не-
скінченно мала, то й dy  – нескінченно мала. Саме у цих випадках 
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dy  (за умови, що 0)( ≠′ хf ) є головною частиною нескінченно 
малого приросту функції у∆ .  
Диференціалом незалежної змінної x  називають її приріст 
х∆ , тобто хdx ∆= .  
З урахуванням цієї рівності, маємо dxхfdу )(′= . Тоді 
dxdyхf /)( =′ .  
Тобто, похідна дорівнює відношенню диференціалів функції 
та аргументу.  
Правила обчислення диференціалів і основні диференціали  
аналогічні відповідним формулам для похідних. Ці співвідношен-
ня наведені в табл. 3, де )(xuu = .  
Приклад 1. Знайти диференціал функції:   
а) xey x sinln= ;  б) xxy cos3 2= ;  в) xyyx =− )sin( 2 ;  
г) ttyttx cos;sin =+= ;       д) 32)ln( yxyx +=− .  
□  а) ( ) ( ) ×=+⋅== xxdeedxxeddy xxx sinln)sin(lnlnsinln   
( )( ) ( ) ( )( )dxctgxxxedxxxedxxe xxx +=⋅+× sinln21sincos21 ;  
б) =−⋅= xxdххdxxхd 23 23 23 2 cos/))(cos)((cos)cos/(  
xdxxxxх 23 231 cos/)sincos32( += − ;   
б) ( ) ')()sin( 2 xyyx =′− ;  ''')()cos( 22 xyyxyxyx +=−− ;  
')'2()cos( 2 xyyyxyx +=−− ;  −− )cos(2 2 yxx    
')cos(' 2 xyyyxy +=−− ;  =−+ )cos('' 2 yxyxy    
yyxx −−= )cos(2 2 ;  )cos(
)cos(2
' 2
2
yxx
yyxxy
−+
−−
= ;   
dx
yxx
yyxxdxydy )cos(
)cos(2
' 2
2
−+
−−
== ;  
г) dttttdtttdtуdy tt )sin(cos)cos( −=′=′= .   
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д)  (Розв’язати самостійно).   ■   
 
Таблиця 3 
Правила обчислення диференціалів  
1 dvduvud +=+ )(  4 udvvduuvd +=)(  
2 dvduvud −=− )(  5 2v
udvvdu
v
ud −=





 
3 CduCud =)(  6 duydy u'= ,  ( ))(xufy =   
Основні  диференціали  
1 0=Cd  5 ( ) duuud cossin =  
2 ( ) duuud 1−αα α=  6 ( ) duuud sincos −=  
2а ( ) duabaud =+  7 ( )
u
du
utgd 2cos
=  
2б 
( ) =++ cbuaud 2   
( ) dubau += 2  8 ( ) u
du
uctgd 2sin
−=  
2в ( )
u
du
ud
2
=  9 ( ) 21arcsin u
du
ud
−
=  
3 ( )
u
du
ud =ln  10 ( ) 21arccos u
du
ud
−
−=  
4 ( ) duaaad uu ln=  11 ( ) 21 uduuarctgd +=  
4а ( ) dueed uu =  12 ( ) 21 uduuarcctgd +−=  
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Геометрична інтерпретація диференціала. Нехай )(xfy =  – 
деяка диференційована функція, ( )00 , yxM  – точка, що належить 
графіку функції, ( )00 xfy = . Проведемо через точку M  (рис. 57) 
дотичну до графіка функції. Кутовий коефіцієнт нахилу дотичної 
(тангенс кута нахилу α ) дорівнює значенню похідної )( 0хf ′ . Як-
що аргументу функції надати приріст х∆ , то приріст функції 
)()( 00 хfххfу −∆+=∆ . На рис. 57 приріст функції у∆  – дов-
жина відрізка PM1 . При цьому приріст дотичної дорівнюватиме 
довжині відрізка NP . Обчисливши | NP  як катет прямокутного 
трикутника MNP , маємо  
( ) хxftgMPNP 0 ∆=α⋅= ' .  
За означенням диференціала 
( ) dyхxf 0 =∆' . Таким чином, як-
що PMу 1=∆  – приріст ординати 
графіка функції, то диференціал 
NPdy =  є приростом ординати 
дотичної.  
Диференціал у наближених 
обчисленнях. При достатньо ма-
лому x∆  можна замінити приріст 
функції її диференціалом, тобто ( ) ( ) ( ) xxfxfxxf ∆′≈−∆+ 000 . 
Тоді наближене шукане значення функції можна знайти за форму-
лою  
( ) ( ) ( ) xxfxfxxf ∆′+≈∆+ 000 .  
Зауваження 1. Нажаль, ця формула не дозволяє оцінити по-
хибку отриманого наближення.  
Приклад 2. Обчислити наближено o46sin .  
□ Покладемо 4/0 pi=х , що відповідає 
o45 ; 180/pi=∆х , що 
відповідає o1 ; 180/4/0 pi+pi=∆+ хх , що відповідає 
o46 .  
Тоді  +pi≈pi+pi= )4/sin()180/4/sin(46sin 0  
у 
0 х 
f(x0+∆x) 
f(x0) 
N 
P M 
x0+∆x x0 
M1 
dу 
y=f(x) 
Рис. 57  
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( ) ( ) ≈pi⋅+=pi⋅pi+ 180/2/22/2)180/()4/cos(   
7191,00175,07071,07071,0 ≈⋅+≈ .   ■  
Теорема 2 (інваріантність форми диференціала). Нехай 
)(ufy =  і )(xu ϕ=  – деякі диференційовані функції зазначених 
аргументів такі, що з них можна утворити складену функцію 
))(( xfу ϕ= . Диференціал складеної функції визначається рівніс-
тю duydy u'= . Тобто, форма диференціала функції не залежить 
від того, є аргумент незалежною змінною чи функцією іншого ар-
гументу.  
□ Якщо розглядати y  як функцію незалежної змінної x , то її 
диференціал визначається рівністю dxydy x ⋅′= . Підставивши в 
цю рівність замість похідної складеної функції xy′  її вираз через 
uf ′  і xϕ′ , дістанемо  dxfdy xu ⋅ϕ′⋅′= . Але, з іншого боку, 
dudxx =⋅ϕ′ . Тоді dufdy u ⋅′= .   ■  
Зауваження 2. Інваріантна (незмінна) саме форма диферен-
ціала, а не його зміст. У формулі dufdy u ⋅′=  множник du  – не 
тільки диференціал, але і приріст u∆  аргументу u , якщо u  – не-
залежна змінна. Однак du  – диференціал u , але не приріст u∆ , 
якщо аргумент u  – у свою чергу функція деякої змінної x .  
Диференціали вищих порядків. Нехай маємо функцію 
)(xfy = , де x  – незалежна змінна. Диференціал цієї функції 
dххfdy ⋅′= )(  є деякою функцією x , але від x  може залежати 
тільки перший множник )х(f ′ , другий множник dx  є приростом 
незалежної змінної x  і від значення цієї змінної не залежить. 
Оскільки dy  є функція від x , то маємо право говорити про дифе-
ренціал цієї функції.  
Диференціал від диференціала функції називають другим 
диференціалом (диференціалом другого порядку) цієї функції і 
позначають через yd 2 :   
22 ))(())(())(()( dxхfdxdxхfdxхfddydyd ′′=′′=′== .  
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Аналогічно визначаються диференціали третього і наступних 
порядків. Диференціалом n -го порядку називається перший ди-
ференціал від диференціала )1( −n -го  порядку:  
( ) =⋅′⋅=== −−−−− dxdxxfdxхfdyddyd nnnnnn 1)1(1)1(1 )())(()(   
( ) nnnn dxxfdxdxxf ⋅=⋅⋅′= −− )()( )(1)1( .  
Зауваження 3. Диференціали другого і вищих порядків вла-
стивості інваріантності форми не мають.  
Користуючись поняттям диференціала, похідну другого і 
вищих порядків можна подати як відношення диференціалів від-
повідного порядку  
n
n
n
dx
ydy
dx
ydy ==′′ )(2
2
,...,  при умові, що x  – 
незалежна змінна.  
 
2.1.9. Економічний зміст диференціала:  
мультиплікатор 
Розглянемо найпростішу модель, яка описує динаміку зрос-
тання прибутку залежно від інвестицій:   
ICY += ,   
де Y  – прибуток; C  – споживання; I  – інвестиції.  
Нехай, )(),( YCCIYY == . З’ясуємо, як впливає зміна інве-
стицій dI  на прибуток.  
Диференціюючи  рівняння  IIYCY += ))(( ,  знайдемо за-
лежність між інвестиціями і швидкістю зростання прибутку: 
1)()( +′=′ IY
dY
dCIY .   Звідки  
dYdC
IY
−
=′
1
1)(  або у диференціалах dI
dYdC
dY ⋅
−
=
1
1
.  
Будемо вважати, згідно з Кейнсом, що маргінальне спожи-
вання dYdC  дорівнює його досягнутому рівню C :   
)(YCdYdC = .  
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Тоді   dIdI
C
dY µ=⋅
−
=
1
1
,  де множник )1/(1 C−=µ  на-
зивається мультиплікатором.  
Мультиплікатор – це числовий коефіцієнт, який показує, у 
скільки разів сума приросту або скорочення прибутку перевищує 
початкову суму інвестицій.  
Термін набув розвитку в кейнсіанській моделі визначення рі-
вня рівноваги прибутку. У рамках цієї моделі маємо  
1)( <=< YCdYdCO .  Звідки  1>µ . 
Отже, додаткові інвестиції посилюють прибуток.  
 
 
2.1.10. Теореми Ролля і Лагранжа  
Теорема 1 (теорема Ролля про корені похідної). Якщо функ-
ція )(xf  неперервна на відрізку ];[ ba , диференційована в усіх 
внутрішніх точках цього відрізка і на його кінцях приймає рівні 
значення )()( bfaf = , то на інтервалі );( ba  знайдеться хоча б 
одна точка с , в якій похідна дорівнює нулю  0)( =′ сf . 
□  Оскільки функція )(xf  неперервна на відрізку ];[ ba , то 
вона досягає на ньому свого найбільшого M  і найменшого m  
значень.  
Якщо mM = , то функція стала. Похідна від сталої величини 
дорівнює нулю і теорема доведена.  
Нехай Mсf =)( , де );( bac ∈ . Через те, що Mсf =)(  – 
найбільше значення функції, то 0)()( ≤−∆+ сfxсf  як при 
0>∆х , так і при 0<∆х . Отже,  0/))()(( ≤∆−∆+ хсfхсf , коли 
0>∆х ,  і  0/))()(( ≥∆−∆+ хсfхсf , коли 0<∆х .  
За умовою теореми похідна )(сf ′  існує, тобто, 
)(/))()((lim
0
сfхсfхсf
х
′=∆−∆+
→∆
. Але тут 0)( ≤′ сf  при 
0>∆х  і 0)( ≥′ сf  при 0<∆х . Ці нерівності сумісні лише тоді, 
коли 0)( =′ сf . Отже, між a  і b  є точка с , де похідна дорівнює 
нулю.   ■  
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Геометричний зміст. За умов, 
які вказані в теоремі Ролля, на дузі 
AB  існує хоча б одна дотична, що 
паралельна осі Ox  (рис. 58).  
Теорема 2 (теорема Лагранжа 
про скінченні прирости).   Якщо 
функція )(xf  неперервна на відріз-
ку ];[ ba  і диференційована в усіх його внутрішніх точках, то на 
інтервалі );( ba  знайдеться хоча б одна точка с , в якій викону-
ється рівність ))(()()( abсfаfbf −′=−  – формула Лагранжа 
скінченних приростів.  
□ Визначимо число Q  рівністю Qabаfbf =−− )/())()(( . 
Складемо допоміжну функцію QахаfхfхF ⋅−−−= )()()()( . 
Очевидно, що 0)( =аF  і 0)( =bF .  
Функція )(хF  неперервна на відрізку ];[ ba  і диферен-
ційована у кожній внутрішній точці. Отже, вона відповідає теоремі 
Ролля, за якою усередині відрізка є точка с  така, що 0)( =′ сF . 
Але QхfхF −′=′ )()( . Тому 0)()( =−′=′ QсfсF . Звідси 
Qсf =′ )( , тобто ))(()()( abсfаfbf −′=− . ■  
Геометричний зміст. За 
умов, що вказані в теоремі Ла-
гранжа, на дузі AB  (рис. 59) 
існує хоча б одна точка, в якій 
дотична паралельна хорді AB .  
Теорема Ролля випливає з 
теореми Лагранжа як окремий 
випадок при ),()( bfaf =  
тобто коли хорда AB  парале-
льна осі Ox .  
Зауваження. Застосовуючи формулу Лагранжа до відрізка 
];[ 00 xxx ∆+ , для приросту функції )()( 00 xfxxfy −∆+=∆  на 
цьому відрізку отримаємо  
xсfxfxxf ∆′=−∆+ )()()( 00 , де  xxс ∆θ+= 0 , 10 <θ< .  
y  A  
a  1c b  
Рис. 58 
O  x  
B  
2c  
O  
Рис. 59  
α α 
y
x  
)(xfy =  
B  
A  
a  c  b  
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Одержане співвідношення є точним на відміну від наближе-
ної формули xxfxfxxf ∆′≈−∆+ )()()( 000 . Проте в останньому 
виразі похідна обчислюється в заданій точці 0x , а формула Лагра-
нжа вимагає обчислення похідної у зміщеній точці с , точне поло-
ження якої невідоме.  
 
 
2.1.11. Правило Лопіталя розкриття невизначеностей  
Теорема (правило Лопіталя розкриття невизначеності виду 
00 ). Нехай функції  )(xf  і )(xϕ  диференційовані в деякому околі 
точки a   ( a  – число або символ ∞ , ∞− , ∞+ ), крім, можливо, 
самої точки a . Нехай також 0)(lim =
→
хf
ах
, 0)(lim =ϕ
→
х
ах
 і 
0)(' ≠ϕ x  в кожній точці x  з вище вказаного околу a , ax ≠ . 
Тоді, якщо існує границя (скінченна чи нескінченна) відношення 
похідних )()( ххf ϕ′′  при ах → , то існує і границя відношення 
самих функцій )()( ххf ϕ  при ах → , причому 
))(/)((lim00))(/)((lim ххfххf
ахах
ϕ′′==ϕ
→→
.  
(Без доведення).  
Зауваження 1. Якщо границя (скінченна чи нескінченна) від-
ношення похідних не існує, то правило Лопіталя застосовувати не 
можна. Але це не свідчить про те, що границя відношення самих 
функцій не існує. Наприклад,  
( ) ( )xxxf /1sin2= ;  ( ) ( ) ( )xxxxf /1cos/1sin2 −=′ ; ( ) xx =ϕ ;  
( ) 1=ϕ′ x ;  ( )( )
( ) ( )
1
/1cos/1sin2limlim
00
xxx
x
xf
xx
−
=
ϕ′
′
→→
 – не існує,  
але    
( )
( )
( ) ( ) 0/1sinlim
0
0/1sinlimlim
0
2
00
====
ϕ →→→
xx
x
xx
x
xf
xxx
.   
Зауваження 2. Правило Лопіталя можна застосовувати по-
вторно, але потрібно кожного разу перевіряти, чи не розкрилася 
невизначеність.   
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Зауваження 3. Для розкриття невизначеності виду ∞∞  ви-
користовується теорема, аналогічна правилу Лопіталя для неви-
значеності виду 00 :   
))(/)((lim))(/)((lim ххfххf
ахах
ϕ′′=∞∞=ϕ
→→
.  
Зауваження 4. Для спрощення обчислень треба правило Ло-
піталя суміщати з іншими методами знаходження границь.  
Приклад 1. Знайти границі:   
а) 
x
xarctg
x ln
4lim
1
−pi
→
;  б) 30
sinlim
x
xx
x
−
→
;  в) 
xx
xex
x 3coscos
sin1lim
0
−
−−
→
;   
г) )1(ln
lnlim 2x
x
x ++∞→
;  д) 
xtg
xtg
x 5
3lim
2/pi→
;  е) ( )55 ln
)5ln()cos(lim
ee
xx
xx
−
−pi
→
.    
□  а) =−pi==−pi
→→ ')(ln
')4(lim
0
0
ln
4lim
11 x
xarctg
x
xarctg
xx
  
2
/1
)1/(14lim
2
1
−=
+⋅−
=
→ x
x
x
;   б) ==−
→ 0
0sinlim 30 x
xx
x
   
=
−
==
−
=
−
=
→→→ ')(
')cos1(lim
3
1
0
0
3
cos1lim
')(
')sin(lim 202030 x
x
x
x
x
xx
xxx
   
6
11
6
1
0
0sinlim
6
1
2
sinlim
3
1
00
=⋅====
→→ x
x
x
x
xx
;   
в) =
−
−−
==
−
−−
→→ ')3cos(cos
')sin1(lim
0
0
3coscos
sin1lim
00 xx
xe
xx
xe x
x
x
x
  
=
+−
−
==
⋅+−
−
=
→→ ')3sin3sin(
')cos(lim
0
0
33sinsin
coslim
00 xx
xe
xx
xe x
x
x
x
   
8
1
33cos3cos
sinlim
0
=
⋅+−
+
=
→ xx
xex
x
;   г) =
∞
∞
=
++∞→ )1(ln
lnlim 2x
x
x
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( )
( ) ( ) =
+
=
⋅+
=
′
+
′
=
+∞→+∞→+∞→ 2
2
22
1lim
2
1
2)1/(1
1lim
)1(ln
lnlim
x
x
xx
x
x
x
xxx
  
2
1
1
11lim
2
1 2
=
+
=
∞
∞
=
+∞→
x
x
;   д) =
∞
∞
=
pi→ xtg
xtg
x 5
3lim
2/
  
==
⋅
⋅
==
pi→pi→pi→ x
x
x
x
xtg
xtg
xxx 3cos
5coslim
5
3
5)5cos/1(
3)3cos/1(lim
')5(
')3(lim 2
2
2/2
2
2/2/
  
=





⋅−
⋅−
⋅=





⋅==
pi→pi→
2
2/
2
2/ 33sin
55sinlim
5
3
')3(cos
')5(coslim
5
3
0
0
x
x
x
x
xx
  
3
5
1
1
3
5
3sin
5sinlim
3
5 22
2/
=





−
⋅=





⋅=
pi→ x
x
x
;  
е) ( ) ×pi=∞
∞
=
−
−pi
→→
)cos(lim
ln
)5ln()cos(lim
555
x
ee
xx
xxx
  
( )
( )( ) ( ) =⋅−
−
⋅−=
′
−
′
−
×
→→ xxxxx eee
x
ee
x
)(1
)5(1lim)1(
ln
)5ln(lim
5555
  
( )
( ) =−
′
−
−==
−
−
−=
→→→
x
x
x
x
x
x
x
e
x
ee
ex
ee
5
5
5
5
5
lim:
'5
lim
0
0
)5(lim   
( ) 1::1lim 555
5
−=−=−=
→
eeeex
x
.    ■   
Зауваження 5. Для розкриття невизначеностей виду ∞⋅0  і 
∞−∞  спочатку їх за допомогою тотожних перетворень зводять до 
виду 00  або ∞∞ , а потім застосовують правило Лопіталя.  
Формальний запис:   
               
0/0)/1(0 =ϕ=∞⋅=ϕ⋅ ff
   
                              або  ∞∞=ϕ=∞⋅=ϕ⋅ /)/1(0 ff ;  
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0/0)/1()/1(
/1/1
=
ϕ⋅
−ϕ
=∞−∞=ϕ− f
ff .  
Приклад 2. Знайти границі:   
а) xtgx
x
5)2(lim
2/
pi
pi
−
→
;  б) хx
х
ln)21ln(lim
0
+
+→
;  
в) ( )xctgx
x
−
→
2
0
1lim ;   г) ( )xex x
x
2)3ln(lim −+
+∞→
;  
д). ( )( )( )xx
x
−⋅pi
−→
1lnsin1lim
01
 
□  а) ==−=∞⋅=−
→→ 0
0
5
2lim05)2(lim
2/2/ xctg
x
xtgx
xx
pi
pi
pipi
    
( ) 5
2
55sin/1
2lim
')5(
')2(lim
22/2/
−=
⋅−
=
−
=
→→ xxctg
x
xx pipi
pi
;  
б) ==+=∞⋅=+
−+→+→ 0
0
ln
)21ln(lim0ln)21ln(lim 100 x
x
хx
хх
  
( )
( ) ( ) :lnlim2/1ln
)21(2lim
ln
)21ln(lim 2
02010
xx
xx
x
x
x
ххх +→−+→
−
+→
−=
⋅−
+
=
′
′+
=    
( )
=
′
−=
∞
∞
=−=∞⋅=+
−+→−+→+→ ')(
lnlim21:lnlim20)21(lim: 1
2
01
2
00 x
x
x
x
x
ххх
  
( )
=
′
=
∞
∞
==
−
⋅
−=
−+→−+→−+→ ')(
lnlim4lnlim4/1ln2lim2 101020 x
x
x
x
x
xx
ххх
  
0lim4/1lim4
020
=−=
−
=
+→−+→
x
x
x
хх
;   
в) ( ) ==−=∞−∞=−
→→ 0
0
sin
cossinlim1lim 2
2
0
2
0 xx
xxx
xctgx
xx
  
=
+
+−
=
−
=
→→ xxxx
xxxxx
xx
xxx
xx cossin2
sincos2coslim
')sin(
')cos(sinlim 2
2
02
2
0
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∞== 0/1 ;    
г) ( ) ( ) =−+=∞−∞=−+
+∞→+∞→
xx
x
x
x
eexxex 2ln)3ln(lim2)3ln(lim   
=
+
=
∞
∞
=
+
=
+
=
+∞→+∞→+∞→ ')(
')2(limln2limln23lnlim
x
x
xx
x
xx
x
x e
ex
e
ex
e
ex
 
2ln
2
limln
')(
')3(limln3limln 222 ==
+
=
∞
∞
=
+
=
+∞→+∞→+∞→ x
x
xx
x
xx
x
x e
e
e
e
e
e
;   
д) ( )( )( ) =−⋅pi
−→
xx
x
1lnsin1lim
01
  
( )
( )
( )( ) =′−
′
pi
=
∞
∞
=
−
pi
=
∞⋅
=
−
−→
−
−→ x
x
x
x
xx 1ln
sinlim
1ln
sinlim
0
1 1
01
1
01
  
( )( ) ( ) ×pipi=∞
∞
=
−⋅−
pi⋅pi⋅pi−
=
−→
−
−→
x
x
xx
xx
coslim
111
cossinlim
01
2
01
  
=
pi
−
⋅−⋅pi==
pi
−
×
−→−→ ')(sin
')1(lim)1(
0
0
sin
1lim 201201 x
x
x
x
xx
  
−∞=
pi⋅−⋅+⋅
−
⋅pi−=
pi⋅pi⋅pi
−
pi−=
−→ )1()0(2
1
cossin2
1lim
01 xxx
. ■    
Зауваження 6. Для розкриття невизначеностей виду 00 , ∞1  і 
0
∞  спочатку показниково-степеневий вираз ϕf  (за основною ло-
гарифмічною тотожністю, припускаючи 0>f ) записують у ви-
гляді fef lnϕϕ = . У показнику маємо невизначеність виду ∞⋅0 , 
яка зводиться (як показано вище) до невизначеності 00  або ∞∞ .  
Приклад 3. Знайти границі:   
а) ( ) x
x
x
2sin
0
lim
→
;            б) ( ) pi−
pi→
x
x
xtg 2
2/
lim ;  
в) ( ) xx
x
x
15lim +
+∞→
;       г) ( ) )7(4
0
2
7coslim x
x
x
→
 .   
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□  а) Ax x
x
==
→
02sin
0
0lim ;  ==
+→
x
x
xA 2sin
0
lnlimln    
( ) =∞
∞
=
′
=⋅∞=⋅=
→→
x
x
xx
xx 2sin1
')(lnlim02sinlnlim
00
  
( ) ==⋅−=⋅⋅−= →→ 002cos2sinlim2122cos2sin1 /1lim
2
020 xx
x
xx
x
xx
  
0
2cos
2sinlim
2cos
2sin
2
2sinlim
00
=−=⋅−=
→→ x
x
x
x
x
x
xx
;  10 == eA ;  
б) ( ) Axtg x
x
=∞=
pi−
pi→
02
2/
lim ;    
( ) ( ) =⋅pi−==
pi→
pi−
pi→
xtgxxtgA
x
x
x
ln)2(limlnlimln
2/
2
2/
  
( )
( ) =′pi−
′
=
∞
∞
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pi−
=∞⋅=
−
pi→−pi→ 12/12/ )2(
lnlim)2(
lnlim0
x
xtg
x
xtg
xx
  
( ) ( )
=
∞
∞
=
⋅
pi−
−=
⋅pi−−
⋅
=
pi→−pi→ xx
x
x
xxtg
xx cossin2
)2(lim
2)2(
cos11
lim
2
2/2
2
2/
  
( )
=
′
′
pi−
−==
pi−
−=
pi→pi→ )2(sin
)2(lim
0
0
2sin
)2(lim
2
2/
2
2/ x
x
x
x
xx
  
0
22cos
2)2(2lim
2/
=
⋅
⋅pi−⋅
−=
pi→ x
x
x
;   10 == eA ; 
в) ( ) Ax xx
x
=∞=+
+∞→
015lim ;  ( ) =+=
+∞→
xx
x
xA
15lnlimln    
( ) ( )
=
′
+
=
∞
∞
=
+
=
+∞→+∞→ '
)5ln(lim5lnlim
x
x
x
x x
x
x
x
  
( )
=
∞
∞
=
+
+
=
+⋅+
=
+∞→+∞→ x
x
x
xx
x x
x
5
5ln51lim
1
)5ln51()5(1lim   
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×=
∞
∞
=
+
⋅
=
+
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=
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x
x
x
x
;  
55ln == eA ;      
 г) ( ) Ax x
x
==
∞
→
17coslim )7(4
0
2
;  ( ) ==
→
)7(4
0
2
7coslnlimln x
x
xA   
====
→→ ')(
')7cos(lnlim
7
4
0
07coslnlim
7
4
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x
x
x
xx
  
( )
==−=
⋅−⋅
=
→→ 0
07lim2
2
7)7sin(7cos1lim
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4
00 x
xtg
x
xx
xx
  
( ) 14
1
77cos1lim2
'
')7(lim2
2
00
−=
⋅
−=−=
→→
x
x
xtg
xx
; 14−= eA .  ■  
 
2.1.12. Формули Тейлора і Маклорена 
Нехай функція )(xf  n  раз диференційована в деякому околі 
точки 0xx = . Знайдемо многочлен  
n
nn xxaxxaxxaaxT )(...)()()( 0202010 −++−+−+=    
такий, що його значення та значення його похідних до n -го по-
рядку включно в точці 0x  співпадають зі значеннями самої функ-
ції та її відповідних похідних у цій точці. Тобто,  
)()(...;;)()(;)()( 0)(0)(0000 xfxTxfxTxfxT nnnnn =′=′= .   
Природно очікувати, що такий многочлен у деякому сенсі 
буде «близьким» до функції )(xf  в околі точки 0x .  
Виражаючи з наведених умов коефіцієнти naaa ,...,, 10  через 
значення функції та її похідних у точці 0x , отримаємо  
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n
n
n xx
n
xf
xx
xf
xfxT )(
!
)(
...)(
!1
)()()( 00
)(
0
0
0 −++−
′
+=    
– многочлен Тейлора n -го порядку для функції )(xf . Тут  
nn ⋅⋅⋅⋅= ...321!  – n -факторіал;  1!0 = ;  1!1 = .  
Тоді для функції )(xf  в околі точки 0x  справедлива форму-
ла Тейлора n -го порядку  
)()(
!
)(
...)(
!1
)()()( 00
)(
0
0
0 xRxx
n
xf
xx
xf
xfxf nn
n
+−++−
′
+= ,  
де )()()( xTxfxR nn −=  – залишковий член формули Тейлора.  
Теорема. Якщо функція )(xf  в деякому околі точки 0x  має 
похідні до )1( +n -го порядку включно, то залишковий член форму-
ли Тейлора можна подати в формі Лагранжа  
1
0
)1(
)()!1(
)()( +
+
−
+
=
n
n
n xx
n
cf
xR ,  
де  10,)( 00 <θ<−θ+= xxxc .  
Зауваження 1. Формула Тейлора є узагальненням формули 
Лагранжа про скінченні прирости.  
Зауваження 2. Якщо в формулі Тейлора замінити 0x  на x , x  
на xx ∆+  і перенести )(xf  вліво, а потім врахувати, що 
)()()( xfxfxxf ∆=−∆+  і )()()( xfdxxf kkk =∆⋅ , то її можна 
подати в диференціальній формі  
)!1(
)(
!
)()(
1
1 +
+=∆
+
=
∑
n
cfd
k
xfd
xf
nn
k
k
   
Зауваження 3. При 00 =x  маємо окремий випадок формули 
Тейлора – формулу Маклорена  
)(
!
)0(
...
!1
)0()0()(
)(
xRx
n
f
x
ffxf nn
n
+++
′
+= ,  
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де  1
)1(
)!1(
)()( +
+
+
θ
=
n
n
n x
n
xf
xR ,  10 <θ< .  
Наведемо приклади розкладання деяких функцій за фор-
мулою Маклорена. 
1. Експонента  ( )
1
2
!1!
...
!2!1
1 +
θ
+
+++++= n
xn
x x
n
e
n
xxx
e .  
2. Синус  
( ) ( ) ( ) ( )
221
1253
!22
sin1
!12
1...
!5!3
sin ++
+
+
θ
−+
+
−+−+−= nn
n
n
x
n
x
n
xxx
xx .  
3. Косинус  
( ) ( ) ( ) ( )
121
242
!12
sin1
!2
1...
!4!2
1cos ++
+
θ
−+−+−+−= nn
n
n
x
n
x
n
xxx
x .  
4. Логарифмічна функція  
( ) ( ) ( ) 1
1
1
2
)1()1(11...21ln +
+
−
θ++
−+−++−=+
n
n
n
n
n
xn
x
n
xx
xx . 
5. Біном Ньютона  µ+ )1( x ,  де µ  — довільне число:  
+
−µ−µµ
+
−µµ
+
µ
+=+ µ 32
!3
)2)(1(
!2
)1(
!1
1)1( xxxx
  
                   
1
1)1()!1(
))...(1(
!
)1)...(1( +
µ−+θ++
−µ−µµ
+
+−µ−µµ
+ n
n
n x
xn
n
x
n
n
.  
Тут 10 <θ< .  
Зауваження 4. Формула Тейлора широко застосовується в на-
ближених обчисленнях. При цьому за наближення до функції при-
ймається її многочлен Тейлора:  )()( xTxf n≈ , а допущена абсо-
лютна похибка дорівнює модулю залишкового члена: )(xRn=∆ .  
Приклад. Застосовуючи формулу Маклорена шостого поряд-
ку для експоненти xey = , обчислити наближене значення числа 
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Ейлера e  і оцінити допущену абсолютну похибку.  
□  6=n ;  xx exxxxe θ+++++=
!7!6
...
!2!1
1
762
; 1=x ;   
+++++=+++++==
⋅θ
24
1
6
1
2
1111
!7!6
1
...
!2
1
!1
11 7
162
1 eee ; 
=++++++≈+++
θ
720
1
120
1
24
1
6
1
2
111
5040720
1
120
1 e
  
718,2
720
5172 ≈= ;  001,0
5040
3
50405040
1
<<<=∆
θ ee
.  ■  
 
2.2. Граничний (маргінальний) аналіз  
Вивчення кількісної сторони різних об’єктів приводить до 
встановлення та дослідження функціональних залежностей між 
змінними величинами, які відображають відповідні процеси. 
Очевидно, не можливо здійснити повне дослідження функції, 
лише обчислюючи її значення в окремих точках. У даному розділі 
будуть встановлені загальні правила дослідження поведінки функ-
ції, які дозволяють, зокрема, зробити ескіз її графіка.  
 
2.2.1. Умови сталості, зростання та спадання функції  
Теорема 1 (достатні умови монотонності та сталості). Нехай 
функція )(xf  неперервна на відрізку ];[ ba  і диференційована в 
усіх його внутрішніх точках. Якщо для всіх );( bax ∈  похідна 
)(хf ′ :  
1) додатна, то функція на цьому відрізку зростає;  
2) від’ємна, то функція на цьому відрізку спадає;  
3) дорівнює нулю, то функція на цьому відрізку – стала. 
□ Нехай 0)( >′ хf  для всіх );( bax ∈ . Розглянемо довільні 
значення ];[, 21 baxx ∈  такі, що 21 xx < . За теоремою Лагранжа 
про скінченні прирости маємо:  ))(()()( 1212 ххcfхfхf −′=− , де 
21 хcх << .   
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За умовою теореми 0)( >′ cf . Звідси 0)()( 12 >− хfхf . Це 
означає, що )(xf  – зростаюча функція.  
Аналогічно доводяться інші два випадки.  ■  
Зауваження. Розглядаємо монотонність у строгому смислі.  
Приклад 1. Визначити інтервали зростання  і спадання  фун-
кції:  а) 22ху = ;  б) xarctgy = . 
□  а) Похідна цієї функції ху =' . Коли 0>х , то 0'>у  – 
функція зростає; коли 0<х , то 0'<у  – функція спадає.  
б) Похідна цієї функції )1(1' 2 += ху  додатна при всіх 
);( ∞+−∞∈x . Отже, функція xarctgy =  всюди зростає.   ■  
Приклад 2. З’ясуємо, як залежить дохід підприємства D  від 
ціни p  на його продукцію при різних значеннях еластичності η  
попиту Q .  
□  Дохід D  визначається як добуток вартості кожного виро-
бу p  на кількість вироблених і проданих виробів Q :  QpD ⋅= . 
Знайдемо маргінальний дохід, врахувавши, що попит Q  є функці-
єю від p :   
)1(1 η+=





⋅+=⋅+= Q
dp
dQ
Q
pQ
dp
dQpQ
dp
dD
. 
Звідси при 1−<η  маємо, що 01 <+η  і  0<dpdD . Тобто, 
дохід спадає при зростанні ціни p , коли попит еластичний. 
Якщо ж  01 <η<− , то 01 >+η   і  0>dpdD . Тобто, фун-
кція доходу зростає зі зростанням ціни p , коли попит не еластич-
ний.   ■ 
Приклад 3. Залежність фінансових зборів K  від обсягу про-
дукції Q  виражається формулою ( ) 100605,0 2 +−= ххQК . При 
яких значеннях обсягу Q  фінансові збори зростають? 
□  Похідна 061,0)( >−=′ хQК . Звідси 60>Q . Це означає, 
що коли обсяг продукції перевищує 60 грош. од., фінансові збори 
зростають.   ■ 
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2.2.2. Максимум і мінімум функції.  
Необхідні умови екстремуму  
Нехай функція )(xf  визначена в деякому околі точки 
0xx = , тобто, 0x  – внутрішня точка області визначення )( fD .  
Точка 0x  називається точкою мінімуму (відповідно точкою 
максимуму), якщо для всіх 0xx ≠  з деякого околу цієї точки 0x  
виконується нерівність )()( 0 хfхf <  (відповідно )()( 0 хfхf > ). 
Точки обох типів – мінімуму minx  та максимуму maxx  – називають 
точками екстремуму, а значення функції )(xfy =  в точках екс-
тремуму – екстремальними значеннями  (екстремумами) функ-
ції відповідного типу:   
)( minmin xfy = ;   )( maxmax xfy = .  
Зауваження 1. Розглядаємо лише точки внутрішнього ло-
кального (відносно всіх близьких сусідніх точок) строгого екст-
ремуму.  
Зауваження 2. Розрізняють точки гладкого екстремуму (див. 
рис. 60), в околі яких функція неперервно диференційована (графік 
гладкий) і похідна 0)( =′ xf  (дотична паралельна осі Ox ), і точки 
гострого екстремуму (див. рис. 61), в яких функція недиференці-
йована (графік зазнає зламу) – похідна )(xf ′  має розрив (нескін-
ченна чи взагалі не існує).  
 
 
Зауваження 3. В економічних дисциплінах екстремум функції 
називають її оптимумом, а процес його знаходження – оптиміза-
цією. Будемо розглядати оптимізацію як процес знаходження екс-
тремуму економічних функцій, тобто вибір найкращого варіанта з 
y  
x  O  
maxx  minx  
Рис. 60  
y  
x  O  
maxx  minx
Рис. 61  
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множини можливих.  
Теорема 1 (теорема Ферма – необхідна умова гладкого ек-
стремуму). Якщо диференційована функція )(xf  має в точці 0x  
екстремум, то її похідна у цій точці дорівнює нулю  0)( 0 =′ хf .  
(Доведення спирається на теорему Ролля). 
Приклад. Функції 2xy =  і 3xy =  всюди диференційовані. 
При 0=x  вони мають рівну нулю похідну 0=′y . У цій точці фу-
нкція 2xy =  досягає мінімуму, а функція 3xy =  екстремуму не 
має.  
У цьому прикладі досліджено неперервно диференційовані 
функції. Розглянемо приклади функцій, що мають розриви по-
хідної.  
а) Функція || xy =  – неперервна, але у точці 0=x  не має по-
хідної. З графіка (рис. 62) видно, що у точці 0=x  функція має 
мінімум  0)0(min == yy .  
б) Функція ( ) 2/33/21 ху −=  не має похідної у точці 0=x :  
∞→′у , коли 0→х  (перевірте самостійно). З графіка (рис. 63) 
видно, що у точці 0=x  функція має максимум  1)0(max == yy .  
в) Функція 3/1ху =  не має похідної у точці 0=x :  ∞→′у , 
коли 0→х . У цій точці функція екстремуму не має (рис. 64).  
Таким чином, узагальненням попередньої теореми про глад-
кий екстремум є  
Теорема 2 (необхідна умова екстремуму). Якщо неперервна 
функція )(xf  має в точці 0x  екстремум, то її похідна у цій точці 
або існує і дорівнює нулю  0)( 0 =′ хf , або не існує.   
Якщо функція )(xf  неперервна в деякому околі точки 0x  і в 
цій точці перша похідна або існує і дорівнює нулю, або не існує, то 
точка 0x  називається критичною точкою першої похідної.  
Критична точка, в якій перша похідна дорівнює нулю, на-
зивається стаціонарною точкою функції.  
Зауваження 4. Стаціонарні точки – це точки, що «підозрілі» 
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на гладкий екстремум. Критичні точки, в яких перша похідна має 
розрив, – це точки, що «підозрілі» на гострий екстремум.  
 
 
 
2.2.3. Достатні умови екстремуму функції  
Дослідження функції у критичних точках спирається на до-
статні умови екстремуму.  
Теорема 1 (достатня умова екстремуму за першою похід-
ною). Нехай 0x  – критична точка похідної функції )(xf , яка ди-
ференційована в деякому околі цієї точки 0x , крім, можливо, са-
мої точки 0x . Якщо при переході зліва направо через цю точку: 
1) похідна )(xf ′  змінює знак з плюса на мінус, то при 0xx =  
функція має максимум; 
2) похідна )(xf ′  змінює знак з мінуса на плюс, то при 0xx =  
функція має мінімум; 
3) похідна )(xf ′  не змінює знака, то при 0xx =  функція не 
має екстремуму. 
□ Нехай )(xf ′  змінює знак з плюса на мінус; тобто для всіх 
x  достатньо близьких до точки 0x , маємо:  0)( >′ xf , коли 
0xx < ,  0)( <′ xf , коли 0xx > .  
За теоремою Лагранжа  ))(()()( 00 ххcfхfхf −′=− , де 
);( 0 хxc ∈ .  
Якщо 0xx < , тоді 0хc < , 0)( >′ cf , 0))(( 0 <−′ ххcf  і от-
y 
x 1 0 –1 
1 
y=(1–x2/3)3/2 
y 
x 1 0 –1 
1 
y=|x| 
y 
x 1 0 
–1 
1 
y=x1/3 
–1 
Рис. 62  Рис. 63  Рис. 64  
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же,  0)()( 0 <− хfхf  або )()( 0хfхf < .  
Якщо 0xx > , тоді 0хc > , 0)( <′ cf , 0))(( 0 <−′ ххcf  і от-
же,  0)()( 0 <− хfхf  або )()( 0хfхf < .  
Таким чином, для всіх значень x , досить близьких 0x , зна-
чення функції менше, ніж значення функції у точці 0x . Це озна-
чає, що в точці 0x  функція )(xf  має максимум.  
Аналогічно доводяться інші два випадки.  ■  
Правило дослідження функції )(xf  на монотонність і екст-
ремум:  
1) Знайти область визначення функції )( fD .  
2) Продиференціювати функцію )(xfy = .  
3) Знайти критичні точки першої похідної:   
    а) Стаціонарні точки. Для цього розв’язати рівняння 
0)( =′ xf  і з одержаних розв’язків вибрати ті, що є внутрішніми 
точками області визначення )( fD  функції.  
    б) Точки розриву похідної )(xf ′ . Для цього знайти точки, 
в яких похідна не існує, і з них вибрати ті, що є внутрішніми точ-
ками області визначення )( fD  функції.  
4) На координатній прямій Ox  відмітити (штриховкою) об-
ласть визначення )( fD  функції, вказавши її межові точки, і на-
нести критичні точки першої похідної. У результаті область ви-
значення буде розбита на інтервали між сусідніми точками.  
5) На кожному інтервалі довільно вибрати одну пробну вну-
трішню точку x  і визначити знак похідної )(xf ′  у цій точці, а 
значить, і на даному інтервалі.  
6) Виходячи зі знака похідної )(xf ′ , зробити висновок про 
поведінку функції на кожному інтервалі:  
якщо «+», то )(xf  зростає;  якщо «-», то )(xf  спадає.    
7) Проаналізувати зміну знака похідної )(xf ′  при переході 
через кожну критичну точку і зробити висновок про наявність і 
характер екстремуму:  
якщо «+,-», то )(xf  має максимум; якщо «-,+», то )(xf  
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має мінімум; якщо «+,+» або  «-,-», то )(xf  екстремуму  не має.   
8) Обчислити екстремуми функції )(xf  у знайдених точках 
екстремуму, якщо такі існують:   
)( minmin xfy = ;   )( maxmax xfy = .  
Приклад 1. Дослідити функцію )4(3 2 −= xxy  на моно-
тонність і екстремум.  
□ Область визначення функції:  
)(yD :  04 ≠−x ;  4≠x ;  );4()4;( ∞+∪−∞∈x .  
Похідна цієї функції  
232
3 23/1
)4(3
8
)4(
)4()3/2(
'
−
+
−=
−
−−⋅
=
−
xx
x
x
xxxy .  
Критичні точки:  а) стаціонарні точки:   
)(8;08;0)4(3
8
;0' 23 yDxxxx
xy ∈−==+=
−
+
−= ;  
б) точки розриву  'y :  0)4(3 23 =−xx ;  
03 =x  або ;0)4( 23 =−xx   )(0 yDx ∈= ;  )(4 yDx ∉= .   
Область визначення функції розбивається на інтервали 
(рис. 65). На кожному інтервалі обираємо по одному пробному 
значеню аргументу 91 −=x , 12 −=x , 13 =x , 54 =x , і визначаємо 
в них знак похідної:  
0)13(93
1)9(' 23 <
−⋅−
−
−=−y ; 0)5(13
7)1(' 23 >
−⋅−
−=−y ;  
0)3(13
9)1(' 23 <
−⋅
−=y ;  
0
153
13)5(' 23 <
⋅
−=y .   
 
8−  4  0  x  
:'y  −  −  −  +  
min  max  :y  
Рис. 65 
    
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Функція зростає при )0;8(−∈x ;  функція спадає при 
);4()4;0()8;( ∞+∪∪−−∞∈x .  
Точка мінімуму 8min −=x ;  точка максимуму 0max =x . Від-
повідні екстремальні значення функції  
3/1)48()8()8( 3 2min −=−−−=−= yy ;  0)0(max == yy .  ■ 
Теорема 2 (достатня умова гладкого екстремуму за другою 
похідною). Нехай 0x  – стаціонарна точка функції )(xf , яка двічі 
диференційована в деякому околі цієї точки 0x . Якщо друга похід-
на )(xf ′′  у цій точці 0x :  
1) від’ємна, то при 0xx =  функція має максимум;  
2) додатна, то при 0xx =  функція має мінімум;  
3) дорівнює нулю, то питання про наявність і характер екс-
тремуму залишається відкритим і потрібні додаткові до-
слідження. (Наприклад, з використанням похідних більш високого 
порядку).  
Приклад 2. Дослідити функцію xxy 2ln=  на екстремум.  
□ Область визначення функції:   
)(yD :  0>x ;  );0( ∞+∈x .  
Похідна цієї функції  xxy ln2ln' 2 += .   
Критичні точки:  а) стаціонарні точки:   
0)2(lnln;0ln2ln;0' 2 =+⋅=+= xxxxy ;  
0ln =x   або  02ln =+x ;  )(1 yDx ∈= ;  )(2 yDex ∈= − ;   
б) точки розриву  'y :  немає. 
Усі критичні точки є стаціонарними, де можливий гладкий 
екстремум. Застосовуємо другу похідну:   
xxxxxy /)1(ln2)/1(2)/1(ln2'' +=⋅+⋅= ;  
021/)11(ln2)1('' >=+=y  ⇒  1=x – min ;   
( ) ( ) 021ln2'' 2222 <−=+= −−− eeeey  ⇒  2−= ex – max .   
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Відповідні екстремальні значення функції  
01ln1)1( 2min =⋅== yy ; ( ) 22222max 4ln −−−− =⋅== eeeeyy . ■ 
 
2.2.4. Найменше та найбільше значення функції на відрізку  
Нехай функція )(xf  неперервна на відрізку ];[ ba . Тоді за 
відповідною властивістю на цьому відрізку вона досягає най-
більшого і найменшого значень, які відповідно називають гло-
бальним (абсолютним) максимумом і мінімумом даної функції 
)(xf  на вказаному відрізку ];[ ba . Ці значення функція може 
приймати на кінцях відрізка або у внутрішніх точках, що є точка-
ми її локального екстремуму. Звідси випливає  
Правило знаходження найбільшого і найменшого значень 
неперервної функції )(xf  на відрізку ];[ ba :  
1) знайти всі критичні точки першої похідної )(xf ′ , що ле-
жать усередині відрізка ];[ ba ;  
2) обчислити значення функції )(xf  в знайдених критичних 
точках і на кінцях відрізка;  
3) з усіх отриманих значень функції вибрати найбільше і 
найменше.  
Приклад. Знайти найбільше і найменше значення функції 
23 43/ хху −=  на відрізку  ]3;3[− ..  
□  Похідна цієї функції  хху 82 −=′ . 
Критичні точки:  а) стаціонарні точки:   
0)8(;08;0' 2 =−=−= xхххy ;  
]3;3[0 −∈=x   або  08 =−x ;  ]3;3[8 −∉=x ;   
б) точки розриву  'y :  немає. 
Обчислимо значення функції:  0)0( =y ;  
45)3(43/)3()3( 23 −=−⋅−−=−y ;  27343/3)3( 23 −=⋅−=y .  
Таким чином, найбільше значення 0)0(max
]3;3[
==
−∈
yy
x
 і най-
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менше значення 45)3(min
]3;3[
−=−=
−∈
yy
x
.   ■  
 
2.2.5. Застосування теорії екстремуму  
до розв’язування прикладних задач  
Застосовуючи поняття екстремуму, розв’язується багато за-
дач геометричного, фізичного, економічного та іншого прикладно-
го змісту. Розглядається функція, що служить моделлю відповід-
ного процесу на деякому інтервалі (що може бути необмеженим) 
зміни аргументу, а потім знаходиться найбільше чи найменше зна-
чення цієї функції в даному інтервалі. При цьому зі змісту задачі 
наявність і характер екстремуму часто відомі, що полегшує її роз-
в’язування.  
Приклад 1. Нехай у результаті незалежно проведених експе-
риментів дістали n  різних значень величини x : 1x , 2x , ..., nx . 
Найти таке значення цієї величини x , при якому сума квадратів 
похибок найменша. 
□  Сума квадратів похибок є функцією  
22
2
2
1 )(...)()()( nxxxxxxxf −++−+−= , 
яка всюди визначена. Шукане значення величини x  знаходиться з 
умови найменшого значення цієї функції. Маємо:  
)(2...)(2)(2)( 21 nxxxxxxxf −++−+−=′ ;  nxf 2)( =′′ .  
З рівняння 0)( =′ xf  знаходимо єдину критичну точку 
nxxxx n /)...( 21 +++= . Оскільки в цій точці 02)( >=′′ nxf , то в 
ній функція досягає найменшого значення.  
Отже, шуканим значенням величини x  є середнє арифме-
тичне її наближених значень.   ■  
Максимізація прибутку. Поняття «прибуток» характеризує 
ефективність діяльності підприємства. Кожного разу перед під-
приємством виникає питання, як організувати діяльність, щоб 
прибуток був максимальним.  
Нехай Q  – кількість товару, що реалізується, )(QRR =  − 
функції доходу, )(QСС =  − функції витрат на виробництво това-
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ру. Вигляд цих функцій залежить від засобів, форм організації ви-
робництва і т.п.  
Прибуток P  від реалізації виробленого товару 
)()()( QCQRQPP −== . 
У мікроекономіці відомо твердження: для максимізації  при-
бутку необхідна рівність граничного доходу і граничних витрат:  
)(')(' QCQR = . Дійсно, з необхідної умови екстремуму випливає, 
що 0)(' =QP , тобто 0)(')(' =− QCQR .Звідси  )(')(' QCQR = .  
За теоремою про достатні умови гладкого и екстремуму за 
другою похідною прибуток буде максимальним, якщо  
0)(' =QP    і   0)('' <QP . 
З умови 0)('' <QP  випливає, що  0)('')('' <− QCQR , тоб-
то )('')('' QCQR < . Поділимо останню нерівність почленно на 
рівність ( ) ( )' 'R Q C Q=  і одержимо  
)('
)(''
)('
)(''
QC
QC
QR
QR
<   або  ( ) ( ))('ln)('ln QC
dQ
dQR
dQ
d
< ,   
тобто  )'()'( CTRT QQ < . Це означає що підприємство отримує 
максимальний прибуток, коли темп зростання граничного доходу 
менший, ніж темп зростання граничних витрат. 
Візьмемо для залежності ціни p  одиниці продукції від 
об’єму її реалізації Q  лінійне наближення:  baQp += ,  де 0<a  
і 0>b . Тоді сумарний дохід pQR =  буде визначатися рівністю  
bQaQR += 2 , при цьому 0Q >  і 0R > .  
Витрати підприємства на випуск деякої продукції можна по-
дати як суму постійної і змінної складових. Якщо вважати, що 
змінна складова витрат пропорційна кількості продукції, то можна 
покласти  QсCC vf += ,  де fC  – постійні витрати; vс  – змінні 
витрати на одиницю продукції,  0>fC  і 0>vс .  
Тоді функція прибутку набирає вигляду  
fvvf CQсbaQQсCbQaQP −−+=−−+= )(22 .  
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Знайдемо критичні точки функції прибутку:  
0)(2' =−+= vсbaQP ;  )2()( aсbQ v−−=   
– єдина стаціонарна точка. Оскільки 0Q >  і 0a < , то звідси має-
мо  bсv < . 
Друга похідна 02'' <= aP , тому за достатньою умовою екс-
тремуму функція прибутку  при )2()(max aсbQ v−−=  має мак-
симум при обмежені bсv < . При цьому максимальний прибуток 
дорівнює   
( ) =−




 −
−−+




 −
−== f
v
v
v C
a
cb
cb
a
cb
aQPP
2
)(
2
2
maxmax   
fv Cacb −−−= )4()( 2   
за умови, що  fv Cacb >−− )4()( 2  (оскільки 0>P ).  
Приклад 2. Фірма виготовляє деяку продукцію об'ємом Q  за 
ціною p  грош. од. за од. товару. Функція попиту має вигляд 
pQ −= 150 , а функція витрат 50027034 23 ++−= QQQC . 
Знайти максимальний прибуток фірми.  
□  Функція доходу від продажу продукції в об'ємі Q  за ціною 
p  задається формулою pQR = . З умови прикладу маємо 
Qp −= 150 . Тоді  2150 QQR −= . 
.
 
З необхідної умови )(')(' QCQR =  максимальності прибут-
ку одержимо:  
27023432150 2 +⋅−=− QQQ ;  0120663 2 =+− QQ ;   
040222 =+− QQ . Стаціонарні точки:  21 =Q ;  202 =Q .   
Функція прибутку має вигляд 
=++−−−=−= )50027034(150)()( 232 QQQQQQCQRP   
50012033 23 −−+−= QQQ .   
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Звідси 120663' 2 −+−= QQP ;  666'' +−= QP .    
Оскільки  06626)2('' >+⋅−=P , то при 21 =Q  прибуток 
буде мінімальним. Більш того,  0616)2( <−=P , тобто фірма несе 
максимальні збитки.  
Оскільки  066206)20('' <+⋅−=P , то при 202 =Q  прибу-
ток буде максимальним. Його значення  
2300)20(max == PP  (грош. од.).   ■  
Приклад 3. Сумарні витрати на виробництво Q  одиниць 
продукції становлять 4802002,0)( 2 ++== QQQCC , а залеж-
ність між ціною p  і кількістю Q  продукції, яку можна продати за 
цією ціною, задається формулою:  QQpp 07,034)( −== . При 
якому об’ємі Q  прибуток підприємства буде максимальний і який 
розмір цього прибутку?  
(Розв’язати самостійно).  
Оптимізація оподаткування підприємств.  
Задача 1. Нехай t  – податок на одиницю реалізованої про-
дукції (ставка оподаткування). Тоді загальний податок T  на всю 
продукцію об’ємом Q  становить:  QtT = . При цьому функція 
прибутку має вигляд  
tQQCQRQTQCQRQP −−=−−= )()()()()()( ,  
де функції доходу )(QRR =  і витрат )(QСС =  відомі. 
Визначимо розмір ставки оподаткування t , за якого  вели-
чина сумарного податку T  з усієї продукції буде найбільшою.  
Спочатку при фіксованому значенні t  розв’язуємо задачу 
максимізації прибутку як функції від Q :  знаходимо критичні точ-
ки похідної функції прибутку як корені рівняння  
0)(')(')(' =−−= tQCQRQP   
і перевіряємо, яка з отриманих точок задовольняє умові  
0)('')('')('' <−= QCQRQP .  
 144
Потім знайдену точку, яку позначимо  )(tQQ optopt = , під-
ставимо в формулу QtT =  загального податку і для одержаної 
функції розв’язуємо задачу максимізації сумарного податку 
)(tQtT opt=  як функції від t :  знаходимо критичні точки похідної 
функції сумарного податку як корені рівняння  
0)()(' / =+= tQttQT optopt   
і перевіряємо, яка з отриманих точок задовольняє умові  
0)()(2)()()('' /////// <+=++= ttQtQttQtQtQT optoptoptoptopt .  
Позначимо знайдену точку як 0t . Обчислимо  
)( 00 tQQ opt= ;   )( 00max tQtT opt= ;   )( 0max QPP = ;     
Отже, при значенні )( 00 tQQ opt=  величина максимального 
прибутку складає )( 0max QPP = , а оптимальний (з точки зору по-
даткової служби) збір податків становить  )( 00max tQtT opt= .  
Задача 2. Приймемо за вихідну величину ціну p  одиниці 
продукції та припустимо, що для деякого товару функції попиту і 
пропозиції мають відповідно вигляд  )( dQfp =  і )( sQgp = ,  де  
dQ  − кількість товару, який належить до попиту, а  sQ  − до про-
позиції. Кожна одиниця товару оподатковується податком t  (став-
ка оподаткування). Визначити, яку ставку оподаткування t  треба 
встановити, щоб надходження в казну були максимальні.  
(Із загальних міркувань зрозуміло, що дуже великий податок 
може «задушити» діяльність будь-якого підприємства, а дуже ма-
лий не дозволить покрити бюджетні витрати).  
Щоб урахувати податки, треба у функції пропозиції ціну p  
замінити на різницю tp − , оскільки саме вона реально надходить 
виробнику:  )( sQgtp =− . Звідси  tQgp s += )( . Урахувавши, 
що в точці ринкової рівноваги QQQ ds == , тобто попит дорівнює 
пропозиції, одержимо систему рівнянь  
)(Qfp =   і  tQgp += )( .  
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Звідси  tQgQf += )()( . Нехай  )(00 tQQ =  – розв’язок 
цього рівняння при фіксованому значенні t . Тоді загальний пода-
ток T  на всю продукцію об’ємом Q  становить:  )(0 tQtT = .  
Точки максимуму цієї функції визначають оптимальну став-
ку оподаткування, а значення максимуму – максимальний сумар-
ний податок.  
Задача 3. Нехай виробнича функція, що описує функціону-
вання деякого підприємства, зв’язує випуск продукції Q  з чисель-
ністю персоналу L :  )(LfQ = .  Тоді середня продуктивність 
праці:  LLfLQPL )(== . З’ясувати, при якому значенні L  се-
редня продуктивність праці стає максимальною.  
Для цього треба знайти критичні точки похідної функції се-
редньої продуктивності праці як корені рівняння: 0=dLdPL .  
Оскільки  
0)()('1)()(' 2 =





−=
−
=
L
LfLf
LL
LfLLf
dL
dPL
,  
то одержуємо рівняння  0)()(' =− LLfLf ,  де перший доданок  
)('' LfQ =   є граничною продуктивністю праці, а другий – серед-
ньою продуктивністю праці  LLfPL )(= .  
Враховуючи це, маємо рівність  LPQ =' . тобто в критичних 
точках гранична продуктивність праці дорівнює середній продук-
тивності праці.  
Для знаходження максимальної продуктивності праці треба 
знайти знак другої похідної в точках, які задовольняють цю рів-
ність, і вибрати ті точки, де друга похідна від’ємна.  
Приклад 4. Фірма виготовляє товар в об’ємі Q  за ціною 
p  грош. од. за одиницю товару. Функція попиту має вигляд 
pQ −= 22 , а функція витрат 4105,0 2 ++−= QQC ,  150 << Q . 
Кожна одиниця продукції оподатковується за ставкою t . При яко-
му значенні ставки оподаткування t  величина сумарного податку 
QtT =  з усієї продукції буде найбільшою? 
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□  Функція доходу від продажу товару об′ємом Q  за ціною 
p  визначається рівністю  pQR = . З умови прикладу маємо 
Qp −= 22 . Тоді  222 QQR −= .  Функція сумарного прибутку 
)(QP  має вигляд  
−++−−−=−−= )4105,0(22)()()( 22 QQQQtQQCQRQP   
4)12(5,0 2 −−+−=− QtQtQ .  
При фіксованому значенні t  знайдемо критичні точки похід-
ної функції прибутку за змінною Q :  
0)12()(' =−+−= tQQP ;  tQ −= 12 .  
Оскільки друга похідна 01)('' <−=QP , то в знайденій точці  
tQopt −= 12   прибуток досягає максимуму. Підставимо це зна-
чення об′єму продукції у формулу сумарного податку:   
212)12( ttttT −=−= .   
Розв’язуємо задачу максимізації сумарного податку T  як 
функції від t :  знаходимо критичні точки похідної функції 
212 ttT −=  сумарного податку як корені рівняння  
0212' =−= tT ;   6=t .   
Оскільки 02'' <−=T , то при 6=t  функція сумарного пода-
тку має максимум. Тоді 6612 =−=optQ . При цьому максимальна 
величина прибутку становить  
1446)612(65,0 2max =−⋅−+⋅−=P ,  
а оптимальний (с точки зору податкової служби) збір податку  
3666 =⋅=optT . Обчислимо оптимальну ціну:   
1662222 =−=−= optopt Qp .  
Порівняємо ці цифри з результатами максимізації прибутку 
за відсутності оподаткування. При 0=t  розв’язування задачі на 
максимум прибутку дає:  12=optQ , 68max =P , 10=optp . Отже, 
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зменшення ставки оподаткування стимулює ріст випуску продук-
ції, сприяє збільшенню прибутку від її реалізації та зниженню ці-
ни.  ■ 
Приклад 5. Для деякого товару крива попиту та крива пропо-
зиції мають відповідно вигляд:  542 +−= dQp  і 143 += sQp ,  де  
dQ  − кількість товару, який належить до попиту,  sQ  − до пропо-
зиції, p  − ціна за одиницю товару. Кожна одиниця товару оподат-
ковується податком t  (ставка оподаткування). Визначити, яку ста-
вку оподаткування t  треба встановити, щоб сумарні надходження 
податку були максимальні, і обчислити оптимальний сумарний 
податок. Знайти оптимальний попит і оптимальну ціну.  
□  Щоб урахувати податки, треба у функції пропозиції ціну 
p  замінити на різницю tp − . Оскільки в точці ринкової рівнова-
ги попит дорівнює пропозиції QQQ ds == , то одержимо рівнян-
ня:  542143 +−=++ QtQ .  Звідси  5/8 tQ −=  − рівноважний 
попит.   
Тоді сумарний податок QtT =  визначається рівністю  
22,08)5/8( ttttT −=−= .  
Знайдемо критичні точки цієї функції: 
04,08' =−= tT ;  20=t .  
Оскільки 04,0'' <−=T , то при 20=optt  сумарний податок 
має максимум. Знайдемо його значення:  
80202,0208 2 =⋅−⋅=optT .   ■  
Обчислимо оптимальний попит і оптимальну ціну:   
45/208 =−=optQ ;   261443 =+⋅=optp .  
Приклад 6. Для деякої фірми залежність ціни p  грош. од. 
одиниці виготовленого і проданого товару від його об’єму Q  за-
дається співвідношенням  2/1)3/2(7 Qp −= , а функція витрат C  
має вигляд  1)9/2( 2/3 ++−= QQC ,  1000 << Q . Кожна одини-
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ця продукції оподатковується за ставкою t . При якому значенні 
optt  ставки оподаткування t  величина сумарного податку QtT =  
з усієї продукції буде найбільшою? 
(Розв’язати самостійно.  2=optt ).  
 
2.3. Дослідження функцій та побудова графіків 
2.3.1. Опуклість і вгнутість графіка функції.  
Точки перегину  
Нехай функція )(xf  визначена і неперервна на проміжку 
);( bа  і в точці );(0 bах ∈  має скінченну похідну. Тоді до графіка 
даної функції у точці ( ))(; 000 xfxM  можна провести дотичну.  
Крива (графік функції) називається опуклою в точці 0х , як-
що в деякому околі цієї точки вона розташована нижче дотичної, 
проведеної в точці 0х  (рис. 67). Якщо крива розташована вище 
дотичної, то вона називається угнутою (рис. 68).  
Точка ( ))(; 000 xfxM  називається точкою перегину, якщо у 
досить малому її околі точки кривої з абсцисами 0хx <  лежать з 
одного боку від дотичної, а точки з абсцисами 0хx >  – з іншого 
(рис. 69). Тобто, у точці 0M  крива переходить а одного боку доти-
чної до іншого.  
Крива (графік функції) називається опуклою на інтервалі 
);( bа , якщо вона опукла в кожній його точці. Тобто, на цьому ін-
тервалі крива лежить нижче кожної своєї дотичної.  
Аналогічно, на інтервалі вгнутості крива лежить вище ко-
жної своєї дотичної.  
Точка перегину – це точка кривої, в якій сполучається ділян-
ка опуклості з ділянкою вгнутості.  
Теорема 1 (достатні умови опуклості та вгнутості). Нехай на 
інтервалі );( bа  задана двічі диференційована функція )(xf . Як-
що для всіх );( bax ∈   друга похідна )(xf ′′ :  
1) від’ємна, то графік функції опуклий;  
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2) додатна, то графік функції вгнутий;  
3) дорівнює нулю, то графік функції – пряма лінія.  
 
 
Теорема 2 (необхідні умови точки перегину). Якщо 
);( 000 yxM  – точка перегину графіка функції )(xf , то друга по-
хідна )(xf ′′  в точці 0х  або існує і дорівнює нулю  0)( 0 =′′ хf , або 
не існує.  
Якщо функція )(xf  неперервна в деякому околі точки 0x  і в 
цій точці друга похідна )(xf ′′  або існує і дорівнює нулю, або не 
існує, то точка 0x  називається критичною точкою другої похід-
ної.  
Зауваження 1. Критичні точки другої похідної – це точки, що 
«підозрілі» на перегин.  
Теорема 3 (достатня умова точки перегину). Нехай 0x  – кри-
тична точка другої похідної функції )(xf , яка двічі дифе-
ренційована в деякому околі цієї точки 0x , крім, можливо, самої 
точки 0x . Якщо при переході через цю точку: 
1) друга похідна )(xf ′′  змінює знак, то при 0xx =  функція 
має перегин; 
2) знак другої похідної )(xf ′  не змінюється, то при 0xx =  
функція перегину не має.  
Зауваження 2. Правило дослідження функції на опуклість, 
угнутість і перегин аналогічне правилу дослідження функції на 
0
y
x
М0y0
x0 0
y
x
М0
y0
x0 0
y
x
М0y0
x0
Рис. 67 Рис. 68 Рис. 69 
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монотонність і екстремум. Треба тільки замість знака першої по-
хідної аналізувати знак другої похідної.  
Приклад 1. Знайти інтервали опуклості, вгнутості та точки 
перегину графіка функції  )9(ln 2 += xy .  
□ Область визначення функції:  
)(yD :  092 >+x ;  );( ∞+−∞∈x .  
Знаходимо другу похідну:  
22
2
22
2
2 )9(
)9(2
)9(
292;
9
2
'
+
−
=
+
⋅−+
⋅=′′
+
=
x
x
x
xxxy
x
xy .  
Критичні точки другої похідної:   
а)  )(3;09;0)9(
)9(2
;0 222
2
yDxx
x
xy ∈±==−=
+
−
=′′ ;  
б) точки розриву y ′′ :   ∅∈=+ xx ;0)9( 22 .  
Область визначення функції 
розбивається на інтервали 
(рис. 70). На кожному інтервалі 
обираємо по одному пробному 
значенню аргументу 41 −=x , 
02 =x , 43 =x , і визначаємо в них 
знак другої похідної:  
0
25
)7(2
)9)4((
))4(9(2)4( 22
2
<
−⋅
=
+−
−−
=−′′y ;   
0
9
2
)90(
)09(2)0( 22
2
>=
+
−
=′′y ;  0
25
)7(2
)94(
)49(2)4( 22
2
<
−⋅
=
+
−
=′′y .   
Функція опукла при );3()3;( ∞+∪−−∞∈x ;  функція вгнута 
при )3;3(−∈x . Перегин при  31 −=x  і 32 =x .  Тоді  
18ln)9)3((ln 21 =+−=y ;  18ln)93(ln 22 =+=y .  
Отже,  )18ln;3(1 −M  і )18ln;3(2M  – точки перегину.   ■ 
3−  3  0  x  
:''y  −  −  +  
.nep  .nep  :y  
Рис. 70 
∩  ∩  ∪  
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Приклад 2. Знайти інтервали опуклості, вгнутості та точки 
перегину графіка функції  xxarctgy ln2 += .  
(Розв’язати самостійно).  
 
2.3.2. Асимптоти графіка функції  
Нехай )(xfy =  – функція, графік якої має нескінченну гіл-
ку, тобто він має точки, що лежать як завгодно далеко від початку 
координат.  
Асимптотою графіка функції )(xfy =  називається пряма, 
до якої необмежено наближається гілка графіка, що йде в не-
скінченність. Тобто, відстань від змінної точки ( ))(; xfxM  до цієї 
прямої прямує до нуля, якщо вказана точка рухається вздовж вітки 
графіка до нескінченності.  
Зауваження 1. Крива може перетинати свою асимптоту, при-
чому неодноразово.  
Асимптоти бувають двох видів: вертикальні й похилі (зо-
крема, горизонтальні) (рис. 71).  
 
 
а) Вертикальна асимптота має рівняння ax = , де a  – точка, 
в якій хоча б одна з односторонніх границь  )(lim
0
хf
ах −→
 або 
)(lim
0
хf
ах +→
 нескінченна.  
Зауваження 2. Точки, що «підозрілі» на вертикальні асимп-
y  
Рис. 71 
Ліва горизон-
тальна асимп-
тота  
Права по-
хила аси-
мптота  
Вертикальна 
асимптота  
x  
Графік 
функції  
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тоти, – це скінченні межові точки області визначення )( fD  та то-
чки розриву функції )(xfy = .  
Зауваження 3. Графік функції може мати довільну кількість 
вертикальних асимптот.  
Приклад 1. Знайти вертикальні асимптоти графіка функції 
)16()3(ln 2 −+= xxy .  
□ Область визначення функції:  
);4()4;3(
;4
3
;016
03
:)( 2 ∞+∪−∈



±≠
−>



≠−
>+
x
x
x
x
x
yD .  
31 −=x  і 42 =x  – точки, що «підозрілі» на вертикальні аси-
мптоти.  
( ) +∞=−∞−=−+
+−→
)7/()16()3(lnlim 2
03
xx
х
 ⇒  3−=x   
– вертикальна асимптота. 
( ) −∞=−=−+
−→
)0/(7ln)16()3(lnlim 2
04
xx
х
 і  
( ) +∞=+=−+
+→
)0/(7ln)16()3(lnlim 2
04
xx
х
 ⇒  4=x   
– вертикальна асимптота.   ■  
б) Похила (зокрема, горизонтальна) асимптота. Нехай функ-
ція )(xfy =  має при +∞→x  праву похилу асимптоту, рівняння 
якої bkxy +=   (рис. 72). Визначимо числа k  і b .  
Нехай ( ))(; xfxM  – змінна 
точка, що належить графіку функції, 
і ( )yxN ;  – відповідна точка, що 
належить асимптоті. Відстань від 
точки M  до асимптоти дорівнює 
довжині перпендикуляра MP . За 
умовою 0lim =
∞+→
МР
х
. Якщо ϕ  – 
кут нахилу асимптоти до осі Ox , то 
0
Q
y=f(x) P
M
ϕ
y
x
N
Рис. 72  
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з NMP∆  маємо ϕ= cos/MPNM . Оскільки ϕ  – стала величина і 
2/pi≠ϕ , то 0lim =
∞+→
NМ
х
 і 0lim =
∞+→
МР
х
 одночасно.  
Але  |)(||)(||| bkxxfyxfQNQMNM −−=−=−= . Тоді  
0))((lim =−−
∞+→
bkxхf
х
  або 0)//)((lim =−−
+∞→
хbkххfх
х
.  
Через те, що +∞→х , має виконуватись рівність  
0)//)((lim =−−
+∞→
хbkххf
х
.  
Оскільки  k  і b  – сталі величини, то 0)/(lim =
∞+→
хb
х
.  
Тоді  0)/)((lim =−
∞+→
kххf
х
  або  ( )ххfk
х
/)(lim
∞+→
= .  
Після знаходження k , маємо   ))((lim kххfb
х
−=
∞+→
.  
Отже, якщо пряма bkxy +=  є правою похилою асимптотою, 
то k  і b  знаходяться як границі  
( )ххfk
х
/)(lim
∞+→
= ;  ))((lim kххfb
х
−=
∞+→
,   
де спочатку обчислюється k , а потім b .  
Навпаки, якщо існують указані границі для визначення k  і 
b , то має місце рівність 0lim =
∞+→
МР
х
 і пряма bkxy +=  є похила 
асимптота. Якщо хоча б одна з двох границь для k  і b  не існує, то 
відповідної похилої асимптоти крива не має.  
Зауваження 4. Права горизонтальна асимптота )0( =k  має 
рівняння by = , де )(lim хfb
х ∞+→
= .  
Зауваження 5. Аналогічно розглядається випадок лівої по-
хилої (зокрема, горизонтальної) асимптоти, коли −∞→х .  
Зауваження 6. Графік функції )(xfy =  може мати не більше 
двох похилих (зокрема, горизонтальних) асимптот. При цьому 
крива повинна мати відповідну нескінченну гілку при +∞→x  
або −∞→х . Асимптоти можуть бути різними при +∞→x  і 
−∞→х .  
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Приклад 2. Знайти похилі асимптоти графіка функції 
)(ln 32 −+= eey x .  
□ Область визначення функції:  
);(;0:)( 33 ∞+−∞∈>+ − xeeyD x .  
Оскільки крива має ліву при −∞→х  і праву при +∞→x  
нескінченні гілки, то можуть існувати обидві – ліва і права – похи-
лі асимптоти.  
Шукаємо ліву похилу асимптоту:  
03)(lnlim)(lim
33
=
∞−
−
=
+
==
−
∞−→∞−→ x
ee
x
хfk
x
хх
;  
( ) 3lnlim))((lim 33 −=+=−= −
∞−→∞−→
eekххfb x
хх
.     
Отже, пряма 3−=y  – ліва горизонтальна асимптота.  
Шукаємо праву похилу асимптоту:  
=
∞
∞
=
+
==
−
∞+→∞+→ x
ee
x
хfk
x
хх
)(lnlim)(lim
33
  
( )
=
∞
∞
=
+
⋅
=
′
+
=
−
∞+→
−
∞+→ 33
333 3lim
'
)ln(lim
ee
e
x
ee
x
x
х
x
х
  
3
3
3lim3
)(
)(lim3 3
3
33
3
=
⋅
⋅
=
′+
′
=
∞+→−∞+→ x
x
хx
x
х e
e
ee
e
;  
( ) =∞−∞=−+=−= −
∞+→∞+→
||3)(lnlim))((lim 33 xeekххfb x
хх
  
( ) =
∞
∞
=
+
=−+=
−
∞+→
−
∞+→ x
x
х
xx
х e
ee
eee 3
33
333 limlnln)(lnlim   
01ln
3
3limln
)(
)(limln 3
3
3
33
==
⋅
⋅
=
′
′+
=
∞+→
−
∞+→ x
x
хx
x
х e
e
e
ee
.     
Отже, пряма xy 3=  – права похила асимптота.   ■  
Приклад 3. Знайти асимптоти функції  
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ххху 2/)15( 2 −−= . 
□ Область визначення функції:  
);0()0;(;0:)( ∞+∪−∞∈≠ xxyD .  
0=x  – точка, що «підозріла» на вертикальну асимптоту.  ( ) +∞=−−=−−
−→
)0/(12/)15(lim 2
0
ххх
х
  і  
( ) −∞=+−=−−
+→
)0/(12/)15(lim 2
0
ххх
х
 ⇒  0=x   
– вертикальна асимптота. 
Шукаємо похилі асимптоти:  
2
1
2
1
2
5
2
1lim
2
15lim)(lim 22
2
=





−−=
∞
∞
=
−−
==
±∞→±∞→±∞→ хxх
хх
x
xfk
ххх
;  
( )=−−−=−=
±∞→±∞→
22/)15(lim))((lim 2 xхххkхxfb
хх
  
25)2/125(lim −=−−
±∞→
х
х
  ⇒  
2
5
2
1
−= xy   
– похила (ліва і права одночасно) асимптота.   ■  
Приклад 4. Знайти асимптоти функції  42 −= ху . 
(Розв’язати самостійно. Вертикальних асимптот немає. 
xy −=  і xy =  – ліва і права похилі асимптоти).  
 
2.3.3. Загальна схема дослідження функції  
та побудови графіка  
Нехай функція  задана явно  рівнянням  )(xfy = .  Повне  
дослідження цієї функції та побудову ескізу графіка можна здій-
снювати за наступною схемою.  
1. Попереднє дослідження.  
1.1. Знаходження області визначення )( fD  функції. 
1.2. Знаходження точок перетину графіка з осями коорди-
нат.  
1.3. Знаходження інтервалів знакосталості, де функція збе-
рігає знак (додатна чи від’ємна).  
1.4. Дослідження функції на парність і непарність. 
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1.5. Дослідження функції на періодичність.  
2. Дослідження точок розриву функції та її поведінки на кін-
цях інтервалів області визначення. Знаходження області значень 
)( fE  функції. Знаходження асимптот.  
2.1. Знаходження односторонніх границь функції в точках 
розриву та на скінченних кінцях інтервалів області визначення. 
Класифікація точок розриву. Знаходження вертикальних асимп-
тот. 
2.2. Дослідження поведінки функції «на нескінченності» (при 
−∞→х  і +∞→x ). Знаходження області значень )( fE  функції. 
Знаходження похилих асимптот.  
3. Дослідження функції за допомогою першої похідної. 
3.1. Знаходження інтервалів зростання та спадання функції. 
3.2. Знаходження точок екстремуму та відповідних екстре-
мальних значень функції. 
4. Дослідження функції за допомогою другої похідної. 
4.1. Знаходження інтервалів опуклості та вгнутості функ-
ції. 
4.2. Знаходження точок перегину. 
5. Побудова графіка.  
5.1. Побудова асимптот.  
5.2. Побудова характерних точок, знайдених на попередніх 
етапах.  
5.3. Виділення штриховкою вертикальних смуг (вище чи ни-
жче осі Ox  відповідно до знака функції), де лежать частини 
графіка.  
5.4. При необхідності проведення додаткових обчислень зна-
чень функції в пробних точках з тих інтервалів, де потрібно уто-
чнити розміщення графіка.  
5.5. Побудова ескізу графіка.  
Зауваження. При дослідженні конкретної функції не обов'яз-
ково строго додержуватися зазначеної вище схеми. Можна навіть 
не з'ясовувати тих чи інших властивостей, якщо вони досить оче-
видні. Так, на періодичність треба досліджувати тригонометричні 
функції, а раціональні функції – не треба, оскільки відомо, що во-
ни неперіодичні.  
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Приклад 1. Дослідити функцію 3 326 хху −=  і побудувати 
ескіз її графіка. 
□ Область визначення функції  RхfD ∈:)( .  
Точки перетину графіка функції:  
з віссю Oy :  0)006()0( 3/1 =−⋅=у ;    
з віссю Ox :  ( ) ;06;0 3/132 =−= ххy 06 32 =− xx ;  
0)6(2 =− хх ; 0=х ;  6=х ; маємо дві точки )0;0(  і )0;6( .  
Інтервали знакосталості, де функція додатна чи від’ємна 
(рис. 73):  функція від’ємна при );6( ∞+∈x ;  функція додатна при 
)6;0()0;( ∪−∞∈x .  
)()( хуху ≠− ; )()( хуху −≠−  – функція не є парною і не є 
непарною.  
Функція неперіодична.  
Точок розриву і скінченних 
кінців інтервалів області ви-
значення функція не має, тому вер-
тикальні асимптоти відсутні.  
Досліджуємо поведінку функції при −∞→х  і +∞→x :  
+∞=−=
∞−→∞−→
3/132 )6(limlim ххy
хх
;   
−∞=−=
∞+→∞+→
3/132 )6(limlim ххy
хх
.  
Область значень функції  RуfЕ ∈:)( .  
Похилі асимптоти:  
( ) 1)1/6(lim6limlim 3/13/132 −=−=−==
±∞→±∞→±∞→
х
x
хх
x
yk
ххх
;  
( ) =∞−∞=



 +−=−=
±∞→±∞→
xххkхуb
хх
3/1326lim)(lim   
( ) ( ) =∞
∞
=
+−−−
+−
=
±∞→ 23/1323/232
332
66
6lim
хххххх
ххх
х
  
6  0  x  
:y  +  −  +  
Рис. 73 
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( ) ( ) 23
16
11/61/6
1lim6 3/13/2 =⋅==+−−−
=
±∞→ ххх
.  
Отже, пряма  2+−= xy  є похила (ліва і права) асимптота.  
Обчислимо похідну і знайдемо її критичні точки:  
3 23 32 )6()4()6(' ххххху −−=′−= ;   
стаціонарні точки: 0'=у ; 0)6()4( 3 2 =−− ххх ; 4=x ;  похід-
на не існує у точках:  0)6(3 2 =− хх ; 0=x  і 6=x .  
Інтервали монотонності та екстремуми (рис. 74):  функція 
спадає при );4()0;( ∞+∪−∞∈x ;  функція зростає при )4;0(∈x ; 
точка мінімуму 0min =x ; точка максимуму 4max =x ;  відповідні 
екстремальні значення функції  0)0(min == yy ;   
33 32
max 42446)4( =−⋅== yy .  
 
 
Обчислимо другу похідну і знайдемо її критичні точки:  
( )3/53/4 )6(8 хху −−=′′ ;   
точки, де  0=′′у , відсутні;  друга похідна не існує у точках:  
0)6( 3/53/4 =− хх ;  0=х  і 6=х .  
Інтервали опуклості й угнутості та точки перегину (рис. 75):  
функція опукла при )6;0()0;( ∪−∞∈x ;  функція вгнута при 
);6( ∞+∈x ;   6=nepx ;  0666)6( 3 32 =−⋅== yynep . Отже, 
0  6  4  x  
:'y  
−  −  −  +  
min  max  :y  
Рис. 74 
 
   
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)0;6(  – точка перегину.  
 
 
Ескіз графіка дослідженої функції побудовано на рис. 76. ■  
 
 
 
Приклад 2. Дослідити 
функцію і побудувати ескіз 
її графіка:  
42
3
−
=
х
х
у . 
(Розв’язати самостій-
но. Ескіз графіка подано на 
рис. 77).  
0  6  x  
:''y  
−  +  −  
∃.  .nep  :y  
Рис. 75 
∩  ∩  ∪  
O  
Рис. 76 
y  
x  
3 42  
2  4  6  
2  
x
y
y=
xx
=
2
x=
-
2
-2 20 323-2
Рис. 4.14Рис. 77 
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2.4. Визначники та їх властивості  
2.4.1. Означення визначника. Мінор  
і алгебраїчне доповнення елемента визначника  
Визначником (детермінантом) n -го порядку називається 
число n∆ , яке записується у вигляді квадратної таблиці  
nnnn
n
n
n
aaa
aaa
aaа
...
............
...
...
21
22221
11211
=∆  ,  
що має n  рядків і n  стовпців.  
Числа ( )njiaij ,1, =  називаються елементами визначника. 
Перший індекс i  вказує номер рядка, а другий j  – номер стовпця, 
на перетині яких стоїть елемент ija .  
Сукупність елементів nnaaa ...,,, 2211  називається головною 
діагоналлю, а сукупність елементів ( ) 1121 ...,,, nnn aaa −   – побіч-
ною діагоналлю визначника.  
Головна діагональ визначника проходить з лівого верхнього 
кута у правий нижній, а побічна діагональ – з правого верхнього 
кута у лівий нижній.  
Мінором ijM  елемента ija  визначника n -го порядку n∆  на-
зивається визначник ( )1−n -го порядку, який одержується з визна-
чника n∆  видаленням i -го рядка та j -го стовпця, на перетині 
яких стоїть елемент ija .  
Алгебраїчне доповнення ijA  елемента ija  визначається за 
формулою                    ( ) ijjiij MA +−= 1 .  
Визначник n -го порядку n∆  дорівнює алгебраїчній сумі всіх 
можливих добутків n  його елементів, узятих по одному з кожного 
рядка і кожного стовпця. Якщо в кожному добутку перші індекси 
елементів розміщені в порядку зростання, то знак добутку дорів-
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нює s)1(− ,  де  s  – число інверсій (ситуацій, коли більше число 
передує меншому) у переставленні других індексів.  
 
2.4.2. Обчислення визначника  
Загальне правило обчислення визначника має рекурентний 
характер (визначник n -го порядку n∆  виражається через ви-
значники  ( )1−n -го порядку 1−∆n  ):   
а) Визначник першого порядку 1∆   ( )1=n  дорівнює самому 
елементу 11a  :   
111 a=∆  .  
б) Визначник n -го порядку n∆    ( )2≥n  дорівнює сумі добу-
тків елементів першого рядка на їх алгебраїчні доповнення:  
nn
n
k
kkn AaAaAaAa 1112121111
1
11 ... +++==∆ ∑
=
  
(розклад визначника за елементами першого рядка).  
Із загального правила можна одержати спрощені співвід-
ношення для визначників другого та третього порядків:   
1) визначник другого порядку 2∆  обчислюється за форму-
лою:  
21122211
2221
1211
2 aaaa
aa
aa
−==∆
  
(правило «хреста» (схема на рис. 78, а):   
визначник другого порядку 2∆  дорівнює різниці добутків елемен-
тів головної та побічної діагоналей);  
Приклад 1. Обчислити визначник другого порядку за пра-
вилом «хреста»  
53
42
2
−
−
=∆  .  
□       ( ) ( ) 23452
53
42
2 =⋅−−−⋅=
−
−
=∆  .        ■   
 162
2) визначник третього порядку 3∆  обчислюється за форму-
лою:  
−++==∆ 133221312312332211
333231
232221
131211
3 aaaaaaaaa
aaa
aaa
aaa
  
                                       113223332112312213 aaaaaaaaa −−−   
(правило «трикутників» (схема на рис. 78, б):   
визначник третього порядку дорівнює сумі шести доданків, кож-
не з яких є добутком трьох елементів: три добутки елементів, 
розміщених на головній діагоналі і у вершинах двох трикутників зі 
стороною, що паралельна головній діагоналі, беруться зі знаком 
«+», а три добутки елементів, розміщених на побічній діагоналі і у 
вершинах двох трикутників зі стороною, що паралельна побічній 
діагоналі, беруться зі знаком «-»).  
 
         Рис. 78, а                                          Рис. 78, б 
 
Приклад 2. Знайти мінор 23M  і алгебраїчне доповнення 23A  
елемента 23a  даного визначника  
706
115
243
3 −
−
=∆  .  
□  123 −=a  ;    ( ) 24640306
43
23 =⋅−−⋅=
−
=M  ;   
( ) ( ) 242411 233223 −=⋅−=−= + MA  .   ■   
«+» «-» «+» «-» 
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Приклад 3. Обчислити визначник третього порядку, роз-
клавши його за елементами першого рядка   
135
021
423
3
−−
−
−−
=∆  .  
□  ( ) ( ) +
−−
−
⋅−⋅−=
−−
−
−−
=∆ +
13
02
13
135
021
423
11
3   
( ) ( ) ( ) =
−
−
⋅−⋅−+
−
⋅−⋅+ ++
35
21
14
15
01
12 3121   
( ) ( ) ( ) 321034012023 −=+−−−−−−−=  .   ■   
Приклад 4. Обчислити визначник третього порядку за пра-
вилом «трикутників»  
942
321
532
3 −−=∆  .  
□   ( ) +⋅⋅+⋅−⋅=−−=∆ 233922
942
321
532
3   
( ) ( ) ( ) =⋅⋅−⋅−⋅−⋅−⋅−⋅⋅−+ 243913225541   
15242720201836 −=−++−+−=  .    ■   
Зауваження 1. Для обчислення визначників більш високих 
порядків ( 3>n ) таких зручних та легких для запам’ятовування 
схем не існує.  
Зауваження 2. Елементами визначника можуть бути не тільки 
числа, а й об’єкти іншої природи, що допускають операції дода-
вання і множення. Наприклад, функції одного й того ж аргументу.   
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Приклад 5. Розв’язати рівняння:   
а) 0
11
11
112
=
−
−−
−
x
x ;        б)  0
45
23
213
=−
−
x
x .  
□  а)  ( ) ( ) ( ) +
−
−
⋅−⋅−+
−
−
⋅−⋅
++
11
1
11
1
1
12 2111
x
x
x
   
( ) 0
1
11
11 31 =
−−
⋅−⋅+ +
x
 ;   0422 2 =+−− xx  ;  
022 =−+ xx  ;    1;2 21 =−= xx .   
б) (Розв’язати самостійно).  ■  
 
2.4.3. Основні властивості визначника  
Зауваження 1. Для скорочення формулювань будь-який рядок 
чи будь-який стовпець називатимемо рядом.  
Властивість 1. Сума добутків елементів будь-якого ряду на їх 
алгебраїчні доповнення не залежить від номера ряду і дорівнює 
значенню визначника:  
ininiiii
n
k
ikikn AaAaAaAa +++==∆ ∑
=
...2211
1
   
– розклад визначника за i -м рядком;  
njnjjjjj
n
k
kjkjn AaAaAaAa +++==∆ ∑
=
...2211
1
   
– розклад визначника за j -м стовпцем.   
Зауваження 2. При розкладанні визначника рекомендується 
вибирати такий ряд, в якому найбільше нульових елементів.  
Наслідок. Визначник з нульовим рядом дорівнює нулю.  
Властивість 2. Значення визначника не зміниться після заміни 
всіх його рядків відповідними стовпцями і навпаки.  
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Операція заміни всіх рядків визначника n∆  відповідними 
стовпцями і навпаки називається транспонуванням визначника. 
Отриманий визначник Tn∆  називається транспонованим, його 
значення дорівнює значенню самого визначника n∆ :  n
T
n ∆=∆ .  
Наприклад,   
                
983
741
532
−
−−=∆ ;  
975
843
312
−
−−
=∆T ;  ∆=∆T .  
Властивість 3. Якщо поміняти місцями два паралельних ряди, 
то визначник змінить знак на протилежний, не змінившись за аб-
солютною величиною.  
Властивість 4. Визначник з двома однаковими паралельними 
рядами дорівнює нулю.  
Властивість 5. Спільний множник елементів будь-якого ряду 
можна виносити за знак визначника.  
Іншими словами, щоб помножити визначник на деяке число, 
треба на це число помножити всі елементи одного довільно виб-
раного ряду.  
Наприклад,   
983
141
532
5
983
5205
532
−
−⋅−=
−
−−=∆  
Властивість 6. Визначник, у якого елементи двох паралельних 
рядів відповідно пропорційні, дорівнює нулю.  
Властивість 7. Сума добутків елементів будь-якого ряду на 
алгебраїчні доповнення відповідних елементів іншого паралельного 
йому ряду дорівнює нулю:  
jiAaAa
n
k
kjki
n
k
jkik ≠== ∑∑
==
,0,0
11
 .  
Властивість 8. Значення визначника не зміниться, якщо до 
всіх елементів якого-небудь ряду додати відповідні елементи ін-
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шого паралельного йому ряду, помножені на одне і те саме число.  
Властивість 9. Якщо кожний елемент якого-небудь ряду є 
сумою двох доданків, то такий визначник дорівнює сумі двох ви-
значників, у першому з яких відповідний ряд складається з перших 
доданків, а в другому  – з других доданків.  
 
2.4.4. Зведення визначника до східчастого вигляду  
Визначник, у якому всі елементи, що знаходяться нижче го-
ловної діагоналі, дорівнюють нулю, називається визначником вер-
хнє трикутного вигляду (рис. 79).  
Аналогічно вводиться поняття визначника нижнє трикут-
ного вигляду (рис. 80).  
Окремим випадком визначника трикутного вигляду є визнач-
ник східчастої форми як трапеція. На рис. 81 подано верхнє тра-
пецієвидний визначник.   
Зауваження. Будь-який визначник можна звести до трикутно-
го вигляду, користуючись основними його властивостями.  
 
 
Теорема. Визначник трикутного вигляду дорівнює добутку 
елементів його головної діагоналі. (Доведіть самостійно). 
Приклад. Обчислити визначник, попередньо звівши його до 
верхнє трикутного вигляду, де ненульові елементи головної діаго-
налі дорівнюють одиниці:  
а) 
1511
4321
2123
1512
−
;   б) 
3884
7357
2479
4856
−−
−−
−
−
.   
0  
Рис. 79 
0  
Рис. 80 
0  
Рис. 81 
0  
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□   а) =
−
−=↔=
−
1511
1512
2123
4321
1511
4321
2123
1512
31 RR   
=
−−
−−
−
−
−=
−
−−
−−
−
−=
−=
−=
−=
5210
9130
7420
4321
2
5210
9130
14840
4321
:
2:
3:
144
133
122
RRR
RRR
RRR
  
=↔=
−−
−−
−
−
−=
−
−−
−−
−
−= 42
5210
9130
7420
4321
2
5210
9130
14840
4321
RR   
=
−=
+=
=
−
−−
−−
−
=↔=
244
233
42 2:
3:
7420
9130
5210
4321
2
RRR
RRR
RR   
=
−
−−
−
=+==
−−
−−
−
=
3800
3100
5210
4321
2:
3800
6700
5210
4321
2 433 RRR   
=
−
−−
−
=
−
−−
−
=−==
1000
3100
5210
4321
54
27000
3100
5210
4321
28: 344 RRR   
54= ,  де iR  – i -й рядок.   
б) (Розв’язати самостійно).  ■  
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2.5. Матриці та операції над ними  
Матриці – це математичні об’єкти, які застосовуються для 
компактного запису таблично заданої інформації. Вони, зокрема, 
спрощують подання систем лінійних алгебраїчних або диференці-
альних рівнянь, у результаті чого розв’язування систем зводиться 
до виконання дій з матрицями. 
 
2.5.1. Означення матриці. Рівність матриць. Види матриць.  
Визначник квадратної матриці  
Матрицею розміру (розмірності) nm ×  називається прямо-
кутна таблиця чисел  














=
mnmm
n
n
aaa
aaa
aaа
A
...
............
...
...
21
22221
11211
 ,  
що складається з m  рядків і n  стовпців.  
Числа ( )njiaij ,1, =  називаються елементами матриці. 
Перший індекс i  вказує номер рядка, а другий j   – номер стовп-
ця, на перетині яких стоїть елемент ija .  
Матриці A  і B  називаються рівними, якщо вони мають од-
наковий розмір nm ×  і їх відповідні елементи рівні  
njmibaBA ijijnmnm ,1;,1, ===⇔= ××  .  
Матриця, у якої всі елементи дорівнюють нулю, називається 
нульовою і позначається 0 .  
Матриця, у якої число стовпців дорівнює числу рядків 
nm = , називається квадратною n -го порядку.  
Якщо nm ≠ , то матриця називається прямокутною.   
Матриця, яка складається тільки з одного рядка 1=m , нази-
вається матрицею-рядком (вектором-рядком).  
Матриця, яка складається тільки з одного стовпця 1=n , на-
зивається матрицею-стовпцем (вектором-стовпцем).  
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Для квадратної матриці A  n -го порядку сукупність еле-
ментів nnaaa ...,,, 2211  називається головною діагоналлю, а су-
купність елементів ( ) 1121 ...,,, nnn aaa −   – побічною діагоналлю.  
Квадратна матриця, у якої всі елементи, що знаходяться вище 
(нижче) головної діагоналі, дорівнюють нулю, називається нижнє 
трикутною (верхнє трикутною)  














=
nnnnn aaaa
aa
а
L
...
0
0
...
............
...0
...00
321
2221
11
;  














=
nn
n
n
a
a
a
a
aа
U
...
0...00
............
......0
......
2
1
22
1211
 .  
Прямокутна матриця, у якої всі елементи, що знаходяться 
вище (нижче) головної діагоналі 11a , rraa ...,,22  )},min{( nmr =  
дорівнюють нулю, називається матрицею східчастої форми. 
Окремим випадком такої матриці є нижнє трапецієвидна (верхнє 
трапецієвидна) матриця. На рис. 82 подана верхнє трапецієвид-
на матриця.   
Квадратна матриця D , у якої всі елементи, що 
не лежать на головній діагоналі, дорівнюють нулю, 
називається діагональною:  














=
nna
a
a
D
...00
............
0...0
0...0
22
11
 .  
Діагональна матриця, у якої всі діагональні елементи до-
рівнюють одиниці, називається одиничною і позначається E :  












=
1...00
............
0...10
0...01
E  .  
Кожній квадратній матриці A  n -го порядку ставиться у від-
0  0  
0  
Рис. 82 
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повідність визначник  
nnnn
n
n
aaa
aaa
aaа
AA
...
............
...
...
||det
21
22221
11211
==  ,  
який називається визначником (детермінантом) матриці A .  
Якщо визначник матриці A  дорівнює нулю 0det =A , то ма-
триця називається виродженою (особливою або сингулярною). 
Якщо ж визначник матриці A  відмінний від нуля 0det ≠A , то 
матриця називається невиродженою (неособливою або регуляр-
ною).  
 
2.5.2. Операції над матрицями  
Сумою матриць A  і B  однакового розміру nm ×  назива-
ється така матриця BAC +=  того ж розміру, елементи якої дорі-
внюють сумі відповідних елементів вихідних матриць  
BAC +=   ⇔   ijijij bac +=  ,   njmi ,1;,1 ==  .  
Аналогічно вводиться різниця матриць  
BAC −=   ⇔   ijijij bac −=  ,   njmi ,1;,1 ==  .  
Добутком матриці A  розміру nm ×  та числа α  назива-
ється така матриця AC α=  того ж розміру, кожний елемент якої 
дорівнює добутку відповідного  елемента  вихідної  матриці  
на це число   AC α=   ⇔   ijij ac α=  ,   njmi ,1;,1 ==  . 
Таким чином, операції додавання та віднімання матриць і 
множення матриці на число виконуються поелементно.  
Зауваження 1. Щоб визначник помножити на число, треба на 
це число помножити кожний елемент одного довільно вибраного 
рядка чи стовпця. Щоб матрицю помножити на число, треба на це 
число помножити кожний елемент матриці в цілому.  
Приклад 1. Для заданих матриць A  і B  знайти їх вказану лі-
нійну комбінацію  
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





−
−−
=
103
462
A  ;  





−−
−
=
243
325
B ;  BAC 32 −=  .  
Іншими словами, виконати зазначені дії над заданими матрицями. 
□  





−
−−
=
206
8124
2A  ;  





−−
−
=
6129
9615
3B ;   






−
−−
=−=
81215
171819
32 BAC  .    ■  
Добутком матриці A  розміру pm ×  на матрицю B  роз-
міру np ×  називається така матриця ABC =  розміру nm × , ко-
жний елемент якої ijc  дорівнює сумі добутків відповідних елемен-
тів i -го рядка першого співмножника A  та j -го стовпця другого 
співмножника B   
nppmnm BAC ××× =   ⇔  kjik
p
k
ij bac ∑
=
=
1
 ,  njmi ,1;,1 ==  .  
Зауваження 2. Добуток AB  існує тільки тоді, коли розміри 
матриць A  і B  узгоджені:  перший співмножник A  має число 
стовпців, яке дорівнює числу рядків другого співмножника B . 
Навіть коли обидва добутки AB  і BA  мають смисл, то в за-
гальному випадку BAAB ≠ . Якщо BAAB = , то матриці  A  і B  
називаються переставними. Зрозуміло, що переставні матриці 
завжди квадратні.   
Зауваження 3. Зазначимо деякі властивості добутку матриць:   
1) AAE = ;  AEA = ;         2) )()( BCACAB = ;  
3) ACBACBA +=+ )( ;  4) )()()( BABAAB α=α=α ;   
5) для квадратних матриць A  і B  справедливо  
( ) ( ) BABAAB detdetdetdet ⋅== .  
Приклад 2. Для заданих матриць A  і B  знайти добутки AB  
і BA  (Примітка. Спочатку зверніть увагу на узгодженість розмі-
рів. Поміркуйте, чи можна починати виконувати множення без 
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перевірки узгодженості розмірів матриць? Чому?): 






−
−−
=
523
432
A  ;  









 −
=
14
02
13
B  .  
□                     == ××× 233222 BAC   






−−
−−
=





⋅−+⋅+−⋅⋅−+⋅+⋅
⋅−+⋅+−⋅−⋅−+⋅+⋅−
=
87
216
1)5(02)1(34)5(2233
1)4(03)1(24)4(2332
;  
== ××× 322333 ABD    
=










−⋅+−⋅⋅+⋅⋅+−⋅
−⋅+−⋅⋅+⋅⋅+−⋅
−⋅−+−⋅⋅−+⋅⋅−+−⋅
=
)5(1)4(4213431)2(4
)5(0)4(2203230)2(2
)5()1()4(32)1(333)1()2(3
   










−−
−−
−−
=
21145
864
779
 .       ■   
Якщо в матриці A  поміняти місцями відповідні рядки і сто-
впці, то одержимо транспоновану матрицю TA . Операція пере-
ходу від матриці A  до матриці TA  називається транспо-
нуванням.  
Приклад 3. Для даної матриці A  знайти транспоновану TA :  
а) 





−
−−
=
213
452
A ;      б) 










−
−
−
=
13
75
26
A .  
□   а)  





−
−−
=
213
452
A  ;   










−−
−=
24
15
32
TA .    
б) (Розв’язати самостійно).  ■  
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2.5.3. Обернена матриця та її обчислення  
Матриця 1−A  називається оберненою до невиродженої квад-
ратної матриці A , якщо виконується умова  
EAAAA == −− 11
 .  
Приклад 1. Перевірити, що дана матриця A  невироджена:   






−
−
=
23
74
A .   
□  013218
23
74
det ≠−=−=
−
−
=A  – матриця A  невиро-
джена.  ■  
Теорема. Для будь-якої невиродженої квадратної матриці A  
n -го порядку існує єдина обернена матриця 1−A , яка обчислю-
ється за формулою  














=
−
nnnn
n
n
AAA
AAA
AAA
A
A
...
............
...
...
det
1
21
22212
12111
1
 ,  
де ijA  – алгебраїчне доповнення елемента ija  матриці A .  
(Без доведення).  
Приклад 2. Упевнитися, що дана матриця A  невироджена, і 
знайти обернену матрицю 1−A . Перевірити рівності EAA =−1   і  
EAA =−1 .  
а) 










−
−
=
101
212
111
A ;   б) 












−−
−−
−
−−
=
3132
0112
2104
6253
A .   
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









−
−
=
101
212
111
A  .   
       □ а) 02
101
212
111
det ≠=−
−
=A  – матриця A  невироджена.  
  ( ) 1
10
21
1 1111 −=
−
−=
+A  ;   ( ) 0
11
22
1 2112 =−=
+A  ;   
  ( ) 1
01
12
1 3113 =
−
−=
+A  ;      ( ) 1
10
11
1 1221 −=−=
+A  ;   
  ( ) 2
11
11
1 2222 −=
−
−=
+A  ;   ( ) 1
01
11
1 3223 =
−
−=
+A  ;   
  ( ) 3
21
11
1 1331 =
−
−=
+A  ;   ( ) 4
22
11
1 2332 =
−
−=
+A  ;   
  ( ) 1
12
11
1 3333 −=
−
−
−=
+A  ;   










−
−
−−
=
−
111
420
311
2
11A  .  
     Рівності  EAA =−1  і EAA =−1  перевірте самостійно.  
б) (Розв’язати самостійно).  ■  
 
2.5.4. Мінори матриці. Ранг матриці  
Виділимо в матриці A  розміру nm ×  будь-які k  рядків і k  
стовпців { }( )nmk ,min1 ≤≤ . Визначник, складений з елементів, 
які стоять на перетині виділених рядів, називається мінором kM   
k -го порядку матриці A .  
Рангом Arank  матриці A  розміру nm ×  називається найбі-
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льший порядок відмінного від нуля мінору цієї матриці.  
Зрозуміло, що  { }nmArank ,min0 ≤≤ , при цьому ранг до-
рівнює нулю тільки для нульової матриці.  
Якщо { }nmArank ,min= , то матриця A  називається мат-
рицею повного рангу.  
Базисним мінором матриці A  називається довільний від-
мінний від нуля мінор, порядок якого дорівнює рангу матриці.  
 
2.5.5. Обчислення рангу матриці  
Розглянемо верхнє трапецієвидну матрицю A~ :   






















= +
+
+
0...00...00
.....................
0...00...00
~
...
~1...00
.....................
~
...
~~
...10
~
...
~~
...
~1
~
)1(1
2)1(22
1)1(1112
rnr
nrr
nrr
aa
aaa
aaaa
A  ,  
в якій ненульові елементи головної діагоналі дорівнюють одиниці.  
Теорема 1. Ранг трапецієвидної матриці A~  дорівнює числу 
r  її ненульових рядків: rArank =~ . За її базисний мінор rM
~
 мож-
на взяти кутовий мінор  
1...00
............
~
...10
~
...
~1
~ 2
112
r
r
r
a
aa
M =  .  
(Без доведення).  
Елементарними перетвореннями матриці називаються на-
ступні операції:  
1) переставлення місцями будь-яких двох паралельних рядів;  
 176
2) множення елементів будь-якого ряду на довільне нену-
льове число;  
3) додавання до всіх елементів будь-якого ряду відповідних 
елементів будь-якого іншого паралельного йому ряду, по-
множених на одне і те ж довільне число.  
Дві матриці A  і B  називаються еквівалентними, якщо одну 
з них можна одержати з іншої за допомогою елементарних пере-
творень. Позначається  BA ~ .  
Теорема 2. Еквівалентні матриці мають один і той же ранг  
BrankArankBA =⇒~ .  
Іншими словами, елементарні перетворення не змінюють рангу 
матриці.   (Без доведення). 
Метод елементарних перетворень знаходження рангу мат-
риці полягає у зведені даної матриці A  розміру nm ×  за допомо-
гою елементарних перетворень рядків і переставлення стовпців до 
еквівалентної східчастої верхнє трапецієвидної (зокрема, верхнє 
трикутної) матриці A~ , в якій всі ненульові елементи головної діа-
гоналі iia
~
, ri ,1=  дорівнюють одиниці:  1~ =iia , ri ,1= .  
Тоді  rArankArank == ~ .  
Приклад 1. Знайти ранг даної матриці A  методом еле-
ментарних перетворень     
             










−−
−−
−
=
3695
5563
2132
A .   
□ ~
3596
5365
2231
~~
3695
5563
2132
31










−−
−−
−
↔










−−
−−
−
= SSA   
~
6:
5:
~
3596
5365
2231
~:~
133
122
11 RRR
RRR
RR
+=
−=










−−
−−
−−−
−=   
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 ~:~
15790
15790
2231
~ 233 RRR +=










−−−
−−−
   









 −−−
=









 −−−
0000
359710
2231
~9:~
0000
15790
2231
~ 22 RR  ;   
2== rArank ,  де iR  – i -й рядок; jS  – j -й стовпець.  ■  
 
2.5.6. Приклади застосування матриць в економічних задачах  
В економічній теорії та практиці для зберігання, системати-
зації, аналізу різноманітної інформації та планування діяльності 
роботи окремого підприємства чи галузі економіки в цілому ши-
роко користуються таблицями – матрицями. Наведемо приклади 
розв’язання деяких типових задач.  
Приклад 1. У таблиці наведено дані стосовно сукупного прода-
жу по всіх п’яти магазинах торговельної фірми за перший і другий 
квартали (у тис. грош. од.): 
 
Магазини Вид  
продукції 1-й 2-й 3-й 4-й 5-й 
Перший квартал  
Сири 25 60 45 50 40 
Ковбаси 30 45 40 35 60 
Риба 45 30 35 40 55 
Другий квартал  
Сири 30 65 55 60 45 
Ковбаси 30 40 45 35 50 
Риба 55 35 40 35 50 
 
Знайти:  а) загальні об’єми продаж фірми за перше півріччя 
за видами товарів і за магазинами;  б) приріст продаж у другому 
кварталі порівняно з першим за видами товарів і за магазинами.  
□  Зміст цієї таблиці можна подати у вигляді двох прямокут-
них матриць одного розміру 3×5, кожна з яких демонструє сукуп-
ний продаж по 5 магазинах у першому (матриця A ) та у другому 
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(матриця B ) кварталах:   










=
5540353045
6035404530
4050456025
A ;  










=
5035403555
5035454030
4560556530
B .  
Кожний їх елемент легко інтерпретувати. Наприклад, 
4034 =а  означає, що у першому кварталі продано риби на 40 тис. 
грош. од. у четвертому магазині. Тоді  
а) загальні об’єми продаж фірми за перше півріччя знайдемо 
як суму матриць A  і  B : 
=










+










=+
5035403555
5035454030
4560556530
5540353045
6035404530
4050456025
BA   
=










+++++
+++++
+++++
=
50553540403535305545
50603535454040453030
45406050554565603025
  










=
105757565100
11070858560
8511010012555
;   
б) приріст продаж у другому кварталі порівняно з першим 
знайдемо як різницю між сукупним продажем у другому кварталі 
(матриця B ) і першому кварталі (матриця A ):   
=










−










=−
5540353045
6035404530
4050456025
5035403555
5035454030
4560556530
AB   
=










−−−−−
−−−−−
−−−−−
=
55504035354030354555
60503535404545403030
40455060455560652530
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









−−
−−=
555510
100550
5101055
.   ■   
Приклад 2. Підприємство виробляє чотири типи продукції, 
використовуючи три види ресурсів згідно з таблицею:  
 
Норми витрати на одиницю продукції  
(ум. од.)  Вид ресурсу  
1-й тип 2-й тип  3-й тип 4-й тип 
Метал  12 20 10 8 
Пластмаса  6 5 4 16 
Електроенергія 4 2 6 5 
 
Вартість кожного виду ресурсів в розрахунку на умовну оди-
ницю задається таблицею:  
 
Вид ресурсу Метал Пластмаса Електроенергія  
Вартість ресурсу 
(грош. од.)  0,5 0,2 0,4 
 
Нехай підприємство повинно виконати замовлення на свою 
продукцію згідно з таблицею:    
 
Тип продукції 1-й тип 2-й тип  3-й тип 4-й тип 
Кількість  
продукції (од.)  150 200 80 120 
 
Знайти:  а) загальну потребу в кожному виді ресурсів для ви-
конання даного замовлення;  б) повну вартість усіх потрібних для 
цього ресурсів.  
□  Запишемо матриці 










=
5624
16456
8102012
A ;  ( )4,02,05,0=P ;  












=
120
80
200
150
X .  
В яких відобразимо зміст поданих таблиць у вигляді записа-
них прямокутних матриць, кожна з яких: матриця A  - об’єм виро-
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бництва,   матриця P  - вартість кожного виду ресурсів, матриця 
X  - кількість одиниць продукції. 
Тут  ijа  - норма витрати (в умовних одиницях) i -го виду ре-
сурсу на виробництво одиниці j -го типу продукції;  ip  - вартість 
умовної одиниці i -го виду ресурсу;  jx  - кількість одиниць j -го 
типу продукції в замовленні.  
а) Загальну потребу в кожному виді ресурсів для виконання 
даного замовлення знайдемо як добуток матриці A  - об’єм вироб-
ництва та матриці X  - кількість одиниць продукції:  
=






















==
120
80
200
150
5624
16456
8102012
AXS      










=










⋅+⋅+⋅+⋅
⋅+⋅+⋅+⋅
⋅+⋅+⋅+⋅
=
2080
4140
7560
120580620021504
1201680420051506
120880102002015012
.   
б) Повна вартість усіх потрібних для виконання даного замо-
влення ресурсів знайдемо як добуток матриці P  - вартість кожно-
го виду ресурсів та матриці S  - загальної потреби в кожному виді 
ресурсів для виконання даного замовлення:   
( ) =










==
2080
4140
7560
4,02,05,0PSC   
544020804,041402,075605,0 =⋅+⋅+⋅= .   ■   
 
Приклад 3. На підприємстві є шість робочих місць, на яких 
виробляється два типи продукції. Витрати робочого часу в годинах 
на кожному робочому місці і на кожну одиницю продукції розпо-
ділені згідно з таблицею:  
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Норми витрати робочого часу на одиницю продукції (год.)  Тип  
про-
дукції  
1-ше  
роб. 
місце  
2-ге 
роб. 
місце  
3-тє  
роб. 
місце  
4-те  
роб. 
місце  
5-те  
роб. 
місце  
6-те  
роб. 
місце  
1-й тип  2 1 3 1 0 1 
2-й тип  3 2 0 3 2 2 
 
Погодинна заробітна плата (грош. од.) на кожному робочому 
місці задається таблицею:  
 
Робоче місце 1-ше 2-ге  3-тє 4-те 5-те 6-те 
Погод. зарплата (грош. од.)  15 16 10 12 15 18 
 
Нехай підприємство повинно виконати три замовлення на 
свою продукцію згідно з таблицею:    
 
Замовлення Кількість  
продукції (од.)  1-ше  2-ге  3-тє  
1-й тип  60 50 0 
2-й тип  30 0 80 
 
Обчислити розмір заробітної плати, яка припадає на кожне 
замовлення.  
□  Зміст поданих таблиць можна відобразити у вигляді на-
ступних прямокутних матриць:  






=
223023
101312
V ;  





=
80030
05060TZ ;  
( )181512101615=TP .  
Тут матриця P  задає залежність між розміром зарплати і ви-
тратами робочого часу на кожному робочому місці;  матриця  V  
визначає залежність між витратами часу на кожному робочому 
місці і кількістю випущеної продукції різних типів;  матриця Z  
задає кількість і асортимент продукції у кожному замовленні.  
Тоді добуток VPS =  задає залежність між випуском різних 
типів продукції і розміром зарплати:  
×





==
223023
101312
VPS   
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                        ( ) 





=×
179
106
181512101615 T .  
Добуток SZX =  визначає шуканий розподіл розміру зар-
плати, що припадає на виконання кожного замовлення:   










=










⋅+⋅
⋅+⋅
⋅+⋅
=















==
14320
5300
11730
179801060
179010650
1793010660
179
106
800
050
3060
SZX . ■  
 
2.6. Системи лінійних алгебраїчних рівнянь  
і методи їх розв’язування  
2.6.1. Системи лінійних алгебраїчних рівнянь.  
Основні поняття  
Система m  лінійних алгебраїчних рівнянь (СЛАР) з n  не-
відомими  jx   ),1( nj =  має вигляд  







=+++
=+++
=+++
,...
...............................................
...
...
2211
22222121
11212111
mnmnmm
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
    
де  ),1;,1( njmiaij ==   і  ),1( mibi =  – задані числа:  
),1;,1( njmiaij ==  – коефіцієнти при невідомих;   
),1( mibi =  – вільні члени (праві частини).  
Система, у якій число рівнянь дорівнює числу невідомих n , 
називається квадратною n -го порядку.  
Система називається сумісною, якщо вона має хоча б один 
розв’язок, і несумісною (суперечливою), якщо вона не має жод-
ного розв’язку.  
Сумісна система називається визначеною, якщо її розв’язок 
єдиний, і невизначеною – в протилежному випадку.  
Введемо матричні позначення  
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













=
mx
x
x
X
...
2
1
 ;   














=
mnmm
n
n
aaa
aaa
aaа
A
...
............
...
...
21
22221
11211
 ;   














=
mb
b
b
B
...
2
1
 ;   
( )














==
mmnmm
n
n
b
b
b
aaa
aa
aaа
BAC
...
...
............
...
...
2
1
21
22221
11211
 ,   
де  X  – матриця-стовпець невідомих розміру 1×n ;  A  – осно-
вна матриця системи, складена з коефіцієнтів при невідомих роз-
міру nm × ;  B  – матриця-стовпець вільних членів (правих ча-
стин) розміру 1×m ;  C  – розширена матриця системи розміру 
)1( +× nm ;    
Тоді СЛАР можна подати в матричній формі  BAX = .  
Для квадратної системи визначник n∆ , складений з коефі-
цієнтів при невідомих, називається визначником системи  
nnnn
n
n
n
aaa
aaa
aaа
...
............
...
...
21
22221
11211
=∆ .  
Для квадратної системи n -го порядку  An det=∆ .  
Система називається однорідною, якщо всі її вільні члени до-
рівнюють нулю ),1(0 mibi == , і – неоднорідною, якщо хоча б 
один з вільних членів відмінний від нуля.  
Однорідна СЛАР  0=AX   завжди сумісна, бо має три-
віальний (очевидний) нульовий розв’язок  0=X .  
Теорема Кронекера – Капеллі. Система m  лінійних алгеб-
раїчних рівнянь з n  невідомими BAX =  сумісна тоді і тільки 
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тоді, коли ранг розширеної матриці ( )BAC =  дорівнює рангу 
основної матриці A :  rArankCrank == . У випадку сумісності:  
1) якщо ранг цих матриць дорівнює числу невідомих nr = , то си-
стема має єдиний розв’язок (є визначеною);  2) якщо цей спільний 
ранг менше числа невідомих nr < , то система є невизначеною і 
має безліч розв’язків, які залежать від rn −  довільних сталих 
(параметрів) (рис. 83).         (Без доведення). 
 
 
Рис. 83  
 
Оскільки розширена матриця C  включає в себе основну ма-
трицю A , то CrankArank ≤ . Розширена матриця C  одержана з 
основної матриці A  доданням тільки одного стовпця, тому 
1+≤ ArankCrank .  
Нехай система сумісна rArankCrank ==   і rM  – деякий 
(довільно вибраний) базисний мінор її основної матриці A . Якщо 
залишити в системі тільки всі ті рівняння, частина коефіцієнтів 
яких входить в базисний мінор, то одержана система буде рівно-
сильна початковій.  
Якщо сумісна система є невизначеною 
Система лінійних алге-
браїчних рівнянь 
Несумісна (не має 
розв’язків), якщо   
ArankCrank ≠  
Сумісна (має хоча б один розв’язок),  
якщо ArankCrank =  
Визначена (єдиний 
розв’язок), якщо   
nArankCrank ==
Невизначена 
(нескінченна  множина 
розв’язків), якщо 
nArankCrank <=  
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nrArankCrank <== , то ті r  невідомі jx , коефіцієнти при 
яких входять у вибраний базисний мінор rM , називаються базис-
ними, а решта rn −  невідомі jx  називаються вільними.  
Залишимо в системі тільки всі ті рівняння, частина кое-
фіцієнтів яких увійшла в базисний мінор, і перенесемо вправо всі 
члени з вільними невідомими. Розглядаючи вільні невідомі як до-
вільні сталі (параметри), одержуємо квадратну систему r -го по-
рядку відносно базисних невідомих, визначником якої служить 
базисний мінор rM . Оскільки 0≠rM , то базисні невідомі знахо-
дяться однозначно. Таким чином, отримуємо загальний розв’язок 
початкової системи. При довільно вибраних фіксованих значеннях 
вільних невідомих (параметрів) одержуємо частинний розв’язок. 
Частинний розв’язок, який відповідає нульовим значенням вільних 
невідомих, називається опорним розв’язком.  
Приклад. Перевірити дану систему на сумісність  





=−+−
=−+−
=−+−
37855
22
12
4321
4321
4321
xxxx
xxxx
xxxx
   
□  Для знаходження рангу використовуємо метод елемен-
тарних перетворень. За допомогою елементарних перетворень ря-
дків розширеної матриці ( )BAC =  та переставлення стовпців 
тільки основної матриці A  зводимо розширену матрицю C  до 
східчастої форми з верхнє трапецієвидною основною матрицею 
A . Ранг основної матриці A  дорівнює числу рядків трапеції. Як-
що в розширеній матриці C  нижче рядків трапеції всі елементи 
нульові, то її ранг дорівнює рангу основної матриці 
ArankCrank = . У протилежному випадку ранг розширеної мат-
риці на одиницю більший: 1+= ArankCrank .  










−−
−−
−−
=
7855
1211
2111
A  ;   ~
3
2
1
7855
1211
2111










−−
−−
−−
=C    
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~3:~
2
1
1
3300
1100
2111
~
5:
:
~ 233
133
122 RRR
RRR
RRR
−=










−
−−
−=
−=
   
~5:~
5
1
1
0000
1100
2111
~ 33 RR −=










−
−−
   









 −−
↔









 −−
1
1
1
0000
0110
1121
~~
1
1
1
0000
1100
2111
~ 42 SS  .  
Звідси  3;2 == CrankArank .  
Оскільки  ArankCrank ≠ , то система несумісна.     ■  
Зауваження 1. Загальний розв’язок СЛАР може мати різний 
вигляд, що, зокрема, залежить від вибору складу базисних і віль-
них невідомих і від способу введення довільних сталих.  
Зауваження 2. Загальний розв’язок X  сумісної неоднорідної 
СЛАР BAX =  можна подати у вигляді суми *0 XXX +=  зага-
льного розв’язку 0X  відповідної однорідної СЛАР 0=AX  і будь-
якого частинного розв’язку *X  вихідної неоднорідної СЛАР  
Разом з тим, загальний розв’язок 0X  відповідної однорідної 
СЛАР можна подати у вигляді лінійної комбінації  
rnrn XCXCXCX −−+++= ...22110    
rn −  лінійно незалежних частинних розв’язків jX  ),1( rnj −=  
цієї однорідної СЛАР, що утворюють так звану фундаментальну 
систему розв’язків. Тут jC  ),1( rnj −=  – довільні сталі (параме-
три).  
Частинний розв’язок неоднорідної СЛАР, що відповідає ну-
льовим значенням довільних сталих , називається її опорним 
розв’язком.  
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2.6.2. Розв’язування квадратної системи лінійних  
алгебраїчних рівнянь за допомогою оберненої матриці  
Теорема. Якщо основна матриця A  квадратної системи 
BAX =
 невироджена (тобто, 0det ≠A ), то система має єди-
ний розв’язок, який обчислюється за формулою  
BAX 1−=
 .  
□  Оскільки матриця A  – невироджена, то існує обернена 
матриця 1−A . Тоді  
( ) BAAXA 11 −− = ;     ( ) BAXAA 11 −− = ;   
BAEX 1−= ;      BAX 1−= .     ■  
Приклад. Розв’язати квадратну систему  
а)  





−=−−
=++
−=−−
432
022
7523
zyx
zyx
zyx
      б)  





=+−
=−+−
=+−
1732
14
6543
zyx
zyx
zyx
  
за допомогою оберненої матриці (матричним методом).  
□   а)  










=
z
y
x
X  ;   










−−
−−
=
312
212
523
A  ;   










−
−
=
4
0
7
B  ;  
BAX =  ;   03
312
212
523
det ≠−=
−−
−−
=A   
Оскільки визначник матриці ( Adet ) не дорівнює 0 , то матриця A  
не вироджена і обернена матриця 1−A  існує. Знайдемо всі алгебра-
їчні доповнення та запишемо обернену матрицу 1−A . 
  ( ) 1
31
21
1 1111 −=
−−
−=
+A  ;   ( ) 10
32
22
1 2112 =
−
−=
+A  ;   
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  ( ) 4
12
12
1 3113 −=
−
−=
+A  ;      ( ) 1
31
52
1 1221 −=
−−
−−
−=
+A  ;   
  ( ) 1
32
53
1 2222 =
−
−
−=
+A  ;   ( ) 1
12
23
1 3223 −=
−
−
−=
+A  ;   
  ( ) 1
21
52
1 1331 =
−−
−=
+A  ;   ( ) 16
22
53
1 2332 −=
−
−=
+A  ;   
  ( ) 7
12
23
1 3333 =
−
−=
+A  ;   










−−
−
−−
−=
−
714
16110
111
3
11A  .  
BAX 1−=  ;   =










−
−










−−
−
−−
−=
4
0
7
714
16110
111
3
1X   
     









−
=










−−=










−+
++−
−+
−=
0
2
1
0
6
3
3
1
28028
64070
407
3
1
 ;  
0
2
1
=
=
−=
z
y
x
   
б) (Розв’язати самостійно).  ■  
 
2.6.3. Розв’язування квадратної системи лінійних  
алгебраїчних рівнянь методом Крамера  
Розв’язання квадратної системи з невиродженою основною 
матрицею можна подати безпосередньо через визначники.  
Теорема (правило Крамера). Якщо визначник квадратної си-
стеми відмінний від нуля, то система має єдиний розв’язок, який 
обчислюється за формулою  
                                                         
( ) njx njnj ,1, =∆∆=  ,  
де  
( )j
n∆  – допоміжний визначник, одержаний з основного ви-
значника n∆  заміною j -го стовпця стовпцем вільних членів  
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( )
( ) ( )
( ) ( )
( ) ( ) nnjnnjnn
njj
njj
j
n
aabaa
aabaa
aabaa
......
.........
......
......
111
21221221
11111111
+−
+−
+−
=∆  .  
Приклад 1. Перевірити, що визначник квадратної системи 
відмінний від нуля і розв’язати її методом Крамера:  
а)  





−=+−
−=+−
=+−
432
32
123
zyx
zyx
zyx
    б)  





−=+−
=−+
−=+−
5322
873
324
zyx
zyx
zyx
    
□  а) 04
312
211
123
≠−=
−
−
−
=∆ ;    ( ) 4
314
213
121
1
−=
−−
−−
−
=∆ ;   
( ) 0
342
231
113
2
=
−
−=∆ ;  ( ) 8
412
311
123
3
=
−−
−−
−
=∆ ;  
( )
1
1
=
∆
∆
=x ; 
( )
0
2
=
∆
∆
=y ;  
( )
2
3
−=
∆
∆
=z .    б) (Розв’язати самостійно).  ■  
 
2.6.4. Розв’язування системи лінійних  
алгебраїчних рівнянь методом Гаусса  
Розглянемо довільну прямокутну систему m  лінійних алгеб-
раїчних рівнянь з n  невідомими  jx   ( )nj ,1=   







=+++
=+++
=+++
mnmnmm
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
...
...............................................
...
...
2211
22222121
11212111
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Нехай A  – основна матриця, складена з коефіцієнтів рівнянь 
системи при невідомих, а C  – розширена матриця цієї системи, 
яку отримують з основної матриці системи, дописуючи стовпець 
вільних доданків. Мета методу Гаусса: привести  розширену мат-
рицю системи до східчастого вигляду за допомогою елементарних 
перетворень матриці. Елементарним перетворенням рядків розши-
реної матриці C  і переставленню стовпців тільки основної матри-
ці A  відповідають наступні рівносильні перетворення лінійної си-
стеми:  
1) переставлення місцями будь-яких двох рівнянь (перену-
меровування рівнянь);  
2) множення обох частин будь-якого рівняння на довільне 
ненульове число;  
3) додавання до обох частин будь-якого рівняння відповідних 
частин іншого рівняння, помножених на довільне число;  
4) перенумеровування невідомих.  
Метод Гаусса дослідження і розв’язування СЛАР склада-
ється з двох основних етапів.  
На першому етапі (прямий хід методу Гаусса – зверху вниз) 
здійснюють послідовне виключення невідомих за допомогою вка-
заних рівносильних перетворень системи. Тому часто метод Гаус-
са називають методом послідовного вилучення невідомих. Спо-
чатку виділяють перше рівняння і відповідно перше невідоме. 
Припустимо, що 011 ≠a . Якщо ця умова не виконується, то пере-
ставляють рівняння і/або перенумеровують невідомі так, щоб цей 
коефіцієнт був відмінний від нуля. Ділять перше рівняння на 
011 ≠a  і за допомогою одержаного рівняння виключають послі-
довно перше невідоме з другого рівняння, потім з третього рів-
няння і т.д. до останнього найнижчого. Виділяють друге рівняння і 
відповідно друге невідоме. Припустимо, що 022 ≠a . Якщо ця 
умова не виконується, то переставляють рівняння і/або перенуме-
ровують невідомі так, щоб цей коефіцієнт був відмінний від нуля. 
Ділять друге рівняння на 022 ≠a  і за допомогою одержаного рів-
няння виключають послідовно друге невідоме з третього рівняння, 
потім з четвертого рівняння і т.д. до останнього найнижчого. Цей 
процес продовжують до тих пір, доки не дійдуть до останнього 
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найнижчого рівняння або ситуації, коли виділене рівняння і всі 
рівняння, що лежать нижче нього, мають тільки нульові коефіцієн-
ти при невідомих.  
В результаті система зводиться до наступної східчастої фор-
ми  











=
=
=+++
=+++++
=++++++
+
++
++
++
m
r
rnrnrrrr
nnrrrr
nnrrrr
b
b
bxaxax
bxaxaxax
bxaxaxaxax
~0
...............
~0
~
~~
...
~~~
..............................................................
~
~~
...
~~~~
...
~
~
~~
...
~~~~
...
~~~
1
1)1(
221)1(222
111)1(112121
  
Якщо хоча б один з вільних членів  jb
~
  ),1( mrj +=  від-
мінний від нуля, то система несумісна, тобто не має розв’язків.  
Зауваження 1. Прямий хід методу Гаусса зручно виконувати 
в матричній формі, зводячи розширену матрицю до східчастого 
вигляду з верхнє трапецієвидною основною матрицею. При цьому 
застосовуються елементарні перетворення рядків розширеної мат-
риці і переставлення стовпців тільки основної матриці (перенуме-
ровування невідомих).  
Якщо всі вільні члени, які відповідають рядком розширеної 
матриці, що стоять нижче трапеції, дорівнюють нулю  0~ =jb   
),1( mrj += , то rCrankArank ==   і система сумісна. Перші r  
невідомі  jx~   ),1( rj =  є базисними, а решта rn −  невідомі  jx~   
),1( mrj +=  – вільні. Тоді здійснюють перехід до другого етапу.   
На другому етапі (зворотний хід методу Гаусса – знизу вго-
ру) вільні невідомі приймають за довільні сталі (параметри)  
rjj Cx −=~   ),1( mrj += . Відкидають нульові рівняння (тотожно-
сті 00 = ). Переносять в праву частину всі члени, що містять віль-
ні невідомі. Одержують систему верхнє трикутної форми відносно 
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базисних невідомих. Цю систему розв’язують, підіймаючись знизу 
вгору. Спочатку з останнього рівняння знаходять останнє базисне 
невідоме rx
~
. Потім одержане значення rx
~
 підставляють у передо-
станнє рівняння і визначають з нього 1
~
−rx  і т.д., доки не знайдуть 
1
~x .  
Приклад 1. Розв’язати систему методом Гаусса  
а) 





=+−+
−=+−+
=−+−
53
64322
232
4321
4321
4321
xxxx
xxxx
xxxx
    б) 





=+−
=−−
−=+−
2285
7254
343
321
321
321
xxx
xxx
xxx
     
□  а) Прямий хід:  ~
3:
2:
~
51113
64322
23211
133
122
4321
RRR
RRR
bxxxx
−=
−=










−
−−
−−
   
~
:
4:
~
110740
1010740
23211
~
233
22
4321
RRR
RR
bxxxx
−=
=










−−
−−
−−
   










−−
−−
90000
25254710
23211
~
4321 bxxxx
 .      
Оскільки останньому рядку (поза трапецією) відповідає  рів-
няння з нульовими коефіцієнтами і відмінним від нуля вільним 
членом, то система несумісна (не має розв’язків).    
б) (Розв’язати самостійно).  ■ 
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Приклад 2. Розв’язати систему методом Гаусса  
а) 







−=+−+
=++++
=++−+
=+−++
1557
53335
1422
4223
5421
54321
54321
54321
xxxx
xxxxx
xxxxx
xxxxx
  б) 





−=+−
−=+−
=−+
12
323
942
321
321
321
xxx
xxx
xxx
  
□ а) Прямий хід: ~~
151057
533135
114122
421213
21
54321
SS
bxxxxx
↔












−−
−
−
   
~
5:
3:
2:
~
151075
533153
114122
421231
~
144
133
122
54312
RRR
RRR
RRR
bxxxxx
−=
−=
−=












−−
−
−
   
~4:~
21541080
736540
736540
421231
~ 22
54312
RR
bxxxxx
−=












−−−−
−−−−
−−−−
−
   
~
8:
4:
~
21541080
736540
4743234510
421231
~
244
233
54312
RRR
RRR
bxxxxx
+=
+=












−−−−
−−−−
−
−
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~~
718000
000000
4743234510
421231
~ 43
54312
RR
bxxxxx
↔












−−
−
−
   
~~
000000
718000
4743234510
421231
~ 53
54312
SS
bxxxxx
↔












−−
−
−
   












−−
−
−
000000
708100
4745234310
421231
~
34512 bxxxxx
 .   
Система сумісна, але невизначена, оскільки  
53 =<=== nrArankCrank .  
Покладемо 512 ,, xxx  – базисні невідомі; 34 , xx  – вільні невідомі.  
Зворотний хід:  Вільні невідомі приймаємо за довільні сталі 
(параметри)  14 Cx =  ;  23 Cx = . Відкидаємо тотожність 00 = , яка 
відповідає останньому рядку. Переносимо в праву частину всі 
члени, що містять вільні невідомі. Одержуємо систему верхнє три-
кутної форми відносно базисних невідомих 512 ,, xxx : 







+−=
−+=+
−+=++
15
2151
21512
87
4
5
2
3
4
7
4
3
2423
Cx
CCxx
CCxxx
 .  
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Цю систему розв’язуємо, підіймаючись знизу вгору, почи-
наючи з останнього рівняння.  
14 Cx =  ;  23 Cx =  ;  15 87 Cx +−=  ;  −−+= 211 4
5
2
3
4
7 CCx     
( ) 211215 4
5
2
9787
4
3
4
5
2
3
4
7
4
3 CCCCCx −−=+−−−+=−  ;   
−−+=−−−+= 2151212 242324 CCxxCCx   
( ) 21121 4
7
2
33872
4
5
2
973 CCCCC +−−=+−−





−−−  .  
Отже, загальний розв’язок має вигляд  
211 )4/5()2/9(7 CCx −−= ;  212 )4/7()2/3(3 CCx +−−= ;   
23 Cx = ;   14 Cx = ;   15 87 Cx +−= , де   21 , СС  – довільні сталі. 
Поклавши 023 == Cx  і 014 == Cx , отримуємо опорний 
розв’язок     71 =x  ;  32 −=x  ;  03 =x  ;   04 =x  ;   75 −=x  .  
б) (Розв’язати самостійно).  ■  
Зауваження 2. Для спрощення вигляду загального розв’язку 
останнього Прикладу 2а можна покласти 23 4Cx =  і 14 2Cx = , то-
ді 211 597 CCx −−=  і 212 733 CCx +−−= , де RCC ∈21, .  
 
2.6.5. Однорідна квадратна система  
лінійних алгебраїчних рівнянь  
Згідно з теоремою Кронекера – Капеллі однорідна прямо-
кутна СЛАР 0=AX  завжди сумісна і має тривіальний (нульовий) 
розв’язок  0=X , бо ранг розширеної матриці ( )0AC =  дорів-
нює рангу основної матриці A . Нульовий розв’язок 0=X  єди-
ний, якщо цей спільний ранг дорівнює числу невідомих. У проти-
вному разі СЛАР має безліч розв’язків.  
З наведених міркувань для квадратної СЛАР випливає така  
теорема. Однорідна квадратна система 0=AX  має нену-
льовий розв’язок тоді і тільки тоді, коли визначник системи дорі-
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внює нулю 0det =A . Якщо цей визначник відмінний від нуля, то 
система має лише нульовий розв’язок.  
Приклад 1. Знайти значення параметра α , при яких одно-
рідна квадратна СЛАР  
а) 





=α+−
=−+
=+α−
0
053
07
321
321
321
xxx
xxx
xxx
      б) 





=α+−
=−+α
=+−
024
04
0632
321
321
321
xxx
xxx
xxx
  
має ненульовий розв’язок (має безліч розв’язків).  
□  а) 0det ==∆ A  ;   0
11
531
71
=
α−
−
α−
 ;  
03382 =−α+α  ;   11;3 21 −=α=α .   
б) (Розв’язати самостійно).  ■  
Приклад 2. Переконатись, що дана однорідна квадратна 
СЛАР має безліч розв’язків. Знайти її загальний розв’язок і будь-
який ненульовий частинний розв’язок.  
а) 





=+−
=−+
=+−
0324
022
022
321
321
321
xxx
xxx
xxx
       б) 





=+−
=−+
=+−
035
022
0253
321
321
321
xxx
xxx
xxx
   
□  а) 0
324
122
221
det =
−
−
−
==∆ A  .  
Отже, система має безліч розв’язків. Запишемо розширену 
матрицю системи і за допомогою елементарних перетворень мат-
риць зведемо її до східчастого вигляду, тобто розв’яжемо систему 
методом Гаусса, після чого за теоремою Кронекера-Капеллі зро-
бимо висновок про кількість розв’язків заданої однорідної систе-
ми.  
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Прямий хід: ( ) ~
4:
2:
~
0324
0122
0221
0
133
122
RRR
RRR
AC
−=
−=










−
−
−
==   
~
0000
0560
0221
~:~
0560
0560
0221
~ 233










−
−
−=










−
−
−
RRR   










−
−
=
0000
06510
0221
~6:~ 22 RR  .  
Отже,   32 =<=== nrArankCrank ,  
Тут  21 , xx  – базисні невідомі;  3x  – вільне невідоме.  
Зворотний хід:  
Відкидаємо тотожність 00 = , яка відповідає останньому ря-
дку. Вільне невідоме приймаємо за довільну сталу (параметр)   
Cx =3 .  
Переносимо в праву частину всі члени, що містять вільне не-
відоме. Одержуємо систему верхнє трикутної форми відносно ба-
зисних невідомих 21 , xx :  



=
−=−
32
321
)6/5(
22
xx
xxx
 .  
Розв’язуємо систему, починаючи з останнього рівняння.  
Cx =3 ;  Cx )6/5(2 = ;  CCCCxx )3/1(2)6/5(222 21 −=−⋅=−= .  
Отже, загальний розв’язок  
Cx )3/1(1 −= ;   Cx )6/5(2 = ;   Cx =3 ,   RC ∈ .  
Покладемо  6=C . Тоді маємо ненульовий частинний 
розв’язок  21 −=x  ;   52 =x  ;   63 =x .  
б) (Розв’язати самостійно).  ■  
 198
2.6.6. Модель Леонтьєва міжгалузевого балансу  
У ряді задач макроекономіки ставиться питання про ефек-
тивне збалансування діяльності багатогалузевого господарства. 
При цьому кожна галузь виступає як виробником, так і спожи-
вачем продукції (як своєї, так і продукції інших галузей). Між-
галузевий баланс можна розглядати в натуральному виразі. 
Проте з економічної точки зору баланс у вартісному виразі має 
важливіше значення, оскільки дозволяє об’єднувати окремі га-
лузі у групи, що полегшує складання балансів продукції.  
Введемо наступні позначення:   
n  − кількість галузей у господарстві;  ix  − загальна вар-
тість продукції, виробленої в i -й галузі (валовий продукт) 
)...,,2,1( ni = ;  iy  − вартість продукції i -ї галузі, призначеної 
для реалізації (кінцевий продукт або чистий продукт, призна-
чений для невиробничих потреб);  ijx  − вартість продукції i -ї га-
лузі, що споживається в j -й галузі (прямі витрати) 
)...,,2,1( nj = . 
Міжгалузевий розподіл прямих витрат і кінцевого продукту 
задано таблицею:  
Прямі витрати по галузям 
Галузь 
Валовий 
продукт 1 2 … n  
Разом на 
виробничі 
потреби 
Кінцевий 
продукт 
1 1x  11x  12x  … nx1  ∑ =
n
j jx1 1  1y  
2 2x  21x  22x  … nx2  ∑ =
n
j jx1 2  ix  
… … … … … … … … 
n  nx  1nx  2nx  … nnx  ∑ =
n
j njx1  ny  
 
Зв’язок між величинами в рядках цієї таблиці виражається 
системою рівнянь  
∑
=
+=
n
j
iiji yxx
1
,  ni ...,,2,1= ,  
що називаються балансовими співвідношеннями.  
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Їх можна подати у вигляді  
∑
=
+=
n
j
ijiji yxax
1
,  ni ...,,2,1= , де jijij xxa = , ni ...,,2,1=  
- коефіцієнти прямих витрат, що задають витрати продукції i -ї 
галузі на виробництво одиниці продукції j -ї галузі. Вони утво-
рюють матрицю прямих витрат або технологічну матрицю:  














=
nnnn
n
n
aaa
aaa
aaa
A
...
.............................
...
...
21
22221
11211
.  
Матриці-стовпці  X  і Y , де  
)...( 21 nT xxxX =    і   )...( 21 nT yyyY = ,  
називають відповідно вектором-планом (вектором валового ви-
пуску) і вектором кінцевих продуктів.  
Враховуючи введені матричні позначення, систему балансо-
вих співвідношень можна подати у вигляді матричного рівняння  
YAXX +=
  або  YXAE =− )( .  
Головна задача міжгалузевого балансу полягає у знахо-
дженні такого вектора-плану X , який при відомій матриці прямих 
витрат A  забезпечує заданий вектор кінцевих продуктів Y .  
Користуючись поняттям оберненої матриці, вектор-план X  
знаходять за формулою:  
  
YAEX 1)( −−= .  
Обернену матрицю  1)( −−= AES   називають матрицею 
повних витрат, оскільки її елемент ijs  визначає вартість продук-
ції i -ї галузі, що споживається при виробництві вартісної одиниці 
кінцевої продукції j -ї галузі.  
Зауваження. З економічних міркувань усі величини в балан-
сових співвідношеннях є невід’ємними, тобто 0≥A , 0≥X  і 
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0≥Y . Крім того, матриця прямих витрат A  повинна забезпечува-
ти існування невід’ємного розв’язку 0≥X  системи балансових 
рівнянь при будь-якій невід’ємній правій частині 0≥Y . Таку мат-
рицю A  називають продуктивною. Матриця 0≥A  є продуктив-
ною, якщо 1max 1
,...,2,1
≤∑
=
=
n
i ij
nj
a  та існує номер j ,  при якому 
справджується строга нерівність  11 <∑ =
n
i ija .  
Приклад. Нехай економічна система складається з трьох га-
лузей виробництва. Відомі матриця прямих витрат і вектор кінце-
вих продуктів:   










=
4,01,01,0
2,05,01,0
0,01,04,0
A ;   










=
1000
1000
2000
Y .  
Знайти відповідний вектор-план ( )Txxx 321=X .  
□  Спочатку знайдемо матрицю як різницю одиничної та за-
даної матриць 










−−
−−
−
=










−










=−
6,01,01,0
2,05,01,0
0,01,06,0
4,01,01,0
2,05,01,0
0,01,04,0
100
010
001
AE .  
Потім обчислимо матрицю повних витрат за відомою схемою 
знаходження оберненої матриці (зробіть це самостійно):  
( )










=−=
−
8125,14375,0375,0
75,025,25,0
125,0375,075,1
1AES .  
Помноживши матрицю повних витрат S  на вектор кінцевих 
продуктів Y , дістанемо шуканий вектор-план:  










=




















==
3000
4000
4000
1000
1000
2000
8125,14375,0375,0
75,025,25,0
125,0375,075,1
SYX .  ■  
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2.7. Вектори й операції над ними  
2.7.1. Скалярні та векторні величини. Основні поняття  
Три взаємно перпендикулярні координатні прямі Ox , Oy  і 
Oz  зі спільним початком O  утворюють декартову прямокутну 
систему координат у просторі (рис. 84). Ox  називається віссю 
абсцис, Oy  – віссю ординат, а Oz  – віссю аплікат. Три взаємно 
перпендикулярні координатні площини Oxy , Oxz  і Oyz  ділять 
весь простір на вісім частин (октантів). Сукупність площин, які 
перпендикулярні координатним осям, утворює просторову коор-
динатну сітку.  
Положення довільної точки M  однозначно визначається 
впорядкованою трійкою чисел ( )zyx ;;  – її координатами ( x  – 
абсциса,  y  – ордината,  z  – апліката). Для знаходження цих 
координат через точку ( )zyxM ;;  проведемо три площини, які 
перпендикулярні координатним осям. Вони перетинають відпо-
відні осі у точках ( )0;0;xM x , ( )0;;0 yM y  і ( )zM z ;0;0 .  
 
Рис. 84  
 
Величина, яка цілком характеризується своїм числовим зна-
ченням, називається скалярною величиною (скаляром).  
Приклади скалярів: площа фігури, густина речовини, тем-
y  
x  
O  
( )0;0;xM x  
( )zM z ;0;0  
( )0;;0 yM y  
( )zyxM ;;  
( )zxM xz ;0;  
z  
y  
x  ( )0;; yxM xy  
( )zyM yz ;;0  
z  
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пература, ціна товару і т. п.  
Величина, яка характеризується не тільки числовим зна-
ченням, а й напрямком, називається векторною величиною (век-
тором).  
Приклади векторів: швидкість, сила і т. п.  
Вектор зображується 
напрямленим прямолінійним 
відрізком, в якому вказано 
його початок A  і кінець B . 
Позначається 
→
AB  або 
→
a  
(рис. 85).  
Модулем (абсолютною величиною, довжиною) вектора на-
зивається довжина відрізка, який зображає цей вектор. Познача-
ється 
→
AB  або  
→
a .  
Вектор, у якого початок і кінець збігаються, називається ну-
льовим вектором і позначається  
→
0 . Його модуль дорівнює нулю, 
а напрям довільний (невизначений).  
Вектор одиничної довжини називається одиничним век-
тором (ортом).  
Зауваження 1. Надалі будемо розглядати тільки вільні век-
тори, для яких вибір положення початку не має значення. Вільний 
вектор цілком характеризується модулем і напрямком.  
Вектори, які лежать на паралельних прямих або на одній 
прямій, називаються колінеарними (паралельними). Позначається  
→→
ba ||   
Зауваження 2. Нульовий вектор колінеарний будь-якому век-
тору.  
Вектори, які лежать у паралельних площинах або в одній 
площині, називаються компланарними.  
Зауваження 3. Два вектори завжди компланарні.  
Два вектори 
→
a  і 
→
b  називаються рівними, якщо:  1) модулі 
→
AB  
B  →
a  
A  
Рис. 85  
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векторів рівні 
→→
= ba ;  2) вектори колінеарні 
→→
ba ||  і напрямлені в 
один бік. Позначається 
→→
= ba .  
 
2.7.2. Лінійні операції над векторами  
Сумою 
→→
+ ba  двох векторів 
→
a  і 
→
b  називається вектор, який 
визначається за правилом трикутника (рис. 86) або за правилом 
паралелограма (рис. 87).  
Добутком вектора 
→
a  на число λ  називається вектор 
→
λ a , 
який задовольняє наступні умови:  1) 
→→
⋅λ=λ aa |||| ;  2) →→λ aa || ;  
3) якщо 0>λ , то вектори 
→
λ a  і 
→
a  напрямлені в один бік  
→→
↑↑λ aa ;  якщо 0<λ , то вектори 
→
λ a  і 
→
a  напрямлені в проти-
лежні боки  
→→
↑↓λ aa ;  якщо 0=λ , то  
→→
= 00 a .  
 
 
 
         Рис. 86                                                  Рис. 87 
 
Вектор  ( )→− a1   називається протилежним вектору →a  і по-
значається  
→
− a .  При цьому   
→→→
=−+ 0)( aa  .  
Різницею  
→→
− ba  двох векторів 
→
a  і 
→
b  називається вектор, 
B
A
C
→→
+ ba
→
b
→
a
D
B
A
C
→→
+ ba
→
b
→
a
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який в сумі з вектором 
→
b  дає вектор 
→
a . Різниця 
→→
− ba  обчислю-
ється за формулою   
                    
)(
→→→→
−+=− baba
 .  
Розглянуті операції називаються лінійними, оскільки мають 
відповідні властивості (аналогічні властивостям операцій над дій-
сними числами):  
→→→→
+=+ abba  ;   )()(
→→→→→→→→→
++=++=++ cbacbacba  ;  
λ=λ
→→
aa  ;   )()(
→→ βα=αβ aa  ;   →→→→ λ+λ=+λ baba )(  ;  
→→→ β+α=β+α aaa)(  ;   →→→ =+ aa 0  ;   →→ = aa1  .    
 
2.7.3. Проекція вектора. Координати вектора.  
Рівність векторів у координатній формі  
Проекцією вектора 
→
a  на ненульовий вектор 
→
b , 
→→
≠ 0b , на-
зивається число, яке позначається  
→
→ aпр
b
 і обчислюється за фор-
мулою  
             
ϕ=
→→
→ cos|| aaпр
b
 ,  
де ϕ  – кут між векторами 
→
a  і 
→
b ,  
pi≤ϕ≤0  (рис. 88).  
Нехай у просторі задана декартова 
прямокутна система координат (рис. 89). 
Упорядкована трійка одиничних векто-
рів (ортів) 
→
i , 
→
j  і 
→
k  зі спільним початком O , спрямованих 
вздовж додатного напрямку відповідно осей Ox , Oy  і Oz , утво-
рює координатний базис 





 →→→ kji ,, .   
A  
→
→ aпр
b
 
ϕ  
→
b  
→
a  
Рис. 88 
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Рис. 89  
Нехай у координатному просторі Oxyz  заданий деякий век-
тор 
→
a  (рис. 89). Проекції вектора 
→
a  на осі координат  
→
= aпрa Oxx  ;   
→
= aпрa Oyy  ;   
→
= aпрa Ozz    
називаються координатами (компонентами) вектора   
( )zyx aaaaa ;;→→ = .  
Координатні орти мають вигляд:  
( )0;0;1→i ,   ( )0;1;0→j ,   ( )1;0;0→k  .  
Оскільки вектор 
→
a  – вільний, то його можна відкладати від 
довільної точки, зокрема, від початку координат O . Тоді вектор 
→→
= aOM  служить радіусом-вектором точки ( )zyx aaaM ;; .  
Радіус-вектор 
→→
= aOM  є діагоналлю прямокутного пара-
лелепіпеда з вимірами |||| xx aOM =
→
, |||| yy aOM =
→
 і 
|||| zz aOM =
→
. Тому   
222|| zyx aaaa ++=
→
. Модуль вектора дорів-
α  
γ  
β  
→
k  
→
j  
→
i  
→→
= kaOM zz
 
→
a  
O  
xM  
zM  
yM  
( )zyx aaaM ;;  
z  
y  
x  xyM  →→
= iaOM xx  
→→
= jaOM yy  
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нює квадратному кореню із суми квадратів його координат.  
Кути βα ,  і γ , які утворює вектор →a  відповідно з осями 
Ox , Oy  і Oz , називаються напрямними, а  
||cos →=α aax  ;   ||cos
→
=β aay  ;   ||cos
→
=γ aaz    
називаються напрямними косинусами вектора.  
Зауваження. Напрямні косинуси зв’язані співвідношенням  
1coscoscos 222 =γ+β+α
 .  
(Перевірити самостійно).  
Приклад. Знайти модуль і напрямні косинуси вектора 
( )2;2;1 −−→a .  (Розв’язати самостійно).  
Із співвідношень  
→→→→→→→
++=+== zyxzxy OMOMOMOMOMOMa    
і  
→→
= iaOM xx  ;   
→→
= jaOM yy  ;   
→→
= kaOM zz  ,  
одержимо  
→→→→
++= kajaiaa zyx  – розклад вектора за коорди-
натним базисом 





 →→→ kji ,, .  
Якщо відомі координати початку ( )1111 ;; zyxM  і кінця 
( )2222 ;; zyxM  вектора 
→
21MM , то зі співвідношення  
→→→
−= 1221 OMOMMM    
маємо   ( )12121221 ;; zzyyxxMM −−−=
→
 . Тобто, координати 
вектора 
→
21MM  дорівнюють різниці відповідних координат його 
кінця ( )2222 ;; zyxM  і початку ( )1111 ;; zyxM .  
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Відстань між двома точками ( )1111 ;; zyxM  і ( )2222 ;; zyxM  
обчислюється за формулою  
( ) ( ) ( )2122122122121 || zzyyxxMMMM −+−+−==
→
 .   
Два вектори 
→
a  і 
→
b  рівні тоді і тільки тоді, коли рівні їх ві-
дповідні координати   





=
=
=
⇔=
→→
zz
yy
xx
ba
ba
ba
ba
  
 
2.7.4. Лінійні операції над векторами  
у координатній формі. Умова колінеарності векторів  
Нехай  
→→→→
++= kajaiaa zyx  ;   
→→→→
++= kbjbibb zyx  .  
Тоді   =+++++=+
→→→→→→→→
)()( kbjbibkajaiaba zyxzyx   
→→→
+++++= kbajbaiba zzyyxx )()()(  ;  
=++−++=−
→→→→→→→→
)()( kbjbibkajaiaba zyxzyx   
→→→
−+−+−= kbajbaiba zzyyxx )()()(  ;  
→→→→→→→
λ+λ+λ=++λ=λ kajaiakajaiaa zyxzyx )(  .  
Тобто, лінійні операції над векторами виконуються поком-
понентно:   
при додаванні (відніманні) векторів їх відповідні кординати 
додаються (віднімаються);  
при множенні вектора на число кожна координата множиться 
на це число.  
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Умова колінеарності (паралельності) двох векторів: Два не-
нульові вектори 
→
a  і 
→
b  колінеарні тоді і тільки тоді, коли їх від-
повідні координати пропорційні  
→→→→→→
≠≠==⇔ 0;0;|| ba
b
a
b
a
b
aba
z
z
y
y
x
x
 .  
□  xx bababa λ=⇔λ=λ∃⇔
→→→→
,||  ;  
z
z
y
y
x
x
zzyy b
a
b
a
b
ababa ==⇔λ=λ= ;  .         ■  
Приклад. Знайти, при яких значеннях α  і β  дані вектори ко-
лінеарні  
а) ( ) ( )6;3;5;3;4;2 β=−−α= →→ ba ;   
б) ( ) ( )2;2;;12;;3 −α=−αβ= →→ ba  .  
□  а) 
3
6
3
4
5
2
;
−
=β=
−α
==
z
z
y
y
x
x
b
a
b
a
b
a
 ;  
2
3
;8;2
3
4
;2
5
2
−=β−=α−=β−=
−α
 .   
б) (Розв’язати самостійно).  ■  
 
2.7.5. Поділ відрізка у заданому відношенні  
Координати точки ( )zyxM ;; , яка ділить відрізок 21 MM  у 
заданому відношенні λ , починаючи від точки 1M , визначаються 
за формулами:  
λ+
λ+
=
1
21 xxx  ;   
λ+
λ+
=
1
21 yyy  ;   
λ+
λ+
=
1
21 zzz  .  
□  λ=
−
−
=
−
−
=
−
−
⇔
→→
zz
zz
yy
yy
xx
xxMMMM
2
1
2
1
2
1
21 ||  ;  
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λ=
−
−λ=
−
−λ=
−
−
zz
zz
yy
yy
xx
xx
2
1
2
1
2
1 ;;  ;  
λ+
λ+
=
1
21 xxx  ;   
λ+
λ+
=
1
21 yyy  ;   
λ+
λ+
=
1
21 zzz  .   ■  
Зауваження. Якщо точка M  ділить відрізок 21MM  пополам, 
то  1=λ . Тоді координати середини відрізка визначаються за фо-
рмулами:  
2
21 xxx
+
=  ;   
2
21 yyy
+
=  ;   
2
21 zzz
+
=  .  
Приклад. Точки ( )3;4;1 −A  і ( )6;0;3B  служать кінцями ді-
аметра сфери. Знайти координати її центра C  і радіус r .  
□  :BCAC =  
2
21 xxx
+
= ;   
2
21 yyy
+
= ;   
2
21 zzz
+
= ;  
2
2
31
=
+
=x ;  2
2
04
−=
+−
=y ;  5
2
64
=
+
=z ;  ( )5;2;2 −C ;  
( ) ( ) ( )212212212|| zzyyxxACr −+−+−==
→
;  
( ) ( ) ( ) 335)4(212 222 =−+−−−+−=r .    ■  
 
2.7.6. Скалярний добуток векторів.  
Умова перпендикулярності двох векторів  
Скалярним добутком двох векторів 
→
a  і 
→
b  називається чис-
ло, яке дорівнює добутку модулів цих векторів на косинус кута 
між ними  
ϕ=⋅
→→→→
cos|||| baba
 .  
Позначається скалярний добуток векторів 
→→
⋅ ba  або 
→→
ba . 
Нагадаємо також, що  090cos;10cos == o .  
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Властивості скалярним добутку:  
1)  
→→→→
⋅=⋅ abba ;                2)  
→→→→→→
⋅λ=λ⋅=⋅λ bababa )()( ;  
3)  
→→→→→→→
⋅+⋅=+⋅ cabacba )( ;    4)  22 ||)( →→→→ =⋅= aaaa  .   
Безпосередньо  з означення маємо   
||||
cos
→→
→→
⋅
=ϕ
ba
ba
 .  
Тоді  
||
cos||
→
→→
→→
⋅
=ϕ=→
b
ba
aaпр
b
 .  
Умова перпендикулярності (ортогональності) двох векторів: 
два ненульові вектори 
→
a  і 
→
b  взаємно перпендикулярні тоді і 
тільки тоді , коли їх скалярний добуток дорівнює нулю  
→→→→→→→
≠=⋅⇔⊥ 0,,0 bababa
 .  
Оскільки координатні орти 
→
i , 
→
j  і 
→
k  взаємно перпенди-
кулярні і мають одиничну довжину, то  
1)( 2 =
→
i ;  1)( 2 =
→
j ; 1)( 2 =
→
k ;  0=⋅
→→
ji ; 0=⋅
→→
ki ;  0=⋅
→→
kj .  
Нехай  
→→→→
++= kajaiaa zyx ;   
→→→→
++= kbjbibb zyx .  
Тоді  =++⋅++=⋅
→→→→→→→→
)()( kbjbibkajaiaba zyxzyx   
++⋅+⋅+⋅+=
→→→→→→→→
22 )()( jbaijbakibajibaiba yyxyzxyxxx   
=+⋅+⋅+⋅+
→→→→→→→
2)(kbajkbaikbakjba zzyzxzzy  
zzyyxx bababa ++=  .  
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Таким чином,  скалярний добуток двох векторів дорівнює 
сумі добутків їх відповідних координат  
zzyyxx babababa ++=⋅
→→
 .  
Звідси  
→→→→→→
≠=++⇔⊥ 0,;0 bababababa zzyyxx  .  
Приклад 1. Знайти, при якому значенні параметра α  задані 
вектори перпендикулярні:  
а) ( ) ( )6;;;3;5;2 α−α=−−α= →→ ba ;  б) ( ) ( )1;;2;4;3; α−=α= →→ ba .  
□  а) 0=++⇔⊥
→→→
zzyyxx babababa  ; 
( ) ( ) ( ) 06352 =⋅−+α−⋅−+α⋅α  ; 
29;2;01852 212 −=α=α=−α+α .    
б) (Розв’язати самостійно).  ■  
Приклад 2. Сума в 170 000 грош. од. розміщується під проце-
нти в чотири банки:  60 000 – під 14% річних;  20 000 – під 15%;  
50 000 – під 12%  і  40 000 – під 16%. На скільки зросте вкладена 
сума за рік?  
□ Введемо позначення:  
( )00040;00050;00020;00060=→S  – вектор вкладів;   
( )16,0;12,0;15,0;14,0=→p  – вектор річних ставок.     
Тоді сумарний річний приріст усіх вкладів:  
+⋅+⋅=⋅=∆
→→
15,00002014,000060pSS   
2380016,00004012,000050 =⋅+⋅+  (грош. од.).   ■  
Фізичний зміст скалярного добутку: якщо під дією сили 
→
F  
матеріальна точка здійснює переміщення 
→
s , то виконана робота 
дорівнює скалярному добутку сили на переміщення  
→→
⋅= sFA .  
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 2.7.7. Векторний добуток векторів. Площа трикутника  
Векторним добутком двох векторів 
→
a  і 
→
b  (рис. 90) на-
зивається вектор (зверніть увагу, бо саме цим векторний добуток відрі-
зняється від скалярного добутку, що є числом), який позначається  
→→
× ba  і задовольняє наступним умовам:  
1) вектор 
→→
× ba  перпендикуля-
рний до векторів 
→
a  і 
→
b ;  
2) модуль вектора 
→→
× ba  до-
рівнює добутку модулів співмнож-
ників на синус кута ϕ  між ними  
ϕ⋅⋅=×
→→→→
sin|||||| baba
 .  
Таким чином, модуль векторно-
го добутку 
→→
× ba  чисельно дорівнює 
площі паралелограма, побудованого на векторах 
→
a  і 
→
b  (геомет-
ричний зміст векторного добутку):   парSba =×
→→ || .  
3) вектор 
→→
× ba  напрямлений так, що найкоротший поворот 
вектора 
→
a  до суміщення з вектором 
→
b  здійснюється у додатному 
напрямі (проти руху годинникової стрілки), якщо дивитися з кінця 
вектора 
→→
× ba .  
Іншими словами, напрям вектора 
→→
× ba  визначається за пра-
вилом буравчика. Отже,  
парSbababbaaba =ϕ=×⋅⊥×⊥×
→→→→→→→→→→
sin||||||;;  .  
Нагадаємо, що  00sin = .  
Зауваження 1. Векторний добуток нульовий, якщо вектори 
Рис. 90  
ϕ  A
→→
× ba  
→
b
→
a
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колінеарні (зокрема, хоча б один із них нульовий).  
Властивості векторного добутку:  
1)  
→→→→
×−=× abba .  Векторний добуток не комутативний: 
при зміні порядку співмножників він змінює знак на протилежний, 
залишаючись таким же за абсолютною величиною;  
2)  
→→→→→→
×λ=λ×=×λ bababa )()(  ;  
3)  
→→→→→→→
×+×=+× cabacba )(  .   4)  
→→→
=× 0aa  .   
Враховуючи взаємну орієнтацію координатних ортів 
→
i , 
→
j  і 
→
k  (рис. 91), отримаємо:  
→→→
=× 0ii ;   
→→→
=× 0jj ;   
→→→
=× 0kk ;   
→→→
=× kji ; 
→→→
−=× jki ;   
→→→
=× ikj .  
Нехай  
→→→→
++= kajaiaa zyx  
і  
→→→→
++= kbjbibb zyx .  
Тоді векторний добуток двох векторів 
дорівнює визначнику третього порядку, в яко-
му перший рядок складається з координатних 
ортів 
→→
ji , та 
→
k , другий – з координат першого співмножника, а 
третій – з координат другого співмножника  
zyx
zyx
bbb
aaa
kji
ba
→→→
→→
=×
 .  
□   =++×++=×
→→→→→→→→
)()( kbjbibkajaiaba zyxzyx   
Рис. 91  
O  
→
k
→→
→
j  
→
i  
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+×+×+×+×=
→→→→→→→→
ijbakibajibaiiba xyzxyxxx   
=×+×+×+×++×+
→→→→→→→→→→
kkbajkbaikbakjbajjba zzyzxzzyyy   
( ) ( ) ( ) =−+−−−= →→→ kbabajbabaibaba xyyxxzzxyzzy      
zyx
zyx
bbb
aaa
kji
→→→
=  .   ■  
Зауваження 2. Оскільки діагональ ділить паралелограм на два 
рівних трикутника, то з геометричного змісту векторного добутку 
маємо  
→→
∆ ×= ACABS ABC 2
1
 .  
Приклад. Обчислити площу трикутника ABC з вершинами:   
а) ( ) ( )2;6;5,2;1;1 −− BA   і  ( )1;3;1 −C ;  
б) ( ) ( )3;4;2,0;1;7 −−− BA   і  ( )2;5;3 −C .  
□  а)  ( ) ( )0;5;422;)1(6;15 −=−−−−−=→AB  ;  
  ( ) ( )3;4;021;)1(3;11 −=−−−−−=→AC  ;  
=
−
+
−
−
−
−
=
−
−=×
→→→
→→→
→→
40
54
30
04
34
05
340
054 kji
kji
ACAB   
→→→
++= kji 161215  ;    25161215|| 222 =++=× →→ ACAB  ;  
5,1225)2/1( =⋅=∆ABCS .    
б) (Розв’язати самостійно).  ■  
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2.7.8. Мішаний добуток трьох векторів.  
Об’єм піраміди. Умова компланарності трьох векторів.  
Розклад вектора за довільним базисом  
Мішаним добутком трьох векторів 
→
a , 
→
b  і 
→
c  називається 
число, яке дорівнює скалярному добутку вектора 
→→
× ba  на вектор 
→
c . Позначається 
→→→
⋅× cba )(  або 
→→→
cba .  
Геометричний зміст:  модуль мішаного добутку 
→→→
⋅× cba )(  
чисельно дорівнює об’єму паралелепіпеда, побудованого на векто-
рах  
→
a , 
→
b  і 
→
c  (рис. 92):  |)(| →→→
−
⋅×= cbaV дапар . 
□  HSV мапардапар ⋅= −− ;  ||
→→
−
×= baS мапар  ;   
||
|)(|
→→
→→→
→
×
×
⋅×
== →→
ba
cba
cпрH
ba
;  
=
×
⋅×
⋅×=
→→
→→→
→→
−
||
|)(|||
ba
cbabaV дапар   
|)(| →→→ ⋅×= cba .  ■  
Зауваження 1. Об’єм трикутної піраміди  SABC   обчислю- 
ється за формулою    |)(|
6
1 →→→
⋅×= SCSBSAVSABC .  
Нехай  
→→→→
++= kajaiaa zyx ;  
→→→→
++= kbjbibb zyx ;  
             
→→→→
++= kcjcicc zyx  .  
Тоді мішаний добуток трьох векторів дорівнює визначнику 
третього порядку, в якому кожний рядок складається з коорди-
нат відповідного співмножника, тобто координат векторів 
→
a , 
→→
× ba
 
A  
→
c  
→
b  
→
a  
Рис. 92  
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→
b , 
→
c :  
zyx
zyx
zyx
ccc
bbb
aaa
cba =⋅×
→→→
)(
 .  
□ 


×−=++=⋅×
→→→
→→→
→→→
zzyzyx
zyx
zyx abakcjcic
bbb
aaa
kji
cba ()()(   
=++


−+−−×
→→→→→→
)()()() kcjcickbabajbabaib zyxxyyxxzzxy      
=−+−−−= zxyyxyxzzxxyzzy cbabacbabacbaba )()()(     
zyx
zyx
zyx
ccc
bbb
aaa
=  .     ■  
Приклад 1. Задані координати вершин трикутної піраміди 
( ) ( ) ( ) ( )3;0;0,1;2;3,4;1;5,2;1;4 CBAS −− . Знайти її об’єм.  
□   ( ) ( )2;2;124;)1(1;45 =−−−−=→SA  ;  
( ) ( )3;3;121;)1(2;43 −=−−−−−=→SB  ;  
( ) ( )1;1;423;)1(0;40 −=−−−−=→SC ;  =⋅× →→→ SCSBSA )(   
54
114
331
221
=
−
−= ;  =⋅×=
→→→ |)(|
6
1 SCSBSAVSABC   
                                                                 954)6/1( =⋅= .     ■  
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Зауваження 2. Якщо три вектори 
→
a , 
→
b  і 
→
c  компланарні, то 
відповідний паралелепіпед вироджується і його об’єм дорівнює 
нулю. Звідси маємо умову компланарності трьох векторів:  три 
вектора компланарні тоді і тільки тоді, коли їх мішаний добуток 
дорівнює нулю:  
→→→
cba ,,  – компланарні   ⇔   0)( =⋅×
→→→
cba  .  
Приклад 2. Задані три точки ( )1;0;1 −A , ( )2;1;4 −B  
( )3;1;0 −C . Знайти значення параметра α , при якому точка 
( )1;;2 −αM  лежить в площині ( )ABC .  
□  Указані чотири точки лежать в одній площині, якщо три 
вектори  
→
AM , 
→
BM  і 
→
CM  компланарні, тобто   
0)( =⋅×
→→→
CMBMAM  .  
( ) ( )0;;1)1(1;0;12 α=−−−−α−=→AM  ;  
( ) ( )3;1;221;)1(;42 −+α−=−−−−α−=→BM  ;  
( ) ( )2;1;2)3(1;1;02 −α=−−−−α−=→CM  ;  
0
212
312
01
=
−α
−+α−
α
 ;    
3
1
=α  .     ■  
Зауваження 3. Довільна трійка некомпланарних векторів 
→
a , 
→
b  і 
→
c  є лінійно незалежною (рівність 0=γ+β+α →→→ cba  вико-
нується лише за умови, коли всі коефіцієнти γβα ,,  одночасно до-
рівнюють нулю) і утворює базис у тому розумінні, що будь-який 
вектор 
→
d  єдиним способом може бути поданий у вигляді  
→→→→
++= cdbdadd cba .    
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Цю рівність називають розкладом вектора 
→
d  за базисом 





 →→→
cba ,, . Числа cba ddd ,,  служать координатами вектора 
→
d  у 
цьому базисі.  
Якщо відомі координати векторів 
→
a , 
→
b , 
→
c   і 
→
d  у коор-
динатному базисі, то, записавши розклад вектора 
→
d  за новим ба-
зисом 





 →→→
cba ,,  у скалярній формі, отримаємо систему  





=++
=++
=++
zczbzaz
ycybyay
xcxbxax
ddcdbda
ddcdbda
ddcdbda
  
для знаходження нових координат cba ddd ,,  вектора 
→
d .  
Приклад 3. Перевірити, що задані три вектори  
( )4;1;2 −=→a ; ( )3;0;1 −=→b ; ( )1;1;2 −−=→c ; ( )10;1;0 −=→d    
утворюють базис. Знайти координати cba ddd ,,  заданого вектора 
→
d  у цьому базисі 





 →→→
cba ,, :  
□  =⋅×
→→→
cba )( 03610460
112
301
412
≠=+−−+−=
−−
−
−
.   
Отже, вектори 
→
a , 
→
b  і 
→
c  некомпланарні і утворюють базис, 
а вектор 
→
d  може бути поданий у вигляді 
→→→→
++= cdbdadd cba  
єдиним способом. Складемо і розв’яжемо систему рівнянь для 
знаходження нових координат cba ddd ,,  вектора 
→
d :  
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




=−−
−=+−
=−+
1034
1
022
cba
ca
cba
ddd
dd
ddd
  ;  
03
134
101
212
≠=
−−
−
−
=∆  ;   ( ) 3
1310
101
210
1
=
−−
−
−
=∆  ;  
( ) 6
1104
111
202
2
−=
−
−−
−
=∆  ;   ( ) 0
1034
101
012
3
=
−
−−=∆  ;  
( )
1
3
31
==
∆
∆
=ad ; 
( )
2
3
62
−=
−
=
∆
∆
=bd ;  
( )
0
3
03
==
∆
∆
=cd . ■  
 
2.8. Власні вектори і власні числа квадратної матриці.  
Матричні многочлени. Лінійна модель торгівлі   
 
2.8.1. Власні вектори і власні числа квадратної матриці  
Нехай A  – довільна квадратна матриця n -го порядку. Якщо 
існують n -вимірний ненульовий вектор X  (матриця-стовпець) і 
число λ  такі, що виконується рівність  
XAX λ= ,  
то говорять, що λ  – власне число (власне значення) матриці A , а 
X  – її власний вектор, який відповідає власному числу λ .  
Отже, множення матриці на власний вектор рівносильне 
множенню власного числа на цей вектор.  
Вказане матричне рівняння XAX λ=  можна подати у ви-
гляді  
EXAX λ= ;    0)( =λ− XEA .  
Ця однорідна квадратна система лінійних рівнянь має не-
нульовий розв’язок X  тоді і тільки тоді, коли її визначник до-
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рівнює нулю:    ( ) 0det =λ− EA . Одержане рівняння називається 
характеристичним рівнянням матриці A .  
Характеристичне рівняння можна подати в розгорнутій фор-
мі  
0
...
............
...
...
21
22221
11211
=
λ−
λ−
λ−
nnnn
n
n
aaa
aaa
aaа
 .  
Відповідний многочлен  ( ) ( )EAf λ−=λ det   називається 
характеристичним многочленом матриці A .  
Власні числа ),1( njj =λ  є коренями характеристичного 
рівняння.  
Власні числа можуть бути дійсними чи комплексними, прос-
тими чи кратними. Множину всіх власних чисел ),1( njj =λ  да-
ної матриці називають її спектром.  
Якщо відоме деяке власне число λ , то з однорідної системи  
0)( =λ− XEA
  
можна знайти відповідні власні вектори.  
Найбільший модуль власного числа матриці називають її 
спектральним радіусом і позначають ( )Aρ :  ( ) jjA λ=ρ max .  
Властивості власних векторів і власних чисел:  
1) Кожному власному вектору відповідає одне власне число.  
2) Якщо X  – власний вектор з власним числом λ , то до-
вільний вектор )0( ≠ααX , колінеарний вектору X , також є 
власним вектором з тим же власним числом λ . Тобто, власний 
вектор визначається з точністю до довільного ненульового мно-
жника. Звичайно виділяють одиничні власні вектори.  
3) Якщо  1X  і 2X  – власні вектори матриці A  з одним і 
тим же власним числом λ , то їх сума 21 XX +  також є власним 
вектором матриці A  з тим же самим власним числом λ .  
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4) Визначник матриці A  дорівнює добутку всіх її власних чи-
сел  n
n
j
jA λλλ=λ= ∏
=
...det 21
1
.  
Приклад 1. Знайти власні числа 21 , λλ  та одиничні власні 
вектори 
→→
21 , ee  матриці  




−
=
65
42
A .  Перевірити, що визначник 
матриці A  дорівнює добутку всіх її власних чисел  21det λλ=A .  
□  Власні числа знаходимо як корені характеристичного рів-
няння  
( ) 0det =λ− EA  ;   0
65
42
=
λ−
λ−−
 ;  
03242 =−λ−λ  ;    8;4 21 =λ−=λ  .  
Обчислимо Adet  за правилом «хреста»:  
325462
65
42
det −=⋅−⋅−=
−
=A .   
Але  328421 −=⋅−=λλ .   Отже,  21det λλ=A .  
З однорідної системи  
0)( =λ− XEA ;  



=λ−+
=+λ−−
0)6(5
04)2(
21
21
xx
xx
 ,   де 





=
2
1
x
x
X ,   
знаходимо відповідні власні вектори. Обчисливши їх модулі, виді-
ляємо одиничні власні вектори. При 41 −=λ  маємо  
( )( )
( )( )

=−−+
=+−−−
0465
0442
21
21
xx
xx
 ;   ;;2 21 txtx =−=   




−
=
t
t
X
2
1 ,  
де t  – параметр,  Rt ∈ . Тоді  
tttX 5)2(|| 221 =+−= ;     






−
==
→
51
52
|| 1
1
1 X
X
e .  
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При 82 =λ  маємо  
( )
( )

=−+
=+−−
0865
0482
21
21
xx
xx
;  Rttxtx ∈== ;5;2 21 ;  





=
t
t
X
5
2
2  ;  
tttX 29)5()2(|| 222 =+= ;   






==
→
295
292
|| 2
2
2 X
X
e .   ■  
Приклад 2. Знайти власні числа 21 , λλ , 3λ  та одиничні вла-
сні вектори 
→→
21 , ee , 
→
3e  матриці  









 −−−
=
211
212
423
A .    
Перевірити, що визначник матриці A  дорівнює добутку всіх 
її власних чисел  321det λλλ=A . 
□  Власні числа знаходимо як корені характеристичного рів-
няння  
( ) 0det =λ− EA  ;   0
211
212
423
=
λ−
λ−
−−λ−−
 ;  
03 =λ+λ−  ;    1;1;0 321 −=λ=λ=λ  .  
З однорідної системи  
0)( =λ− XEA ;  
( )
( )
( )



=λ−++
=+λ−+
=−−λ−−
02
0212
0423
321
321
321
xxx
xxx
xxx
 ,  де 










=
3
2
1
x
x
x
X ,  
відкидаючи одне з рівнянь (наприклад, перше), знаходимо відпові-
дні власні вектори. Обчисливши їх модулі, виділяємо одиничні 
власні вектори. При 01 =λ  маємо  



=++
=++
02
022
321
321
xxx
xxx
;   



−=+
−=+
321
321
2
22
xxx
xxx
;   TttX )20(1 −= ;   
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( ) tttx 520|| 2221 =+−+=
→
;    










−==
→
51
52
0
|| 1
1
1 X
X
e  .  
(Перевірку рівності 321det λλλ=A  і знаходження власних 
векторів 
→
2e  і 
→
3e  здійсніть самостійно).    ■  
Зауваження. У математичній економіці велику роль віді-
грають так звані продуктивні матриці. Встановлено, що матриця 
A  є продуктивною тоді і тільки тоді, коли всі її власні числа за 
модулем менші одиниці.  
Приклад 3. Знайти власні числа 21 , λλ  заданої матриці A  і 
перевірити, чи є вона продуктивною:  
а) 





=
025,0225,0
025,0025,0
A ;       б) 





=
25,005,0
05,0
A .  
(Розв’язати самостійно).   
 
2.8.2. Матричні многочлени  
Нехай A  – довільна квадратна матриця n -го порядку. Якщо 
у довільний многочлен  
( ) mmmm axaxaxaxf ++++= −− 1110 ...     
замість змінної x  підставити матрицю A , то отримаємо матрицю  
( ) EaAaAaAaAf mmmm ++++= −− 1110 ... ,   
яка називається многочленом від матриці A  (матричним мно-
гочленом).  
Зауваження. Над многочленами від однієї і тієї ж матриці A  
можна здійснювати алгебраїчні дії як над звичайними многочле-
нами.  
Теорема Келі – Гамільтона. Довільна квадратна матриця є 
коренем свого характеристичного многочлена.  (Без доведення).  
Приклад. Перевірити, що задана матриця є коренем свого ха-
рактеристичного многочлена:  
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а) 





=
23
41
A ;   б) 










−−
−
=
101
110
322
A .   
□  а) Знаходимо характеристичний многочлен матриці A :  
( ) ( ) 103
23
41
det 2 −λ−λ=
λ−
λ−
=λ−=λ EAf .  
Обчислимо  
( ) =





−





−





=−−=
10
01
10
23
41
3
23
41
103
2
2 EAAAf    






=





−





−





=
00
00
100
010
69
123
169
1213
.   
б) (Розв’язати самостійно).  ■  
 
 
2.8.3. Лінійна модель торгівлі  
До поняття власного числа і власного вектора матриці при-
водить лінійна модель обміну (торгівлі), що описує процес взаєм-
них закупок товарів країнами (лінійна модель міжнародної тор-
гівлі).  
Розглянемо n  держав nSSS ...,,, 21  з національними дохода-
ми відповідно nxxx ...,,, 21 , що утворюють вектор (матрицю-
стовпчик)  TnxxxX )...( 21= . Нехай ija  – коефіцієнт, що визна-
чає долю національного доходу, яку j -а держава витрачає на за-
купку товарів у i -ї держави ( njni ,1;,1 == ). Припускаємо, що 
весь національний дохід кожної держави витрачається на закупку 
товарів або всередині країни, або на імпорт із інших перелічених 
держав. Тобто     11 =∑ =
n
i ija ,   nj ,1= . Усі коефіцієнти ija  утво-
рюють невід’ємну структурну матрицю торгівлі  
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













=
nnnn
n
n
aaa
aaa
aaа
A
...
............
...
...
21
22221
11211
,   
в якої сума елементів довільного стовпчика дорівнює 1.  
Для будь-якої i -ї держави ( ni ,1= ) загальна виручка від зов-
нішньої і внутрішньої торгівлі складає    
ninii
n
j jiji xaxaxaxap +++== ∑ = ...22111 ,  ni ,1= .  
З міркувань збалансованості товарообміну випливає умова 
бездефіцитності торгівлі кожної держави. Тобто для будь-якої i -ї 
держави ( ni ,1= ) виручка від торгівлі не повинна бути меншою 
від її національного доходу:  
ii xp ≥   або  ininii xxaxaxa ≥+++ ...2211 ,  ni ,1= .  
Проте в цій умові треба вилучити знак нерівності. Дійсно, 
якщо допустити знак строгої нерівності, то додавши почленно всі 
ці нерівності, коли індекс i  змінюється від 1 до n , а потім пере-
групувавши доданки ліворуч, одержимо   
++++++++ )...()...( 222122121111 nn aaaxaaax   
nnnnnn xxxaaax +++>+++++ ...)...(... 2121 .  
Оскільки в дужках стоять суми елементів матриці A  по сто-
впчиках, які дорівнюють 1, то отримана нерівність  
nn xxxxxx +++>+++ ...... 2121   
суперечлива. Отже, в умові бездефіцитності можливий тільки знак 
рівності, що приводить до системи    







=+++
=+++
=+++
nnnnnn
nn
nn
xxaxaxa
xxaxaxa
xxaxaxa
...
...............................................
...
...
2211
22222121
11212111
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У матричній формі:  XAX =    або   0)( =− XEA .  
Таким чином, задача зводиться до знаходження власного  ве-
ктора матриці A , який відповідає власному числу  1=λ .  
Приклад. Задана структурна матриця торгівлі трьох держав:   
а) 










=
4,004,0
2,03,01,0
4,07,05,0
A ;     б) 










=
4,01,04,0
5,08,00
1,01,06,0
A .    
Знайти співвідношення між національними доходами країн, 
при якому торгівля буде збалансована.   
□  а) Позначимо національні доходи відповідно 21, xx  і 3x . 
Знайдемо власний вектор 
TxxxX )( 321= , який відповідає влас-
ному  значенню 1=λ , розв’язуючи систему рівнянь  
0)( =− XEA   або  





=−
=+−
=++−
06,04,0
02,07,01,0
04,07,05,0
31
321
321
xx
xxx
xxx
  методом Гаусса. 
Прямий хід:  
( ) ~
4:
2,0:
2:
~
06,004,0
02,07,01,0
04,07,05,0
0
233
122
11
RRR
RRR
RR
AC
−=
+=
−=










−
−
−
==    
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Нехай  21 , xx  – базисні невідомі;  3x  – вільне невідоме.  
Зворотний хід:   
Відкидаємо тотожність 00 = , яка відповідає останньому ря-
дку. Вільне невідоме приймаємо за довільну сталу:  Cx =3 . Пере-
носимо в праву частину всі члени, що містять вільне невідоме. 
Одержуємо систему верхнє трикутної форми відносно базисних 
невідомих 21 , xx :  



=
=−
Cx
Cxx
5,0
8,04,1
2
21
 .  
Розв’язуємо систему, починаючи з останнього рівняння.  
Cx 5,02 = ;   CCCCxx 5,18,05,04,18,04,1 21 =+⋅=+= .  
Отже, загальний розв’язок  
Cx 5,11 =  ;   Cx 5,02 = ;   Cx =3 ,   RC ∈ .  
Одержаний результат означає, що збалансованість торгівлі 
трьох країн досягається при співвідношенні доходів:   
1:5,0:5,1  (при 1=C )   або   2:1:3  (при 2=C ).  
б) (Розв’язати самостійно).  ■  
 
2.9. Контрольні запитання  
1) Що називається похідною функції?  
2) У чому полягає механічний зміст похідної?  
3) У чому полягає геометричний зміст похідної? Запишіть рів-
няння дотичної та нормалі до графіка функції.  
4) У чому полягає економічний зміст похідної?  
5) Розкрийте сутність понять: темп зростання функції; еластич-
ність функції? Який зв'язок між ними?   
6) Який зв’язок між диференційованістю та неперервністю?  
7) Запишіть правила обчислення похідної суми, різниці, добутку 
та частки двох функцій?  
8) Сформулюйте правила диференціювання похідної складеної 
функції? Оберненої функції? Параметрично заданої функції?  
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9) Наведіть формули похідних основних елементарних функцій.  
10) Як здійснюється диференціювання неявно заданої функції?  
11) У чому полягає правило логарифмічного диференціювання?  
12) Дайте означення похідної n -го порядку. Розкрийте механіч-
ний зміст другої похідної?  
13) Що таке диференціал функції?  
14) У чому полягає геометричний зміст диференціала?  
15) У чому полягає економічний зміст диференціала? Що таке му-
льтиплікатор?  
16) Який зв’язок між похідною та диференціалом функції?  
17) Які правила обчислення диференціалу суми, різниці, добутку 
та частки двох функцій? 
18) Наведіть формули диференціалів основних елементарних фун-
кцій.  
19) Як застосовується диференціал у наближених обчисленнях?  
20) Що називається диференціалом n -го порядку?  
21) У чому полягає інваріантність форми першого диференціала? 
Чи поширюється властивість інваріантності на диференціали 
вищих порядків?  
22) Сформулюйте теорему Ролля про корені похідної. Який її гео-
метричний зміст?  
23) Сформулюйте теорему Лагранжа про скінченні прирости. 
Який її геометричний зміст?  
24) У чому полягає правило Лопіталя? Для розкриття не-
визначеностей яких видів воно застосовується безпосередньо?  
25) Як зводяться невизначеності ∞⋅0 , ∞−∞ , 00 , ∞1  і 0∞  до од-
ного з основних видів 00  чи ∞∞ ?  
26) Запишіть формулу Тейлора n -го порядку із залишковим чле-
ном у формі Лагранжа.  
27) Наведіть приклади розкладання функцій за формулою Макло-
рена для елементарних функцій.  
28) Як формула Тейлора застосовується в наближених обчислен-
нях?  
29) У чому полягають достатні умови монотонності та сталості 
функції?  
30) Що таке точка мінімуму та максимуму функції?  
31) Сформулюйте необхідну умову екстремуму?  
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32) Що таке критичні точки першої похідної? Стаціонарні точки 
функції?  
33) У чому полягає достатня умова екстремуму за першою похід-
ною?  
34) Сформулюйте правило дослідження функції на монотонність і 
екстремум за першою похідною. 
35) У чому полягає достатня умова гладкого екстремуму за другою 
похідною?  
36) Як знаходяться найменше та найбільше значення функції в за-
мкненій області?  
37) Яка функція називається опуклою (вгнутою) в точці та на ін-
тервалі?  
38) Що таке точка перегину?  
39) У чому полягають достатні умови опуклості та вгнутості?  
40) У чому полягає необхідна умова точки перегину?  
41) Що таке критичні точки другої похідної?  
42) Сформулюйте правило дослідження функції на опуклість, 
угнутість та перегин за другою похідною.  
43) Що називається асимптотою графіка функції? На які види ді-
ляться асимптоти?  
44) Який вигляд має рівняння вертикальної асимптоти? Похилої 
асимптоти?  
45) Опишіть загальну схему повного дослідження  функції та по-
будови ескізу графіка.  
46) Наведіть приклади задач на екстремум економічного змісту: 
максимізація прибутку, оптимізація оподаткування підпри-
ємств та ін.  
47) Що таке визначник? Мінор і алгебраїчне доповнення елемента 
визначника?  
48) За яким правилом обчислюється значення визначника n -го 
порядку?  
49) Сформулюйте правила «хреста» і «трикутників» для обчис-
лення відповідно визначників другого і третього порядку.  
50) Сформулюйте основні властивості визначника.  
51) Як знаходиться значення визначника трикутного вигляду?  
52) Що таке матриця?  
53) Яка матриця називається  невиродженою?  
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54) Як здійснюються операції додавання (віднімання) матриць і 
множення матриці на число? 
55) Як здійснюється операція множення матриць? Які властивості 
цієї операції? Чи завжди існує добуток матриць?  
56) Що таке обернена матриця та як вона обчислюється?   
57) Що називається рангом матриці? Базисним мінором?  
58) Які операції називаються елементарними перетвореннями мат-
риці?  
59) Які матриці називаються еквівалентними?  
60) Як знаходиться ранг матриці методом елементарних перетво-
рень?  
61) Наведіть приклади застосування матриць в економіці.  
62) Який вигляд має система m  лінійних алгебраїчних рівнянь 
(СЛАР) з n  невідомими?  
63) Яка система називається сумісною? Несумісною? Визначе-
ною? Невизначеною?  
64) Сформулюйте теорему Кронекера – Капеллі для лінійних сис-
тем.  
65) Як знаходиться розв’язок квадратної СЛАР за допомогою обе-
рненої матриці? Чи завжди можна безпосередньо розв’язати 
довільну квадратну СЛАР цим методом? 
66) Як розв’язується квадратна СЛАР методом Крамера? Чи мож-
на безпосередньо розв’язати довільну квадратну СЛАР цим 
методом? 
67) Як розв’язується довільна СЛАР методом Гаусса? Опишіть 
прямий хід і зворотній хід цього методу.  
68) Сформулюйте умову наявності в однорідної квадратної СЛАР 
ненульових розв’язків.   
69) Опишіть модель Леонтьєва міжгалузевого балансу.  
70) Що таке валовий продукт? Кінцевий або чистий продукт? 
Прямі витрати?  
71) Як записуються балансові співвідношення?  ) 
72) Що називають матрицею прямих витрат або технологічною 
матрицею?  
73) Що таке вектор-план (вектор валового випуску) і вектор кінце-
вих продуктів?  
74) Що називають матрицею повних витрат?  
 
 231
75) Яку матрицю називають продуктивною? При якій умові мат-
риця є продуктивною?  
76) Опишіть декартову прямокутну систему координат у просторі. 
Як утворюється координатна сітка цієї системи координат?  
77) Що таке скалярні та векторні величини?  
78) Які вектори називаються колінеарними? Компланарними? Рів-
ними?  
79) Як знаходяться сума, різниця двох векторів і добуток вектора 
на число?  
80) Які властивості мають лінійні операції над векторами?  
81) Як знаходяться проекція вектора на ненульовий вектор?  
82) Що таке координати вектора? Як здійснюються лінійні опе-
рації над векторами в координатній формі?  
83) Як знаходяться модуль і напрямні косинуси вектора, заданого 
в координатній формі?  
84) Як формулюється умова колінеарності двох векторів?  
85) Як знаходяться координати точки, що ділить відрізок у даному 
відношенні?  
86) Що називається скалярним добутком двох векторів? Як він 
обчислюється в координатній формі?  
87) У чому полягає умова ортогональності двох векторів?  
88) Що називається векторним добутком двох векторів? Як він 
обчислюється в координатній формі?  
89) Що можна сказати про координати колінеарних векторів? 
90) Якщо у скалярному добутку поміняти місцями множники, чи 
зміниться знак добутку? а у векторному добутку? Поясніть ві-
дповідь. 
91) У чому полягає геометричний зміст векторного добутку?  
92) Що називається мішаним добутком трьох векторів? Як він об-
числюється в координатній формі?  
93) У чому полягає геометричний зміст мішаного добутку?  
94) У чому полягає умова компланарності трьох векторів?  
95) Яка трійка векторів утворює базис? Як знайти координати век-
тора в даному базисі?  
96) Наведіть приклади застосування векторів у економіці.  
97) Що таке власні числа і власні вектори квадратної матриці?  
98) Як знаходяться власні числа і власні вектори?  
99) Сформулюйте властивості власних чисел і власних векторів.  
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100) Що таке матричний многочлен?  
101) Сформулюйте теорему Келі – Гамільтона про характеристич-
ний многочлен.  
102) Опишіть лінійну модель обміну ((лінійну модель міжнародної 
торгівлі).  
103) Що називають структурною матрицею торгівлі?  
104) Як записується умова бездефіцитності торгівлі?   
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