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Abstract
Let C denote a distance-regular graph with diameter d > 3, and assume C is tight in the
sense of Jurišic´ et al. [J. Algebraic Combin. 12 (2000) 163–197]. Let  denote the second
largest or the smallest eigenvalue of C. We obtain an inequality involving the first, second
and third cosines associated with : We investigate the relationship between equality being
attained and the existence of dual bipartite Q-polynomial structures on C. © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction
Let C denote a distance-regular graph with diameter d > 3, valency k, and ei-
genvalues k D 0 > 1 >    > d: In [7], Juris˘ic´ et al. proved that the intersection
numbers a1; b1 satisfy
1 C k
a1 C 1
 
d C k
a1 C 1

> −ka1b1
.a1 C 1/2 : (1)
They defined C to be tight whenever C is nonbipartite and equality holds in (1).
Studies involving tight distance-regular graphs are found in [6,8–11,14].
We feel it is useful to think of the tight condition as a kind of generalization of the
bipartite condition. We illustrate this by taking a number of results that hold under
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the assumption C is bipartite, and obtaining similar theorems that hold under the
assumption C is tight. We have in mind the following results. For the time being,
assume C is bipartite with diameter d > 3 and valency k > 3. In [2], Curtin showed
that if  is any eigenvalue other than k;−k, then
2.2 C 1/ 6 . C 3/; (2)
where ; 2; 3 denote the first, second and third cosines associated with  , respec-
tively. Moreover, Curtin showed that the set of eigenvalues of C other than k;−k for
which equality holds in (2) is either (i) empty or (ii) f1; d−1g. He went on to show
that (ii) holds if and only if C is 2-homogeneous in the sense of Nomura. Curtin
showed that the 2-homogeneous property is related to the Q-polynomial property as
follows. Let  denote any eigenvalue of C other than k;−k. If d is even, then the
following conditions (i) and (ii) are equivalent: (i) C is dual bipartite Q-polynomial
with respect to  , (ii) C is 2-homogeneous, and  2 f1; d−1g. If d is odd, then the
following conditions (i) and (ii) are equivalent: (i) C is dual bipartite Q-polynomial
with respect to  , (ii) C is 2-homogeneous, and  D 1.
Extending the above results to tight graphs, we obtain the following theorems;
these are the main results of the paper.
Theorem 1.1. Let C denote a tight distance-regular graph with diameter d > 3;
and eigenvalues 0 > 1 >    > d . Let  2 f1; d g; and let ; 2; 3 denote the
associated first; second and third cosines; respectively.
Assume  D 1. Then
2.2 C 1/ 6 . C 3/: (3)
Assume  D d . Then
2.2 C 1/ > . C 3/: (4)
Theorem 1.2. Let C denote a nonbipartite distance-regular graph with diameter
d > 3; and assume d is even. Let 0 > 1 >    > d denote the eigenvalues of C.
Pick an eigenvalue  other than 0; and let ; 2; 3 denote the associated first;
second and third cosines; respectively. Then the following are equivalent:
(i) C is dual bipartite Q-polynomial with respect to  .
(ii) C is tight;  D 1; and 2.2 C 1/ D . C 3/:
Theorem 1.3. Let C denote a nonbipartite distance-regular graph with diameter
d > 3; and assume d is odd. Let 0 > 1 >    > d denote the eigenvalues of C.
Pick an eigenvalue  other than 0; and let ; 2; 3 denote the associated first;
second and third cosines; respectively. Then the following are equivalent:
(i) C is dual bipartite Q-polynomial with respect to  .
(ii) C is tight;  2 f1; dg; and 2.2 C 1/ D . C 3/:
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We note that there is a complete classification of the dual bipartite Q-polynomial
distance-regular graphs with diameter d > 6, see [3]. In [3], Dickie and Terwillig-
er classified the dual bipartite Q-polynomial distance-regular graphs with diameter
d > 5 which are nonbipartite, and they combined the results of Curtin and Nomura
to give a classification of the dual bipartite Q-polynomial distance-regular graphs
with diameter d > 6 which are bipartite.
2. Preliminaries
We review some definitions and basic concepts in this section. For more back-
ground information, the reader may refer to [1,4] or [5].
Let X denote a nonempty finite set, and let V VD RX denote the vector space over
R of column vectors with coordinates indexed by X. Let MatX.R/ denote the algebra
of matrices over R with rows and columns indexed by X. MatX.R/ acts on V by left
multiplication. For each x 2 X denote by Ox the vector in V that has a one in the x
coordinate and zeros in all other coordinates. Endow V with the inner product
hu; vi D utv .u; v 2 V /;
where t denotes transposition. We shall write kuk2 VD hu; ui .u 2 V /:
LetC D .X;R/ denote a finite, undirected, connected graph without loops or mul-
tiple edges, with vertex set X, edge set R, path-length distance function o and diam-
eter d VD maxfo.x; y/ j x; y 2 Xg. We say C is distance-regular whenever for all
integers h; i; j .0 6 h; i; j 6 d/ and for all x; y 2 X with o.x; y/ D h, the number
phij VD jfz 2 X j o.x; z/ D i; o.y; z/ D j gj
is independent of x and y. The integers phij are called the intersection numbers
for C. We abbreviate ai VD pi1i .0 6 i 6 d/; bi VD pi1iC1 .0 6 i 6 d − 1/; ci VD
pi1i−1 .1 6 i 6 d/; ki VD p0ii .0 6 i 6 d/; and for convenience we set c0 VD 0 and
bd VD 0. Observe
ci C ai C bi D k .0 6 i 6 d/;
where k VD k1 D b0: We say C is bipartite whenever each of a0; a1; : : : ; ad is zero.
For the rest of this paper, we assume C D .X;R/ is a distance-regular graph with
diameter d > 3.
For each integer i .0 6 i 6 d/, let Ai denote the matrix in MatX.R/ with x; y
entry
.Ai/xy D

1 if o.x; y/ D i
0 if o.x; y/ =D i .x; y 2 X/:
The matrices A0; A1; : : : ; Ad are called the distance matrices of C. Observe
A0 D I;
A0 C A1 C    C Ad D J;
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Ati D Ai .0 6 i 6 d/;
AiAj D
dX
hD0
phijAh .0 6 i; j 6 d/;
where I denotes the identity matrix and J denotes the all ones matrix. Therefore,
the matrices A0; A1; : : : ; Ad form a basis for a commutative semi-simple R-algebra
M, called the Bose–Mesner algebra of C. By [1, pp. 59, 64] M has a second basis
E0; E1; : : : ; Ed such that
E0 D jXj−1J;
E0 C E1 C    C Ed D I;
Eti D Ei .0 6 i 6 d/;
EiEj D ijEi .0 6 i; j 6 d/:
(5)
The E0; E1; : : : ; Ed are called the primitive idempotents of C, and E0 is called the
trivial idempotent.
Set A VD A1. Since E0; E1; : : : ; Ed form a basis for the Bose–Mesner algebra
M, there exist 0; 1; : : : ; d 2 R such that
A D
dX
iD0
iEi: (6)
It is known that 0 D k, and that 0; 1; : : : ; d are distinct real numbers, see [1,
p. 197]. Pick any integer i .0 6 i 6 d/. By (5) and (6),
AEi D iEi : (7)
We refer to i as the eigenvalue of C associated with Ei . We call 0 the trivial eigen-
value of C. For each integer i .0 6 i 6 d/, let mi denote the rank of Ei . We refer to
mi as the multiplicity of Ei (or i/:
Let E denote a primitive idempotent of C with corresponding eigenvalue  . By
(7) and the commutativity of the Bose–Mesner algebra,X
z2X
o.y;z/D1
E Oz D E Oy .y 2 X/: (8)
Now, let m denote the multiplicity of E. Since A0; A1; : : : ; Ad form a basis for the
Bose–Mesner algebra of C, there exist 0; 1; : : : ; d 2 R such that
E D jXj−1m
dX
iD0
iAi:
We refer to i as the ith cosine for E (or  ). We call 0; 1; : : : ; d the cosine se-
quence of C associated with E (or  ). We shall often denote 1 by  . It is known that
k D  and 0 D 1, see [5, p. 263].
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Lemma 2.1 [13, Lemma 1.1]. Let C D .X;R/ denote a distance-regular graph with
diameter d > 3. Let E denote a primitive idempotent of C; and let 0; 1; : : : ; d
denote the associated cosine sequence. Pick vertices x; y 2 X; and let i D o.x; y/.
Then:
(i) hE Ox;E Oyi D jXj−1mi; where m denotes the multiplicity of E.
(ii) The cosine of the angle between E Ox and E Oy is i .
Let C D .X;R/ denote a distance-regular graph with diameter d > 3. We define
a binary relation  on X as follows:
x  y if and only if o.x; y/ 2 f0; dg .x; y 2 X/:
C is said to be antipodal whenever  is an equivalence relation.
Lemma 2.2. Let C denote a nonbipartite distance-regular graph with diameter
d > 3; and eigenvalues 0 > 1 >    > d . Pick an integer i .1 6 i 6 d/; and let
0; 1; : : : ; d denote the cosine sequence for i . Then:
(i) −1 < j < 1 .1 6 j < d/:
(ii) −1 6 d 6 1:
(iii) d D 1 if and only if C is antipodal and i is even.
Proof. From Lemma 2.1(ii), we see that −1 6 j 6 1 for 1 6 j 6 d . The remain-
ing assertions follow from [4, Proposition 4.4.7] and [5, Lemma 13.3.1]. 
Corollary 2.3. Let C D .X;R/ denote a nonbipartite distance-regular graph with
diameter d > 3. Let E denote a nontrivial primitive idempotent of C. Pick vertices
x; y 2 X with o.x; y/ D 2. Then E Ox;E Oy are linearly independent.
Proof. Let 2 denote the second cosine for E, and observe 2 =D 1 by Lemma
2.2(i). Now E Ox and E Oy are linearly independent. 
For tight graphs, the second largest and the smallest eigenvalues are of special in-
terest. We collect some results concerning these eigenvalues and their corresponding
cosine sequences.
Lemma 2.4. Let C denote a distance-regular graph with diameter d > 3; and
eigenvalues 0 > 1 >    > d: Then (i) and (ii) hold below:
(i) 1 > 0:
(ii) d < −1:
Proof. See [4, Corollary 3.5.4] for the proof of (i), and [7, Lemma 2.6] for the proof
of (ii). 
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Lemma 2.5 [5, Lemma 13.2.1; 10, Lemma 2.7]. Let C denote a distance-regular
graph with diameter d > 3; and eigenvalues 0 > 1 >    > d: Let  2 f1; dg;
and let 0; 1; : : : ; d denote the cosine sequence for  :
(i) Suppose  D 1. Then 0 > 1 >    > d:
(ii) Suppose  D d . Then .−1/ii > 0 .0 6 i 6 d/.
Lemma 2.6 [7, Lemma 10.5]. Let C denote a tight distance-regular graph with di-
ameter d > 3; and eigenvalues 0 > 1 >    > d: Let  2 f1; dg; and let 0; 1;
: : : ; d denote the cosine sequence for  :
(i) Suppose  D 1. Then i−1 > i .2 6 i 6 d/.
(ii) Suppose  D d . Then .−1/i.i−1 − i/ < 0 .2 6 i 6 d/.
Lemma 2.7 [7, Theorems 10.2 and 12.4]. Let C D .X;R/ denote a tight distance-
regular graph with diameter d > 3; and eigenvalues 0 > 1 >    > d . Let  2
f1; dg; and let ; 2; 3 denote the first; second and third cosines for ; respective-
ly. Pick any path x; y; z of C with o.x; z/ D 2. Then there are exactly  vertices in X
adjacent to each of x; y and z; where
 D c2.3 − /.
2 − 2/ − .1 − 2/.3 − 2/
.3 − 2/. − 2/ : (9)
Observe that the denominators in .9/ are nonzero by Lemma 2:5 and Lemma 2:6.
We end this section with a result on tight graphs which will be useful later.
Lemma 2.8 [7, Corollary 3.4]. Let C D .X;R/ denote a tight distance-regular graph
with diameter d > 3; and eigenvalues 0 > 1 >    > d: Let E 2 fE1; Ed g. Pick
vertices x; y 2 X with o.x; y/ D 1: Then:
E Ox; E Oy;
X
z2X
o.x;z/D1
o.y;z/D1
E Oz are linearly dependent:
3. The inequality
Let C D .X;R/ denote any distance-regular graph with diameter d > 3; and ei-
genvalues 0 > 1 >    > d: Pick any x; y 2 X such that o.x; y/ D 2; and define
! VD
X
z2X
o.x;z/D1
o.y;z/D1
Oz: (10)
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Let E denote any primitive idempotent of C, and let G D G.x; yI E/ denote the
matrix of inner products for the vectors E!;E Ox;E Oy, that is,
G VD
0
@ kE!k
2 hE!;E Oxi hE!;E Oyi
hE Ox;E!i kE Oxk2 hE Ox;E Oyi
hE Oy;E!i hE Oy;E Oxi kE Oyk2
1
A : (11)
Observe that G is positive semi-definite, so det G > 0: We now compute the en-
tries in G. For all entries but kE!k2, we can do this without further assumptions. To
obtain kE!k2, we will assume C is tight, and that E 2 fE1; Edg.
Lemma 3.1. Let C D .X;R/ denote any distance-regular graph with diameter d >
3. Let E denote any primitive idempotent ofC; and let ; 2 denote the corresponding
first and second cosines; respectively. Pick vertices x; y 2 X such that o.x; y/ D 2;
and let ! be as in .10/. Then:
(i) kE Oxk2 D kE Oyk2 D mjXj−1;
(ii) hE Oy;E Oxi D mjXj−12;
(iii) hE Ox;E!i D hE Oy;E!i D c2mjXj−1;
where m denotes the multiplicity of E.
Proof. (i)–(iii). Routine application of Lemma 2.1(i). 
Lemma 3.2. Let C D .X;R/ denote a tight distance-regular graph with diameter
d > 3; and eigenvalues 0 > 1 >    > d . Let E 2 fE1; Ed g; and let ; 2 denote
the corresponding first and second cosines; respectively. Pick vertices x; y 2 X such
that o.x; y/ D 2; and let ! be as in .10/. Then:
kE!k2 D c2mjXj−1.1 C  C .c2 − 1 − /2/;
where m denotes the multiplicity of E; and where  is as in .9/.
Proof. Observe
kE!k2 DhE!;E!i
D
X
z2X
o.x;z/D1
o.y;z/D1
X
u2X
o.x;u/D1
o.y;u/D1
hE Oz;E Oui: (12)
There are c2 vertices in X adjacent to both x and y. Fix one such vertex, and denote it
by z. Observe that for all vertices u 2 X adjacent to both x and y, o.z; u/ 2 f0; 1; 2g.
By Lemma 2.7,  of these vertices are at distance 1 from z, hence c2 − 1 −  are
at distance 2 from z. Evaluating the right-hand side of (12) using these facts and
Lemma 2.1(i), we obtain the result. 
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Lemma 3.3. Let C D .X;R/ denote a tight distance-regular graph with diameter
d > 3; and eigenvalues 0 > 1 >    > d . Let E 2 fE1; Edg; and let ; 2; 3 de-
note the associated first; second and third cosines; respectively. Pick x; y 2 X such
that o.x; y/ D 2; and let G D G.x; yI E/ denote the matrix in .11/. Then
det G D m3jXj−3c22
.1 − 2/2. 22 C 2 −  2 − 3/
3 − 2 ; (13)
where m denotes the multiplicity of E.
Proof. Evaluating the entries of (11) using Lemmas 3.1 and 3.2 we find
det GDm3jXj−3c2.1 − 2/..1 C 2/.1 − 2 C . − 2//
C c2. 22 C 2 − 2 2//: (14)
Eliminating  in (14) using (9), and simplifying the result, we get (13) as desired. 
Theorem 3.4. Let C denote a tight distance-regular graph with diameter d > 3;
and eigenvalues 0 > 1 >    > d . Let  2 f1; d g; and let ; 2; 3 denote the
associated first; second and third cosines; respectively.
(i) Assume  D 1. Then
2.2 C 1/ 6 . C 3/: (15)
(ii) Assume  D d . Then
2.2 C 1/ > . C 3/: (16)
Proof. With reference to Lemma 3.3, observe that det G is nonnegative, so the ex-
pression on the right-hand side of (13) is nonnegative. Observe that 3 − 2 is
negative by Lemma 2.6, and 1 − 2 is positive by Lemma 2.2(i). So
. 22 C 2 −  2 − 3/ 6 0:
Recall  D k−1I applying Lemma 2.4, we see  > 0 if  D 1, and  < 0 if  D
d . The result follows. 
We consider the case when equality holds in (15) and (16).
Lemma 3.5. Let C D .X;R/ denote a tight distance-regular graph with diameter
d > 3; and eigenvalues 0 > 1 >    > d . Let E 2 fE1; Edg; and let ; 2; 3 de-
note the associated first; second and third cosines; respectively. Then the following
are equivalent:
(i) 2.2 C 1/ D . C 3/:
(ii) For all x; y 2 X such that o.x; y/ D 2;
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X
z2X
o.x;z/D1
o.y;z/D1
E Oz D c2
1 C 2 .E Ox C E Oy/:
(iii) There exist x; y 2 X such that o.x; y/ D 2; and such that
E Ox; E Oy;
X
z2X
o.x;z/D1
o.y;z/D1
E Oz are linearly dependent:
Proof. (i) H) (ii). Pick x; y 2 X such that o.x; y/ D 2, and let ! be as in (10). Let
G D G.x; yI E/ denote the matrix in (11). Then det G is given in (13). By assump-
tion, the right-hand side of (13) is 0, so det G D 0. It follows that E!;E Ox;E Oy are
linearly dependent. Since E Ox;E Oy are linearly independent by Corollary 2.3, there
exist ;  2 R such that
E! D E Ox C E Oy: (17)
Taking the inner product of (17) with E Ox, and evaluating the resulting equation using
Lemma 3.1, we get
c2 D  C 2: (18)
Interchanging the roles of x; y above, we get
c2 D 2 C : (19)
Solving the linear system (18), (19) for  and ; and recalling that 2 =D 1 by
Lemma 2.2(i), we obtain
 D  D c2
1 C 2 : (20)
The result follows from (10), (17) and (20).
(ii) H) (iii). Clear.
(iii) H) (i). Let G D G.x; yI E/ be as in (11), and observe that det G D 0. The
result now follows in view of (13), since 1 − 2 =D 0 by Lemma 2.2(i), and since
 =D 0 by Lemma 2.4. 
4. Dual bipartite Q-polynomial property
Let C D .X;R/ denote a distance-regular graph with diameter d > 3. Let E0; E1;
: : : ; Ed denote the primitive idempotents of C. By the Krein parameters of C, we
mean the scalars qhij 2 R such that
Ei  Ej D jXj−1
dX
hD0
qhijEh .0 6 i; j 6 d/;
where  denotes entry-wise multiplication.
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The Krein parameters are related to the tight condition as follows.
Lemma 4.1 [10, Theorems 3.5 and 3.7]. Let C denote a distance-regular graph with
diameter d > 3; and eigenvalues 0 > 1 >    > d . Then the following are equiv-
alent:
(i) C is tight.
(ii) C is nonbipartite; and there exist integers i; j .1 6 i; j 6 d/ such that all but
one of q0ij ; q1ij ; : : : ; qdij are 0.
Suppose (i) and (ii) hold. Then i; j is a permutation of 1; d; and qd−11d =D 0:
C is said to be Q-polynomial (with respect to the given ordering E0; E1; : : : ; Ed )
whenever for all distinct integers h; j .0 6 h; j 6 d/,
qh1j D 0 if and only if jh − j j =D 1:
Suppose C is Q-polynomial with respect to the ordering E0; E1; : : : ; Ed . This
Q-polynomial structure is said to be dual bipartite whenever the Krein parameters
satisfy
qi1i D 0 .0 6 i 6 d/:
When we study a Q-polynomial structure E0; E1; : : : ; Ed , we are often mainly
interested in just E1. To reflect this, we make the following definition. Let E denote
any nontrivial primitive idempotent of C. We say that C is Q-polynomial with respect
to E whenever there exists a Q-polynomial ordering E0; E1; : : : ; Ed of the primitive
idempotents such that E D E1.
We review a result on the Q-polynomial property by Terwilliger.
Theorem 4.2 [12, Theorem 3]. Let C D .X;R/ denote a distance-regular graph
with diameter d > 3. Let E denote a nontrivial primitive idempotent of C; and let
0; 1; : : : ; d denote the associated cosine sequence. Then the following are equiv-
alent:
(i) C is Q-polynomial with respect to E; and with respect to this Q-polynomial
structure;
qi1i D 0 .0 6 i 6 d − 1/:
(ii) i =D 1 .1 6 i 6 d/; and for all x; y 2 X;
E Ox; E Oy;
X
z2X
o.x;z/D1
o.y;z/D1
E Oz are linearly dependent: (21)
Suppose (i) and (ii) hold. Then referring to the Q-poynomial structure in (i), qd1d D 0
if and only if C is antipodal.
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The tight condition and the Q-polynomial condition are clearly related to some
extent, since they both concern the Krein parameters. In the following two lemmas,
we make this relationship more explicit.
Lemma 4.3 [11, Corollary 4.3]. Let C denote a distance-regular graph with diameter
d > 3. Assume C is Q-polynomial with respect to the ordering E0; E1; : : : ; Ed of the
primitive idempotents; and abbreviate ad D qd1d: Then the following are equivalent:
(i) ad D 0.
(ii) ad D 0.
Lemma 4.4 [11, Corollary 4.4]. Let C denote a distance-regular graph with diameter
d > 3. Assume C is Q-polynomial with respect to the ordering E0; E1; : : : ; Ed of the
primitive idempotents; and abbreviate ad D qd1d: Then the following are equivalent:
(i) C is tight.
(ii) C is nonbipartite and ad D 0.
(iii) C is nonbipartite and ad D 0.
Suppose (i)–(iii) hold; and let  denote the eigenvalue for E1. Then  is either the
second largest or the smallest eigenvalue of C.
Lemma 4.5. Let C D .X;R/ denote a nonbipartite distance-regular graph with di-
ameter d > 3; and eigenvalues 0 > 1 >    > d . Let  denote any nontrivial ei-
genvalue of C; and let 0; 1; : : : ; d denote the cosine sequence for  . Then the
following are equivalent:
(i) C is dual bipartite Q-polynomial with respect to  .
(ii) C is tight;  2 f1; dg; d =D 1; and
2.2 C 1/ D . C 3/: (22)
Proof. (i) H) (ii). Since C is nonbipartite, and since the Krein parameter ad for
the given Q-polynomial structure is 0, we find that C is tight and  2 f1; d g in
view of Lemma 4.4. The remaining assertions follow by Theorem 4.2 and Lemma
3.5(i),(iii).
(ii) H) (i). Let E denote the primitive idempotent of C associated with  . Ob-
serve that (21) holds for x D y by (8), and for o.x; y/ D 1 by Lemma 2.8. Line (21)
holds for o.x; y/ D 2 by Lemma 3.5(i),(ii). Line (21) clearly holds for o.x; y/ > 3;
so (21) holds for all x; y 2 X. By the assumptions and Lemma 2.2(i), we find that
i =D 1 .1 6 i 6 d/: We now have Theorem 4.2(ii), so Theorem 4.2(i) holds. It re-
mains to show that the Krein parameter ad for the given Q-polynomial structure is 0.
But this follows from Lemma 4.4(i),(iii). 
Theorem 4.6. Let C denote a nonbipartite distance-regular graph with diameter
d > 3. Assume d is even. Let 0 > 1 >    > d denote the eigenvalues of C. Pick
a nontrivial eigenvalue ; and let 0; 1; : : : ; d denote the cosine sequence for  .
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Then the following are equivalent:
(i) C is dual bipartite Q-polynomial with respect to  .
(ii) C is tight;  D 1; and
2.2 C 1/ D . C 3/:
Proof. (i) H) (ii). C is antipodal by Theorem 4.2, and d =D 1 from Lemma 4.5.
Since d is even,  =D d in view of Lemma 2.2(iii). The result follows from Lemma
4.5.
(ii) H) (i). Observe d =D 1 by Lemma 2.2(iii). By Lemma 4.5 we are done. 
Theorem 4.7. Let C denote a nonbipartite distance-regular graph with diameter
d > 3. Assume d is odd. Let 0 > 1 >    > d denote the eigenvalues of C. Pick
a nontrivial eigenvalue ; and let 0; 1; : : : ; d denote the cosine sequence for :
Then the following are equivalent:
(i) C is dual bipartite Q-polynomial with respect to  .
(ii) C is tight;  2 f1; dg; and
2.2 C 1/ D . C 3/:
Proof. (i) H) (ii). Follows easily from Lemma 4.5.
(ii) H) (i). Observe d =D 1 by Lemma 2.2(iii). By Lemma 4.5, we are done. 
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