As disease often alters structural and functional properties in tissue, the noninvasive measurement of material stiffness in vivo is desirable. Magnetic resonance elastography provides an approach to in vivo tissue characterization, using images of wave motion in tissue and biomechanical principles to reconstruct and quantify stiffness. Successful clinical translation of this technology requires stiffness reconstruction algorithms that are robust, easy to manage, and fast. In this paper, a reconstruction method is presented which addresses these issues by using a local compact divergence-free reconstruction kernel coupled with non-physical constraint elimination and inverse residual weighting to reliably reconstruct stiffness. The proposed technique is compared with local curl reconstructions and global stiffness-pressure reconstructions across two ground-truth phantoms as well as in vivo data sets. Sensitivity analysis is also performed, assessing the variability of reconstruction results and robustness to noise. It is shown that the proposed method can be robustly applied across data sets, is less sensitive to noise, attains comparable (or improved) accuracy, provides better correlation to anatomical features, and can be completed in short timescales.
Introduction
Tissue stiffness is considered a valuable clinical marker as abnormalities -such as tumors, inflamation, or fibrosis -can fundamentally alter tissue structure, leading to significant variations in material properties. In the case of tumors, factors such as angiogenesis, increase in cell stiffness, and compaction of surrounding tissue alter homeostatic conditions ( Krouskop et al., 1998; Paszek et al., 2005 ) . In liver fibrosis, scarring occurs in the liver, yielding an increased collagen density in the extracellular matrix ( Bataller and Brenner, 2005; Yeh et al., 2002 ) . Clinical evaluation of tissue properties is commonly accomplished through palpation or invasive biopsy procedures ( Mariappan et al., 2010 ) . Both techniques remain limited, with palpation applicable to superficial tissues and biopsy to conditions serious enough to warrant an invasive test.
Leveraging modern imaging and engineering, magnetic resonance elastography (MRE) provides an alternative approach to tissue stiffness characterization that is quantitative and non-invasive ( Glaser et al., 2012 ) . MRE uses phase contrast imaging to record a * Corresponding author.
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full three dimensional field of displacements in tissue induced by a transducer (a common approach is harmonic MRE which employs a single-frequency vibration) ( Parker et al., 2011 ) . The recorded data represents movement of mechanical waves and, by employing a reconstruction algorithm, the underlying tissue stiffness can be quantified. MRE has been applied to disease areas such as liver fibrosis ( Bonekamp et al., 2009; Huwart et al., 2008; Rouvière et al., 2006; Venkatesh et al., 2013; Yin et al., 2007 ) and breast cancer ( McKnight et al., 2002; Sinkus et al., 20 0 0; 20 07 ) , and to other organs such as brain ( Green et al., 2008; Kruse et al., 2008; Sack et al., 2007 ) (including Alzheimer's Murphy et al., 2011 and cancer Jamin et al., 2015 ) , prostate ( Kemper et al., 2004; Li et al., 2011; Sahebjavaher et al., 2013 ) , and heart ( Kolipaka et al., 2010; Sack et al., 2009 ) among others ( Glaser et al., 2012; Mariappan et al., 2010 ) . As MRE continues to become more widely used, both clinically and in research, it is critical to provide reconstruction algorithms that are robust, accurate, easy-to-use, and can be completed in clinical time scales.
MRE reconstruction is considered an inverse problem, as the given wave behavior depends on the unknown stiffness distribution, which must be computed. Due to the small displacements associated with the waves, the linear viscoelastic wave equation (LVWE) is typically assumed to accurately model the wave behavior ( Glaser et al., 2012 ) . Reconstruction methods based on the LVWE can be split into two main categories -direct and iterativethat vary fundamentally in principle. Direct methods assume that the wave behavior measured from MR is sufficiently accurate that insertion into the governing equations (e.g. LVWE) leaves the stiffness distribution as the principal unknown and can be found by error minimization. These methods are therefore inherently sensitive to data quality.
In contrast, iterative techniques most often seek to solve a forward problem and iteratively adapt stiffness parameters in order to minimize the difference between the resultant forward solution and measured wave field. As a result, iterative methods tend to be less sensitive to noise, but strongly dependent on the forward problem and the assumption that it correctly models the wave behavior. Inconsistency here may lead to incorrect solutions or even divergence. Therefore these methods are potentially more biased by model assumptions (such as the governing equations, initial stiffness distributions, boundary conditions, etc). Furthermore, iterative methods are typically more computationally expensive than direct methods, as they require many solutions to the forward instead of acting directly on the data. For some examples of iterative methods see Eskandari et al. (2008) , Miga (2003) , Oberai et al. (2003) , Van Houten et al. (2001) and Zhang et al. (2006) and for a comparison of iterative and direct methods see Honarvar et al. (2016) . As the focus here includes ease of use and processing within clinical time scales, iterative methods will not be considered, as currently these are computationally expensive methods that can require expert knowledge to execute.
Direct methods can be further subdivided into two general types of approaches. The first type are global methods, where the stiffness is considered to have spatial variability and reconstructions are performed over the entire region of interest (ROI) ( Eskandari et al., 2011; Guo et al., 2010; Honarvar et al., 2012; Park and Maniatty, 20 06; 20 09; Zhu et al., 2003 ) . The second type are local methods, where the stiffness is taken to be constant locally and many small independent reconstructions are performed which eventually span the ROI ( Bercoff et al., 2003; Connesson et al., 2015; Manduca et al., 2003; McLaughlin et al., 2006; Okamoto et al., 2011; Oliphant et al., 2001; Romano et al., 1998; Sinkus et al., 2005b ) . Some local methods fit or utilize properties of known solutions of the wave equation instead of directly solving the equations ( Baghani et al., 2011; Tzschätzsch et al., 2016 ) . Local methods are less accurate in areas which contain significant stiffness heterogeneity, whereas global methods are more computationally expensive and typically require tuning of regularization parameters. Many previous comparisons and descriptions of global methods are limited to in silico and phantom data, so the robustness of these methods when reconstructing complex anatomical data has not been well established. Here, both local and global methods are considered and comparisons between them are shown, including on anatomical data sets, such as breast and brain.
In addition to these comparisons, this paper presents a novel, computationally inexpensive, robustand easy-to-use method for MRE reconstruction. The proposed reconstruction is local in the sense described above and uses a compact finite element method (FEM) reconstruction kernel of the LVWE with specialized divergence-free projections to eliminate unknown tractions and hydrostatic forces. Additional techniques for reducing noise effects, increasing accuracy, and mitigating the drawbacks of the local homogeneity assumption are also described. The proposed reconstruction is compared to two state-of-the-art methods: a local curlbased approach ( Sinkus et al., 2005b ) and a global FEM approach ( Park and Maniatty, 2006; Honarvar et al., 2012 ) , both of which have been used in recent scientific work Runge et al., 2014; Sahebjavaher et al., 2014; Schregel et al., 2012 ) . To verify the methods, two phantom data sets with known viscoelastic properties are reconstructed. A sensitivity analysis is then presented that incorporates several different tests to investigate the effects of noise on the performance of the reconstruction techniques. Finally, anatomical data sets are reconstructed in order to evaluate efficacy in vivo . Methods are compared by correlation of stiffness to anatomy and consistency over multiple simultaneous scans. Results show that the proposed method has improved stability and robustness, comparable or improved accuracy, and maintains a low computing time.
In Section 2 , theory is presented and the proposed div-free FEM reconstruction method is described along with the two comparison methods. In Section 3 , the methods are verified using two phantom data sets, a noise sensitivity analysis is performed, and the methods are applied to multiple anatomical data sets. A discussion of these comparisons and results is provided in Section 4 and conclusions are made in Section 5 .
Methods
The mechanical waves induced in tissue during harmonic MRE are typically modeled by the LVWE over some 3D ROI or domain,
, with boundary . Under the time harmonic assumption, the displacements and hydrostatic stress are complex-valued functions of space, u = u (x ) and p = p(x ) , respectively, where x ∈ . These are related to the physical time-dependent real-valued functions
This assumption leads to the following equations:
where
is the complex-valued first Lamé parameter, G ( x ) is the complex-valued shear modulus, ρ( x ) is the material density, ω is the angular frequency, and = 1 2 . Eqs. (3) and (4) reference the boundary conditions where known displacements, ˆ u , are imposed on 1 and known tractions, ˆ T , on 2 with the unit vector normal to 2 denoted as n . The shear modulus, G , is often split into real and imaginary components, i.e. G = G + iG , where G is the storage modulus and G is the loss modulus. For tissue, the density is usually considered to be constant and equal to the density of water, i.e. ρ(x ) = 10 0 0 kg/m 3 .
In a typical forward solution to (1) -(4) , the material parameters, ρ, λ, and G , as well as ω and sufficient boundary conditions are given while u and p are unknown. In the case of MRE reconstruction, an inverse solution is necessary, since u is given from measured data. Density and angular frequency, ρ and ω, remain known and so this leaves the stiffness, λ and G , and p as unknowns. If it is assumed that λ is not much greater than G or that ∇ · u can be accurately computed, then (2) can be inserted into (1) and the given u can be used to reconstruct both λ and G . These properties cannot typically be assumed for elastography reconstruction however, as, for tissue, λ is much larger than G . Additionally, ∇ · u is small so its computation is unreliable due to the noise in u . The value of λ could be set to some large number or, more probably, the Poisson ratio could be set to a value just slightly less than 0.5, leaving only G to be reconstructed ( Eskandari et al., 2011; Guo et al., 2010; Zhu et al., 2003 ) . Although λ will be inaccurate, the shear modulus G may be reconstructed accurately; however this may lead to errors in regions with strong mode conversion.
Often tissue is considered incompressible and (2) simplifies to a pure divergence free condition, ∇ · u = 0 . In this case, only (1) is solved for G and p . From here, there are three common routes in MRE reconstruction. First, some methods consider the gradient of p to be negligible, simply removing this term from (1) ( Bercoff et al., 20 03; Manduca et al., 20 03; McLaughlin et al., 20 06; Oliphant et al., 2001 ). However, it has been shown that neglecting the pressure term leads to error in stiffness reconstructions ( Park and Maniatty, 2006 ) . Another approach is to remove the pressure term by taking the curl of (1) ,
since the curl of the gradient of a scalar potential is zero Sinkus et al., 2005b ) . This increases the order of differentiation of u , requiring increased measurement accuracy to obtain the same reconstruction quality. Alternatively, p may be solved for, in addition to G ( Honarvar et al., 2012; Park and Maniatty, 20 06; 20 09 ) . This typically requires regularizing p which introduces parameters that may need to be tuned to optimize results.
All of the published reconstruction methods mentioned in this section solve (1) , or variants of it, like (5) , for stiffness via a direct least squares solution, that is, minimize the discrepancy in the equation. As mentioned in Section 1 , these methods are split between global and local, where local methods assume local homogeneity of stiffness. So while global methods solve (1) on , or at least large subregions of , local methods simplify (1) by assuming G is constant and solve on small subregions of , denoted by L . The two methods used for comparisons (a local curl-based method and a global FEM method that solves for pressure) and the proposed div-free FEM method are described in Sections 2.2, 2.4 , and 2.5 , respectively.
Image data
In MRE, 3D displacement data corresponding to waves induced by a single frequency transducer are recorded by MR imaging at several time points along the wave cycle. These are then transformed into a complex valued field based on the time harmonic assumption. As is typical of MR images, the harmonic displacement data are represented on a uniform 3D grid of voxels, which may also be referred to as a stack of images or slices. So, the true continuous displacement field, u , is approximated by the discrete set of MRI obtained values, ˆ u , and these are related by
where represents the error due to discretization, noise, voxel averaging, and other factors, ( i, j, k ) counts over the voxels in the ( x, y, z ) directions, respectively, and h 1 , h 2 , and h 3 are the voxel dimensions. The goal of the reconstruction algorithm is then to provide a stiffness value at each voxel location,
Limiting the influence of noise in the MR images is often accomplished by applying a low pass filter such as Gaussian smoothing, which here is included as an optional pre-processing step. Smoothing is applied in a standard three dimensional way by reassigning voxel values based on some chosen convolution kernel. An important feature to recognize in direct methods is that excess noise will tend to lower the reconstructed stiffness, as high frequency waves correspond to soft or low stiffness material. Therefore, smoothing the data tends to increase reconstructed stiffness. An appropriate choice of smoothing depends on the signal-to-noise ratio (SNR) and also the ratio of wavelength to voxel size, as local derivative estimates will be more affected by noise for longer wavelengths.
Noise becomes more problematic when constructing the necessary derivatives of ˆ u for insertion in Eqs. (1) and (5) as differentiation tends to amplify noise. Therefore, many published reconstruction methods, and two of the methods developed here, utilize FEM because, as an integration approach, it reduces the order of derivatives. For all three methods, the necessary derivatives of ˆ u are precomputed via least squares polynomial fitting (also called Savitzky-Golay filtering ( Savitzky and Golay, 1964 ) ). This approach has often been used in MRE reconstruction, for example, in Oliphant et al. (2001) , Manduca et al. (2001) , Sinkus et al. (2005a) , and Honarvar et al. (2012) . In Honarvar et al. (2016) this approach is shown to be more stable and accurate than standard FEM calculations of derivatives of ˆ u . The following notation is introduced:
which represents the result of applying polynomial fitting to the data, ˆ u , at voxel i = ( i, j, k ) , to construct the derivatives required by the operator . For example, the curl of the data ˆ q = ∇ ×ˆ u at each voxel will be given by
Only first and third derivatives of ˆ u will be required. For first derivatives, a linear 3D polynomial is fit to the 3 × 3 × 3 cube of data centered around each voxel and the derivatives of this polynomial at the voxel are used. For third derivatives, a cubic polynomial is fit to data within a shape approximating a sphere bounded by the surrounding 5 × 5 × 5 cube (the inner 3 × 3 × 3 cube is used along with data from the six 3 × 3 × 1 sections lying on the faces of the inner cube).
Local curl reconstruction
The local curl-based method is based on ( Sinkus et al., 2005b ) and is used here for comparison. This reconstruction method solves (5) and assumes G is locally constant. This simplifies (5) , which becomes
where q = ∇ × u . Required derivatives are found by polynomial fitting, so at each voxel, i , the discretized equation is,
Eq. (10) is solved for G ( i ) via least squares, where there are three complex equations for each complex valued G ( i ),
FEM based reconstruction
As mentioned previously, FEM is a common numerical approach in MRE reconstruction ( Romano et al., 1998; Van Houten et al., 20 01; Park and Maniatty, 20 06; Eskandari et al., 2011; Honarvar et al., 2012 ) . Here, it is employed by both the proposed local method and the global method. FEM implementations operate on the weak (or variational) form of equations. The general weak form is essentially standard across FEM-based MRE reconstruction, typically only varying as much as the strong form equations (e.g., homogeneity assumption, compressibility, application of curl). Prior FEM-based MRE reconstruction methods and the two developed here have varying implementation details including element type, numerical integration, and, in the case of local methods, support size. For example, Romano et al. (1998) consider the weak form of the compressible equations, use cubic interpolation of displacement data, and perform numerical integration to create three equations to solve at each voxel for stiffness. Van Houten et al. (2001) consider the compressible equations and use linear triangular elements while utilizing FEM to solve forward problems within a global iterative approach. Connesson et al. (2015) present a virtual fields method starting from the virtual work form of the equations (equivalent to the weak form after integration by parts) and a local reconstruction is performed at each voxel using a mesh formed from linear hexahedral elements. Here, the proposed method considers the incompressible formulation, utilizes linear approximations to reduce noise sensitivity in an inf-sup stable element, constructs a local mesh (approximating a spherical shape) to increase the number of constraints per unknown, and incorporates various other improvements discussed later.
The weak form of the incompressible versions of (1) and (2) are found from multiplying by test functions, w and q , and integrating.
The forward problem becomes:
with the trial function space
From here, the equations are discretized based on element choice and corresponding shape functions. A superscript h will denote these finite dimensional approximations of continuous functions, e.g. u h , so that Eqs. (12) and (13) become
Here, the finite dimensional functions are linear combinations of nodal-Lagrange shape functions
where N * are the number of nodes, ψ * l are the shape functions corresponding to node l for each variable, * , and G l , u l , w l , p l , and q l are the values of the variables at node l . The shape functions are polynomials with value 1 at their associated node and 0 at all other nodes.
For the inverse problem, the displacements are given, so nodal values are found by u l = ˆ u (i l ) , where i l is the voxel at node l .
Typically, in FEM, derivatives of the variables would be computed by taking derivatives of the shape functions. As mentioned above though, it is preferable with this type of data for derivatives to be computed by polynomial fitting. So, within the FEM, ∇u is considered a separate variable and is interpolated via
with nodal values given by
Also, Eq. (15) is ignored, as the displacements are known. Finally, since tractions are unknown, the test function space is amended so that the traction term in Eq. (14) is removed. This is accomplished by having the test functions be zero on the entire bound- Romano et al., 1998; Park and Maniatty, 2006 ) . This has the effect of removing all equations associated with boundary nodes. In a typical FEM problem, these equations would be replaced by Dirichlet boundary conditions, but this cannot be done for the stiffness as it is completely unknown, and so the equations are lost. The methods here are implemented so that enough equations will remain in order to determine the unknown stiffness.
Global heterogeneous reconstruction
The global FEM method developed here is based on some described in literature ( Eskandari et al., 2011; Honarvar et al., 2012; Park and Maniatty, 2006 ) , differing only by element choice and regularization, and so is presumed to show essentially equivalent behavior. As a global method, this approach considers G to be a function of space and solves (14) over the whole domain or ROI,
. In practice, some global methods are applied to subsets of but these subsets are significantly larger than the subsets used for local methods. The matrix system corresponding to (14) , including the modified test function space, V 0 , is
ces K, C , and M are constructed in a standard way, detailed in Appendix A . For the global reconstruction, the inf-sup stable hexahedral Q 2 -Q 1 element ( Hughes, 20 0 0 ) is used, in which the displacements, test functions, and stiffness are represented by quadratic shape functions and the pressure is represented by linear shape functions. In Park and Maniatty (2006) and Honarvar et al. (2012) a combination of linear and discontinuous constant shape functions are used. Regularization of the stiffness and pressure is also required for the global approach. A Tikhonov regularization method ( Tikhonov et al., 1995 ) is employed by adding the Laplacian of G and p to the equations to be minimized, as well as a term to minimize p itself, resulting in
after applying least squares. The matrices D G and D p represent finite difference discretizations of the Laplacian for G and p , respectively, α G , α p 1 and α p 2 are the regularization weighting parameters, and I p is an identity matrix. The pressure regularization parameter, α p 1 , must be nonzero to avoid poor conditioning.
In Park and Maniatty (2006) , the pressure regularization is the same as here, whereas a stiffness regularization is not specified. In Honarvar et al. (2012) , sparsity regularization of the stiffness and pressure is used, and while this is shown to provide more accuracy in simulations, it is stated that similar quality results can be obtained by either Tikhonov or sparsity regularization in phantom data. Tikhonov regularization is chosen here because the sparse and banded properties of the matrix system are preserved leading to a faster and less memory intensive inversion.
Proposed reconstruction
As in the local curl method, the proposed method assumes local homogeneity of stiffness over small subregions, L , of with boundaries L . Therefore, G is considered to be constant so can be taken out of the integral and will not be represented by shape functions. The weak form problem (12) and (13) is further modified by changing the test function space to only consider divergence-free functions,
which removes the pressure term. Eq. (14) becomes
which is written in matrix form as
where ∇U is a vector containing all displacement derivatives at every node, ∇ · U is a vector containing the divergence of the displacements at every node, the tildes represent use of ˜ V 0 , and, because of this test function space, ˜ C is zero. In practice, the matrices in (26) are constructed by first forming matrices using standard test functions from V 0 , which, as in the global method, are denoted M, K, C . To enforce the divergence-free constraint on the test functions, the matrix X = null (C T ) is constructed. Hence,
and becomes
The construction of the matrices M, K , and C is detailed in Appendix A . Connesson et al. (2015) incorporate removal of the compressional term into the conditions imposed on an optimized virtual field and so is similar to the approach described here. However, in that work, a single optimal field is found, whereas here the solution is found from minimizing over the space of divergencefree test functions, and further, inf-sup stability is not considered. Unlike taking the curl of the equations, using weakly divergence-free test functions to remove the pressure term does not directly remove the compressional component of the waves. In fact, in terms of the final stiffness result, it is similar to solving for the pressure. It does, however, reduce the system size and therefore computational cost, although this is only true when computing on small local domains. Since the matrix X T is full, the normally banded system is replaced with a full system. For small systems, as in a local solution, it makes little difference if the system is full or sparse, but for larger systems resulting from a global reconstruction, a full matrix inversion will be much more computationally expensive than a sparse inversion. Additionally, removing the pressure term simplifies the structure of the equation making some of the improvements discussed later more straightforward to justify and implement.
As in the local curl method, the proposed method works one voxel at a time, computing a single complex value of stiffness. It solves Eq. (28) via least squares,
and assigns G to voxel i . The same mesh of elements is used for each voxel and therefore the matrices ˜ M and ˜ K can be precomputed. The mesh recommended here is shown in Fig. 1 where the center of the mesh is located at the current voxel. In the orthogonal directions the mesh contains 5 voxels and the use of tetrahedral elements allows for the approximation of a sphere of this diameter. The mesh contains 65 nodes and so, with three displacement components, this leads to 195 complex equations to solve for one complex stiffness value. 30 of the 65 nodes line up directly with voxels and those that do not use linearly interpolated displacement data.
This mesh was found to balance being large enough to construct good estimates of the moduli while being as small as possible. A small mesh is desirable for local methods as the local homogeneous assumption will more likely be valid in a greater number of voxels. An added benefit of a smaller mesh is that it leads to a smaller system size which further reduces computational time. It is assumed that during acquisition and pre-processing that reasonable data quality and voxel-to-wavelength ratio has been achieved, so that a 5-voxel diameter mesh is sensible. If this is not true then the suggested approach is to interpolate the wave data onto a finer or coarser mesh so that 5-voxel estimates are more sensible.
The element used for the local method is based on the tetrahedral P 2 -P 1 element. The standard P 2 -P 1 element is inf-sup stable by representing the displacements by quadratic basis functions and the pressures by linear basis functions ( Hughes, 20 0 0 ) . In elastography, the wave data will inherently contain noise and quadratic interpolations will amplify this more than linear interpolations. For this reason, a unique element is used where the displacements are represented on smaller linear sub-elements which fit inside the larger linear elements used for pressure. An illustration of these elements can be seen in Fig. 1 . This element is expected to retain inf-sup stability as this condition has to do with the ratio of the numbers of constraints and not with the order of the approximation ( Hughes, 20 0 0 ). A discrete inf-sup calculation using matrices constructed from the described mesh yields
Several further improvements are now described for the proposed local method. The first is to solve for the square of the wave number, k 2 , instead of G , where k 2 = ρω 2 /G . The equations to solve become
and the least squares solution is
The only difference with Eq. (29) is that Eq. (31) contains the mass type matrix, M , in the denominator instead of the Laplacian type matrix, A . It is hypothesized, since A represents the Laplacian, it will amplify the effects of noise, and therefore that replacing it with M in the solution will improve the reconstructed elasticity by reducing noise effects. The complex modulus is then calculated by the scalar operation
The second improvement is to remove non-physical equations from the least squares solution. As seen in (30) and (31) , many equations combine via least squares to give a single value of k 2 . So, any individual equation that gives a non-physical value for k 2 is removed. The equations for Re( k 2 ) and Im( k 2 ) are processed separately, so an equation for Re( k 2 ) which gives a negative value or an equation for Im( k 2 ) which gives a positive value is excluded. All remaining equations are combined via least squares minimization to solve for k 2 . This procedure is expected to reduce variation and increase accuracy of G and G , although if the true values are near zero this procedure may introduce a bias towards larger values by removing all negative contributions. In the case that all equations give a non-physical value, then only the single equation that gives the closest-to-valid value is used. Due to the large number of equations given by the kernel this case is extremely rare and does not occur in any of the results presented here. Other techniques to optimize the least squares solution include total least squares ( Okamoto et al., 2011 ) and, in work on ultrasound elastography reconstruction, interatively reweighted least squares ( Rivaz et al., 2011 ) .
Finally, a residual-based weighted average is used as a postprocessing step. The residual at each voxel is calculated by
In theory, voxels in which the constant stiffness assumption is more valid will have a lower residual than their surrounding voxels. Also, the finite element mesh for any one voxel includes the surrounding voxels and therefore the reconstructed G is valid, to some degree, for any of the voxels in that mesh. From these observations, the approach chosen here is to consider the 3 × 3 × 3 cube centered around the current voxel and compare the residuals within that set of voxels, including the current voxel. The stiffness from any voxels in that set with residual less than or equal to the current voxel's residual will be averaged. A weighted averaging of the stiffness is performed where the weights are one over the residual, so that the new stiffness at voxel i is given by where k counts over the voxels in the 3 × 3 × 3 cube. Voxel-wise residual error values have also been used in other MRE reconstruction work to invalidate stiffness values in certain voxels ( Okamoto et al., 2011 ) and identify heterogeneities ( Okamoto et al., 2014 ) . Here, the post-processing step described above affects the elastogram itself, automatically replacing stiffness values in regions with high error (such as near heterogeneities) and simply smoothing the elastogram in regions of low error.
Local curl reconstruction (revisited)
The process of voxel-wise assignment of stiffness values found from least squares solutions of Helmholtz-like equations is shared between the proposed and local curl methods. Therefore, the improvements described above are easily applied to the latter. In the interest of comparing the methods in their optimal configuration, the curl method is enhanced by solving for k 2 and by removing non-physical equations. In this case, as there are only three equations for each of the two unknowns at each pixel, it is more likely that all three are non-physical and therefore more likely that the elastograms will contain voxels with non-physical stiffness values. Optionally, these voxels could also be set to zero stiffness or be registered as invalid and removed from any subsequent steps. Finally, as a post-processing step, a Gaussian filter is applied to the elastogram itself with 3 × 3 × 3 support and σ = 1 voxel.
Results
The reconstruction methods described in Section 2 were assessed by applying them to a range of MRE data sets. Verification of the methods, by reconstructing phantom data with known stiffness distributions, is described first. Next, several tests for investigating the methods' robustness to noise are introduced and the results of these tests are presented. Multiple anatomical data sets were considered in order to show the methods' robustness to complex data and the resulting correlation of stiffness to anatomy. Table 1 contains a summary of the phantom and anatomical data sets used in this work. The sequence used to acquire these data sets is described in ( Garteiser et al., 2013 ) . For the global method, the regularization parameters were optimized in each data set by varying the parameters over many reconstructions and comparing the results with the corresponding magnitude image. All methods were applied as described in Section 2 except that for the curl-based method a Gaussian filter was applied to the raw displacement data with 3 × 3 × 3 support and σ = 0 . 5 voxels. This was to ensure that the proposed and curl reconstructions have equivalent spatial support through pre-processing, reconstruction, and post-processing steps. In order to show the tendency for the methods to reconstruct non-physical (negative) values for G , the scales on the G elastograms for all data sets include negative values. Finally, the computational cost of the methods is briefly presented. 
CIRS phantom
The reconstruction methods were first applied to data from the CIRS 049 elastography phantom which is made from Zerdine material and contains four spherical inclusions of varying stiffness (CIRS Inc., Norfolk, VA, USA). While the storage modulus, G , varies between the background and the four inclusions, the loss modulus, G , should be essentially zero throughout. The middle slice of the real x displacements and the magnitude image are shown in Fig. 2 with stiffness reconstructions for the original local curl, improved local curl, global, and proposed methods. The original ( Section 2.2 ) and improved ( Section 2.6 ) curl methods are shown here in order to analyze the effects of the listed improvements. The five regions were segmented based on the magnitude image and stiffness means and standard deviations were calculated for the three methods over the middle three slices. These values, along with manufacturer provided values, are presented in Table 2 and plotted in Fig. 3 , where the region numbers refer to the areas shown in the magnitude image in Fig. 2 . The regularization parameters for the global method were optimized to α G = 10 , α P1 = 1 , and α P2 = 0 .
Breast phantom
The second phantom data set, used to further verify the methods, is a breast phantom made from oil-in-gelatin dispersions ( Madsen et al., 2006 ) . This phantom is divided into two background areas and two inclusions meant to model breast tissue and tumours. The regions mimic subcutaneous fat (S), glandular tissue (G), cancer (C), and fibroadenoma (F). In contrast to the CIRS phantom, both the storage and loss moduli vary between the four ar- eas. The middle slice of real z displacements, magnitude, and stiffness reconstructions for the three methods are shown in Fig. 4 . Again, the regions are segmented according to the magnitude image and stiffness means and standard deviations are calculated over the middle slice. These values are compared with measured values of the phantom in Table 3 and Fig. 5 . The measured values are taken from Sinkus et al. (2007) where a multifrequency analysis was performed which incorporated the rheometer measured values from Madsen et al. (2006) . The ranges provided in Sinkus et al. (2007) are incorporated into the error bars here. Regularization parameters for the global method were optimized to α G = 10 3 . 5 , α P1 = 1 , and α P2 = 0 .
Robustness to noise
Several tests were developed and run to determine the robustness of each reconstruction method to noise in the displacement data. Effects of both the true noise, inherent in the image, and artificially added noise were tested. These tests were applied to both the CIRS phantom and breast phantom data sets, with results summarized in Figs. 6 and 7 , respectively. A total of six tests were considered:
• %Er -Percent error between the mean reconstructed G value and the reported or measured value,
• %Dec -The percent decrease in the mean reconstructed G when 6% noise is added,
cases with 6% random noise added to each.
The %Er, SD, and %Dec tests consider stiffness values from region 5 in the CIRS phantom and region G in the breast phantom. The two MSD tests consider values from the entire data set. For all tests, data from the middle five slices of the CIRS phantom and the middle three slices of the breast phantom were used.
While the %Er metric could be presented as a test of accuracy it is used here to measure robustness to noise. It is presumed that, for direct methods, the SNR and the ratio of wavelength to voxel size define a stiffness threshold where higher stiffness values will be underestimated and lower values will be overestimated ( Arunachalam et al., 2017; Connesson et al., 2015; Honarvar et al., 2016; Papazoglou et al., 2008 ) . This can be seen in Figs. 3 and 5 as well as in phantom results presented in other work ( Baghani et al., 2011; Honarvar et al., 2012; . For typical MRE data quality, this ideal wavelength to voxel size ratio has usually been found to lie approximately between 10 and 20 ( Arunachalam et al., 2017; Honarvar et al., 2016 ) . Since all three methods underestimate G in region 5 of the CIRS phantom and region G of the breast phantom, it is assumed that these values lie above this threshold in their respective data sets. Furthermore, stiffness values should decrease when high frequency noise is added, as higher frequencies correspond to lower stiffness values. Therefore, the less affected the method is by noise, the more accurate these average values of G will be.
The SD metrics assess the variability of the stiffness results, in what should be homogeneous regions of the phantoms, by computing the standard deviations of G and G within those regions. The %Dec metric measures the percent decrease in the mean G value with approximately 6% uniformly distributed random noise added to every component of the displacement field. The final two tests, denoted as MSD for mean standard deviation , measure the precision of the methods in the presence of increased noise. The phantom data sets were reconstructed 50 times, where, for each reconstruction, 6% random noise was added (as for %Dec). The standard deviation of the 50 stiffness values computed for each pixel was calculated and scaled by the mean of the 50 values. The final value for this test is then the mean over the entire data set of these scaled standard deviations, so that a lower value indicates a higher precision reconstruction. If the mean at a pixel was less than 10 Pa, then that data was removed to avoid dividing by small numbers.
For all six tests a low value is desirable. To construct the spider plots ( Figs. 6 and 7 ) the raw numbers from each test are inverted and then scaled by the maximum inverted value for that test. So the best performing method has a value of 1 and appears on the outer rim of the plot, with the center of the plot corresponding to 0. The global methods were run with the same regularization parameters as specified for the verification results.
In vivo data
To evaluate the performance of the reconstruction techniques in vivo, the methods were applied to healthy volunteer breast and brain data sets. For the breast data, the middle slices of reconstructed G and G are shown in Fig. 8 along with the real x displacements and the magnitude image. In order to investigate the effects of the pressure regularization, the global method was run with two different sets of parameters. The first result used α G = 10 3 , α P1 = 10 2 , and α P2 = 10 1 and the second result used α G = 10 3 , α P1 = 10 0 , and α P2 = 10 1 .
The reconstruction methods were also applied to three data sets of human brain data. These data sets were taken sequentially of the same volunteer in the same sitting. The middle slices of G and G are shown in Fig. 9 aside magnitude images. The global method had regularization parameters optimized to α G = 10 4 , α P1 = 10 5 , and α P2 = 10 5 , which were chosen based on the second data set, as this appeared to give reasonable values for G and correlation to anatomy. These parameters were then applied to the other two data sets. Symmetry measures for each method were computed by flipping the elastograms over the line of symmetry, subtracting from the originals, and taking the two-norm of the difference so that a lower number means more symmetry. G and G values were averaged over the three data sets. The proposed method gives 10.4 and 7.8 for G and G symmetry, respectively. The curl method gives 11.6 and 8.5 and the global method gives 11.5 and 10.3.
Additional information is provided in Fig. 10 in order to better contextualize the brain results. This figure shows, for each of the three data sets, the wave amplitude,
, and the percentage contribution from upper harmonics, which is an approximate measure of data quality. Values for this measure below 10% are typically considered to be very good, and values above 25% are considered undesirable. Also shown, are percent differences between the amplitudes for each pair of data sets.
Computational cost
The computational cost of the methods is presented in Table 4 and includes the pre-computation of displacement derivatives. The methods were applied to each data set 3 times and the average run time was calculated. The total number of voxels refers to the cropped image stack resolution as shown in Table 1 . All reconstructions were run on a Linux workstation using MATLAB with an Intel Xeon 4-core (8-thread) 3.60 GHz processor.
Discussion

Verification
The local curl, global FEM, and proposed methods were verified by performing reconstructions on two phantom data sets. The CIRS phantom contains four inclusions with varying G and zero G throughout. As seen in Fig. 2 , all three reconstruction methods give G elastograms that are consistent with the magnitude image. The quality of these is such that inclusions can be identified and at least qualitative conclusions regarding the phantom's stiffness distribution can be reached. Here, the positive effects of the improvements can also be seen by comparing the original and improved curl methods. Even the improved curl method shows what is typical behavior of many local direct methods at the inclusion boundaries, which is to under-and overestimate stiffness on either side of large discontinuities. This is due, in part, to the invalidity of the homogeneity assumption in that region. In contrast, the proposed method provides more accuracy near inclusion boundaries, approaching that of the global method, mostly due to the residualbased weighted averaging technique and the small support. The global method provides the most accurate reconstruction for this data. All inclusions are well-defined and the G elastogram predicts near zero values throughout.
Both local methods predict large values for G in the hardest inclusion, which is probably due, in part, to the large discontinu- Fig. 8 . Reconstructions of the breast data set showing the middle slice. Left to right and top to bottom: Real x displacements, magnitude image, G and G from the local curl reconstruction, G and G from the global FEM reconstruction using the first set of pressure regularization parameters and then with the second set, and G and G from the proposed reconstruction.
Table 4
Time to complete reconstructions for the local curl, global, and proposed methods in seconds. Times are averages of 3 runs. The small difference between the original and improved curl methods is due to the relatively large amount of time spent on the pre-computation of displacement derivatives. ity at this boundary, as the invalidity of the homogeneity assumption will lead to fluctuations in both components of G . Additionally, since the effects of noise are greater for longer wavelengths, as in the hardest inclusion, the variability of G will be highest in the inclusion. Removing invalid equations in the curl and proposed methods will then lead to an overall increase in G . More generally, a limitation of the equation removal approach is that increasing noise will lead to increasing G in any material with zero or very low G . However, this approach works to increase robustness and decrease variability of both G and G and typically tissue (unlike phantom material) does not have a near zero G component. The average stiffness values in each region of the phantom are summarized in Fig. 3 and Table 2 where all methods are seen to give accurate values for the background and two soft inclusions. The large discrepancies in the harder inclusions have been explained in other publications by deterioration of the phantom or temperature during the MRE scan. It is assumed here however that this is due to the ratio of wavelength to voxel size being far from the ideal ratio as described in Section 3 and in previous work ( Arunachalam et al., 2017; Honarvar et al., 2016; Papazoglou et al., 2008 ) .
The breast phantom (elastograms shown in Fig. 4 ) has a more significant G component with known values and distribution, potentially making this data more difficult to reconstruct. The G elastograms from all three methods give comparable accuracy to the CIRS phantom data. Here, however, the ratio between the inclusion stiffness and background stiffness is lower which reduces the ringing effect for the curl method and presumably the variability in G near the inclusions for both local methods. In the G elastograms the inclusions are not clearly identifiable in the global method reconstruction but are for both local method reconstructions. In Fig. 5 and Table 3 , the proposed method is shown to accurately predict the mean G for all regions.
Overall, considering both phantom data sets, the proposed method is seen to approach the accuracy of the more expensive global method for G . It also shows higher accuracy and lower variability than the curl method, in addition to reducing negative effects of the local homogeneity assumption. In Tables 2 and 3 a general increase in accuracy and decrease in variance between the original and improved curl methods shows the benefit of some of the proposed improvements. The accuracy of the averages in Tables 2 and 3 and Figs. 3 and 5 is comparable between the proposed and global methods, while the curl method is slightly less accurate overall. While results for G are generally more variable, the proposed method is able to provide a meaningful and physically valid G distribution in the breast phantom.
Sensitivity
The sensitivity analysis performed here quantifies the effects of noise on the reconstruction methods in order to determine robustness. This analysis consisted of six tests and is summarized in the spider plots in Figs. 6 and 7 , corresponding to the CIRS phantom and breast phantom data, respectively. The %Er and %Dec tests consider changes in mean values of stiffness, as high frequency noise will tend to lower the reconstructed stiffness, while the SD G , SD G , MSD G , and MSD G tests consider the standard deviation of reconstructed stiffness. These latter four tests are directly affected by the degree of averaging and regularization within the three methods (i.e. any standard deviation result could be achieved by adjusting the averaging or regularization). Therefore, it is necessary to consider the detail in the elastograms themselves. As the elastograms for both phantoms show similar definition of region boundaries and the local methods have equivalent spatial support, the standard deviation tests are assumed to be a valid comparison.
The %Er and %Dec tests consider mean G values over the phantom background areas, specifically the discrepancy from the true value and the decrease when artificial noise is added to the displacements, respectively. In these tests, the proposed method appears to be more robust than either the curl or global method in both phantoms. It reconstructs both a higher average stiffness with only the inherent noise in the original data and is less affected by additional noise.
The proposed and curl methods perform better than the global method in the MSD G test, probably due to the removal of nonphysical equations. The G reconstruction is more sensitive, and G is closer to zero, so presumably additional noise increases the likelihood of these equations becoming non-physical. Therefore removing those non-physical equations reduces the deviation of the result but, as described previously, will result in an artificial increase in the reported value. The MSD G test shows the proposed method performing slightly better than the global method in both phantoms. While the former two tests consider variability due to added artificial noise, the SD G and SD G tests consider variability due to causes within the original data, including any inherent noise. In this case, the proposed method again shows less variability for both components of G and the global and curl methods show similar results.
The MSD G test is also used to show the relation between precision and SNR in Fig. 11 for the proposed method while using the CIRS phantom data. MSD G values were computed over different noise levels and the results are plotted against the average wave amplitude divided by the amplitude of the added noise, A w / A n . So, the unaltered waves, although including some amount of inherent noise, are assumed for this result to have infinite SNR. For example, the 6% noise used in the original MSD G test, or A w / A n ≈ 16, leads to an MSD value of about 4%.
Finally, the proposed method seems to be relatively more robust in the breast phantom than in the CIRS phantom compared to the global method. This may be due to the breast phantom being more complicated because of the significant G component. Overall, these tests show that the proposed method generally performs better than the global method which in turn performs better than the curl method.
In vivo
To evaluate reconstruction performance on real data, both breast and brain data sets were considered.
In vivo breast data
The reconstructed elastograms in Fig. 8 show that the stiffer glandular region is identifiable in G for all three methods as well as in G for the proposed and curl methods. Both the curl and global methods predict G to have non-physical (negative) values in some regions. Although the curl method removes non-physical equations, some of the voxels for this data set give all non-physical equations for G . In contrast, the proposed method predicts only positive values throughout. All three methods give qualitatively reasonable results and similar ranges for G , including both instantiations of the global method. The proposed method gives an average stiffness of 1.62 kPa in the glandular region and 0.79 kPa in the subcutaneous fat while the curl method averages 1.07 and 0.47 kPa and the global method averages 2.11 and 0.83 kPa in these respective regions. The other choice of pressure regularization for the global method gives 1.81 and 0.79 kPa in these regions. These values are near or within previously reported ranges ( Samani et al., 20 07; Sinkus et al., 20 05b ) , and the lower values for the curl method may be due to noise sensitivity. The stiffness distributions themselves also differ, as the global method shows a single large area of increased stiffness while the proposed and curl methods show a more constant baseline stiffness with several localized areas of increased stiffness. The breast data was also used to demonstrate the effect of the global method's pressure regularization on reconstructed stiffness. It was found that adjusting the pressure regularization in this data set could result in local changes in G of up to about 1 kPa (45%), and in the average glandular values by about 15%.
In vivo brain data
Brain potentially represents a more challenging arena for MRE reconstruction as there is a greater likelihood of anisotropic tissue and because the brain contains areas, such as the ventricles, that do not conform to linear elastic assumptions. On the other hand, because the brain is symmetric between left and right hemispheres, it offers a way to validate the reconstruction as stiffness is expected to follow this symmetry. The brain data presented here also offers a way to judge the reproducibility of the reconstructions because the three data sets were taken sequentially of the same volunteer in the same sitting, and therefore the elastograms should be similar.
The local curl method, as with the other data sets, gives lower values for G with more variability. It does, however, show correlation to anatomy, including some symmetry in both stiffness moduli. The proposed method's elastograms also correlate well with anatomy and show symmetry across much of G and some areas of G . These show less variability than the curl results and physically meaningful values throughout. According to the symmetry measures ( Section 3.4 ), the proposed method shows slightly improved symmetry in both stiffness components over the comparison methods. In contrast, the global method shows little correlation with anatomy as the results contain local patches of high and low stiffness in both G and G that are not symmetric and presumably not physically reasonable. There also seems to be less detail in the global method's elastograms than in the local methods'. In general, this could be caused by too large of a stiffness regularization parameter, however, the faint checkerboard pattern indicates that, if anything, the stiffness regularization is probably slightly too low.
The proposed and curl methods seem to show reproducibility judging by the similarity between the scans. Even the second scan, which has overall lower values for the moduli, shows similar stiffness distributions for both methods. In contrast, the global method shows inconsistent results for both moduli. The regularization parameters were selected considering only the second scan and based on seeing some degree of symmetry and reasonable values throughout the domain. While the G image for the second scan does not seem to correlate to anatomy, the G image appears reasonable. Applying these parameters directly to the other two scans, which should be very similar, leads to inconsistent results that do not correlate with the magnitude images.
To better contextualize the brain results, additional information has been provided in Fig. 10 . It is shown that differences in the waves between scans lead to changes in wave amplitude of nearly 8% across various regions. Furthermore, the contribution from upper harmonics (an indication of data quality) is not symmetric for these data and is not identical between scans. It is therefore unlikely that direct reconstruction methods, which depend strongly on data quality, would provide perfectly symmetric and consistent stiffness distributions for this particular set of data. Considering this, direct methods that are less sensitive to data quality should show more symmetry, as the proposed method does.
Clinical applicability
The in vivo data sets presented here are meant to be representative, in terms of resolution and quality, of typical data that may be collected by clinical MRE users. Brain MRE is still developing and many data sets in the literature show more symmetry than those presented here, and hence are presumably of greater quality. This is purposeful however, as an interest here is robustness of methods to varying data quality and, as described above, some lack of symmetry allows for better separation of the methods. Since the image resolutions are comparable to clinical resolutions, the compute times presented in Table 4 are applicable to proposed clinical time lines. As shown, the global method takes almost an order of magnitude more time to reconstruct than the local methods. While compute times of around one minute may not be prohibitive, the global method also requires multiple runs in order to optimize the regularization parameters. The local methods, in contrast, are fast and easy-to-use (being parameter-less). Parameter adjustment may be necessary during pre-processing steps, such as smoothing and unwrapping, but this is the case for all methods, and also, some prior knowledge or know-how may be necessary to ensure reasonable data quality and voxel to wavelength ratio. Ease-of-use, in addition to low computational expense, could allow for a very quick turnaround during clinical scans, perhaps indicating that col-lection of higher quality data is required before removing a patient from the MRI. Additionally, potential modifications to preprocessing could be more quickly tested.
The global method does not assume local stiffness homogeneity, allowing this method to more correctly model the underlying physics. Unfortunately, this causes instability in the method which requires regularization of both the stiffness and pressure. The stiffness regularization parameter, α G , is straightforward to optimize: too low and the result will resemble a checkerboard pattern, too high and the elastogram will be blurred with loss of definition. However, as shown here ( Fig. 8 ) , the pressure regularization parameter, α P 1 , can significantly affect the stiffness and require optimization to perfect the result. Even within one type of scan, as in Fig. 9 , one set of parameters may not work for each data set. This could be due to differences in SNR or small changes in wave behavior affecting the stability of the method. Properly regularizing the pressure may become more difficult as the significance of the pressure component increases (as it does in these studies from phantoms to breast to brain). For example, a very specific set of parameters may be required or the parameters may need to vary spatially. Increasing pressure regularization may also require a rebalancing of the stiffness regularization to maintain similar definition in the elastogram.
Problematic data may pollute global methods whereas these problems are localized in local methods. Therefore, global methods may require careful masking of certain regions or problematic data (this would be more complicated than the removal of nonphysical equations in the proposed method). These regions or data could also require increased regularization to further constrain the solution or lead to more difficulty in finding optimized parameters. This may be occurring in these data sets, as deviations from isotropic linear elastic assumption become more probable from phantoms to breast to brain. While global methods have the potential to produce more accurate stiffness reconstructions, more work is required for this class of methods to be quickly applicable to a range of data sets while giving robust, consistent, and accurate results.
More data may reduce the negative influences of the issues discussed above. Additional data could come from multiple scans, either utilizing different transducer locations or frequencies. So called multifrequency reconstructions have been successful but require correct handling of the frequency dependence of stiffness and, of course, longer scan times Papazoglou et al., 2012; Tzschätzsch et al., 2016 ) . While this would improve the results of the global method, potentially helping to stabilize the solution, it would also improve results for the curl and proposed methods. As iterative methods become more ubiquitous, standardized, and tractable these too may find more use in clinically oriented work as they are potentially less biased by data quality.
The proposed div-free FEM method shares the underlying assumption of local homogeneity with the curl method. This assumption leads to inaccuracies in some portions of the elastogram, however, it allows for stable, parameter-less, and fast reconstructions. Through utilizing residual-based weighted averaging and a small support, the proposed method is able to mitigate the drawbacks of this assumption. It uses additional features to reduce noise sensitivity allowing it to reconstruct different types of in vivo data in a consistent and robust manner.
Conclusion
The local direct div-free FEM method for MR elastography reconstruction was shown to accurately and robustly reconstruct stiffness in both phantom and in vivo data. The FEM as well as polynomial fitting for derivative calculations have been shown in prior work to increase robustness and so were utilized here.
Further advancements were presented which increase accuracy, reduce noise sensitivity, and mitigate the drawbacks of the local homogeneity assumption. These improvements include adjustments within the FEM, such as a unique linear inf-sup stable element to achieve a low order approximation of the noisy displacements but maintain correct inf-sup stability for the mixed pressure-displacement form of the equations. Divergence-free test functions eliminate the compressional term, reduce the system size, and simplify the equations. A tetrahedral mesh with small support limits the inaccuracies caused by the local homogeneity assumption while providing many constraints per unknown. Other techniques include solving for k 2 , removing non-physical equations, and residual-based weighted averaging which all contribute towards increased accuracy and reduced sensitivity.
Comparisons were made between the proposed div-free FEM method and two state-of-the-art reconstruction methods: a local curl-based approach and a global heterogeneous approach. The proposed and curl-based approaches are easily and quickly applied to data as they are fast and parameter-less, although the proposed method showed increased accuracy and reduced sensitivity in comparison. In phantoms, the proposed method had comparable accuracy to the more expensive and parameter-dependent global method, but again, showed reduced sensitivity to noise. In anatomical data, results from the global method showed a strong dependence on parameters in breast data and a lack of consistency over brain data sets, whereas the proposed method showed consistency and correlation to anatomy. and (A.6) where i = 1 , . . . , N w , j = 1 , . . . , N G , and D u h contains summations defined by (21) and (22) . The FEM system for the proposed method ( Eq. (28) ) also requires the construction of matrices M, C , and K . The matrices M and C are constructed in the same way as above except that the integration is done over the local domain and therefore, the mesh, and hence the number of nodes, is much smaller. However, K is slightly different. After multiplying by ∇U as described in Section 2.5 , the vector K ∇U can be represented similarly to (A.5) and (A.6) except that G is constant, so is not represented by basis functions, and the symmetric portion of the strain tensor has been removed.
