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Abstract
Die vorliegende Arbeit befasst sich mit ultraschnellen Prozessen in polaren
und in ferromagnetischen Halbleitern. Die Experimente wurden sowohl bei
optischen Wellenla¨ngen eines Titanium Saphir Lasers als auch mit Ro¨nt-
genstrahlung des Freie-Elektronen Lasers “Linac Coherent Light Source”
(LCLS) durchgefu¨hrt. Bei dem polaren Halbleiter Cadmiumtellurid, dotiert
mit Lithium, zeigte die zeitaufgelo¨ste Pump-Probe Messung der Reflek-
tivita¨t eine Wechselwirkung zwischen Ladungstra¨gern und Kristallgitter des
Halbleiters: sowohl Coulomb-Abschirmung als auch Phonon-Plasmon Kop-
plung wurde festgestellt. Bei Dotierung mit magnetischen Elementen treten
zusa¨tzlich magnetische Wechselwirkungen auf. Beispielhaft wurde der fer-
romagnetische Halbleiter Ga1−xMnxAs, Mangan dotiertes Galliumarsenid,
mit zeitaufgelo¨ster Ro¨ntgendiffraktion an LCLS untersucht. Eine Korrela-
tion zwischen laser-angeregten Ladungstra¨gern, akustischen Phononen und
der Spinordnung wurde beobachtet. Daru¨ber hinaus konnte eine Vera¨nderung
des quasi Fermi-Levels der Elektronenlo¨cher in Abha¨ngigkeit von Zeit und
Temperatur durch resonante Ro¨ntgenemissionsspektroskopie gezeigt wer-
den.
The ultrafast carrier and lattice dynamics in polar and ferromagnetic semi-
conductors were investigated using optical and X-ray free-electron laser. In
polar semiconductor Li-doped CdTe, the influence of Coulomb screening and
phonon-plasmon coupling in carrier and lattice dynamics was observed by
means of a time resolved pump-probe reflectivity technique. When doping
polar semiconductors with magnetic atoms, magnetic interactions are intro-
duced, e.g., in ferromagnetic semiconductor Ga1−xMnxAs, the Mn doped
GaAs. By applying the novel X-ray free-electron laser radiation, delivered
by the Linac Coherent Light Source (LCLS), the time resolved X-ray diffrac-
tion was measured, which directly reveals the interplay between the laser
excited carriers, acoustic phonon modes and spin order. Simultaneously, the
evolution of hole quasi Fermi-level as a function of time and temperature
was measured by the resonant X-ray emission spectroscopy.
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Chapter 1
Introduction
Integrated circuits (ICs) used for data processing operate by controlling the flow of
carriers through semiconductors [2]. The key parameter here is the charge: electrons
in the conduction band and holes in the valence band. However, phonons (lattice
vibrations) play also a very important role, since their interaction with the charge
carriers strongly influences the charge mobility, which provides a measure of how fast
a semiconductor device will operate and what the power requirements are.
The characteristics of the semiconductor devices (e.g. ICs) include high speed signal
processing and excellent reliability, but the memory elements are volatile (the stored
information is lost when the power is switched-off, as data is stored as charge in ca-
pacitors) [2]. A key advantage of magnetic recording using the spin of electrons in
ferromagnetic materials is its non-volatile memory since these materials by nature have
remanence [2, 3]. It is quite natural to ask whether one can manipulate both charge
and spins to further enhance the performance of devices. One then is able to use the
capability of mass storage and processing information at the same time. Such materi-
als which combine semiconductor transport and magnetic properties are the so-called
Diluted Magnetic Semiconductors (DMSs) where cations are substituted by randomly
distributed magnetic atoms. Although the Curie temperature in technologically im-
portant DMSs (e.g. Ga1−xMnxAs) is below room temperature, TC ∼ 190 K [4], they
are still under active investigation as unique model materials to integrate the magnetic
and charge degrees of freedom onto a single chip [5, 6, 7]. The development of small-
scale and high speed semiconductor-based devices requires a clear understanding of the
various dynamical properties of carriers as well as phonons on ultrashort time scale.
The processes that govern such dynamics are best investigated by first generating these
quasi-particles in a nonequilibrium state with a short light pulse, and then observing
1
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their subsequent relaxation. When a semiconductor crystal is excited with photons of
an energy larger than the band gap, electrons and holes with finite excess energy are
created within the optical absorption depth which typically ranges between 0.1 to 1 µm.
These photoexcited carriers (i.e. electrons and holes) lose their excess energy and relax
to the band minimum by interacting among themselves, with the atoms composing the
crystal and with spins of magnetic atoms.
In this thesis, the ultrafast carrier and lattice dynamics in polar and magnetic
semiconductors is investigated using optical and free-electron lasers. In Chapter 3, the
ultrafast dynamics of cadmium telluride (CdTe) was investigated by means of the time
resolved optical reflectivity technique. CdTe is a polar semiconductor with a wide range
of applications such as optoelectronics, solar cells, infrared, X-ray and γ-ray detectors
[8, 9, 10]. In particular, due to the high atomic weight of Cd and Te atoms, CdTe is
an optimal material for fabricating solar cells for space applications, especially at high
altitudes where cosmic radiation readily degrades the existing silicon cells. Coulomb
coupling between the ionic-atoms and electrons will influence strongly the dynamics of
both, carriers and the lattice: the phonon and plasmon character will be mixed and
new coupled phonon-plasmon modes will be formed. One objective on this part of
this thesis is to study the effect of these hybrid phonon-plasmon modes on the carrier
cooling and relaxation. Although CdTe is an important material with a wide range
of applications, the experimental work on the ultrafast dynamics is rare [11, 12, 13],
especially, if one compares it with the very well studied polar semiconductor GaAs
[14, 15, 16, 17, 18, 19, 20]. So far, the only well know papers on the ultrafast
dynamics of CdTe are those of Ishioka et al. [12] and Leitenstorfer et al. [13]. Ishiolka
et al., reported the time-resolved reectivity on bulk CdTe. The authors measured
coherent longitudinal optical phonons, however due to the low excitation fluence used,
they couldn’t observe clearly the coupled phonon-plasmon dynamics. Leitenstorfer et
al., on the other hand, observed faster relaxation of hot carrier due to the stronger
electron-phonon coupling compared to the weakly coupled GaAs. These investigations,
however, were also limited to low carrier densities (below 1017 · cm−3). In this work,
the coupling of carriers and the lattice was investigated for excitation fluences spanning
about three orders of magnitude (or, in terms of the photoexcited carrier density, they
cover the range from 1017 to 1019 ·cm−3), covering a range from weak to strong Coulomb
screening.
In Chapter 4 of the thesis, the interplay between carriers, spins and the lattice in
the ferromagnetic Ga1−xMnxAs semiconductor was investigated using the X-ray free-
electron laser at the Linac Coherent Light Source (LCLS). By referencing the LCLS
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probe beam to the Ga K-edge it was possible to employ simultaneously the time resolved
X-ray diffraction and fluorescence spectroscopy in laser excited manganese-doped gal-
lium arsenide (Ga1−xMnxAs). This material took centre stage in 1996, when H. Ohno’s
group demonstrated ferromagnetic order in this compound with a TC of 110 K [21, 22].
With improvements of the material’s quality, the temperature has subsequently risen
to 190 K [4]. Soon afterwards, room temperature TC was predicted by T. Dietl [3],
which attracted widespread attentions. In Ga1−xMnxAs, the ferromagnetic properties
originate from a mutual polarization of isolated Mn spins by the holes and vice versa.
Based on this, it is not surprising that exploring hole’s dynamics was the goal of ultra-
fast investigations [23, 24, 25, 26]. Apart from holes, the interplay between coherent
phonons and spins were shown to have a fundamental role on the modification of the
ferromagnetic properties, e.g., phonon driven spin waves [27]. The objective on this
part of the thesis was to investigate the effects of the ferromagnetic exchange interaction
on the lattice heating time and coherent motion of atoms as a function of temperature.
In Ga1−xMnxAs, the p-d hybridization between the orbitals of the magnetic atoms
(Mn) and those of the host (GaAs) affects the energy bands and, since the carrier
excess energy and relaxation depend strongly on the details of the band structure, it
will profoundly influence the generation and evolution of the coherent motion of the
lattice. Time-domain information about magnetic properties of DMSs have, typically,
employed time-resolved magneto-optical spectroscopy. This method has provided es-
sential contributions to understanding of exchange interactions, spin relaxation, spin
coherent effects and dephasing phenomena [23, 24, 25, 26, 28, 29]. X-ray diffraction,
on the other hand, can directly observe the small shifts in interatomic distance asso-
ciated with coherent phonons [30, 31, 32, 33, 34, 35, 36]. Complemented with the
resonant X-ray emission spectroscopy which is capable of probing the dynamics of holes
in the valence band, it provides vital information about the correlation of lattice, spins
and charge.
The thesis is structured as follows:
Chapter 2 provides an overview of the carrier and structural dynamics in semicon-
ductors following the excitation with a short laser pulse; it introduces the concepts,
processes and the quantities which characterize ultrafast dynamics in semiconductors.
Chapter 3 presents the pump-probe time resolved reflectivity measurements in a
doped CdTe crystal at various fluences, covering a range from weak to strong Coulomb
screening. It will be shown that the phonon-plasmon coupling has great influence on
the carrier cooling time.
Chapter 4 investigates the time resolved X-ray diffraction and resonant X-ray emis-
3
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sion from the laser excited Ga1−xMnxAs. It presents the influence of ferromagnetic
exchange and carrier-lattice coupling on the coherent acoustic phonons. In addition, it
also presents the evolution of hole Fermi level as a function of time and temperature
measured by resonant X-ray emission.
4
Chapter 2
Theoretical Background:
Ultrafast Dynamics of Solids
under Intense Laser Excitation
2.1 Introduction
This chapter presents an overview of the carrier and structural dynamics in semicon-
ductors following the excitation with a short laser pulse; it introduces the concepts,
processes and the quantities which characterize ultrafast dynamics in semiconductors.
The theoretical foundations presented here are intended to support understanding and
interpretation of the experimental results described in the following chapters.
Electronic States
A solid is composed of a large number of atoms N ∼ 1022 atoms · cm−3. If these atoms
would be at relatively large distances, each of them would be independent of all the
others and would have atomic energy levels as if isolated. However, when the N-atom
ensemble condenses into a solid phase, the atoms come into the interaction range of
one another and the “isolated-atom” energy levels will change. What was a single
level for an isolated atom, in a solid broadens out into N closely spaced levels to form
what is called the electron energy band. Mathematically, the electron energy bands are
provided by the solution of the Schro¨dinger equation appropriate for a crystal. The
electrons in the outermost shells of the isolated atoms are the ones that interact strongly
with the similar electrons in the neighboring atoms; these are called valence electrons.
The remaining electrons of the atom are mostly localized around the nuclei (their wave
5
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functions do not extend far from the position of the nucleus) and are very little affected
by the neighboring atoms; together with nuclei, these electrons constitute the so-called
ion core. The way in which the valence electrons interact between each other, with the
nuclei of the atoms composing the solid and with external perturbations determining
all properties of solids (mechanical, optical, electric and magnetic properties). Valence
electrons that move in a crystal feel a background periodic potential U due to ion cores
and all other electrons:
U(r) = U(r + R) (2.1)
where r is the position vector of an electron inside a crystal and R is the transla-
tional lattice vector which runs over all ion cores. Therefore, the probability of finding
electrons in the crystal |ϕ(r)|2 has the same periodicity as the potential U(r), such
that, the wave function has to be of special form described by the Bloch theorem:
ϕk(r) = e
ikruk(r) (2.2)
where uk(r) is a wave function (closely related to the free atom wave functions)
with the same periodicity as the potential U(r) and k is the electron wave vector which,
when multiplied with the reduced Planck constant ~, is called the crystal momentum
and contains the effect of the periodic potential in the motion of the electron.
The Bloch theorem represents two attributes of the valence electrons: (i) the atomic
character described by the wave function uk(r) and (ii) the free particle character
described by the plane wave term eikr. The states ϕk are referred to as Bloch states.
The allowed values of k are equal to the number of primitive cells in real space; in
reciprocal space this number is contained in the so-called first Brillouin zone. For
example, cadmium telluride (CdTe) with a mass density of 5.86 g·cm−3 has∼ 1.47×1022
primitive unit cells in one cubic centimeter. In order to discuss the motion of electrons,
it is necessary to form a localized wavepacket by linear superposition of Bloch states
of various wave vectors so that the electron can be assigned a particular coordinate
at a particular time. Hereafter, when discussing carrier dynamics, a carrier is always
assigned to a wave vector k which represents the peak of its wavepacket.
The conventional representation of the electron energy bands is shown in figure
2.1. Here, the energy of the electrons in different bands of CdTe is plotted against
the electron wave vector k which is restricted in the first Brillouin zone. The number
of states in a particular energy band is equal to the number of allowed k values. In
the Brillouin zone center where k=(000) is the Γ point. The zone edges along the
(100) and (111) directions are called X and L points. The three lowest dispersion
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relations represent the valence band which at T=0 K is always fully occupied. The
uppermost curve, unoccupied at 0 K, represents the conduction band. These two
bands are separated by the energy band gap (Eg at the Γ-point) which represents the
energy range where no electron state can exist. The energy valleys in the conduction
band containing Γ, L and X points are called Γ, L and X-valleys.
Another quantity which plays an important role in describing the dynamics in pho-
tonexcited semiconductors is the density-of-states, gDOS (E). This quantity is defined so
that the number of states per unit volume in an energy interval between E and E+∆E
is gDOS (E)∆E. Mathematically, the density-of-states at a given energy E is given by
the following relation.
gDOS (E) =
1
V
∑
k
2× δ(E − Ek) (2.3)
where V is the volume of the crystal. The gDOS (E) for the conduction band and the
valence bands of CdTe is shown in the right side of figure 2.1. If several bands overlap,
the density-of-states need to be summed up.
Various processes in photonexcited semiconductors such as, for example, carrier
scattering rates, relay on the number of occupied electronic states. The probability
that a given electronic state is occupied is given by the distribution function f(E). In
thermal equilibrium f(E) is given by the Fermi-Dirac distribution function:
f(E) =
1
e(E−µ)/kBT + 1
(2.4)
where µ is the chemical potential which separates the occupied from unoccupied
levels at the absolute temperature T=0 K, and kB is the Boltzmann constant. The
product of the density of states (equation 2.3) and the probability distribution function
2.4 is the number of occupied states per unit volume at a given energy for a system
in thermal equilibrium. Semiconductors are insulators in the ground state (at 300 K),
which means that the conduction band is empty whereas the valence band is com-
pletely full. They start conducting when electrons are excited from the valence band
to the conduction band. The conductivity is mediated both by the negatively charged
electrons excited to the conduction band and by the positive holes left behind in the
valence band by the excited electrons. The conducting electrons and holes are often
referred to as free carriers, or simply carriers.
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Figure 2.1: Band structure and the density-of-states (g
DOS
(E)) of CdTe. - The
dispersion of the bands is shown for two directions of the Brillouin zone: Γ-L and Γ-X.
The valence band is composed of three bands characterized by different effective masses:
heavy hole (hh), light hole (lh) and split-off hole (soh) bands. The density-of-states is a
sum over all partial contributions.
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Lattice Vibrations and Electron-Phonon Interaction
As discussed in the previous section, a solid is composed of large number of valence elec-
trons and ionic cores in mutual interactions. Obviously, the many-particle Schro¨dinger
equation describing the state of the system can not be solved without simplifications.
To a good approximation, however, one can separate electronic motion from that of the
ion-cores. Since the mass of an ion is at least a factor of 1.8× 103 greater than that of
an electron, for comparable energies and perturbations ions therefore move some 100
times slower than electrons, and the latter can be regarded as instantaneously adjust-
ing their motion to that of the ions, or in other words, to the electrons the ions are
essentially stationary. Within this approximation, the so called Born-Oppenheimer ap-
proximation, the many-particle Hamiltonian can be expressed as a sum of three terms
[37, 38]:
H({ri} , {Rj}) = He({ri} , {Rj,0}) +Hion({Rj}) +He−ion({ri} , {δRj}) (2.5)
whereas the wave function is:
Ψ({ri} , {Rj}) = ψ({ri} , {Rj,0})ϕ({Rj}) (2.6)
with the curly brackets {ri} and {Rj} represent the sets of electron and ion co-
ordinates, respectively, ψ({ri} , {Rj,0}) is the wave function of all the electrons and
ϕ({Rj}) is the wave function of all the ions. The first term in equation 2.5 describes
the electron system with the ion cores fixed in a given configuration {Rj,0}. When it
operates on ψ it yields the electron energy bands Ek({Rj,0}) which have been discussed
in the previous section.
The second term describes the dynamics of the ion cores. When it operates on the
ion wave function ϕ({Rj}) it yields the allowed values of the vibration frequency or the
so-called phonon dispersion relation. One uses the term phonon to describe the lattice
vibrations which can be understood as a quanta of the ionic displacement field (in
analogy with photons which are quanta of the radiation field) [39]. The displacement
of an ion core from its equilibrium position is:
u(R, t) = φei(qR−ωqt) (2.7)
This equation represents a phonon mode. φ is a vector indicating the amplitude and
the direction of the phonon mode (frequently called polarization vector of the normal
mode), ωq is an allowed phonon frequency, and q represents the phonon wave vector
which, similar as the crystal momentum k, can take N distinct values. If p is the
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number of ionic cores in the basis (e.g. p = 2 for CdTe and GaAs), the dispersion
relation ω(q) has 3 × p phonon branches where 3 of them describe the propagation
displacement of the lattice in a speed of sound thus be called acoustic modes and the
other 3p− 3 branches are optic mode due to their often optically active characters (see
the figure 2.2).
Figure 2.2: Phonon dispersion relation for CdTe at 300 K. - Since CdTe has
a two-atom basis, the dispersion relation has six branches: three acoustic branches (one
Longitudinal Acoustic abbr. LA and two Transverse Acoustic abbr. TA) and three optical
branches (one Longitudinal Optical abbr. LO and two Transverse Optical abbr. TO).
Some branches, depending on the direction in the reciprocal space, are degenerate (picture
from [38]).
The third term in equation 2.5 describes the interaction between the electrons and
the motion of the ionic cores. This term represents the so-called electron-phonon in-
teraction and is responsible to a large extent for the redistribution of carriers in their
bands. This term acts on the electrons always when the displacement from the equi-
librium position is larger than zero (i.e. u(R) − u(R0) > 0). Within the spirit of
the Born-Oppenheimer approximation this term can be expresses as a Taylor series
expansion of the electronic Hamiltonian He(r,R0):
He−ion(ri, uj) ≈
∑
j
∂He
∂Rj
|Rj0uj (2.8)
Usually the electronic Hamiltonian He(ri, Rj,0) is not known. Therefore approxi-
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mations are needed in order to calculate the electron-phonon interaction [38].
2.2 Photonexcitation, Relaxation, Recombination and Dif-
fusion
The optical properties of semiconductors (and of matter, in general) are associated with
absorption, dispersion and scattering. All these processes result from the perturbation
of the material by the electromagnetic field. During the excitation process within a light
pulses, photons interact mainly with carriers (electrons and holes) and transfer their
energy to them since the energy exchange between photons and atoms is dominated
mainly by the strong electron-photon interaction due to the fact that electrons are much
lighter than the ions. Therefore, optical properties depend mainly on the electronic
structure (band structure) of a material.
When a light pulse impinges on a semiconductor crystal, part of it is reflected from
the front surface while the rest enters the medium and propagates through it until,
depending on the crystal thickness, it gets absorbed. The reflection of the beam at the
surface is described by the coefficient of reflection or reflectivity and can be calculated
using the Fresnel’s formula [40].
Rp =
∣∣∣∣∣
ni
µi
cosθi − ntµt cosθt
ni
µi
cosθi +
nt
µt
cosθt
∣∣∣∣∣
2
(2.9)
Rs =
∣∣∣∣∣ 2
ni
µi
cosθi
ni
µi
cosθi +
nt
µt
cosθt
∣∣∣∣∣
2
(2.10)
where n, µ are the real part and imaginary part of the refractive index, θ is the
angle of incidence relative to the surface and, the subscripts p and s stand for p−
and s−polarized light. Figure 2.3 shows the reflectivity curves for crystalline CdTe
at ~ω = 1.55 eV. The shapes of the curves are common to most materials. While
the s−reflectivity monotonically decreases with the angle, the p−reflectivity shows a
minimum at the so-called Brewster angle θBr =
pi
2 − tan−1n. Thus, if one uses p-
polarized light to excite a solid at θBr most of the energy will be absorbed.
The real part of the index n gives the factor by which the phase velocity is re-
duced in the medium, and the imaginary part µ is proportional to the rate of energy
loss (absorption). Absorption of the light occurs basically through two mechanisms:
(i) interband absorption where photons excite electrons from a valence band to the
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Figure 2.3: Dependence of the reflectivity on the angle of incidence for CdTe.
- The inset lists the real and imaginary parts of the dielectric constant ε = ε1 + iε2, which
related with the index of refraction ε21 = n
2 − µ2 and ε22 = 2nµ.
conduction band and (ii) intraband absorption where photons excite free carriers to
a higher energy state within a band. In both cases, the optical excitation process is
governed by the conservation of energy, conservation of the momentum and the Pauli
exclusion principle.
i. Interband absorption
This mechanism involves excitation of an electron from the valence band to the
conduction band by absorption of N light photons. N = 1, 2 and m represent single
photon absorption (SPA), two-photon absorption (TPA) and, in general, multi-photon
absorption MPA. In all these processes the excitation of the electron to a state in the
conduction band with energy Ec leaves the initial state at energy Ev unoccupied. Thus,
a hole is created in the initial state. Interband SPA is the most important excitation
mechanism in semiconductors when the photon energy is larger than the band gap.
Conservation of energy demands that:
Ec − Ev = ~ω (2.11)
Kc −Kv = Kphoton (2.12)
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where Kv and Kc are the wave vectors of the electron in the initial and final states,
respectively, and Kphoton is the wave vector of the light photon. At optical wavelengths
(from 400 nm to 800 nm) Kphoton = 2pi/λphoton is on the order of 10
7 m−1. The wave
vector of the electron, on the other hand, is related to the size of the Brillouin zone
(∼ pi/a, where a is the lattice constant) and can be as large as ∼ 1010 m−1. Therefore,
since wave vectors of the electrons have much larger magnitudes than that of a photon,
Kphoton in equation 2.12 can be neglected and the conservation of the momentum can
be written as:
Kc = Kv (2.13)
Equation 2.13 implies that optical transitions lead to negligible changes in the wave
vector of the electron and, thus, are represented by vertical arrows in the E − K
dispersion relation, see figure 2.4. A monochromatic laser pulse excites electron-hole
pairs at specific points in the band structure determined by the conservation of energy
(equation 2.11) and momentum (equation 2.13). The big difference in the curvatures of
the conduction band and valence band (i.e. figure 2.1) implies that most of the excess
energies ∆Ee,h, reside initially in the electrons rather than in the holes, see the figure
2.3. In the case of parabolic band approximation (i.e. the energy band valleys are
approximated by parabolas) one can calculate:
∆Ee =
~ω − Eg
1 +me/mh
(2.14)
∆Eh = −me
mh
∆Ee (2.15)
where me and mh are the effective masses of electrons and holes, respectively. For
example, CdTe (Eg ∼ 1.5 eV) near the Γ point has me = 0.08m0 and mh = 0.84m0,
where m0 is the electron rest mass; when excited with laser pulses of photon energy
~ω = 1.55 eV, then Ee = 457 meV and Eh = −43 meV. Thus, carriers acquire so much
energy that their average kinetic energy becomes higher than that of the lattice (i.e.
LO phonon energy ∼ 26 meV). Such energetic electrons are known as hot electrons.
Single photon absorption is quantified by the linear absorption coefficient α which,
in the case of photoexcited semiconductors, can be written as:
α = α0[1− fe(K)− fh(K)] (2.16)
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Figure 2.4: Interband transitions in a semiconductor with a direct band gap. -
Conservation of the momentum implies that optical transitions lead to negligible changes
in the wave vector of the electron and, thus, are represented by vertical arrows in the
E − K dispersion relation. A monochromatic laser pulse excites electron-hole pairs at
specific points in the band structure with excess energies ∆Ee and ∆Eh.
where α0 represents the absorption coefficient in the absence of photon excitation
and, fe(K) and fh(K) are the distribution function of electrons and holes which in the
equilibrium case can be represented by the Fermi-Dirac distributions with appropriate
chemical potentials. The distribution functions fe(K) and fh(K) ensure the fulfillment
of the Pauli exclusion principle, for example, the transition V B −→ CB can happen
only if there is an electron in the initial state Ev(k) (1 − fh(K) = 1) and the upper
state Ec(k) is empty (fe(K) = 0). In highly excited semiconductors the distribution
functions fe,h evolves with time between 1 and 0 and this property can be used to probe
the dynamics of the carriers in their respective bands. For a laser pulse with fluence
(energy per unit area) F, the maximal carrier density generated by the SPA is given
by:
nSPAmax =
(1−R)αFσ(t, τ)
~ωphoton
(2.17)
where the σ(t, τ) is the laser pulse profile function, τ is the FWHM of the laser
pulse.
For example, in the case of CdTe with typical experimental parameters α = 7.143×
105 m−1, R = 0.1, ~ωphoton = 1.55 eV, τ = 60 fs and F = 0.1 mJ · cm−2, one
obtains nSPAmax = 1.26×1018 cm−3. For excitation energies used in the experiments and,
typically for fluences below the damage threshold of most semiconductors, the dominant
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multi-photon absorption mechanism is the TPA. In this case two laser photons excite an
electron from a particular state Ev(k) in the valence band to a state Ec(k) = Ev(k)+2~ω
in the conduction band subject to the momentum conservation (equation 2.13). Two-
photon absorption is quantified by the absorption coefficient β (generally, calculated
using the second-order perturbation theory) whose largest value is when ~ωphoton < Eg.
However, even if ~ωphoton > Eg, TPA can be large, and when the SPA is saturated due
to the band filling, it becomes the dominant absorption mechanism, see figure 2.5.
Figure 2.5: Schematic illustration of the multi-photon absorption process. - (a)
the photon energy is smaller than the band gap (in this case the single photon absorption
can not happen), and (b) the photon energy is greater than the band gap but the single
photon absorption is saturated.
The maximal density of carriers generated by the TPA increases with the laser
fluence as [Fσ(t, τ)]2 and is given by:
nTPAmax =
(1−R)β
2~ωphoton
[Fσ(t, τ)]2 (2.18)
In laser excited GaAs, β = 26 cm · GW−1, R = 0.1, ~ωphoton = 1.55 eV, τ = 60 fs
and F = 5 mJ·cm−2, one obtains nTPAmax = 1.14× 1019 ·cm−3.
ii. Intraband absorption
The intraband absorption excites free carriers to a higher energy state within a
band therefore does not increase the number of excited carriers, see the figure 2.6. The
situation of intraband absorption is complex due to the intensive interactions between
carriers which depends on the carrier concentrations. In semiconductors it’s usually
below 1021 cm−3 as compared to the order of 1023 cm−3 in metal, the absorption
coefficient of free carriers can be expressed as:
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αfree =
ω2pτ
c(1 + ω2τ2)
(2.19)
Figure 2.6: Intraband absorption and phonon-emission in the conduction band.
- One free electron is excited by the incident photon to higher energy position in the
conduction band, accompanied with a phonon emission which is necessary to fulfill the
momentum conservation between the initial and the final state of the free electron.
Carrier Thermalization
As a result of photonexcitation process carriers are generated with excess energies
∆Ee,h, see the figure 2.4 and equation 2.15. During photonexcitation and immediately
after, the distribution of carriers follows the spectral shape of the laser pulse [41].
Carrier-carrier (electron-electron, electron-hole and hole-hole) scattering redistributes
them throughout the band (i.e. it alters the energy and the momentum of the carriers),
as shown schematically in figure 2.7 and, depending on the density, within few tens of
femtosecond the electron and hole populations approach the Fermi-Dirac distributions
at elevated temperatures Te and Th, respectively, relative to the lattice temperature
TL. [20, 42, 43]. Carrier-carrier scattering is mediated by the Coulomb potential and
the scattering rate W , in general, depends on the kinetic energy of carriers and on the
carrier density. For example, for electron-electron scattering We−e ∝ n/∆E3/2e [37].
However, as the electron density increases, so do the occupation factors fe, fh and the
screening of the Coulombic potential. Thus, carrier-carrier scattering does not increase
by following a simple density dependence but rather a complicated one which after
some critical electron density should decrease.
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Figure 2.7: Schematic illustration of the photonexcitation of electron and holes
and their redistributions. - (a) During the photonexcitation and immediately after,
the distribution of carriers follows the spectral shape of the laser pulse. (b) Carrier-carrier
scattering redistributes hot carriers throughout their respective bands and causes the initial
nonthermal distribution to take on a Fermi-Dirac distribution (c).
Carrier-Phonon Scattering
In semiconductors atoms vibrate about their rigid lattice sites. The origin of these
vibrations can be (i) thermal (population of phonon modes increases with the lattice
temperature) and (ii) due to the photon excitation. As one might suspect, since the
electronic band structure is determined by the periodic potential which depends on
the rigid position of the atoms, under the presence of atom vibrations, electrons will
experience slightly a different potential relative to the case when they traverse a crystal
whose atoms are completely frozen in space. When atomic vibrations perturb the
potential for a short period of time, they may induce a transition of an electron from
an initial state with a crystal momentum ~K to a different final state with a crystal
momentum ~K ′ , in other words, the electron is scattered by a phonon, see the figure
2.8 [37, 44].
Carrier-lattice scattering is the main mechanism which transfers the energy from the
hot-carrier system to the lattice, in other words, carriers cool down and the lattice gets
heated. In general, vibrations of the ions about their equilibrium positions introduce
a time-dependent term, the electron-phonon coupling He−phonon, in the Schro¨dinger
equation of the electrons [37, 38]. This interaction term is usually weak enough to be
regarded as a small perturbation which induces transitions between the unperturbed
states. Then, the carrier-phonon scattering rate (number of scattering events per unit
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Figure 2.8: Schematic illustration of the intravalley scattering processes. -
Transition of a carrier from an initial state with a crystal momentum ~K to a different
final state with a crystal momentum ~K ′ is governed by the conversion of energy, conversion
of the momentum and the Pauli exclusion principle.
time) is given by the Fermi’s Golden rule as:
Wfermi =
2pi
~
∣∣〈φk |He−phonon|φk′〉∣∣2 δ(Ek − Ek′ − ~ωq) (2.20)
where ~ω is the phonon energy exchanged during the scattering event. Conservation
of energy and momentum implies that:
Ek − Ek′ = ~ωq (2.21)
K
′
= K ± q (2.22)
where q is the phonon wave vector. The signs “+” and “-” stand for phonon
absorption and emission, respectively.
The main scattering mechanism in semiconductors subject to high excitation flu-
ences are deformation potential scattering (DPS) and polar optical scattering (POPS).
While the deformation potential scattering occurs in all solids, polar optical scattering
is present only in polar semiconductors.
Deformation Potential Intravalley Scattering
Deformation potential scattering arises, as the name suggests, from the deformation
of the lattice by phonons or by the motion of the carriers (since both phonons and
carriers are coupled). This scattering mechanism can arise from both acoustic phonons
(acoustic scattering) and optical phonons (nonpolar optical scattering) and conservation
of energy and momentum restricts it to small q-modes (q ≈ 0). In the case of acoustic
18
2.2 Photonexcitation, Relaxation, Recombination and Diffusion
scattering, when phonons perturb the lattice by ∆a, where a is the lattice constant,
the carrier energy will change by ∆c. For small ∆a (on the order of 10
−12 m or less)
one can assume that ∆c is linearly proportional to ∆a:
∆c = Dc
∆a
a
(2.23)
The proportionality factor Dc is called the deformation potential. Deformation
potentials for the conduction and valence bands can be deduced from the experiments
and are tabulated in the literature, e.g., [45]. Since acoustic phonons displace the
neighboring atoms in the same direction, changes in the lattice spacing are produced
by the strain ∇u. Motivated by equation 2.23 the electron-phonon coupling term for
acoustic deformation potential scattering is written as:
He−phonon = Dc∇u (2.24)
take equations 2.20 and 2.24, and assuming parabolic energy bands, the scattering
rate for acoustic phonon scattering is:
WADPS(E) =
2piDkBT
~ρv2s
gDOS (E) (2.25)
where D is the deformation potential, ρ is the mass density, vs is the speed of sound,
T is the lattice temperature and E is the carrier energy. Thus, the acoustic phonon
scattering is proportional to the lattice temperature and the gDOS (E) for the carriers.
In figure 2.9 shows a plot of the scattering time as a function of electron energy for
CdTe, and one can see the scattering times are of the order of ps−1. This scattering
mechanism is usually dominant at low carrier energies (lower than the optical phonon
energy).
The treatment of the nonpolar optical scattering proceeds much like the acoustic
scattering with the exception that here, since the atoms vibrate against each other
and the phonons are more energetic, the energy levels are affected directly by the
displacement u (and not by the strain ∇u as in the case of acoustic phonons) and the
interaction Hamiltonian can be written as:
He−phonon = Dou (2.26)
with Do being the optical deformation potential and u the relative displacement of
two atoms in the basis. The scattering rate is:
WODPS =
piD2o
ρω0
{n(ωo)gDOS (E + ~ωo) + [n(ωo) + 1]gDOS (~ωo)} (2.27)
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where ωo is the phonon energy and n(ωo) is the phonon occupation number given
by:
n(ωo) =
1
e~ω0/kBT − 1 (2.28)
This scattering mechanism is faster than the acoustic scattering (on the order of
hundreds of femtosecond) however it is restricted by the crystal symmetry (i.e. it is
not allowed for all directions of the Brillouin zone). For example, selection rules forbid
optical scattering in zinc blende semiconductors (CdTe and GaAs) at Γ valley and along
Γ−X direction.
Figure 2.9: A comparison of acoustic scattering, polar optical scattering and
intervalley scattering in CdTe at room temperature. - The scattering rates are
computed using equations 2.25, 2.29 to 2.31, respectively.
Polar Optical-Phonon Scattering
Compound semiconductors such as CdTe and GaAs have a polar character; the two
atoms in the unit cell posse an effective charge e∗ (e.g. for CdTe e∗/e = 2.35). When
the cation (+e∗) and anion (−e∗) vibrate against each other in a longitudinal optical
phonon mode with a relative displacement u, the dipole moment of the cation-anion
pair is perturbed by an amount δp = e∗u which then changes the electric field experi-
enced by the charged carriers and, consequently, their potential energy which mediates
the transition probability. This scattering mechanism depends linearly on the effective
charge and favors optical phonons near the center of the Brillouin since the interaction
potential is of the form He−phonon ∝ e∗|q| . In the framework of parabolic band approxi-
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mation the scattering rate for the polar optical-phonon scattering (POP) scattering is
given by [37].
WPOPS = W
emission
POPS +W
absorption
POPS (2.29)
W emissionPOPS = const.(e
∗)2[n(ωo) + 1]sinh−1(E/~ωo − 1)1/2 (2.30)
W absorptionPOPS = const.(e
∗)2n(ωo)sinh−1(E/~ωo)1/2 (2.31)
Figure 2.9 shows the POPS rates for electrons in CdTe at room temperature. It
is evident that this scattering mechanism is very frequent with scattering rates up to
∼ 2 × 1013s−1 and the phonon emission rate is larger than the phonon absorption
rate which means that the carriers lose their excess energies primarily by emitting LO
phonons (i.e. they heat the lattice). Polar optical phonon scattering is the dominant
scattering mechanism in compound semiconductors at room temperature. Polar scat-
tering involving acoustic phonons is dominant only for excess energies smaller than the
LO phonon energy ~ωo.
Intervalley Scattering
Semiconductor band structures are usually characterized with multiple valleys (see the
figure 2.1). Assisted by phonons of a relatively large wave vector q, electrons can
scatter from one valley to another. Since these valleys have different effective masses
(i.e. different curvatures in the E − K relationship), intervalley scattering plays a
very important role in the charge transport [37, 38]. The mathematical treatment of
intervalley scattering is dealt on the same footing as the nonpolar deformation potential
scattering by simply postulating a deformation potential like interaction of the form:
He−phonon = Difu (2.32)
where Dif is the intervalley potential and characterizes the strength of the scattering
from the initial valley i to the final valley f . Energy conservation ensures that an
electron can not scatter from, for example, the Γ valley to the L valley unless the
electron energy is equal to ∆EΓL or at least ∆EΓL − ~ωΓL in the case the electron
absorbs one phonon of energy ~ωΓL, see the figure 2.10.
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Figure 2.10: Schematic illustration of the intervalley scattering process. - Elec-
trons in the Γ valley can scatter into the L valley and vice versa by absorbing or emitting
an appropriate phonon. Energy conservation ensures that an electron can not scatter from
the Γ to the L valley unless the electron energy is equal to ∆EΓL or at least ∆EΓL− ~ωΓL
in which case the electron absorbs one phonon of energy ~ωΓL. This scattering process is
important at high electric fields and leads to the negative differential resistance in semi-
conductors.
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Using equation 2.32 and 2.20, the intervalley scattering rate can be written as:
WIV S = W
emission
IV S +W
absorption
IV S (2.33)
W absorptionIV S =
piD2ifZf
ρωif
n(ωif )gDOS (E + ~ωif −∆Eif ) (2.34)
W emissionIV S =
piD2ifZf
ρωif
n(ωif + 1)gDOS (E − ~ωif −∆Eif ) (2.35)
where Zf is the number of equivalent valleys available for scattering and gDOS (E)
is the density state of the final valley. For example, in the case of L-valleys in CdTe,
Zf is 4. Typical results for intervalley scattering Γ − L in CdTe are shown in figure
2.9. This scattering mechanism, significant for dense electron-hole plasmas and high
carrier energies, may further influence the thermalization time scale by reheating the
carriers and reducing the cooling rate [46, 47]. Also, it plays an important role during
the photonexcitation by clearing the phase space for further transitions (i.e. it opposes
the band filling).
Carrier Recombination
The final step for the equilibration of carriers is the recombination process, where
the electrons in the conduction band recombine with the holes in the valence band.
This process is divided into multiple types, the two most important mechanisms in
semiconductors are the radiative recombination and the Auger recombination, as shown
at the figure 2.11(a). The radiative recombination describes the process that electrons
in the conduction band directly recombine with the holes in the valence band. During
this process a fluorescence photon with the energy equal to the energy gap of the
semiconductor is emitted. In Auger recombination no photon is emitted, but energy
is transferred to a third carrier, exciting this carrier to a higher energy position in the
same band, see the figure 2.11(b). These relaxation processes are the major mechanisms
which reduce the number of excited carriers.
Radiative recombination is a two-body process thus, it is proportional to the square
of the density of carriers (N2). The recombination rate equation can be written as:
∂N(t)
∂t
= −RRadN(t)2 (2.36)
Where RRad is the radiative recombination coefficient.
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Figure 2.11: Illustrate the Radiative and Auger recombination. - (a) Radiative
recombination: electrons in the conduction band directly recombine with holes in the
valence band accompanied with a fluorescence photon whose energy is equal to the energy
gap of the semiconductor, (b) Auger recombination: the electron in conduction band relaxes
by transferring its energy to another electron.
In Auger recombination, however, three particles are involved. The corresponding
recombination rate equation is given as:
∂N(t)
∂t
= −RAugN(t)3 (2.37)
RRad in GaAs is about 7.2× 10−10 cm3 · s−1 at 300 K, with an initial laser excited
carrier density of N0 = 10
19 cm−3, the density of carriers changes as illustrated in figure
2.12, and RAug has a typical value of about 10
−30 cm6 · s−1, which is shown in figure
2.13.
The radiative recombination is the dominating mechanism at low carrier concen-
tration. On the other hand, the Auger recombination is recognized to be the main
mechanism at high carrier concentration, which enhances the cross section of carrier
scattering.
Radiative and Auger recombination processes typically compete in a wide range of
carrier concentrations.
Carrier Diffusion
Apart from recombination, carriers can move away from excited areas by diffusion.
This process does not reduce the overall number of carriers, but rather changes the
24
2.2 Photonexcitation, Relaxation, Recombination and Diffusion
Figure 2.12: After 100 ps the carrier den-
sity has reduced to half the amount.
Figure 2.13: Within few ps, Auger re-
combination reduces the carrier density by
an order of magnitude.
carrier density distribution from surface to bulk, or in general, carriers diffuse from
higher concentrated areas to the lower concentrated area, see the figure 2.2.
Figure 2.14: Carrier diffusion. - d is the laser penetration depth, z is the diffusion
distance from the laser excited area.
The temporal change of carrier density due to diffusion is described as follows:
∂N(z, t)
∂t
= −Ddiff ∂
2N(z, t)
∂z2
(2.38)
Where Ddiff is the diffusion constant.
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2.3 Modeling Carrier and Lattice Dynamics
Carrier Dynamics in Photonexcited Semiconductors: The Stanton-
Bailey model
Carrier dynamics in photoexcited semiconductors is characterized by the evolution of
the distribution function f which gives the probability that a particular state in the
energy band of semiconductor is occupied. In general, the distribution function f(E,t)
changes as the carriers are generated, undergo scattering with themselves and the lat-
tice, are recombined and diffuse from the probed region. The main tool to model the
evolution of f and thus describe the ultrafast dynamics in photonexcited semiconduc-
tors is the time-dependent Boltzmann transport equation [44]. In the case where the
carrier diffusion is much slower than carrier-carrier and carrier-lattice scattering times,
this equation can be stated as:
df
dt
=
df
dt
|scattering +G−R (2.39)
where the first term in the right side of equation 2.39 represents the change of f due
to the scattering processes (carrier-carrier and carrier-lattice), G is a source term that
stands for the generation of the carriers (its related to the single- and multi-photon
absorption rates) and R stands for the recombination (in the case of highly excited
semiconductors, Auger recombination). The scattering term can be written as:
df
dt
|scattering =
∑
k′
W (k
′
, k)f(k
′
, t)[1− f(k, t)]−W (k, k′)f(k, t)[1− f(k′ , t)] (2.40)
where W stands for the scattering rates of various processes (carrier-carrier and
carrier-lattice scatterings). The first term represents the out-scattering processes where
the carriers are scattered from the state k to a state k
′
, whereas the second term
describes the in-scattering processes where the carriers are scattered to the state k.
From equitation 2.39 and 2.40 one can see that an exact mathematical treatment
would involve integro-differential equations and the solute the equation 2.39 would be
very challenging. A valuable model which provides insight into the qualitative and
quantitative carrier dynamics, isolating characteristics that are often lost in a more
detailed calculation is the four-state model proposed by Stanton and Bailey [48]. This
model has been successfully applied to explain femtosecond mobility and time-resolved
luminescence experiments. Here, the conduction band of a semiconductor is divided
into four energy states (see the figure 2.15). All Γ-valley electrons with enough energy
to transfer into the L valleys are in the Γ+ state; Γ valley electrons with energy less
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than the minimum of the L-valley are in the Γ− state. Electrons in the L valley can
scatter back to Γ+ through intervalley scattering. The fourth state Γ0 was introduced
to account for the electrons at the bottom of the conduction band which contribute on
the photoluminescence signal. The Γ− state represents all the electrons with energies
ranging from one optical phonon energy above the band edge to energies just below the
threshold for scattering into the L valley. Population of the Γ− state is changed through
the POP scattering: it is populated by the electrons in the Γ+ states and depopulated
when the electrons relax towards the Γ0 state.
Figure 2.15: The Stanton-Bailey four-state model. - Γ-valley electron with enough
energy to transfer into the L valleys are in the Γ+ state; they scatter into the L valley via
intervalley scattering with a rate γΓL. Electrons in the L valley scatter back to the Γ+
level with an intervalley scattering rate γLΓ. All Γ valley electrons with energy less than
the minimum of the L-valley are in the Γ− state. Electrons in the Γ+ level relax towards
the Γ− level by emitting LO phonons via POP scattering with a rate γPOP . Similarly,
electrons in the Γ− level relax towards the band edge by emitting LO phonons with a rate
γde.
Mathematically, the Stanton-Bailey model can be expresses by four coupled differ-
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ential equations:
dNΓ+
dt
= −γΓLNΓ+ + γLΓNΓ+ − γpopNΓ+ (2.41)
dNL
dt
= γΓLNΓ+ − γLΓNL (2.42)
dNΓ−
dt
= γpopNΓ+ − γdeNΓ− (2.43)
dNΓ0
dt
= γdeNΓ− (2.44)
These equations describe population and depopulation of the various levels in the
conduction band; in other words, they describe the dynamics of the electrons as they
scatter and relax towards the band edge. Here, γPOP is the POP scattering rate for
the relaxation Γ+ to Γ−, γΓL is the intervalley scattering rate for the transitions Γ+ to
L valley, γLΓ is the intervalley scattering rate for the transitions from L valley to Γ+,
and γde is the scattering rate for the relaxation Γ− to Γ0. In figure 2.16, the electron
density for the four levels evolving with time is shown (assuming certain scattering and
relaxation rate for CdTe).
Figure 2.16: A simulation based on the Stanton-Bailey model. - Assume an initial
photoexcited electron at Γ+ is 3 × 1018 · cm−3 and certain scattering and relaxation rate
in CdTe.
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Phonon-Plasmon Coupled Modes
In highly excited semiconductors where the carrier density is above the Mott density
[49] (normally, ne,h > 10
18 · cm−3), the excited carriers (electrons and holes) form a
new state of matter, the electron-hole plasma, whose natural behavior is characterized
by the plasma frequency fe =
√
e2ne/(∞meh), where meh is the reduced electron-hole
mass. The electron-hole plasma can be coupled via Coulomb interactions with the
motions of the charged lattice-ions, mixing thus the phonon and plasmon character to
a new form of collective oscillations called LO phonon-plasmon coupled modes (LOPC
modes) [37].
In polar semiconductors such as CdTe and GaAs, LOPC modes can be coherently
excited by illuminating the sample with ultrashort laser pulses whose time duration is
shorter than the LO phonon wavelength. A widely accepted generation mechanism is
the so-called ultrafast screening of the surface space charge region [12, 15, 50].
In general, the termination of the periodic structure of a semiconductor at its free
surface typically forms surface states (SS) which are localized within the band gap
[51], see the figure 2.17. The appearance of such surface-localized states induces charge
transfer between the bulk and the surface in order to establish thermal equilibrium
between the two, leading to the bending of the conduction and valence band. This
charge transfer results in a non-neutral region with a finite electric field (in CdTe,
48-460 kV/cm for doping densities between 1 × 1016 · cm−3 to 1 × 1018 · cm−3) near
the surface, usually referred to as the surface space charge region (SCR), which may
extend quite deeply into the bulk (in CdTe, 26-270 nm for doping densities between
1× 1018 · cm−3 to 1× 1016 · cm−3).
The built-in surface electric field FSCR introduces a finite displacement of ions, see
the figure 2.18. When an ultrafast laser pulse illuminates the crystal surface with photon
energies greater than the band gap, the photoexcited carriers will screen the built-in
electric field. When the screening of the surface field is very fast, atoms will overshoot
their equilibrium position at FSCR = 0 thus launching coherent longitudinal phonons.
Both, coherent phonons and surface space-charge are intimately related to the details
of the band structure. When the build-in electric field changes and lattice vibrations
move atoms, photoexcited carriers encounter perturbations -they are knocked from a
state with energy E(k1) to E(k2).
The theoretical description of the phonon-plasmon modes is based on the coupled
equations for the plasmon-phonon dynamics outlined in [15], which have been success-
fully used to describe experimental results related to the coupling of coherent optical
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Figure 2.17: Band diagram of a p-doped semiconductor. - The appearance of
surface localized states (SS) leads to the band bending (with a maximal value e × V s,
where V s is the surface potential). The static electric field SCR drives the two kinds of
photoexcited carriers in opposite directions, thus screening the built-in electric field.
Figure 2.18: The optical phonon generation mechanism in a polar semiconduc-
tor. - (a) In the absence of the external surface-induced electric field (unperturbed case)
the separation of Cd and Te atoms is equal to nearest neighbor separation r0 = 2.776 A˚,
(b) When the electric field FSCR is applied, atoms will follow it in accordance with their
charge, and the chain will be deformed longitudinally with r0 + us > r0 near the surface,
(c) Ultrafast excitation of electron-hole pairs leads to an ultrafast screening of the electric
field, (d) and (e), Because the lattice posses inertia, atoms will overshoot their equilibrium
position r0 and will launch coherent optical phonons.
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phonons and plasmons in bulk semiconductors:
d2Pe
dt2
+ γe
dPe
dt
+ ω2ePe = ω
2
e(0FSCR − γ12w) (2.45)
d2w
dt2
+ γL
dw
dt
+ ω2LOPe =
γ12
κ∞
(FSCR − pe
0
) (2.46)
where Pe is the electronic polarization, γe is the electron momentum relaxation
time, w = u
√
M/V0 is the normalized lattice displacement (M is the cation-anion
effective mass and V0 is the volume of the primitive unit cell), γ12 = ωTO
√
s − ∞
is the coupling parameter (s and ∞ are low frequency and high frequency dielectric
constants, respectively), ωTO is the TO phonon frequency, ωLO is the LO phonon
frequency and γL is the damping constant of the phonon oscillations which is related to
the anharmonic decay of LO phonons [15]. The first equation describes the electron-hole
plasma modes which in the absence of coupling (i.e. γ12 = 0) oscillate with a plasma
frequency ωe. Similarly, the second equation describes optical phonons which, when
γ12 = 0 oscillate with LO phonon frequency ωLO. When γ12 6= 0, long-range Coulomb
coupling of the ultrafast field transient to both the electronic polarization and the
polar lattice initiate collective oscillations whose frequencies can be determined by the
equation:
ω4 − i(ωe + ωL)ω3 − (ω2e + ω2LO + γeγL)ω2 + i(γLω2e + γeω2LO)ω + ω2e + ω2TO = 0
(2.47)
This equation has four solutions. However, only two of them have physical meaning,
ω+ and ω−, and they represent the LOPC modes. Figure 2.19 shows the carrier density
dependence of ω+ and ω−. When the electron density is high (ne,h > 1018cm−3) the
solution ω− corresponds to a LOPC mode having the character of an LO optical phonon
which, due to the screening by the free carriers, oscillates at a frequency ωTO (i.e.
ω− ≈ ωTO) whereas ω+ corresponds to a LOPC mode having a plasmon character (i.e.
ω+ ≈ ωe). For low electron densities (ne,h < 1016cm−3) ω+ has a phonon character
(ω+ ≈ ωLO), whereas ω− has a plasmon character (ω− ≈ ωe). At intermediate electron
densities the LOPC modes exhibit a mixed phonon-plasmon character.
The time evolutions of the electric field in the space-charge region E(t) = FSCR −
Pe
0
− γ12w0 is computed from the numerical solution of equations 2.45 and 2.46 for
different electron densities and the Fourier transforms of these curves are shown in
figure 2.20. The Fourier transform of the surface space-charge electric field E(t) shows
the ω+ and ω− modes and their evolution with electron density conforms the LOPC
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Figure 2.19: Phonon-plasmon coupled-modes in CdTe. - Frequencies in the long-
wavelength limit for electrons and LO phonons are computed from the solutions of equation
2.47.
dispersion relation (see the figure 2.47). At high electron densities the high-frequency
plasmons are stronger than the phonon-like mode which due to the screening converges
into the TO phonon frequency; at intermediate densities both modes can achieve equal
magnitudes. At low electron densities the plasmon peak becomes broader while the
phonon peak converges to the LO phonon frequency.
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Figure 2.20: Time evolutions of the electric field in the space charge region in
CdTe. - E(t) = FSCR − Pe0 −
γ12w
0
is computed from the numerical solution of equations
2.45 and 2.46 for different electron densities and their Fourier transforms.
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Chapter 3
Ultrafast Dynamics in Highly
Excited CdTe: The
Time-Resolved Reflectivity
Measurement
3.1 Introduction
The study of carrier and lattice dynamics in semiconductors under nonequilibrium con-
ditions has been a rich subject of research in the last few decades [52, 53, 54]. Many
techniques have been developed and applied to investigate such dynamics, and an im-
pressive level of insight has been obtained [50], [55], [56], [16], [43]. A popular technique
is the pump-probe reflectivity which involves excitation and probing of the sample us-
ing conventional light source such as visible or near-visible laser with a photon energy
comparable with the energy gap of the semiconductors. This chapter presents the
pump-probe time-resolved reflectivity measurements in a doped CdTe crystal carried
out within this thesis. The objective was to study the effect of the hot carriers on the
time-resolved reflectivity changes of the crystal which was excited at various fluences
covering a range from weak to strong Coulomb screening.
CdTe is a II-VI polar semiconductor which has a zinc-blende type lattice structure
(figure 3.1). It has a direct band energy gap of ∼ 1.5 eV. The band structure of CdTe
is shown in figure 3.2.
A 800 nm photon (∼ 1.55 eV) can be directly absorbed by CdTe generating one
electron near the conduction band minimum and one hole near the valence band max-
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Figure 3.1: The yellow and grey balls
indicate the positions of the telluride and
cadmium atoms, respectively.
Figure 3.2: The fundamental energy gap
Eg is 1.5 eV.
imum. When the pump power is increased, the two-photon absorption (TPA) channel
becomes available, exciting carriers to the higher position in the bands. Following pho-
tonexcitation, carriers relax their energy mainly by the electron-phonon interactions.
In this way, the carrier population is cooled whereas the lattice is heated. Although
CdTe is an important material with a wide range of applications (such as solar cells,
infrared, X-ray and γ-ray detectors [8, 9, 10]), experimental work on the ultrafast dy-
namics is rare [11, 12, 13]. Especially, if one compares it with the very well studied
polar semiconductor GaAs [14, 15, 16, 17, 18, 19, 20]. In [12] Ishioka et al. reported
the time-resolved reflectivity on bulk CdTe. The authors measured coherent longi-
tudinal optical phonons (LO phonons) generated from the ultrafast screening of the
surface space-charge region in the depletion layer (see the figure 2.17) by the photoex-
cited carriers. Limited by available laser power, their measurement was performed in a
low-fluence regime from 4.4 to 88 µJ·cm−2. They found out that the LOPC mode (see
the section 2.3) is not prominent at their photoexcitation fluence regime which they
expected to be evident at higher fluence. In this work, the ultrafast carrier and lattice
dynamics of CdTe were probed for excitation fluences spanning about three orders of
magnitude, from 0.064 mJ·cm−2 to 6.14 mJ·cm−2. The LOPC modes were observed as
expected (see the section 2.3) and, in addition, diverse ultrafast phenomenons appear
when the fluence increases. In order to extract the physics behind these measure-
ments, a model which considers carrier-lattice interaction, two-photon absorption and
Coulomb screening induced effects has been applied.
This chapter starts with a brief introduction to the experimental set up used to
measure the time-resolved reflectivity from the laser-excited CdTe crystal. Section
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3.3 gives a brief summary of the optical response of a sample subject to intense laser
excitation: optical properties of the electron-hole plasma and the dynamics of carri-
ers. Experimental results and discussion are presented in section 3.4 and, finally, the
concluding remarks are given in section 3.5.
3.2 Optical Pump-Probe Experimental Setup
The laser pulses of about 60 fs duration, a wavelength of 800 nm and a repetition rate
of 1 kHz, generated by a commercially available Ti:sapphire laser (KMLabs Dragon),
were split by a beam splitter into pump and probe beams. The pump beam excites
the sample (i.e. it induces changes in the optical properties) whereas the probe beam
interrogates the excited portion. The intensity of both, pump and probe beam was
adjusted by a combination of λ/2-waveplates and thin film polarizer. While the pump
beam fluence could be adjusted from 60 µJ·cm−2 to 10 mJ·cm−2, the probe fluence
was kept very low (below 20 µJ·cm−2) with a diameter of about three times smaller
than the pump in order to probe an homogenously excited area. After reflection from
the sample, the probe beam was detected by an amplified photodetector (Thorlabs
DET 10A). The pump beam, on the other hand, was blocked in order to reduce any
influence on the detector. In order to suppress the fluctuations of the laser intensity,
another amplified photondetector (Thorlabs DET 10A) was installed to monitor a small
fraction of the probe beam reflected by a beam sampler. Both detectors are coupled
to lock-in amplifier (SR 830) in order to enhance the signal to noise ratio. To be able
to measure the pump induced reflectivity changes as a function of time, Newport delay
unit (M-IMS) was used.
In a pump-pobe reflectivity (PPR) measurement it is necessary to compare the
reflectivity of the sample in the condition of pumping and without pumping. To realize
these states, an optical chooper was installed in the pump line which alternately blocks
and lets pass a pump pulse, as shown in figure 3.4.
In order to enhance the sensitivity of the time-resolved reflectivity measurements,
a technique proposed by P.Fauchet [57] was applied. By appropriately choosing the
angle of incidence near Brewster’s angle θbr and probing with a P−polarized light, the
photoinduced reflectivity changes are easily increased by one order of magnitude. This
enhancement is due to the enhanced ∂R∂n (as shown in figure 3.5) near θbr. Therefore,
the same modification on the index of refraction n by the photoexcitation produces
larger ∆R near θbr than at other angles.
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Figure 3.3: Optical pump-probe setup - Laser pathways are indicated in red and
green color.
Figure 3.4: The operation principle of the Lock-in amplifier with a optical
chopper - The lock-in amplifier is in phase with the chopper, thus the output signal
∆Sg is the reflection difference between two situations: 1. pumped Spump, 2. unpumped
Snopump.
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Figure 3.5: The enhancement of P-polarized light probing near the Brewster’s
angle θbr. - Calculated by using Fresnel’s formula as described in section 2.2.
3.3 Calculating the Optical Properties of the Laser-Excited
CdTe
The time-resolved reflectivity technique probes the evolution of the optical properties of
the material excited by the laser pulses. These properties are governed by the dynamics
of the carriers and the lattice of the material. Therefore, to compute the reflectivity
one needs to take into account (i) the effect of the carriers on the susceptibility of the
material and, (ii) the dynamics of carriers and the lattice, as illustrated in the diagram
shown in figure 3.6. In this section, computations of the effects summarized under (i)
will be shown.
3.3.1 Optical Properties of a Hot Electron-Hole Plasma
The pump-probe reflectivity technique directly measures the reflectivity changes ∆R
of the sample following the photoexcitation by a short laser pulse. The reflectivity is
a function of the optical susceptibility χ(ω), which represents the material response
to the external perturbations and is determined by both, the carriers and the lattice
together.
In semiconductors, if the laser-excited carrier density is below the Mott density [49],
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Figure 3.6: Scheme of the applied theoretical approach. - Left: the effect of the
carriers on the susceptibility of the material (BGR: band gap renormalization). Right: the
dynamics of the carriers and the lattice.
the cold electrons and holes tend to form a system called Wannier-Mott exciton [58]:
a system similar to a hydrogen atom but with less binding energy (few tens of meV).
Above the Mott density, the electric field screening sufficiently reduces the Coulomb in-
teraction between electrons and holes so that it breaks excitons (the electron-hole pairs),
hence forming a new state of matter, the electron-hole plasma. Both the Wannier-Mott
exciton and the electron-hole plasma modify the energy band structures, affecting thus
the optical properties of the semiconductor directly.
A. Quasi Fermi level
After photoexcitation, electrons and holes are populating at certain energy states (de-
pending on the laser wavelength) in the conduction and valence bands, respectively. In
this condition, the electron and hole system is displaced far from equilibrium. And,
thus, can not be simply described by the Fermi distribution function. Moreover, the
treatment of such a system is very complex, since all carrier momenta have to be con-
sidered. However, in situations where electrons and holes have already relaxed their
excess energy (thermalized), they can be considered of forming Fermi distributions in
their respective bands which are denoted as “quasi-Fermi levels” (the quasi Fermi level
of electrons µe and the quasi Fermi level of holes µh, respectively). Under this special
condition, the treatment does not need to consider all carrier momenta as they are in
this case known to be Fermi distributions.
Via the quasi-equilibrium distribution, a quasi-Fermi level gives the probability
that a particular state in the energy band is available or not. Thus, it describes the
response of the bulk on the absorption of light by the carriers. A suppressed absorption
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is a direct consequence of the Pauli exclusion principle. Burstein [59] observed this for
the first time in InSb, and since then it is referred to as Burstein-Moss effect but, more
frequently it is called band filling effect (BF). The quasi-Fermi levels which govern the
BF can be calculated by means of the well-known Nilsson’s formulas [60]:
µe(T ) =
{
ln
(
n
ne
)
+
(
n
ne
) [
64 + 0.05524
(
n
ne
)(
64 +
√
n
ne
)]−1/4}
kBT (3.1)
µh(T ) =
{
ln
(
n
nh
)
+
(
n
nh
) [
64 + 0.05524
(
n
nh
)(
64 +
√
n
nh
)]−1/4}
kBT (3.2)
Where kB is the Boltzmann constant, T is the temperature, ne,h are the effective
density of states in the conduction and valence band defined as:
ne = 2
(
mekBT
2pi~2
)3/2
(3.3)
nh = 2
(
mhkBT
2pi~2
)3/2
(3.4)
Figure 3.7 shows the calculated quasi-Fermi levels in the Γ valley of CdTe by using
the Nilsson’s formulas 3.1 and 3.2 (assuming both the electron and hole temperatures
are 300 K).
Figure 3.7: The quasi-Fermi level of CdTe in the Γ valley. - Quasi-Fermi levels as
a function of the free carrier density at room temperature, computed using the equation
3.1 and 3.2.
The possibility of finding carriers in certain bands is described by the Fermi-Dirac
distribution. For both electrons and holes, it can be calculated as:
fe,h(ε) =
1
e(ε−µe,h)/kBT + 1
(3.5)
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Where ε is the Fermi energy, which value is equal to the quasi-Fermi level at 0 K.
B. Coulomb Screening and Band Gap Renormalization
The high carrier concentration induces strong screening on the Coulomb interactions,
which is characterized by the screening length λe,h. In this section, the screening length
λe,h and the band gap normalization (BGR) in CdTe will be calculated.
The screening length is given by:
λe =
√
ε0εr
e2
∂µe
∂n
(3.6)
λh =
√
ε0εr
e2
∂µh
∂n
(3.7)
Where ε0 is the static dielectric constant and εr is the relative dielectric constant.
The expression of
∂µe,h
∂n can be obtained from 3.1 and 3.2.
The total screening length is given by:
λs =
√
λ2eλ
2
h
λ2e + λ
2
e
(3.8)
Based on the calculation of the screening length, one can calculate the band gap
renormalization (BGR)by a phenomenological formula proposed by Ban´yai and Koch
[61]:
Eg = E0 − Eex + Es (3.9)
if the density of carriers is lower than the “Mott” density (Nmott), or
Eg = Eg,0 − Eexaex
λs
(3.10)
if the density of carrier is higher than the “Mott” density.
Where Eg,0 is the the band gap, Eg is the renormalized band gap, aex is the Bohr
radius of the exciton, λs is the screening length and Eex is exciton binding energy given
by:
E0 =
~2
2mraex
(3.11)
Es is the screened exciton binding energy given by:
Es
(1− aex/λs)2E0 If λs > aex,0 if λs < aex.
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The calculated BGR of CdTe by using equations 3.9 and 3.10 are shown in figure
3.8. It is evident that the BGR function is not continuous at the point Nmott. This
indicates a noncontinuous PPR curve when the density of carriers crosses the Mott
density Nmott from either above or below. In fact, this discontinuity has never been
observed [62]. The continuity of PPR curve can be fulfill if one take equation 3.10
as approximation for both above and blow Nmott for CdTe at room temperature (red
curve in figure 3.8).
Figure 3.8: Band-gap renormalization in CdTe (Γ valley). - Data indicated by
the black balls is calculated using both formulas 3.9 and 3.10, and while the red line is
calculated using the formula 3.10 based on the discussion in the text.
C. The Optical Susceptibility
The peculiar difference in the behavior of the PPR measurement can not be under-
stood within the simple Drude model. Moreover, it requires to take multiple physical
processes into account. An advanced model for calculating such a reflectivity of the
sample under intense laser irradiation was proposed by H.Haug [63].
The susceptibility function is given by:
χk(ω) = χ
0
k
1 + 1
dcvL3
∑
k′
Vs,|k−k′ |χk′ (ω)
 (3.12)
Here dcv is the dipole moment of the valence conduction-band transition, L
3 is the
volume of the cubic crystal, χ0k is the free carrier susceptibility which is given by:
χ0k(ω) = −dcv
1− fk,e − fk,h
~ [ω + iγ(ω)]− k,e − k,h − Eg (3.13)
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and Vs,|k−k′ | is the screened Coulomb potential in momentum space given by:
Vs,|k−k′ | =
e2
0r
1
k2 + k′2 − 2kk′cosϕ+ λ−2s
(3.14)
The calculation of the screened Coulomb potential requires the knowledge about the
angles (ϕ) between every carrier’s momentum, which is unrealistic. However, because
of the rotation symmetry, the screened Coulomb potential can be replaced by the angle
averaged Coulomb potential as follow:
V s,k,k′ =
e2
40rkk
′Ln
(k2 + k
′2 + 2kk
′
λ2s) + 1
(k2 + k′2 − 2kk′λ2s) + 1
(3.15)
The susceptibility integral equation can be solved approximately by inserting a
dominate momentum, which could be considered to be the momentum close to the
quasi-Fermi level, where the optical properties are strongly affected. The susceptibility
integral equation then becomes:
χk(ω) = χ
0
k(ω)
1 + 1
dcvL3
∑
k′
V s,kf ,k′χk′ (ω)
 (3.16)
χk(ω) = χ
0
k(ω)[1 + g(ω)] (3.17)
g(ω) =
1
dcvL3
∑
k′
χ0kV s,kf ,k′ [1 + g(ω)] (3.18)
Using k instead of k
′
g(ω) =
1
dcvL3
∑
k
χ0kV s,kf ,k[1 + g(ω)] (3.19)
This equation yields:
1 + g(ω) =
1
1− 1
dcvL3
∑
k χ
0
kV s,kf ,k
(3.20)
Bring equation 3.20 into equation 3.17, one gets:
χk(ω) =
χ0k(ω)
1− 1
dcvL3
∑
χ0kV s,kf ,k
(3.21)
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Table 3.1: Model parameters
Parameter value
χl 5.4
dcv 8.82× 10−29 C ·m
kmax 2.2× 109 m−1
γ0 0.3 eV
Eα 0.04 eV
The total susceptibility is:
χk(ω) = χl +
2dcv
0L3
χ0k(ω)
1− 1
dcvL3
∑
χ0kV s,kf ,k
(3.22)
with χl being some background susceptibility (related to the lattice response).
In calculations of the susceptibility, a frequency dependent damping coefficient γ(ω)
is shown to be better than a constant damping rate, i.e., a formula described by H.Haug
[63] and V.Marijn [64]:
γ(ω) =
γ0
e(Eg−~ω−Eα)/Eα + 1
(3.23)
Various model parameters involved in equation 3.23 (listed in table 3.1) can be
estimated by comparing the χ(ω) with published dielectric function data [65].
The simulations of the dielectric functions are shown in figure 3.9, 1 is equal to the
real part of 1 + χ(ω), and 2 is equal to the imaginary part of 1 + χ(ω).
Independently, the response of CdTe to long wavelength radiation (photo energy
smaller than the fundamental energy gap) is very well described by a parameterized
function [66]. With the parameters listed in table 3.1, the simulation is comparable
with the parameterized function, (see the figure 3.10). This is another indication that
the simulation is successful.
By utilizing the function χ(ω) and taking experimental inputs such as the angle of
incidence θ, one can compute the reflectivity by Fresnel’s formula described in section
2.2.
D. Electro-Optic Effect
An additional reflectivity change due to the modification of the space-charge field is
not included in the above consideration. This contribution can be added in terms of
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Figure 3.9: ε1 and ε2 are real and imaginary part of the dielectric function, repectively.
Figure 3.10: The comparison between the simulation and the parameterized
function. - The red line is the simulation, and the black triangles are the values calculated
from the parameterized function described in [66].
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the electro-optical effect. This effect is defined as a linear change in the refractive index
caused by an electric field ∆n ∝ ∆E. Since the lattice vibration is consonance with the
surface electric field which affects the index ellipsoid, the information about the lattice
vibration can be obtained by measuring the reflectivity changes. For a zinc-blende type
crystal with surface orientation (111), the effect is given by [67]:
x2 + y2 + z2
n20
+
2√
3
γ41E(yz + xy + zx) = 1 (3.24)
Three new components of refraction index are:
n
′
x = n0 +
1
2
√
3
n30γ41E (3.25)
n
′
y = n0 +
1
2
√
3
n30γ41E (3.26)
n
′
z = n0 −
1√
3
n30γ41E (3.27)
3.4 Time-Resolved Reflectivity Measurement and Discus-
sion
3.4.1 Longitudinal-Optical Phonon-Plasmon Coupled Modes
The longitudinal optical phonon generation in polar semiconductors is due to the ultra-
fast screening of the surface charge region [12, 68, 69] by the photoexcited free carriers.
However, the electric field of the surface charge region is usually weak. Therefore the
amplitude of the lattice oscillations are small. In order to enhance the surface electric
field [68], a CdTe single crystal doped with 5× 1016 lithium atoms is used, which sub-
sequently increases the amplitude of lattice oscillations (For a nominal doping density
of 5× 1016 cm−3, a surface space charge field of ∼ 90 kV·cm−1 is expected).
In the first part of the experiment, the evolution of the sample reflectivity as a
function of the pump-probe delay was measured at laser fluences of 0.064 mJ·cm−2 and
0.57 mJ·cm−2 (hereafter, low-fluence regime). A typical PPR curve measured at low
fluence is shown in figure 3.11. The reflectivity transient is composed of a small oscil-
lation signal superimposed on the large background. The background (i.e. the large
exponential-like change of the time dependent reflectivity) is due to the changes of the
carrier occupancy in the conduction and valence bands. It is mainly determined by
the evolution of the quasi-Fermi level described in the section 3.3.1. The small signal
oscillations superimposed on the large-scale transient originate from the electro-optic
effect, thus encode the time evolution of the surface electric field (i.e. the dynamics
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of the longitudinal optical phonon-plasmon coupled modes (LOPC)). In order to ex-
tract this oscillation signal, which is about two orders of magnitude smaller than the
background, a Savitzky-Golay filtering method is applied. This method is common for
these types of measurements and was successfully applied to investigate LOPC modes
in GaAs [70]. Here, according to the recipe given in [70], one first filters the measured
signal, then, the oscillations are yielded by subtracting the PPR signal from the filtered
one. In order to prevent numerical artifacts, the filtering interval was chosen to begin
well to the right of the sharp minimum of the recorded PPR signal.
Figure 3.11: A typical low pump fluence PPR curve. - The oscillations are super-
imposed on the large background. Fluctuations before time zero are due to the interference
between the pump and probe beam, even through they are already suppressed by setting
the polarization between pump and probe beam to be orthogonal.
Coherent oscillations of the time-resolved PPR signal are shown in figures 3.12, the
mode beating and damping which are due to the phonon-plasmon dynamics are clearly
visible. In order to identify the modes and compare their lifetimes, a wavelet transform
(which can be recognized as a time-resolved Fourier transform [53]) of the oscillations
is made.
From the wavelet transform of the oscillations measured at 0.064 mJ·cm−2 (figure
3.13), one can see clearly a major feature located at ∼ 5THz that can be safely labeled
as the LO phonon frequency of the CdTe (the phonon dispersion relation was shown
in figure 2.2). In addition to this, one observes the LOPC mode formation within first
few hundred femtoseconds following laser excitation and their decay later. The higher
branch of the LOPC mode is called L+ mode. It is of a plasmon character having larger
frequency than the LO phonon mode whereas the low branch of LOPC is called L−
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Figure 3.12: The comparison of the coherent oscillations at fluence 0.064 mJ·cm−2 and
at 0.57 mJ·cm−2. In order to avoid the coherent artifact [1] near to time zero, oscillations
are extracted after that.
Figure 3.13: The wavelet transforms of the oscillations measured at the pump fluences
of 0.064 and 0.57 mJ·cm−2.
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Figure 3.14: The left image shows the experimental measurement, the right image shows
the simulation. L+ is shown in the measurement, mode beating between the L− and LO
mode, decay of the mixed mode is observed.
mode and is of phonon character. However, due to the time resolution limitation in
this measurement (mainly limited by the laser pulse duration of ∼ 60 fs), only the low
frequency tail of the damped L+ mode is observed (it is shown more clearly at a higher
fluence 0.57 mJ·cm−2 measurement). The L− mode, on the other hand is red-shifted
and reduced (in particular due to the fact that the carrier density is reduced). This
is in agreement with the theory presented section 2.3. However, a component at ∼ 5
THz which corresponds to the LO phonon mode is observed as well. According to the
LOPC framework presented in chapter 2, this mode should not appear. The reason
why it is observed can be attributed to the non-uniform carrier density under the probe
penetration region. It is known that the carrier density is decaying with the depth and
time very fast. In fact, the LOPC is present only in a narrow area close to the surface
where the density of carriers is large, whereas the LO phonon mode is present in the
bulk region where the carrier density is much lower. Since the penetration depth of the
probe beam covers both regions, both modes are observed [15]. By taking this fact into
consideration, a simulation with the parameters listed in table 3.2 is compared with
the measurement represented as the wavelet transform spectrum, see the figure 3.14. It
is obvious that the simulations predict mode beating, damping and the frequency shift
with carrier density. The high frequency part of the L+ mode cannot be captured by
the experiment due to the lack of time resolution.
At higher fluence (0.57 mJ·cm−2), the single-photon absorption is already saturated,
which means the carrier density in the whole probe penetration region stays higher than
1 × 1018 cm−3, as shown in figure 3.15 (left). Under this condition, the lower branch
of the LOPC is expected to have a frequency of ∼ 4THz, and the LO mode should
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Table 3.2: Simulation parameters
Parameter Value
Maximum electron density 1018 ·cm−3
Surface electric field 20 kV · cm−1
Electron-hole recombination time 1.5 ps
Electric field of the LO mode 4 kV · cm−1
LO phonon decay time 1.2 ps
Figure 3.15: Carrier density, left: at lower fluence, carrier generated by SPA, right: at
higher fluence, the SPA is already saturated. nmax is the maximum carrier density that
can be generated by SPA.
disappear. This is exactly the case in the measurement, as depicted in figure 3.12.
Apart from the time resolution, there is another effect affecting the measurement of
the LOPC modes. Since carriers are excited to different parts of the conduction band
(the Γ valley and the L valley), they have different effective masses and densities. As a
result, they do not oscillate at the same frequency according to the plasma frequency
f =
√
n2e
m∗0 , but rather at a mixture of these frequencies, which broadens then the
frequency profiles of the LOPC mode.
3.4.2 CdTe under High Laser Excitation
In this section, the effects of hot carrier dynamics on the time-resolved reflectivity
signal at high fluences ranging from 1.51 to 6.14 mJ·cm−2 are described. Hereafter, the
high-excitation regime is reached with laser pulses above 1 mJ·cm−2. Excitation with
fluence below 1 mJ·cm−2 is considered as low-excitation regime.
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Figure 3.16 compares time-resolved reflectivity curves measured at 0.44 mJ·cm−2
with these measured at high fluences and fluence-dependent effects are evident. First,
following photoexcitation the reflectivity increases with time for the low fluence mea-
surement (0.44 mJ·cm−2) whereas it decrease with time for the high-fluences measure-
ments (from 1.51 to 6.14 mJ·cm−2). Additionally, the value of the reflectivity minimum
(valley) increase with increasing fluence.
Figure 3.16: The time-resolved reflectivity measurement of the lithium-doped
CdTe. - Fluences ranging from 0.44 mJ·cm−2 until 6.14 mJ·cm−2 are depicted.
The explanation of the reflectivity reduction following photoexcitation usually in-
volves the band gap renormalization (BGR) effect [62, 71, 72] which is a many-body
effect where the band gap decreases monotonically with the electron-hole plasma (EHP)
density. The physical origin is the exchange energy of the EHP which originates from
the Pauli principle which forbids two electrons with parallel spins being in the same
unit cell. This exchange energy increases the average distance between the electrons
which, subsequently lowers the energy of the electronic system.
To explain the observed effects one first consider the interplay of the band filling
and BGR presented in section 3.3.1., as schematically shown in figure 3.17. At the
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lower fluence, the main photon absorption mechanism is single-photon absorption (SPA)
which excites electrons near the Γ valley, these carriers redistributed very fast (few tens
of fs) and fill the states in the conduction band which blocks the absorption of the probe
pulse. As a result, the probe pulse will be reflected. In addition, cooling down of the
hot electrons generated by two-photon absorption (TPA) prolongs the increasing of the
reflectivity for few hundred fs (green curve in figure 3.16).
Figure 3.17: Interplay between BF and BGR affecting the probe beam reflec-
tivity. - When BF is dominant, the absorption is suppressed due to the Pauli exclusion
principle, when the BGR becomes dominant, the absorption is enhanced, Eg0 is the band
gap in Γ valley in the equilibrium state.
In the higher fluence regime, the electrons will be generated by both SPA and TPA.
The TPA will excite electrons with higher excess energies, 1.84 eV, 2.5 eV and 2.9 eV
with respect to the valence band minimum, respectively. The BF is affected only by the
thermalized carriers near the band gap whereas the BGR depends on the total carrier
density in the bands [62, 71]. Under this condition, following the laser excitation,
only a fraction of the total carriers cool down to the band edge and affecting the BF,
whereas all of them will contribute to BGR. That means, the BGR will be dominant
with respect to BF. Since the BGR red shifts the energy band gap, i.e., it reduces the
band gap to Eg−∆Ebgr, thus unblocking the probe beam as shown in figure 3.17. The
net effect is the decrease of the time-dependent reflectivity.
In order to extract a physical interpretation from the data presented in figure 3.16,
one needs to rely on the theoretical foundations presented in section 3.3.1 and extend
the Stanton-Bailey model [48] (this model has been successfully applied to investigate
the mobility of electrons in GaAs and InSb) to include photoexcitation (both SPA and
TPA), recombination and the dynamics of the valence band hole (see the figure 3.18).
Based on this framework, the results are explained along the following key points:
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Figure 3.18: The excitation and carrier dynamics in CdTe. - (a) photoexcitation:
SPA generates electrons near the edge of the conduction band, whereas TPA generates
electrons near the L valley, V1s and V1T are the coresponding hole positions. (b) carrier
relaxation and recombination: intervalley phonon scattering (IVS) transfers electrons from
one valley to another, carrier-lattice interaction removes the access energies of hot electrons
and holes (i.e. they cool down by relaxing towards the band minimum), finally, the recom-
bination process then reduces carriers in both, the conduction and valence band (doted red
line).
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(i) Photonexcitaion:
Single-photon absorption (SPA) excites electrons into the energy band Γ0. Within the
laser spectra range it contains N smax available states. Thus, the laser pulse of intensity
I(t) can excite no more than N smax electrons into this band [43]. This fact is described
by a term αN
s
max−N
Nsmax
(SPA saturation). TPA on other hand involves large excitation
energies and, thus, excites the carriers into the Γ+ band. To the best of my knowledge,
there is no direct measurement of TPA coefficent β carried out at 780 nm. But in
general, TPA is intensity dependent. This dependence can be taken into account by
using an effective TPA coefficient βeff .
(ii) Carrier Cooling:
Electrons excited at the Γ+ band will partially scatter to (i) the L valley (intervalley
scattering) and (ii) to the Γ− band. The number of scattered electrons to the L valley
or to the Γ− band depend on the scattering rates γΓL and γrel. The cooling rate γrel
describes the speed of cooling carriers down to the band edge and, thus, determines
the extend to which BF will overcomes BGR. In the low excitation regime, γrel is
attributed to the polar optical-phonon emission via the Fro¨hlich interaction. The typical
scattering time is ∼ 200 fs. If one takes this value and takes into account the fact
that an electron at Γ+ needs to relax ∼ 1.4 eV of energy to reach the bottom of the
conduction band, one can estimate the total cooling time: 1.4eVELO=0.026eV × 200fs =∼ 11
ps. This would subsequently cause a much slower increase of the reflectivity from the
valley minimum of the time-dependent reflectivity curve. And, thus, is in contradiction
with the experimentally measured time-resolved signal. Therefore, there must be a
relaxation channel of hot carriers which is much faster than LO phonon emission. Since
CdTe is a polar semiconductor with strong coupling between LO phonon and plasmons
(see the section 2.3), the fast channel can be safely attributed to energy relaxation
by the LOPC modes. This channel was used to interpret the ultrafast increase of the
reflectivity in another polar semiconductor, CdS [73]. Accordingly, by interacting with
the hybrid phonon-plasmon modes, hot carriers can relax much more efficiently within
a time scale of about 500 fs.
(iii) Carrier Recombination:
When electrons and holes are cooling down towards the band edge, they start to re-
combine with each other. In CdTe, the radiative recombination coefficient is only
3± 0.5× 10−9 cm3 · s−1 [74]. At a density of 1018 cm−3, the recombination continues
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for several ns. However, in this measurements, the recombination is observed only for
few ps to few tens of ps. Therefore, the fast process must be attributed to the much
more efficient Auger recombination. A typical Auger recombination process involves
three carriers, and is therefore proportional to N3, where N is the free carrier density.
In degenerated semiconductors, however, an Auger recombination rate with a quadratic
dependence on carrier density N2 has been found to better describe the experimental
data [75, 76, 77].
According to the discussion above, the Stanton-Bailey model is extended as:
dNΓ+
dt
=
βeffI(t)
2
2~ω
− γΓLNΓ+ + γLΓNΓ+ − γrelNΓ+ (3.28)
dNL
dt
= γΓLNΓ+ − γLΓNL (3.29)
dNΓ−
dt
= γrelNΓ+ − γcoolNΓ− (3.30)
dNΓ0
dt
= α(
N smax −NΓ0
N smax
)
I(t)
~ω
+ γcoolNΓ− −RaugN2Γ0 (3.31)
dNV1T
dt
=
βeffI(t)
2
2~ω
− γhcoolNv1 (3.32)
dNV1s
dt
= α(
N smax −NΓ0
N smax
)
I(t)
~ω
+ γhcoolNv1 −RaugN2Γ0 (3.33)
I =
f√
2pid
e−t
2/2d2 (3.34)
The subscript of the carrier densities N represent their position in bands, which
are Γ+, Γ−, Γ0, V1s and V1T . They are discussed in section 2.3 in Chapter 2, γcool
and γhcool are the effective cooling rate of the electrons and holes, respectively. Raug is
the degenerate Auger recombination coefficient. v1T and v1S are the positions on the
valence band where TPA and SPA happen (see the figure 3.18).
By computing the carrier density using the extended Stanton-Bailey model, com-
bined with the susceptibility calculated in section 3.22, one can simulate the time-
dependent reflectivity curves and compare them with the experimental findings. Figure
3.20 shows the comparison between simulation and experiment. The parameters used
in the simulation are listed in table 3.3.
From the simulation, one finds that both, the effective cooling rates of electrons
and holes are increasing with increasing the pump fluence, whereas the degenerated
Auger recombination coefficient is decreasing. Both behaviors are visible in figure 3.19.
In fact, these phenomena are caused by the Coulomb screening. In both cases, the
increased screening reduces the scattering cross section between carriers, thus slows
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Table 3.3: Model parameters
Parameter Unit
Fluence (f) mJ·cm−2 1.51 3.36 4.82 6.14
α cm−1 1× 104 1× 104 1× 104 1× 104
N smax cm
−3 1018 1018 1018 1018
βeff cm ·GW−1 55 26 17 11
γgl fs
−1 300 300 300 300
γlg fs
−1 2000 2000 2000 2000
γpop fs
−1 20 20 20 20
γcool fs
−1 500 520 550 600
γhcool fs
−1 100 120 150 200
Raug cm
3 · s−1 2× 10−6 1.5× 10−6 1.2× 10−6 1× 10−6
down the thermalization and the Auger recombination [13].
A slight difference between the simulation and the measured time-dependent reflec-
tivity curve is evident at large pump-probe delays, especially at the lower fluence 1.51
mJ·cm−2 (see the figure 3.20). One can clearly attribute this to the constant Raug used
in the simulation. For example, in time-dependent reflectivity curve measured at flu-
ence of 1.51 mJ·cm−2, by using a recombination coefficient of 3× 10−6 cm3 · s−1 below
a certain critical density (3.5×1017 cm−3) and 2×10−6 cm3 ·s−1 above, the simulation
now fits the measurement very well (figure 3.21). This goes along with the Coulomb
screening effect which decreases the scattering cross section between the carriers.
Another parameter obtained from the simulation is the effective TPA coefficient at
each fluence (see the figure 3.22). An obvious decline of the TPA coefficient is observed,
which indicates TPA saturation. Unlike other TPA saturation models mentioned in
[73, 78], the measured data is found to fit the TPA saturation model proposed by [79]
very well. Here, the effective TPA coefficient is given by:
βeffective =
β0
1 + I2/I2sat
(3.35)
In general, based on the simulations presented, one can conclude that the magnitude
and signature of the PPR signal at different delays is governed by an interplay between
the BGR and BF effects. The BGR and BF effects are further determined by the
distribution, cooling, scattering, and recombination of the carriers.
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Figure 3.19: The effective cooling time and recombination coefficient versus
fluence. - The effective cooling time increases with the excitation fluence whereas the
recombination decreases.
Figure 3.20: Comparison of the high fluence measurements with the simula-
tions. - The red squares represent the measured data, the black line shows the simulation
with the parameters listed in table 3.3.
58
3.4 Time-Resolved Reflectivity Measurement and Discussion
Figure 3.21: Comparison of the experimentally measured data and simulations.
- Left: simulations with a constant recombination coefficient listed in table 3.3. Right:
using two recombination coefficients below and above a certain carrier density (see text).
Figure 3.22: The effective TPA coefficient. - The black squares are the value used
in the simulations, the red line is a data fit according to the TPA model proposed by [79].
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3.5 Conclusion
The time-resolved reflectivity technique was applied to investigate the ultrafast dynam-
ics in CdTe. At laser fluences below 0.6 mJ·cm−2, the coherent LO phonons and their
coupling with the plasmons were measured. At higher fluence (> 0.6 mJ·cm−2), the
time-dependent reflectivity curves show a complex interplay between photoexcitation,
carrier relaxation and recombination. The experimental results were analyzed in terms
of the susceptibility model proposed by H. Haug [63] and the carrier rate equations
from the extended Stanton-Bailey model. In the high-excitation regime, the Coulomb
screening and polar character of CdTe affects strongly the ultrafast cooling and recom-
bination of hot carriers. In case of recombination, the screening reduces the Coulomb
interaction between electrons in the conduction band and holes in the valence band
making thus the recombination coefficient a density-dependent quantity. One outcome
of Coulomb screening and the polar character of the CdTe is, that at high fluences
the hot carriers lose their excess energy mainly by interacting with the lattice via the
plasmon-phonon coupling mechanism. The dominant energy loss channel is the L+
mode [19], which has a much higher frequency and energy than a bare LO mode, and,
hence, reduces the carrier’s excess energy more efficiently than emitting a pure LO
phonon. Moreover, it was found that the two-photon absorption coefficient used in the
simulation agrees very well with a TPA saturation model proposed in [79].
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Chapter 4
Ultrafast Dynamics in
Laser-Excited Diluted Magnetic
Semiconductors
4.1 Introudction
The interaction of phonons with the magnetic atoms in diluted magnetic semiconduc-
tors (DMSs) is a topic which has attracted widespread attention [80, 81, 82]. Apart
from the fundamental interest, acoustic phonons could also be considered as an effective
tool to manipulate magnetization on ultrashort time scales. Pumping this magnetic
system with ultrashort laser pulses can strongly alter the thermodynamic equilibrium
among the constituents, the carriers, spins, and the lattice, triggering a variety of dy-
namical processes. Investigating these processes shed new light on how to optimize an
ordered phase for innovative applications that combine both, the semiconductor trans-
port (which requires suppression of phonons) and magnetic storage (which requires
increasing of spin coherence time).
Time-domain information about magnetic properties of DMSs have, typically, em-
ployed time-resolved magneto-optical spectroscopy (giant Faraday rotation or magneto-
optic Kerr effect). This method has provided essential contributions to understanding
of exchange interactions, spin relaxation, spin coherent effects and dephasing phenom-
ena [23, 24, 25, 26, 28, 29]. X-ray diffraction, on the other hand, can directly
observe the small shifts in interatomic distance associated with coherent phonons
[30, 31, 32, 33, 34, 35, 36]. Complemented with the resonant X-ray emission spec-
troscopy which is capable of probing the dynamics of holes in the valence band (which
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mediate the ferromagnetism), X-ray diffraction provides vital information about the
correlation of lattice, spins and charge.
This chapter presents (i) probing of coherent acoustic phonons in ferromagnetic
Ga1−xMnxAs by means of time-resolved X-ray diffraction and (ii) redistribution of holes
in the valence band by using time-dependent resonant X-ray emission. These measure-
ments were performed at the Linac Coherent Light Source (LCLS) which generates sub
picosecond, energy-tunable X-ray pulses that provide the spatial and temporal resolu-
tion required for investigating basic carrier scattering mechanisms and their coupling
to structural evolution of the material.
This chapter starts with a brief introduction of the free-electron laser (section 4.2).
Section 2, presents a brief overview of (a) ferromagnetism in DMSs, (b) coherent acous-
tic phonons, (c) X-ray diffraction from the acoustic phonons and (d) resonant X-ray
emission. In section 3, the experimental configuration and set up is described. Ex-
perimental results and discussion on the X-ray diffraction and resonant X-ray emission
of laser excited Ga1−xMnxAs are presented in Sections 4 and 5, respectively. Finally,
concluding remarks are given in Section 6.
4.2 The Free Electron Laser
The free-electron laser (FEL) is a laser source which takes a beam of free electrons as
the active medium instead of atoms or molecules in a conventional laser. When the free
electrons propagate through a spatially periodic magnet field at relativistic velocities,
the Lorentz force compels them to oscillate perpendicular to the traveling direction.
This motion leads to synchrotron radiation in the propagating direction. Usually, most
of this radiation is incoherent, as shown in figure 4.1 (left). The collective interaction
between electrons and their emitted radiation field enhances a small fraction of coherent
fluctuations in the radiation field, and simultaneously the electrons begin to bunch at
the resonant wavelength. As long as this collective process continues, the electrons
are continually bunched until the end of the undulator, and therefore emit coherent
radiation [83], as illustrated in figure 4.1 (right).
One advantage of using FELs comes from its peak brightness which is up to one
billion times higher than that of an ordinary synchrotron radiation source. It thus can
excite a large fraction of core level electrons and, as a result, even minimal physical
effects can be observed much easier, due to an enhancement of the signal-to-noise ratio.
Another use advantage for ultrafast science lies in the time resolution. A typical pulse
duration of a FEL pulse is in the sub picosecond region even reach a few femtocsecond,
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Figure 4.1: The operation principle of an FEL. - S and N are the poles of the magnet
of the undulator, red particles are electrons (picture took from [83]).
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which gives us the potential to investigate the most interesting dynamics which happen
on a picosecond time scale.
The experiment was performed at the FEL facility, the Linac Coherent Light Source
(LCLS) at Stanford, which is the first FEL in the hard X-ray regime. Table 4.1 lists
typical FEL parameters at the X-ray pump-probe station (XPP), where this experiment
was carried out.
Table 4.1: LCLS FEL parameters
Parameter Value
Energy Range 4-10 keV (fundamental)
10 - 25 keV (harmonics)
Energy Resolution (∆E/E) Silicon (111): 1.4× 10−4
Repetition Rate Single pulse, 0.5, 1, 5, 10, 30, 60, 120 Hz
Pulse Duration 80 fs (nominal)
100-200 fs in chirped beam mode
< 20 fs in short pulse mode
Pulse Energy 2 mJ nominal
∼ 0.5 mJ in chirped beam mode
0.2 mJ in short pulse mode
4.3 General Considerations: Mechanisms, Dynamics and
Probe
4.3.1 Ferromagnetism in DMSs
In Ga1−xMnxAs the Mn ions act both as a source of localized spins (S = 5/2) and
effective mass acceptors. When the Mn concentration is increased and reaches a value
high enough to realize the degenerate condition in the valence band (> 1020 ·cm−3) and
the crystal temperature is low enough (for Ga0.91Mn0.09As, depending on the crystal
quality, below 173 K), the itinerant hole carriers mediate the ferromagnetic alignment
of the magnetic ions. In the framework of the Zener kinetic exchange model [3] (which
in the case of semiconductors is equivalent to the RKKY model) the hole-induced fer-
romagnetism can be described as mutual polarization of the holes by the localized spins
and of the localized spins by the holes. This interaction is described by a Hamiltonian
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of the form
Hpd = −βN0s · S (4.1)
where β is the p-d exchange constant, N0 is the concentration of Mn atoms, s is
the spin of holes, and S is the spin of Mn ions.
The Curie temperature predicted by this model is proportional to the square of
the p-d exchange constant β (for Ga1−xMnxAs the p-d exchange constant β is about a
factor of 6 larger than the s-d constant α), and through the Pauli susceptibility to the
density of states at the quasi-Fermi level (therefore holes are much more efficient than
electrons in mediating ferromagnetism in DMSs because both, the exchange coupling
constant β and the effective mass are larger); with respect to hole concentration Nh,
the Curie temperature can be approximately expressed as TC ∝ N1/30 . Pumping this
magnetic system with ultrashort laser pulses will increase the hole density (up to ∼
1020 · cm−3) and thus, in principle, the magnetization of Ga1−xMnxAs is expected to
increase. However at the same time the photoexcited holes will transfer their excess
kinetic energy to spins via carrier-spin coupling thus heating the spin system (i.e.
demagnetizing the crystal).
Lattice: Strain-Magnetic Interaction
In addition to the holes, the strain also affects ferromagnetism in Ga1−xMnxAs. It is
predicted that both, the tensile and compressive strains diminish TC by a few percent
at a hole concentration ∼ 2×1020 cm−3 [84]. Strains lead to uniaxial anisotropy, as first
pointed out by H. Ohno [21] who found that in Ga1−xMnxAs, the magnetic anisotropy
is strongly sensitive to the epitaxial strain (the physical origin of this feature is due to
the spin-orbit coupling [85]). In principle, the strain modifies the deformation potential
and, therefore affects the valence band dispersion directly. The deformation potential
Hamiltonian is given by [85, 86] (details can be found in chapter 2):
H =
∑
i,j
Di,jεi,j (4.2)
Di,j is the deformation potential operator, ε is the strain.
On the other hand, the induced deformation would modify the overlap of the hole
cloud and the Mn ion d-shell electron cloud, thus perturbing the hybridization [82, 87].
Within the Heisenberg model framework, the strain modifies the exchange integral J ,
so that the interaction Hamiltonian can be written as:
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H = −1
2
∑
i,j
J(δ + ui+δ − ui)Si · Sj+δ (4.3)
where the ui’s are the displacements of the lattice sites, and δ is the distance between
neighbors.
Propagating strains in the sample will tilt the direction of the magnetizationM . The
collective magnetization dynamics is described by the Landau-Lifshitz-Gilbert equation
[81, 88, 89]:
∂M
∂t
= −γM ×Heff + α
Ms
M × ∂M
∂t
+ T (4.4)
Here, γ is the gyromagnetic ratio, Heff is some effective magnetic field, and α is
the Gilbert damping parameter.
When a strain propagates in the sample the energy is transferred from phonons to
the spin system. By studying the acoustic phonons above and below TC , one could
obtain information of the spin dynamics.
4.3.2 Probe Lattice Dynamics: X-ray diffraction
4.3.2.1 Lattice Dynamics: Strain Generation
The transfer of energy from the laser pulse puts the lattice into a highly stressed state.
Stress is relieved by thermal expansion of the lattice which, when moving to the new
equilibrium state, overshoots (because of the inertia) and coherently oscillates, giving
rise to the coherent acoustic phonons.
The generation and propagation of the laser-induced coherent strain waves was
presented by Thomsen et al. [90]. In this model the thermal stress σth is proportional
to the lattice temperature increase ∆T , due to the photoexcitation.
σth = −3Bβ∆T (z) (4.5)
∆T (z) = (1−R) Q
AζC
e−z/ζ (4.6)
where R is the reflectivity, Q is the thermal energy, C is the specific heat per
unit volume, B is the bulk modulus and β is the linear expansion coefficient, ν is the
Poisson’s ratio.
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Figure 4.2: The strain generation mechanism. - d is the lattice spacing, the strain
wave is η(t) = ∆d(t)/d(t).
By using the equations of motions for the lattice, the strain wave can be written as
[90]:
η33(z, t) = [∆T (0)]
(
1− ν
1 + ν
)[
e−z/ζ(1− 1
2
e−vt/ζ)− 1
2
e−|z−vt|/ζsgn(z − vt)
]
(4.7)
where v is the longitudinal sound velocity given by:
v2 = 3
(
1− ν
1 + ν
)
B
ρ
(4.8)
The Thomsen model assumes that the excited carriers transfer energy instanta-
neously to the lattice, which is reasonable in many cases due to the ultra-short energy
delivery time. A more realistic model should take into account the electron-phonon
coupling which mediates the energy transfers from carriers to the lattice. Such mod-
els have been presented in references [32] and [77]. An example where the strain is
generated by taking the analytic expression described in [77] is shown in figure 4.3.
4.3.2.2 Takagi-Taupin equations
In order to compute the X-ray diffraction changes from the photoexcited sample, one
needs to use the dynamical theory of X-ray diffraction which takes into account the
interaction of wavefields in the crystal.
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Figure 4.3: Comparison of the standard Thomsen model with the modified one.
- The strain is propagated for 120 ps after laser excitation, an electron-phonon coupling
time of 5 ps cause obvious changes as compared to the standard Thomsen model.
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A widely used approach is that of Takagi and Taupin [33, 34, 91] which models
the X-ray diffraction from coherent acoustic phonons. The formula of the equations is
described in [35, 36, 77]. An analytical solution of the Takgi-Taupin equation can be
found in [36, 77, 92]. The rocking curve of the perturbed crystal R(∆θ) = |Dh/D0|2,
where D0 and Dh are the incident and the reflected wavefields, can be calculated as:
ξ(z) =
sξ0 + (Bξ0 + C)tan [(s(z − z0))]
s− (Aξ0 +B)tan [(s(z − z0))] (4.9)√
|γh|
γ0
Dh
D0
= ξ/
sgn−1(Po) χ−h√
χhχ
−
h
 (4.10)
Where
A =
pii
Γ
(4.11)
B = −pii
Γ
sgn(γh)β∆θ (4.12)
C = −pii
Γ
γh
|γh| (4.13)
β∆θ =
√
γ0
|γh|
[
κsin2θB − 1
2
χ0
(
γh
γ0
− 1
)]
/(|Po|
√
χhχ
−
h ) (4.14)
κ = ∆θ + η
[
cos2α tanθB + sinα cosα
]
(4.15)
s =
√
AC −B2 (4.16)
Γ =
λ
√
γ0 |γh|
|Po|
√
χh
∣∣χ−h ∣∣ (4.17)
χh =
r0λ
2Fh
piVu
(4.18)
χ−h = χ−h, ξ0 is ξ at zero depth, the γ0,h are the direction cosines of the incident
or diffracted beam, λ is the X-ray wavelength, r0 is the classical electron radius. Vu is
the volume of the unit cell, Fh is the structure factor. Po is the polarization factor.
The rocking curve at different time delay therefore can be computed by combining
equation 4.9 to 4.18 take into account the strain simulated in section 4.3.2.1 by the
equation 4.15. One example for a single GaAs crystal is shown in figure 4.4.
4.3.3 Probe Hole’s Nonequilibrium Distribution: Resonant X-ray Emis-
sion
Free-electron laser (FEL) radiation can be used to probe the dynamics of carriers in
the energy bands by means of resonant X-ray emission (RXE). One can tune the X-ray
69
4. ULTRAFAST DYNAMICS IN LASER-EXCITED DILUTED
MAGNETIC SEMICONDUCTORS
Figure 4.4: The rocking curve and the phonon dispersion relation. - The simu-
lation is based on assuming that the strain is propagating along the (001) direction (equal
to Γ to X in reciprocal space). The phonon dispersion at the right side shows that by
increasing ∆q, the acoustic phonon frequency is increasing as well. In real space this is
corresponding to changes in θ, therefore, oscillations at ∆θ = 100 arcsecond have a higher
frequency than at 50 arcsecond.
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energy to drive a transition from an inner shell (core level of Ga) to the valence band
(doted line) (see the figure 4.5). Depending on the hole density Nh and temperature Th
the phase space in the valence band (VB) where the transition takes place will be filled
or empty. If the phase space in the VB is filled the transition from the core level is
blocked (i.e. X-ray absorption is suppressed) and no fluorescence photons are emitted.
If the phase space is cleared out by the intra- and interband relaxation processes which
redistribute carriers in their respective bands, the transition from the core level is
allowed and X-ray absorption followed by the fluorescence is increased. The RXE can
be quantized by the Kramers-Heisenberg cross section (see Appendix 5 for details).
Figure 4.5: The FEL resonant X-ray emission probe principle. - When the band
is occupied, the transition is forbidden, otherwise, it can happen.
∂2σ
∂Ω∂ω2
= |M |2 × δ(~ω1 − ~ω2 − Eb − Ek) (4.19)
where M is:
M =
2c
m
∫
dk
2pi3
(1− fk)
〈
B
∣∣(e2 · p)e−ik2·r∣∣A〉 〈k ∣∣(e1 · p)e−ik1·r∣∣A〉
Ek − Ea − ~ω1 − iΓ/2
Here |A〉 is the initial state, |K〉 is the final state in the valence band, |B〉 is the
upper core level, fk (equation) is the distribution function of holes in the valence band,
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Γ is the core level width, and e1 and e2 are the polarization vectors of the incident and
scattered photons, respectively.
fk =
1
e[ε(k)−µ]/kBT−1
(4.20)
The µ is the quasi-Fermi level of holes in valence band.
4.4 The X-ray Diffraction and Emission Spectroscopy Ex-
perimental Setup
The operation principle of the experimental setup is shown in figure 4.6. Here, a 800
nm wavelength, 50 fs pulselength laser is used to pump the sample. The power of the
laser can be adjusted from a few 100 µJ·cm−2 to ∼ 10 mJ·cm−2 linearly and allows
for a power-dependent generation of strain waves and nonequilibrium distributed holes
in the valence band. The strain waves and the nonequilibrium distributions of holes
are expected to be probed by the FEL via measuring the modifications of the X-ray
diffraction and the resonant X-ray photon emission yield. The FEL and the pump laser
beam are entering the interaction chamber in collinear configuration in order to ensure
a sufficient overlap of both beams at the interaction point on the sample. The crystal
is mounted on a multidimensional stepper motorized travel stage. With the adjustable
Bragg angle measured with respect to the FEL beam axis, the diffraction intensities are
measured by a silicon X-ray diode. Simultaneously, the X-ray emission is monitored
by a pn-junction charge coupled device (pnCCD) with 1024× 1024 pixels on an area of
76.8 × 76.8 mm2. The Ga1−xMnxAs samples are growo on the GaAs (001) substrate
with thin Al0.2Ga0.8As and GaAs buffer layers. Thus, the surface is naturally normal
to the (001) direction. The Bragg angle θB at a FEL photon energy of about 10.363
keV is roughly ∼ 25◦. The pnCCD is installed at an angle of 90◦ relative to the FEL
beam in order to suppress contributions from the Thomson and Compton scattering
processes, which have a maximum at 180◦ relative to the incident beam and diminish
theoretically to zero at 90◦. A more detailed theoretical description is given by equation
24 in Appendix 5.
The installation of the setup is shown in figure 4.7. In order to mount the pnCCD
on the XPP interaction chamber, a auxiliary chamber was designed and manufactured,
see the figure 4.8. The XPP interaction chamber needs to be pumped to a high vacuum
level < 10−6 torr in order to avoid the air absorption of radiation. The operation of the
pnCCD requires a higher vacuum level of 10−5 torr and a cooling down to a temperature
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Figure 4.6: The experimental geometry - The dark line is the FEL beam, the red
line is the 800 nm femtosecond laser beam and, the violet line is the 400 nm laser beam.
Resonant X-ray emission is plotted with transparent violet. θB is the Bragg angle, Ω is
the solid angle of the fluorescence collected by the pnCCD. The transparent red part is a
vacuum chamber designed to connect the XPP chamber and pnCCD chamber.
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of about −60 ◦C in order to enhance the signal-to-noise ratio. However, based on
considerations of convenience, the two chambers should not share the same vacuum.
Because during the experiment, one may need to open the XPP interaction chamber for
a couple of times. In a connected vacuum this would require to warm up the pnCCD
detector from cryogenic temperatures which takes hours including the then mandatory
subsequent cool down process.Therefore, the XPP interaction chamber and the pnCCD
chamber are separated by a beryllium window, which can sustin the pressure difference
between both sides, and is transparent to the X-ray fluorescence photons. At the same
time, blocks the scattered pump laser photons in order to avoid any background on the
pnCCDs. The window is realized as a CF-40 flange with a beryllium foil welded in.
In order to collect the RXE photons efficiently through the small aperture (37 mm) of
the auxiliary chamber (neck dimension), the beryllium window has to be placed at a
distance of 15 cm to the interaction point. At this distance, the 37 cm aperture does
not block any fluorescence light going to the pnCCD detector (as shown in figure 4.6).
This is achieved by the extension part of the auxiliary chamber, as shown in figure 4.8.
The design of the extension part is such that it avoids conflicts with other devices in
the XPP interaction chamber.
Figure 4.7: Explosion view of the set up. - The vacuum chamber in the middle is
designed to connect the pnCCD chamber (on the left) with the XPP interaction chamber.
The window is made of a thin beryllium foil as shown in figure 4.9. In order
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Figure 4.8: View of the auxiliary chamber. - (Left) Isometric projection. (Right)
Side view. Different parts of the chamber are plotted with different color and labeled with
numbers, 1 is a standard CF-NW 250 flange, 6 is a ISO-LF 250 flange designed according
to the MDC Vacuum Products LLC’s standard [93], 7 is a extension part, 8 is a CF 40
flange and connects the beryllium window flange.
to minimize the absorption of the fluorescence photons, one needs to choose the foil
as thin as possible, but strong enough that is holds the pressure difference between
the two chambers which can be the equivalent of one atmosphere. In order to get
a balance between thickness and the aperture size, one needs to solve the system of
stress and strain equations [94], which are equations connecting thickness, radius and
the maximum pressure on the foil:
qr4
t4
= K1
y
t
+K2
(y
t
)3
(4.21)
σr2
Et2
= K3
y
t
+K4
(y
t
)3
(4.22)
where t is the foil thickness, r is the radius of aperture, y is the maximum deflection
and σ the maximum stress due to bending and tension. K1 to K4 are parameters shown
in [94]. By solving these equations, one obtains a minimum thickness of roughly 0.2
mm with a standard CF 40 flange aperture (typically 37 mm). A standard beryllium
window (from Materion Corporation) is shown in figure 4.9, it can withstand atmo-
sphere pressure in the direction shown in the figure, but would break if used the other
way around.
The pnCCD is a detector ideally suited for X-ray spectroscopy experiments and
has been heavily used for experiments at the LCLS facility [95]. In contrast to the
conventional metal-oxide-silicon (MOS) based CCDs, the pnCCDs are based on high-
resistivity n-type silicon. By a special manufacturing process it is possible to make
use of the full depth of the bulk material as a sensitive volume for the conversion of
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Figure 4.9: Cut-view of the beryllium window flange. - The thin layer is the
beryllium foil.
the incident X-rays into electron-hole pairs. Since all pixels of the sensor are built
up with pn-junctions instead of MOS structures, the device is denoted pnCCD. The
pnCCD used in this experiment is manufactured by the Max Planck Semiconductor
Laboratory. The setup is shown in figure 4.10, the pnCCD sensors are indicated in
yellow color. The cooling of the chip is realized by a helium cryogenic cooler.
Figure 4.10: Isometric view of the pnCCD assembly. - The pnCCDs are mounted
on top of a support stand sticking 200 mm out of a CF250-cross, which houses further
infrastructure to operate the device, e.g., the cold head for cooling. The square one is the
electronic terminal box. Helium is pumped into the chamber in order to cool the chip.
The pnCCD is calibrated by linking it’s energy scale to the known radiation of a
standard X-ray source. For this experiment, a F 55e radiation source was used, which
had to be fixed in front of the pnCCD sensor by an appropriate adapter, see the figure
4.11.
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Figure 4.11: The F 55e radiation source is fixed by a ring into the green transparent
adapter and then installed on the top of the auxiliary chamber with the beryllium window
in between.
For the investigation of the Ga1−xMnxAs in ferromagnetic phase, the sample needs
to be cooled down. The cooling system is depicted in figure 4.12. In order to rotate
the sample freely and reduce the vibration from the pump system of the closed-cycle
helium cryocooler, the sample is not directly mounted on the cold finger, but attached
to a flexible sample holder from which the heat is transferred by a copper hemp rope
to the cold finger. The efficiency of cooling is sufficiently high even if the sample is not
directly attached on the cold finger, and a minimum of 40 K at the crystal could be
reached during the experiment.
Figure 4.12: The sample cooling system. - The cold finger is connected with a
closed-cycle Helium cryo-cooler.
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4.5 Results of Time Resolved X-ray Diffraction
In this section, the influence of the magnetic ordering on the coherent acoustic phonons
is shown. In the experiment, the evolution of the X-ray diffraction intensity was mea-
sured at different angular positions from the unperturbed rocking curve peak, see the
figure 4.13.
Figure 4.13: The ∆θ defined from the unperturbed rocking curve. - ∆θ is
measured from the center of gravity of the rocking curve.
From the framework present in Appendix 5 (equation 2 and 3) one knows that
time resolved X-ray diffraction measured at ∆θ will probe acoustic phonons with a
wavevector q(∆θ):
q(∆θ) =
∆θ |Ghkl|
tanθB
(4.23)
(I). Room Temperature Measurements
Coherent acoustic phonons with a wavevector q modulate the d-spacing of a crystal
and, as a result, the time-resolved X-ray diffraction intensity will oscillate with an
angular frequency ωq = vs · q. In Figures 4.14 and 4.15 the measured time-dependent
X-ray diffraction intensity (normalized to the average intensity before time zero) at
two different fluences, 4 and 6.5 mJ·cm−2 are shown. The time scans were measured
at three different positions from the unperturbed peak, ∆θ1 = (0.034 ± 0.03) deg,
∆θ2 = (0.039 ± 0.03) deg and ∆θ3 = (0.049 ± 0.03) deg, which according to equation
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4.23 probe the coherent acoustic phonons with q-vectors q1 = (0.010 ± 0.001)pia , q2 =
(0.012± 0.001)pia and q3 = (0.015± 0.001)pia , respectively.
Figure 4.14: The XRD intensity modified by the acoustic-phonons at the pump
fluence 4 mJ·cm−2. - The oscillations are observed at three different angles at the larger
(compressive) side of the rocking curve.
Near the center of the Brillouin zone, the acoustic phonon dispersion is linear,
therefore the sound velocity Vs can be extracted from the measured phonon-dispersion
in figure 4.16 by the formula [34]:
Vs =
ω
|G|∆θcot(θ) (4.24)
|G| is the absolute value of the reciprocal lattice vector G. The sound velocity
extracted from these data is Vs ≈ 4705 m · s−1 which is in excellent agreement with
the longitudinal sound velocity measured in Ga1−xMnxAs (4830± 70 m · s−1) [96] and,
4770 m · s−1 in GaAs (at (001) direction) [97]. This indicates that pure longitudinal
acoustic phonon modes are are probed.
Apart from that, the measured oscillations are damped. The damping arises (i) due
to the attenuation of the phonon mode and, (ii) due to the width of the rocking curve.
Lindenberg, et al. [34] measured the acoustic phonons in InSb by X-ray diffraction
and, observed similar damping behavior; they attributed the damping to the angular
resolution of the measurement.
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Figure 4.15: The XRD intensity modified by the acoustic-phonons at the pump
fluence 6.5 mJ·cm−2. - The oscillations are observed at three different angles at the larger
angle (compressive) side of the rocking curve.
Figure 4.16: The measured phonon-dispersion relation. - The sound velocity is
extracted as 4705 m · s−1, which is exactly the longitudinal acoustic phonon propagation
speed.
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Here, one could follow the way as described in [34]. First one has to find out the
experimental uncertainty in the measurements, which has two major sources: (i) the
width of the FEL spectrum and, (ii) the spatial divergence of the beam. In this exper-
iment, the silicon monochromator at the XPP beam line defines the X-ray spectrum
and, according to the table 4.1 in section 4.2, the monochromator has an energy res-
olution of 1.4 × 10−4. At an incident X-ray photon energy E of about 10.363 keV,
the spectral width of the beam is ∼ 1.45 eV. Differentiating the Bragg’s equation one
obtains:
∆θ
∆E
=
∣∣∣∣∆EE
∣∣∣∣ tanθB (4.25)
The result is ∼ 6 arcsecond, together with the ∼ 1 arcsecond FEL beam divergence
in the XPP beamline, the overall instrument angle resolution is less than 7 arcsecond.
By inserting this number in the simulation, one immediately finds out that the in-
strument resolution cannot account for the damping. The other source would be the
defects, mismatches of the lattice spacing, and residual stresses in the crystal. Figure
4.17 shows the rocking curve measured at room temperature. It is evident that the
rocking curve is broader and asymmetric than that of an ideal GaAs crystal. By com-
paring the measured rocking curve with a Gaussian function of FWHM of 26 arcsecond,
one can see that the shoulder on the larger angle side of the rocking curve indicates the
existence of the residual strain. In fact, the Ga1−xMnxAs samples investigated in the
experiment are grown on (001) AlxGa1−xAs substrate and, since the lattice constant of
AlxGa1−xAs is similar to that of GaAs which is smaller than Ga1−xMnxAs, the sample
is compressively strained. Thus the diffraction is tending to emerge at the larger angle
side of the rocking curve.
To compare the measured time-dependent X-ray diffraction intensity with the the-
ory, the framework presented in section 4.3.2 is applied. First, one computes the rock-
ing curve at different time delays using equations in section 4.3.2.2, and then convolves
them with a Gaussian function of 26 arcsecond FWHM to account for the overall ex-
perimental resolution.
Theory and experiment are compared in figure 4.18 for two excitation fluences ∼ 4
mJ·cm−2 and ∼ 6.5 mJ·cm−2, respectively (parameters are listed in table 4.2). Here,
an electron-phonon coupling time of ∼ 10 ps was assumed, which does not differ too
much from those of other standard polar semiconductors [30, 31].
In conclusion, the acoustic phonon modes in Ga1−xMnxAs at room temperature
were measured by time-dependent X-ray diffraction. The extracted sound velocity
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Figure 4.17: The rocking curve at room temperature. - The blue line is a fitting
with a gaussian function, the FWHM is 26 arcsecond, the disagreement with the measured
rocking curve indicated the localized compressively strains in the sample.
Table 4.2: Simulation parameters
Parameter Value
FEL Energy 10.363 keV (3rd Harmonic)
Lattice constant 5.655× 10−10 m
Heat capacity 1.7024× 106 J ·m−3 ·K−1
Linear (thermal) expansion coefficient 5.97× 10−6 K−1
Sound velocity (001) 4705 m · s−1
Bulk modulus 65 Gpa
Electron-phonon coupling time 10 ps
agrees well with those reported in the literature and, the simulations based on the ex-
tended Thomsen model and Takagi-Taupin equations are in excellent agreement with
the measured data (reproducing both, the oscillation periods and amplitude). The ex-
tracted lattice heating time of∼ 10 ps suggests that at room temperature, Ga1−xMnxAs
behaves as a “standard” polar semiconductor. The coupling time is important since it
characterizes the time scale of the energy transfer from the carrier system to the lattice.
The slight disagreement on the oscillation amplitude at the small angles may be due
to the nonuniform response from the residual strain as shown in the right shoulder of
the rocking curve.
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Figure 4.18: The simulations of the XRDs at fluence of 4 mJ·cm−2 and 6.5 mJ·cm−2.
The agreement at higher angles is perfect, however at relatively lower angles, there are
small amplitude disagreements.
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(i). Low-Temperature Measurements
Time-dependent X-ray diffraction intensities measured at low temperatures (140 K,
100 K, 80 K, 60 K and 40 K) show quite different features as compared to those
measured at room temperature. In order to understand the dynamics behind, one can
take the room temperature data which have already been understood quite well as a
basis for the comparison; in other words, one can start comparing, for instance, the
room temperature data with those measured at 140 K at an angular position ∆θ3 =
(0.049 ± 0.03) deg, (or, q3 = (0.015 ± 0.001)pia ), see the figure 4.19. It is obvious
that the first intensity minimum (the first half-period of the oscillation) has the same
magnitude for both temperatures. Since the rate of the intensity decrease in this time
regime is governed by the electron-phonon coupling that transfers the energy from
the photoexcited carriers to the lattice, one can conclude that a strain with the same
amplitude is generated at both temperatures. However, unlike at room temperature,
the oscillations following the first intensity minimum are strongly damped. A fit with a
damped-oscillator function of the form Iq(t) = I0e
−t/τ cos(ωqt+ϕ) (see the figure 4.19),
yields damping times of 35 ps and 11 ps for room temperature and 140 K, respectively.
These observations on the time-dependent X-ray diffracted intensity encountered at
140 K can not be explained in the framework of the Thomsen model. Thus, one needs
to consider other interactions which are related to magnetic ordering and account for
the absorption of the acoustic phonon energy. In Ga1−xMnxAs, when approaching the
Curie temperature (TC) from above, short-range magnetic order is built between nearby
spin moments [98]. In equilibrium, these interactions are stored as potential energies
which are related to the magnetic anisotropy. When acoustic phonons modulate the
distance between the ions (no matter whether the strain is compressive or tensile), they
transfer the energy to these localized spins which process around some local effective
magnetic field related to the anisotropy field.
The derivative of the magnetization curve is shown in figure 4.20 (right), which
clearly shows that below ∼ 100 K, ∂M∂T significantly increases, which is the sign that
the sample starts to evolve into magnetic phase at this temperature.
The measured time scans at 100 K, 80 K, 60 K and 40 K are compared in figure
4.21. It is obvious that the measurement at 100 K, which is around Curie temperature,
is substantially different from that of the others. The intensity minimum occurs latter
by about 30 ps and the oscillations disappear. While at other temperatures, both above
and below Tc ( i.e. 140, 80, 60 and 40 K) the oscillations are damped due to the energy
exchange between the phonons and localized magnetic moments (i.e. Mn moments), the
evolution of the X-ray diffracted intensity at around TC is related mainly to the energy
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Figure 4.19: Comparison of the XRDs measured at 300 K and 140 K. - The
pump fluence is ∼ 4 mJ·cm−2. The first drop of the XRD intensity has same amplitude.
Figure 4.20: The magnetization-temperature curve of Ga0.91Mn0.09As and its
derivation. - The magnetic phase transition starts around at ∼ 100 K.
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Figure 4.21: At certain angle ∆θ3 (defined in the discussion of room temperature data).
The curve measured at 100 K is obviously different with others.
exchange between the photoexcited carriers and the fluctuations of localized magnetic
moments. It is already known that the temperature derivative of the resistivity dρ/dT of
Ga1−xMnxAs has a singularity at TC [99, 100], which was attributed to the scattering
of carriers from the localized-spin fluctuations. Since carriers play the main role in
the generation of the coherent phonons, based on this observation, one can conclude
that at around TC , carriers exchange the energy with the spin fluctuations instead
of only populating the acoustic phonon modes. This would explain the absence of the
oscillations in the time-resolved intensity. However, this statement can not explain why
the intensity minimum at around TC is much lower than those at other temperatures.
This anomaly can be explained by assuming that localized spins transfer their energies
to the lattice not in terms of coherent phonons but in the form of heat (incoherent
phonons), which expands the lattice further yielding thus a deeper minimum.
In summary, the time-resolved XRD was measured at different low temperatures
140 K, 100 K, 80 K, 60 K and 40 K. The deviation from the room-temperature mea-
surements indicated the presence of new interactions at low temperatures. Especially,
the unique lattice response at 100 K may be related to the critical behavior at around
TC , where the short-range spin correlation affects to a large extend the magnetic order
(e.g. spin fluctuations).
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4.6 Results of Time-Resolved Resonant X-ray Emission
Measurements
The multidetection scheme applied in the experiment allows one to measure simulta-
neously both, X-ray diffraction and fluorescence. Here, the FEL photon energy needs
to be tuned such that it drives a transition from the Ga K-level into the valence band.
In order to choose the right energy, the first step is to measure the fluorescence Ga K
edge spectrum.
The measured Ga K-edge X-ray emission as a function of incident X-ray photon
energy is shown in figure 4.22. The spectrum is a convolution of the conduction band
density of states of Ga1−xMnxAs, a Lorentzian profile of FWHM of 1.8 eV representing
the core hole finite lifetime, and the energy width of the FEL radiation.
Figure 4.22: The measured Ga K-edge fluorescence spectrum. - The photon
energy used to probe the valence band is labeled with red.
The increase of the emission intensity indicates that transitions from the core level
’see’ the conduction band states (only the p-type states since the transition to the s-
type states is forbidden by selection rules). Therefore, by choosing the LCLS photon
energy just at the low energy shoulder (when the intensity just starts to increase, see
the red arrow in figure 4.22), ELCLS = 10.363 keV, one probes the top of the valence
band (due to the finite lifetime of the core hole, the threshold energy separating the
conduction band and valence band states has a jitter of ∼ 1.8 eV).
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From the Kramers-Heisenberg formula 4.19 presented in section 4.3.3 one can see
that the emission intensity increases with increasing hole density (because when in-
creasing the hole density, the probability of finding a hole in a particular valence band
state, 1− f(εk), gets larger). This property can be used to explain the data shown in
figure 4.23
Figure 4.23: Integrated RXE intensity from Ga1−xMnxAs (unperturbed) at
different temperatures. - The RXE intensity increased by a factor of four; in addition,
a small dip emerges at around TC .
One can see that at room temperature the resonant X-ray emission (RXE) intensity
is lower by more than a factor of four than that measured at lower temperatures. In
addition, a small dip emerges at around TC . Based on the Kramers-Heisenberg formula,
this observations indicates that at lower temperatures the number of holes is larger
than that at room temperature. This implies that the impurity band (i.e. the acceptor
band introduced by the Mn doping) merges with the valence band of the host GaAs
semiconductor (see the figure 4.24); when this happens, more electrons from the valence
band populate the impurity level giving rise to more holes. A number of transport and
optical measurements [101] support this conclusion.
Figure 4.25 shows the time-dependent RXE intensity measured at laser fluence of
6.5 mJ·cm−2. At room temperature, just after time zero, one observes an increase
by ∼ 15% in the intensity relative to the unperturbed part. This is due to the fact
that ∼ 7 × 1019 holes/cm3 are generated in the valence band. It also indicates that
the number of photoexcited holes is larger than that of the thermally activated holes,
otherwise one would not see changes before and after the time zero. The structure
of the time scan following laser excitation can be described in terms of recombination
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Figure 4.24: Schematic illustratuion of the Mn impurity band and the host
GaAs valence band. - It is widely accepted that for low-doped insulating samples the
Fermi energy lies in a narrow impurity band. When the doping increases (x > 2%),
the impurity band merges with the host semiconductor valence band. The valence band
splitting (green and blue curve) is due to the p-d hybridization.
with the conduction band electrons and the valence band-to-impurity band transitions:
since the RXE intensity is proportional to the hole occupation probability, its decrease
indicates that the number of holes is reduced (recombination); a sudden increase of the
intensity after ∼ 15 and 30 ps indicates that hole population increases. This increase
can not be related to the transition to the conduction band since the electrons can
not cross the band gap without photoexcitation; the only plausible explanation is to
assume that electrons in the valence band have been trapped in impurity band states
increasing thus the number of holes, since they have similar energy levels.
At lower temperatures, on the other hand, the time-resolved RXE intensity is almost
flat (the structures in the time scans cannot be resolved unambiguously due to the large
statistical errors). This observation can be explained along the following lines: When
the temperature decreases, the impurity band merges with the valence band and the
number of holes generated by this process (i.e. without any laser excitation) is estimated
to be ∼ 5× 1020cm−3 (for an annealed sample, it can be estimated from an empirical
relationship TC ∼ p1/3 [102, 103]). This number, however, is much larger than the
number of holes generated via optical excitation; therefore, enhancements on the RXE
intensity are only a few percent, almost as the statistical error bars.
4.7 Summary
By applying the optical pump X-ray free-electron laser probe method, the interplay
between lattice, carrier, and spin orders, which is strongly affected by temperature
were measured in Ga1−xMnxAs. In this system, a complete knowledge of the spin
interactions and dynamics as a function of temperature, especially around the Curie
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Figure 4.25: Time dependent resonant X-ray emission intensity at various tem-
peratures. - The data were measured at the laser fluence of about 6.5 mJ·cm−2.
temperature (TC) is still lacking [98]. In our measurements, the time-resolved X-ray
diffraction and resonant X-ray emission were recorded at temperature ranging from
300 K down to 40 K, that means above and below TC of Ga1−xMnxAs. The damping
of lattice vibrations by the lattice-spin coupling [104] was directly observed, especially
at around TC , where, it is much more pronounced [98] due to the spin fluctuations.
The reduction of the electron-phonon coupling time and extra expansion of the lattice
spacing at around TC were observed and attributed to the relaxation of spins in terms
of energy-transfer to the lattice. In resonant X-ray emission (RXE) measurements, an
increase of RXE intensity at low temperature was observed and explained by the merg-
ing of the hole Fermi level with decreasing temperature. Further, sudden enhancement
of the RXE intensity following the photoexcitation was observed at room temperature
as a results of increasing hole density by the photoexcitation. However, at low tem-
peratures the density of holes produced by the impurities (∼ 5 × 1020 cm−3) is larger
than that due to the photoexcitation and the enhancement on the RXE intensity, in
this case, is negligible.
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Chapter 5
Summary and Outlook
In this thesis, the ultrafast dynamics in the polar semiconductor CdTe and the ferro-
magnetic semiconductor Ga1−xMnxAs are investigated based on experiments with an
optical laser as pump and an optical laser or X-ray free-electron laser, respectively, as
probe.
In chapter 2, the basic ultrafast processes in carrier and lattice dynamics related to
this work are described.
In chapter 3, the ultrafast carrier and lattice dynamics in CdTe after optical excita-
tion with a femtosecond laser pulse centred at 780 nm has been investigated. In contrast
to previous pump-probe reflectivity work on the coherent optical phonon measurement
[12] and electron-phonon dynamics [13] carried out at low fluences only, the complex
transient reflectivity changes in CdTe at the excitation fluences across a low fluence of
0.06 mJ·cm−2 to a high fluence 6.14 mJ·cm−2 were investigated. At low fluence, the
phonon-plasmon coupling which is not observed in a previous study [12] is measured
and discussed. At high fluence, the Stanton-Bailey model was extended to simulate the
carrier dynamics. Together with the susceptibility computation framework proposed
by H. Haug [63], the time-dependent reflectivity changes were simulated. Based on
the simulation, ultrafast carrier and lattice dynamics which are strongly affected by
the Coulomb screening and polar character of CdTe are understood very well. The
transient reflectivity changes measured in the experiments explained as follows: pump-
enhanced absorption is related to the band gap renormalization, and the ultrafast rise
of reflectivity is related to the ultrafast excess-energy relaxation of hot carriers by
phonon-plasmon coupling. Further, the Auger recombination of the intermediate polar
semiconductor CdTe shows a N2 (N is the carrier density) dependence rather than the
normal N3 dependence widely reported in the weakly polar semiconductor GaAs. This
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is due to a Coulomb screening effect initially predicted by H. Haug, then widely applied
to treat these kind of recombination processes. Moreover, the Auger recombination co-
efficient was observed to decline with increasing carrier density, which indicates the
degeneration of carrier scattering cross sections by the Coulomb screening.
In chapter 4, by applying the optical-pump X-ray free-electron laser probe method,
the interplay between lattice, carrier, and spin orders, which is strongly affected by
temperature were measured in Ga1−xMnxAs. In this system, a complete knowledge
of the spin interactions and dynamics as a function of temperature, especially around
the Curie temperature (TC) is still lacking [98]. In this work, the time-resolved X-ray
diffraction and resonant X-ray emission were recorded at temperatures ranging from 300
K down to 40 K, that means above and below the TC of Ga1−xMnxAs. The damping
of lattice vibrations by the lattice-spin coupling [104] was directly observed, especially
at around TC , where, due to the spin fluctuations, it is much more pronounced [98].
The reduction of the electron-phonon coupling time and extra expansion of the lattice
spacing at around TC were observed and attributed to the relaxation of spins in terms
of energy-transfer to the lattice. In resonant X-ray emission (RXE) measurements, an
increase of RXE intensity at low temperature was observed and explained by the merg-
ing of the hole Fermi level with decreasing temperature. Further, sudden enhancement
of the RXE intensity following photoexcitation was observed at room temperature as
a result of increasing hole density by photoexcitation. However, at low temperatures,
a large density of holes is produced due to the impurity band merges with the valence
band (estimated to be ∼ 5 × 1020 cm−3). In this case, the enhancement on the RXE
intensity by photoexcitation is negligible.
In the present optical pump-probe reflectivity measurements on CdTe, the carrier
generation and detection are limited essentially to the pump and probe wavelength (at
high fluence, on one hand, both the single and two-photon excitation channels have
to be considered. On the other hand, the probe beam can only interact with those
carriers already cooled down to the band edge). In future experiments, one could
populate carriers at more specific positions on the bands and watch their dynamics in
different band positions by using X-ray laser pulses of appropriate wavelengths.
In this thesis, time-resolved X-ray free-electron laser diffraction is proved to be a
powerful tool to investigate the interaction between the acoustic phonon mode and the
spin order in Ga1−xMnxAs. In future measurements, the observation of the interplay
between the acoustic phonons and spins without the presence of carriers could be done.
In order to achieve this, one can use a Ga1−xMnxAs sample as the one in reference [80].
Here, the optical laser initially generates acoustic waves in a metal film which then
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propagate through a GaAs substrate and enter the Ga1−xMnxAs layer. Additional, it
might be interesting to study the interplay between optical phonon modes and the spin
order. In this case, the jitter between optical laser and the free-electron laser needs to
be reduced to less than the half period of the optical phonon. Another challenge is to
further enhance the energy resolution of the resonant X-ray emission. With a much
narrow energy width, the dynamics of the hole Fermi level may be measured accurately.
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Appendix
Interaction of X-rays with matter
Generally speaking, X-rays interact with matter in two different ways, one is absorption
(see the figure 1) and the another one is scattering. The absorption of X-rays is de-
scribed by linear absorption coefficient µ. The relation between incident x-ray intensity
and intensity at depth z is:
I(z) = I0e
−µz (1)
The mechanism of X-ray absorption is shown in the figure 1.
Figure 1: X-ray absorption mechanism. - Electron is excited from inner shell to the
continuum states after absorbing a X-ray photon. This process is also called photoelectric
absorption.
After absorption of X-ray photon, the matter relax via the fluorescence emission or
Auger decay: absorption of X-ray photon leads to the inner shell vacancies, which can
be filled by the higher energy level electrons via fluorescence emission (see the figure 2)
or Auger decay (see the figure 3).
The scattering of the X-ray can be divided into two categories, the elastic scattering
(Thomsen scattering), and the inelastic scattering (Compton scattering), depends on
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Figure 2: X-ray fluorescence generation. - The Kα and Kβ fluorescence are induced
by electron transition from L-shell to K-shell and M-shell to K-shell, respectively [105].
Figure 3: X-ray Auger decay. - The electron filling the K-shell vacancy transfers excess
binding energy to another electron, which is then excited [105].
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whether the X-ray phonon energy is conserved or not after scattering.
The inelastic scattering (Compton scattering) mechanism is shown in the figure 4.
Figure 4: Principle of the inelastic scattering (Compton scattering). - Lower
graph shows the momentum conservation requirement [105].
In the measurement described in Chapter 4, both X-ray diffraction and resonant
X-ray emission technique are applied.
X-ray diffraction is one kind of coherent elastic scattering. It is usually expressed
by Bragg’s law or Laue’s condition, which are physically equal. However, Bragg’s law
is described in real space, and Laue’s condition is described in the reciprocal space, see
the figure 5 left and right, respectively. In analysis of rocking curve, Laue’s condition
is more convenient. According to Laue condition Q = G, detune the crystal away from
the Bragg angle of a angle ∆θ then Q 6= G. The change in diffraction plane is given by
[32]:
Q = 2ksin(θB + ∆θ)
≈ 2k[sinθB + cosθB∆θ]
= G+ 2kcosθB∆θ
(2)
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Thus the momentum mismatch q is:
q = 2kcosθB∆θ
= 2ksinθB
cosθB
sinθB
∆θ
=
Ghkl
tanθB
∆θ
(3)
Figure 5: Diffraction: Bragg and Laue. - Bragg’s law and Laue’s condition [105].
The descriptions of X-ray fluorescence emission in figure 2 is rather qualitatively, to
understand them in quantity, one needs to start from the basic Hamiltonian of X-ray
interaction with matter.
(i). The interaction Hamiltonian of X-ray interaction with matter
The Hamiltonian of X-ray interacting with matter can be written in three components,
the Hamiltonian of the X-ray electromagnetic field, the Hamiltonian of the atom in the
matter, and the Hamiltonian of interactions.
Htotal = HEM +Hatom +Hinteraction (4)
A electromagnetic field can be represented by a set of plane waves. The electro-
magnetic field of a plane wave has a well known classical expression:
A(r, t) =
1
2
√
V
∑
k
[
Ak,λe
i(kx−ωkt).~y +A∗k,λe
i(kx−ωkt).~y
]
(5)
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The vector ~y means that the direction of A(r, t) is perpendicular to the prorogation
direction ~x. The electric field E(x, t) and the magnetic field B(x, t) are:
E(x, t) = − ∂
∂t
A(r, t) (6)
B(x, t) = ∇×A(r, t) (7)
The Hamiltonian of the the electromagnetic field can be derived by energy quanti-
zation of the electromagnetic field. And it is required to fulfill the eigenvalue equations
as fellows:
HEMψ = εψ =
∑
k,λ
~ωkψ (8)
with ε the energy of the electromagnetic field given by:
ε =
1
8pi
∫
v
[
|E(x, t)|2 + |B(x, t)|2
]
(9)
By solving equations 5 to 8, we get:
ε =
1
4pi
V
∑
k,λ
ω2k
c2
[
Ak,λA
∗
k,λ +A
∗
k,λAk,λ
]
(10)
We can express Ak,λ by the variable aλ(k):
Ak,λ =
√
4pi~c2√
V
1√
2ωk
aλ(k) (11)
thus equation 10 became:
ε =
∑
k,λ
1
2
~ωk [a∗λ(k)aλ(k) + a∗λ(k)aλ(k)] (12)
insert this into 8, we get:
HEMψ =
∑
k,λ
1
2
~ωk [a∗λ(k)aλ(k) + a∗λ(k)aλ(k)]ψ (13)
By using the creation and annihilation operators b+λ (k) and bλ(k) [106] instead of
the variable a∗λ(k) and aλ(k), finally we get the Hamiltonian:
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HEM =
∑
k,λ
~ωkb+λ (k)bλ(k) (14)
And the electromagnetic operator:
Ak,λ =
√
4pi~c2√
V
1√
2ωk
bλ(k) (15)
Since the X-ray actually interact with the electrons in the atom, the Hamiltonian
can be written as the combination of the kinetic energy and the Coulomb potential of
the electron:
Hatom =
∑
i
[
Pi
2m
+ V (ri)
]
(16)
The Hamiltonian describes the interaction between atoms and the electromagnetic
field is treated as a small perturbation, the first order perturbation is:
H
′
=
e
m
∑
i
Pi ·A(r) + e~
m
∑
i
Si · (∇×A(r)) (17)
The first term describes the electron momentum interacting with the electric field,
and the second term describes the electron spin interacting with the magnetic field.
The second term usually can be neglected, because the amplitude ratio of magnetic to
charge scattering for a single electron is [105]:
Amagnetic
Acharge
=
(
~ω
mc2
)
(18)
In our experiment, by using the FEL with a photon energy of 10.363 keV, we get
this ratio ≈ 0.011. Therefore we can neglect the magnetic scattering contribution in
the later description.
In the second order perturbation, a new term is raising:
H
′′
=
e2
2m
∑
i
A2(ri) (19)
A(r) is linear in the creation and annihilation operators b+λ (k) and bλ(k), see equa-
tion 15. It fellows that it can either create a photon or annihilate a photon, thus the
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quadratic power in A(r) means first annihilate a photon then create a photon with out
changing the photon energy. This term therefore describes the elastic Thomson scat-
tering when the final state and initial states are equal and inelastic Compton scattering
when these states are not equal [107].
Finally, the interaction Hamiltonian can be written as:
Hinteraction =
e
m
∑
i
Pi ·A(r) + e
2
2m
∑
i
A2(ri) (20)
Thus the overall Hamiltonian is:
Htotal =
∑
i
[
Pi
2m
+ V (ri)
]
+
∑
k,λ
~ωkb+λ (k)bλ(k) +Hinteraction (21)
(ii). From the Fermi’s Golden Rule to the Kramers-Heisenberg Equa-
tion
The Fermi’s Golden rule states that the transition probability Wfermi between a system
in its initial state B and final state A:
Wfermi =
2pi
~
|〈φa |T |φb〉|2 δ(Ea − Eb − ~ω) (22)
T is the transition operator, which relates to the overall and interaction Hamiltonian
with the Lippmann-Schwinger equation:
T = Hinteraction +
(
Hinteraction
Eb −Htotal + iΓ/2
)
T (23)
Where Γ is the life time of the mediate state.
The resonant X-ray emission process involves two photons (absorb one photon and
emit one), therefore it has to relate to the A2(r) term, which is a second order optical
process according to equation 20.
The differential scattering cross section can be obtained by calculating equation 22
for a specific solid angle and integrate over all the final states:
∂2σ
∂Ω∂ω2
= r20
(
ω2
ω1
)
|C1 + C2 + C3|2 × δ(Ea − Eb − ~ω) (24)
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C1 = (e1 · e2)
〈
b
∣∣∣e−ik·r∣∣∣ a〉
C2 =
1
m
∑
i
〈
b
∣∣(e2 · p)e−ik2·r∣∣ i〉 〈i ∣∣(e1 · p)e−ik1·r∣∣ a〉
Ea − Ei + ~ω1 + iΓ/2
C3 =
1
m
∑
i
〈
b
∣∣(e1 · p)e−ik1·r∣∣ i〉 〈i ∣∣(e2 · p)e−ik2·r∣∣ a〉
Ea − Ei + ~ω2 + iΓ/2
This formula was first derived by Kramers and Heisenberg, thus is called Kramers-
Heisenberg formula. r0 is the Thomson scattering length, e1 and e2 are unit polarization
vectors for the incoming and emitted photons. The first term C1 of formula 24 relates
to the A2 term thus gives both elastic Thomson scattering and inelastic Compton
scattering as mentioned above (equation 20). In the horizontal plane at 90◦ respect to
the incident X-ray, |e1 · e2| is zero, thus these two scattering processes are suppressed.
The second term C2 involves the P · A contribution excited via the intermediate state
|i〉. It is a resonant component when the incident X-ray photon energy is equal to
Ea − Ei. The third term C3 requires that the energy of the initial state is lower than
the final state, which is only possible in excited atoms. Therefore C3 describes the
stimulated emission.
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