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Abstract
Given a polynomial or a rational function f we include it in a space of maps.
We introduce local coordinates in this space, which are essentially the set of critical
values of the map. Then we consider an arbitrary periodic orbit of f with multiplier
ρ 6= 1 as a function of the local coordinates, and establish a simple connection
between the dynamical plane of f and the function ρ in the space associated to
f . The proof is based on the theory of quasiconformal deformations of rational
maps. As a corollary, we show that multipliers of non-repelling periodic orbits are
also local coordinates in the space.
1 Introduction
The multiplier map of an attracting periodic orbit of a quadratic polynomial within
the quadratic family z 7→ z2 + v uniformizes the component of parameters v, for
which it is attracting. This theorem [4], [29], [3] is a cornerstone of the Douady-
Hubbard theory of the Mandelbrot set. It has been generalized to components of
hyperbolic polynomials [24] and degree two rational maps [31].
In this paper we develop a local approach to the problem of behavior of multi-
pliers of periodic orbits in general spaces of polynomials and rational maps. Our
approach is somewhat closer to [9] and especially [13]. As a corollary, we show that
the multiplier maps of attracting and neutral periodic orbits are local coordinates
in the (moduli) spaces of polynomials and rational maps. It includes in particular
the cited above Douady-Hubbard-Sullivan theorem.
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Let us state our main results. Let f be a rational function of degree d ≥ 2. We
consider a Ruelle transfer operator T = Tf , which acts on functions ψ as follows:
Tψ(z) =
∑
w:f(w)=z
ψ(w)
(f ′(w))2
,
provided z is not a critical value of f . Let us also consider any periodic orbit
O = {bk}
n
k=1 of f of exact period n. Denote its multiplier by ρ:
ρ = (fn)′(bk) = Π
n
j=1f
′(bj).
We assume that ρ 6= 1. (For ρ = 1, see Sects. 2.3, 5.4.) Let us associate to the
periodic orbit O of f a rational function BO:
BO(z) =
n∑
k=1
ρ
(z − bk)2
+
1
1− ρ
n∑
k=1
(fn)′′(bk)
z − bk
. (1)
It was introduced in [13] for the unicritical family.
On the other hand, we include f in a natural space of rational maps of the
same degree. Roughly speaking, this is the set of maps with fixed multiplicities
at different critical points and similar behavior at ∞. For instance, the space
associated to a unicritical polynomial zd + v0 is the unicritical family z
d + v,
v ∈ C. We introduce local coordinates in the space near f , which are basically
the set of critical values v1, ..., vp. When f , hence, the periodic orbit, moves in
the space, ρ becomes a holomorphic function in these coordinates. Our main aim
is to show that the following connection holds between the dynamical and the
parameter spaces of f :
BO(z)− (TBO)(z) =
p∑
j=1
∂ρ
∂vj
1
z − vj
. (2)
For unicritical polynomials, this connection appeared and was proved in [13]. It
has been applied to the problems of geometry of Julia and the Mandelbrot sets
in [13], [14], [15].
Comment 1 Considered on quadratic differentials ψ(z)dz2 the operator T is a
so-called pushforward operator
∑
f(w)=z ψ(w)dw
2 introduced to the field probably
by Thurston in his work on critically finite branched covering maps of the sphere,
see [6]. In completely different applications it appeared in [12], [11], [35]. Explicit
formulae for the Fredholm determinant of T in spaces of analytic functions have
been proved and used in [20], [19], [18], [7]. See also [36]. The action of T
on quadratic differentials with multiple poles was first studied and used in [9]. For
applications to the problems of rigidity in complex dynamics, see [6], [33], [9], [26],
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[17], [27], [28], [37], [14], [15]. In particular, in [17] we use the operator T for
proving the absence of invariant linefield on some Julia sets. The scheme of [17]
is applied in [27], [28], [37].
Comment 2 The function BO associated to the periodic orbit O appears naturally
in [13] in the context of quadratic polynomials f(z) = z2+v. Namely, assume that
the periodic orbit O of period n is attracting, more exactly, 0 < |ρ| < 1. Consider a
series Hλ(z) =
∑
k>0
λk−1
(fk−1)′(v)(z−fk(0))
, which converges for |λ| < |ρ|1/n. Then the
following identity holds ([12], [11], see also [35] [20]): λ(THλ)(z) = Hλ(z)−
D(λ)
z−v ,
where D(λ) =
∑
k>0 λ
k−1/(fk−1)′(v). For a fixed z, the functions Hλ(z) and D(λ)
extend to meromorphic functions on the complex plane, with simple poles at the
points λ, so that λn = ρ1−j , for j = 0, 1, 2, .... Then calculations show that the
residue of Hλ(z) at the point λ = 1 is (up to a factor) the rational function
BO(z). Taking the residues at λ = 1 of both sides of the above identity, we come
to the relation TBO(z) = BO(z) −
L
z−v , for some number L. Furthermore, it is
shown in [13] that the latter holds for any periodic orbit of f with ρ 6= 1, and that
L = ρ′(v). Surprisingly, all this is generalized by the connection (2) of the present
paper to a non-linear polynomial and rational function, with special normalization
at infinity. The proof also sheds light on the nature of (2).
The idea of the proof of (2) is roughly as follows, see Sects 3.2, 6 for details, for
polynomials and rational functions respectively. Given f along with its periodic
orbit O, we join it by a path inside of the space associated to f to a map g, such
that g is hyperbolic, and the analytic continuation of O along the path turns O
into an attracting periodic orbit of g. Since both sides of (2) depend analytically
on the local coordinates, it follows that it is enough to prove (2) for an open subset
of hyperbolic maps g and for their attracting periodic orbits O. To do this, we use
the theory of quasiconformal deformations (“Teichmuller theory”) of rational maps
developed in Mane-Sad-Sullivan [22] and McMullen-Sullivan [29]. The operator T
will serve as a transfer between parameters and the dynamics in this context.
We show also that multipliers of non-repelling periodic orbits are local co-
ordinates in the space associated to f modulo a standard equivalence relation.
For precise statements, see Theorem 2 for polynomials, and Sect. 5.5 for ratio-
nal functions. We illustrate the results on the examples of quadratic polynomials
(Comments 7-8) and quadratic rational functions (Corollary 5.1). The proof of
Theorems 2 and 6 is based on (2), see Sects. 4 and 11 respectively. Then it boils
down to the fact that T has no fixed points of a certain form (which is roughly a
linear combination of functions BO for non-repelling orbits), and this follows from
the contraction property of T . The latter idea goes back to Thurston’s work men-
tioned above and has been applied, among others, in [6], [33], [36], [9], [17], [13],
[27]. See end of Sect. 2.2, Sect. 4 and particularly Sect. 11 for precise formulations
and further discussion.
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In Sects. 2-4 we accomplish these aims for polynomials, see Theorems 1, 2,
and in Sects. 5-11 we do this for rational maps, see Theorem 5 and Sect. 5.5.
Although the proof for polynomials and rational maps is essentially the same, we
treat the polynomial case separately because of a special characteristic behavior
of polynomials at ∞, and also because the proof in this case is technically simpler
and hence more transparent.
Comment 3 Since (2) is a formal identity, which holds for any rational function
over C and any periodic orbit with multiplier not equal to one, it holds (literally)
for rational functions over every field which is isomorphic to C, in particular, for
the p-adic fields.
Acknowledgments. Most of the paper was written during my stay at the Insti-
tute of Mathematics of PAN, Warsaw, April-July, 2008 (arXiv 0809.0379, 2008). I
gratefully acknowledge this Institution for hospitality and excellent conditions for
work. I am indebted to Alex Eremenko and Nessim Sibony for very useful discus-
sions on the proofs of Proposition 3. I am grateful to Xavier Buff, David Kazhdan,
Jan Kiwi, Tan Lei, Juan Rivera-Letelier, Ehud de Shalit for various discussions
and questions, and Maxim Kontsevich for the reference [21]. Some results of the
present work should be related to [10]. I thank Adam Epstein for sending me [10]
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Throughout the paper,
B(a, r) = {z : |z − a| < r}, B∗(R) = {z : |z| > R}.
2 Polynomials. Formulation of main results
2.1 Polynomial spaces
Introduce a space Πd,p¯ of polynomials and its subspace Π
q
d,p¯ as follows. Roughly
speaking, the first space is the set of maps with fixed multiplicities of critical
points, and maps from its subspace are those with a fixed number of different
critical values.
Definition 2.1 Let d ≥ 2 be an integer, p¯ a set of p positive integers p¯ = {mj}
p
j=1,
such that
∑p
j=1mj = d− 1, and q an integer 1 ≤ q ≤ p. A polynomial f of degree
d belongs to Πd,p¯ iff it is monic and centered, i.e., has the form
f(z) = zd + a1z
d−2 + ...+ ad−1,
and, moreover, f has p geometrically different critical points c1, ..., cp with the
multiplicities (as roots of f ′) m1, ...,mp resp.
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The space Πqd,p¯ is said to be a subset of those f ∈ Πd,p¯, such that f has precisely
q geometrically different critical values, i.e., the set {vj = f(cj), j = 1, ..., p}
contains q different points.
In particular, mj = 1 iff cj is simple, so that p = d − 1 iff all critical points are
simple. At the other extreme case, the space Πd,1¯ consists of the unicritical family
zd + v. Up to a linear change of variables, every non-linear polynomial belongs to
some Πqd,p¯.
By definition,
f ′(z) = d.Πpj=1(z − cj)
mj . (3)
Since f is centered, there is a linear connection between c1, ..., cp:
p∑
j=1
mjcj = 0. (4)
Let us identify f ∈ Πd,p¯ as above with the point
f¯ = {a1, ..., ad−1} ∈ C
d−1.
Given f0 ∈ Πd,p¯, we introduce two local coordinates c¯ and v¯ in a neighborhood
of f0 in Πd,p¯. Roughly speaking, c¯ encodes a map through geometrically different
critical points, and v¯ through their images (corresponding critical values). Let us
define it precisely.
Let {c1(f0), ..., cp(f0)} be the collection of all geometrically different critical
points of f0. We fix the order of the critical points (so called ”marked polynomial”).
Then, for every f ∈ Πd,p¯, such that f¯ and f¯0 are close enough points of C
p, the
critical points c1(f), ..., cp(f) of f can be ordered in such a way, that cj(f) is close
to cj(f0), j = 1, ..., p. We set
c¯(f) = {f(0), c1, ..., cp}, (5)
where cj = cj(f). Note that c1, ..., cp satisfy (4). It follows from the equality
f(z) = f(0)+d
∫ z
0 Π
p
j=1(w−cj)
mjdw, that f is defined uniquely by c¯ and, moreover,
f¯ ∈ Cd−1 is a holomorphic function of c¯ modulo the linear relation (4). Clearly, c¯
lies in the p-dimensional linear subspace of Cp+1, and so we identify this subspace
with Cp.
We are going to introduce a second coordinate system v¯ in a neighborhood of
f0, and prove that it is indeed a local coordinate. In fact, v¯ will play a central role
for us. In the previous notations, we define
v¯ = v¯(f) = {v1, ..., vp}, vj = v¯j(f) = f(cj(f)). (6)
Let us stress that some critical values vj might coincide, so that the number q(f)
of geometrically different critical values of f might be less than p. Nevertheless,
the point v¯ is a point of Cp.
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We have a well-defined correspondence π : c¯ 7→ v¯ from a neighborhood of the
point c¯(f0) in C
p into a neighborhood of v(f0) = π(c¯(f0)) in C
p.
Proposition 1 1. The map
π : c¯ 7→ v¯
is a local biholomorphic homeomorphism of a neighborhood of c¯(f0) in C
p onto a
neighborhood of v¯(f0).
2. f¯ is a local holomorphic function of v¯. It is locally biholomorphic if all the
critical points of f0 are simple.
We prove it in Sect. 3.1.
The space Πd,p¯ can therefore be identified in a neighborhood of its point f0
with a neighborhood Wf0(ǫ) = {(v1, ..., vp) : |vj − vj(f0)| < ǫ}, ǫ > 0, in C
p. If,
moreover, f0 ∈ Π
q
d,p¯, for some q, then its neighborhood in Π
q
d,p¯ is the intersection
of Wf0(ǫ) with a q-dimensional linear subspace of C
p defined by the conditions:
vi = vj iff vi(f0) = vj(f0). Thus the vector {V1, ..., Vq} of different critical values
of f ∈ Πqd,p¯ serves as a local coordinate systems in Π
q
d,p¯.
2.2 Main results
Let f be a polynomial. Consider a periodic orbit O = {bk}
n
k=1 of f of exact period
n. Denote its multiplier by ρ:
ρ = (fn)′(bk) = Π
n
j=1f
′(bj).
We assume that ρ 6= 1. (For ρ = 1, see next Subsect. 2.3.) Suppose f is monic
and centered. Then it belongs to some space Πd,p¯ and, moreover, to its subspace
Πqd,p¯. (In fact, these spaces are defined uniquely, up to the order of the different
critical points.) These will be the parameter spaces associated to f . By the
Implicit Function theorem and by Proposition 1, there is a set of n functions
O(v) = {bk(v)}
n
k=1 defined and holomorphic in v ∈ C
p in a neighborhood of v¯(f),
such that O(v) = O for v = v(f), and O(v¯) is a periodic orbit of g ∈ Πd,p¯ of period
n, where g is in a neighborhood of f , and v = v(g). In particular, if ρ(v) denotes
the multiplier of the periodic orbit O(g) of g, it is a holomorphic function of v in
this neighborhood. The standard notation ∂ρ/∂vj denotes the partial derivatives.
Now, suppose g stays in a neighborhood of f inside of Πqd,p¯. Then the multiplier
ρ of O(g) is, in fact, a holomorphic function of the vector of q different critical
values {V1, ..., Vq} of g. By ∂
V ρ/∂Vk we then denote the partial derivatives of ρ
w.r.t. these critical values. We have:
∂V ρ
∂Vk
=
∑
j:vj=Vk
∂ρ
∂vj
. (7)
The operator T associated to f and the rational function B = BO associated
to O are defined in the Introduction.
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Theorem 1 Suppose f ∈ Πd,p¯, so that c1, ..., cp denote all geometrically different
critical points of f , and vj = f(cj) corresponding critical values (not necessarily
different). Let O be a periodic orbit of f with multiplier ρ 6= 1, and B = BO. Then
B(z)− (TB)(z) =
p∑
j=1
∂ρ
∂vj
1
z − vj
, (8)
and
∂ρ
∂vj
= −
1
(mj − 1)!
dmj−1
dwmj−1
|w=cj
B(w)
Qj(w)
= −
1
2πi
∫
|w−cj|=r
B(w)
f ′(w)
dw, (9)
where cj is a critical point of f of multiplicity mj , and Qj is a polynomial defined
by f ′(z) = (z − cj)
mjQj(z). Furthermore, if f ∈ Π
q
d,p¯, then
B(z)− (TB)(z) =
q∑
k=1
∂V ρ
∂Vk
1
z − Vk
, (10)
where Vk, k = 1, ..., q, are all pairwise different critical values of f .
In view of (7), the formula (10) is an immediate corollary of (8).
For the family of unicritical polynomials, i.e., in the space Πd,1¯, the formula (8)
appears for the first time in [13]. Note that its proof in [13] is formal, and in this
sense ”mysterious”, as it is pointed out there. Our proof resolves in some way this
”mystery”. It is based on the Teichmuller theory of rational maps [29], [22]. The
bridge between this theory and our problem is provided by the following property
of the operator T from the space L1(C) into itself: the adjoint operator of T is
an operator T ∗ in L∞(C) acting as follows: T
∗ν = |f ′|2/f ′2ν ◦ f . A fixed point ν
of T ∗ is called an invariant Beltrami form of f , see [22], [29]. To be more precise,
we will make use of the following. A backward invariant Beltrami form on a set
V is a function µ ∈ L∞(V ), for which µ(f(x))|f
′(x)|2/(f ′(x))2 = µ(x), for a.e.
x ∈ f−1(V ) . For every function ψ, which is integrable on V , we then have (by
change of variable):
∫
V
µ(z)Tψ(z)dσz =
∫
f−1(V )
µ(z)ψ(z)dσz . (11)
Here and below dσz denotes the area element on the z-plane. We have similarly
that T is a contraction in a sense that∫
V
|Tψ|dσ ≤
∫
f−1(V )
|ψ|dσ. (12)
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2.3 Cusps
Here we consider the remaining case ρ = 1, under the assumption that the periodic
orbit is non-degenerate. In other words, we assume that the periodic orbit O =
{b1, ..., bn} of f of the exact period n has the multiplier ρ = 1, and (f
n)′′(bj) 6= 0,
for some (hence, for any) j = 1, ..., n. Then, for any polynomial g, which is close
to f , the map g in a small neighborhood of O has either precisely two different
periodic orbits O±g of period n with multipliers ρ
± 6= 1, or precisely one periodic
orbit Og of period n with the multiplier 1.
Now, assume that f ∈ Πqd,p¯, and let fi, i = 1, 2, ..., be any sequence of maps
from Πd,p¯, such that fi → f , i→∞. We assume that each fi has a periodic orbit
Oi near O, such that its multiplier ρi 6= 1. In other words, the orbit Oi is either
O+fi or O
−
fi
. Introduce
Bˆi(z) = (1− ρi)BOi(z) =
∑
b∈Oi
{
ρi(1− ρi)
(z − b)2
+
(fni )
′′(b)
z − b
}. (13)
As i→∞, we have obviously that Bˆi tend to a rational function Bˆ = BˆO, where
Bˆ(z) =
∑
b∈O
(fn)′′(b)
z − b
.
Now, multiplying both hand-sides of (8) for fi and BOi by 1 − ρi and passing to
the limit as i→∞, we get:
Proposition 2 For every j = 1, ..., p, the following finite limit exists:
∂ˆρ
∂vj
:= lim
i→∞
(1− ρi)
∂ρi
∂vj
. (14)
Then we have:
Bˆ(z)− (TBˆ)(z) =
p∑
j=1
∂ˆρ
∂vj
1
z − vj
. (15)
The formula (9) holds, where one replaces ρ and B by ρˆ and Bˆ respectively. Fur-
thermore, if f and fi are in Π
q
d,p¯, then, for every j = 1, ..., p, there exists a finite
limit
∂ˆV ρ
∂vj
:= lim
i→∞
(1− ρi)
∂V ρi
∂vj
, (16)
and
Bˆ(z)− (TBˆ)(z) =
q∑
k=1
∂ˆV ρ
∂Vk
1
z − Vk
. (17)
Comment 4 We will see (take r = 1 in the next Theorem 2) that the vectors
{∂ˆρ/∂vj}
p
j=1 and {∂ˆ
V ρ/∂Vj}
q
j=1 are non-zero.
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2.4 Multipliers and local coordinates
Theorem 1, Proposition 2 and the contraction property of T yield the following.
Theorem 2 Suppose that f ∈ Πqd,p¯ has a collection O1, ..., Or of r different peri-
odic orbits with the corresponding multipliers ρ1, ..., ρr, such that each Oj is non-
repelling: |ρj| ≤ 1, j = 1, ..., r. Assume that, if, for some j, ρj = 1, then the
periodic orbit Oj is non-degenerate. Denote by ∂˜
V ρj/∂Vk the ∂
V ρj/∂Vk iff ρj 6= 1
and ∂ˆV ρj/∂Vk iff ρj = 1. With these notations, introduce the following matrix O:
O = (
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vq
)1≤j≤r. (18)
Assume furthermore that, for every j = 1, ..., r, either ρj 6= 0, or, if ρ = 0, then the
periodic orbit Oj contains a single critical point, and this critical point is simple.
Then the rank of the matrix O is equal to r, that is, maximal.
Comment 5 By the Fatou-Douady-Shishikura inequality, see [3], [34], r ≤ q,
the number of geometrically different critical values of the polynomial f . See also
Comment 9 as well as Comments 10 and 11.
Comment 6 Assume in Theorem 2 that ρj 6= 1 for j = 1, ..., r. Applying in
this case the Implicit Function theorem to the matrix O of rank r, we obtain that
one can define a new local coordinate system in Πqd,p¯ by replacing r coordinates in
V¯ = (V1, ...Vq) by r multipliers of different non-repelling periodic orbits with the
multipliers not equal to 1. In fact, the case when some ρj = 1 can also be included
replacing ρj by −{(1− ρ
+
j )
2 + (1− ρ−j )
2}/4 in a neighborhood of f , where ρ±j are
the multipliers of the periodic orbits O±j of nearby maps defined in the previous
Sect. 2.3.
Comment 7 Theorem 2 contains as a particular case the Douady-Hubbard-Sullivan
Theorem: the multiplier map of an attracting periodic orbit of the map z2+v is an
isomorphism of the corresponding hyperbolic component of the Mandelbrot set onto
the unit disk [4], [3], [29]. For other generalizations of this important result for
polynomials, see [23]. Note that the case f ∈ Πqd,p¯ and r = q, under the assump-
tion that the periodic orbits O1, ..., Or are attracting follows also from a general
result on hyperbolic polynomials proved in [23]. Note however that the method of
quasiconformal surgery used in [4], [3], [29], [23] breaks down in the presence of a
neutral periodic orbit. Our result is completely general. On the other hand, it is
local.
Comment 8 Consider another particular case: fv0(z) = z
d + v0 and O0 is a
non-degenerate periodic orbit of fv0 with the multiplier ρ0 = 1. Then the matrix
O is one-dimensional and consists of the number
ρˆ′(v0) := lim
v→v0
(1− ρ(v))ρ′(v), (19)
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where ρ(v) is the multiplier of a periodic orbit of fv(z) = z
d + v, v 6= v0, which
is close to O0. By Theorem 2, ρˆ
′(v0) 6= 0, which means that the corresponding
hyperbolic component of the connectedness locus of the family fv has a cusp at the
point v0. The latter is proven in [5] (for d = 2) using global considerations.
3 Theorem 1
3.1 Proof of Proposition 1
The map π is locally well-defined and holomorphic, because the coefficients of
f are holomorphic functions of c¯. It maps a neighborhood of c¯ in Cp into Cp.
Therefore, to prove that π is locally biholomorphic, it is enough to show that π is
a local injection (see e.g. [38], Chapter 4, Theorem 1V). On the other hand, the
latter follows essentially from the Monodromy Theorem. Here is a detailed proof.
Fix f0 ∈ Πd,p¯. It has p geometrically different critical points cj(f0) and q0 =
q(f0) geometrically different critical values v
0
1 , ..., v
0
q0 , q0 ≤ p. Choose a covering
of the Riemann sphere Cˆ by a finite collection of (open) balls B1, ..., Bm centered
at some points a1, ..., am, as follows.
(1) For 1 ≤ k ≤ q0, the ball Bk is centered at the critical value v
0
k of f0, i.e.,
ak = v
0
k, and the closures B¯k, B¯i, for 1 ≤ i < k ≤ q0, are pairwise disjoint.
(2) Bm is centered at infinity: am =∞. For every 1 ≤ k ≤ m, the center ak of
Bk is away from the closure B¯i of any other ball Bi, k 6= i.
(3) For every 1 ≤ k ≤ m, and every component U of f−10 (Bk), the following
holds: either U is disjoint from the set of critical points of f0, or U contains one
and only one critical point cj(f0) of f0. In the former case, the map f0 : U → Bk
is univalent, and in the latter case, f0 : U → Bk is an mj + 1-branched covering,
with a single critical point at cj(f0).
By this, every component U of f−10 (Bk) contains one and only one preimage
wU of ak by f0. Call wU the ”center” of the component U . Denote by d(z, w) the
spherical distance between z, w in the Riemann sphere. Consider any f ∈ Πd,p¯,
such that f¯ and f¯0 are close points in C
d−1. By definition, f has p geometrically
different critical points cj(f) with the corresponding multiplicities mj, and cj(f)
is close to cj(f0), 1 ≤ j ≤ p. Note however, that the number q(f) of geometrically
different critical values of f can be larger than the number q0 of geometrically dif-
ferent critical values of f0. We have, by the above, similar properties for preimages
of Bk by f :
(1f) For every 1 ≤ k ≤ m, and every component U(f) of f−1(Bk) the following
holds. The set U(f) contains one and only one ”center” wU of some component
U of f−10 (Bk). Moreover, U(f) and U are close (in, say, Hausdorff distance).
(2f) There are two possibilities: (a) if wU ∈ U(f) is not a critical point of f0,
then the map f : U(f) → Bk is univalent, (b) if wU = cj(f0), for some j, then
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f : U → Bk is an mj +1-branched covering, with the single critical point at cj(f).
To prove the injectivity, consider two maps f1, f2 in Πd,p¯, so that c¯(f1), c¯(f2)
are close to c¯(f0), and assume that
v¯(f1) = v¯(f2). (20)
We know that f¯ is a continuous (even holomorphic) function of c¯. Hence, f¯1, f¯2
are close to f¯0, too. We get from (1f)-(2f):
(3f) fix r > 0 small enough (smaller than half of the spherical distance between
any point wU and any component of f
−1
0 (Bk) other than U). For every 1 ≤ k ≤ m,
there exists ǫk > 0 with the following property. For a component U of f
−1
0 (Bk), if
f¯1, f¯2 are close enough to f¯0, and if there is a point zˆ ∈ U , such that d(zˆ, wU ) > r
and d(F ◦ f1(zˆ), zˆ) < ǫk/2, for some branch F of f
−1
2 in Bk, then:
(i) F ◦ f1 is a (well-defined) holomorphic function in the component U(f1)
which contains wU ,
(ii) d(F ◦ f1(z), z) < ǫk, for all z ∈ U(f1).
Now, let f¯i, i = 1, 2 be close enough to f¯0. Fix ǫ∗ positive and less than
ǫk/2
md, for all k. Let us start with a branch F∞(z) = z
1/d + ... of f−12 in Bm,
such that g = F∞ ◦ f1 is well-defined near infinity, and g(z) = z + O(1/z) at ∞.
Then g extends to a holomorphic function in U∞(f1). Since f¯i, i = 1, 2, and f¯0
are close enough, then d(g(zˆ), zˆ) < ǫ∗, for any zˆ in the intersection of U∞(f1) and
any component V (f1) of any other f
−1
1 (Bk). By (3f), g extends to a holomorphic
function along every chain of components of f−11 (Bk) that form a connected set,
therefore, g is holomorphic in C. By the normalization, it is the identity map,
which proves that f1 = f2.
The second part is obvious because if the (finite) critical points of f are simple,
then f¯ is a local biholomorphic map of c¯. By the first part, we are done.
3.2 Reductions
By the continuity of functions ρ and ∂ρ/∂vj in v¯, it is enough to prove the formulae
of Theorem 1 assuming that ρ 6= 0.
The identity. Denote
A(z) =
1
ρ
B(z) =
n∑
k=1
1
(z − bk)2
+
1
ρ(1− ρ)
n∑
k=1
(fn)′′(bk)
z − bk
. (21)
First, we will prove the following general identity about the rational functions
fixing infinity.
Theorem 3 Let f be any rational function so that ∞ is a fixed point (possibly,
superattracting) of f . Let cj , j = 1, ..., p be all geometrically different finite critical
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points of f , and assume that the corresponding critical values vj = f(cj), j =
1, ..., p, are also finite. Then there are numbers L1, ..., Lp, such that
A(z)− (TA)(z) =
p∑
j=1
Lj
z − vj
. (22)
For j = 1, ..., p, the coefficient
Lj = −
1
(mj − 1)!
dmj−1
dwmj−1
|w=cj(
A(w)
Qj(w)
), (23)
where Qj is a local analytic function near cj defined by f
′(z) = (z − cj)
mjQj(z),
so that Qj(cj) 6= 0. In particular, if cj is simple, then Lj = −A(cj)/f
′′(cj).
Reduction to the hyperbolic case. Here we show that it is enough to
prove Theorem 1 only for those f from Πd,p¯ that satisfy the following conditions:
(1) f is a hyperbolic map, moreover, O is an attracting periodic orbit of f ,
which attracts all critical points cj , j = 1, ..., p,
(2) f has no critical relations between critical points except for the constant
multiplicities of the critical points themselves: fn(ci) = f
m(cj) if and only if i = j
and m = n.
Indeed, assume that Theorem 1 holds for this subset of maps from Πd,p¯. Note
that it is open in Πd,p¯. Given now any f as in Theorem 1, we find a real analytic
simple path γ : [0, 1] → Πd,p¯, γ(t) = gt, which obeys the following properties:
(i) g0 = f , (ii) g1 satisfies conditions (1)-(2), (iii) the analytic continuation Ot (a
periodic orbit of gt) of the periodic orbit O along the path is well-defined (i.e., the
multiplier of Ot is not 1 for t ∈ [0, 1]), and O1, a periodic orbit of g1, is attracting.
All critical points of g1 are attracted to O1.
Let us for a moment take for granted the existence of such path. Since the
critical points of gt = γ(t) change continuously along γ and don’t collide, the
coordinate system v¯ can be chosen changing continuously in a whole neighborhood
of γ. Fix z. Denote by ∆(z, v) the difference between the left and the right hand
sides of (8). It is an analytic function in v¯ in a neighborhood of every point v¯(gt),
t ∈ [0, 1]. On the other hand, by the assumption that the theorem holds for
maps satisfying (1)-(2), it is identically zero in a neighborhood of v¯(g1). By the
Uniqueness Theorem for analytic functions, ∆(z, v¯) = 0.
Let us show that the path γ as above does exist. First, we need the following
fact about the parameter space of the unicritical family pc(z) = z
d + c. Consider
any repelling periodic orbit Q of the map p0(z) = z
d. There is a real analytic
simple path pcQ(t), cQ : [0, 1]→ C, such that there exists an analytic continuation
of Q to a periodic orbit Qt of pcQ(t), 0 ≤ t ≤ 1, such that Q0 = Q and Q1 is
attractive. Indeed, if we assume the contrary that such a path does not exist, then
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the Monodromy Theorem ensures the existence of an analytic continuation of Q
to the whole complex plane. Then the multiplier of this continuation is an entire
function in c that omits values in the unit disk, which is impossible. Thus the
path pcQ(t) as above does exist.
Note also that it is easy to find maps from Πd,p¯ near every pc.
Let us come back to the construction of the path γ. Firstly, we connect f to
the map p0 by a path γ0 from [0, 1] to the space of polynomials of degree d, so
that γ0(t) ∈ Πd,p¯ for 0 ≤ t < 1. We construct γ0 explicitly as follows. For τ ∈ C,
set cj(τ) = (1− τ)cj(f), 1 ≤ j ≤ p. For every τ , define a polynomial
Fτ (z) = (1− τ)f(0) + d.
∫ z
0
Πpj=1(w − cj(τ))
mjdw. (24)
Note that Fτ ∈ Πd,p¯ for every τ 6= 0. Then a real analytic simple curve τ : [0, 1]→
C, τ(0) = 0, τ(1) = 1, can be chosen so that the analytic continuation Ot of the
periodic orbit O of f along the path γ0(t) = Fτ(t) exists, and O1 is some periodic
orbit Q of p0. We proceed by a real analytic path cQ in the parameter plane of
pc that turns Q into an attracting periodic orbit of some pc. Finally, we find the
desired path γ in Πd,p¯ in a neighborhood of cQ ◦ γ0.
Hyperbolic maps Here we describe how to prove Theorem 1 for the hyperbolic
maps f . We assume that f ∈ Πd,p¯ satisfies the conditions (1)-(2) of the previous
paragraph. To clarify the meaning of the coefficients Lj in (22), we will use the
theory of quasiconformal deformations of rational maps [29]. The main technical
part is contained in the next Theorem 4. By a Beltrami coefficient we mean a
measurable function ν(z) on the Riemann sphere, such that |ν(z)| ≤ k < 1 for
almost every z. Let ν(z, t) be an analytic family of invariant Beltrami coefficients.
By this we mean a family νt(z) = ν(z, t) of Beltrami coefficients on the Riemann
sphere, which is analytic in t as a map from a neighborhood of t = 0 into L∞(C),
and such that, for every t, νt is an invariant Beltrami form of f . We always assume
ν(z, 0) = 0. Assume, additionally, ν(z, t) = 0 for z in the basin of infinity of f .
Let ht be an analytic in t family of quasiconformal homeomorphism in the plane
tangent to∞, so that ht has the complex dilatation ν(z, t) (i.e., ν(t, z) =
∂ht
∂z¯ /
∂ht
∂z ),
and h0 = id. Set ft = ht ◦ f ◦ h
−1
t . It is well-known that then {ft} is an analytic
family of polynomials. Since ft is conjugated to f , then ft ∈ Πd,p¯. Let Ot = ht(O)
be the corresponding attracting periodic orbit of ft. Denote by ρ(t) its multiplier,
and by vj(t) = ht(vj) the critical values of ft. Based on Theorem 3, we derive:
Theorem 4
ρ′(0)
ρ
=
p∑
j=1
Ljv
′
j(0). (25)
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Concluding argument. Here we show how Theorem 4 implies Theorem 1.
We are going to compare (25) to the following obvious identity:
ρ′(0) =
p∑
j=1
∂ρ
∂vj
v′j(0). (26)
The proof will be finished once we will show that the vector {v′1(0), ..., v
′
p(0)} for
f ∈ Πd,p¯ can be chosen arbitrary.
For every vector v¯′ = {v′1, ..., v
′
p} ∈ C
p of initial conditions, there exists an ana-
lytic family ft of polynomials from Πd,p¯ with different critical points c1(t), ..., cp(t)
and corresponding critical values v1(t), ..., vp(t), vj(t) = ft(cj(t), such that v
′
j(0) =
v′j, for 1 ≤ j ≤ p. Indeed, this is an immediate consequence of Proposition 1, where
one can simply take locally v¯(t) = v¯ + tv¯′, and find by the inverse holomorphic
correspondence v¯ 7→ c¯ a local family ft, such that f0 = f . Recall that f ∈ Πd,p¯ is
a hyperbolic polynomial, which has no critical relations except for constant mul-
tiplicities at the critical points and such that no critical point of f is attracted by
∞. Then so is the conjugated map ft, for every t close to 0. In particular, the
basin of infinity of ft is simply-connected on the Riemann sphere. We construct
a holomorphic motion ht of the plane as follows. First, for every t, define ht in
the basin of infinity of f to be ht = B
−1
ft
◦ Bf , where BP denotes the Bottcher
coordinate function of a polynomial P such that BP (z)/z → 1 as z → ∞. Note
that ht is holomorphic in the basin of ∞. Then we define ht on the grand orbits
of the critical points of f as in the proof of Theorem 7.4 of [29]. By Theorem 3
of [2], the holomorphic motion ht extends in a unique way to a holomorphic mo-
tion of the plane, which we again denote by ht, such that the complex dilatation
of ht is harmonic. As it is shown in [29], this ht agrees with the dynamics. By
Theorem 3 of [2], the complex dilatation ν(t, z) of ht depends holomorphically on
t. It vanishes in the basin of infinity of f because ht is holomorphic there.
This proves the existence of ν(z, t) as above, which determines vj(t) with pre-
scribed values v′j(0) = v
′
j , j = 1, ..., p. By this we finish the proof of the implication
that Theorem 4 implies Theorem 1.
3.3 Proof of Theorem 3
Action of T on Cauchy kernels.
Lemma 3.1 Let f be as in Theorem 3, and a ∈ C a parameter. Assume all finite
critical points cj , j = 1, ..., p, are simple, and the corresponding critical values
vj = f(cj) are finite. Then
T
1
z − a
=
1
f ′(a)
1
z − f(a)
+
N∑
j=1
1
f”(cj)(cj − a)
1
z − vj
. (27)
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Moreover,
T
1
(z − a)2
=
1
(z − f(a))2
−
f”(a)
(f ′(a))2
1
z − f(a)
+
N∑
j=1
1
f”(cj)(cj − a)2
1
z − vj
. (28)
Proof. Consider the integral
I =
1
2πi
∫
|w|=R
dw
f ′(w)(f(w) − z)(w − a)
and apply the Residue Theorem. It gives (27). Taking the derivative of (27) with
respect to the parameter a, we get (28).

Proof in the case of simple critical points. Recall that
A(z) =
n∑
k=1
1
(z − bk)2
+
n∑
k=1
γk
z − bk
,
where O = {b1, ..., bn} is a periodic orbit of f of exact period n and with the
multiplier ρ 6= 1, 0, and
γk =
(fn)”(bk)
ρ(1− ρ)
.
Assuming all critical points are simple, we can apply Lemma 3.1, and see that
(TA)(z) =
n∑
k=1
1
(z − f(bk))2
+
n∑
j=1
γk
f ′(bk)
− f”(bk)(f ′(bk))2
z − f(bk)
+
d−1∑
j=1
A(cj)
f”(cj)
1
z − vj
. (29)
Therefore,
A(z) − (TA)(z) =
n∑
k=1
γk+1 −
γk
f ′(bk)
+ f”(bk)
(f ′(bk))2
z − bk+1
−
d−1∑
j=1
A(cj)
f”(cj)
1
z − vj
,
where we assume that γn+k = γk, bn+k = bk. The proof of Theorem 3 in this case
will be concluded once we check the following:
γk+1 −
γk
f ′(bk)
+
f”(bk)
(f ′(bk))2
= 0.
One can assume k = 1. We have:
γ1
f ′(b1)
−
f”(b1)
(f ′(b1))2
=
(fn)”(b1)f
′(b1)− f”(b1)ρ(1− ρ)
(f ′(b1))2ρ(1− ρ)
.
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Now,
(fn)”(b1)f
′(b1)− f”(b1)ρ(1− ρ) = f
′(b1)(f”(b1)Π
n
j=2f
′(bj)+
n∑
k=2
f”(bk)((f
k−1)′(b1))
2Πnj=k+1f
′(bj))− f”(b1)(Π
n
j=1f
′(bj)−Π
n
j=1(f
′(bj))
2) =
f ′(b1)
n∑
k=2
f”(bk)((f
k−1)′(b1))
2Πnj=k+1f
′(bj)−f”(b1)(Π
n
j=1f
′(bj)−Π
n
j=1f
′(bj)−Π
n
j=1(f
′(bj))
2) =
f ′(b1)
n∑
k=2
f”(bk)((f
k−1)′(b1))
2Πnj=k+1f
′(bj)+f”(b1)Π
n
j=1(f
′(bj))
2 = (fn)”(b2)(f
′(b1))
2.
Multiple critical points. Let a rational function f be such that f(z) =
σzm∞ + ... at ∞. Suppose f has a critical point c with multiplicity m > 1.
This means that f ′(z) = (z − c)mQ(z), where Q is a rational function, such that
Q(c) 6= 0. Let us approximate f by a sequence of rational functions fn, such that
fn(z) = σnz
m∞ + ... at ∞, and so that all critical points of every fn are simple. In
particular, there are m critical points c1(n), ..., cm(n) of fn, such that cj(n) → c
as n→ ∞, for each j = 1, ...,m. For every n, fn has a periodic orbit On, so that
On → O as n→∞. Denote An the function corresponding to On and fn. Then
An(z) − TfnAn(z)→ A(z)− TA(z)
as n → ∞. Thus according to the proven case of simple critical points the proof
of the identity will be done if we show that the following limit exists:
lim
n→∞
m∑
j=1
An(cj(n))
fn”(cj(n))
1
fn(cj(n))− z
=
−L
f(c)− z
, (30)
for some L and all z with large modulus. We use again the Residue theorem. Fix
a small circle C around c. Then, for every big n and |z| large enough,
lim
n→∞
An(cj(n))
fn”(cj(n))
1
fn(cj(n))− z
= lim
n→∞
1
2πi
∫
C
An(w)
f ′n(w)(fn(w)− z)
dw =
1
2πi
∫
C
A(w)
f ′(w)(f(w) − z)
dw.
An easy calculation shows that
A(w)
f ′(w)(f(w) − z)
=
A(w)
(w − c)mQ(w)((f(c) − z) +O((w − c)m+1))
=
A(w)
Q(w)(f(c) − z)
1
(w − c)m
+O(w − c) =
∞∑
k=0
Bk
f(c)− z
(w − c)k−m +O(w − c),
where Bk are defined by the Taylor expansion A(w)/Q(w) =
∑∞
k=0Bk(w− c)
k. It
gives us (30) with
−L = Bm−1 =
1
(m− 1)!
dm−1
dwm−1
|w=c(
A(w)
Q(w)
).
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3.4 Proof of Theorem 4
Beltrami coefficients. As it has been mentioned already, we derive this the-
orem by making use of quasiconformal deformations. The following fundamental
facts about quasiconformal maps are well-known (see e.g. [1]) and will be used
throughout the paper. The Measurable Riemann Theorem states that, given a
Beltrami coefficient ν, there exists a unique quasiconformal homeomorphism ψν of
the plane with the complex dilatation ν, i.e., ν(z) = ∂ψ
ν
∂z¯ /
∂ψν
∂z a.e., and such that
ψν fixes 0, 1, and ∞. Assume that νt depends on a complex parameter t and
νt(z) = tµ(z) + tǫ(z, t), (31)
where µ, ǫ belong to L∞, and ||ǫ(z, t)||∞ → 0 as t→ 0. Then there exists
∂ψνt
∂t
|t=0(z) = −
1
π
∫
C
µ(w)
z(z − 1)
w(w − 1)(w − z)
dσw. (32)
Let f ∈ Πd,p¯, and satisfy the conditions (1)-(2) of Sect. 3.2. Remember that ν(z, t)
is an analytic family of invariant Beltrami coefficients on C, such that ν(z, 0) = 0
and ν(z, t) = 0 for z in the basin of infinity of f . Since ν(z, t) is differentiable at
t = 0, ν(z, t) = tµ(z) + tǫ(z, t), where ||ǫ(z, t)||∞ → 0 as t → 0. Note that µ is
invariant by f , too. Indeed, as ν(z, t) is f -invariant, for every t,
tµ(f(z))
|f ′(z)|2
f ′(z)2
+ tǫ(t, f(z))
|f ′(z)|2
f ′(z)2
= tµ(z) + tǫ(z, t),
which, together with ǫ(z, t) → 0 for t → 0, implies that (|f ′|/f ′)2µ ◦ f = µ. It
follows similarly that µ vanishes at the basin of ∞, too (for |t| small enough).
Let ht be an analytic family of quasiconformal homeomorphism in the plane
tangent to ∞, so that ht has the complex dilatation ν(z, t), and h0 = id. Then
ft = ht ◦ f ◦ h
−1
t is a family of polynomials from Πd,p¯, which is analytic in t.
Denote by Ot = ht(O) the corresponding attracting periodic orbit of ft, by ρ(t)
its multiplier, and by vj(t) = ht(vj) the critical values of ft.
Speed of the multiplier. We need a formula for the speed of the multiplier
of a periodic orbit in an analytic family of maps obtained by a quasiconformal
deformation. A similar formula is proved in [16]. For completeness, we reproduce
the proof here. It is based on the formula (32). Let b ∈ O. A fundamental region
C near b is a (measurable) set, such that every orbit of the dynamics z 7→ fn(z)
near b enters C once. Note that then fkn(C), k = 1, 2, ..., are again fundamental
regions (tending to b). Usually, C will be a domain bounded by a small simple
curve that surrounds b and its image by fn.
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Lemma 3.2
ρ′(0)
ρ
= −
1
π
lim
C→{b}
∫
C
µ(z)
(z − b)2
dσz, (33)
where C is a fundamental region near b.
Proof. Let us linearize fn near b by fixing a disk D = {|z| < r0} and a univalent
map K : D → C, such that K(0) = b and fn ◦K = K ◦ ρ in D. Given a function
τ defined near the point b denote by τˆ = |K ′|2/(K ′)2τ ◦ K the pullback of τ to
D. For every t, the pullback νˆ(w, t) of the Beltrami coefficient ν(w, t) is invariant
by the linear map ρ : w 7→ ρw, i.e., νˆ(w, t) = |ρ|2/ρ2νˆ(ρw, t). For every fixed t,
extend νˆ(w, t) to C by the latter equation. Denote by φt the quasiconformal map
of the plane with the complex dilatation νˆ(w, t), which fixes 0, 1, and ∞. Then
the map φt ◦ρ◦φ
−1
t is again linear w 7→ λ(t)w, for some |λ(t)| < 1. It is easy to see
from the construction that w 7→ λ(t)w is analytically conjugate to fnt near ht(b).
Therefore, λ(t) = ρ(t). Note that νˆ(w, t) = tµˆ(w)+ tǫˆ(w, t), where ||ǫˆ(w, t)||∞ → 0
as t→ 0. In particular, µˆ is invariant by the linear map ρ, too. By the change of
coordinates z = K(w), the formula (33) reads now:
ρ′(0)
ρ
= −
1
π
∫
Cˆ
µˆ(w)
w2
dσw, (34)
where Cˆ is a fundamental region of w 7→ ρw. We prove the latter formula. From
the invariance of µˆ, one can assume that Cˆ = {w : |ρ| < |w| < 1}. Differentiating
the equation ρ(t)φt(w) = φt(ρw) by t at t = 0, we get, for w 6= 0:
ρ′(0) =
1
w
(
∂
∂t
|t=0φt(ρw) − ρ
∂
∂t
|t=0φt(w)),
where, by (32),
∂
∂t
|t=0φt(w) = −
1
π
∫
C
µˆ(u)
w(w − 1)
u(u− 1)(u− w)
dσu.
After elementary transformations and using the invariance of µˆ, we get
ρ′(0) = −
ρ(ρ− 1)
π
w
∑
n∈Z
∫
Cˆ
µˆ(ρnz)|ρ|2n
ρnz(ρnz − ρw)(ρnz − w)
dσz =
= −
ρ
π
∫
Cˆ
µˆ(z)
z
lim
N→+∞
N∑
n=−N
(
ρn−1
ρn−1z − w
−
ρn
ρnz − w
)dσz =
= −
ρ
π
∫
Cˆ
µˆ(z)
z
lim
N→+∞
(
ρ−N−1
ρ−N−1z − w
−
ρN
ρNz − w
)dσz = −
ρ
π
∫
Cˆ
µˆ(z)
z2
dσz,
because |ρ| < 1.

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Adjoint identity. We want to integrate the identity
A(z)− (TA)(z) =
p∑
j=1
Lj
z − vj
. (35)
against the f -invariant Beltrami form µ. Recall that µ vanishes in a neighborhood
of ∞, so that µA = 0 there. On the other hand, A is not integrable at the points
of the periodic orbit O. To deal with this situation, for every small r > 0, consider
the domain Vr to be the plane C with the following sets deleted: B(b1, r) union
with f−kbn−k+1(B(b1, r)), for k = 1, ..., n − 1, where f
−k
bn−k+1
is a local branch of f−k
taking b1 ∈ O to bn−k+1. In other words,
Vr = C \ {B(b1, r) ∪
n−1
k=1 f
−k
bn−k+1
(B(b1, r))}.
Then A is integrable in Vr, and, therefore, by the invariance of µ,∫
Vr
TA(z)µ(z)dσz =
∫
f−1(Vr)
A(z)µ(z).
Now, f−1(Vr) = Vr\(Cr∪∆r), where Cr = f
−n
b1
(B(b1, r))\B(b1, r) is a fundamental
region near b1 defined by the local branch f
−n
b1
that fixes b1, and, in turn, ∆r is
an open set which is away from O and shrinks to a finitely many points as r → 0.
Therefore,
∫
Vr
(A(z) − TA(z))µ(z)dσz =
∫
Cr
A(z)µ(z)dσz + or(1) (36)
where o(1)→ 0 as r → 0. It is easy to see that
∫
Cr
A(z)µ(z)dσz =
∫
Cr
µ(z)
(z − b1)2
dσz + o(1).
Thus, ∫
Vr
(A(z)− TA(z))µ(z)dσz =
∫
Cr
µ(z)
(z − b1)2
dσz + o(1). (37)
The identity (35) then gives us:
∫
Cr
µ(z)
(z − b1)2
dσz + o(1) =
p∑
j=1
Lj
∫
Vr
µ(z)
z − vj
dσz (38)
Lemma 3.2 allows us to pass to the limit as r → 0:
ρ′(0)
ρ
= −
1
π
p∑
j=1
Lj
∫
C
µ(z)
z − vj
dσz. (39)
19
Speed of critical values. Now we want to express the integral of µ(z)/(z−vj)
via v′j(0). It follows from vj(t) = ht(vj), that
v′j(0) =
∂ht
∂t
|t=0(vj). (40)
Let ψt be the quasiconformal homeomorphism of the plane with the complex di-
latation ν(z, t), that fixes 0, 1 and ∞. Since ht has the same complex dilatation
and fixes ∞ too, we have: ht = a(t)ψt + b(t), where a, b are analytic in t (because
ht is so), and a(0) = 1, b(0) = 0, because h0 = id. Then
∂ht
∂t
|t=0(z) = a
′(0)z + b′(0) + κ(z) (41)
where
κ(z) =
∂ψt
∂t
|t=0(z) = −
1
π
∫
C
µ(w)
z(z − 1)
w(w − 1)(w − z)
dσw. (42)
In other words,
∂ht
∂t
|t=0(z) = z(a
′(0)+
1
π
∫
C
µ(w)
w(w − 1)
dσw)+b
′(0)+
1
π
∫
C
µ(w)
w
dσw−
1
π
∫
C
µ(w)
w − z
dσw,
(43)
where the integrals exist because µ vanishes near ∞.
On the other hand, since f stays in the space of centered monic polynomials,
we come to the following normalization at ∞: ht(z) = z + O(1/z). As ht(z)
is holomorphic in t and z for |t| small and |z| big, we conclude from this that
(∂ht/∂t)|t=0(z) = O(1/z). Coming back to (43) we see that it is possible if and
only if
∂ht
∂t
|t=0(z) = −
1
π
∫
C
µ(w)
w − z
dσw. (44)
In particular,
v′j(0) = −
1
π
∫
C
µ(w)
w − vj
dσw.
Plugging this in (39), we get finally:
ρ′(0)
ρ
=
p∑
j=1
Ljv
′
j(0). (45)
This proves Theorem 4. According to the Concluding argument of Sect 3.2, The-
orem 4 yields Theorem 1.
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4 Proof of Theorem 2
Assume the contrary: the rank of the matrix O is less than r. Then its rows are
linearly dependent. Let us write down the connection (10) for every periodic orbit
Oj . We introduce some notations: Oj = {b
j
k}
nj
k=1 the set of points of the periodic
orbit Oj of period nj, and the function B˜j is said to be BOj iff ρj 6= 1 and BˆOj iff
ρj = 1. Remember that
BOj(z) =
nj∑
k=1
{
ρj
(z − bjk)
2
+
1
1− ρj
(fnj)”(bjk)
z − bjk
}, (46)
and
BˆOj (z) =
nj∑
k=1
(fnj)”(bjk)
z − bjk
. (47)
First of all, we observe that each Bj is not identically zero. Indeed, this is obvious
if ρj 6= 0 and ρj 6= 1. But if ρj = 0, then, by the assumption of the theorem, there
is precisely one critical point c among the points of Oj, and f”(c) 6= 0. One can
assume bj1 = c. Then (f
nj)”(bj1) = f”(c)Π
nj
k=2f
′(bjk) 6= 0. This guarantees that Bj
is not zero in this case, too. If ρj = 1, then, by the assumption, (f
nj )”(bjk) 6= 0, and
hence Bˆj is not zero in this case as well. In this notation, the connections (10), (17)
read as follows: B˜j(z) − (TB˜j)(z) =
∑q
i=1
∂˜V ρj
∂Vi
1
z−Vi
, for every j = 1, ..., r. Now,
the assumption implies that there exists a linear combination L of B˜j, j = 1, ..., r,
such that
L(z)− (TL)(z) = 0. (48)
Since no function B˜j is zero and the periodic orbits Oj are different, L is a non-zero
rational function with (possible) double poles at the points of the periodic orbits
Oj , 1 ≤ j ≤ r. Let j
′ denote indexes corresponding to neutral periodic orbits Oj
(if any). Given r > 0 small enough, we define a domain Vr,R as the plane with
the following sets taken away: (i) the neighborhood B∗(R) of ∞, (ii) the basin of
attraction of Oj provided that Oj is attractive, (iii) if Oj is neutral, then the set
(to be deleted) is the disk B(bj1, r) union with f
−k
j (B(b
j
1, r)), for 1 ≤ k ≤ nj − 1,
where f−kj is a local branch of f
−k taking bj1 ∈ Oj to b
j
nj−k+1
.
Then L is integrable in Vr,R. We fix R large enough. For any fixed parameter
λ, such that 0 < λ < 1, and r > 0 small enough,
f−1(Vr,R) ⊂ {Vr,R \ (f
−1(B∗(R)) \B∗(R))} ∪ ∪j′{B(b
j′
1 , r) \B(b
j′
1 , λr)}. (49)
Note that
∫
B(b,r)\B(b,λr)
1
|z−b|2
dσz → 2π log λ
−1 as r → 0. On the other hand, (48)
implies that
0 =
∫
Vr,R
|L−TL|dσz ≥
∫
Vr,R
|L|dσz−
∫
Vr,R
|TL|dσz ≥
∫
Vr,R
|L|dσz−
∫
f−1Vr,R
|L|dσz.
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As r → 0, we then get
∫
f−1(B∗(R))\B∗(R) |L(z)|dσz ≤
∑
j′ Cj′ log λ
−1, with some
Cj′ ≥ 0, which is impossible if R is fixed and λ is close enough to 1, which
contradicts the assumption.
Comment 9 This same proof shows the classical bound r ≤ q (see Comment 5).
Indeed, otherwise the rows of O are again linearly dependent, and the proof above
applies. See also Comment 11 for rational functions and some further discussions.
5 Rational maps. Main results
5.1 Spaces associated to a rational map
Similar to the polynomial case, let us introduce a space Λd,p¯′ of rational functions
and its subspace Λq
′
d,p¯′ as follows.
Definition 5.1 Let d ≥ 2 be an integer, and p¯′ = {mj}
p′
j=1 a set of p
′ positive
integers, such that
∑p′
j=1mj = 2d − 2. A rational function f of degree d belongs
to Λd,p¯′ if and only if it satisfies the following conditions:
(1) Infinity is a simple fixed point of f ; more precisely,
f(z) = σz +m+
P (z)
Q(z)
, (50)
where σ 6= 0,∞, and Q, P are polynomials of degrees d − 1 and at most d − 2
resp., which have no common roots. Without loss of generality, one can assume
that Q(z) = zd−1 + a1z
d−2 + ...+ ad−1 and P (z) = b0z
d−2 + ...+ bd−2,
(2) f has precisely p′ geometrically different critical points c1, ..., cp′ , and the
multiplicity of cj is equal to mj, that is, the equation f(w) = z has precisely
mj + 1 different solutions for z near cj and z 6= cj , j = 1, ..., p
′. Denote by
v1, ..., vp′ , vj = f(cj), corresponding critical values. We assume that some of them
can coincide as well as some can be ∞. By p = pf we denote usually the number
of critical points of f with finite images, i.e. so that the corresponding critical
values are finite. By definition, p < p′ if and only if infinity is a critical value.
The space Λq
′
d,p¯′, for some 1 ≤ q
′ ≤ p′, consists of those f ∈ Λd,p¯′, for which f
has precisely q′ geometrically different critical values, i.e., the set {vj = f(cj), j =
1, ..., p′} contains q′ different points (including possibly infinity). If ∞ is a critical
value, then f has q = q′ − 1 different finite critical values.
Finally, we define the space Sd as follows. Consider first Λd,2d−2, in other
words, the space of maps with simple critical points. Now, Sd is said to be its
subspace consisting of maps f , such that every critical value of f is finite.
By a Mobius change of coordinate, every rational function f of degree d ≥ 2
belongs to some Λd,p¯′ . Indeed, f has either a repelling fixed point, or a fixed point
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with the multiplier 1 (see e.g. [24]). Hence, there exists a Mobius transformation
M , such that ∞ is a fixed non-attracting point of f˜ =M ◦ f ◦M−1.
Let us identify f ∈ ∆d,p¯′ as above with the point
f¯ = {σ,m, a1, ..., ad−1, b0, ..., bd−2}
of C2d. It defines an analytic (in fact, algebraic) variety in C2d. We denote it
again by Λd,p¯′ . We will see that Λd,p¯′ has a natural structure of a manifold of
complex dimension p′ + 2, see Sect. 5.2.
The set Λd,p¯′ is connected. Apparently, this follows from [21] although we will
not use this non-trivial statement in the paper. On the other hand, we will need
a much easier fact: the space Sd is path-connected. This will be used in the proof
precisely like the path-connectedness of the space Πd,p¯ is used in the polynomial
case. To show the path-connectedness of Sd, we proceed as follows. For any
two rational functions fi(z) = Pi(z)/Qi(z), i = 1, 2, let us define [f1, f2](γ) :=
((1 − γ)P1 + tP2)/((1 − γ)Q1 + γQ2), for γ ∈ C. It is easy to see that, except
for finitely many γ’s, [f1, f2](γ) ∈ Sd provided f1, f2 ∈ Sd. Now, choosing a
path γ : [0, 1] → C avoiding exceptional γ’s, we get a path in Sd that joins their
arbitrary two points f1, f2.
5.2 Local coordinates
We introduce what is going to be a local coordinate v¯(f) of f in Λd,p¯′ . For a
rational function f ∈ Λd,p¯′ , by cj(f) and vj(f) = f(cj(f)) we denote its critical
points and critical values resp., and by σ(f), m(f) the corresponding data at ∞,
so that f(z) = σ(f)z +m(f) + O(1/z). Now, fix f0 ∈ Λd,p¯′ , and consider maps f
in a small enough neighborhood of f¯0 in Λd,p¯′ . Introduce a vector v¯(f) ∈ C
p′+2 as
follows. Let us fix an order c1(f0), ..., cp′(f0) in the collection of all critical points
of f0. Moreover, we will do it in such a way, that: (a) first p indexes correspond
to finite critical values, i. e. vj(f0) 6= ∞ for 1 ≤ j ≤ p and vj(f0) = ∞ for
p < j ≤ p′ (if p < p′), (b) if vi(f0) = vj(f0), then vi(f0) = vk(f0), for i ≤ k ≤ j.
There exist p′ functions c1(f), ..., cp′(f), which are defined and continuous in a
small neighborhood of f0 in Λd,p¯′ , such that they constitute all different critical
points of f of the multiplicities mj. Define now the vector v¯(f). If all critical
values of f0 are finite, then we set
v¯(f) = {σ(f),m(f), v1(f), ..., vp′(f)},
with the order from above. If some of the critical values vj(f0) of f0 are infinity,
that is, vj(f0) = ∞ for p < j ≤ p
′, then we replace in the definition of v¯(f)
corresponding vj(f) by their reciprocals vj(f)
−1:
v¯(f) = {σ(f),m(f), v1(f), ..., vp(f), vp+1(f)
−1, ..., vp′(f)
−1}.
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In particular, v¯(f0) = {σ(f0),m(f0), v1(f0), ..., vp(f0), 0, ..., 0}.
The function f0 ∈ Λd,p¯′ belongs to a unique subspace Λ
q′
d,p¯′ . Then, for f ∈ Λ
q′
d,p¯′
close to f0, we define another vector V¯ (f) ∈ C
q′+2 by retaining each critical value
in v¯(f) once.
We have a local map δ : f 7→ v¯(f) from a neighborhood of f0 in the space Λd,p¯′
to Cp
′+2.
Proposition 3 The map
δ : Λd,p¯′ → C
p′+2
is locally a biholomorphic isomorphism between some neighborhoods of f¯0 ∈ Λd,p¯′
and v¯(f0) ∈ C
p′+2. In particular, Λd,p¯′ is a manifold of dimension p
′ + 2.
In Sect. 7 we give two proofs of this basic fact.
The space Λd,p¯′ can therefore be identified in a neighborhood of its point f0
with a neighborhood Wf0 of v¯(f0) ∈ C
p′+2. If, moreover, f0 ∈ Λ
q′
d,p¯′ , for some
q′, then its neighborhood in Λq
′
d,p¯′ is the intersection of Wf0 with a q
′-dimensional
linear subspace of Cp
′+2 defined by the conditions: vi = vj iff vi(f0) = vj(f0).
Thus the vector V¯ (f) serves as a local coordinate system in Λq
′
d,p¯′ .
5.3 Connection between the dynamics and parame-
ters: the main formula
Let f be a rational function. Suppose f ∈ Λd,p¯′ , and, moreover, f ∈ Λ
q′
d,p¯′ . These
will be the parameter spaces associated to f . Consider any finite periodic orbit O =
{bk}
n
k=1 of f of exact period n, with the multiplier ρ = (f
n)′(bk) = Π
n
j=1f
′(bj) 6= 1.
(For ρ = 1, see Subsect. 5.4.) By the Implicit Function theorem and by Proposi-
tion 3, there is a set of n functions O(v) = {bk(v)}
n
k=1 defined and holomorphic
in v ∈ Cp
′+2 in a neighborhood of v¯(f), such that O(v) = O for v = v(f), and
O(v¯) is a periodic orbit of g ∈ Λd,p¯ of period n, where g is in a neighborhood of
f , and v¯ = v¯(g). In particular, if ρ(v¯) denotes the multiplier of the periodic orbit
O(g¯) of g, it is a holomorphic function of v¯ in this neighborhood. The standard
notation ∂ρ/∂vj , 1 ≤ j ≤ p, denotes the partial derivatives of ρ w.r.t the finite
critical values of f .
Now, suppose that g stays in a neighborhood of f inside Λq
′
d,p¯′ . Set q = q
′ iff
all critical values are finite, and q = q′ − 1 otherwise. Then the multiplier ρ of
O(g) is, in fact, a holomorphic function of the vector of q different critical values
{V1, ..., Vq} of g iff q
′ = q, i.e. they are all finite, and the vector {V1, ..., Vq , 1/Vq+1}
iff q′ = q+ 1, i.e. f has an infinite critical value. By ∂V ρ/∂Vk we then denote the
partial derivatives of ρ w.r.t. the different finite critical values V1, ..., Vq . We have:
∂V ρ
∂Vk
=
∑
j:vj=Vk
∂ρ
∂vj
.
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Theorem 5 Suppose f ∈ Λd,p¯′. Let O be a periodic orbit of f with multiplier
ρ 6= 1, and B = BO. Then
B(z)− (TB)(z) =
p∑
j=1
∂ρ
∂vj
1
z − vj
, (51)
where vj = vj(f), 1 ≤ l ≤ p, are all finite critical values corresponding to different
critical points. We have:
for 1 ≤ j ≤ p (i.e. for finite critical values of f):
∂ρ
∂vj
= −
1
(mj − 1)!
dmj−1
dwmj−1
|w=cj
B(w)
Qj(w)
= −
1
2πi
∫
|w−cj|=r
B(w)
f ′(w)
dw, (52)
for p < j ≤ p′ (i.e. for infinite critical values of f):
∂ρ
∂(v−1j )
=
1
(mj − 1)!
dmj−1
dwmj−1
|w=cj
B(w)
Qj(w)
=
1
2πi
∫
|w−cj|=r
B(w)
(1/f)′(w)
dw, (53)
where Qj is defined by f
′(w) = (w − cj)
mjQj(w) for 1 ≤ j ≤ p, and (1/f)
′(w) =
(w − cj)
mjQj(w) for p < j ≤ p
′.
Also,
∂ρ
∂σ
=
Γ˜2
σ
,
∂ρ
∂m
=
Γ˜1
σ
, (54)
where Γ˜1, Γ˜2 are defined by the expansion
B(z) =
Γ˜1
z
+
Γ˜2
z2
+O(
1
z3
)
at infinity:
Γ˜1 =
1
1− ρ
n∑
k=1
(fn)”(bk), Γ˜2 = nρ+
1
1− ρ
n∑
k=1
bk(f
n)”(bk). (55)
If f ∈ Λq
′
d,p¯′, then
B(z)− (TB)(z) =
q∑
k=1
∂V ρ
∂Vk
1
z − Vk
, (56)
where Vk, k = 1, ..., q, are all pairwise different and finite critical values of f .
The proof is very similar to the one for polynomials, and is based on the Teich-
muller theory of rational maps. However, it is more technical, because of two extra
parameters σ, m at ∞, see Sects. 6-10.
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5.4 Cusps
Here we consider, very similar to the polynomial case, Subsect. 2.3, the remaining
case ρ = 1, under the assumption that the periodic orbit O = {b1, ..., bn} of f is
non-degenerate: (fn)′′(bj) 6= 0, for some, hence, for any j = 1, ..., n. Then, for any
rational function g, which is close to f , the map g in a small neighborhood of O
has either precisely two different periodic orbits O±g of period n with multipliers
ρ± 6= 1, or precisely one periodic orbit Og of period n with the multiplier 1.
Now, suppose f ∈ Λq
′
d,p¯′ , and let fi, i = 1, 2, ..., be any sequence of maps from
Λd,p¯′ , such that fi → f , i → ∞. We assume that each fi has a periodic orbit Oi
near O, such that its multiplier ρi 6= 1. In other words, Oi is one of the periodic
orbits O±fi . As in Subsect. 2.3, the sequence of functions Bˆi(z) = (1 − ρi)BOi(z)
tends, as i→∞, to the rational function Bˆ(z) =
∑
b∈O
(fn)′′(b)
z−b . As in Subsect. 2.3,
Theorem 5 implies:
Proposition 4 The following finite limits exist:
∂ˆρ
∂vj
:= lim
i→∞
(1− ρi)
∂ρi
∂vj
, j = 1, ..., p, (57)
∂ˆρ
∂σ
:= lim
i→∞
(1− ρi)
∂ρi
∂σ
,
∂ˆρ
∂m
:= lim
i→∞
(1− ρi)
∂ρi
∂m
. (58)
Then we have:
Bˆ(z)− (TBˆ)(z) =
p∑
j=1
∂ˆρ
∂vj
1
z − vj
. (59)
The formula (52) holds, where one replaces ρ and B by ρˆ and Bˆ respectively. Also,
∂ˆρ
∂σ
=
Γˆ2
σ
,
∂ˆρ
∂m
=
Γˆ1
σ
, (60)
where Γˆ1, Γˆ2 are defined by the expansion
Bˆ(z) =
Γˆ1
z
+
Γˆ2
z2
+O(
1
z3
)
at infinity:
Γˆ1 =
n∑
k=1
(fn)”(bk), Γˆ2 =
n∑
k=1
bk(f
n)”(bk). (61)
Furthermore, if f and fi are in Λ
q′
d,p¯′, then, for every j = 1, ..., p, there exists a
finite limit
∂ˆV ρ
∂vj
:= lim
i→∞
(1− ρi)
∂V ρi
∂vj
, (62)
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and
Bˆ(z)− (TBˆ)(z) =
q∑
k=1
∂ˆV ρ
∂Vk
1
z − Vk
. (63)
5.5 Multipliers and local coordinates
Multipliers versus critical values. Theorem 5, Proposition 4 and the con-
traction property of T yield the following.
Theorem 6 Suppose that f ∈ Λq
′
d,p¯′, and let V1, ..., Vq be all the different and finite
critical values of f . Suppose that f has a collection O1, ..., Or of r different finite
periodic orbits with the corresponding multipliers ρ1, ..., ρr, such that each Oj is
non-repelling: |ρj | ≤ 1, j = 1, ..., r. Assume that, if, for some j, ρj = 1, then the
periodic orbit Oj is non-degenerate. Denote by ∂˜
V ρj/∂Vk the ∂
V ρj/∂Vk iff ρj 6= 1
and ∂ˆV ρj/∂Vk iff ρj = 1. Similar notation stands for ∂˜
V ρj/∂σ.
Assume also that if ρj = 0, then the periodic orbit Oj contains a single critical
point, and it is simple.
(H∞). If σ 6= 1 and m = 0, i.e., f(z) = σz + O(1/z) as z → ∞, then, for
every 1 ≤ k ≤ q, such that Vk 6= 0, the rank of the following q × r matrix
O = (
∂˜ρj
∂σ
,
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vk−1
,
∂˜V ρj
∂Vk+1
, ...,
∂˜V ρj
∂Vq
)1≤j≤r (64)
is equal to r.
(Hattr∞ ). If σ 6= 1 and m = 0, and, additionally, |σ| ≥ 1, i.e., ∞ is either
attracting or neutral fixed point, then, for every 1 ≤ k ≤ q, such that Vk 6= 0, the
rank of the following q − 1× r matrix
Oattr = (
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vk−1
,
∂˜V ρj
∂Vk+1
, ...,
∂˜V ρj
∂Vq
)1≤j≤r (65)
is equal to r.
(NN∞). If σ = 1 and m 6= 0, then, for every 1 ≤ k ≤ q, the rank of the
following q − 1× r matrix
Oneutral = (
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vk−1
,
∂˜V ρj
∂Vk+1
, ...,
∂˜V ρj
∂Vq
)1≤j≤r (66)
is equal to r.
(ND∞). Finally, if σ = 1 and m = 0, then, for every 1 ≤ k < l ≤ q, the rank
of the following q − 2× r matrix
Oneutral0 = (
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vk−1
,
∂˜V ρj
∂Vk+1
, ...,
∂˜V ρj
∂Vl−1
,
∂˜V ρj
∂Vl+1
, ...,
∂˜V ρj
∂Vq
)1≤j≤r (67)
is equal to r.
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For the proof, see Sect. 11.
Comment 10 Note that r ≤ q in the case (H∞), r ≤ q − 1 in the cases (H
attr
∞ )
and (NN∞), and r ≤ q − 2 in the case (ND∞) (at least two attracting petals at
infinity). These bounds follow from the Fatou-Shishikura inequality, see [34] and
references therein. See also Comment 11.
Moduli spaces. Here we discuss a moduli space of rational functions associ-
ated to a given one with respect to the standard equivalence relation. Then we
apply Theorem 6. Most considerations in this paragraph are quite straightforward
consequences of Proposition 3 and Theorem 6.
Suppose that f is an arbitrary rational function of degree d ≥ 2. Denote by p′
and q′ respectively the number of different critical points and critical values of f
in the Riemann sphere, and by p¯′ the vector of multiplicities at the critical points.
Introduce a space Ratf of rational functions g of degree d ≥ 2, such that f and g
have the same (up to a permutation) vector p¯′ of multiplicities at different critical
points in the Riemann sphere, and the same number q′ of different critical values.
Define the moduli space Modf to be the quotient space Modf = Ratf/ ∼, where
f1 ∼ f2 iff f1, f2 are conjugated by a Mobius transformation. Denote by [g] the
equivalence class of g ∈ Ratf . Clearly, Ratf as well as Modf depend merely on
[f ]. Note that the multiplier of a periodic orbit of g is invariant by a holomorphic
conjugation. Therefore, one can speak about the multiplier of a periodic orbit of
the class [g].
The rational function f has a fixed point, which is either repelling, or has the
multiplier 1 (see e.g. [24]). Therefore, there is an alternative: either (H) f has a
fixed point a, such that f ′(a) 6= 0, 1, or (N) the multiplier of every fixed point of
f is either 0 or 1, and there is a fixed point with the multiplier 1. The case (N) is
degenerate. We consider each case separately and introduce a kind of cross-section
in the moduli space near [f ].
(H). Let P be a Mobius transformation, such that P (a) = ∞. Then f˜ =
P ◦ f ◦ P−1 belongs to Λq
′
d,p¯′ . Moreover, P can be chosen uniquely in such a
way, that one of the critical values of f˜ is equal to 1, and m(f˜) = 0, that is,
f˜(z) = σz +O(1/z) at infinity. Let us define a submanifold Λf˜ of Λ
q′
d,p¯′ consisting
of g ∈ Λq
′
d,p¯′ in a neighborhood of f˜ , such that m(g) = 0, and one of the critical
values of g is identically equal to 1. Introduce the vector
V¯f˜ (g) = {σ(g), V1(g), ..., Vq′−2(g), V
∗
q′−1(g)},
such that V1(g), ..., Vq′−1(g), 1 are all different critical values of g, and V1(g), ..., Vq′−2(g)
are finite while V ∗q′−1(g) = Vq′−1(g) iff Vq′−1(f˜) is finite and V
∗
q′−1(g) = 1/Vq′−1(g)
otherwise. We denote q = q′ in the former case, and q = q′ − 1 in the latter one.
We see from Proposition 3, that V¯f˜ is a local coordinate of Λf˜ : the correspondence
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g ∈ Λf˜ 7→ V¯f˜ (g) ∈ C
q′ is biholomorphic from the manifold Λf˜ onto a neighborhood
of the point V¯f˜ (f˜) in C
q′ . Now we have a natural projection [.]V : V¯ 7→ [g] from a
neighborhood of V¯f˜ (f˜) ∈ C
q′ into the space Modf˜ , where [V¯ ]V is said to be the
equivalence class of the unique g ∈ Λf˜ , such that V¯f˜ (g) = V¯ .
(N). There are two subcases to distinguish.
(NN): f has a fixed point a, such that f ′(a) = 1 and f ′′(a) 6= 0. Let P be a
Mobius transformation, such that P (a) = ∞. Then f˜ = P ◦ f ◦ P−1 belongs to
Λq
′
d,p¯′ . Moreover, P can be chosen uniquely in such a way, that one of the critical
values of f˜ is equal to 1, and m(f˜) = 1, that is, f˜(z) = z + 1 +O(1/z) at infinity.
Then we define Λf˜ to be the set of all g ∈ Λ
q′
d,p¯′ in a neighborhood of f˜ , such
that m(g) = 1, and the critical value Vq′(g) of g (which is close to Vq′(f˜) = 1)
is identically equal to 1. The vector V¯f˜ is defined like in the previous case. It
is a coordinate in Λf˜ . As above, there is the projection [.]V : V¯ 7→ [g] from a
neighborhood of V¯f˜ (f˜) in C
q′ into the space Modf˜ .
(ND): every fixed point with multiplier 1 is degenerate. Let a be one of them:
f ′(a) = 1 and f ′′(a) = 0. Then the Mobius map P can be chosen uniquely in such
a way, that f˜(z) = P ◦ f ◦ P−1(z) = z +O(1/z), and f˜ has a critical value equal
to 1 in one attracting petal of ∞, and equal to 0 in another attracting petal of ∞.
Then Λf˜ consists of g ∈ Λ
q′
d,p¯′ in a neighborhood of f˜ , such that the critical value
of g, which is close to Vq′−1(f˜) = 1 is identically equal to 1, and the critical value
of g, which is close to Vq′(f˜) = 0, is identically equal to 0. Define
V¯f˜ (g) = {σ(g),m(g), V1(g), ..., Vq′−3(g), V
∗
q′−2(g)},
such that V1(g), ..., Vq′−2(g), 1, 0 are all different critical values of g, and V1(g), ..., Vq′−3(g)
are finite while V ∗q′−2(g) = Vq′−2(g) iff Vq′−2(f˜) is finite and V
∗
q′−2(g) = 1/Vq′−2(g)
otherwise. We denote q = q′ − 1 in the former case, and q = q′ − 2 in the latter
one. We see from Proposition 3, that V¯f˜ is a local coordinate on Λf˜ . There is the
projection [.]V : V¯ 7→ [g].
It is not hard to understand that the map [.]V sends a small neighborhood of
the point V¯f˜ (f˜) in C
q′ onto a neighborhood of the point [f˜ ] = [f ] in Modf . In
fact, the map [.]V defines a complex q
′-orbifold structure on Modf (see e.g. [30]
for the definition of an orbifold).
Let us reformulate Theorem 6 for the map [.]V . Suppose that [f ] has a collection
of r different non-repelling periodic orbits with multipliers ρ01, ..., ρ
0
r , i.e. |ρ
0
j | ≤ 1.
Assume additionally that ρ0j 6= 1, j = 1, ..., r, and, if ρ
0
j = 0, for some j, then the
corresponding periodic orbit contains a single and simple critical point of the map.
Let us consider a map f˜ corresponding to f , and fix an order O1, ..., Or of the above
periodic orbits of f˜ . We then have a vector (ρ01, ..., ρ
0
r) of their multipliers. If the
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map changes, the multipliers become functions ρj(g) of the map g. In particular,
ρj(f˜) = ρ
0
j . Then Theorem 6 implies the following:
Theorem 7 There are r indexes 1 ≤ j1 ≤ ... ≤ jr ≤ q
′ as follows. One can
replace the map [.]V by another map [.]ρ : V¯ρ → Mod
f˜ defined in a neighborhood
of a point V¯ρ(f˜) ∈ C
q′, where V¯ρ is obtained from V¯f˜ by replacing the coordinates
with indexes j1, ..., jr by ρj1 , ..., ρjr respectively. The change of variables is biholo-
morphic. Moreover, in the case (H), if |σ(f˜)| ≥ 1, and in the case (NN) the above
r coordinates in V¯f˜ can be chosen among the critical values V1, ..., Vq′−1, while in
the case (ND) they can be chosen among the critical values V1, ..., Vq′−2.
Let us consider a particular case of Theorem 7, which corresponds to maps with
the maximal number of non-repelling periodic orbits. Namely, assume that the
number of such orbits is r = q = q′. Then [f ] has necessarily a repelling fixed
point, i.e. we are in the case (H). Therefore, the map [.]ρ depends on ρ1, ..., ρq only.
It has an invariance property as follows. Suppose that [ρ1, ...ρq]ρ = [ρ
′
1, ..., ρ
′
q]ρ, for
two vectors of the multipliers (ρ1, ...ρq), (ρ
′
1, ...ρ
′
q), which correspond to maps g, g
′
respectively. It is clear that then g and g′ are conjugate by a Mobius transformation
M . In turn, it defines a permutation π of 1, ..., q in the collection O1, ..., Oq : M
maps a periodic orbit Oj(g) of g to the periodic orbit Oπ(j)(g
′) of g′. Then the
invariance property is: ρ′π(j) = ρj , j = 1, ..., q. It has an interesting consequence:
In the above set up r = q = q′, i.e., if the number of non-repelling periodic
orbits with the multipliers different from 1 is equal to the number of different
critical values, the map [.]ρ is locally injective in each coordinate ρj , j = 1, ..., q.
Indeed, if [ρ1, ρ2, ...ρq]ρ = [ρ
′
1, ρ2, ...ρq]ρ, then there is a permutation π as above.
We have: if π(1) = 1, then ρ′1 = ρ1, and otherwise ρ1 = ρπ(1) = ρπ2(1) = ... =
ρπl−1(1), where l ≥ 1 is minimal so that π
l(1) = 1. But π(πl−1(1)) = 1, hence,
ρ′1 = ρπl−1(1) = ρ1.
Let us find the degree of the map [.]V . We fix the manifold Λf˜ in a small
enough neighborhood of f˜ in such a way, that it is projected onto a neighborhood
of [f ] in Modf . Denote by |A| the number of points in a set A (a priori, |A| could
be infinite). Given a rational function g, we denote by Aut(g) the finite group
of Mobius transformations that commute with g. For g ∈ Λf˜ , denote by M(g)
the set of Mobius transformations M , such that M−1 ◦ g ◦M ∈ Λf˜ . Obviously,
if M ∈ M(g) and K ∈ Aut(g), then K ◦M ∈ M(g). It follows, |Aut(g)| divides
|M(g)|. The quantity |M(g)|/|Aut(g)| is precisely the number of different maps
ψ ∈ Λf˜ , such that ψ ∈ [g].
Claim. Let g ∈ Λf˜ . Then |M(g)| is finite and equal to
|M(g)| = Dg :=
∑
P∈Aut(f˜)
Lg(P (∞)),
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where Lg(Z) is the number of geometrically different fixed points of g near a fixed
point Z of f˜ . Consequently, the number of different maps ψ ∈ Λf˜ , such that
ψ ∈ [g], is equal to
Dg
|Aut(g)| .
We will not prove it here (and will not use it in the paper) although the
consideration behind the proof is quite clear. Namely, for every P ∈ Aut(f˜) and
every fixed point Zg of g which is near P (∞) there is one and only oneM ∈M(g),
such that M(∞) = Zg and M is close to P .
We have the bound: |M(g)| ≤ |Aut(f˜)|Lm, where Lm is the maximal number
of fixed points that can appear from the fixed point ∞ of the map f˜ under a
perturbation of the map. Let us be more precise. For every P ∈ Aut(f˜), the
point P (∞) is a fixed point of f˜ with the same multiplier as at ∞. We have:
1 ≤ Lg(P (∞)) ≤ Lm, where Lm = 1 in the case σ(f˜) 6= 1, and, if σ(f˜) = 1, the
Lm ≥ 2 is defined by: f˜(z) = z + b/z
Lm−2 + ..., z → ∞, with b 6= 0. Let us call
the number Lm the multiplicity of the fixed point. It is defined similarly for any
fixed point with the multiplier 1.
Let us discuss briefly several cases. Assume first that σ(f˜) 6= 1. Then |M(g)| =
|Aut(f˜)| (hence, independent of g ∈ Λf˜ ). If, additionally, Aut(f) = {I}, then [.]V
is injective. On the other hand, if σ(f˜) = 1 , let us assume that g is non-degenerate,
in a sense, that, firstly, Aut(g) is trivial, and, secondly, Lg(P (∞)) = Lm, i.e. g
has the maximal number of fixed points near P (∞), for every P ∈ Aut(f˜). Then
the number of different maps ψ ∈ Λf˜ , such that ψ ∈ [g], is maximal and equal to
|M(g)| = |Aut(f˜)|Lm.
Let us come back to the general case. As g changes and different ψ ∈ [g] from
Λf˜ collide, this corresponds either to a collision of fixed points of g near some
P (∞) or to the appearence of new maps in the group Aut(g). To be more specific,
given g ∈ Λf˜ , define an equivalence relation in the set of all fixed points of g near
the set Z¯ = {P (∞)}P∈Aut(f˜ ) as follows: two points x, y ∈ Z¯ are equivalent if and
only if there exists K ∈ Aut(g) so that y = K(x). To every equivalence class in
Z¯ there corresponds one and only one map ψ ∈ [g], such that ψ ∈ Λf˜ . We define
the multiplicity of ψ as the sum of the multiplicities of all fixed points of g in this
equivalence class (note that the multiplicities of all fixed points of the same class
are equal). With this definition, we have (without any restriction on f˜): for every
g ∈ Λf˜ , the total number of ψ ∈ [g] in Λf˜ each counted with its multiplicity is
equal to |Aut(f˜)|Lm.
Quadratic rational maps. For a degree two rational function f , p¯′ = (1, 1)
and q′ = 2, hence, Rat2 = Rat
f is the set of all quadratic rational maps, and
Mod2 =Mod
f is the space of orbits of the quadratic maps by Mobius conjugations.
It is easy to check that the degree of the map [.]V takes values 1, 2, or 6. The spaces
Rat2 and Mod2 have been studied intensively, see [31], [32], [33], [25]. Global
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coordinates in Mod2 are introduced in [25]. It turnes out Mod2 is isomorphic to
C2. The problem of multipliers as coordinates for hyperbolic (and some neutral)
degree 2 rational maps is settled in [31]. Theorem 6 allows us to deal with not
necessary hyperbolic maps. Let us state its corollary for degree two.
Suppose f is a rational function of degree 2 that has a periodic orbit O with
the multiplier ρ, such that |ρ| ≤ 1. If ρ = 0, assume that the orbit O contains a
single critical point. If ρ = 1, assume that O is not degenerate (i.e. each point
of O has only one attracting petal) and, moreover, if f is conjugate to z2 + 1/4,
then O is not its neutral fixed point. Then, after a Mobius change of coordinates,
f(z) = σz +m + O(1/z) and O 6= ∞, and also one of the (two) different critical
values v1, v2 of f , say, v2 is not zero. Moreover, if σ 6= 1, one can further assume
that m = 0. As usual, the multiplier ρ is a function of σ,m, v1, v2 (for the moduli
space, one can keep m and v2 fixed though, see the general discussion above).
Corollary 5.1 For ρ 6= 1, the vector (∂ρ/∂σ, ∂ρ/∂v1) is not zero, and for ρ = 1,
the vector (∂ρˆ/∂σ, ∂ρˆ/∂v1) is not zero. Moreover, under the condition |σ| ≥ 1
(i.e., the fixed point at ∞ is not repelling), we have:
∂ρ/∂v1 6= 0
for ρ 6= 1, and
∂ρˆ/∂v1 6= 0
for ρ = 1.
6 Theorem 5: an outline of the proof
First, we prove Theorem 5 for maps f in the space Sd, that is, assuming that
every critical point of f is simple and every critical values is finite. It will occupy
most of the rest of the paper. Then we prove Theorem 5 for multiple critical
points still assuming that every critical value is finite. For this, we use a kind of
a limit procedure, see Sect. 9. Finally, to complete the proof of Theorem 5, we
send some of the critical values to ∞, see Sect. 10. So, assume (until Sect. 9) that
f ∈ Sd. Since ρ is a holomorphic function in v¯, it is enough to prove the formulae
of Theorem 5 for ρ 6= 0.
The identity. We will use the same identity of Theorem 3.
Reduction to the hyperbolic case. Here we show that in order to prove
Thoerem 5 for any f ∈ Sd, it is enough to prove it only for those f from Sd that
satisfy the following conditions:
(1) f is a hyperbolic map, and ∞ is an attracting fixed point, i.e., |σ| > 1,
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(2) f has no critical relations,
(3) O is an attracting periodic orbit of f .
Indeed, assume that Theorem 5 holds for this open subset of maps from Sd.
Given now any f ∈ Sd as in Theorem 5, we find a real analytic path gt, t ∈ [0, 1],
in Sd, which has the following properties: (i) g0 = f , (ii) g1 satisfies conditions (1)-
(3), (iii) the analytic continuation Ot (a periodic orbit of gt) of the periodic orbit
O along the path is well-defined (i.e. the multiplier of Ot is not 1 for t ∈ [0, 1]),
and O1 (the periodic orbit of g1) is attracting.
Denote by ∆(z, f) the difference between the left and the right hand sides
of (51). It is an analytic function in f in a neighborhood of every point g¯t, t ∈ [0, 1].
On the other hand, by the assumption, it is identically zero in a neighborhood of
g¯1. By the Uniqueness Theorem for analytic functions, ∆(z, f¯) = 0.
Let us show that the path gt as above exists. We first connect f to the map
p0 : z 7→ z
d through a path γ0 of the form [f, p0] (see Subsect. 5.1), so that the
analytic continuation of the periodic orbit O of f along this path exists, and O
turns into a periodic orbit Q of p0. Then we proceed by a real analytic path cQ
in the parameter plane of pc(z) = z
d + c that turns Q into an attracting periodic
orbit of some pc. Finally, we find the desired path gt in Sd in a neighborhood of
cQ ◦ γ0.
Hyperbolic maps Here we describe how to prove Theorem 5 for the maps
f ∈ Sd that satisfy the conditions (1)-(3) of the previous paragraph. Similar to the
polynomial case, let ν(z, t) be an analytic family of invariant Beltrami coefficients
in the Riemann sphere, and ν(z, 0) = 0. (We do not assume that ν(z, t) = 0 for
z near ∞ though.) In turn, let ht be an analytic family of quasiconformal home-
omorphism in the plane that fix ∞, so that ht has the complex dilatation ν(z, t),
and h0 = id. Then ft = ht ◦ f ◦ h
−1
t is an analytic family of rational functions.
Moreover, ft ∈ Sd, and Ot = ht(O) the corresponding attracting periodic orbit of
ft. Denote by ρ(t) its multiplier, and by vj(t) = ht(vj) the set of finite critical
values of ft. Besides, ft(z) = σ(t)z + m(t)z + O(
1
z ). Note that the functions
σ(t), m(t), ρ(t), and vj(t) are analytic in t, and σ(0) = σ, m(0) = m, ρ(0) = ρ,
vj(0) = vj. Starting with Theorem 3, we derive:
Theorem 8 For f ∈ Sd,
ρ′(0)
ρ
= Γ2
σ′(0)
σ
+
Γ1
σ
m′(0) +
2d−2∑
j=1
Ljv
′
j(0), (68)
where Γ1 and Γ2 are defined by the expansion at infinity:
A(z) =
Γ1
z
+
Γ2
z2
+O(
1
z3
).
In the course of the proof we calculate σ′(0) and m′(0).
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Concluding argument. We are going to compare (68) to the following obvi-
ous identity:
ρ′(0) =
∂ρ
∂σ
σ′(0) +
∂ρ
∂m
m′(0) +
2d−2∑
j=1
∂ρ
∂vj
v′j(0). (69)
The proof will be finished once we will show that the vector
{σ′(0),m′(0), v′1(0), ..., v
′
2d−2(0)}
can be taken arbitrary inC2d. To this end, for every vector v¯′ = {σ′,m′, v′1, ..., v
′
2d−2} ∈
C2d of initial conditions there exists an analytic family ft of rational maps from Sd
with the critical values v1(t), ..., v2d−2(t), such that ft(z) = σ(t)z +m(t) + O(
1
z ),
and σ′(0) = σ′, m′(0) = m′, v′j(0) = v
′
j, for 1 ≤ j ≤ 2d − 2. Indeed, this is an
immediate consequence of Proposition 3 for f ∈ Sd, where one can simply take
locally v¯(t) = v¯ + tv¯′, and find by the inverse holomorphic correspondence v¯ 7→ f¯
the corresponding local family ft, such that f0 = f . Since f is hyperbolic and has
no critical relations, the following fundamental facts hold: every nearby map ft is
conjugate to f by a quasiconformal homeomorphism ht, and ht can be chosen to
be analytic in t. Furthermore, the complex dilatations of ht form a family ν(z, t)
as described above. For f ∈ Sd and without critical relations, this is an immediate
corollary of [29], Theorem 7.4, and [2], Theorem 3. This shows that the vector
{σ′(0),m′(0), v′1(0), ..., v
′
2d−2(0)} can be chosen arbitrary, and, hence, proves that
Theorem 8 implies Theorem 5.
7 Proof of Proposition 3
We present two proofs of this basic fact. The first proof uses general properties of
analytic sets, and it is very similar to the proof of Proposition 1. The second one
is a direct and nice construction of the (local) inverse map δ−1 with help of quasi-
conformal surgery. We use an idea by Eremenko and follow essentially [8], where
it is done for polynomials and for a single critical value. It gives an alternative
proof of Proposition 1 as well.
Both proofs start as follows. Denote Λ = Λd,p¯′ . The map f has a critical point
c of multiplicity m ≥ 1 with a finite critical value v = f(c) if and only if c satisfies
the following conditions: f ′(c) = 0, ..., f (m)(c) = 0, f (m+1)(c) 6= 0. From the
latter two conditions, one can express c as a local holomorphic function c = φm(f¯)
of the vector of the coefficients f¯ ∈ C2d. This determines m−1 algebraic equations
Ψk,m(f¯) = 0, where Ψk,m(f¯) = f
(k)(φm(f¯)), k = 1, ...,m − 1. If the critical value
v is infinite, the conclusion is the same (considering 1/f), and we will use similar
notations in this case as well. Denote Ψ¯(f¯) = {Ψk,mj(f¯) = 0}
j=p′,k=mj
j=1,k=1 . Thus the
analytic set Λ in C2d is determined by the following 2d − 2 − p′ equations of the
vector f¯ ∈ C2d: Ψ¯k,mj(f¯) = 0.
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Secondly, we have the map δ : Λ → Cp
′+2 defined by δ(f¯) = v¯. It can be
represented as the restriction on Λ of the following map (denoted by δ˜), which is
(locally) holomorphic in f¯ ∈ C2d:
δ˜(f¯) = {σ(f¯),m(f¯), f(φm1(f¯)), ..., f(φmp(f¯)), 1/f(φmp+1(f¯)), ..., 1/f(φmp′ (f¯))}.
As δ : Λ→ Cp
′+2 has a holomorphic extension δ˜, it is enough to prove the following
claim: the map δ : Λ → Cp
′+2 maps a neighborhood in Λ of every f¯0 ∈ Λ onto a
neighborhood in Cp
′+2 of the point δ(f¯0) and has a local holomorphic inverse δ
−1.
We present two proofs of this claim.
7.1 First proof
It is similar to the proof of Proposition 1, see Sect. 3.1. The following lemma is
crucial:
Lemma 7.1 The map δ : Λ → Cp
′+2 is injective in a neighborhood of every
f¯0 ∈ Λ.
The proof of this Lemma is almost identical to the proof of the injectivity of the
map π in Proposition 1, so we omit it.
Next, we use the following well-known statement about analytic sets. Its par-
ticular case (for r = l) was used to prove Proposition 1.
Proposition 5 Let U be a ball in Cl, and let E be an analytic set in U , which is
defined as the set of common zeros of l − r holomorphic functions in U , for some
0 < r ≤ l. Assume g : U → Cr is a holomorphic map, which is injective on E.
Then g(E) is an open set in Cr and g : E → Cr has a holomorphic inverse on
this set.
Proposition 3 follows immediately from Lemma 7.1 and Proposition 5, if we set
l = 2d, r = p′ + 2, g = δ˜, U to be a ball around f¯0 ∈ Λ, where δ is injective on Λ,
and E = Λ ∩ U .
It remains to prove the above Proposition 5. Consider the restriction g|E of
the holomorphic map g : U → Cr on E. Since g is injective on E, every point
z0 ∈ E is obviously an isolated point in the set g|
−1
E (g(z0)). Therefore (see e.g. [38],
Chapter 4, Theorem 6B), for some neighborhood W of z0, the set F := g(E ∩W )
is analytic, and the dimension of F at the point g(z0) is equal to the dimension of
E at z0. On the other hand, the dimension of E at each point is at least r because
E is defined in Cl by l − r equations ([38], Chapter 2, Theorem 12G). Hence, as
the analytic set F lies in Cr and its dimension is at least r, it is equal to r and F
is a neighborhood of g(z0) in C
r. Thus g(E) is open in Cr. Now, the map g|−1E is
well-defined on this open set, and it is analytic in a neighborhood of the image of
every regular point of E. On the rest of the points, which form an analytic set of
smaller dimension, g|−1E is locally bounded. By the extended Riemann removable
singularity theorem, g|−1E is holomorphic everywhere.
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7.2 Second proof
Let f0 ∈ Λd,p¯′ and v¯(f0) = δ(f¯0) = {σ0,m0, v
0
1 , ..., v
0
p , 0, ..., 0}. We prove the
existence of a local holomorphic inverse δ−1 by constructing a rational function
f ∈ Λd,p¯′ with a prescribed v¯ = v¯(f) so that v¯ is close to v¯(f0) and f¯ depends
holomorphically on v¯. To this end, choose small (in the spherical metric) pairwise
disjoint disks Bk, k = 1, ..., q0, centered at the critical values of f0. Let Dj, j =
1, ..., p′, be the components of f0-preimages of all Bk on which f0 is not one-to-one.
Each Dj is small (in the Euclidean metric) and contains one and only one critical
point c0j of f0. Given any vector v¯ = {σ,m, v1, ..., vp, v
∗
p+1, ..., v
∗
p′} close to v¯(f0),
and given 1 ≤ j ≤ p′, one can choose a diffeomorphism φj of the Riemann sphere,
which satisfies the following conditions: (1) φj(z) depends on z and vj only, and
φj is the identity outside of the ball Bk(j) = f0(Dj), (2) φj(v
0
j ) = vj, if j = 1, ..., p,
and φj(∞) = 1/v
∗
j , if j = p + 1, ..., p
′, and (3) φj depends holomorphically on
vj, if j = 1, ..., p, and on v
∗
j , if j = p + 1, ..., p
′. Such φj can be constructed, for
example, as in [8]. First, for a disk B = B(a, r), set χB(z) to be 0, if z /∈ B, and
χB(z) = (1−|z−a|
2/r2)2, if z ∈ B. Define φB,b(z) = z+(b−a)χB(z). If |b−a| is
small enough, then φB,b is a diffemorphism of C, such that φB,b(a) = b. For a disk
B = B∗(R) around∞, we denote B0 = B(0, 1/R) and set φB,b = J ◦φB0,1/b ◦J
−1,
where J(z) = 1/z. Now we can define: φj = φBk(j),vj for 1 ≤ j ≤ p, and
φj = φB∞,1/v∗j for p + 1 ≤ j ≤ p
′, where B∞ is the disk centered at ∞, which is
among Bk (provided p < p
′).
Now, define a new function f∗, such that f∗(z) = f0(z) outside of all Dj and
f∗(z) = φj(f0(z)) if z ∈ Dj . Note that f
∗ = f0 in a definite neighborhood of ∞.
Also, f∗(z) depends holomorphically on v¯ for every z, and f∗ → f0, as v¯ → v¯(f0),
uniformly on the Riemann sphere. The map f∗ is a degree d smooth map of
the Riemann sphere with the critical values at v1, ..., vp, 1/v
∗
p+1, ..., 1/v
∗
p′ and with
the same expansion at ∞: f∗(z) = σ0z + m0 + O(1/z). Let µ =
∂f∗
∂z¯ /
∂f∗
∂z . As
||µ||∞ < 1, there exists a quasiconformal homeomorphism of the sphere ψ, such
that the complex dilatation of ψ is µ, in particular, it is holomoprhic near infinity,
and normalized by ψ(z) = a˜z + b˜ + O(1/z) with any prescribed a˜ 6= 0, b˜. To be
more precise, if ψµ(z) is the normalized quasiconformal map as in the beginning
of Sect. 3.4, then ψµ(z) = ρz + k+O(1/z) at ∞, and we define ψ = aψµ + b with
a = σ0/(σρ) and b = (m0−m)/σ−σ0k/(σρ). For every z, ψ
µ(z) is holomorphic in
v¯, and, it follows, that ρ, k depend holomorphically on v¯, too. Therefore, ψ(z) is
also holomorphic in v¯. Finally, define f = f∗ ◦ψ−1. Then f is rational. Moreover,
a, b are chosen so that f(z) = σz +m + O(1/z). It is easy to see that f(z) is a
continuous function of v¯, and f = f0 for v¯ = v¯(f0). Furthermore, f(z) depends
holomorphically on each variable σ,m, v1, ..., for every z. One can check this as
in [8]: we differentiate the identity f ◦ ψ = f∗ by ∂¯σ, ∂¯m, ∂¯v1, ... and take into
account that ψ, f∗ are holomorphic in v¯. Thus f ∈ Λd,p¯′ , v¯(f) = v¯, and f(z)
depends on v¯ holomorphically for every z. Since f0(z) = σ0z+m0+P0(z)/Q0(z),
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where the polynomials P0 and Q0 have no common roots, this implies that the
vector f¯ of the coefficients of f depends holomorphically on v¯ as well. It defines a
local holomorphic inverse δ−1. By the above, we are done.
8 Proof of Theorem 8
8.1 Beltrami coefficients.
As it has been mentioned already, we derive the theorem with help of quasicon-
formal deformations. Let f ∈ Sd, and satisfy the conditions (1)-(3) of Sect. 6.
Let ν(z, t) be an analytic family of invariant Beltrami coefficients in the Riemann
sphere, such that ν(z, 0) = 0. As ν(z, t) is differentiable at t = 0, ν(z, t) =
tµ(z) + tǫ(z, t), where ||ǫ(z, t)||∞ → 0 as t → 0. We have seen µ is invariant
by f , too. Let ht be an analytic family of quasiconformal homeomorphisms in
the plane that fix ∞, so that ht has the complex dilatation ν(z, t), and h0 = id.
Then ft = ht ◦ f ◦ h
−1
t ∈ Sd is an analytic in t family, and Ot = ht(O) the
corresponding attracting periodic orbit of ft. Let ρ(t) denote its multiplier, and
vj(t) = ht(vj) the critical values of ft. Define also σ(t), m(t) by the expansion
ft(z) = σ(t)z +m(t)z +O(1/z) as z →∞.
8.2 Speed of the multiplier.
Lemma 8.1
ρ′(0)
ρ
= −
1
π
lim
C→{b}
∫
C
µ(z)
(z − b)2
dσz, (70)
where C is a fundamental region near b ∈ O.
σ′(0)
σ
=
1
π
lim
C∞→{∞}
∫
C∞
µ(z)
z2
dσz, (71)
where C∞ is a fundamental region near ∞.
The first equality is the content of Lemma 3.2. The (71) can be obtained from (70)
by the change of variable z 7→ 1/z.
8.3 Adjoint identity.
We want to integrate the identity
A(z) − (TA)(z) =
2d−2∑
j=1
Lj
z − vj
. (72)
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against the f -invariant Beltrami form µ. One cannot do this directly, because A is
not integrable at the points of the periodic orbit O as well as at ∞ (if µ 6= 0 near
∞). To deal with this, for every small r > 0 and big R, consider the domain Vr,R
to be the plane C with the following sets deleted: f(B∗(R)) and B(b1, r) union
with f−kbn−k+1(B(b1, r)), for k = 1, ..., n − 1, where f
−k
bn−k+1
is a local branch of f−k
taking b1 ∈ O to bn−k+1. In other words,
Vr,R = C \ {f(B
∗(R)) ∪B(b1, r) ∪
n−1
k=1 f
−k
bn−k+1
(B(b1, r))}.
Then A is integrable in Vr,R, and, therefore,∫
Vr,R
TA(z)µ(z)dσz =
∫
f−1(Vr,R)
A(z)µ(z).
Now, f−1(Vr,R) = Vr,R \ (Cr ∪C
∗
R ∪∆r ∪∆
∗
R), where Cr = f
−n
b1
(B(b1, r)) \B(b1, r)
is a fundamental region near b1, and C
∗
R = B
∗(R) \ f(B∗(R)) is a fundamental
region near infinity (defined by the local branches f−nb1 that fixes b1 and f
−1
∞ that
fixes ∞ resp.), and, in turn, ∆r and ∆
∗
R are open set which are away from O
and ∞, and which shrink to a finitely many points as r → 0 and R → ∞ resp.
Therefore,
∫
Vr,R
(A(z)−TA(z))µ(z)dσz =
∫
Cr
A(z)µ(z)dσz+
∫
C∗
R
A(z)µ(z)dσz+or(1)+o
∞
R (1).
(73)
Here and below little-o notation mean that or(1)→ 0 as r → 0 and o
∞
R (1)→ 0 as
R→∞. It is easy to see that
∫
Cr
A(z)µ(z)dσz =
∫
Cr
µ(z)
(z − b1)2
dσz + or(1)
and ∫
C∗
R
A(z)µ(z)dσz = Γ1
∫
C∗
R
µ(z)
z
+ Γ2
∫
C∗
R
µ(z)
z2
+ o∞R (1),
where Γ1, Γ2 are defined by the expansion A(z) = Γ1/z + Γ2/z
2 + O(1/z3) at
infinity. Thus,
∫
Vr,R
(A(z)−TA(z))µ(z)dσz =
∫
Cr
µ(z)
(z − b1)2
dσz+Γ1
∫
C∗
R
µ(z)
z
dσz+Γ2
∫
C∗
R
µ(z)
z2
dσz+or(1)+o
∞
R (1).
(74)
The identity (72) then gives us:
∫
Cr
µ(z)
(z − b1)2
dσz+Γ1
∫
C∗
R
µ(z)
z
dσz+Γ2
∫
C∗
R
µ(z)
z2
dσz+or(1)+o
∞
R (1) =
2d−2∑
j=1
Lj
∫
Vr,R
µ(z)
z − vj
dσz
(75)
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Lemma 8.1 allows us to pass to the limit as r → 0:
− π
ρ′(0)
ρ
+ Γ1
∫
C∗
R
µ(z)
z
dσz + Γ2
∫
C∗
R
µ(z)
z2
dσz + o
∞
R (1) =
2d−2∑
j=1
Lj
∫
VR
µ(z)
z − vj
dσz,
(76)
where
VR = C \ f(B
∗(R)).
By the same Lemma 8.1, in the equation (76) one can write the asymptotics as
R→∞. We get:
− π
ρ′(0)
ρ
+ Γ2π
σ′(0)
σ
+ Γ1
∫
C∗
R
µ(z)
z
dσz + o
∞
R (1) =
2d−2∑
j=1
Lj
∫
VR
µ(z)
z − vj
dσz. (77)
Speed of critical values. Now we want to express the integral of µ(z)/(z−vj)
via v′j(0). The difference with the polynomial case is that µ does not vanish at
infinity anymore. Let ψt be the quasiconformal homeomorphism of the plane with
the complex dilatation ν(z, t), that fixes 0, 1 and ∞. As ht has the same complex
dilatation and fixes ∞ too, we have: ht = a(t)ψt + b(t), where a, b are analytic in
t, and a(0) = 1, b(0) = 0. Using (40)-(42), we can write
v′j(0) = a
′(0)vj+b
′(0)−
1
π
∫
VR
µ(z)
z − vj
dσz−
1
π
∫
VR
µ(z)(
vj − 1
z
−
vj
z − 1
)dσz+o
∞
R (1).
(78)
From this and (76), we obtain, then,
ρ′(0)
ρ
= Γ2
σ′(0)
σ
+
2d−2∑
j=1
Ljv
′
j(0) + ∆, (79)
where
∆ = −b′(0)
2d−2∑
j=1
Lj − a
′(0)
2d−2∑
j=1
vjLj+
lim
R→∞
{
Γ1
π
∫
C∗
R
µ(z)
z
dσz −
1
π
∫
VR
µ(z)
z
dσz
2d−2∑
j=1
Lj −
1
π
∫
VR
µ(z)
z(z − 1)
dσz
2d−2∑
j=1
vjLj}.
Let us find connections between Γ1, Γ2, and Lj, vj :
Lemma 8.2
σ − 1
σ
Γ1 =
2d−2∑
j=1
Lj,
m
σ
Γ1 = −
2d−2∑
j=1
vjLj . (80)
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Proof. By definition, A(z) = Γ1/z + Γ2/z
2 + O(1/z3). If a point e of the plane
is such that f(e) = ∞, and w is close to e, so that z = f(w) is close to ∞, then
it is easy to check that f ′(w) ∼ Cz2 as z → ∞, where C 6= 0. We see that the
asymptotics of TA(z) at ∞ up to 1/z2 is defined by the preimage w∞ of z, which
is close to ∞. In turn, w∞ = (z −m)/σ +O(1/z). It gives us:
TA(z) =
Γ1
σ
1
z
+ (Γ2 +
mΓ1
σ
)
1
z2
+O(
1
z3
). (81)
Therefore,
A(z)− TA(z) =
σ − 1
σ
Γ1
1
z
−
mΓ1
σ
1
z2
+O(
1
z3
). (82)
Comparing the latter asymptotics with the asymptotics at ∞ of
∑
j
Lj
z−vj
, we get
the statement.

Note that (81)-(82) will be used also later on in the proof of Theorem 6.
Let us continue. In view of the latter connections, we can write that
∆ =
Γ1
σ
∆0, (83)
and
∆0 = ma
′(0)−(σ−1)b′(0)+
1
π
lim
R→∞
{σ
∫
C∗
R
µ(z)
z
dσz−(σ−1)
∫
VR
µ(z)
z
dσz+m
∫
VR
µ(z)
z(z − 1)
dσz},
(84)
where
VR = C \ f(B
∗(R)), C∗R = B
∗(R) \ f(B∗(R)).
Our aim is to show that
∆0 = m
′(0).
Evaluation of m′(0). Here we solve the following general problem: calculate
m′(0), where ft = ht ◦ f ◦ h
−1
t is the quasiconformal deformation of f , such that
ft(z) = σ(t)z + m(t) + O(1/z) at ∞. (Note that σ
′(0) has been calculated in
Lemma 8.1.) We get from ft ◦ ht = ht ◦ f , that ft(z) = f(z) + tV (z) +O(t
2) with
V (z) = a′(0)(f(z) − zf ′(z)) + b′(0)(1 − f ′(z)) + κ(f(z)) − f ′(z)κ(z), (85)
and
κ(z) =
∂ψt
∂t
|t=0(z) = −
1
π
∫
C
µ(w)
z(z − 1)
w(w − 1)(w − z)
dσw. (86)
40
Using the asymptotics of f at ∞, we proceed:
V (z) = ma′(0) + (1− σ)b′(0) + κ(f(z))− f ′(z)κ(z) +O(
1
z
). (87)
Note that V is a rational function of z. In particular, it is meromorphic at ∞.
Therefore,
m′(0) =
1
2πi
∫
|z|=R
V (z)
z
dz = ma′(0)+(1−σ)b′(0)+
1
2πi
∫
|z|=R
κ(f(z))− f ′(z)κ(z)
z
dz,
(88)
for every R large enough. Now we need to calculate
J =
1
2πi
∫
|z|=R
κ(f(z)) − f ′(z)κ(z)
z
dz. (89)
By (86) and Fubini’s theorem:
J = −
1
π
∫
C
µ(w)
w(w − 1)
dσw
1
2πi
∫
|z|=R
1
z
[
f(z)(f(z)− 1)
w − f(z)
−
f ′(z)z(z − 1)
w − z
]dz. (90)
Denote the internal integral
I(w,R) =
1
2πi
∫
|z|=R
F (z, w)dz, (91)
where
F (z, w) =
1
z
[
f(z)(f(z) − 1)
w − f(z)
−
f ′(z)z(z − 1)
w − z
]. (92)
For a large (but fixed!) R, we calculate I(w,R) for different w using the Residue
Theorem. First, it is easy to check that, as z →∞,
F (z, w) =
1
z
w[f(z)(f(z) − 1)− f ′(z)z(z − 1)] + [f ′(z)f(z)z(z − 1)− zf(z)(f(z)− 1)]
(w − f(z))(w − z)
=
=
(σ − 1)(w − 1)−m
z
+O(
1
z2
).
Therefore,
I(w,R) = [(σ − 1)(w − 1)−m]−
∑
|z|>R
ResF (z, w). (93)
The result depends on the position of w.
(i) If |w| < R, then F (z, w) has no singular points for |z| ≥ R. Therefore,
I(w,R) = (σ − 1)(w − 1)−m. (94)
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(ii) If |w| > R and w ∈ C \ f(B∗(R)), then F (z, w) has a single singular point
in |z| > R at z = w. Therefore,
I(w,R) = [(σ − 1)(w − 1)−m]− f ′(w)(w − 1) = −(w − 1)−m+O(
1
w
). (95)
(iii) If w ∈ f(B∗(R)), then F (z, w) has two singular points in |z| > R: at z = w
and at a unique z = zw in this domain, such that f(zw) = w. Therefore,
I(w,R) = [(σ − 1)(w − 1)−m]− f ′(w)(w − 1) +
w(w − 1)
zwf ′(zw)
. (96)
We have: zw = (w−m)/σ+O(1/w) so, hence, after some straightforward manip-
ulations,
I(w,R) = [(σ − 1)(w − 1)−m]− f ′(w)(w − 1) +
w(w − 1)
zwf ′(zw)
= O(
1
w
). (97)
With help of (i)-(iii), we calculate
J = −
1
π
∫
C
µ(w)
w(w − 1)
I(w,R)dσw = J1 + J2 + J3 (98)
as follows.
J1 = −
1
π
∫
|w|<R
µ(w)
w(w − 1)
[σ − 1)(w − 1)−m]dσw =
−
1
π
(σ − 1)
∫
|w|<R
µ(w)
w
dσw +
1
π
m
∫
|w|<R
µ(w)
w(w − 1)
dσw,
and
J2 = −
1
π
∫
B∗(R)\f(B∗(R))
µ(w)
w(w − 1)
[−(w − 1)−m+O(
1
w
)]dσw =
1
π
∫
B∗(R)\f(B∗(R))
µ(w)
w
dσw+
m
π
∫
B∗(R)\f(B∗(R))
µ(w)
w(w − 1)
dσw+
∫
B∗(R)\f(B∗(R))
O(
1
w3
)dσw,
and, at last,
J3 = −
1
π
∫
f(B∗(R))
µ(w)
w(w − 1)
O(
1
w
)dσw =
∫
f(B∗(R))
O(
1
w3
)dσw.
Since J is independent on R, we can write then:
m′(0) = ma′(0)+(1−σ)b′(0)−
1
π
lim
R→∞
{(σ−1)
∫
|w|<R
µ(w)
w
dσw−
∫
B∗(R)\f(B∗(R)
µ(w)
w
dσw−
m
∫
|w|<R
µ(w)
w(w − 1)
dσw −m
∫
B∗(R)\f(B∗(R))
µ(w)
w(w − 1)
dσw}.
In other words, we have proved:
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Lemma 8.3
m′(0) = ma′(0) + (1− σ)b′(0)+
1
π
lim
R→∞
{−(σ−1)
∫
C\f(B∗(R))
µ(w)
w
dσw+m
∫
C\f(B∗(R))
µ(w)
w(w − 1)
dσw+σ
∫
B∗(R)\f(B∗(R))
µ(w)
w
dσw}.
If we compare the latter expression for m′(0) to the expression (84) for ∆0,
we see that ∆0 = m
′(0). This finishes the proof of Theorem 8, and, therefore,
Theorem 5, for f ∈ Sd.
9 More generality: multiple critical points
yet finite critical values
Let f ∈ Λd,p¯, and assume that all critical values of f are finite: if cj are all
different critical points of f , then vj = f(cj) 6=∞, 1 ≤ j ≤ p. As usual, mj is the
multiplicity of cj . By Theorem 3, we have:
B(z)− (TB)(z) =
p∑
j=1
L˜j
z − vj
, (99)
where
L˜j = −
1
(mj − 1)!
dmj−1
dwmj−1
|w=cj(
B(w)
Qj(w)
), (100)
where, in turn, Qj is a local analytic function near cj defined by f
′(z) = (z −
cj)
mjQj(z), so that Qj(cj) 6= 0. What we need to check is that
L˜j =
∂ρ
∂vj
. (101)
Without loss of generality, j = 1. The idea is as follows. Using the coordinates
v¯(f), we consider a small analytic path ft through f in the space Λd,p¯, such that
only v1 changes along this path. Then we perturb each ft in such a way, that all
critical points of the perturbed map are simple, and apply Theorem 5 in the proven
case of simple critical points. Then we get an integral formula for the variation of
ρ along the path, which will imply (101).
Let us do the required analytic work. By Proposition 3, there exists a family
{ft} of maps from Λd,p¯ of a complex parameter t, |t| < δ, where δ > 0 is small,
such that f0 = f and, for every t, v¯(ft) = {σ,m, v1+ tδ, v2, ..., vp}. Denote by cj(t)
a critical point of ft, the continuation of the critical point cj . If δ is small enough,
the periodic orbit O of f extends holomorphically to a periodic orbit Ot of ft. We
perturb ft as follows: given ǫ with small enough modulus, define ft,ǫ(z) = ft(z)+ǫz.
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It is easy to see, that all critical points of ft,ǫ are simple, that is, ft,ǫ ∈ Sd. To
be more precise, for every |ǫ| 6= 0 small enough, to every critical point cj(t) of ft
there corresponds mj simple critical points cj,k(t, ǫ), k = 1, ...,mj , of ft,ǫ, so that
limǫ→0 cj,k(t, ǫ) = cj(t). Denote vj,k(t, ǫ) = ft,ǫ(cj,k(t, ǫ)). Furthermore, if δ, |ǫ| are
small, the periodic points of O extends to holomorphic functions of t, ǫ and form a
periodic orbit O(t, ǫ) of ft,ǫ. Its multiplier ρˆ(t, ǫ) is a holomorphic function in t, ǫ,
too. In particular, ρˆ(t, 0) = ρˆ(t), the multiplier of Ot for ft. We have:
ρˆ(t)− ρˆ(0) = lim
ǫ→0
{ρˆ(t, ǫ)− ρˆ(0, ǫ)}.
We fix ǫ 6= 0 and calculate ρˆ(t, ǫ) − ρˆ(0, ǫ) as follows. Since all critical points
of ft,ǫ are simple, then ρˆ(t, ǫ) is a holomorphic function ρ(v¯(ft,ǫ)) of v¯(ft,ǫ) =
{σ(t, ǫ),m(t, ǫ), {vj,k(t, ǫ)}j=1,...,p;k=1,...,mj}. Now, ft,ǫ(z) = (σ+ ǫ)z+m+O(1/z),
hence, σ(t, ǫ) = σ + ǫ,m(t, ǫ) = m.
We will denote by (z)t = ∂z/∂t. In particular, (σ)t(t, ǫ) = (m)t(t, ǫ) = 0. We
have:
ρˆ(t0, ǫ)− ρˆ(0, ǫ) =
∫ t0
0
(ρˆ)t(t, ǫ)dt =
∫ t0
0
(
∂ρ
∂σ
(σ)t(t, ǫ)+
∂ρ
∂m
(m)t(t, ǫ)+
p∑
j=1
mj∑
k=1
∂ρ
∂vj,k
(vj,k)t(t, ǫ))dt =
∫ t0
0
(
p∑
j=1
mj∑
k=1
∂ρ
∂vj,k
(vj,k)t(t, ǫ))dt.
By the proven formulae for ft,ǫ ∈ Sd,
∂ρ
∂vj,k
= −
BO(t,ǫ)(cj,k(t, ǫ))
ft,ǫ”(cj,k(t, ǫ))
.
Also,
(vj,k)t(t, ǫ) =
d
dt
ft,ǫ(cj,k(t, ǫ)) = (ft,ǫ)t(cj,k(t, ǫ))+f
′
t,ǫ(cj,k(t, ǫ))(cj,k)t(t, ǫ) = (ft,ǫ)t(cj,k(t, ǫ)).
Taking this into account, we can find r > 0 fixed and write:
ρˆ(t0, ǫ)− ρˆ(0, ǫ) = −
∫ t0
0
(
p∑
j=1
mj∑
k=1
BO(t,ǫ)(cj,k(t, ǫ))
ft,ǫ”(cj,k(t, ǫ))
(ft,ǫ)t(cj,k(t, ǫ)))dt =
−
∫ t0
0
(
p∑
j=1
1
2πi
∫
|w−cj(t)|=r
BO(t,ǫ)(w)
f ′t,ǫ(w)
(ft,ǫ)t(w)dw)dt.
Passing to a limit as ǫ→ 0, we obtain:
ρˆ(t0)− ρˆ(0) = −
∫ t0
0
(
p∑
j=1
1
2πi
∫
|w−cj(t)|=r
BOt(w)
f ′t(w)
(ft)t(w)dw)dt.
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It follows from ft(w) = vj(t) +O(w − cj(t))
mj+1, that
(ft)t(w) = (vj)t(t) +O(w − cj(t))
mj .
On the other hand, by the choice of ft, (v1)t(t) = 1 while (vj)t(t) = 0 for 2 ≤ j ≤ p.
Therefore,
ρˆ(t0)− ρˆ(0) =
∫ t0
0
L1(t)dt,
where
L1(t) = −
1
2πi
∫
|w−c1(t)|=r
BOt(w)
f ′t(w)
dw.
In the local coordinates of Λd,p¯ near f0 = f ,
ρ(σ,m, v1 + t0, v2, ..., vp)− ρ(σ,m, v1, ..., vp) =
∫ t0
0
L1(t)dt.
It yields immediately, that
∂ρ
∂v1
= −
1
2πi
∫
|w−c1|=r
B(w)
f ′(w)
dw = L1(0).
10 Finishing the proof of Theorem 5: the
case of infinite critical values
Let f0 ∈ Λd,p¯′ have some critical values equal to ∞, and O be a periodic orbit of
f0 with the multiplier different from 1. Without loss of generality one can assume
that f0 has different critical points c
0
1, ..., c
0
q′ , so that the critical values v
0
j = f0(c
0
j )
are finite for 1 ≤ j ≤ p < p′, and v0j =∞ for p < j ≤ p
′. As usual, mj denotes the
multiplicity of c0j . By Proposition 3, v¯(f) = (σ,m, v1, ..., vp, 1/vp+1, ..., 1/vp′ ) are
local coordinates in Λd,p¯′ in a neighborhood of v¯(f0) = (σ0,m0, v
0
1 , ..., v
0
p , 0, ..., 0) ∈
Cp
′+2. Therefore, f and ρ are holomorphic in v¯(f) in a neighborhood of v¯(f0). In
particular, for every 1 ≤ j ≤ p′, ∂ρ/∂vj is continuous in v¯(f) at v¯(f0). Consider
now a sequence fn ∈ Λd,p¯′ , such that all critical values of each fn are finite, and
v¯(fn)→ v¯(f0). Let On be the periodic orbit of fn, such that On → O as n→∞,
ρn the multiplier of On, and let Bn and Tn be the associated rational function for
On and the transfer operator for fn. Clearly, Bn → B, Tn → T , the corresponding
objects for f0. To prove Theorem 5 for f0, it remains to show two facts:
(a) ∂ρn/∂vj → 0, n→∞, for p < j ≤ p
′,
(b)
∂ρn
∂(1/vj)
= −vj(fn)
2 ∂ρn
∂vj
→
1
2πi
∫
|w−c0j |=r
B(w)
(1/f0)′(w)
dw
45
=
1
(mj − 1)!
dmj
dwmj
|w=c0j (
B
Qj
),
n→∞, for p < j ≤ p′, where (1/f0)
′(w) = (w − c0j )
mjQj(w).
Since vj(fn) → ∞, p < j ≤ p
′, then (a) follows from (b). To prove (b), let us
fix p < j ≤ p′. Then fix n, and denote c = cj(fn), m = mj , and Q, such that
f ′n(w) = (w − c)
mQ(w). As w → c, we can write
(fn(w))
2Bn(w)
(f ′n(w))
2
=
(fn(c) +O(w − c)
m+1)2Bn(w)
(w − c)m(Q(w))2
=
(fn(c))
2
(w − c)m(Q(w))2
+O(w− c).
Therefore, for rn > 0 small enough and every p < j ≤ p
′,
(vj(fn))
2 ∂ρn
∂vj
= −
1
2πi
∫
|w−cj(fn)|=rn
(fn(w))
2Bn(w)
f ′n(w)
dw.
For all n large, one can increase rn to a size, which is independent on n. Indeed,
fn → f0 in Λd,p¯′ . Hence, for a point w0 near cj(fn), if fn(w0) = ∞, then fn ∼
Cn/(w − w0), w → w0, and (fn(w))
2/f ′n(w) has no singularity at w0. This shows
that one can fix rn = r > 0. Then, for every p < j ≤ p
′ and fixed r, we can pass
to a limit as n→∞:
−vj(fn)
2 ∂ρn
∂vj
=
1
2πi
∫
|w−c0j |=r
(fn(w))
2Bn(w)
f ′n(w)
dw →
1
2πi
∫
|w−c0j |=r
(f0(w))
2B(w)
f ′0(w)
dw.
The proof of Theorem 5 is completed.
11 Multipliers as local coordinates
11.1 Contraction of the operator T
We need the following Proposition 6. A more general statement, with a careful
consideration of parabolic points, is contained in [9].
Proposition 6 Let P be a non-empty union of some non-repelling periodic orbits
of f ∈ Λd,p¯. Consider a non-zero rational function ψ, such that:
(i) as z →∞, one of the following conditions hold: either (a) ψ(z) = O(1/z3),
or (b) ψ(z) = O(1/z) and f(z) = σz + O(1/z), where |σ| ≥ 1, or (c) ψ(z) =
O(1/z2) and f(z) = z +m+O(1/z),
(ii) if b ∈ P is a point of a periodic orbit O, then ψ has either double pole at
every point of O, or at most simple pole at every point of O; moreover, ψ has at
most simple poles outside of the set P .
Then ψ is not a fixed point of the operator T .
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Proof. (cf. [9], [6], see also [13], [14]) Denote Pˆ = ∪jOj , where Oj are different
periodic orbits from the set P , such that ψ has double pole at every point of
Oj = {b
j
k}
nj
k=1. (If ψ has no double poles, then Pˆ = ∅.) Denote by ρj the multiplier
of Oj. Given r > 0 small enough, we define a domain Vr = C \ {W∞ ∪ ∪jWj},
where:
(i) if ψ(z) = O(1/z3) at infinity, then W∞ is empty, and otherwise define
W∞ = B
∗(1/r), a neighborhood of ∞.
(ii) for every Oj , the set Wj is the disk B(b
j
1, r) union with f
−k
j (B(b
j
1, r)), for
1 ≤ k ≤ nj − 1, where f
−k
j is a local branch of f
−k taking bj1 ∈ Oj to b
j
nj−k+1
.
Obviously, Vr → C as r → 0, and ψ is integrable in Vr, for r > 0. Let j
′, j”, and
j′′′ denote the indexes corresponding to attracting, neutral, and superattracting
periodic orbits in Pˆ respectively. For every j, fix a positive number aj , such that
|fnj(z)− bj1 − ρj(z − b
j
1)| < aj|z − b
j
1|
2, for |z − bj1| < r, r small enough. Also, for
f(z) = σz+m+O(1/z), fix a > 0, such that |f(z)−σz−m| < a/|z|, for |z| large.
Now we have:
f−1(Vr) ⊂ Vr ∪ Wˆ∞ ∪ ∪j”Wˆj” \ {∪j′Wˆj′ ∪ ∪j′′′Wˆj′′′}.
Here:
(1) Wˆ∞ is empty if either W∞ is empty or |σ| > 1, and Wˆ∞ ⊂ B
∗(1/r) \
B∗(1/r + |m|+ ar) otherwise (here m = 0 in the case (i)(b)).
(2) Wˆj” ⊂ B(b
j”
1 , r) \B(b
j”
1 , r − aj”r
2), for every neutral periodic orbit Oj”.
(3) B(bj
′
1 , |ρj′ |
−1r − aj′r
2) \ B(bj
′
1 , r) ⊂ Wˆj′ , for every attracting though not
superattracting periodic orbit Oj′ .
(3’) B(bj
′′′
1 , 2r) \B(b
j′′′
1 , r) ⊂ Wˆj′′′ , if Oj′′′ is superattracting.
It follows (see also the proof of Theorem 2) that:
lim
r→0
∫
Wˆ∞
|ψ|dσ = 0, lim
r→0
∫
Wˆj”
|ψ|dσ = 0, (102)
lim inf
r→0
∫
Wˆj′
|ψ|dσ ≥ 2π|Aj′ | log |ρj′ |
−1, lim inf
r→0
∫
Wˆj′′′
|ψ|dσ ≥ 2π|Aj′′′ | log 2,
(103)
where Aj 6= 0 is so that ψ(z) ∼ Aj/(z − b
j
1)
2. Therefore, under the conditions
(i)-(ii),
lim sup
r→0
{
∫
f−1(Vr)
|ψ(z)|dσz −
∫
Vr
|ψ(z)|dσz} ≤ 0, (104)
and, moreover, the inequality is strict, if ψ has at least one double pole at an
attracting or superattracting point of P . Assume now the contrary, i.e. ψ = Tψ.
If the inequality in (104) is indeed strict, we get at once a contradiction as in
the proof of Theorem 2: 0 =
∫
Vr
|ψ| −
∫
Vr
|Tψ| ≥
∫
Vr
|ψ| −
∫
f−1(Vr)
|ψ| > 0, for
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some r > 0. This proves that ψ cannot have double poles at attracting and
superattracting points of P . Let us show further that
|
∑
w:f(w)=z
ψ(w)
(f ′(w))2
| =
∑
w:f(w)=z
|ψ(w)|
|f ′(w)|2
, (105)
for every z ∈ C, where both sides are finite. Indeed, assume that, for some z0,
there is the strict inequality in (105). Then there are a neighborhood U of z0 and
ǫ > 0, such that, for z ∈ U ,
|
∑
w:f(w)=z
ψ(w)
(f ′(w))2
| < (1− ǫ)
∑
w:f(w)=z
|ψ(w)|
|f ′(w)|2
. (106)
One writes, for r > 0 small enough (so that U ⊂ Vr):
∫
Vr
|ψ(z)|dσz =
∫
Vr
|(Tψ)(z)|dσz =
∫
Vr\U
|(Tψ)(z)|dσz +
∫
U
|(Tψ)(z)|dσz <
∫
f−1(Vr\U)
|ψ(z)|dσz+(1−ǫ)
∫
f−1(U)
|ψ(z)|dσz =
∫
f−1(Vr)
|ψ(z)|dσz−ǫ
∫
f−1(U)
|ψ(z)|dσz .
Taking into account (104), we conclude that ψ = 0 on U , hence, everywhere.
This contradiction shows that (105) holds for every z as above. In turn, (105)
and Tψ = ψ imply, that a meromorphic function ψ ◦ f(f ′)2/ψ takes only positive
values, hence, this function is the constant d = deg f . Now, consider the identity
ψ(fn(z))((fn)′(z))2 = dnψ(z) near a point b ∈ P of period n and with multiplier
ρ, and plug in it the local expansion for fn and ψ(z) ∼ A(z − b)l, with A 6= 0
and l ≥ −2, near b. Then we see that: if ρ 6= 0, then ρl+2 = dn, i.e. l > −2 and
|ρ| > 1; if ρ = 0, then l = −2. In either case, it is a contradiction.

11.2 Proof of Theorem 6
Consider first the case (H∞). Assume the contrary: the rank of the matrix
O = (
∂ρj
∂σ
,
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vk−1
,
∂˜V ρj
∂Vk+1
,
∂˜V ρj
∂Vq
)1≤j≤r (107)
is less than r. Without loss of generality, one can assume that k = q. Then the
vectors (
∂ρj
∂σ ,
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vq−1
), 1 ≤ j ≤ r, are linearly dependent.
Let Oj = {b
j
k}
nj
k=1, the set of points of the periodic orbit Oj of period nj,
the function B˜j is said to be BOj iff ρj 6= 1 and BˆOj iff ρj = 1. Precisely like
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in the proof of Theorem 2, Sect. 4, we see that each B˜j is not identically zero.
The connections (56), (63) read: B˜j(z) − (TB˜j)(z) =
∑q
i=1
∂˜V ρj
∂Vi
1
z−Vi
, for every
j = 1, ..., r. By the assumption, there exists a linear combination ψ =
∑r
j=1 βjB˜j ,
such that the following holds:
ψ(z)− (Tψ)(z) =
L
z − Vq
, (108)
where L =
∑r
j=1 βj
∂˜V ρj
∂Vq
. By (54),
∂˜ρj
∂σ
=
Γ˜j2
σ
, (109)
where Γ˜j2 and also Γ˜
j
1 are defined by the expansion B˜j(z) =
Γ˜j
1
z +
Γ˜j
2
z2 + O(
1
z3 ) at
infinity. Therefore, if M1, M2 are defined by ψ(z) =
M1
z +
M2
z2
+O( 1
z3
) at infinity,
then
M2 =
r∑
j=1
βj
∂˜ρj
∂σ
= 0. (110)
Now, by (81),
Tψ(z) =
M1
σ
1
z
+ (M2 +
mM1
σ
)
1
z2
+O(
1
z3
), (111)
and
ψ(z) − Tψ(z) =
σ − 1
σ
M1
1
z
−
mM1
σ
1
z2
+O(
1
z3
). (112)
But m = 0, which, together with (112) and (108) imply
L =M1(1−
1
σ
), LVq = 0. (113)
Since Vq 6= 0, then L = 0. In other words, ψ is a fixed point of T . It satisfies the
conditions of Proposition 6. Indeed, since σ 6= 1, (113) then gives us that M1 = 0,
and then ψ(z) = O(1/z3). Applying Proposition 6 (where the assumptions (i)(a)-
(ii) hold), we get a contradiction.
Remaining cases are quite similar.
(Hattr∞ ). One can assume k = q and assuming that the rank of the martix
Oattr is less than r and using the notations of the previous case, we obtain that
L = 0, i.e., ψ is a non-trivial fixed point of T . Applying Proposition 6 with the
assumptions (i)(b)-(ii), get a contradiction.
(NN∞). One can assume k = q and assume that the rank of the matrix
Oneutral is less than r. Using the notations from the first case, there exists a
linear combination ψ =
∑r
j=1 βjB˜j, such that
ψ(z)− (Tψ)(z) =
L
z − Vq
, (114)
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where L =
∑r
j=1 βj
∂˜V ρj
∂Vq
. If M1, M2 are defined by ψ(z) =
M1
z +
M2
z2 + O(
1
z3 ) at
infinity, then, by (81),
Tψ(z) =
M1
z
+
M2 +mM1
z2
+O(
1
z3
), (115)
and
ψ(z) − Tψ(z) = −
mM1
z2
+O(
1
z3
). (116)
This, along with (114), gives us L = 0. That is, ψ is a non-zero fixed point of T .
In turn, it implies that mM1 = 0. If M1 = 0, then ψ(z) = O(1/z
2), and if M1 6= 0,
then m = 0. In either case, Proposition 6 applies. It gives a contradiction in this
case, too.
(ND∞), i.e. σ = 1 and m = 0. One can assume that k = q − 1, l = q.
Now, assuming that the rank of the matrix is less than r, we get that the vectors
(
∂˜V ρj
∂V1
, ...,
∂˜V ρj
∂Vq−2
), 1 ≤ j ≤ r, are linearly dependent. In the previous notations,
there exists a linear combination ψ =
∑r
j=1 βjB˜j , such that
ψ(z) − (Tψ)(z) =
Lq−1
z − Vq−1
+
Lq
z − Vq
, (117)
where
Li =
r∑
j=1
βj
∂˜V ρj
∂Vi
, i = q − 1, q.
If M1, M2 are defined by ψ(z) =
M1
z +
M2
z2
+O( 1
z3
) at infinity, then, from (81) with
σ = 1, m = 0,
ψ(z)− Tψ(z) = O(
1
z3
). (118)
This, along with (117), gives us two linear relations Lq−1 + Lq = 0, Lq−1Vq−1 +
LqVq = 0. But Vq−1 6= Vq. Hence, Lq−1 = Lq = 0. In other words, ψ is a non-zero
fixed point of T . By Proposition 6, it is a contradiction again.
Comment 11 This proof demonstrates also the inequalities from Comment 10.
Indeed, otherwise the rows of O are again linearly dependent, and the proof above
applies. Observe however, that for this purpose already the formal identity (22) of
Theorem 3 (i.e., with some coefficients Lj without their connections to parameter
spaces) would be sufficient. This approach is somewhat similar to the one devel-
oped first in [9] for the proof of the Fatou-Shishikura inequality, where also more
degenerated cases of the inequality are covered.
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