Introduction
In the past few years, Multiple Input Multiple Output (MIMO) system received lots of attentions, since it is capable in providing higher spectrum efficiency, as well as better transmission reliability. This improvement is brought by the multiple antennas at both sides of transmission. Since there are additional parallel sub-channels in spatial domain, system can not only increase the reliability by spatial diversity technology, but also provide higher data rate utilizing spatial multiplexing (see [1] , [2] , etc.). Orthogonal Frequency Division Multiplexing (OFDM) can also accommodate high data rate requirement by providing frequency multiplexing gain. To fully utilize the benefits of both technologies, the combination of the above two, MIMO-OFDM, has been employed in many wireless communication systems and protocols, such as WLAN [3] and LTE systems [4] .
The introduction of MIMO-OFDM raises plenty challenges in channel estimation and measurement. Transmitted signals are reflected and scattered, resulting in a multipath spread in the received signals. Moreover, the transmitters, receivers, and reflecting or scattering objects are moving, which means that channels change rapidly over time [5] . Inter-Channel interference may also bring a destructive effect in transmission, which should be cancelled by accurate channel measurement or estimation.
As an important application of MIMO-OFDM technology, WLAN is suitable in providing high data rate service in hotspot area, such as office buildings, airports, libraries, stations, hospitals and restaurants. This means lots of MIMO-OFDM applications (such as WLAN) take place in indoor situations, where both transmitters and receivers are surrounded by mobile and static scatters. Different from outdoor scenario, there are some unique characteristics of indoor scenario. More scatters result in larger influence by multipath effect; higher density of users and overlap between different access points bring larger interference. Because of these differences in channel parameters, it is crucial to obtain a better understanding of indoor channels. Statistics such as delay spread, Doppler spread, angle spread and path loss must be estimated by detail channel measurement. This requirement rises the interests in indoor channel measurement in the past few years.
Measurement schemes
As is introduced before, channel measurement schemes can be divided into two major categories, blind and non-blind. Since blind measurement and estimation is much less reliable, we only discuss non-blind pilot/data aided schemes. Two of the most frequently used schemes are discussed: measurement based on PN sequence which occupies a whole resource unit, and measurement based on OFDM pilot who occupies only part of an OFDM symbol.
Indoor channel model
The low-pass time-variant channel impulse response (CIR) is denoted as (;) ht  , which represents the response of the channel at time t due to an impulse applied at time t   .Then transmission can be expressed as: 
Where x is the transmit signal, and y is the transmit signal, CIR N is the duration of the CIR, w is the noise sequence.
By taking the Fourier transform of (;) ht  , we can obtain the time-variant channel transfer On the assumption that the scattering of the channel at two different delays is uncorrelated, the autocorrelation function of (;) ht  can be defined as: 12 
By taking the integration of (; ) S   , we obtain the Doppler power spectrum of the channel as:
The range of values of  over which () S  is essentially nonzero is called the Doppler spread of the channel.
Indoor channel conditions are much more complex than that of outdoor channel. There are plenty kinds of scattering figures, such as walls, tables, etc. People indoor can also act as scattering figures, and the movements of cell phones caused by this bring about worse channel conditions. As a result, angle of arrival, multipath spread and scattering factor of indoor channels are different from those of outdoor channels. Consequently, measurement schemes should be redesign carefully according to the above distingue characteristics, so as to to fulfill the needs of indoor channel measurements.
It is worth noticing that channels of phone calls made in indoor conditions are mixtures of both indoor and outdoor channels. Large scale fading, small scale fading and shadow fading should be equally considered in such channels. Each of these factors can cause a large channel capacity decrease.
Channel measurement using PN sequence
In this scheme, Pseudo-Noise (PN) Sequence is used as a probing signal. To authors' best knowledge, the most widely used binary PN sequence is the Maximum-Length-ShiftRegister (MLSR) sequence. 
If PN 1 N  , it is approximate that:
We can represent the received signal k y as the convolution of transmitted signal k x and the CIR k h as:
The transmitter use PN sequence as the transmitting data k x . If the generators of PN sequence in both transmitter and receiver are synchronous, at each time slot, receiver is aware of the transmitting PN sequence. Hence, receiver can obtain the CIR by doing a crosscorrelating between k y and k x :
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It can be seen that the result of cross-correlating is a summation of noise w and the periodic
, a period of ˆk h can be used as the estimate of k h [7] .
There are two drawbacks in PN sequence measurement. First, the PN sequence takes up a great amount of time and frequency resources (most of the time, all the transmitting resources). This results in a great loss of throughput, as well as a channel mismatch caused by the delay between channel measurement and data transmission. Second, the accuracy of synchronizers in both sides should be in a high level, which raises the cost of equipments for channel measurement.
Channel measurement using OFDM pilot
Unlike measurement based on PN sequence, the pre-determined data of measurement based on OFDM pilot only occupied a relatively small percentage of time and frequency resources. Channel segments located on the pilots can be measured directly and correctly. However, other channel segments can only be estimated indirectly with some interpolations. Although the pilot-based measurement can only give an imperfect result, it provides a possibility of transmitting data and measuring channel simultaneously. This characteristic is crucial for real systems with limited feedback, such as WLAN, WiMax, LTE and LTE-A systems. There are two major problems in this scheme: how to design the pilot pattern and how to interpolate with discrete channel value on both time and frequency domain.
OFDM pilot pattern
OFDM pilots may be inserted in both time and frequency resources. A pilot pattern refers to the places where pilots are inserted in every OFDM symbol. An effective pilot pattern needs to be designed carefully in both frequency and time domains.
In frequency domain, according to the Nyquist sampling theorem, if we want to capture the variation of channel, the frequency space f D between pilots should be small enough:
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If the above condition is not satisfied, the channel estimation cannot sample the accurate channel, since channel fading in frequency cannot be detected fast enough.
In time domain, spacing between pilots inserted in the same frequency is determined by the coherence time. In order to capture the variation of channel, the time space of pilots t D must be correlated with coherence time, and must be small enough:
Where doppler f represents the maximum Doppler spread of channel, and f T denotes the duration of each OFDM symbol.
However, it is worth pointing out that pilot allocation is a tradeoff of many factors in real systems. These include channel estimation accuracy, spectral efficiency of the system, wasted energy in unnecessary pilot symbols, and fading process not being sampled sufficiently. As a result, there is no optimal pilot pattern for all the channels, as fading process are varied.
Another important element of pilot pattern is the power allocation. Power is equally allocated to pilots and data symbols in regular cases. However, the accuracy of channel estimation can increase greatly with the power allocated to pilots. Considering the total power constraint, this will result in a decline of data symbols' SNR. Hence, another tradeoff between channel estimation and transmission capacity has to be evaluated.
There is a lack of pilots at the edges of OFDM symbols, which leads to a much higher error rate in such places. One simple but less effective way is to place more pilots at the edge. The drawback of this scheme is obvious: it reduces the frequency efficiency of systems. Some other scheme utilizes periodic behavior of the Fourier Transform, and establishes certain correlations between the beginning and the end of OFDM symbols. Simulations are reported to verify the effectiveness of this scheme.
Measurements on pilots
Channel segments locating on the pilots can be measured directly by some well-known algorithm, such as Least Square (LS) and Linear Minimum Mean Square Error (LMMSE).
Both LS and LMMSE algorithm aim to minimize a parameter: min{( -
Using LS algorithm, we have:
where k M is the length of transmit and receive signal. Comparing both LS algorithm and LMMSE algorithm, we can draw the following conclusion. LS algorithm is much easier to realize and apply. LS algorithm only needs one discrete divider to estimate the channels on all the pilots. Moreover, statistical information about channel and noise are not necessary while employing LS algorithm. However, the accuracy of LS algorithm is very sensitive to the noise and synchronization errors.
On the other hand, LMMSE algorithm can be seen as a filtering on the estimation result on LS algorithm. And this filtering is based on the MMSE criteria. It can be proven that, under the same MSE conditions, estimations results of LMMSE algorithm provide a larger gain than that of LS algorithm. Drawbacks of LMMSE algorithm are also obvious. Due to the inversion operation of matrices, complexity of LMMSE algorithm is relatively high. Furthermore, LMMSE algorithm requires knowing the statistical information of channel and noise in prior, which is unrealistic in applications.
While taking the errors of estimated k HH k R into account, the MSE and SNR gains provided by LMMSE algorithm are marginally larger than that of LS algorithm. Considering the tradeoff between complexity and performance, LS algorithm may be a better solution than LMMSE algorithm.
Interpolations
By applying LS or LMMSE algorithm, one can easily obtain the CIR of piloted channel segments. However, we still have no idea of channel segments not occupied with pilots. In order to obtain CIR of these segments, interpolations should be used.
The best interpolation algorithm may be 2-D Wiener filtering, since it can cancel noise as much as possible, in both frequency and time domain. However, in order to decide the weights of Wiener filtering, channel statistics must be known. Moreover, the complexity brought by matrix inversion increases gigantically with data in pilots. All of the above prevent the usage of 2-D Wiener filtering in real systems. In frequency domain, the major interpolations include Lagrange interpolation, LMMSE interpolation, transform domain interpolation, DFT based interpolation, and low-pass filtering interpolation. In time domain, the available schemes are LMMSE interpolation, Lagrange interpolation.
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Two dimensions LMMSE interpolations
Assume that the estimated channel matrix of all the piloted subcarriers is
where P is the set of positions of all the pilots, ' n is the index in frequency domain, ' i is the index in time domain. We have:
Then, estimate the channel parameters by two dimensions interpolation filtering: 
A filter following the MMSE criteria is a two dimensions Wiener filter. According to the orthogonality of such a filter, we have:
Where ( '', '') ni represents the positions of pilots while channel estimation is conducted.
The Wiener-Hopf equation can be derived from (17), which follows:
Define the correlation function as:
If the mean value of noise is zero, and is independent to the transmission data, the correlation can be further expressed as:
Define the right part of (18) as the autocorrelation of channels at pilots:
According to (14) , it follows:
is the average power of pilot symbols.
Equation (22) shows that the correlation function depends on the distance between the position of channel being estimated (,) ni and the positions of pilots employed in the estimation process ( '', '') ni . And the autocorrelation function depends on the distances between pilots.
Substituting (20) and (21) into (18) 
The full estimated channel matrix can be expressed as:
In conclusion, the design of such a filter is to decide its parameters 2-D Wiener filtering is the optimal interpolation scheme in respect of MMSE; it can obtain optimal performance theoretically. However, its requirement of prior statistic knowledge of channel matrix, as well as the complexity of matrix inversion, makes it almost impossible to apply in real systems.
Interpolations in frequency domain
A 2-D interpolation can be form by a cascade of two 1-D interpolations. By appropriate designs, such a cascade can largely reduce the complexity while maintaining a good performance. The order of interpolation should be taken into consideration. We propose to interpolate firstly in frequency domain, then to conduct the time domain interpolation. The reason is that frequency-time scheme can start once the piloted OFDM symbols receive, while time-frequency scheme has to wait for the arrivals of all the symbols in one frame or www.intechopen.com subframe before the interpolation begins. As a result, frequency-time scheme can decrease the delay of channel measurement, hence provides more effective interpolation.
Interpolations in frequency domain aim to obtain all the channel function respond (CFR) Ĉ H , according to the measured CFR p H  in each piloted subcarrier:
where w is the frequency domain interpolation matrix, and is the channel vector of piloted subcarriers obtained by (12) or (13 
Applying Parseval Theorem, which certifies that the power in frequency domain equals that of time domain, we draw the following conclusion: 
In special cases where QPSK modulation and equal power allocation are adopted, the interpolation is: 
Lagrange interpolation
Lagrange interpolation is widely used and easy to implement. It is a group of interpolation algorithms, including linear interpolation, Gaussian interpolation, cubic interpolation, etc. Lagrange interpolation is suitable for both frequency and time domain interpolation. However, the disadvantage of Lagrange interpolation is obvious. It is unable to cancel the noise.
Linear interpolation in frequency domain utilizes each pair of adjacent piloted channel segments to obtain the channel function within them. The interpolation process follows the following equation:
where D is the interval between two adjacent pilots, ( ) Gaussian interpolation in frequency domain employs the measured channels of three adjacent pilots, which can be represented as followed: 
All the above schemes are simple to apply in real systems. However, they all introduce certain level of noise, and yield effect of error floor. This can be eliminated by employing a low pass filter after interpolation.
Transform domain interpolation
The basic idea of transform domain interpolation is to reduce the complexity by conducting interpolation in various transform domains. The most widely used kind of transform domain interpolation is based on DFT. The zeroizing can be conducted as followed:
Considering the influences of noise and inter-channel interference, introducing a low pass filtering before zeroizing can effective increase the accuracy of channel measurement. The block diagram of the above procedure is showed in Fig. 1 .
Fig. 1. DFT and low-pass filter based interpolation.
Since the most complex calculations in this kind of interpolation are FFT and IFFT, the complexity of DFT based interpolation is much lower than others. However, the performance will drop largely, if the multipath spread is not a multiple of sampling period.
Interpolations in time domain
After frequency interpolation is done, we can launch the interpolation in time domain. The interpolation can also be expressed as a interpolation matrix as followed: However, the previous frequency interpolation and the corresponding filtering cause changes in the noise power of each subcarrier. Therefore, the signal-to-noise-ratio of each channel segment no longer equals the original value. An adjustment was proposed based on the MSE after the frequency interpolation.
Assume that channel frequency response after frequency LMMSE interpolation is:
Where L is the number of OFDM symbols in each frame,
H represents the channel frequency response of i th OFDM symbol in n th subcarrier, () n i w  denotes the corresponding residual noise. Hence, variance of () n i w  is equivalent to the MSE after interpolation.
Where N is the number of subcarriers waiting for measured. To reduce the complexity, channel segments in the same OFDM symbol can utilize their average noise variance in the interpolation, and an approximate interpolation matrix can be expressed as followed:
Ct pt pt pt
Lagrange interpolations
Lagrange interpolations in time domain are almost the same as those in frequency domain. The only difference is channel response of piloted channel segments. One can refer to previous sections for details.
Applications
Here we show some useful and easily implemented examples to illustrate the indoor channel measurement. Measurement based on PN sequence, as well as OFDM pilot, will be discussed.
Channel measurement system using PN sequence
In this section, we present an example of 2x2 MIMO channel measurement, utilizing a semisequential scheme. This semi-sequential scheme uses parallel receivers and a switch at the transmitter (Fig. 2) . When a measurement process starts, the probing signal is firstly transmitted from the 1st transmit antenna (TX1) and the receive signal is sampled from 1st and 2nd receive antennas (RX1 and RX2) simultaneously. Thus the channel from TX1 to RX1 and RX2 can be measured at the same time. Then, a similar process is used to measure the channel from TX2 to RX1 and RX2. Strictly speaking, the semi-sequential MIMO channel sounder measures Single Input Multiple Output (SIMO) channels directly. The MIMO channel is obtained by combine the two SIMO channels, on the assumption that the MIMO channel doesn't change significantly in a single round of sequential measurement. Fig. 2 . Semi-sequential scheme of MIMO channel sounder [7] .
Each SIMO channel can be measured by the algorithm introduced in Section 2.2 Then a combination of two SIMO channel construct the whole MIMO channel.
Baseband signal processing algorithm

System parameters
The link-level block diagram of the sliding correlation channel sounder for Single Input Single Output (SISO) channel is shown in Fig. 3 . In the semi-sequential MIMO channel sounder (or SIMO channel sounder); there should be two parallel receivers. Here we only focus on the indoor wireless MIMO channel for WLAN like devices. The measurement system supports 20/40MHz bandwidth by suitable RFIC [16] [17] . The system parameters of baseband are listed in Table 1 . Table 1 . System Parameters.
Name
Symbol timing synchronizing algorithm
Symbol timing synchronizer is a critical module of the digital receiver design of the channel sounder based on sliding correlation channel measurement.
Gardner's symbol timing r e c o v e r y m e t h o d i s u s e d i n t h i s s y s t e m [ 1 8][19]
. The structure of the symbol timing synchronizer is shown in Fig. 4 . All the processing of this synchronizer is done in digital domain. No interaction between analog and digital part of the system is needed. This synchronizer is capable of compensating sampling phase and frequency offset and is independent of carrier phase [20] . The sampled data m y , which is filtered by matching filter, is then feed into the interpolator to compute the desired sampled strobe k y . This is done by digital interpolation, controlled by NCO (Numerical Controlled Oscillator) and fraction interval k  . Ideally, the period of the NCO is / 
In this design, the DTTL algorithm [20] is used to compute the timing error signal. This choice specifies / 2
is y m b TT  . In order to avoid up-sampling in the interpolator, s T should be smaller than i T . Thus, the sampling frequency s f should be larger than two times the symbol rate symb R . The interpolator performs linear interpolation, which is easy to implement. The loop filter is a proportional-plus-integral structure.
Hardware design
The whole measurement system hardware consists of several modules: antennas module, multi-channel AD/DA module, baseband processing FPGA board, USB access module and a computer Graphical User Interface (GUI) module. The architecture of hardware is showed in Fig. 5 . The RF board is based on MAX2829, which can support MIMO operation. We choose the FFP board (IAF GmbH) as FPGA prototyping platform for baseband signal processing, RF control and interface to PC. The interface between the FFP board and the PC is an USB2.0 port. The GUI program runs on the computer for user to control the channel measurement functions and demonstrate the real time test results. Because the most effort is on the development of FPGA, here we focus on the design of baseband transceiver. The baseband transceiver module performs the baseband signal processing of a 2x2 MIMO channel sounder. This module generates the baseband probing signal, i.e. a BPSK modulated PN sequence, and delivers the CIR extracted from the received signal to the upper-level module.
The block diagram of this module is shown in Fig. 6 . The module can be divided into three parts. The first part is the transmitter, which includes signal generator and transmit multiplexer. The second part is the receiver, which includes receive buffers, signal processor, and data buffer. The last part is the control logic of the module. 

Signal processor performs the signal processing, i.e. filtering, symbol timing, and sliding correlation, to extract the CIR from received signal. Fig. 6 . Baseband transceivers.
GUI
To provide a user friendly human interface, we design a MATLAB based GUI. The real time data stream is accessible from the specific application software through a function call of the COM-Server from IAF. The software can provide several channel information from the original measured data. These channel information include channel impulse response, channel transfer function, delay power profile, scattering function and Doppler power spectrum. Fig. 7 is an indoor channel test result for example. Fig. 7 . Measurement result on GUI.
Channel measurement system using OFDM pilot
In the section, we present an example of OFDM-pilot-based MIMO channel measurement scheme. The measurement is conducted under LTE system. We utilize the reference signal (pilot) to carry out the 4x4 MIMO channel measurement. In this example, the measurement of channel occupied by pilots is LS algorithm, with the purpose of decreasing complexity.
One transmitter sends data according to the LTE agreement, so that each transmitted subframe consists of pilots and useful data. Receiver breaks down each subframe to obtain pilot segments and data segments, respectively. Such measurement equipment can implement the channel measurement without interrupting communications.
A cascade 1-D filtering is used for the 2-D interpolation. This cascade 1-D filtering firstly interpolates the channel in frequency domain with LMMSE interpolation, and then finishes the whole interpolation with a linear time domain interpolation.
There are several reasons why we choose a cascade of frequency LMMSE interpolation and time linear interpolation. LMMSE interpolation certainly has the best MSE performance among all the interpolation schemes. However, the complexity of LMMSE interpolation is much larger than that of linear interpolation. Thus, a tradeoff between performance and complexity has to be made. In frequency domain, LMMSE can provide a large performance increase. When achieving the same BLER or throughput performance, LMMSE interpolation can save about 2 dB SNR. On the other hand, the performance improvement in time domain by applying LMMSE interpolation is marginal, saving only 0.25 dB average. Considering the above, the usage of a cascade of frequency LMMSE interpolation and time linear interpolation is reasonable.
A block diagram of this example is showed in Fig. 8 . Fig. 8 . A block diagram of LTE MIMO channel measurement system.
H 
Not used for transmission on this antenna port Reference symbols on this antenna port Since LMMSE algorithm is very vulnerable to the speed of mobile stations, the benefit brought by LMMSE will be negligible while comparing to its large processing burden. Furthermore, LS algorithm can be helpful in cancelling the effect of noise brought by LMMSE interpolation, so that the overhead of LMMSE interpolation can be reduced.
Design of frequency domain interpolation
Considering equation (34), there are three major challenges in realizing frequency domain LMMSE interpolation: estimating autocorrelation matrix LL hh R , determining Signal-toNoise-Ratio in receiver and obtaining the inversion of matrix.
Autocorrelation matrix
LL hh
R
Since the real channels are time-varying, it is impossible to obtain the accurate autocorrelation of channels. The most widely used scheme is to estimate the approximate autocorrelation through some known channel models. It is well-known that two of the most important factors in wireless channel models are multipath spread and Doppler spread. While in the frequency domain, we mainly consider the influence of multipath spread, and propose a simple but useful construction scheme for wireless channels as followed.
The CIR of such a multipath channel is showed as followed:
Where l  and h l are the delay and amplitude of the th l path. L N denotes the max number of taps.  represents the impulse function.
as the multipath amplitude vector, N as subcarriers in each OFDM symbol.
Within digital baseband, we assume that the discrete delay as:
Where is the length of an OFDM symbol.
Further assume that power One of the possible schemes to estimate the multipath spread is provided as followed:
Step 
by following previous derivation.
Signal-to-noise-ratio
SNR value may be measured or estimated in other blocks of receiver. If it is not, the following estimation scheme can be applied. 
Inversion of matrix
It is clear from equation (34) that in order to obtain the interpolation matrix w , a p N order matrix inversion operation must be conducted. The overhead will be very large. Fortunately, instead of the entire matrix, we only need several discrete LL hh R matrices. Therefore, if we apply discrete average SNR in equation (34), the parameter of interpolation matrix w will be discrete. We can pre-design the discrete range of w , and save it in a table. Then the real-time calculation is simplified as a looking up in a table, according to the measured LL hh
R
and SNR.
Specifically, we can adapt a look-up table which cuts the SNR range into several intervals. Each SNR interval combines with a corresponding multipath spread . Each of such pairs jointly determines a pre-designed w . With this scheme, the complexity of matrix inversion in real-time process is converted to the design of look-up table. Since the look-up table is generated off-line, real-time calculation burden for LMMSE interpolation is largely reduced.
Design of time domain interpolation
According to LTE standardization, each transmission time interval (TTI) is of length 1ms, which is the exact length of a subframe. Consequently, mobile stations process date in units of subframe. When time domain interpolation is conducting, there are at most four pilots in each subframe. As a result, the reference of time domain interpolation of LTE system is at most four estimated channel segments. Two of the most widely used schemes in time domain interpolation are LMMSE interpolation and linear interpolation. The detailed procedures of these two interpolations are presented in previous sections, so we only provide some simulation results to illustrate the advantages and disadvantages of each scheme.
The following simulation considers a unban macro scenario, in which the bandwidth is 10MHz, center frequency is 2GHz and noise is AWGN. Fig. 10 shows the MSE performances of both LMMSE and linear interpolations under different MS speeds.
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When the speed of MS is small, correspondingly small Doppler spread, LMMSE interpolation can save 4 dB SNR while achieving the same MSE performance of linear interpolation. However, when the speed (as well as the Doppler spread) of MS increases to a relatively high level, performances of LMMSE and linear schemes become very close. This means that the large overhead spent on LMMSE outputs marginal gains on the performance. When the errors of Doppler spread estimations are taken into account, the MSE performance of LMMSE scheme may even be worse than that of linear interpolation. Consequently, after considering the tradeoff between performance and complexity, we propose to use a simple linear interpolation in time domain.
