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STUDYING STRUCTURAL PHASE TRANSIT IONS 
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Department of Physics, Rostov State University, 344006 Rostov-on-Don, U.S.S.R. 
Al~tract--The present work is a review of a complex of programs developed atRostov University for 
a group-theoretical an lysis of phase transitions in crystals. A comparative analysis of various approaches 
and results from different authors i also presented. 
1. INTRODUCTION 
The group-theoretical methods are widely used in the investigation ofphase transitions in crystals 
ever since the classical works of Landau and Lifshitz [1-3]. During the last three decades 
considerable progress has been made in the phenomenological theory of phase transitions. This 
progress has been facilitated by the fact that the group-theoretical analysis was singled out as an 
independent stage preceding the thermodynamic study itself. The procedure of minimization of the 
nonequilibrium thermodynamic potential q5 employed in the Landau theory proves, in the case of 
the multicomponent order parameters, in fact, unfeasible without prior determination of the 
general form of its extreme points. On the other hand, the group-theoretical methods allow one 
to find the explicit form of the order parameters corresponding extremums of ~b [4-6], which 
drastically simplifies the subsequent thermodynamic investigation of the lower-symmetry phases 
associated with these parameters. The group-theoretical analysis is, of course, a cumbersome 
enough procedure requiring, in the case of multicomponent order parameters, the use of a 
computer. In the last 15 years, a number of algorithms as well as computer programs corresponding 
to these have been devised which have introduced automatism into the group-theoretical studies 
of phase transitions in crystals. In 1973, such work was started at Rostov University under the 
guidance of the present author. A program complex worked out by our group is actually based 
on the stationary vectors method originating from the work by Gufan and Sakhnenko [4, 7, 8] (a 
similar approach was developed also in Refs [9, 10]). The results of the calculations were published 
in Refs [11-19]. Another program complex for group-theoretical analysis of phase transitions in 
crystal was developed by Hatch and Stokes [20, 21], their programs, as far as we know, are 
essentially based on the Birman criterion [22]. 
The present work is a review aiming to acquaint the reader with the aforementioned complex 
of programs worked out at Rostov University. We should like to note that undergraduates of our 
Department of Physics have taken an active part in its development. We also present herein a 
comparative analysis of informativeness of the approaches based, respectively, on the notion of 
stationary vectors and on the Birman criterion as well as a comparison of the results obtained by 
means of our programs with the results of other authors. 
2. GROUP-THEORETICAL METHODS FOR ANALYSIS OF 
PHASE TRANSITIONS 
In the Landau theory of phase transitions, a crystal is described by a certain density function 
p(r) of the point r of the three-dimensional Euclidean space. Its physical sense can be different (e.g. 
p (r) may be considered as a time-averaged density of distribution of the electric charge in the 
crystal) because for the Landau theory only symmetry properties of p(r) are of importance. In 
second order phase transitions, in spite of the continuous changes of the p(r) function, the 
symmetry of the crystal changes jumpwise, and, there exists a subgroup relationship Go cG 
between the space group G of the crystal before transition and the space grup Go after it. The purely 
geometrical considerations seem to warrant the conclusion that in consequence of a phase 
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transition, a low-symmetry phase may arise having any conceivable subgroup Go of the group G, 
for example, a phase characterized by arbitrary increase in the volume V' of the primitive cell of 
the Go-phase with respect o the volume V of the primitive cell of the original G-phase. However, 
the Landau theory is a thermodynamic theory, which imposes quite rigid restrictions upon Go 
groups of the low-symmetry phases. 
Following Landau, expand the density function po(r) corresponding to a low-symmetry phase 
in the complete set of basis functions of all irreducible representations (IR) of the G-group (the 
possibility of such an expansion is purely group-theoretical) 
po(r) = ~ ~ ClopS(r). (l) 
j i=l  
Here the index j numbers the full IR's Fj of dimensionality nj of the space group G and the index 
i numbers their basis functions ¢Pi (r); the coefficients C~ are the components of order parameters, 
they depend on thermodynamic conditions, in particular, on such variables as the pressure p and 
the temperature T: C~ = C~ (p, T). In the neighborhood of the continuous phase transition, all these 
coefficients, except hat one which corresponds to the identical IR,t are small quantities of various 
orders of smallness vanishing at the very point of transition (Pc, T~). 
Let us introduce for each IR Fj the corresponding vector of the coefficients CJ, . from formula (1) 
C j = (C~ . . . . .  Qj)  as well as the vector of the basis ~ = (~0~ (r) . . . . .  ~0J~,j (r)) whose components are 
the basis functions of this representation. Then formula (1) may be written as a formal scalar 
product 
Po (r) = ~ (C j, ~J (r)) = ~ PJo (r). (2) 
J J 
Thus, the function PD (r) is now represented as a sum of contributions by each of the IR's of the 
group G. A space group has, however, an infinite number of IR's. Indeed, the full IR's are 
characterized by the wave vector k taking on a continuous et of values in the BriUouin zone and 
by the index of the so-called "small" IR, i.e. a representation f the wave vector group. 
One of the most important corollaries of the Landau theory is the conception of one irreducible 
representation. Precisely the thermodynamic principles have served as a basis for the demonstration 
that for a line of the second-order phase transitions to exist in the plane of two thermodynamic 
variables (such as p and T), it is required that the crystal attice lose its stability with respect o 
one, hereafter referred to as critical, IR F0 of the group G. This IR corresponds to the critical 
(primary) order parameter C °. The remaining, noncritical (secondary) order parameters C j ( j  # 0) 
from formula (2) corresponding to the noncritical IR's Fj are, in the vicinity of a transition point, 
the quantities of a higher order of smallness in comparison with the critical order parameter [19], 
they will be considered below. Thus, the conception of one IR helps drastically reduce the number 
of degrees of freedom responsible for the loss of stability of the cristal attice in a phase transition, 
and, out of the infinite number of addends in formula (2), one may, near the transition point, take 
into account solely the contribution by one critical IR. 
The next important principle of the phenomenological theory of phase transitions i the criterion, 
established by Lifshitz, of stability of the low-symmetry phase to long-wave fluctuations of the 
density function. It is a criterion of the transition into the Go phase commensurate with the 
G-phase--at he transition point, the primitive cell is increased an integer number of times as 
contrasted with the original phase. The Lifshitz criterion, hereafter called hard, states that the 
antisymmetrized square of the critical IR and the representation according to which the usual 
three-dimensional vectors are transformed (this representation may be reducible) must not have 
common IR's of the group G. More convenient, from a practical viewpoint, is a less categorical 
statement following from the above criterion, which is often called the "soft" Lifshitz condition 
[10]. It amounts to the assertion that the wave vector k0 associated with the critical IR must 
tNote that in the Landau theory one usually works with the function 5p(r), which equals the difference between p0(r), 
corresponding to the high-symmetry phase, and the function po(r), thereby excluding the contribution bythe identical 
IR. Since in the description fthe structure ofa lower-symmetry phase (see Section 5) this contribution must anyway 
be taking into account, we find it expedient towrite the formula (1) directly for the function po(r). 
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correspond to the point of the high-symmetry in the Brillouin zone (in the infinitesimally small 
vicinity of this point, there are no vectors k that would correspond to the same symmetry as that 
of the vector ko). The number of points of the high-symmetry is relatively small for any space 
group, and it is of crucial importance that these points correspond to the vectors k whose 
components have, in the expansion with respect o the vectors of the reciprocal lattice, the form 
of the proper fractions m/n with comparatively small denominators (n = 2, 3, 4). This means that 
for any space group the volume V' of the primitive cell of the low-symmetry phase must not exceed 
by more than 32 times the volume V of the primitive cell of the parent phase. For example, the 
group O 7 = Fd3m corresponds to a cubic face-centred lattice for which there exist in the Brillouin 
zone only four points of the high-symmetry, namely F, X, L and W. A certain number of full IR's 
of the group O 7 correspond to each of these (22 representations altogether with dimensionalities 
1, 2, 3, 4, 6, 8, 12). Two twelve-dimensional IR's correspond to the point W, and they both, while 
satisfying the soft, violate the hard Lifshitz condition. Thus, only from the Lifshitz criterion may 
we infer that for the crystals with the space symmetry 07 merely the following variations of the 
volume of the primitive cell are possible in consequence of the second-order phase transitions: 
V' /V= 2, 4, 8. 
In connection with the conception of one IR the problem arises regarding the classification of 
all continuous phase transitions by those IR's of the space group of a crystal which induce these 
transitions (critical IR's). Since the number of the IR's satisfying the Lifshitz condition is relatively 
small, many authors (see, for example, Refs [8, 18-29]) tabulate for each IR all the lower-symmetry 
Go-phases induced by it. It is to be noted that in this case also those phases get into the list of 
the Go-phases which emerge as a result of the quasicontinuous transitions.t This may occur even 
then when the critical representation satisfies not only the Lifshitz criterion, but also the 
well-known Landau criterion of the second-order t ansition, which requires that there should be 
no third-degree invariants in the expansion of a thermodynamic potential. This fact can be 
explained by that the conditions of Lifshitz and Landau are not sufficient for a transition to be 
second-order (see, for example Refs [5, 6]). One may add that the experimental research as shown 
the majority of the continuous phase transitions to be really induced by one IR. In those relatively 
rare cases when this is not so, there often are some additional reasons of symmetry character 
responsible for reducibility of the critical representation [30]. There are, however, exceptions to this 
rule, too [31]. 
Of the methods employed for the classification of the phase transitions by the IR's of the group 
G, the most effective are those based on the idea of stationary vectors [4, 5, 32, 33] and on the 
Birman criterion [22, 34], hereafter called the SV-method and the BC-method, respectively. Let us 
now consider in more detail the idea behind the SV-methods following the treatment of this 
problem in Ref. [19]. Since the function po(r) fully determines the symmetry of the Go-phase, it 
must be invariant under all elements g e Go. In more precise terms, this may be expressed as 
follows. The action of the element g e G on the argument of an arbitrary function f(r) entails its 
change which may be represented as a result of acting upon it with a certain operator ~ which 
corresponds to the element g, according to the well-known rule ¢ f ( r )=f (g - I  r). From the 
condition of invariance of pn(r) we have 
g, Po (r) = Po (r), g ~ Go. (3) 
Hence, taking into account he relationship (2), we arrive at 
gPo (r) = ~ (C j, ~ J  (r)) = ~ (C j, ~J(g) 4p j (r)) = ~ (q# (g)C j, ~J(r)). (4) 
y J J 
Here wc have made use of the relationship ~b j = @(g)~b j which means that under the action of 
the operator ~ on any basis function of the IR it is transformed into a certain linear combination 
of the basis functions of the same IR. The coefficients of this combination arc the elements of the 
corresponding column of the matrix q/J(g), which, by the definition of the representation, is 
associated with the clement g e G. In the derivation of relationship (4) wc also took account of 
tin quasicontinuous phase transitions, the order parameter changes at the transition point jumpwise, though this jump 
may, in a certain sense, be assumed to be small. 
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the known property of the scalar product of the vectors which permits transfer of the matrix action 
from one vector of the product onto another. 
A comparison of expressions (3) and (4) yields the following basic relationship of stationarity 
of the order parameter corresponding to the IR Fj: 
ogJ(g) C j = C j, g ~ GD (5) 
Thus, the vector C j is the common stationary vector (i.e.) an eigenvector with the eigenvalue of 
unity) of those matrices q/J(g) of the IR Fj which correspond to all g ~ Go. This set of matrices 
is called the restriction of the IR Fj of the group G to its subgroup Go, it is designated as FjJ, Go. 
Being the general solution to a system of homogeneous linear equations, the stationary vector 
depends on a certain number of arbitrary parameters which we denote by a, b, c . . . . .  hence it 
singles out a certain subspace in the space of the representation, whose dimensionality equals the 
number of these arbitrary parameters. The knowledge of the stationary vector C j and of the basis 
functions of the IR Yj fully determines the contribution by this representation to the function pD(r). 
For example, if for a certain six-dimensional IR Fj the stationary vector has the form C j = (a, b, 
-a ,  b, c, - c ) ,  then the contribution by this IR to po(r) will be 
po(r) = a (p~ + btp~ - atpJ3 + btp~ + cq)~ - ctpJr. (6) 
The three arbitrary parameters (a, b, c), on which this vector depends, cannot be determined on 
the basis of symmetry considerations. They may, e.g. be found by means of the minimization of 
the non-equilibrium thermodynamic potential ~b, provided that one knows concrete coefficients of 
its expansion in the components of the order parameter. Thus, a stationary vector furnishes the 
most general explicit form of the order parameter which can be determined proceeding from purely 
symmetry-related considerations. 
Let us take the critical IR F0 inducing the phase transitions G ~Go. Omitting for brevity the 
index j = 0, we may rewrite for this IR equation (5) as 
~g(g)C = c,  g E Go. (7) 
Between the stationary vectors C of the critical IR and the symmetry groups Go a one-to-one 
relationship exists. Indeed, by selecting all the matrices of the IR F0 which leave invariant a certain 
vector C in the representation space and collecting all elements g of the group G corresponding 
to these matrices, one finds the complete set of the elements of the subgroup Go = Go[C]. On the 
other hand, if the subgroup Go is known, then one may find for it from equation (7) a quite definite 
stationary vector C = C[Go]. The algorithm of the stationary vectors method is based on just this 
relationship between the stationary vectors and the subgroups Go of the group G; it consists of 
the following three steps: 
(1) Construct matrices of a given critical IR F0; 
(2) Find by a specific procedure (see Section 4) all stationary vectors possible for 
the given IR (they single out certain sets of matrices of this IR); 
(3) Find for each such stationary vector all elements g e G whose matrices leave 
it invariant and identify the obtained set of symmetry elements as one of the 
230 space groups Go. 
Note in this connection that if there is no need to study the domains of one and the same phase, 
then out of the set of all possible stationary vectors one should select only the vectors nonequivalent 
with respect o one another. We call equivalent those two vectors C and C' which are transformed 
into each other under the action of at least one matrix q/(g0) of the representation To: C' = q/(g0)C- 
It is not difficult to verify that the sets of the matrixes H[C] and H[C'] that leaves these vectors 
invariant are related by the equation H[C'] = q/(g0)-H[C]" q/-t (g0). Then, for the subgroups of G 
corresponding to these vectors we have 
Go [C'] = go" Go [C]'g0-' (8) 
Thus, the subgroups Go[C] and Go[C'] are equivalent in the conventional crystallographic sense, 
i.e. they are the domains of one and the same low-symmetry phase. Such definition of equivalence 
was accepted in all our publications. In the first works of Hatch and Stokes a somewhat different 
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definition of equivalence was used, but later they, too, accepted efinition (8) [35]. It is to be noted 
that if this definition is used, the enantiomorphous phases may prove to be different domains of 
the same Go-phase [12, 35]. The three-above described steps of the SV-method have been covered 
by the following programs of our complex: REPS, VECTOR and GROUP, respectively. 
Let us now compare the SV-method with the methods based on the Birman criterion. The former 
rests on the notion of a stationary vector while the latter on that of a "subduction umber", i.e. 
the number showing how many times an identity IR of the group Go enters into the restriction 
Fj~ Go. However, what is the relationship between the two notions? 
Let among n components of the stationary vector C j = (C,, C2, . . . ,  Co) of the IR Fj, which 
corresponds tothe Go-phase, be only m independent ones. By setting successively all these arbitrary 
constants except one at zero, we obtain m linearly independent vectors V~ . . . . .  Vm in the space of 
the order parameter C ). By virtue of the formula 
p~(r) = ~ C~0~(r) (9) 
i=1 
the vectors V1 . . . . .  Vm define the independent linear combinations of the basis functions ~o~(r) 
invariant with regard to all elements of the group Go. In other words, each of the vectors 
Vl . . . . .  Vm defines that linear combination of the basis functions of the IR Fj which is a basis 
function of the identity representation f the subgroup Go. Thus, the subduction umber in the 
Birman method equals the parametricity of the stationary vector, i.e. the dimensionality of the 
subspace which it determines (it simply equals the number of the different letters a, b, c . . . . .  used 
for writing down the stationary vector). Consequently, the methods based on the Birman criterion 
give only partial information on the stationary vectors, viz. the number of their independent 
parameters. The SV-method, on the other hand, yields the explicit form of the stationary vectors, 
which is needed for solving most problems of thermodynamics (since these vectors correspond to 
extremum points of the thermodynamic potential ~) and of structural analysis [from the formulas 
of type (1), one may determine by means of the stationary vectors, when the basis funtions ~o~(r) 
are known, the general form of the density function po(r), i.e. the structure of the low-symmetry 
phase]. Seeing that the SV-method allows one to solve these problems, we think that it is not only 
more informative, but also methodologically more consistent, albeit more complex, than the 
methods based on the Birman criterion. We should like to note that the simplicity of the latter 
methods is, to a considerable degree, connected with the fact that in order to calculate the 
subduction umber, one has to know only the characters of the IR's, but not the explicit form of 
their matrices, which is required for the SV-method. 
So far we have been considering the first problem of the group-theoretical analysis of phase 
transitions in crystals, namely, the determination of possible groups of symmetry Go of the 
low-symmetry phases induced by the given (critical) IR. Most works are concerned with the 
solution to just this problem. However, there exists also the second problem of the group- 
theoretical nalysis of phase transitions which consists in the determination f the structure of the 
Go-phases. This problem was examined in Ref. [19] and a general method for its solution was 
suggested there. This method (see Section 6) allows one to find for each stationary vector C of the 
critical IR all the stationary vectors C j , corresponding to it, of the noncritical IR's which make 
a contribution to the function po(r) describing the structure of the low-symmetry phase. The 
complete set of the critical (primary) and the noncritical (secondary) order parameters forms a 
"condensate" of the stationary vectors (order parameters). It is possible to evaluate the relative 
smallness of the critical and various noncritical order parameters near a phase transition point (Pc, 
To) in terms of the Landau theory [19]. It has turned out that the temperature d pendence of the 
components of the critical order parameter has the form I T  - Tel ~/2, while that of the noncritical 
ones: I T - Tel m/2, where m is the minimal direct symmetrized power of the critical IR F0 which 
contains the given noncritical IR Fj. Thus, in order to find the structure of the low-symmetry phase, 
i.e. the function pn(r) from the formula (1), one has to know the complete condensate of the 
stationary vectors for this phase as well as the basis functions of the critical IR and of the 
noncritical IR's corresponding to it. For the calculation of these quantities the respective program 
CONDENSATE and BASIS were written. 
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The function Po (r) constructed with the aid of the complete condensate provides the most general 
form of the structure of the low-symmetry Go-phase allowed by its symmetry. The same 
information may also be obtained by means of a simpler crystallographic method [36]. Although 
the latter method, in contrast to the former, does not permit he evaluation of relative magnitudes 
of the critical and the noncritical order parameters near a phase transition point, it still may be 
used both to control the results derived with the aid of the complete condensate of stationary 
vectors and to obtain information on the lowering of the local symmetry at each point of the orbits 
of the group G of the original phase which occurs as a result of the phase transition G--*Go. The 
relevant program ORBIT will be described in Section 8. 
After this brief survey of the group-theoretical methods used in the analysis of the structural 
phase transitions, we turn to the consideration of the algorithms implemented in six programs 
mentioned above. As it is not possible to describe in one article all these algorithms with sufficient 
thoroughness, weshall examine in detail only those, which are the most essential for the SV-method 
(as an example, we consider obtaining all low-symmetry phases for the four-dimensional IR of the 
two-dimensional group p4bm [18]), touching briefly on only some distinctive features of other 
programs. While describing the algorithms, we make references to the works where the results were 
published, obtained with the aid of the programs based on these algorithms, and in the closing 
Section 9 we compare the results with those of other authors. 
3. OBTAINING FULL IR'S OF THE SPACE GROUPS 
The group-theoretical approach to the investigation of phase transitions described in the 
previous Section is based on the knowledge of the full IR's [37, 38] of the space group G. They 
are numbered by the wave vector k and by the number of the small IR, i.e. the representation f 
the wave vector group Gk. Unlike the small IR's, the full ones are characterized bythe whole star 
of the wave vector, they contain matrices corresponding to all the elements of G. Incidentally, a 
large number of problems of solid state physics, such as the construction of a symmetrized basis 
for the study of the electron energy spectrum in a crystal requires the use of only the small IR's. 
This has resulted in that publications entitled Tables of Irreducible Representations f the Space 
Groups (see, for example, the Refs [39-43]) customarily contain only the small IR's, occasionally, 
merely the characters of these. Some programs for the construction of small IR's have been 
developed by means of a computer [44, 45]. Since the symmetry classification of phase transitions 
in crystals requires knowledge of the explicit form of matrices for all full IR's of 230 space groups, 
we, together with V. N. Raspopov and V. P. Popov, worked out in 1974 a specific program REPS). 
In 1981 it was modified in cooperation with M. G. Glumov. 
This program uses a standard algorithm for inducing the full IR's from the small ones (see, for 
example Refs [38, 46]). The latter can be found with the aid of the ray IR's of the wave vector group 
Gk. Their construction is the most cumbersome part of the program, it is based, in its last version, 
on the work [42]. When constructing the IR's of the space groups, it is necessary to perfom, along 
with the usual calculational procedures, various algebraic manipulations, e.g. work with the 
elements of the space groups, find the stars of wave vectors etc. These transformations are 
performed in the program REPS by means of the special coding of the elements of the point groups 
of symmetry as well as by using certain concrete realizations of the Bravais lattices and of the 
reciprocal lattices corresponding to them. These expedients allowed one to reduce the algebraic 
operations to purely arithmetic ones and to evolve concise procedures, uitable for all lattices, for 
constructing the stars, obtaining all the elements of the space groups with the aid of their 
generators, for building the block structure of full representations etc. The program REPS is 
provided with a special block for controlling the correctness of the construction of the little IR 
matrices, which checks on the correspondence b tween the multiplication table of the matrices of 
the representation a d that of the elements of the group Gk. Some details of the first version of 
the program are given in Ref. [47]. Most procedures of REPS were subsequently utilized in other 
parts of the program complex for the investigation of phase transitions in crystals. 
The program REPS uses the following permanent information (a) the table of generators for all 
230 space groups; (b) the basis vectors of 14 Bravais lattices and of reciprocal lattices corresponding 
to them and (c) the matrices of the ray IR's for the standard factor systems [42] of 18 point groups, 
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nonisomorphous with respect o one another and associated with 230 space groups in a special 
"genesis" form [48, 49]. As input information, it is sufficient o use only the number of the space 
group and the wave vector, for which the full IR's are to be constructed. 
The REPS program prints out: (a) the elements of the space group (rather, the representatives 
in its decomposition into cosets with respect to the subgroup of translations T); (b) the star of the 
wave vector k with the indication of both the elements of the point group of the crystal, which 
generate its arms, and the elements, which transform k to k + b, where b is a certain vector of the 
reciprocal lattice (i.e. the elements of Gk); (c) the matrix of the ray representations of the point 
group corresponding to Gk for the factor system determined by the vector k and by the set of 
improper translations of the space group under consideration and (d) the matrices of the full IR 
either for the generators of the space group or for all representatives of its cosets with respect o 
the subgroup T. 
Using REPS we composed the tables of the full IR's of 230 space groups for the points of the 
high symmetry in the Brillouin zone (as has already been mentioned, only such IR's can induce 
commensurate phase transitions). The results of this computation have been used in all our further 
work devoted to the group-theoretical analysis of phase transitions in crystals. In particular, these 
results helped us select the images (L-groups, in the terminology of Ref. [4, 5]) of the four- 
dimensional [17], six-dimensional [11] and other IR's of all space groups. The classification of the 
IR's by the images plays an important part in the theory of phase transitions ( ee, for example, 
Refs [5, 6, 10]), since identical sets of stationary vectors and identical bases of invariants correspond 
to all representations with the same image. Tables of the full IR's, albeit incomplete, were 
published--for all groups of the hexagonal syngony this was done in Ref. [50], and of the cubic 
syngony in Refs [48, 49]. In the two last works, the so-called genesis form of the tables was 
proposed, which makes it possible to trace the genesis of the full IR's of the groups from the full 
IR's of some of their subgroups. At present, we are aware of only one more variant of the tables 
of full IR's, also for the points of the high-symmetry in the Brillouin zone, done by hand [51]. 
4. OBTAINING A SET OF NONEQUIVALENT 
STATIONARY VECTORS 
4.1. General description of the algorithm 
The most laborious tep in the finding of all possible symmetry groups of low-symmetry phases 
induced by the multidimensional critical IR F0 is the obtaining of the set of stationary vectors. This 
set is, apparently, determined solely by the set of different matrices of the IR F0, i.e. by its image 
l(Fo). The principal of algorithm, used in our programs, for obtaining the set of the stationary 
vectors consists of a number of steps. 
1. Find for each matrix 0g(g)~ i(Fo ) its stationary vector from the equation 
q/(g) C = C. (10) 
Some of the stationary vectors may prove to be zero vectors, some will be coinciding. Denote by 
VI the set of all nonzero vectors, different from one another, obtained at this stage. Each of the 
vectors of the set V~ is, generally speaking, left invariant not only by the matrix for which it was 
obtained from equation (10), but also by some other matrices (their own stationary vectors contain 
this stationary vector as a particular case), whose totality forms, apparently, a matrix subgroup 
of the group I(Fo). However, by far not all its matrix subgroups can be singled out in this way. 
Indeed, let us consider two stationary vectors Ci and Cj, associated with the subgroups H[C~] and 
H[Cj] of I(Fo). Each of these vectors depends on a certain number of the arbitrary constants and, 
thus, determines a certain subspace in the representation space invariant with respect to H[C~] and 
H[Cy], respectively. The intersection of these subspaces Ci fl Cj is, in fact, a subspace of 
lower-dimensionality, which is invariant with respect to both all the matrices from H[Ci] and H[Cj] 
and all their products. Hence, the intersection of the vectors C~ and Cj gives rise to the stationary 
vector Ck = C~flCj, which is, in the general case, associated with the new subgroup H[Ck]. The 
foregoing has led us to the second step of the SV-method. 
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2. Find all possible intersections of the vectors from the set of the stationary vectors V~ and 
augment this set with these. 
All these intersections may conveniently be found by performing successive pairwise inter- 
sections. After carrying out all pairwise intersections of the stationary vectors from the set V1 we 
obtain the set V2 of new stationary vectors, different from those of VI. Intersect each of the vectors 
of the set V2 with each of the vectors of the set V1 (obtaining in this way triple intersections of 
the stationary vectors) and then all the vectors from II2 with one another (which gives quadruple 
intersections). Denote the set of these newly found stationary vectors by V 3 and find thier pairwise 
intersections with one another and with the already available sets of the vectors from V~ and I/"2. 
Carry on this procedure until new stationary vectors cease to appear. This ends the second step 
of the algorithm. 
Each of the stationary vectors Ci obtained determines its, automatically maximal, matrix 
subgroup H[Ci] of the group I[F0]. This means that in the total set of the stationary vectors there 
will not be such that would be particular cases of one another generating at the same time the equal 
matrix subgroup of I(Fo). 
So as to avoid obtaining nonmaximal subgroups Go ~ G, a special chain criterion was suggested 
in the BC-methods [34]. 
The complete set of the stationary vectors obtained corresponds to the set of all possible domains 
of all low-symmetry Go-phases induced by a given IR F0. We have to know precisely this set when 
dealing with certain physical problems. When, however, we restrict ourselves, as is usually done, 
to finding only possible groups Gn of the lower-symmetry phases, then one more step becomes 
necessary in the SV-method. 
3. Let us select out of the complete set of stationary vectors a set of the vectors nonequivalent 
with respect o one another. Take with this aim a certain stationary vector C~ and act successively 
upon it with all matrices from I(Fo). The stationary vectors obtained as a result correspond to the 
domains Go [C~], they must, therefore, be crossed off the set of the stationary vectors. After this 
selection procedure performed for all vectors in the complete set, we obtain a set of the stationary 
vectors of the critical IR F0 under consideration, which are nonequivalent with respect o one 
another. 
4.2. Some details of the algorithm 
When carrying out the three steps of the algorithm, one should bear in mind that the matrices 
of the IR's of the space groups possess a certain structure. Large majority of these IR's (over 98%) 
are constructed of matrices with a structure which we call the structure of type S 1--there is in each 
column and each row of this matrix only one nonzero element (whose modulus equals unity in 
virtue of its unitarity). The rest of IR's of the space groups have the S2-structure (see below). The 
task of finding the stationary vectors of the individual matrices and of their intersections requires 
the solution of certain systems of linear equations. It would be not reasonable to try to solve them 
by the general methods of linear algebra in view of the special structure characterizing the matrices 
of IR's of the space groups. Let us consider this point in more detail. 
Represent the matrix A of the Sl-structure as a unity of its "structural" (P) and argumentary 
(/a) parts--A = (e}. In the structural part, indicate successively for each row of the matrix A the 
number of its column in which there is a nonzero element, which is equivalent to the determination 
of a certain permutation P of n numbers P = (Jr ,J2,. • • ,in). In the argumentary part, indicate the 
values of nonzero elements #i of the matrix A, which correspond to its successive rows-- 
# = (/~i,/~2 . . . .  ,/~,), i.e./~ is a number (complex in the general case) from the ith row of the matrix. 
For example 
Let us first of all consider the question of finding the stationary vector X of a matrix having 
the Sl-structure. By definition the vector X = (X~ . . . . .  At.) is the general solution to the equation 
A X = X which is equivalent to the system of the linear scalar equations 
.u ix /= xi. (11) 
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Here i = 1, 2 , . . . ,  n and j = j ( i )  is determined by the permutation P, i.e. j is the number of the 
column of the matrix A in which the nonzero element gi stands in its ith row. Generally, the 
permutation P may be decomposed into a certain number of the cycles, each of which generates 
a chain of linked equations. The result is that system (11) breaks up into a certain number of 
independent subsystems. Applying in regard to each such chain (subsystem) the method of 
successive elimination of unknowns, we arrive at one equation of the form 
f~,X, = X,, (12) 
where f~, is the product of the factors #i corresponding to all elements of a given chain and k is 
the number of its last equation. If flk = 1, equation (12) is satisfied identically and Xk = a, where 
a is an arbitrary parameter. In this case, all components of the vector X, contained in this chain, 
also depend on only this parameter. However, if flk ~ 1, Xk = 0, hence all other X~ of this chain 
equal zero. Thus, the stationary vector depends, in the general case, on several arbitrary parameters 
whose number (P~) is determined by the number and the type of the chains of system (11) 
ex 
X= ~ a,W,. (13) 
k=l  
(The number Px equals, as was noted above, the subduction umber in the BC-methods.) Here Wk 
are the vectors determining the fundamental solution to system (11). For example, the stationary 
vector X of the matrix 
{ 3 , 4 , 1 , 2 , 6 , 5 }  
A = --1, 1, --1, --1, 1, 1 
has the form 
X= 
a 
0 
-----a 
0 
b 
b 
1 o 
0 
0 
0 
+b 
"0" 
0 
0 
0 " 
1 
1 
The vectors W, are the orthogonal eigenvectors of the matrix A, which correspond to unity 
eigenvalue. 
In virtue of the peculiar structure of stationary vectors of the Sl-structure matrices, a simple 
method for finding their intersections can be suggested. Its idea may be explained by the following 
example. Let X = (a, b, b, -a ,  c, - c )  and y = ( -p ,  q, q,p, -q ,p )  where a, b, c,p, q are arbitrary 
parameters, The finding of intersections of these vectors amounts to the solution to the following 
system of linear equations: 
I 1 
0 i 
0 
a 
-1  
0 
0 
I 
1 
+bl  0 
!0 
0 
+c  
r0  
0 
0 
Io 
I 1 
! - I  
=p  
"-1 
0 
0 +q 
1 
0 
1 
-0  TM 
iI 
1 1 
° I 
-I 
0 
04) 
Unlike system (11), now each unknown is contained in several equations, however, the essential 
point is that each equation contains only two such unknowns--one from the vector X, another 
from Y. Taking account of this special feature of system (14) and applying the method of successive 
elimination of unknowns, one may obtain an effective "chain" algorithm of its solution similar to 
the above-considered algorithm for finding stationary vectors of indivudal matrices [52]. The 
solution of system (14) provides the vector (written for convenience in a row form) 
Z = (a, -a ,  -a ,  -a ,  a , -a ) .  (15) 
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The number of its unknowns Pz, apparently, satisfies the relationship P, ~< min (Px, Py), where Px 
and Py are the numbers of the arbitrary parameters of the vectors X and Y being intersected. Note 
that in the case of one-parameter stationary vectors there is no need to find their intersections with 
other stationary vectors ince this operation results in the obtaining of either the zero or the original 
one-parameter stationary vector. 
Furthermore, the peculiar structures characterizing matrices of the IR's of the space groups and 
the stationary vectors corresponding to these allows the third step of the SV-method to be 
substantially simplified. Let the two vectors X and Y be checked on equivalence. Let us act on X 
with a certain matrix q/0 from the set qlnd of nondiagonal matrices of the representation F0. If 
the structural part of the vector X' so obtained oes not coincide with the structural part of Y, 
clearly, the vector X cannot be transformed into Y by any matrix of the coset, whose representative 
is the matrix q/0, in the decomposition f l(Fo) with respect to the subgroup of diagonal matrices 
q/d of this image. Indeed, all elements of the given coset differ from one another only in the 
multiplication by different diagonal matrices, when, however, these matrices act on the vector, only 
its argumentary but not the structural part is changed. Thus, one has to act on the stationary vector 
by diagonal matrices from the set q/d only then when the structural part of X coincides with the 
structural part of Y. 
As noted above, only a small percentage of the IR's of the space group contain matrices with 
the S2-structure (this is immediately evident from the inspection of the tables of representations 
of the wave vector groups [39, 51]). The block structure of these matrices i of the S 1-type, but there, 
instead of nonzero elements (i.e. one-dimensional matrices #i from # = (#1, #2 . . . . .  #,)) stand 
two-dimensional unitary matrices co i. The matrices of S2-structure may be written in a form 
completely analogous to that for the matrices of the Sl-structure: A ={e}. Here, 
co = (col, co2,..., co,) is the set of the two-dimensional b ocks corresponding to successive 
"macrorows" of the matrix A. This form of writing clearly shows that the method for obtaining 
the stationary vectors for the type S1 matrices can readily be generalized to cover the case of the 
matrices of the type $2. More fully this question was dealt with in Ref. [52]. 
Not infrequently, it may be desirable or necessary to change from the complex form of the IR 
to the real one (in particular, this would be necessary when passing to the "physically irreducible" 
representation). In such a transformation, the original Sl-type IR may turn into the representation 
of the S2-type. In this case, the rational approach would be to find the set of the nonequivalent 
stationary vectors for the original IR of the Sl-type and only then to perform transformation f 
all vectors Ci of this set in accordance with the unitary transformation U of the original 
representation such that C~ = UC~. Here the vectors C~ will also be real. 
Based on the above-described alogrithm for constructing the set of nonequivalent s ationary 
vectors for the IR's of the Sl-structure, we wrote back in 1974 together with Petrenko the program 
VECTOR (its text was later published in Ref. [52]). Group-theoretical analysis has been carried 
out with the aid of this program in all our subsequent works. 
4.3. An example 
As an example of the application of the algorithm described, let us find the set of nonequivalent 
vectors for the four-dimensional IR of the two-dimensional group P4bm = P4g (it corresponds to
the point X of the planar Brillouin zone for the square lattice). This group is determined by four 
generators a~, a2, (h~410, ), (h2dl/2, 1/2). The first two of them determine the planar Bravais lattice, 
the third is a rotation by 90 ° about the Z axis and the fourth represents he glide plane normal 
to the X axis. Following the number of the point group element taken from Ref. [39], there is given 
improper translation, corresponding to it, which is defined by the components of the expansion 
in the basis vectors al, a2 of the Bravais lattice. Next we take from Ref. [18] the matrices of the 
full IR's of the group under consideration. 
By using the matrices of the translations a~, a 2 given in Table 1, find all different matrices of 
translational e ements of the group P4g and denote this set by q/d (see Table 2). Find, also with 
the aid of Table 1, the representatives of all cosets in the composition of P4g with respect to its 
subgroup of proper translations as well as the set of qgnd of the matrices corresponding to these 
representatives (see Table 3). 
For the reader's convenience, we present here the definition (taken from Ref. [39]) of every point 
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element of the symmetry given in this table by indicating the result of its action on an arbitrary 
point of the plane having the coordinates (x, y): hj = (x, y), h,4 = (.~, x), h4 = (£,)7), hi5 = ( y, £), 
h26 = (.~, y) ,  h:7 = (x, f ) ,  h37 = (y, X), h40 = ()7, 3~). The first four elements correspond to rotations 
about the four-fold axis Z, the rest correspond to reflections in the coordinate (h26, h:7) and 
diagonal  (h37 , ha0) planes containing this axis. Every matrix of the IR may be represented asproduct 
of a certain matrix from Table 2 and a certain matrix from Table 3 whose numbers will be written 
with a hyphen market to indicate the full number of the matrix of the IR. 
Let us now illustrate the process of obtaining the stationary vectors of the matrices of the 
representation u der consideration. For example, equation (10) gives for the matrix 2-5 
1 
-1  
From this we have -c  = a, -d  = b, a = c, -b  = d. Consequently, a = c = 0, d = -b .  Thus, the 
stationary vector of the matrix 2-5 is of one parameter type and, written in a row, it has the form 
(0, b, 0 , -b ) ,  where b is an arbitrary constant. Analogously, for the matrix 1-8 the following 
equations of type (11) will be derived d=a,  - c  =b,  -b  =c,  a =d.  Hence, this matrix is 
associated with a two-parameter stationary vector of the form (a, b, - b, a). Find now successively 
for each of the 32 matrices of the image I(X~ ) its own stationary vector. Some of them prove to 
be zero, some are identical. All 19 different stationary vectors of the matrices of the IR X~ are given 
in Table 4. 
Let us now consider the next step of the SV-method and find the intersections of the stationary 
vectors. Since, as was already noted, intersection of a one-parameter stationary vector with any 
other stationary vector produces trivial result, it would, in this case, suffice to try out only the 
intersections of ten two-parameter vectors among one another (intersection of the four-parameter 
vector (a, b, c, d) of the general form with any other vector gives simply the last vector). When 
intersection of two stationary vectors is being sought, one has to bear in mind that the letters a, 
b, c . . . .  on which their form depends denote some arbitrary constants and must, therefore, be 
assumed ifferent for the different stationary vectors. Then the finding of an intersection will 
amount o the equalizing of these vectors. For example, for the vectors Nos. 2 and 8 from Table 
4, we obtain the equation (a, 0, b, 0) = (a', b', 0, 0), which yields a' = a, b' = 0 and b = 0. Thus, 
intersection of these vectors leads to the new stationary vector (a, 0, 0, 0). 
Trying out of all pairwise intersections of the vectors from Table 4 produces 8 new stationary 
vectors, listed in Table 5, which supplement the set of the stationary vectors of Table 4. As all of 
them are of one-parameter type, their further intersections with one another and with the vectors 
of Table 4 will not produce any new stationary vectors, hence the procedure of finding all possible 
intersections ends at that. We have thus obtained for the IR XI of the group P4g a set of 28 different 
stationary vectors. 
Let now the next step of the SV-method be considered. Elimination of the equivalent stationary 
vectors can be subsequently simplified by taking account of the fact that only those vectors can 
be equivalent which have equal number of arbitrary parameters and equal number of zeros (the 
latter property follows from the Sl-structure of the matrices of the IR's). Here again, one has to 
take into account he arbitrariness of the constants a, b, c. For example, the action on the stationary 
vector No. 2 from Table 4 by the matrix 1-2 gives the vector (0, a, 0, -b )  which will be equivalent 
to the third vector from Table 4 (0, a, 0, b), since the sign before the arbitrary parameter (b) is, 
in our case, of no significance. By crossing all equivalent vectors off the set of altogether 27 vectors 
(Tables 4 and 5) we arrive at the final set of nine nonequivalent vectors presented in Table 6. Thus, 
the IR Xl of the two-dimenional group P4g induces nine lower-symmetry phases. 
4.4. An alternative algorithm 
The algorithm described in Section 4.1 allows one to obtain the complete set of nonequivalent 
stationary vectors of a given IR F0 and, consequently, to single out all nonequivalent matrix 
subgroups of the image 1(1"o) of this representation. Notwithstanding the obvious advantages of 
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this algorithm, one has to look for alternative algorithms for obtaining a set of nonequivalent 
stationary vectors when, having limited computer esources, we are confronted with a large 
dimensionality of the representation a d a great number of different matrices contained in it. 
Following Ref. [52], we describe here one of these alternatives. 
Until now, the step of finding the stationary vectors was completely separated from the step of 
the search for Go. Partial coincidence of these stages may, in certain cases, yield some calculational 
advantages. Let G and Go be the space groups of the high-symmetry and the lower-symmetry 
phases, respectively, and G O and G°--the crystal classes corresponding to these groups. The 
following problem is posed: find the space groups Go induced by a given IR of the group G that 
would correspond to a fixed crystal class G °. This problem, called hereafter B, may be of interest 
in its own right. Once, however, we have solved a problem A on the listing of all possible Go for 
the given IR of the group G, it would suffice to solve the problem B for all G ° E G °. In this 
procedure, one should take into account different ways of positioning G° in G °, e.g. if G o = Oh, 
then the subgroup with G ° = D E may be realized using either the set of the elements I/l, ]/2, ]/3, ]'14 
or the set I/l, h4, ]/13, h|6. In the former case, all second-order axes are coordinate, in the latter, two 
of them are diagonal. All possible crystallographically nonequivalent ways of positioning of the 
point groups of the symmetry G ° in G O can be listed beforehand, they have to be successively tried 
out in search of all space groups Go of the lower-symmetry phases induced by the given IR. 
Let us make use of the decomposition f the group G into cosets with respect to its translational 
subgroup T 
G =~gjT .  
i 
Here, the elements gi = (]/ilaJ) are the representatives of the cosets. Let a computer combine the 
representatives gi of the cosets corresponding to hi 6 G ° with the proper translations a sociated with 
all different matrices of the IR. Let us find for each such combination ofthe generators the matrices 
corresponding to them and construct their common stationary vector. If this stationary vector 
proves to be nonzero, it will, in effect, mean that we have obtained the admissible variant of Go 
as well as the explicit form of the order parameter generating it. By this procedure, one may find 
all possible Go for fixed positionings of G ° in G °. Trying out all such settings and then the different 
G ° groups will lead to the solution of the problems A and B. 
It is to be noted that the algorithms described above may be used not only for the irreducible, 
but also for the reducible representations (a relevant problem arises when the phase transitions are 
studied that are described by several order parameters). 
5. IDENTIFICATION OF SUBGROUPS OF A SPACE GROUP 
5.1. General description of the algorithm 
Consider a set of the symmetry elements of the original space group G corresponding to those 
matrices of the critical IR which leave a certain stationary vector C invariant. This set Go [C] is 
a subgroup of G, hence it is one of 230 space groups. Now the problem of identification of GD 
arises. We aim to identify it by means of a computer, which involves ome specific difficulties, e.g. 
the diagrams of space groups often used by crystallographers cannot be employed, uniformity is 
required in the description of each group etc. We shall first discuss ome relevant points, which 
are to be taken into account in the identification ofsubgroups of the space groups, and then briefly 
describe the algorithm of the program GROUP which provides for the solution to the identification 
problem. 
1. The loss, in the transition from G to Go, of some translations and elements of the point group 
of symmetry is usually accompanied by a change of the Bravais lattice. Let us denote by T, 
a/and Ai (i = 1, 2, 3) the Bravais lattice and the edges of the primative and the elementary 
cell of the high-symmetry phase, respectively, and by To, a~ and A~--the corresponding 
characteristics of the lower-symmetry phase. The type of the Bravais lattice may change due 
to disappearance in the phase transition of a number of sites of the set T. This, however, may 
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also occur when all old translations are preserved (a transition without he change in the 
volume of the primitive cell), but some elements of the point group of crystal symmetry 
vanish. Let, for example, the point groups of the space groups G and Go be C4~ and C2v, 
respectively. In this transition, owing to the disappearance of the four-fold axis, the symmetry 
element vanishes that "holds together" the tetragonal lattice. This results in a deformation 
of the lattice near the phase transition point which transforms it into one of the orthorhombic 
syngony lattices (at the transition point a; = a~, while away from it these vectors become 
different). It should be noted that the lattices listed in Refs [2, 53] simply describe a set of 
the sites "surviving" aphase transition, while the true type of the Bravais lattice can be found 
only through an analysis of the remaining elements of the point symmetry and it often is quite 
different from that given in the references mentioned. 
2. In the analytical description of an infinite space group, usually a finite set of the representa- 
tives of all cosets g~=(hila~j) is taken in the decomposition of Go with respect o its 
translational subgroup To. The set of the elements hi is unambiguously fixed by the 
corresponding point group of the crystal symmetry G°, while the choice of ~i is not rigidly 
fixed. In the first place, ~i depend on the setting of the center of the space group, which, after 
the set of the elements belonging to Go has been singled out of G, may prove to be different 
from the commonly accepted one. As is known, the shift of the group center by the vector 
R leads to the following transformation f the space group elements: 
g~ = (h~lot~) = (hilati + h~R - R) (16) 
(if, in addition to this shift, rotation of the coordinate axes takes place, then hf # hi). This 
transformation is made use of, when the symbol Go should be brought o the standard form. 
3. The improper translations atialso depend on the choice of a representative of the coset in the 
decomposition f Go with respect to the subgroup To. It is important to take this choice into 
account when there are present proper translations lying obliquely to the characteristic 
direction of the element h~. In crystallographic terms this gives rise to an "alternation" of the 
elements of various types in the group (e.g. screw axes alternate with the simple axes, 
reflection planes with the glide planes of a certain type etc.). From the viewpoint of the 
group-theoretical description, this means that in one and the same coset here are, owing to 
the addition to its representative of various proper translations from To, space group 
elements of various types. 
4. The international symbol of the space group, by which the identification of Go is made, may 
change not only when the alternation of the type of symmetry elements i taken into account, 
but also when the coordinate axes are transformed. The identification of Go is also 
complicated by the fact that its crystal class may have different positions with regard to the 
crystal class of the original symmetry group. 
We now briefly describe the main steps of the identification of the space group Go used in the 
program GROUP. (Its first version was written in 1977 in collaboration with S. V. Tsybulya, the 
second--in 1987--together with V. V. Krivtsova.) 
Step 1. Determination f syngony. Let us denote by Pk the order of the crystal class G ° of the 
group Go. The identification of syngony with the aid of a computer isperformed through carrying 
out a number of successive checks. The triclinic and monoclinic syngonies are singled out by the 
value of Pk and by the presence or absence of inversion in G °, the tetragonal, trigonal and 
hexagonal syngonies--by the presence of only one axis of the highest order as well as the value 
of this order, and the cubic syngony--by the presence of several three-fold axes. In case the syngony 
is not determined as a result of these checks, it is orthorhombic. 
Step 2. The determination f a Bravais cell. The arms Ki of the Lifshitz star may be written as 
3 
K,= E #obj, 
where bj are the vectors of the reciprocal lattice and the coefficients 
m 0 
nq 
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are proper fractions with n U taking only the values 2, 3, 4. Let nj be the least common multiple 
of all n~ corresponding to the fixed vector bj. Determine now a certain enlarged elementary cell 
(EEC) of the original phase making use of three basis vectors Aj =njaj. From the form of the 
matrices of proper translations it is clear that M(Aj) is a unity matrix, which means that the EEC 
will certainly be a cell repeatability not only in the original, but also in the lower-symmetry phase 
(though, generally, not of minimal volume). 
Let us assume that within an EEC there have been N sites of the lattice T and No sites of the 
lattice To. Clearly, the density of the Bravais lattice sites has, as a result of the phase transition 
G~Go, been reduced N/No times, which means that the volume of the primitive cell has been 
increased N/No times, i.e. V'/V = N/No. 
Let us now, by repeating the EEC, build using a computer a fragment of the sites of the lattice 
To about the origin of the coordinates (we shall call the set of these sites a a-set), sufficient for 
the choice of the basis vectors A~, At, A~ of the Bravais cell for this lattice. The vectors A~, A~, 
A~ are determined by the three sites, closest o the origin of the coordinates, along the axes X, Y 
and Z, which are selected in accordance with the usual crystallographic rules. For example, the 
Z axis must coincide with the higher-order axis, if there is only one such axis for the given syngony. 
The X axis is, in this case, directed toward the nearest site lying in the plane normal to the Z axis 
and the axis Y lies at the angle of 90 ° to the X axis for the tetragonal nd of 120 ° for the hexagonal 
and rhombohedral syngonies. 
Step 3. Determination f the centering type of the Bravais cell. Following the determination f 
the Bravais cell edges A[, A t, A~ of the lower-symmetry phase, we have to find the centering type 
of this cell. The a-set of the sites is inspected in order to determine whether there is among these 
at least one site possessing noninteger, in fractions of I A ~ I, I At I and I A~ I, projections onto the axes 
x, y and z, respectively. There are formed the logical variables xy, xz and yz, which take on truth 
values in the case of the centering of the corresponding face of the Bravais cell, as well as the 
variables xyz having the truth value for the centering of its volume. Depending on the truth or 
falsehood of the above-mentioned variables, the type of the Bravais lattice is determined (P,/, F, 
C, A, B, H, R in international notation). The trigonal lattice R is considered in the hexagonal system 
of coordinates. The Bravais cell corresponding to it is, in contrast to the cell of the hexagonal lattice 
(H), "twice centered." 
Step 4. Determination of the international symbol. The final identification of the space group 
Go in the program GROUP is made with the use of its international symbol. The rules of writing 
it for each of the syngonies are well-known [10, 54]. In order to construct the symbol of Go, it is 
necessary to determine the types of the axes and the symmetry planes entering into this symbol 
as generators of the group. 
For the determination of the type of the axis, project the improper translation of the 
corresponding rotational element onto this axis and find which part it is of the modulus of the 
minimal proper translation along the axis under consideration. To eliminate ambiguity in the 
symbol introduced by alternation of the axis types, one should successively add to the improper 
translation the proper translations, corresponding to all sites of the a-set, after which the 
identification of the axis type is repeated. In such a way, we try to obtain the least projection of 
the improper translation onto the given axis. An analogous procedure is made use of, when 
determining the type of the plane, which, too, may change because of alternation. The improper 
translation corresponding to the plane is projected onto it, and the components of this projection 
onto basis vectors of the Bravais cell are determined. An analysis is then made to ascertain along 
which axes there occurs improper gliding and what is its value (1/2 or 1/4 with respect to the proper 
translation along this axis). After this, all proper translations of the a-set are successively added 
to the original improper translation and the procedure of identification of the plane type is 
repeated. By this procedure a type of the plane with higher priority is selected (it is assumed that 
the priority is diminished from the left to the right of the standard list of the possible plane types 
m,n,d ,a ,b ,c ) .  
There is one exception regarding the simplification of the space group symbol by taking account 
of the alternation of the types of the symmetry elements. The symbol of the group D 9 = 1212121 
coincides, after above considered simplification, with that of the group D~ = •222, still, these 
groups are different, since in the latter case the second-order axes do intersect, while in the former 
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they do not. To differentiate these cases, the computer finds the product of two axes of the 
second-order and determines whether this product is a simple (2) or a screw (21) axis; in the former 
case Go = I222 and in the latter Go = I2~ 2~ 2~. An analogous check can be carried out also with 
the groups T 3 = 123 and T s = I213. 
From the foregoing it is evident hat the program GROUP is based on a purely crystallographic 
method of identification of the subgroups of a space group. In Ref. [55] another algorithm of 
identification is described based on analytical transformations. 
5.2. Examples 
Let us now return to the case of the four-dimensional IR X~ of the group P4g and identify the 
low-symmetry phases induced by it. Making use of Table 1, Tables 2 and 3 may be obtained, where 
over each matrix of the representation X1 an element of the space group is indicated corresponding 
to this matrix. For example, the matrix No. 6 from Table 3 is obtained via multiplication of the 
matrix No. 2 form the right by the matrix No. 5. Multiplication in the same order of the 
corresponding symmetry elements gives (h,,10, 0) (hzdS, l )=  (h401-5, 5). Now we make use of 
Tables 2 and 3 to find the Go-groups of the low-symmetry phases corresponding to each of the 
nine stationary vectors of the critical IR X1 under consideration obtained in the previous section. 
1. C~ = (a, 0, 0, a). None of the matrices corresponding to proper translations from Table 2 
leaves this vector invariant. However, from the appearance of the two-arm star corresponding 
to the point X of the Brillouin zone [kl = (0, ½); k2 = (5, 0)] it is clear that the double proper 
translations 2a~, 2a2, 2al + 2a2 etc. "survive" the phase transition. In Fig. 1 the sites of the 
Bravais lattice To of the lower symmetry phase are indicated by thick dots. Out of four proper 
translations of the original G-phase, the EEC with the periods 2al, 2a2 (see Table 2) has only 
one site surviving in the Go-phase, namely the zeroth. Thus, the site density in the plane is 
lowered four times and, accordingly, the ratio between the volumes of the primitive cells of 
the low-symmetry and the parent phase (V'  and V, respectively) V' /V  = 4. 
Find now the group G elements urviving in the Go-phase, which are different from the 
purely translational elements (in more precise terms, we search for the representatives of the 
cosets in the decomposition of Go with respect o its translational subgroup To). It can easily 
be found that the vector CI is left invariant by the following four matrices of the critical IR: 
1-1, 2-3, 2-6 and 1-8 (may we recall that the number before the dash indicates the matrix 
from Table 2 and that after it-from Table 3). The following elements of the group P4g 
correspond to these matrices: 
(hi[0,0); (h4[1 0); (h40l I1"  t 1 ~, ~), (17) , (h371~, -- ~). 
For example, the product of the elements (h~ L a l ) -  (h~ll, 0) and (h40l- I, ~), which is the 
element i 1 (h4015,~), corresponds to the matrix 2-6. The set of the elements h~ from elements (17) 
determines the class ram2 which belongs to orthorhombic syngony. For this syngony, the 
basic periods of the Go-phase (the edges of the Bravais cell) must be perpendicular to the 
planes h4o and h37. They are shown in Fig. 1 and have the form: A~---2a~ + 2a2; 
At = -2a~ + 2a~. It is evident from the figure that the low-symmetry phase has a centered 
cell (the Bravais lattice of type C). 
• • • 
Y 
h3~ 
)7':_ -X 
Fig. 1. Orthorhombic lattice of type C for Go with V'/V --- 4. 
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The international symbol of a space group is, as known, constructed from the symbol of 
the crystal class (mm 2 in the present case) by adding to it the type of the Bravais lattice and 
by indicating the type of the elements entering into this symbol, which is determined by the 
improper translations corresponding to them. The two-fold axis is in this case simple since 
the improper translation at4=(1,0), corresponding to the element h4, does not give a 
projection onto the direction of this axis (the axis /14 is normal to the plane of the 
I 1 two-dimensional l ttice). It is easy to see that the improper translation 0% = (i, i), correspond- 
ing to the plane h40, is normal to it and, consequently, it is a mirror plane of the type m. Thus, 
we have obtained the international symbol of the Go under consideration: Cmm2. 
For X-ray, neutron-diffraction a d other structural studies, useful may prove not only the 
knowledge of the symbol of the Go but also of the explicit form of its setting in the group 
P4g of the parent phase. For this purpose, it would be sufficient to know the transformation 
of the coordinates' origin, which brings the set of the Go-group elements to the form 
consistent with the international symbol obtained above. Having noted that in this symbol 
(Cmm2) the two-fold axis is not accompanied by any improper translation, let us demand 
that, upon the shift of the system of coordinates according to condition (16), the improper 
translation at4 = (1, 0) of the element h4 disappear: at~ = (0, 0). Taking account of that 
R = (x,y) in condition (16) is an unknown vector, we obtain the equations: -2x  + 1 = 0; 
-2y  = 0, wherefrom R = (l, 0). From equation (16) written for h37 and h40, it is easy to see 
that the improper translations for these elements also disappear due to the obtained shift in 
the origin of coordinates and thus we come again to the symbol C2mm, this time by means 
of an analytical method. 
C2 = (a, 0, a, 0). Out of four matrices of proper translations ( ee Table 2)), two---the first and 
the second--leave this vector invariant. Hence, the density of the sites of the Bravais lattice 
is decreased twice (V "/V = 2). The relevant lattice is shown in Fig. 2: A~ = aj; A~ = 2a2. Note 
that when searching for the matrices of the "rotational" elements which leave the stationary 
vector invariant, we act successively upon it first with the matrices from Table 3. If they 
change the structure of this vector [as doses, e.g. the matrix No. 2, which transforms C2 into 
the vector (0, a, 0, -a) ] ,  then the variants of their combination with the matrices of the proper 
translations from Table 2 need not be considered. For the vector C2, there is only one matrix, 
which leaves it invariant, namely, 3-7 corresponding to the element (h271 - t 1 i, ~). This element 
is, actually, a representative of the second coset in the decomposition of Go with respect o 
its translational subgroup To, already obtained, which is determined by the vectors A~ = al, 
A~ = 2a 2 
Go = To + (h271 - l, 1) To. (18) 
The element h~7 determines the plane normal to the axis Y so that the component of the 
improper translation at27 along this axis does not affect the character of this plane. On the 
other hand, the component 0(27 along the axis X turns the plane h27 into a glide plane of the 
type a. Thus, the symbol of the Go-group for the stationary vector C2 has the form 
P la l  = Pg. 
The shift of the origin of coordinates that we are seeking must provide for the standard 
analytical description of the group, i.e. it must set at zero the projection of the translation 
Y 
o J , . .  
0 0 0 4 0  
. e , , ,  
. . . .  
° ° ° °  
Fig. 2. O~ho~ombic latti~ of type P ~r  Go ~th  V "/V = 2. 
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Y 
• • • ° ° 
A~ ' " "X  
Fig. 3. Square lattice for GD with V' /V  = 4. 
of h27 along the Y axis. From the equation ~7 = ~27 + h27 R - R --  0 we derive R = (0, ¼), 
which yields (h27t- ½, 0). However, in virtue of equation (18), one may choose any other 
element of the second coset as its representative. By adding to it the new proper translation 
A~,' we get (h2715' A~'), which corresponds to the glide plane of type a in standard notation. 
3. C3 = (a, a, 0, 0). The Bravais lattice is determined by the vectors A~ = 2a~, At = 2a2 (Fig. 3), 
V '/V = 4, Go = P4. 
4. C4--(a, 0,0,0 ). The Bravais lattice is shown in Fig. 2. A~=a,;  A~=2a2, V' /V=2,  
GD=Pl l2 .  
5. C5 = (a, 0, 0, b). Clearly, the vector C~ = (a, 0, 0, a) considered earlier is a particular case of 
the vector C5: we may obtain C~ from it by assuming b = a. Therefore, only the matrices of 
some elements of the set (17) can leave C5 invariant. The only such matrix is 2-3 which 
corresponds to the element (h41 1, 0). The sites surviving in Go are shown in Figs 1 or 3. Since 
this case corresponds to monoclinic space syngony (the second-order axis lies normal to the 
planar lattice), A~ is determined by the vector from the origin of coordinates to the nearest 
site in the plane perpendicular to h4, while A~ is determined by the another nearest site whose 
vector is noncollinear with A~. We may thus assert hat the lattice To is, for this case, shown 
in Fig. 3. So we have Go=Pl l2 ,  R = (½,0). 
6. C6 = (a, 0, b, 0). A particular case of this vector C2 = (a, 0, a, 0) has already been considered. 
The corresponding To is given in Fig. 2. However, the matrix of the element (h271 - ½, ½), which 
left C2 invariant, does not do so in regard to the vector C6. The latter corresponds therefore 
to Go=P1, V ' /V=2,  R=(O,O). 
7. C7 = (a, b, 0, 0). To is shown in Fig. 3, V'/V = 4, Go = P 1 12, R = (0, 0). 
8. Cs=(a,b,b,a). To is shown in Fig. 1, V' /V=4,  R has, in the general case, the form 
R = (½ - y, y). As it is sufficient o choose any shift of the origin of coordinates bringing Go 
I 0 = to the standard escription, it would suffice to set y = 0 so that R = (5,) .  Go C lm 1. 
9. C9 = (a, b, c, d). This is a trivial case. Go = P 1, V '/V = 4. 
6. OBTAINING THE COMPLETE CONDENSATE OF 
STATIONARY VECTORS 
The symmetry group Go[C °] of a low-symmetry phase is, as was noted in Section 2 of the present 
work, fully determined by the corresponding stationary vector C o of the critical IR F0. However, 
the structure of this low-symmetry phase defined by formula (1) depends not only on the critical 
IR, rather, it receives contributions from some other, noncritical IR's Fj of the group G. In order 
to find the explicit form of these contributions to the structure of a fixed Go-phase, it is necessary 
to obtain the complete condensate of the stationary vectors (order parameters) corresponding to
this phase. In calculational terms, the problem may be set as follows. Since the subgroup Go (with 
the concrete manner of its positioning in the group G taken into account) is now assumed to be 
known, it is required to single out all those IR's Fj which correspond to the nonzero stationary 
vectors common to all matrices of their restrictions FjJ, Go to the subgroup Go. With the aim of 
solving this problem we wrote, in collaboration with V. N. Kesoretskikh, in 1982 the program 
Analysis of phase transitions in crystals 273 
CONDENSATE which is, in fact, a somewhat modified program VECTOR. Its input data 
comprise the set of the IR's under consideration and the number of the critical IR. The program 
finds all stationary vectors of this critical IR as was described in Section 4 (it is also possible to 
input a previously calculated set of these vectors) and then for each of these it selects the numbers 
of the matrices which enter into the restriction F0 ~ Go. After this computer considers the matrices 
with the same numbers but belonging to each of the other given IR's (i.e. the matrices of the 
restriction Fj ], Go) and finds the stationary vectors common to all matrices of Fj,~ Go. The IR Fj, 
which produces the nonzero stationary vector C j of the restriction Fj~ Go, makes a contribution 
to the complete condensate. Thereby we also obtain the explicit form of each of the noncritical 
stationary vectors C j that correspond to the critical stationary vector C °. 
The program CONDENSATE has a special block which calculates multiplicities of the entering 
of each of the noncritical IR's into the symmetrized direct product of the critical IR F0. As was 
noted in Section 2, this information may be used for an evaluation of smallness of the components 
belonging to the critical and various noncritical order parameters near a phase transition point. 
The described procedure of the obtaining and analysis of the complete condensate was proposed 
in Ref. [19]. It was used there for finding the condensate of order parameters of the low-symmetry 
phases induced by the IR's of the group 0 7. Analogous results for the phase transitions in crystals 
with the space group O] were given in Ref. [56]. A concrete xample of obtaining the complete 
condensate for the point group Oh is considered in detail in Ref. [57], where there is also discussed 
a symmetry-based approach to the determination f a critical representation corresponding to the 
given symmetry lowering occurring as a result of a phase transition. In Refs [36], [57], a link was 
established between the notion of the complete condensate of stationary vectors and the theory 
of color symmetry. Based on this relationship, a number of theorems on complete condensate was 
proved, in particular, a criterion of its completeness was suggested which substantially simplifies 
the obtaining of the condensate and may, to a certain extent, verify correctness of its construction 
by means of a computer. 
7. CONSTRUCTION OF BASIS FUNCTIONS OF THE IR's 
OF SPACE GROUPS 
In order to find, by means of formula (1), the structure of the low-symmetry Go-phase, it is 
necessary to know, apart from the complete condensate of the stationary vectors, the basis 
functions of the critical and all noncritical IR's of the group G. The basis functions cannot be 
determined by the IR alone, they also depend on the type of the phase transition (displacement, 
order-disorder, orientational, magnetic etc. transitions) as well as on crystal structure in the 
original G-phase, i.e. on the distribution of its atoms over the orbits of the space group G. Since 
these orbits are symmetry-independent, the problem arises of constructing the basis functions for 
the most frequently occurring transition types for all the orbits and all the IR's of each of the 230 
space groups. Our program FONON, which was written in collaboration with S. I. Ulyanova nd 
G. A. Lisochenko, iscapable of constructing scalar, vectorial and pseudovectorial b sis of the IR's 
of space groups. It implements he method of projection operators described in Refs [6, 30]. 
The program requires the following input data (a) the code of the transition type; (b) the starting 
point of the orbit; (c) generators of the space group; (d) generators of the wave vector group and 
matrices of the ray IR's corresponding to them (e.g. from the Ref. [39)]. Its output yields all variants 
of the bases of the given IR F i (e.g. for the displacement type transitions the number of such bases 
equals the number of times which Fj enters into the mechanical representation (corresponding to 
the given orbit of the space group). 
The program FONON was used for obtaining the basis functions of a number of space gorups. 
In Ref. [58], the basis functions were found for transitions of the displacement and ordering types 
for most orbits of the O7-group and for the IR's corresponding to high-symmetry points in the 
Brillouin zone. In the same publication, an alternative method is described for constructing the 
basis functions of IR's of the space groups, which is, in effect, based on the definition of a group 
representation. This method is more straightforward than the method of projection operators, we 
have used it for the verification of the computer results. 
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8. SPLITTING OF THE ORBITS OF A SPACE GROUP 
INDUCED BY A PHASE TRANSITION 
So as to acquire complete symmetry-related information on the local properties of atomic 
positions in the low-symmetry Go-phase, we together with V. V. Krivtsova, developed the program 
ORBIT. The results that may be obtained with the aid of this program are valuable in themselves, 
on the other hand, they may be used to verify the correctness of the construction of the complete 
condensate of normal modes according to formula (1). 
The atoms of a crystal occupy in the original phase a certain set of orbits of the space group 
G. All sites of each orbit in the group G are equivalent being linked by certain symmetry elements 
gi e G. However, due to the symmetry lowering occurring in consequence of the phase transition 
G ~Go, a given orbit R of the group G may split into a certain set of independent orbits R~ of 
its subgroup Go. Every R~ is characterized byits stabilizer SJo (i.e. a group of the local symmetry 
of its sites), which is a subgroup of the stabilizer S of the original orbit R. We should like to point 
out the character of the information which can be gained when the type of the orbit splitting is 
known. For this purpose we use as an example the transition 07---,C32h with quadrupling of the 
primitive cell volume (the low-symmetry phase C~h is induced by the six-dimensional IR X3 of the 
group 0 7 [19]). As a result of this transition, the orbit R = 16 (d) with the stabilizer S = D3d is split 
within an EEC, constructed by doubling all periods of the primitive cell of the original phase as 
follows: 
R = 2(2)C~ + l(4)C, + l(4)Cs + 1(4)C2 + 2(8)C,. (19) 
Addition on the r.h.s, of this formula signifies union of the sets Rio. The number before the round 
bracket indicates the number of the orbits Rio of this type. The brackets enclose the number of 
the points of the orbit Rio, which lie within the EEC. After the brackets, the stabilizer of the orbit 
is given. 
Thus, the atoms occupying the positions 16(d) of the group 0 7 become, owing to the phase 
transition, physically unequivalent--they divide into seven different types, which may, in principle, 
be verified by such methods as EPR, NMR and others [59, 60]. Formula (19) permits aquite definite 
judgement as to the structure of the low-symmetry phase having the symmetry C~h. For example, 
in displacement type transitions the atoms occupying the first three orbits cannot be displaced 
because their stabilizers (CEh and Ci) contain inversion; the atoms belonging to the orbit 1(4)Cs 
can be displaced in the plane in any direction, while those of l(4)C2--only along the two-fold axis. 
The last Rio are general orbits of the group cab (their stabilizers contain the identity element only), 
and no additional symmetry restrictions arise in regard to possible displacement directions of the 
atoms corresponding to these orbits. 
Practically, the splitting of the orbit R may be performed in the following manner. Take an 
arbitrary point r~ e R and act on it with all elements of the group G o . The set of the different points 
obtained forms the first orbit R]~ and those elements of the symmetry, under whose action the point 
rt does not change its position, enter into the stabilizer S~. Cross all the points of the set R~ off 
the points of the orbit R and act upon the first of the remaining points with all elements of the 
group Go, thereby singling out the second orbit R~ and its stabilizer S~) and so forth. Precisely 
this principle underlies the program ORBIT. Intermediate information from the program GROUP 
serves as its intput and its output provides a scheme of type (19) splitting of every orbit of the group 
G and indicates the starting point for every orbit of the group Go. 
A relationship between the splitting of the orbit of a space group occurring in a phase transition 
and the theory of color symmetry was considered in Refs [36, 57]. The results of the orbit splitting 
for some concrete groups as well as the use of this information i  the theory of structural phase 
transitions will be dealt with in our subsequent publications. 
9. A COMPARISON BETWEEN VARIOUS APPROACHES TO 
THE GROUP-THEORETICAL ANALYSIS OF PHASE 
TRANSITIONS IN CRYSTALS 
In conclusion, we should like to compare briefly the approach and the results considered in the 
present article with the methods and the results reported by other authors. Most of the works on 
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the group-theoretical studies of phase transitions in crystal are devoted to the solution of the first 
problem considered herein, viz. listing and classification of possible symmetry groups Go of the 
low-symmetry phases arising in consequence ofcontinuous phase transitions. All these works may 
be divided into the following groups. 
1. The works which aim to obtain only partial information on the Go-phases. For the 
second-order phase transitions in three-dimensional structures, possible translational changes 
of symmetry are listed in Refs [2, 53], and the changes in the point groups of symmetry--in 
Ref. [32]. Analogous problems in regard to diperiodic systems have been solved in Refs 
[61-64]. The next step has been taken in Refs [65, 66] where possible Go-groups are classified 
by the so-called phase transition channels (each such channel is characterizerd bya set of arms 
of the wave vector star, to which nonzero components of the stationary vectors correspond). 
In all these works, no use is made of irreducible representations of the space groups, which 
is why they can provide only partial information on symmetry changes in a phase transition. 
2. The works, which do make use of the technique of irreducible representations of the space 
groups, where a procedure is employed originating from the classical version of the Landau 
theory, namely, the minimization of the nonequilibrium thermodynamic potential q~ written 
in the form of a certain truncated series in the components of the order parameter. On 
account of the restriction of the power series to only its lower terms, many symmetry-allowed 
Go-phases are lost. This group may be represented by such works as Ref. [24] for the case 
of the space groups or Ref. [67] for two-dimensional systems. 
3. The works based on the Birman criterion [22, 23, 25, 26]. There the results are obtained by 
using not the explicit form of the IR's, but rather the characters of these representations. 
Despite the basic simplicity of these methods, their manual implementation has often resulted 
in errors and omissions of various Go. As an example, we may refer to a discussion in Ref. 
[24, 25] concerned with completeness of the list of low-symmetry phases for the group 0 3 or 
to numerous errors made in Ref. [26] when obtaining the Go for the two-dimensional 
structures. These errors came to light after a comparison with the results of a computer 
calculation carried out in Refs [18, 21] (see below). 
4. The works [8, 27-29], based on the notion of the stationary vectors, done manually. Only the 
work [8] may be regarded as sufficiently correct (a few errors occurring there were corrected 
in Refs [20, 56] after a comparison with the computer calculations). The work [28] is limited 
to the listing of the phase transitions associated with one arm of the wave vector star. Other 
publications contain quite a few errors and omissions, for example, the authors of Ref. [20] 
found in Ref. [29] more than one hundred errors. 
5. The works, carried out with the aid of a computer, based either on the Birman criterion or on 
the stationary vectors method. The group of Hatch and Stokes employs the former method, 
our grouly--the latter. A comparison of the lists of possible low-symmetry phases obtained 
by these two methods has shown that they coincide almost completely (except for some 
insignificant slips). Such a comparison was made possible by, for example, the publication 
of the lists of the Go-phases for all 80 diperiodic space groups of symmetry [18, 21] as well 
as for some space groups. Of course, a calculation by means of a computer does not in itself 
guarantee correctness of the results. There may be deep-hidden mistakes in the program, 
errors in the input data etc. As an example of such an error, we may point to the list, pubished 
by us in Ref. [12], of low-symmetry phases for the eight-dimensional IR of the group 0 7 
corresponding to the point L in the Brillouin zone. The mistakes in this listing occurred 
because of the incorrect matrices of the corresponding IR that were input into the 
computer--this was later pointed out in Ref. [69]. Having checked the computation, we 
found, in addition to the list manually obtained in Ref. [69], some more Go-phases. On this 
occasion, we should like to present a corrected list of the low-symmetry phases for this case 
(Table 7). This Table, moreover, illustrates the typical form of the results obtained by the 
SV-method. Errors, which do occur in various publications, point convincingly to the 
necessity to conduct group-theoretical lculations for multidimensional IR's of the space 
groups with the aid of computers. The use of different methods and participation of different 
authors are, certainly, desirable for such computer calculations. 
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Table 7. Complete set of the Go-phases induced by eight-dimensional IR's of 
the group 07 of the wave vector kg= ~ (b I +b2+b3) 
Go 
C 9/5 9/6 V' /V nh n 
a 0 0 0 0 0 a 0 Cmcm Cmca 4 6 24 
0 a 0 0 0 0 0 a Cmca Cmcm 4 6 24 
a 0 a 0 a 0 a 0 12[m2 17~c2 8 6 48 
0 a 0 a 0 a 0 a l~tc2 17~m2 8 6 48 
0 0 0 0 0 0 a 0 B2/m B2/b 2 12 24 
0 0 0 0 0 0 0 a B2/b B2/m 2 12 24 
a b a b a b a b F222 F222 8 12 96 
a 0 b 0 b 0 a 0 lmm2 Iba2 8 12 96 
a b 0 0 0 0 a -b  B2/m B2/m 4 12 48 
a 0 0 b 0 b a 0 lma2 lma2 8 12 96 
0 a 0 b 0 b 0 a lba2 lmm2 8 12 96 
a 0 0 0 0 0 b 0 P2Jm P21/b 4 12 48 
0 a 0 0 0 0 0 b P21/b P2 jm 4 12 48 
0 0 0 0 a b a b B2/b B2/b 4 12 48 
0 0 0 0 0 0 a b PT PT 2 24 48 
a b a -b  a -b  a b 12[ 12[ 8 12 96 
0 a 0 0 0 0 b 0 P2/b P2/b 4 12 48 
a 0 b c -b  c 0 0 B2/m B2/b 8 12 96 
0 a b c -b  c 0 0 B2/b B2/m 8 12 96 
0 0 0 0 a b c d PT PT 4 24 96 
a b c d c d a b B2 B2 8 24 192 
a 0 b c b -c  d 0 Bm Bb 8 24 192 
0 a b c b -c  0 d Bb Bm 8 24 192 
a 0 b c -b  c 0 d B2 B2 8 24 192 
a b c d e f 0 0 PT PT 8 24 192 
a b c d e f g h PI  P1 8 48 384 
(00, x, wx, fix): 
x = (a, b) R]  R] 8 8 64 
x = (a, - ~/3a) R]m R]c 8 4 32 
x = (x/3a, a) R]c R]m 8 4 32 
Note. This table contains 29 stationary vectors C and the corresponding 
symmetry groups Go for the IR's 9/5 and 9/6 whose matrices are given in 
Ref. [19]. The symbols wx and fix denote the products of the two- 
dimensional matrix 
t / -- 1/2 
as well as the matrix if, transposed with respect to it, and the vectors x given 
in three last rows of this table. V' /V is the ratio between the volume~ of 
the primitive cells before and after phase transition (it equals the number 
of possible "translational" domains); nh is the number of "rotational" 
domains and n is the total number of the possible domain types. 
On the second problem of the group-theoretical analysis, i.e. the determination of the structure 
of the low-symmetry phases, only few works are known to us. One may point, for instance, to Ref. 
[70] where for the case k = 0 a method is proposed, based on the Birman criterion, for obtaining 
a list of the IR's Fj, which make a contribution to the complete condensate, or to Ref. [71] where 
the case of the magnetic phase transitions i treated and an evaluation is made of the temperature 
dependence of noncritical order parameters. Such an evaluation may, however, lead to erroneous 
results, for the reason given in Ref. [19]. 
In conclusion, let it be noted that, when writing the programs mentioned in the present article, 
we used the following algorithmic languages: ALGOL-60, PL-I and PASCAL. 
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