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Résumé
Nous étudions le problème de l’ajustement de surfaces
paramétriques continues sur des données de profondeur
issues de caméras Temps-de-Vol (« Time-of-Flight came-
ras »). Une méthode d’ajustement sur de telles données
doit être rapide (l’acquisition est en temps réel) et doit gé-
rer un bruit hétérogène (le bruit dépend de la profondeur).
Les méthodes classiques d’ajustement de surfaces ne ré-
pondent pas à ces critères.
Nous proposons une méthode d’ajustement de surfaces
adaptée à de telles données. Notre méthode est rapide
grâce à l’utilisation de B-splines et à l’exploitation de
la disposition particulière des données considérées. Elle
prend en compte l’hétérogénéité du bruit et préserve les
discontinuités naturelles des scènes observées grâce à des
ajustements locaux basés sur une segmentation des don-
nées en fonction de leur profondeur.
Mots clefs
Ajustement de surfaces, caméras Temps-de-Vol, B-splines,
segmentation, régularisation
1 Introduction
Les caméras Temps-de-Vol (TdV) [1] acquièrent des don-
nées 2,5D en temps réel. Ces données se présentent sous
la forme de cartes de profondeur discrètes c’est-à-dire
d’images constituées de pixels dont la valeur représente la
distance entre le capteur et le point observé [2]. Il est par-
fois intéressant, voire même nécessaire, de disposer d’une
représentation analytique continue de la surface observée.
Nous souhaitons ajuster une surface paramétrique comme
un produit tensoriel de B-splines [3] sur des données TdV.
Ajuster une surface sur de telles données représente un vé-
ritable défi.
Nous utilisons comme modèle de surface le produit ten-
soriel de B-splines. Afin de faire face aux problèmes liés
au bruit entâchant les données, une contrainte de régula-
rité doit être ajoutée pour lisser la surface ajustée [4, 5].
L’importance relative donnée à cette contrainte dépend de
l’intensité du bruit : plus il est fort et plus la régularisa-
tion doit être importante. Dans les méthodes existantes,
il est fait l’hypothèse que le bruit est de même nature et
de même intensité pour l’ensemble des données. L’impor-
tance de la régularisation est alors déterminée de manière
globale. Or, avec les données que nous considérons, le
bruit est hétérogène c’est-à-dire que son intensité n’est pas
constante et dépend principalement de la profondeur [6].
Par conséquent, une approche globale n’est pas appropriée.
Par exemple, si une partie des données est fortement brui-
tée, l’utilisation d’une approche globale entrainera une ré-
gularisation importante, ce qui n’est pas souhaitable pour
les parties moins bruitées des données. De plus, une régu-
larisation importante aura tendance à éliminer les disconti-
nuités naturelles des scènes observées.
Nous proposons une méthode d’ajustement de surfaces
permettant de résoudre les difficultés liées à la nature par-
ticulière des données TdV. La variabilité de l’intensité du
bruit et les discontinuités des scènes sont prises en compte
en effectuant une étape de segmentation des données en
fonction des profondeurs. Un ajustement local est ensuite
effectué sur chacune des parties segmentées. Afin d’obte-
nir une unique surface globale, les ajustements locaux sont
regroupés en utilisant de manière judicieuse la propriété
d’influence locale des points de contrôle des B-splines.
Les caméras TdV fournissent en temps réel des cartes
de profondeurs constituées d’un grand nombre de pixels
(de l’ordre de vingt mille). La méthode que nous propo-
sons relève le défi d’être performante malgré cette quantité
de données. Pour cela, nous exploitons la nature tensorielle
des B-splines, la disposition sous forme de grille des don-
nées et les propriétés du produit de Kronecker.
Notre méthode adresse aussi le délicat problème que
constitue la détermination de l’importance de la régularisa-
tion. À cet égard, nous proposons une adaptation du prin-
cipe de divergence (« discrepancy principle ») et montrons
la possibilité de son utilisation à partir de données TdV.
Organisation de l’article. Un état de l’art sur les mé-
thodes globales d’ajustement de surfaces à partir de don-
nées de profondeur est donné à la section 2. Nous inté-
grons à cette section nos contributions concernant les pro-
blèmes liés à la régularisation. La section 3 explique com-
ment notre méthode permet d’ajuster une surface paramé-
trique globale en fusionnant des ajustements locaux effec-
tués sur des sous-ensembles de données qui sont obtenus
par segmentation des données initiales en fonction des pro-
fondeurs. Enfin, la section 4 concerne les résultats expéri-
mentaux.
Notations. Les valeurs scalaires sont écrites en carac-
tères italiques (x), les vecteurs en caractères gras (p) et
les matrices en caractères sans serif (M). Le coefficient
situé à l’intersection de la i-ème ligne et j-ème colonne
d’une matrice A est noté Ai,j . La transposition est notée
grâce au symbole T (pT, MT). [a, b] représente un inter-
valle continu fermé et Jc, dK représente un intervalle dis-
cret (Jc, dK = {c, c + 1, . . . , d}). Le produit cartésien de
deux ensembles est noté avec le symbole ×. Le produit
de Kronecker [3] entre deux matrices est représenté par
le symbole ⊗. Les opérateurs de dilatation et d’érosion de
la morphologie mathématique sont représentés respective-
ment par les symboles ⊕ et 	. La fonction vec effectue
la vectorisation colonne d’une matrice. La fonction sd cal-
cule l’écart type de l’ensemble des coefficients d’une ma-
trice ou d’un vecteur.
2 Ajustement global de surface
Les données que nous utilisons dans cet article sont des
cartes de profondeur. Une telle carte est représentée par
une matrice Z ∈ Rm×n. La valeur Zi,j est la profondeur
du pixel (i, j). Ce genre de données est parfois appelé don-
nées 2,5D. Une illustration1 est présentée en figure 1.
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Figure 1 – (b) Exemple de carte de profondeur acquise avec
une caméra PMDTec 19k et (c) vue 3D de cette même carte.
(a) Aperçu de la scène pris par un capteur CMOS. Les pro-
fondeurs sont exprimées en mètres.
Le problème de l’ajustement d’une surface sur une carte de
profondeur consiste à déterminer une fonction f : [1, n] ×
[1,m] → R qui approxime les données c’est-à-dire telle
que f(j, i) ≈ Zi,j . De plus, les fortes variations de f sont
pénalisées afin d’obtenir une surface « lisse ».
L’approche paramétrique classique permettant d’ajuster
une surface consiste à fixer un modèle puis à détermi-
ner les paramètres de ce modèle de manière à ce que nos
contraintes soient satisfaites. Dans cet article, nous utili-
sons comme modèle les produits tensoriels de splines mo-
1. Les illustrations de cet article sont plus claires en couleur.
nodimensionnelles définies sur la base des B-splines2 [3].
Les paragraphes suivants expliquent en détail la méthode
utilisée pour ajuster une surface de type B-spline sur des
données de profondeur disposées sur une grille. Lorsque
les données sont l’ensemble des profondeurs initiales Z,
nous appelons cette méthode la méthode globale. De plus,
nous verrons comment exploiter la nature tensorielle du
modèle B-spline, la disposition particulière des données et
les propriétés du produit de Kronecker pour obtenir une
méthode rapide d’ajustement de surface. En particulier,
nous proposons une méthode de régularisation s’intégrant
dans ce schéma. Enfin nous verrons comment sélectionner
automatiquement l’importance de la régularisation.
B-splines bidimensionnelles. Étant données deux suites
croissantes L = {λ−k ≤ . . . ≤ λg+k+1} et M = {µ−l ≤
. . . ≤ µh+l+1} appelées vecteurs nodaux, une B-spline est
une fonction s définie sur [λ−k, λg+k+1] × [µ−l, µh+l+1]
par :
s(x, y) =
g∑
i=−k
h∑
j=−l
Pj+l+1,i+k+1Ni,k+1(x)Nj,l+1(y)
Les entiers k et l sont les degrés selon la direction des abs-
cisses et des ordonnées respectivement. La matrice P ∈
R(h+l+1)×(g+k+1) est la matrice des points de contrôle de
la B-spline. Les entiers g et h déterminent le nombre de
points de contrôle. Les fonctions Ni,k+1 pour i ∈ J−k, gK
sont les fonctions de la base des B-splines [3]. L’influence
d’un point de contrôle est locale et nous notons infl(Pi,j)
la zone d’influence du point de contrôle Pi,j :
infl(Pi,j) = [λj , λj+k+1]× [µi, µi+l+1] (1)
Un problème de minimisation. L’ajustement d’une sur-
face peut se ramener à un problème de minimisation visant
à déterminer les points de contrôle P∗ tels que :
P∗ = arg min
P
D(P) +Rα(P) (2)
Le terme D d’attache aux données quantifie l’écart entre
la surface et les données. Dans cet article, nous utilisons la
moyenne des carrés des distances euclidiennes :
D(P) =
1
mn
m∑
i=1
n∑
j=1
(s(j, i)− Zi,j)2 (3)
Le terme Rα de régularisation mesure la régularité de la
surface. Il dépend d’un paramètre α ∈ ]0,∞[ qui contrôle
l’importance donnée à la régularisation. L’énergie de tor-
sion3 est souvent utilisée pour ce terme. Ce choix ne per-
met pas d’exploiter pleinement la disposition des données
sur une grille et la nature tensorielle des B-splines. Nous
2. Par abus de langage, de telles splines sont souvent appelées produit
tensoriel de B-splines ou, plus simplement encore, B-splines.
3. L’énergie de torsion est définie comme l’intégrale de la somme des
dérivées secondes au carré.
proposons donc un terme de régularisation paliant ces dé-
fauts. Ce terme pénalise les fortes courbures de la surface
ajustée. Il est définit par :
Rα(P) = α
p∑
i=1
q∑
j=1
(
∂2s(ai,bj)
∂x2
)2
+ α
p∑
i=1
q∑
j=1
(
∂2s(ai,bj)
∂y2
)2
+ α2
p∑
i=1
q∑
j=1
(
∂4s(ai,bj)
∂x2∂y2
)2 (4)
où ai ∈ A et bj ∈ B avec A = {a1, . . . , ap} et B =
{b1, . . . , bq}. A × B définit ce que nous appelons la grille
de régularisation.
Lorsque le paramètre de régularisation α tend vers 0, la
surface ajustée tend à interpoler les données ; dans ce cas,
de nombreuses oscillations erratiques ont tendance à appa-
raître. Au contraire, une valeur élevée pour α conduit à une
surface très régulière mais qui ne reflète pas forcément très
bien les données. Lorsque α → ∞, la surface tend vers le
plan ajustant les données par moindres carrés.
Les termesD etRα peuvent s’écrire en notation matricielle
de la manière suivante :
D(P) =
1
mn
‖Dvec(P)− vec(Z)‖22 (5)
Rα(P) = ‖Rα vec(P)‖22 (6)
où D = F⊗ G et Rα =
 α(F′′ ⊗ G)α(F⊗ G′′)
α2(F′′ ⊗ G′′)

Fi,j = Nj−k−1,k+1(i) i ∈ J1, nK, j ∈ J1, g + k + 1K
F ′′i,j = N
′′
j−k−1,k+1(ai) i ∈ J1, pK, j ∈ J1, g + k + 1K
Gi,j = Nj−l−1,l+1(j) i ∈ J1,mK, j ∈ J1, h+ l + 1K
G′′i,j = N
′′
j−l−1,l+1(bi) i ∈ J1, qK, j ∈ J1, h+ l + 1K
Par conséquent, l’ajustement de surface revient à résoudre
le problème de moindres carrés linéaires suivant :
P∗ = arg min
P
∥∥∥∥[ DRα
]
vec(P)−
[
vec(Z)
0
]∥∥∥∥2
2
(7)
En considérant comme connu le paramètre de régularisa-
tion α, la solution d’un tel problème de minimisation est
donnée en écrivant les équations normales [7] ; on obtient :
vec(P∗) =
(
DTD+ RTαRα
)−1
DTvec(Z) (8)
En s’inspirant du travail réalisé dans [3], ce dernier calcul
peut être fortement optimisé en utilisant les propriétés du
produit de Kronecker :
P∗ =
(
GTG+αG′′TG′′
)−1
GTZF
(
FTF+αF′′TF′′
)−1
(9)
Le calcul de la formule (9) est plus rapide que celui de (8)
car les matrices intervenant dans (9) sont plus petites que
celles intervenant dans (9) : de l’ordre de g2 (ou h2) coef-
ficients pour (9) contre g2h2 coefficients pour (8). Si l’on
suppose que la complexité du calcul de (8) est en O(ν),
alors celle de (9) est en O(ν 12 ).
Choix du paramètre de régularisation. Afin d’obtenir
une méthode d’ajustement de surface automatique, il est in-
dispensable de déterminer le paramètre de régularisation α.
De nombreuses méthodes ont été proposées pour sélection-
ner ce paramètre comme, par exemple, la validation croi-
sée [4] ou le critère de la L-tangent norm [5]. Dans cet
article, nous utilisons une adaptation du principe de diver-
gence (« discrepancy principle ») [8].
Considérons que l’ensemble des points de données est
un échantillon bruité d’une certaine fonction théorique f
c’est-à-dire que Zi,j = f(j, i) + Ei,j où E représente le
bruit. Considérons, de plus, que la distribution du bruit est
unimodale et que son écart type est connu (σ def= sd(E)).
Soit S l’ensemble des B-splines bidimensionnelles solu-
tions de l’équation (7) (pour Z fixé). L’ajustement de sur-
face consiste à trouver une fonction f ∈ S telle que :
f = arg min
s∈S
‖s− f‖ (10)
Le principe de divergence consiste à choisir la fonction f ∈
S telle que sd(S−Z) soit le plus proche possible de σ avec
Si,j = f(j, i). Comme généralement f /∈ S, l’égalité entre
sd(S−Z) et σ n’est pas toujours possible4. Le paramètre de
régularisation est donc choisi comme solution du problème
de minimisation suivant :
α = arg min
α∈R+
(sd(S∗(α)− Z)− σ)2 (11)
où S∗i,j(α) = sα(j, i) et sα est la B-spline obtenue
en résolvant l’équation (7) pour une valeur de α fixée.
Comme la quantité sd(S∗ − Z) croît avec α, le critère op-
timisé dans (11) ne possède qu’un seul minimum. Le pro-
blème (11) est optimisé en utilisant la méthode « golden
section search ».
En pratique, l’écart type des erreurs sur les données est
rarement connu. Nous proposons une heuristique permet-
tant d’estimer l’écart type à partir de données bruitées. Soit
Pi,j la fonction représentant le plan obtenu par régression
linéaire multiple à partir des données {(v, u) ↔ Zu,v|u ∈Ji − 1, i + 1K et v ∈ Jj − 1, j + 1K}. L’estimation σe de
l’écart type de l’ensemble des points est donnée par :
σ2e =
1
(m−2)(n−2)
m−1∑
i=2
n−1∑
j=2
(Pi,j(j, i)− Zi,j)2 (12)
Choix des autres paramètres. Dans cet article nous
considérons des B-splines bicubiques, c’est-à-dire que k =
3 et l = 3. De plus, nous utilisons des vecteurs nodaux
coïncidents L et M tels que :
λ−k = . . . = λ0 = 12 , λg+1 = . . . = λg+k+1 = n+
1
2
λi = i+ 12 pour i ∈ J1, gK
µ−l = . . . = µ0 = 12 , µh+1 = . . . = λh+l+1 = m+
1
2
µj = j + 12 pour j ∈ J1, hK
4. Par exemple, si le degré de liberté du modèle de fonction choisi est
trop faible, le plus petit écart type sur les erreurs de reconstruction (obtenu
pour α = 0) sera supérieur à l’écart type attendu.
Enfin, la grille de régularisation A×B est définie par :
ai = i2 et bj =
j
2 (13)
pour i ∈ J1, 2n+ 1K et j ∈ J1, 2m+ 1K.
3 Ajustements locaux
Afin de prendre en compte les spécificités des données,
nous proposons une nouvelle méthode d’ajustement de sur-
face dont les étapes sont les suivantes :
Segmentation. Les données sont dans un premier temps
segmentées afin de prendre en compte la variabilité du bruit
en fonction de la profondeur.
Boîtes englobantes. Chaque classe de la segmentation est
ensuite plongée dans un domaine rectangulaire afin de pou-
voir exploiter les techniques rapides d’ajustement à partir
de données disposées sur une grille.
Cartes locales de profondeur. Toujours dans l’objectif
d’utiliser les techniques rapides d’ajustement, les données
initiales contenues dans chaque boîte englobante sont com-
plétées afin de « remplir » le domaine.
Ajustements locaux. Une surface est ajustée sur chaque
carte locale de profondeur en utilisant la méthode décrite à
la section précédente.
Regroupement. En utilisant les propriétés d’influence lo-
cale des points de contrôle des B-splines, les ajustements
locaux sont regroupés pour former une seule et unique sur-
face.
La figure 2 illustre les étapes de notre approche à partir des
données de la figure 1.
3.1 Segmentation
La première étape de notre méthode consiste à segmenter
les données en fonction des profondeurs. Pour cela, nous
utilisons une adaptation de la méthode de segmentation ba-
sée sur l’algorithme α-expansion [9, 10]. Les détails de la
mise en place de cette méthode sont décrits en annexe A.1.
Le résultat de la segmentation est composé d’un ensemble
de r étiquettes E = J1, rK et d’un ensemble de r classes
C(t) pour t ∈ J1, rK. La classe C(t) contient l’ensemble des
pixels (i, j) ∈ J1,mK× J1, nK étiquetés par la valeur t. De
plus, la classe C(t) est 8-connexe. On note C(t) la matrice
telle que C(t)i,j = 1 si (i, j) ∈ C(t) et 0 sinon.
3.2 Boîtes englobantes
De manière générale, les classes {C(t)}t∈J1,rK issues de la
segmentation ne sont pas rectangulaires. Or, les données
à ajuster doivent être disposées sur une grille pour pou-
voir exploiter les techniques rapides d’ajustement de sur-
faces. Pour cela, nous définissons pour chaque classe C(t)
une boîte englobante B(t) qui est, intuitivement, un sous-
domaine rectangulaire de [λ−k, λg+k+1] × [µ−l, µh+l+1]
encadrant les données de la classe C(t) et de taille mini-
male. Plus formellement, B(t) est le plus petit domaine rec-
tangulaire Jβ(t), δ(t)K × Jγ(t), η(t)K (avec β(t), δ(t) ∈ L et
γ(t), η(t) ∈M ) qui contient le domaine (non rectangulaire)
I(t) défini comme suit :
I(t) =
⋃
(i,j) t.q.
(u,v)∈infl(Pi,j)
pour (u,v)∈C(t)
infl(Pi,j) pour t ∈ J1, rK (14)
3.3 Cartes locales de profondeur
Toujours dans l’objectif de pouvoir exploiter les techniques
rapides d’ajustement de surfaces sur grille, nous avons be-
soin de données sur toute la grille. Nous définissons donc
pour chaque classe {C(t)}t∈J1,rK des cartes locales de pro-
fondeur. Pour t ∈ J1, rK, la carte locale de profondeur
Z(t) ∈ Rm×n est définie par :
Z
(t)
i,j =

Zi,j si (i, j) ∈ C(t)
0 si (i, j) /∈ B(t)
Zˆ
(t)
i,j sinon
(15)
Les valeurs Zˆ(t)i,j sont calculées par une méthode de pro-
pagation des profondeurs situées sur les bordures de la
classe C(t). Le détail de cette opération est donné par l’al-
gorithme 1 (annexe A.2).
3.4 Ajustements locaux
L’étape suivante de notre méthode consiste à ajuster une
B-spline bidimensionnelle sur chacune des r cartes locales
de profondeur Z(t). Cet ajustement est effectué avec la mé-
thode décrite dans la section 2 et en utilisant les vecteurs
nodaux et la grille de régularisation suivants :
M¯ (t) = M ∩ [β(t), δ(t)] A¯(t) = A ∩ [β(t), δ(t)]
L¯(t) = L ∩ [γ(t), η(t)] B¯(t) = B ∩ [γ(t), η(t)]
Le résultat de cette étape est constitué d’un ensemble de r
matrices de points de contrôle P(t) ∈ R(g+k+1)×(h+l+1).
Notons que P (t)i,j = 0 s’il n’existe pas (u, v) ∈ B(t) tel que
(u, v) ∈ infl(Pi,j).
Comme le bruit est homogène sur chacune des classes,
nous utilisons le principe de divergence décrit à la section 2
pour déterminer les paramètres de régularisation α(t). De
plus, cette approche permet de ne prendre en compte
qu’une partie des données d’une carte locale de profon-
deur Z(t) (en l’occurence, les données de la classe C(t)).
Cela ne serait pas possible en utilisant une méthode comme
la validation croisée.
3.5 Regroupement
La dernière étape de notre méthode consiste à regrouper
les ajustements locaux afin d’obtenir une seule et unique
surface ajustant la carte de profondeur initiale Z. Pour
cela, nous construisons une B-spline en prenant les points
de contrôle calculés lors des ajustements locaux. Pour
t ∈ J1, rK, soit Q(t) ∈ R(g+k+1)×(h+l+1) la matrice in-
diquant les points de contrôle « intéressants » par rapport à
la classe C(t) :
Q
(t)
i,j =
{
1 si ∃(u, v) ∈ C(t) t.q. (u, v) ∈ infl(Pi,j)
0 sinon
(a)
 
 
1 40 80 120 160
1
40
80
120
(b)
 
 
1 40 80 120 160
1
40
80
120
1
2
3
4
5
6
7 (c) (d) (e)
 
 
1 40 80 120 160
1
40
80
120
1
2
3
4
5
6
7
Figure 2 – (a) Segmentation. (b) Boîte englobante pour la classe C(14). (c) Carte locale de profondeur extrapolée à partir des
données de la classe C(14). (d) Ajustement local. (e) Regroupement des ajustements locaux.
Afin qu’il n’y ait pas de conflits entre les points de contrôle
provenant des différents ajustements locaux, nous rédui-
sons l’ensemble des points de contrôle intéressants en éro-
dant la matrice binaire Q(t) :
Qˆ(t) = Q(t) 	 S2 (16)
où S2 est l’élément structurant suivant (pour le cas de B-
splines bicubiques) :
S2 =
[
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 0
]
(17)
Finalement, nous obtenons une B-spline globale ajustant
la carte de profondeur Z dont la matrice P∗ des points de
contrôle est donnée par :
P∗ =
r∑
t=1
P¯(t) (18)
avec P¯ (t)i,j =
{
P
(t)
i,j si Qˆ
(t)
i,j = 1
0 sinon
(19)
4 Résultats expérimentaux
Estimateur d’écart type. Pour cette expérience, nous
utilisons des surfaces dont les formules analytiques sont
générées aléatoirement comme combinaisons linéaires et
compositions de fonctions élémentaires (sinus, exponen-
tielles, polynômes). Ces surfaces sont ensuite échantillon-
nées sur une grille de 120× 160 points en ajoutant un bruit
gaussien centré d’écart type σ. L’écart type estimé σe est
comparé à la valeur attendue en calculant l’erreur relative.
Nous avons essayé notre estimateur pour différents niveaux
de bruits (σ variant de 0,01% à 0,21% de l’amplitude des
données). En répétant l’estimation sur 100 surfaces diffé-
rentes pour chaque niveau de bruit, nous constatons que
l’erreur relative est inférieure à 6%.
Méthode globale et méthode locale. Nous comparons
ici la surface obtenue par notre méthode locale avec le ré-
sultat d’une approche globale. Pour cela nous reprenons
l’exemple représentatif utilisé jusque là dans cet article.
Dans la mesure où le principe de divergence n’est appli-
cable que si le bruit est de même nature pour l’ensemble
des données, nous utilisons la validation croisée générali-
sée [4] afin de déterminer l’importance de la régularisation
dans le cas de l’ajustement global. Grâce à la régularisa-
tion adaptative de notre méthode (voir table 1), nous pou-
vons constater sur les vignettes 3a et 3c que les zones for-
tement bruitées sont plus régularisées que les zones moins
bruitées. De plus, malgré les régularisations localement im-
portantes, les détails du premier plan sont conservés (vi-
gnette 3c). Les vignettes 3b et 3d montrent que l’utilisation
d’une méthode globale entraîne une régularisation trop im-
portante sur les détails du premier plan et sur les disconti-
nuités de la scène.
C(t) α(t)
C(9) 0, 2394
C(12) 0, 0325
C(13) 1, 8936
C(17) 0, 0138
Tableau 1 – Quelques exemples de
paramètres de régularisation obte-
nus par le principe de divergence
pour les données de la figure 2.
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Figure 3 – Comparaison entre (a) notre méthode et (b) la
méthode globale. (c) et (d) Visualisation 3D des cartes (a)
et (b).
Un autre exemple de comparaison entre notre méthode et
une approche globale est donnée en figure 4.
5 Conclusion
Nous avons présenté une nouvelle approche permettant
d’ajuster une surface globale sur des données de profon-
deur hétérogènes. Même si notre approche fonctionne,
certaines améliorations pourraient être apportées. Par
exemple, au lieu d’effectuer la segmentation sur les pro-
fondeurs, nous pourrions segmenter la scène en fonction
des différents niveaux de bruit. Il pourrait aussi être judi-
cieux d’utiliser des informations supplémentaires (comme
les contours d’objets) pour guider le processus d’ajuste-
ment. En effet, outre les données de profondeur, les camé-
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Figure 4 – (a) Aperçu de la scène pris par un capteur CMOS. (b) Carte de profondeur brute. (c) Ajustement par la méthode
proposée. (d) Ajustement global. L’échelle des couleurs est choisie pour mettre en évidence le premier plan de la scène.
ras TdV peuvent fournir une image en niveau de gris. Il
serait aussi intéressant de construire une méthode permet-
tant de déterminer automatiquement le nombre de classes
à utiliser pour effectuer la segmentation de la scène.
Annexe
A.1 Segmentation Afin d’appliquer notre méthode
d’ajustement, la carte de profondeur Z doit être segmen-
tée en r classes {C(t)}t∈J1,rK. Soit J = J1,mK × J1, nK
l’ensemble des pixels de la carte de profondeur. La seg-
mentation consiste à classer chaque pixel de J dans une et
une seule des classes C(t) pour t ∈ J1, rK. De plus, nous dé-
sirons que (1) la segmentation soit spatialement cohérente
et que (2) les classes soient 8-connexes. Pour cela, nous uti-
lisons l’algorithme α-expansion proposé dans [9,10]. Avec
cet algorithme, la segmentation est obtenue en tant que so-
lution d’un problème de minimisation de la forme :
min
{C(1),...,C(s)}
Edata + Ereg (20)
où s est un entier tel que s ≤ r. Edata est un terme d’at-
tache aux données c’est-à-dire un terme mesurant la qualité
d’une affectation de tous les pixels à certaines classes.Ereg
est un terme favorisant la cohérence spatiale.
Nous avons choisi comme terme d’attache aux données la
vraissemblance qu’une profondeur Zi,j appartienne à la
classe C(t). En considérant que la distribution des données
sur chacune des s classes suit une loi normale de paramètre
θ(t) = (µ(t), σ(t)), Edata est donné par :
Edata =
∑
t∈J1,sK
∑
(i,j)∈J
D(t)(i, j) (21)
où D(t)(i, j) = − log (L((i, j) ∈ C(t)|θ(t)))) (22)
et L((i, j) ∈ C(t)|θ(t)) ∝ exp
(
− (Zi,j−µ(t))2
2(σ(t))2
)
(23)
Les paramètres {θ(t)}t∈J1,sK de chacune des classes sont
calculés en utilisant l’algorithme k-means sur la carte de
profondeur Z (le nombre s étant déterminé manuellement).
Pour le terme de régularisation Ereg, nous utilisons le mo-
dèle de Potts (N (p) désignant l’ensemble des pixels ap-
partenant au 8-voisinage du pixel p) :
Ereg =
∑
p∈J
∑
q∈N (p)
V (p,q) (24)
où V (p,q) =
{
0 si p ∈ C(t) et q ∈ C(t)
c si p ∈ C(t) et q ∈ C(t′), t 6= t′ (25)
La valeur c ∈ R+ détermine l’importance accordée à la ré-
gularisation ; nous prenons c = 25. Enfin, la dernière étape
de la segmentation consiste à prendre les r composantes
connexes des s classes {C(t)}t∈J1,sK.
A.2 Calcul des cartes locales de profondeur
Algorithme 1 : Calcul des cartes Zˆ(t)
Entrées : B(t), Z, C(t) Sortie : Zˆ(t)
Données : S =
[
1 1 1
1 1 1
1 1 1
]
A← C(t)1
T← (A⊕ S)r A2
T ← {(i, j) ∈ B(t) | Ti,j = 1}3
tant que T 6= ∅ faire4
pour (i, j) ∈ T faire5
V ← {(u, v) ∣∣ |u− i| ≤ 1 et |v − j| ≤ 1}6
z ← 0 ; n← 07
pour (u, v) ∈ V ∩ C(t) faire8
z ← z + Zu,v ; n← n+ 19
Zˆ
(t)
i,j ← z/n10
A← A+ T11
T← (A⊕ S)r A12
T ← {(i, j) ∈ B(t)|Ti,j = 1}13
L’algorithme ci-
contre complète les
cartes locales de
profondeur (section
3.3) en propageant
de manière glou-
tonne les valeurs
situées en bordure
des classes issues de
la segmentation.
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