Abstract: This paper is concerned with identification of nonlinear systems with multiple and correlated scheduling variables. Multiple auto regressive exogenous (ARX) models are identified on different process operating conditions, and a normalized exponential function as the probability density function associated with each of the local ARX models taking effect is then used to combine all the local models to represent the complete dynamics of a nonlinear system. The parameters of the local ARX models and the exponential functions are estimated simultaneously under the framework of the expectation maximization (EM) algorithm. A numerical example is applied to demonstrate the proposed identification method.
INTRODUCTION
Nonlinear system identification is important particularly in process and manufacturing industries for control and monitoring. Because of the unique challenges posed by the complex stochastic nonlinear systems, many off-the-shelf identification methods are not readily applicable. Over the last few decades, nonlinear system identification has achieved a significant progress.
A pragmatic approach in nonlinear system identification involves building a first principle model for the process first, and then several advanced methods such as prediction error method (PEM) (Ljung, 2002) and nonlinear least squares (NLS) (Marquardt, 1963) can be applied to the input-output data for the estimation of the unknown model parameters. Unfortunately, the first principle model is difficult to obtain due to the complex nature of the processes. Another class of methods using process data without inclusion of the process knowledge to develop process models are named data-driven methods. They include, for example, neural networks (NN) (Hopfield, 1982) , Gaussian process regression (GPR) (Rasmussen and Williams, 2006) and support vector regression (SVR) (Smola and Schölkopf, 2004) . These black-box modelling methods are easy to use, but they cannot always capture the complex dynamics well, and most are valid only over a limited range of process operations (Johansen and Foss, 1997) .
Recently, Gopaluni (2010) used a combination of several radial basis functions (RBFs) to represent the complex process and sensor dynamics. The parameters of the RBFs are then estimated using the expectation maximization (EM) algorithm. Multiple model approach is an alternate approach to identify complex systems. This approach makes use of the fact that despite most of the industrial processes are complex and nonlinear, they are operated along certain fixed operating trajectory. These operating trajectories are composed of several pre-determined operating points, through which different production objectives can be met (Jin et.al., 2011) . In such situations, using multiple local models to approximate the process dynamics along each of the operating points is sufficient. Huang et.al. (2012) considered that the linear parameter varying (LPV) model using multiple model structure, which is parameterized as blended linear models.
In Banerjee et.al. (1997) , Xu (2008), Zhao et.al. (2012) , local models are identified first, and then the criterion function is minimized to get optimal parameters of the interpolation functions for global nonlinear models. Jin et.al. (2011) proposed the use of EM algorithm based on which the local models are synthesized with transient data to construct a global model. However, these methods have only considered a single scheduling variable. For modeling complex nonlinear industrial processes, one scheduling variable may not be enough to describe the complete nonlinear dynamics of the process. Huang et.al. (2012) studied the identification of LPV models with two scheduling variables, and several weighting functions such as linear, polynomial and Gaussian functions were used and results were compared.
In this work, we use multiple auto regressive exogenous (ARX) models to approximate the dynamics of nonlinear systems, and extend the work of Jin et.al. (2011) to a more general scenario when there are multiple and correlated scheduling variables under the EM framework. Our earlier work (Chen et.al., 2013) has focused on a single but uncertain scheduling variable. In this paper, we assume that the scheduling variable is multivariate but can be measured exactly. Under this assumption, the local ARX models are identified under the framework of the EM algorithm. A normalized exponential function is then used to combine all the local ARX models for a complete representation of the nonlinear system. Here the exponential function denotes the probability density function associated with each of the local ARX models taking effect in each of the operating points for all the scheduling variables.
The remainder of this paper is organized as follows: Section 2 lays out the problem formulation. Section 3 derives the identification procedure using the EM algorithm. Section 4 shows the simulation results on a numerical example. Conclusions are given in Section 5.
PROBLEM FORMULATION
Let the true nonlinear process be represented by the following model structure: In this work, a bank of ARX models as local linear models are used to approximate the nonlinearity in Eq. (1). Despite its simple and linear structure, several theoretical results exist in Ljung (1987) to justify the use of ARX models in approximating any linear system. The ARX model is given as
where x k ∈ X ⊆ R n is the regressor, which can be expressed as
Here n a and n b are the orders of the output and input, respectively, such that n = n a + mn b ; e k ∈ R is a zero mean Gaussian noise with unknown variance σ 2 . Without loss of generality, we assume that u k = 0, y k = 0 for k ≤ 0. I k is a hidden variable introduced to represent the identity of the local model at sampling time k, so that the local model parameters to be estimated are
For notational simplicity, we use I k = π to denote the local model in the remainder of this paper. Let M 1 , M 2 , . . . , M s operating points be equipped with M local ARX models, and
Within relatively small region of each of the operating points, a local model can be applied to approximate the process dynamics. A two-scheduling variable example is used to illustrate the local models corresponding to the symbols to be introduced. Assume one scheduling variable has three operating points, and the other one has two operating points, so that M 1 = 3, M 2 = 2, and T = {T According to the law of total probability, the probability of observing output y k given all the observed information can be determined as
where Θ is a set of model parameters that need to be estimated. α k,π = P r Θ (I k = π|y 1:k−1 , u 1:k , w 1:k , T ) represents the probability of I k = πth local model taking effect at sampling time k. Note that given local model identity I k , y k is independent of w 1:k and T (see Eq. (4)), so that p Θ (y k |y 1:k−1 , u 1:k , w 1:k , T, I k = π) can be simplified, and written as p Θπ (y k |x k ).
Since local model identity I k can be inferred from w k and T , then α k,π in Eq. (5) can be simplified as P r Θ (I k = π|w k , T ). In this paper, a normalized exponential function IFAC DYCOPS 2013 December 18-20, 2013 . Mumbai, India
are correlated with each other, such that
. . .
where
Σ is covariance matrix which is symmetric, and 
Eq. (8) can be alternatively represented as
Since I k is a hidden variable, the missing data set can be denoted as C mis = {I 1:N }, a complete data set as {C obs , C mis }, and the parameters to be estimated as Θ =
The estimated global model can be expressed aŝ The main problem to be addressed in this paper is to estimate the parameter set Θ, given C obs . To solve this problem, we use the EM algorithm.
EM ALGORITHM BASED MULTIPLE MODEL APPROACH
EM algorithm is a general method for maximum-likelihood estimation where the data is either missing or the likelihood function involves hidden variables; see Dempster et.al. (1977) for a good introduction. Informally, the EM algorithm starts with some initial guess for the parameters to be estimated; then iterates between the expectation step (E-step) and the maximization step (M-step). In the E-step, the expectation of the likelihood function for the complete data set {C obs , C mis }, also called the Q-function, is computed with respect to C mis given the current estimated parameter set Θ ′ and the observed data set C obs . In the M-step, parameters are re-estimated by maximizing the Q-function. The iteration is continued until the likelihood function converges.
The main mathematical formulation of the EM algorithm can be expressed as in McLachlan and Krishnan (2008) 
2. M-step: Maximize the Q-function to obtain the new iterative parameters Θ = arg max
Each iteration cycle of the EM algorithm increases the likelihood of observed data, such that under certain regularity conditions, it can be shown that the EM algorithm converges to a stationary point (Wu, 1983) .
Formulation of the multiple model approach under the EM algorithm
To apply the EM algorithm, the complete likelihood function p Θ (C obs , C mis ) can be decomposed using the probability chain rule as in Jin et.al. (2011) :
Following similar derivations as Jin et.al. (2011) and Chen et.al. (2013) , the Q-function can be derived. This is shown below.
Using the probability chain rule, and due to the assumption that χ i:j = 0 for i > j and y k = 0 for k ≤ 0, the first term in Eq. 
Since given the local model identity I k , the output y k only depends on the regressor x k (see Eq. (4)), Eq. (14a) can be simplified, and written as
Similarly, using the probability chain rule, the second term in Eq. (13b) can be further written as P r Θ (I 1:N |u 1:N , w 1:
Using Eq. (9), we can simplify Eq. (16) as
Note that since the last term in Eq. (13b) is independent of Θ, we define
where C 1 is a value that is independent of Θ. IFAC DYCOPS 2013 December 18-20, 2013 First by substituting Eqs. (15), (17) and (18) into p Θ (C obs , C mis ) in Eq. (13), we get (19) and then by computing the E-step in the EM algorithm in Eq. (11), we get Eq. (20) shown in the next page (Jin et.al., 2011) .
Since the integrand in Eq. (20c) is only a function of I k , the multi-dimensional integral with respect to P r Θ ′ (I 1:N |C obs ) in Eq. (20c) can be simplified, and written as Eq. (21). The local model identity I k is a discrete random variable, and thus the Q-function can be derived as
Now to compute the Q-function in Eq. (22), p Θπ (y k |x k ), P r Oπ (I k = π|w k , T ) and P r Θ ′ (I k = π|C obs ) need to be determined first.
Due to the Gaussian noise assumption for the ARX model in Eq. (2), p Θπ (y k |x k ) is of a Gaussian distribution, and can be expressed as
P r Oπ (I k = π|w k , T ) can be calculated using Eq. (8), and P r Θ ′ (I k = π|C obs ) is the probability of the I k = πth local model taking effect at sampling time k, conditional on C obs and the current parameter Θ ′ . Using the Bayes' rule, P r Θ ′ (I k = π|C obs ) can be derived as 
To estimate local ARX model noise variance, using all the updated local model parameters θ π , σ 2 can be calculated by differentiating Eq. (22) with respect to σ and equating it to zero, then we get the updated σ shown in Eq. (26).
For the validity width of the I k = πth local model, it cannot be derived in an explicit form when maximizing Eq. (22). The mathematical formulation of the optimization problem in searching for the optimal o π can be expressed as Eq. (27).
In this paper, a nonlinear numerical optimization method is used to calculate the optimal o π (Jin et.al., 2011; Chen et.al., 2013) . A constrained nonlinear optimization function named "fmincon" provided by "Matlab" is adopted in searching for the optimal o π .
Summary of the proposed identification algorithm
The proposed multiple model approach for nonlinear system identification with multiple and correlated scheduling variables using the EM algorithm can be summarized as In this paper, the stopping criteria based on the change in parameter vector are within a specified tolerance ε (e.g. ε = 10 −5 ).
SIMULATION EXAMPLE
An example with two correlated scheduling variables is used to demonstrate the proposed method. The process is described as
Assume the process is tested around T To achieve a fair validation of the identified model, the data used for cross validation are generated under values of the scheduling variables different from the training data, which is shown in figure 6 . The validation results are shown in figures 7 and 8. IFAC DYCOPS 2013 December 18-20, 2013 
Q(Θ|Θ
′ ) = E P r Θ ′ (I1:N |C obs ) { log N ∏ k=1 p ΘI k (y k |x k ) + log N ∏ k=1 P r OI k (I k |w k , T ) + log C 1 } (20a) = E P r Θ ′ (I1:N |C obs ) { N ∑ k=1 log p ΘI k (y k |x k ) + N ∑ k=1 log P r OI k (I k |w k , T ) + log C 1 } (20b) = ∫ I1:N ( N ∑ k=1 log p Θ I k (y k |x k ) + N ∑ k=1 log P r O I k (I k |w k , T ) + log C 1 ) P r Θ ′ (I 1:N |C obs )dI 1:N . (20c) ∫ I k [( N ∑ k=1 log p ΘI k (y k |x k ) + N ∑ k=1 log P r OI k (I k |w k , T ) + log C 1 ) ∫ I 1:k−1 ,I k+1:N P r Θ ′ (I 1:N |C obs )dI 1:k−1 dI k+1:N ] dI k = ∫ I k ( N ∑ k=1 log p ΘI k (y k |x k ) + N ∑ k=1 log P r OI k (I k |w k , T ) + log C 1 ) P r Θ ′ (I k |C obs )dI k . (21) (σ) 2 = N ∑ k=1 M1 ∑ m1=1 · · · Ms ∑ ms=1 P r Θ ′ (I k = π|C obs )(y k − θ T π x k ) T (y k − θ T π x k ) N ∑ k=1 M1 ∑ m1=1 · · · Ms ∑ ms=1 P r Θ ′ (I k = π|C obs ) .(26)max oπ N ∑ k=1 M1 ∑ m1=1 · · · Ms ∑ ms=1 log P r Oπ (I k = π|w k , T )P r Θ ′ (I k = π|C obs ). (27) S.t. o min ≤ o π ≤ o max
CONCLUSIONS
In this paper, a multiple model approach under the framework of the expectation maximization (EM) algorithm is presented for nonlinear system identification with multiple and correlated scheduling variables. Local ARX models are identified in different process operating region, and a normalized exponential function is used as the probability density function associated with each of the local ARX models taking effect. The complete nonlinear process model is a combination of all the local ARX models with the exponential functions. The parameters of the local models and the exponential functions are simultaneously estimated using the EM algorithm. A numerical example of two correlated scheduling variables is studied. The self and cross validation results demonstrate that the pro- IFAC DYCOPS 2013 December 18-20, 2013 . Mumbai, India 
