Abstract-We consider the flocking of multiple agents which have significant inertias and evolve on a balanced information graph. We first show that flocking algorithms that neglect agents' inertial effect can cause unstable group behavior. To incorporate this inertial effect, we use the passive decomposition, which decomposes the closed-loop group dynamics into two decoupled systems: a shape system representing the internal group formation, and a locked system describing the motion of the center-of-mass. Then, analyzing the locked and shape systems separately with the help of graph theory, we propose a provably-stable flocking control law, which ensures that the internal group formation is exponentially stabilized to a desired shape, while all the agents' velocities converge to the centroid velocity that is also shown to be time-invariant. This result still holds for slowly-switching balanced information graphs. Simulation is performed to validate the theory.
I. INTRODUCTION
The multiagent distributed coordination problem has received much attention from many researchers (see [1] for a collection of such efforts). One of the key research questions is how to design a local action of possibly simple agents (with limited computing power and sensing capability) such that, collectively, a certain desired pattern/behaviour can emerge. Once we have an answer to this question, we would be able not only to realize many powerful engineering applications (e.g. mobile sensor networks and distributed robotic surveillance/rescue [2] , [3] , [4] ), but also to understand many fascinating phenomenon in nature (e.g. schooling of fishes [5] , human collective behaviour [6] ).
Compared to conventional control problems, the unique challenge of the multiagent distributed coordination is how to analyze the information topology among the agents, i.e., which agents sense/are sensed by which agents. This is important, because it determines how the local action propagates throughout the group. However, at the same time, only certain information topologies are feasible, especially when the number of agents is large.
To analyze this information topology, graph theory has been used in many works (e.g. [7] - [15] ), where the information topology is represented by its information graph. Among them, the majority assumes that the evolution of each agent can be described well enough by its kinematics, i.e. single integrator dynamics (e.g. [7] - [10] ). However, in many important applications (e.g. robots, spacecraft), it is not generally possible to directly control the velocity, as most of the actuators (e.g. torque motor, gas jet) can affect only the acceleration through the agents' inertias. Moreover, as shown in this paper, for a certain (directed) information topology, this agents' inertial effect can even cause unstable group behaviors. Therefore, it is necessary to incorporate this inertial effect (i.e. double integrator dynamics) into the multiagent distributed coordination control design.
In this paper, we present a novel distributed coordination framework for multiple agents with significant inertial effect and evolving on a balanced information graph [7] (i.e. in-degree = out-degree for all agents). This class of balanced graphs includes two practically important classes of information topology: undirected graphs (i.e. inter-agent communication is two-way) and cyclic graphs [16] . We consider the particular problem of flocking [11] , [12] , where all the agents are desired to move with a common velocity, while keeping a certain desired internal group formation.
To deal with the agent's inertial effect, we use the passive decomposition [17] , [18] , which decomposes the closed-loop group dynamics into two decoupled systems: a shape system representing the internal group formation shape, and a locked system describing the dynamics of the centroid (i.e. centerof-mass). Then, by analyzing the locked and shape systems separately with some results of graph theory, we propose a provably-stable flocking control law, which ensures that the internal group formation is exponentially stabilized to a desired shape, while all the agents' velocities converge to the centroid velocity that is also shown to be time-invariant. Using the dwell-time concept [19] , we can also show that this result still holds for slowly-switching balanced information graphs.
To our knowledge, in other distributed coordination schemes, the agents' inertial effect has been considered only for the cases where either the information graph is undirected so that the closed-loop group dynamics becomes usual massspring-damper dynamics (e.g. [11] , [12] , [20] , [21] ), or all the agents' dynamics are identical so that the effects of the agent's dynamics and the information topology can be separated from each other by using Kronecker algebra [13] , [14] , [15] . In contrast, our proposed framework is applicable even when the agents' inertias are all different and the information graph is a general balanced graph. In this sense, this present work may be thought of as an extension of the results in [7] (i.e. coordination of kinematic agents on a balanced graph) and [11] , [12] (i.e. flocking of inertial agents on an undirected graph).
The rest of the paper is organized as follows. Section II provides some preliminary graph theory and an example highlighting the importance of the agents' inertial effect. Then, in Section III, using the passive decomposition, the closed-loop group dynamics is decomposed into the locked and shape systems. In Section IV, the novel flocking algorithm for multiple inertial agents on a balanced graph is presented and its properties are detailed. In Section V, simulations are performed, and Section VI contains some concluding remarks.
II. INFORMATION GRAPH AND MOTIVATING EXAMPLE
Consider n-agents. Then, the information topology among them can be represented by their (weighted and directed) information graph G := {V, E, W}, where V := {v 1 , ..., v n } is the set of nodes (i.e. agents), E ⊆ V × V is the set of edges (i.e. ordered pairs of the nodes), and W : E → + is a map assigning a (positive) weight to each edge s.t. if Figure 1 for some examples. For notational convenience, we exclude the self-joining edges from E, i.e. e ii / ∈ E, ∀i ∈ {1, ..., n}. Here, e ij = (v i , v j ) ∈ E (i.e. v i and v j are the head and tail of the edge e ij , respectively) would imply that the information flows from v j to v i . This would happen, if the agent i tries to follow the state of the agent j. The weighting w ij can be useful if each information flow has non-uniform reliability (e.g. different signal-to-noise ratio). For more details on the graph theory, refer to [7] and references therein. Now, following [7] , [9] , let us consider the kinematicsbased flocking model. Then, the closed-loop kinematics of the agent i can be given bẏ
where x i is the position of the agent i, w ij > 0 is the weight assigned to e ij , k > 0 is the control gain, and N i is the information neighbor of the agent i defined by
i.e. the set of all the tails of the agent i. Here, for simplicity, we assume that the desired internal group formation is given by x 1 = x 2 = ... = x n , although the one with constant offsets (i.e. x i = x j + a ij with a constant a ij ) can also be easily incorporated.
Then, by stacking up the individual kinematics (1), the closed-loop group kinematics can be written aṡ
where
, and the matrix L ∈ n×n is so called the Laplacian matrix of the information graph G defined s.t.
where L ij is the ij -th component of L. For node i, we define the in-degree in i (G) and the out- This graph Laplacian matrix L has the following properties [7] , [13] : 1) its eigenvalues have non-negative real-part (from Geršgorin's disk theorem [22] 
is an eigenvector with zero eigenvalue, i.e. Lu = 0, since n j=1 L ij = 0 from (4); and 3) if G is strongly connected, this zero eigenvalue is simple. Because all the eigenvalues of the Laplacian matrix L have non-negative real-parts, the closed-loop group kinematics (3) is stable ∀k ≥ 0.
In many practical applications (e.g. robots, spacecraft), it is generally possible to directly control the acceleration rather than the velocity. Thus, we incorporate the agents' inertias into the flocking model. Similar to (1), let us consider the following closed-loop dynamics of the agent i with its inertia
where b, k > 0 are the damping and stiffness gains. Then, similar to (3), the closed-loop group dynamics can be written as
If we apply this dynamics-based flocking model (6) for the four agents on the cyclic graph (second of Figure 1) with (m i , w ij , b, k) = (1, 1, 1, 2.2), we see that the group behavior is unstable as shown in Figure 2 . Note that, if G is undirected as in [11] , [12] , the dynamics (6) becomes a usual linear time-invariant mass-spring-damper system with a symmetric and positive-semidefinite L, thus, stable ∀b, k ≥ 0. This example clearly shows the importance of the interaction between the agents' inertias and information topology, and the necessity for a framework geared toward agents with non-negligible inertias and evolving on general directed information graphs.
III. DECOMPOSITION
In this section, using the passive decomposition [17] , [18] , we decompose the closed-loop group dynamics (6) into two systems: a shape system describing the internal group formation, and a locked system describing the motion of the center-of-mass.
Following [17] , we define the following coordinate transformation:
n is the transformed coordinate, and S is the (full-rank) transformation matrix. Let us
T . Then, from (7), we can show that z e describes the internal group formation shape as it is given by
and z 1 abstracts the overall group maneuver, as
i.e. the position of the centroid. We designate z 1 and z e as the configurations of the locked and shape systems, respectively, whose dynamics will be defined below.
Using (7), we can rewrite the closed-loop group dynamics (6) with respect to z such that
where the inverse of S in (7) is given by [17] , [18] 
with (11) and the property of the Laplacian matrix L that n j=1 L ij = 0 ∀i ∈ {1, ..., n}, we can show that 1) the inertia matrix M in (10) is block-diagonalized s.t.
is a symmetric and positive-definite matrix; and 2) the transformed information graph in (10) has the following structure:
where the j -th component ofD ∈ (n−1) is given bȳ
j ∈ {1, 2, ..., n − 1}, and the ij -th component of the matrix L ∈ (n−1)×(n−1) is given bȳ
The following Proposition is a direct consequence of (7)- (15).
Proposition 1 The closed-loop group dynamics (6) can be decomposed as
We call the dynamics of z e (17) shape system, which describes the internal group formation shape as given by (8) . We also call the dynamics of z 1 in (16) locked system, which represents the centroid motion. Notice from (16)-(17) that the shape system is completely decoupled from the locked system, while the locked system is coupled with the shape system via the coupling termD.
IV. FLOCKING ON BALANCED GRAPHS
In this section, we consider the flocking problem of multiple inertial agents on strongly connected balanced graphs [7] , i.e., any two nodes are connected (i.e. path exists between them) and each node has the same in-degree and outdegree. See Figure 1 for examples. We will utilize following properties of balanced graphs.
Proposition 2
1) The following are equivalent: 
2) If the graph G is balanced and strongly connected, 
Proof: 1-b) The graph G is balanced, if and only if in
i (G) = L ii = out i (G) = − n j=1,j =i L ji , ∀i ∈ {1, .
.., n}, where we use the expressions for in i (G) and out i (G) in Section II. This condition is equivalent to
is full-rank, this is a similarity transform, thus, preserves the locations of eigenvalues. Also, if G is balanced and strongly connected, L sym has only one eigenvalue at zero with all the others being strictly positive real [7, theorem 7] . Therefore,L sym is positive-definite.
Therefore, if the graph G is balanced, the centroid dynamics (i.e. locked system in (16)) will be decoupled from the internal group formation (i.e. shape system (17)), and both the locked and shape systems can be analyzed separately. Note that if G is not balanced, such a complete decoupling cannot be ensured.
The difficulty in analyzing the shape system (17) is due to the fact thatL is generally asymmetric. This difficulty, however, can be overcome for the balanced graphs, by using the fact thatL sym is positive-definite (item 2 of Proposition 2). We now present the main result. (6) and their locked and shape dynamics (16)- (17) . 
Theorem 1 Consider the closed-loop group dynamics

1) For arbitrary initial conditions and gains
where A 0 implies that A ∈ n×n is positivedefinite. Then, (ż e (t), z e (t)) → 0 exponentially, anḋ 
where z 1 is defined in (9) and
For the necessity, suppose thatż 1 (t) =ż 1 (0), ∀t ≥ 0. Then, from (16), we have t 0D
(bż e (θ)+kz e (θ))dθ = 0 ∀t ≥ 0, for arbitrary z e (t),ż e (t). This requires thatD = 0. Following item 1 of Proposition 2, this implies that the graph G is necessarily balanced. 2) Let us consider the shape system dynamics (17), and decomposeL s.
. From item 2 of Proposition 2,L sym is positive-definite, since the graph G is strongly connected and balanced.
Let us define a Lyapunov function candidate
with
where > 0 is to be designed below s.t. P is positivedefinite. Then, using the shape dynamics (17) , and the fact that
where Q ∈ 2(n−1)×2(n−1) is given by
Let us choose = k/b to cancel out the off-diagonal terms of Q in (26). Then, Q will be positive-definite if and only if b sym −kM is set to be positivedefinite as stated in this Theorem, both P and Q will be positive-definite, and (ż e (t), z e (t)) → 0 exponentially. From (8) , this implies that
Moreover, since the graph G is balanced, following item 1 of this Theorem,ż 1 (t) =ż 1 (0), ∀t ≥ 0. Therefore, we havė x i (t) →ż 1 (t) =ż 1 (0). (20) is satisfied for each switched information graph and the switching is slow enough in the sense that the interval between any consecutive switchings is no smaller than a dwell-time τ o > 0. This dwell-time can be estimated by analyzing the dynamics (17) with all possible switching information graphs. For more details, refer to [19] .
The condition (20) says that the internal group formation will be stabilized if the damping b and the "good" part of the information topology (i.e.L sym ) are strong enough, compared to the stiffness gain k and the shape inertiaM . Note from item 1-d of Proposition 2 that, if the information graph G is balanced,L sym can be directly computed from the graph structure G without knowing agents' inertias, since the expression (18) is inertia-independent. In contrast, the computation ofM requires only the inertia structure, as its expression in (12) is independent on the information topology.
The condition (20) is simple to use but possibly conservative, since 1) it assumes a specific structure of the Lyapunov function (23)-(24); and 2) it does not utilize any structural information ofL skew , as its design aims to get rid of the effects ofL skew by cancelling out the off-diagonal terms of Q in (26). This conservatism can be partially reduced by directly enforce P 0 and Q 0. Note that these two conditions are linear matrix inequalities (LMIs) w.r.t. . Thus, by solving these LMIs w.r.t. using available commercial software, we can easily check if a pair of b, k will guarantee stable flocking or can possibly induce unstable behaviors.
Remark 1 Following Theorem 1, if the graph G is strongly connected and balanced, all the agents will reach the position and velocity agreement:
Moreover, if all the agents' inertias are the same (i.e. m i = m j ∀i, j in (5)), we will achieve velocity averageconsensus [7] , i.e.,ẋ i (t) → 1 n (ẋ 1 (0) +ẋ 2 (0) + ...ẋ n (0)).
V. SIMULATION
We apply the results of Theorem 1 to the example of Section II (i.e. four agents on the cyclic graph). As shown in Figure 3 , with the condition (20) , the group behavior now becomes stable. Also, the desired internal group formation is achieved (top of Figure 3) , and individual agents' velocities converge to the invariant centroid velocity (bottom of Figure  3 ). Since we set all the agents' inertias to be same, as stated in remark 1, the velocity average-consensus is also achieved.
In Figure 4 , we use the less conservative LMI conditions stated in the paragraph before remark 1. The desired internal group shape and the velocity average-consensus are still achieved. However, as the design becomes less conservative, the group behavior becomes more oscillatory than that in Figure 3 . This LMI-based condition becomes infeasible when k ≥ 2 with m i = w ij = b = 1. This well matches with the fact that the group behavior becomes unstable for k larger than 2 with (m i , w ij , b) = (1, 1, 1 ) (e.g. Figure 2 ). We also impose some noise and model uncertainty into the simulations. As our stability is exponential (item 2 of Theorem 1), the group behavior with such perturbations turn out to be close enough to the one without them, as long as their magnitudes are small enough. Therefore, the results with such perturbations are omitted here.
VI. CONCLUSIONS
In this paper, we consider the multiagent flocking problem. We first show that, for a certain directed information graph, the group behavior can go unstable, if the agents' inertial effect is neglected. Then, we propose a novel provablystable flocking framework for multiple agents which have significant inertial effects and evolve on balanced information graphs. By relying on the passive decomposition and the graph theory, the proposed framework ensures that the internal group formation is exponentially stabilized to a desired shape, while the velocities of all the agents converge to the (time-invariant) centroid velocity.
There are several research directions we will pursue in future. The gain-setting condition (20) (or the LMI condition) is only sufficient for stability. Since the matrices in the decomposed dynamics possess specific structures and properties (e.g. (18)), using matrix theory, we may be able to exploit such properties/structure to reduce the conservatism. Relying on the dwell-time concept [19] , we show that the proposed framework is also applicable for slowly-switching balanced graphs. However, it is not yet clear how each system parameter affects the dwell-time, as they are all mingled together in the system dynamics (17) . Of particular interest is to quantify the effect of the information topology on the dwell-time. We would also like to extend this framework to the case where information topology and agents' motion are coupled with each other.
