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Abstract
Recently, we and several other authors have written about the possibilities of
using stochastic approximation techniques for fitting variational approximations to
intractable Bayesian posterior distributions. Naive implementations of stochastic
approximation suffer from high variance in this setting. Several authors have there-
fore suggested using control variates to reduce this variance, while we have taken
a different but analogous approach to reducing the variance which we call stochas-
tic linear regression. In this note we take the former perspective and derive the
ideal set of control variates for stochastic approximation variational Bayes under
a certain set of assumptions. We then show that using these control variates is
closely related to using the stochastic linear regression approximation technique we
proposed earlier. A simple example shows that our method for constructing control
variates leads to stochastic estimators with much lower variance compared to other
approaches.
1 Stochastic Approximation for Fixed-Form Variational
Bayes
The goal of fixed-form Variational Bayesian posterior approximation is to approximate
an intractable posterior distribution p(x|y) with a parameterized approximating distri-
bution qη(x) of a given, more convenient, form. Here η denotes the parameters of the
approximation q, and x denotes the unknowns (parameters, latent variables) of our model
for which we would like to approximate the posterior distribution. The approximation
is then determined by minimizing the KL-divergence between q and p:
qˆ = argmin
q(x)
D[q|p] = argmin
q(x)
Eq(x)
[
log
q(x)
p(x, y)
]
, (1)
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where p(x, y) denotes the unnormalized posterior distribution p(x|y)p(y).
Numerically solving (1) requires us to somehow evaluate the expectation with respect
to q. We can only do so analytically for a very limited set of approximations and
posteriors, so several authors (Paisley et al., 2012; Ranganath et al., 2013; Nott et al.,
2012; Kingma and Welling, 2013; Hoffman et al., 2012; Wingate and Weber, 2013) have
recently proposed addressing this expectation using Monte Carlo techniques. Specifically,
Paisley et al. (2012) and others find that
∇η[D(q|p)] = Eqη {∇η[log qη(x)](log qη(x) − log p(x, y))} , (2)
where ∇η[D(q|p)] denotes the column vector gradient of the KL-divergence. They then
propose to evaluate the expectation in this expression using Monte Carlo. Doing so gives
unbiased stochastic estimates of the gradient of the KL-divergence which can be used in a
stochastic optimization procedure as pioneered by Robbins and Monro (1951). However,
a naive Monte Carlo approximation of (2) typically has too much variance to be of
practical use. Most of the aforementioned authors therefore propose the use of variance
reduction techniques, and specifically control variates, to make this approach work. We
take another approach, based on the idea of ‘noise cancellation’ in linear regression.
2 Variance reduction by linear regression
To approximate (2) we first rewrite it as follows:
∇η[D(q|p)] = Eqη {∇η[log qη(x)](log qη(x)− log p(x, y))} (3)
= Eqη {(∇η[log qη(x)]− Eq∇η[log qη(x)])(log qη(x) − log p(x, y))} (4)
= Covq[∇η log qη(x), log qη(x)− log p(x, y)], (5)
where we make use of the fact that Eq∇η[log qη(x)] = 0 for any q (see e.g. Ranganath et al.,
2013). This covariance (5) can be approximated without bias by its sample estimator
using samples drawn from q:
x∗1, x
∗
2, . . . , x
∗
S ∼ qη(x) (6)
gˆcov = ˆCovq[∇η log qη(x), log qη(x) − log p(x, y)] (7)
=
1
S − 1
S∑
i=1
[∇η log qη(x
∗
i )− mˆ][log qη(x
∗
i )− log p(x
∗
i , y)] (8)
mˆ =
1
S
S∑
i=1
∇η log qη(x
∗
i ). (9)
The estimator (8) will generally already have much lower variance than when approxi-
mating (2) directly. Nevertheless, we can reduce the variance further by approximating
the gradient using
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gˆreg = Covq[∇η log qη(x),∇η log qη(x)]gˆnat, with (10)
gˆnat = ˆCovq[∇η log qη(x),∇η log qη(x)]
−1gˆcov (11)
= ˆCovq[∇η log qη(x),∇η log qη(x)]
−1 ˆCovq[∇η log qη(x), log qη(x)− log p(x, y)],
where gˆnat is a stochastic estimate of the natural gradient, and where the two covariances
terms in the last line are estimated using the same random draws x∗1, x
∗
2, . . . , x
∗
S . In (10),
we multiply the natural gradient with the exact covariance, rather than its estimate.
Analytic expressions for this covariance are indeed available for many common choices
of tractable exponential family q(x). When an analytical expression is not available, this
covariance can be calculated efficiently using quadrature as long as the partial derivatives
∂
∂xi
log qη(x) only depend on a low dimensional subset of x, for example when q(x) =∏
j q(xj) is a factorized distribution. Note that the availability of this covariance does
not in any way depend on the form of the posterior p(x, y) that is being approximated,
and is therefore ‘black box’ in the terminology of Ranganath et al. (2013).
The estimator (10) has much lower variance than our original one (8) because the noise
in our estimates of the two covariance terms largely cancels each other out. This is
the same effect that causes the estimator (X ′X)−1X ′y to be efficient for classical linear
least squares regression, in contrast to theoretical alternatives like E[X ′X ]−1X ′y that
are inefficient.
Unlike the other estimators, gˆreg is biased, and should therefore not be used in a stochastic
gradient descent procedure directly. In our earlier work (Salimans and Knowles, 2013) we
therefore propose an adaptation of stochastic gradient descent that eliminates this bias,
but keeps the much lower variance of this estimator. An added advantage of this approach
is that it does not require the analytic calculation of Covq[∇η log qη(x),∇η log qη(x)].
Another strategy would be to try and see whether we can use the ideas behind this
estimator to construct an unbiased estimator of the gradient. This is what we do in the
Section 4, but before we do so we first present another method for approximating the
covariance terms of (11).
3 Differentiating the Monte Carlo sampler
First note that our derivation in (5) can be stated more generally as
∇ηEq[h(x)] = Covq[∇η log qη(x), h(x)], (12)
for any distribution qη(x) and function h(x) such that this covariance exists. Now assume
that we can approximate expectation Eq[h(x)] unbiasedly using draws x
∗
i = s(η, s
∗
i ) from
a pseudo random number generator s() using random number seeds s∗i :
Eˆq[h(x)] =
1
S
S∑
i=1
h[x∗i ] =
1
S
S∑
i=1
h[s(η, s∗i )]. (13)
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If we then have that x is a set of continuous variables and that h(x) and s(η, s∗i ) are
continuously differentiable, we also have that
ˆCovq[∇η log qη(x), h(x)] = ∇η
1
S
S∑
i=1
h[s(η, s∗i )] (14)
is an unbiased estimator for our covariance term (12). This way, we can approximate
the covariance terms of (11) by differentiating through the Monte Carlo estimators of
Eq[∇η log qη(x)] and Eq[log q(x) − log p(x, y)]. We find that this type of Monte Carlo
estimator often has lower variance than when we simply use the sample covariance. In
Salimans and Knowles (2013) we use this strategy successfully to approximate the natu-
ral gradient of the KL-divergence (11) for approximations q(x) in the exponential family.
Kingma and Welling (2013) have since derived the same principle independently, but
then for the regular gradient (2), and used it to perform variational inference with an
auto-encoding neural network.
4 New Control Variates for Stochastic Approxima-
tion Variational Bayes
If our goal is to stochastically approximate an expectation Eqf(x) using Monte Carlo,
we may equivalently approximate Eqf(x)−αh(x) for any scalar α and any function h(x)
for which we know that Eqh(x) = 0. If f(x) and h(x) are then positively correlated
when sampling from q, and α is chosen appropriately, the resulting estimator will have
lower variance than when approximating the original expression directly. This variance
reduction technique is called the control variates method. We now propose a new set
of control variates that may be used to decrease the variance of our unbiased stochastic
estimator (8).
For approximating the i-th component of the k × 1 vector ∇η D(q|p), we propose to use
the 1× k vector of control variates hi, with
hi = ˆCovq
[
∂
∂xi
log qη(x),∇x log qη(x)
]
− Covq
[
∂
∂xi
log qη(x),∇x log qη(x)
]
, (15)
where the second term Covq denotes the exact (analytical) expression for the covariance,
and the first term ˆCovq denotes its sample estimator. Using these control variates, we
have
∂
∂ηi
D(q|p) = Eqη [f
i − hiαi], with (16)
f i = ˆCovq
[
∂
∂ηi
log qη(x), log qη(x) − log p(x, y)
]
, (17)
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where αi is the k× 1 vector of control variate coefficients. It remains for us to determine
how the set this vector of coefficients. A standard result tells us that the ideal coefficients
are given by
αi∗ = Varq[h
i]−1Covq[h
i, f i(x)], (18)
which in practice is approximated by
αˆi = Vˆarq[h
i]−1 ˆCovq[h
i, f i(x)], (19)
with the hat symbol again denoting sample estimators.
5 Exponential family approximation and posterior
Up until now, all of our derivations have been for general distributions q(x). In this
section, we consider the special case in which we use an approximation q(x) that is a
member of the exponential family. That is, we assume
log qη(x) = T (x)η − Z(η), (20)
with T (x) a 1× k vector of sufficient statistics, and Z(η) a normalizing constant. In this
case we have
∇x log qη(x) = T (x)− Eq[T (x)], and (21)
Covq[∇η log qη(x),∇η log qη(x)] = Covq[T (x), T (x)]. (22)
Using these expressions, we can rewrite (5) as
∇η[D(q|p)] = Covq[∇η log qη(x), log qη(x)− log p(x, y)] (23)
= Covq[T (x), log qη(x)− log p(x, y)] (24)
= Covq[T (x), T (x)]η − Covq[T (x), log p(x, y)], (25)
a result we also derived in our earlier work (Salimans and Knowles, 2013).
Let us now also assume that the unnormalized posterior p(x, y) is of the same exponential
family form. That is,
log p(x, y) = T (x)η˜(y) + c(y), (26)
where η˜ is another set of (unknown) parameters and c is constant in x. Both quantities
would normally depend on the data y.
In this case, we have the following result for the ideal control variate coefficients αi∗:
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αi∗ = Covq[∇η log qη(x),∇η log qη(x)]
−1 Covq[∇η log qη(x), log qη(x)− log p(x, y)]
= Covq[T (x), T (x)]
−1 Covq[T (x), log qη(x)− log p(x, y)] (27)
= Covq[T (x), T (x)]
−1 Covq[T (x), T (x)η − T (x)η˜] = η − η˜ ∀i. (28)
Hence all control variate coefficient vectors αi∗ have the same ideal values, which are
given by the ‘stochastic linear regression’ of (11). In practice, the coefficients are once
again estimated by plugging in sample estimators, but in this special case that does not
change their value:
αˆ = gˆnat = ˆCovq[T (x), T (x)]
−1 ˆCovq[T (x), T (x)](η − η˜) = η − η˜ = α
∗ (29)
Substituting in the estimated control variate coefficients, our stochastic estimate of the
gradient of the KL-divergence (16) becomes:
∇ˆηi D(q|p) = Eˆqη [f − hαˆ] (30)
= ˆCovq[T (x), log qη(x)− log p(x, y)]
−( ˆCovq[T (x), T (x)]− Covq[T (x), T (x)])αˆ (31)
= ˆCovq[T (x), T (x)η − T (x)η˜]
−( ˆCovq[T (x), T (x)]− Covq[T (x), T (x)])αˆ (32)
= Covq[T (x), T (x)]αˆ (33)
= Covq[T (x), T (x)]gˆnat (34)
= Covq[T (x), T (x)](η − η˜). (35)
Hence, our ‘stochastic’ estimate of the gradient has in fact become a deterministic esti-
mate with zero variance. This means that the chosen control variates are indeed optimal
if q and p are of the same exponential family form. Note that (34) is identical to our
‘biased’ estimator (10), which in this special case is thus also exact.
The situation where q and p are of the same functional form is completely hypothetical
and this will not be the case in practice. Nevertheless, we find that, even when q and p
have completely different forms, the control variate coefficients in (27) are generally still
very close to optimal and the resulting stochastic gradient estimate (31) still has much
lower variance compared to other stochastic estimators. We illustrate this with a simple
example in the next section.
6 Toy example: logistic regression
As an example, we consider approximating the gradient of
∇ηEqη [log qη(x) − log p(x, y)], (36)
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with univariate x, approximation qη(x) = N(x;µ, σ
2), and unnormalized posterior
log p(x, y) = log p(x) = x− log[1 + exp(x)]. (37)
Terms of this form (37) occur in the likelihood of logistic regression models such as
the one considered by Paisley et al. (2012). We deliberately pick an improper posterior
consisting of only a single likelihood term to make sure the functional forms of q(x) and
p(x) are as different as possible. Note that this biases the experiment against our method,
which was derived under the assumption that q(x) and p(x) are of approximately the
same form.
We approximate (36) using the ‘simple’ stochastic approximation defined in (2), the
covariance approximation in (5), the covariance approximation using our control variates
and the coefficients in (19), the covariance approximation using our control variates with
the coefficients in (27), and the gradient based approximation in (14) using the same
control variates. We also compare against the generic control variate strategy recently
proposed by Ranganath et al. (2013), the delta method of Paisley et al. (2012) which
calculates Eq log q(x) analytically and which uses a 2nd order Taylor approximation as the
control variate for log p(x), and the estimator of Kingma and Welling (2013) discussed
in Section 3. Finally, we also report the result of using our biased estimator gˆreg, using
both the sample covariance estimates and the gradient based estimates from Section 3.
We evaluate each of the approximations using 50 samples from the approximate posterior.
For the methods using control variates we subdivide this into 25 samples for setting the
control variate coefficients and 25 for evaluating the gradient. Note that we need to
use different random draws for both steps to ensure that our estimate of the gradient
is unbiased. The combined procedure of optimizing the coefficients and estimating the
gradient is repeated 100,000 times for each method. We report the mean squared error of
the different estimators in Table 1. The MATLAB code for this experiment is available
at gist.github.com/TimSalimans/8279968.
Table 1: Mean squared errors of the different stochastic gradient estimators for different
settings of the parameters of the approximate posterior (µ, σ2)
stochastic approximation method µ = 0, σ2 = 2 µ = −2, σ2 = 2 µ = 2, σ2 = 2 µ = 0, σ2 = 4
simple approximation (2) 0.5194 0.4242 2.2606 1.9734
covariance approximation (8) 0.3238 0.3524 0.8273 1.3296
covariance + ‘ideal’ c.v. (19) 0.0060 0.0172 0.0179 0.0978
covar. + ‘regression’ c.v. (27) 0.0066 0.0233 0.0234 0.1147
covar + ‘ideal’ c.v. + grad (14) 0.0010 0.0023 0.0023 0.0136
Ranganath et al. (2013) c.v. 0.6133 0.6764 1.2663 3.0090
delta method Paisley et al. (2012) 0.0252 0.0111 0.0240 0.4968
Kingma and Welling (2013), (14) 0.0472 0.0888 0.1930 0.1499
gˆreg + sample cov. (10) (8) 0.0009 0.0062 0.0062 0.0180
gˆreg + gradient (10) (14) 0.0006 0.0032 0.0032 0.0101
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Table 1 shows that, among the unbiased stochastic estimators, the control variates pro-
posed in Section 4 give the most accurate estimates for most settings of µ, σ2. The
control variate strategy of Ranganath et al. (2013) does improve upon the simple esti-
mator (2) for the same number of samples, but it loses this advantage when reserving
half of the samples for calculating the control variate coefficients. An advantage of the
control variate strategy of Ranganath et al. (2013) is that it does not assume we can calcu-
late Covq
[
∂
∂xi
log qη(x),∇x log qη(x)
]
. Our proposed algorithm in Salimans and Knowles
(2013) also does not require this. The delta method control variate proposed in Paisley et al.
(2012) and the estimator of Kingma and Welling (2013) both outperform the simple esti-
mators by making use of the structure (gradient/hessian) of log p(x). Nevertheless, both
are outperformed in this setting by the simple versions of our control variate strategy
which are agnostic to the form of log p(x). When we also use the gradient of log p(x) via
(14) we are able to reduce the variance further by an order of magnitude.
In terms of accurately estimating the gradient, our regression based estimate gˆreg using
the sample covariance is clearly the best among the ‘black box’ estimators that do not
rely on derivations relating to log p(x). Here we find that the squared bias contributes
about 20% on average to the mean squared error for this estimator. The squared bias
decreases quadratically in the number of samples (Salimans and Knowles, 2013), so this
fraction will be lower if more samples are used. The downside of using a biased estimator
in a stochastic gradient descent procedure is that the error in the gradient estimate does
not average out over multiple iterations. This can be solved by using an adaptation of
stochastic gradient descent (Salimans and Knowles, 2013).
The gradient based estimator for gˆreg based on Section 3 performs about equally well
compared to our (unbiased) control variate strategy when using the gradient. Interest-
ingly, we find that gˆreg is also nearly unbiased, so the two estimators are comparable in
this regard as well.
7 Conclusion
In this note we have introduced new control variates for stochastic approximation of
the gradient of the KL-divergence between an approximating distribution q(x) and an
intractable target p(x|y). We have shown empirically that these control variates greatly
reduce the variance in our stochastic estimates. Furthermore, we have shown a con-
nection between these control variates and our ‘stochastic linear regression’ framework
proposed in Salimans and Knowles (2013). In that work we extend our results to ap-
proximations for which we cannot calculate Covq[∇η log qη(x),∇η log qη(x)] analytically
or using quadrature. In addition, we propose using the natural gradient for minimizing
the KL-divergence, which we find to provide a much better search direction than the
regular gradient.
An apparent disadvantage of our approach is that it requires the inversion of our estimate
of the Covq[∇η log qη(x),∇η log qη(x)] matrix. However, note that this covariance matrix
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is sparse if elements of x are independent under our posterior approximation, and that
we can therefore also approximate it with a sparse matrix. Specifically, if we have a
fully factorized posterior approximation q(x) =
∏
i q(xi) with two parameters per q(xi)
as in e.g. Ranganath et al. (2013), our method only requires the inversion of matrices of
size 2 × 2. Finally, note that the derivations in this paper (excluding Section 5) apply
to general approximation q(x) and not just those in the exponential family. Taking
the contributions here together with our earlier work (Salimans and Knowles, 2013), our
approach is now general enough to be applied to all of the examples in all of the papers
we have cited in this note.
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