IF DCS = 'Gelatin' and TPR = 'Very High' and Mfr = General Foods' THEN U_12_ = 0, U_4_11 = 58, U_3 = 221, U_2 = 1149, U_1 = 3583, Ok = 1115, O_1 = 7, O_2 = 1, O_3 = 0, O_4_11 = 0, O_12_ = 0
O_12_:
Over by 12 or more cases;
O_4_11:
Over by 4 to 11 cases;
O_3:
Over by 3 cases; O_2:
Over by 2 cases; O_1:
Over by 1 case; Ok:
No error U_1:
Under by 1 case;
U_2:
Under by 2 cases; U_3:
Under by 3 cases;
U_4_11:
Under by 4 to 11 cases; U_12_:
Under by 12 or more cases; 
4 Classification tree discovery algorithms (Quinlan, 1993 ) are based on a slightly different approach, namely divide-and-conquer. In such an approach, after the database is split into n subparts, the same procedure is recursively called on each subpart.
Rule generation and organization: 
The minimum confidence threshold value depends upon the current user's goal. The higher the value, the fewer rules are created and the fewer records are classified. However, these fewer records are classified with a higher degree of confidence. More applied studies have to be conducted before precise guidelines can be developed. 
