ABSTRACT. In most cases, the association rules mining (ARM) will generate a large number of rules, most of which are of no interest. In order to find the interesting rules from the large-scale association rules more effectively, this manuscript presents a new method to research the association rules based on Complex Networks. The proposed method first illustrate the association rules by complex networks, and then puts forward a kind of community detection algorithm, which is aim to get the relationship and classification of the result rules. Thus we can locate the interesting patterns more quickly and accurately. Meanwhile, this method also provides a visualization process of the association rules. The experimental results demonstrate that this new method with complex networks can group the result rules and find out the interest patterns more intuitively and efficiently.
Introduction
With the advent of the era of big data, association rules mining [1] is becoming more and more important task of data mining techniques. The goal of ARM is to find out the potential relationships among data items by extracting frequent patterns from the given database. In 1993, R. Agrawal et al. proposed the idea of association rules firstly, shortly after that put into practice by the well-known Apriori algorithm. Thereafter, a lot of research on the association rules mining has been conducted. These studies mainly concentrated in improving the efficiency of algorithm, such as the introduction of random sampling, parallel processing. At present, Clustering is one of the main methods to deal with association rules. Sahar S [2] proposed a clustering method, which describes the rules with five attributes, this method cluster rules by using the syntax between item sets. Jorge A [3] puts forward a hierarchical clustering method for large data set specially. These methods reduces the difficulty of analysis rules in a certain extent. However, there are some shortcomings, the clustering method is mainly based on the relationship between the rules, so the relationship between item sets of rules is ignored.
In the manuscript, the method based on complex networks [4] are presented to ARM, which is aim to group result rules and provide a visualization method of association rules, which can solve this problem above. It is proved that the method based on the complex networks is essential to study sophisticated problems practically [5, 6] . Good results are obtained when analysis of association rules. The network community structure of complex networks is very important to analyze the features of association rules, discovery the potential patterns, and predict the relationship of the items between the result rules. The approach taken in this manuscript has improved the veracity and efficiency of finding the potential patterns.
The formal statement of association rules and complex networks
In order to capture the following work more accurately, we will state the formal model of association rule and complex networks.
Generally speaking, association rules mining [7] can be described in the following way: Let
be a set of items, and the set of transactions is confidence c, where s is the percentage of transactions in T that contains X Y ∪ , s is expressed as probability ( ) P X Y ∪ , and confidence c is the percentage of transactions in T containing X that also contains Y, c expressed as probability ( | ) P Y X .we can get that, s => )
. We will express the complex networks [8] model with G (V, E), where the V is the set of all vertices and E is the set of all edges in the graph, namely . In this manuscript, all the complex networks are generated by association rules. It is appropriate for researching an enormous and complex system through complex networks intuitively and effectively, such as the association rules.
Association rules research method based on complex networks
Compared with the traditional clustering method of association rules, the method in the manuscript will constitute the rules of the item sets with network graph, which show all the result rules directly and conducive to the association rules between topological structure analysis. Meanwhile, with the introduction of community detection algorithm, the visualization and classification of association rules is more intuitive and effective. We will adopt multiple community detection algorithms to the association networks generated by association rules, and the modularity is the index we used to measure the performance of these algorithms. Finally, we can get the classifications of the rules, and get the potential association rules that interest us. Get the potential interesting association patterns Fig. 1 . Structure of ARM results research method based on complex networks The main structure of the association rules research method based on complex networks can be shown in Fig.1 . For introducing the method better, in the remaining part, firstly, we will definite the association networks and the importance of itemsets. Secondly, we introduce a new community detection algorithm for the association networks we have defined. Finally, we apply this method to tow databases, and analyze the results we get, verify the validity and superiority of the method we raised.
Definition of association networks
We think there are two main shortages of the traditional research method of association rules. Firstly, the expression of rules is not intuitive enough; secondly, the relationship of itemsets, which is the basic elements of association rules is ignored. So it is important to find a reasonable way to display all of the association rules. As the method structure mentioned above, we introduce the association networks as the first step of the method we proposed in this manuscript. The association networks is made up of itemsets and the edges between them. Because of the non-homogenous topological structure, the itemsets have different importance in the association networks. The importance of the itemsets in the networks are determined by 2 main factors. One is the location of the itemsets, another is the connection ability of the itemsets, which is determined by the shortest path of it. According to the tow factors, we can definite an importance formula, which is aim to measure the importance of itemsets in the association networks [9] . Let {I | , 1, where 1, 2, ,
v V a j n λ = ∈ = =  } be a neighborhood of the itemsets j I .The key degree of item set j I can be computed as follows:
Where ( ) T i is the number of the shortest path that pass the item set j I , ( ) UT i is the number of the shortest path that don't pass the item set j I .
And the closeness of item set j I can be computed as follows:
Where ( , )
Then we can define the importance of the itemsets as below：
New community detection algorithm MC
In order to get the potential rules from the association networks we have introduced above, it is necessary to prune and partition the itemsets in the association networks by community detection algorithm. The new community detection algorithm of association networks (MC) we proposed in this manuscript can be decomposed into four step:
Step 1: Calculate the importance of the itemsets in the association networks by the Eq.3, then sort the results in descending order, so we can get a set of results,
Step 2: Determine the communities' center set from Step 4; According to the distance ( , ) i j d v v , we get the community detection of all the items. After the community detection, we hope that there is an indicator that can be used to judge the performance of the algorithm. When we divide the itemsets into different communities, we hope that the association among the nodes of the same community is as much as possible, and that the association among nodes in different communities is as little as possible. So we define an index named modularity to measure the degree of community level of each itemset. Let
 be a set of community. Formally, the modularity formula is given as follows: 
Examples
In order to verify the method we have defined above, we get tow data sets from the Frequent Itemset Mining Dataset Repository. The data sets are described in the Table 1 below. By association rule mining algorithm Apriori (Apriori is a well-known algorithm for mining frequent itemsets for Boolean rules), 175 and 73 association rules were obtained from the two data sets above. Part of the association rules are showed in the Table 2 below. As Fig.2 showed, we generate tow association networks of the result rules we get from the datasets retail and accident separately. (a) is the association networks of the retail, (b) is the association networks of the accident. In order to evaluate the performance of the community detection algorithm we proposed in this manuscript, several comparing done with the different detection algorithm, these algorithm include Walk-trap, Spin-glass, Edge-between-ness, Label-propagation. Fig.3, Fig.5 show the community detection results of the tow databases by using different algorithm. Table 3 and Fig.4 presents the results of all the community detection algorithms. According to the results showed in the Table 3 , we observe that in the database retail, the Q of the algorithm Labelpropagation is 0, the number of result communities is one, so the Label-propagation is of the worest performance to the retail, the max Q is belong to the algorithm MC, which gets 6 communities results as the Fig.3 (a) showed. In the database accident, the Edge-between-ness has the min Q, and the same as the database retial, the MC has the besest performance, the association worknets is divided into 5 different communities as the Fig.3 (b) showed. The tow databases both prove that the community detection that proposed in this manuscript has better performance. So we chose the results of MC algorithm as the final results as the Fig.3 showed. From Fig.4 and Table 3 , we get these results as follows. In Retail, we get 5 groups of the association rules, the group 1 center is the itemset {39}, the rules have the same RHS; the group 2 has the same LHS {38}, we can judge that when people buy the {38} in the retail , they will buy {110},{41,48},{36,39} with greate probility; the group 3, group 4 and group 5 have the similar structure. In Accident, we get 6 groups of the association rules in the end, in the group 1, the center itemsets are {16},{31}, when {16},{31} happens, {12,17,18} will very likely to happen, and them are all LHS. Group 3 is including six rules which are consisted of four itemsets. Group 4,5,6 have the same structure. Finally, we get the classfication of all result rules and the potentail patterns we may interested in.
Conclusions
In this manuscript, we have introduced a new method which aimed to help us to find potential interest patterns from association rules. As we know, association rules mining may generate large quantity of rules, most of which are of no interest to the researchers. Our method takes into account topological structure of the rules, and offer a visualization way to the rules. First of all, we use graph to represent all the association rules, then we use the center degree of graph to evaluate the importance of the itemsets in the complex networks, so we can find the import rules from the result rules or isolated rules. Community detection algorithm is used to group the result rules in the complex networks, these algorithm include Edge-between-ness, Spin-glass, Walk-trap and Label-propagation. We define a modular metrics to measure the performance of these algorithms community partitioning results. This method can improve the efficiency and veracity of finding out the potential rules from large databases. And the MC algorithm has better performance when dealing with the association networks then the other algorithm adapted in this manuscript.
