6 is an open problem in quantum information. We investigate the number of product vectors in the set of four mutually unbiased bases (MUBs) in dimension six, by assuming that the set exists and contains a product-vector basis. We show that in most cases the number of product vectors in each of the remaining three MUBs is at most two. We further construct the exceptional case in which the three MUBs respectively contain at most three, two and two product vectors. We also investigate the number of vectors mutually unbiased to an orthonormal basis.
I. INTRODUCTION
Deciding the maximum number of mutually unbiased bases (MUBs) in C 6 is a well-known open problem in quantum information theory. The study of MUBs has various applications in quantum cryptography and quantum tomography, and in fundamental problems such as the construction of Wigner functions. It has been shown that there are three MUBs in C 6 , and it has been widely conjectured that four MUBs in C 6 do not exist. Recent progress on MUBs and the conjecture can be found in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . We adopt the notation that a unitary matrix corresponds to an orthonormal basis consisting of the column vectors of the matrix. In particular we refer to identity as the identity matrix corresponding to the computational basis. We have investigated in [17] the conjecture in terms of the product vectors and Schmidt rank of the unitary matrices corresponding to the bases. We review the main result of [17] as follows. Lemma 1. Suppose the set of four MUBs in C 6 exists. If it contains the identity, then (i) any other MUB in the set contains at most two product column vectors; (ii) the other three MUBs in the set contains totally at most six product column vectors.
In this paper we extend the result by replacing the identity by an arbitrary product-vector basis. The latter has been classified into three sets, namely P 1 , P 2 and P 3 in Lemma 3 (xxi). We shall show in Proposition 8 (ii) that if one of the product-vector basis and the set of product states in another MUB is not from P 1 up to local unitaries then the claims (i) and (ii) in Lemma 1 both hold. Otherwise, namely if the product-vector basis and the set of product states in another MUB are both from P 1 up to local unitaries, then the number of product states in the MUB is at most three, as we show in Proposition 8 (i) . If the number is exactly three, then we show in Proposition 9 (i) that the remaining two non-product-vector MUBs of the four MUBs in C 6 each has at most two product vectors. So the number of product vectors in such a set of four MUBs is at most 6 + 3 + 2 + 2 = 13. This does not mean that there cannot be four MUBs with more product vectors. We have not excluded the possibility that there are 4 product vectors in each of the four bases. On the other hand, if a basis contains 5 product vectors, then it contains 6 product vectors, according to [17, Lemma 6(xx) ]. We investigate the expressions of product states and the remaining entangled states in the MUBs in Proposition 9 (ii) and (iii).
To obtain the above results, we start by introducing preliminary Lemma 3. Then we investigate the number of vectors mutually unbiased to an orthonormal basis. It is a more general problem than the existence of MUBs. We list the vectors when d = 2, 3 in Lemma 4, and prove some statements about product vectors unbiased to some other product states when d = 6. Then we reiterate some results on MUBs and complex Hadamard matrices in Lemma 5.
It is known that two quantum states in C d are MU when their inner product has modulus
. Two orthonormal basis in C d are MU if their elements are all MU. We can similarly define n orthonormal basis in C d as n MUBs in C d , if any two of them are MU. It is easy to see that if the first MUB is the identity matrix then all other MUBs must be complex Hadamard matrices (CHM), i.e., unitary matrices whose entries all have the same modulus 1/ √ d. From now on we regard any order-six CHM as a 2×3 bipartite unitary operation. The latter has been recently extensively studied in terms of the entangling power, assisted entangling power of bipartite unitaries and the relation to controlled unitary operations [17, [19] [20] [21] [22] [23] [24] . The first two quantities quantitatively characterize the maximum amount of entanglement increase when the input states are respectively a product state and arbitrary pure states. The maximum amount of entanglement increase over all input states is a lower bound of the entanglement cost for implementing bipartite unitaries under local operations and classical communications. Further, controlled unitary operations such as CNOT gates are fundamental ingredients in quantum computing.
The rest of the paper is organized as follows. We introduce the notations and preliminary results in Sec. II. They include the equivalent MUBs, the MUB trio and linear algebra. We investigate the number of vectors mutually unbiased to an orthonormal basis in Sec. III. We construct our main results in Sec. IV. Finally we conclude in Sec. V.
II. PRELIMINARIES
In this section we introduce the notations and preliminary facts used in the paper. Let I d (abbreviated as I when d is known) denote the order-d identity matrix. Let |i, j , i = 1, · · · , , d A , j = 1, · · · , , d B be the computational-basis states of the bipartite Hilbert space H = H A ⊗ H B = C dA ⊗ C dB . We shall refer to |a and |a ⊥ as two orthonormal states. If S is a subspace then S ⊥ is the orthogonal subspace of S. For d = pq with p, q > 1, the basis of C d consisting of product vectors in C p ⊗ C q is called a product-vector basis. We say that n unitary matrices form n product-vector MUBs when the column vectors of these matrices are all product vectors and they form n MUBs. Next, a square matrix C is a direct-product matrix if C = F ⊗ G where F and G are square matrices of order greater than one. The subunitary matrix is matrix proportional to a unitary matrix. We review the following definition from [17] . Definition 2. (i) Let U 1 , · · · , , U n be n unitary matrices of order d. They form n MUBs if and only if for an arbitrary unitary matrix X, and arbitrary complex permutation matrices P 1 , · · · , , P n , the n matrices XU 1 P 1 , · · · , , XU n P n form n MUBs. In this case we say that U 1 , · · · , , U n and XU 1 P 1 , · · · , , XU n P n are unitarily equivalent MUBs. Furthermore they are locally unitarily (LU) equivalent MUBs when X is a direct-product matrix.
Let
where |a jk ∈ C p and |b jk ∈ C q . Let U ΓA j and U ΓB j both denote U j except that |a j and |b j are respectively replaced by their complex conjugates. Then we say that any two of the following four sets
LU-equivalent product-vector MUBs, where X is a direct-product matrix.
(ii) Let U, V and W be three CHMs of order six. The existence of four MUBs in C 6 is equivalent to ask whether I, U, V and W can form four MUBs, i.e., whether U † V , V † W and W † U are still CHMs. If they do, then we denote the set of U, V and W as an MUB trio. (iii) We say that two CHMs X and Y are equivalent when there exist two complex permutation matrices C and D such that X = CY D. For simplicity we refer to X as Y up to equivalence. The equivalence class of X is the set of all CHMs which are equivalent to X. (iv) In (iii), we say that X and Y are locally equivalent when C is a direct-product matrix.
The following result on linear algebra is from [17, Lemma 6] . (ii) Any product-vector basis in C 2 ⊗ C 3 is LU equivalent to one of the following three sets of orthonormal bases,
Here {|a i } is an orthonormal basis in C 3 , {|b , |b ⊥ } is an orthonormal basis in C 2 , the first row and column of the matrix [|a 0 , |a 1 , |a 2 ] are all 1/ √ 3, |b , |b ⊥ , |c , |c ⊥ , |d , |d ⊥ are all real, the first elements of |e and |e ⊥ are both real.
(iii) Let |a| 2 + |b| 2 = 1, |v , |w ∈ C 3 , and a|v + b|w be of elements of modulus 1/ √ 3. Then ab = 0 or [|v , |w ] is a matrix of size 3 × 2 equivalent to a real matrix.
Evidently the computational basis {|0, 0 , |0, 1 , |0, 2 , |1, 0 , |1, 1 , |1, 2 } = P 1 ∩ P 3 = P 1 ∩ P 2 ∩ P 3 . We claim that up to phases,
where W, U are order-two unitary matrices and X, V are order-three unitary matrices. To prove (4), we can see that the lhs of (4) belongs to the rhs of (4) by assuming W |c = |0 and X as the identity matrix. Next suppose x ∈ P 1 ∩ (W ⊗ X)P 2 . We obtain that W |c = |0 or |1 . So x belongs to the lhs of (4). We have proved that the lhs and rhs of (4) are the same. One can similarly prove (5).
The relation (5) shows that the computational basis is the unique element in the intersection of the three orthonormal product states in C 2 ⊗ C 3 . The computational basis corresponds to the identity matrix in the four MUBs in C 6 , and we have studied the case in [17] . So the case is the basis of studying the four MUBs in C 6 containing a product-vector basis, as we will see in Sec. IV.
III. THE NUMBER OF VECTORS MUTUALLY UNBIASED TO AN ORTHONORMAL BASIS
We say that a matrix is in the dephased form when all elements in the first row and first column of the matrix are real and nonnegative. Evidently every CHM is equivalent to another CHM in the dephased form. We say a vector is dephased if it is a zero vector or if its first nonzero element is real and positive. For any order-d unitary U , we denote an MU vector of U as a dephased normalized vector unbiased to all column vectors of both I d and U . Let N v (U ) denote the number of such vectors. Such vectors provide examples of the so-called zero noise, zero disturbance (ZNZD) states for two orthonormal bases consisting of the column vectors of I d and U [25] . The N v is not an invariant under local unitary operations. A counterexample is as follows. Let U = I 2 ⊗ F 3 , where F 3 is the order-three Fourier matrix. Then N v (U ) = ∞, though there is an order-two unitary X such that N v [(X ⊗ I 3 )U ] is finite. The problem of finding MU vectors is a more general problem than constructing MUBs, because sometimes the found MU vectors do not form an orthonormal basis or some set of MUBs. Finding four MUBs in C 6 requires to find out 18 unit vectors MU to a given orthonormal basis, and these 18 vectors need to form three MUBs. To study N v (U ) we construct a preliminary lemma. 
(iv) Suppose d = 3 and the U in (ii) is
, and the six vectors are the column vectors in the matrix Proof. Assertion (i) and (ii) have been proved in [17] . Assertion (iii) and (iv) follow from Eqs. (2.6) and (2.10) in [5] .
It remains to prove (v). We can find a complex permutation matrix P such that P |b =
 . They are MU to the two orthogonal product vectors P |d ∝
 where
The hypothesis implies that
The orthogonality implies 1 +
In either case, (6) implies that the two vectors
 are both MU to the column vectors of
(iii) that the two vectors are from the column vectors of
We have proved the first assertion of (v). The second assertion follows from the use of P in the above proof. This completes the proof. We claim that there exist order-d unitary matrices U , such that N v (U ) = ∞ or 2. An example for the former claim is any non-identity permutation matrix U , and an example for the latter claim is U = cos α sin α sin α − cos α where α ∈ (0, π/2). On the other hand if U is a CHM, it is known that N v (U ) is finite when d = 2, 3 and 5, and infinite when d = 4 [17] . More results on the minimum number of MUBs and N v (U ) can be found in [18, Table 1 ]. Lemma 4 will be used in the proof of Proposition 8. The following lemma has been proved in [17] . 
where {|a j }, {|b j } and {|c j } is a complete set of MUBs in C 2 , and {|d j }, {|e j }, {|f j } and {|g j } is a complete set of MUBs in 
IV. MUTUALLY UNBIASED BASES CONTAINING A PRODUCT-VECTOR BASIS
In this section we present the main results of this paper, namely Proposition 8 and 9. In Lemma 5 (vi), we have investigated when two of four MUBs in C 6 have at most 10 product column vectors. We hope to further decrease the number. This is a problem different from Lemma 4, in which the two MUBs may not belong to a set of four MUBs. The motivation of the problem is as follows. We have met many four MUBs in which an MUB consists of product column vectors. The product column vectors in other three MUBs may decide the structure of the four MUBs or their existence. An approach to the problem is assuming that up to local unitaries, an MUB is from P 1 , P 2 and P 3 in Lemma 3 (ii). If it corresponds to the identity matrix, each of the other three MUB contains at most two product vectors by Lemma 1. On the other hand, we have shown that the identity matrix is a subcase of the product-vector basis in Lemma 3 (ii). So studying the MUBs under the assumption extends Lemma 1 more generally helps understand the existence of four MUBs in C 6 . We begin by presenting the following two lemmas.
Lemma 6. Suppose there are four MUBs in C 6 , and the first one of them is P j for j ∈ {1, 2, 3}. Then any product state in other three MUBs has elements of modulus 1/ √ 6. That is, up to global phases the product state has the
where |u| = |v| = |w| = 1. Suppose one of the other three MUBs contains exactly n product states. We have (i) if j = 2, then n ≤ 2; (ii) if j = 3, then n ≤ 2.
Proof. Let the product state be (a, b)
T ⊗ (c, d, e) T . It follows from Lemma 3 (ii) and Lemma 5 (iii) that |a| = |b| = 1/ √ 2 and |c| = |d| = |e| = 1/ √ 3. We have proved the first assertion. Next we prove the second assertion consisting of (i) and (ii). Suppose the second MUB of the four MUBs is the order-six unitary matrix U , and it contains exactly n product states. Using the first assertion, we may assume that one of the n product states is
where |u| = |v| = |w| = 1.
(i) It follows from Lemma 3 (ii) that the first MUB is P 2 = {|0, 0 , |0, 1 , |1, b 0 , |1, b 1 , |c 0 , 2 , |c 1 , 2 } with real orthonormal states |b 0 , |b 1 ∈ C 2 and real orthonormal states |c 0 , |c 1 ∈ C 2 . If both of them are the basis |0 , |1 then n ≤ 2 follows from Lemma 1. Suppose |b 0 , |b 1 is not the basis |0 , |1 . It follows from Lemma 5 (iii) and (7) that |b 0 , |b 1 are both MU to (1, v, w) T / √ 3. Hence v = i or −i. We can assume that the upper left submatrix of U of
where p j = 1 or −1. Let I 2 ⊕ W be an order-six unitary such that (I 2 ⊕ W )P 2 = I 6 , and the upper left submatrix of (I 2 ⊕ W )U of size 2 × n is still V . Since P 2 and U are two members of four MUBs, (I 2 ⊕ W )U is a member of some MUB trio. We have n ≤ 2 by Lemma 5 (ii) and the matrix Y 6 in (vii). The remaining case is that |b 0 , |b 1 is the basis |0 , |1 , and |c 0 , |c 1 is not the basis |0 , |1 . It follows from Lemma 5 (iii) and (7) that |c 0 , |c 1 are both MU to (1, u) T / √ 2. Hence u = i or −i. We can assume that the 2 × n submatrix formed by the first and fourth rows of U is
an order-six unitary such that XP 2 = I 6 . So XU is a member of some MUB trio. We have n ≤ 2 by Lemma 5 (ii) and the matrix Y 6 in (vii).
(ii) It follows from Lemma 3 (ii) that the first MUB is
Here {|d i } and {|e i } are all orthonormal bases in C 2 , {|d i } and the first elements of {|e i } are both real. If both of them are the basis |0 , |1 then n ≤ 2 follows from Lemma 1. If one of |d 0 , |d 1 and |e 0 , |e 1 is the basis |0 , |1 , then P 3 is locally equivalent to some P 2 . So n ≤ 2 follows from (i). Suppose neither of |d 0 , |d 1 and |e 0 , |e 1 is the basis |0 , |1 . It follows from Lemma 5 (iii) and (7) that |d 0 , |d 1 are both MU to (1, u) T / √ 2. Hence u = i or −i. Using (7), we can assume that the 2 × n submatrix formed by the first and fourth rows of U is V =
2| be an order-six unitary such that XP 3 = I 6 . So XU is a member of some MUB trio, and the 2 × n submatrix formed by the first and fourth rows of XU is V . We have n ≤ 2 by Lemma 5 (ii) and the matrix Y 6 in (vii). This completes the proof. Lemma 7. Suppose there are four MUBs in C 6 , the first one of them is P 1 and the second one of them contains exactly n product states. We have (i) if the n product states are from P 1 up to local unitaries then n ≤ 3. Further if n = 3 then the three product states are |0, 0 , |0, 1 , |1, a 0 up to local unitaries; (ii) if the n product states are from P 2 or P 3 up to local unitaries then n ≤ 2.
Proof. Eq. (1) says that P 1 = {|0, 0 , |0, 1 , |0, 2 , |1, a 0 , |1, a 1 , |1, a 2 }, where |a 0 , |a 1 and |a 2 is an orthonormal basis in C 3 . Suppose the second one of the four MUBs is U = {|w 0 , x 0 , · · · , , |w n−1 , x n−1 , |0, y n +|1, z n , · · · , , |0, y 5 + |1, z 5 }. Let V be an order-three unitary matrix such that V |a i = |i for i = 0, 1, 2. Then (I 3 ⊕ V )U is a member of some MUB trio, and it is an order-six CHM. So any |w j with j ≤ n − 1 is of elements of modulus 1/ √ 2, any |x j with j ≤ n − 1 is of elements of modulus 1/ √ 3, and any |y j with n ≤ j ≤ 5 is of elements of modulus 1/ √ 6. The upper left submatrix of size 3 × n of (I 3 ⊕ V )U is X := (w 0,0 |x 0 , · · · , , w n−1,0 |x n−1 ) where |w j,0 | = 1/ √ 2. It follows from Lemma 3 (i) that |0, y n + |1, z n , · · · , , |0, y 5 + |1, z 5 span a (6 − n)-dimensional subspace spanned by orthogonal product vectors |w n , x n , · · · , , |w 5 , x 5 . The states |0, y j + |1, z j is entangled because U contains exactly n product states. Lemma 3 (ii) implies that Z := {|w 0 , x 0 , · · · , , |w 5 , x 5 } is from some P j up to local unitaries. So the states |x 0 , · · · , , |x 5 are equal to the 3-dimensional states in the product states of P j up to local unitaries.
Suppose Z is from P 2 up to local unitaries. If n ≥ 3 then X contains three column vectors which are linearly dependent, or one of which is orthogonal to the other two. It is a contradiction with Y 3 and Y 5 in Lemma 5 (vii), because X is a submatrix of (I 3
It remains to prove (i). Suppose Z is from P 1 up to local unitaries. Let n ≥ 4. Lemma 5 (vi) shows that n = 4. The argument for (ii) shows that |w 0 = |w 1 = |w 4 , |w 2 = |w 3 = |w 5 , and |x 0 , |x 1 , |x 4 and |x 2 , |x 3 , |x 5 are two orthonormal basis of C 3 . Since |w 0 , · · · , , |w 3 are all of elements of modulus 1/ √ 2, so are |w 4 and |w 5 . Since |x 0 , · · · , , |x 3 are all of elements of modulus 1/ √ 3, so are |x 4 and |x 5 . Recall that |0, y 4 + |1, z 4 and |0, y 5 + |1, z 5 span a 2-dimensional subspace spanned by |w 4 , x 4 and |w 5 , x 5 . There are two complex numbers α, β such that |α| 2 + |β| 2 = 1 and α(|0, y 4 + |1, z 4 ) + β(|0, y 5 + |1, z 5 ) = |w 4 , x 4 . So
Recall that |y 4 and |y 5 both have elements of modulus 1/ √ 6. Applying Lemma 3 (iii) to (8) we obtain αβ = 0 or that [|y 4 , |y 5 ] is equivalent to a real matrix of size 3 × 2. The former results in the fifth product vector in U , and the latter gives us a contradiction with Y 6 in Lemma 5 (vii). So both are excluded. We have proved n ≤ 3. The last assertion of (i) follows from the above argument. So we have proved (i). This completes the proof.
Based on the above results, we characterize below the four MUBs in C 6 containing a product-vector basis. Proposition 8 studies mainly the first and second MUBs, and Proposition 9 characterizes all MUBs. Proposition 8. Suppose there are four MUBs in C 6 , the first MUB consists of six product states and the second MUB contains exactly n product states. We have (i) if the first MUB and the n product states are both from P 1 up to local unitaries then n ≤ 3. Further if n = 3 then up to local unitaries the first MUB is I 3 ⊕ U where
and at the same time the second MUB consists of three product states
and three Schmidt-rank-two entangled states
where |α| = |β| = |x| = |y| = 1, j = 0, 1, 2, and [u jk ] is an order-three unitary matrix.
(ii) If one of the first MUB and the n product states in the second MUB is not from P 1 up to local unitaries then n ≤ 2. (iii) If the first MUB is P j for j ∈ {1, 2, 3}, then the product vector in the second MUB has the expression (1, u)
2 , and (x, y) = (ω m , ω n ) for integers m, n. Further [u jk ] has no zero entries.
Proof. (i,ii,iii) The first assertion of (i), and assertion (ii) and (iii) follow from Lemma 6 and 7. Using Lemma 7 we may assume that the first MUB is I 3 ⊕ V , and the three product vectors in the second MUB are |0, 0 , |0, 1 , |1, a 0 up to local unitaries. Using (iii) we may assume that the first MUB and the three product vectors are respectively locally equivalent to I 3 ⊕ W and
, respectively with |x| = |y| = 1. Since they are from two MUBs in C 6 , the submatrix
Since the two column vectors are orthogonal, we can find an order-three complex permutation matrix P such that
 with some |α| = 1. So
 with some |β| = 1, because the matrices in the square brackets are unitary. Assuming U = W P implies the assertion, because we can multiply any complex permutation matrix on the rhs of an MUB. So we have proved (9)- (11).
(iv) Let M be the second MUB. Since the first MUB is I 3 ⊕ U , we obtain that (I 3 ⊕ U † )M is a member of some MUB trio. Recall that M contains the three product vectors in (10) , and
, then (by permuting the last three rows) these two columns are equivalent to two product vectors (1, 1)/ √ 2 ⊗ (1, 1, 1)/ √ 3 and
It is a contradiction with the matrix Y 7 in Lemma 5 (vii). We have proved the assertion α = 1, ω, ω 2 . It remains to prove that (x, y) = (ω m , ω n ) for m, n = 0, 1, 2. Note that when the assumption n = 3 holds, the other assumption that the first MUB and the n product states are both from P 1 up to local unitaries automatically holds, because we have proved assertion (ii). Then the matrix (I 3 ⊕ U † )M is a member of some MUB trio. If
is a column vector of
, then the upper three rows of (I 3 ⊕ U † )M has a rank one matrix of size 3 × 2,
or an order-three subunitary matrix. This is a contradiction with the matrices Y 1 and Y 2 in Lemma 5 (vii). Suppose
 is a vector in the second equation of (12) . Note that
Since the first MUB is I 3 ⊕U and the second MUB contains the product vector
 is a vector of elements of modulus 1/ √ 3. It follows from Lemma 4 (iv) that
 is proportional to one of the six column vectors in
So (α, β) = (ω m , ω n ) with m, n = 0, 1, 2. It is a contradiction with the fact that α = 1, ω, ω 2 proved in the first part of (iv). We have proved that (x, y) = (ω m , ω n ) for m, n = 0, 1, 2. So we obtain the observation that any order-two submatrix of the upper-right order-three submatrix of the second MUB is invertible.
It remains to prove the last assertion of (iv). Suppose u jk = 0 for some j, k. Since (11) is a column vector of the second MUB, [23, Lemma 1] and the above observation imply that u jk = 0 for some k ′ = k. It is a contradiction with the fact that (11) is entangled. This completes the proof. Proposition 9. Suppose a set of four MUBs in C 6 contains a product-vector MUB. (i) If one of the remaining three MUBs in the set has exactly three product vectors then either of the other two MUBs has at most two product vectors.
(ii) The number of product vectors in the set is at most 6+3+2+2=13. It is achievable only if up to local unitaries, the first MUB is I 3 ⊕ U with U in (9) , and the remaining three MUBs respectively have the following product vectors,
with |x| = |y| = |u| = |v| = |x j | = |y j | = 1.
(iii) The remaining three MUBs in (ii) respectively have the following Schmidt-rank-two entangled states, Proof. (i) Using Proposition 8 and local unitaries, we may assume that the first MUB is P 1 = I 3 ⊕ U with U given in (9) , and the second MUB has three product vectors in (10), i.e.,
