Abstract: A surge of concern has been witnessed to manage the growing size of image information available from various sources namely internet and digital image capturing devices. The rich content of information available with image data has proved to be useful for analytical decision-making process. Content-based image recognition has been considered as an effective measure to identify the object of interest. The success of aforementioned procedure has largely been influenced by the method of feature extraction from the image content. Image binarisation has proved to be an efficient tool for feature vector extraction using various threshold selection techniques. The authors have proposed a novel feature extraction technique based on local threshold selection and have evaluated the technique on 17,021 images for performance assessment. The precision results for classification and retrieval have shown an increment of 17% and 13.1% respectively when compared to state-of-the-art techniques. A statistical test has also been conducted to establish the significance of the proposed method over the existing techniques.
Introduction
Digital images have been made readily available to professionals and proletarians with rapid advancement of internet and imaging technologies. Huge amount of image collections from diversified sources like digital cameras, internet, scanner, etc. have been maintained by the organisations for efficient applications in the field of media, medical imaging, surveillance, criminology, etc. Increased technical challenges have been posed to industries for categorical grouping and identification of image data in these datasets for effective information analysis (Prakash and Satya Prasad, 2013) . Content-based image recognition has emerged as a useful measure for addressing the complexities of information mining from image datasets (Keyvanpour and Charkari, 2009 ). Extraction of proficient feature vectors from the image content has been considered as an essential factor to define the success of content-based image recognition (Taffar et al., 2013) . Binarisation of images has proved to be a resourceful platform to differentiate the object of interest from its background (Ntirogiannis et al., 2008; Sezgin and Sankur, 2004; Yang and Yan, 2000; Savakis, 1998) . A novel feature vector extraction technique has been proposed in this paper which has applied local threshold selection technique to binarise the image for feature vector extraction. The technique was tested with four public datasets namely, Wang dataset (Li and Wang, 2003) , Corel dataset (Tao et al., 2007) , Caltech dataset (Fei-Fei et al., 2007) and Oliva Torralba (OT-scene) dataset (Oliva and Torralba, 2001 ). The extracted feature vectors were examined for classification performances with K nearest neighbour (KNN) classifier, support vector machine (SVM) classifier and artificial neural network (NN) classifier. A retrieval technique with query classification has also been proposed. The results were compared to state-of-the-art techniques of feature vector extraction. A paired t test was conducted for quantitative evaluation of image recognition performances. Classification results have shown an increment of 17% in precision and the retrieval results have shown an increment of 13.1% in precision when compared to existing techniques. This paper has been organised in the following manner: Section 2 has carried out the literature review of the existing work in similar domain. Section 3 has discussed about the proposed technique of feature extraction and the framework for content-based classification and retrieval. Section 4 has performed the complexity analysis of the introduced technique. Section 5 has described the research technique and discussed about the datasets used for the evaluation purpose. Section 6 has analysed the research findings with various metrics and has performed statistical evaluation. Finally, Section 7 has concluded the paper with direction to future work.
Related work
Various methodologies have been applied to extract feature vectors from images for comparing the similarity between the query image and database images. Popular techniques for feature extraction have widely involved threshold selection to differentiate the required image content from its background. Selection of threshold can get influenced by a number of factors including ambient illumination, variance of grey levels within the object and the background, inadequate contrast, etc. as discussed by Valizadeh et al. (2009 ), Chang et al. (2009 and Gatos et al. (2008) . Threshold selection can be categorised into three different techniques namely, mean threshold selection, local threshold selection and global threshold selection. Selection of multilevel mean threshold proposed by Kekre et al. (2013) has calculated multiple mean thresholds for each level of image binarisation. Extracting more information from the same image has been facilitated by binarisation of even and odd images as suggested by Thepade et al. (2013b) by calculating the mean threshold of the fused image varieties. Ternary mean threshold calculation was proposed by Thepade et al. (2013a) for image binarisation followed by feature extraction for classification. Bit plane slicing has also proved to be an effective measure for feature vector extraction by binarisation with mean threshold selection (Kekre et al., 2012; Thepade et al., 2014) . The spread of data has not been well visualised for mean threshold selection as standard deviation was not considered during the threshold computation. Standard deviation and variance were taken into account for selection of local thresholds proposed by Niblack (1986) , Bernsen (1986) , Sauvola and Pietikainen (2000) , and Chaki et al. (2014) . The local threshold selection techniques were effectively used for feature extraction by Liu (2013) , Ramírez-Ortegón and Rojas (2010) , and Yanli and Zhenxing (2012) . Global threshold selection proposed by Otsu (1979) has been favourably used for image binarisation for images with bimodal histogram (Shaikh et al., 2013) . Thepade et al. (2014) have proposed a technique based on modified Niblack's local threshold selection for significant bit planes, which was effective for extraction of small feature vector size independent of the size of the images. But, selection of significant bit planes before extraction of features from each of the images has made the feature extraction process time consuming. The large feature size problem was efficiently handled by El Alami (2011) by implementing genetic algorithm to extract colour and texture-based features by 3D colour histogram and Gabor filters. Hiremath and Pujari (2007) have proposed local descriptors of colour and texture from the colour moments and moments on Gabor filter by dividing the image into non-overlapping blocks. Banerjee et al. (2009) have extracted point features from images which were of visual significance. Jalab (2011) has merged the colour layout descriptor and Gabor texture descriptor for feature extraction. Colour, texture and spatial structure descriptors were considered for feature extraction by Shen and Wu (2013) . Irtaza et al. (2013) have extracted features from images by using wavelet packets and eigenvalues of Gabor filters. Rahimi and Moghaddam (2013) have explored the intra-class and inter-class feature extraction from images. Fusion-based feature extraction using colour difference histogram and angular radial transform was proposed by Walia and Pal (2014) . Colour histogram and texture features based on a co-occurrence matrix have resulted in efficient retrieval as discussed by Yue et al. (2011) . The characteristics of the images were investigated with colour histogram and spatial orientation tree for feature extraction by Subrahmanyam et al. (2012) . The aforesaid techniques have two major demerits as pointed out by the authors. The first one was the hefty size of signatures extracted from the images. Secondly, the bulky feature vectors have increased the time for image recognition in a radical manner. The authors have proposed a novel feature extraction technique based on local threshold selection and a retrieval technique based on content-based feature extraction in this work. The motivations for the research have been given as follows:
• to reduce effectively the size of feature vector
• to formulate the size of feature vector independent of the dimension of images
• to reduce the time for feature vector extraction
• to establish statistical significance of the research findings.
The efficiency of the extracted features was evaluated for classification and retrieval performances. The average computation time for feature extraction was also compared to that of the existing techniques. The results of classification performance with proposed technique of feature extraction was compared to existing techniques discussed in the literature proposed by Thepade et al. (2014) , Kekre et al. (2012 Kekre et al. ( , 2013 , Yanli and Zhenxing (2012) , Ramírez-Ortegón and Rojas (2010) , Liu (2013) and Shaikh et al. (2013) . The retrieval performance with proposed technique of feature extraction was evaluated against existing techniques proposed by Subrahmanyam et al. (2012 ), Jalab (2011 ), Walia and Pal (2014 , Hiremath and Pujari (2007) , Yue et al. (2011) , and Rahimi and Moghaddam (2013) . The quantitative comparisons have revealed the superiority of the proposed methodologies over well established techniques.
Proposed technique
The proposed technique for feature extraction was divided into two different subsections. Initially, an image was divided into three different colour components namely red (R), green (G) and blue (B). The local threshold for each of the colour component was calculated using Sauvola's technique of local threshold selection (Sauvola and Pietikainen, 2000) . The second part involved extraction of feature vectors from the binarised image obtained from each of the colour component.
Selection of threshold
The proposed method for feature extraction using binarisation of images has applied a local variance-based method for threshold selection. The technique was Sauvola's local threshold selection for image binarisation which was an improvement over Niblack's methodology for local threshold selection. Sauvola's method has computed the mean and the standard deviation of the grey levels. The brightness of an image was approximated by calculating the mean as images with higher mean was visibly brighter than images with lower mean. Let the intensity levels for an image be represented by IntLev. The grey level within the image was considered to be in the range of 0 to IntLev-1. The mean has been given as in equation (1). The summation of the rows and columns corresponding to the image pixels was performed by the second part of the equation (1). Contrast of the image was taken into consideration for threshold calculation by computing the standard deviation which was the square root of variance of the grey values. It was instrumental to signify the spread of the data. Higher variance was observed for images having high contrast with respect to the images having lower contrast. Standard deviation has been given as in equation (2) ( )
The calculation of mean and standard deviation of grey values was followed by the calculation of threshold by applying Sauvola's threshold selection technique as given in equation (3).
where k = 0.5 and R = 128. A rectangular sliding window was used for threshold calculation. The window was made to slide over the intensity values of the entire image where m and σ were the mean and standard deviation of the whole window and k is a constant. The process of threshold calculation was performed for all the three colour components namely red (R), green (G) and blue (B). 
Extraction of feature vectors
The calculated thresholds by equation (3) for each of the colour components were compared with all the grey values in the respective colour component. Higher values with respect to the thresholds were grouped for calculation of higher intensity feature vector and lower values compared to thresholds were grouped to derive the lower intensity feature vector. Two feature vectors were calculated, one by adding the mean and standard deviation of the higher intensity group as in equations (4), (5) and (6) and the other by adding the mean and standard deviation of the lower intensity group as in equations (7), (8) and (9), respectively. The feature vector thus formed was of size 12. The process of feature vector extraction has been given in Figure 1 ( )
where x represents R, G and B for individual components and Tx is the threshold value for each pixel.
Classification techniques
Three different classifiers were used for verifying the classification performances. Primarily, the classification results for the proposed feature extraction method were evaluated with four different public datasets comprising of 17,021 images by using a feed forward NN classifier known as multilayer perceptron (MLP) as shown in Figure 2 . The process of classification has been a supervised process where the back propagation technique of multi layer perceptron artificial NN has a major role. Back propagation was used to train the network to optimise the performance of classification. The process has compared the output values with the correct answers to calculate a predefined error function. The errors were then fed back to the network for adjustment of weights of each connection to reduce the value of the error functions. The process was repeated for large number of training cycles for reducing the error of the overall calculation. Back propagation method has been used with a known or desired output for each input value in order to compute the predefined error function. Hence, it was considered as a suitable choice for classification purpose. The architecture comprised of multiple layers having the output flow towards the output layer (Dunham, 2009) . For an MLP with two inputs and a bias input having three different weights 3, 2 and -6 respectively, the activation function f 4 applied to value S was given by S = 3x 1 + 2x 2 -6. The value of f 4 has been given in equation (10) by means of a unipolar step function. The unipolar step function has used an output of 1 to classify into one class and an output of 0 to pass in the other class
The values of 3, 2 and -6 assigned as respective weights of three different inputs for the perceptron can be illustrated in an alternative manner as in Figure 3 . The horizontal axis has been denoted by x 1 and the vertical axis has been denoted by x 2 . The weights have been shown as the co ordinates where the straight line has intercepted the horizontal and the vertical axes. The area of the plane to the right of the line x 2 = 3 -3/2x 1 has represented one class and the rest of the plane has represented the other class.
The architecture of MLP comprised of input nodes, output nodes and hidden nodes. The number of input nodes was the summation of the number of attributes in the feature vector dataset and the bias node. Hence, the number of input nodes was 12 (dimension of feature vector for each image) plus 1 (for the bias node) which was equal to 13. Output nodes were denoted by the number of class labels which was equal to the number of classes to be predicted for each dataset (for example, the number of output nodes was 10 for Wang dataset as it has ten classes to be predicted). The number of hidden nodes was considered as a predefined value which was equal to half of the summation of number of attributes and number of classes. As an instance, the number of attributes in the feature vector of Wang dataset was 12 and the number of classes was 10. Hence, the number of hidden nodes was 11.
KNN classifier was also used to evaluate classification results. KNN has been considered as an instance-based classifier which has the lowest possible error rate as it has a maximum error rate of not more than twice the Baye's error rate. Hence, it was chosen for initial evaluation of classification results. It has identified the nearest neighbour in the instance space and has designated the unknown instance with the same class of the identified nearest neighbour (Kotsiantis, 2007) . Mean squared error (MSE) method was used by the KNN classifier to match the query image I to the database image I ′ as given in equation (11). 
The MSE was given by equation (12).
[ ] The performance of the extracted feature vectors were subsequently examined for classification results with SVM classifier (Dunham, 2009 ). The SVM Classifier has implemented the self-organising map (SOM) for learning process as shown in Figure 4 . SOM assumes the behaviour of a node to affect only those nodes which are nearer to it. Initially, random weights were assigned to data and were adjusted during the learning process to produce better results. The self-organising property of SOM indicates it is ability to organise the nodes into clusters on similarity basis. For an input tuple X = (x 1 , ……, x h ) and for weights on arcs input to a competitive node i (w1 i , ……, wh i ), the similarity between X and i can be given by equation (13) The benefit of SOM has been its property to represent the members of classes in terms of uniformity of the defining attributes. The problem size has been reduced to a two dimensional map while the values of all the n number of features has been maintained.
Retrieval technique
Traditionally, the query image for content-based image retrieval process was being compared to all the images in the dataset to predict the final retrieval results. The process has generated high volumes of irrelevant results for a specified query most of the times. A modified technique of retrieval has been introduced which has primarily classified the query image into a specified category by using MSE measure for similarity matching. The classified query was forwarded only to the designated class for retrieval of images. Hence, it retrieves the images only from the class of interest of the categorised query and thus the searching area was restricted only within a single class instead of the entire database. The block diagram of the methodology has been given in Figure 5 .
Complexity analysis
Feature extraction by proposed technique has been conducted on three different colour components namely red (R), green (G) and blue (B) . If the total number of grey levels present in each colour component was considered to be N, then the process of threshold selection has taken linear time O(N) for all the grey levels in each colour component. Total number of iteration required for three colour components was O(3N). Hence, it was inferred that the time complexity of the proposed method was linear. Dimension of feature vector extracted with traditional binarisation technique was dependent on the image size. Thus, for an image of dimension S*S the dimension of feature vector was 3S 2 . The proposed technique of feature extraction has reduced the feature vector size to 4 for each colour component irrespective of image size. Thus, for three colour components, the magnitude of feature vector was (3 × 4) = 12. This has enormously diminished the space requirement for storage of the feature vectors.
Experimental verification
Four different public datasets namely, Wang dataset (ten categories with 1,000 images), Caltech dataset (20 categories with 2,533 images), Oliva and Torralba (OT-scene) dataset (eight categories, 2688 images) and Corel dataset (80 categories with 10,800 images) were used for evaluation purpose of the classification results. Initially, the entire training set was considered for classification purpose. Further, ten-fold cross-validation was conducted with Wang dataset to validate the results. Samples of the original datasets considered have been given in Figures 6, 7, 8 and 9 . The process of cross-validation has divided the entire dataset into ten subsets. Training set comprised of nine subsets and the remaining subset was considered as the testing set. The method was iterated for ten trials and the classifier performance was measured by combining results. The results were compared to the existing techniques of classification for performance assessment of the proposed method. Further, the proposed method was tested for retrieval performance with query classification with respect to the existing retrieval techniques. A paired t test was conducted to deduce the significance of the all the comparison results (Yıldız and Alpaydın, 2011; Sharma, 2014) . 
Experimental results and analysis
An Intel core i5 processor with 4 GB RAM has been used to perform the experiments with MATLAB 7.11.0 (R2010b). In the beginning the classification performance of Wang dataset, Caltech dataset, OT-scene dataset and Corel dataset were measured in terms of average precision and average recall values of classification for all the categories in the respective datasets as given in Table 1 . Primarily, the classification was performed with entire dataset. The classifiers used were NN classifier (MLP), KNN classifier and SVM (SOM) classifier. Precision has been defined as the probability that an object to be classified correctly as per the actual value and has been given by equation (14) and recall/true positive (TP) rate has been illustrated as the probability of a classifier that it will produce true positive result as shown in equation (15). Further, the average precision and recall for classification performance was evaluated with ten-fold cross-validation for all the datasets namely, Wang dataset, Caltech dataset, OT-scene dataset and Corel dataset as in Table 2 . (Thepade et al., 2014) Feature extraction by binarisation with multilevel mean threshold (existing) (Kekre et al., 2013) Feature extraction by binarisation using bit plane slicing with mean threshold (existing) (Kekre et al., 2012) Feature extraction by binarisation of original + even image with mean threshold (existing) (Kekre et al., 2013 (Yanli and Zhenxing, 2012) Traditional feature extraction by binarisation with Sauvola's local threshold method (existing) (Ramírez-Ortegón and Rojas, 2010) Traditional Feature Extraction by binarisation with Niblack's local threshold method (existing) (Liu, 2013) Traditional feature extraction by binarisation with Otsu's global threshold method (existing) (Shaikh et al., 2013 Henceforth, three different classifiers namely NN (MLP), KNN and SVM (SOM) were used to estimate the category wise precision, recall, misclassification rate (MR) and F1 score of Wang dataset for classification with the proposed feature extraction technique as shown in Table 3 . MR has been defined as the error rate of the classifier and has been given by equation (16). F1 score has been considered as the harmonic mean of precision and recall values as in equation (17). Higher F1 score has been used to indicate better classification results. Ten-fold cross-validation was performed on Wang dataset for assessment of the classification metrics displayed in Table 3 .
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Classification with NN (MLP) classifier has shown the highest recall and precision of 0.85 and 0.86, respectively compared to the rest of the classifiers according to Table 3 . The F1 score of 0.86 for classification was also highest for NN (MLP) classifier with a minimum MR of 0.03 compared to the remaining two classifiers as shown in Table 1 .
The classification results were compared with existing state-of-the-art feature extraction techniques in Table 4 and the graphical illustration has been shown in Figure 10 . The comparison was carried out with Wang dataset.
Table 5
Paired t test for significance of precision results
Comparison t-calc p-value Significance of difference in value
Feature extraction by binarisation using bit plane slicing with Niblack's local threshold method (Thepade et al., 2014) 3.7414 0.0057 Significant Feature extraction by binarisation with multilevel mean threshold (Kekre et al., 2103) 4.4787 0.0021 Significant Feature extraction by binarisation using bit plane slicing with mean threshold (Kekre et al., 2103) 4.7375 0.0015 Significant Feature extraction by binarisation of original + even image with mean threshold (Thepade et al., 2013b) 4.5773 0.0018 Significant Traditional feature extraction by binarisation with Bernsen's local threshold method (Yanli and Zhenxing, 2012) (Liu, 2013) 4.8945 0.0012 Significant Traditional feature extraction by binarisation with Otsu's global threshold method (Shaikh et al., 2013) 4.869 0.0012 Significant Figure 10 Graphical illustration of comparison for Precision, Recall, F1 score and MR for classification (see online version for colours)
It was observed that the proposed technique has outperformed the existing techniques in all the four metrics of evaluation namely precision, recall, F1 score and MR as shown in Table 4 . Subsequently, a paired t test was conducted to establish the significance of the classification results obtained by feature extraction with proposed technique. The test was conducted with respect to the precision value of the proposed technique and the result has been given in Table 5 .
The test was performed to assess whether the differences in precision values were generated from a population with zero mean:
The results in Table 5 have shown significance for the p-values obtained after the comparison. Hence, the null hypothesis of having equal precision rates of the proposed algorithm in comparison to the existing algorithm for feature extraction was rejected. Therefore, noteworthy contribution for improvement in classification performance by the proposed technique of feature extraction was established.
The proposed technique of feature extraction was consequently estimated for retrieval performance with Wang dataset. The retrieval was carried out after query classification and the searching was performed only within the class of interest. Thus, a correct classification resulted in 100% correct retrieval and vice versa. On the whole 50 images were selected from ten different categories which comprised of random selection of five images from each category. The classification of the query images were carried out by implementing Euclidian distance measure and each of the query images were fired one at a time. Once the query image was classified to the corresponding category it was further forwarded to retrieve images by searching only within the class of interest in contrast to the traditional retrieval process of searching the entire dataset. The retrieved images were ranked by using Euclidian distance measure in case of both the proposed method of retrieval and conventional method of retrieval and the top 20 retrieved images were selected. The comparison of precision results has been shown in Table 6 . The precision results in Table 6 for proposed retrieval technique has surpassed the conventional retrieval methodology and an increment of 14.6% was observed in precision results. A paired t test was conducted with respect to the proposed retrieval technique to verify whether the differences in precision values for the proposed retrieval technique and existing retrieval technique were generated from a population with zero mean: The p-value obtained after conducting the paired t test has been given in Table 7 . The value was found to be significant and the null hypothesis for both the techniques having equal rates of precision was rejected. Thus, the improvement in precision results with the proposed method of feature extraction applied for retrieval with classified query was proved to be statistically significant. Figure 11 has shown a comparative illustration of retrieval with query classification and without query classification. The former technique has retrieved all the 20 images from the actual class of the query. On the other hand, the later technique has retrieved 16 images of the same class of the query image and 4 images from different categories other than the query image. Afterwards, the precision result with proposed feature extraction technique was compared to the precision results for retrieval for feature extraction with state-of-the-art techniques as shown in Table 8 . The comparison in Table 8 has revealed the dominance of precision results for retrieval with proposed feature extraction over the established pre existing techniques. The statistical significance of the proposed feature extraction technique was examined by conducting a paired t test. The test has verified that whether the difference in precision rates of the existing techniques compared to the proposed technique was generated from a population with zero mean. The results have been given in Table 9. 0 : 0 vs. 1: 0 H μd H μd = < The p-values in Table 9 have clearly indicated significant difference in results for the proposed feature extraction technique with respect to the existing techniques. Thus, the null hypothesis was rejected and statistical significance for improved precision results for retrieval with proposed feature extraction technique was established. Finally, the proposed feature extraction technique was evaluated against the state-of-the-art techniques with respect to average time consumed for extraction of features from each image as in Figure 12 . The test was carried out with Wang dataset. The comparison shown in Figure 12 has demonstrated that the proposed method has consumed minimum average time of 0.22 sec for feature extraction from each image. Maximum average time of 13.025 sec per image has been taken by feature extraction by multilevel mean threshold selection. Therefore, the experimental findings have confirmed the following inferences:
• The size of the feature vector was reduced to 12 per image.
• The size of the extracted feature vector was independent of the dimension of the image.
• The process of feature vector extraction has consumed minimum average computation time with respect to state-of-the-art techniques.
• The classification and retrieval results with proposed technique of feature extraction have outclassed the existing techniques and have shown statistical significance of improved performances.
Conclusions
A novel feature extraction technique by binarisation with Sauvola's local threshold selection algorithm has been proposed by the authors. The paper has carried out extensive comparison of the proposed methodology of feature vector extraction with respect to the existing techniques for feature extraction. The performance comparison was carried out based on precision, recall, MR and F1 score for classification. The retrieval efficiency with the proposed technique was also studied by comparing the precision value of retrieval with state-of-the-art techniques. The proposed technique has outperformed all the existing techniques in each of the assessment parameters for both classification and retrieval and has consumed minimum average time for feature extraction. Evaluation of the results with paired t test has clearly established the statistical significance of the proposed technique over the existing methodologies. The future direction of the work may be extended towards content-based feature extraction for image identification in the domain of medical imaging, defence, surveillance and media.
