Abstract Heterogeneous sources of information, such as images, videos, text and metadata are often used to describe different or complementary views of the same multimedia object, especially in the online news domain and in large annotated image collections. The retrieval of multimedia objects, given a multimodal query, requires the combination of several sources of information in an efficient and scalable way. Towards this direction, we provide a novel unsupervised framework for multimodal fusion of visual and textual similarities, which are based on visual features, visual concepts and textual metadata, integrating non-linear graph-based fusion and Partial Least Squares Regression. The fusion strategy is based on the construction of a multimodal contextual similarity matrix and the non-linear combination of relevance scores from query-based similarity vectors. Our framework can employ more than two modalities and high-level information, without increase in memory complexity, when compared to state-of-the-art baseline methods. Appl (2017) 76:22383-22403 comparison is done in three public multimedia collections in the multimedia retrieval task. The results have shown that the proposed method outperforms the baseline methods, in terms of Mean Average Precision and Precision@20.
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Introduction
The abundance of multimedia content has highlighted the need to effectively and efficiently access large and diverse multimedia collections, such as video collections (e.g. Youtube, Netflix) or annotated image collections (e.g. Facebook, Flickr). Searching in multimedia collections is a challenging problem, due to the heterogeneous sources of information they contain in different modalities, usually textual and visual, which need to be effectively combined in a scalable way. Moreover, modalities usually appear in different views as several features can be extracted from each modality, thus dramatically increasing the complexity when several modalities, of multiple views each, appear in a multimedia collection.
Multimedia retrieval systems need to address these challenges by means of multimodal fusion [3] at the feature level (early fusion) and/or at the decision level (late fusion). This fusion leads into a single score that can be used to support classic problems in supervised or unsupervised learning, e.g. multimedia search, retrieval, summarization, recommendation, clustering, and classification. Multiple modalities are typically employed, each often corresponding to multiple views (i.e. features extracted using different sources of evidence); the most prominent modalities (and accompanying views) are low-level visual descriptors (based on color, shape, texture, location, etc.), low-level textual features (i.e. textual features extracted from e.g. the raw text in webpages, video subtitles, audio using automatic speech recognition, video using optical character recognition, etc.), high-level textual features (e.g. named entities, concepts etc.) and metadata (e.g. time stamp, tags, source, position in a social graph, etc.) [3] . All these sources of information formulate a multimedia item (multimodal object), such as the example webpage in Fig. 1 , and access to several modalities is possible through efficient multimedia representation and indexing techniques, such as [26] .
Textual and visual information is thus ubiquitous and the key problem in multimedia retrieval is how to combine low-and high-level textual and visual information (i.e. multiple modalities with potentially multiple views each), in order to retrieve documents relevant to a given multimodal query (i.e. a query which also contains several modalities). To this end, this work proposes a multimedia retrieval framework that first combines the multiple views of each modality and then fuses the multiple modalities to generate a single ranking. Motivated by the Partial Least Squares (PLS) approach [24] , due to its effectiveness in multimodal hashing, we adopt PLS Regression to combine multiple views of the same modality, such as SIFT descriptors [18] and visual features based on Deep Convolutional Neural Networks [20] as far as low-level visual descriptors are concerned, and then employ a non-linear graph-based method for fusing the different modalities. The effectiveness of the proposed framework is compared to several baseline methods in unsupervised multimedia retrieval, such as weighted linear, non-linear, diffusion-based and advanced graph-based models; the evaluation is performed using three publicly available datasets. We also take into account complexity issues when handling diverse sources of data and metadata, aiming to keep our framework's memory complexity comparable to a bi-modal multimedia retrieval framework. In brief, our multimedia retrieval framework:
-fuses first multiple views per modality and then multiple modalities so as to retrieve multimedia objects in response to a multimodal query; -has memory cost comparable to a bi-modal multimedia retrieval framework; -is based on unsupervised multimodal fusion and multimedia retrieval techniques; and -is evaluated in three publicly available datasets by considering three modalities: (i) high-level textual concepts, (ii) high-level visual concepts, and (iii) low-level visual descriptors, and multiple views for the latter two modalities.
As an extension of our previous work [8] , this work has the following additional contributions: (i) it considers multiple views per modality (rather than a single view) and fuses them using PLS regression, (ii) it considers visual features based on Deep Convolutional Neural Networks (rather than only SIFT descriptors) and thus also considers visual concepts extracted from these additional visual features, and (iii) it performs a detailed complexity analysis.
The structure of the paper is the following. In Section 2 we present the related work in multimodal fusion and multimedia retrieval. In Section 3 we describe the graph-based fusion techniques and the necessary background to present our framework in Section 4. In Sections 5 and 6 we evaluate the proposed multimedia retrieval framework. Finally, some concluding remarks are provided in Section 7.
Related work
Over the years, many different approaches for multimedia retrieval have been introduced and compared. A critical challenge in this task is the combination of multiple heterogeneous feature sets (modalities) that can be extracted from collections of multimedia objects (e.g. low-level visual descriptors, high-level textual or visual features, etc.). The aforementioned combination process is known as multimodal fusion. An example of a study investigating multimodal fusion is the work of [22] , in which a framework for video retrieval is presented. This framework extends conventional text-based search by fusing textual and visual similarity scores by means of a late fusion strategy, which utilizes a simple non-linear weighting function. The textual similarity scores are obtained from video subtitles and the visual ones are based on visual concepts. Specifically in video retrieval systems, the possibility of exploiting user-generated relevance feedback as a way to improve video similarity has been investigated in [34] . Our framework differs from the aforementioned studies in the sense that i) it integrates high-level (visual and textual concepts), as well as low-level (visual descriptors) information by employing a hybrid non-linear graph-based fusion strategy (instead of late fusion) and ii) it does not require user-generated relevance feedback.
In the context of multimodal fusion, there are three basic strategies with respect to the level, at which fusion is accomplished. The first strategy, called early fusion, performs fusion at the feature level (e.g. [4, 19] ), where features from the considered modalities are combined into a common feature vector. The second strategy, known as late fusion, fuses information at the decision level, meaning that each modality is first learned separately and the individual results are aggregated into a final common decision (e.g. [15, 35] ). As described in [3] , among the advantages of early fusion is the fact that it can utilize the correlation between multiple features from different modalities at an early stage, however, it does not perform well in the case of an increase in the number of modalities, due to the fact that this makes it difficult to learn the cross-correlation among the heterogeneous features. On the other hand, late fusion is much more scalable (in terms of the modalities used in the fusion process) and flexible (it enables the use of the most suitable methods for analyzing each single modality) than early fusion, nevertheless its main drawback is its failure to utilize the feature-level correlation among modalities [3] . Finally, the third strategy, called hybrid fusion, aims at exploiting the advantages of both early and late fusion strategies (e.g. [16] ). At this point, we would like to note that the fusion strategy presented in this paper belongs to the hybrid type. Another interesting type of fusion is metric fusion [31] , an approach aiming at fusing different "views" of the same modality, e.g. different types of low-level visual features for describing images. In our framework, this (fusion of multiple views of the same modality) is achieved by means of PLS Regression, which has a lower computational complexity, compared to metric fusion. Some multimedia and cross-modal retrieval studies have focused on specific methodologies. An example is the well-known Latent Dirichlet Allocation (LDA). In [33], a supervised multimodal mutual topic reinforce modeling approach for cross-modal retrieval, called M3R, is proposed. Some other methodologies are Partial Least Squares (PLS) and correlation matching. With respect to the former, a PLS-based framework, which maps queries from multiple modalities to points in a common linear subspace, is introduced in [24] . Regarding the latter, Rasiwasia et al. [21] utilizes correlation matching between the textual and visual modalities of multimedia documents in the task of cross-modal document retrieval. In contrast to the cross-modal retrieval approaches described above, our proposed framework performs an unsupervised fusion of all features and hence, a training stage is not involved. In addition, the query in multimedia retrieval is a multimodal object, thus all modalities need to be exploited.
With respect to graph-based methods and random-walk approaches [2] present a unifying multimedia retrieval framework that incorporates two graph-based methods, namely crossmodal similarities and random-walk based scores. Specifically, the random-walk approach for multimodal fusion was introduced in [12] , where the fusion of textual and visual information leads to improved performance in the video search task. The framework in [2] includes as special cases all well-known fusion models (e.g. early, late, diffusion-based, etc.) and does not require users' relevance feedback. Contrary to the aforementioned unsupervised unifying multimedia retrieval framework, which considers two modalities, our proposed hybrid framework extends this notion to multiple modalities through the use of graph-based and non-linear fusion.
The recent advent of deep learning has led many researchers to tackle multimedia retrieval problems by employing deep learning approaches. In this context, Feng et al. [7] makes use of deep auto-encoders to learn features from different modalities in the task of cross-modal retrieval. In a similar study, Wang et al. [32] the authors propose a mapping mechanism for multimodal retrieval based on stacked auto-encoders. This mechanism learns one stacked auto-encoder for each modality in order to map the high-dimensional features into a common low-dimensional latent space. Finally, in [30] , a model based on Convolutional Neural Networks (CNN) that can be used for modality-specific feature learning is introduced. Due to the fact that the aforementioned approaches have offered a compelling alternative to traditional methods for solving multimedia retrieval problems, in this work we incorporate deep learning elements into our proposed framework by using Deep Convolutional Neural Networks (DCNN) in order to extract DCNN visual descriptors and DCNN-based visual concepts and combine them with SIFT-based descriptors and concepts.
Graph-based fusion in multimedia retrieval
This section presents the necessary background in graph-based fusion for multimedia retrieval. The notation followed in this work is presented in Table 1 .
Multimedia retrieval aims to retrieve from a multimedia collection M a ranked list of multimedia items, relevant to a multimodal query q of M modalities. The pairwise similarities between the query q and the items of the collection M formulate m vectors (m = 1, 2, . . . , M) of similarity scores s m , one per modality. The classic late fusion s w (q) of similarity vectors is a weighted linear combination of s m [3] :
where M m=1 α m = 1. Alternative to the linear fusion method of (1), the non-linear analogue has also been considered in multimedia retrieval tasks [22] :
under the same restriction with (1), i.e all weights α m , m = 1, 2, . . . , M sum up to one.
Cross-modal similarities have been defined in the case of two modalities, where the similarity vector of one modality s 1 is propagated to the similarities of the other modality, formally written as:
where K(., k) is the operator that takes as input a vector and gives zero value to elements whose score is strictly lower than the k th highest value. We denote by "·" the matrix multiplication of any two matrices or vectors (i.e. one-column or one-row matrices). The linear combination of unimodal similarities with cross-modal similarities was introduced in [1, 5] and is given by:
under the condition that 4 i=1 α i = 1. In that case, the similarity vectors s 1 , s 2 were obtained in response to the query q with respect to the textual and the visual modality, respectively.
Graph-based models in multimedia retrieval rely on random walks on graphs of multimedia items, as shown in Fig. 2 . A graph is formulated by nodes, which are multimedia items from the collection M, and all links are weighted by transition probabilities from node κ to node λ. Consider for example n multimedia items with two modalities and let S 1 and S 2 be the similarities per modality in matrix form (of dimension n × n). The pairwise similarity of the pair (κ, λ) for the first (second) modality is in the (κ, λ) element of the matrix S 1 (S 2 ). A multimodal contextual similarity matrix C is defined as:
where
The matrix C is transformed into a row stochastic matrix P , such that all rows sum to one, when multiplied with the diagonal matrix D of size n × n, with elements d κκ = 1/ n λ=1 c κλ in the main diagonal, and zero otherwise. This row stochastic matrix P = D·C has elements p κλ which are transition probabilities from multimedia item κ to item λ. The transition probability p κλ between two multimodal items is proportional to the similarity between the two items (see Fig. 2 ). The transition probability from multimedia item κ to item λ is a function of all modalities, as defined in (5), weighting any initial similarity vector with respect to the first (second) modality x (0) (y (0) ), utilizing information from all available modalities. In this way, the updated similarity vector for the first (second) modality x (1) = x (0) · P (y (1) = y (0) · P ) has been updated by the similarity scores of both modalities, contrary to the cross-modal similarities of (3), where the initial similarity vector of the first (second) modality is updated only by the use of the second (first) modality. The graphbased approach has been proposed in [12] in the context of video retrieval, but is directly applicable to any pair of modalities.
Since P is a stochastic transition probability matrix, the future evolution of a state vector
after many transitions (iterations). However, the addition of a "personalization" vector [17] , such as the query-based similarity vector s 1 on the textual modality [12] would introduce a perturbation towards the results of a text search:
where γ ∈ [0, 1] and after many iterations (i → ∞):
Moreover, an image is also available as a part of the multimodal query, so a similar graphbased process with a perturbation s 2 towards the results of an image search is:
Therefore, a random walk of i iterations on a graph of multimedia items, linearly combined with the query-based similarity vectors s 1 and s 2 , provides the fused graph-based similarity score [2] :
under the restriction
A unifying graph-based model has been proposed [2] , combining the aforementioned approaches, in the case of two modalities:
where e is the l × 1 vector of ones, i is the number of iterations and the model sets: x (0) = s 1 and y (0) = s 2 . The number l < n is fixed, usually set to l = 1000 and is defined as the number of initially filtered multimedia items, with respect to the dominant modality (usually textual metadata). After the initial filtering stage, l items are left, so the similarity matrices S 1 and S 2 are l × l. The final relevance score vector is given by:
under the restriction 4 m=1 α m = 1 and x (i) , y (i) are given by (10) . In case of a large number of iterations (i → ∞), the graph-based model of (11) becomes a (generalized) diffusion process [2] :
In Table 2 we present the linear fusion, the random walk fusion, the cross-modal similarities fusion and a general diffusion process as special cases of the unifying framework of (10). We write x (0) , y (0) uniform to state that the initial distribution is uniform, i.e. all elements are equal and they sum to one, for both x (0) and y (0) .
A hybrid non-linear graph-based fusion with PLS regression
In this section we present the non-linear graph-based fusion of M modalities and our adopted method for PLS Regression. Our framework combines elements from PLS Regression and non-linear graph-based fusion and is presented in Fig. 3 in the general case of M modalities.
Each item in the multimedia collection and the query are represented by textual concepts, SIFT and DCNN visual descriptors, SIFT-based and DCNN-based visual concepts. The textual concepts are used to initially filter the results in response to the multimodal query q. On the top-l filtered documents SIFT and DCNN visual features are combined using Table 2 Some special cases of the unifying unsupervised fusion model of (10)
Fusion Model Equation Conditions
Linear [3] ( 1)
Random walk [12] ( 7) PLS Regression and the same PLS fusion approach is followed to combine SIFT-based and DCNN-based visual concepts, mapping them into a common latent space, since they are features of similar nature. The fused visual feature modality and the corresponding visual concept modality of the top-l filtered documents are used to provide similarity matrices S 1 , S 2 , S 3 and similarity vectors s 1 , s 2 , s 3 which are combined in a graph-based non-linear way, in order to deliver one unique similarity score that ranks all retrieved results from the most to the less relevant to the multimodal query q. The non-linear graph-based fusion is presented in the general case of M modalities and the special case of M = 3 modalities are discussed in Section 4.1 and the adopted PLS Regression is presented in Section 4.2. In Section 4.3, memory issues are discussed to show the scalability of the proposed framework.
Non-linear graph-based fusion of M modalities
The unifying model of (10) has several parameters and a direct extension to M modalities is not an easy task. If we consider the general case of M modalities, the parameters α m are M 2 , the free parameters β m are M − 1 and the free parameters γ are M − 1, so for a direct generalization of the graph-based model of (10), the number of parameters, for M modalities, is M 2 +2M −2. Even for M = 3 modalities, the number of involved parameters is 3 2 + 2 * 3 − 2 = 13 and for M = 4 modalities is 4 2 + 2 * 4 − 2 = 22. Therefore, we propose an extension to multiple modalities, in which the number of involved parameters increases with the number of modalities in a linear way, in contradiction to the quadratic increase of the form M 2 + 2M − 2.
Given M modalities, we follow the notation of Table 1 and we initially construct a contextual similarity matrix:
The matrix C of (13) is row-normalized so as to obtain the row-stochastic matrix P , such that P = D · C, where D has diagonal elements d κκ = 1/ n λ=1 c κλ . Therefore, the matrix P is row-stochastic, i.e. P has row sums equal to one:
The formulation of a transition probability matrix P involves a random walk approach on the graph of multimedia items, similar to (5) after row-normalization. Motivated by the graph-based model of (10) we set x m (0) = s m for all modalities m = 1, 2, . . . , M, and we define the update rule:
In our proposed graph-based model, which fuses M modalities, the vector of relevance score in response to the query q, is given by:
or the non-linear analogue:
The non-linear fusion of (16) has M − 1 free parameters a m , M − 1 free parameters β m and M − 1 free parameters γ m , thus 3M − 3 parameters in total, hence the increase in the number of parameters is linear in the number of modalities. The model of (10) has been extended to multiple modalities in [9] , along with a mathematical formula to keep the memory complexity at the same level with the retrieval on two modalities. Instead of using a linear combination of fused similarity scores, as in (15), the non-linear combination of all fused similarity scores of (16) has shown slightly better performance on the same datasets [8] . In this context, we extend the non-linear graph-based fusion of M modalities, combining also Partial Least Squares (PLS) Regression in the overall multimedia retrieval framework. In the following, we present the non-linear graph-based fusion for the special case of M = 3 modalities.
M = 3 modalities
The contextual similarity matrix of (13) becomes:
The matrix C is row normalized so as to get the corresponding transition probability matrix P as follows:
The model of (14) reduces to:
The vectors of relevance scores s l graph (q) (or s nl graph (q)), in response to the query q, linearly (or non-linearly) combine the similarity vectors s m , m = 1, 2, 3 and the vectors x m (i) , m = 1, 2, 3. In the case of graph-based linear fusion:
and in the non-linear case:
Partial least squares regression
The Partial Least Squares (PLS) model has been used in multimodal fusion [24] to efficiently combine two modalities. Given two matrices X and Y , PLS decomposes X and Y as follows:
where T and U are projections of X and Y , respectively, to latent spaces containing the extracted latent vectors. P and Q are orthogonal "loading" matrices and, finally, E and F are error matrices. The aim of PLS is to maximize the covariance between T and U . PLS Regression leads to models that are able to fit the response variable with fewer components than the Principal Components Regression (PCR) and moreover takes into account the response variable, contrary to the PCR model. In the context of our framework, we use the NIPALS 1 algorithm of PLS, which is adapted to our problem as follows:
for any two similarity matrices S 1 , S 2 . Initially we choose u 1 as one column of S 2 and iteratively construct (normalized) projection vectors:
The regression coefficient for the first stage is defined as:
After calculating scores and loadings for the first latent variable, the S 1 and S 2 block residuals are calculated:
The entire procedure is repeated by replacing S 1 and S 2 with their residuals, to get the fused similarity S f used defined as: (27) In this way, the initial SIFT-based and DCNN-based similarity matrices, representing the mutual similarities of the top-l filtered multimedia items are fused into one unique similarity matrix, as shown in Fig. 3 . The fused similarity matrix S f used in the case of visual descriptors and visual concepts is denoted by S 2 and S 3 , respectively. In order to compare directly the baseline method with our retrieval framework with M modalities, under the same memory complexity, we seek for the number of filtered documents l , such that:
Memory complexity of the non-linear graph-based fusion
The non-negative solution of (28) with respect to l is:
For example, in the case of M = 3, k = 10, l = 1000, we find l ∼ = 815. In Table 3 we report the l values (for k = 10, l = 1000), so as to avoid significant memory increase in the implementation of our framework. In particular, we allow l = 1000 multimedia items to be retrieved in the top-l filtering stage of our framework (Fig. 3) , when two modalities are involved in the overall multimedia retrieval process. Setting the parameter l = 815 in the case of three modalities, the memory cost of the proposed non-linear graph-based fusion is the same as the fusion of two modalities. Similar memory cost is expected in the case of four, five, six or seven modalities if the number of top-l filtered items is set to 704, 630, 575 or 531, respectively.
In Fig. 4 we observe that even for 15 modalities, the number of the top-l filtered documents remains higher than 300 (red line). The increase in the number of modalities does not imply linear decrease in the number filtered documents, hence a critical number of documents are involved in the multimodal fusion, even in the case of several modalities. 
Dataset description
The proposed multimedia retrieval framework is evaluated in three datasets, namely the WIKI11 [27] , the IAPR-TC12 [10] and the MediaEval dataset from the diversity task of 2015 [13] . The WIKI11 dataset has 237,434 images with descriptions in one to three languages and 50 topics with one to five query images with caption. The 20,000 images of IAPR-TC12 include pictures of sports, actions, people, animals, cities, landscapes and many other topics. The IAPR-TC12 dataset has 60 queries with 3 examples per query. The MediaEval2015 of the diversity task has been based on the corresponding task of 2014 [13] and has 36,452 images and 123 topics. The WIKI11 and IAPR-TC12 datasets have been built in the context of the activities of the ImageCLEF campaign [10, 27] . A title and a short description are provided for each image of both datasets, thus formulating the textual modality. The reliability and reusability of the Wikipedia collection has also been tested [28] . For each topic, the datasets provide up to five exemplary images and in our experiments we select only one image as a query example and in particular the image which has the most detected visual concepts. Apart from the visual concepts, we have also extracted visual descriptors and textual concepts for each topic and for all multimedia items in the collections. In the following, we report the low-and high-level information we have extracted from the aforementioned datasets.
Feature extraction
The features, which are employed in the evaluation of the proposed hybrid multimedia retrieval framework, are the following: -Visual descriptors: The scale-invariant local descriptors RGB-SIFT [29] are extracted and are then locally aggregated into one vector representation (4000-dimensional) using VLAD encoding [14] . In addition, Deep Convolutional Neural Networks (DCNN) are utilized for the extraction of DCNN descriptors [20] . More specifically, these DCNN descriptors are based on the 16-layer pretrained deep ConvNet network [25] , which has been trained on ImageNet data. The output (a 4096-element vector) of the last hidden layer of this network provides the DCNN descriptors that are used in this work. -Visual concepts: The images of the multimedia objects are indexed by 346 high-level concepts (TRECVID), which are detected by multiple independent concept detectors. The locally aggregated features (VLAD encoding for RGB-SIFT descriptors) serve as input to Logistic Regression classifiers and their output is averaged and further refined. Similarly, the extracted DCNN visual descriptors [20] provide DCNN-based visual concepts, in addition to the ones provided by RGB-SIFT. -Textual concepts: The textual concepts used in evaluation of the multimedia retrieval task are extracted using the DBpedia Spotlight annotation tool, which is an open source project for automatic annotation of DBpedia entities in natural language text [6] .
Settings
The textual features (tf-idf scores) are compared using the cosine similarity and the similarities of the visual features are calculated as [11] : (30) where d κλ is the Euclidean distance between item κ and item λ. The initial filtering stage involves Lucene's 2 text search, where we keep the top-1000 similar-to-the-query documents, i.e. l = 1000. One iteration (i = 1) is used as in [2] , since more than one (i > 1) iterations adds the noise from one modality to the others. The parameter k in the operator K is set to k = 10 and we used the Python implementation 3 of PLS Regression. As all three datasets were built in the context of benchmarking evaluations, they are not fully annotated. We consider all retrieved results which are not annotated as not relevant, a fact with a strong impact to the overall performance in MAP and P@20 scores.
In the MediaEval dataset, the topic "Machu Picchu" appears in the collection as "machupiccu", therefore we modified the text query in the initial filtering stage. Similar modifications have also been done in the queries: "sights, bad weather, tourist destinations, South Korea, oxidised" for the IAPR dataset, "siegessaeule" for the MediaEval dataset and "boxing match" for the WIKI11 dataset. Four queries of the WIKI11 dataset have no text and they are not used in the evaluation.
Results
The overall multimedia retrieval framework is evaluated using the Mean Average Precision (MAP) and the Precision at the top-20 retrieved results (P@20) as two of the most wellestablished measures in Information Retrieval tasks.
We compare our model with other unsupervised multimedia retrieval methods. Firstly, the majority vote over all modalities (rule-based fusion) determines the modality with the highest performance [23] . Secondly, we use the cross-media fusion [5] of three modalities and thirdly the random-walk approach of [12] . The fourth baseline method is the non-linear fusion [22] of all modalities and finally we compare our framework with the extension of the unifying fusion framework of [2] in the case of three modalities [9] in two cases: first with the SIFT visual descriptors and second with the state-of-the-art DCNN visual features. Our proposed framework first combines SIFT with DCNN using PLS Regression and then uses non-linear graph-based fusion for all three modalities.
Experiments The best results across all methods are presented in Table 4 . The best performance appears for two components in the PLS Regression for the WIKI11 and the MediaEval dataset, while a peak appears in the performance for three components in the IAPR-TC12 dataset. The best parameter selection are α 1 = 0.5, α 2 = 0.0, α 1 = 0, α 2 = 0.25 for the WIKI11 dataset, α 1 = 0.5, α 2 = 0.25, α 1 = 0.5, α 2 = 0.0 for the IAPR-TC12 dataset and α 1 = α 2 = α 1 = α 2 = 0.0 for the MediaEval dataset, respectively. Our method outperforms all considered baseline methods in both MAP and P@20 scores.
The proposed framework for multimedia retrieval exploits several modalities and multiple features per modality. The combination of two descriptors (SIFT and DCNN) that are also used to extract visual concepts in two different ways, combined with textual concepts, has shown good performance compared with other unsupervised multimedia retrieval approaches. When compared with one or two modalities it is not possible to exploit all available diverse features per multimedia item.
PLS Regression is used to map SIFT and DCNN features into a common latent space, building a joint block of features (visual descriptors and visual concepts), which is fused with textual concepts. The performance is better when PLS Regression is added as an initial fusion stage, as shown in the experiments (Table 4) .
The computation and fusion of all similarities per modality has at least quadratic complexity and, therefore, it is not a scalable solution, so the top-l filtering stage is used to "semantically" filter out non-relevant items with respect to the text modality. Complexity issues also appear when the number of modalities increases to 5, 10 or 15 modalities. However, the proposed formula given in (29) suggests the number l in the top-l filtering stage, such that the overall memory complexity for the computation and fusion of all similarities per modality remains at the level of bi-modal fusion, where only two modalities are employed. 
Conclusion
We presented a multimedia retrieval framework, which combines graph-based and nonlinear fusion along with Partial Least Squares Regression for the fusion of several modalities of multiple views. The hybrid framework has been presented, in general, for M modalities and has been evaluated in three public datasets with text-image multimodal objects. The experimental results demonstrate that our proposed approach outperforms other baseline multimedia retrieval approaches in terms of two measures in three multimedia collections. We present only the best performance that can be achieved by the proposed method, in comparison with the best performance of other state of the art methods from the literature that fuse multiple modalities in an unsupervised way. This is one limitation of the proposed method and several approaches towards the model simplification will be considered in future work. In the future, we plan to employ multimodal non-linear and graph-based fusion techniques in multimodal classification and clustering when multiple modalities of multiple views appear, taking into account computational and memory complexity. Her research interests focus in the area of Information Retrieval and are directed towards investigating the combination of statistical, search interaction, and semantic evidence for modelling, analysing and evaluating (multimedia) search processes. She has participated in several European projects and has co-authored more than 50 publications in refereed journals and international conferences. She has also been actively involved in the organisation of international evaluation benchmarks (INEX, ImageCLEF) and serves as a reviewer in several international conferences and journals.
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