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ABSTRACT
When a stream of granular material attempts to flow through a small opening, the
particles may spontaneously form a strong arch-like arrangement of particles capable of
supporting the weight of the overhead particles. This arching of particles, referred to as a
“jam,” stops all particle flow and must be removed if flow is to resume. This work presents
observations of particle “jamming” where fluid is the driving medium for the granular flow.
I use two experimental systems - an open-channel flume, and a bench-scale flowloop - and a
series of computer simulations jamming to study this random event. In the experimental
systems I focus on three pieces of jamming: 1) jamming with a dilute stream of particles,
2) the transition of a dilute to dense flow of particles (i.e., when particle accumulation or
“backlogging” occurs), and 3) jamming with a dense flow of backlogged particles.
In backlogged particles I see the instantaneous per-particle jamming probability, 1 − p,
scales as ln(1 − p) ∝ R2 − 1, where R is the ratio of the opening diameter, do, to the
particle diameter, dp. I also observe that 1− p is only constant after the particle backlog is
sufficiently deep, and relate this depth to the number of particles that have discharged.
Knowing how a system acts after backlog information, I focus on when particle backlogs
form by modeling particle discharge rates, Ṅ . I model discharge rates with free-fall arch
theory and experimentally observe Ṅ ≈ 3φCβ2vf (R−1)2/2dp, where φC ≈ 0.585 is the outlet
concentration, β is the ratio of the pipe diameter, dpipe to opening diameter, and vf is the
fluid velocity. The main finding is that particles appear to match the fluid velocity at the
orifice exit.
The final experimental findings were measurements of the instantaneous per-second jam-
ming rate, r(t). I generalize the time-to-jam distribution in terms of a dynamic jamming
rate, and find the characteristic time, tc = dp/vf eliminates fluid velocity effects. This
corresponds to a dimensionless jamming rate σ(τ) = r(t)tc. I also measure σ as a function
iii
of the particle volume fraction, φ, in pre-backlogged systems.
Lastly, I look at the origin of jammed configurations through the use of DEM simulations.
I hypothesize that an infinitely long (periodic) slit will have per-particle jamming probability,
1 − p, that scales with ln(1 − p) ∝ L where L is the length of the explicitly simulated
system. I extend this theory to simple openings (circles, squares, and triangles) and develop
a “universal” approximation for small openings where I observe ln(1− p) ∝ Ao(1−R−2L )/d2p,
where Ao is the total area of the opening, and RL is the characteristic length of the opening,
Lc, divided by the particle diameter, where Lc → dp when the restriction shape circumscribes
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Particle jamming can occur when a dense stream of solids channels through an opening.
The channeling of particles through the opening can lead to the spontaneous formation of
an arch-like arrangement of particles immediately above the orifice (see Figure 1.1 for an
example).
Figure 1.1: Sample arch-like arrangement of 2D particles over an opening.
At face value, jamming is an old problem that exists on a multitude of scales [1]. From
embolisms in our blood streams, to stagnant sand on a sieve [2], to cars on a highway [3];
there is certainly a level of intuition as to how it may occur, but – despite its age – extensive
modeling of jamming did not occur until the 21st century with the seminal work of To et
al. in 2001 [4]. Of course, this simple event was documented in the scientific literature well
before 2001, as early as 1963:
“The shorter the distance [the grains] have to span (expressed in particle diame-
ters), the stronger they are and the more resistance they offer to the flow. With
coarser particles it is common to experience that at D = 6d the flow clearly
becomes irregular, while an orifice with D ≤ 4d is likely to block.” [5]
But colloquially, jamming has also putting the “shake” in pepper-shaker.
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While jamming affects our everyday lives in many ways, this work is motivated by gas
and oil production. Generally, while producing petroleum a multitude of solids are often
produced with the liquids, or formed during their transport. These solids can include:
waxes [6], hydrates [7], asphaltenes [8], and sands [9] and as oil exploration moves to harsher
conditions (deeper wells) the logistics of remediating solid blockages becomes increasingly
difficult, and the efforts become economically prohibitive.
One possible mechanism to describe how subsea blockages occur is the jamming of the
suspended solids [10]. While a growing body of work exists concerning particle jamming,
few publications use fluid as the driving medium for the particle flow [11–13], an area that
the work contained in this thesis targets.
1.1 Jamming During Granular Discharge
In their original work, To et al. studied two-dimensional (2D) particles falling through
small openings under the force of gravity [4]. The measurements involved 200 particles
falling between two hopper walls. The angle at which the hopper walls converged and their
separation distance were the system variables. To et al. recorded how many times all 200
particles discharged, and reported this as the jamming probability.
To et al. modeled jamming as a random event that requires a set of particles to concertedly
arrange into a mechanically stable arch-like arrangement (c.f., Figure 1.1) able to bear the
weight of the overhead particles. For mechanical stability, To et al. generically considered
all arches composed of N particles, and – assuming all arches of size N are sampled equally
– computed the fraction, jL(N), that would be convex (i.e., assumed to be mechanically
stable) and span the length of the opening, L, or larger. This formulation is equivalent to a
restricted random walk (RRW) of particles that attempts to span the opening.
Measuring how frequently a 2D jammed configuration involved an N member arch, To
et al. defined gN(L) as the probability that the jamming arch over an opening of length L
would consist of N particles such that
∑
N gN(L) = 1. With jL(N), and gN(L), To et al.
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where pjam(L) is the total probability that the system will jam the opening of length L. The
model in Equation 1.1 still has several problems: jL(N) (an N − 1 dimensional integral)
is difficult to compute, gN(L) requires a priori knowledge of the jamming probability -
eliminating the need for a model - and lastly, pjam(L) is independent of the number of
particles, so the probability does not scale to systems with more or fewer than 200 particles
(the number used in their experiments). Despite these problems, the authors saw excellent
agreement between the proposed model, and experimental measurements, which bolstered
their assumption that all arches are sampled equally.
All arches being sampled equally would hint at a statistical independence of the jammed
configurations, meaning no preferences for particular arrangements. Later, To et al. made
several improvements to the RRW model capitalizing on arguments of statistical indepen-
dence, estimating the ratio gN+1(L)/gN(L) to be constant for all L, and N , which is equiv-
alent to estimating gN(L) = q
N for some q [14]. Furthermore, To et al. assumed all arches
to be semi-circular (which was later validated [15]), so for an arch that spans an opening of
length, X ≥ L, geometric arguments simplify the calculation of jL(N). With these simplifi-
cations, To et al. were able to drastically simplify Equation 1.1, but still did not address the
importance of the system size.
In 2005, Zuriguel et al. filled a small silo with particles [16]. With a hole in the bottom
of the silo, Zuriguel would start the flow of particles and record how many discharged before
flow arrested. In these experiments, the number of particles inside of the silo was very
large compared to the number of particles that typically discharge. As a result, the silo
never drained completely, and in every trial the exact number of particles to discharge
before jamming was known and finite. In Zuriguel’s experiments, because the system always
jammed, the random variable studied was the number of particles to discharge, n, before a
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jam occurred. In their analysis, Zuriguel et al. showed that after the particle flow reaches a
“steady-state”∗ the spontaneous jamming probability reaches a constant value, 1− p. This
is easily converted into the probability distribution:
pjam(n) = (1− p)pn (1.2)
This probability distribution is known as the geometric distribution (n ∼ Geom(p))[17].
The distribution is understood as follows: each time a particle prepares to discharge there
are exactly two options:
1. The system continues to flow - which occurs with probability p.
2. The system jams - which occurs with probability 1− p.
Given the system has discharged n particles, then event 1 occurred n times, and event
2 occurred once. The total probability of this observation is the product of all the individ-
ual probabilities of the events that transpired, and this product gives Equation 1.2. This
distribution can also be visualized as a decision tree such as in Figure 1.2.
In the decision tree, the circles represents flowing states, and the squares represent final
observations that can be made. At each junction, the system must follow one of the branches
either to another circle, with probability p (representative of event 1 above), or to a square,
with probability 1− p (representative of event 2 above). The highlighted portion shows the
necessary path to observe 2 particles at the point of jam. Following the probabilities of
each branch, the system indeed follows 2 “p” branches, and 1 “1 − p”, which does give a
probability consistent with Equation 1.2.
Note that at any junction, continuing flow and jamming are mutually exclusive events.
From this it is easily shown that p is in fact the probability of jamming given the system did
not jam at node 0, node 1, etc., up to the point of interest (i.e., p is tacitly conditioned on
the history). A sufficient but not necessary condition to guarantee p is constant would be
∗Of course, the flow is not truly steady-state since it is expected to spontaneously stop, but for all purposes




Jam at 0 
1 1–p 
p 
Jam at 1 
2 1–p 
p 
Jam at 2 
3 1–p 
p 
Jam at 3 
Start 
Flow 
Figure 1.2: Decision tree representing the path a system must follow in order to arrive at
any final state. The path to observe pjam(2) is highlighted for demonstration.
a Markovian (or “memoryless”) process, where the probability of jamming on the nth node
is truly independent of the history of the system, making the conditional contribution to p
unimportant. Generally speaking, p need not be entirely independent of the history. The
system may flow in bursts of highly correlated particles, but provided the individual bursts
are uncorrelated, and multiple bursts are observed an apparent distribution such as Equation
1.2 will still be measured. This is discussed here in Appendix B as well as elsewhere [18].
By demonstrating that jamming follows a decision tree as in Figure 1.2, Zuriguel et al.
were able to accurately measure values of p for 3D gravity driven systems, which ultimately
dictates how long systems are able to flow for.
At almost the same time that Zuriguel’s work was published, To published a paper
showing that 2D gravity flow exhibits the same behavior [19]. To’s experiments showing
geometric behavior were significantly different than those of Zuriguel et al. Zuriguel et
al. started with a full silo, and intermittently agitated the particles to restart flow after
jamming. On the other hand, the experiments of To began with an empty hopper, and
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particles poured through the hopper (faster than they discharged) until a jam was observed.
With this difference, To noticed that the geometric distribution was only satisfied at n & nT ,
where nT is attributed to a particle accumulation before a steady-state jamming rate is
achieved. With this in mind, he estimated that the survival probability (i.e., the probability
that the system is still flowing) asymptotically approached:
S(n) ∼ e−α(n−nT ) (1.3)
where S(n) is the survival probability of observing n or more particles prior to jam, and α
is a fitted parameter†.
It was believed that, once a steady flow of grains was achieved, the probability that the
next grain will flow through, p, was the only parameter of interest. Zuriguel observed this
in 3D and To observed this in 2D, but their models to describe p were different in several
important ways. Zuriguel assumed that some critical opening size Rc existed above which
p = 1 [16], whereas To’s work assumed that p approached 1 very rapidly, but for any finite
opening is always less than 1 [19] (in agreement with some earlier 3D work [18]). Both
of their models agreed quite well with their observations, but it does beg the question of
whether or not a finite opening size exists at which p = 1.
In 2008, Janda closely examined whether or not a critical opening size exists in both 2D
and 3D [20]. Janda showed that 2D jamming measurements seem to have a very steady trend
indicating that jamming is never impossible in a 2D system. In contrast, Janda reported that
3D systems appear to diverge, and fit the obtained data with several values of Rc ranging
from 5 ∼ 8.5 particle diameters [20]. One could ask how such a broad range of values can
exist when the 2005 paper by Zuriguel concluded:
“... jamming is not directly related to the details of density or the elasticity of
the material, nor to the surface properties of the particle.”[16]
†Combining equations 1.3 and 1.2, it can be easily seen that − ln(p) = α
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After performing experiments with particles of varying density, friction coefficient, etc.,
Zuriguel discovered that only the particle shape can significantly impact the jamming prob-
ability. Previously To et al. briefly studied frictional effects by etching grooves into the discs
giving them a gear-like appearance [4], though Zuriguel et al. suggested the grooves were too
large (8% of the disc radius) and fundamentally changed the mechanics of how arches form
since concave arches were observed [16].
Supposing that friction is not important, it is curious as to why there can be multiple
values of Rc when all experiments are performed with spherical particles having a single
length scale, and whether or not its value reflects an unidentifid parameter. Other authors
have even reported evidence of a critical opening size for 2D systems [21], which certainly
further complicates the situation.
One possible explaination could be systematic error in the measurements. In 2009,
Mankoc et al. studied how vibrations can impact the jamming probability [22]. They re-
ported that, as expected, vibrations reduce the probability of a system jamming. The system
was modeled as a series of “weak” jams (which were broken up by vibrations) and “strong”
jams (which remained stable during vibration). In this framework, p is the total probability
of observing a “weak” or “strong” jam, since both would be stable without vibrations, and
the authors define q as the probability that the jam is “weak” compared to the vibrations.
With such a model, the jamming probability is defined through a decision tree shown in
Figure 1.3.
Mankoc derived a full combinatorial model to calculate the probability of observing n
particles [22]; however, if instead one defines r = p + (1 − p)q, then r is the probability of
not jamming at all or weak-jamming and 1 − r is the probability of jamming and strong-
jamming. In other words, r is the probability of staying on the main trunk of the tree, and
1− r is the probability of fully jamming. With this definition, the decision tree in Figure 1.3
reduces to the decision tree in Figure 1.2, but with r’s along the tree rather than p’s, and
the average number of particles observed becomes 〈n〉 = (1− p)−1(1− q)−1.
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Figure 1.3: The jamming decision tree for a vibrated silo. The circles represent flowing
states, where the prime indicates a transient jam formed. The red is one path to arrive
at pjam(1), and the blue highlights an alternate path, where a weak jam was observed at 0
particles.
Mankoc et al. measured instantaneous jamming probabilities in vibrated systems, 1− r,
and in non vibrated systems, 1−p, and used their relationship to estimate q [22]. Intuitively,
they found that increasingly strong vibrations yield larger values of q, yet this analysis also
shows that an unknowingly vibrated system will still appear geometric, but the measured
jamming probability will be 1 − r. Thus, there is no way of knowing whether or not back-
ground vibrations are affecting the measurements based on the distribution alone. Moreover
it has been shown that “weak” jams are more likely to contain “defects” where the arch relies
on frictional stability (i.e., tangential forces) over mechanical stability (i.e., normal forces)
[23]. To build on this, the friction coefficient of particles has been directly shown to influ-
ence the occurrence of defects without impacting the overall probability [24]. Clearly these
suggest that r in vibrated systems is a function of the friction coefficient, and thus if Rc is
a function of imperceptibly small vibrations, one would expect Rc to develop a dependence
on at least the friction coefficient: possibly explaining its variation.
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Since one might expect vibrations to affect the largest (most fragile) arches, it is possible
that experimental measurements are susceptible to small vibrations causing a systematic
increase in the number of particles that discharge. A systematic increase would result in
an unexpectedly high values of 〈n〉 which could lead to a false positive conclusion that 〈n〉
is diverging (i.e., p → 1) at a finite opening size, but claiming that a divergent 〈n〉 can
be attributed to vibrations is just speculation. In fact, the discrepancy in the existence of
a 2D critical opening is at odds with this suggestion. In 2D, Janda et al. reported that
there is conclusive evidence that no critical opening size exists [25], whereas Magalhães et
al. reported evidence of a critical opening size (of about 5dp) in simulations [21]. If vibrations
are affecting measurements, the experimental measurements – rather than the simulations –
should indicate a critical opening size, but that is not the case.
In any event, the opening sizes used are smaller than any of the reported critical opening
sizes, and so the work presented here is modeled such that no critical opening size exists.
A critical opening size generally comes up in the context of deciding how to completely
avoid a jam. In designing most flowing granular system one would like to avoid jamming,
and increasing the opening size will help to accomplish this, but there have also been some
studies looking at other ways in which a jam could be avoided. Some techniques are intuitive:
vibrating the material [22, 23, 25], eliminating particle-particle friction [26], and adding very
small particles [27] will all reduce the jamming probability. Other ways in which jamming
can be reduced are less intuitive, such as adding an obstruction near the opening [28]. If
placed correctly, an obstruction will interfere with where particles need to be for a stable
arch, and thus only some fraction of arches are stable with the obstruction present. Particle
discharge in general can be enhanced when an obstruction is present, which is important in
the design of pedestrian exits where panic may occur [29–31].
Unfortunately, many of these options will not be feasible to deploy in petroleum produc-
tion. It would be quite difficult to vibrate a subsea pipeline, or to control the particle-particle
friction (let alone shape) in any poorly defined process. As such, the work presented in this
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thesis is meant to serve as a predictive tool, but does not offer specific suggestions on how
to avoid jamming in pipelines.
1.2 Granular Discharge Rates and Accumulation
The initial work by To and by Zuriguel described in section 1.1 relied on forming a large
accumulation, or “backlog” of particles prior to jamming [4, 16]. A backlog of particles,
if sufficiently large, offers several convenient properties, including a well defined discharge
rate [32–35], and a constant bottom pressure (independent of the particle height) [36–39].
Recently, however, it was shown that the pressure has very little influence over the particle
mechanics near the exit, and does not affect discharge rates or particle concentrations at the
opening [40, 41].
Knowing when a backlog may form is somewhat complicated. In general, accumulation
must involve a discharge rate of particles less than the rate of incoming particles. Assuming
the maximum discharge rate, Ṅout,max, can be calculated then any time upstream particle flow
rate exceeds this value accumulation may occur. In gravity-driven flow the semi-empirical
Beverloo equation estimates Ṅout,max can be caluclated by [32]:
Ṅout,max ∝
√
gd−3p (do − kdp)D−1/2 (1.4)
where g is the acceleration of gravity, dp is the particle diameter, do is the opening diameter,
k is a fitted parameter - typically k ≈ O(1), and D is the dimension of the system. Though
Beverloo presented this relationship as a dimensional analysis, there is some conceptual
motivation for why this form works so well. In a 3D discharging system, assuming k = 1,
Equation 1.4 can be rearranged in terms of volumetric discharge rate, Q̇out,max, to be:
Q̇out,max ∝ (do − kdp)2
√
g(do − dp) (1.5)
For discharging liquids, Q̇ = A× V , where A is the opening area, and V is the discharge
velocity. For particles, it is believed that this relationship still holds true, where A ∝
(do − dp)2, and V ∝
√
gdo [5, 33, 37]. Deriving A is easily understood by realizing that
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particles are excluded from coming within dp/2 of the edge, sometimes refered to the “empty
annulus” [34, 38, 39, 42]. From the empty annulus, the effective area the particles are
discharging through is a circle with effective diameter do − dp.
To understand V , consider a backlogged particle “far” upstream of the orifice. That
particle has approximately zero velocity, and as this particle wanders through the backlog
it maintains near zero velocity moving through a dense granular bed. Finally the particle
reaches the opening, and the stresses vanish as the grains dilate and fall at the orifice. The
region at which the stresses vanish is refered to as the “free-fall arch” (FFA) [34, 37, 43, 44].
Once the particles reach the FFA, they enter free-fall, and if the height of the FFA is L
they exit the orifice with velocity V ∝
√
gL. It follows that if L ∝ do, then V ∝
√
gdo,
which is asymptotically equivalent to Equation 1.5. Developing more precise expressions
for the proportionallity, and generalizations are still in development, but the theoretical
understanding for the Beverloo equation generally follows the “empty annulus” and the
“free-fall arch” [40, 41, 43–46].
It is important to recognize that the FFA requires the existence of a backlog, and as a
result, the formation of a backlog is still not guaranteed when the incoming flow rates exceed
that of Equation 1.4. An incoming flow rate of Ṅin which exceeds Ṅout,max is analogous
to a binodal in phase transitions. There needs to be a perturbation that evolves into a
backlog before the particle flow rate will be predicted by Equation 1.4. For example, consider
extremely dilute particles moving at an extremely high velocity. As long as the particles are
non-interacting (dilute) their velocity will remain high, and the argument V ∝
√
gdo is
invalid. However, two particles contacting can serve as a perturbation: they may decelerate
enough to hit a third particle, which may decelerate to hit a fourth particle, etc., which could
develop into a backlog.
The probability describing a jamming event is derived identically to the probability de-
scribing a backlog formation. There are a series of particles that discharge without back-
logging, until finally a backlog forms [47–49]. The backlog formation is more general than
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particles converging on a restriction: sometimes no restrictions need to exist (such as for cars
on a road). Nonetheless the theoretical maximum Ṅout,max can be derived by assuming the
flow rate is limited by particles accelerating up to speed from rest in the backlog [50, 51].
In this work, modeling Ṅout,max is more difficult because V 6∝
√
gdo. In fluid-driven flow
the particles are not subject to constant acceleration. Some systems have particles moving
at a constant velocity, V = V0, (e.g., on a conveyor belt moving at velocity V0) [40, 52].
With fluid as the driving force, particles accelerate up to the fluid velocity, vf . In general
though, the particles will discharge slower than vf , and applying a simple drag model leads
to V ∝ vf
√
do/dp, which is similar in spirit to V in gravity-driven flow, but with different
scaling.
Because of this uncertainty in how to estimate Ṅout,max in fluid-driven flow, a large portion
of this work is dedicated to modeling particle discharge rates, as well as particle jamming
probability.
1.3 Thesis Conclusions
The major conclusions of this work are listed below.
• In performing the first systematic measurements of particle jamming probability un-
der fluid-driven flow for 3D particles, I see a scaling between the opening to particle
diameter ratio, R, and the instantaneous jamming probability, 1− p, of:
ln(1− p) ∝ R2 − 1.
• I have constructed a 200 L automated flowloop to continuously measure particle jam-
ming probabilities, at a rate of 500-1000 jams per day. The system is also capable
of measuring the particle concentration to measure particle discharge rates, as well as
jamming probabilities in dilute systems.
• Direct measurements of particle discharge rates under fluid-driven flow reveal that
particle discharge occurs with a constant velocity, where the particles quickly match
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the fluid velocity. I ultimately establish the relationship Ṅout ≈ 3φCβvf (R − 1)2/2dp,





vf is the fluid velocity.
• Varying the fluid velocity I establish the natural dimensionless time of the system to
be τ = tvfd
−1
p , which collapses the time-dependant jamming probability for different
fluid velocities varried by a factor of 2.




where σ is the dimensionless instantaneous jamming rate of the system. Using this re-
lationship, I make direct measurements of the jamming rate, σ, for non-backlogged
systems, which are shown to be history independent.
• Using particle simulations, I develop theory to describe jamming probabilities in a
broader class of restriction geometries (rather than just circular). I see that for a
periodic system of jamming over a slit, ln(1 − p) ∝ L, where L is the length of the
slit. This theory is extended to predict jamming in generic openings and I observe
ln(1− p) ∝ Ao(1−R−2)d−2p , where Ao is the opening area.
1.4 Thesis Outline
Chapter 2 describes the three systems used to collect data for this thesis: an open channel
flume, a benchscale flowloop, and a simulation scheme. Chapter 3 discusses preliminary
jamming measurements made with the open channel flume, including a basic backlogging
model, and a simple per-particle jamming probability model for tridisperse mixtures.
Chapters 4 and 5 both discuss measurements made in the bench-scale flowloop. Chapter
4 focuses on measuring and modeling particle discharge rates through small openings under
fluid-driven flow to predict backlogging. Chapter 5 uses these results to measure pre-backlog
jamming rates, and develop a dimensionless time (τ ∝ tṄ) to collapse measurements made
at different fluid velocities.
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Chapter 6 outlines the use of simulations to explore the per-particle jamming probability
model in Chapter 3 in different geometries to explore the nature of jamming configurations.
Lastly, Chapter 7 summarizes the model with potential applications to engineering deci-
sions, and the thesis finishes with conclusions and suggestions for the future in Chapter 8.




Much work has already been done on particles jamming under gravity-driven flow, but
particle jamming under fluid-driven flow has only just begun [12, 13]. In total, three systems
are used in this work:
1. Open-channel flume
2. Bench-scale flowloop
3. Discrete element method (DEM) simulations
This chapter describes the physical setup of the three systems, and the types of data
that can be collected. Of the three techniques, the open-channel flume and the bench-scale
flowloop are experimental systems used in the laboratory at the Colorado School of Mines.
The DEM simulations are performed using in-house code programmed in C++, and run
on the Colorado School of Mines super computers Ra and Mio. The experimental systems
make direct measurements of particles under fluid-driven flow, but the simulations (due to
computational complexity) simulate particles under gravity-driven flow.
2.1 Open-Channel Flume
The experiments performed on an open channel flume (or just “flume”) were completed
from Fall 2010 through Fall 2011. The flume was originally designed for 2D jamming, with
particles floating on the surface of the water (see the thesis of A. Guariguata for more
details [53]), but it was repurposed to perform 3D jamming measurements. A schematic of
the open-channel flume is shown in Figure 2.1.
The water in the flume is always kept at a height of 4”, and the channel width is also
4” giving the fluid a square cross-sectional profile. The fluid is contunuously circulated,
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Figure 2.1: Open channel flume, originally constructed for 2D jamming work.
and the fluid velocity was estimated by dropping several neutrally buoyant test particles
into the flume, and timing how long the particles take to traverse a 2-meter section. In all
measurements presented here, the fluid velocity was estimated to be 0.24 m/s.
All of the flume experiments use high-impact polystyrene spheres purchased from McMaster-
Carr. In the flume, three different particle diameters were used: 3/8” (very small), 1/2”
(small), and 5/8” (medium)‡. All particles are reported to have diameters within 0.002” of
their specified diameters. The particles attain neutral buoyancy in a 7 wt% NaCl + water
solution, which is prepared by adding roughly 7 kg of Morton’s Solar Salt to the flume, and
disolving it in tap water. This solution of water is used in all flume measurements.
For designing the experiments, I first attempted to reproduce the 2D fluid-driven mea-
surements in a 3D system. In the 2D fluid-driven work [12] (much like the 3D gravity-driven
work [16]), the experiments begin with a backlog of particles immediately upstream of the
restriction. In the flume, however, because it is a recirculating system, if a 3D backlog of
particles exists anywhere in the flow the backlog provides resistance to the fluid. With fluid
resistance present the water will simply take the path of least resistance, which is flowing
counter -clockwise (in Figure 2.1) and going directly from the pump outlet to inlet. This did
not happen in the 2D fluid-driven work because the particles floated on the surface of the
water and provided virtually no resistance to the flow [12].
‡There is no “large” particle here, because the 1/2” and 5/8” are also used in the flowloop (Section 2.2) with
the addition of 3/4” particles - which is referred to as “large”.
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Being unable to maintain a backlog of particles in the system, I instead performed ex-
periments that closely mimic those that To had performed [19]. Instead of starting with
a backlog of particles, a large swarm of particles is introduced to rapidly accumulate and
jam the restriction. If the particles are introduced quickly enough, they will rapidly form a
backlog [47], and meaningful statistics on how a backlog of particles behaves can be collected.
I also noticed that experiments with an orifice plate could not be performed in the flume.
Much like how a backlog of particles offers resistance to the fluid flow, an orifice offers fluid
resistance and preventing clockwise flow in the flume. To overcome this problem I used
restrictions constructed out of wire mesh. The restrictions are cut from 0.25” square spacing
mesh, with 1/16” fabric mesh surrounding the actual hole to try and even out the jagged
corners on the “circle” (which is only cut at a 0.25” resolution). A sample restriction is
shown in Figure 2.2.
Figure 2.2: Sample restriction used in the flume measurements.
A sequences of images of the flume during an experiment is shown in Figure 2.3. The
steps performed in each experiment are as follows:
1. Allow the fluid to circulate (particle free) at steady state with the restriction in place
2. Add a specified quantity (see Table 3.1 for exact quantities) of particles 46 cm upstream
of the restriction
3. Wait for the particles to accumulate and jam at the restriction
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4. Particles that flowed through the restriction prior to jam are removed and counted or
weighed
5. Remove all particles from the flume, and repeat steps 1-4 for a total of 60 measurements
per restriction size
Figure 2.3: Image sequence of the experiments performed on the flume. The yellow highlights
particles that have stopped (from backlogging) as the particles accumulate.
Step 2 is performed by inverting a jar (5” diameter opening) over the flume at the
prescribed location. The choice of 18” cm upstream of the restriction was to minimize how
long it takes the particles to collect and form a backlog at the restriction, but not so close
that the particles arriving at the restriction have velocity not yet in-line with the flow. If
the backlog forms quickly the transient accumulation period is short, and there is better
sampling of the instantaneous jamming probability, 1− p, in Equation 1.2.
After the measurements are performed, the survival probability, S(n), for the number of
particles, n, to discharge prior to jam (i.e., S(n) =
∑∞
k=n pjam(k)) is calculated. Figure 2.4(a)
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shows the direct measurement of 150 trials of 5/8” particles through a 1.5” restriction, with
the corresponding survival probability shown in Figure 2.4(b).





























Figure 2.4: Statistics of 150 measurements of 600 5/8” particles jamming a 1.5” opening.
The results presented in Figure 2.4, having 150 measurements rather than the standard
60 performed, are more accurate than the standard measurements, but nevertheless rep-
resentative of the behavior that To described in his measurements that I strive to mimic.
The most important feature of the log-survival probability in Figure 2.4(b) is the near-linear
appearance of ln(S) after a finite number of particles have discharged. This indicates a
“memoryless” type behavior which is attributed to backlog formation.
2.2 Bench-Scale Flowloop
The open-channel flume was a starting point for 3D jamming under fluid flow, but there
are several obvious shortcomings of the setup: the fluid cross-sectional profile is square,
all experiments are performed manually, the restrictions are permeable meshes rather than
true orifices, and the channel is open. This type of scenario may appear in some filtration
processes [11], but I wanted to improve upon these shortcomings and develop a system to
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study jamming with broader application. To this end a new apparatus was designed that
would be able to perform similar experiments to those outlined in section 2.1, but in a more
realistic geometry.
The design of the system comes naturally when starting with the objective of having
particles start upstream, force them through a generic test section, and all the while keep
them out of the pump. Meeting these objectives, gives the most basic design possible (shown
in Figure 2.5). The design involves two bypass sections: B2 to keep particles behind valve V1
(for a controlled release), and B1 keeps the particles out of the pump. Both bypass sections
(B2, and B1) are perforated sections that allow water to flow, while the movement of the
particles is controlled (explicit design measurements given later).
B2 B1 V1 
Pump 
Test Section 
Figure 2.5: The starting concept for jamming experiments.
The second goal is the ability to reset the system (i.e., bring all particles to B2 of Fig-
ure 2.5). To do this, the system is completed into a loop, and new inlets / outlets for the
pump are added (red lines in Figure 2.6) such that the pump can draw off of B2, and inject
downstream of V1. This modification is shown in Figure 2.6.
Notice that in Figure 2.6 a second valve, V2, was also added. The final operation of
the system will involve water flowing through the red lines with V1 closed (to collect the
particles in B2), and then water flowing through the blue lines with V2 closed (to perform a
test). Of course, to alternate which lines the fluid is flowing through (red or blue) four more
valves will need to be added, as well as any necessary instrumentation. The final process


























Figure 2.7: The final jamming loop design with instrumentation. Main loop components for
particle jamming under fluid-driven flow. Computer and controls omitted from drawing. B-
are fluid bypasses, V- are pneumatic valves, C- are check valves, P- are pressure transducers,
L- are light gates, E- are fluid entry points, and G- are globe valves.
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The main loop is 4” schedule 40 piping giving it an internal volume of roughly 200 liters.
Most of the main loop is built out of acrylic with all bends and valves made of PVC. All
plumbing external of the main loop is made from PVC and vinyl tubing. The total cost of
the loop is around $15,000, of which $6,000 was spent on the valves and pump alone.
Bypass B1 is composed of two concentric tubes: the inner being the standard 4-inch pipe,
perforated with 1/8-inch holes along a 3-foot section, contained in the outer 10-inch schedule
40 pipe. The perforation allows fluid to return to the pump (via four 3/4-inch pipe taps)
while containing the solids within the main 4” line. Bypass B2 is a 2-foot vertical 10-inch
schedule 40 pipe (depicted horizontal in Figure 2.7 for clarity) that houses a meshed funnel
converging from 10” to a 4” diameter along the last 20” of the bypass section. Similar to
B1, the cone guides the particles to the main flow line while fluid is free to pass through the
mesh and return to the pump via two 1” pipe taps.
The system operates in two modes: (1) “collection”, and (2) “testing”. During collec-
tion mode, valves V1, VI1, and VO1 are all closed while V2, VI2, and VO2 are all open.
Conversely during testing valves V1, VI1, and VO1 are open, and V2, VI2, and VO2 are all
closed. These two operations will both drive particles counterclockwise around the loop, with
“collection” bringing all particles to B2, and “testing” forcing all particles through the test
section. Removing the lines with stagnant fluid, Figure 2.8(a) shows a reduced schematic of
how the system appears during testing mode, and Figure 2.8(b) shows a similar schematic
for collection mode.
One “trial” consists of the following steps:
1. Put the valve configuration into “collection mode”
2. Wait for all particles to arrive at B2
3. Open valves VI1, VO1, and close valves V2, VI2, and VO2
4. Prepare the Test Section for “testing”§
§In jamming, this would entail placing a restriction in the loop, but generically this step could be anything
that I want to force particles through.
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B1 
(a) Testing mode reduced schematic
B2 
(b) Collection mode reduced schematic
Figure 2.8: Reduced schematics for the two modes of the jamming loop. All lines with
stagnant fluid are removed to depict the core functions of the two modes.
5. Open valve V1, releasing the particles, and putting the system into “testing mode”
6. Wait for the test to complete
7. Clear the test section by undoing changes performed in step 4.
8. Go back to step 1 for the specified number of trials (anywhere between 1,000 and 10,000
trials)
Generically, any phenomena that involve the catastrophic release of particles under fluid
can be tested, but this work is concerned with forcing particles through small restrictions.
In my experiments the restrictions used in the Test Section are all orifice plates with two
holes: one is small with diameter do, and one is 4 inches in diameter (the same as the pipe)
to remove jams. The plates are attached to a piston and slide perpendicular to the flow, such
that during a test the small hole is in line with the fluid flow, and after a test is finished,
the large hole is in line with the flow. A cartoon of such a plate is shown in Figure 2.9.
In Figure 2.7 there are three lines connecting the pump outlet that enter the main loop
at points E1.A, E1.B, and E2. From the described valve configurations, if the system is in
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Figure 2.9: Typical orifice plate. The left opening is the test opening (do in diameter) the
right opening is 4 inches in diameter to clear the tube if a jam has occurred. The plate is
moved with a small piece of plastic attached to a piston.
testing mode the fluid enters the main loop through either E1.A, or E1.B with flow rates
throttled by valves GA and GB. The only difference betwen E1.A, and E1.B is that E1.B
is downstream of the particle collection zone B2, and thus, during testing, if the flowrate
through E1.A E1.B, then the water that flows through the test section is, for the most part,
particle free. From this, valves GA and GB can be used to control the particle concentration.
During testing, the system pressure is recorded at four locations: P0, P1, P2, and P3 to
detect jamming (described in Section 2.2.1), and concentration information at six locations:
L0, L1,..., L5 using light gates (described in Section 2.2.2). The pressures are all measured
with Cole Parmer A-68076-36 pressure transducers (±0.19 psi accuracy) and Omron E3F2-
R4C4F light gates are used in measuring the concentration. The concentration information
is recorded on a National Instruments (NI) SCB-68 Data AcQuisition (DAQ) board, and
the pressure is recorded on a separate NI USB-6221 DAQ board. Because the two readings
are recorded separately, all 10 measurements (P0,...P3, L0,...,L5) can be recorded in parallel
and the average data acquisition rate is 30-35 Hz.
The USB-6221 also controls the general operation of the system. The USB-6221 delivers
a voltage to a Leeson 174915 variable frequency drive (VFD) which controls the speed of
the pump, making fluid velocities of up to 0.18 m/s possible in the testing section (velocity
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calibration described in Appendix C). The DAQ board also controls four Opto-22 solid state
relays which in turn control four separate Norgren V61 series solenoid valves used to control
the valves and the restriction.
The restriction plate in Figure 2.9 is moved using a 5” Bimba piston controlled by one
of the solenoid valves. Valves VI1, VI2, VO1, VO2 are all 1” double action pneumatic
ball valves, which turn in concert using a single solenoid valve. The other two solenoid
valves control V1 and V2, both of which are 4” spring return (fail open) ball valves that are
controlled independently by the last two solenoid valves. All of the valves VI1/2, VO1/2,
V1/2 were purchased from Assured Automation.
The particles used in the system are the same as those described in section 2.1, but the
sizes used here are 1/2” (small), 5/8” (medium), and 3/4” (large) in diameter. Like on the
flume, the loop is filled with a 7 wt% NaCl and water solution. This is prepared by placing
13 kg of salt into the flume (using the access lid in Figure 2.7), then adding water, and
circulating the fluid until the salt is disolved. Once the salt is disolved, the salt is diluted
until the appropriate density is achieved.
2.2.1 Loop Jamming Measurements
In nearly all prior jamming work¶ the primary statistic has been how many particles
discharge before a jam occurs. In a closed system filled with nearly 200 liters of fluid it is
difficult to develop a method to count exactly how many particles have discharged. The first
few weeks of the system being operational involved attempts of counting how many particles
discharge using cameras, but I eventually combined how many particles discharge, and the
discharge rate as a time-to-jam model similar to a model presented in 2012 [12].
The initial time-to-jam measurements used a camera to manually measure the start
and end of particle flow. These measurements were laborious, and I sought out alternative
methods to estimate the time-to-jam. The first variable I studied was the pressure drop,
∆P , across the restriction (i.e., [P0+P1-P2-P3]/2) as a function of time during particle flow.
¶See Chapter 1 and references therein for descriptions of previous work.
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A sample trace is shown in Figure 2.10 with t = 0 being the time of particle release.





















Figure 2.10: Typical ∆P trace for large particles flowing through a 1.25” restriction. A
7-point median filter is applied to the raw data (grey points) resulting in a much smoother
trace (black points).
This pressure trace was originally overlooked, and the sudden increase in pressure (roughly
26 s in Figure 2.10) was initially attributed to particle backlogging. After closer inspection,
however, backlogging was determined to occur much earlier than 26 s. Once a jam forms
the particles are stopped, and the water is forced through an immobile packing of particles.
Unlike a backlog of particles, which flows with the fluid, the stopped bed of particles of-
fers significantly more resistance to the fluid. The transition from a flowing backlog to an
immobile packing occurs almost instantaneously, and this is reflected in the instantaneous
increase in pressure that occurs around 26 s in Figure 2.10.
The most surprising effect I observe is that the pressure does not rise during the particle
backlogging. This could perhaps be explained by considering the pressure drop across the
restriction to be the sum of 3 pieces: ∆P = ∆Pup + ∆Porifice + ∆Pdown, where ∆Pup and
∆Pdown are the pressure drops in the 4-inch pipe upstream and downstream of the orifice, and
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∆Porifice is the pressure drop immediately across the orifice. One would expect ∆Porifice 
∆Pup ≈ ∆Pdown.
When a backlog forms, ∆Pdown will remain unchanged, but the observed pressures imply
that ∆Pup (where the backlog is), and ∆Porifice do not appreciably change. One would expect
∆Pup to rise, but provided ∆Porifice  ∆Pup the increase in ∆P can likely be neglected.
This means any measurable change in ∆P will come from ∆Porifice. Note, however, that the
measurements made in the loop generally have do < 3dp. In this situation it is possible that
the ordering of the particles into near single file reduces the particle resistance in the orifice
– where the dominating pressure is observed.
Knowing that there is a separation between ∆P in a jammed state, and ∆P in a flowing
state, the survival probability is defined as:
S(t) = Pr[∆P (t) < ∆Pjam] (2.1)
where S(t) is the probability that the system is still flowing at time t, ∆P (t) is the measured
pressure drop at time t, and ∆Pjam is an intermediate pressure that separates the jammed
state from the initial pressure drop. ∆Pjam is a function of the opening diameter, do, particle
diameter, dp, and fluid velocity, vf . After several thousand jams are performed, a clear
separation between ∆P (t = 0) and ∆P (tend) emerges, where tend is how long each trial lasts.
Figure 2.11 shows final and initial pressure drops for a system that only sometimes jams.
The initial pressure drop distribution in Figure 2.11 is very well defined, but the final
pressure distribution appears bimodal: experiments that did or did not jam. With this
separation, the value of ∆Pjam is estimated to be close to the lower mode of ∆P (t = 60 s)
to know when the pressure has risen above the baseline. Looking at Figure 2.11, a value of
∆Pjam ≈ 1 psi would be appropriate. Putting this into 2.1 the survival probability can be
computed. With the survival probability the jamming probability density function (PDF)
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Figure 2.11: Distributions of ∆P at t = 0 and t = 60 s for 1,500 jamming measurements of
a diluted stream of 5/8” particles through an 11/8” hole.
can be computed as:
pjam(t)dt = −dS(t) (2.2a)




where ti and ti+1 are either end of a small time interval for binning the data - the number
and spacing of the bins is chosen based on the number of trials performed. Equation 2.2a is
the exact definition, and Equation 2.2b is the estimator used in this work.
Using 1, 1.5, 2, and 2.5 psi as values of ∆Pjam, survival and instantaneous jamming
probabilities of the system in Figure 2.11 are presented in Figure 2.12. The four plots are in-
distinguishible demonstrating that the measured jamming probability is relatively insensitive
to the exact value of ∆Pjam.
The continuous analog to the geometric distribution is the exponential distribution.
Chapter 5 formally derives how one can arrive at this probability distribution, but for now
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(a) Time-to-jam survival probability, S(t)



























(b) Time-to-jam probability density function,
pjam(t)
Figure 2.12: Survival probability and jamming probability density functions for the system
shown in Figure 2.11. S(t) and pjam are calculated using Equations 2.1 and 2.2b respectively.
The calculations use ∆Pjam =1, 1.5, 2, and 2.5 psi.
recognize that after time tT (analogous to particle nT in Equation 1.3) the system appears
memoryless with the following conditional probability density function (PDF) and survival
probability:
pjam(t|t ≥ tT ) = −λe−λ(t−tT ) (2.3a)
S(t|t ≥ tT ) = e−λ(t−tT ) (2.3b)
where λ is the jamming rate (s−1). There is certainly a relationship between λ, the particle
discharge rate, and the “per-particle” jamming probability 1− p, but for now I only want to
use the functional form of 2.3 to see if backlogging systems exhibit ln(S) ∼ −λt. Figure 2.13
shows a sample plot that begins to exhibit a constant jamming rate over a brief period of
time.
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Figure 2.13: Survival probability after 11,000 jamming measurements of backlogging 5/8”
particles through a 5/4” hole with ∆Pjam = 0.85 psi. The transition time, tT , appears to
occur around 32.5 seconds after which linearity appears to be observed. Only 800 experiments
make it past the shown time, and on a logarithmic scale the noise begins to dominate.
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Though the steady-state jamming rate, λ, is only observable for around 2 seconds, over
3,000 jams occurred between 32.5, and 34.5 seconds to obtain the shown data resolution.
Qualitatively this shows promising agreement between with the observed behavior in gravity-
driven flow, and prior fluid-driven flow (e.g., Figure 2.4(b)).
2.2.2 Loop Concentration Measurements
Some effort was made to directly measure the particle concentration in the loop, but
the optical distortion of looking through 1/4” curved acrylic was too great, and the number
of particles is sometimes impossible to count (even by hand) due to apparent vanishing
particles, reflections, etc. As a result, the number of particles can only be directly measured
in either very dilute systems, or immediately after the restriction, where the particles are
channeled to the center of the pipe.
I instead measure the particle concentration with a probabilistic approach as opposed
to a direct measurement. First notice that an average volume fraction of particles, φ, is a
statistical quantity defined as the probability that a randomly chosen point in space will be
occupied. For particles of finite size, with φ < 1, there is a non-zero probability that a line
segment of length L randomly drawn in a particle packing will intersect no particles (see
Figure 2.14(a) for reference). For simple situations, this probability can be calculated. Fig-
ure 2.14 shows the probability of no intersection for an unbounded packing of monodisperse
homogeneously distributed non-interacting particles.
In the jamming loop I am interested in particles confined within a cylinder of internal
diameter dpipe. Consider a long pipe filled homogeneously to a volume fraction φ with
monodisperse non-interacting particles. If a light, pointed perpendicular to the pipe axis,
shines a very thin beam of light, that light will shine through the pipe with some probability,
q, that could be approximated by Figure 2.14(b) at L = dpipe. Alternatively, if a light shines
at N random locations, it is expected that M locations allow the beam to pass through the
pipe with a clear Line of Sight (LOS). From here it would be estimated that q̂ = M/N , and






(a) Nomenclature reference cartoon

































(b) Calculated probability function
Figure 2.14: The conceptual motivation for concentration is measure measured in the jam-
ming loop. Figure 2.14(a) depicts randomly sampled lines (red) in a suspension of particles.
Figure 2.14(b) depicts the associated probabillity of the red lines intersecting a particle based
on volume fraction, and line size.
to measure particle volume fraction.
In the loop, I am interested in the volume fraction as a function of time, but the descrip-
tion outlined above requires a long and homogeneous pipe of particles to estimate φ. Instead,
I use the fact that all of the loop trials are independent and identically distributed (IID). In
measuring φ, I make all N samples, each at a fixed location, X, and a fixed time, T , after
the particle release. The experiments, being IID, are all sampling random configurations of
the same volume fraction. Thus, after N trials, M of the trials should have had the light
shining through the particles. From here I calculate q̂(X,T ) = M/N and use this to back
out the transient volume fraction φ(X,T ). Just to highlight: for a fixed light beam, I am
averaging across trials, and not averaging in time or space. For any particular trial, only a
stream of 1’s and 0’s are measured, but these streams are averaged together, and evolve into
a clear picture of the particle volume fraction. Figure 2.15 shows the evolution of how the




































Figure 2.15: Averaged signals from a single light gate for 10, 100, 1,000, and 10,000 trials.
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The probability shown in Figure 2.14(b) is highly idealized. In the generic case, the direct
relationship between q and φ needs to account for the finite size of the pipe, and finite size
of the light beam. The exact calibration of the light gates is discussed in Appendix A, which
is done through a mix of indirect measurements and Monte Carlo simulations.
2.3 Discrete Element Model
The discrete element method (sometimes called “molecular dynamics”) is several decades
old now, and relies on first assuming an equation to describe how two bodies interact. The
initial models are widely attributed to work from 1979 by Cundall and Strack [54]. The
interaction involves a small overlap, ∆, between two particles, or a particle and a wall, and
the forces are based on the size, and history of the overlap. A graphic is shown in Figure 2.16

















Figure 2.16: Two overlapping particles, centered at ~x1, and ~x2, with some important quan-
tities highlighted.
In Figure 2.16, Ri is the radius of the i
th particle, ~vi is the velocity, ~xi is the position,
and ~ωi is the angular velocity. At each iteration, the normal force, ~Fn, and tangential force
~Ft are calculated based on the overlap distance, ∆, and combined translational and angular
relative velocities at the contact point. More details of the model are available in Appendix
D for reference, but the highlights are bulleted below:
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• Normal forces are dissipative Hertzian springs [55].
• Tangential forces are Mindlin (path integral) forces [56].
• The tangential interactions are subject to Coulombic slip condition (i.e., ~Ft ≤ µ~Fn,
where µ is the friction coefficient)
• The particles are cohesionless.
At each time step the inter-particle forces and torques are calculated and updated. The













where mi is the mass, Ti is the torque, and Ii is the moment of inertial of particle i. These
three differential equations are integrated in time using a simple second-order Runge-Kutta
scheme (Heun’s variation [57]).
The walls in the system affect the particles, but do not move themselves. The simulations
are setup such that any particle centered at ~xi = (xi, yi, zi) has “fallen” if zi < 0. At the end
of a simulation, the number that had falled are recorded for the statistical analysis.
The spring constants used to model the contact forces are several orders of magnitude
smaller than what one might find for a real particle, but this has been shown to be an
accurate compromise for computational speed with minimal sacrifice to capturing system
dynamics [15, 23, 28, 58–60].
Since the software is compiled with in-house code, there is complete control over all
of the parameters, and can easily adapt the software to study different geometries. Early
proof-of-concept simulations were performed to see whether or not the simulations were
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representative of “real” gravity-driven jams. Figure 2.17 shows a sample histogram from the
DEM simulations, analogous to Figure 2.4 for the measurements on the Flume.












(a) Histogram (b) Simulation snapshot
Figure 2.17: Sample simulation for a dimensionless opening size of R = 2, after 500 simula-
tions. The dotted line represents an experimentally reported value of 1− p[16].
The simulation parameters used are shown in Table 6.1, but I do expect good agreement
with experimental values relatively independent of the parameters chosen, since it has been
reported that the physical properties of the grains do not affect the measurements [16]. Other
papers have reported an influence of the friction coefficient at near-zero friction, but I use a
value of µ = 0.5 which is where its effect is insignificant [26].
Assuming that nT = 4 (Equation 1.3), a goodness of fit test between Zuriguel’s data,
and the DEM simulation has a p-value=0.21, suggesting reasonable agreement between the
DEM simulations and the experiments of Zuriguel et al. [17].
2.4 Conclusions
This chapter has outlined three ways in which I can measure particle jamming. The flume
was a ready made system repurposed from prior jamming work[12] that I use as a proof of
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concept for 3D jamming measurements. The jamming loop is a much more sophisticated
system to rigorously explore the effects of fluid velocity and particle concentration in a more
realistic system. Lastly, the DEM simulations offer techniques to quickly examine different




OPEN CHANNEL FLUME MEASUREMENTS AND MODELING
This chapter outlines the measurements that were made using the flume. A more thor-
ough description of the flume is given in Section 2.1. The original design of the flume was to
study 2D particles floating on the surface of water [53]. When I started to study 3D particle
jamming, no apparatus existed to make such measurements so the flume was adapted to
perform the measurements.
Several types of experiments were performed but here I am only reporting experiments
designed to mimic a scenario similar to those made by To in gravity driven flow [19]. During
To’s experiments, a restriction was in place, and an avalanche of particles was driven towards
the restriction. In the fluid-driven analog, the experiments begin with a restriction in flowing
fluid, and a swarm of particles approachs the opening and jams.‖ This chapter contains the
results and modeling of these experiments, which includes measurements of bidisperse and
tridisperse mixtures of particles.
3.1 Generalized Particles-to-Jam Probability Distribution
As mentioned in Chapter 1, many authors have noticed that the number of particles to
discharge, N , is distributed approximately geometrically, suggesting that particle discharge
is a Markovian (memoryless) process. This is often derived by assuming that each time a
particle prepares to discharge the system has two options:
1. Discharge a particle (with arbitrary probability p)
2. Stop flow (with complimentary probability 1− p)
By this hypothesis, if a system discharges exactly N particles, then option 1 necessarily
occurred N times, and option 2 occurred once. The two options are mutually exclusive,
‖Section 2.1 describes some of the difficulties, and why I use such an approach.
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so the total probability of the outcome is the product of the individual steps, and one can
simply write:
pjam(N) = (1− p)pN (3.1)
where pjam(N) is the probability of having discharged exactlyN particles before flow stopped.
Of course, in this formulation it would seem that each particle acts independently, but a more
realistic picture might be to assume that a discharge is a series of “bursts” of particles with
expected size S (ostensibly the correlation time), and provided E[S]  E[N ], then it will
still appear that N∼̇Geom(p) (Appendix B discusses this result).
Generally speaking, Equation 3.1 is only valid after a large number of particles have
discharged, which implies that some sort of steady state flow needs to be attained before the
process becomes – or at least appears – memoryless [16, 18, 19]. If this is the case, then each
discharging particle must be considered on a case by case basis. The distribution starts by
assuming that 0 particles have discharged. If 0 particles have discharged, then the system
has probability 1 − p(0) of clogging, and complimentary probability p(0) of continuing flow,
which means pjam(0) = 1− p(0).
Next, given 1 particle has discharged, the system will suddenly clog with probability
1 − p(1), or continue flow with probability p(1), giving pjam(1) = (1 − p(1))p(0). Given 2
particles have discharged, flow will suddenly arrest with probability 1−p(2), giving pjam(2) =
(1− p(2))p(1)p(0), etc.
The pattern continues until N particles have discharged, and have the probability distri-
bution:




Much like equation 3.1 can be represented as a decision tree (see Figure 1.2), the gener-
alized distribution can be shown as a decision tree (Figure 3.1), but now the branches have




Jam at 0 
1 1–p(1) 
p(1) 
Jam at 1 
2 1–p(2) 
p(2) 
Jam at 2 
3 1–p(3) 
p(3) 
Jam at 3 
Start 
Flow 
Figure 3.1: Decision tree representing the generalized geometric distribution. The path to
observe pjam(2) is highlighted for demonstration.





























The probability distribution in Equation 3.2 is always true, and – with the right choice of
p(k)’s – can replicate any discrete probability distribution. Though rather than just fitting as
many p(k) parameters as needed, it is assumed that when N ≥ NT , p(N) = p, where p is the
steady state jamming probability that would be observed for the distribution in Equation






k=0 p(k), N < NT
(1− p) pN−NT
∏NT−1
k=0 p(k), N ≥ NT .
(3.5)
The distribution in 3.5 can fully describe the transient probability as well as the long-time
memoryless probability. This distribution is also convient when conditioned to only include
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measurements in the set W = {N |N ≥ NT}. With this conditioning, elements of the set W
are distributed
pjam(N ∈ W ) = (1− p)pN−NT (3.6)
which has a maximum likelihood estimator for p of
1− p̂ = (〈N〉W −NT + 1)−1 (3.7)
where p̂ is the estimated value, and 〈·〉W denotes the average taken over the data set W . This
analysis requires estimation of NT which is quite difficult, since NT and p always appear as
a combined term. To hone in on a possible value of NT , notice that the survival probability
of N (i.e. Pr[N ≥M ]) is given by
S(M ≥ NT ) = pM−NT (3.8)
where S(M ≥ NT ) is the probability of observing M or more particles given M ≥ NT . From
this, a plot of ln(S) against M will give a straight line, with intercept −NT ln(p). With this
knowledge, the following procedure is performed:
1. Estimate a value of N̂T
2. Isolate W , and compute p̂ from Equation 3.7
3. Compute the intercept, b̂, for the line ln(S(M ≥ N̂T ) against M .
4. Re-estimate N̂ ′T = −b̂/ ln(p̂)
5. If N̂T 6= N̂ ′T use N̂ ′T as the new estimate and return to step 1, otherwise N̂T is taken
as the solution.
Assuming p(0) < ... < p(NT ) < p, this procedure will converge towards the true NT
from initial estimates N̂T < NT ; however, any estimates N̂T ≥ NT can be easily verified as




The experiments performed on the open-channel flume used mixtures of particles of three
different diameters, dp: 5/8” (medium), 1/2” (small), and 3/8” (very small), all having
diameters (reported by the manufacturer: McMaster-Carr) of ±0.002”. The results herein









where Rn is the n
th number averaged diameter ratio, do is the opening diameter, dp,i is the
diameter of the particles of type i (i.e., medium, small, or very small), and xi is the number
fraction present of particles of type i. For monodisperse systems, this reduces to Rk = do/dp
for k ∈ {1, 2, ...}. For mixtures, however, an appropriate definition for the dimensionless
ratio of the opening to the particle size depends on physical considerations, such as whether
it is the volume or surface area that is relevant. For example, R33 ∝ d3o/Voccupied is the ratio
of the volume associated with a space of dimension d3o to the average volume occupied by
a particle. Similarly, R22 and R1 are ratios for surfaces and lengths respectively. These
considerations motivate my choice of which Rn is relevant. The initial stream composition
used was arbitrarily chosen as 600 medium particles. All subsequent experiments were
designed to have an equivalent total volume of particles. Table 3.1 lists the compositions
used, and the restrictions they were tested on.
In the experiments I measure the number of particles that discharge prior to jamming.
For the bidisperse and tridisperse mixtures, the particles are separated prior to counting to
check for segregation. In all but one set of measurements, the average discharge composi-
tion is statistically indistinguishable from the upstream composition. The exception is for
composition 6 in Table 3.1 through the 1.4” opening, which discharged with a large particle
volume fraction of xlarge = 0.097 ± 0.02. This composition would equate to an upstream
mixture of 198 ± 31 large particles balanced by small particles. Since this difference is not
observed in compositions 4, 5, or 7, and is contrary to the segregation trends observed in
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Table 3.1: Experimental matrix of particle mixtures and restriction opening sizes.
Index Medium Small Very Small Opening Diameters
dp = 5/8” dp = 1/2” dp = 3/8”
(count) (count) (count) Tested (in.)
Monodisperse
1 600 - - 1.05, 1.15, 1.50, 1.75, 2.10
2 - 1200 - 0.95, 1.05, 1.15, 1.35, 1.40
3 - - 2800 0.50, 0.70, 0.95, 1.05, 1.15
Bidisperse
4 60 - 2520 1.40
5 150 - 2100 1.05
6 162 - 2044 1.40
7 300 - 1400 1.05, 1.40
8 450 - 700 1.05, 1.40
9 420 - 840 1.05, 1.40
10 300 600 - 1.05, 1.15
Tridisperse
11 198 396 952 0.95, 1.05, 1.30
other studies [27, 61], I neglect this discrepancy and, unless otherwise mentioned, only use
the total number of particles discharged (i.e., N in Equation 3.5 is Nmedium+Nsmall+Nv.small).
For small openings, R1 . 2, the probability distribution of N is very easy to determine
with low noise; samples are shown in Figure 3.2. As the opening size increases, the sample
variance rapidly increases and eventually becomes difficult to measure.
Other authors have reported that a mixture of particles behave as a monodisperse
mixture having diameter deff , where deff is the volume averaged particle diameter [26]. I











i , where Vi is the volume of particle i, Reff is defined





























Figure 3.3 shows a plot of N̄ as a function of Reff . There is an apparent collapse of
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Figure 3.2: Sample histograms of the number of pjam(N) for small opening sizes. As R
increases, the bin size needs to increase to reduce noise.
cannot be extended to larger restriction sizes. Further, I want to establish a more quantitative
relationship between the particle sizes and the distribution parameters (p, NT , etc.) for a
comprehensive probabilistic model.
3.3 Modeling
I expect that the distribution formulated in Section 3.1 should describe the observed num-
ber of particles, but there are two main variables to model: NT , and p. At the time of this
work, much of the information surrounding the jamming probabilty for N < NT was unavail-
able (namely particle concentration, and backlog depth), so the values of p(0), p(1), ..., p(NT−1)
are ignored, and instead I focus only on NT and p for the model development.
3.3.1 Modeling NT as a Backlog Accumulation
The design of the experiments was to flood the restriction with as many particles as
possible, as quickly as possible. In doing this, the system can quickly establish a backlog
44





















Figure 3.3: Plots of N̄ against Reff for all open-channel flume measurements.
that will help the system arrive at a steady-state jamming probability analogous to that
observed in gravity-driven granular flow [19].
In the model development I assume that all particle streams are introduced into the fluid
uniformly, and at identical volumetric flow rates. This assumption follows from all particles
having the same density, and being delivered into the loop in the same manner (through a
5” diameter opening on a jar). I further assume that the particles, being introduced into
the flume 18” upstream of the restriction, undergo minimal dispersion, and approach the
restriction at a volumetric flow rate of particles, V̇in, much greater than the rate at which the
particles discharge, V̇out. The experimental times are short so I assume a constant packing
fraction, φ, over a uniform backlog with volume, Vb, directly equal to its cross sectional area,
Ab, times depth, δb. With these assumptions the rate at which particles discharge, dNo/dt,



















The last approximation (dNo/dδb ≈ No/δb) is valid if the discharge rate of particles is
constant, which is a good approximation even for very shallow backlogs [40]. Figure 3.4 is a





Figure 3.4: Visualization of the variables used in 3.11 The volume of the backlog is simply
Abδb, which is related to the upstream and dowsnstream volumetric particle flowrates.
For monodisperse particles under constant acceleration, the discharge rate is described





p (do − dp)2
√
a(do − dp) (3.12)
where C1 is a fitted parameter, a is the acceleration of the particles, do is the opening
diameter, and dp is the particle diameter. In this expression, the squared term represents
the available area through which a particle can discharge, and under constant acceleration, a,
do−dp is the characteristic length over which the particle will accelerate . The characteristic
exit velocity of the particles is then
√
a(do − dp) [33, 34, 40, 44]. In the fluid-driven system,
the acceleration of the particles is from the fluid drag force. The drag force is analogous to
that in a packed bed, so the relevant Reynolds number is NRe = ρdpvf/φµ, where ρ is the fluid
density, vf is the fluid velocity, and µ is the fluid viscosity. For the experimental conditions
here, one expects NRe = O(10
4), and in the turbulent regime the acceleration scales as
FD/mp ∝ d2p/d3p, consistent with the limiting behavior in the Burke-Plummer equational for









(do − dp) (3.13)
where C ′ ∝ vf . Notice that, to this point, no simplification or cancellation of dp’s has
occurred. As a result, all exponents of dp follow their relavant quantities (i.e. d
2
p is related
to a particle surface area, d3p to its volume, etc.). Substituting all values of d
n
p in Equation
3.13 with equivalent number average diameters 〈dnp〉 = dnoR−nn , and equate Equations 3.13










(R1 − 1)5/2 (3.14)
The discharge rate is conceptually understood to be dominated by the so-called “free-
falling arch” (FFA), which is believed to have height proportional to the opening size [44] -
see Section 4.1 for more details. I assume the transition to steady-state behavior (i.e., when











(R1 − 1)5/2 (3.15)
The leading coefficient is independent of particle size and opening size, so the model is






1 (R1−1)5/2. For monodisperse
systems this simplifies to R1(R1 − 1)5/2 but here the model is kept generic for polydisperse
systems. These results are plotted in Figure 3.5
3.3.2 Modeling Jamming Frequency
In section 3.1 I stated that after NT particles have discharged, the particle flow is at
steady-state and the system can be modeled as a Markovian process (see Equation 3.6). In
Equation 3.6, the quantity 1− p represents the probability of a jam spontaneously occurring
at any particle. Consider the difference between two very similar restriction openings: A and
A+dA. Conceptually, (1−p)|A+dA is the probability that the system spontaneously arranges
47































1 (R1 − 1)5/2. The slope is estimated as is 3.6± 0.1.
into a jammed state clogging the slightly larger hole. I make the simplifying assumption that
any of the configurations jamming a hole of area A + dA would also jam a hole of area A,
Figure 3.6 gives a visualization of this assumption. With this one can formally write:





where QA is the probability density of observing a jammed configuration over the hole
corresponding to the difference in area between A and A+ dA. Equation 3.17 uses the fact
that (1− p)|A→∞ = 0.
The simplest approximation for QA is that particles arrange statistically independent of
one another, which has proven fruitful for approximating 2D systems [14, 15, 20, 21, 63], and
has been observed to occur in simulations of bulk 3D systems [64–68]. The basic assumption




Figure 3.6: The top row shows an arch stable at A, but unstable at A+ dA, whereas arches
stable at A + dA (bottom row) will still be stable over the opening A. In this model, the
jam of the top row is sampled with probability QAdA because it becomes unstable after a
differential increase in the opening size.
jammed state requires the arrangement of Narch particles to form, then this event will occur
with probability qNarch .
A jammed configuration of particles with projected area A will require Narch ∝∼ Aϕ/Ap
particles to form, where ϕ is the 2D packing fraction of the jamming structure, and Ap
is the cross-sectional area of the particle. For polydisperse mixtures, the number average





Given QA is the probability density of observing a jam of size exactly A (i.e., observing
jams that would clog a hole of size A but fail to clog a restriction of size A+ dA), then jams
observed with probability density QA must have a projected area A, thus requiring Narch
particles defined in Equation 3.18. This gives the an approximate form of QA as




where q′, satisfying: ln(q′) ∝ ln(q)ϕA/d2o, is constant for any family of geometrically similar






For monodisperse systems, jams are expected to occur with unit probability for restric-
tions of the same size as the particle, so I normalize the integral to satisfy (1 − p) = 1 at
R2 = 1, which I assume is a satisfactory requirement for polydisperse mixtures. This results
in the final model
1− p = e−α(R22−1) (3.21)
where α is a parameter that is a function of q and the geometry of the restriction (i.e., circle,
square, etc.). It should also be noted that q is potentially a function of various properties
(i.e., fluid velocity, particle-particle friction, etc.). The equivalent model for a 2D system
would be:
1− p2D = e−γ(lo/dd−1) (3.22)
where γ is a scaling parameter, lo is the length of the opening, and dd is the diameter of the
discs. The 2D variation can be derived by assuming that arches over the opening of length
lo, will require Narch ∝ lo/dd discs to form. Different models for 1 − p2D exist [19, 20] –
which do not exactly match Equation 3.22 – so it is difficult to comment on the quality of
Equation 3.22. It should be noted that the assumed form of QA ≈ qNarch (Equation 3.19)
has been directly verified in 2D systems [69] (i.e., ln(QA) ∝∼ lo/dp), but a full comparison
remains incomplete.
A function similar to 3.21 has been tested in monodisperse gravity-driven jamming and
was observed to have good agreement up to a value of R2 ≈ 3, [20] which is unfortunately
near the upper limit of opening sizes attainable in this work. Figure 3.7 tests this fit over
the available range, collapsing the tested data for all particle mixture compositions.
Earlier, I mentioned that q′ is constant for geometrically similar restriction shapes. That
is, assuming two shapes of area A1 and A2 are described by characteristic lengths do,1 and
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Figure 3.7: Testing the fit of Equation 3.21 with estimated values of ln(1 − p) against the
dimensionless quantity R2 − 1. The regressed value of α (Equation 3.21) is 0.44± 0.01.




o,2, the corresponding values of (1 − p)|A1 and
(1− p)|A2 should be described by a single value of α. To test this, several square restrictions
were constructed with side lengths: 0.75, 1.00, 1.40, 1.50, and 1.60 in. I performed the
experiments described in Section 2.1, and used composition 1 from Table 3.1.
I define do to be the side length of the square, and have prepared a plot of R
2
2 − 1
vs. log(1−p) for the square restrictions, analogous to Figure 3.7 for the circular restrictions.
The dotted lines in Figure 3.8 represent the 1 − p for circles that would inscribe and
circumscribe the equivalent square. Indeed, the data appear linear as predicted by 3.21,
but more interesting is the value of αsquare = 0.57± 0.02. Comparing αsquare to αcirc, shows
αsquare ≈ 4αcirc/π, where 4/π = Asquare/Acirc suggesting an even more universal fit that is
only a function of the area of the opening.
51
















Figure 3.8: Testing the fit of Equation 3.21 for square restrictions. The regressed value of
αsquare (Equation 3.21) is 0.57± 0.02.
3.4 Conclusions
In this chapter I presented preliminary measurements for the jamming of 3D particles
under fluid-driven flow. I demonstrated a model to predict the onset of the “memoryless”
behavior of the particles, and showed an R22 scaling of the log-probability of jamming the
small restrictions measured. This scaling was derived from the fundamental assumption
made by To, that all configurations are sampled equally, and all particles arrive in position
with a uniform probability, q [4, 14]. The scaling used here also suggests some degree of
spatial independence in the jamming configuration - since each particle arrives “in position”
independant of the surroundings.
I modeled the onset of memoryless behavior as establishing a backlog proportional to the
opening size, which relied on several conditions surrounding the particle flow rates. including:
a large influx of particles, and a “constant-acceleration” of particles moving through the
orifice. I believe these assumptions to be valid in the flume, based on the collapse of the
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data, but in Chapters 4 and 5 I will specifically target these assumptions with a more general
discharge rate model, as well as the direct measurements of the incoming particles.
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CHAPTER 4
PARTICLE DISCHARGE RATE: MEASUREMENTS AND MODELING
The measurements made on the flume were fruitful, but there was little instrumentation
on the system. The particles were counted manually, and much of the physics was assumed
because there were no measurements to say otherwise. In Fall 2011, I began construction of
the bench-scale flowloop, which can be used to validate or correct some of the assumptions
made in Chapter 3. A more detailed description of the flowloop is available in Section 2.2.
Section 3.3.1 relates the rate at which particles accumulate to the rate at which particles
discharge. One of the assumptions made was about the form of the particle discharge rate. I
made this assumption because there was no way of measuring the discharge rates. The jam-
ming flowloop has much more sophisticated instrumentation, and with itdirect measurements
of the particle discharge can be made.
This chapter discusses the background of how to generically model particle discharge
rates, as well as some of the models developed to describe the physics of particles discharging
under fluid-driven flow.
4.1 Background
In 1961 Beverloo et al. put forward an empirical law to describe uniform granular material
discharging through a small opening under gravity [32]:
Ṅ = C
√
g(do − kdp)1/2(R− k)nd−1p (4.1)
where g is the acceleration the particles undergo (typically gravity), dp is the particle diam-
eter, do is the opening diameter, R is the ratio do/dp, n + 1 is the dimension of the system
(i.e., n = 1 for 2D discharge, and n = 2 for 3D), and C and k are fitted parameters. Since
then several refinements and extensions have been made. In 2010 Aguirre et al. showed that
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2D discs moving on a conveyor belt discharged at a rate described by [40]:
Ṅ = CVbelt(R− k)d−1p (4.2)
where Vbelt is the conveyor belt velocity. In comparing Equations 4.1 and 4.2 there clearly
must be a relationship appears between Vbelt and
√
g(do − kdp). Noticing that a particle that
falls a distance L under gravity will have an end velocity ve ∝
√
gL, a reasonable assumption
is that particles discharging under gravity are effectively falling a distance of do− kdp before
exiting with a characteristic velocity ve comparable to a conveyor belt where particles are
discharging with a characteristic velocity ve = Vbelt.
The thought that ve ∝∼
√
gdo came before the work of Aguirre et al., and rather follows
the notion of a Free-Falling Arch (FFA) [36, 37]. In the FFA framework, a conceptual “arch”
exists above the opening that dominates the particle flow rate. Above the FFA particles have
essentially zero velocity as they wander through the granular packing, but once they flow
past the FFA they are (as the name suggests) subjected to free-fall over a distance L ∝ do. In
this framework, the fastest that particles can leave the silo is the characteristic exit velocity,
ve ∝
√
gL, times the available area through which the particles can flow (do − dp)2, where




p (R− 1)2 (4.3)
where ve is generalized to two limiting regimes: (1) constant acceleration, a, where ve ∝∼
√
ado, or (2) constant velocity, V , where ve ∝∼ V . Equation 4.3 gives excelent results as
R → ∞, but as R → 1, though Equation 4.3 vanishes (unlike Equation 4.1) it overpredicts
the observed discharge rate. In 2007, Mankoc et al. proposed empirically multiplying the
right hand side of Equation 4.3 by 1 − e−b(R−1)/2 [33]; however, in 2012 Janda et al., from








where r is the distance from the center of the opening, vexit(r) is the average particle exit
velocity at r, and φexit(r) is the average observed area fraction at r. Equation 4.4 is expected,
since the integrand is by definition a particle flux, so integrating over the length of the
opening will certainly give the discharge rate. Janda et al. made accurate measurements




1− (2r/do)2 with no
fitting, which is exactly what is predicted from the FFA theory assuming a semi-circular
arch [44].
Further they showed that φexit(r) plateaus at φJ , the “jamming point”
∗∗ for isotropically
compressed materials, suggesting the particles dilate only enough to flow before entering
freefall. Janda et al. further showed that for small openings, 〈φexit〉 ≈ φJ(1− αe−bR) which
is functionally similar to the empirical correction put forward by Mankoc [33].
Though the work that used Equation 4.4 was only measured in 2D, it can easily be










Ṅ = 3d−1p R
2 〈vexitφexit〉 /2. (4.6)
Though this may appear to disagree with the asymptotic scaling (R−1)2, it is important
to notice that φ(r) vanishes close to the wall, and when the full integral is calculated it
corrects the scaling.
With models for vexit(r), and φexit(r) Equation 4.6 can predict particle discharge rates.
∗∗In 2D (3D) granular media there is a hypothesized critical area (volume) fraction called φJ where mechan-
ical properties diverge. Below this point, hard discs (spheres) are fluid like, and above it they behave as
solids. This point is estimated to be at φJ ≈ 0.84 (φJ ≈ 0.585). See the work of [70] for 2D, or [71] for 3D.
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4.2 Modeling
Several key differences exist between gravity- and fluid-driven flow. In Section 3.3.1 I
assumed that the particles discharge under constant acceleration which led to a scaling of
vexit ∝ vf
√
R implying the size of the particles is important - unlike gravity driven flow.
Alternatively I could have assumed that particles discharged with a constant velocity which
would lead to scaling vexit ∝ vf .
In this section, I will discuss thoughts on how one could more rigorously model vexit to
account for both constant acceleration regimes, and constant velocity regimes. Following the
model for vexit is a discussion on how to formulate φexit through some simple approximations,
but ultimately I will use a plug flow type model for the small restrictions used.
4.2.1 Estimates of vexit in Fluid-Driven Flow
In this work direct measurements of vexit and φexit (separately) are difficult, and since
the two always appear as a product, I cannot deconvolute their relative impacts. Ultimately
I am forced to assume the forms of vexit and φexit minding some physical constraints: φexit
should be close to 0.585, and vexit should have limiting values of constant acceleration and
constant velocity.
I start by assuming FFA theory holds under fluid-driven flow, and postulate that particles,
rather than falling freely, are dragged freely by the passing fluid. A particle, being dragged








p (βvf − vp)2/2 (4.7)
where ap is the particle acceleration, vp is the particle velocity, x is the direction of fluid flow,
CD is the drag coefficient, vf is the bulk fluid velocity, and βvf is the local fluid velocity (i.e.,
β = d2pipe/d
2
o for fluid moving through the orifice). Solving this equation with the boundary










This naturally leads to the dimensionless relationship between vexit/βvf and 3CDL/2dp
















































Figure 4.1: A model for the expected exit velocity for particles under flow, assuming they
need to move a distance L, dragged by fluid.
Figure 4.1 demonstrates two limiting cases: (1) as L/dp → 0, vexit ∝∼
√
3CDLβv2f/2dp ∼√
apL, corresponding to a constant acceleration (c.f., gravity flow), and (2) as L/dp → ∞,
vexit ∼ βvf , corresponding to a constant velocity (c.f., conveyor belt flow). Assuming that
L = O(do), and CD ≈ 0.47 (the drag coefficient for isolated spheres), then the experimental
conditions presented here are expected to fall in the shaded region of Figure 4.1.
Looking back to the work of Janda et al., strong evidence suggests that the FFA has










where h(r) is the height of the arch at distance r from the center of the opening. Assuming
that each particle is dragged a distance h(r), into a velocity profile by assuming h(r) = L in
Equation 4.8. This velocity profile can feed into Equation 4.4 for estimating discharge rate
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under fluid-driven flow.
4.2.2 Estimates of φexit in Fluid-Driven Flow
Estimating the discharging particle volume fraction is difficult because there are no direct
measurements of it in 3D flow, and any assumptions made about the form of φexit cannot be
validated independently of the assumed vexit function. Further, the mechanism that causes
changes in φexit(r) is unclear. Recent measurements in 2D are strictly empirical, but for small
openings the scaling is crucial, because φexit as do → dp is known to decrease [33, 44]. Several
“viscosity” models exist to describe granular flow [72, 73], including ones for particles in a
viscous continuum [71]; however, writing the discharge rates as a viscous continuum requires
a driving force (such as pressure [74]) but it has already been established that the discharge
rate is independent of the overbearing pressure [40].
Here I attempt to build a picture consistent with what has been directly measured in
gravity driven flow by Janda et al.[44]. The model should be independent of the driving
force (pressure / density), so here I build a strictly probabilistic model of how likely one is
to observe a particle at r. Starting with a random arrangement of monodisperse particles
defined by their centers of mass: ({~x1, ~x2, ~x3...}), there exists anindicator function:
θ(~x) =

1, ‖~x− ~xi‖2 ≤ dp for some i
0, otherwise
(4.10)
where ~x is any coordinate in V , the volume of the particle packing. From this function we






θ(~x)dV = E[θ(V )] = Pr[θ(~x) = 1]. (4.11)
Next is the normalized correlation function:
C(δ~x) =




Because θ(r) is an indicator function,several identities emerge:
〈θ(~x)2〉 = φ (4.13a)
〈θ(~x)〉 = φ (4.13b)
〈θ(~y)θ(~x)〉 = Pr[θ(~y) = 1 ∩ θ(~x) = 1] (4.13c)
Substituting these into Equation 4.12 the correlation function can be written as a prob-
ability statement:
C(δ~x) =
Pr[θ(~x+ δ~x) = 1 ∩ θ(~x) = 1]− φ2
φ(1− φ)
(4.14)
Replacing the “and” with a conditional probability, this can be even further simplified
to say:
Pr[θ(~x) = 1|θ(~x+ δ~x) = 1] = (1− φ)C(δ~x) + φ (4.15)
Next, following the identity Pr[A|B] = 1 − Pr[¬A|B] and Bayes’ identity, the above
probability is conditioned on θ(~x) = 0:
Pr[θ(~x+ δ~x) = 1|θ(~x) = 0] = φ (1− C(δ~x)) (4.16)
In words, Equation 4.16 represents the probability that some point in space will be
occupied, given some nearby point is unoccupied. The simplest model to estimate the volume
fraction during particle discharge is to model the particle concentration assuming (in 2D)
two stagnant points (at the lip of the orifice) with θ(~x) ≡ 0. Figure 4.2 shows the stagnant
points, and how they relate them to an intermediate point, ~x+ δ~x, in the restriction.
For this simple model I define the concentration profile to follow:
φ(~x+ δ~x) = Pr[θ(~x+ δ~x) = 1|θ(~x) = 0 ∩ θ(~x+ ∆~x) = 0] (4.17)
Notice that ~x and ~x+ ∆~x still represent arbitrary points in a packing. No geometry has
been invoked on the system, and - at this point - the concentration profile at the exit is would
be represented by the concentration profile along any line bound between two unoccupied
spots at a fixed distance ∆~x from one another.
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x → 
x + δx → → 
x + Δx → → 
Figure 4.2: Visual representation of a discharging 2D opening where two points, ~x and ~x+∆~x
will have 〈θ〉 = 0. These two points serve as the boundaries on the intermediate point ~x+δ~x.
Assume that ∆~x is far enough that θ(~x) and θ(~x+ ∆~x) are uncorrelated (independent),
then Equation 4.17 simplifies to:
φ(~x+ δ~x) ≈ Pr[θ(~x+ δ~x) = 1|θ(~x) = 0]Pr[θ(~x+ δ~x) = 1|θ(~x+ ∆~x) = 0]
φ
(4.18)
Substituting in Equation 4.16 gives the simplification:
φ(~x+ δ~x) ≈ φ(1− C(δ~x))(1− C(∆~x− δ~x)) (4.19)
The final assumption that I make is on the form of C(~z). Going back to its original
definition (Equation 4.12), it is a simple two-point correlation function, so I assume an
exponential decay such that C(~z) ∼ e−~z/ξ, where ξ is the packing correlation length. This
may not be appropriate in dense packings, but it is a necessary simplification. This form of
C(~z) gives the final relationship:
φ(~x+ δ~x) ≈ φ(1− e−δ~x/ξ)(1− e−(∆~x−δ~x)/ξ) (4.20)
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In this framework, I have defined ∆~x to be the length of the opening, and the coordinate
used by Janda et al. [44] is r/R ∈ [−1, 1], where R is the radius of the opening, and r
is the distance from the opening center-line. Transforming the coordinates used here is
simply r/R = 2δ~x/∆~x− 1, recasting the equation with this coordinate (and after significant
















where the leading φ is the “bulk” volume fraction, which would be observed looking “far”
from the actual restriction. At this point ξ, and φ, are the only fitting parameter, so we
can compare the predicted volume fraction along the centerline (r = 0) to experimental
measurements. The published volume fraction at the centerline is φ(r = 0) = φJ(1 −
α1e
−R/α2), with α1=0.5, and α2 = 3.3dp. Compared to my model: φ(r = 0) = φ(1 −
2e−R/2ξ − e−R/ξ). The two can never be matched exactly, but clearly one should assume
φ = φJ to match the asymptotic behavior. The main shortcoming of the model proposed
here is that at R = O(dp), the two ends of the restriction are extremely correlated, and my
assumptions break down (especially the assumption leading to Equation 4.18.) Nevertheless
I will estimate ξ ≈ dp.
Results of my model compared with the empirical model of Janda et al. [44], and a
simple plug flow model are shown in Figure 4.3, where Janda et al. use:







where ν = 0.22 is a fitted parameter.
The approximation of Equation 4.21 is surprisingly accurate for how simple the model
is. Qualitatively the particle discharge concentration profile was captured by modeling it as
particles between two excluded points representing the edge of the restriction plate. Unfor-
tunately, extending this model to 3D is no simple task since 2D involves particle exclusion
at 2 points, but 3D requires particle exclusion along an entire line - which is infinitely many
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(a) Model comparisons for an opening, do/dp = 10

















(b) Model comparisons for an opening, do/dp = 4
Figure 4.3: A comparison of three 2D exit concentration models. Janda’s model is an
empirical fit to experimental data, my model is derived from a probabilistic approach, and
the plug flow model assumes particles cannot come within dp/2 of the edge, but matches the
centerline value of Janda et al..
points. Thus, rather than a rigorous model, I will implement the plug flow type model of
the particle concentration. Noticing that the work of Janda et al in Figure 4.3 is more or
less plug-like, I assume that in 3D the profile is flat, defined by the concentration at the
centerline.
As a closing comment on this portion, I should point out that Equation 4.22 can be
rewritten as:











Putting this back into the notation of δ~x and ∆~x, this equation becomes









So, by some approximation, reflecting on how this version compares to Equation 4.19, if
the relationship 1 − C(~y) ≈ (~y/∆~x)ν holds, then the two approach equivalence, barring a
correction to the leading term, φ(r = 0), where the particle size will essentially play a role.
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In summary, there is some agreement with the theory outlined in this section and experi-
mental data, but deeper connections need to be established. Instead, I remark that φ(r = 0)
used by Janda et al. is a simple exponential decay from single-file particle discharge (at
do = dp) to a maximum mobile packing at do  dp. The analog for 3D systems would define
the center-line concentration function as:






where φJ = 0.585 the 3D jamming point [71], and ξ = 2.5 - a typical particle-particle velocity
correlation length (in particle diameters) [58, 75–77]. This is put into a plug flow model for










where H(·) is the Heaviside step function.
4.3 Results
Estimates for vexit and φexit give an estimate for Ṅ ; however, direct measurements of
Ṅ can only be done by manually counting the particles resulting in small data sets and
low accuracy. To improve the accuracy of the measurements I use a light gate to measure
the particle volume fraction downstream of the restriction. Performing a particle balance






Reflecting on Equation 4.5, in applying the plug-flow type for the discharge volume
fraction, a good approximation for the particle discharge rate is:
Ṅ ≈ 3φCvexit|L=do(R− 1)2/2dp (4.28)
This approximation follows the fact that φexit is constant over the area, and vexit only
significantly deviates from the centerline near the edges of the orifice (where φexit=0). Since
all particles downstream of the restriction must have passed through the restriction, equating
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where β = d2pipe/d
2
o. Equation 4.29 is actually more convenient to calculate than Ṅ since the
quantity vexit/βvf is the dimensionless quantity that arrose in Equation 4.8, whereas Ṅ will
need to consider the fluid velocity. The left hand side of Equation 4.29 is measured with a
light gate; however, light gates after the restriction will bias φk towards 0 from the system
jamming (since the measurements of φ are probabilistic).
To correct the bias on φk, one must only consider measurements where the system has
not jammed. As outlined in Section 2.2.2, normally the average signal of gate i is measured
as 〈ki〉(t) = Pr[ki = 1], but here I am only interested in situations in which the system
has not jammed. Formally this modified average is 〈ki〉′ = Pr[ki = 1|¬jammed], and using
Bayes’ identity this is:
Pr[ki = 1|¬jammed] = Pr[¬jammed|ki = 1] Pr[ki = 1]/Pr[¬jammed] (4.30)
In Section 2.2.1 it was shown that Pr[¬jammed] = Pr[∆P ≤ ∆Pjam]. Using this fact the
corrected signal can be rewritten in relation to the measured signal:
〈ki〉′ =
Pr[∆P ≤ ∆Pjam|ki = 1]
Pr[∆P ≤ ∆Pjam]
〈ki〉. (4.31)
The correction, Pr[∆P ≤ ∆Pjam|k = 1]/Pr[∆P ≤ ∆Pjam], is a ratio of the probability
the system has not jammed given the downstream light gate has a signal of 1 (i.e., LOS), to
the probability the system has not jammed across all experiments. If φk is biased towards
0, then the gates are more likely to have a clear LOS, and thus 〈ki〉 is biased towards 1.
Similarly, given the light gate has a signal of 1 (as in the numerator of the correction), it is
more likely that the system has jammed, than in the unconditioned case. Thus the correction
is expected to be less than 1, and 〈ki〉′ ≤ 〈ki〉, consistent with the expectations of φ.
Further, according to Equation 4.29, the downstream volume fraction is only a function of
vexit/βvf , and φexit, which (outlined in Sections 4.2.1 and 4.2.2 respectively) are independent
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of fluid velocity. Figure 4.4 shows the correction in Equation 4.31 applied to two identical
systems at differing only in fluid velocities.























































Figure 4.4: The corrected light gate signals for 1/2” particles through a 3/2” opening. The
correction (prefactor to 〈k〉 in Equation 4.31) is shown on the inset.
The abscissa in Figure 4.4 is the dimensionless time τ = tvf/dp. This choice is formally
explained in section 5.3, but for now is just done to bring the two measurements to the same
order of magnitude. In Figure 4.4, after τ ≈ 375 the values of 〈k〉′ have plateaued indicating
the onset of particle backlogging, where the discharge rate is domiated by flow at the FFA.
The model outlined for φk is only a function ofR, since both φexit and vexit/βvf are written
uniquely in terms of R. Numerically calculating φk (herein referred to as φmax) as a function
of R in backlogged flow establishes the limits of where a system can operate without particle
accumulation. If φi > φmax upstream of the restriction particles will accumulate behind the
restriction, and if φ ≤ φmax particles will flow through unhindered (but may still jam as will
be discussed in Section 5.4).
Figure 4.5 shows a comparison of the full model, Equation 4.29, to experimental mea-
surements. The main adjustable parameter is CD from Equation 4.8. The model for φC
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(Equation 4.25) also has fitted parameters φJ , and ξ, but both of these were fixed to physi-
cally meaningful values. The value of CD used in Figure 4.5 is 0.47 (the drag coefficient on
an isolated sphere). The “upper bound” line in Figure 4.5 represents CD → ∞, which is
equivalent to vexit = βvf (i.e. constant velocity line in Figure 4.1).



























Figure 4.5: Comparison of the backlogging volume fraction theory in Equation 4.29 to ex-
perimental measurements as in Figure 4.4. The “Full Model” assumes CD ≈ 0.47 (Figure
Figure 4.1) and the “Upper Bound” represents CD →∞.
The uncertainty in Figure 4.5 comes from calibration of the light gates which are accu-
rate at φ ≈ 0, but become increasingly sensitive to the light gate diameter at higher and
higher volume fractions. In Figure 4.5, clearly the fit with CD → ∞ is much better than a
realistic value of CD. This could be from particle-particle interactions (bumping and sliding)
that enhance the apparent drag which assumed 0 interparticle interactions. Additionally, if
dp = O(do), it is quite hard to imagine the particles squeezing through the opening without
matching the fluid velocity since they will exclude much of the cross-sectional area and be
subjected to a higher fluid-drag.
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At the end of the day, much of the original models for φ(r) and v(r) are eliminated or
simplified and the ultimate model follows:
φbacklog ≈ φC(1−R−1)2 (4.32)
where φC is calculated from Equation 4.25. Converting this back to a discharge rate, Ṅout,max
becomes:
Ṅout,max ≈ 3φCβvf (R− 1)2/2dp (4.33)




o, vf is the fluid velocity, R = do/dp.
4.4 Conclusions
I have modeled and measured the discharge rate of monodisperse spherical particles under
fluid-driven flow. I estimated the velocity with which they exit as a simple drag model, which
captures both constant-velocity discharge (at R → ∞) and constant acceleration discharge
(at R→ 1). Being equipped with measurements of the maximum dowsntream concentration
can guarantee when the system is flowing in a dilute flow, as well as provide estimates
for the size of the backlog based on the history of the system. In other words, tracking
the upstream concentration as it enters the grey region of Figure 4.5 gives an estimate
for how many particles have accumulated upstream of the restrition, since the downstream
concentration is throttled by the solid line in Figure 4.5.
For the discharge volume fraction I used a plug flow model. The full model developed
in this section assumed that particles could move more slowly than the fluid. If this is the
case, particles attempting to discharge would obstruct some portion of the orifice, increasing
the fluid velocity and ultimately enhancing the apparent drag on the particles. In the
“upper limit” of the model (Figure 4.5), the particles have exit velocity matching the fluid
velocity superficial fluid velocity, which appears to match our results well. This suggests
some weakness in the drag model, since it was expected that the fluid velocity would have
some effect, as in Figure 4.1.
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In systems without an orifice (such as the restrictions in Chapter 3 – see Figure 2.2) the
drag model may be more realistic, but nevertheless, φexit(r) and vexit(r) (Equation 4.5) have




In Chapter 3 I discuss a model to describe the per-particle jamming probability at long
times, characterized by NT , the point at which a “deep” backlog has formed. In Chapter 4 I
show how to estimate when a backlog forms, to know when the long-time model, ln(1−p) ∝
R22 − 1, is valid.
The biggest problem with the model in Chapter 3 was the lack of understanding at
early times. The model for the instantaneous jamming probabiliy, 1− p, is only valid after
a large number of particles have discharged which meant discarding upwards of 30% of
the measurements (where a jam occurred before NT ). These measurements were discarded
because the Flume did not have enough instrumentation to fully characterize the system
early in the experiments. The jamming loop is a more powerful apparatus capable of making
measurements to characterize the volume fraction, fluid velocity, and at much higher accuracy
(from the automation).
This chapter discusses measurements surrounding some of the time dependant phenomena
observed during particle jamming. Mainly:
• Effect of fluid velocity
• Jamming probability in dilute systems
5.1 Generalized Time-to-Jam Probability Distribution
In Section 2.2.1, the jamming loop was shown to be able to measure the time-to-jam.
To obtain meaningful statistics from the measurements, it is important to formulate the
expected probability distribution. In general, the derivation begins the same as the per-
particle jamming probability, i.e., there is a series of n non-jamming events followed by one
final jam, except here it is a series of discrete time intervals.
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Suppose t seconds elapse before a jam occurs. Then t is divided into n even intervals of
time, each of duration ∆t, and during each of those intervals, a jam was not observed. Next,
it is assumed that during the ith interval of time, the probability of a jam occurring takes
the form: 1 − h∆ti , and the probability of not jamming during an interval is then h∆ti . If
∆t is sufficiently small, then one can assume the jamming probability is homogeneous over







the corresponding probability of not jamming during two intervals of time ∆t/2 (i.e., the
probability of not jamming is preserved under refinement of time into 2n intervals.) This
property can be understood with a short decision tree shown in Figure 5.1. The probability
of following the red path must be identical in both trees. In the left tree of Figure 5.1,
it appears that 1 decision is made: with probability h∆ti , whereas the right tree needs 2
decisions, both with probability h
∆t/2











1–hiΔt/2 Jam at t+Δt/2 
1–hiΔt/2 
Jam at t+Δt 
hiΔt/2 
hiΔt/2 
Jam after t+Δt 
t+Δt 
1–hiΔt 
Jam at t+Δt 
hiΔt 
Jam after t+Δt 







Figure 5.1: Two decision trees for when the system may jam. Under refinement of time, the
red paths are equivalent outcomes, and thus need to occur with the same probability.









where pjam(t) is the exact probabilty density function (PDF). As ∆t→ 0 one can make the
following approximations: ∫ (n+1)∆t
n∆t
p(t)dt ≈ p(t)∆t+O(∆t2) (5.2)
h∆tn+1 ≈ 1 + ln(hn+1)∆t+O(∆t2) (5.3)
In both of the approximations, truncate the higher order terms are truncated. Substi-
tuting these into Equation 5.1, and converting the product into an exponential sum, gives:







I then define the jamming rate r(tj) = − ln(hj) with tj = j∆t. Notice that the sum in
Equation 5.4 approaches a Riemann integral. Taking the limit as ∆t→ dt gives the working
PDF:








Equation 5.5 is a generic PDF that can describe the elapsed time before any random
event occurs. This distribution is described by a continuous function, r(t), and therefore
requires an infinite amount of data for complete fitting, and further assumptions will need
to be made.
The PDF in Equation 5.5 is inconvenient to work with, because the unknown function
r(t) appears both as a coefficient, and as an exponentiated integral. The survival probability,
S(t), also known as the complimentary cumulative distribution function, is the probability






Combining Equations 5.5 and 5.6 estimates r(t)dt = pjam(t)dt/S(t). The experiments
outlined in this chapter estimate the jamming PDF, pjam(t), and jamming rate r(t) as a
function of other variables, such as particle size, opening size, fluid velocity, and particle
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concentration.
As a closing remark on the PDF outlined in this section, in the special case of r(t) = λ,
where λ is a constant, Equation 5.5 will reduce to a standard exponential distribution, which
is the continuous analog of the geometric distribution described in Chapter 3. Similar to
Equation 3.6 one could define the post-backlogged jamming probability density as:
pjam(t|t ≥ tT )dt = λe−λ(t−tT )dt (5.7)
where λ is the steady-state jamming rate, and tT satisfies NT =
∫ tT
0
〈Ṅ〉dt where 〈Ṅ〉 is the
average discharge rate at time t. Provided λ is constant, one can relate λ to 1 − p (the
per-particle jamming probability) as follows:
pjam(n) = (1− p)pn (5.8a)
pjam(t) = λe
−λt (5.8b)
From the chain rule, ∂ ln pjam/∂t = (∂n/∂t)∂ ln pjam/∂n. Taking the derivatives of the
above equations this relationship becomes:







= Ṅout ln(p) (5.9)
Thus, the steady-state jamming rate, λ, can be easily predicted with the particle discharge
rate and the per-particle jamming probability, which have both been modeled in Chapters 3
and 4, respectively. Because this relationship is trivial, I make no additional effort to model
λ in the jamming loop.
5.2 Light-Gate Jamming Measurements
Section 4.3 shows the use of light gates to determine the particle discharge rates. In this
section I will briefly outline how the light gates can be used to measure the steady state
jamming rate. The purpose of this section is not to use the light gates as a quantitative tool,
rather to validate that, once a backlog forms, the system does indeed attain a steady-state
jamming rate similar to what is observed in the flume.
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The light gates have been used primarily to measure the particle concentration, but there
is an obvious correlation between the particle concentration downstream of the restriction,
and the jamming probability. First, I define the event “J(t′)” to imply the system jammed at
time t ≤ t′ (i.e., S(t) = Pr[¬J(t)]). Next consider the event where light gate i (downstream
of the restriction) is blocked at time t. From total probability, this event may be conditioned
on J(t′) and ¬J(t′), with t 6= t′.
Pr[ki(t) = 0] = Pr[ki(t) = 0|J(t′)]Pr[J(t′)] + Pr[ki(t) = 0|¬J(t′)] Pr[¬J(t′)] (5.10)
where ki is the signal received from light gate i. Now consider the term: Pr[ki(t) = 0|J(t′)].
This is the probability that something blocks light gate i at time t, given the system is
jammed by time t′. Choosing t  t′, then it can be assumed that the system jammed a
“long” time ago, and therefore no particles are present to block the light gate, and therefore
Pr[ki(t) = 0|J(t′)] = 0. Making this substitution in Equation 5.10, and substituting the
definition of 〈ki〉(t) and S(t′) gives:
1− 〈ki〉(t) = Pr[ki(t) = 0|¬J(t′)]S(t′) (5.11)
Once particle backlogging occurs, Pr[ki(t) = 1|¬J(t′)] = C1 is constant, since the down-
stream concentration is choked by the maximum particle flowrate through the restriction.††
Using the fact that this is constant one can equivalently write:
1− 〈ki〉(t) = (1− C1)S(t′) (5.12)
Equation 5.7 states that if t′ ≥ tT , then ln(S(t′)) = −λt′+C2, where λ is the steady-state
jamming rate, and C2 is a correction for the transient jamming probability before tT . Taking
a logarithm gives the linear relationship:
ln (1− 〈ki〉(t)) = ln(1− C1) + C2 − λt′ = b− λt (5.13)
††This property is was was used in Section 4.3 to measure particle discharge rates. In fact, this statement is
exactly Equation 4.30.
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where b is a constant related to the maximum particle discharge rate, and the transient
jamming probability during particle buildup. From this analysis, for t  tT , a plot of
ln(1− 〈ki〉(t)) against time should be linear. Figure 5.2 demonstrates this result.









Figure 5.2: Log-linear plot of 1 − 〈k3〉 for 5/8” particles through a 5/4” restriction. The
linearity approached at “long” times supports the theory derived in Equation 5.13.
A more precise analysis could perhaps extract transient information from the light gate
signal, but as it stands, b in Equation 5.13 is convoluted by two unknown transients: the
transient jamming rate, and the transient (pre-backlog) particle discharge rates. Instead, we
treat this relationship as a limiting law for long times as a benchmark other measurements
of jamming.
5.3 Fluid Velocity Effects
Chapter 3 relies on the fact that the number of particles that discharge prior to jamming
is only a function of R = do/dp. However, up to this point the jamming loop has only
measured the time-to-jam. The time-to-jam is easily related to the particles-to-jam (Section
3.1) by considering the probability of jamming at time t is equivilent to the probability of
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jamming after N particles have discharged at a rate of Ṅ = N/t. Considering the jamming
probability after NT particles have discharged (see discussion of Equation 3.5 for definition
of NT ), then one would estimate −λ/Ṅ ≈ ln(p), where p is the instantaneous probability
that flow will continue. Since p has been shown to be independent of particle density, ρ [16],
and only a weak funciton of partile friction, µ [26], a reasonable estimate is that p is not a
strong function of the fluid velocity, vf .
If only vf is changed (i.e., do, dp, φ, ... are kept constant), then p is constant, and it follows
that λ/Ṅ is constant. Following Equation 4.33, Ṅ ∝ d−1p vf , so I define σ = r(t)dp/vf as the
dimensionless jamming rate (see Equation 5.6 for jamming rate definition).
With constant do, and dp, p is constant, and thus σ ∝ λ/Ṅ = − ln(p) is also con-
stant. Naturally following this I define the dimensionless time τ = tvf/dp to satisfy σ(τ) =
∂ ln(S)/∂τ : the dimensionless form of Equation 5.6. Several measurements were made only
varying vf , and Figure 5.3 shows values of θ(τ) = pjam(τ)dp/vf , the dimensionless jamming
probability density.
Indeed, the results presented in Figure 5.3 show excellent agreement between the exper-
imental data and the dimensional analysis. An unexpected result, however, is that the data
collapse for all values of t. The relationship started with λ = −Ṅ ln(p), but p is poorly
defined at t ≤ tT (i.e., before backloging occurs: consult Section 3.3.1 for details) because
a stream of particles with dynamic concentration has a dynamic value of p. This suggests
that, even with dilute particles, values of σ are indepdenant of the fluid velocity.
5.4 Dilute Jamming
All of the data presented thus far have relied on flooding a restriction with enough par-
ticles that the system forms a backlog prior to jamming. This has generally been the goal
because backlogged granular material offers several simplifying properties: a well defined
flow rate [32–35] and volume fraction, constant orifice pressure (from the Jannsen effect)
[36–39], etc. There are times where a backlog of particles may be desirable, however if a
system is designed specifically to avoid jamming, the first step in the design should be to
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(a) Dimensional dp = 5/8”
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(b) Dimensionless dp = 5/8”





























(c) Dimensional dp = 1/2”





























(d) Dimensionless dp = 1/2”
Figure 5.3: A collapse of the jamming PDFs for a 5/4” restriction. Using the dimensionless
time τ = tvpd
−1
p can collapse measurements of 1/2” and 5/8” particles.
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avoid backlogging when possible. As seen in Figure 5.3 for example, there is some proba-
bility of jamming early on in the experiment (210 ≤ τ ≤ 240 in Figure 5.3(b)) where the
system is not following a geometric distribution (i.e., it is not yet backlogged). Since the
jamming probability is non-zero even for non-backlogged systems this implies that avoiding
backlogging is not always sufficient to avoid jamming.
Section 2.2 gives a thorough explanation of the general operation of the system, but, for





























Figure 5.4: Reduced system schematic to highlight how particle dilution is achieved in the
system.
Looking at Figure 5.4, all particles begin in the collection basket, and two globe valves
control the water flow rates through lines W1, and W2. If W1 is shut off, and all of the
water flows through W2, then no particles will be pushed towards the orifice, simply because
no water passes by the particles to entrain them. On the other hand, if W2 is completely
shut off, the particle concentration will be high since all of the water that goes through the
orifice will be passing through the particles in the collection basket.
Though I am able to change the concentration of particles, I have very little control over
the actual value of the concentration. Part of this is from the complex flow profile of the
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fluid, the concentration profiles are quite complicated (the shape in Figure 5.5(b) is quite
typical). As discussed in Chapter 2, the concentration is a statistic, only measurable after
many experiments have been performed. Attempts to control the particle concentration
would take several weeks, so rather than trying to achieve target concentrations, the relative
flow rates of W1 and W2 are set (somewhat arbitrarily) and the data are processed with the
concentration profile as a dependent variable.
In the previously mentioned use of the light gates (Sections 5.2 and 4.3) I only used values
that the light gates asymptotically approache, since both discharge rates and steady-state
jamming rates are values that are only reached after long times, but in this portion I am
interested in the instantaneous volume fraction at the restriction as it varies in time. Given
that all of the light gates are located away from the restriction means the concentration
must be extrapolated for the measurements here. To perform this extrapolation, I noticed
that values of 〈ki〉(t), for i = {0, 1, 2} (the upstream gates) appear to be simply shifted in
time, such that φ(x, t) = φi(t− (x− xi)/vp), where φ(x, t) is the concentration at position x
along the pipe and time t, and φi(w) is the measured concentration at light gate i, located
at position xi, at time w, and vp is the bulk particle velocity. Values of vp were initially fit




∣∣∣∣〈k2〉(ti)− 〈k1〉(ti − (x2 − x1)vp
)∣∣∣∣+ ∣∣∣∣〈k1〉(ti)− 〈k0〉(ti − (x1 − x0)vp
)∣∣∣∣ (5.14)
where ti is the binned time. Both φi and 〈ki〉 can be used in defining fobj, but using the raw
signal requires less processing. As seen in Figure 5.5(a), fobj has a well defined minimum for
vp, and Figure 5.5(b) shows that this vp does indeed appear to collapse all of the light gate
signals.
The value of vp was defined only using the measured motion of the particles, however
one might expect that vp = vf . As seen in Figure 5.5(a), vf is very close to the objective
function minimum. Since the calibration of vf is quite accurate, I assume that vp = vf for
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 = 0.161 m/s
(a) Equation 5.14 objective function.




















(b) Time-shifted light gate signals.
Figure 5.5: The particle velocity is estimated by minimizing the difference between the three
upstream light gate signals. The minimization is from Equation 5.14, and ∆x is taken to be
the distance from gate i to gate 0.
the φ extrapolation. Combining this, I define the restriction volume fraction, φR, as:
φR(t) = φ2
(




where xR is the position of the restriction along the pipe. I only use the signal of x2 because
it is the closest to the restriction with xR − x2=16”. It is expected that the true volume
fraction at the restriction may differ somewhat from how φR is defined in Equation 5.15, but
I assume that φR at least an indicator of the true volume fraction.
If an experiment has a restriction concentration, φR lower than the backlogging concen-
tration φB (Figure 4.5), one would expect the system to be completely memoryless since any
particles that come to the restriction are removed and thus unable to affect future events.






where σ is the dimensionless jamming rate, and τ = tvfd
−1
p is the dimensionless time. If
the system is memoryless, then σ has no history associated with it, and it follows that
σ(τ) = σ(φR(τ)) provided φR is low enough to avoid backlogging. If φR is not low enough to
avoid backlogging, there will be a history associated with σ, and the length of the backlog
Lb, will need to be considered, but at this point I will only consider systems during times τ





















where ∆τ is chosen to be the interval spacing, determined by the number of measurements
that have been made. As ∆τ → 0, σ̄(τi) → ∂ ln(S)/∂τ , and differentiating Equation 5.16,
clearly σ̄(τi)→ σ(τi). Applying Equation 5.18 estimates the instantaneous jamming rate as
a function of time, a sample is shown in Figure 5.6.
Also knowing a value for φR(τ), one would expect σ(τ) as a function of φR(τ) to be
indepdenent of the history of the system (before backlogging occurs). Several measurements
of the medium particles were made with varying dilutions and velocities. Figure 5.7 shows
these plots and the corresponding histories φR(τ) shown in the systems.
The data presented in Figure 5.7 are difficult to accurately estimate because jamming in
dilute cases is relatively rare, and the dilute portion can account for less than 10% of the
jams. As a result, a large number of experiments must be performed, and the data presented
in Figure 5.7 took over 1 month to procure. Alternatively, I could assume that σ is indeed
only a function of φ, and devote all of the experimental time to acquiring one path at a high
resolution (rather than 3+ paths at low resolution). Two such paths were measured for the
large and small particles to compare to the medium particles to see if trends emerge, shown
in Figure 5.8.
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Figure 5.6: Estimation of the instantaneous jamming rate for 5/8” particles through a 5/4”
restriction. For reference, this is the calculation for the survival function plotted in Fig-
ure 2.13, with vf = 0.161 m/s.
I do see that σ(φ) seems to decrease with increasing R (i.e., larger openings are more
difficult to jam), but no obvious functional form emerges for the dependance on φ. Notice
that the ordinate of Figure 5.8 is σ/β(R−1)2. The original definition of σ was motivated by
a ratio of jamming rate, r(t), and discharge rate, Ṅ(t). For a fixed opening size, this ratio is





and R = do/dp need to be considered.
5.5 Conclusions
In this section I started with the fact that Ṅ ∝ vfd−1p to develop the dimensionless
time τ = tvfd
−1
p , where Ṅ is the particle discharge rate, vf is the fluid velocity, and dp is
the particle diameter. I saw that with this dimensionless time the jamming probability is
independent of the fluid velocity suggesting that jamming occurs with characteristic time
dpv
−1
f . Though this result was expected once the particles achieve steady-state flow I did
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(a) 5/8” particles through 1” opening










(b) 5/8” particles through 1” opening














(c) 5/8” particles through 75/64” opening










(d) 5/8” particles through 75/64” opening
Figure 5.7: Calculations of the dimensionless jamming rate, σ, across several different φ
traces. In both cases, σ appears to approximately collapse for all of the measurements,
though the data are of a low resolution.
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 = 1/2" - R=1.5
d
p
 = 3/4" - R=1.83
d
p
 = 5/8" - R=1.875
Figure 5.8: Estimation of the instantaneous jamming rate three particle sizes. Clearly as R
increases, σ decreases, but no obvious trend emerges.
not expect this to hold true at early times.
Knowing that, even in dilute flow, the jamming probabilities all collapse under the dimen-
sionless time, τ , it was suspected that the dilute jamming probability to only be a function
of the particle volume fraction, φ, and opening to particle diameter ratio, R. With this
in mind I calculated the instantaneous jamming probability, σ, in dilute flow and saw that
indeed writing σ(φ) collapses several measurements with unique concentration profiles.
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CHAPTER 6
SIMULATING JAMMING IN GRAVITY-DRIVEN FLOW
Chapters 3 and 5 use memoryless distributions to model particle jamming. This suggests
the correlation time of a jamming event is much shorter than the typical flow time of the
material [18]. In Chapter 3 I show a derivation for the per-particle jamming probability that
suggests the jamming correlation length is smaller than the opening size, so each particle is
treated as independent. A short correlation length has been suggested elsewhere [14], and
indicates a level of spatial independence which could have implications to different restriction
shapes.
This chapter expands on the spatial independence using discrete element method (DEM)
simulations. DEM simulations are a powerful complement to experimental measurements.
Simulations can serve as a means of screening an experimental matrix, or a way to carry out
studies that cannot be performed experimentally.
Simulations themselves take significantly longer than an experimental equivalent, but in a
simulation the exact position and velocity of every particle are known, which allows a much
more in-depth analysis of the system. Some conceptual models exist to try and enhance
performance [58, 78], but these models are more mechanistic insight than predictive tools.
In jamming hundreds of measurements are often needed for accurate statistical analysis,
and simulations may seem counterproductive (taking longer than experiments to perform),
but with increases in computing power, simulations have recently gained momentum in
the jamming and granular discharge community [21, 24, 26, 27, 43, 45, 58, 78–83]. Modern












(kt~si,j − γt∆~vt,i,j) (6.2)
where ~Fn,i are ~Ft,i are the normal and tangential forces acting upon particle i. For full details
of all of the terms, refer to Appendix D. For gravity driven simulations, the characteristic
time, tc, is typically tc =
√
d/g, where d is the diameter of the particles, and g is the
acceleration due to gravity. All of the parameters used in the simulation are written in
terms of tc and m, the mass of a single particle, shown in Table 6.1. Nearly identical
parameters have been used previously to replicate discharging grains, so I find these suitable
for the measurements here [58].
Table 6.1: Simulation parameters used in DEM simulations
Parameter Symbol Value used
Normal force constant: kn 2× 105m/t2c
Tangential force constant: kt 2kn/7
Normal damping coefficient: γn 25/tc
Tangential damping coefficient: γt 25/tc
Integration time step: ∆t 10−4tc
Friction coefficient: µ 0.5
In all simulations, the particles are monodisperse with a diameter of dp = 2 cm, and
density ρ = 0.8 g/cm3.
6.1 Non-Circular Restriction Jamming Probabilities
In all experimental measurements, save for a small set shown in Figure 3.8, strictly cir-
cular restrictions have been used. Circular restrictions have several obvious advantages:
symmetry, ease of construction, and, by definition‡‡ they are the 3D analog to a simple 2D
opening. Despite these advantages, only using circular restrictions hinders the generality of
the models developed in this work. I would like to generalize the understanding of jamming
to more arbitrary restrictions; however, fabrication of different restriction shapes becomes
‡‡The definition being points that are equidistant points from a central point
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difficult, and experimental time becomes problematic when introducing many new restric-
tions (since only one experimental apparatus exists). To solve this, I turn to simulations as
a means of testing more generic restriction shapes. In simulations it is possible to precicely
control the system geometry, and many simulations can be run in parallel without interfering
with experimental progress.
6.1.1 Sub-Ensemble Jamming Probabilities and Theory Development
Any ensemble of N particles can be completely described by its coordinates: X̃ =
{~x1, ..., ~xN} and momenta: Ṽ = {~v1, ..., ~vN}. In general, however, only particular combi-
nations of position-momenta are attainable (e.g., the state with ~x1 = ~x2 is not possible,
since two particles cannot occupy the same space). I enumerate any attainable state as
S̃α = {X̃α, Ṽα} with α ∈ A, as the indexing set. I enumerate the states that would be con-
sidered jammed as S̃β with β ∈ B ⊆ A. Formally, the hypothesis assumed in section 3.3.2,
(as well as previously by To et al. [4]) estimates that the instantaneous jamming probability,
1 − p in Equation 3.6, is the density of B in A or: 1 − p = µ(B)/µ(A), where µ denotes
some measure of the sets.§§
Now consider two ensembles that are identical under a simple transformation (translation,
rotation, reflection). The states of the two ensembles are individually enumerated as S̃α1 ,
and S̃α2 , with α1 ∈ A1, and α2 ∈ A2 respectively. In a similar fashion, their jammed
configurations are enumerated by β1 ∈ B1 and β2 ∈ B2. Following the two ensembles at the
same time, then any state in the double ensemble can be enumerated as S̃α′ = {S̃α1 , S̃α2},
with α′ = {α1, α2} ∈ A1 × A2 = A′. The only assumption I make on defining a jam in
the double-ensemble, is that a jam in the double ensemble is only attainable with jams in
the two single ensembles, i.e., S̃β′ is jammed if and only if there exist β1 and β2 satisfying
β′ = {β1, β2} ∈ B1 ×B2 = B′
§§The notion of measure is used somewhat loosly here. If the states are countable, then µ(·) would be a
counting function. In fact, if one defines the measure such that µ(A) = 1, then µ simply becomes a
probability measure. Realistically, the main constraints I want are additivity: µ(A) = µ(B) + µ(A \B),
and a well defined product measure such that µ(C × D) = µ(C)µ(D), where × denotes the Cartesian
product [84].
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With all of these (overly rigorous) definitions, the instantaneous jamming probability of
the double ensemble, 1 − p, can be estimated in terms of the single ensemble probabilities,
1− p1/2 , through:











= (1− p1/2)2 (6.3)
It should be highlighted that in many cases, whether or not the two individual ensembles
are interacting at this point is inconsequential. I have already assumed that the ensembles are
exploring phase space ergodically, and thus the only consideration is the density of jammed
states, rather than the path of arrival. Whether or not the trajectories of the ensembles are
interdependent may change how phase space is explored, but that will not change how many
states are jammed.
Repeating this analysis on an n-tuple ensemble (rather than just double), one would
obtain 1− p = (1− p1/n)n. The only assumptions required for the n sub-ensembles are:
1. All n ensembles must be identical under translation, rotation, or reflection.
2. The full ensemble jams if and only if all sub ensembles are jammed.
Of course, there are potential applications for expanding to larger ensembles; however,
the real goal of this analysis is to decompose a well understood system into (virtual) partial
systems. Indeed, any system that exhibits symmetry (rotational, translational, etc.) can be
expressed in terms of n identical partial systems, each with instantaneous jamming probabil-
ity calculated by: 1− p1/n = (1− p)1/n. Visually, some examples of how this decomposition
would work are shown in Figure 6.1.
It is important to emphasize that the partial systems shown in Figure 6.1 are strictly theo-
retical ensembles. In other words, there is a very distinct difference between the quarter-circle
shown in Figure 6.1(a), and a quarter cylinder bound by walls. The most obvious difference
between the two is that the theoretical quarter-circle allows particles to pass through the
walls (the dotted lines in Figure 6.1(a)), whereas a true quarter-cylinder would not only
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= × 4 
(a) Split circular ensemble
= × 2 
(b) Split square ensemble
Figure 6.1: Sample ensembles with the left showing the entire system, and the right showing
sub-ensembles that can replicate the full system under reflections / rotations.
prevent particles from passing through the walls, it would completely exclude states where
particles overlap the walls. The difference is easily proved by recognizing that the attainable
set of states in the virtual ensemble in Figure 6.1(a), AV1/4 , is distinctly different from the
attainable states in the true quarter-cylinder, AT1/4 . This fact makes it difficult to validate
the theory outlined here in real systems but through simulations it is possible to probe
non-physical systems to try and validate these ideas.
6.2 Periodic Simulations
In many applications, particularly in simulations, if the system size is finite the effects
of particles near the boundary can be significant. If these effects would yield non-desirable
results, then researchers will frequently use periodic boundary conditions (PBC). Under
PBC, a system is treated as infinitely large by computing interactions at the system boundary
as if there were an identical system adjacent to the one being explicitly calculated. The
identical system is refered to as the periodic “image” and the coordinates in the image are
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simply a translation of the system. With the PBC, the system interacts with itself at the
boundary rather than a wall or a vacuum, and if a particle moves out of the box, it actually
enters in on the opposite side. Figure 6.2 gives a visualization of how periodic conditions are
handled.
Figure 6.2: Visualization of periodic boundary conditions. The opaque colors represent the
actual system being simulated, and the faded colors are the periodic images.
In Figure 6.2, any motion across the right wall (along the red arrow) is treated as simul-
taneously entering through the left wall. Similarly, the blue arrow represents the vertical
PBC. More exotic PBCs exist, but in this work I will only present translational conditions.
A simple way to probe the validity of Equation 6.3 is to use PBC. The requirements
leading to Equation 6.3 are that the two combined ensembles must be identical. If a particular
system can be simulated as periodic, then one can easily combine two images to make a
double ensemble that would reflect Equation 6.3. The easiest test of such a system would
be an “infinitely” long trough with an “infinitely” long slit on the bottom, which can easily
be simulated with a periodic box of length L. The system could be replicated, and a new
simulation performed with box length 2L, and another with box length 4L, etc. By this
hypothesis, all of these systems should have related jamming probabilities, because all of the
systems are concatenated ensembles, as shown in Figure 6.3 (where L is exaggeratedly small
for demonstration).
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× 4 = × 2 = 
L 2L 4L 
Figure 6.3: Visualization of replicating a periodic slit, into progressively larger ensembles,
similar to Figure 6.1.
From the theory outlined in Section 6.1.1, the instantaneous jamming probabilities of the
systems depicted in Figure 6.3 (from left to right) are (1 − p), (1 − p)2, and (1 − p)4. Of
course, even the left smallest system could be further divided, and one could define (1−p0) as
the intrinsic jamming probability such that (1− p) = (1− p0)L, and the prediction becomes
ln(1 − p) ∝ L, where L is the length of the trough. Figure 6.4 shows results for two such
systems, with a slit width of 1.25dp.
Larger systems, take longer to compute, from more particles, and longer simulated times
before jamming occurs. Thus, systems with L/dp > 6 could be computed, but I feel the re-
sults in Figure 6.4 were sufficient and focused computing resources elsewhere. Also note that
the particle-particle velocity-correlation length has been reported as O(2.5dp) [83, 85], which
may differ from the jamming-correlation length, but one might expect minimal artifacts of
the periodic conditions by the time L/dp ≥ 5.
6.3 Mixed Systems
The broader implication of this theory is the possibility that arbitrary complex restric-
tions can be deconstructed into a set of simpler pieces. Suppose I am interested in the
jamming behavior of a restriction such as the one shown below in Figure 6.5.
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(a) Periodic system results (b) Periodic system snapshot
Figure 6.4: A comparison of the simulation results to the theory outlined in 6.1.1 for an
infinite slit of width W = 1.25dp. The image shows a visualization of the PBC systems.
Blue spheres are explicitly calculated, and white spheres are periodic “images”. Thus, the
red spheres all experience identical conditions.
≈ 
Figure 6.5: Sample non-trivial restriction, with an approximate decomposition.
92
Following the notation from Section 6.1.1, circular system has attainable states AC, and
jammed states BC such that the instantaneous jamming probability of the circle satisfies
1 − pC = µ(BC)/µ(AC). The hypothesis described in Section 6.1.1 asserts that the virtual
quarter circle has attainable states and jammed states AC/4 and BC/4 respectively, such that
the virtual quarter circle has instantaneous jamming probability 1 − pC/4 = (1 − pC)1/4 =




, since any attainable state in AC defines
4 quarter-cylinder states which are members of AC/4 . Similarly, I define the same for square
pieces with S subscripts.
Now consider the restriction in Figure 6.5. From the decomposition, one could estimate
the ensemble is a construction of two quarter-circles, and two quarter-squares. I will define
the attainable states ACSCS, jammed states BCSCS, and instantaneous jamming probability
1− pCSCS. From here, I make the following fundamental assumptions :
ACSCS ≈ AC/4 ×AS/4 ×AC/4 ×AS/4 (6.4a)
BCSCS ≈ BC/4 ×BS/4 ×BC/4 ×BS/4 (6.4b)
What these assumptions ultimately state is that all of the states attainable in a virtual
ensembles still occur with the same frequency regardless of whether it is in contact with an
identical ensemble (where the theory is exact), or just a similar¶¶ ensemble.
From these assumptions, the jamming probability of Figure 6.5 can be easily approxi-
mated in terms of 1− pC/4 and 1− pS/4 by:
1− pCSCS ≈
µ(BC/4 ×BS/4 ×BC/4 ×BS/4)




What all of this could mean, is that only knowing 1− pC, and 1− pS from simulations of
the restrictions in Figure 6.1 (on the left), one could approximate jamming probabilities for
quite a few restrictions. Some examples are shown in figure Figure 6.6
¶¶Some geometric constraints should apply here for how the restrictions are combined (e.g., the radii of the
openings and silo must match up, the openings should be tangent at the connection point, etc.), though
the exactly quantification of how “similar” ensembles are has not been studied for the limits of this model.
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1–p = (1–pC/4)3(1–pC/4)1 
1–p = (1–pC/4)2(1–pC/4)2 
1–p = (1–pC/4)1(1–pC/4)3 
Figure 6.6: Simple examples of restrictions that can be constructed from circular and square
portions. Each with their corresponding probability estimates.
To test this theory, it is important to first establish the baseline of circle, triangle, and
square behavior. In Chapter 3 it is shown that ln(1− p) ∝ R2 − 1, where R is the diameter
of a circular opening, or the side length of a square. To generalize this, I define RL in terms
of a characteristic length, Lc.
The relationship between p and R relied on a scaling argument, such that geometrically
similar openings of areas A1 and A2, on average will require N1 and N2 concerted particles
to make a jam. The crux of the model is that N2/N1 ≈ A2/A1, which directly follows the
geometric scaling. For two geometrically similar openings, A2/A1 will be insensitive to how
the characteristic length is defined, and thus the constraint is to satisfy 1−p→ 1 as R→ 1 -
i.e., when the system approaches exactly 1 particle diameter, the system will instantly jam.
To satisfy this condition I define Lc such that Lc = dp when the restriction will circumscribe
exactly 1 particle. Figure 6.7 shows how this can be defined in an equilateral triangle, which
will have Lc = LS/
√
3, where LS is the side length. With this definition, the relationship
between p and Lc/dp becomes:











Figure 6.7: Depiction of how the characteristic length, Lc, is defined for a triangle with side
length LS.
For three circles, squares, and triangles with Lc/dp = 1.5, 2, 2.5 this relationship was
tested with the DEM simulations. Figure 6.8 shows the results with accompanying images
of the hoppers with Lc/dp = 2.
Interestingly, the results for triangular and square restrictions are almost indistinguish-
able, but here I am only interested in capturing the scaling of 1− p with Lc. Knowing that I
can capture the scaling of the restriction (matching experimental scaling e.g., Figure 3.7 and
Figure 3.8), I simulate restrictions similar to those shown in Figure 6.6, as well as triangle
analogs. The results are presented in Figure 6.9 using the restriction “weights,” where the
weight, Wi, is the fraction of the original restriction i used in the reconstruction. Thus, if a
restriction is constructed from restrictions i, j the predicted relationship is:
ln(1− p) = Wi ln(1− pi) + (1−Wi) ln(1− pj) (6.7)
For a small set of experimental measurements, I fit α in Equation 6.6 to circular restric-
tions (Figure 3.7) and square restrictions (Figure 3.8). After the fitting, it was observed
αexp.square ≈ α
exp.
circle4/π, where 4/π is the ratio of the area of a square to the area of a circle.
From the small set of DEM measurements, the circle-triangle, and circle-square can also be
compared. In Figure 6.8, αcircle = 0.540, αsquare = 0.767, and αtriangle = 0.800, and thus
αsquare/αcircle is within about 11% of the ratio Asquare/Acircle, and αtriangle/αcircle is within
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(a) Comparison of Equation 6.6 to DEM simula-
tions.
(b) Images of the simulated hopper openings.
Figure 6.8: Comparing the experimental scaling relationship, ln(1 − p) ∝ (Lc/dp)2 − 1, to
the DEM calculations for 3 different restriction shapes, with RL = 1.5, 2, and 2.5.
about 10% of Atriangle/Acircle.
Defining αcircle = α0κcircle, where α0 is an intrinsic jamming value, and κcircle satisfies
Acircle = κcircleL
2
c , and similarly defining κsquare such that Asquare = κsquareL
2
c , then if α0
is intrinsic to the jamming mechanism (fluid-driven / gravity-driven), this would satisfy
αsquare/κsquare = α0 = αcircle/κcircle = αcircle4/π, which is observed experimentally, and a
close approximation to what is observed in the simulations.
Combining Equations 6.7 and 6.6, one can redefine 1 − p for a generic geometry, G, in
















where m indexes over the individual pieces in the restriction construction, Wm is the weights
given to piece m, and κm is the value of κ for a restriction of type m (i.e., Am/L
2
c,m). From
the definitions of κm and Wm, it follows that Ao = κeffLc for any restriction. From this
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c /dp  = 2.5
(a) Theory validation with circle-square restrictions.
WSquare = 0 WSquare = 0.25 
WSquare = 0.5 
WSquare = 0.75 
WSquare = 1 
(b) Images of the simulated hopper openings.


















(c) heory validation with circle-triangle restrictions.
WTriangle = 0 
WTriangle = 0.33 
WTriangle = 1 
WTriangle = 0.67 
(d) Images of the simulated hopper openings.
Figure 6.9: Plots of predicted 1− p values based on the mixed-restriction hypothesis (grey
areas), compared to simulations of mixed restrictions with accompanying images of the
restrictions.
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Equation 6.8 is regrouped to a unifying curve:







where Ao is the area of the opening, and RL is Lc/dp, where Lc is the characteristic length
of the arbitrary restriction, and α0 is an intrinsic jamming parameter, that should be only
a function of the driving force to jam. Figure 6.10 tests this fit for the DEM simulations
shown in Figure 6.9 and Figure 6.8.




















Figure 6.10: Unifying area prediction of Equation 6.10 for all simulations presented in Fig-
ure 6.9 and Figure 6.8 regressed with α0 = 0.71± 0.03.
6.4 Conclusions
This chapter outlined a robust theory about the origin of particle jams, and how the
particles arrange in a system to form a jam. I started by assuming that in some fractional
piece of a system the positions of the particles within that piece define whether or not the
system is jammed. From this hypothesis, I only considered multiple identical systems, where
the total system is only jammed if the particle positions in each of the pieces is jammed.
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By the previous hypotheses of ergodic sampling of configurational space, this led me to
hypothesize that the probability of the full system jamming is the product of the probability
of all of the fractional pieces jamming.
From this theory, I observed that a periodic system of lenth L jammed with probability
ln(1 − p) ∝ L. I also used the theory to move beyond simple circular restrictions to more
complex shapes that are composed of fragments of well understood restrictions. Lastly this
led me to a universal fit to all of the simulated aperatures with the relationship: ln(1− p) ∝




MODEL USE AND APPLICATION
In this thesis I study three main aspects of particles discharging under fluid flow:
• Jamming during backlogged particle flow (Chapter 3)
• Particle discharge rates and backlogging (Chapter 4)
• Jamming during dilute particle flow (Chapter 5)
In the introduction, I mention that the work was motivated by the desire to avoid solid
plugs during the production of petroleum, where a multitude of solids are frequently produced
[6–9]. In many of these cases, production is maintained indefinitely so naturally the question
arrises: will it jam? The most disconcerting point of the thesis is that – by all of the
measurements and models – the answer is undoubtedly “yes, it will jam.”
The reason for this is quite clear. First, consider an arbitrary system to be flowing at
“steady-state.” Monitoring the system for some length of time, t, the survival probability
can be written as:
S(t) = exp {−λt} (7.1)
where λ is the steady-state jamming rate. If the design is to produce indefinitely for any
non-zero value of λ, this would predict S(t→∞) = 0. If a process is expected to have a finite
lifetime, one could estimate a value of λ that would make it very unlikely to jam during the
lifetime. For an exponential distribution, 〈t〉 = λ−1. So, provided λ ≤ t−1lifetime, one can expect
the system to not jam during its lifetime. There are, however, two problems with this: 1) if
this is for application to petroleum production, there is often limited knowledge of how much
oil exists in a field let alone its lifetime, and 2) this method is not transferable to processes
without expected life spans (i.e., non-petroleum processes designed to run indefinitely).
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This chapter discusses some alternative ways to use jamming, other than trying to answer
“will it jam”? Here I discuss how jamming may affect economic decisions, and provide some
preliminary insight to how jamming works into the initial design of a system.
7.1 Economics of Jamming
Suppose, rather than avoiding jamming, it is treated as a risk, and an economic analysis
can be applied for how much money is being lost by the at risk operation. This is done by
supposing a process has a revenue stream of R dollars per day, operates with a jamming rate
λ days−1, and (if it jams) will need to go down for tD days to remediate the jam.
In this scenario, it can be generically said that the system will go through a series of:
production → remediation → production → remediation →... One cycle of the process
(production & remediation) will, on average, last λ−1 + tD, where λ
−1 was the length of the
production run, and tD was the length of the remediation. From this, it follows that the








If the production is down the process is losing money equivalent to its revenue stream,
R, times the fraction of downtime, fRemediation. So, any operational cost (adding chemical
inhibitors to a pipeline, etc.) of C dollars per day, that will reduce the jamming rate from









However, to perform this cost analysis it is imperative to know how λ behaves, which is
where the work contained in this thesis becomes valuable.
The first step to calculating λ is determining whether or not a system will be backlogging.
In Chapter 4 I show an expression for the maximum volume fraction that can flow through
a restriction. Thus, if a particle stream exceeds this concentration, the system will backlog
- otherwise, the system will be dilute.
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Hopefully methods of knowing φupstream, do, and dp exist - either as design parameters,
or other models (beyond the scope of this thesis) can estimate their values. If these values















which is just −Ṅ ln(p) explicitly written out. Of the terms, φC is calculated from Equation
4.25, R = do/dp, and α0 was approximately 0.56 for the flume measurements - though this
may change if the driving medium changes.
The tunable parameters for the cost analysis are only values of dp, and do. Alternatively,
if backlogging can be avoided altogether, the jamming risk could be significantly reduced.
According to Chapter 5, though this could reduce the risk, it may not necessarily eliminate
jamming completely. This also starts to expose one shortcoming of this work. While direct
measurements of jamming in dilute systems have been made, the data are very difficult to
analyze and the underlying model to describe this scenario remains unclear.
Additionally, if particles flow in bursts (i.e., not steady-state), there is not a clear un-
derstanding of how λ will change with the backlog length, or if there is an opening size, R,
under which jamming becomes impossible without a backlog. On a similar note, whether
or not hysteresis will be observed also remains unanswered - since all measurements of di-
lute jamming involved an increasingly concentrated stream of particles (i.e., ∂tφR > 0 in all
measurements).
Clearly work needs to be done in understanding λ in a more general sense, but by
accepting that jams will almost surely happen, one day predictive jamming models may
serve as a tool for making economic decisions.
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7.2 Jamming as a Phase Diagram: Design Application
In many processes, engineers translate the physical variables of a system onto a phase
diagram as a means of designing or understanding a process. Some famous examples would
be the Carnot cycle, where the output of an engine is understood through a Pressure-
Volume phase diagram [86] or the McCabe-Thiele method, where the separation efficiency
of a distillation column can be shown on a X-Y diagram [87]. Phase diagrams are a very
useful way to capture the behavior of a system. I find it appropriate to bring jamming into
a phase diagram that may be used in system design∗∗∗.
In my case, the relevant variables volume fraction, φ, and opening to particle diameter
ratio, R, though in some cases there may not be a well defined restriction at all. For this, I
propose treating R = dpipe/dp - which is similar to saying that the pipe is “rough”, and that
jams can spontaneously form at any point along the pipe.
As a sample process, consider the homogeneous growth of particles from a solution flowing
in a pipe. This simple scenario may come up during the formation of polymer beads in a
continuous plug-flow reactor [90]. Consider that beads traverse a pipe (or plug-flow reactor)
of length L, with internal diameter dpipe. The bead nuclei enter the reactor at a rate of η
nuclei per second, entrained by fluid flowing at velocity vf , and growing with a linear growth
rate of rg. Figure 7.1 shows a visualization of this process
From time t to t + ∆t, all particles will move a distance vf∆t, and will have grown in
diameter by 2rg∆t. Assuming particles enter as nuclei (dp = 0), these two are combined
to express the particle diameter, dp, in terms of the axial position, x, along the pipe: dp =
2rgx/vf . At any point along the pipe, η∆t particles will have passed by, and thus a volume of
4πη∆tr3gx
3/3v3f particles will have passed by. The total volume of material (fluid + particles)
that will have passed by is πvf∆td
2
pipe/4. I define the dimensionless position, ξ = x/L, and
∗∗∗Some other “jamming phase diagrams” exist, not to be confused with the work presented in this chapter.
Other work generally focuses on developing a unifying model from freezing liquids, granular suspensions,
foams, etc., to describe the rigidity of materials. For more information see the following references:







Figure 7.1: Visualization of growing particles flowing in a plug-flow reactor.








Similarly, I define the dimensionless particle diameter, ρ = dp/dpipe, and express this as





This very simple system can be thought of as taking a path through (ρ, φ) space, where
ρ = Aξ, and φ = Bξ3. Considering the pipe to be “rough” then ρ ∈ [0, 1), and the plot in
Figure 4.5 can be converted to φbacklog as a function of ρ. The outlet of the reactor will be
ρ = A, and φ = B, and one can directly relate: φ = Bρ3/A3 = (2ηdpipe/3vf )ρ
3.
In Chapter 5 I experimentally show that jamming can occur at R . 2 which is equivalent
to ρ & 0.5, but whether or not jamming can occur at ρ < 0.5 is unknown. In Chapter 4 I
show the upper-bound for the onset of backlogging, so for any ρ-φ pathway dilute jamming
and backlogging can be graphically avoided. Defining γ = 2ηdpipe/3vf , then φ = γρ
3, and
the reactor design can be traced as shown in Figure 7.2.
104
















Figure 7.2: ρ-φ traces of possible plug-flow reactor designs as they would pertain to jamming.
The circled points represent maximum possible φ outputs for the given reactor.
With other physical constraints on the process such as target particle size, minimum
fluid velocity, particle production rate, etc., a more complete design of the system would
be possible, but my goal here is to motivate how the physics of jamming translate to the
engineered design of a system.
Several aspects of this phase diagram still need further study. For example, it is unclear
whether or not openings of do/dp > 2 will still jam. From Figure 5.8, it is clear that for a fixed
φ jamming becomes more and more difficult, but is there a minimum concentration, φm(R),
above which jamming may occur? These questions are important, but the experiments will
begin to take a prohibitively long time as the jamming events become more and more rare.
7.3 Conclusions
In this chapter I offer some basic ideas for the future application of the understanding
and models of jamming. I outline jamming’s potential as an economic tool, for deciding
whether or not some system change would be economically favorable. This was modeled by
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calculating the expected down-time fraction as it relates to the jamming probability.
Further I show a simple example of how jamming can affect the design concerns of
dynamic systems with a simple phase diagram to show the operation limits of a system of




CONCLUSIONS AND SUGGESTIONS FOR THE FUTURE
The conclusions of this thesis are:
• In performing the first systematic measurements of particle jamming probability un-
der fluid-driven flow for 3D particles, I see a scaling between the opening to particle
diameter ratio, R, and the instantaneous jamming probability, 1− p, of:
ln(1− p) ∝ R2 − 1.
• I have constructed a 200 L automated flowloop to continuously measure particle jam-
ming probabilities, at a rate of 500-1000 jams per day. The system is also capable
of measuring the particle concentration to measure particle discharge rates, as well as
jamming probabilities in dilute systems.
• Direct measurements of particle discharge rates under fluid-driven flow reveal that
particle discharge occurs with a constant velocity, where the particles quickly match
the fluid velocity. I ultimately establish the relationship Ṅout ≈ 3φCβvf (R − 1)2/2dp,





vf is the fluid velocity.
• Varying the fluid velocity I establish the natural dimensionless time of the system to
be τ = tvfd
−1
p , which collapses the time-dependant jamming probability for different
fluid velocities varried by a factor of 2.




where σ is the dimensionless instantaneous jamming rate of the system. Using this re-
lationship, I make direct measurements of the jamming rate, σ, for non-backlogged
systems, which are shown to be history independent.
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• Using particle simulations, I develop theory to describe jamming probabilities in a
broader class of restriction geometries (rather than just circular). I see that for a
periodic system of jamming over a slit, ln(1 − p) ∝ L, where L is the length of the
slit. This theory is extended to predict jamming in generic openings and I observe
ln(1− p) ∝ Ao(1−R−2)d−2p , where Ao is the opening area.
The principal accomplishments of this work were making the first measurements of 3D
particle jamming under fluid-driven flow. Much of the work in this thesis was – on some
level – the “low hanging fruit” simply because the options on what variables to study were
wide open. This is still quite far from a generic jamming model. Most of the systems here
were idealized with spherical, non-interacting, typically monodisperse streams of particles
discharging through circular (at most polygonal) openings.
A surprising amount of this work will still hold true in the arbitrary case. For example,
the time-to-jam probability distribution made no assumptions about the types of particles,
the shape, or how they interact. The PBC simulations, and mixed restrictions made no
assumptions about the particle shape and I would expect some of the relationships (e.g.,
ln(1− p) ∝ L) to still hold independent of the particle size, shape, or dispersity.
One important possible area to explore following this work is that of particle-particle
interactions. When particles have strong interactions this can create a higher risk of back-
logging in both attractive [46] and repulsive cases [50]. Intuitively one would also expect
that particles with strong attractive forces would jam significantly more easily.
Another important area is non-spherical particles, where some of the models are expected
to break down. For example, the model of 1 − p in Chapter 3 assumed that an opening of
area A requires N particles to jam, where N ∝ A/d2p. This scaling is valid for spherical
particles, but not always for particles with rotational degrees of freedom. For non-spherical
particles a correction must be made for the orientation of the particles, and the probability,
q, of them arranging in the correct orientation.
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At the end of Chapter 6 a model was shown to collapse most of the DEM values of 1− p,
but I do not have many experimental tests to validate this model. Experimentally validating
this could have application to moving on to even more exotic restrictions.
The fluid that carries the particles was also unchanged during the experiments. A more
viscous, or denser fluid may change jamming probabilities, or a new dimensionless quantity
may emerge that will more clearly connect why differences exist between gravity-driven
jamming to fluid-driven jamming. Even more than just changing the parameters, many
scenarios exist where there are two or more fluids moving the particles: water & gas, or
water & oil.
This thesis represents great strides in the understanding of 3D particle jamming. I have
constructed a unique apparatus to automate difficult measurements, and substantiated our
observations with theory and simulations. A more complicated situation can always be
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through an aperture: Pressure and flow rate are independent. Physical Review E, 83
(6):1–6, 2011.
[42] J. Zhang and V. Rudolph. Effect of shear friction on solid flow through an orifice.
Industrial & Engineering Chemistry Research, 30(8):1977–1981, 1991.
[43] J. E. Hilton and P. W. Cleary. Granular flow during hopper discharge. Physical Review
E, 84(1):1–10, 2011.
[44] A. Janda, I. Zuriguel, and D. Maza. Flow Rate of Particles through Apertures Obtained
from Self-Similar Density and Velocity Profiles. Physical Review Letters, 108(24):1–5,
2012.
[45] F. Alonso-Marroquin, S. Azeezullah, S. Galindo-Torres, and L. Olsen-Kettle. Bottle-
necks in granular flow: When does an obstacle increase the flow rate in an hourglass?
Physical Review E, 85(2):3–6, 2012.
[46] J. S. Leszczynski and T. Blaszczyk. Modeling the transition between stable and unstable
operation while emptying a silo. Granular Matter, 13(4):429–438, 2010.
[47] M. Hou, W. Chen, T. Zhang, K. Lu, and C. Chan. Global Nature of Dilute-to-Dense
Transition of Granular Flows in a 2D Channel. Physical Review Letters, 91(20):1–4,
2003.
[48] M. Hou, W. Chen, and T. Zhang. Scaling Property of the Dilute-Dense Transition in
2d Granular Flows. International Journal of Modern Physics B, 18(17-19):2441–2447,
2004.
[49] J. Zhong, M. Hou, Q. Shi, and K. Lu. Criticality of the dilute-to-dense transition in a
2D granular flow. Journal of Physics: Condensed Matter, 18(10):2789–2794, 2006.
[50] W. Chen, M. Hou, K. Lu, Z. Jiang, and L. Lam. Granular flows through vertical pipes
controlled by an electric field. Physical Review E, 64(6):1–6, 2001.
113
[51] W. Chen, M. Hou, K. Lu, Z. Jiang, and L. Lam. Retardation and transitions of dilute
and dense granular flows in a vertical pipe induced by electric fields. Applied Physics
Letters, 80(12):2213, 2002.
[52] B. De-Song, Z. Xun-Sheng, X. Guang-Lei, P. Zheng-Quan, T. Xiao-Wei, and L. Kun-
Quan. Critical phenomenon of granular flow on a conveyor belt. Physical Review E, 67
(6):6–8, 2003.
[53] A. Guariguata. Jamming Mechanisms of Hydrate Particles: Experiments and Modeling.
Master’s thesis, Colorado School of Mines, 2009.
[54] P. A. Cundall and O. D. L. Strack. A discrete numerical model for granular assemblies.
Geotechnique, 29(1):47–65, 1979.
[55] J. R. Barber and M. Ciavarella. Contact mechanics. International Journal of Solids
and Structures, 37(1-2):29–43, 2000.
[56] R. D. Mindlin. A Mathematical Theory of Photo-Viscoelasticity. Journal of Applied
Physics, 20(2):206, 1949.
[57] Randal J. LeVeque. Finite Difference Methods for Ordinary and Partial Differential
Equations. Society for Industrial and Applied Mathematics, Philadelphia, PA, 2007.
[58] C. H. Rycroft, Y. L. Wong, and M. Z. Bazant. Fast spot-based multiscale simulations
of granular drainage. Powder Technology, 200(1-2):1–11, 2010.
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APPENDIX A - LIGHT GATE CALIBRATION
Chapters 4 and 5 rely heavily on making accurate measurements of the particle concen-
tration through the use of light gates. Chapter 2 gives a brief outline of how the signal is
interpreted, which is echoed in this appendix, but a more rigorous probabilistic approach for
the light gates is also contained within.
A.1 Probabilistic Interpretation of the Light Gate
All experiments performed on the jamming loop are performed independantly and iden-
tically. If N experiments are performed, then at a fixed point in time, t, after the particles
have been released, then I define Mi(t) as the number of experiments in which light gate i’s
beam is eclipsed by a particle at time t. Mi(t) is distributed binomially with a Bernoulli
success probability qi(t), with a corresponding estimator q̂i(t) = Mi(t)/N = 〈ki〉(t) where
〈ki〉(t) is average (across experiments) signal recorded at time t from light gate i.
The central assumptions to using the light gates are:
1. All measurements are independent and identically distributed (IID), so all trials have
approximately identical concentration profiles
2. For suspended particles qi(φ) is only a function of φ, the particle volume fraction and
q−1i (qi(φ)) = φ exists
3. The particles are distributed homogeneously across the cross-section of the pipe
Note that assumption 3 is not required for most of the analysis, but for calibration pur-
poses it will become necessary. From the second assumption, the estimator for φ is formally
φ̂(t) = q−1i (〈ki〉), and the calibration becomes estimating the functions q−1i (x). To calibrate
this, I have experimental measurements, which are limited by the operable concentration of
particles in the loop, and I extrapolate the calibration to higher concentrations with Monte
Carlo simulations that are fit to the experimental measurements.
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A.2 Experimental Light Gate Calibration
For experimental calibration of the light gates, a known number of particles is placed into
the loop, and the loop is filled with the standard salt solution. The particles are then collected
in their usual starting location at which point valves V1, V2, VI1, and VO1 are opened (see
Figure 2.7) with no restriction, and the particles are free to circulate continuously. After
the particles have completed two to three laps, the signals from all of the light gates is
continuously recorded for several minutes to obtain “unmixed” signals. After this recording
is performed, the particles are allowed to circulate for at least one hour and then the light
gate signals are recorded once more to obtain “mixed” signals.
After all of the data collection, discrete Fourier transforms (DFTs) are computed for
both the mixed, and unmixed light gate signals, with power spectra shown in Figure A.1. In
the power spectrum of the unmixed DFT (Figure A.1(a)) peaks are observed at frequencies
of ω = kt−1lap, where tlap is the how long it takes a particle to perform one lap of the loop;
however, the mixed signal (Figure A.1(b)) displays no such peaks suggesting the particles
are well distributed.
I can also verify that the system is well mixed through correlation functions. I define the
correlation functions in this Appendix as:
ρij(∆t) =
〈kj(t+ ∆t)ki(t)〉 − 〈kj(t)〉 〈ki(t)〉
σiσj
(A.1)
where ρij(∆t) is the correlation coefficient between light gates i and j at a time separation
of ∆t, ks(t) denotes the light gate signal from gate s at time t, 〈·〉 denotes the time average,
and σs is the standard deviation of the signal recorded by light gate s.
An autocorrelation function, ρii(∆t), is a measure of how quickly the particles are dis-
persing in the system. Figure A.2 shows autocorrelation functions for both the unmixed
(Figure A.2(a)) and mixed (Figure A.2(b)) systems showing that after the particles are
mixed the system has essentally 0 correlation.
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Figure A.1: Discrete Fourier transforms of the light gate signals, for unmixed, and mixed
systems.




















Figure A.2: Autocorrelation functions for light gates in the unmixed and mixed systems.
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The peak separation in the unmixed case corresponds with the lap time, which can be
calculated by the peaks in Figure A.2(a). I am also interested in the cross correlation function
to determine the particle velocity. Figure A.3 shows the cross correlation functions ρ0j for
j = {1, ..., 5} for the unmixed system (Figure A.3(a)), and the mixed system (Figure A.3(b)).


























Figure A.3: Autocorrelation functions for light gates in the unmixed and mixed systems.
The cross-correlation function is also sinusoidal with peaks separated by lap times; how-
ever, a phase shift exists corresponding to the time it takes for information to travel from
gate 0 to gate j. This lag time is simply ∆x/vp, where ∆x is the separation distance between
the two light gates, and vp is the mean particle velocity. Computing the phase shift, and
knowing the separation distance I then compute the particle velocity.
Knowing both vp, and tlap I then consider the number of particles that have passed by









where Nobs is the number of particles that have passed by the gate (not necessarily detected),
Apipe is the cross-sectional area of the pipe, and Vp is the volume of a single particle. If the
particles are well mixed, and all correlations have died out the term within the integral is





Our final assumption is that after tlap seconds have elapsed, every particle inside the
system has passed by the light one time, making Nobs simply the number of particles initially
placed in the system, and the right hand side of Equation A.3 is now known. Note that I
have also assumed that the general flow properties of the loop, tlap, and vp are generally
independent of the volume fraction distribution. This is generally a good assumption since
both tlap and vp can be estimated manually through tracking single particles, however through
correlation functions I obtain high resolution statistics for their values.
For the mixed particle case, I measure 〈ki〉 and having an estimate for φ I correlate
〈ki〉(φ), as shown in Figure A.4.
A.3 Monte Carlo Simulation Calibration
The calibration shown in Figure A.4 is limited by the number of particles that are flow-
able in the system. Generally, the experimental concentrations are significantly higher than
what can be measured for calibration, so I need to extrapolate the fit to higher particle con-
centrations. To perform this extrapolation I use Monte Carlo simulations for first reproduce
the fit observed in Figure A.4, and the extrapolate to higher particle concentrations.
A.3.1 Monte Carlo Simulation Details
The simulations start by assuming a particle diameter, dp, volume fraction φ, light beam
diameter dL, pipe diameter dpipe, and pipe length L – which is of little importance since
the pipe is treated as periodic, but is generally O(1000dp) for good sampling. Knowing the
volume of the pipe is Vpipe = πd
2
pipeL/4, then Ng particles will be generated to try and match
122

























 = 0.0944 in.
Figure A.4: The experimental calibration of the light gates at three volume fractions. The
data is compared to a small set of simulations (described in Section A.3) that captures the
observed result.
the simulated volume fraction, φs such that φs = Ngπd
3
p/Vpipe6 ≈ φ.
The Ng particles are then sequentially placed by uniformly generating z ∈ [−L/2, L/2),
θ ∈ [0, 2π), and r2 ∈ [0, (dpipe − dp)2/4). The particle is then attempted to be placed
at the cylindrical coordinate (r, θ, z) in the pipe. If the test particle would overlap with
any other particle, new values of (r, θ, z) are generated and the placement is reattempted.
This approach can generate packings of up to φ ≈ 0.3 very quickly with very uniform
packings. Other techniques exist to create packings of higher concentration [91–95], but
these algorithms take significantly longer. Moreover, I am mainly concerned with relatively
dilute packings so I settle for this simple algorithm. Figure A.5 shows some sample generated
packings.
Once the pipe has been packed with particles, 105 ∼ 106 values of ∆L, and ∆θ are drawn
uniformly from [0, L) and [0, π) respectively. Then all particles are translated (peridically)
along the z-axis by ∆L, and rotated about the z-axis by ∆θ. In cartesian coordinates, one
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(a) φ = 0.05, and dp = 5/8”
(b) φ = 0.25, and dp = 5/8”
Figure A.5: Sample packings generated for the light gate Monte Carlo simulations.







simulates a light beam oriented along the y-axis. If no particles satisfy this critereon the light
beam is considered to have LOS, otherwise the surrounding area is probed by simulating a
beam slightly off the y-axis at ∆x, and ∆z such that ∆x2 + ∆z2 = ∆r2. Values of ∆r
are slowly incremented until ∆r = dL/2. If at any value of ∆r the beam would have LOS,
the algorithm exits and the value of ∆r is recorded, otherwise the light beam is considered
totally eclipsed.
At the end, I estimate that q̂s(φ) is the fraction of samples where LOS was attained in the
simulation. Notice that the only fitted parameter of the simulations is the size of the light
beam which is difficult to directly measure so I leave it as a fitted parameter. To estimate
the light gate diameter, I consider p(R) to be the probability of LOS with a light of radius









From the law of total probability, I condition p(R + δR) on p(R) as follows:
p(R + δR) = p(R + δR|¬R)(1− p(R)) + p(R + δR|R)p(R) (A.5)
Recognize that if LOS is attained for a light of R, then it is necessarily attained for the





p(R + δR|¬R)(1− p(R))
δR
(A.6)








Integrating Equation A.7 from R = 0 to rlas to have an expression for p(rlas)








The value of p(0) is for an infinitely thin laser beam. The integrand on the right-hand
side of Equation A.8 represents the probability of a light beam not having LOS, but once it
is incremented by a differential amount, somewhere in the new differential area it connects
with LOS. To estimate this, all samples in the MC calculations are checked sequentially
from R = 0 out to some large radius Rfinal, believed to be larger than rlas. When a LOS is
detected, the simulation outputs the laser radius at which LOS was observed, and aborts
checking the current spot. If LOS is attained at the radius check Ri, and out of Ns total
samples, Ni samples connected at Ri, then I estimate






Thus, given Ns is very large, from one simulation I can compute p(R) for any laser size.
So, from each calibration point, where the value of φ is known, one simulation is performed
to backout the laser radius for all 6 gates simultaneously. Figure A.6 shows the impact of
the light gate diameter on the LOS probability for select volume fractions.
I construct plots similar to Figure A.6 for the 3 volume fractions presented in Figure A.4.
The measured qi are placed on the lines to visualize how well this model works. I also use
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Figure A.6: The impact of the light beam diameter on the Line Of Sight (LOS) probability
at 4 volume fractions for particles in a pipe with dpipe/dp = 6.4.
this to infer the uncertainty in the light gate radius, by propagating the a visualization of
this is shown in Figure A.7 for how this is done for light gate L2.
The effective radii for the 6 light gates are listed in Table A.1
Table A.1: Effective light gate light-beam radii, estimated from Monte Carlo simulations, fit
to experimental data.







‡ Note, only light gates L2 and L3 were used quantitatively, so only their uncertainty is being reported.
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Figure A.7: For 5/8” particles, the beam size of the light gate L2 is estimated by comparing
the Monte Carlo results (lines) with experimental points. The lines represent constant volume
fraction lines with varying light beam size. The uncertainty in pLOS is propagated to the
uncertainty in rlas.
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APPENDIX B - STATISTICAL INDEPENDENCE
Previously a per-particle geometric distribution has been refered to as an indicator of
per-particle statistical independence stating: “[the geometric distribution] almost exactly
match[es] the observed results, supporting the hypothesis that the jamming probability on
any given particle is independant of any other particle” [12]. This appendix is a brief dis-
cussion on what degree of statistical independence arises when observing the asymptotic
behavior:
pjam(n) ∼ e−kn (B.1)
B.1 Memoryless Behavior in an “Avalanche” Model






where 1− p∗ is the apparent per-particle jamming probability.
Much of the analysis within this thesis appears to rely on a per-particle statistical in-
dependence, but the focus of this section is to show that the statistical independence only
needs to exist after M  〈n〉 particles have discharged, where M could itself be a random
variable. In such a model, I start by assuming that a jam occurs through a sequence of
independent “bursts,” or “avalanches.”
From this, the probability of observing s avalanches is given by:
pav.(s) = (1− pa)psa (B.3)
1 − pa is the per-avalanche jamming probability. At the ith avalanche, one will observe
Mi particles, where I know nothing about how Mi is distributed. From this, I can say that













This says that one could observe 1 avalanche of n particles, or 2 avalanches which add up
to n, or 3 avalanches etc., up to n avalanches of 1 particle each. Substituting the assumed
form of pav.(s) gives










I will also assume that 〈s〉  1, since otherwise, one would observe n ∼ M . It follows
that 〈n〉  E[M ]. Considering s to be large, then from the law of large numbers I will
assume that the summations,
∑
Mk, are distributed normally, with mean sµM , and variance
s2σ2M , where µM and σM are the mean and standard deviation of M .
















































Then, noticing that β = − ln(pa), but the assumption of 〈s〉  1, one expects that



























































[h1 − nβh2] (B.12)































h1 − (n+ 1)βh2
h1 − (n)βh2
= 1 (B.15)
Indeed this is constant, (giving an asymptotic memoryless-ness) but I also notice that it
has a value of 1! This follows one of my many approximations - namely the linear expansion
of β. Really, when looking at a system that takes infinitely long to jam - as this analysis
assumed - the only eligible solution is an apparent jamming probability, 1− p∗, of 0. Since
limn→∞ pjam(n + 1)/pjam(n) = p
∗ it is indeed consistent that p∗ ≡ 1. Nevertheless, this
analysis has shown that for systems which take a “long” time to jam, one can make zero
assumptions about how many particles come out per-burst, and still show that memoryless
behavior will be observed at long times.
B.2 Relating p∗ to Avalanche Model
An alternate estimation for p∗ follows the connection between time-to-jam and particles-
to-jam. Consider the system to follow the approximate distribution:
pjam(n) ≈ (1− p∗)p∗n (B.16)













where ∂n/∂s is the number of particles that discharge per avalanch, and thus has an attractor
of µM . To test this out, I generate random avalanches and Mk’s and plot histograms of the
resulting output. The simulations generate random values of s ∼ Geom(pa), and subsequent
values of Mk ∼ Unif(1, 2µM − 1) for k ∈ {1, 2, ..., s}. Then, the recorded value is
∑
kMk.
For a few values of pa and µM , these probability distributions were simulated and compared
to a geometric distribution with p∗ = p
1/µM
a . The results are shown in Figure B.1.
The approximation does extremely well for systems that have low values of µM , or systems
with low values of 1− pa. If µM is small, then bursts are about one particle, and the system
is memoryless. On the other hand, if 1 − pa is low, then the number of bursts observed is
large, and the analysis of B.1 is valid.
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(d) High µM , high 1− pa
Figure B.1: Simulations of an avalanche model, where each burst of particles is distributed
uniformly. Clearly approximating the system as a geometric distribution is a good approxi-
mation for most cases however the approximation fails when pa is small, and µM is large. In
this case, it is very rare to observe statistical independence.
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APPENDIX C - LOOP VELOCITY CALIBRATION
To calibrate the loop fluid velocity, I first adjust the plumbing in the loop to that shown


















Bucket 1 Bucket 2 
VR VM 
Figure C.1: Modified loop schematic to measure the fluid velocity. Differences between this
setup and that of Figure 2.7 are shown in red.
In the modified design, if valve VR is open and VM is closed, then when the system is in
testing mode (see Section 2.2 for details) all fluid that passes through the Test Section flows
into Bucket 1, where it is drawn off by the pump. Similarly, if VR is closed, and VM is open
during testing, all fluid that passes through the Test Section will pour into Bucket 2. Since
fluid is drawn off of Bucket 1, there will be a transfer of fluid from Bucket 1 to Bucket 2 at
a volumetric flow rate equal to that of fluid through the Test Section.
For the calibration I run jamming trials as normal starting with VR open, and VM closed.
Starting a timer, I briefly switch VM to open, and close VR while the particles are flowing.
After enough fluid has transfered from Bucket 1 to Bucket 2, I stop the timer, open VR, and
close VM to recirculate the fluid once more.
Measuring how much fluid was transfered, Vfluid, I estimate the volumetric flow rate as
Q̇ = Vfluid/∆t, where ∆t is the elapsed time on the timer.
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Unfortunately, since I have modified the system from Figure 2.7 I cannot guarantee that
the volumetric flow rate measured by the setup in Figure C.1 is representative. Fortunately,
I can use the VFD to vary the pump speeds, and for each pump speed measure the pressure
drop, ∆P , across the Test Section with the 4 pressure transducers. Any pressure drop
observed in the Test Section is independent of the modifications made to the system, and
thus I can calibrate Q̇(∆P ).
I measure the volumetric flow rates for the pump running at 100% down to 50% for the
correlation, and since all of the work in this thesis used orifice plates, I expect that for each
restriction v2f ∝ Q̇2 ∝ ∆P [62]. A sample calibration is shown in Figure C.2


















Figure C.2: Sample velocity calibration data for 5/8” particles through a 5/4” opening.
The modifications to the system (converting from Figure 2.7 to Figure C.1), adds signif-
icant resistance to the fluid. During an actual experiment the fluid velocity is often higher
than those measured during the calibration, and the reported velocities are extrapolations
of the direct measurements, and the scaling v2f ∝ ∆P is important.
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APPENDIX D - DEM SIMULATION ALGORITHM
The actual forces that are calculated during a two-body contact are described below.
Consider particles i, and j that are in contact with one another, each with radius R∗, at






The overlap is then computed to be:
δ = max {Ri +Rj − ‖~xi − ~xj‖, 0} (D.2)
Then the relative surface velocity, ∆~v, at the contact point is defined:
∆~v = (~vj − (~ωj ×Rj~n))− (~vi + (~ωi ×Ri~n)) (D.3)
∆~v can be written as a normal component, ∆~vn, and a tangential component, ∆~vt:
∆~v = ∆~vn + ∆~vt (D.4)
with ~n · ∆~vt = 0, and (∆~vt) · (∆~vn) = 0. From this, one can compute the normal and
tangential components as:
∆~vn = (~n ·∆~v)~n (D.5a)
∆~vt = ∆~v −∆~vn (D.5b)






where d∗ is the harmonic mean diameter, kn is the (Hertz) spring constant, and γn is a
damping coefficient. From Newton’s third law of motion, ~Fn,i = −~Fn,j. The (approximate)
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where t0 is when the i-j contact began, and once contact ends, ~s = 0. Equation D.7 is
described as approximate, because ~s is decreased such that the true ~Ft satisfies:
‖~Ft,j‖ ≤ µ‖~Fn,j‖ (D.9)
where µ is the particle-particle friction coefficient. Again, from Newton’s third law,
~Ft,i = −~Ft,j. Lastly, the Torque acting upon particle j is calculated from the moment acting
upon particle j at the contact point, ~C, which is defined as:







and the torques are given by:
~Tj = (~C − ~xj)× ~Ft,j (D.11a)
~Ti = (~C − ~xi)× ~Ft,i. (D.11b)
The total force acting on particle i is ~Fi = ~Fn,i + ~Ft,i, and the following first-order













where mi is the mass of particle i, and Ii is particle i’s moment of inertia.
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APPENDIX E - LOOP MANUAL
The work presented in chapters 4 and 5 is the result of roughly 100,000 jams. This quality
of data wouldn’t be possible without the automation of the jamming loop. Automating the
system adds more complexity to how to operate the system so this appendix discusses the
physical operation of the system. This appendix assumes basic knowledge of how to start /
stop LabVIEW VIs, and will only discuss the relevant inputs to the program, and how this
relates to the physical operation of the system.
E.1 Controller Program
With the current setup, all interaction with the loop must be done through the computer,
and it is important that the user become familiar with the program before attempting to
operate the system. The controller program (all in LabVIEW) is composed of 3 parts shown
in Figure E.1. These interfaces are:
1. User interface: where a user enters the simulation parameters.
2. Loop interface: the actual communication with the moving components of the loop
3. Recording interface: records data to the computer hard drive
As a user, the only component that will need to be changed is the User interface
(marked 1 in Figure E.1), though for manual changes to valves will be done through the
Loop interface (this is discussed in Section E.2). All of the experimental properties are
input to the User interface for automation. Before a description of the input parameters,
let me review what one measurement on the loop constitutes:
1. Put the system in “collection mode”




Figure E.1: The three windows of the LabVIEW controller interface. The three components
are: 1. the user interface, 2. the loop interface, and 3. the recording interface. Users will
almost exclusively deal with the user interface which automatically communicates with the
loop interface (to control valves and the pump) and the recording interface (to save data in
a readable format).
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3. Prepare system for a test (i.e., insert the restriction)
4. Release the particles
5. Wait for test to finish
6. Return to step 1
To perform this, step 1 requires a pump speed during collection, step 2 requires a wait
time for collection, 3 requires a pump speed for testing (more or less a fluid velocity), and
5 requires a wait time for testing. All the while, it will also be necessary to specify what to
call the save files. During a test, there are also built-in 3- to 5-second waiting periods that
occur between valve turns, and pump speed changes. These pauses help reduce stress on
the valves, as well as ensure the fluid is flowing at steady state when recording data. These
pauses help the data to be consistent - since each is accurately controlled by the computer
- but to an outside observer it also makes it difficult to sync external measurements to the
timestamp of the pressure-concentration data. To overcome this, I also have 1 small LED
that turns on when the data recording begins (at t = 0 ms) and turns off at a specified
time. In this manner, it is possible to record external measurements (with a camera for
example) and use the LED turning on / off as a reference to sync up the video with pressure
/ concentration statistics. In the end, this requires 6 mandatory and 3 optional inputs to
the program, which are labeled A through I in Figure E.2.
A Pump speed during testing (in %) for step 4 - read WARNING†: Default = 90%
B Pump speed during collection (in %) for step 1 - read WARNING†: Default = 85%
C Wait time for a test (in ms) for step 5: Default = 25000 ms
D Wait time for collection (in ms) for step 2: Default = 75000 ms
† WARNING: The pump speed “%” is actually the % output of the variable frequency drive (VFD) - not
the % output of the pump. 100% output of the VFD is roughly 125% of the designed pump output. It is
recommended to avoid sustained periods exceeding 90% VFD output. If this cannot be avoided, the pump








Figure E.2: The user interface with the required inputs circled and labeled A-F in red, and
the optional inputs circled and labeled G-I in green.
E Prefix for saving data
F Delay before LED turns off : Default = 0 ms
The optional inputs are:
G Use the restriction be used: Default = true
H Specify a target temperature
I Attempt to control temperature: Default = false
Option G simply turns off the piston that controls the restriction motion. If G is set to
false, the restriction will never be placed in line with the fluid flow. This feature serves little
practical purpose, it is more an option to test the system without the pressure drops and
jams created by the restriction.
Option H and I are a very simple temperature control algorithm. If the pump runs at
a high capacity for a sustained period of time, the system will begin to overheat. A heat
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exchanger is attached to the pump outlet, which is cooled with tap water. The temperature
controller turns on / off a fail-open Rainbird CP-075 solenoid valve (designed for sprinkler
systems). If I is set to false, the temperature control must be done - if at all - manually. If I
is set to true, the cooling water will periodically turn on if the system heats above the target
in H.
Once all of the values have been specified the program is ready, and the system is ready
to be filled. Section E.3 describes how to prepare the system.
E.2 Manual Loop Control
In some circumstances, a user may need to manually open / close valves or change the
pump speed - especially when draining and filling the loop. The components of the loop
can be communicated with individually through the “Loop Interface” window (labeled 2 in
Figure E.1). To manually turn valves first make sure the User Interface is stopped. Start
the “Loop Interface” window on continuous play. In this window there are 5 lights, and 1
slider labeled J through O in Figure E.3
J K L M 
N 
O 
Figure E.3: The Loop Interface with the toggles circled and labeled J-O in blue. Currently
the system is set to collect the particles to B2.
Once the “Loop Interface” is running, clicking the lights on or off will turn various valves
in the system, and the slider represents (in %) the VFD output - read the WARNING† on
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page 139 before adjusting this value. The function of turning the lights on is listed below,
clicking the light off undoes the listed action (see Figure 2.7 for valve reference).
J Close valves VO1 and VI1; open valves VO2 and VI2
K Close valve V2
L Close valve V1
M Place the restriction in line with the flow
N Manually set the pump speed, all grey is off, all blue is 100%- read the WARNING†
on page 139
O Begin flow of cooling water
The state of the lghts depicted in Figure E.3 will: close valves VO1, VI1, and V1, and
open valves VO2, VI2, and V2. Referring to Section 2.2, this setup is referred to as “collection
mode” and will return all particles to the collection basket B2.
Generally this interface will only be used when filling or draining the system
E.3 Loop Filling and Draining
On the system, there are 2 drain valves, 1 fill valve, and 2 bleed valves (to remove air).
The approximate location of these valves have been added into the system PFD,reproduced
in Figure E.4 with differences from Figure 2.7 highlighted in red.
Valve VF1 is connected to the tap water line, to fill the system. Valves VD1 and VD2
are used to drain the system, and valves VB1 and VB2 are bleed valves to let air escape
while the loop is filling with water. Figure E.5 shows where VF1, VB1, VD1, and VD2 can
be found, and Figure E.6 shows where valve VB2 can be found. Before filling or draining
always make sure the pump is off. All filling and draining will involve opening and
closing valves VF1, VD1, VD2, VB1, and VB2 so it is suggested the user becomes familiar























Figure E.4: Modified loop schematic to show where the system fills and drains from. Differ-









Figure E.6: Picture of bypass B2 with valve VB2 from Figure E.4 highlighted for reference.
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E.3.1 Draining the Loop
If water needs to be removed from the loop, perform the following steps - please read all
steps before proceeding:
1. Make sure the pump is off
2. Clear the restriction, open valves V1, V2, VO1, VI1§§§
3. Open valve VB2
4. Open valves VD1 and VD2¶¶¶
5. Once the water level has dropped below valve VB1 it can be opened
E.3.2 Filling the Loop
If waterneeds to be added to the loop, perform the following steps - please read all steps
before proceeding:
1. Make sure the pump is off
2. Clear the restriction, open valves V1, V2, VO1, VI1
3. Close valves VD1 and VD2
4. Open valves VB1 and VB2
5. Slowly open valve VF1 and verify that water is flowing into the system
6. As the water level rises to VB1, close valve VB1
7. Do not close valve VB2! This can result in a buildup of internal pressure which can
rupture the loop.
§§§This can be achieved by toggling off all lights in the Loop Controller window, see Section E.2 for details
on doing this.
¶¶¶Ensure water is flowing through valve VD2. If water is not flowing through that tube, the loop cannot
drain completely.
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8. When the system is almost full, close valve VF1
9. Only after valve VF1 is closed, close valve VB2 to seal the system
E.4 Adding Salt
If salt needs to be added to the loop, perform the following steps - please read all steps
before proceeding:
1. Make sure the pump is off
2. Clear the restriction, open valves V1, V2, VO1, VI1
3. If water is in the loop, drain the water (See Section E.3.1)
4. Once the water is drained, open the access lid by removing the 18 bolts (see Figure E.7)
5. Place salt into the box
6. Place access lid back on the box, and fasten the 18 bolts in place
7. Fill the loop with water (See Section E.3.2)
Figure E.7: Picture of the access lid with the 18 1/4” bolts highlighted..
After all the salt has been added to the loop, the pump must be run for several minutes
to disolve the salt into the water. To do this, clear the restriciton, and open valves V1, V2,
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VO1, and VI1, manually set the pump speed to 85%, and turn on the pump (see Section
E.5).
If the salt concentration is too high, drain a small amount of liquid from the loop, and
fill the loop back with water.
E.5 Starting and Stopping the Pump and Air
Figure E.8 shows the table below bypass B2. In the figure there is a small valve, a red
button, and a key slot. The valve supplies all air for opening and closing valves. If the air
needs to be shut off, close this valve. The red button will immediately stop the pump, and
the key will turn the pump on.
Figure E.8: Air line valve with pump stop and start buttons.
E.6 Starting the Loop
Once the loop is filled with water with all salt is disolved (See Section E.3), and all
experimental parameters have been entered (See Section E.1) the system is almost ready.
The last stage is setting the dilution valves to control the particle concentration.
Figure Figure E.9 shows which valve is GA and GB for controlling the particle dilution.
These should be set before starting the program, and remain unchanged during the course
of an experiment. Note that small black ticks are on the valve faces for a reference to how




Figure E.9: Label of valves GA and GB (Figure 2.7) for controlling the particle concentration.
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Once the dilution valves are set, start the User Interface VI on the computer, make
sure the air pressure is on, and turn the pump key. The system will automatically collect
the particles and begin the program.
E.7 Stopping the Loop
To stop the loop, simply stop the User Interface VI on the computer, and press the
red button shown in Figure E.8.
E.8 Preparing System for Velocity Calibration
Appendix C discusses physical modifications that need to be made in order to perform the
velocity calibrations. All of these modifications are made simply by turning valves, but there
are five valves associated with the process, so it is important that the user get comfortable
with all of them. Figure E.10 shows the same portion of the loop as Figure E.5, with these
valves labeled, and some basic flow directions indicated.
When calibrating the velocity, if the wrong valves are closed pressure can very easily
build within the system which can lead to a rupture. Extreme care must be taken during
the entire process, so it is extremely important to read all directions before proceeding.
To prepare the system for calibration first perform the following steps:
1. Turn the pump off
2. Ensure that valves VB1, VB2, VD1, VD2, and VF1 (see Figure E.4 for the purpose of
these valves) are closed
3. Fill Bucket 1 roughly 80% of the way with water
4. Carefully open valves VCO and VR - during this step bubbles may appear in B2 and
Bucket 1 don’t be alarmed
5. Briefly open and close valve VF1 to purge air in the line connecting to Bucket 1








To Bucket 1 
From Bucket 1 
VM VR 
To Bucket 2 
Figure E.10: The connection area between B2 and the pump in Figure 2.7 highlighting
several extra valves: VCN (for normal flow), VCO and VCI for the calibration, and VM and
VR for controlling pump fluid into Bucket 1 or Bucket 2.
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7. Open valve VCI
8. Briefly open and close valve VF1 to purge air in the line drawing from Bucket 1
Once all of these changes have been made, it is quite important that the valves VB1 and
VB2 (Figure E.4) remain closed at all times. If these valves are opened, water will drain
out of the system and overflow Bucket 1. Before resuming operation of the system, a small
amount of salt should be added to Bucket 1.
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