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Abstract
We study optimal block designs for comparing a set of test treatments with a control
treatment. We provide the class of all E-optimal approximate block designs character-
ized by simple linear constraints. Employing this characterization, we obtain a class of
E-optimal exact designs for treatment-control comparisons for unequal block sizes. In
the studied model, we justify the use of E-optimality by providing a statistical inter-
pretation for all E-optimal approximate designs and for the known classes of E-optimal
exact designs. Moreover, we consider the R-optimality criterion, which minimizes the
volume of the rectangular confidence region based on the Bonferroni confidence intervals.
We show that all approximate A-optimal designs and a large class of A-optimal exact
designs for treatment-control comparisons are also R-optimal. This further reinforces the
observation that A-optimal designs perform well even for rectangular confidence regions.
1 Introduction
Consider a blocking experiment for comparing a set of test treatments with a control. As noted
by Hedayat et al. [1988a], such an experimental objective arises, for instance, in screening
experiments or in experiments in which it is desired to assess the relative performance of new
test treatments with respect to a standard treatment. Comparisons with a control are also
quite natural for medical studies involving placebo (e.g., see Senn [1997], Rosa and Harman
[2017]).
Formally, we have
Yj = µ+ τi(j) + θk(j) + εj , j = 1, . . . , n,
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where µ is the overall mean, τi is the effect of the i-th treatment (0 ≤ i ≤ v), θk is the effect of
the k-th block (1 ≤ k ≤ d), and the random errors ε1, . . . , εn are uncorrelated, with zero mean
and variance σ2 < ∞. Treatment 0 denotes the control, and test treatments are numbered
1, . . . , v. By τ , we denote the vector of treatment effects and by θ the vector of block effects.
The objective of estimating the comparisons of the test treatments with the control τi − τ0
(1 ≤ i ≤ v) can be expressed as the estimation of QT τ , where Q := (−1v, Iv)T . Here 1v
denotes the column vector of ones in Rv and Iv denotes the v × v identity matrix; moreover
by 0v, we denote the column vector of zeros.
The most popular optimality criteria for treatment-control comparisons are A- and MV -
optimality; for a survey, see Hedayat et al. [1988a] or Majumdar [1996a]. An A-optimal
design minimizes the average variance of the (least squares) estimators of the (τi − τ0)’s and
an MV -optimal design minimizes the maximum variance of the estimators of the (τi − τ0)’s.
In this paper, we first provide approximate and exact designs that are optimal with re-
spect to the E-optimality criterion, which minimizes the maximum variance for the linear
combinations
∑
i>0 xiτi− (
∑
i>0 xi)τ0 over all normalized x ∈ Rv. The E-optimality received
little attention for treatment-control experiments, with some exceptions: see Majumdar and
Notz [1983], Notz [1985], Morgan and Wang [2011], Rosa and Harman [2017]. The lower
interest resulted from the fact that this criterion was considered to be lacking a natural sta-
tistical interpretation (see Majumdar and Notz [1983], Hedayat et al. [1988b]). Indeed, the
aforementioned minimax interpretation of E-optimality does not seem to be very compelling.
Naturally, the justification for E-optimality for treatment-control comparisons received
significant attention in the mentioned papers. Morgan and Wang [2011] examined the mini-
max interpretation more closely, using the so-called weighted variances. Notz [1985] studied
E-optimal designs in the presence of two-way heterogeneity. He showed that designs in a
particular class of E-optimal row-column designs minimize the variance of the estimator of∑
i>0 τi/v − τ0. Rosa and Harman [2017] studied optimal approximate block designs under
the presence of some special (dose-escalation) constraints when the number of blocks is v or
v+1. They provided interpretation of the obtained E-optimal approximate designs analogous
to that of Notz [1985], and provided an interpretation for the obtained designs by means of
variances and covariances for the (τi − τ0)’s.
We extend the results of Rosa and Harman [2017] by providing all E-optimal approximate
designs for comparisons with a control for any number of blocks and treatments, and without
the dose-escalation design constraints. We apply this characterization to obtain E-optimal
exact block designs for blocks of unequal sizes. Additionally, we extend the interpretation
based on the variances and covariances for the contrasts of interest to all obtained E-optimal
approximate designs, as well as to entire classes of E-optimal exact designs.
Besides the various optimality criteria, another approach for assessing block designs for the
2
comparisons with a control is based on simultaneous confidence intervals; see, e.g., Bechhofer
and Tamhane [1981], Majumdar [1996b], Bortnick et al. [2005]. Under the assumption of
normal errors, simultaneous confidence intervals for the (τi−τ0)’s based on the multivariate t-
distribution can be calculated. Then, one seeks designs that maximize the coverage probability
of these confidence intervals, subject to a limit on the width of the intervals. Thus, this
approach deals with rectangular confidence regions, instead of the confidence ellipsoids, which
are in some sense minimized in the case of the standard optimality criteria like A- and E-
optimality. However, the problem of maximizing the coverage probability of the simultaneous
confidence intervals seems to be difficult to solve.
It is known that the A-optimal treatment proportions are close to the optimal proportions
for these rectangular confidence regions (see Bechhofer and Tamhane [1983]). In the second
part of this paper, we examine the actual optimality of A-optimal block designs (rather than
merely A-optimal treatment proportions) with respect to a different criterion based on rect-
angular confidence regions – the so called R-optimality. The criterion of R-optimality was
proposed by Dette [1997] in general experimental settings, and it minimizes the volume of the
rectangular confidence region based on Bonferroni confidence intervals for the particular con-
trasts of interest. For the treatment-control comparisons, R-optimality allows for considering
rectangular confidence regions, and at the same time circumventing the technical difficulties
that are tied to the simultaneous confidence intervals based on the multivariate t-distribution.
1.1 Experimental designs
An exact design ξ determines in each block the numbers of trials that are performed with
the various treatments. Thus, ξ can be expressed as a function ξ : {0, . . . , v} × {1, . . . , d} →
{0, 1, 2, . . . , n} such that ∑i,k ξ(i, k) = n. The value ξ(i, k) specifies the number of trials
performed with treatment i in block k. Suppose that the blocks 1, . . . , d have pre-specified
non-zero sizes m1, . . . ,md. We denote the class of all block designs for v + 1 treatments and
d blocks of sizes m = (m1, . . . ,md)T > 0d by D(v, d,m). If all blocks are assumed to be of
the same size, say q, we write D(v, d, q1d).
For a given design ξ, let us denote the (v + 1) × d design matrix X(ξ) = (ξ(i, k))i,k, let
r(ξ) = X(ξ)1d be the vector of total treatment replications and let s(ξ) = XT (ξ)1v be the
vector of block sizes. Clearly, any ξ ∈ D(v, d,m) must satisfy s(ξ) = m. Furthermore, we
define µij(ξ) =
∑
k ξ(i, k)ξ(j, k), 0 ≤ i, j ≤ v. For brevity, we usually omit the argument ξ in
X(ξ), r(ξ) etc.
The information matrix of an exact design ξ for estimating all pairwise comparisons of
treatments is M(ξ) = diag(r)−Xdiag(s−1)XT , where s−1 := (s−11 , . . . , s−1d ). The treatment-
control comparisons QT τ are estimable under ξ if C(Q) ⊆ C(M), where C denotes the col-
umn space. In such a case, we say that ξ is feasible, and we have rank(M) = v and
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rank(QTM−Q) = v. The information matrix N(ξ) = (QTM−Q)−1 of a feasible design ξ
for estimating QT τ is obtained by deleting the first row and column of M (see Bechhofer
and Tamhane [1981]). Let us partition X as XT = (z, ZT ), where z is a d × 1 vector; i.e.,
Z = (ξ(i, k))i>0,k. Then, the information matrix for comparing the test treatments with the
control is
N(ξ) = diag(r1, . . . , rv)− Zdiag(s−1)ZT . (1)
Note that N(ξ) is proportional to the inverse of the covariance matrix of the least squares
estimator of τ1− τ0, . . . , τv − τ0. A design is said to be Ψ-optimal if it minimizes Ψ(N(ξ)) for
some function Ψ. The criteria of A-, MV -, and E-optimality can be defined as follows: an
A-optimal design minimizes the trace of N−1(ξ), an MV -optimal minimizes the maximum
diagonal element of N−1(ξ), and an E-optimal design minimizes the largest eigenvalue of
N−1(ξ).
An approximate design is a function ξ : {0, . . . , v}×{1, . . . , d} → [0, 1], such that∑i,k ξ(i, k) =
1. Then, the value ξ(i, k) represents the proportion of all trials for treatment i and block k,
rather than the actual number of trials. Analogously to the exact case, we define the terms
X(ξ), Z(ξ), r(ξ) etc. Since the sizes of the blocks are assumed to be positive, we always have
s > 0d. Under the usual assumption of blocks of the same size, s satisfies s = 1d/d.
The treatment-control comparisons QT τ are estimable under an approximate design ξ if
C(Q) ⊆ C(M(ξ)). In such a case, we say that ξ is feasible and the information matrix of ξ for
treatment-control comparisons is given as in the exact case by (1).
We say that a design ξ that satisfies ξ(i, k) = risk for all i, k is a product design of r and
s. We denote such a design as ξ = r ⊗ s.
2 E-optimality
2.1 Approximate designs
A design is E-optimal if it minimizes λmax(N−1(ξ)) or, equivalently, if it maximizes λmin(N(ξ)),
where λmax and λmin denote the largest and the smallest eigenvalue, respectively. In the fol-
lowing theorem, we provide the complete characterization of E-optimal approximate block
designs for comparing the test treatments with a control: an approximate design ξ∗ is E-
optimal for comparisons with a control if and only if (i) in each block ξ∗ assigns one half of
the trials to the control and (ii) ξ∗ is equireplicated in the test treatments.
Theorem 1. An approximate block design ξ is E-optimal for treatment-control comparisons
if and only if ξ satisfies
ξ(0, k) =
sk(ξ)
2
and r1(ξ) = . . . = rv(ξ) =
1
2v
. (2)
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Proof. Let ξ be E-optimal and let r∗0 = 1/2 and r∗i = 1/(2v) for i > 1. From Theorems 1 and
6 of Rosa and Harman [2016] it follows that a Ψ-optimal block design must satisfy r(ξ) = r∗.
Moreover, the product design ξ˜ = r∗⊗ s for any s > 0,∑k sk = 1, is E-optimal (cf. Schwabe
[1996], Rosa and Harman [2016]). Then Z(ξ˜) = 1vsT /(2v) and
N(ξ˜) =
1
2v
Iv − 1
4v2
1vs
Tdiag(s−1)s1Tv =
1
2v
Iv − 1
4v2
Jv.
Therefore, the optimal smallest eigenvalue is λ∗ = 1/(4v).
Moreover, (1) yields
λmin(N(ξ)) = min
xT x=1
xTN(ξ)x ≤ 1
v
1TvN(ξ)1v
=
1
v
(∑
i>0
ri −
d∑
k=1
1
sk
(
∑
i>0
ξ(i, k))2
)
=
1
v
(1
2
−
d∑
k=1
(sk − ξ(0, k))2
sk
)
=
1
v
(1
2
−
d∑
k=1
sk + 2
d∑
k=1
ξ(1, k)−
d∑
k=1
ξ2(0, k)
sk
)
=
1
2v
− 1
v
d∑
k=1
ξ2(0, k)
sk
,
using the facts that
∑
i>0 ri = 1/2,
∑
i>0 ξ(i, k) = sk − ξ(0, k) and
∑
k sk = 1. Since∑
k ξ(0, k) = 1/2, for any s1, . . . , sd the following holds
d∑
k=1
ξ2(1, k)
sk
≥
d∑
k=1
(sk/2)
2
sk
=
1
4
,
where the inequality is attained as equality if and only if ξ(1, k) = sk/2 for all k = 1, . . . , d.
Hence,
λmin(N(ξ)) ≤ 1
v
(
1
2
− 1
4
) =
1
4v
= λ∗min. (3)
Because ξ is E-optimal, the inequality is attained as equality, and thus ξ(1, k) = sk/2 for all
k = 1, . . . , d.
For the converse part, let ξ satisfy (2). Then, ξ is connected (see Eccleston and Hedayat
[1974]) and therefore feasible. Moreover, ZT 1v = s/2, Z1d = (r1, . . . , rv)T = 1v/(2v) and
N1v =
1
2v
1v − 1
2
Zdiag(s−1)s =
1
2v
1v − 1
4v
1v =
1
4v
1v.
That is, the optimal eigenvalue λ∗ = 1/(4v) is an eigenvalue of N corresponding to the
eigenvector 1v. Therefore, it suffices to prove that λ∗ is the smallest eigenvalue of N .
Let N = (nij)i,j . We note that nij ≤ 0 for i 6= j. Using an argument analogous to that
in the proof of Theorem 3.1 by Majumdar and Notz [1983], let x be an eigenvector of N(ξ).
Let us denote the eigenvalue that corresponds to x as λ. By multiplying x by an appropriate
constant, we obtain maxj |xj | = 1. Thus, xj ≤ 1 for all 1 ≤ j ≤ v. Let i be the index that
satisfies |xi| = 1. Then, by multiplying x by ±1, we obtain xi = 1. Now, we can write
(Nx)i = niixi +
∑
j 6=i
nijxj ≥ nii +
∑
j 6=i
nij = (N1v)i,
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where the inequality follows from nij ≤ 0 for j 6= i, and xj ≤ 1 for 1 ≤ j ≤ v. Because
(Nx)i = λxi = λ and (N1v)i = λ∗, we have λ∗ ≤ λ for any eigenvalue λ.
2.2 Interpretation of E-optimality
It is well known that an E-optimal design minimizes the maximum variance of linear functions
xTQT τ of QT τ , over all normalized x ∈ Rv. That is, an E-optimal design for comparisons
with a control minimizes the maximum variance for xTQT τ =
∑
i>0 xiτi − (
∑
i>0 xi)τ0 over
all ‖x‖ = 1, as mentioned in the Introduction.
We say that a design ξ is c-optimal, where c ∈ Rv+1, if it minimizes the variance of the least
squares estimator of cT τ . Therefore, ξ is c-optimal if it minimizes cTM−(ξ)c. The relationship
between E-optimality and c-optimality for approximate designs (see Pukelsheim and Studden
[1993]) allows for a statistically meaningful interpretation of E-optimality, analogous to Notz
[1985], Rosa and Harman [2017]. Moreover, this relationship provides a statistical justification
for all approximate designs that are E-optimal for treatment-control comparisons.
Theorem 2. Let ξ be an E-optimal approximate block design for comparisons with a control.
Then
(i) ξ is optimal for c˜T τ , where c˜T = (−1, 1Tv /v);
(ii) ξ minimizes the variance of the estimator of (
∑
i>0 τi)/v − τ0;
(iii) ξ minimizes
v∑
i=1
Var(τ̂i − τ0) +
∑
1≤i6=j≤v
|Cov(τ̂i − τ0, τ̂j − τ0)| (4)
Proof. Using Theorem 2.2 and Corollary 2.3 of Pukelsheim and Studden [1993], we obtain that
if a design ξ is E-optimal for QT τ , λmin(N(ξ)) has multiplicity 1 and h is the corresponding
eigenvector, then any E-optimal design is optimal for hTQT τ .
Let ξ = r∗ ⊗ s, where r∗ = (1/2, 1v/(2v))T , be an E-optimal product design. Then,
N(ξ) = 12v Iv − 14v2 Jv as shown in the proof of Theorem 1. The smallest eigenvalue of N(ξ)
has multiplicity 1 and the corresponding eigenvector is 1v. Therefore, any E-optimal design
is optimal for 1TvQT τ = (−1, 1Tv /v)τ . Parts (i) and (ii) are clearly equivalent.
The optimality for Q1v means that any E-optimal design ξ minimizes 1TvQTM−(ξ)Q1v =
1TvN
−1(ξ)1v, which is the sum of all elements of the inverse of the information matrix (which
in turn is proportional to the covariance matrix). Therefore, ξ minimizes the sum of vari-
ances and covariances for the treatment-control comparisons. Because for any feasible ξ, the
non-diagonal elements of N(ξ) are non-positive and every real eigenvalue of N(ξ) is posi-
tive, Theorem 6.2.3 of Berman and Plemmons [1994] yields that every element of N−1(ξ)
is non-negative. Thus, the minimization of the sum of the covariances is equivalent to the
minimization of the sum of the absolute values of the covariances.
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Theorem 2(ii) states that E-optimal designs also minimize the variance of the estimator
for comparing the average test treatment effect with the control effect. Thus, E-optimal
designs guarantee that the overall effect of the test treatments relative to control is estimated
with the greatest precision. The key interpretation of E-optimality is part (iii), which states
that any E-optimal design for treatment-control comparisons minimizes the sum of variances
and of absolute values of covariances for τ1 − τ0, . . . , τv − τ0. This interpretation is similar to
that of Rosa and Harman [2017] for dose-escalation designs, and is analogous to that of A-
or MV -optimality, but based on both the variances and the covariances of the estimators. In
the discussion on Hedayat et al. [1988a], multiple authors (Bechhofer and Tamhane [1988],
Giovagnoli and Verdinelli [1988]) criticized the usually used criteria of A- and MV -optimality
on the basis that they deal only with the variances of the estimators of τi − τ0, disregarding
the covariances between the estimators. The provided interpretation suggests that especially
when one is also interested in the covariances of the estimators, E-optimality is a reasonable
choice.
2.3 Exact designs
For the usual case of blocks of the same size D(v, d, q1d), Majumdar and Notz [1983] provide
a wide class of E-optimal designs (Theorem 3.1 therein), which we state in the following
proposition.
Proposition 1. If there exists an exact design ξ ∈ D(v, d, q1d) that satisfies (i) ξ(0, k) = q/2
if q is even, or ξ(0, k) ∈ {bq/2c, bq/2c + 1} if q is odd (0 ≤ k ≤ d), and (ii) µ01(ξ) = . . . =
µ0v(ξ), then ξ is E-optimal for comparisons with a control in D(v, d, q1d).
Because the conditions for E-optimality of approximate designs in Section 2.1 are not
very stringent, E-optimal exact designs can often be directly obtained from the approximate
ones. Indeed, in the following theorem, we provide such E-optimal exact designs for many
combinations of v, d, m. Moreover, these exact designs retain the c˜-optimality property and
they minimize the sum of the variances and covariances for (τi − τ0)’s.
Theorem 3. If there exists an exact design ξ ∈ D(v, d,m) that satisfies ξ(0, k) = mk/2,
1 ≤ k ≤ d, and ξ is equireplicated in the test treatments, then ξ is E-optimal for comparisons
with a control in D(v, d,m). Moreover, ξ is optimal for (
∑
i>0 τi)/v − τ0 and it minimizes
(4).
Proof. The approximate version ξ/n of ξ is in fact an E-optimal approximate design, be-
cause it satisfies the conditions of Theorem 1. Then, ξ is clearly an E-optimal exact design.
Moreover, Theorem 2 yields the optimality for c˜T τ and for (4).
For blocks of equal size, Theorem 3 becomes a special case of Proposition 1. However,
Theorem 3 also covers the case of blocks of unequal sizes. For v = 2 and for blocks of unequal
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sizes m = (2, 2, 4)T , a simple E-optimal block design ξ for treatment-control comparisons,
which also minimizes (4) is given by
X(ξ) =
1 1 21 0 1
0 1 1
 .
We provide the interpretation of E-optimality for comparisons with a control for approx-
imate designs through (4) also for all E-optimal exact designs given by Majumdar and Notz
[1983], which is, to our knowledge, the widest known class of E-optimal block designs for
comparisons with a control.
Theorem 4. All E-optimal designs given by Proposition 1 are also optimal for (
∑
i>0 τi)/v−
τ0 and minimize the sum of variances and the absolute values of covariances (4).
Proof. The technique of the proof is analogous to that of Theorem 3.2 of Notz [1985]. Let ξ∗
be given by Proposition 1, let ξ ∈ D(v, d, q1d) and let us denote
N¯(ξ) =
1
v!
∑
pi−perm.
PpiN(ξ)P
T
pi ,
where the sum is over all permutations pi of the v test treatments and Ppi is the permutation
matrix for pi. Then,
N¯(ξ) =
1
v
 v∑
i=1
ri − 1
m
v∑
i=1
d∑
k=1
ξ2(i, k) +
1
q(v − 1)
∑
1≤i6=j≤v
µij
 Iv
− 1
qv(v − 1)
 ∑
1≤i 6=j≤v
µij
 Jv,
and its smallest eigenvalue λmin(N¯) =
∑v
i=1 µ0i/(qv) corresponds to the eigenvector 1v,
see Lemma 2.1 by Majumdar and Notz [1983]. Convexity of N 7→ N−1 yields N¯−1(ξ) 
(1/v!)
∑
pi PpiN
−1(ξ)PTpi . Therefore, using the fact that Ppi1v = 1v,
1TvN
−1(ξ)1v =
1
v!
∑
pi
1Tv PpiN
−1(ξ)PTpi 1v ≥ 1Tv N¯−1(ξ)1v =
qv2∑
i µ0i(ξ)
.
In the proof of Theorem 3.1, Majumdar and Notz [1983] show that ξ∗ maximizes
∑v
i=1 µ0i(ξ)/(qv)
and that 1v is an eigenvector corresponding to the smallest eigenvalue of N(ξ∗), which is
µ01(ξ
∗)/q. Hence,
1TvN
−1(ξ)1v ≥ qv
2∑
i µ0i(ξ)
≥ qv
2∑
i µ0i(ξ
∗)
=
qv
µ01(ξ∗)
= 1TvN
−1(ξ∗)1v,
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because µ01(ξ∗) = . . . = µ0v(ξ∗). The matrix N−1(ξ∗) is non-negative by an argument
analogous to the approximate case.
One example of E-optimal design ξ for v = 4 and m = 4 · 14 provided by Majumdar and
Notz [1983], which Theorem 4 shows to be optimal with respect to the sum of variances and
covariances (4), is given by
X(ξ) =

2 2 2 2
1 0 0 1
1 1 0 0
0 1 1 0
0 0 0 1
 .
Note that all E-optimal designs given by Morgan and Wang [2011] minimize (4) too,
because they form a subset of the designs given by Proposition 1: the designs given by
Morgan and Wang [2011] must satisfy, among other conditions, that ξ(0, k) = bq/2c for all k,
and they are equally replicated and binary in the test treatments. It follows that µ0j(ξ) =∑
k ξ(0, k)ξ(j, k) = bq/2c
∑
k ξ(j, k), which does not depend on j because ξ is equireplicated
in the test treatments. Clearly, such designs satisfy the conditions of Proposition 1.
3 R-optimality
3.1 Approximate designs
An R-optimal design minimizes
ΨR(N(ξ)) =
s∏
i=1
(N−1(ξ))ii.
Equivalently, an R-optimal design maximizes the concave function
ΦR(N(ξ)) =
( v∏
i=1
(N−1(ξ))ii
)−1/v
.
Note that R-optimality is permutationally invariant; i.e. ΦR(PNPT ) = ΦR(N) for any v× v
permutation matrix P .
Due to the symmetric nature of the studied problem, the thoroughly studied A-optimal
designs tend to be R-optimal. In fact, we show that any A-optimal approximate block design
for treatment-control comparisons is also R-optimal. An approximate block design ξ is A-
optimal for treatment-control comparisons if and only if ξ∗ = r∗ ⊗ s, where
r∗0 =
1√
v + 1
and r∗i =
1√
v(
√
v + 1)
for i > 0, (5)
(see Rosa and Harman [2016], Giovagnoli and Wynn [1985]).
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Theorem 5. Let ξ∗ be an A-optimal approximate block design for comparisons with a control,
i.e., ξ∗ = r∗ ⊗ s, where r∗ is given by (5). Then, ξ is also R-optimal.
Proof. Let ξ0 be a feasible block design and let pi be a permutation of the v test treatments.
We define Ppiξ0 as the design obtained from ξ0 by the permutation pi of the test treatment
labels. Then, N(Ppiξ0) = PpiN(ξ0)PTpi . Let us denote
ξ¯0 =
1
v!
∑
pi−perm.
N(Ppiξ0) =
1
v!
∑
pi−perm.
PpiN(ξ0)P
T
pi ,
where the sum is over all permutations pi of the test treatments. Then, from the permutation
invariance and the concavity of ΦR, we have ΦR(ξ¯0) ≤ ΦR(ξ0). For any design ξ equireplicated
in the test treatments, its information matrix N is completely symmetric, and therefore the
diagonal elements of N−1 coincide. Let us denote an arbitrary diagonal element of N−1 for
such N as g(N). Then, ξ∗ minimizes ΨA(ξ) = vg(N(ξ)) among all designs equireplicated in
test treatments; thus, it maximizes (g(N(ξ)))−1 = ΦR(ξ). It follows that ΦR(ξ∗) ≥ ΦR(ξ¯0),
which together with ΦR(ξ¯0) ≥ ΦR(ξ0) yields the R-optimality of ξ∗.
3.2 Exact designs
Majumdar and Notz [1983] provided a class of BTIB designs that are A-optimal for com-
parisons with a control among all block designs (Theorem 2.2 therein). Analogously to the
approximate case, we show that any such A-optimal design is also R-optimal; thus extending
the relationship between A- and R-optimality to exact designs.
Theorem 6. Let ξ∗ ∈ D(v, d, q1d) be an A-optimal BTIB design for comparisons with a
control given by Theorem 2.2 of Majumdar and Notz [1983]: (i) ξ∗ is binary in test treatments,
(ii)
∑
k ξ(0, k) = R, (iii) ξ(0, k) = bR/dc or ξ(0, k) = bR/dc + 1 for 1 ≤ k ≤ d, where R is
the value of the integer r (0 ≤ r ≤ bdq/2c) that minimizes
g(r; d, q, v) =
v
r − h(r; d)/q +
(v − 1)2
d(q − 1)− r(q − 1)/q − v(r − h(r; d)/q) ,
where
h(r; d) = br/dc2 (d+ dbr/dc − r) + (r − dbr/dc) (r/d+ 1)2 .
Then, ξ∗ is also R-optimal for comparisons with a control in D(v, d, q1d).
Proof. Let ξ be a block design and let N¯(ξ) be defined as in the proof of Theorem 4. Then,
ΦR(N¯(ξ)) ≥ ΦR(N(ξ)). Because N(ξ∗) is completely symmetric, we have N¯(ξ∗) = N(ξ∗).
From the proof of Theorem 2.1 of Majumdar and Notz [1983] it follows that ξ∗ minimizes
ΨA(N¯(ξ)) over all block designs ξ. For a completely symmetric matrix N , the diagonal
elements of N−1 coincide; let us denote an arbitrary diagonal element of N−1 for such N as
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t(N). Then, ξ∗ minimizes ΨA(N¯(ξ)) = st(N¯(ξ)); thus, it maximizes (t(N¯(ξ)))−1 = ΦR(N¯(ξ))
over all block designs ξ. Therefore, ΦR(N(ξ∗)) = ΦR(N¯(ξ∗)) ≥ ΦR(N¯(ξ)) ≥ ΦR(N(ξ)).
Multiple examples and entire families of designs satisfying Theorem 6 can be found in
Hedayat et al. [1988a].
4 Discussion
We provided the class of all E-optimal approximate block designs for comparisons with a
control, which can be described by the simple linear constraints (2). For a strictly convex
criterion, the only optimal block designs are product designs with optimal treatment propor-
tions (see Rosa and Harman [2016]). However, since E-optimality lacks strict convexity, the
class of E-optimal designs is richer and thus allows for an easier construction of efficient (or
even optimal) exact designs by the rounding methods – therefore increasing the usefulness of
the approximate theory. We demonstrated this by easily constructing a class of E-optimal
exact designs, which extends the known results on E-optimality to the case of unequal block
sizes.
E-optimality is often considered to be inappropriate for comparisons with a control, be-
cause of its lack of a natural statistical interpretation. However, we formulated such an
interpretation in the examined experimental settings. Namely, we proved that the E-optimal
approximate designs minimize the sum of all variances and the absolute values of covariances
for the comparisons with a control (4); compare with A-optimality, which seeks to minimize
the sum of variances for the (τi−τ0)’s. Moreover, we showed that the E-optimal exact designs
provided in this paper as well as all E-optimal exact designs provided by Majumdar and Notz
[1983] also have this statistical interpretation. The provided interpretation suggests that E-
optimality is a reasonable criterion for treatment-control comparisons. In fact, E-optimality
has the advantage of taking the covariances for the (τi−τ0)’s into consideration, unlike the A-
and MV -optimality, which were criticized for their ‘blindness’ to covariances (see Giovagnoli
and Verdinelli [1988], Bechhofer and Tamhane [1988]).
We also provided an additional justification for using A-optimal block designs for com-
parisons with a control by showing that wide classes of these designs are also R-optimal.
Specifically, we prove that any A-optimal approximate block design for treatment-control
comparisons is R-optimal. We then extend this relationship to exact designs by proving that
any A-optimal exact design given by Majumdar and Notz [1983] is also R-optimal. Therefore,
not only are A-optimal proportions efficient for the rectangular confidence regions based on the
multivariate t-distribution (cf. Bechhofer and Tamhane [1983]), but also the A-optimal block
designs are often actually in some sense optimal for the rectangular Bonferroni confidence
regions. Therefore, even if one is mostly interested in the rectangular confidence regions, one
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may prefer to use the A-optimal block designs, which perform ‘well enough’ for such regions,
because they are easier to obtain than the optimal designs for the confidence intervals based
on the multivariate t-distributions.
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