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Abstract
Non-Gaussian limiting distributions of the rescaling solutions of the heat equation for non-
Gaussian initial data with long-range dependence are discribed in terms of their multiple stochas-
tic integral representations. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider the classical heat equation
@u
@t
= u; > 0 (1.1)
subject to the random initial condition
u(0; x) = (x); x2Rn; (1.2)
where  is the Laplacian, u= u(t; x); t > 0; x2Rn and (x) = (w; x); w2
; x2Rn
is a random eld dened on a suitable complete probability space (
;F; P).
The heat equation with random initial conditions is a classical subject that has been
extensively studied in both mathematical and physical literature. An introduction of the
rigorous probabilistic tools into the subject can be traced to Kampe de Feriet (1955) and
Rosenblatt (1968) who considered the heat equation with stationary initial conditions
and gave the spectral representation of spatially stationary solutions in the form of
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stochastic integrals. More recently, several researchers investigated solutions of the heat
equation as well as more general parabolic-type equations depending on various types
of random initial conditions, including the non-homogeneous case with random poten-
tial (see, for example, Becus, 1980; Vishik and Fursikov, 1988; Ratanov et al., 1991;
Carmona and Molchanov, 1995; UbHe and Zhang, 1995; Holden et al., 1996; Leonenko
and Woyczynski, 1998b; Anh et al., 1999 and the references therein). In particular,
Ratanov et al. (1991) studied the convergence of the statistical solutions of the heat
equation (and more general parabolic equations) with weakly dependent initial condi-
tions to the Gaussian limiting eld, while Leonenko and Woyczynski (1998b) present
the Gaussian and non-Gaussian limiting distributions for one-dimensional heat equations
with singular data subordinated to Gaussian processes. Carmona and Molchanov (1995)
present the asymptotic formulae for moments of the solutions of the heat equation with
random potential and study the intermittency phenomenon. Anh et al. (1999) also study
the second-order intermittency as well as long-range dependence in the fractional heat
equation with noise.
The heat equation driven by random noise have also been studied under various
settings (see, for example, Walsh, 1986; Kallianpur and Perez-Abreu, 1988; Nualart
and Zakai, 1989; Bally et al., 1994; UbHe and Zhang, 1995; Holden et al., 1998;
Mueller, 1998; Albeverio et al., 1998, and the references therein).
The rescaling procedures for partial dierential equations with random data have
been studied by Avellaneda and Majda (1990), Bulinski and Molchanov (1991),
Albeverio et al. (1994), Funaki et al. (1995), Leonenko and Orsingher (1995),
Leonenko et al. (1995), Leonenko and Woyczynski (1998a,b), Gaudron (1998), and
many others.
Our paper is motivated by the work of Leonenko and Woyczynski (1998b). We
study the limiting eld of rescaled solutions of the n-dimensional heat equation in
the case when initial conditions are non-linear functionals of a (not necessarily Gaus-
sian) random eld with long-range dependence (LRD). We generalise the results of
Leonenko and Woyczynski (1998b) to the multidimensional non-Gaussian situation and
obtain new non-Gaussian scenarios for the rescaled solutions of the heat equation with
non-Gaussian data. In particular, we prove that the rescaled solutions of the heat equa-
tion with LRD data subordinated to a chi-square eld always obey the non-Gaussian
scenarios. The applications of general bilinear expansions (see (2.2) below) and spe-
cial properties of the Bessel potentials (see (2.8) and (2.14) below) in the context of
limiting behaviour of rescaled solutions of the heat equation with random data are also
new from our viewpoint.
In a sense, our results are analogous to the limit theorems for non-linear trans-
formations of Gaussian elds with LRD (see, for example, Taqqu 1975, 1979; Do-
brushin and Major, 1979; Ivanov and Leonenko, 1989; Samorodnitsky and Taqqu, 1994;
Leonenko and Silac-Bensic, 1996; Ho and Hsing, 1997; Barndor-Nielsen, 1998 and
the references therein), but the type of non-Gaussian limiting elds obtained in this
paper is new.
The methodology of this paper can be applied to other PDEs with singular data
which have exact solutions in terms of the convolution of Green’s function with initial
data (see, for example, Ratanov et al., 1991).
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2. Some classes of random elds with LRD
We consider some classes of random elds which are not necessarily Gaussian with
given marginal distributions and given covariance structure. The bivariate densities of
these elds have diagonal expansions. For more details and references, see Lancaster
(1958), Sarmanov (1963), Berman (1982, 1984), Leonenko et al. (1995), Leonenko
and Silac-Bensic (1996) and Leonenko (1999).
Let L2(X; p(u) du) be a Hilbert space of measurable functions G : X! R; XR,
such thatZ
X
G2(u)p(u) du<1;
where p(u); u 2 X; is a one-dimensional density function:
p(u)>0;
Z
X
p(u) du= 1;
and let fek(u)g1k=0 be a complete orthogonal system of functions in L2(X; p(u) du),
that is,Z
X
ek(u)em(u)p(u) du= km; (2.1)
where km is the Kronecker symbol.
In other words, fek(u)g1k=0 are orthogonal polynomials with respect to the den-
sity function p(u); u2X: In particular, if p(u); u2R, is a Gaussian density, then
fek(u)g1k=0 are Chebyshev{Hermite polynomials or if p(u); u2 (0;1), is a density of
Gamma-distribution, then fek(u)g1k=0 are Laguerre polynomials. The above two densi-
ties turn out to be solutions of the Fokker{Planck (or Kolmogorov) equations when the
Chebyshev{Hermite polynomials are the solutions of the corresponding Sturm{Liouville
problem (see Wong and Thomas, 1962).
We introduce the following condition:
(A) Let (x) = (!; x); ! 2 
; x 2 Rn; be a measurable, mean-square continuous,
homogeneous and isotropic (in the wide sense) random eld with mean E(x) = m=
const, covariance function C(kxk) = cov((0); (x)); x 2 Rn; and correlation function
B(kxk) = C(kxk)=C(0); x 2 Rn. Suppose that there exist one-dimensional density
p(u) =
d
du
Pf(x)6ug; u 2 X
and two-dimensional densities
p(u; w; kx − yk) = @
2
@u @w
Pf(x)6u; (y)6wg; (u; w) 2 X X;
such that the bilinear expansion
p(u; w; kx − yk) = p(u)p(w)
"
1 +
1X
k=1
rk(kx − yk)ek(u)ek(w)
#
;
(u; w) 2 X X; (2.2)
holds, where jrk(kxk)j61;
P1
k=1 r
2
k (kxk)<1 for all kxk> 0; rk(0)=1; and fek(u)g1k=0
is a complete orthogonal system in the Hilbert space L2(X; p(u) du): Assume also that
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ek(u) is orthogonal (with respect to p(u)) to every constant function and dene e0(u) 
1 and r0(kxk)  1:
The densities with diagonal expansion (2.2) arise naturally when an expansion of
a square integrable function p(u; w; kx− yk)=p(u)p(w) 2 L2(X X; p(u)p(w) du dw)
by the orthonormal system fek(u)ek(w)g1k=0 is considered and it is assumed that all
non-diagonal terms vanish. Lancaster (1958) proved that this is valid for an appro-
priate set of orthonormal and complete functions fek(u)g1k=0 in L2(X; p(u) du) called
canonical variables.
Condition (A) and relations (2.1) and (2.2) imply that
Eek((x)) = 0; Eek((x))em((y)) = kmrk(kx − yk); k = 0; 1; 2; : : : ; (2.3)
where in many (but not all) cases
rk(kx − yk) = [B(kx − yk)]k ; k = 1; 2; : : : ; (2.4)
and where B(kxk); x 2 Rn; is the correlation function of a eld (x); x 2 Rn:
For a random eld with LRD we need the following condition:
(A0) There exist an integer m>1 and a positive function 	(kxk) # 0 as kxk ! 1
such that 	(kxk)61; rk(kxk)>0; rk+1(kxk)6	(kxk)rk(kxk); k = m; : : : and
rm(kxk) = 1(1 + kxk2)m ~=2 ; x 2 R
n (2.5)
for some ~> 0 such that 0<m ~<n:
We introduce also the following condition on the correlation function of a random
eld with LRD:
(B) The correlation function B(kxk); x 2 Rn; is of the form
B(kxk) = 1
(1 + kxk2)=2 ; x 2 R
n; 0<<n: (2.6)
Observe that, in this case,Z
Rn
B(kxk) dx =1
and we have a eld with LRD.
For a radial function ~g(x); x 2 Rn; we shall use the notation: ~g(x) = g(kxk):
Under conditions (A) and (B) the correlation function ~B(x); x 2 Rn; has the follow-
ing spectral representation:
~B(x) =
Z
Rn
eih;xi ~f() d; x 2 Rn (2.7)
with spectral density ~f();  2 Rn, of the following exact form (see, for example,
Donoghue, 1969, p. 293):
~f(kk) = ~fa(kk) = c1(n; )K(n−)=2(kk)kk(−n)=2;  2 Rn; (2.8)
where
c1(n; ) = n=22(=2−1+n=2)
−1
 

2

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and
K(z) =
1
2
Z 1
0
s−1 exp

−1
2
z

s+
1
s

ds; z> 0; (2.9)
is the modied Bessel function of the third kind of order  (see, for example, Watson,
1944; Barndor-Nielsen and Blsild, 1981).
We note that
K(z)   ()2−1z−; z # 0; > 0; (2.10)
and for a large value of z the following approximation holds:
K(z) =
r

2
z−1=2e−z

1−  − 1
8z
+
( − 1)( − 9)
2!(8z)2
+
( − 1)( − 9)( − 25)
3!(8z)3
+   

; (2.11)
where  = 42:
Using (2.6) and (2.8) we obtain the following representation (see, Donoghue, 1969,
p. 295):
f(kk) = c2(n; )kk−n(1− (kk)); 0<<n;  2 Rn; (2.12)
where (kk)! 0 as kk ! 0; j(kk)j< 1; and
c2(n; ) =
 ((n− )=2)
2n=2 (=2) : (2.13)
Remark 2.1. Relations (2.6) and (2.12) are a special case of Tauberian{Abelian
theorems (see, Leonenko and Olenko, 1991 or Leonenko, 1999) and c2(n; ) is the
Tauberian constant.
Under condition (A) both correlation function and spectral density are radial func-
tions: B(kxk) = B(); f(kxk) = f(); where  = kxk: Therefore (see, for example,
Yadrenko, 1983 or Ivanov and Leonenko, 1989, p. 16),
B() =

2n=2
 (n=2)
 Z 1
0
Yn()n−1f() d;
where
Yn(z) = 2(n−2)=2 
n
2

J(n−2)=2(z) : z(2−n)=2; z>0; >− 12 ;
is a spherical Bessel function. Here,
J(z) =
1X
m=0
(−1)m(z=2)2m+
[m! (m+ + 1)]
; z>0; >− 1
2
is the Bessel function of the rst kind of order  (for the case  = − 12 , see Remark
1:2:1 in Ivanov and Leonenko, 1989, p. 12). The spectral density f() corresponding
to the correlation function (2.6) is the Bessel potential of order  2 (0; n) (see, for
example, Donoghue, 1969, p. 294), that is,
f() =
1
(4)n=2 (=2)
Z 1
0
e−
2=4e−(−n)=2
d

:
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Thus, for the spectral density ~f()=f(kk)=f(kk);  2 Rn; 0<<n; dened in
(2.8) the following convolution equation holds:
~f+() =
Z
Rn
~f(
0) ~f(
0 − ) d0; > 0; > 0: (2.14)
The random eld (x); x 2 Rn; itself has the spectral representation
(x) = m+
Z
Rn
eih; xi
q
~f()Z(d); (2.15)
where Z() is the complex white noise random measure on (Rn;B(Rn)) such that
EZ()Z() = jj;  2 B(Rn)
for any  2 B(Rn) with nite Lebesgue measure jj; where B(Rn) is a -eld of
Borel sets of Rn:
The next examples are important for our exposition.
Example 2.1. Gaussian random elds. Let X = R; and
p(u) = ’(u) =
e−u
2=2
p
2
; u 2 R1 (2.16)
be a standard normal density function. In this case, by Rodriguez formula for
Chebyshev{Hermite polynomials,
Hm(u) = (−1)m[’(u)]−1 d
m
dum
’(u); m= 0; 1; 2; : : : (2.17)
and
em(u) =
Hm(u)p
m!
; m= 0; 1; 2; : : : :
Note that
H0(u)  1; H1(u) = u; H2(u) = u2 − 1; : : : : (2.18)
The orthogonal property (2.1) holds. Let B(kx−yk); (x; y) 2 RnRn; be a continuous
non-negative denite kernel on Rn  Rn which depends on kx − yk only. Then the
bilinear expansion (2.2) with
rk(kxk) = Bk(kxk); k = 1; 2; : : :
is called Meler’s formula (see, for example, Bateman and Erdelyi, 1953, Chapter 10)
and has the following form:
’(u)’(w)
"
1 +
1X
k=1
Bk(kxk)

Hk(u)p
k!

Hk(w)p
k!
#
=’(u; w;B(kxk)); (u; w) 2 R2;
where ’(u; w;B(kxk)); (u; w) 2 R2; is the bivariate density function of the homoge-
neous isotropic Gaussian random eld (x); x 2 Rn; with
E(x) = 0; E2(x) = 1; cov((0); (x)) = B(kxk); x 2 Rn:
If we choose B(kxk); x 2 Rn; to be given by formula (2.6), we obtain a Gaussian
eld with LRD. Condition (A0) is satised for every xed m>1 with ~ =  and
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	(kxk) = B(kxk); x 2 Rn: The white noise measure Z(d) = W (d); where W ()
is a Gaussian white noise random measure on (Rn;B(Rn)); that is, additive random
measure such that
W () =W (−); −= f 2 Rn: −  2 g; EW ()W () = jj
for any Borel set  with nite Lebesgue measure jj; and the random variables
ReW () and ImW () are independent and have the normal distribution N (0; jj=2):
Example 2.2. Gamma-correlated random elds. Let X = (0;1) and
p(u) = p(u) = u−1
e−u
 ()
; u> 0; > 0 (2.19)
be a density function of a Gamma distribution. It is well known that a complete
orthogonal system of functions in a Hilbert space L2((0;1); p(u) du) has the form
ek(u) = e
()
k (u) = L
(−1)
k (u)

k! ()
 ( + k)
1=2
; k = 0; 1; 2; : : : ; (2.20)
where L()k (u) are the generalised Laguerre polynomials of index  for k>0 (see
Bateman and Erdelyi, 1953, Chapter 10), where by Rodriguez formula for Laguerre
polynomials
L()k (u) = (k!)
−1u−eu
dk
duk
fe−uu+kg:
The rst few polynomials can be written out as
e()0 (u)  1; e()1 (u) = ( − u)−1=2;
e()2 (u) = (u
2 − 2( + 1)u+ ( + 1))[2( + 1)]−1=2; : : :
(2.21)
Functions (2.20) are orthogonal with respect to the density function (2.19), that is,
formula (2.1) holds.
Let now
I(z) =
(z=2)p
 
(
+ 12
 Z 1
−1
(1− t2)−1=2ezt dt; z > 0
be the modied Bessel function of the rst kind of order . Then by Myller{Lebedev
or Hille{Hardy formula (see Bateman and Erdelyi, 1953, Chapter 10) we obtain
p(u)p(w)
"
1 +
1X
k=1
ke()k (u)e
()
k (w)
#
=

uw

(−1)=2
exp

−u+ w
1− 

I−1

2
p
uw
1− 

1
 ()(1− )
=p(u; w; ); (u; w) 2 (0;1)2; 06< 1: (2.22)
The last formula is a special case of (2.2) with
rk(kxk) = k = [(kxk)]k ;
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where  = (kx − yk) is a continuous non-negative denite kernel on Rn  Rn. Then
(2.3) becomes
Ee()k ((x)) = 0; Ee
()
k ((x))e
()
m ((y)) = 
k
m
m(kx − yk);
where (x); x 2 Rn; is a homogeneous isotropic random eld with two-dimensional
densities (2.22), marginals (2.19) and correlation function (kxk); x 2 Rn: In this case,
E(x) = ; var(x) = ; cov((x); (y)) = (kx − yk):
If we choose (kxk)=Bb(kxk); 0<  < b < 1; x 2 Rn, where B(x) is dened in (2.6)
with  2 (0; n=2) we obtain a homogeneous isotropic gamma-correlated random eld
with LRD. In this case condition (A0) is satised for every xed m>1 with ~=2 and
	(kxk)=B2(kxk); x 2 Rn. Using the convolution equation (2.14) for Bessel potential,
we obtain the exact form of the spectral density of this eld as
fG() = fG(kxk) = c1(n; )K(n−2)=2(kk)kk(2−n)=2;  2 Rn; 0<< n2 :
The characteristic function of the random vector ((x); (y)) is of the form (see
Wicksell, 1933)
E expfi(t(x) + s(y))g= [1− it − is− ts(1− )]−; t; s 2 R: (2.23)
The spectral representation (2.15) holds with mean m=  and non-Gaussian white-
noise random measure Z(). An interesting open problem is to nd the analogue of the
Levy{Khinchin formula for stochastic integrals with respect to a random measure which
has the Gamma distribution with the exact form of Levy measure (see, for example,
Gihman and Skorokhod, 1975, Chapter 4, for necessary denitions). We address this
problem in a seperate paper.
Example 2.3. Chi-square random elds. Consider now the random elds of the
following form:
d(x) = 12 (
2
1(x) +   + 2d(x)); x 2 Rn; d>1; (2.24)
where 1(x); : : : ; d(x); x 2 Rn; are independent copies of a homogeneous isotropic
Gaussian random eld (x); x 2 Rn, with
E(x) = 0; E2(x) = 1; cov((0); (x)) = B(x); x 2 Rn
(see Example 2.1). Let (X1; Y1); : : : ; (Xd; Yd) be independent random vectors with the
common standard bivariate normal distribution N2(0; 0; 1; 1; ). Then the random vector
1
2 (X
2
1 ; Y
2
1 ) has the characteristic function (2.23) with = 
2 and  = 12 . Consequently,
function (2.23) is the characteristic function of the random vector 12 (X
2
1 +    + X 2d ;
Y 21 +   + Y 2d ) with  = d=2.
In what follows, the Gamma-correlated random eld (x); x 2 Rn (see Example 2.2)
may be realised for =d=2; (kxk)=B2(kxk); x 2 Rn, as the chi-square random eld
(2.24). Then
Ed(x) =
d
2
; vard(x) =
d
2
; cov(d(0); d(x)) =
d
2
B2(kxk):
The non-Gaussian one-dimensional and two-dimensional densities of the chi-square
random eld (2.24) are given by (2.19) and (2.22) respectively with  = d=2: If we
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choose B(x) to be given by (2.6) with  2 (0; n=2), we obtain a chi-square random eld
with LRD. Thus, the class of Gamma-correlated random elds is not empty because
all chi-square random elds described constructively belong to this class.
Example 2.4. Fractional Riesz{Bessel stationary increment processes. Recently, Anh
et al. (1999) introduced an interesting extension of fractional Brownian motion, the
so-called Riesz{Bessel motion RB(x); x 2 R. This process has stationary increments
whose spectral density is of the form
fRB() =
c
jj2
1
(1 + 2)
2
1 + 2
;  2 R1; (2.25)
where c> 0;  2 ( 12 ; 32 ); > 0. The two fractal parameters  and  are signicant for
modelling nancial and turbulence data, for example. The parameter  describes the
singularity eect of the spectral density. In particular, if  2 (1; 32 ) (or  = 3 − 2 2
(0; 1)), the spectral density f() is unbounded at frequency zero, signifying the LRD of
the process. The fractal parameter  describes the second-order intermittency eect (see,
for example, Frisch, 1995). Let B(x); x 2 R; be the correlation function corresponding
to the spectral density (2.25) such that B(0) = 1. If we choose rk(jxj) = [B(x)]k as in
Example 2.1, we obtain a stationary fractional Riesz{Bessel Gaussian process. But if
we put (x)=B2(x) and rk(jxj)=[(x)]k ; k=1; 2; : : : ; in the context of Example 2.2 we
obtain a stationary fractional Riesz{Bessel gamma-correlated process with non-Gaussian
one-dimensional and two-dimensional densities given in (2.14) and (2.16), respectively.
The class of such processes is not empty because in the case  = d=2 they may be
realised as chi-square processes described constructively via the formula (2.24), where
1(x); : : : ; d(x); x 2 R, are independent copies of a stationary fractional Riesz{Bessel
Gaussian process. The spectral density of a Gamma-correlated stationary Riesz{Bessel
process has the following form:
fG() =
Z 1
−1
fRB(− 0)fRB(0) d0;  2 R;
where fRB();  2 R, is given in (2.25).
Remark 2.2. For other examples of densities satisfying the diagonal expansion (2.2),
see Sarmanov (1963), Barrett and Lampard (1955), Karlin and McGregor (1960),
McFadden (1966), Mielniczuk (1998), among others. Thus, similar formulae exist at
least for Legendre, Jacobi, Gegenbauer and Chebyshev orthogonal polynomials. Note
that in these formulae rk(kxk) are not always equal to [B(kxk)]k (see (2.4)).
3. Non-central limit theorems for solutions of the heat equation with singular data
Consider now the initial-value problem (1.1){(1.2) in which (x); x 2 Rn, is a real
measureable mean-square continuous homogeneous (in the wide sense) random eld
with E(x) = m,
cov((0); (x)) =
Z
Rn
eih; xiF(d); (3.1)
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where F() is a spectral measure, that is, a bounded non-negative measure on
(Rn;B(Rn)). In view of Karhunen’s Theorem, there exists a complex-valued orthogo-
nally scattered random measure T () such that, for every x 2 Rn; the random eld (x)
itself has the spectral representation (P-a.s.)
(x) = m+
Z
Rn
eih; xiT (d); EjT ()j2 = F();  2 B(Rn): (3.2)
The solution u(t; x); t > 0; x 2 Rn, of the initial-value problem (1.1){(1.2) can be
written as the usual convolution
u(t; x) =
Z
Rn
(y)’t(x − y) dy; (3.3)
of the initial data (y); y 2 Rn, with the Gaussian (heat) kernel
’t(x − y) = (4t)−n=2exp

−kx − yk
2
4t

; t > 0; x 2 Rn: (3.4)
From (3.1){(3.4) we can immediately see that the solution eld u(t; x); t > 0;
x 2 Rn, is homogeneous in x with the (P-a.s.) spectral representation
u(t; x) = m+
Z
Rn
eih; xie−tkxk
2
T (d)
and covariance structure
cov(u(t; x); u(t0; x0)) =
Z
Rn
eih; x−yie−2(t+t
0)kk2F(d):
If the eld (x); x 2 Rn, is subordinate to a Gaussian eld (see Dobrushin, 1979),
then u(t; x); t > 0; x 2 Rn, can be written as a series of Wiener{Ito^ integrals with the
corresponding transfer functions (see, Terdik (1992) for necessary denitions). These
transfer functions express the non-Gaussian structure of the eld u(t; x); t > 0; x 2 Rn.
In particular, it is possible to calculate the spectral densities of higher order using
the diagram formalism of Dobrushin (1979). These expansions are also useful in the
simulation of random elds u(t; x) (see, for example, Nualart and Zakai (1989) and
Holden et al. (1996), for an exposition of the Wiener{Ito^ expansions for the heat
equation with random potential).
A large open area of investigation is to consider the rescaled solutions of the heat
equation with random initial conditions and/or random potential. In this paper, we shall
restrict ourselves to nding the limiting distributions of the rescaled solutions of the
initial-value problem (1.1){(1.2) in the case where the random eld (x); x 2 Rn, is
a local functional of a homogeneous isotropic random eld (x); x 2 Rn satisfying
conditions (A); (A0) from Section 2, that is,
(x) = G((x)); x 2 Rn; (3.5)
where the non-random function G :R! R is such that
EG2((0)) =
Z
X
G2(u)p(u) du<1; (3.6)
where p(u); u 2 X, is a one-dimensional density of a random eld (x); x 2 Rn (see
condition (A)). In the case n = 1 and the (x); x 2 R, is Gaussian, this problem has
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been considered in Leonenko and Woyczynski (1998b), in which the Gaussian and
non-Gaussian scenarios were obtained for rescaled solutions of the heat equation. In
this paper we prove that, for non-Gaussian singular data of gamma-type, the scenarios
are always non-Gaussian. We also broaden the list of possible limits.
The non-linear function G(u); u 2 R, already assumed to satisfy condition (3.6) may
be expanded in the series
G(u) =
1X
k=0
Ckek(u); Ck =
Z
X
G(u)ek(u)p(u) du; k = 0; 1; : : : (3.7)
of orthogonal polynomials (see (2.1)) which form a complete orthonormal basis in
a Hilbert space L2(X; p(u) du), where X is the support of a one-dimensional density
p(u); u 2 X, of a eld (x); x 2 Rn (see, condition (A)). Note that by Parseval
equalityZ
X
G2(u)p(u) du=
1X
k=0
C2k <1:
Additionally, we will assume that the function G satises condition (C). Condition
(3.6) holds and there exists an integer m>1 such that
C1 =   = Cm−1 = 0; Cm 6= 0;
where Cm are dened in (3.7).
The integer m>1 will be called the rank of G with respect to the density p(u) (see,
for example, Taqqu (1975); Dobrushin and Major (1979) for denition of rank of a
function G(u) in the case of the Gaussian density ’(u); u2R (see Example 2.1)).
Following this tradition, we shall call the integer m>1 the Hermitian rank of the
function G(u) when condition (C) is satised with p(u) = ’(u); u 2 R (see (2.16))
and ek(u) = Hk(u)=
p
k! (see (2.17)). Correspondingly, we shall call the integer m>1
the Laguerre rank of a function G(u) if condition (C) is satised with p(u) = p(u)
(see (2.19)) and ek(u) = e
()
k (u) (see (2.20)).
Observe that the function G(u) = em(u); m>1, has rank m>1 with respect to the
density p(u); u2X, where em(u) is an orthogonal polynomial with respect to this
density function (see (2.1)). Therefore, for every p(u); u 2 X, there exists a function
G(u) of arbitrary rank with respect to this density; in particular, there exists a function
with arbitrary Hermitian or Laguerre rank.
Let L2(
) be the Hilbert space of random variables with nite second moments. In
view of (3.3),(3.5) and (3.7), the solution has the expansion
u(t; x)− C0 =
Z
Rn
G((y))’t(x − y) dy − C0
=
1X
k=m
Ck
Z
Rn
ek((y))’t(x − y) dy: (3.8)
Then, from (3.8), for > 0
u

t

;
xp


− C0 = Cm1; (t; x) +
1X
k=m+1
Ckk;(t; x) + Vm(); (3.9)
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where
k;(t; x) =
Z
v()
ek((y))’t=

xp

− y

dy; k = m;m+ 1; : : : (3.10)
and
Vm() =
1X
k=m
Ck
Z
Rnnv()
ek((y))’t=

xp

− y

dy;
where
v() =

x 2 Rn: kxk< 1


; > 0:
Consider now the rescaled elds
X(t; x) =
1
 ~m=4

u

t

;
xp


− C0

; t > 0; x 2 Rn; (3.11)
and the random elds
Xm;(t; x) =
Cm
 ~m=4
Z
v()
em((y))’t=

xp

− y

dy; (3.12)
where C0 and Cm are dened in (3.7) and u(t; x); t > 0; x 2 Rn, is a solution (3.3) of
the heat equation with random intial data of the form (3.5).
The next theorem is an analogue of the famous reduction principle of Taqqu (1975,
1979) (see, also Dobrushin and Major, 1979).
Theorem 3.1. Let u(t; x); t > 0; x 2 Rn; be a solution of the initial value problem
(1:1){(1:2) with the random initial conditions of the form (3:5) satisfying the above
given conditions (A); (A0) and (C) with ~> 0 such that 0< ~m<n; where m>1 is
the rank of function G(u) with respect to the density function p(u); u 2 X. Then
(1)
lim
!0
cov(X(t; x); X(t0; x0)) = C2ma(x − x0);
where Cm is dened in (3:7); the constant c2(n; ) is dened in (2:13); and
a(x − x0) = (2)−m=2
Z
Rn
Z
Rn
’1(kwk)’1(kw0k)
 dw dw
0(x − x0)=p2 − (wpt − w0pt)m ~ ;
where
’1(kwk) = (2)−n=2exp

−kwk
2
2

; w 2 Rn:
(2) The limiting distributions of the random elds X(t; x) and Xm;(t; x) coincide as
! 0; that is; if the limiting distributions of one collection of random elds exist;
then so do the limiting distributions of the other; and they are equal.
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The proof of this theorem will be provided in the next section.
Let W () be the complex Gaussian white noise measure (see Example 2.1), and
Wk(); k = 1; : : : ; m; are independent copies of this measure. Then for the symmetric
function fm(1; : : : ; m) such that fm(−1; : : : ;−m)=fm(1; : : : ; m) one can dene the
multiple stochastic integrals of the formsZ 0
Rnm
fm(1; : : : ; m)W (d1) : : : W (dm);
Z 00
Rnm
fm(1; : : : ; m)W1(d1) : : : Wm(dm);
whereZ
Rnm
jfm(1; : : : ; m)j2 d1 : : : dm<1:
For denitions and properties of these integrals, see Taqqu (1979), Major (1981), Fox
and Taqqu (1987) and Kwapien and Woyczynski (1992). We note that integration over
diagonal hyperplanes i =j; i; j = 1; : : : ; m; i 6= j; are excluded from the domain of
integration.
Theorem 3.2. Let u(t; x); t > 0; x 2 Rn; be a solution of the initial-value problem
(1:1){(1:2) with random initial condition of the form (x) = G((x)); x 2 Rn; satis-
fying condition (C) with Gaussian density p(u)=’(u); u 2 R; dened in (2:16); that
is; (x); x 2 Rn; is a Gaussian eld with correlation function of the form (2:6); where
 2 (0; n=m) and m is the Hermitian rank of a function G; that is;
Cm =
Z 1
−1
G(u)

Hm(u)p
m!

’(u) du 6= 0:
Then the nite-dimensional distributions of the random elds
X(t; x) =
1
m=4

u

t

;
xp


− C0

; t > 0; x 2 Rn;
converge weakly; as ! 0; to the nite-dimensional distributions of the random elds
Xm(t; x) =
Cmp
m!
[c2(n; )]m=2
Z 0
Rnm
eihx; 1++mi−tk1++mk
2
(k1k : : : kmk)(n−)=2 W (d1) : : : W (dm);
t > 0; x 2 Rn; 0<< n
m
; (3.13)
where
R 0 : : : is a multiple stochastic integral with respect to Gaussian white
noise W ():
The proof of Theorem 3.2 will be given in the next section. We note that the case
G(u) = e−u; u 2 R; was considered by Bulinski and Molchanov (1991) and Albeverio
et al. (1994) in the investigation of rescaled solutions of Burgers’ equation with random
data which reduces to the heat equation via the Cole{Hopf transformation. Then the
Hermitian rank of the function G(u) = e−u is m= 1:
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Remark 3.1. For any m>1 and  2 (0; n=m) the random eld Xm(t; x); t > 0; x 2 Rn;
is homogeneous in x with expectation EXm(t; x) = 0; and covariance function obtained
from (3.13). Observe that the eld X1(t; x); t > 0; x 2 Rn; is Gaussian homogeneous
in x, with zero mean and spectral density
g() = C21 [c2(n; )]
e−2(t+t
0)kk2
kkn− ;  2 R
n;
such that
EX1(t; x)X1(t0; x0) =
Z
Rn
eih; x−x
0ig() d:
This random eld has LRD (the spectral density satisfying g(0)=1). The random elds
Xm(t; x); t > 0; x 2 Rn; with m>2 are non-Gaussian with EX 2m(t; x)<1: Following
the terminology of Albeverio et al. (1994) we call the case m=1 the Gaussian scenario
and the cases m>2 the non-Gaussian scenarios.
Remark 3.2. The above Theorem 3.2 should be compared with the results of Taqqu
(1975,1979) and Dobrushin and Major (1979) (see also Ivanov and Leonenko, 1989;
Leonenko, 1999). They obtained non-Gaussian limiting distributions of normalised av-
erages of local functionals of Gaussian random elds. Observe, however, that the ran-
dom elds Xm(t; x); t > 0; x 2 Rn; are dierent from the limiting elds in the above
mentioned papers; in particular, these limiting elds are not homogeneous while our
elds Xm(t; x) have homogeneous structure in x (see Remark 3.1).
The main result of this paper describes the non-Gaussian scenarios of rescaled so-
lutions of the heat equation with random initial conditions subordinate to a chi-square
random eld (see Examples 2.2 and 2.3). This is given in the following theorem.
Theorem 3.3. Let u(t; x); t > 0; x 2 Rn; be a solution of the initial-value problem
(1:1){(1:2) with random initial condition of the form (x) = G(d(x)); x 2 Rn;
satisfying condition (C) with density p(u) = pd=2(u); u> 0; dened in (2:19); that
is; d(x); x 2 Rn; is a chi-square random eld of the form (2:14) with
Ed(x) =
d
2
; cov(d(0); d(x)) =
d
2
B2(kxk); x 2 Rn;
where B(kxk); x 2 Rn; is dened by (2:6) with  2 (0; n=2m); m being the Laguerre
rank of a function G; that is;
Cm =
Z 1
0
G(u)e(d=2)m (u)pd=2(u) du 6= 0;
C0 =
Z 1
0
G2(u)pd=2(u) du<1:
(3.14)
Then
(1) if Laguerre rank m=1 and 0<<n=2; the nite-dimensional distributions of
the random elds
Y(t; x) =
1
=2

u

t

;
xp


− C0

; t > 0; x 2 Rn (3.15)
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converge weakly as ! 0 to the nite-dimensional distributions of the non-Gaussian
random eld
Y1(t; x) =−C1c2(n; )p
2d
dX
k=1
Z 0
R2n
eihx; 1+2i−tk1+2k
2
(k1k  k2k)(n−)=2Wk(d1)Wk(d2); (3.16)
where Wk() are independent copies of a Gaussian white noise W () on Rd (see
Example 2:1); and C1 is dened by (3:14) with m= 1;
(2) if Laguerre rank m=2 and 0<<n=4; the nite-dimensional distributions of
the random elds
Y 0 (t; x) =
1


u

t

;
xp


− C0

; t > 0; x 2 Rn;
converge weakly as ! 0 to the nite-dimensional distributions of the non-Gaussian
random eld
Y2(t; x) = C2c22(n; )
1
4

d

d
2
+ 1
−1=2
fY 02(t; x) + Y 002 (t; x)g; (3.17)
where
Y 02(t; x) =−
dX
k=1
Z 0
R4n
eihx; 1++4i−tk1++4k
2
(k1k    k4k)(n−)=2
Wk(d1)Wk(d2)Wk(d3)Wk(d4)
and
Y 002 (t; x) =
dX
k; j=1; k 6=j
Z 00
R4n
eihx; 1++4i−tk1++4k
2
(k1k    k4k)(n−)=2
Wk(d1)Wk(d2)Wj(d3)Wj(d4); t > 0; x 2 Rn; 0<< n4 ;
Wi(); i=1; : : : ; d; being independent copies of a complex Gaussian white noise on Rn
(see Example 2:1); and C2 being given by (2:17) with m= 2:
The proof of Theorem 3.3 will be presented in the next section.
We note that both limiting random elds Y1(t; x) dened by (3.16) and Y2(t; x)
dened by (3.17) have non-Gaussian structure. Thus, the rescaled solutions of the heat
equation with non-Gaussian LRD initial condition of gamma-correlated type always
obey the non-Gaussian scenarios. These facts are in contrast with the weakly dependent
initial conditions as we shall demonstrate for local functionals of Gaussian weakly
dependent elds. A minor modication of the arguments of Breuer and Major (1983)
(see Deriev and Leonenko, 1997, for details) gives the following result describing the
scaling limit solutions of the heat equation with weakly dependent initial conditions
subordinate to a Gaussian eld.
Let (x); x 2 Rn; be a measurable mean-square continuous homogeneous Gaussian
eld with E(x) = m; E2(x) = 1; and correlation function B(kxk) = cov((0); (x));
x 2 Rn: Consider solution (3.3) of the heat equation with (x) given by (3.5) where
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the non-random function G has the Hermitian rank m>1 (see condition (C)). Suppose
that Z
Rn
jB(kxk)jm dx<1:
Then the nite-dimensional distributions of the random elds
U(t; x) =
1
n=4

u

t

;
xp


− C0

; t > 0; x 2 Rn;
C0 =
Z 1
−1
G(u)’(u) du
converge weakly to the nite-dimensional distributions of a homogeneous (in x)
Gaussian random eld U (t; x); t > 0; x 2 Rn; with EU (t; x) = 0 and the covariance
function of the form
EU (t; x)U (t0; x0) = c3 exp

− kx − x
0k2
4(t + t0)

(4(t + t0))−n=2;
where
c3 =
Z
Rn
" 1X
k=m
C2k B
k(kxk)
#
dx;
and Ck being dened by (3.7) with ek(u) = Hk(u)=
p
k!; p(u) = ’(u).
Note that the corresponding spectral density has the form
g(kk) = c3
2exp
−kk2(t + t0)} ;  2 Rn:
So, for the correlation function (2.6), the only remaining unsolved case is = n.
Similar results can be obtained for chi-square random elds with weak dependence.
In this case the technique developed in Deriev and Leonenko (1997) can be applied.
4. Proofs
We use the standard notations P! and d! for convergence of random variables in
probability and in distributions, respectively, and d= for equality of random variables
in distributions.
Proof of Theorem 3.1. Suppose that conditions (A) and (A0) hold. Then by (2.3)
Eem((x))em((y)) = (1 + kx − yk2)−m ~=2; (4.1)
where m>1 is integer from condition (A0).
From (2.3) and (3.10) we get
Ek;(t; x)j;(t0; x0) = 
j
k
2
k; (t; x; t
0; x0);
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where
2k; (t; x; t
0; x0) = Ek;(t; x)k;(t0; x0)
=
Z
v()
Z
v()
’t=

xp

− y

’t0


x0p

− y0

rk(ky − y0k) dy dy0:
By the change of variables
w21k
2
=
(
xk=
p
− yk
2
4t=
;
w22k
2
=
(
x0k =
p
− y0k
2
4t0=
; k = 1; : : : ; n;
the above integral becomes
2k; (t; x; t
0; x0) =
Z
A(t; x)
Z
A(t0 ; x0)
’1(kw1k)’1(kw2k)
rk
 

r
2


x − x0p
2
− (w1
p
t − w2
p
t0)


!
dw1 dw2;
where
A(t; x) =

y 2 Rn:

y + xp2t

< 1p2t

" Rn;
as ! 0:
Using (A0) and the dominated convergence theorem, we have for 0< ~m<n and
! 0
2m;(t; x; t
0; x0) =
m ~=2
(2) ~=2
Z
Rn
Z
Rn
’1(kw1k)’1(kw2k)
 dw1 dw2k(x − x0)=p2 − (w1
p
t − w2
p
t0)km ~ (1 + o(1)): (4.2)
Then, using again (A0), it is easy to see that var k;(t; x)6var r;(t; x) if r <k; so
that we get
var
1X
k=m+1
Ckk;(t; x) =
1X
k=m+1
C2k var k;(t; x)
6 var m+1; (t; x)
1X
k=m+1
C2k : (4.3)
Since we assume that condition (A0) is satised, for any (small) b> 0 there exists a
U > 0 such that 	(kx − x0k)<b for kx − x0k>U . Now, let
1 =

(w1; w2): kw1 − w2k6U 
p
p
2t
; wi 2 A(t; x); i = 1; 2

;
2 =

(w1; w2): kw1 − w2k> U 
p
p
2t
; wi 2 A(t; x); i = 1; 2

;
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and let us analyse var m+1; (t; x) by splitting it into two parts as follows:
var m+1; (t; x) =
Z Z
1
+
Z Z
2

’1(kw1k)’1(kw2k)
rm+1
 
kw1 − w2k
r
2t

!
dw1 dw2;
and using the inequality
rm+1
 
kw1 − w2k
r
2t

!
6	
 
kw1 − w2k
r
2t

!

2
41 +
 
kw1 − w2k
r
2t

!235
−m ~=2
:
It is easy to see that
var m+1; (t; x)6K1e−K2= + K3b ~m=2; (4.4)
where Ki > 0 are constants (depending on t and x).
In view of (4.2) (in the case k = m) and (4.4) the ratio
var m+1; (t; x)
var m;(t; x)
! 0; (4.5)
since b> 0 is arbitrary small.
From (4.3), (4.5) and Chebyshev’s inequality we also get thatP1
k=m+1 Ckk(t; )
[var m;(t; x)]
1
2
P! 0 (4.6)
as ! 0:
It is easy to see that for the remainder term in (3.9)
var Vm()6K4e−K5=; (4.7)
where K4; K5> 0 are constants (K5 depending on t and x).
From (4.7) we have
Vm()
[var m;(t; x)]1=2
P! 0 (4.8)
as ! 0.
From (3.9), (4.6) and (4.8) we obtain
u

t

;
xp


− C0 = Cmm;(t; x) +D; (4.9)
where
Dp
var m;(t; x)
P! 0; ! 0:
From (4.2), (4.9) and Slutsky’s arguments we obtain statements (1) and (2) of
Theorem 3.1.
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Proof of Theorem 3.2. From Theorem 3.1 in the Gaussian case (see Example 2.1)
with = ~ we obtain that under the conditions of Theorem 3.2 the limiting distributions
of random elds
X(t; x) =
1
m=4

u

t

;
xp


− C0

and random elds
X 0m;(t; x) =
Cmp
m!
1
m=4
Z
v()
Hm((x))’t=

xp

− y

dy (4.10)
coincide as  ! 0; where m is the Hermitian rank of a function G; Hm is mth
Chebyshev{Hermite polynomial and (x); x 2 Rn; is a Gaussian eld satisfying condi-
tion (B). We shall prove that X 0m;(t; x)
d!Xm(t; x) as ! 0. Using Ito^’s formula (see,
for example, Dobrushin and Major, 1979; Major, 1981), we obtain from (2.15) that
Hm((y)) =
Z 0
Rnm
eihy; 1++mi
mY
j=1
q
f(kjk)W (d1) : : : W (dm); (4.11)
where the spectral density ~f() = f(kk) is dened by (2.8), and W () is a Gaussian
white noise. Using the scaling property W (d(a)) d= an=2W (d) and the well-known
formulaZ
Rn
(4t)−n=2exp

−ky − xk
2
4t
+ ihy; 1 +   + mi

dy
=expfih1 +   + m; xi − tk1 +   + mk2g; > 0; x 2 Rn;
we obtain from (4.10) and (4.11) after the transformations y
p
 = y0; j=
p
 = 0j;
j = 1; : : : ; m; the following expression:
X 0m;(t; x) =
Cmp
m!
−m=4
Z 0
Rnm
 Z
v()
’t=

xp

− y

expfihy; 1 +   + mig dy
 mY
j=1
q
f(kjk)
mY
j=1
W (dj)
=
Cmp
m!
−m=4
Z 0
Rnm
Z
v(
p
)
eihy
0 ; 1++mi1=
p
−ky0−xk2=4t dy0

(4t)−n=2
mY
j=1
q
f(kjk)W (d1) : : : W (dm)
d=
Cmp
m!
(m=4)(n−)
Z 0
Rnm
"Z
v(
p
)
eihy
0 ; 1++mi−ky0−xk2=4t
(4t)n=2 dy
0
#

mY
j=1
q
f(kj
p
k)W (d1) : : : W (dm)
=
Cmp
m!
Z 0
Rnm
"Z
Rn
eihy; 1++mi−ky−xk
2=4t
(4t)n=2 dy
#
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(m=4)(n−)
mY
j=1
q
f(kj
p
k)W (d1) : : : W (dm)
− Cmp
m!
Z 0
Rnm
"Z
kyk>1=p
eihy; 1++mi−ky−xk
2=4t
(4t)n=2 dy
#
(m=4)(n−)
mY
j=1
q
f(kj
p
k)W (d1) : : : W (dm)
= X (1)m;(t; x)− X (2)m;(t; x)
=
Cm
m!
Z 0
Rnm
eih1++m;yi−tk1++mk
2
(m=4)(n−)
mY
j=1
q
f(kj
p
k)W (d1) : : : W (dm)− X (2)m;(t; x): (4.12)
From (3.13) and (4.12) we obtain
EfX 0m;(t; x)− Xm(t; x)g262fEjX (1)m;(t; x)− Xm(t; x)j2 + EjX (2)m;(t; x)j2g: (4.13)
From the properties of multiple stochastic integrals, we note that
EjX (1)m;(t; x)− Xm(t; x)j2
=
C2m
m!
E

Z 0
Rnm
eihx; 1++mi−tk1++mk
2

2
4(m=4)(n−) mY
j=1
q
f(kj
p
k)− [c2(n; )]m=2 1(k1k : : : kmk)(n−)=2
3
5
W (d1) : : : W (dm)

2
=
C2m
m!
Z 0
Rnm
e
ihx; 1++mi−tk1++mk2
(k1k : : : kmk)(n−)=2

2
Q(1; : : : ; m) d1 : : : dm; (4.14)
where
Q(1; : : : ; m) =
(k1k : : : kmk)(n−)=4(m=8)(n−)[c1(n; )]m=2

mY
j=1
K1=2(n−)=2(kj
p
k)− [c2(n; )]m=2

2
:
Using (2.10) and (2.11) we obtain that Q(1 : : : m) is a bounded function and
lim!0Q(; : : : ; m) = 0. Then by the dominated convergence theorem, we get from
(4.14) that
lim
!0
EjX (1)m;(t; x)− Xm(t; x)j2 = 0: (4.15)
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The proof that
lim
!0
EjX (2)m;(t; x)j2 = 0 (4.16)
follows from the inequality
lim
!0
EjX (2)m;(t; x)j26 lim!0
C2m
m!
(m=2)(n−)
Z
Rnm
mY
j=1
f(kj
p
k)


Z
Rn
eih1++m; xi−ky−xk
2=4t
(4t)n=2 dy

2
d1 : : : dm
= 0:
From (4.15) and (4.16) we obtain that X(t; )
d!Xm(t; x) as  ! 0. Applying the
Cramer{Wold arguments we conclude the statement of Theorem 3.2.
Proof of Theorem 3.3. We shall apply Theorem 3.1 to chi-square random eld d(x),
x 2 Rn (see Examples 2.2 and 2.3). Suppose rst that the Laguerre rank of function
G equals m=1 (see statement (1) of Theorem 3.3). Choose ~=2 in condition (2.5),
where  is given from condition (2.6). Then, by Theorem 3.1, the limiting distributions
of random elds Y(t; x) given by (3.14) and random elds
~Y (t; x) = C1−=2
Z
v()
ed=21 (d(y))’t=

xp

− y

dy
coincide where the rst Laguerre polynomial ed=21 (u) is dened in (2.21). Using (2.24)
we obtain that
~Y (t; x) =− C1p
2d
−=2
dX
k=1
Z
v()
H2(k(y))’t=

xp

− y

dy;
where H2(u) is the second Chebyshev{Hermite polynomial, dened in (2.18), and
1(y); : : : ; d(y) are independent copies of a Gaussian eld (x) with covariance func-
tion (2.6). Thus statement (1) of Theorem 3.3 is a consequence of Theorem 3.2, in
which we have to choose the function G(u) = H2(u) with Hermitian rank equal to 2.
Statement (1) is then proved.
Suppose now that the Laguerre rank of function G equals m=2 (see, statement (2)
of Theorem 3.3). Choose again ~ = 2, where  is as dened in (2.6). In this case
0< 2 ~<n or 0< 4<n: By Theorem 3.1 the limiting distributions of random elds
Y 0 (t; x), dened in Theorem 3.3, and random elds
~Y
0
(t; x) = C2
−
Z
v()
ed=22 (d(y))’t=

xp

− y

dy
coincide, where the second Laguerre polynomial ed=22 (u) is dened in (2.21). Now,
ed=22 (d(x)) =
1
4

d

d
2
+ 1
−1=2

2
4 dX
k; j=1; k 6=j
H2(k(x))H2(j(x))−
dX
k=1
H4(k(x))
3
5 ;
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where H2(u) is the second Chebyshev{Hermite polynomial, given by (2:18), and H4(u)=
u4 − 6u2 + 3 is the fourth Chebyshev{Hermite polynomial, given by (2.17).
Therefore, the limiting distributions of the random elds ~Y
0
(t; x) coincide with the
limiting distributions of the random elds
−C2 14

d

d
2
+ 1
−1=2 24 dX
j=1
−
Z
v()
H4(i(y))’t=

xp

− y

dy
−
dX
k; j=1; k 6=j
−
Z
v()
H2(k(y))H2(j(y))’t=

xp

− y

dy
3
5
=− C2
4

d

d
2
+ 1
−1=2
[ ~Y
0
1(t; x)− ~Y
0
2(t; x)];
where 1(x); : : : ; d(x) are independent copies of the Gaussian random eld (x) with
correlation function (2:16) and  2 (0; n=4). Applying Theorem 3.2 to the function
G(u) = H4(u) which has Hermitian rank equal to four, we obtain that
~Y
0
1(t; x) =
dX
j=1
−
Z
v()
H4(i(y))’t=

xp

− y

dy d!− ~Y 02(t; x)
as  ! 0, where ~Y 02(t; x) is given in (3.17). Using the generalised Ito^’s formula (see,
Fox and Taqqu, 1987 or Leonenko, 1999) we obtain
H2(k(x))H2(j(x)) =
Z 00
R4n
eihx; 1++4i
4Y
j=1
q
f(kjk)
Wk(d1)Wk(d2)Wj(d3)Wj(d4);
and using the arguments similar to the proof of Theorem 3.2 one can prove that for
every k; j 2 f1; : : : ; dg; k 6= j,
−
Z
R4n
H2

k

xp

− y

H2

j

xp

− y

’ t


xp

− y

dy
d! c22(n; )
Z 00
R4n
eihx; 1++4i−tk1++4k
2
(k1 +   + 4k)(n−)=2
Wk(d1)Wk(d2)Wj(d3)Wj(d4)
as  ! 0, and then ~Y 02; (t; x) d! ~Y
00
2 (t; x), where ~Y
00
2 (t; x) is given in (3.17). This
completes the proof of Theorem 3.3.
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