In the Kolmogorov-Smirnov theorem, the underlying distribution is assumed to be a continuous distribution. On the other hand, real data in practice is always given in a discretized (rounded) form. In this paper we establish a Donsker type theorem in the fashion of the modern empirical process theory to obtain a (right) Kolmogorov-Smirnov test for discretized data.
Introduction
Inspired by Doob's suggestion in 1949 , Donsker (1952 proved the Kolmogorov-Smirnov theorem in an elegant way via the functional central limit theorem (the invariance principle). In that theorem, the underlying distribution is assumed to be a continuous distribution. On the other hand, real data in practice is always given in a discretized (rounded) form. In this paper, we establish an invariance principle for discretized data in the fashion of the modern empirical process theory to obtain a (right) Kolmogorov-Smirnov test for discretized data.
To illustrate our problem let us begin with the most basic example. We denote by F 0 the uniform distribution on [0, 1] . Let {X 1 , . . . , X n } be an independent sequence of [0, 1]-valued random variables with the common law F 0 . Set δ n = 0.01. Suppose that we can actually observe the data {X i } which is discretized (rounded) up to δ n : X 1 = 0.67774205 X 1 = 0.68 X 2 = 0.81124449 X 2 = 0.81 · · · X n = 0.61694806 X n = 0.62.
We denote by F n and F n the empirical distribution functions of {X 1 , . . . , X n } and {X 1 , . . . , X n }, respectively. Then, the Kolmogorov-Smirnov statistic
t∈ [0, 1] n 1/2 | F n (t) − F 0 (t)| converges in distribution to sup u∈ [0, 1] n , l = 1, 2, . . . , 1000 independent copies of D n , where n = 100, 1000, 10000 and δ n = 0.01 is fixed.
As we see, when n is large, the convergence to the distribution of sup u∈ [0, 1] |B • u | (the solid curve) is bad. Apparently this is due to the fact that the assumption δ n = o(n −1/2 ) is not satisfied when n is large. To improve this defect, we propose to use a test statistic like
where F n,0 is a "discretized (rounded)" version of the true law F 0 (the precise definition is given later). We will prove that the same convergence holds under the better assumption that δ n = o(1). A simulation result is seen in Fig. 2 . Clearly, the performance in the case where n is large has been significantly improved. One may think that this is not very surprising. Indeed, the true distribution of {X 1 , . . . , X n } is not F 0 but F n,0 . However, as we will actually show in this article, the use of the modern empirical process theory seems necessary to establish this assertion, because the classical tightness criteria do not work in the present case. Indeed, since F n,0 is a discrete distribution, the moment inequality criteria given in e.g. Billingsley (1968) cannot be checked. Here we should mention some related works. Wood and Altavela (1978) considered the Kolmogorov-Smirnov statistics for a discrete distribution where δ = δ n , in our notation, is fixed (not depending on n). In such a case, the problem is simply reduced to the multi-dimensional central limit theorem, and the limit is not distribution free. Henze (1996) also considered a parametric model approach to goodness of fit tests for a discrete distribution, where the limit is not distribution free. On the other hand, in our approach the constant δ n is assumed to tend to zero, and the limit is exactly the same as the continuous distribution case. Needless to say, δ = δ n is fixed in practice. However, our message is that if δ n is small compared to n −1/2 then we can use D n , and that if δ n is not so small then we should use D n .
The organization of this paper is as follows. In Section 2, we state the precise description of our formulation and results. To show them, we give a general "Donsker's theorem" for discretely observed data in Section 3. This general result is of interest by itself. The proof of the result for the Kolmogorov-Smirnov type theorem in Section 2 is completed in Section 4. The last section contains some remarks for further study.
Goodness of fit test
Let us fix afresh all notations. Let {X i } be a sequence of R-valued independently, identically distributed (i.i.d.) random variables with the common law P 0 on (R, B(R)). As usual, we define the empirical measure P n by
where δ a is the Dirac measure at point a. The following fundamental result is well known.
Theorem 1 (Kolmogorov-Smirnov, Donsker). Suppose that the distribution function t → P 0 (−∞, t] is continuous. Then it holds that
Hereafter, we denote by the convergence in distribution (or, by Pn the convergence in distribution along the sequence of the laws P n ). Now, for every n ∈ N, let a countable partition of R, namely R = k [a n k , a n k+1 ), be given. Suppose that we can observe only the data {X n1 , . . . , X nn } given by
). We define the discretized empirical measure P n by
The first question which one may have is under which condition the convergence
holds. It does not seem wise to show sup t∈R n 1/2 |P n (−∞, t] − P n (−∞, t]| = o P (1) directly, so we take an alternative approach. Let us define the discretized true law
and seek a sufficient condition under which
Notice that if P 0 has a bounded density, then δ n is bounded by a constant times sup k |a n k − a n k+1 |. We have the following result.
The assertion (i) follows from (ii). To see this, notice that
where k(t) is the index k such that t ∈ A n k . The right hand side is equal to n 1/2 δ n , which tends to zero by assumption. The proof for the assertion (ii) will be given later.
In practice, the real data is not
So what people have actually used is not D n but D n . However, in some cases the assumption δ n = o(n −1/2 ) is restrictive. The mesh δ = δ n of the discretization is fixed in practice. This means that if n is large so that n 1/2 δ is large, then we can not apply the result (i). Hence, one can expect that the asymptotic behavior of D n , under the null hypothesis, would be better than that of D n especially when n is large. Recall the computer simulation in the Introduction.
The above theorem is an easy consequence of the weak convergence of the stochastic process ξ n (t) = n 1/2 (P n (−∞, t] − P n 0 (−∞, t]) which one may think of as a well known result. However, the convergence does not follow from the classical tightness criterion like
for some p, K, r > 0, because P n 0 is a discrete distribution for which the displayed inequality does not hold. Although Billingsley (1968, page 133) extends the above criterion up to
for a nondecreasing, right continuous function H, the function H has to be chosen to be common for all n, and such criteria do not suit for our situation. This is why we use the modern theory of empirical processes. Next let us consider the case of contiguous alternatives:
where h is a bounded measurable function such that
Theorem 3 (We do not suppose that the distribution function t →
Here we denote by ∞ (T ) the space of bounded functions on a set T , and we equip the space with the uniform metric.
We can deduce Theorem 2 from Theorem 3 and the continuous mapping theorem, by setting h = 0. So it remains to prove only Theorem 3. Once having this result, we propose the statistics D n for the testing problem H 0 : the true law is P 0 , versus H 1 : the true law is P n,h where h satisfies t −∞ h(x)P 0 (dx) = 0 for some t ∈ R.
Donsker's theorem for discretized data
In this section, we consider a more general case where the state space of data is not R but rather a general X .
Result
Let (X , A) be a measurable space. Let {X n,1 , . . . , X n,n } be X -valued, i.i.d. random variables with the common law
where H is a signed measure on (X , A) such that H(X ) = 0. We implicitly suppose that P n,H is a probability measure. For this requirement it is sufficient that H is absolutely continuous with respect to P 0 , and its derivative h is bounded from below (i.e. there exists a constant c > 0 such that h > −c):
Discretization Scheme (n ). For every n ∈ N, let a countable, Ameasurable partition of X be given, namely X = k A n k , where A n k ∈ A and
We suppose that we can observe only {X n1 , . . . , X nn } defined by
We define the discretized empirical measure P n by
We prepare some notations.
Definition 4. For a given signed measure Ψ on (X , A), we define the signed measure Ψ n by
For a given measurable function f on (X , A), we define the measurable function
Notice that if Q is a probability measure on (X , A), then Q n is also a probability measure. Since the common law of the i.i.d. sequence {X ni } is P n,H , then the data {X n1 , . . . , X nn } is a set of i.i.d. random variables with the common law
As usual, given the signed measure Ψ and measurable function f , we denote
where |Ψ| denotes the total variation of Ψ. The fundamental identity which we frequently use is the following:
To state the following theorem, we recall the definition of the bracketing number
where Q is a probability measure on (X , A):
. Now we are ready to give the most general result of this paper, which is merely a variation of Ossiander's (1987) 
Remark . We can use this result for the null hypothesis case by setting H = 0. On the other hand, in general the function f → Hf may not be continuous with respect ρ.
A sufficient condition for (3.2) is that there exists ψ ∈ L 2 (P + |H|) such that F n ≤ ψ for all n ∈ N (use Lebesgue's convergence theorem). Fortunately, the condition (3.3) has been known to be satisfied in many concrete cases. Indeed the bracketing numbers N [ ] (ε, F, L 2 (Q)) are often bounded by some functions of ε not depending on Q. See Chapter 2.7 of van der Vaart and Wellner (1996) and Section 19.2 of van der Vaart (1998). In the next subsection we will give some sufficient conditions under which the assumptions (3.4) and (3.5) are satisfied.
Proof of Theorem 5. Since H n f = Hf n , we can write
By the assumption (3.5), the second term on the right hand side converges to zero uniformly in f ∈ F. We apply Theorem 2.8.10 of van der Vaart and Wellner (1996) to the first term, namely,
where
Now, let us prove their condition (2.8.6). For every ε > 0, we have
and the right hand side tends to zero by the assumption (3.2). Next, to check (2.8.5) of van der Vaart and Wellner (1996) , observe the following. Since |H n | ≤ |H| n ,
The proof of the theorem is completed.
Discussion on assumptions (3.4) and (3.5)
Let us discuss two methods to check the assumptions (3.4) and (3.5). The first one is useful for piecewise constant functions like F = {1 (−∞,t] : t ∈ R}. The multi-dimension case X = R d can also be handled.
Lemma 6. Suppose that the class F is uniformly bounded , that is
Proof. The second assertion of (3.4) follows from the following estimate:
The proofs for the others are similar.
The second method is to require a kind of local uniform continuity of the functions x → f (x).
Lemma 7. Let a norm · be defined on X . Let α > 0 be a fixed number. Suppose that for every f ∈ F there exists a measurable function
Corollary 8. Let a norm · be defined on X . Let α > 0 be a fixed number. Suppose that sup f ∈F P 0 |f | < ∞, and that there exists a constant
Proof of Lemma 7. Without loss of generality we may assume
The second assertion of (3.4) follows from the following estimate:
The proofs for the others are easier.
Combining these methods we can easily see that, for example, some classes of piecewise Lipschitz continuous functions with finitely many discontinuity points satisfy (3.4) and (3.5).
Proof of Theorem 3
Now we can easily prove Theorem 3 by applying Theorem 5. Since F = {1 (−∞,t] : t ∈ R} is uniformly bounded, the condition (3.2) is trivially satisfied. As for the bracketing entropy condition, it is known that there exists a constant K > 0 such that for any probability measure Q on (R, B(R))
(see Theorem 2.7.5 of van der Vaart and Wellner (1996) ). Finally the conditions (3.4) and (3.5) follow from Lemma 6, because in the present case #K(n, f ) = 1 and sup
Final remarks
The crux of our approach is that the bound for bracketing numbers is obtained uniformly over all probability measures Q, like in (4.1) in order to establish condition (3.3). As it is already stated, this is possible in many cases. This suggests that Theorem 5 would hopefully be useful for other applications. We also notice that Ossiander's theorem has been generalized up to the framework of martingales; see Nishiyama (2000a Nishiyama ( , b, 2007 . So it could be possible to give some results for the martingale case.
