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Preface
The present document considers the physics and modeling of shock wave/boundary layer
interactions in transonic flow by means of numerical simulations using high-fidelity tur-
bulence modeling approaches. It constitutes a dissertation for obtaining the Doctorat
de l’Universite´ de Toulouse degree in Fluid Dynamics, awarded by the Institut National
Polytechnique de Toulouse and the Doctoral School MEGeP (Me´canique, Energe´tique,
Ge´nie civil, & Proce´de´s).
This thesis was carried out under supervision of Dr. Marianna Braza at the Institut
de Me´canique des Fluides de Toulouse from October 2010 to September 2013. It was
supported by the ANR Cosinus ‘calcul intensif et simulation’ ECINADS (Ecoulements
instationnaires turbulents et adjoints par Simulation Nume´rique de Haute Performance),
coordinated by Dr. Alain Dervieux (INRIA, Sophia Antipolis, France). The research
was also undertaken in the framework of two European projects: ATAAC (Advanced
Turbulence Simulation for Aerodynamic Application Challenges), coordinated by Dr.
Dieter Schwamborn (DLR, Go¨ttingen, Germany), and TFAST (Transition Location Effect
on Shock Wave Boundary Layer Interaction), coordinated by Prof. Piotr Doerffer (IMP
PAN, Gdansk, Poland).
All simulations were performed with resources allocated by the french national com-
puting centers CINES (Centre Informatique National de l’Enseignement Supe´rieur) and
CALMIP (Calcul en Midi-Pyre´ne´es).
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1.1 Flow simulation in aeronautics
During the past decades, the continuous and fast progress of high performance computing
in conjunction with the development and improvement of numerical methods and physical
models for flow simulation have motivated the aeronautical industry to increasingly rely
on Computational Fluid Dynamics (CFD). Nowadays, the computation of viscous flows
around complex geometries such as a complete aircraft is practicable and the flexibility of
CFD allows to considerably reduce the number of wind tunnel tests in the design of a new
product, thus shortening its development cycle and reducing costs. In aeronautics, CFD
applications are not restricted to aerodynamics. Flow simulation is also useful in other
fields such as aeroelasticity, aeroacoustics and turbomachinery. Moreover, simulation data
can also be used to build models for multidisciplinary design optimization. Therefore,
flow simulation has become a major tool in aircraft design and is essential for improving
the flight performance and minimizing the environmental impact of new aircraft.
Today, the use of CFD in industry is for the most part based on methods solving the
Reynolds-averaged Navier-Stokes (RANS) equations adopting one- or two-equation eddy-
viscosity models for turbulence closure. Experience has shown that the RANS approach
can provide accurate results near the cruising design point, where the flow around the
aircraft is usually smooth and effects such as strong adverse pressure gradients and flow
separation are relatively small. In such conditions, flow unsteadiness is limited to thin
boundary layers and wakes and is usually well represented by turbulence models, so that
the flowfield can be regarded as ‘steady’ from a numerical standpoint. However, CFD
reliability cannot be guaranteed throughout the whole flight envelope. As one approaches
the envelope limits, nonlinear effects such as shock waves and flow separation may play
a major role and cause difficulties for both modeling and numerical method. A recent
discussion on the current uses and limitations of CFD and on the perspectives for flow
simulation in the aeronautical industry is given by Abbas-Bayoumi and Becker [1]. Based
on that paper, figure 1.1 illustrates for a typical civil transport aircraft the regions in the
flight envelope where CFD techniques are most accurate and robust. An overview of
the use of computational methods in aerodynamic design from a historical perspective is
provided by de Resende [2].
As can be observed in figure 1.1, the region where CFD is most reliable includes the cruis-
ing point (cruising speed VC and 1g) and is small compared to the whole flight envelope.
As one moves away from this region, numerical simulations become less accurate and are
sometimes unfeasible. At low values of equivalent airspeed (EAS), a proper prediction of
turbulent boundary layers in strong adverse pressure gradients and of separation onset
and development is essential. Moreover, the flow around high-lift configurations creates
additional challenges to turbulence modeling as the interactions between boundary layers
and wakes of different airfoil elements as well as laminar-turbulent transition. Besides,
low-Mach number regions such as recirculations in slat coves and flap cavities can be
a problem for the solver due to their low compressibility. Such regions are illustrated
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Figure 1.1: CFD reliability through the flight envelope (based on Ref. [1]).
in figure 1.2, which shows the mean streamlines around a three-element airfoil featuring
separation on the flap.
(a) Slat (b) Flap
Figure 1.2: Mean-flow streamlines around a three-element airfoil (from Nebenfu¨hr [3]).
At high speeds, the challenges for CFD come mainly from shock wave/boundary layer
interaction (SWBLI). In general, inaccurate predictions of shock waves have large impact
on the global aerodynamic coefficients. The proper computation of the shock-wave loca-
tion and of the resulting pressure jump depends not only on the solver ability to resolve
discontinuities but mostly on the accurate prediction of turbulent boundary layers, whose
properties are in turn influenced by shock waves. The situation becomes more compli-
cated when a shock is sufficiently strong to cause flow separation, which often gives rise
to an unsteady SWBLI regime commonly known as transonic buffet. This condition is
illustrated in figure 1.3 for a supercritical airfoil in transonic flow. In such cases, the
shock wave usually oscillates in large-amplitude motions, producing strong fluctuations
of forces and moments (the physics of transonic buffet will be addressed in detail in chap-
ter 2). Therefore, since airworthiness standards require aircraft to resist up to 1.3g at
cruising speed without significant lift loss [2], the accurate prediction of shock-induced
separation is a problem of high industrial relevance.
3
Figure 1.3: Numerical simulation of a shock-induced separation (from Deck [4]).
Either at low or high speeds, CFD reliability in aerodynamics is primarily limited by the
performance of turbulence models regarding the prediction of complex flow phenomena.
In cases involving shock waves or boundary layer separation, for example, the numerical
solutions are often strongly model dependent. When flow unsteadiness plays an essential
role as in the case of an oscillating shock wave or of massively-detached flows, satisfactory
results cannot be obtained unless time-accurate simulations are performed. Moreover,
some unsteady flows require that small turbulence structures be resolved in time, which is
usually very costly for high Reynolds number flows. In respect to industrial applications,
such simulations are frequently prohibitive due to the large number of degrees of freedom
and of time steps needed.
1.2 Objectives of the thesis
This thesis aims at investigating the physics and modeling of shock wave/boundary layer
interactions in transonic flow by means of numerical simulations using high performance
computing. The geometries considered in the studies are a standard supercritical airfoil
(the OAT15A) and an experimental laminar transonic profile (the V2C airfoil), and spe-
cial attention is paid to the simulation of transonic buffet as well as to the influence of the
laminar-turbulent transition location on such interactions. To do so, different levels of
turbulence modeling are assessed, including URANS models commonly used in the aero-
nautical industry and alternative closures capable of capturing the physics of interest. The
extended use of hybrid RANS-LES approaches in the simulation of shock-induced sepa-
rated flows is also investigated, and improvements to the main code employed regarding
the flow physics prediction and its numerical behavior for transonic flows are performed.
The studies have been carried out in the framework of the ATAAC (Advanced Turbulence
Simulation for Aerodynamic Application Challenges) and TFAST (Transition Location
Effect on Shock Wave Boundary Layer Interaction) European projects.
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1.3 Structure of the manuscript
In chapter 2, following an overview of the fundamental and technological aspects of tran-
sonic aerodynamics, the physics of shock wave/boundary layer interaction in transonic
flow is addressed for both steady and unsteady (buffet) regimes. The text presents the
models of shock-induced separation and gives a detailed description of transonic buf-
fet. For the latter, the possible types of shock-wave motion are illustrated, which is
followed by a broad literature review on the subject including experimental investiga-
tions, recent results from global-stability theory as well as numerical simulations. The
equations governing fluid dynamics and upon which CFD is founded are presented in
chapter 3, which also provides a description of the numerical codes used. A detailed
presentation of all turbulence modeling approaches considered in the simulations of this
thesis is given in chapter 4, which includes standard and modified eddy-viscosity models
as well as turbulence-resolving methods. In chapter 5, results from two-dimensional sim-
ulations of transonic flows over the OAT15A supercritical airfoil are presented starting
with preliminary steady-flow computations for the evaluation of numerical schemes and
parameters as well as of various turbulence models. The implementation of a compress-
ibility correction for one-equation models and of ambient-turbulence sustaining terms for
two-equation ones is also addressed. Then, unsteady simulations of the OAT15A in the
transonic buffet regime are presented and compared with experimental data. Besides
the performance of turbulence models, the influence of time-stepping parameters on the
buffet properties is also assessed. The best approach is then used in chapter 6 in the
context of a hybrid RANS-LES simulation of the same flow by means of the Delayed
Detached-Eddy Simulation (DDES) method. An in-depth analysis of the predicted flow
topology and of the RANS-LES interface dynamics during buffet is provided. The chapter
is concluded with a discussion on the DDES results including possible reasons for them
and a comparison with literature results from a Zonal Detached-Eddy Simulation. The
V2C laminar transonic airfoil is studied in chapter 7. By means of a series of simulations,
the effect of the laminar-turbulent transition location on the properties of steady and
unsteady transonic shock wave/boundary layer interactions is investigated. At the end
of the chapter, a turbulence-resolving simulation of transonic buffet is conducted. The
most important achievements and findings of the thesis are summarized in chapter 8.
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2.1 Overview of transonic aerodynamics
In aerodynamics, a flow is said to be transonic when it simultaneously presents subsonic
and supersonic regions. Typically, transonic flow may occur around aircraft flying at
freestream Mach numbers ranging from M∞ = 0.6 to 1.2, which covers the cruising
regime of virtually all modern transport airplanes. Indeed, transonic flight is the most
efficient regime for long-range aircraft [5]. The vast majority of them have a cruising
Mach number between 0.74 and 0.86, which allows high speeds while keeping efficient
lift-to-drag ratios. As the Mach increases further, this condition rapidly gets limited
mainly due to the formation of strong shock waves. Such transonic nonlinearities lead
to high wave drag values and may cause boundary layer separation, producing a sharp
drag rise as the Mach number augments. Besides the flow around aircraft wings and
tails, compressibility-related detrimental effects are also found in propeller aerodynamics
as well as in turbomachinery flows.
At subsonic speeds, the transonic regime arises when the expansion of a fluid element
along a curved streamline, caused by the presence the body in the flow, is strong enough
to accelerate it up to the local speed of sound. The freestream Mach number for which
the first sonic point appears around a given aerodynamic configuration is called ‘critical
Mach number’ Mcr and the value of the static pressure at any sonic point in the flowfield
is named ‘critical pressure’. For isentropic flow, the pressure depends only on the local
Mach number M , on M∞ and on the specific heat ratio γ. Therefore, at a sonic point
(M = 1), the critical pressure coefficient can be computed through [6]
Cpcr =
2
γM2
∞
[(
2 + (γ − 1)M2
∞
γ + 1
) γ
γ−1
− 1
]
. (2.1)
Therefore, regions of supersonic flow can be distinguished by verifying whether the local
pressure coefficient Cp = 2 (p− p∞) /(γp∞M2∞) is lower than Cpcr. As the Mach is fur-
ther increased the sonic point becomes a supersonic pocket, which is a finite region of
supersonic flow that can be terminated by a shock wave if the Mach number is sufficiently
high. A sketch of the transonic flow around an arbitrary airfoil is presented in figure 2.1
for M∞ < 1. It shows a region of supersonic flow (M > 1) over the airfoil upper surface
terminated by a shock wave, whereas the flow on the lower surface remains completely
subsonic.
As the Mach number increases, the supersonic pocket gets larger and shock waves become
stronger and tend to move towards the trailing edge. A similar effect can be reached
by increasing the angle of attack α while keeping M∞ unchanged. Under such condi-
tions, complex shock wave/boundary layer interaction phenomena may take place in the
flow. The intense compression across a shock imposes an equally intense adverse pressure
gradient to the underlaying boundary layer, which undergoes a substantial thickening.
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Figure 2.1: Sketch of the transonic flow around an airfoil (from Jameson [5]).
Moreover, depending on shock-wave strength, the interaction can even result in shock-
induced separation. In addition to wave drag, flow separation is responsible for the ‘drag
divergence’ phenomenon encountered by aircraft flying in the transonic range, which led
to the misconception of a sound barrier during the early days of aeronautics. In regard
to the flow around an airfoil, for example, the total drag can get ten times larger in the
transonic regime due to the drag divergence [6]. Specific combinations of Mach number
and angle of attack may also lead to an unsteady SWBLI regime commonly known as
transonic buffet, which is characterized by high-amplitude shock-wave oscillations that
may produce strong fluctuations of forces and moments.
In order to reduce the detrimental effects of compressibility and make transonic and su-
personic flight possible and efficient, several breakthroughs had to be made in aeronautical
engineering such as the swept wing of Busemann and Whitcomb’s area rule. In respect
to airfoil design for transonic applications, Whitcomb was also responsible for a major
milestone. Departing from NACA airfoils originally designed to maximize laminar flow
at low speeds but that had reasonably good performance in transonic flow, he proposed
the concept of supercritical airfoil (see figure 2.2). The idea was to delay and minimize
drag divergence through some basic geometrical features. A standard supercritical airfoil
has a large leading-edge radius to enable rapid expansion and increase lift on the front.
The upper surface is relatively flat in order to keep the flow supersonic over a pressure
plateau along which the velocity may decrease gradually to generate a weaker shock wave.
Rear camber is also used to provide extra lift and the trailing edge is usually thicker than
in conventional airfoils in order to reduce the adverse pressure gradient in the recovery
region and consequently the shock strength. Important contributions to the development
of efficient transonic airfoils and particularly of ‘shock-free’ profiles were also made by
the team of Garabedian [7, 8, 9].
Since transonic flow calculations over realistic aerodynamic configurations can only be
made using CFD, progress in aerodynamic design has accompanied the evolution of nu-
merical methods and high performance computing. Starting from schemes solving the
small-disturbance potential equation [10] and then the full potential equation, the in-
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(a) Whitcomb integral supercritical airfoil (b) Garabedian-Korn ‘shock-free’ airfoil
Figure 2.2: Examples of supercritical wing sections.
creasing computational resources has made possible the resolution of the Euler equations,
which considerably improved the prediction of shock waves as they account for total pres-
sure losses across a shock. Nowadays, viscous effects such as boundary layers, turbulence
and flow separation are also included in the design process through the resolution of the
RANS equations (an overview of modern aerodynamic design is given in Ref. [11]). In a
recent numerical experiment, Jameson [5] replaced the original airfoils of a generic modern
transonic wing [12] by modified versions of the Garabedian-Korn airfoil [13] (Fig. 2.2(b))
twisted to produce a near elliptical lift distribution at the design point (CL = 0.440 at
M∞ = 0.850). The pressure contours obtained over the wing after solving the RANS
equations for a chord-based Reynolds number of 20 million are illustrated in figure 2.3(a)
and show a strong shock wave along the span. By means of an optimization process [14],
an almost shock-free solution was obtained yielding a 38.5%-drag reduction. This exercise
is an example of how severe compressibility effects can be in transonic aerodynamics and
of the use of CFD in modern aircraft design.
(a) Before optimization (CD = 0.02219) (b) After optimization (CD = 0.01364)
Figure 2.3: Pressure contours over a generic transonic wing (from Jameson [5]).
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2.2 Shock wave/boundary layer interaction
2.2.1 Interaction regimes
Shock wave/boundary layer interaction is a complex subject and can give rise to multiple
interaction regimes depending on the freestream Mach number, the geometry of the
airfoil and the angle of attack. In the simplest case, which involves a relatively weak
shock wave, the adverse pressure gradient due to the presence of the shock induces only
a local thickening in the boundary layer with no separation. If the Mach or the angle of
attack is high enough, the flow may feature shock-induced separation, where the shock
wave can either remain stationary or oscillate at low frequencies (unsteady shocks are
discussed in the next subsection).
Pearcey et al. [15] proposed a classification of the different types of shock-induced sepa-
ration encountered in the transonic flow around an airfoil. Their classification considered
only steady shock waves, and the possible scenarios are sketched in figure 2.4. The first is
illustrated in figure 2.4(a) and consists in the formation of a separation bubble at the foot
of the shock wave. Pearcey et al. named this interaction as ‘model A’. The separation
bubble can either remain stable, having a minor effect on the trailing edge pressure and
on the circulation, or it can grow downstream, reaching the trailing edge and producing
a full shock-induced separation. For thick or supercritical airfoils [16], the adverse pres-
sure gradient on the recovery zone in conjunction with the shock wave effect can cause
rear separation. By Pearcey et al. classification, interactions involving rear separation
are variants of the so-called ‘model B’. Figure 2.4(b) shows the case where separation
bubble and rear separation coexist. Such configuration, however, is very unstable, and a
full separation ranging from the foot of the shock to the trailing as illustrated in figure
2.4(c) is more likely to happen. For example, if a boundary layer is about to separate
at the trailing edge, the formation of a separation bubble at the shock will favor rear
separation, which will eventually merge with the bubble. Rear separation can also occur
without the presence of an initial bubble and lead to full separation. Either by model A
or B, full shock-induced separation strongly affects the trailing edge pressure and thus
the circulation around the airfoil, causing drastic lift losses.
(a) Separation bubble (b) Bubble and rear separation (c) Full separation
Figure 2.4: Models of shock-induced separation (from Pearcey et al. [15]).
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By measuring the unsteady surface pressure behavior around a NACA section, Mundell
and Mabey [17] suggested another classification of shock wave/boundary layer interac-
tions in transonic flow. Keeping the freestream Mach number constant, they varied the
airfoil angle of attack and identified three possible SWBLI regimes, which are presented
in figure 2.5 (these three regimes were also observed when fixing α and varying M∞).
They called by ‘type 1’ the case where a weak shock wave thickens the boundary layer
without inducing any separation. This configuration is sketched in figure 2.5(a), where
the numbers indicate flow regions exhibiting distinct pressure unsteadiness properties.
Upstream the shock wave (1), the fluctuation levels are very low at all frequencies. Close
to the shock (2), low-frequency small-scale unsteadiness can be measured. These quickly
disappear as one moves downstream along the attached boundary layer (3). At slightly
higher angles of attack, the shock strength becomes high enough to produce a separa-
tion bubble. Such interaction was named as ‘type 2’ and corresponds to model A in
Pearcey et al. [15] classification. The regime is illustrated in figure 2.5(b) and is mainly
characterized by low-frequency large-scale fluctuations close to the shock (2). Moreover,
high-frequencies may be measured near the bubble (3) and only low levels of unsteadiness
exist upstream the shock (1) and in the boundary layer downstream the bubble (4 and
5). The interaction of ‘type 3’ arises at higher angles of attack, where very strong shock
waves induce full boundary layer separation. The resulting configuration is presented in
figure 2.5(c) and is distinguished by low-frequency large-scale fluctuations over a large
area downstream the separation (2). Further downstream (2A), high frequencies pro-
duced by the separated shear layer may be measured, while upstream the shock (1) the
pressure fluctuations remain very low.
(a) Type 1 (weak shock) (b) Type 2 (stronger shock) (c) Type 3 (very strong shock)
Figure 2.5: Types of shock/boundary layer interaction (from Mundell and Mabey [17]).
2.2.2 Buffet definition and classification
In external aerodynamics, transonic buffet is an unsteady shock wave/boundary layer in-
teraction regime characterized by low-frequency self-sustained shock-wave oscillations.
For a given airfoil or wing, the phenomenon appears under specific combinations of
freestream Mach number and angle of attack at transonic speeds. The shock-wave motion
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is associated with full shock-induced separation, which can be permanent or intermit-
tent, originated by the development of a separation bubble or of rear separation. Despite
many experiments and numerical simulations on the subject, the mechanism of the self-
sustained unsteady SWBLI is not completely understood yet. The transonic buffet is
purely aerodynamic in the sense that it does not depend on a flexible structure to occur.
The resulting unsteady loads, however, may produce large fluctuations of the aerody-
namic forces, causing strong structural vibrations that limit the effective flight envelope.
Unsteady SWBLI equivalent to transonic buffet also arises in internal aerodynamics, as
in the case of supersonic intakes and of turbomachines.
The prediction of the onset conditions for transonic buffet is a problem of great interest
for industry. In the design of transonic wings, the buffet boundary must be well known
in order to allow a safe buffet-free margin in terms of Mach number and angle attack.
In respect to airfoils, different methods have been proposed for determining buffet onset.
Among them, the most widespread are based on the unsteady behavior of the global forces
and pressure distribution on the surface. For flows involving shock-induced separation
bubble (model A [15] or type 2 [17]), Pearcey [18] showed that the moment when the
bubble arrives at the trailing edge and gives rise to a separated shear layer is accompanied
by the divergence of the trailing edge pressure. Assuming that moment as the buffet
boundary, good results are usually obtained for conventional airfoils. A more general
way to detect buffet onset uses the divergence of the unsteady normal force, which can
be measured with a balance or by unsteady pressure transducers over the surface. The
buffet boundary is then defined as the moment when the variation of the fluctuating
normal force with lift reaches a certain threshold. Lee [19] showed this method to produce
different results from that of Pearcey when applied to Bauer-Garabedian-Korn (BGK)
No. 1 supercritical airfoil. Indeed, in the paper by Roos [20], the prediction of the buffet
onset over a modified Whitcomb airfoil through the divergence of the unsteady normal
force resulted in better agreement with the experiments than by using the trailing edge
pressure divergence method.
Different types of shock-wave motion can take place in transonic buffet. These are fre-
quently described based on Tijdeman’s classification [21] for the periodic shock-wave
displacements induced by a conventional airfoil with an oscillating flap. In his study, a
NACA 64A006 section at zero incidence was equipped with a trailing edge flap hinged at
0.75% of the chord. The flap oscillated sinusoidally around the zero-deflection position
with an amplitude of 1◦ at 120 Hz (a frequency typical of the transonic buffet range).
By means of shadowgraph pictures and high-speed films, Tijdeman distinguished three
possible types of shock motion as the freestream Mach number varied at transonic speeds.
These were named as types A, B, and C, and are illustrated in figure 2.6.
At M∞ = 0.90, ‘type-A’ motion was obtained, which consisted of an almost sinusoidal
shock-wave motion. The shocks on the upper and lower surfaces oscillated in antiphase,
exhibiting a phase shift relative to the flap deflection and between the position and the
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Figure 2.6: Types of periodic shock-wave motion (from Tijdeman [21]).
strength (pressure jump) of the shock wave (what was attributed to the dynamic character
of the flow). The maximum strength of the shock wave appeared during the upstream
motion and the minimum strength during the excursion downstream. The motion of
‘type B’ was described at M∞ = 0.875 and was characterized by an interrupted motion
of the shock, which was also almost sinusoidal but in phase with the flap deflection.
During part of the downstream motion, the shock disappeared transforming into weak
compression waves. The maximum shock strength arose during the upstream motion.
With the flow slightly supercritical at M∞ = 0.85, ‘type-C’ motion was characterized
by upstream-moving shock waves, being considerably different from types A and B. Just
after the maximum positive deflection (downwards) of the flap, the coalescence of weak
compression waves formed a shock wave over the upper surface. This shock then moved
upstream, leaving the airfoil from the leading edge as a free shock and vanishing in the
oncoming flow. This phenomenon was also observed on the lower surface in antiphase
with the upper surface.
2.3 Literature review on transonic buffet
2.3.1 Experimental investigations
2.3.1.1 Circular-arc airfoils
Despite the fact that moving shock waves have been documented since the early work of
Hilton and Fowler at the NPL [22], McDevitt et al. [23] were the first to conduct an in-
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depth investigation of transonic buffet [16]. During the seventies, the NASA carried out
a series of experimental and numerical studies aiming at improving the performance of
turbulence models in flows featuring separation. As one of such efforts, McDevitt’s team
analyzed the transonic flow around a symmetric circular-arc airfoil over a large range of
freestream Mach and Reynolds numbers. They employed a 18%-thick profile in order to
obtain shock-induced separation at a relatively low Mach number, and set airfoil at zero
incidence to minimize lateral wall effects. The upper and lower walls were adapted to
simulate the streamlines obtained from an inviscid computation atM∞ = 0.775 in free-air.
By means of a hinged mechanism, these walls could be adjusted to account for boundary
layer displacements and to simulate other flow conditions. A sketch of the experimental
setup is presented in figure 2.7. In the tests, the chord-based Reynolds number Re was
varied between 1 million and 17 million, covering from a large laminar boundary layer
extent to fully-turbulent flow. The freestream Mach number was varied fromMcr (M∞ ≈
0.71) to a maximum value corresponding to a local Mach number of 1.4 immediately
ahead of the shock wave, yielding weak and strong shock wave/boundary layer interaction
regimes. In all cases, pressure measurements at different spanwise positions on the airfoil
and oil-film visualizations showed that the flow was essentially two-dimensional.
Figure 2.7: Experimental setup for the 18%-thick circular-arc airfoil (from Ref. [24]).
Although the initial goal of the study was to investigate rear and full shock-induced
separation, the flowfield was found to be unsteady and periodic for certain combinations
of Mach and Reynolds number. From Mcr to about M∞ = 0.75, the flow remained
steady, exhibiting a large pressure recovery on the rear part of the airfoil. Approximately
between M∞ = 0.76 and 0.78 and for values of Re above 4×106, the flow was shown to be
unsteady with an intermittent separation line oscillating between the foot of the shock and
the trailing edge. For all Reynolds numbers tested, shock-induced separation occurred
through the development of rear separation. The buffet frequency was of f = 190 ± 3
Hz (or a reduced frequency r ≡ 2πfc/U ≈ 0.49) and was not affected by the Reynolds
number. For the lower range of Re, a slightly higher Mach number was necessary to
trigger buffet. Unsteady pressure transducers distributed over the airfoil showed that
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the unsteadiness produced large wall pressure fluctuations. Moreover, the flows over the
upper and lower surfaces were revealed to be in anti-phase. The authors explained the
unsteady motion on the basis of the large changes in the displacement thickness caused
by the intermittent separation on each surface. By increasing the Mach number further,
steady flow was obtained again as the shocks got sufficiently strong to induce permanent
boundary layer separation on both surfaces, resulting in a weak pressure recovery on
the rear part. The unsteady periodic flow domain (buffet boundary) is illustrated in
figure 2.8 as a function of the Mach and Reynolds numbers. The lower boundary varied
considerably with M∞ when this parameter was either increased or decreased in time.
McDevitt et al. [23] attributed this hysteresis to the existence of large regions of separated
flow downstream the shocks.
Figure 2.8: Flow domains for the 18%-thick circular-arc airfoil (from Ref. [24]).
Further investigation on NASA’s circular-arc airfoil was carried out by Seegmiller et al.
[24]. In order to get more detailed data of the unsteady flow regime, two-component laser
velocimetry was used to characterize the velocity field. The experimental arrangement
was the same of McDevitt et al. [23], shown in figure 2.7. Two freestream Mach numbers
were addressed, namelyM∞ = 0.76 and 0.79, at a Reynolds number of 11×106. AtM∞ =
0.76, the flow was unsteady and periodic with the flows over the upper and lower surfaces
in anti-phase as in Ref. [23]. The frequency of the unsteady flow was of 188 Hz and was
found to be independent of the measurement position. High-speed shadowgraphs revealed
the formation of a series of weak compression waves near the trailing at each period.
These waves became stronger and coalesced into a shock wave that moved upstream in
a way similar to Tijdeman’s type-C of shock motion [21]. During the shock travel, the
flow was separated from the foot of the shock to the trailing edge. The boundary layer
reattached as the shock became progressively weaker until vanishing upstream. During
attached flow a vortex formed at the trailing edge, causing a flow circulation towards the
opposite surface where the boundary layer was separated. Depending on the degree of
the flow asymmetry, alternate vortex shedding could be seen close to the trailing edge.
At M∞ = 0.79, the flow was steady with full shock-induced separation, yielding a thick
and highly turbulent shear layer.
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A deeper analysis of the unsteady flow around the same airfoil more focused on the
structure of turbulence was given by Marvin et al. [25] also at M∞ = 0.76 and Re =
11×106. The mean velocity and turbulent kinetic energy and shear stress in the periodic
flow were computed by means of ensemble averages of conditionally sampled data. The
frequency of the periodic flow was of approximately 185 Hz, with the period exhibiting a
Gaussian distribution with a standard deviation of ±2.4%. The turbulent kinetic energy
and shear stress appeared to be in phase during the whole cycle. For a given point
inside the shock motion range, these two quantities reached maximum values after the
passage of the shock upstream. The time required for such increase depended on the
shock strength and on the position along the airfoil. The local velocity then decreased,
with the shear getting small and negative in regions of separated flow. After the collapse
of the shock wave, the turbulent kinetic energy decreased and negative stresses could
be seen at some stations inside and outside the boundary layer. At these locations,
however, the measured strain rates were found to be positive. Marvin et al. attributed
the generation of negative stresses to the interaction between the boundary layer and
the unsteady compression waves. Since the turbulent stresses were not proportional to
the local strain rates, the authors suggested that linear eddy-viscosity turbulence models
would not be appropriate for the prediction of that part of the unsteady flow.
Mabey [26] studied the transonic buffet boundaries of different circular-arc airfoils with
relative thickness varying between 10% and 20% for Reynolds numbers up to 6×105.
Periodic flow was observed both with free laminar-turbulent transition and with a fully-
turbulent boundary layer, which was obtained by placing a transition band near the
leading edge. In cases where free transition was allowed, the shock-wave motion range
was larger than in fully-turbulent cases. Mabey concluded that the unsteady periodic
flow regime demanded the formation of a relatively strong shock wave and that its origin
was related to viscous phenomena, requiring the occurrence of shock-induced separation.
Mabey et al. [27] investigated the transonic flow around a half-wing model with an aspect
ratio of two and made of a 14%-thick circular-arc section. The freestream Mach number
was varied between 0.74 and 0.9 and the Reynolds number from 1 million to 7 million. At
zero incidence, the flow was shown to be essentially two-dimensional at the mid-section
of the wing. Between M∞ = 0.82 and 0.86, the flows over the upper and lower surfaces
were periodic and in anti-phase, exhibiting a mean frequency of 130 Hz. With laminar
boundary layer extending from the leading edge to the shock, buffet was suppressed for
Reynolds numbers from 3×106 to 5×106. Contrary to the type C motion seen by McDevitt
et al. for the 18%-thick airfoil [23], Mabey et at. classified the shock-wave motion as
of type B. At each period, the shock vanished during its travel upstream, which was
accompanied by the reattachment of the boundary layer. Moreover, no compression
waves propagating from the leading edge into the flow were seen in shadowgraphs.
Based on the results of Mabey et al. [27] for the 14%-thick circular arc airfoil, Gibb
[28] proposed a model for the self-sustained shock-wave oscillations, which is presented
in the sequence of figure 2.9. According to his model, as the freestream Mach number
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is increased, the local Mach number just ahead of the shock wave eventually gets high
enough to induce separation on one side of the airfoil as illustrated in figure 2.9(a) for
the upper surface. The resulting asymmetric wake decreases the flow velocity on the
separated side, inducing the shock to move upstream where it becomes weaker and allows
the boundary layer to reattach. On the contrary, the flow on the opposite surface is
accelerated, inducing the shock to travel downstream where it becomes strong enough to
induce separation. As shown in figure 2.9(b), the flow asymmetry is then inverted and
the shocks start moving in the opposite direction. In such self-sustained periodic flow,
the deflections produced by the oscillating wake play a role similar to the flap used by
Tijdeman [21]. If the freestream Mach number gets too high for the boundary layers to
reattach, steady shock-induced separation is obtained on both surfaces as illustrated in
figure 2.9(c).
(a) (b) (c)
Figure 2.9: Self-sustained shock-wave motion over a circular-arc airfoil (from Gibb [28]).
2.3.1.2 Conventional and supercritical profiles
Regarding lifting airfoils at variable incidence, Roos [29] studied the unsteady aerody-
namics of a supercritical airfoil at transonic speeds. He employed a Whitcomb profile
modified to have a thick trailing edge of 1% of the chord to facilitate the installation
of pressure transducers, which were placed at the mid-section over both the upper and
lower surfaces. By varying the lift coefficient and the freestream Mach number, Roos
detected regions of intense pressure fluctuations for which he performed spectral analyzes
and computed the correlations between the unsteady pressure signals to determine the
propagation directions and speeds of the pressure waves in the flowfield. In order to
better understand the physics of the unsteady pressure field, Roos [20] analyzed the same
Whitcomb airfoil over a larger range of M∞ and CL and compared its buffet character-
istics with those of a conventional NACA 0012 section. The tests were conducted using
6-in models in a 2×2 ft2 continuous wind tunnel, yielding an aspect ratio of 4. Along with
pressure transducers, flowfield measurements were made using hot-film anemometry and
a shock-position sensor. The study was performed varying either the freestream Mach
number or the lift coefficient, around baseline conditions ofM∞ = 0.82 and CL = 0.53 for
the Whitcomb airfoil, and M∞ = 0.68 and CL = 0.42 for the NACA 0012. The Reynolds
number was equal to 2×106 and the boundary layer was tripped on the upper surface
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at 35% of the chord for the Whitcomb and 18% for the NACA section. The evolution
of the pressure distributions around the two airfoils as the flow conditions were varied is
presented in figure 2.10. For the Whitcomb profile, as the Mach number or the lift were
increased, the shock moved always downstream as long as the boundary layer remained
attached. When separation occurred, evolving from the tailing edge, the shock wave
moved upstream. A strong buffet condition is illustrated in figure 2.10(a) through the
curve for CL = 0.91, which presented a large-amplitude shock-wave motion. By varying
the Mach number up to 0.90, no shock-wave oscillation was detected at CL = 0.53 despite
the occurrence of flow separation and the divergence of the trailing edge pressure.
(a) Whitcomb (as a function of M∞) (b) NACA 0012 (as a function of CL)
Figure 2.10: Evolution of the pressure distributions over two airfoils (from Roos [20]).
For the NACA 0012 airfoil, the variation of Cp with the Mach number at constant lift is
given in figure 2.10(b). The evolution of the pressure distribution as a function of CL at
fixed Mach number was similar. For this conventional airfoil, separation occurred through
a separation bubble at the foot of the shock, appearing around M∞ = 0.74. As the Mach
was increased, the bubble grew downstream and reached the trailing edge at approxi-
mately M∞ = 0.77, yielding full shock-induced separation with strong buffeting. The
behavior of the shock-wave position was similar to that for Whitcomb airfoil, but with a
smaller shock-motion range in buffet conditions. The pressure transducers over the Whit-
comb supercritical airfoil showed intense pressure fluctuations arising as a consequence of
the development of separation. These were caused mainly by the shock-wave motion but
also by the unsteadiness in the separated region. In respect to the conventional NACA
0012 airfoil, similar results were obtained, with the shock unsteadiness responsible for
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the most intense fluctuations. For that airfoil, however, the pressure fluctuations grew
from foot of the shock towards trailing edge, as consequence of the development of the
separation bubble with increasing Mach number of lift. Measurements of the trailing
edge pressure coefficient as well as of the unsteady lift coefficient and shock-wave posi-
tion as a function of the freestream Mach number are presented in figure 2.10 for the
two airfoils. For the Whitcomb profile, the divergences of the trailing edge pressure and
of the unsteady lift did not occurred simultaneously as M∞ was augmented, suggesting
that the trailing edge pressure divergence is not a good indicator of buffet onset for that
supercritical airfoil. On the contrary, these variables diverged at the same time in the
case of the conventional NACA 0012 section.
(a) Whitcomb (b) NACA 0012
Figure 2.11: Behavior of the unsteady lift and trailing edge pressure (from Roos [20]).
For both the Whitcomb and NACA 0012 airfoils, two-point correlations of the pressure
transducers signals suggested similar behavior for wave propagation phenomena. With
the flow completely attached, perturbations were shown to travel upstream from the
trailing edge/near-wake region to the shock wave. However, when the flow was fully-
separated in buffet conditions, the perturbations propagated downstream from the shock
region towards the trailing edge. Correlations of the surface pressure signals with the
flow velocity just downstream the trailing edge revealed that the pressure perturbations
were associated with downstream moving structures. Furthermore, smaller-scale pertur-
bations were shown to have higher propagation speeds than large-scale ones. In the case
of intermittent separation, the scenario was more complex, involving both upstream and
downstream moving perturbations (i.e., both acoustic and convection modes). The pres-
sure transducers also revealed that the buffet over the Whitcomb airfoil was less periodic
than for the NACA 0012 profile. The correlations of the pressure signals with the global
lift showed that the shock region was responsible for most of the unsteady lift forces.
The NACA 0012 airfoil was also subject of investigation in the experimental work by
McDevitt and Okuno [30]. The authors studied the airfoil in transonic flow conditions,
for freestream Mach numbers varying between 0.7 and 0.8 and Reynolds numbers in the
range 1-20×106, with special attention towards the determination of the buffet onset
boundary as a function of the flow parameters and of the angle of attack. In order to
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generate a useful database for the assessment of numerical codes, techniques for obtaining
two-dimensional flow such as lateral boundary layer suction were applied to the test
channel to minimize interference. Besides, flexible upper and lower walls were adapted
to reproduce the free air streamlines for a series of selected nominal conditions. The
adaptive walls also permitted to correct for test section Mach number changes due to
the sidewall mass removal and for boundary layer displacement effects. Oil visualizations
revealed that natural transition occurred near the trailing edge for high Re, so that
the boundary layer could be considered as fully turbulent. Buffet onset was determined
by means of unsteady pressure transducers placed at x/c = 0.5 and 0.8 on the airfoil
surface, based on the fact that the amplitude of the pressure fluctuations grew linearly
with α. With increasing incidence, the shock wave position first moved downstream,
until it started moving upstream close to the buffet boundary. At low Reynolds numbers,
buffet was characterized by random pressure fluctuations that were first detected by the
transducer located at x/c = 0.5. This suggested that the unsteadiness was originated
somewhere closer to the airfoil midchord than to the trailing edge. For Reynolds numbers
larger than 6×106, buffet was detected simultaneously by the two transducers, which
exhibited periodic fluctuations with a well defined frequency. Shadowgraphs revealed
the occurrence of intermittent shock-induced separation at buffet onset. With moderate
incidence, separation occurred only on the upper surface, though the flow unsteadiness
could be felt everywhere. The resulting wake deviation was similar to an upward flap
deflection, tending to decrease the velocity on the upper surface so that the flow returns to
its original configuration thus becoming periodic. Tests at zero incidence with increasing
Mach number showed buffet to occur simultaneously on both upper and lower surfaces,
with the shock waves oscillating in antiphase.
In order to get a better understanding on the aerodynamic aspects of the transonic buffet
over supercritical airfoils, Lee and Ohman [31] investigated the transonic flow around
the BGK No. 1 supercritical airfoil in the Mach number range from M∞ = 0.501 to
0.805. In the experiments, the angle of attack was varied from −0.36◦ to 11.74◦ at
Reynolds numbers between 15×106 and 21×106. The unsteady normal force on the airfoil
was measured using a sidewall balance, and fast-response unsteady pressure transducers
distributed along the upper surface were used to measure the pressure fluctuations during
buffet. The most severe fluctuations of the normal force were detected at freestream Mach
numbers between 0.7 and 0.8, for lift coefficients ranging from 0.8 to 1.1. In this range,
the shock waves were strong and the flow was permanently separated from the foot of
the shock to the trailing edge. The unsteady aerodynamic forces were mainly caused by
the pressure fluctuations in the separated region, and the pressure transducers indicated
very high fluctuations close to the shock wave. In the separated region, the pressure
fluctuations increased monotonically from the shock to the trailing edge. Power spectral
densities of the normal force and of the pressure signals showed a distinct peak whose
frequency increased with M∞ and, in most cases, the first harmonic was also visible. In
the region of separated flow, the experiments revealed a strong coherence between the
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unsteady normal aerodynamic force and the signals from the pressure transducers.
Lee et al. [32] compared the transonic buffet properties of the BGK No. 1 and WTEA II
[33] supercritical airfoils. The two profiles have been designed for similar cruising Mach
numbers and lift coefficients (M∞ = 0.75 and CL = 0.63 for the BGK No. 1, M∞ = 0.72
and CL = 0.6 for the WTEA II), although their relative thickness differ considerably
(16% for the BGK No. 1 and 11.8% for the WTEA II). Therefore, the effect of the airfoil
thickness on the onset boundary and on the characteristics of transonic buffet could be
investigated. For both airfoils, the Reynolds number was equal to 20 million and the
boundary layer was allowed to develop freely. Transition was revealed to occur before 5%
of the chord on the WTEA II and before 10% on the BGK No. 1 airfoil. In the tests,
the freestream Mach number was varied between 0.612 and 0.792 for the WTEA II, and
from 0.5 to 0.818 for the BGK No. 1 airfoil. The buffet boundaries of the two airfoils
determined by means of the divergence of the unsteady normal force and expressed in
terms of lift coefficient and freestream Mach number are presented in figure 2.12. Below
M∞ = 0.71, the two boundaries are virtually identical. As the Mach number is increased,
however, buffet onset over the WTEA II arises for a lower lift coefficients than on the
thinner BGK No. 1 airfoil. This difference becomes larger for higher values of M∞.
Moreover, Lee et al. showed the unsteadiness of the normal force to increase with the
airfoil thickness.
Figure 2.12: Buffet boundaries of the WTEA II and BGK No. 1 airfoils (from Ref. [32]).
For the WTEA II airfoil, the buffet frequency increased with the Mach number. Its value
remained within the 50-80 Hz range from M∞ = 0.612 to 0.792. As the angle of attack
was increased, the shock became progressively stronger until a critical incidence. From
that point on, the shock started to weaken and the buffet vanished. In the case of the
BGK No. 1 airfoil, as the angle of attack was increased, the pressure transducers on the
upper surface showed the transonic flow regime to change from subcritical to a weak shock
wave/boundary layer interaction without separation, then to shock-induced separation
bubble and finally to fully-separated buffet, where the frequency of the shock motion was
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of approximately 75 Hz at α = 6.94◦. The buffet boundary of the BGK No. 1 airfoil
as a function of the angle of attack for the Mach number range investigated is given in
figure 2.13 based on Ref. [19]. The study also revealed that pressure waves induced by the
shock motion propagated towards the trailing edge through the separated region. In cases
featuring full shock-induced separation, the phase angle of the fundamental component
of these waves varied almost linearly downstream the shock, so that their propagating
velocity could be easily determined.
Figure 2.13: Buffet and shock oscillation boundaries for the BGK 1 airfoil (from Lee [19]).
The results for the BGK No. 1 airfoil inspired Lee [19] to elaborate a model for the
self-sustained shock-wave oscillation over supercritical airfoils in cases where the flow is
fully separated. The model stands on the work of Roos and Riddle [34], who revealed
the presence of upstream moving waves originated at the trailing edge and in the near
wake of a Whitcomb profile in transonic buffet regime. In Lee’s words, the physical
mechanism was described as follows: Because of the movement of the shock, pressure
waves are formed which propagate downstream in the separated flow region at velocity
ap. On reaching the trailing edge, the disturbances generate upstream moving waves at
velocity au. These waves will interact with the shock and impart energy to maintain its
oscillation [19]. The model proposed is schematized in figure 2.14. According to Lee, the
period of the shock-wave oscillation should agree with the time it takes for a disturbance
to travel from the shock to the trailing edge plus the time an upstream moving wave
takes to reach the shock wave from the trailing edge. Therefore, the total time T for a
disturbance to complete such a loop (i.e., the buffet period) could be estimated by
T =
∫ c
xs
1/ap dx−
∫ xs
c
1/au dx, (2.2)
where x is the coordinate in the chordwise direction and xs stands for the mean position
of the oscillating shock wave. Within the buffet boundary, the unsteady pressure data
from the upper surface of the BGK No. 1 airfoil showed large levels of fluctuation in the
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Figure 2.14: Model of self-sustained shock oscillations (from Lee [19]).
shock-wave region. These decayed rapidly and remained nearly constant in the separated
region as illustrated in figure 2.15. In addition to a random turbulent motion, the fluctu-
ations were mainly caused by a deterministic component p˜ resulting from the shock-wave
oscillation. Therefore, Lee [19] calculated the velocity of the downstream propagating
waves in the separated region ap from a phase relation, which considered only the funda-
mental of p˜ as the magnitude of its first harmonic was too small. Besides, the velocity of
the upstream moving waves was computed as au = (1−M) a, where M and a stand for
the local Mach number and speed of sound, respectively. Despite all the approximations
made for ap, au and xs, the buffet frequencies f = 1/T obtained by means of this model
were in good agreement with the experimental results for several values of M∞ and angle
of attack.
Figure 2.15: RMS values of pressure fluctuations on the BGK 1 airfoil (from Lee [19]).
Upstream moving pressure waves forming near the trailing edge and in the near-wake
have been observed in many studies of transonic flows past airfoils and are commonly
known as ‘Kutta waves’. By means of experiments and numerical simulations, Alshabu
et al. [35] showed that the generation of such waves is coupled with vortex structures
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traveling downstream in the boundary layer. Alshabu and Olivier [36] investigated the
nature of the Kutta waves in the transonic flow over the BAC3-11 airfoil at zero incidence
for freestream Mach numbers from 0.65 to 0.80, and Reynolds numbers between 1×106
and 4×106. By means of shadowgraphs and Schlieren pictures of the flow, the waves
could be observed in compressible subsonic flows even without the presence of shock
waves. Numerical simulations confirmed that wave generation is coupled with vortices
in the boundary layer. The wave intensity increased in regions where the airfoil was
thicker and decreased again further upstream, almost vanishing near the leading edge.
With increasing freestream Mach number, the waves became more intense and complex
due to the interaction with the supersonic pocket. The effect of increasing the Reynolds
number was similar but at a much lower degree. For the attached flow with no shock
at M∞ = 0.71 and Re = 2×106, unsteady pressure transducers revealed that the wave
process was periodic, exhibiting two predominant frequencies at 700 Hz and 1500 Hz.
At higher Mach numbers, the supersonic region was terminated by a shock wave. For
specific freestream conditions, the interaction of the pressure waves with the shock wave
could attenuate and even degenerated the shock into compression waves for short time
periods. Figure 2.16(a) shows a Schlieren picture of the wave/shock wave interaction at
M∞ = 0.80 and Re = 3.4×106. The extension of the supersonic pocket is revealed by
the Mach lines and, as it can be seen, the boundary layer undergoes a full shock-induced
separation. Since the shock works as an obstacle for wave propagation, the upstream
moving waves travel around the shock through the subsonic flow above it. Such wave
pattern is schematized in figure 2.16(b).
(a) Schlieren picture (b) Schematic drawing
Figure 2.16: Wave propagation and interaction with the shock wave (from Ref. [36]).
Stanewsky and Basler [37] studied the transonic buffet over the CAST7/D0A1 super-
critical airfoil and the influence of parameters such as the freestream Mach number,
the Reynolds number and the angle of attack on the buffet characteristics. In the ex-
periments, boundary layer transition was imposed at 9% of the chord. At α = 3◦ for
freestream conditions of M∞ = 0.77 and Re = 6×106, only the upper surface presented
a shock wave, which oscillated according to type A motion [21]. The evolution of the
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shock-wave strength measured by the shock height hss and of the boundary layer thick-
ness at the trailing edge δTE during buffet are shown in figure 2.17 as a function of
the shock-wave position. The shock-wave strength decreased during the shock motion
downstream. It started to increase only as the shock approached its most downstream
position and the boundary layer thickness reached its minimum value. As the progres-
sively stronger shock wave started moving back upstream, the boundary layer thickened
continuously, separating approximately when xs/c = 0.48. During its upstream travel,
the shock reached its maximum strength, starting to weaken as the boundary layer reat-
tached around xs/c = 0.44. With the shock at its most upstream position, the boundary
layer thickness at the trailing edge was maximal.
(a) Shock-wave height (b) Boundary layer thickness
Figure 2.17: Shock-wave and boundary layer properties during buffet (from Ref. [37]).
With the aim of providing a well-documented test case for CFD research, Jacquin et
al. [38, 39] performed an experimental investigation of the transonic buffet around the
OAT15A, a 12.3%-thick supercritical airfoil from ONERA. The tests were conducted in
a continuous closed-circuit transonic wind tunnel with a square test section of 0.78×0.78
m2 (see figure 2.18). In order to reduce wall interference, the mean flow streamlines were
simulated using adaptive upper and lower walls accounting for boundary layer displace-
ment effects. The model had a chord length of 0.23 m and a blunt trailing edge of 0.5%
of the chord, giving an aspect ratio of about 3.4. Transition was triggered on both upper
and lower surfaces using carborundum strips placed at x/c = 0.07 from the leading edge.
In the experiments, the freestream Mach number could be varied from 0.70 to 0.75 with
an uncertainty of ±1×10−4 and the angle of attack could be set from 2.5◦ up to 3.9◦. The
chord-based Reynolds number was equal to 3×106 and the total conditions for pressure
and temperature were 105 Pa and 300 K, respectively.
Most of the results reported in Ref. [39] are for Mach 0.73. Preliminary flow visualizations
with sublimating product for the steady flow at α = 2.5◦ confirmed that the boundary
layer was fully turbulent downstream the tripping line. Oil flow visualizations revealed
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(a) General view (b) Detail of the model fixation
Figure 2.18: Experimental setup for the OAT15A supercritical airfoil (from Ref. [39]).
that the separation at the foot of the shock wave was two-dimensional over a large portion
of the model span. Static pressure orifices and unsteady pressure transducers distributed
over the central part of the airfoil detected no buffet at incidences equal or smaller than
3◦. The flow remained steady exhibiting only weak pressure fluctuations at the foot of
the shock and on the rear part of the airfoil. The first shock wave unsteadiness occurred
around α = 3.1◦, being amplified at 3.25◦ although the shock motion was not fully
established yet. Fully-developed shock-wave oscillations began only from 3.5◦. At that
incidence, oil flow revealed the presence of three-dimensional steady structures on the
central part of the wing, though the mean separation line remained two-dimensional.
The statistical pressure distributions over the airfoil as a function of the angle of attack
are presented in figure 2.19. The shock-wave motion range can be identified by the spread
compression area in the mean pressure profile in figure 2.19(a) as well as by the region
of high pressure fluctuations in figure 2.19(b). At 3.5◦, it covered approximately 20% of
the chord.
(a) Mean pressure coefficient (b) RMS values of the pressure fluctuations
Figure 2.19: Statistical pressure distributions over the OAT15A (from Ref. [39]).
High-speed Schlieren cinematography showed a lambda-shaped shock wave oscillating at
a frequency close to 70 Hz, which was indicated by the spectral analysis of the transducers
27
signals. A posterior study at fixed angle of attack demonstrated that the buffet frequency
increased with the Mach number. Velocity profiles at the trailing edge region revealed
that the periodic flow over the OAT15A airfoil was characterized by an intermittent
boundary layer separation process coupled with the shock-wave motion. By means of
two-component laser Doppler velocimetry, the flow topology was depicted as shown in
figure 2.20. When the shock was about its most upstream position, the boundary layer
was separated from the foot of the shock to the trailing edge (figure 2.20(a)). As the shock
started moving downstream, separation disappeared and the boundary layer remained
attached during the shock excursion towards the trailing edge (figure 2.20(b)). As the
shock reached its most downstream location (figure 2.20(c)), the boundary layer became
progressively thicker and, as the shock started traveling back upstream, shock-induced
separation occurred. During the motion (figure 2.20(d)), the size of the separated region
grew until the shock arrived at its most upstream location and completed the cycle. The
spectral contents from unsteady pressure transducers distributed on the upper surface in
the spanwise direction at x/c = 0.6 were essentially two-dimensional in the central region
of the model. Jacquin et al. suggested that the transonic buffet phenomenon is modal
and essentially two-dimensional, despite the three-dimensional patterns detected in the
flow visualizations.
(a) Shock most upstream location (phase 1/20) (b) Shock moving downstream (phase 5/20)
(c) Shock most downstream location (phase 10/20) (d) Shock moving upstream (phase 15/20)
Figure 2.20: Phase-averaged velocity fields around the OAT15A (from Ref. [39]).
2.3.2 Global-stability theory
Through the past decades, several explanations for transonic buffet have been proposed
as presented in the previous subsection. In these models, the physical mechanism driving
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the self-sustained shock-wave oscillations is often described in terms of wave propagation
phenomena or variations in the effective body caused by flow separation. Using global-
stability theory, Crouch et al. [40, 41] linked the origin of transonic buffet over airfoils to
the onset of a global flow instability due to a Hopf bifurcation. Their studies employed
a generalized approach for the prediction of flow unsteadiness onset in high-Reynolds
number compressible flows by solving an eigenvalue problem based on steady solutions of
the Reynolds-averaged Navier-Stokes equations obtained numerically. The method was
first used to predict vortex shedding onset in the laminar incompressible flow around a
cylinder, showing excellent agreement with experimental results in respect to the critical
Reynolds number. Then, it was applied at high Reynolds in conjunction with a turbu-
lence model to predict transonic buffet onset over the NACA 0012 airfoil based on the
experiments of McDevitt and Okuno [30]. For a fixed Mach number, as the angle of
attack increased, the critical incidence was defined as the moment when the least stable
eigenvalue crossed the real axis, penetrating into the unstable region of the complex plane
(see Ref. [40] for a complete presentation of the method). By following this procedure
for different Mach numbers, the predicted buffet onset boundary was in good agreement
with the experiments of Ref. [30] as shown in figure 2.21, providing evidence that airfoil
transonic buffet is caused by global instability.
(a) Buffet boundary (b) u-velocity for the unsteady mode
Figure 2.21: Global-stability theory results for the NACA 0012 airfoil (from Ref. [40]).
Near buffet onset, the instability growth rate varied almost linearly with the angle of
attack. For higher Mach number values, the experimental buffet boundary appeared
earlier than by global-stability analysis. According to Crouch et al., possible reasons
for this behavior could be deficiencies in the base flow computation (e.g., turbulence
modeling) or in the experiments of reference, such as tunnel unsteadiness or blockage
effects. The instability mode shape was characterized by perturbations located primarily
around the shock and in the shear layer downstream it, with the unsteady flow presenting
a coupled modulation of these two regions in agreement with the description provided
in Ref. [30]. The longitudinal velocity u for the unsteady mode is illustrated in figure
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2.21(b). As the shock moved downstream, the separated shear layer moved closer to
the airfoil surface, becoming thinner. The authors did not found a clear link between
qualitative features of flow separation (e.g., separation bubble burst) and buffet onset
[41].
In another paper, Crouch et al. [42] applied the global-stability analysis to predict the
structure of the buffeting flow around the OAT15A supercritical airfoil and compared it
to the experiments of Jacquin et al. [38, 39]. Again, the results from global-stability
analysis showed buffet to result from a Hopf bifurcation. Figure 2.22 shows that this
approach gives a good prediction of the critical angle of attack for buffet onset and of
the frequency, exhibiting a consistent behavior with the experimental data as the Mach
number is increased. The eigenfunction revealed that the experimental buffet flow was
satisfactorily reproduced by the structure of the global instability, with the largest velocity
perturbations found in the shock-wave region and in the shear layer. When the shock
wave moved downstream, the shear layer oscillated in phase with it, moving closer to
the airfoil surface. Comparisons with the experimental fluctuating flowfield showed that
the theory provided a similar unsteady flow structure, thus supporting the global-mode
description of transonic buffet.
(a) Buffet boundary (b) Frequency
Figure 2.22: Global-stability theory results for the OAT15A airfoil (from Ref. [42]).
2.3.3 Numerical simulations
2.3.3.1 Pioneering studies
The first attempts to reproduce numerically the unsteady flow regime encountered in the
experiments of McDevitt et al. [23] were published in the work of Levy [43]. According
to that paper, that was the first time a Navier-Stokes code reproduced time-dependent
unsteady turbulent flows involving weak and strong shock wave/boundary layer interac-
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tions with good qualitative results. The two-dimensional RANS equations in conjunction
with a primitive algebraic eddy-viscosity model were solved by means of the explicit finite-
difference scheme of MacCormack [44]. Computations were run for three freestream Mach
numbers (M∞ = 0.720, 0.754 and 0.783) at a Reynolds number of 11×106, covering both
weak and strong shock wave/boundary layer interaction regimes. At M∞ = 0.720, the
flow was steady, presenting a weak shock and trailing edge separation. The computed
pressure distribution was in good agreement with experimental data over the most part
of the airfoil. Nevertheless, the pressure recovery was overestimated in the separated
region, which was attributed to inadequate turbulence modeling. The freestream Mach
number of 0.754 lied within the zone of hysteresis reported in Ref. [23] concerning the
Mach-number lower boundary of unsteadiness. The numerical simulation led to an un-
steady flow alternating between shock-induced and trailing-edge separations. The mean
pressure distributions were well predicted over the first half of the airfoil and the time
histories of the wall pressure at x/c = 0.50 and 0.775 indicated that the numerical method
successfully reproduced the actual wave forms. Moreover, the flowfield was asymmetric,
exhibiting a 180◦-phase difference between the upper and the lower surfaces and a main
frequency about 20% lower than in the experiments. Figure 2.23 illustrates instanta-
neous Mach number contours at four different phases of the unsteady flow. It indicates
that a shock wave forms near the trailing edge and increases in strength, giving rise to
shock-induced separation. As the shock and the separated region move upstream, the
local velocities ahead of the shock increase and the shock becomes stronger. As the latter
goes further upstream into regions of lower velocities, it weakens and vanishes, and the
separation point moves downstream to the trailing edge.
Figure 2.23: Mach contours around the circular-arc airfoil (M∞ = 0.754) (from Ref. [43]).
Inviscid computations were also performed at M∞ = 0.754 and resulted in a steady flow,
thus revealing that the flow unsteadiness resulted from viscous effects. An additional
Navier-Stokes simulation considering only half airfoil also led to steady state. Therefore,
Levy concluded that besides the solid boundary that favored flow reattachment the half
domain eliminated the communication of pressure waves across the airfoil. Moreover,
both experimental and numerical tests revealed that a one-quarter-chord trailing edge
splitter plate was sufficient to cease the flow unsteadiness. For the strong shock-wave
case at M∞ = 0.783 with a large region of separation, good agreement with experimental
data for the mean pressure distribution upstream the shock was obtained. However, the
shock location was predicted far downstream and large differences were found on the
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rear part of the airfoil. Again, the results were attributed to inappropriate modeling of
separation.
Seegmiller et al. [24] used the same algebraic model employed in Ref. [43] to investi-
gate the unsteady periodic flow over the circular-arc airfoil at M∞ = 0.76 and Reynolds
11×106. Time histories of the surface pressure at several locations revealed the numerical
method to reproduce the essential flow features, with the wave forms comparing favorably
with the experiments and the main frequency about 20% lower than the experimental
value. As expected, the flow over the upper and lower surfaces was 180◦ out of phase.
The magnitude of the pressure fluctuations in the separation region was two times larger
than that measured in the experiments, which was consistent with an overprediction ob-
served in the pressure recovery downstream the shock. The simulations showed that the
shock formed near the trailing edge and started moving upstream. During the motion,
the flow separated, reattaching near the trailing edge. As the shock continued moving
upstream, a large-scale vortex shedding could be observed beyond the trailing edge. Ac-
cording to Seegmiller, the probable mechanism of the unsteady flow depended on a slight
asymmetry between the upper and lower surfaces that would have been created either by
the numerical code, by the freestream flow angle or during the model generation. Such
condition would lead to a rapid development of a large separated region on one side,
ranging from the foot of the shock to the trailing edge. The resulting asymmetric wake
would then readjust the outer flow, creating a camber effect that would slow down the
flow in the separated side while increasing the velocity on the opposite side, thus gen-
erating a stronger shock that would cause separation on that side. The period of such
oscillation would depend on how much time does the flow take to adapt to the displace-
ment effects, being primarily a function of the Mach number and of the geometry, and
less sensitive to the Reynolds number. This explanation would account for the fact that
the reduced frequency remained constant when changing the airfoil dimensions during
the experiments.
Numerical results for the transonic flow over NASA’s circular-arc airfoil at M∞ = 0.76
and Reynolds 11×106 were also provided by Marvin et al. [25]. In that paper, the
unsteady flow features were well reproduced by the simulations. However, they appeared
somewhat later in the buffet period compared to the experiments. Also, the shock wave
was more normal, engendering higher pressures behind it, and the shear layer dissipated
faster than in the experiments. The reverse flow, reattachment and substantial thickening
of the shear layer were qualitatively well reproduced, with the location and extension of
the separated region as well as the maximum shear stress being slightly different from
the experiments. For a given streamwise station, the velocities before the shock passage
upstream were somewhat higher, whereas the subsequent velocity adjustment and the
shear stress were in good agreement with the experimental data. Marvin concluded that
an algebraic turbulence model developed for steady flows could qualitatively reproduce
all features of that unsteady flow. Nonetheless, for a better agreement with the physics
observed in the experiments, a model would have to account for the effects of turbulence
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production and destruction mechanisms.
Besides the numerical method, the turbulence model is a major source of uncertainties in
the numerical simulation of transonic buffet. Barakos and Drikakis [45] assessed several
turbulence models against the experimental data of McDevitt and Okuno [30] concern-
ing the buffet boundaries of a NACA 0012 airfoil. The experiments were conducted at
Re = 107 for Mach numbers from 0.7 to 0.85, and incidences varying between 0◦ and
5◦. They tested different classes of turbulence closures including the algebraic Baldwin-
Lomax model [46], the one-equation Spalart-Allmaras model [47], two linear low-Reynolds
number two-equation k-ε models (that of Launder and Sharma [48] and that of Nagano
and Kim [49]) as well as the nonlinear k-ε model of Craft et al. [50] and its k-ω version by
Sofialidis and Prinos [51]. In the nonlinear models, the Reynolds stresses were computed
by means of a cubic expansion in terms of the strain-rate and rotation tensors as well as
of k, ε and µt, where both a varying turbulent diffusivity coefficient (function of Ωij and
Sij) and the standard constant Cµ = 0.09 were evaluated. When using a constant Cµ in
conjunction with either linear or nonlinear models, the results were inaccurate with the
shock-wave position predicted too far downstream and a small separation region. Better
results were obtained when using the functional formulation and computations without
the nonlinear formulation showed that the improvements were indeed due to the varying
Cµ and to the damping functions and that the anisotropic stresses from the nonlinear
formulation did not play a significant role. This conclusion was supported by the fact that
the Spalart-Allmaras model provided good results comparable to those of the nonlinear
models with functional Cµ. The buffet boundary as a function of the Mach number and
angle of attack was determined using the various models. In general, buffet onset ap-
peared at incidences higher than in the experiments. The linear k-ε models were unable
to predict unsteady solutions for all combinations of M∞ and α considered.
2.3.3.2 OAT15A test case
Several numerical simulations of transonic buffet have been devoted to the periodic flow
over the OAT15A airfoil, which was investigated in the experimental work of Jacquin
et al [39]. The aim of these studies is mainly to assess the capabilities of turbulence
models in predicting unsteady shock wave/boundary layer interactions. In most cases,
the freestream Mach and Reynolds numbers are 0.73 and 3×106 respectively and the
angle of attack is of 3.5◦, which is very close to the buffet onset.
Since the period of the periodic shock-wave motion in transonic buffet is much larger than
the near-wall turbulence time scale, URANS appears as an attractive approach due to its
relatively low computational cost. Moreover, URANS simulations using standard eddy-
viscosity models have been shown to reproduce the main features of transonic buffer over
different types of airfoils [45, 52, 53]. In this way, Brunet [54] carried out a study involving
different URANS models and numerical schemes. The results showed that this class of
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closures is capable of predicting reasonably well the main features of the transonic buffet,
despite the fact that some models required an increase in the angle of attack to trigger
the buffet. The Spalart-Allmaras model, for example, needed an incidence α = 4.5◦
to produce a self-sustained shock-wave motion. In the paper by Brunet [55], the SST
model and the EARSM model of Shih, Zhu and Lumley [56] (SZL) were used to compute
the OAT15A test case. The use of wall functions was also evaluated for both models,
merging all grid cells where y+ < 50 for the steady flow at α = 2.5◦. The solver employed
a second-order central scheme with artificial dissipation for the Navier-Stokes equations,
whereas the turbulence models equations were treated with a second-order Roe upwind
scheme with TVD correction. For preliminary computations at 2.5◦ incidence (with no
shock-wave motion), the mean pressure coefficient distributions showed that the SST
model predicted better the position of the shock wave compared to the SZL. For both
models, the use of wall functions placed the shock-wave further upstream and closer to
the experimental data. Unsteady computations were performed at α = 3.5◦ and α = 4.0◦
adopting very small time steps (∆t = 1×10−3c/U with wall functions and 2 × 10−4
without them). Sinuous-like shock-wave motions were obtained in all cases, with the SZL
model exhibiting larger amplitudes and more downstream-located shocks compared to
the SST model. Nevertheless, in the unsteady computations, the mean shock positions
appeared further downstream when using wall functions, contrary to the steady case.
The SST model with wall functions described well the mean wall pressure in the shock
motion region, though the pressure of the supersonic plateau was a bit overestimated.
For all models, the pressure fluctuations over the airfoil were slightly underestimated at
3.5◦ and overestimated at 4.0◦, and power spectral densities of the signals indicated a
main frequency of about 76 Hz (or a reduced frequency r ≈ 0.456).
Thiery and Coustols [57] investigated the influence of the test-section walls in the OAT15A
test case. First, several URANS models were tested in two dimensions in free air and in
a confined domain which accounted for the upper and lower adaptive walls of the wind
tunnel treated as viscous walls, as sketched in figure 2.24.
Figure 2.24: Confined domain and grid detail for the OAT15A airfoil (from Ref. [57]).
Simulations were run at the experimental angle of attack of 3.5◦ with the Spalart-Allmaras
model, the Baseline and SST models of Menter and the k-kL model of Daris and Be´zard
[58]. The solver used the Jameson scheme for the mean flow and a second-order Roe
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scheme with anisotropic correction for the turbulence equations. The physical time step
adopted yielded about 300 steps per buffet cycle (∆t ≈ 5×10−2c/U) and the flow prop-
erties were averaged during a period of 5 cycles. In free air, the Spalart-Allmaras model
resulted in steady flow whereas by considering the tunnel upper and lower walls the self-
sustained shock motion was obtained for that model. The SST and the k-kL models were
capable of predicting buffet in both configurations, however the lift oscillations amplitudes
increased by a factor of 2-2.5 when the walls were considered. The computed frequencies
were slightly higher than the experimental one in free air (71-78 Hz or r = 0.43-0.47),
decreasing by about 3 Hz in the confined domain whatever the model. The Baseline
model led to steady results independent of the boundary conditions used. The mean
pressure coefficient distributions revealed that the main differences from the experimen-
tal profile were in the region of shock motion. The prediction of pressure recovery behind
that region improved when the upper and lower walls were considered. Concerning the
RMS pressure, the fluctuations were well reproduced by the SST model, though slightly
underestimated all over the upper surface. The k-kL model overestimated the pressure
fluctuations, predicting a wider region of shock-wave motion. As for the lift coefficient,
in both models, the two-dimensional confined domain was responsible for an increase in
the fluctuations (see figure 2.25 for the SST). The Spalart-Allmaras model showed the
best RMS distribution though the mean shock was located far too downstream. For the
SST model in free air, unsteady velocity profiles were in good agreement compared with
experimental phase-averaged ones at different phases of the flow. For all the models,
the velocity profiles degraded for the confined domain. A three-dimensional simulation
considering the whole wind tunnel was then performed for the SST model, which exhib-
ited the best overall results. The grid was obtained by reproducing the two-dimensional
confined domain grid in the spanwise direction, and the side walls were also treated with
the no-slip condition. The amplitude of the lift oscillations and the frequency remained
almost unchanged compared to the free air computation as shown on the upper left corner
of figure 2.25. The figure also reveals that the pressure RMS distribution was very similar
to that of free air as well, as if accounting for the third direction balanced the increase on
the fluctuations created when considering only the upper and lower walls. The compari-
son of velocity profiles led to the same conclusion, being the free air profiles even closer
to the experimental data. The major conclusion of the paper was that the modeling of
the tunnel walls should not be essential to assess the capabilities of turbulence models in
predicting the transonic buffet flow over OAT15A airfoil.
In the work by Deck [4], a zonal Detached-Eddy Simulation (ZDES) was employed to
predict the transonic buffet over the OAT15A airfoil. That was one of the first attempts
to apply DES-like methods to flows featuring thin-layer separation [4]. The results were
compared with URANS and standard DES simulations, all three approaches based on
the Spalart-Allmaras model. The motivation for the ZDES method is to eliminate the
need in standard DES of having a grid spacing in the tangential direction larger than the
boundary layer thickness in order to avoid grid-induced separation and/or the underes-
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Figure 2.25: Lift evolution and RMS pressure for the OAT15A airfoil (from Ref. [57]).
timation of the skin-friction. The strategy was to force the attached boundary layer and
the shock wave/boundary layer interaction to be treated in RANS by means of explic-
itly defined RANS and LES zones. This was reached by overriding the DES limiter so
that the boundary layer separation depended only on the RANS model behavior. The
approach did not reconstruct the turbulent fluctuations in the RANS/LES interfaces. In
LES regions, the filter adopted was the cubic root ∆ = (∆i∆j∆k)
1/3. Since the CDES
constant had the standard value of 0.65, this filter reduces the eddy viscosity compared
to the standard DES method. Moreover, all near-wall functions of the SA models were
removed in LES mode regions. The three-dimensional grid used in the computations
was based on a planar grid of about 110.000 cells, which was extruded in the spanwise
direction throughout a distance of 0.26 chord divided in 41 cells of equal length in or-
der to keep ∆i≈∆k. The airfoil span was defined based on an analogy with the flow
over a backward-facing step, and is supposed to be sufficiently long to resolve the largest
wave lengths in the spanwise direction. The solver used a second-order modified AUSM+
upwind scheme for the convective fluxes and central-differencing for the viscous ones,
and time integration was performed by a second-order implicit formulation. The ZDES
was performed only on the upper surface and in the wake, with all other regions (where
the flow is essentially two-dimensional) treated in two-dimensional RANS. The time step
adopted was ∆t = 5×10−7 s (about 5×10−4c/U).
The Spalart-Allmaras model led to steady state at the experimental angle of attack of 3.5◦
and required an increase in the incidence to 4.5◦ in order to give a self-sustained shock-
wave motion. This result agrees with the conclusions of Refs. [54, 57]. For the standard
DES, an angle of 4◦ was needed to yield unsteadiness, however with no shock motion. The
ZDES was the only approach capable of predicting buffet at the experimental angle of
attack. The mean pressure coefficient distribution was overestimated over almost all the
upper surface, with the shock-wave motion region located further upstream compared to
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the experiments (see figure 2.26). The pressure in the trailing edge region was lower than
in the experiments, indicating an earlier an larger separation zone. The shock excursion
predicted by the ZDES was narrower than in the tests, and the fluctuations of pressure
and velocity in this region were overestimated. An iso-surface for a positive value of
the Q-criterion obtained with the ZDES is given in figure 1.3. It shows the evolution of
two-dimensional structures in the shear layer that impact the trailing edge region and
break down into smaller three-dimensional eddies.
Figure 2.26: Mean pressure distributions over the OAT15A (from Deck [4]).
Due to the short duration of the computations, a parametric auto-regressive model was
used to compute power spectral densities of pressure signals. Compared to URANS,
ZDES spectra were closer to the experimental ones particularly at higher frequencies.
The analysis of wave propagation phenomena based on the ZDES results evidenced the
generation of upstream moving waves in the flowfield due to the interaction of large-
scale structures of the shear layer with the sharp trailing edge. The results strongly
supported the feedback mechanism proposed by Lee [19], giving a frequency of 73 Hz
(about 5% error) despite all inaccuracies in computing the wave velocities and the mean
shock position.
Garnier [59] tested two RANS-LES strategies in the prediction of the OAT15A flow.
The first performed pure LES on the wing upper surface and in the wake, while most
of the lower surface and the irrotational region far from the body were treated by two-
dimensional RANS. The aft part of the lower surface close to the trailing edge was com-
puted in three-dimensional RANS. Following this methodology, the entire boundary layer
and particularly its interaction with the shock wave was treated in LES. In the second
strategy, the LES zones were replaced by LES-mode regions in the framework of a zonal
DES, using the Spalart-Allmaras model as subgrid-scale model. In both methodologies,
the RANS regions were also computed using this model. The solver was second-order
accurate in space and time, with the convective fluxes based on a modified Roe scheme.
The physical time step adopted was ∆t = 3×10−7 s (or 2×10−4c/U), which is slightly
smaller than that used in the ZDES in Ref. [4]. Despite the many two-dimensional RANS
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areas defined, the computational costs of the simulations remained high. Therefore, two
grids of small span were used, the first having a length of only 3.65% of chord in the span-
winse direction (grid A) and the second 7.30% of chord, giving 41.6 million cells (grid B).
In the latter, two LES were carried out to evaluate the effect of numerical dissipation,
as well as the ZDES. After a transient phase of two periods, the LES on the smaller
grid (LES A) ran for one period of buffet, whereas the duration of the corresponding
computation on the finer grid (LES B1) was equal to seven periods. The LES with re-
duced dissipation (LES B3) and the ZDES where computed upon only one buffet period.
The mean pressure coefficient distributions are given in figure 2.27(a). The LES resulted
in a region of shock motion located 7% of chord further downstream compared to the
experimental data. By reducing the dissipation, the shock position was improved, what
revealed the high influence of numerical dissipation. The ZDES predicted a much better
shock location though the wall pressure was underestimated in the aft part of the motion
range. The short duration of the simulation was pointed out as a possible reason for the
discrepancies observed. In general, the pressure fluctuations were overestimated on the
aft part shock motion and downstream the shock region for all models. The simulations
on the longer span resulted in lower fluctuation levels near the trailing edge. This was at-
tributed to two-dimensional structures of less intensity, as they were permitted to better
develop three-dimensional modes. The LES velocity profiles were in good agreement with
LDV data both up- and downstream the shock wave, exhibiting considerable differences
from the second LES and ZDES profiles. This evidenced that the effect of numerical
dissipation can be even more important than that of turbulence model. Unsteady data
showed that the pressure oscillations around the airfoil were overestimated in all cases.
The same behavior was found for the velocity fluctuations, which were particularly ex-
aggerated in the wake region. Power spectral density analyzes using an auto-regressive
model indicated a main frequency around 72 Hz for the LES, while that of the ZDES
was estimated around 80 Hz. Finally, the LES was shown to be more periodic than the
experiments since more harmonics were present in the spectra. Figure 2.27(b) shows an
instantaneous iso-surface of the Q-criterion colored by the longitudinal velocity for the
main LES computation.
Complex three-dimensional unsteady shock wave/boundary layer interactions in transonic
flow have been investigated in few works. Brunet [55] studied the simplified configuration
of a 24◦-swept wing with the OAT15A profile at M∞ = 0.8 and Re = 6×106. Two sets
of computations were performed, one considering infinite swept wing hypothesis and
another for a wall-to-wall configuration with slip lateral conditions. For the later, a twist
distribution was applied to the wing in order to keep a constant lift along the span as
done in the experiments, which detected a small-amplitude shock-surface oscillation at
a reduced frequency of r = 2πfc/U ≈ 0.35 (or about 29 Hz in the experiments). The
plane grid was the same used for the purely two-dimensional buffet simulations of the
OAT15A airfoil [55], as well as the wall functions employed with the EARSM model of
Shih, Zhu and Lumley [56]. Preliminary computations of the steady flow at 2.0◦ showed
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(a) Mean pressure coefficient distribution (b) Iso-surface of the Q-criterion for the LES
Figure 2.27: LES and ZDES studies of the OAT15A buffet (from Ref. [59]).
a shock wave located too far downstream compared to the experiments, like in the two-
dimensional case. Furthermore, wind-tunnel effects were evidenced by the bad agreement
between numerical and experimental pressure coefficient distributions, which showed the
supersonic region and the lower surface pressure diverging from the reference data. Time-
accurate computations at 3.5◦ with a non-dimensional time step of ∆t U/c = 1.1×10−3 for
the infinite wing produced exaggerated unsteadiness at a frequency of 34 Hz (about 17%
higher than the measured value), and did not reproduce the qualitative features of the
flow, clearly showing the relevance of the three-dimensional effects created by the actual
tunnel configuration. The wall-to-wall solution was basically a steady flow, with initial
buffet oscillations being rapidly damped until a final solution with a very small fluctuation
of the lift coefficient is reached. Compared with the two-dimensional buffet case, for which
reasonable agreement was found using the same modeling approach, the results give some
idea on how complex the simulation of unsteady transonic shock wave/boundary layer
interactions can become when the geometry is really three-dimensional.
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3.1 Governing equations of fluid dynamics
Fluid motion is governed by three fundamental laws: conservation of mass, of momentum
and of energy. These principles can be expressed through ‘conservation laws’, which
describe the evolution of the conserved quantities in a given domain by means of transport
equations. In the governing equations of fluid dynamics the flowfield is treated as a
continuous medium. This means that the mean free path of the fluid molecules is assumed
to be very small compared to the length scale characteristic of the problem (e.g., the chord
of an airfoil) so that the interaction between the fluid molecules is much more important
than their individual motion. Therefore, the whole system can be investigated using
continuum mechanics imagining a fluid particle a as very large number of fluid molecules
within a small volume. All flow properties (as velocity, pressure, temperature, viscosity,
etc.) are in fact mean properties which reflect the statistical motion of the fluid molecules
at each point of the flowfield.
3.1.1 General transport equation
Assuming that φ is a scalar conserved quantity per unit volume and that V is an arbitrary
control volume fixed in space, the conservation law of φ states that the amount of this
quantity inside V can vary as a result of its net flux across the surface S enclosing V and
due to volume and surface sources of φ only. This law can be formalized in integral form
as
∂
∂t
∫
V
φdV = −
∫
S
(
~FC · ~n
)
dS −
∫
S
(
~FD · ~n
)
dS +
∫
V
QV dV +
∫
S
(
~QS · ~n
)
dS. (3.1)
The term on the left-hand side of equation 3.1 is the time variation of the total amount of φ
inside V . The flux of φ across the volume boundaries is usually split into two components
of different physical nature. ~FC is the ‘convective flux’, which corresponds to the time
rate of φ crossing the surface S per unit surface. Convective fluxes are directional, being
proportional to and aligned with the local flow velocity ~v = [u, v, w]T and are given by
~FC = φ~v. The second contribution, ~FD, is called ‘diffusive flux’ and is proportional and
opposite to the gradient of φ. It is generalized by the ‘law of Flick’
~FD = −κρ~∇
(
φ
ρ
)
, (3.2)
where κ is a diffusivity coefficient. The physical mechanism of diffusion is related to
molecular agitation and can have a net effect even in a fluid at rest if the distribution
of φ is inhomogeneous. The minus signs in front of the fluxes are due to the fact that
the surface normal vector ~n is considered positive when pointing outwards (i.e., the dot
products are negative when φ enters the control volume). QV and ~QS are the volume and
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surface sources, respectively. The resulting expression is a convection-diffusion equation in
integral form, which allows the fluxes to be discontinuous (as in the case of shock-waves).
Moreover, in the absence of volume forces, the variation of the conserved variable inside
the control volume depends only on the net flux of φ across the boundaries.
A local differential form of the conservation law can be easily derived from the integral
form. Using the divergence theorem (Gauss’ theorem), the surface integrals in equation
3.1 can be replaced by volume integrals of the divergences of the fluxes and surface
sources. Also, assuming that the control volume is fixed in space, the time derivative on
the left-hand side of the equation can be placed inside the integral (Reynolds’ transport
theorem). Finally, since the integral form is written for an arbitrary control volume, the
volume integrals can be dropped, yielding
∂φ
∂t
= −~∇ · ~FC − ~∇ · ~FD +QV + ~∇ · ~QS, (3.3)
which is valid at any point in the flowfield and requires the fluxes to be continuously
differentiable (which is not always the case). It shows that surface sources are mathe-
matically equivalent to fluxes and may be regarded in the same way. Moreover, if an
equation is in conservative form, all the space derivative terms can be grouped as a diver-
gence operator [60]. Substituting the expressions obtained for the fluxes and rearranging
the terms, one obtains
∂φ
∂t
= −~∇ · (φ~v) + ~∇ ·
[
κρ~∇
(
φ
ρ
)]
+QV + ~∇ · ~QS. (3.4)
In general, convective fluxes are non linear and yield first-order space derivatives while
diffusive fluxes generate second-order ones. In the case where the conserved quantity is a
vector, each component of ~φ can be regarded as a scalar quantity and the above equations
can be applied. Alternatively, the equations written for a scalar property can be slightly
modified, replacing the fluxes and surface sources by tensors and the volume source by a
vector. Hence, the integral conservation equation for a vector reads
∂
∂t
∫
V
~φdV = −
∫
S
(
F¯C · ~n
)
dS −
∫
S
(
F¯D · ~n
)
dS +
∫
V
~QV dV +
∫
S
(
Q¯S · ~n
)
dS. (3.5)
In differential form, equation 3.5 becomes
∂~φ
∂t
= −~∇ · F¯C − ~∇ · F¯D + ~QV + ~∇ · Q¯S. (3.6)
Using tensorial notation (for the sake of simplicity), the convective and diffusive fluxes
are given by
(FC)ij = φiuj, (FD)ij = −κρ
∂
∂xj
(
φi
ρ
)
. (3.7)
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3.1.2 The Navier-Stokes equations
In this section, the three fundamental conservation laws that describe fluid motion are de-
rived, namely the continuity equation, the momentum equation and the energy equation.
For viscous flows, the resulting set of equations is commonly known as the ‘Navier-Stokes
equations’.
3.1.2.1 Continuity equation
The principle of conservation of mass in a fluid is expressed through the ‘continuity
equation’, which states that mass cannot be created nor destroyed in the system. The
transported quantity is the fluid density ρ, which is a scalar quantity and has units of
mass per unity volume. The continuity equation does not present a diffusive flux term
since there is no mass diffusion in a fluid at rest. By replacing φ by ρ in equation 3.1
and suppressing all source terms, the integral formulation of the continuity equation is
obtained
∂
∂t
∫
V
ρdV +
∫
S
ρ (~v · ~n) dS = 0 (3.8)
The term in the left-hand side of equation 3.8 represents the time rate of change of
mass inside a given control volume and the surface integral on the right side is the total
mass flow across its boundaries. For the latter, negative values mean a net flux entering
the control volume while positive ones correspond to an outflow. Applying Gauss’ and
Reynolds’ theorems, the continuity equation written in differential form reads
∂ρ
∂t
+ ~∇ · (ρ~v) = 0 (3.9)
For incompressible flows, ρ is constant and equation 3.9 reduces to ~∇ · (ρ~v) = 0.
3.1.2.2 Momentum equation
Newton’s second law states that the variation of the momentum of a body is equal to the
net force acting on it. By applying this fundamental principle to a fluid, one obtains the
momentum equation, which expresses the conservation of momentum in the fluid system.
Since the momentum of a infinitesimally small fluid element of volume dV is defined as
ρ~vdV , the transported variable in the momentum equation is the momentum per unit
volume ρ~v, which is a vector quantity. Alternatively, the conservation of momentum
can be expressed by means of three separated transport equations for the individual
components of momentum ρu, ρv and ρw. As the continuity equation, the momentum
equation has no diffusive flux since, by definition, the velocity (and thus the momentum)
is zero in a fluid at rest. Hence, equation 3.5 applied for the transport of momentum
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yields
∂
∂t
∫
V
ρ~vdV +
∫
S
ρ~v (~v · ~n) dS =
∫
V
~QV dV +
∫
S
(
Q¯S · ~n
)
dS, (3.10)
where the volume sources ~QV represent all existing body forces per unit volume, which
act over dV and are also called external or volume forces (e.g., Coriolis, gravitational,
buoyancy, centrifugal and electromagnetic forces). The surface sources Q¯S represent the
second kind of forces that act on a fluid element: the surface (or internal) forces. In
this group, there are the static pressure and the viscous stresses, which have a net effect
only on the boundary of the volume. The pressure p exerted by the surroundings acts
in the direction normal to S, pointing inwards the fluid element. Therefore, the surface
sources can be computed as −pI¯+ σ¯, where I¯ is the unit tensor and σ¯ is the viscous stress
tensor. In aerodynamics, the effect of the gravitational force on the fluid elements can
be neglected and other volume sources are usually not present. Hence, the momentum
equation becomes
∂
∂t
∫
V
ρ~vdV +
∫
S
ρ~v (~v · ~n) dS = −
∫
S
p
(
I¯ · ~n
)
dS +
∫
S
(σ¯ · ~n) dS, (3.11)
or in differential form
∂ρ~v
∂t
+ ~∇ · (ρ~v × ~v) = −~∇p+ ~∇ · σ¯. (3.12)
Since air behaves as a Newtonian fluid, the shear stresses are proportional to the velocity
gradients. Using tensorial notation, the general form of the viscous stress tensor σij reads
σij = µ
(
∂uj
∂xi
+
∂ui
∂xj
)
+ λ
∂uk
∂xk
δij, (3.13)
where the first index in the subscript indicates the direction normal to the plane on which
the stress is acting while the second one gives its direction. If i = j the component is a
‘normal stress’ and otherwise, a ‘shear stress’. Shear stresses are generated by the friction
resulting from the relative motion of a body immersed in a fluid or of different fluid layers.
In equation 3.13, µ is the dynamic viscosity and λ is the second viscosity of the fluid. A
kinematic viscosity can also be defined as ν = µ/ρ. According to Stoke’s hypothesis for
a Newtonian fluid in local thermodynamic equilibrium [60]
λ+
2
3
µ = 0. (3.14)
This relation is called ‘bulk viscosity’ and is a property of the fluid. It is responsible
for the energy dissipation in a fluid of smooth temperature distribution submitted to
expansion or compression at a finite rate [61]. So far, there is no experimental evidence
that equation 3.14 does not hold except for extremely high temperatures or pressures
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[62]. Using relation 3.14, equation 3.13 becomes
σij = µ
(
∂uj
∂xi
+
∂ui
∂xj
)
− 2µ
3
∂uk
∂xk
δij. (3.15)
Although the viscous stresses were derived as being surface sources, they play the role of
diffusive fluxes of momentum (thus requiring fluid motion), with the dynamic viscosity
acting as the diffusion coefficient.
3.1.2.3 Energy equation
In fluid dynamics, the conservation law for energy is obtained from the application of
the first law of thermodynamics to a control volume. It expresses the fact that the time
variation of the total energy inside a control volume is obtained from the balance between
the work of the external forces acting on the volume and the net heat flux into it. In the
energy equation, the transported quantity is the total energy per unit volume ρE, where
E is the total energy per unit mass. It is defined as the sum of the internal energy per
unit mass e (a state variable) and the kinetic energy per unit mass |~v|2 /2. The transport
equation features a diffusive flux term which depends only on the gradient of e since,
by definition, ~v = 0 at rest. It accounts for the effects of thermal conduction related to
molecular agitation and is given by ~FD = −γρκ~∇e, where γ is the ratio of specific heat
coefficients, γ = cp/cv. Since the internal energy can be expressed in terms of the static
temperature T by e = cvT , heat diffusion is more usually described using Fourrier’s law
~FD = −γρκ~∇e = −k~∇T , (3.16)
where k is the thermal conductivity coefficient (k = cpρκ) and the negative sign accounts
for the fact that heat is transferred from high- towards low-temperature regions.
Surface sources contribute to the energy equation through the work done by the pressure
and viscous stresses (both normal and shear parts) acting on the boundaries of the fluid
element ~QS = −p~v + (σ¯ · ~v). Therefore, neglecting the work done by body forces as well
as that of internal energy sources (e.g., radiation, chemical reactions, etc.), the integral
form of the energy equation reads
∂
∂t
∫
V
ρEdV +
∫
S
ρE (~v · ~n) dS = −
∫
S
p (~v · ~n) dS
+
∫
S
(σ¯ · ~v) · ~ndS +
∫
S
k
(
~∇T · ~n
)
dS, (3.17)
which is also frequently written in terms of the total enthalpy
H = h+
|~v|2
2
= E +
p
ρ
, (3.18)
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where h is the enthalpy per unit mass. This yields
∂
∂t
∫
V
ρEdV +
∫
S
ρH (~v · ~n) dS =
∫
S
[(σ¯ · ~v) · ~n] dS +
∫
S
k
(
~∇T · ~n
)
dS. (3.19)
In differential form, equation 3.17 can be rewritten as
∂ρE
∂t
+ ~∇ · ρ~vE = −~∇ · p~v + ~∇ · (σ¯ · ~v) + ~∇ ·
(
k~∇T
)
. (3.20)
3.1.2.4 Additional relations
In order to close the system of the Navier-Stokes equations, additional relations between
the flowfield variables are needed. In aerodynamics, the air is usually modeled as a perfect
gas and, therefore, a thermodynamic relation between the state variables p, ρ and T can
be obtained by means of the equation of state
p = ρRT , (3.21)
where R = cp − cv is the gas constant per unit mass (for a perfect gas, cp, cv and thus γ
and R are constants). In compressible viscous flow, heating due to high velocity gradients
is responsible for variations in the fluid viscosity. To account for such effect, a common
practice in aerodynamics is to adopt Sutherland’s law [63], which expresses the dynamic
viscosity µ of an ideal gas as a function of temperature only as
µ
µref
=
(
T
Tref
)3/2
Tref + S
T + S
. (3.22)
µref is a reference viscosity corresponding to the reference temperature Tref, and the con-
stant S is the Sutherland’s parameter (or Sutherland’s temperature). Values commonly
used for air are µref = 1.716× 10−5 Pa.s, Tref = 273.15 K and S = 110.4 K. Sutherland’s
Law gives reasonably good results at transonic and supersonic speeds. For hypersonic
flows, however, more elaborated formulas are usually employed.
The thermal conductivity coefficient k varies with temperature in a similar way to µ. For
this reason, the Reynolds’ analogy is frequently used to compute k, reading
k = cp
µ
Pr
. (3.23)
In the above equation, Pr is the Prandtl number, which is usually taken as 0.72 for air.
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3.1.3 The Reynolds-averaged Navier-Stokes equations
According to ‘Morkovin’s hypothesis’, the effect of density fluctuations on turbulent ed-
dies in wall-bounded flows is insignificant provided that they remain small compared to
the mean density [64]. Indeed, this hypothesis is verified up to Mach numbers of about
five [62] and, therefore, a common approach in turbulence modeling is to apply ‘Reynolds
averaging’ to the flow variables (otherwise one should use Favre averaging).
In Reynolds averaging, the flow variables are decomposed into two parts: a mean part
and a fluctuating part. Using tensorial notation, a velocity component, for instance, is
represented as ui = ui+u
′
i, where ui is its mean value and u
′
i its instantaneous fluctuation.
For stationary turbulent flows, ui is normally computed using time-averaging, which is
the most common Reynolds-averaging procedure and is appropriate for a large number of
engineering problems. Time-averaging can also be used for problems involving very slow
mean flow oscillations that are not turbulent in nature [64], as long as the characteristic
time scale of such oscillations is much larger than that of turbulence. In this way, the
mean velocity is computed as
ui = lim
T→∞
∫ t+T
t
uidt. (3.24)
Also, by definition, the average of u′i is zero. Substituting the flow variables in the
Navier-Stokes equations by Reynolds-averaged ones and taking the average, one obtains
in differential form
∂ρ
∂t
+
∂
∂xi
(ρ ui) = 0, (3.25)
∂
∂t
(ρ ui) +
∂
∂xj
(ρ uj ui) = − ∂p
∂xi
+
∂
∂xj
(σij + τij), (3.26)
and
∂
∂t
(
ρE
)
+
∂
∂xj
(
ρ ujE
)
= − ∂
∂xj
(p uj) +
∂
∂xj
[(σij + τij) uj]
+
∂
∂xj
(
k
∂T
∂xj
+ qtj
)
. (3.27)
The only difference between the Reynolds-averaged Navier-Stokes (RANS) equations
shown above and the original set of Navier-Stokes equations is the existence of a tur-
bulent stress tensor τij = −ρu′iu′j (also called Reynolds stress tensor) and of a turbulent
transport of heat qtj. Both quantities are computed by means of additional equations
(the so-called ‘turbulence models’) which are the subject of chapter 4. From now on in
this text, the overbars in the RANS equations will be dropped for the sake of simplicity,
and all flow variables should therefore be regarded as averaged quantities.
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3.2 Numerical solvers
3.2.1 System of equations
The system of equations to be solved in turbulent flow computations (i.e., the Reynolds-
averaged Navier-Stokes equations plus the turbulence model) can be rewritten in the
form
∂
∂t
∫
V
~WdV +
∫
S
(
~FC − ~FD
)
dS =
∫
V
~QV dV , (3.28)
or in differential form:
∂ ~W
∂t
+ ~∇ ·
(
~FC − ~FD
)
= ~QV . (3.29)
In the above equations, ~W is the state vector and ~FC and ~FD are the convective and
diffusive (or viscous) fluxes, respectively. These are defined as
~W =


ρ
ρu
ρv
ρw
ρE
...


, ~FC =


ρ (nxu+ nyv + nzw)
ρu (nxu+ nyv + nzw) + nxp
ρv (nxu+ nyv + nzw) + nyp
ρw (nxu+ nyv + nzw) + nzp
(ρE + p) (nxu+ nyv + nzw)
...


, (3.30)
and
~FD =


0
(σxx + τxx)nx + (σxy + τxy)ny + (σxz + τxz)nz
(σyx + τyx)nx + (σyy + τyy)ny + (σyz + τyz)nz
(σzx + τzx)nx + (σzy + τzy)ny + (σzz + τzz)nz
Θxnx +Θyny +Θznz
...


, (3.31)
where
Θx = u (σxx + τxx) + v (σxy + τxy) + w (σxz + τxz) + k
∂T
∂x
+ qtx,
Θy = u (σyx + τyx) + v (σyy + τyy) + w (σyz + τyz) + k
∂T
∂y
+ qty, (3.32)
Θz = u (σzx + τzx) + v (σzy + τzy) + w (σzz + τzz) + k
∂T
∂z
+ qtz,
and nx, ny and nz are the components of the normal vector ~n. In aerodynamics, the source
term ~QV is usually taken as zero in the Navier-Stokes equations (but not in the turbulence
model equations). In order to close the system, the equation of state (equation 3.21) and
Sutherland’s law (equation 3.22) are employed. Relations for the turbulent stresses and
the turbulent heat flux are provided in chapter 4.
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3.2.2 Navier-Stokes Multi Block
The main solver used in this thesis is the Navier-Stokes Multi Block [65] (NSMB), which
is developed by a consortium including various European universities, institutes and in-
dustrial partners. NSMB employs the finite volume method to solve the Navier-Stokes
equations on multi-block structured grids, allowing massive parallel computing. Convec-
tive fluxes can be treated by means of central-differencing schemes with adaptive artificial
dissipation (scalar or matrix formulations) or upwind schemes. For the latter, a Total
Variation Diminishing (TVD) version of Roe’s scheme applying the Monotone Upwind
Schemes for Conservation Laws (MUSCL) extrapolation is available as well as other
schemes as the Advection Upstream Splitting Method (AUSM). Time integration can be
performed implicitly using the Lower-Upper Symmetric Gauss-Seidel (LU-SGS) scheme
(or the LU-SSOR) or explicitly by means of standard or hybrid Runge-Kutta methods.
Besides local time stepping, convergence in steady flow computations can be accelerated
using implicit residual smoothing and multigrid. Time accuracy in unsteady simulations
can be obtained through the dual time step method and low Mach number flows can
be treated with preconditioning. Several classes of turbulence models are available in
NSMB including algebraic, linear and nonlinear eddy-viscosity models, different types of
Reynolds stress models as well as LES and hybrid RANS-LES approaches.
3.2.3 Presentation of Edge
In the study of a laminar transonic airfoil in chapter 7, a second numerical solver has
been used. Edge is a compressible finite volume CFD code developed by the Swedish
Defence Research Agency (FOI) since 1997 in collaboration with industrial and academic
partners. The code is open source under license agreement, and solves the Euler and
Navier-Stokes equations on unstructured grids intending complex geometries and efficient
scalable parallel computing. For detailed information about Edge, the reader is referred
to [66] and [67]. The code formulation is edge-based using vertex-centered (or node-
centered) non-overlapping control volumes. The flow equations are solved on a dual grid
computed upon the primary grid given by the user by means of a preprocessor. Figure 3.1
illustrates this process for a simple two-dimensional grid formed by triangular elements.
Figure 3.1: Generation of the dual grid (dashed lines) for vertices ν1 and ν3 of the primary
grid (solid lines) in Edge (from Ref. [66]).
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In Edge, the convective fluxes can be discretized using either central or upwind (Roe)
schemes. Time integration can be explicit by means of a multistage Runge-Kutta method
for steady solutions (allowing local time stepping) using local time stepping or implicit
using dual-time stepping for time-accurate solutions. Convergence can be accelerated
using multigrid and implicit residual smoothing. In multigrid, several grid levels can
be obtained by the agglomeration (fusion) of control volumes in the preprocessor. In
unsteady simulations, the acceleration techniques can be applied to the inner loop. The
code also features preconditioning for low-Mach number flow problems. For efficient par-
allel computing, the input grid is split into multiple partitions so as each processor reads
a different file and treats a single partition. Different turbulence models are available in
Edge ranging from eddy-viscosity closures to LES, including hybrid RANS-LES models.
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4.1 The eddy-viscosity assumption
In section 3.1.3, the Reynolds-averaged Navier-Stokes equations were presented and the
turbulent stress tensor τij and the turbulent heat flux qtj were introduced. In this thesis,
all turbulence models make use of Boussinesq hypothesis [68], which relates the turbulent
stresses to the mean-flow velocity gradients by
τij = 2µtSij − 2
3
ρkδij, (4.1)
where µt is a scalar ‘eddy viscosity’ (also called turbulent viscosity) and Sij is the mean
strain-rate tensor
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
− 1
3
∂uk
∂xk
δij. (4.2)
The Boussinesq hypothesis assumes that the principal axes of the turbulent stress and
mean strain-rate tensors are collinear and is unable to capture anisotropy effects of the
normal turbulent stresses [69]. In practice, however, equation 4.1 provides accurate re-
sults for many engineering applications, including aerodynamic flows. Regarding tran-
sonic buffet simulation, Barakos and Drikakis [45] revealed that turbulence models based
on the Boussinesq hypothesis can provide results comparable to models accounting for
turbulence anisotropy. According to Wilcox [64], some of the applications in which the
Boussinesq hypothesis fails are: flows with sudden changes in the mean strain, flows over
curved surfaces, flows in rotating fluids and three-dimensional flows.
Based on the concept of eddy viscosity, the turbulent heat flux is then calculated by
means of the ‘Reynolds analogy’:
qtj = −kt
∂T
∂xj
= −cp µt
Prt
∂T
∂xj
, (4.3)
where kt is the turbulent thermal conductivity coefficient and Prt is the turbulent Prandtl
number (which for air is 0.9).
4.2 One-equation eddy-viscosity models
4.2.1 Spalart-Allmaras model
4.2.1.1 Fully-turbulent formulation
The Spalart-Allmaras (SA) model [47] is based on a single general transport equation
for a modified eddy viscosity variable ν˜. It was developed for aerodynamic flows based
upon empiricism and dimensional analysis, using flow quantities derived from the mean
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flow and that exhibit Galilean invariance. The model is local as it does not relate the
turbulence length scale to some other flow parameter (e.g., the boundary layer thickness
δ). Furthermore, the SA model is ‘complete’ since the turbulence scales are automatically
provided with no need of adjustable functions or coefficients [64] (i.e., the eddy viscosity
contains implicitly both the turbulence length and time scales). In its most common
formulation assuming fully-turbulent behavior, the non-conservative form of the transport
equation for ν˜ reads
Dν˜
Dt
= cb1S˜ν˜ +
1
σ
∂
∂xk
[
(ν + ν˜)
∂ν˜
∂xk
]
+
cb2
σ
∂ν˜
∂xk
∂ν˜
∂xk
− cw1fw
(
ν˜
d
)2
. (4.4)
The eddy viscosity is then computed as
νt = ν˜fv1, (4.5)
where fv1 is a correction for the buffer and viscous layers, with ν˜ joining νt in the loga-
rithmic layer. This function is given by
fv1 =
χ3
χ3 + c3v1
, where χ =
ν˜
ν
. (4.6)
A similar correction is performed for the production term by means of the function fv2,
which is present in the quantity S˜:
S˜ = S +
ν˜
κ2d2
fv2, where fv2 = 1− χ
1 + χfv1
. (4.7)
In the above equation, d represents the distance to the nearest viscous wall. The quantity
S is a scalar measure of the deformation tensor ∂ui/∂xj, which was originally chosen in
Ref. [47] as the magnitude of the rotation tensor Ωij:
S =
√
2ΩijΩij, with Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(4.8)
This choice was justified by the fact that, in aerodynamic flows, turbulence mainly em-
anates from solid boundaries. Some implementations of the SA model use the magnitude
of the strain-rate tensor Sij instead.
The wall destruction term in equation 4.4 is non-viscous, depending on the wall distance
and on fw, which is a non-dimensional function that adjusts the skin-friction. It is defined
as
fw = g
(
1 + c6w3
g6 + c6w3
)1/6
, with g = r + cw2
(
r6 − r) and r = ν˜
S˜κ2d2
. (4.9)
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The quantity r is a near-wall parameter that involves the square of the mixing length(
ν˜/S˜
)1/2
. The closure coefficients of the model are
cb1 = 0.1355, cb2 = 0.622, σ = 2/3, κ = 0.41,
cw1 =
cb1
κ2
+
1 + cb2
σ
, cw2 = 0.3, cw3 = 2 and cv1 = 7.1. (4.10)
The SA model is robust and low-sensitive to the freestream condition of ν˜. It uses trivial
Dirichlet boundary conditions and allows ν˜ = 0 in the freestream, though non-zero values
are usually preferred because of numerical issues. Spalart and Rumsey [70] suggest using
ν˜∞/ν between 3 and 5 in fully-turbulent computations. At solid boundaries, the condition
is ν˜ = 0. The above formulation of the SA model can be applied to compressible flows
assuming that, in slightly supersonic boundary layers, density variations have only a small
influence on turbulence [47].
4.2.1.2 Treatment of laminar regions
For flows where the transition location is previously known, the Spalart-Allmaras model
has additional terms to simulate laminarity as well as to ensure a smooth transition to
turbulence. Since setting ν˜ = 0 upstream the prescribed transition line can result in
convergence problems in Navier-Stokes codes [47], the production term in equation 4.4 is
multiplied by (1− ft2), where
ft2 = ct3e
−ct4χ2 . (4.11)
The destruction term is also modified to include ft2 in order to balance the budget near
the wall, becoming (
cw1fw − cb1
κ2
ft2
)( ν˜
d
)2
. (4.12)
The function ft2 has no effect inside turbulent regions and, for this reason, it is usually
neglected when fully-turbulent behavior is desired. The values originally recommended
in Ref. [71] for the constants ct3 and ct4 (i.e., ct3 = 1.1 and ct3 = 2) were revealed to cause
premature transition in some cases [47]. Therefore, Spalart and Allmaras [47] proposed
adopting ct3 = 1.2 and ct3 = 0.5 instead, which are safer especially for high Reynolds
number flows.
A trip term can also be added to the right-hand side of equation 4.4 to obtain a smooth
transition near the specified trip location (see Ref. [47] for more details). Nevertheless,
this term is rarely used and can be replaced by alternative solutions. When computing
laminar regions, the recommended inflow condition is ν˜∞/ν < 0.1, though ν˜∞/ν 6 0.5
should be tolerable with the recommended values of ct3 and ct4 without disturbing the
laminar region.
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4.2.2 Modified Spalart-Allmaras models
4.2.2.1 Edwards-Chandra model
The paper of Edwards and Chandra [72] proposes a modified version of the Spalart-
Allmaras model to fix stability problems related to the original formulation of S˜ (equation
4.7). The solution in the viscous sublayer gains in robustness by redefining this quantity
as
S˜ = S
(
1
χ
+ fv1
)
, where S =
[(
∂ui
∂xj
+
∂uj
∂xi
)
∂ui
∂xj
− 2
3
(
∂uk
∂xk
)2] 12
. (4.13)
Furthermore, the near-wall parameter becomes
r =
tanh
[
ν˜/
(
S˜κ2d2
)]
tanh 1.0
. (4.14)
According to Edwards and Chandra [72], such modifications result in smooth and rapid
convergence while retaining the near-wall accuracy of the original SA model.
4.2.2.2 Strain-adaptive linear Spalart-Allmaras model
Rung et al. [73] proposed a modification to the SA model sensitized to non-equilibrium
flows, wich are frequently encountered in aerodynamics. The new closure was named
Strain-adaptive linear Spalart-Allmaras (SALSA) model and is based on the following
transport equation for ν˜:
Dν˜
Dt
= c˜b1S˜ν˜ +
∂
∂xk
[(
ν +
ν˜
σ
)
∂ν˜
∂xk
]
+
cb2
σ
∂ν˜
∂xk
∂ν˜
∂xk
− c˜w1fw
(
ν˜
d
)2
. (4.15)
Also, the following variables are redefined:
S˜ = S
(
1
χ
+ fv1
)
, r = 1.6 tanh
[
0.7
(
Ψ
S˜
)]
and Ψ =
√
ρ0
ρ
(
ν˜
κ2d2
)
. (4.16)
The choice of r was inspired by the more robust Edwards-Chandra version of the SA
model. Furthermore, the S parameter adopts the magnitude of the strain-rate tensor Sij
(see equation 4.2), and is given by
S =
√
2SijSij. (4.17)
The most important feature of the SALSA model is the modified cb1 coefficient, which is
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no longer a constant. Instead, it becomes a function of the strain-rate and reads
c˜b1 = 0.1355
√
Γ, where Γ = min [1.25,max (γ, 0.75)], γ = max (α1, α2),
α1 =
[
1.01
(
ν˜
κ2d2S
)]0.65
and α2 = max
[
0, 1− tanh
( χ
68
)]0.65
. (4.18)
By consequence, the constant cw1 is replaced by the function c˜w1 = c˜b1/κ
2 + (1 + cb2) /σ.
The multiplication of cb1 by
√
Γ reduces production for excessive strains by means of the
argument α1, which is also related to the destruction term. The α2 argument is used to
correct undesirable wall damping. All other terms and constants are identical to those of
the original Spalart-Allmaras model.
In general, the SALSA model gives results similar to those of the Edwards-Chandra
model in equilibrium boundary layers and shear layers, producing a small reduction in
the skin friction compared to the original SA model [73]. In respect to non-equilibrium
flows, Ref. [73] shows improvements in the simulation of a large separation over a wing-
body configuration, of a high-incidence airfoil and of a strong shock wave/boundary layer
interaction.
4.2.2.3 Secundov’s compressibility correction
As suggested by Spalart [74], the behavior of the SA model in compressible mixing layers
can be improved by using Secundov’s compressibility correction, which is borrowed from
the νt-92 model [75]. Effects due to the work of compression can be taken into account
by adding to the right-hand side of equation 4.4 the term
−c5 ν˜
2
a2
∂ui
∂xj
∂ui
∂xj
, (4.19)
where a is the local speed of sound and c5 = 3.5 is an empirical constant. This correction
acts as a destruction term, lowering the eddy-viscosity levels in turbulent regions of high
deformation to account for the reduced spreading rates of compressible shear layers [76],
and can be significant in supersonic flows [74].
4.3 Two-equation eddy-viscosity models
4.3.1 Menter’s k-ω models
In the early nineties, the k-ω models of Menter [77] represented a significant advance in
two-equation eddy-viscosity models for aerodynamics. They were constructed upon an
empirical approach and combined the best qualities of Wilcox’ k-ω model [78] with those
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of a standard k-ε model. The first model was called Baseline model and corrects the k-ω
model sensitivity to the freestream condition of ω. The second model is an improved
version of the first regarding the prediction of flow separation in strong adverse pressure
gradients and was named Shear Stress Transport model.
4.3.1.1 Baseline model
The aim of the Baseline (BSL) model is to provide a robust k-ω closure free from the
sensitivity to the freestream conditions exhibited by the original k-ω model as discussed
in Ref. [79]. The idea behind it is to mix Wilcox’ original model with a high-Reynolds k-ε
model to create a closure adaptive to different flow zones. Near the wall in the inner and
logarithmic regions of the boundary layer, the BSL model is identical to the original k-ω
model since the latter has a better numerical stability and is more accurate than the k-ǫ
one in equilibrium adverse pressure gradients and compressible flows. Furthermore, the
k-ω model has no damping functions and uses trivial boundary conditions. However, in
the outer region of the boundary layer and in free-shear layers, the BSL model gradually
switches to the standard k-ε model (transformed into a k-ω formulation) because of the
insensitivity of the k-ε formulation to freestream parameters. The transition between the
two models is handled by a blending function F1.
The transport equations of the Baseline model are obtained by multiplying those of
the original k-ω model by F1, whereas the k-ω-transformed equations of the k-ε model
are multiplied by (1− F1). In the transformation, an additional cross-diffusion term is
generated in the ω equation. Then, the two sets of equations are added, resulting in the
following conservative transport equations:
Dρk
Dt
= τij
∂ui
∂xj
− β∗ρωk + ∂
∂xj
[
(µ+ σkµt)
∂k
∂xj
]
(4.20)
and
Dρω
Dt
=
γ
νt
τij
∂ui
∂xj
− βρω2 + ∂
∂xj
[
(µ+ σωµt)
∂ω
∂xj
]
+ 2 (1− F1) ρσω2 1
ω
∂k
∂xj
∂ω
∂xj
. (4.21)
The blending function is defined as
F1 = tanh
(
arg41
)
, (4.22)
where
arg1 = min
[
max
( √
k
0.09ωd
,
500ν
d2ω
)
,
4ρσω2k
CDkωd2
]
(4.23)
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and CDkω is the cross diffusion
CDkω = max
(
2ρσω2
1
ω
∂k
∂xj
∂ω
∂xj
, 10−20
)
. (4.24)
The eddy viscosity is computed using the standard definition νt = k/ω. The blending
function F1 was designed to be equal to 1 in the viscous and logarithmic layers, resulting in
the original k-ω model formulation in the near-wall region. As the wall distance increases,
F1 progressively goes to 0, resulting in the transformed k-ε model far from the walls and
in the wake. The first argument in arg1 is the ratio between the turbulence length scale
and the distance to the nearest viscous wall d. The second argument forces F1 to be 1 in
the viscous sublayer whereas the third one ensures that the solution remains insensitive
to the freestream. Far from any surface, all arguments vanish.
The Baseline model coefficients are local and are computed upon the constants of the k-ω
and transformed k-ε models. For example, an arbitrary coefficient φ in the BSL model
is calculated by
φ = F1φ1 + (1− F1)φ2, (4.25)
where φ1 is the corresponding constant of the k-ω model:
σk1 = 0.5, σω1 = 0.5, β1 = 0.0750,
β∗ = 0.09, κ = 0.41, γ1 = β1/β
∗ − σω1κ2/
√
β∗ (4.26)
and φ2 the equivalent for the k-ε model:
σk2 = 1.0; σω2 = 0.856; β2 = 0.0828,
β∗ = 0.09, κ = 0.41, γ2 = β2/β
∗ − σω2κ2/
√
β∗ (4.27)
In Ref. [77], the recommended freestream conditions are:
ωL
U
= 1−10 and k = 10−(2−5)νω (4.28)
where L is the length of the computational domain. At solid boundaries, the for ω is
ω = 10
6ν
β1 (∆y1)
2 , (4.29)
where ∆y1 is the first-cell height, which for k-ω models should verify y
+ 6 3 for a correct
representation of the boundary layer [77].
In general, the results obtained with the Baseline model are very similar to those with
the original k-ω model with the great advantage of eliminating the undesired freestream
dependency.
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4.3.1.2 Shear Stress Transport model
Departing from the Baseline model, the Shear-Stress Transport (SST) model is obtained
by introducing a modified formulation for the eddy viscosity. Inspired by the Johnson-
King algebraic model [80], the SST model improves the prediction of flows featuring
strong adverse pressure gradients by creating a ‘lag effect’ that accounts for the transport
of the principal turbulent shear stress −ρu′v′ [77]. This is based on the assumption that
the principal turbulent shear stress in a boundary layer is proportional to the turbulent
kinetic energy k (which is not the case with the standard definition νt = k/ω). According
to Menter [77], the ability of an eddy-viscosity model to predict strong pressure gradient
flows is ultimately determined by the level of eddy viscosity in the wake region. Therefore,
in non-equilibrium adverse pressure gradient flows (where the production of k can become
much larger than its dissipation) standard two-equation models usually overpredict the
eddy-viscosity levels and consequently the turbulent shear stress. To remedy this problem,
the eddy viscosity in the SST model is defined as
νt =
a1k
max (a1ω,ΩF2)
, (4.30)
where
F2 = tanh
(
arg22
)
and arg2 = max
(
2
√
k
0.09ωd
,
500ν
d2ω
)
. (4.31)
In equation 4.30, Ω is the rotation tensor magnitude
√
2ΩijΩij (modern implementations
use
√
2SijSij instead). The F2 function is equal to 1 in boundary layers and to 0 in
free-shear regions, limiting the redefinition of the eddy viscosity to the near-wall region
only. In adverse pressure gradient boundary layers, Ω is usually larger than a1ω and the
proportionality between the turbulent shear stress and k is thus preserved. For the rest
of the flow, equation 4.30 reduces to the standard definition νt = k/ω. In the SST model,
the following constants are used:
σk1 = 0.85 and a1 = 0.31. (4.32)
The performance of the SST model in adverse pressure gradient flows is remarkably
superior to those of the original k-ω model and of standard k-ε models. Indeed, the
SST is nowadays the most used two-equation eddy-viscosity model in the aeronautical
industry for external aerodynamics.
4.3.2 Chien’s k-ε model
The k-ε was by far the most popular two-equation model until the nineties [64]. Among
its many variations, the version of Launder and Sharma [48] is commonly referred to as
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the ‘standard’ k-ε model. In aerodynamics, the k-ε model of Chien [81] is frequently used,
which can be integrated to the wall. Its general approach is similar to the widespread k-ε
model of Jones and Launder [82], accounting for the effects of the molecular diffusion of
k and ε on the turbulence structure. In conservation form, the transport equations read
Dρk
Dt
= τij
∂ui
∂xj
+
∂
∂xj
[
(µ+ µt)
∂k
∂xj
]
− ρε− 2µk
d2
(4.33)
and
Dρε
Dt
= Cε1
ε
k
τij
∂ui
∂xj
+
∂
∂xj
[(
µ+
µt
σ
) ∂ε
∂xj
]
− Cε2f ρε
2
k
− 2µεe
−0.5ρuτd/µ
d2
(4.34)
The last term in equation 4.33 represents the true finite rate of energy dissipation at the
wall and serves to balance the molecular diffusion term. A similar ‘wall-dissipation’ term
is added to equation 4.34 and the eddy viscosity is computed as
µt = Cµfµρ
k2
ε
, (4.35)
where Cµ = 0.09 is the turbulent diffusivity coefficient and the function fµ accounts for
the wall-damping effect. The latter is defined as
fµ = 1− e−0.0115ρuτd/µ, (4.36)
where uτ is the friction velocity at the nearest wall (note that the model is not local).
The function f in the destruction term of the ε-equation reads
f =
0.4
1.8
e−(k
2/6νε)
2
. (4.37)
The remaining constants of the model are Cε1 = 1.35, Cε2 = 1.80 and σ = 1.3. At solid
walls, the boundary conditions are k = 0 and ε = 0 and, in the farfield, ∂k/∂xi = 0 and
∂ε/∂xi = 0.
4.3.3 Ambient-turbulence sustaining terms
For computations in free air using two-equation turbulence models, the destruction terms
of the k, ω and ε equations usually cause the freestream values of these variables to suffer
huge decays throughout the computational domain. The reason for such behavior is
that, far from any surface and in the absence of velocity gradients, the production and
diffusion terms of these equations virtually vanish and the destruction term is the only
that remains non-zero. Therefore, the turbulence variables can reach extremely low and
unrealistic levels as one approaches the body, even when very high freestream values are
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prescribed for them. In order to remedy this undesirable behavior and keep control over
the effective ambient values of the turbulence variables, the transport equations may be
modified to include additional weak source terms following the recommendation of Spalart
and Rumsey [70]. For the k and ω equations, for example, they read β∗ωambkamb and
βω2amb, respectively, where the subscript ‘amb’ stands for ‘ambient’. The addition of these
terms to the right-hand side of the transport equations results in uniform distributions of
k and ω (and thus of νt) far from the body. Since the one-equation models presented in
section 4.2 feat only wall-destruction terms, they naturally lead to uniform eddy-viscosity
fields far from the body.
4.4 Hybrid RANS-LES methods
4.4.1 Motivations
RANS simulations are of widespread use in industry due to their fairly good prediction
capabilities for a large range of engineering problems and their relatively low computa-
tional costs. However, as discussed in chapter 1, their accuracy and reliability are usually
limited to low-incidence flows, where the boundary layers remain mostly attached. Even
when time-accurate (URANS) simulations are performed in order to capture unsteady
effects, the results are frequently inaccurate when flow separation is a key feature in the
problem. This situation becomes especially critical for massively-detached flows, as in the
case of a stalled airfoil or of bluff bodies. Such limitations are intrinsic of RANS/URANS
methods and are related to the averaging of the flow properties over the whole turbulence
spectrum including the energy-containing scales, which are determined by the geometry
of the problem. Indeed, the success in computing separated flows is intimately related to
the proper representation of those dominant structures, which can be achieved by means
of time-dependent three-dimensional simulations. In respect to aeronautic applications,
the typical high-Reynolds flows bounded by complex geometries make Large-Eddy Sim-
ulations prohibitive due to the extremely expensive computational costs associated and
therefore an alternative solution is needed.
An interesting review on the numerical strategies currently available for the simulation
of unsteady turbulent flows is given by Spalart [83]. The main conclusions of that paper
concerning the applicability of the different methods to complex aerodynamic problems
such as the simulation of a complete airplane or car are summarized in table 4.1. For a
given method, the ‘aim’ row indicates if grid refinement results only in higher numerical
accuracy or also in the improvement of the physical representation level. In the case of
LES, for example, as the grid is refined, smaller turbulent scales are resolved since the
cut-off wave number increases. The ‘Re-dependence’ indicates whether or not the number
of grid points needed augments with the Reynolds number and ‘3/2D’ tells if a method
is inherently thee-dimensional (even for a purely two-dimensional geometry). ‘Grid’ and
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‘Steps’ give estimations of the grid size and number of required time steps based on a
CFL of the order of 1, assuming a simulation duration equivalent to six spans of travel in
the case of an airplane. Finally, the ‘Readiness’ column provides a rough estimation of
when such hypothetical simulation would become possible for each method as a ‘Grand
Challenge’, assuming that computational power increases by a factor of 5 every five years.
Method Aim Re-dependence 3/2D Empiricism Grid Steps Readiness
2D-URANS Numerical Weak No Strong 105 103.5 1980
3D-URANS Numerical Weak No Strong 107 103.5 1995
DES Hybrid Weak Yes Strong 108 104 2000
LES Hybrid Weak Yes Weak 1011.5 106.7 2045
DNS Numerical Strong Yes None 1016 107.7 2080
Table 4.1: Numerical methods for unsteady turbulent flows (adapted from Ref. [83]).
In spite of all discussable hypotheses made to construct table 4.1, it becomes clear that a
pure LES of a complete airplane will not be affordable for several decades. For this reason,
significant effort has been made towards hybrid RANS-LES methods, which combine the
best qualities of RANS and LES into a single turbulence model. Such methods intend
to fill the gap observed in table 4.1 between URANS and LES, making the simulation
of high-Reynolds unsteady separated flows feasible and compatible with the current and
near-future computational resources. In this section, only the approaches directly related
to the simulations in this thesis are presented. For a broad review on hybrid RANS-LES
methods including various other approaches the reader is encouraged to see the text by
Fro¨hlich and von Terzi [84]. Also, Mockett [85] gives an interesting and simple taxonomy
for the categorization of hybrid methods basing on their goals.
4.4.2 Detached-Eddy Simulation
4.4.2.1 Principle
The Detached-Eddy Simulation, or simply DES, is a hybrid RANS-LES method that
was first introduced by Spalart et al. [86]. The DDES is intended to high Reynolds
number massively-separated flows around complex geometries and, although it is not
considered ‘mature’ yet, its repercussion has been great in the CFD community. A recent
review covering its foundations, weaknesses and numerical aspects as well as examples of
application and later improvements is provided in Ref. [87].
The principle of DES is the combination of RANS and LES into a single hybrid turbulence
model possessing the best properties of each approach. In its ‘natural use’(according
to the terminology adopted by Spalart [88]), attached boundary layers are completely
treated in RANS, whereas regions of separated flow are simulated using LES. The method
is constructed upon the transport equations of a baseline RANS model. The switching
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between the two modes (RANS and LES) is performed by altering the turbulence length
scale in the equations, switching between a RANS length scale lRANS provided by the
original model and a LES length scale lLES computed upon the local grid size. The
effective turbulence length scale lDES in the DES model is then calculated as
lDES = min (lRANS, lLES). (4.38)
According to the above definition, in regions where lRANS < lLES, lDES = lRANS and the
DES model is identical to the original RANS model. This condition should verify in
regions where the grid spacing is not fine enough for a LES. When the local grid spacing
is sufficiently small, lLES < lRANS and hence lDES = lLES. In such regions, the grid spacing
acts as an implicit filter and the RANS model as a subgrid-scale model, with the eddy
viscosity representing the effect of the small unresolved scales.
4.4.2.2 Original version
The first formulation of DES was proposed in 1997 by Spalart et al. [86] (it is commonly
referred to as DES97, as in Ref. [89]). The Spalart-Allmaras one-equation model [47]
was chosen as the baseline RANS model, with the RANS length scale provided by the
distance from the closest wall d. According to Spalart, this quantity would be a natural
choice for lRANS because it appears explicitly in the destruction term of the SA model
(see equation 4.4). Furthemore, choosing lRANS = d harmonizes with the initial idea that
attached boundary layers should be computed in RANS while detached structures far
from the wall should be resolved by LES. The LES length scale is based on the larger
local grid spacing ∆max = max (∆i,∆j,∆k), which is multiplied by a calibration constant
CDES. Using the maximum grid spacing in the definition of lLES avoids the erroneous
activation of the LES mode inside an attached boundary layer, where the grid spacing in
the direction normal to the wall is usually very small compared to those in the tangential
directions. Hence, the turbulence length scale in the DES97 is given by
lDES97 = min (d, CDES∆max). (4.39)
As can be noted from equation 4.39, the switching between RANS and LES in the DES97
takes into account only the wall distance and the local grid properties. No information
concerning the local flow state is evoked when computing the turbulence length scale. In
LES regions, the sub-grid scale eddy viscosity was demonstrated to be proportional to the
strain rate and ∆2 (as the Smagorinsky model), assuming local turbulence equilibrium
conditions [85]. As the grid is refined, destruction augments thus reducing the eddy-
viscosity levels.
Figure 4.1 illustrates the original conceptual sketch of DES from Ref. [86]. It exemplifies
an ideal application of the method, in which the region of separated flow is explicitly
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defined by a geometry feature (i.e., the sharp edge of the spoiler over the wing). Un-
fortunately, such convenience is not always present in high Reynolds number massively-
detached flow applications. As observed by Mockett [85], a clear disadvantage in such
cases is that the separation location is dictated by the RANS model. Furthermore, it is
not clear what happens in the region identified by a question mark in figure 4.1, which
is part of the so-called ‘gray area’ [89]. In such regions, the solution is somewhere in-
between RANS and LES, and the behavior of hybrid approaches is not well understood.
This issue results from the fact that modeled turbulence is not immediately converted
into resolved turbulence when the DES switches to LES.
Figure 4.1: Original sketch of Detached-Eddy Simulation (from Ref. [88]).
4.4.2.3 Extension to other models
Though the initial DES studies and publications were based on the Spalart-Allmaras one-
equation model (DES97), the approach can be generalized so that any RANS model may
be used as the basis for a DDES. To do so, one has first to identify the turbulence length
scale in the RANS model equations, which is not necessarily a simple task. This quantity
is then replaced by the DES length scale lDES in the model and used in equation 4.38
as lRANS instead of the wall distance. While in the original DES formulation the RANS
length scale d appears explicitly in the destruction term of the transport equation of ν˜, in
other models lRANS can be present explicitly or implicitly in other terms. Furthermore,
as observed by Strelets [90], there is not a unique solution regarding the choice of the
RANS model terms that will receive lDES.
The procedure to extend the DES approach to other RANS closures was first presented
by Travin et al. [91] and Strelets [90] for Menter’s SST model. As RANS length scale, a
trivial replacement is to take lRANS =
√
k/ (β∗ω), yielding
lDES = min
(√
k/ (β∗ω) , CDES∆max
)
. (4.40)
The authors opted for inserting lDES only in the destruction term of the k-equation
supported by the fact that this substitution is simple and similar to that of the original
DES formulation. Also, the constant CDES had to be reevaluated separately for the k-ω
and k-ε branches of the SST model. In the context of a SST-based DES, equation 4.20
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transforms into
Dρk
Dt
= τij
∂ui
∂xj
− ρk
3
2
lDES
+
∂
∂xj
[
(µ+ σkµt)
∂k
∂xj
]
. (4.41)
4.4.3 Delayed Detached-Eddy Simulation
Typical DES grids normally have the grid spacing in the direction parallel to the surface
∆i larger than the boundary layer thickness δ as illustrated on the top of figure 4.2 for a
flat plate. In some cases, however, surface grids may become excessively refined to repre-
sent some feature of the geometry or for proper resolution of a shock wave, for example.
Furthermore, thick boundary layers can arise naturally as in high-incidence flows, near
separation points or as a result of shock wave/boundary layer interactions. Such situa-
tions can make ∆i become locally smaller than δ, leading to a condition of ‘ambiguous
grid density’ for the standard DES as represented on the left side of figure 4.2. Such con-
dition can induce an erroneous activation of the LES mode inside an attached boundary
layer even if the grid is not sufficiently fine for turbulence resolution (for comparison, a
typical LES grid is sketched on the right side of figure 4.2). By consequence, the effective
length scale in the turbulence model equations is abruptly reduced, lowering the eddy
viscosity and thus the modeled Reynolds stresses without the generation of the corre-
sponding LES content. This issue is known as ‘modeled-stress depletion’ (MSD) and was
already anticipated in the first publications of the DES method. MSD may potentially
reduce the skin-friction and in some cases even cause premature separation as reported
by Menter and Kuntz [92], who described the phenomenon as a ‘grid-induced separation’.
Figure 4.2: Typical grids for a boundary layer on a flat plate (from Ref. [89]). Top: DES
grid (∆i > δ). Left: ambiguous grid (∆i < δ). Right: LES grid (∆i ≪ δ).
A general solution to MSD simple enough to be applied to any eddy-viscosity model
was proposed by Spalart et al. [89]. The improved model detects and ‘shields’ attached
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boundary layers delaying the activation of the LES mode even on ambiguous grids and,
for this reason, it was named Delayed Detached-Eddy Simulation (DDES). The core of the
DDES is the near-wall parameter r from the Spalart-Allmaras model (see equation 4.9).
This quantity can be easily implemented and extended to other eddy-viscosity models
and serves as an indicator of whether a grid point is located inside a boundary layer. In
the context of the DDES approach, the parameter r was renamed rd and was slightly
modified, reading
rd ≡ νt + ν
Sκ2d2
, where S =
√
∂ui
∂xj
∂ui
∂xj
. (4.42)
The subscript d stands for ‘delayed’. rd is equal to 1 in the logarithmic layer and goes to
zero as one approaches the boundary layer edge. The scalar S was chosen as the norm
of the whole deformation tensor in order to gain in robustness in irrotational regions
[89]. The introduction of the molecular viscosity in the numerator of rd corrects the very
near-wall behavior keeping rd far from zero. In the case of a DDES based on the SA
model, νt + ν can be replaced by ν˜.
The rd parameter is used to design the delaying function fd, which is capable of distin-
guishing RANS and LES regions. This function is defined as
fd ≡ 1− tanh
[
(8rd)
3], (4.43)
and is equal to 1 in LES regions (rd ≪ 1) and to zero in all other zones. Finally, the
DDES length scale is computed by
lDDES ≡ d− fdmax (0, lRANS − lLES). (4.44)
Taking the SA model as example, equation 4.44 becomes
lSA-DDES = d− fdmax (0, d− CDES∆). (4.45)
Contrary to the DES97 (where the length scale depends only on the wall distance and
on the grid size), in the DDES formulation the switching between RANS and LES also
depends on the turbulence state by means of the eddy viscosity. Therefore, the effective
turbulence length scale is influenced by the flow physics and can vary both in space and
time. Furthermore, the transition between the two modes becomes more rapid, reducing
the size of the gray area [89].
Compared to the DES method, tests for a boundary layer on a flat plate [89] showed that
the DDES avoids undesired switching to LES when using ambiguous grids, keeping the
eddy-viscosity levels comparable to RANS computations. In simulations involving coarse
grids, the DDES provided results very similar to those from standard DES. A positive
side effect of DDES is that the approach minimizes problems arising from inappropriate
user intervention, although it does not eliminate them. For instance, proper grid design
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is still required (best practice guidelines on grid generation for DES-family methods can
be found in Ref. [93]).
Several other solutions to the MSD issue have been proposed. In the ‘zonal DES’ ap-
proach, for example, RANS and LES regions are explicitly determined by the user (see
Ref. [4] for example). Other strategies aim at using other grid parameters (e.g., the cell
aspect ratio) to ‘flag’ the presence of a boundary layer. However, such alternatives are
not robust enough to be applied to any type of grid or may become too complicated for
real-life geometries.
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5.1 Motivations
In this chapter, steady and unsteady simulations of two-dimensional transonic shock
wave/boundary layer interactions over the OAT15A supercritical airfoil are performed.
The studies employ linear eddy-viscosity turbulence models commonly used in aerody-
namics and the results are compared with the experimental data of Jacquin et al. [38, 39].
As a preparatory step for the simulation of transonic buffet, preliminary computations
adopting local time stepping are carried out for a steady attached flow condition. The
idea is to extract the maximum of useful information for the more expensive unsteady
simulations regarding the selection of suitable numerical parameters and the performance
of turbulence models. Furthermore, the computations allow to check the implementation
of Secundov’s compressibility correction for one-equation models (see section 4.2.2.3) and
of the ambient turbulence sustaining terms for two-equation closures (see section 4.3.3),
as well as to assess the effects produced by these two features on the results. The op-
timal set of parameters is then used in conjunction with the most promising turbulence
models to simulate the transonic buffet over the OAT15A at flow conditions close to
the instability onset boundary. The results provide an understanding of the strengths
and weaknesses of the various turbulence models in respect to the prediction of the un-
steady flow properties. Furthermore, the simulations help choosing the most appropriate
baseline model for a three-dimensional simulation of the same flow in the context of a
scale-resolving approach (chapter 6). The influence of time-stepping parameters on the
prediction of the transonic buffet properties is also investigated.
5.2 Preliminary steady flow computations
5.2.1 Test case and numerical grid
The unsteady shock wave/boundary layer interaction over the OAT15A airfoil was sum-
marized in section 2.3.1. The profile has a thickness-to-chord ratio of 12.3%, and the
wind tunnel model used in the experiments had a blunt trailing edge measuring 0.5%
of the chord. At M∞ = 0.73 and Re = 3×106, buffet onset was detected at α ≈ 3.1◦,
with large-scale periodic shock-wave oscillations being established only at 3.5◦ incidence.
However, experimental data such as the Cp distribution is also available for angles of at-
tack below the buffet onset boundary. In those cases, the shock wave was stationary and
the boundary layer remained mostly attached, so that the flow can be treated as ‘steady’.
Due to the high quality of the data, a steady flow case has then been selected for the as-
sessment of numerical parameters and turbulence models for the following simulations of
this thesis. The tests are all conducted at α = 2.5◦, where the boundary layer is attached
over the entire airfoil except by a small separation bubble at the foot of the shock wave.
As in the unsteady flow case, the freestream conditions are M∞ = 0.73 and Re = 3×106,
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for a total pressure of 105 Pa and a total temperature of 300 K. In the experiments,
the boundary layer was tripped at x/c = 0.07 on both upper and lower surfaces using
carborundum strips. The effect of simulating such portion of laminar boundary layer in
contrast with a fully-turbulent computation is also investigated.
The numerical grid employed in the computations has a C-H topology and is a finer
version of the grid provided by ONERA in the framework of the ATAAC European
project. The latter has approximately 109,000 cells and results from a drag extraction
study by Esquieu [94], being also used by Deck [4] as planar grid in the three-dimensional
simulation of the transonic buffet over the OAT15A airfoil using the ZDES method. The
gridlines of the ONERA grid in the vicinity of the airfoil are illustrated in figure 5.1(a). In
the present grid, the total number of cells has been increased to about 130,000, resulting
in the gridlines shown in figure 5.1(b). As for the ONERA grid, the farfield is located
at a distance of 80 chords from the airfoil in all directions. The reason for creating a
finer grid is that it will serve as basis for the generation of a three-dimensional grid to
be used in conjunction with a hybrid RANS-LES method in chapter 6, thus allowing the
resolution of smaller flow structures. For efficient parallel computing, both the ONERA
and present grids have been split into 16 blocks of approximately same number of cells
each. A comparison between the two grids in steady transonic flow is presented in the
next subsection.
(a) ONERA grid (≈ 109, 000 cells) (b) Present grid (≈ 130, 000 cells)
Figure 5.1: Detail of the planar grids of the OAT15A airfoil.
5.2.2 Convergence criterion and grid check
Before evaluating numerical schemes and turbulence-related issues, a first test is con-
ducted in order to define a convergence criterion for the steady flow computations, in
which the flowfield is initialized with freestream properties. To do so, a tolerance thresh-
old ǫ is progressively decreased to determine how many orders of magnitude of reduction
in the norm of the density residual are necessary for the solution to be considered as
converged. The computations are performed using the Spalart-Allmaras model with the
freestream condition for the modified eddy viscosity set as ν˜/ν = 3, as recommended in
Ref. [70]. The convective fluxes are computed using the second-order TVD formulation
of the Roe scheme with van Leer limiters. For simplicity, fully-turbulent behavior is
allowed.
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Table 5.1 presents the evolution of the global aerodynamic coefficients as a function of ǫ,
where the pitching moment coefficient Cm is calculated at the leading edge. The results
reveal that reducing the tolerance threshold from 10−6 to 10−7 yields a variation smaller
than 0.1% for all coefficients. The convergence of the numerical solution is evidenced by
the surface pressure coefficient distributions shown in figure 5.2(a). Further reduction in
the value of ǫ results in absolutely negligible changes in the flowfield. Therefore, all steady
computations in this thesis assume the solution as converged after a relative decrease of
six orders of magnitude in the density residual.
ǫ 10−3 10−4 10−5 10−6 10−7 10−8
CL 1.0936 0.93149 0.90778 0.90934 0.90918 0.90914
CD×102 4.7806 3.1542 2.9826 2.9934 2.9922 2.9921
Cm -0.46088 -0.36798 -0.35580 -0.35660 -0.35654 -0.35652
∆CL (%) − -14.82 -2.55 0.17 -0.02 0.00
∆CD (%) − -34.02 -5.44 0.36 -0.04 0.00
∆Cm (%) − -20.16 -3.31 0.22 -0.02 -0.01
Table 5.1: Influence of the convergence criterion on the global coefficients.
By computing the same steady flow case at α = 2.5◦ using the Spalart-Allmaras model,
Deck [4] showed that the Cp distribution obtained with the ONERA grid was very similar
to that with a coarser grid having 65,000 cells. The latter resulted from a grid conver-
gence study by Brunet [54] on transonic buffet and, in both cases, the non-dimensional
wall distance y+ of the first cell was everywhere smaller than the unity. Despite these
results, a comparison between the ONERA and present grids adopting exactly the same
numerical and physical parameters is performed to ensure grid independence. The pres-
sure coefficient distributions obtained with the two grids are illustrated in figure 5.2(b)
and the global aerodynamic coefficients are provided in table 5.2. As expected, the Cp
curves are virtually identical and the variations in the forces and moment are small. The
maximum y+ values found for the two grids are also very similar.
Grid CL CD×102 Cm y+max
ONERA 0.91455 3.0439 -0.35922 0.593
Present 0.90934 2.9934 -0.35660 0.588
∆ (%) -0.57 -1.66 -0.73 −
Table 5.2: Global coefficients and wall coordinates for different grids.
5.2.3 Convective scheme and flux limiters
In the simulation of compressible flows featuring shock waves, the discretization of the
convective fluxes must be made using a proper spatial scheme capable of capturing such
flow discontinuities. Moreover, the scheme should provide an accurate resolution of thin
boundary layers as typical of high-Reynolds flows using as few points as possible. In
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(a) Tolerance threshold (b) Computational grid
Figure 5.2: Surface pressure distributions for different tolerances and grids.
this way, a series of tests is conducted in order to select a convective scheme for the
following steady and unsteady two-dimensional simulations. Among the options available
in the NSMB code, the second- and third-order accurate Roe and AUSM+ schemes as
well as the second- and fourth-order central schemes with scalar artificial dissipation are
considered. The Cp distributions obtained with the different schemes are shown in figure
5.3. Because the computations with the second-order AUSM+ scheme had convergence
issues, no results are presented for that scheme. In figure 5.3(a), it is difficult to note any
difference between the five profiles. Therefore, the shock-wave region is rescaled in figure
5.3(b) to facilitate the visualization of the small variations presented by the curves. As
can be seen, the shock-wave resolution as well as the solution behavior are satisfactory
whatever the spatial scheme, yielding a sharp compression through the shock with no
spurious oscillations. Nevertheless, the central schemes seem to result in slightly more
numerical diffusion than the upwind ones.
The influence of the numerical scheme on the computation time and on the number of
iterations needed to achieve convergence is presented in table 5.3. For convenience, the
results are normalized by the values relative to the second-order Roe scheme. In all
cases, the minimum reduction in the residuals has been for the modified eddy viscosity ν˜.
Therefore, the final relative residuals of this variable are given on the bottom of the table.
Regarding the two Roe schemes, the third-order version requires slightly more computa-
tion time and iterations than the second-order one, keeping the same computational cost
per iteration. The third-order AUSM+ scheme demands a higher computational effort
than the two Roe schemes but provides a much smaller maximum residual. However, no
noticeable improvements in the resolution of the shock wave are obtained as seen in figure
5.3. With central schemes, the computation time drops considerably compared to the
upwind ones, with the total number of iterations remaining almost the same. This result
is expected as central schemes with scalar dissipation usually have a simpler formulation
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(a) Overview (b) Detail of the shock-wave region
Figure 5.3: Influence of the convective scheme on the pressure distribution.
and do not use flux limiters. Nevertheless, because of their higher numerical diffusion,
they will not be employed in the following simulations. For the reasons discussed above
and because it provides a solution virtually identical to that of its third-order relative, the
second-order Roe scheme is retained for the two-dimensional transonic flow simulations
of the present thesis.
Scheme Roe Roe AUSM+ Central Central
Accuracy 2nd order 3rd order 3rd order 2nd order 4th order
Normalized computation time 1.00 1.08 1.27 0.69 0.64
Normalized iterations 1.00 1.08 1.20 1.00 0.90
Maximum residual ×104 1.33 1.15 0.585 1.37 4.20
Table 5.3: Effect of the convective scheme on computational parameters.
Having selected a second-order upwind scheme for the discretization of the convective
fluxes, multiple choices are available in the NSMB code for the flux limiters. Therefore,
a second set of computations is performed in order to compare the van Leer, minmod 1,
minmod 2 and superbee limiters. From surface pressure distributions (not shown here)
it is very hard to note any difference between the results. Table 5.4 summarizes the
computational parameters for each limiter, where the computation time and the number
of iterations are normalized by the values relative to the van Leer limiters. As can be
seen in the table, the differences are also very small. Since the flux limiters appear to
have only minor effect on the computations, the van Leer limiters (which are continuously
differentiable) are chosen for the following simulations.
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Limiter van Leer Minmod 1 Minmod 2 Superbee
Normalized computation time 1.00 0.95 0.96 1.09
Normalized iterations 1.00 1.00 1.01 1.07
Maximum residual ×104 1.33 0.849 2.00 1.35
Table 5.4: Effect of the flux limiter on computational parameters.
5.2.4 Turbulence sustaining terms
In the context of this thesis, the ambient-turbulence sustaining terms discussed in section
4.3.3 have been implemented in the NSMB code. These should allow uniform ambient
turbulence levels for models based on the transport of the turbulent kinetic energy k
and of a scale-determining variable given by ε or ω. The aim is to avoid numerical
issues due to inappropriate values of these variables near the body caused by their free
decay through the domain. Therefore, following the recommendation of Spalart and
Rumsey [70], extra source terms have been added to the transport equations of k, ω
and ε, being available in all linear and nonlinear eddy-viscosity closures as well as in all
explicit algebraic Reynolds stress models. Moreover, the ambient terms should also be
compatible with future implementations of turbulence models based on these variables.
The coding has been validated for all models in the version 6.04 of the code, providing
uniform distributions of k, ε and ω far from viscous surfaces and for any freestream
conditions of k/U2 and νt/ν. Some results for standard two-equation models obtained in
the present test case are shown in table 5.5, which gives the number of iterations needed to
achieve convergence according to the criterion adopted in subsection 5.2.2 for three cases:
ambient terms turned off (free decay), ambient terms turned on using the NSMB default
freestream conditions (k/U2 = 0.001 and νt/ν = 0.01 except for Chien’s k-ε model,
for which νt/ν = 1.0) and ambient terms turned on adopting the freestream/ambient
conditions recommended in Ref. [70] (i.e., k/U2 = 1×10−6 and νt/ν = 2×10−7Re).
Turbulence model BSL KEC WCX SST
Ambient turbulence off − 18,357 17,758 17,689
Ambient turbulence on (def.) 7,775 9,028 12,982 17,681
Ambient turbulence on (rec.) 7,768 12,635 12,649 17,680
Table 5.5: Effect of the ambient turbulence terms on convergence.
For Menter’s Baseline k-ω model (BSL), with the ambient turbulence terms deactivated,
convergence has stalled before reaching the prescribed tolerance threshold (ǫ = 10−6). For
that model, the turbulence sustaining terms have shown to be indispensable and have
resulted in rapid convergence if compared to the other models listed. The convergence his-
tories for the BSL model are presented in figure 5.4(a). As can be noted, the default and
the recommended boundary/ambient conditions yield very similar convergence behaviors.
In the case of Chien’s k-ε model (KEC), drastic improvements have been obtained adopt-
ing the turbulence sustaining terms. When using the default NSMB boundary conditions,
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the number of iterations has been reduced in more than 50%. For Wilcox’ revisited k-ω
model (WCX), the ambient turbulence has yield almost 30% of reduction in the compu-
tational cost, with a slightly faster convergence with the recommended ambient values.
Menter’s Shear Stress Model (SST) has been the only closure insensitive to the use of
the source terms with recommended or default boundary conditions. Regarding the fi-
nal flow solution, as one may expect, the differences in the surface pressure distribution,
shock-wave location and global forces are very small, especially for the SST model. This
was already expected since in near-wall regions the additional terms should remain small
compared to the other terms in the transport equations. This is particularly true for the
SST model, which has produced virtually identical Cp distributions with the sustaining
terms turned on and off. However, some models have been slightly affected by the ambi-
ent turbulence terms as exemplified in figure 5.4(b), which compares the surface pressure
distributions obtained using the WCX model with experimental data. Nevertheless, in
all cases, the solutions obtained with the turbulence sustaining terms were closer to the
experimental results than with free decay.
(a) Convergence history for the BSL model (b) Pressure distributions for the WCX model
Figure 5.4: Effect of the ambient turbulence terms on two-equation models.
Although in table 5.4 the SST model appears as insensitive to the ambient turbulence
terms, it does not mean that any values of k and ω can be used when these terms are
turned on. For example, in the experiments of Ref. [39] for the OAT15A, the freestream
turbulence intensity measured during the tests was of approximately 1%. In theory, this
value could be used to set the inflow/ambient conditions for k, yielding k/U2 = 1.5×10−4.
Concerning the condition for ω, the relation suggested by Spalart and Rumsey [70] (i.e.,
ω = 5U/c) ensures that this variable will not diffuse and influence the interior of the
boundary layer. Therefore, such values of k and ω result in a freestream/ambient eddy-
viscosity ratio νt/ν of 3×10−5Re, which gives νt/ν = 90 for the OAT15A test case.
This value, however, has been revealed to be too high for the SST model, resulting in a
convergence stall due to an irregular eddy-viscosity distribution around the leading edge
as illustrated in figure 5.5. The reason for this undesired behavior is that, in the SST
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model, high values of k make the two arguments in the eddy viscosity limiter (see equation
4.30) become comparable near the leading edge, resulting in a random switching between
them. To avoid this problem, instead of prescribing freestream/ambient conditions based
on the experimental turbulence intensity, the values recommended in Ref. [70] are adopted
in this thesis, namely k/U2 = 1×10−6 and νt/ν = 2×10−7Re. Besides a regular eddy-
viscosity field, the recommended inflow conditions ensure good convergence as shown in
figure 5.5(b).
(a) Eddy-viscosity field for k/U2 = 1.5×10−4 (b) Convergence histories for different k/U2
Figure 5.5: Effect of the ambient turbulent kinetic energy on the SST model.
5.2.5 Assessment of turbulence models
After having defined the basic numerical parameters, the behavior of several one- and
two-equation linear eddy-viscosity models commonly used in aerodynamics is investigated
for the steady transonic flow at 2.5◦ incidence. All turbulence models considered in the
study were described in detail in chapter 4. The conclusions regarding their performance
for such configuration will serve to restrict the more expensive unsteady simulations of
transonic buffet to the most promising models. The one-equation models selected are the
original Spalart-Allmaras model (SA), the Edwards-Chandra modified SA model (EDW)
and the Strain-Adaptive Linear Spalart-Allmaras model (SALSA). As presented in section
4.2.2.3, in the context of this thesis, the compressibility correction of Secundov has been
implemented to all turbulence models in the NSMB code that are based on a single
transport equation for the modified eddy viscosity ν˜. In order to validate the coding
and assess the effects produced by this correction in the transonic flow over the OAT15A
airfoil, additional computations are performed using the SA and EDW as baseline models.
The resulting closures are identified by a +CC following the original model abbreviation.
In respect to two-equation models, computations are conducted for Menter’s Baseline
(BSL) and Shear Stress Transport (SST) models, for the new k-ω model of Wilcox (WCX)
79
and for the k-ε model of Chien (KEC). In all cases, the ambient turbulence source terms
are turned on. For the OAT15A test case, the recommended ambient value for νt/ν
corresponds to a modified eddy viscosity of ν˜/ν ≈ 4. This value is within the range
suggested by Spalart and Rumsey [70] for one-equation models, allowing the comparison
of the two classes of turbulence models with a same background eddy-viscosity level.
Figure 5.6 compares the pressure coefficient distributions obtained with each turbulence
model with the experimental results. The curves for the one-equation models are plotted
in figure 5.6(a) and those for the two-equation models in figure 5.6(b). On the upper
surface, after the rapid expansion around the leading edge, the pressure profiles exhibit
an almost flat region terminated by a sudden compression caused by the shock wave.
This pressure plateau results from supersonic flow over the nearly flat upper surface of
the OAT15A airfoil. Downstream the shock, the pressure increases progressively along
the recovery region, which extends to the trailing edge. The flow over the lower surface
is everywhere subsonic, exhibiting a pressure distribution characteristic of supercritical
airfoils. Although most of the experimental pressure distribution is reasonably well pre-
dicted by the turbulence models, the two figures reveal that the shock-wave position is
highly model-dependent. Furthermore, in all cases the shock wave is located too far
downstream the experimental position.
(a) One-equation models (b) Two-equation models
Figure 5.6: Pressure distributions in steady flow for various turbulence models.
Concerning the one-equation closures, figure 5.6(a) shows that the SA model gives the
most accurate prediction of the shock-wave position. The results are improved by adding
the compressibility correction of Secundov (at 2.5◦ the local Mach number immediately
before the shock wave is around 1.3). The same positive effect is observed for the
EDW+CC model. As one may expect, in both cases the compressibility correction affects
only the shock-wave region, where the turbulent boundary layer interacts with strong ve-
locity gradients. Figure 5.7 illustrates the eddy-viscosity ratio distributions obtained
with the one-equation models around the rear part of the OAT15A airfoil. By comparing
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the SA and SA+CC fields, it can be seen that the compressibility correction slightly
reduces the overall eddy-viscosity levels in the near wake. Compared to the SA model,
the EDW model seems to delay the production of eddy viscosity. This difference may
explain why the latter has predicted the shock-wave location further downstream. The
adaptive production term of the SALSA model considerably reduces the eddy-viscosity
levels compared to the EDW model, bringing the shock further upstream.
For a better understanding about the effect of the turbulence model on the shock-wave
position, the longitudinal velocity and eddy-viscosity profiles on the upper surface at
x/c = 0.50 are presented in figure 5.9. This station corresponds to approximately the
experimental shock-wave position, being located upstream the shock waves and the ad-
verse pressure gradient region. In respect to one-equation models, two groups of velocity
profiles can be distinguished in figure 5.9(a), the first being composed by the SA and
SA+CC models and the second by the EDW, EDW+CC and SALSA models. In terms
of turbulence modeling, the fundamental difference between the two groups is in the def-
inition of the strain-rate norm S˜ and of the near-wall parameter r. While the models
in the first group employ the original formulation of the Spalart-Allmaras model, those
in the second groups adopt the modifications proposed in the Edwards-Chandra model
(see section 4.2.2.1 or Ref. [72]). Within each group, the differences between the models
become more clear when comparing the eddy-viscosity profiles, which indicate that the
compressibility correction effectively decreases the eddy viscosity near the shock. More-
over, the figure reveals that the strain-adaptive production coefficient c˜b1 of the SALSA
model yields a dramatic reduction in the eddy-viscosity production.
(a) SA model (b) SA+CC model
(c) EDW model (d) SALSA model
Figure 5.7: Eddy-viscosity distributions for one-equation models.
Regarding the two-equation models, figure 5.6(b) shows the improvements obtained in
the shock-wave position prediction by means of the eddy-viscosity redefinition in the SST
model (equation 4.30) in contrast with the standard definition (i.e., νt = k/ω) of the BSL
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model. Using exactly the same transport equations with few modified constants, the
stress limiter introduced in the SST model considerably lowers the eddy-viscosity levels
on the rear part of the airfoil, where strong adverse pressure gradients take place. Such
reduction is clearly seen when comparing the eddy-viscosity fields illustrated in figure 5.8
as well as the profiles at x/c = 0.50 presented in figure 5.9(b). The WCX model also
results in great improvement in the prediction of the shock-wave location compared to
the BSL model, which can be assumed as equivalent to the standard k-ω model of Wilcox
without the sensitivity to the freestream values of ω. The differences in the results are
probably related to the stress limiter introduced in the revisited k-ω model. It should
be mentioned, however, that the two models that make use of stress limiters (i.e., SST
and WCX) generate disturbances in the eddy-viscosity field as revealed by figures 5.8 and
5.9(b). The KEC model predicts the shock wave too far downstream and gives inaccurate
results for the supersonic plateau, the recovery zone and even for the pressure distribution
on the lower surface. As evidenced by figure 5.9(b), the boundary layer development at
x/c = 0.50 is completely delayed. To some extent, the results reflect the inferiority of
standard k-ε models in the computation of wall-bounded aerodynamic flows.
(a) BSL model (b) SST model
(c) WCX model (d) KEC model
Figure 5.8: Eddy-viscosity distributions for two-equation models.
5.2.6 Influence of transition
High-Reynolds-number aerodynamic flows are most frequently computed as fully turbu-
lent. In general, this approximation is reasonable as, in such flows, transition usually
occurs quickly and laminar flow normally plays a minor role. Besides, in order to simu-
late the laminar part of the boundary layer, prior knowledge about the transition location
must be available, which is rarely the case. As already mentioned, in the OAT15A test
case the boundary layer was tripped at x/c = 0.07 on both surfaces using a carborundum
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(a) One-equation models (b) Two-equation models
Figure 5.9: Longitudinal velocity and eddy-viscosity profiles at the mid-chord.
technique. To verify if the effect of the laminar boundary layer on the flowfield prop-
erties and particularly on the shock-wave position can indeed be neglected, additional
computations have been run for all turbulence models. Although the complete SA model
features an additional tripping term, the solution adopted for simulating laminarity has
been to impose νt = 0 upstream the tripping line, since it can be applied to all turbulence
models in the same way.
Figure 5.10(a) illustrates for the SA model the resulting eddy-viscosity distribution when
considering transition. As expected, turbulence starts to develop only from the prescribed
tripping location. Compared to the fully-turbulent computations, for all turbulence mod-
els the shock-wave location xs shifts slightly downstream when accounting for transition.
The reason for this behavior is that the overall boundary layer thickness decreases when
the laminarity is simulated, resulting in a thinner effective body. Nevertheless, the shift
in the shock position is in all cases smaller than 1% of the airfoil chord, as presented in
table 5.6. The influence of the laminar boundary layer on the pressure coefficient dis-
tribution is exemplified in figure 5.10(b) for the SA model, which has shown the largest
changes. As can be noted, the variations produced in the Cp are small and can thus be
neglected. Despite that, the laminar part of the boundary layer will be considered in the
simulations of transonic buffet in order to get as close as possible to the experimental
setup. Furthermore, at this stage, it cannot be stated yet whether the unsteady shock
wave/boundary layer interaction will be influenced by the laminar boundary layer.
Model SA SA+CC EDW EDW+CC SALSA BSL SST WCX KEC
∆xs/c×102 0.80 0.77 0.31 0.30 0.27 0.66 0.68 0.90 0.51
Table 5.6: Influence of transition on the shock-wave location.
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(a) Eddy-viscosity ratio (b) Pressure coefficient distribution
Figure 5.10: Effect of transition on the steady flow results.
5.3 Unsteady simulations in the buffet regime
5.3.1 Brief test case description
After having performed conclusive preliminary studies for a steady flow case below the
buffet onset boundary, the more complex unsteady shock wave/boundary layer interaction
over the OAT15A airfoil is addressed. To do so, the angle of attack is increased to
3.5◦ to enter the buffet regime, keeping M∞ = 0.73 and Re = 3×106. This incidence
is close to the instability onset boundary, which is at approximately 3.1◦ at this M∞
though in the experiments periodic flow was not detected below α = 3.25◦ [39]. Jacquin
et al. [39] described the unsteady shock wave/boundary layer interaction at 3.5◦ as
essentially two-dimensional. The shock-wave oscillation was coupled with an intermittent
boundary layer separation process, occurring at a frequency of approximately 69 Hz (or
a reduced frequency 2πfc/U ≈ 0.41). According to that paper, the periodic flow can be
summarized as follows: when the shock wave is located at its most upstream position, the
boundary layer is separated from the foot of the shock to the trailing edge. As the shock
starts moving downstream, the boundary layer reattaches. When the shock reaches its
most downstream position, the boundary layer undergoes a progressive thickening until
it separates again. The shock then starts moving upstream thus completing the cycle.
Because of the flow conditions close to the buffet onset boundary and of the resulting
intermittent shock-induced separation, the OAT15A test case is particularly challenging
for CFD.
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5.3.2 Methodology
Following the results of section 5.2.3 for the steady flow case, in the unsteady simulations
the convective fluxes are discretized using the second-order TVD formulation of the Roe
scheme with van Leer limiters. Time integration is performed implicitly using a second-
order backward scheme in the context of the dual time-stepping method. The linear
system is solved by means of the LU-SSOR scheme with 3 Gauss-Seidel sweeps and a
tolerance of 10−3 is defined as convergence criterion. This means that the norm of the
density residual is reduced by three orders of magnitude from its initial value at each
time step. The physical time increment adopted is of 5×10−6 s, which corresponds to a
non-dimensional time step of approximately 5.2×10−3 c/U . This value is smaller than
the one used in Ref. [57] and is fairly enough for URANS simulations. The influence of
the time-stepping parameters on the buffet characteristics is presented at the end of the
chapter. To simulate the laminar part of the boundary layer, the eddy viscosity is set
to zero upstream x/c = 0.07. Additional tests are also conducted to assess the effect of
transition on the unsteady flow properties.
The strategy adopted in the simulations is as follows: initial flowfields are obtained
from non-converged steady computations departing from an uniform field initialized with
freestream properties. Such computations run for 6000 iterations, which is long enough to
produce a stalled and periodic convergence history in cases where the flow unsteadiness is
successfully captured. The solutions are then used to initialize the unsteady simulations,
where the transient period is computed during 0.05 s of physical time. This is equivalent
to about 3.5 buffet cycles and is long enough for the global forces fluctuations to reach
constant amplitudes. Compared to initializations with an uniform flowfield, the procedure
adopted reduces the transient period duration by about 50%. Finally, with the periodic
flows well established, the physical time is reset to zero and the samplings of the flow
statistics are computed for about 300 convective time scales c/U , being deliberately
terminated to yield a round number of flow cycles. This results in about 20-22 buffet
periods depending on the turbulence model used and is largely sufficient for the flow
statistics to get converged.
5.3.3 Results for various turbulence models
5.3.3.1 Time history of lift
From the results for the steady flow at α = 2.5◦, one may expect the SA and SST turbu-
lence models to be the best in simulating the transonic buffet over the OAT15A airfoil.
Contrary to this possible misconception, both models fail in predicting the self-sustained
shock-wave motion at α = 3.5◦. The time evolution of the global lift coefficient is pre-
sented in figure 5.11(a) for these models. Initially, the curves exhibit large-amplitude lift
fluctuations caused by shock-wave oscillations. These are gradually damped until vanish-
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ing and leading to steady flow states. Figure 5.11(b) compares the final pressure coefficient
distributions obtained around the airfoil with experimental data. The spread aspect of
the experimental distribution in the shock-wave region results from time-averaging. As
can be noted in the figure, the shock waves predicted by the numerical simulations are
straight, characteristic of steady flow. Moreover, the SST model gives a shock located
more upstream than that of the SA model, which explains the lower lift obtained with
the SST.
(a) Transient lift coefficient evolution (b) Final pressure distributions
Figure 5.11: Unsteady simulation results for the SA and SST models.
The results suggest that turbulence models widely used in the aerospace industry mainly
in the computation of steady flows may not be appropriate for the prediction of transonic
buffet (at least close to the instability onset boundary). This limitation probably results
from the hypotheses made in the development of such models and the test cases used
for their calibration, which motivates the search for alternative closures more sensitive
to flow unsteadiness. Regarding the SA model, the use of Secundov’s compressibility
correction appears as a potential candidate as it acts as a destruction term for the eddy
viscosity in turbulent zones of high velocity gradients (such as the SWBLI region). By
lowering the eddy-viscosity levels, the dissipative character of the turbulence model is also
reduced, which may help capturing flow instabilities. As shown for the SA and EDW
models for the steady flow computations at α = 2.5◦, the addition of the compressibility
correction slightly lowers the eddy-viscosity levels in the boundary layer and in the near
wake, tending to move the shock wave further upstream. Unfortunately, the SA+CC
model has exhibited an unstable behavior during the unsteady simulation at α = 3.5◦,
causing divergence. Several modifications to the time-marching method have been tried
out in order to solve this issue, but no improvements have been obtained. Since the
same behavior has been encountered with the original SA model at a higher angle of
attack of 3.9◦ (and even at 3.5◦ depending on the numerical parameters), the problem
seems to be inherent to the original SA model formulation and not related to the imple-
mentation of the compressibility correction. Moreover, when used in conjunction with
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other one-equation closures such as the EDW and SALSA models (which are based on
the Edwards-Chandra modification), the compressibility correction has led to rapid and
smooth convergence. Indeed, the Edwards-Chandra model first appeared in a study of
flows involving shock-induced separation (see Ref. [72]) to remedy stability problems re-
lated to the near-wall singular behavior of the quantity S˜ in the original SA model. Also,
in the numerical computation of the flow around an aircraft near buffet onset conditions,
Rumsey et al. [95] used a modified formulation of the SA model in order to prevent the
source term from becoming negative.
On the basis of the above considerations, three models adopting the more robust Edwards-
Chandra formulation of the SA model have been selected for the unsteady simulations of
the present test case, namely the EDW, EDW+CC and SALSA models. Although the
shock waves predicted by the EDW and EDW+CC models in the steady flow case were
located too far downstream the experimental position, these models performance in the
buffet regime cannot be anticipated. Furthermore, in addition to evaluating the influence
of the compressibility correction in unsteady flow, the simulation with the standard EDW
model also allows to assess the effect of the strain-adaptive production term of the SALSA
model. Regarding two-equation closures, the WCX model has also been considered in
the simulations. Assuming that the original k-ω model behaves similarly to the BSL
model, one may expect it to not predict the self-sustained shock-wave motion as in tests
conducted with the BSL model the solution has quickly reached a steady state.
All the four turbulence models considered in the second set of simulations have success-
fully predicted periodic flow. Figure 5.12(a) presents the time history of the lift coefficient
obtained with each model after the transient period. The WCX model has required a
transient period about three times longer than the other models for the amplitude of the
fluctuations to become constant. For comparison purposes, all curves have been phased
at t = 0 at instants of minimum lift. The figure shows quasi-sinusoidal lift curves whose
main parameters are summarized in table 5.7. While the mean values and amplitudes
are strongly model-dependent, the frequency of the fluctuations vary much less from one
model to another.
Model CL ∆CL (%) f (Hz) r
EDW 1.024 2.16 77.3 0.464
EDW+CC 0.9583 29.4 73.2 0.439
SALSA 0.9047 42.4 70.0 0.420
WCX 0.9727 6.45 79.9 0.479
Table 5.7: Influence of the turbulence model on the lift fluctuations.
The differences between the curves for the EDW and EDW+CC models are particularly
remarkable. While with the standard model the peak-to-peak variation of lift is of about
only 2%, the compressibility-corrected version of the model yields fluctuations almost 15
times larger. Such variation is a consequence of a slight reduction in the eddy-viscosity
production at flow conditions close to the buffet-onset boundary, causing the flow to
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(a) Permanent lift fluctuations (b) Power spectral densities
Figure 5.12: Time histories and spectra of the lift fluctuations for various models.
penetrate further into the instability domain. The SALSA model predicts even larger
lift fluctuations compared to the EDW+CC. This effect is mainly related to the strain-
adaptive production term of the SALSA model, which drastically reduces the overall
eddy-viscosity levels as illustrated in figure 5.7. Finally, the WCX model results in
low-amplitude lift oscillations. Compared to the steady solution produced by the BSL
model, the unsteady flowfield is probably due to the use of a stress limiter in the WCX
model, yielding a less dissipative k-ω model more sensitive to flow instabilities. Power
spectral densities (PSD) of the lift coefficient signals after around 20 buffet periods are
given in figure 5.12(b) and the main frequencies computed are indicated in table 5.7. The
differences between the frequencies found for the various models are relatively small, with
all values close to the experimental value (≈ 69 Hz). This strongly suggests that, in all
cases, the unsteadiness detected indeed corresponds to the transonic buffet phenomenon.
Due to its strongly periodic character, the low-frequency instability appears well defined
in the spectra. For the SALSA model, a small ‘bump’ can be identified around 2 kHz.
The latter is actually caused by an alternate vortex shedding arising when the flow is
separated and will be discussed in more detail in chapter 6.
5.3.3.2 Statistical pressure distributions
In many aspects, the ability of a turbulence model in simulating transonic buffet can be
evaluated from statistical surface pressure distributions. Therefore, the mean pressure
coefficient profiles for the models that have predicted unsteady flow are given in figure
5.13(a). In the experimental distribution, the spread shock-wave region indicates the
actual shock-wave travel. As can be seen in the figure, the EDW and WCX models give
almost straight shocks not very different from the steady profiles in figure 5.11. These
are related to small shock-wave motion amplitudes, which explains the small lift fluctua-
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tions observed in figure 5.12(a) for these two models. The EDW+CC and SALSA models
predict shock-wave oscillation amplitudes compatible with the experimental data. For
the former, the shock excursion is particularly well predicted in terms of length, covering
about 20% of the chord. This suggests that the amplitude of the lift fluctuation obtained
with this model should be close to the actual one. However, the shock-motion region is
located somewhat downstream the experimental one, what probably overestimates the
mean lift. Nevertheless, the supersonic plateau, the pressure recovery zone between the
shock-wave region and the trailing edge as well as the pressure distribution on the lower
surface are particularly well predicted by this model. Figure 5.14 illustrates the instanta-
neous Mach number fields around the airfoil obtained with the EDW+CC model with the
shock wave at its most upstream and downstream positions. A detailed analysis of the
buffet cycle will be given in section 5.3.4. In the shock-motion region, the SALSA model
predicts a steeper distribution caused by a shock excursion which is too large. Compared
to the experiments, the amplitude of the shock-wave oscillations is overestimated, result-
ing in very strong lift fluctuations as seen in figure 5.12(a). It is important to note that,
although the SALSA model gives the best results in terms of frequency among the mod-
els considered (see table 5.7), it does not give the best prediction of the mean pressure
distribution. Hence, it can be concluded that the frequency of the shock-wave motion
is not necessarily the best indicator of a turbulence model ability to predict transonic
buffet.
(a) Mean pressure coefficient (b) RMS pressure on the upper surface
Figure 5.13: Statistical pressure distributions around the OAT15A airfoil.
Besides the mean surface pressure, a turbulence model suitable for unsteady flows must
provide a satisfactory prediction of the unsteady pressure. Therefore, the distributions
of the root mean square (RMS) of the pressure fluctuations on the upper surface of
the airfoil are presented in figure 5.13(b). In the experimental data, the zone of high
fluctuations is caused by strong pressure jumps caused by the shock wave passage. It
also indicates the length of the shock-wave motion region. Ahead of it, nearly-constant
low fluctuations levels can be observed, which are well captured by the EDW+CC model
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and slightly overestimated by the SALSA model. With the latter, the shock wave goes
too far upstream compared to the experiments, whereas the EDW+CC model predicts
the upstream shock-motion limit much closer to the experimental data. These two models
reach approximately the same peak value, overestimating the experiments by about 25%.
Besides, the rear limits of the shock excursion are also very similar, being located too
far downstream the experimental position. Whereas the experiments indicate an almost
flat distribution just downstream the shock motion range, the turbulence models tend to
overpredict the fluctuations levels in that area. The progressive increase in the pressure
fluctuations along the rear part of the upper surface is mainly caused by flow separation
phenomena. This region is reasonably well predicted by both the EDW+CC and SALSA
models, with the former being more accurate. For the EDW and WCX models, the
pressure fluctuation distributions are everywhere far from the experimental profile. Both
closures give virtually zero fluctuations ahead of the shock, quite narrow shock-wave
motion ranges with low peak levels and weak activity between the shock and the trailing
edge. The results clearly indicate that, for the present test case, the transonic buffet
phenomenon is not well predicted by these two models, which will be therefore no longer
considered in the present thesis.
(a) Shock wave at its most upstream position (b) Shock wave at its most downstream position
Figure 5.14: Instantaneous Mach number fields during transonic buffet.
5.3.3.3 Statistical velocity profiles
In addition to the surface pressure properties, the statistical velocity fields in the vicinity
of the airfoil may provide conclusive information for the assessment of turbulence models.
In this way, the mean longitudinal velocity profiles at four different stations along the
upper surface are presented in figure 5.15. In the figure, the y-coordinate is measured
from the surface in the direction normal to the chord at each station. From now on, only
the EDW+CC and SALSA models are considered as only they have provided satisfac-
tory prediction of the experimental statistical pressure distributions. The first station is
located at x/c = 0.28 from the leading edge (measured along the chord line) and remains
always ahead of the shock wave during buffet. At that position, the boundary layer is
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always attached and there are no appreciable differences between the velocity profiles
obtained with the EDW+CC and SALSA models, which are in good agreement with the
experiments. The station at x/c = 0.45 is located close to the experimental mean shock-
wave position (x/c ≈ 0.44). For both turbulence models, this station also lies within the
shock-motion range, so that the unsteady shock wave can move either upstream or down-
stream. At that position, the outer velocity of the SALSA model is somewhat lower than
the experimental one, whereas the EDW+CC gives a more accurate value. For the latter,
the mean boundary layer is slightly thinner than in the experiments as the shock-wave
motion occurs somewhat downstream. Because with the SALSA model the shock wave
goes too far upstream, the thickness of the mean boundary layer at that position is larger
than in the experiments. The third station is located at x/c = 0.60, which is always
behind the shock wave during buffet. Whereas both turbulence models give the correct
outer flow velocity, they underestimate the height of the mean recirculation. Overall, the
EDW+CC model is superior to the SALSA model, especially between y/c = 0.02 and
0.04. The last profiles are for x/c = 0.75, where both models predict reasonably well
the experimental profile. Nevertheless, the EDW+CC model is remarkably closer to the
experiments than the SALSA over the whole range of measurements.
(a) x/c = 0.28 (b) x/c = 0.45 (c) x/c = 0.60 (d) x/c = 0.75
Figure 5.15: Mean longitudinal velocity profiles on the upper surface.
The RMS profiles of the longitudinal velocity fluctuations at the same four stations are
shown in figure 5.16. At x/c = 0.28, both the EDW+CC and SALSA models give
virtually zero fluctuations. The experimental profile, however, exhibits a certain level of
unsteadiness in the boundary layer, as can be seen in the lower part of the figure. This may
be related to disturbances created by the transition strips placed upstream or may be due
to turbulence or wave propagation in the boundary layer. Within the shock-wave motion
range at x/c = 0.45, the turbulence models tend to overestimate the fluctuation levels.
Nevertheless, the EDW+CC model is much closer to the experimental data than the
SALSA model. At x/c = 0.60 and x/c = 0.75, the profiles for the EDW+CC model are
in good agreement with the measurements. The agreement at x/c = 0.75 is remarkably
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good. On the contrary, the SALSA model keeps overestimating the fluctuations, though
the experimental profiles are qualitatively well predicted.
(a) x/c = 0.28 (b) x/c = 0.45 (c) x/c = 0.60 (d) x/c = 0.75
Figure 5.16: RMS profiles of the longitudinal velocity fluctuations.
5.3.4 Analysis of the shock wave/boundary layer interaction
The experiments of Jacquin et al. [39] showed that, at M∞ = 0.73 and α = 3.5
◦,
the transonic buffet over the OAT15A airfoil was characterized by a coupling between
the shock-wave motion and the intermittent boundary layer separation. Therefore, the
EDW+CC model has been selected for an investigation of the unsteady flowfield topol-
ogy as predicted numerically because of its superiority in the prediction of the statistical
pressure distributions and velocity profiles. Following the procedure adopted in the ex-
periments, the periodic flow is split in 20 phases where phase 1 corresponds to the moment
when the shock wave is at its most upstream position. Since in the numerical simulation
all turbulence scales are modeled and the resulting flow is strictly periodic, it is reason-
able to assume an instantaneous flowfield as equivalent to a phase-averaged one. In this
way, the instantaneous Mach number distributions and streamlines for a few selected flow
phases are illustrated in figure 5.17. At phase 1, the shock wave has zero velocity and the
boundary layer is separated from the foot of the shock to the trailing edge as evidenced
by the large separation bubble in figure 5.17(a). As the shock starts moving downstream,
the boundary layer reattaches and, at phase 5 (figure 5.17(b)), there is only a small region
of rear separation near the trailing edge. This condition agrees with the phase-averaged
LDV measurements in Ref. [39]. At phase 9 (figure 5.17(c)), the shock wave is still mov-
ing downstream and the boundary layer is completely attached. The shock then reaches
its most downstream position and the boundary layer undergoes a progressive thickening
until the flow separates again. The analysis of the instantaneous streamlines and veloc-
ity profiles indicates that separation develops from the shock towards the trailing edge
through the continuous growth of the separation bubble originated at the foot of the
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shock wave. Figure 5.17(d) shows an intermediate state of this process, which is already
concluded in phase 13 (figure 5.17(e)). In the simulation, during the shock-wave motion
towards the leading edge, the recirculation zone steadily increases but never transforms
into a separated shear layer and no vortex shedding nor trailing edge instability is noticed.
The shock then arrives at its most upstream position thus completing the cycle.
(a) Phase 01 (b) Phase 05
(c) Phase 09 (d) Phase 12
(e) Phase 13 (f) Phase 17
Figure 5.17: Mach number fields and streamlines at different flow phases.
The instantaneous velocity profiles at x/c = 0.60 on the upper surface at five different
phases are compared with experimental phase-average LDV measurements in figure 5.18.
As expected, for phases 01, 13 and 17, the boundary layer is locally separated as in the
experiments. However, the turbulence model fails in predicting the correct size of the
recirculation, which is particularly underestimated at phase 13. For the latter, the outer
velocity strangely diverges from the experimental value above y/c = 0.04. At phase 17,
however, the agreement between simulation and experiment is excellent over the whole
curve. When the flow is attached (phase 05 and 09), the profiles describe qualitatively well
the phase-averaged ones. Nevertheless, differences in the boundary-layer thickness and
outer velocities can be observed. Generally speaking, the discrepancies observed in the
profiles can be explained by the fact that, compared to the experiments, the shock-wave
motion region in the numerical simulation is located somewhat downstream.
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(a) Phase 01 (b) Phase 05 (c) Phase 09 (d) Phase 13 (e) Phase 17
Figure 5.18: Phase-averaged and instantaneous velocity profiles.
5.3.5 Effect of time-stepping parameters and of transition
In subsection 5.3.2, a physical time step of 5×10−6 s (≈ 5.2×10−3 c/U) has been adopted
and assumed as sufficiently small for the two-dimensional simulations using linear eddy-
viscosity models. This choice was supported by other studies in literature on the same
configuration (see, for instance, Ref. [57]). Similarly, based on experience, a tolerance
threshold of 10−3 has been prescribed for the convergence criterion of the dual time-
stepping method with no further justifications. The aim of the present section is to
evaluate the suitability of both choices by investigating the influence of these parameters
on the transonic buffet properties. Besides, the effect of simulating laminar boundary
layer ahead of the experimental tripping line is examined for the present unsteady flow
case.
Figure 5.19(a) presents the time histories of the lift coefficient obtained with different
convergence criteria based on tolerance thresholds varying from 10−1 to 10−4. All sim-
ulations adopt the same time step (∆t = 5×10−6 s) and are initialized with the same
flowfield obtained from a non-converged steady computation (with local time stepping)
using the EDW+CC model. The figure shows that, for the given time step, a threshold
ǫ = 10−1 is too large for the shock-wave oscillations to be self sustained. Although a
value of 10−2 results in periodic flow, it is clearly not small enough for the amplitude of
the lift fluctuations (and therefore of the shock-wave motion) to be fully captured. From
the figure, it can be noted that a threshold of 10−3 results in lift oscillations very similar
to those obtained with ǫ = 10−4. Hence, the choice made in subsection 5.3.2 is justified.
By that convergence criterion, the typical number of inner iterations required at each
time step varies from 30 to 50 during buffet depending on whether the flow is attached
or separated.
The time histories of lift after the transient period obtained for ǫ = 10−3 with three
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(a) Inner loop tolerance (b) Physical time step
Figure 5.19: Influence of time-stepping parameters on the lift fluctuations.
different physical time steps are presented in figure 5.19(b). In addition to the time step
adopted in the previous simulations (i.e., 5×10−6 s or ≈ 5.2×10−3 c/U), the values
∆t = 2×10−4 s (≈ 2.1×10−1 c/U) and ∆t = 1×10−7 s (≈ 1.0×10−4 c/U) are also
considered. An extra simulation for ∆t = 5×10−6 s assuming fully-turbulent behavior
(i.e., no boundary layer tripping) is also performed, being identified by the acronym FT.
For the sake of comparison, all curves are reset in time so that t = 0 correspond to an
instant of minimum lift. The distributions of the mean pressure coefficient and of the
pressure RMS for each simulation are given in figures 5.20(a) and 5.20(b), respectively.
As can be noted, the large-scale shock-wave motion is successfully predicted even when
adopting the largest time step, which gives about only 70 time steps per buffet period.
In that case, however, as revealed by figures 5.19(b) and 5.20(a), the amplitudes of the
shock-wave oscillations and lift fluctuations are smaller than when using finer time steps,
resulting in less intense pressure fluctuations as evidenced by figure 5.20(b). Nevertheless,
such behavior cannot be attributed only to the time step adopted as the inner-loop
convergence criterion has been shown to have an equally-important effect on the buffet
properties, being the ideal tolerance threshold itself time-step dependent. The differences
between the CL and Cp curves for ∆t = 5×10−6 s and 1×10−7 s are too small to justify the
adoption of the smallest time step. Hence, the temporal resolution used in this chapter
can be considered as sufficiently small for URANS simulations of transonic buffet. This
conclusion is also supported by the power spectral densities of the lift signals (not shown
here).
The comparison between the results obtained for the fully-turbulent and tripped cases
confirms that accounting for the laminar boundary layer ahead x/c = 0.07 is not crucial
for the present configuration. Indeed, the effect of this short laminar region on the
unsteady shock wave/boundary layer interaction downstream is negligible and is similar
to that of the steady flow case presented in subsection 5.2.6, slightly shifting the whole
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(a) Mean pressure coefficient (b) RMS pressure on the upper surface
Figure 5.20: Effect of the time step on the statistical pressure distributions.
shock-wave motion region downstream.
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Chapter 6
Turbulence-Resolving Simulation of
Transonic Buffet
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6.1 Introduction
In chapter 5, two-dimensional simulations of transonic flows over the OAT15A supercrit-
ical at incidences below and above the buffet onset boundary were presented. Results for
various one- and two-equation linear eddy-viscosity turbulence models commonly used
in aerodynamics showed that the flow properties in the shock wave/boundary layer in-
teraction region are highly model-dependent. In the buffet regime, the best agreement
with the experiments was obtained using the one-equation model of Edwards and Chan-
dra with compressibility correction (EDW+CC). The closure provided a good prediction
of the basic features of the unsteady flowfield, including the shock-wave motion ampli-
tude. In the present chapter, a three-dimensional simulation of the transonic buffet over
the OAT15A airfoil is performed with the aim of assessing the suitability of turbulence-
resolving approaches to the present test case. The method of choice is the Delayed
Detached-Eddy Simulation (DDES) of Spalart et al. [89], which was presented in detail
in section 4.4.3. Since DES-type approaches are originally intended to massively sepa-
rated flows, the OAT15A test case should be considered as an extended application of
the DDES method as it features an intermittent separation that remains restricted to a
thin layer whose size is comparable to the airfoil thickness. Since the performance of a
hybrid RANS-LES method is intimately related to the behavior of the underlying RANS
model, the present DDES is based on the EDW+CC model as it has provided a good
prediction of the transonic buffet properties.
6.2 Turbulence modeling approach
6.2.1 Motivations
The choice of the DDES approach for the present study is justified by some of the same
issues that motivated its creators to improve the standard Detached-Eddy Simulation
(DES) method. In the case of the Spalart-Allmaras model and of other one-equation
closures based on its transport equation such as the EDW and SALSA models, the original
DES formulation takes the RANS length scale as the wall distance (see equation 4.39).
Therefore, the switching between RANS and LES is dictated only by local grid parameters
(i.e., ∆ and d), being independent of any flow variable and consequently unvarying in
time (at least for static grids). The problem with this formulation is that, for grids
considerably refined in the tangential direction, the RANS mode may be reduced to a
very thin layer around the body. This can result in the modeled-stress depletion issue
(MSD) [89] discussed in section 4.4.3, which in the most critical cases can lead to grid-
induced separation [92]. For a proper resolution of the moving shock wave on the upper
surface, the present planar grid is considerably finer than the RANS grids typically used
in industry for airfoil computations. Furthermore, in the OAT15A test case, the boundary
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layer gets substantially thick during buffet, especially when the shock is about its most
downstream position just before separation occurs. Therefore, the boundary layer may
become much thicker than the RANS region from a standard DES, which can result
in the erroneous activation of the LES mode near the surface without the appropriate
spatial resolution. On the contrary, the DDES method should detect and shield the
boundary layer from LES by means of the redefined model length scale using the function
fd (see equation 4.43), thus forcing the whole shock wave/boundary layer interaction to
be treated in RANS.
6.2.2 Model formulation
The proposed approach is a Delayed Detached-Eddy Simulation based on the Edwards-
Chandra modified Spalart-Allmaras model with the compressibility correction of Secun-
dov. It uses a single transport equation for the modified eddy viscosity ν˜ taken from
the EDW model (section 4.2.2.1), to which the compressibility correction term (equation
4.19) is added on the right-hand side, yielding:
Dν˜
Dt
= cb1S˜ν˜ +
1
σ
∂
∂xk
[
(ν + ν˜)
∂ν˜
∂xk
]
+
cb2
σ
∂ν˜
∂xk
∂ν˜
∂xk
− cw1fw
(
ν˜
l
)2
− c5 ν˜
2
a2
∂ui
∂xj
∂ui
∂xj
. (6.1)
The eddy viscosity is computed by
νt = ν˜fv1, where fv1 =
χ3
χ3 + c3v1
and χ =
ν˜
ν
. (6.2)
The remaining functions read:
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fw = g
(
1 + c6w3
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)1/6
, g = r + cw2
(
r6 − r). (6.4)
and
r =
tanh
[
ν˜/
(
S˜κ2l2
)]
tanh 1.0
(6.5)
The model length scale l appears in the destruction term both explicitly and implicitly
by means of the function fw (through the near-wall parameter r). Instead of computing l
as the wall distance d as in the RANS model, the DDES length scale is adopted to allow
for LES far from the surface:
l = lDDES = d− fdmax (0, d− CDES∆max). (6.6)
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In the subgrid length scale, ∆max = max (∆i,∆j,∆k) is the largest local grid spacing.
Based on the study by Shur et al. [96] with the SA model in decaying homogenous
isotropic turbulence, the constant CDES is taken as 0.65 (far from the wall, the EDW and
SA models become equivalent). The delaying function fd is defined as:
fd = 1− tanh
[
(8rd)
3], where rd = νt + ν
Sdκ2d2
and Sd =
√
∂ui
∂xj
∂ui
∂xj
. (6.7)
The constants of the model are taken as:
cv1 = 7.1, cb1 = 0.1355, cb2 = 0.622, σ = 2/3, κ = 0.41,
cw1 =
cb1
κ2
+
1 + cb2
σ
, cw2 = 0.3, cw3 = 2 and c5 = 3.5. (6.8)
6.3 Grid and numerical aspects
Turbulence-resolving simulations have no meaning unless the computational domains are
three-dimensional, even for purely two-dimensional geometries such as an airfoil of infinite
span. Besides, the domain size and the number of grid cells in the third direction must be
sufficiently large for reproducing the three-dimensional character of turbulence (according
to Spalart [88], a proper DES must have at least ≈ 25 grid cells in each direction). Ideally,
a numerical simulation of a wind tunnel experiment should consider a computational
domain as close as possible to the actual tunnel dimensions. In practice, however, this
usually leads to prohibitive grid sizes, so that an alternative solution has to be searched.
A common approach for two-dimensional geometries is to consider a reduced domain
extent in the third direction and treat the lateral boundaries with periodic conditions.
In the OAT15A test case, this approximation seems to be reasonable as the experiments
showed the flow in the central portion of the airfoil to be essentially two-dimensional
[39]. Therefore, because the low frequency associated with transonic buffet makes scale-
resolving simulations of the phenomenon very expensive, the present study is based on a
simplified three-dimensional domain.
The first step in the grid generation is to define the airfoil span length Lz. This task is not
trivial as, at this stage, it is difficult to estimate the scales of the three-dimensional flow.
In the present work, the choice of the span length follows the analogy made by Deck [4]
between the thickness of an airfoil and the height H of a backward-facing step. According
to Deck, in the case of the flow over a step, a domain width of 4H is a minimum to capture
the largest transverse wavelengths. Assuming that in the case of an airfoil at low angle
of attack the maximum height of the separation region is of about a half of the airfoil
thickness e, then Lz ≈ 2e would be a minimum span length to simulate the largest flow
scales. Since for the OAT15A airfoil e = 0.123 c, this corresponds to Lz = 0.246 c. Hence,
a span of Lz = 0.26 c has been adopted in the present simulation. The three-dimensional
100
grid is then obtained by distributing equally-spaced copies of the planar grid presented
in section 5.2.1 in the spanwise direction. In DES-like methods there is no reason for
adopting a transverse grid spacing ∆k much smaller than ∆i as the subgrid length scale
in the LES mode is based on the largest local grid spacing. Therefore, to obtain ∆k ≈ ∆i
over the rear part of the airfoil and in the near wake, 64 grid cells have been generated
in the spanwise direction, resulting in a three-dimensional grid with approximately 8.3-
million cells (the planar grid has 130.000 cells). The final airfoil geometry and the detail
of the surface grid near the trailing edge are illustrated in figure 6.1. Because the present
three-dimensional simulation is very demanding in terms of computational resources, the
grid has been split into 512 blocks for efficient parallel computing. Due to the reduced
span length considered, periodic conditions are prescribed for the lateral boundaries. The
present grid has been classified as ‘mandatory’ in the ATAAC European project.
Figure 6.1: Airfoil geometry and surface grid near the trailing edge.
The numerical method of the three-dimensional simulation is similar to that of the two-
dimensional simulations in chapter 5 (see section 5.2.1 for details). As one of the few
differences, the accuracy of the Roe scheme with van Leer limiters is increased to third
order to improve the resolution of the flow structures. The time integration procedure
remains unchanged except by the reduction of the physical time step to 1×10−7 s (≈ 1×10−4
c/U), which is five times smaller than the time increment adopted by Deck [4] for the
ZDES of the same flow. In terms of CFL number, the present time step corresponds
to values varying between 1 and 2.5 during buffet. At each time step, convergence is
reached when the norm of the density residual is reduced by three orders of magnitude.
Laminar boundary layer is imposed upstream x/c = 0.07 by setting νt = 0 to simulate the
tripping technique used in the experiments of Ref. [39]. The strategy of simulation is also
very similar to that in chapter 5. First, 6000 iterations in steady mode (with local time
stepping) are performed departing from an uniform flowfield with freestream properties in
order to obtain a shorter transient. Then, the time-accurate computation of the transient
period is conducted, which in the present case has required about 5 to 6 buffet cycles for
the phenomenon to get fully developed. The physical time is then reset to zero and for
the sampling of the flow statistics in the permanent unsteady regime. Contrary to the
two-dimensional simulations of chapter 5, which have run for physical times equivalent
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to around 300 convective time scales c/U , the three-dimensional simulation has run for
a time of approximately 120 c/U . More precisely, 9 buffet periods have been simulated
instead of 21 as for the EDW+CC model in two dimensions. Nevertheless, this duration
has been proven to be long enough to guarantee the convergence of the statistical flow
properties. This reduction has been necessary due to the high computational cost of the
simulation and the resources available. In order to better evaluate the hybrid RANS-LES
approach, the results are compared to those of the two-dimensional simulation using the
EDW+CC model and the same time step (1×10−7 s). For convenience, in all figures the
three-dimensional simulation is simply denoted by ‘DDES’ and the two-dimensional one
by ‘URANS’.
6.4 Simulation results
6.4.1 Time history of lift
As expected, the present hybrid simulation has predicted the self-sustained large-scale
shock-wave motion at the experimental angle of attack of 3.5◦. The time histories of the
lift coefficient after the transient period for both the DDES and URANS simulations are
presented in figure 6.2(a). For comparison purposes, the time scales have been intention-
ally reset to zero at instants of maximum lift. Compared to the URANS simulation, the
DDES is less regular and exhibits secondary fluctuations at higher frequencies during the
lift fall in each cycle. These are related to a strong vortex shedding during separation
and are discussed in section 6.4.2. As it can be noted, the amplitude of the fluctuations
also varies from one cycle to the other. The mean lift coefficient obtained with the DDES
is somewhat lower than that of the URANS simulation, decreasing from 0.956 to 0.934.
This variation suggests that the mean shock-wave position in the DDES is located some-
where upstream that of the URANS simulation. Besides, a slight drop in the average
amplitude of the lift fluctuations is also observed.
The power spectral densities of the two lift coefficient signals are given in figure 6.2(b).
Because the DDES signal is shorter and less periodic, the peaks in the spectrum associated
to the buffet frequency and its harmonics are not as well defined as in the case of the
URANS simulation. The analysis indicates for the DDES a main frequency of f =
80.5 Hz, which is higher than that of the URANS computation (73.2 Hz) and than
the experimental frequency (≈ 69 Hz). Besides, the PSD of the DDES signal presents
a ‘bump’ at high frequencies generated by the secondary fluctuations seen in the lift
curve. This bump is centered at approximately 35f and suggests that the vortex shedding
frequency varies in time.
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(a) Permanent lift evolutions (b) Power spectral densities
Figure 6.2: Time histories and spectra of the lift coefficient.
6.4.2 Flow topology analysis
6.4.2.1 Global buffet dynamics
In chapter 5, the flowfield evolution during buffet was described for the URANS simulation
by means of instantaneous Mach number fields, streamlines and boundary layer profiles for
a few selected flow phases. For the DDES, the transonic buffet dynamics is analyzed with
the help of two series of snapshots. Figure 6.3 presents for a given buffet period the fields
of transverse vorticity on the mid-plane at several instants. For a better visualization of
the three-dimensional flow features especially of the eddies resolved by the DDES, the
corresponding isosurfaces of vorticity magnitude for Wc/U = 10 are given in figure 6.4.
In the two sets of figures, t∗ = tU/c is a non-dimensional time scale where t∗ = 0 has
been arbitrarily chosen as an instant of maximum lift. At that moment, the shock wave
is at its most downstream position as illustrated in figures 6.3(a) and 6.4(a) and, besides
the separation bubble at the foot of the shock, a small area of rear separation also exists.
These two grow simultaneously until they eventually fuse into a large separation extending
from the shock wave to the trailing edge, which is followed by the initial stages of the
shock-wave travel upstream, represented in figures 6.3(b) and 6.4(b). The figures also
show the amplification of the von Ka´rma´n instability, which quickly gives rise to alternate
vortex shedding where the coherent structures are initially two-dimensional as seen in
figure 6.4(c). Although the experiments of Jacquin et al.[39] do not mention such vortices,
this kind of phenomenon has been reported in several works on subsonic compressible
flows over slender bodies [36]. Ka´rma´n vortices become particularly important at lower
Reynolds numbers as revealed in the direct simulation of transonic buffet by Bourdet et
al. [97].
During the shock motion towards the leading edge, the height of the separated region
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increases causing a dramatic fall in lift and the wake develops a spanwise undulation.
The early stage of this process is seen in figure 6.4(d), and, in figures 6.4(e) and 6.4(f),
the wake is already strongly three-dimensional. Besides the eddies resulting from the
breakdown of the primary vortices, small resolved structures can also be observed in the
separated region. Figures 6.3(e) and 6.4(e) correspond to the instant when the shock wave
is located at its most upstream position during buffet. At that moment, the boundary
layer is still separated but the instant of minimum lift arises only during the shock travel
upstream at the instant illustrated in figures 6.3(g) and 6.4(g). During the motion, the
size of the separation decreases again until the boundary layer completely reattaches at
some instant between those depicted in figures 6.3(g) and 6.3(h). As the shock moves
further downstream, the boundary layer thickness gets progressively smaller and the von
Ka´rma´n instability is damped, causing the vortex shedding to vanish as seen from figures
6.3(i) to 6.3(l). When the shock wave is about its most downstream position, the wake
appears to be steady as observed in figures 6.3(l) and 6.4(l). The shock then reaches the
end of its travel and the flow cycle restarts.
In the transonic buffet over the OAT15A airfoil, the alternate vortex shedding when the
flow separates is sufficiently strong to affect even the global lift. Indeed, the effect of such
vortices can be seen in the time history of lift presented in figure 6.2(a) in the form of
secondary oscillations of higher frequency. These become especially visible during the lift
falls due to separation. Within a given buffet period, the size of the vortex cores as well as
the distance between two consecutive vortices vary considerably. This phenomenon can
be noticed when comparing the vortex streets of figures 6.3(b) and 6.3(i), for example.
It is intimately related to the changes in the height of the separation caused by the
moving separation point. In other words, the airfoil and the transforming viscous regions
around it compose an effective body seen by the flow whose signature also evolves in time.
From a spectral point of view, this effect is responsible for the ‘bump’ observed at higher
frequencies in the PSD of the lift signal shown in figure 6.2(b). The frequency range of
the bump indicates the different frequencies assumed by the von Ka´rma´n instability as
the geometry of the effective body varies during buffet. Such bumps may actually appear
even in the spectra of URANS simulations as seen in figure 5.12(b) for the SALSA model,
where the trailing edge instability has yielded no vortex shedding.
In respect to the transition to three-dimensional flow, the initially two-dimensional co-
herent structures appear to develop a secondary instability according to a preferential
spanwise wavelength. The phenomenon is similar to the wake transition investigated
experimentally by Williamson [98] and numerically in the direct simulations of Persil-
lon et al. [99] for a circular cylinder in incompressible flow. Regarding transonic flow
around wings, the phenomenon has also been studied in the direct numerical simulation
of Bourdet et al. [97]. Navier-Stokes computations of transonic buffet and shock-vortex
interaction have also been performed by Bouhadji and Braza at moderate Reynolds num-
bers [100, 101]. Figure 6.5 gives a series of snapshots of the surface pressure in the area
behind the shock wave and shows how the patters transform from strictly two-dimensional
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(a) t∗ = 0 (b) t∗ = 1.21
(c) t∗ = 2.41 (d) t∗ = 3.04
(e) t∗ = 3.56 (f) t∗ = 4.45
(g) t∗ = 5.76 (h) t∗ = 6.60
(i) t∗ = 7.70 (j) t∗ = 8.59
(k) t∗ = 9.07 (l) t∗ = 10.38
Figure 6.3: Instantaneous transverse-vorticity distributions in the mid-plane.
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(a) t∗ = 0 (b) t∗ = 1.21
(c) t∗ = 2.41 (d) t∗ = 3.04
(e) t∗ = 3.56 (f) t∗ = 4.45
(g) t∗ = 5.76 (h) t∗ = 6.60
(i) t∗ = 7.70 (j) t∗ = 8.59
(k) t∗ = 9.07 (l) t∗ = 10.38
Figure 6.4: Vorticity-magnitude isosurfaces colored with the Mach number (Wc/U = 10).
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to three-dimensional. Since the spanwise extent of the computational domain allows for
the resolution of eight wavelengths of the secondary instability, its actual wavelength can
be estimated between 0.029−0.037 chord.
(a) t∗ = 2.57 (b) t∗ = 2.88 (c) t∗ = 3.09
(d) t∗ = 3.51 (e) t∗ = 3.83 (f) t∗ = 4.24
Figure 6.5: Instantaneous pressure distributions near the tailing edge (qualitative).
6.4.2.2 Mapping of flow separation
To help understanding the flow topology, the intermittent separation/reattachment pro-
cess that takes place over the upper surface of the OAT15A airfoil is analyzed in more
detail. Figure 6.6 presents maps of flow separation as predicted by the URANS and DDES
approaches during transonic buffet. The abscissa gives the position on the upper surface
parallel to the chord line and the ordinate represents the non-dimensional time normal-
ized by the buffet period T , which is different in each case. Contrary to the convention
adopted in figures 6.3 and 6.4, in the separation maps t = 0 corresponds to instants of
minimum lift, which occur slightly after the instants when the shock wave reaches its most
upstream position. The flow state at a given point and instant has been determined by
evaluating the sign of the transverse vorticity component at the wall (for the DDES, this
quantity has been computed on the mid-plane). The dark areas correspond to separated
flow, whereas the white ones indicate that the boundary layer is locally attached. Be-
cause the URANS simulation has resulted in strongly-periodic flow, the separation map
shown in figure 6.6(a) exhibits insignificant changes from one period to another. On the
contrary, the DDES distribution given in figure 6.6(b) refers to a specific buffet period.
Nevertheless, the behavior illustrated in that figure is representative of all other periods,
which might present only small quantitative variations.
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At minimum lift (t = 0) the shock wave is in the early stages of its travel downstream.
At that instant, while the URANS simulation predicts a fully-separated flow behind the
shock, the DDES gives an almost completely attached flow over the same area. During
the shock-wave motion towards the trailing edge, the boundary layer remains attached
in both simulations except by the separation bubble at the foot of the shock, which
seems to be smaller in URANS. The side-by-side comparison reveals that the shock travel
downstream is relatively longer in the DDES, taking approximately one-third of the buffet
period while in URANS it takes about one half of the cycle. Such difference arises from a
more rapid separation process in the DDES and may explain the higher buffet frequency
found for that model. As the shock wave approaches its most downstream position, a
fundamental difference between the two simulations regarding the development of the
separated region is observed. As already mentioned in section 5.3.4 and illustrated in the
sequence of figure 5.17, in the URANS simulation case, the separation evolves from the
foot of the shock towards the trailing edge. This behavior is confirmed by the cartography
of figure 6.6(a). On the contrary, figure 6.6(b) clearly shows the simultaneous growth of
the separation bubble and of the rear separation in the DDES. The two separation fronts
join each other at about x/c = 0.75 and form a large region of separated flow behind the
shock. Such mechanism seems to be related to the tendency of the DDES to produce
trailing edge separation as seen in figure 6.9.
(a) URANS (b) DDES
Figure 6.6: Spatio-temporal evolution of flow separation during buffet.
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The size of the separated area over the airfoil increases as the shock wave moves back
upstream. During the motion, the signature of the alternate vortices can be observed
near x/c = 1 in figure 6.6(b). The increasing size and spacing of the white areas result
from the evolving properties of such structures as discussed previously.
6.4.3 Unsteady pressure
Figure 6.7(a) compares the computed time histories of the surface pressure at x/c = 0.45
on the upper surface with experimental data. This location is close to the mean shock-
wave position observed in the experiments and in the DDES. As can be seen in the figure,
while the URANS simulation produces regular and smooth wall-pressure oscillations, the
DDES successfully captures the high-frequency fluctuations observed in the experimental
signal. Such secondary fluctuations arise when the shock wave is upstream the location
considered and have frequencies in the same range of the ‘bump’ seen in figure 6.2(b).
Seiler and Srulijes [102] reported that the formation of trailing edge vortices in transonic
flows is associated with the emission of upstream-moving waves [36]. Indeed, as shown
in the experimental work of Alshabu and Olivier [36], the generation of such waves is
coupled with downstream-propagating disturbances in the boundary layer.
The wall-pressure histories near the trailing edge at x/c = 0.90 are presented in figure
6.7(b) for the two numerical simulations. When the flow separates, a sudden pressure fall
is felt at that position and secondary fluctuations can be distinguished in the DDES signal.
As in the shock-motion region, at x/c = 0.90 the wall-pressure fluctuations predicted by
the URANS simulation are regular and smooth. Because flow separation is less dramatic
than in the DDES case, the amplitude of the fluctuations is much smaller in URANS.
The position of all monitoring points available for the OAT15A airfoil are shown in figure
6.8 and their coordinates are provided in table 6.1.
(a) x/c = 0.45 (b) x/c = 0.90
Figure 6.7: Time histories of pressure on the upper surface.
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Figure 6.8: Monitor points locations for the OAT15A airfoil.
# x/c y/c z/c # x/c y/c z/c # x/c y/c z/c
1 0.248 wall 0.132 18 0.545 wall 0.132 35 0.899 wall 0.002
2 0.299 wall 0.132 19 0.798 wall 0.132 36 0.999 0.030 0.230
3 0.351 wall 0.132 20 0.449 wall 0.230 37 0.999 0.030 0.197
4 0.373 wall 0.132 21 0.449 wall 0.197 38 0.999 0.030 0.165
5 0.400 wall 0.132 22 0.449 wall 0.165 39 0.999 0.030 0.132
6 0.427 wall 0.132 23 0.449 wall 0.132 40 0.999 0.030 0.100
7 0.449 wall 0.132 24 0.449 wall 0.100 41 0.999 0.030 0.067
8 0.477 wall 0.132 25 0.449 wall 0.067 42 0.999 0.030 0.035
9 0.499 wall 0.132 26 0.449 wall 0.035 43 0.999 0.030 0.002
10 0.548 wall 0.132 27 0.449 wall 0.002 44 2.001 0.089 0.230
11 0.575 wall 0.132 28 0.899 wall 0.230 45 2.001 0.089 0.197
12 0.602 wall 0.132 29 0.899 wall 0.197 46 2.001 0.089 0.165
13 0.650 wall 0.132 30 0.899 wall 0.165 47 2.001 0.089 0.132
14 0.702 wall 0.132 31 0.899 wall 0.132 48 2.001 0.089 0.100
15 0.798 wall 0.132 32 0.899 wall 0.100 49 2.001 0.089 0.067
16 0.899 wall 0.132 33 0.899 wall 0.067 50 2.001 0.089 0.035
17 0.250 wall 0.132 34 0.899 wall 0.035 51 2.001 0.089 0.002
Table 6.1: Monitor points coordinates for the OAT15A airfoil.
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6.4.4 Statistical pressure distributions
As discussed in section 5.3.3.2, the statistical wall pressure data provides valuable infor-
mation concerning the prediction of transonic buffet. Figure 6.9(a) presents the mean
pressure coefficient distributions obtained with the DDES and URANS approaches and
compares them with experimental results from Ref. [39]. The spread compression after
the supersonic plateau on the upper surface gives an idea about the range of the shock-
wave motion. In that area, the slopes of the curves for the DDES and URANS simulation
are similar, suggesting equivalent shock oscillation amplitudes. Nevertheless, the mean
shock-wave position of the DDES is located somewhat upstream that of URANS, being
closer to the experiments. However, in the case of the DDES, the pressure recovery region
downstream the shock gets flattened and the mean trailing edge pressure is lower than
in the experiments. On the lower surface where the flow remains always attached and
subcritical during buffet, both models provide accurate solutions.
(a) Mean pressure coefficient (b) RMS pressure on the upper surface
Figure 6.9: Statistical wall pressure distributions.
Figure 6.9(b) shows the distributions of the RMS values of the pressure fluctuations along
the upper surface of the OAT15A airfoil. The region of intense fluctuations is caused by
the shock-wave motion and also indicates the amplitude of the shock oscillations, with the
peaks roughly corresponding to the mean shock position. As already observed in the Cp
profiles, the figure indicates that the shock-wave motion range predicted by the DDES is
closer to the experiments. The peak level is also better predicted by the hybrid method,
yielding a slightly lower value than in the URANS simulation. Upstream the shock-
motion region, the fluctuation levels are very low and agree well with the experimental
data in both cases. A more precise estimate of the mean shock-wave position based on
unsteady pressure signals extracted at different stations along the airfoil surface is given
in section 6.4.3. Between the shock-wave motion area and x/c = 0.8, the experimental
distribution is almost flat, which is not reproduced by any of the simulations. As one
approaches the trailing edge, the fluctuations predicted by the DDES highly overestimate
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the experiments whereas the URANS simulation shows a more coherent behavior. Such
intense fluctuations are mainly caused by the interaction of large-scale structures resolved
in the DDES with the rear part of the airfoil.
6.4.5 Statistical velocity field
To complement the analysis made for the pressure, the statistical velocity field resulting
from the transonic buffet phenomenon is addressed. Figure 6.10 shows the mean lon-
gitudinal velocity profiles at four locations distributed on the upper surface. At each
station, the y coordinate is measured from the wall and in the direction normal to the
chord. At x/c = 0.28, the boundary layer is always attached and ahead of the shock wave
during buffet, and both the DDES and the URANS computations give good predictions
of the experimental profile. The station at x/c = 0.45 lies well inside the shock-wave
motion region and is located close to the mean shock position of the DDES and the ex-
periments. An outer velocity deficit can be observed for the DDES, which also exhibits a
mean boundary layer that is thicker than the experimental one. The URANS simulation
shows a better agreement with the experiments despite a somewhat downstream shock-
wave motion region. The point at x/c = 0.60 remains always downstream the unsteady
shock wave. At that position, both numerical results fail in reproducing the experimental
behavior below y/c = 0.02. The DDES does not capture the mean reverse flow seen in
the experiments and the URANS profile is only slightly separated. As the wall distance
increases, the URANS results approach better the experimental distribution but a small
deficit in the outer velocity is still visible. Further downstream at x/c = 0.75 both simu-
lations predict well the experimental data, with the URANS profile showing a remarkably
good agreement with the data.
(a) x/c = 0.28 (b) x/c = 0.45 (c) x/c = 0.60 (d) x/c = 0.75
Figure 6.10: Mean longitudinal velocity profiles on the upper surface.
The RMS values of the longitudinal velocity at the same four stations are presented in the
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profiles of figure 6.11. At x/c = 0.28, both the DDES and the URANS method lead to
virtually zero unsteadiness. In the shock-wave motion region at x/c = 0.45, the numerical
results overpredict the fluctuation levels seen in the experiments over the whole profile.
This evidences how the features of shock-wave/boundary layer interactions are difficult
to be reproduced by turbulence models. Nonetheless, the URANS curve is considerably
closer to the experimental data if compared to the DDES. Downstream the interaction,
the overall performance of the turbulence models gets improved. At x/c = 0.60, for
example, the RMS velocity becomes less overestimated and the URANS approach predicts
reasonably well the fluctuations below y/c = 0.04. The DDES, however, does not exhibit
the divergence found in the outer velocities of the URANS distribution. As observed for
the mean profiles, the agreement between the URANS results and the experiments at
x/c = 0.75 is remarkably good.
(a) x/c = 0.28 (b) x/c = 0.45 (c) x/c = 0.60 (d) x/c = 0.75
Figure 6.11: RMS longitudinal velocity profiles on the upper surface.
Figure 6.12 illustrates the statistical fields of the longitudinal velocity fluctuations around
the OAT15A for the two modeling approaches. Compared to URANS, the DDES shows a
slight decrease in the fluctuation levels in the shock-motion region above the shear layer.
The distributions reveal that the peak RMS values take place in the shock wave/boundary
layer interaction region. The figure also helps to illustrate the tendency seen in figures
6.9(b) and 6.11 of the DDES to enhance the flow fluctuations in the area downstream the
interaction, which is particularly visible in the near wake. Such phenomenon becomes
more clear when plotting the distributions of the vertical velocity fluctuations as shown in
figure 6.13. The large differences at the trailing edge and in the wake are mainly caused
by the strong vertical velocity fluctuations due to the alternate vortex shedding, which
is not observed in the URANS results.
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(a) URANS (b) DDES
Figure 6.12: RMS longitudinal velocity fields around the OAT15A airfoil.
(a) URANS (b) DDES
Figure 6.13: RMS vertical velocity fields around the OAT15A airfoil.
6.5 Analysis of the DDES behavior
6.5.1 RANS and LES modes distributions
A fundamental question that must be investigated is how the DDES method switches
between RANS and LES as the flow topology varies between attached flow and shock-
induced separation. RANS- and LES-mode regions can be readily distinguished by plot-
ting the distribution of the fd function, which determines the effective length scale in
the DDES methods (see equation 6.6). This function was specially designed to have a
value close to 0 in RANS and to 1 in LES, also providing a rapid change between the two
modes. Therefore, figure 6.14 illustrates the distributions of the function (1− fd) in the
vicinity of OAT15A airfoil during buffet at three different instants: at maximum lift with
the shock wave at its most downstream position, with the shock at its most upstream
position and at minimum lift. By the grayscale adopted, black regions are computed in
RANS while the external white areas are treated in LES. Any shade of gray in-between
is located within the transition zone. For comparison purposes, figure 6.14(d) gives the
mode distribution that would be obtained with the standard DES method on the present
grid. The latter would remain unaltered during buffet and is independent of the flow
physics. As can be noted, RANS-mode layer provided by the DDES around the airfoil
is much thicker than that by the standard DES, especially in the region between the
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shock wave and the trailing edge, where the attached boundary layer is submitted to
the effects of the interaction with the shock and of the adverse pressure gradient. When
the shock wave is located at its most downstream position (figure 6.14(a)), the flow over
the OAT15A is mostly attached. The resulting fd distribution is smooth and correctly
follows the boundary layer thickening on both surfaces due to the formulation adopted
for the near-wall parameter rd in equation 6.7.
(a) Shock downstream (t∗ = 0) (b) Shock upstream (t∗ = 3.56)
(c) Minimum lift (t∗ = 5.76) (d) Standard DES
Figure 6.14: RANS and LES regions during transonic buffet (function 1− fd).
In figure 6.15, the instantaneous wall-profiles of the fd function, eddy-viscosity ratio
µt/µ and velocity are provided at four different locations on the upper surface. For
comparison, the position where a standard DES would switch from RANS to LES (i.e.,
where lRANS = lLES) for the present grid is indicated by horizontal dash-dot-dot lines.
In the figure, one can immediately notice that all stations exhibit disturbances in the fd
distributions. These appear just outside the boundary layer, where the deformation tensor
magnitude becomes very small and abruptly increases rd. As the wall distance increases
further, rd then tends to zero and, as desired, the fd function smoothly approaches 1.
Indeed, the disturbances in the fd distributions can be observed even in figure 6.14,
appearing in the form of thin black layers exterior to the viscous regions over the upper
and lower surfaces. Since they arise only outside the boundary layer, they have no
appreciable effect on the eddy-viscosity distribution as seen in the wall profiles, thus not
being problematic. As a general result, the profiles indicate that the DDES effectively
ensures that near-wall regions where high velocity gradients occur are treated in RANS.
In fact, upstream the shock wave at x/c = 0.28, the DES approach would also perform
a proper switching to LES in terms of the wall distance. At x/c = 0.45, however, the
latter would activate the LES mode inside the boundary layer, whereas the DDES yields
a satisfactory mode transition in the outer part of it. The differences between the two
approaches become larger at x/c = 0.60, which lies well inside the separation bubble. A
critical case for the standard DES is found at x/c = 0.75, where the boundary layer is
especially thick and the tangential grid spacing is relatively small. At that station, the
DES would switch to LES at a very low distance from the wall, which would result in a
typical case of MSD. On the contrary, the DDES method ensures that the major part of
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the boundary layer is treated in RANS.
(a) x/c = 0.28 (b) x/c = 0.45 (c) x/c = 0.60 (d) x/c = 0.75
Figure 6.15: Wall profiles with the shock at its most downstream location (t∗ = 0).
Figure 6.14(b) illustrates the distribution of RANS and LES modes when the shock
wave is at its most upstream position (i.e., with the largest extent of separation). At
that instant, the flow is fully separated downstream the shock wave, which is located
approximately at x/c = 0.32. An estimate of the height of the separated region is given
by the disturbances in the fd distribution, which appear just above the shear layer. As
one may expect, the bulk of that region is treated in LES as desired. Figure 6.16 reveals
that, at x/c = 0.28, the wall profiles are very similar to those of when the shock wave is
at its most downstream position as the boundary layer remains always attached at that
location. For the three other stations considered, the velocity profiles confirm that the
flow is separated. Besides, the heights of the RANS-mode layers around the airfoil are
larger than in figure 6.15 for the attached flow condition and than in the standard DES.
In all cases, however, the fd function provides rapid transitions to LES. In respect to the
DDES behavior at minimum lift conditions, the wall distributions of figure 6.17 support
the previous conclusions. Indeed, the distributions are similar to those of figure 6.14(b)
for the shock at its most upstream position.
6.5.2 Discussion of results
The results obtained with the DDES method differ substantially from those of the URANS
simulations using the same baseline model. Remarkable differences exist in the shock
wave/boundary layer interaction region, in the zone of intermittent separation over the
rear part of the airfoil and particularly near the trailing edge, where the DDES overes-
timates the flow properties fluctuation levels. More specifically, the statistical pressure
distributions in figure 6.9 show that the DDES tends to depart from the experimental
data as one approaches the trailing edge, whereas the URANS results maintain a good
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(a) x/c = 0.28 (b) x/c = 0.45 (c) x/c = 0.60 (d) x/c = 0.75
Figure 6.16: Wall profiles with the shock at its most upstream location (t∗ = 3.56).
(a) x/c = 0.28 (b) x/c = 0.45 (c) x/c = 0.60 (d) x/c = 0.75
Figure 6.17: Wall profiles at minimum lift (t∗ = 5.76).
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behavior. Nevertheless, the analysis of the RANS and LES modes distribution during
buffet indicates that the DDES is effective in preventing MSD even when the boundary
layer gets very thick before the onset of separation.
In the sequence of flow snapshots presented in figure 6.3, it can be noted that resolved
structures in the shear layer and in the separated region arise only over the rear part of the
airfoil. This phenomenon is seen more clearly in figure 6.18, which illustrates isosurfaces
of the Q-criterion, Q = 1
2
(|Ω|2 − |S|2), for two instants during separation. Despite the
shock-induced separation occurring on the first half of the upper surface, a long distance
is required for the formation of small eddies in the flowfield. Such effect may have been
intensified in the DDES as the RANS-mode layer around the airfoil remains relatively
thick during separation, which can be noted by comparing the fd-function distributions
of figures 6.15 and 6.16. Hence, one possible reason for the results obtained is that, when
the flow separates, the turbulent content in LES regions is not sufficiently rich due to a
severe gray area. Such delay in the generation of resolved turbulence would result in a
more unstable flowfield and appears to be at least partially responsible for the generation
of the strong and regular alternate vortex structures when the flow separates. These are
intimately related to the high flow unsteadiness levels observed in figures 6.9(b) and 6.13
near the trailing edge.
(a) t∗ = 3.56 (b) t∗ = 4.45
Figure 6.18: Instantaneous Q-criterion isosurfaces during separation (Q(c/U)2 = 100).
In hybrid RANS-LES methods, the ‘gray area’ issue can become especially critical in
flows where separation occurs over smooth geometries instead of being triggered by some
geometry feature such as the edge of a backward-facing step or in the case of a spoiler, for
example. Because of the intermittent separation in the present transonic buffet case, the
gray area issue may have been more serious as the RANS-LES interface evolves over time.
Therefore, a given point in the flowfield can be treated by both RANS and LES modes
during buffet depending on the flow phase. To some extent, another possible contribution
to the lack of small resolved structures may have been the dissipation resulting from the
use of a third-order upwind scheme. The global grid refinement may also have influenced
the results as it is not clear whether the cutoff length scale remains always within the
inertial subrange of the turbulence spectrum. The three-dimensional flow patterns re-
ported in the experiments of Jacquin et al. [39] may also be mentioned. However, they
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do not seem to explain the DDES results since the URANS predictions near the trailing
edge are in good agreement with the wind tunnel measurements.
Some results of the Zonal Detached-Eddy Simulation (ZDES) of the same test case per-
formed by Deck [4] are compared with the present DDES in figure 6.19 and support the
previous considerations. Both approaches guarantee a proper switching between RANS
and LES during buffet. In the case of that particular ZDES, MSD was avoided by ex-
plicitly imposing RANS-mode (using the original SA model) in regions where the grid
spacing in the direction normal to the wall was smaller than that in the spanwise direc-
tion. This ensured that the whole shock wave/boundary layer interaction was treated
in RANS. Besides, the LES mode adopted the standard subgrid length-scale formula-
tion of LES (i.e., ∆ = (∆i∆j∆k)
1/3) and suppressed all near-wall functions of the SA
model. Despite the many differences in the modeling approaches, numerical methods,
time steps and grids, the mean pressure distributions in figure 6.19(a) present the same
basic characteristics, showing large separation regions compared to the experiments and
low trailing-edge pressures. The present DDES provides a better prediction of both the
shock-wave motion range and the pressure recovery region. In fact, the method is closer
to the experimental data over the whole mean pressure distribution. Nevertheless, be-
cause of the aforementioned differences in the simulation conditions, this result should
not be regarded as the affirmation of the superiority of one approach over the other. Fig-
ure 6.19(b) reveals that the maximum pressure fluctuation levels predicted by the DDES
and ZDES are very similar despite the somewhat different shock-wave motion ranges and
mean locations. In the trailing edge region, the fluctuations obtained with the DDES are
more intense than those with the ZDES. This result might be related to the fact that, in
that ZDES, the hybrid model formulation was not used around the lower surface, which
was completely treated in RANS mode. Therefore, the overall trailing-edge unsteadiness
is attenuated, potentially preventing the development of alternate vortex shedding.
(a) Mean pressure coefficient (b) RMS pressure on the upper surface
Figure 6.19: Comparison between the Delayed- and Zonal-DES methods.
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7.1 The V2C profile
To achieve faster cruising speeds and reduce emissions, new generation aircraft will need
to have high performance, which will require the association of advanced aerodynamic
design with more efficient propulsion systems and materials. Regarding the contribution
of aerodynamics, performance can be improved by means of efficient lift generation and
by maintaining drag as low as possible. For the latter, an obvious way to minimize par-
asite drag is to reduce its skin-friction component by obtaining a maximum extent of
laminar flow. However, as the freestream Mach number increases in the transonic range,
the generation and progressive strengthen of shock waves may lead to detrimental effects
as discussed in chapter 2. In such scenario, laminar boundary layers are less resistant
to shock-induced separation than turbulent ones and, for this reason, it is desirable that
transition occurs upstream the shock to avoid laminar separation. This can be achieved
through proper airfoil design for natural transition or by means of some boundary layer
tripping method. Therefore, it is important to know how shock wave/boundary layer
interaction properties such as the shock strength, the separation position and flow un-
steadiness (e.g., buffet) are affected by the transition location.
A particular question addressed in the TFAST Project is how far from the shock must
transition occur for the interaction to exhibit a purely turbulent behavior. Concerning
the application to transonic wings, the project has selected a two-dimensional ‘laminar’
airfoil developed by Dassault Aviation as one of its test cases. The profile has been
specifically designed in such a way that laminar flow is supposed to be maintained from
the leading edge to the shock wave on the upper surface up to buffet onset. The technique
employed was based on the eN method for transition prediction (see, for instance, Ref.
[103]) and the airfoil surface was generated in such a way that the N -factor remains small
for low-to-moderate turbulence intensity levels, thus providing laminar flow. The design
was validated numerically by Dassault by means of RANS computations for various angles
of attack at freestream Mach numbers of 0.70 and 0.75, yielding chord-based Reynolds
numbers of approximately 3.245×106 and 3.378×106 respectively. The study was performed
using a compressible Navier-Stokes code (see Ref. [104] for details) adopting a two-layer
k-εmodel, with the transition location being determined from the fully-turbulent flowfield
using a three-dimensional compressible boundary-layer code (see Ref. [105]) by means
of the N -factor amplification with a parabola method (see Ref. [106]). The analysis of
the flowfield around the airfoil indicated that the boundary layer is supposed to remain
laminar up to the shock wave for angles of attack between 1◦ and 7◦. At Mach 0.70,
the flow separated between α = 6◦ and 7◦. The amplification factor N was shown to be
smaller than 3 up to the shock wave, thus guaranteeing laminar flow. At Mach 0.75, the
value of N remained smaller than 2 up to α = 7◦. The final profile was named ‘V2C’ and
is sketched in figure 7.1 (solid line), which compares it with the OAT15A supercritical
airfoil (dashed line).
Unlike standard transonic airfoils, the upper surface of the V2C profile is not flat and the
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Figure 7.1: Geometries of the V2C (solid line) and OAT15A (dashed line) airfoils.
maximum thickness is located around the mid-chord, yielding a long region of favorable
pressure gradient. As in supercritical airfoils, a slight camber exists in the rear part of
the V2C to produce additional lift.
7.2 Grid generation
From the geometry provided by Dassault, two- and three-dimensional multiblock struc-
tured grids have been generated for the V2C airfoil adopting the same strategy as in the
simulations of the OAT15A airfoil in chapters 5 and 6. First, a two-dimensional grid
suitable for RANS computations has been designed, presenting a refinement along the
upper surface for a proper resolution of potentially moving shock waves. Since this grid
is also used as the basis for the design of the three-dimensional one, additional care has
been taken for obtaining near-isotropic elements over the rear part of the airfoil and in
the near wake. Therefore, three C-H planar grids with different refinement levels have
been generated and evaluated. For each grid, the distribution of cells on the upper and
lower surfaces, in the trailing edge, in the direction normal to the airfoil and in the wake
direction is given in table 7.1.
Grid Upper surf. Lower surf. T. edge Normal Wake Total 1st-cell height y+max
1 156 128 28 128 128 72,704 6.5×10−6 c 1.160
2 234 192 42 192 192 163,584 3.4×10−6 c 0.554
3 312 256 56 256 256 290,816 2.9×10−6 c 0.488
Table 7.1: Properties of the planar grids of the V2C airfoil.
Grid convergence has been investigated by means of steady computations (with local
time stepping) for the flow at M∞ = 0.70 and α = 4.0
◦ using Menter’s SST model
and assuming fully-turbulent behavior. This flow condition is sufficiently critical for
the formation of a relatively strong shock wave on the upper surface and the rapid and
smooth reduction observed in the residuals have suggested the absence of transonic buffet.
The final distributions of pressure and skin friction coefficients in the shock region are
presented in figure 7.2. As can be noted, grid 2 gives a much sharper shock wave than
grid 1 and yields results very similar to those of grid 3. In all other regions not shown
in the figure the distributions obtained with the three grids are virtually identical. In
respect to the non-dimensional wall distance y+, the last column in table 7.1 provides
the maximum values found in each case. For grid 2, a maximum value of about 0.55
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has been obtained, which is adequate for the integration to the wall of the SST model.
For the above reasons, grid 2 has been retained for the simulations in this chapter. The
generation of the corresponding three-dimensional grid is straightforward and the details
are provided in section 7.5.
(a) Pressure coefficient (b) Skin friction coefficient
Figure 7.2: Grid convergence results in the shock-wave region.
7.3 Preliminary investigation
As presented in section 7.1, the V2C airfoil was designed numerically considering two
values of freestream Mach number (i.e., M∞ = 0.70 and 0.75) and Reynolds numbers
of about 3 million. Nevertheless, little information about its aerodynamic performance
is known as the simulations were limited to RANS computations and did not provide
further detail on the flow topology and particularly about unsteady effects. Therefore,
the objective of this section is to perform an aerodynamic characterization of the V2C
airfoil in the design range by means of URANS simulations. The aim is to detect the
conditions for shock-wave formation, bubble and rear separations and buffet onset in order
to select a few interesting configurations for a numerical investigation of transition effects
on SWBLI as well as for a three-dimensional simulation of an unsteady flow case. Besides,
the study might help to indicate the most promising flow conditions for wind tunnel
experiments in TFAST. To increase the confidence and thus the simulations usefulness, a
code-dependence study is also conducted and is presented at the end of this section using
the Edge code (see section 3.2.3). The numerical method for the NSMB code is the same
employed in chapter 5 for the OAT15A airfoil, which was validated for conditions very
similar to those investigated here. The simulations have been run for total conditions of
105 Pa and 290 K. In all cases the turbulence model of choice is Menter’s SST model
because of its high code-independence, robustness and low sensitivity to the freestream
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turbulence variables values. It should be noted, however, that this model might produce
some delay in the buffet onset for a given Mach number as revealed in chapter 5.
7.3.1 Freestream Mach number 0.70
In order to characterize the aerodynamics of the V2C airfoil at M∞ = 0.70, the angle of
attack is varied with increments of 1◦ from 1◦ up to 7◦, which is the maximum angle of
attack for which the V2C airfoil is supposed to remain laminar. Initially, the computations
adopt local time stepping. From the experience acquired with the OAT15A airfoil in
chapter 5, if convergence is not reached (i.e., a relative reduction of 10−6 in the residual),
time-accurate simulations with a time step of 5× 10−6 s (≈ 5× 10−3 c/U) are then
performed. Once an unsteady shock wave is obtained, the angle of attack is decreased by
0.5◦ in order to refine the buffet boundary.
Figure 7.3 shows the final distributions of the pressure and skin-friction coefficients for
incidences up to 5◦. For those angles of attack the flow is steady and rear separation is
always present. As can be noted in figure 7.3(a), which also provides the critical Cp value,
the flow over the upper surface is always supercritical and the shock wave can already
be distinguished at 2◦. As the angle of attack is further increased, the shock initially
moves downstream. However, from 3◦ on, it goes upstream as α is augmented. As seen
in figure 7.3(b), bubble separation appears and develops from α = 4◦ and the amount of
rear separation steadily increases with the angle of attack.
(a) Pressure coefficient (b) Skin-friction coefficient
Figure 7.3: Steady surface distributions for the V2C airfoil at M∞ = 0.70.
Since flow unsteadiness has been detected at 6◦, an additional computation has been
performed for α = 5.5◦, which has also led to unsteady flow (the same has occurred at
7◦). In such conditions, the flow is characterized by a moving shock wave oscillating in an
almost harmonic pattern (type-A shock motion according to Tijdeman’s classification).
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The overall buffet properties are similar to those of the OAT15A test case studied in
chapters 5 and 6, with the main frequency increasing with incidence in the range of 80-
82 Hz. The mean pressure coefficient and the RMS values of the pressure fluctuations
on the upper surface are presented in figure 7.4. The statistical distributions have been
computed after 5 buffet periods of sampling after the transient. From the simulations of
the OAT15A airfoil, it has been seen that this is long enough for URANS simulations to
converge in such type of strongly-periodic buffeting flows. At 5.5◦ the amplitude of the
shock-wave motion is still small, resulting in a slight slope in the Cp curve. At 6
◦ the buffet
phenomenon seems to be fully established as the shock-motion range and the maximum
fluctuation levels in the shock region and near the trailing edge are very similar to the
case α = 7◦. For the latter, the whole SWBLI is somewhat shifted upstream, yielding a
shorter supersonic plateau and a larger separation region.
(a) Mean pressure coefficient (b) Pressure RMS on the upper surface
Figure 7.4: Statistical pressure distributions over the V2C airfoil at M∞ = 0.70.
7.3.2 Freestream Mach number 0.75
At M∞ = 0.75, a strong shock wave already exists at α = 1
◦ as evidenced by the Cp
and Cf distributions in figures 7.5(a) and 7.5(b), respectively. The flow also features
bubble separation at the foot of the shock, which rapidly turns to full shock-induced
separation as the angle of attack is increased. This makes the shock and consequently
the separation location move upstream, leaving a progressively larger wake behind. In
the range of angle of attack investigated, no oscillating shock waves have been observed.
However, high-frequency fluctuations of the global flow properties have been detected
around 2 kHz at incidences of 6◦ and 7◦. These have been found to be related to wake
fluctuations caused by the von Ka´rma´n instability and are illustrated in figures 7.6(a)
and 7.6(b) by means of instantaneous velocity fields for the case α = 7◦.
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(a) Pressure coefficient (b) Skin-friction coefficient
Figure 7.5: Surface distributions for the V2C airfoil at M∞ = 0.75.
(a) Longitudinal velocity (b) Vertical velocity
Figure 7.6: Instantaneous velocity fields at M∞ = 0.75 and α = 7.0
◦.
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7.3.3 Code-dependence study
Having performed a basic investigation of the flow regimes encountered by the V2C airfoil
at M∞ = 0.70 and 0.75 with the NSMB code, an extra set of simulations is conducted
using the non-structured Navier-Stokes solver Edge, which was presented in section 3.2.3.
Because there was no experimental results available for the V2C profile at the moment
when the present study was being performed, such comparison helps to increase the
reliability of the numerical simulations by reducing code-dependence issues. Besides, it
helps choosing the most interesting angles of attack for studying the influence of the
transition location on SWBLI. Since no unsteady shock waves have been observed at
M∞ = 0.75, the code comparison is made only for M∞ = 0.70 considering several angles
of attack ranging from 0◦ up to 7◦ with special attention to buffet onset and development.
The numerical method adopted in Edge has been as close as possible to that used in
NSMB, which was described in chapter 5. For a complete description of the numerics
involved, the reader is encouraged to see Ref. [66]. The convective fluxes have been
discretized with a mixed differencing scheme composed by a central part plus a second-
order Roe flux-difference splitting upwind dissipation term using van Leer limiters for
both linear and nonlinear fields. For time-accuracy, implicit time integration has been
performed with the dual time-stepping technique based on a second-order accurate back-
ward differencing scheme, which is A-stable. The outer time step adopted has been the
same as in NSMB (i.e., 5×10−6 s) and the subiterations have been computed explicitly by
means of a three-stage Runge-Kutta integrator employing a three-level W-cycle multigrid
technique. 100 inner iterations have been prescribed in each time step in order to ensure
convergence of all forces and moments.
The mean pressure coefficient distributions obtained in permanent regime for a few se-
lected angles of attack are given in figure 7.7(a) for the two codes and the complete lift
and drag polars are presented in figure 7.7(b). Up to 4◦, no appreciable differences are
observed between the codes in the lift curve, which exhibits a linear behavior. At those
incidences, there is only a small amount of rear separation, which is equally predicted
by the two codes. Once bubble separation occurs around 5◦, nonlinear effects become
significant and the first differences can be noted. Figure 7.7(b) shows how the drag force
dramatically increases due to wave drag and shock-induced separation, which also limits
the generated lift. While the drag curves remain almost identical, the NSMB code pre-
dicts a slight loss of lift caused by unsteady phenomena. As can be seen by the slope in
the shock region in figure 7.7(a), transonic buffet with a small shock-motion amplitude
already exists in the NSMB simulation at 5.5◦, whereas the Edge code gives a straight
shock wave resulting from a steady state (despite an initial oscillation yielding a long
transient period). At 6◦, the Edge code also gives a moving shock wave. As the transonic
buffet instability becomes well developed, the statistical pressure distributions obtained
with the two codes get very similar again, as shown for α = 7◦. At that angle of attack,
the shock-wave motion range seems to be slightly wider in Edge. Figure 7.8 presents the
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fields of the RMS values of the pressure fluctuations at 7◦. The side-by-side comparison
also suggests that the shock-motion amplitude predicted with Edge is somewhat larger
than that with NSMB. Moreover, the Edge code also results in higher levels of pressure
fluctuations in the shock region and in the near wake.
(a) Mean pressure coefficient (b) Lift and drag polars
Figure 7.7: Code comparison results for the V2C airfoil.
(a) NSMB (b) Edge
Figure 7.8: RMS pressure fields at M∞ = 0.70 and α = 7.0
◦.
7.4 Effect of the transition location
The code comparison presented in the last section showed a lot of similarity between
the flows predicted by the NSMB and Edge codes for a large range of angle of attack.
Such results encourage further investigation of the V2C airfoil relying only on numerical
simulations, as the uncertainties may be expected to be mostly related to the turbulence
model. In this way, two flow conditions have been selected for a numerical investigation
of the transition location effect on the shock wave/boundary layer interaction due to their
interesting flow physics and to the remarkable similarity between the results obtained with
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the two codes. First, the steady interaction arising at α = 4.0◦ is addressed, featuring
a reasonably strong shock just below the critical angle of attack for buffet onset. The
second flow condition is the fully-established buffet regime at α = 7.0◦, which presents a
large shock-wave motion region that was similarly predicted by the numerical codes.
In chapter 5, the transition effect on steady and unsteady shock wave/boundary layer
interactions was evaluated for the OAT15A airfoil, resulting in only a small shift down-
stream in the shock-wave region in both regimes. In that test case, however, the tripping
point was at x/c = 0.07 and the laminar boundary layer was too short to substantially
alter the properties of the SWBLI. In the present investigation, the transition location
is varied from the leading edge up to as close as possible to the shock wave, providing
long extents of laminar boundary layer upstream it. The influence of the tripping point
over the selected steady and unsteady transonic flowfields is presented in the following
sections.
7.4.1 Pre-buffet condition
The preliminary simulations in section 7.3 showed that, at 4◦ and M∞ = 0.70, the fully-
turbulent flow over the V2C airfoil is near critical with respect to transonic buffet. At
that incidence, the shock wave is strong enough to induce a small separation bubble and
the adverse pressure gradient over the rear part of the airfoil causes rear separation at
about x/c = 0.91. The same flow condition has been recomputed considering different
transition locations xt from the leading edge up to the mid-chord, remaining steady in
all cases. The pressure and friction coefficients distributions over the upper surface are
provided in figure 7.9 for some selected values of xt. The effect of the transition location
on the shock-wave position xs, on the location xb and length lb of the separation bubble
as well as on the rear separation position xr are quantified in table 7.2 for the complete
set of simulations.
In figure 7.9(b), the tripping points can be easily identified by the sudden and dras-
tic increase in the wall shear when the boundary layer becomes turbulent. They can
also be distinguished in figure 7.9(a) in the form of slight pressure disturbances in the
supersonic region. As can be noted in the figures, as the transition location is shifted
downstream, the shock wave also moves downstream as a result of the reduction in the
boundary layer displacement thickness. This produces higher Mach number levels in the
supersonic pocket associated with lower pressures in that region, resulting in a stronger
compression through the shock. This effect is illustrated in figure 7.10, which compares
the Mach number fields in the shock-wave region for the fully-turbulent and xt/c = 0.50
cases. As the laminar region increases, the progressively stronger shock wave makes the
separation bubble grow continuously as indicated by table 7.2 and by the Cf distribu-
tion. Conversely, the rear separation gets smaller, yielding a larger pressure recovery and
eventually vanishing for xt/c ≈ 0.5.
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(a) Pressure coefficient (b) Skin-friction coefficient
Figure 7.9: Transition location effect on the surface distributions at α = 4.0◦.
xt/c Fully turb. 0.10 0.20 0.30 0.40 0.50
xs/c 0.523 0.532 0.541 0.552 0.564 0.574
xb/c 0.533 0.541 0.547 0.556 0.566 0.575
lb (%) 1.1 2.4 4.7 6.8 8.5 9.4
xr/c 0.911 0.925 0.946 0.965 0.981 −
Table 7.2: Transition location effect on the shock position and on separation.
(a) Fully turbulent (b) xt/c = 0.50
Figure 7.10: Mach number fields in the shock-wave region.
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Table 7.3 provides the changes in the force and moment coefficients as the tripping point
is varied. Moment is evaluated at the leading edge and, for a better understanding of
the drag components, the friction drag coefficient CDf is also given in the table. As the
transition location and thus the shock wave position move downstream, the lift augments
due to an increasing pressure difference between the upper and lower surfaces. Such aug-
mentation is accompanied by an increase in the magnitude of the pitching moment. As
one may expect, the friction-drag component steadily decreases as the extent of laminar
boundary layer becomes larger, yielding lower shear stresses upstream the shock. Never-
theless, such decrease does not necessarily mean a reduction in drag since the global drag
tends to increase after an initial reduction observed for xt/c = 0.10. This effect makes
the transition location for optimal lift-to-drag ratio to appear near xt/c = 0.3.
xt/c Fully turb. 0.10 0.20 0.30 0.40 0.50
CL 0.8873 0.9174 0.9556 0.9919 1.029 1.061
CDf×102 0.610 0.574 0.510 0.460 0.396 0.334
CD×102 2.080 2.069 2.102 2.171 2.268 2.365
L/D 42.7 44.3 45.5 45.7 45.4 44.9
Cm×102 -7.277 -7.749 -8.445 -9.195 -10.04 -10.83
Table 7.3: Transition location effect on the global aerodynamic coefficients.
7.4.2 Fully-developed unsteady regime
As discussed in the beginning of this chapter, the effect of the transition location on
shock wave/boundary layer interactions is still an open question. This is particularly
the case for unsteady flows such as transonic buffet. Therefore, an initial study has
been conducted to assess the influence of the transition point on the properties of the
well-developed buffeting flow at 7◦. As for the preliminary simulations of section 7.3, a
physical time step of 5×10−6 s has been adopted. The sampling of the flow statistics
has also followed the procedure described in that section. Besides the fully-turbulent
case, three tripping locations have been considered: xt/c = 0.09, 0.16 and 0.24. For the
latter, the most upstream position of the shock wave during buffet has been of about
xt/c = 0.25. This limits the displacement of the tripping point since imposing νt = 0
inside the shock-motion region would not be an acceptable approximation.
Figure 7.11 presents the statistical pressure distributions obtained for each boundary
layer tripping position. While the most upstream shock position is not much sensitive to
the transition location, its most downstream position is strongly affected by the bound-
ary layer state. As seen for the case α = 4◦, a larger extent of laminar boundary layer
tends to place the shock wave further downstream by altering the displacement thickness
distribution around the airfoil. In fact, this effect can also be observed in the unsteady
case regarding the mean shock-wave position, which roughly corresponds to the point of
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maximum pressure unsteadiness in figure 7.11(b). As the tripping point moves down-
stream, the shock-motion range becomes wider, increasing the fluctuation levels in the
shock-wave region as well as the trailing edge unsteadiness. This can be observed in the
series presented in figure 7.12, which illustrates the statistical pressure fluctuation fields
for each transition case. Compared to the fully-turbulent simulation, with the tripping
point placed at x/c = 0.24, the pressure unsteadiness increases by approximately 20% in
the shock region and gets nearly two times larger near the trailing edge. The continuous
growth of the shock-motion area is also clear in the figures.
(a) Mean pressure coefficient (b) RMS pressure on the upper surface
Figure 7.11: Transition location effect on the statistical wall pressure at α = 7.0◦.
Table 7.4 gives the average lift, drag and pitching moment coefficients for the three
transition cases as well as for the fully-turbulent computation. The standard deviation
σ of the aerodynamic forces is also presented. As for the steady flow at 4◦, the values
listed show an increase in the mean lift and in the moment magnitude as the triggering
location moves towards the trailing edge. A slight augmentation in the mean drag is also
noticed. As a result of the increasing shock-motion amplitude and of the overall flow
unsteadiness, the standard deviations of the lift and drag coefficients also become larger
as the extent of laminar boundary layer augments.
xt/c Fully turb. 0.09 0.16 0.24
CD×102 6.163 6.501 6.604 6.715
σ(CD)×102 0.9419 1.250 1.384 1.533
CL 0.9423 0.9718 0.9927 1.018
σ(CL) 0.0854 0.1047 0.1132 0.1204
Cm×102 -4.223 -4.932 -5.267 -5.676
Table 7.4: Transition location effect on the unsteady global coefficients.
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(a) Fully turbulent (b) xt/c = 0.09
(c) xt/c = 0.16 (d) xt/c = 0.24
Figure 7.12: RMS pressure fields for different transition locations at α = 7.0◦.
7.5 Scale-resolving simulation
7.5.1 Introduction
In chapter 6 the Delayed Detached-Eddy Simulation approach was used to simulate the
transonic flow over the OAT15A supercritical airfoil at conditions of angle of attack just
above the buffet onset boundary. In that case, the predicted shock-wave motion region
was in good agreement with the experiments and the solution exhibited a rich content
of resolved flow structures. Nevertheless, the DDES was shown to produce too-intense
pressure and velocity fluctuations in the region downstream the oscillating shock wave,
which was probably caused by a long delay in the formation of resolved structures in LES
regions. In this section, the DDES method is applied to the well-developed transonic
buffet occurring over the V2C airfoil at M∞ = 0.70 and α = 7.0
◦. The objective is to
investigate whether the same issues detected in the OAT15A test case exist for a stronger
shock-induced separation by comparing the DDES results with those of the previous
URANS simulations. In this way, an SST-based DDES has been carried out adopting
the same numerical scheme and time step as in chapter 6 (∆t = 1×10−7 s, or 9.1×10−5
c/U). Due to the high computational cost of the simulation and for simplicity, only the
fully-turbulent configuration is addressed. The three-dimensional grid has been obtained
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by copying the planar grid used in the URANS simulations in the spanwise direction over
a distance Lz/c = 0.33 (which is larger than in the OAT15A case). To obtain ∆i ≈ ∆k,
59 cells have been distributed along the span keeping a constant spacing, resulting in a
final grid with about 9.65 M cells.
Contrary to the DDES of chapter 6 where the RANS length scale was given by the wall
distance d, in the SST-based DDES the turbulence length scale provided by the RANS
part is computed using local turbulence properties and is given by
√
k/ (β∗ω). In the
SST model, this quantity exists implicitly in the dissipation term of the k-equation (see
equation 4.20) and is replaced by the DDES length scale defined in equation 4.44. Hence,
in the SST-based DDES the model length scale is calculated as
lSST-DDES = d− fdmax
(
0,
√
k/ (β∗ω)− CDES∆
)
, (7.1)
where the CDES constant is locally computed by blending the constants for the k-ω and
k-ε branches of the SST model, that is
CDES = F1Ck-ω + (1− F1Ck-ε) (7.2)
In equation 7.2, F1 is the blending function of the SST model defined in equation 4.22.
The values that have been adopted for the two constants are Ck-ω = 0.78 and Ck-ε = 0.61
based on the calibration by Travin et al. [91] against homogeneous isotropic turbulence.
With the above definition, the RANS mode in an SST-based DDES is not necessarily
restricted to the near-wall region.
7.5.2 Flowfield dynamics
The time history of lift after the transient period is presented in figure 7.13 for both the
DDES and the fully-turbulent URANS computation. While in URANS the lift coefficient
oscillates quasi-harmonically at a frequency of approximately 82 Hz, the DDES produces
sharp and much stronger lift fluctuations whose period vary from one cycle to another.
The sharp aspect of the curve indicates that the shock-wave speed is relatively high,
especially during the lift fall when the flow separates and the shock moves towards the
leading edge. This may explain, at least partially, the somewhat higher buffet frequency
found for the DDES (approximately 106 Hz). Moreover, the larger amplitude of the
fluctuations suggests that the shock-wave motion range is wider than in URANS.
The series of flow snapshots presented in figure 7.14 help understanding the dynamics
of the flow predicted by the DDES. For one period of buffet, the figures illustrate in-
stantaneous isosurfaces of vorticity magnitude for Wc/U = 10 colored with the Mach
number as a function of the non-dimensional time t∗ = tU/c, where t∗ = 0 is an instant
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Figure 7.13: Time histories of lift at M∞ = 0.70 and α = 7.0
◦.
of maximum lift. During the shock travel upstream (figures 7.14(a) and 7.14(b)), alter-
nate vortex shedding can be seen at the trailing edge. Contrary to the OAT15A case (see
figure 6.4), the primary structures are always three-dimensional. As the shock approaches
the leading edge, the flow over the upper surface gets fully separated and the shear layer
becomes unstable (figures 7.14(c) to 7.14(e)). Such dramatic separation generates a large
wake combining the eddies produced in the shear layer and the trailing edge structures.
As the shock and the separation point move downstream again, the height and size of the
separation region decrease and the amount of resolved flow structures reduces as seen in
the sequence from figures 7.14(e) to 7.14(h). Unlike in URANS, a considerable amount
of separation always exists on the rear part of the airfoil. While the shear layer becomes
stable as the shock wave approaches its most downstream position, the alternate vortex
shedding at the trailing edge is always present during buffet (figures 7.14(i) to 7.14(l)).
To evaluate the ability of the present SST-based DDES to switch between RANS and
LES during buffet, the distribution of the two modes has been monitored. Similarly
to the OAT15A case, the analysis shows the existence of a RANS-mode layer covering
the near-wall region around the V2C airfoil. However, the overall height of this layer
seems to be relatively smaller than in the DDES of the OAT15A flow, where lRANS was
dictated by the wall distance. This might cause some degree of MSD due to the erroneous
penetration of the LES mode into attached boundary layers, which facilitates separation.
The instantaneous distributions of the function 1−fd at four phases of buffet are given in
figure 7.15. The figures are very similar to figure 6.14 and the irregular black areas over
the upper surface indicate large regions of separation. Indeed, figure 7.15(a) confirms
that even when the shock is at its most downstream position a large amount of rear
separation exists on the upper surface.
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(a) t∗ = −1.60 (b) t∗ = −0.82
(c) t∗ = 0.00 (d) t∗ = 0.82
(e) t∗ = 1.59 (f) t∗ = 2.41
(g) t∗ = 3.24 (h) t∗ = 4.01
(i) t∗ = 4.83 (j) t∗ = 5.65
(k) t∗ = 4.83 (l) t∗ = 5.65
Figure 7.14: Instantaneous vorticity magnitude isosurfaces for Wc/U = 10.
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(a) Maximum lift (t∗ = 0) (b) Shock upstream (t∗ = 1.46)
(c) Minimum lift (t∗ = 2.96) (d) Shock downstream (t∗ = 6.02)
Figure 7.15: RANS and LES regions around the V2C airfoil (function 1− fd).
7.5.3 Statistical flow properties
The mean pressure distributions for the DDES and URANS simulations are presented in
figure 7.16(a). The differences between the results are large. First, the lack of a supersonic
plateau in the DDES indicates that the shock wave and thus the separation point reach
the leading edge in their travel upstream. The shock-motion range is much wider than
in URANS, covering about 40% of the chord, and the flattened aspect downstream the
shock-motion region suggests the occurrence of a large amount of separation. As can be
seen in the RMS pressure distributions shown in figure 7.16(b), the maximum unsteadi-
ness levels in the shock region are lower than in the URANS computations, whereas over
the rear part of the airfoil the pressure fluctuations predicted by the DDES are consider-
ably higher. Such behavior near the trailing edge seems very similar to that observed in
the OAT15A test case, where the DDES was shown to overestimate the fluctuations mea-
sured in the experiments. This result suggests that, even for a shock-induced separated
flow at a relatively high angle of attack, the lack of resolved turbulence arising from the
‘gray area’ issue remains critical in DDES.
The conclusions made based on the wall-pressure distributions are confirmed when look-
ing at the RSM fields of the velocity components. Figure 7.17 illustrates the fluctuating
longitudinal velocity, showing the large differences in the amplitude of the shock-wave
motion and in the unsteadiness of the separated region. The vertical velocity fluctua-
tions are given in figure 7.18, which is very similar to figure 6.13. As can be seen, the
discrepancies at the trailing edge are large, being primarily caused by alternate vortex
structures. Although such phenomenon might indeed exist, its strength and stability is
probably overestimated in the simulation similarly to the OAT15A test case.
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(a) Mean pressure coefficient (b) RMS pressure on the upper surface
Figure 7.16: URANS and DDES statistical pressure distributions at M∞ = 0.70.
(a) URANS (b) DDES
Figure 7.17: RMS longitudinal velocity fields around the V2C airfoil.
(a) URANS (b) DDES
Figure 7.18: RMS vertical velocity fields around the V2C airfoil.
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In this thesis, the physics and modeling of shock wave/boundary layer interactions occur-
ring in the transonic flow over airfoils were addressed using different levels of turbulence
modeling and high performance computing. The most important achievements and find-
ings of this work are summarized in the following sections.
8.1 Contributions to the NSMB code
This thesis contributes with the implementation of two turbulence-modeling features
new to the NSMB code, namely Secundov’s compressibility correction for compressible
mixing layers and ambient-turbulence sustaining terms to prevent the free decay of the
transported turbulence variables. The compressibility correction was implemented and
validated for all one-equation models in the code based on a transport equation for the
modified eddy viscosity. The correction was shown to reduce the overall eddy-viscosity
levels in turbulent flow regions of high deformation such as shock wave/boundary layer
interactions. In the steady transonic flow over the OAT15A supercritical airfoil, the
correction slightly improved the shock-wave location prediction. The sustaining terms
for ambient turbulence were included in all linear, nonlinear and EARSM models based
on the transport of k and ω or ε. The source terms effectively produced constant fields of
these variables, allowing the control of the eddy-viscosity level in the vicinity of the body.
Moreover, their use should accelerate and improve convergence provided that proper
boundary/ambient conditions are prescribed for the turbulence variables. In the case of
the SST model, for example, high levels of turbulent kinetic energy were demonstrated
to limit convergence.
8.2 Two-dimensional simulations of transonic flows
Several RANS/URANS simulations of transonic flows over airfoils were performed in two
dimensions. For the OAT15A airfoil, the selected flow conditions were particularly chal-
lenging, including a steady case featuring a relatively-strong shock wave and a transonic
buffet case close to the instability-onset boundary. The steady computations served to test
and establish appropriate numerical schemes and parameters for the time-accurate simu-
lations of buffet as well as to assess the performance of various linear eddy-viscosity models
in transonic flow. It was shown that the shock-wave position is highly model-dependent
and that the models tend to predict it too far downstream. Among the standard closures
considered, the Shear Stress Transport and Spalart-Allmaras models provided the best
predictions of the steady flowfield.
Still in two dimensions, the turbulence models were used to simulate the unsteady shock
wave/boundary layer interaction occurring close to the buffet boundary. The best closures
in the steady flow case (i.e., the SST and SA models) failed in predicting unsteady flow,
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leading to steady solutions after short transient periods. Therefore, alternative URANS
models were investigated and revealed that the amplitude of the shock-wave oscillation
as well as the mean shock position are strongly model-dependent, whereas the buffet
frequency varies much less from one model to another. The results suggest that the
frequency is not the best indicator of the ability of a turbulence model in predicting
transonic buffet, which should rather be evaluated upon the statistical pressure and
velocity fields. It was also demonstrated that the use of the compressibility correction may
significantly alter the behavior of one-equation models near the buffet onset boundary.
The best results were provided by the robust Edwards-Chandra modified SA model with
compressibility corrections. For that model, statistical pressure distributions and velocity
profiles revealed that the shock-wave motion range and the flow fluctuations in the vicinity
of the airfoil were in good agreement with the experiments. Moreover, the investigation
of the flow topology during buffet by phase-averaged boundary layer profiles and by
a mapping of flow separation showed that the main unsteady flow features including
the onset and development of the intermittent separation were well reproduced in the
simulation. A study on the influence of time-stepping parameters on the buffet properties
ensured that the adopted outer time step and convergence criterion were adequate. The
most successful approach was then used in the context of a hybrid RANS-LES simulation
of the same flow.
The knowledge obtained through the simulations of the OAT15A airfoil was applied in
the numerical investigation of the V2C laminar transonic airfoil. By means of a series of
unsteady simulations, the airfoil aerodynamics was characterized, revealing the different
flow phenomena occurring around the airfoil for various angles of attack and two values of
freestream Mach number. Supported by a second set of simulations using the Edge code,
two flow conditions were selected for a study on the transition location effects on steady
and unsteady shock wave/boundary layer interactions as well as for a scale-resolving
simulation of transonic buffet.
8.3 Hybrid simulations of transonic buffet
The transonic buffet over the OAT15A supercritical airfoil was also simulated using the
Delayed Detached-Eddy Simulation approach based on the Edwards-Chandra model with
compressibility corrections. As in URANS, the method successfully predicted the self-
sustained shock-wave motion coupled with an intermittent large-scale separation. The
monitoring of the RANS- and LES-mode regions during buffet showed that the DDES
effectively avoided modeled-stress depletion even when the boundary layer was relatively
thick. The method also captured secondary flow fluctuations which were not predicted by
URANS. These were mainly related to a regular alternate vortex shedding arising during
separation, which caused strong flow fluctuations near the trailing edge that affected even
the integrated forces. Nevertheless, considerable differences were observed comparing the
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results of the DDES and URANS simulations, including in the onset and development of
separation. While the shock-wave motion range and the mean-shock location predicted
by the DDES were in good agreement with the experiments, the method produced a
flattened pressure recovery region with a too-low trailing-edge pressure. Contrary to
URANS, the flow unsteadiness levels over the rear part of the airfoil were overestimated.
Such effects seem to result from a long delay observed in the formation of resolved flow
structures in the shear layer and in the separated region, which suggests that the ‘gray
area’ is particularly severe in the modeling of transonic buffet. Indeed, the lack of resolved
turbulence in LES regions seems to be responsible for the too-regular Ka´rma´n vortices
and the overestimation of the flow fluctuations near the trailing edge.
A scale-resolving simulation was also performed for the transonic buffet over the V2C
airfoil at a relatively high angle of attack. In that case, the DDES approach was based
on the SST model and the results exhibited a richer content of resolved flow structures
compared to the simulation of the OAT15A airfoil. Nonetheless, the DDES predictions
were very different from the reference URANS simulations. This included the mean-
shock location and amplitude of the shock-wave oscillations, which indicated that the
shock reached the leading edge during buffet. Overall, the RANS-mode layer around the
airfoil was relatively thinner than in the OAT15A test case, which may have caused some
degree of MSD and thus facilitated separation. The simulation also presented a delay in
the generation of resolved structures and, similarly to the OAT15A case, the pressure and
velocity fluctuations over the rear part of the airfoil were much higher than in URANS.
This result also suggests the gray area issue as critical, despite the higher incidence and
the existence of more eddies in the flowfield.
8.4 Transition effects on transonic interactions
The influence of the laminar-turbulent transition location on the properties of steady
and unsteady shock wave/boundary layer interactions was addressed by means of two-
dimensional simulations. In the OAT15A test case, the experimental tripping point was
placed close to the leading edge and the numerical results indicated that the resulting
short extent of laminar boundary layer had only a minor effect on the flowfield. As
in the steady-shock case, in the transonic buffet regime the whole shock-wave motion
region moved slightly downstream when laminarity was considered due to a globally
smaller boundary layer thickness. No changes in the shock wave-motion amplitude and
frequency were observed.
Broader investigation of the transition location effect on shock wave/boundary layer
interactions was conducted for the V2C airfoil, where different tripping positions from the
leading edge up to just before the shock wave were considered. The results indicated that
the properties of such interactions may be strongly influenced by the incoming boundary
layer state when large regions of laminar flow exist. For the steady flow configuration, the
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transition point was moved up to the mid-chord, having a significant effect on the shock-
wave location and on the position and size of the separation bubble and rear separation.
The computations also revealed that, despite a continuous reduction in the friction drag,
the total drag tended to augment after a small initial decrease and the optimal lift-to-drag
ratio was obtained for an intermediate tripping position. In the transonic buffet regime,
the transition location strongly influenced the shock-motion amplitude, which increased
as the laminar boundary layer extent was larger. An enhancement of the flow fluctuations
in the shock region as well as over the rear part of the airfoil was also observed.
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Abstract
Shock wave/boundary layer interactions arising in the transonic flow over airfoils are
studied numerically using different levels of turbulence modeling. The simulations employ
standard URANS models suitable for aerodynamics and hybrid RANS-LES methods. The
use of a compressibility correction for one-equation closures is also considered. First, the
intermittent shock-induced separation occurring over a supercritical airfoil at an angle
of attack close to the buffet onset boundary is investigated. After a set of URANS
computations, a scale-resolving simulation is performed using the best statistical approach
in the context of a Delayed Detached-Eddy Simulation (DDES). The analysis of the flow
topology and of the statistical wall-pressure distributions and velocity fields show that the
main features of the self-sustained shock-wave oscillation are predicted by the simulations.
The DDES also captures secondary flow fluctuations which are not predicted by URANS.
An examination of the unsteady RANS-LES interface shows that the DDES successfully
prevents modeled-stress depletion whether the flow is attached or separated. The gray
area issue and its impact on the results are also addressed. The conclusions from the
supercritical airfoil simulations are then applied to the numerical study of a laminar
transonic profile. Following a preliminary characterization of the airfoil aerodynamics,
the effect of the boundary layer transition location on the properties of two selected shock
wave/boundary layer interaction regimes is assessed. In transonic buffet conditions, the
simulations indicate a strong dependence of the shock-wave motion amplitude and of the
global flow unsteadiness on the tripping location.
Keywords: shock wave/boundary layer interaction; transonic buffet; numerical simula-
tion; turbulence modeling; hybrid RANS-LES methods; URANS

Re´sume´
L’interaction onde de choc/couche limite en e´coulement transsonique autour de profils
ae´rodynamiques est e´tudie´e nume´riquement utilisant diffe´rentes classes de mode´lisation
de la turbulence. Les approches utilise´es sont celles de mode`les URANS et de me´thodes hy-
brides RANS-LES. L’emploi d’une correction de compressibilite´ pour les fermetures a` une
e´quation est aussi e´value´. Premie`rement, la se´paration intermittente induite par le choc
sur un profil supercritique en conditions d’incidence proches de l’angle critique d’appari-
tion du tremblement est analyse´e. Suite a` des simulations URANS, la mode´lisation statis-
tique la mieux adapte´e est e´tudie´e et utilise´e dans l’approche DDES (Delayed Detached-
Eddy Simulation). L’e´tude de la topologie de l’e´coulement, des pressions parie´tales et
champs de vitesse statistiques montrent que les principales caracte´ristiques de l’oscilla-
tion auto-entretenue du choc sont capture´es par les simulations. De plus, la DDES pre´dit
des fluctuations secondaires de l’e´coulement qui n’apparaissent pas en URANS. L’e´tude
de l’interface instationnaire RANS-LES montre que la DDES e´vite le MSD (modeled-
stress depletion) pour les phases de l’e´coulement attache´ ou se´pare´. Le proble`me de la
‘zone grise’ et de son influence sur les re´sultats est conside´re´. Les conclusions de l’e´tude
sur le profil supercritique est ensuite applique´es a` l’e´tude nume´rique d’un profil transso-
nique laminaire. Dans ce contexte, l’effet de la position de la transition de la couche limite
sur les caracte´ristiques de deux re´gimes d’interaction choc/couche limite se´lectionne´s est
e´tudie´e. En conditions de tremblement, les simulations montrent une forte influence du
point de transition sur l’amplitude du mouvement du choc et sur l’instationnarite´ globale
de l’e´coulement.
Mots clefs : interaction onde de choc/couche limite ; tremblement transsonique ; simula-
tion nume´rique ; mode´lisation de la turbulence ; me´thodes hybrides RANS-LES ; URANS

