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CHAPTER 1

INTRODUCTION

Huge masses of digital visual information (images and videos) are produced
nowadays. To analyze and organize this abundant information, automatic image
analysis techniques are necessary. The task of automatically identifying objects of
interest in a digital image or video is generally called object recognition. Recognizing
things in images is one of the most common problems associated with analysis of
digital visual information. Face detection, pedestrian detection, video surveillance,
computer-aided medical diagnosis, etc. are some common problems.
Image classification is the task of assigning an image or an object in an image
to one of several previously known classes based on its content. Image classification
requires a training set with labeled samples. A learning model is developed based on
the available training set to classify new samples. When dealing with a huge amount
of images, manual labeling becomes very time consuming and tedious. Thus, it is
desirable to have automatic systems to classify images. Depending on the image domain, automatic classification can be very challenging, and recently a lot of research
has been done in this area. Image classification can be difficult because of several
reasons. Many variations can occur in images (objects) of the same class. For in-

1

stance, images can be taken under different illuminations. Likewise, objects can have
different appearances due to transformations such as rotation, translation, scaling, or
occlusion of objects.
In real world scenarios, there can be a varying distribution of items, i.e., there
is unbalanced distribution of the data in different categories. A typical classification
algorithm can be biased towards more crowded classes, which may not be desirable.
In some classification problems, categories are ranked in order of their importance.
The cost of misclassification can be different for different categories. Therefore, it is
more important to classify correctly some categories compared to other categories. In
some scenarios, there is a semantic transition between categories. This may result in
an image that is similar to multiple categories. Similarly, ambiguities and subjectivity
of the viewer or of an expert can affect the labeled data. In this context, developing
a reliable classification system has challenging issues.
The most common method for image classification is supervised classification.
First, numerical image features are extracted and a decision model is obtained based
on the image features from labeled images (training dataset). Next, the decision
model is used to determine the most probable class for the unlabeled images. Image
feature extraction often involves several intermediate stages such as image binarization, finding regions of interest and extracting features related to shapes, sizes, colors
etc. For the features to be robust, these should be invariant with respect to certain
illumination changes, transformations, etc. For real-time applications, the speed of
processing an image is also an important factor to be considered.
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1.1

Motivation

In recent years, imaging systems have been used in various disciplines for a
variety of tasks such as video surveillance, medical imaging, weather monitoring,
etc. Imaging systems are used to monitor the progress of protein crystallization in
biochemistry. Protein crystallization depends on numerous factors such as protein
purity, pH, temperature, protein concentration, the type of precipitant and the crystallization methods [1] [2]. A correct combination of all these factors is essential for
the formation of crystals [3]. Therefore, thousands of crystallization trials are often
required for successful crystallization. High-throughput robotic set-ups have been the
trend to automate the crystallization experiments. Crystallization trials should be
observed periodically to assess the evolving progress of crystal growth or crystallization. Imaging techniques are used to determine the state change or the possibility of
forming crystals. Figure 1.1 shows sample protein crystallization trial images where
each image corresponds to a specific phase of crystallization. Having a reliable system to classify and analyze the crystallization trial images can be very helpful to the
crystallographers.
In this work, we focus on developing methods for automated analysis of protein
crystallization trial images on a traditional stand-alone system. The first objective is
to classify the trial images according to the crystallization phases. Broadly, the trial
images can be classified as non-crystals, likely-leads and crystal categories. The crystal images could be further divided into sub-categories such as posettes/spherulites,
needles, 2D plates, small 3D crystals, and large 3D crystals. The description of crys-
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Figure 1.1: Sample protein crystallization trial images
tallization categories is provided in Chapter 2. The second objective is to develop
method for analyzing protein crystal growth using the time sequence images.
We employ our methods on CrystalX2 system developed at iXpressGenes, Inc.
CrystalX2 processes plates containing wells similar to a grid structure. CrystalX2
scans all wells of a plate where each well contains a solution for protein crystal growth.
As soon as the microscope lens is on top of a well, the camera of CrystalX2 captures
the well and the system moves the plate for the analysis of the next well. In our
system, image analysis and classification has a deadline specified by the time the
CrystalX2 moves from the plate to capture the next well.
Real-time analysis of protein crystallization trial images has the following challenges:
(i) Identification of the crystallization outcome of a trial is a multi-class classification problem where categories are ranked. Misclassifying crystal images as
non-crystals is a serious problem. Moreover, there is unbalanced data distribution of the images in different categories. Critical categories are represented less
4

often. Therefore, it is important to develop a classification system addressing
these factors.
(ii) Protein crystallization is an evolving process. All trials start with the precipitate
form and only a successful crystallization process will lead to the crystalline
outcomes. In some scenarios, there is a semantic transition between categories,
meaning the images can not be clearly assigned to one category. Similarly,
ambiguities and subjectivity of the viewer or an expert can affect the labeled
data.
(iii) A single image can consist of objects (crystals) in different phases. In such cases,
the expected class for the image would be the class corresponding to the highest
class among all objects (crystals).
(iv) Varying illumination, improper focusing, non-uniform shapes and varying orientation of crystals impose complexity in image analysis. Intra-class variability
is significantly high.
(v) Since crystal detection is a complex process and usually requires sophisticated
algorithms to extract features related to shapes of objects in an image, it is
difficult to process and classify in real time.
(vi) While achieving a real-time and automated system, a good level of classification
performance needs to be maintained. While developing the models, a performance measure needs to be used which is not biased towards crowded classes.
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Figure 1.2: Framework for real-time analysis of protein crystallization trial images
Considering all the above challenges, we propose a framework for real-time
analysis of protein crystallization trial images. Figure 1.2 shows the framework of
our proposed system. The framework consists of two major systems: crystallization
trials classification and spatio-temporal analysis.
The crystallization trials classification is a two-stage system. Figure 1.3 provides the hierarchical view of our classification model. Firstly, the trial images are
classified into 3 basic categories: non-crystals, likely-leads and crystals. Next, the
crystal images are further classified into sub-categories (posettes and spherulites, needles, 2D plates, small 3D crystals, and large 3D crystals). Our classification scheme
roughly follows Hampton’s scale which consists of 9 crystallization outcomes.
The spatio-temporal analysis is the second part of the proposed framework.
This system facilitates analysis of the temporal images of crystallization trials with
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Figure 1.3: Classification hierarchy for protein crystallization trial images
respect to growth of crystals such as new crystal formation and increase in crystal
size.
In addition to obtaining a good accuracy on the classification and temporal
analysis, we aim to minimize the computation time such that the processing can be
done in real-time using stand-alone system with regular processing power. Once the
images are collected, the images are simultaneously processed for classification and
spatio-temporal analysis. Our target for real-time analysis is to extract features and
classify an image as soon as the image is captured, before starting the capture of
another image. Please note that we would like to achieve this on a basic computer
system with regular processing power. The transition time for moving the microscope
between one well to another in our microscopy system is around 3 seconds. Therefore,
the image processing and classification should take less than this time to enable realtime processing. The basic classification system is provided for real-time analysis. We
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show that our proposed crystal sub-classification is feasible for real-time processing.
The spatio-temporal analysis is available as an offline feature.

1.2

Summary of contributions

In this dissertation, we develop a framework for real-time analysis of protein
crystallization trial images. In solving the problem under consideration, we propose
some novel approaches in image binarization, image feature extraction, temporal
image processing, and classification performance measurement. The contribution of
this study can be summarized as follows:

(i) We perform a study with several thresholding methods which demonstrate that
a single thresholding technique may not be suitable for all the images. Applying several methods and extracting image features can be helpful to eliminate
errors due to incorrect thresholding. Therefore, combining features from multiple thresholding techniques will enhance classification performance. We also
introduce a percentile based dynamic image binarization method.
(ii) We present image processing steps that are used to find features related to intensity, blobs (regions) and edges, to obtain an effective feature vector for classifying
images. We investigate the classification performance (accuracy/computation
time) using several image features and their combinations. We propose a minimal set of image features that can be extracted in a reasonable amount of time,
to be incorporated into a real time classification system.
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(iii) We present a 2-stage system for classification of crystallization images. First,
we develop a 3-class (non-crystals, likely-leads and crystals) classification. Next,
we develop the classifier to classify the crystal images into 5 sub-categories. The
classification exhibits high sensitivity for more important categories.
(iv) We investigate the performance of semi-supervised classification learning algorithms for crystallization trials classification with limited labeled data scenarios
and compare their performance with the corresponding supervised approach.
(v) We use time-series images of a crystallization trial to obtain the characteristics
(spatio-temporal behavior) about protein crystal growth.
(vi) We introduce a novel measure, probabilistic accuracy (Pacc), to compare multiclass classification results and make a comparative study of several measures
and our proposed method based on different confusion matrices. We show that
our Pacc measure is more discriminative and is more correlated with accuracy
than other measures.

1.3

Organization

This document is organized as follows. Chapter 2 provides a background on
protein crystallization and protein crystallization trial images. Chapter 3 provides
a review of the state-of-art related to our research and discusses the limitations. In
Chapter 4, we describe our Pacc measure for multi-class classification results comparison. In Chapter 5, our proposed techniques for image processing feature extraction are
described. Chapter 6 provides the experimental results for crystallization trials clas9

sification using supervised classification techniques. In Chapter 7, the performance
of semi-supervised learning models for classification is provided and the results are
compared against the results with supervised techniques. Spatio-temporal analysis of
protein crystallization trial images is presented in Chapter 8. Finally, the conclusions
from this dissertation and future work are provided in the last chapter.
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CHAPTER 2

BACKGROUND

Protein crystallization is a complex phenomenon requiring thousands of trials
for successful crystallization. In recent years, high throughput robotic set-ups have
been developed to automate the protein crystallization experiments, and imaging
techniques are used to monitor the crystallization progress. Having an automated
system to classify the images according to the crystallization phases can be very useful
to crystallographers. This chapter provides an overview of protein crystallization
trials along with image acquisition systems. Similarly, it provides a discussion of
protein crystallization phases, with examples.

2.1

Protein crystallization

Protein crystallization is a technique for the formation of protein crystals. It
is an important step in protein crystallography. Protein crystallization is dependent
on several factors such as the type of protein, type of precipitant, protein concentration, precipitant concentration, pH value, temperature, etc. [4], [5]. Therefore,
crystallographers experiment with many different combinations of these crystallization conditions when crystallizing proteins. Relatively large sized single crystals are
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useful for studying the structures and functions of proteins via an X-ray diffraction
mechanism [6].
There can be many combinations of possible crystallization conditions while
the amount of protein is limited. Setting up crystallization screens manually can be
tedious. Hence, a system that can automate the screening process of varying the
conditions by using less protein material is desired. Crystallization trial setups use
well-plates that allow experimenting with different combinations of crystallization
conditions. Figure 2.1 shows a typical well-plate.

1

A well-plate consists of wells

arranged in rows and columns. The experimental protein solution is placed in the
wells.

Figure 2.1: Sample well plate

2.2

Image acquisition

One important task for the crystallographers is to monitor the crystallization
progress of crystallization trials. This may need to be done in different time-spans
1
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(daily, weekly or monthly) depending on the protein and crystallization conditions.
Monitoring each well manually using a microscope is extremely time consuming. The
alternative is to use various imaging techniques to capture the images of the well and
then analyze those images to determine the crystallization state of the solution.
A number of research and commercial systems have been developed to facilitate
the imaging of crystallization setups. These commercial systems have been very large
systems requiring expensive setup. Berry et al. (2006) [7] provide a review of the
developments in high-throughput robotic set ups used to automate crystallization
experiments. Most of these robotic set ups collect the images under white light. In
our work [4], we described the design of a low-cost assembled fluorescence microscopy
system. We proposed trace-fluorescent labeling of a protein solution that results in
a higher image intensity for the solution containing crystals, thereby simplifying the
feature extraction process.
To automate the image acquisition process, we use an in-house assembled
fluorescence microscopy system. The layout of the microscopy system is shown in
Figure 2.2. Excitation light is supplied by an ultra-bright light-emitting diode (LED)
and emission filters. The light is focused and imaged by a 35 mm imaging lens. Image
acquisition is done by a color camera connected to the computer through an ethernet
cable. Stepper motors are interfaced through a serial port of the connected PC. The
motors control the position of the stages in the X and Y axis and of the camera
(focus) in the Z axis. The X, Y, and Z movement of the stepper motor allows the
camera to be positioned to exact the well position. The crystallization plate is placed
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Figure 2.2: Microscope structure
manually in the plate holder. The system supports standard plates and additional
plate designs can be readily accommodated.
The basic flow of the image acquisition is shown in Figure 2.3. The protein
crystallization screening plate is manually loaded into the microscopy system. First,
the camera is initialized with proper settings. Similarly, the plate configuration which
provides coordinate positions of the wells is loaded. At the start, the camera is positioned to the top-left corner of the well-plate. For each well, the camera is positioned
above the well, and the image is captured and saved in the repository. This process
is repeated until all the wells are scanned.
The commercial version of the microscopy system, CrystalX2, is developed by
iXPressGenes, Inc. In this work, we use the CrystalX2 system by iXpressGenes, Inc.
to collect the images. It has been shown that trace fluorescent labeling can be a
powerful tool for visually finding protein crystals [8] [2]. Therefore, the proteins used
14

Figure 2.3: Image acquisition flow
in these studies are trace fluorescently labeled. It takes around 12 minutes to collect
images from a 3-celled 96-well plate. We integrate our classification framework into
the CrystalX2 system. The transition time for collecting plate between one well to
another in our microscopy system is around 3 seconds. Therefore, the image processing and classification should take less than this time to enable real-time processing.
Our target for real-time analysis is to extract features and classify an image as soon
as the image is captured before starting the capture of another image. Please note
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that we would like to achieve this on a basic computer system with regular processing
power.

2.3

Image categories

The simplest classification of the crystallization trials distinguishes between
the non-crystals (trial images not containing crystals) and crystals (images having
crystals). In this study, we are interested in developing a system to classify the
images into three basic categories - non-crystals, likely-leads (likely leading conditions to crystals) and crystals. Hampton’s research defines a scoring system having a
range of nine outcomes for a crystallization trial. In this study, we first group these
outcomes into 3 basic categories: non-crystals, likely-leads, and crystals. The mapping of these phases into our image categories with respect to Hamptons research is
shown in Table 2.1. Higher class value implies better crystals or higher probability
for crystallization.
Image category
Non-crystals
Likely leads

Crystals

Hampton’s score
Hampton’s category
1
Clear drop
2
Phase separation
3
Regular granular precipitate
4
Birefringent precipitate or Microcrystals
Unclear bright regions
(Not present in Hampton’s category)
5
Posettes or spherulites
6
Needles (1D growth)
7
Plates (2D growth)
8
Single crystals (3D growth <0.2 mm)
9
Single crystals (3D growth >0.2 mm)

Table 2.1: Mapping of our image categories and Hampton’s categories
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Protein crystallization is an evolving process. All trials start with the precipitate form and only successful crystallization process will lead to the crystalline
outcomes. Since crystallization is very rare, most of the crystallization trial images
belong to non-crystal category. Very few percentage of the images are likely-leads and
crystals. Therefore, there is unbalanced data distribution of the images in different
categories. More critical categories are represented less. A single image can consist
of objects (crystals) in different phases. In such cases, the image is labeled according
to the class corresponding to the highest class among all objects (crystals).
Description of each of these categories and their sub-categories is presented
next.

2.3.1

Non-crystals
Images in non-crystal category do not have any crystal objects. This cate-

gory consists of images under the following phases: clear drop, phase separation, or
granular precipitates.

1. Clear drop: This category indicates the protein remains homogeneous in the
solution because of insufficient degree of super-saturation or the growing has
just started in the solution. Figure 2.4(a) provides some sample images under
this category.
2. Phase separation: Phase separation images occur where the concentration of
the protein is too high such that it causes the separation of protein from the
entire solution. Thus, this phase results liquid drops, and it is also called oil
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Figure 2.4: Sample images under non-crystal category
separation. Phase separation droplets may be numerous or small or few and
large, depending upon solution conditions and time. Figure 2.4(b) provides
some sample images under this category. Phase separation occurs very rarely
in protein crystallization.
3. Precipitates: When the degree of supersaturation is very high, aggregate precipitates will appear in the solution. These images generally have cloud-like
shape as shown in Figure 2.4(c).

2.3.2

Likely-leads
This category consists of images corresponding to likely-lead conditions and

hence can be a good starting point for optimizing the crystallization conditions. Birefringent precipitate or micro-crystals fall under this category. We also include images
with high intensity without clear shapes indicating crystals. High intensity might
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Figure 2.5: Sample images under likely-leads category
suggest the presence of crystals. However, as the shapes of the objects do not match
to crystal structures, we group those images under likely-lead category.
1. Microcrystals: This category consists of images with granular crystal forms.
Some representative images are shown in Figure 2.5(a)-(c).
2. Unclear bright images: This category consists of images which have very high
intensity without any crystal objects visible. These images need to be reviewed
by an expert probably by scanning the images properly. Some representative
images are shown in Figure 2.5(d)-(f).

2.3.3

Crystals
This category includes images having clear objects. The crystals can have

different shapes and sizes such as needles, spherulites, plates, or 3D crystals. Crystal
images have crystal objects which generally have proper geometric shapes.
1. Dendrites/Spherulites: The images in this category may be combination of
needles, plates, and other types of crystals. We can observe high intensity
19

Figure 2.6: Sample images under crystal category
regions without proper geometric shapes expected in a crystal. This can be due
to focusing problems. Some representative images are shown in Figure 2.6(a).
2. Needles: Needle crystals have pointed edges and look like needles. These crystals
can appear alone or as a cluster in the images. The overlapping of multiple
needle crystals on top of each other makes it difficult to get the correct crystal
structure for these images. Figure 2.6(b) shows some sample images under this
category.
3. 2D plates: 2D Plate images have quadrangular shapes and they may have any
size in the image. The distinctive characteristic of this category from 3D crystals
is that the 2D objects have less intense regions than 3D crystals. In addition
to this, if the objects are out of focus, this makes binarization operation of
these images challenging. For some specific cases, it is hard to detect or observe
edges of those objects due to noise, poor illumination and focusing problems.
Figure 2.6(c) show some sample images under this category.
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4. Small 3D crystals: This category contains small sized crystals. These crystals
can have 2-dimensional or 3-dimensional shapes. These crystals can also appear
alone or as a cluster in the images. Because of their small size, it is difficult
to visualize the geometric shapes expected in crystals. Besides, the crystals
may be blurred because of focusing problems. Figure 2.6(d) show some sample
images under this category.
5. Large 3D crystals: This category includes images with large crystals with 3dimensional shapes. Depending on the orientation of protein crystals in the
solution, more than one surface may be visible in some images. Figure 2.6(e)
show some sample images under this category.

2.4

Time series images

Protein crystal formation is a time-dependent process in which crystals grow
from supersaturated solutions after a nucleation event has occurred. The time required for the growth of crystals is unknown at the outset of a new experiment and
can take from several hours to many months. The imaging is usually done multiple
times during the time course of the experiment. A crystallographer may thus be
faced with hundreds of thousands of images of crystallization experiments. Tracking
the changes in protein crystallization in images taken at different time can provide
a strong indication for growth of crystals. Important information regarding crystal
growth such as new crystal formation, crystal size increase, etc. can be determined
by analyzing the temporal images. In Figure 2.7, crystallization trial images cor-
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Figure 2.7: Sample temporal images of crystallization trials
responding to 3 protein wells that are captured at 3 time instances are shown. In
the first image sequence (Figure 2.7(a)), all 3 images consist of cloudy precipitates
without crystals. Hence, this sequence is not interesting for the crystallographers. In
the second (Figure 2.7(b)) and third sequences (Figure 2.7(c)), crystals are formed in
the later stages of the experiments. In these images, the increase in the number or
growing size of crystals can provide important information for the crystallographers.

2.5

Summary

In this chapter, we provided background on protein crystallization experiments
and their importance. Likewise, we described the image acquisition component re-
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sponsible for acquiring images from the crystallization screening plates. Finally, we
discussed the protein crystallization phases with sample images.
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CHAPTER 3

LITERATURE REVIEW

In this chapter, we provide a review of previous work related to this research.
This study focuses on building a framework for real-time analysis of protein crystallization trial images. The automated analysis of trial images involves application of
image feature extraction followed by applying some decision models. Several research
studies have been accomplished to classify the protein crystallization trials. Similarly,
there have been studies on temporal analysis of crystallization trials. This chapter
provides an overview of the approaches and performance of these studies.

3.1

Image processing and feature extraction

In this research, we would like to classify protein crystallization trial images.
This involves processing the images and extracting useful image features to support
the automated analysis. The objective of feature extraction is to process the original
data to obtain a set of relevant features. These features are input to the classification models. Image feature extraction involves pre-processing steps such as color
conversion, image thresholding, edge detection, region segmentation, etc. Some of the
common image features are features from the edges, corners, blobs (regions), intensity
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statistics, etc. There are a variety of image feature extraction techniques described in
the literature. As we are dealing with protein crystallization images, the crystals are
the objects of interest. The images are collected under fluorescence with green excitation source. This creates high intensity on the crystal regions. Therefore, the most
relevant image features are intensity statistics, shapes and sizes of the high intensity
regions and features related to the shapes of the crystalline structures. Importantly,
we would like to have the processing done on a traditional system with regular processing power. Chapter 5 provides a detailed discussion on our proposed steps for
image processing and feature extraction. The image features are used as input to the
classification models explained in Chapter 6.

3.2

Decision models

While careful selection of image features is a first step in automated image
analysis, classification performance can also vary greatly on the choice of classification algorithms and any pre-processing steps such as normalization of the features.
Different types of datasets may require different types of classifiers for the best performance [9]. For this reason, it is important to evaluate different classifiers to determine
which one offers the best classification results. Broadly, classification algorithms can
be categorized as supervised, semi-supervised and unsupervised. In this study, we
investigate supervised and semi-supervised learning models to solve our classification
problem.
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3.2.1

Supervised classification models
In supervised classification, by using the training data (labeled data), we de-

velop a model to predict the labels for data points without label. New data is classified
based on the decision models developed on the basis of training data. Some of the
most commonly used supervised classification algorithms are naı̈ve bayesian classifier,
neural network, support vector machine, decision tree, random forest, etc. [9] [10].

3.2.2

Semi-supervised classification models
Semi-supervised learning aims in combining the labeled data and unlabeled

data to create better learners [11]. The general assumption in these algorithms is that
data points in a high density region are likely to have same classes and the decision
boundary lies in low density regions [12], [13]. The idea is to use labeled data to
generate initial training model and determine initial predictions (pre-labels) for the
test data. If the labeled and pre-labeled data is combined and retrained, the initial
decision boundary can shift which will hopefully improve the performance. Various
semi-supervised learning methods have been proposed and shown to be promising
[14] [15]. Broadly, there are two types of semi-supervised classification techniques.
First, there are generic or wrapper-based techniques which are formulated on top of
some supervised techniques. The wrapper-based techniques allow the possibility of
using several supervised classification techniques as the base classifier. Self-training
is one of the simplest semi-supervised technique where a learner keeps on labeling
unlabeled examples and retrain itself on an increased training set. Yet Another
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Two Stage Idea (YATSI) introduced by Driessens et al. is another wrapper based
semi-supervised learning [16]. The second group of semi-supervised classification
techniques are the non-generic semi-supervised learning techniques aiming to improve
the learning models by taking advantage of the unlabeled data. Examples of nongeneric ones include transductive support vector machine (TSVM), semisupervised
SVM (S3VM) and their variants, Laplacian SVM, etc. [13].
Semi-supervised techniques have been applied and evaluated for various applications such as software fault detection [17], text classification [18], spam email
detection [19], quantitative structure-activity modeling [20], etc. There have been
conflicting views about the usability of semi-supervised learning techniques. While
some studies have shown this technique to be promising, other studies have shown
that the use of unlabeled data does not necessarily improve the performance of the
classifier [17], [13].

3.2.2.1

Self-training

Self-training is a semi-supervised learning algorithm in which a learner keeps
on labeling unlabeled examples and retrains itself on an enlarged labeled training
set [21]. This is a generic technique and any supervised technique can be used as the
base classifier. One problem with self-training is that the performance is degraded
when mistakes reinforce themselves. There are some variants of self-training that try
to reduce the number of wrongly predicted instances while re-training. One method
uses only high confident predictions from the initial prediction model for retraining.
For this method, the classification algorithm is required to generate a confidence value
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or a probability estimate for the prediction. This confidence value can be used to filter
additional pre-labeled data for re-training.

3.2.2.2

YATSI (Yet Another Semi-supervised Idea)

Yet Another Two Stage Idea (YATSI) [16] is a semi-supervised classification
algorithm consisting of two stages. It is built on top of any supervised classification
algorithm and a nearest neighborhood algorithm. In the first stage, prediction model
is generated on training set using a supervised classifier and the predictions for unlabeled instances are determined. After the predictions, these previously unlabeled
instances are called pre-labeled instances. In the second stage, the nearest neighborhood algorithm is applied using the initial training instances and the pre-labeled
instances to determine the actual predictions for unlabeled instances. Besides the
initial classification algorithm, the nearest neighborhood algorithm and weight factor
corresponding to the trust of correctness for the pre-labeled dataset can be adjusted.

3.3

Crystallization trials classification

Because of the high throughput crystallization trials, manual review of crystallization trials becomes impractical. Therefore, automated image scoring systems have
been developed to collect and classify the crystallization trial images. The fundamental aim is to discard the unsuccessful trials, identify the successful trials, and possibly
identify the trials which could be optimized. Several studies have been described
in the literature for classification of crystallization trials. We provide a summary of
these studies with respect to different factors.
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3.3.1

Image categories
A significant amount of previous work (for example, Zuk and Ward (1991) [22],

Cumba et al. (2003) [23], Cumba et al. (2005) [24], Zhu et al. (2006) [25], Berry
et al. (2006) [7], Pan et al. (2006) [26], Po and Laine (2008) [27]) has described
the classification of crystallization trials into non-crystal or crystal categories. Yang
et al. (2006) [28] classified the trials into three categories (clear, precipitate, and
crystal). Bern et al. (2004) [29] classify the images into five categories (empty, clear,
precipitate, microcrystal hit, and crystal). Likewise, Saitoh et al. (2006) [30] classified
into five categories (clear drop, creamy precipitate, granulated precipitate, amorphous
state precipitate, and crystal). Spraggon et al. (2002) [31] proposed classification
of the crystallization imagery into six categories (experimental mistake, clear drop,
homogeneous precipitant, inhomogeneous precipitant, micro-crystals, and crystals).
Cumba et al. (2010) [32] have developed the most optimistic system which classifies
the images into three categories or six categories (phase separation, precipitate, skin
effect, crystal, junk, and unsure).
It should be noted that there is no standard for categorizing the images, and
different research studies have proposed different categories in their own way. Hampton’s research specifies 9 possible outcomes of crystallization trials. We intend to
classify the crystallization trials according to Hampton’s scale. This study focuses
first on basic classification where the trials are classified into non-crystals, likely-leads
and crystal categories. Next, we provide the classification of sub-categories of crystals.
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3.3.2

Image processing and feature extraction
Most of the proposed algorithms start image processing by determining the

region of interest (droplet boundary) to define the search region for crystals. This
is a computationally expensive process. The general technique applied here is to
first apply an edge detection algorithm such as Sobel edge detection or Canny edge
detection which is followed by some curve fitting algorithms such as Hough transform
(Berry et al. (2006) [7], Pan et al. (2006) [26], Spraggon et al. (2002) [31], Zhu et al.
(2004) [25]). Bern et al. (2004) [29] determined the drop boundary by applying edge
detection followed by dynamic programming curve tracking algorithm. Yang et al.
(2006) [28] used a dynamic contour method on Canny edge image to locate the droplet
boundary. Cumba et al. (2003) [23] applied a probabilistic graphical model with a
two-layered grid topology to segment the drop boundary. Po and Laine (2008) [27]
used multiple population genetic algorithms for region of interest detection. Saitoh
et al. (2004) [33] and Saitoh et al. (2006) [30] simplify this process by defining a
fixed 150[pixel] x 150[pixel] portion inside a well as the region of interest for search
of crystals.
For feature extraction, a variety of image processing techniques have been
proposed. Zuk and Ward (1991) [22] used the Hough transform to identify straight
edges of crystals. Bern et al. (2004) [29] extract gradient and geometry-related
features from the selected drop. Pan et al. (2006) [26] used intensity statistics,
blob texture features, and results from Gabor wavelet decomposition to obtain the
image features. Research studies Cumba et al. (2003) [23], Saitoh et al. (2004)
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[33], Spraggon et al. (2002) [31], and Zhu et al. (2004) [25] used a combination of
geometric and texture features as the input to their classifier. Saitoh et al. (2006)
[30] used global texture features as well as features from local parts in the image
and features from differential images. Yang et al. (2006) [28] derived the features
from gray-level co-occurrence matrix (GLCM), Hough transform and discrete fourier
transform (DFT). Liu et al. (2008) [34] extracted features from Gabor filters, integral
histograms, and gradient images to obtain 466-dimensional feature vector. Po and
Laine (2008) [27] applied multiscale Laplacian pyramid filters and histogram analysis
techniques for feature extraction. Similarly other extracted image features include
Hough transform features [27], Discrete Fourier Transform features [35], features from
multiscale Laplacian pyramid filters [36], histogram analysis features [24], Sobel-edge
features [37], etc. Cumba et al. (2010) [32] present the most sophisticated feature
extraction techniques for the classification of crystallization trial images. Features
such as basic statistics, energy, Euler numbers, Radon-Laplacian features, Sobeledge features, microcrystal features, and GLCM features are extracted to obtain
a 14908 dimensional feature vector. They utilize high-performance, distributed, or
cloud computing and extracted as many features as possible hoping that the huge set
of features could improve the accuracy of the classification [32].
While generating huge number of features may help to categorize images at a
satisfactory level, it is not suitable for real-time systems where results can be delivered
instantly as the plates are scanned. The image processing and feature extraction have
been computationally expensive making it infeasible for real-time processing using
stand-alone systems.
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Because of the high-throughput rate of image collection, the speed of processing an image becomes an important factor. One of the most time-consuming steps is
the determination of a region of interest or the drop boundary. Likewise, extraction
of a large number of geometric and texture features increases the time and image
processing complexity. The system by Pan et al. (2006) [26] required 30 s per image
for feature extraction. Po and Laine mention that it takes 12.5 s per image for the
feature extraction in their system [27]. Because of high computational requirement,
they considered implementation of their approach on the Google computing grid.
Feature extraction described by Cumba et al. (2010) [32] is the most sophisticated,
which could take 5 h per image on a normal system. To speed up the process, they
execute the feature extraction using a web-based distributed computing system.
Overall, the image processing and feature extraction have been computationally expensive making it infeasible for real time processing. Although increasing the
number of features might help improve accuracy, it may slow down the classification
process. In addition, the use of irrelevant features may deteriorate the performance
of some classifiers. Our objective is to develop a reliable and efficient classification
system with a minimal feature set. We investigate several feature combinations, introduce some new features and propose a feature set for real-time classification system
while maintaining comparatively high accuracy.

3.3.3

Decision model (Classifier)
To obtain the decision model for classification, various classification techniques

have been used. Zhu et al. (2004) [25] and Liu et al. (2008) [34] applied a decision
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tree with boosting. Bern et al. (2004) [29] used a decision tree classifier with handcrafted thresholds. Pan et al. (2006) [26] applied a SVM learning algorithm. Saitoh et
al. (2006) [30] applied a combination of decision tree and SVM classifiers. Spraggon
et al. (2002) [31] applied self-organizing neural networks. Po et al. (2008) [27]
combined genetic algorithms and neural networks to obtain a decision model. Berry
et al. (2006) [7] determined scores for each object within a drop using learning vector
quantization, self-organizing maps and Bayesian algorithms. The overall score for the
drop is calculated by aggregating the classification scores of the individual objects.
Cumba et al. (2003) [23] and Saitoh et al. (2004) [33] applied linear discriminant
analysis. Yang et al. (2006) [28] applied hand-tuned rules based classification followed
by linear discriminant analysis. Cumba et al. (2005) [24] used association rule mining,
while Cumba et al. (2010) [32] used multiple random forest classifiers generated via
bagging and feature subsampling. The recent study by Hung et al. (2014) [38] have
proposed protein crystallization image classification using elastic net.
In this study, we investigate the performance using the most popular supervised classification techniques: random forest (RF), naı̈ve Bayesian (NB), support
vector machine (SVM), decision tree (DTree) and neural network (NN). In addition,
we consider a scenario where certain image categories are more important than the
others. For example, in the crystallization trials, it is important not to misclassify
crystals into non-crystals. We plan to take advantage of the ensemble method and
introduce a new voting scheme for the ensemble method that will bias the classification towards higher ranked classes. We also investigate semi-supervised classification
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techniques to obtain the decision model. This is especially useful when the number
of labeled images is significantly less compared to unlabeled images.

3.3.4

Classification performance
With regard to the correctness of a classification, the best reported accuracy

for the binary classification i.e., classification into two categories is 93.5% average true
performance (88% true positive and 99% true negative rates) [27]. Saitoh et al. have
achieved accuracy in the range of 80 - 98% for different image categories. [33] Likewise,
the automated system by Cumba et al. (2010) [32] detects 80% of crystal-bearing
images, 89% of precipitate images, and 98% of clear drops accurately.
The performance of the various systems however cannot be compared directly
as they have used different data sets, different class categories, and number of categories. The current systems are not fully reliable, and there is still much room for
improvement in terms of performance.

3.4

Spatio-temporal analysis of crystallization trials

Analyzing temporal process of protein crystallization may reveal useful information regarding protein crystal growth. Recently, Mele et al. 2013 [39] described
an image analysis program called Diviner that takes a time series of images from
a crystallization trial and returns an estimate of the crystallographically relevant
change between the images of the time course. The authors used the intensity change
between images in a temporal image sequence as an indicator of crystallization (hopefully not dissolving of crystals). Diviner proposes the difference score for the overall
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image as a means to determine the importance of a crystallization trial. Their work
leads researchers to work on images where a change in the crystallization droplet has
been observed. However, the computational cost for the analysis is very high and not
feasible for real-time analysis. Moreover, the pre-processing step of droplet (or drop
boundary) detection proposed may not be effective for many crystallization trial images. For example, it may not be possible to detect the drop boundary because either
the drop boundary is not present or the droplet is not circular. Similarly, in some
cases, the protein crystals may lie outside a circular boundary. Our work explores
the crystal growth characteristic in more detail by analyzing the time series images
of a crystallization trial. This is provided in Chapter 8.

3.5

Classification performance measures

Measuring the performance of a classifier properly is important to determine
which classifier to use for an application domain. Many performance (correctness)
measures have been described to facilitate the comparison of classification results. An
overview of widely used classification performance measures is presented in Chapter 4.
In addition, a novel multi-class classification measure, Probabilistic accuracy (Pacc)
is introduced.

3.6

Summary

In this chapter, we provided a review of the existing work related to our
research. We provided an overview on classification methods, protein crystallization
trial image classification research studies, and temporal analysis of crystallization
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trials. Several studies have been proposed for the crystallization trials image analysis.
To improve the performance of the classifiers, the trend has been to extract large
number of image features and use distributed computing resources. The target of this
study is to develop a reliable classification technique feasible for real-time analysis on
a system with regular processing power.
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CHAPTER 4

PACC - A MULTICLASS CLASSIFICATION MEASURE

In this study, we work on multi-class classification problem. Measuring the
performance of a classifier properly is important to determine which classifier to
use for an application domain. Many performance (correctness) measures have been
described to facilitate the comparison of classification results. In this chapter, we
provide an overview of the widely used classifier performance measures and list the
qualities expected in a good performance measure. We introduce a novel measure,
Probabilistic accuracy (Pacc), to compare multi-class classification results and make
a comparative study of several measures and our proposed method based on different confusion matrices. Experimental results show that our proposed method is
discriminative and highly correlated with accuracy compared to other measures. This
chapter appeared in the proceedings of Machine Learning and Data Mining (MLDM)
conference, 2013 [40].

4.1

Introduction

There are a number of factors that affect the performance of a classification
problem: the classification algorithm, features, the number of classes, the datasets,
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and the data distribution. The performance of a classification methodology should
be compared and analyzed to select a particular method based on usefulness of the
classifier. Result of a classification problem is often represented in the form of a matrix
called confusion matrix. Thus, the performance of two classifiers can be evaluated by
comparing the corresponding confusion matrices.
The most common method for the evaluation of classification results is to
compute a performance metric based on the confusion matrix. Several such measures
have been described in the literature. Most of these measures have been developed
for binary classification. Accuracy is one of the widely used measures which is the
percentage of correct decisions made by the classifier. However the overall accuracy
is not a very reliable measure for problems such as protein crystallization classification [32] where the cost of misclassifying crystals as non-crystals is very high or the
proportion of data in the different categories is significantly different. There are also
other measures like sensitivity, specificity, precision and F-measure that are formulated for binary classification. Some research [41], [42] describes methods to extend
F-measure for multi-class classification. Research studies [43], [44], [45] proposes extensions to area under the ROC curve (AUC) for multiclass result evaluation. There
are also other measures like confusion entropy [46] and K-category correlation coefficient [47] that are naturally applicable to the performance evaluation of multiclass
classification results.
Analysis based on multiple performance measures is also another popular
method for evaluation of classifiers. For example, precision and recall are often analyzed together. For using multiple measures, a problem is that when comparing
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classifier A and classifier B, classifier A may outperform classifier B with respect to
one measure, while classifier B may outperform classifier A with the other measure.
The advantages and disadvantages of the widely used performance measures
like accuracy, precision, recall, correlation coefficient, relative entropy, etc. are analyzed in [48] and [49]. Sokolova et al. mention that different performance measures possess invariance properties with respect to the change in a confusion matrix
and these properties can be beneficial or adverse depending on the problem domain
and objectives [48]. Statistical techniques for comparison of classifiers over multiple datasets are described in [50] and [51]. Perner [52] describe a methodology for
interpreting results from decision trees. Though there are research on measures for
classification results, a comparative study of these measures with classification results
for binary and multi-class classification have not been explored much.
In this chapter, we attempt to analyze classification performance measures
based on a number of classification results. It should be noted that the performance
here is related to the correctness of the classifier and not in terms of speed or efficiency.
We try to analyze the consistency between different measures and also the degree of
discrimination for confusion matrix comparison. We propose a new measure, probabilistic accuracy (Pacc), based on the difference in probability of correct classification
and probability of misclassification given a confusion matrix. Accuracy measure is
still one of the widely used measures despite its limitations. A major reason for this is
that the accuracy measure has simple semantic correspondence to our understanding.
For some other measures, a high (or sometimes low) value is preferred and it is hard to
derive a semantic meaning from those measures. Therefore, we develop our measure
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in a way that it is consistent with accuracy but more discriminative than accuracy.
Besides it is defined for every type of confusion matrix (binary or multi-class) with
valid values and is less susceptible to scaling of the number of items in a class. The
web-version of the software is available online at http://sprite.cs.uah.edu/perf/ which
allows computation of Pacc measure along with other popular performance measures.
The rest of this chapter is organized as follows. Section 4.2 provides an
overview of the classification performance measures for binary classification and multiclass classification. Section 4.3 discusses about the qualities expected in a good performance measure for classification results comparison. Section 4.4 provides the formal
definition and semantics of Pacc measure. Section 4.5 provides a comparative study
of several performance measures and our proposed measure considering several cases
of confusion matrices.

4.2

Performance measures overview

Broadly there are three methods for comparing two confusion matrices. The
first method is to compare corresponding elements of the two matrices. Confusion
matrices may be normalized so that individual elements become comparable. The
second method involves computing a function f that takes confusion matrix as the
input and returns a single metric. The comparison of two matrices M 1 and M 2 then
involves computation of f (M 1) and f (M 2). Depending on the measure, a high or
low value can represent a good or bad classification result. The third approach is to
compute several measures and analyze the results together. For example, precision
and recall are often analyzed together. For using multiple measures, a problem is that
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when comparing classifier A and classifier B, classifier A may outperform classifier B
with respect to one measure, while classifier B may outperform classifier A with the
other measure.
In this study, we focus on methods that allow analysis based on a single value.
Such measures can be grouped as measures for binary classification and measures
for multi-class classification. Note that the measures for multi-class classification are
also applicable for binary classification. For binary classification, accuracy, sensitivity
(also called as recall or hit rate), specificity, precision, F-measure, and Kappa statistic
are used in practice. Accuracy is the percentage of correct decisions made by a classifier. Sensitivity is the ratio of correctly predicted positives to the actual positives.
This is also called recall or hit rate. Specificity is the ratio of correctly predicted negatives to the actual negatives. Precision is the ratio of correctly predicted positives to
the total positives. F-measure is defined as the harmonic mean of precision and recall
for binary classification. Kappa statistic is defined as the proportion of agreement
between two rankings corrected for chance [53].
The result of an N-class classification experiment with classes 0..N-1 can be
visualized in matrix of size N x N. This matrix is called confusion matrix, contingency
matrix, or contingency table. Matrix C represents a generalized N x N confusion
matrix. The value Cij refers to the number of items of ith class classified as j th class
where i represents the actual class and j represents the predicted class. It is easy to
see that the elements in the diagonals represent the number of items of each class
correctly classified. Thus, the ideal case would be a diagonal matrix (i.e., each cell
except the diagonals are equal to zero) meaning a perfect classification.
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Confusion entropy
Wei et al. introduce confusion entropy method as a performance measure

for multi-class classification [46]. The authors apply the concept of probability and
information theory for the calculation of confusion entropy. The misclassication probability of classifying samples of class i to class j subject to class j is denoted by Pijj
and is given by (Equation 4.1). Similarly, misclassication probability of classifying
samples of class i to class j subject to class i is denoted by Piji and is defined as in
(Equation 4.2).

Pijj =

Cij
NP
−1

i 6= j, i, j = 0..N − 1

(4.1)

i 6= j, i, j = 0..N − 1

(4.2)

(Cjk + Ckj )

k=0

Piji =

Cij
NP
−1

(Cik + Cki )

k=0

Confusion entropy of class j is defined as in (Equation 4.3).

CENj = −

N
−1
X

j
j
j
j
(Pjk
log2(N −1) Pjk
+ Pkj
log2(N −1) Pkj
)

k=0,k6=j
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(4.3)

Overall entropy (CEN) is defined by (Equation 4.4). Note that Piii =0.

CEN =

N
−1
X

Pj CEN j

(4.4)

(Cjk + Ckj )
k=0
NP
−1 NP
−1

(4.5)

j=0

where Pj is defined as in (Equation 4.5):
NP
−1

Pj =

2

Ckl

k=0 l=0

The value of CEN ranges from 0 to 1 with 0 signifying the best classification
and 1 indicating the worst classification.

4.2.2

K-Category correlation coefficient
Gorodkin proposes K-category correlation coefficient to compare two confusion

matrices [47]. The method utilizes the concept of covariance and tries to compute
the covariance between actual K-category assignment and the observed assignment.
Consider two matrices X and Y of size N × K where N is the number of items and
K is the number of categories. Let matrix X and matrix Y represent the actual
assignment and predicted assignment, respectively. The correlation coefficient Rk is
defined as (Equation 4.6).

cov(X, Y )
p
Rk = p
cov(X, X) cov(Y, Y )
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(4.6)

In terms of confusion matrix as denoted in the beginning of this section, the
covariances can be written as follows:
N
−1
X

cov(X, Y ) =

(Ckk Cml − Clk Ckm )

(4.7)

k,l,m=0

v
uN −1
uX
cov(X, X) = t

N
−1
X

k=0

l=0

v
uN −1
uX
cov(Y, Y ) = t

N
−1
X

k=0

!
Clk

N
−1
X

!
Cgf

(4.8)

f,g=0,f 6=k

!
Ckl

l=0

N
−1
X

!
Cf g

(4.9)

f,g=0,f 6=k

The value of Rk ranges from -1 to +1 with +1 indicating the best classification and
-1 indicating the worst classification.

4.2.3

F-measure for multiclass problems
F-measure combines the two metrics - recall and precision and is defined as

the harmonic mean of the two. As described in [42], the recall (Ri ), precision (Pi ),
and F-measure (Fi ) for class i in a multi-class problem can be defined by following
equations:
Pi =

T Pi
T Pi
, Ri =
,
T Pi + F P i
T Pi + F Ni
(Fi ) =

2Pi Ri
Pi + Ri

(4.10)

(4.11)

where T Pi is the number of objects from class i assigned correctly to class i, F Pi is
the number of objects that do not belong to class i but are assigned to class i, and
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F Ni is the number of objects from class i predicted to another class. To compute the
overall F-measure, macro-averaging and micro-averaging are used. Macro-averaged
F-measure, F(macro), is calculated as the average of F-measure for each category.
Micro-averaged F-measure, F(micro), aggregates the recall and precision of classes.

F (macro) =

N −1
1 X
2P R
Fi , F (micro) =
N i=0
P +R

(4.12)

where P and R are defined by the following equations:
NP
−1

P =

NP
−1

T Pi

i=0

, R=

NP
−1

(T Pi + F Pi )

(4.13)

NP
−1

(T Pi + F Ni )

i=0

4.2.4

T Pi

i=0

i=0

Kappa statistic
Kappa statistic is defined as the proportion of agreement between two rankings

corrected for chance [53]. In the context of classification result, the agreement between
the actual categories and predicted categories forms the basis for calculation of Kappa.
Let S =
Ci. =

NP
−1 NP
−1

Cij represent the total number of items in the confusion matrix,

i=0 j=0
NP
−1

NP
−1

j=0

j=0

Cij represent the ith row marginal and C.i =

Cji represent the ith

column marginal. Then, Cohen’s Kappa (K) is given by (Equation 4.14).

K=

where Po =

1
S

NP
−1

Po − P e
1 − Pe

(4.14)

Cii is the proportion of agreement between observed and

i=0

actual categories, and Pe =

1
S2

NP
−1

Ci. C.i is the proportion of observations for which

i=0
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agreement is expected by chance. Po −Pe is the proportion of agreement beyond what
is expected by chance, and 1 − Pe is the maximum possible proportion of agreement
beyond what is expected by chance. Values of Kappa can range from -1 to +1, with
-1 indicating perfect disagreement below chance, and +1 indicating perfect agreement
above chance.

4.3

Qualities of good performance measure

Consider the following confusion matrices.








 70 10 
 80 0 




M =
 N =





10 10
20 0

Matrix M has 10 items of each class misclassified and Matrix N has all items of class
0 correctly classified while none of the items in class 1 are correctly classified. The
accuracy for both matrices is 80%, however the classifier that results N might not
be useful since all items have been classified to a single class. This is because the
distribution of misclassification is ignored by the measure.
Consider other hypothetical classification results given by matrix K and L.

 20 0

K=

20 10








 100 0


 L=


20 10






The first category has all items correctly classified while 20 of 30 objects are misclassified for the second category. This could be the case where it is easy to classify

46

the objects of the first category. Suppose the data items of the first category are
increased by 5 folds and the new confusion matrix is given by matrix L.
The accuracy of the experiment is increased from 60% to 84% just by increasing
the items in the first category which can be misleading. We expect the performance
measure to be less susceptible to scaling of the dataset.
In this section, we list the qualities expected in a good performance measure
for the evaluation of classification results. Some of these qualities may or may not be
desired depending on the application. Therefore, we first list the desired qualities in
a good performance metric irrespective of the problem domain. These are listed as
follows:
• The measure should have the highest value for the best case i.e., when all items
correctly classified. There can be many varieties of the the worst case depending
on the distribution of misclassification. We may want to distinguish those cases.
• The measure should not be affected by a scale factor. This means that the
measure for matrix C should be same as the measure for a x C where a is a
scale factor.
• The measure should be based on all the values in the confusion matrix for the
calculation.
• The measure should be able to distinguish different confusion matrices. The
value should decrease with increase in misclassified cases and increase with
decrease in misclassified cases or vice versa.
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• It should be useful for classification with any number of classes.
Likewise, there can be other desired qualities depending on the application.
These are listed as follows.
• If the important class occurs very rarely, performance measures are affected by
the scaling of data. Thus we desire that a performance measure should be less
affected by the scaling of one or more of the classes as long as the distribution
of misclassification is proportional. However, in some cases, we may want to
pay extra attention to a class which is more likely than others.
• Misclassification into a single class may be considered better than misclassification into several classes. If the misclassification occurs into a single class, the
classifier may be tuned by focusing on the problematic classes.

4.4

Proposed Pacc measure

We introduce Probabilistic accuracy (Pacc) measure for comparison of two Nclass confusion matrices. This measure is based on the difference in the probability of
correct classification and the probability of misclassification. Cij refers to the number
of items in class i that are classified to class j. The occurrence (probability) of Cij
is related to both the number of items in class i and the number of items of other
classes that are classified to class j. Pij is the probability of occurrence of Cij subject
to actual class i and observed class j and is defined as in Equation 4.15. Apparently,
Cij is contained in both sub-parts of the denominator. If i 6= j, Pij is the probability
of misclassifying item of class i subject to class j. Pij should increase if the majority
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of incorrect classifications into class j are coming from items in class i. Note that the
numerator does not contain the correctly classified cases. Likewise, the probability of
correctly classifying items, denoted by Pii , can be defined as in Equation 4.16. Here
the numerator consists only the correctly classified cases i.e., the diagonal elements
of the confusion matrix.

Pij =

2Cij

i 6= j, k = 0, ..N − 1

NP
−1

(4.15)

(Cik + Ckj )

k=0

Pii =

2Cii
NP
−1

(4.16)

(Cik + Cki )

k=0

Maximum value for any Pij is 1. This occurs when all items of class i are
classified solely to class j and none of the items from other classes are classified to
class j. In other words, this is like pure misclassification probability between class i
and j which indicates that all items of class i are classified as class j and all observed
class j classifications result from class i items. The minimum value is 0 which occurs
when all items in a class are correctly classified and no items of other classes is
predicted to this class.
Now we define two terms: error () and correctness (c) in terms of Pii and
Pij as given in Equation 4.18 and Equation 4.17, respectively. Error probability ()
is the average of the probabilities of misclassification and correctness probability (c)
is the average of the probabilities for correct classification. c and  lie between 0
and 1. High correctness probability and low error probability are desired for good
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classification. The difference between c and  yields a value between -1 to +1. It is
normalized to the range 0 to 1 as in Equation 4.19 so that it can be correlated with
the accuracy measure.

=

N −1 N −1
1X X
Pij
N i=0 j=0,i6=j

(4.17)

N −1

1X
Pii
c=
N i=0

(4.18)

1 c−
+
2
2

P acc =

(4.19)

The value of Pacc is maximum (i.e., 1) when all the items are correctly classified. In this case,  is 0 because every Cij where i 6= j is 0. Likewise, c is equal to
1. Hence, the difference between c and  is 1 and the normalization to [0-1] gives the
value 1.

=
N −1

c=

N −1 N −1
1X X
Pij = 0
N i=0 j=0,i6=j
N −1

N −1

1X
1 X 2Cii
1X
Pii =
=
1=1
N i=0
N i=0 Cii + Cii
N i=0

P acc =

1 c−
1 1−0
+
= +
=1
2
2
2
2

The value of Pacc is minimum (i.e., 0) when every item from a class is misclassified
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C0
C1
C0
C1

O0
A
50
0
F
80
0

O1
0
50
0
20

O0
B
25
25
G
70
10

O1
25
25
10
10

O0
C
50
50
H
80
20

O1

O0
D
10
40
I
40
10

0
0
0
0

O1
40
10
40
10

O0
E
0
50
J
0
20

O1
50
0
80
0

Table 4.1: Classification results for 2-class problem
MATRIX
A
B
C
D
E
F
G
H
I
J

ACC
1.00
0.50
0.50
0.20
0.00
1.00
0.80
0.80
0.50
0.00

KAPPA
1.00
0.00
0.00
-0.60
-1.00
1.00
0.37
0.00
0.00
-0.47

Rk
1.00
0.00
NaN
-0.60
-1.00
1.00
0.38
NaN
0.00
-1.00

1-CEN
1.00
0.00
0.60
-0.06
0.00
1.00
0.40
0.68
0.17
0.28

FMEAS
1.00
0.50
NaN
0.20
NaN
1.00
0.69
NaN
0.45
NaN

Pacc
1.00
0.50
0.50
0.20
0.00
1.00
0.74
0.64
0.50
0.00

Table 4.2: Performance measures for matrices A to J in Table 4.1
to a unique single class.

4.5

A comparative study of performance measures

In this section, we perform a comparative study of the following performance
measures: accuracy (ACC), Kappa statistic (KAPPA), K-category correlation coefficient (Rk ), confusion entropy (CEN), macro-averaged F-measure (FMEAS) and our
Pacc measure for several confusion matrices. The measure for CEN is subtracted
from 1 to simplify the comparison (for this measure the lowest value (i.e., 0) is the
best and the highest value (i.e., 1) is the worst).
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4.5.1

Analysis of measures for 2-class classification
Consider the classification results for the 2-class problems as given by confusion

matrices A to J in Table 4.1. The matrices follow the generalized confusion matrix
structure outlined in Section 4.2. The columns Oi indicate the objects classified to
class i and the rows Ci indicate the actual categories. Table 4.2 shows the results of
these measures.
Accuracy does not account for the distribution of misclassified items. As long
as the numbers of correct predictions remain the same, accuracy remains the same.
In matrix G, the accuracy is 80% where half of the items in class 1 are misclassified
to class 0. Similarly, in matrix H, the accuracy is still 80% where all items of one
class have been classified to other class. Thus analysis based on accuracy measure
can be misleading.
In [46], CEN values were proposed to be in the range [0..1]. However, for some
cases in binary classification we get values of CEN that cannot be interpreted. For
matrix B in Table 4.2, the value of (1-CEN) is 0 signifying the worst classification.
However, Matrix B has half the items in each class correctly classified. Moreover, the
value of CEN goes out of range in some cases. For matrix D, CEN value is 1.06 which
is out of the range. Such cases arise when the ratio of correct cases to incorrect cases
is less than 1 for both the categories. Matrix C looks good since it is greater than
0.5; however, this matrix has all items classified to a single class which may not be
useful. Among the matrices G, H, I and J, we would expect the measure to indicate
G as the best classification and J as the worst classification. The CEN values indicate
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C0
C1
C2
C0
C1
C2

O0
A
60
0
0
E
40
10
10

O1

O2

0
60
0

0
0
60

10
40
10

10
10
40

O0
B
40
0
0
F
0
0
0

O1

O2

0
60
0

20
0
60

30
60
0

30
0
60

O0
C
30
0
0
G
20
20
20

O1

O2

30
60
0

0
0
60

20
20
20

20
20
20

O0
D
30
0
0
H
0
0
60

O1

O2

15
60
0

15
0
60

0
60
0

60
0
0

Table 4.3: Classification results for 3-class problem
matrix H to be the best among the four and matrix I to be the worst. Definitely,
the performance measure for J should have the worst value as it has all the items
misclassified. This shows that CEN is not a reliable measure.
The value NaN in the Rk columns corresponding to matrix C and matrix H
indicates that it is not a number (NaN). As NaN can be obtained in many cases, it
becomes difficult to compare the results.
Similarly, there are several cases where the F-measure is undefined. Such
cases arise when there are some categories for which no correct classification is made.
Moreover, we can observe that NaN does not necessarily occur when the confusion
matrix has low accuracy. As can be seen the value of F-measure is NaN for matrix H
and matrix J. The corresponding accuracy for H and J are 0.80 and 0, respectively.
For the binary cases with balanced distribution, our Pacc measure is consistent
with the accuracy. For the unbalanced cases, our Pacc provides different values and
is more discriminative than other measures.
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MATRIX
A
B
C
D
E
F
G
H

ACC
1.00
0.89
0.83
0.83
0.67
0.67
0.33
0.33

KAPPA
1.00
0.83
0.75
0.75
0.50
0.50
0.00
0.00

Rk
1.00
0.85
0.78
0.78
0.50
0.58
0.00
0.00

1-CEN
1.00
0.86
0.84
0.76
0.40
0.72
0.14
0.67

FMEAS
1.00
0.89
0.82
0.82
0.67
NaN
0.33
NaN

Pacc
1.00
0.90
0.84
0.83
0.67
0.63
0.33
0.33

Table 4.4: Performance measures for matrices A to H in Table 4.3

.
Figure 4.1: Graph showing the plot of performance measures from Table 4.4. Column MATRIX in the table Table 4.4 correspond to the confusion matrices in Table 4.3
4.5.2

Analysis of measures for 3-class classification
Consider 3-class classification results (confusion matrices A to H) in Table 4.3

with balanced distribution of items in each class. The performance measures for
these matrices are provided in Table 4.4. Figure 4.1 shows the plot of these measures
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for the corresponding matrices. As we go from matrix A to matrix H, the number of
misclassified items increases. Therefore, we expect similar changes in the performance
measure.
From the performance measures in Table 4.4 and graph in Figure 4.1, we
observe the following.

• Accuracy measure is not discriminative. For example, matrices C and D, E
and F, and G and H have the same accuracy. Therefore, we cannot distinguish
among those just based on accuracy.
• Confusion entropy measure is not consistent with other measures. Confusion
entropy measure suggests confusion matrices F and H being better than E which
does not look correct. Likewise, the results are not as expected when we compare matrix E and H. Matrix E has 40 items in each category correctly classified.
On the other hand, Matrix H has none of the items in the first category and
third category correctly classified. CEN suggests matrix H to be better result
compared to matrix E. Therefore, the result is not as desired. Another observation is that CEN considers misclassification to a single class to be better than
misclassification to several classes. This property may or may not be desired
depending on the application.
• F-measure is not computable for the confusion matrices F and H and is less
discriminative compared to Pacc measure.
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Measure
ACC
KAPPA
Rk
CEN
FMEAS
Pacc

Num distinct values
16
16
183
1504
368
669

Avg(abs diff with acc)
0.166
0.166
0.359
0.169
0.029

Table 4.5: Table showing the count of distinct values from 9261 possible confusion
matrices in a 3-class problem with 5 items in each category
• The measures Rk , F-Measure, and Pacc are more discriminative than accuracy.
Pacc follows the decreasing trend of values as we go from confusion matrix A
to H.

4.5.3

Comparative evaluation of performance measures
Discriminative property: One important requirement for a performance mea-

sure is the ability to distinguish confusion matrices. From the examples presented
in earlier sections, it is observed that measures like accuracy and Kappa statistic
have low discriminative power. To analyze the discriminative power of the various
measures, we considered a 3-class problem with 5 items in each category. 21 combinations are possible for the distribution of 5 items into different categories. Therefore,
a total of 9261 (21 x 21 x 21) confusion matrices are possible. We calculated all the
measures for these confusion matrices. Table 4.5 shows the count of distinct values
obtained for 9261 confusion matrices. Accuracy and Kappa statistic have the lowest
discriminative power as both of these measures have only 16 possible values for all
of these matrices. Confusion entropy has the largest number of distinct values. Pacc
measure also has high discriminative power.
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NaN values and our resolution: Measures like F-measure and correlation coefficient may produce NaN as the result. For the 9261 possible confusion matrices
in a 3-class problem with 5 items in each category, F-measure is NaN for almost
63% of the confusion matrices. If both precision and recall are 0, F-measure becomes undefined or NaN. Therefore, when these measures are used for the evaluation
of classification results, necessary patches should be applied so that NaN is not an
output. One approach to solve this would be to take the measure to be equal to
0. Nonetheless, there are multiple cases for the measure to be 0 making it difficult
to distinguish/rank classification results. Correlation coefficient can produce NaN in
case all the items are classified to a single class. If all items are classified into a single
class, the variance for that class is 0. Since there are no items that are classified into
other classes, the variance for those classes are also 0. This corresponds to a column
in confusion matrix with non-zero values where the rest of the values are 0 in the
confusion matrix.
Accuracy correlation: Table 4.5 provides the average of absolute difference between accuracy and other measure for the 9261 confusion matrices. For the correlation
coefficient and Kappa statistic, the final average value is divided by 2 since its original
range is from -1 to +1. The difference is the least for Pacc measure thus revealing
a high correlation of Pacc measure with accuracy . The inconsistency in confusion
entropy measure is also reflected by the low correlation with accuracy. Kappa, Rk ,
and F-measure also have lower correlation with accuracy compared to Pacc measure.
Scale invariance: A new set of confusion matrices were created by scaling the
confusion matrices A to H provided in Table 4.3. For each of these matrices, the
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MATRIX
A
B
C
D
E
F
G
H

ACC
1.00
0.96
0.94
0.94
0.67
0.88
0.33
0.25

KAPPA
1.00
0.92
0.88
0.88
0.44
0.75
0.00
0.04

Rk
1.00
0.92
0.89
0.88
0.46
0.77
0.00
0.06

1-CEN
1.00
0.92
0.93
0.89
0.46
0.85
0.23
0.76

FMEAS
1.00
0.92
0.85
0.86
0.61
NaN
0.30
NaN

Pacc
1.00
0.93
0.88
0.89
0.65
0.73
0.35
0.33

Table 4.6: Performance measures for matrices A to H in Table 4.3 with second row
increased twice and 3rd row increased by 5 times

.
Figure 4.2: Graph showing the difference in the values of performance measures in
Table 4.4 and Table 4.6
second row is doubled and the third row is increased by 5 times. The performance
measures for the modified matrices are presented in Table 4.6. Figure 4.2 shows the
plot of the difference in the performance measures in Table 4.4 and Table 4.6 (i.e.,
the difference in the measures between original and scaled matrices). F-measure is
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Measure
ACC
KAPPA
Rk
CEN
FMEAS
Pacc

Discriminative
Low
Low
Medium
High
Medium
High

NaN values
No
No
Yes
No
Yes
No

Accuracy correlation
Low
Low
Very Low
Low
High

Scale invariance
Low
Low
Medium
High
High
High

Table 4.7: Table listing the properties of various measures
not included in this plot as there are some values for F-measure that are undefined.
From the figure, we can see that accuracy and K-category correlation coefficient (Rk )
are the most affected measures by the scaling. CEN measure and Pacc measure
are comparatively less affected. However, CEN has other inconsistency problems as
outlined earlier.
Table 4.7 provides a summary of various properties exhibited by the different
performance measures. The level of discrimination and the level of scale invariance
for accuracy is considered to be low. The levels for other measures are assigned
relative to the accuracy. Pacc measure compares best among others as it is highly
discriminative, does not result NaN values, its scale invariance is high, and it is highly
correlated with the accuracy measure.

4.6

Pacc software

To evaluate the Pacc-measure, a web-version of the software has been made
available in the following link: http://sprite.cs.uah.edu/perf/. In addition to the
Pacc measure, other common measures for multi-class performance evaluation are
also provided. These include the measures like accuracy, Kappa statistic, correlation
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coefficient (Rk ), confusion entropy and macro-averaged F-measure. The interface provides forms to input the size of confusion matrix and the values of confusion matrices
to input. By clicking the D̈isplay Measures” button, the performance measures for
the provided matrices can be calculated and displayed. Figure 4.3 shows a snapshot
of the performance measures on 3 confusion matrices.

Figure 4.3: Sample snapshot of performance results comparison using our web tool

4.7

Summary

In this chapter, we discussed the difficulties in comparing two classification
experiments and highlighted the need for a good performance measure. We listed
expected qualities in a good classifier performance measure and introduced a novel
measure Probabilistic accuracy (Pacc) which is based on the difference between prob60

abilities of correct and incorrect classification. We made a comparative analysis of
widely used performance measures and our proposed method considering different
cases of confusion matrices. The results show that the proposed Pacc measure is
relatively consistent with the accuracy measure and also is more discriminant than
others. The Pacc measure was shown to be less affected by the scaling of data. Correlation coefficient and macro-averaged F-measure can produce NaN and this does
not necessarily happen when the performance is very low. Also, the interpretation
of the results for Kappa statistic and correlation coefficient with values less than 0 is
difficult. Likewise, we found that confusion entropy measure is not consistent.
Choice of a performance measure and its analysis can be domain/problem
dependent. Also, analysis based on a single measure can be misleading as different measure can produce contrasting decision for the selection of a classifier. The
measures may have specific biases and hence should be carefully used and analyzed.
We suggest that results of classification experiments should be accompanied by the
confusion matrix.
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CHAPTER 5

IMAGE PROCESSING AND FEATURE EXTRACTION

In this research, we are focusing on building a framework for protein crystallization trial image analysis. This involves processing the images and extracting
useful image features to support the automated analysis. Image feature extraction
involves pre-processing steps such as color conversion, image thresholding, edge detection, region segmentation, etc. In this chapter, we describe our proposed steps for
image processing and feature extraction. The image features described in Chapter 6
are used as input to the classification models. We would like to extract useful features
considering the feasibility for real-time analysis of our target system. Parts of this
chapter appeared as an article in Crystal Growth & Design, 2013 [4].
Consider an image I of size H x W . Let I(x, y) represent the pixel at location
(x,y) where 1 ≤ x ≤ H and 1 ≤ y ≤ W. In a color image, each pixel consists of red
(R), green (G), and blue (B) components and can be described as a 3-tuple (R, G,
B). The red, green and blue intensity values of a pixel at I(x, y) are represented as
IR (x, y), IG (x, y), and IB (x, y), respectively.
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5.1

Image pre-processing

This section describes the pre-processing steps which are essential for efficient
and effective feature extraction.

5.1.1

Image down-sampling
A high resolution image may keep unnecessary details for image classification,

especially, if the image has significant noise. In addition, processing a high resolution
image increases the computation time significantly. Therefore, the images are downsampled before further processing. Suppose image I(H ×W ) is to be down-sampled k
times. Then the resulting image ↓I is of size h × w where h = H/k and w = W/k. In
our experiments, the original size of the images is 2560 × 1920. By down-sampling it
8-fold, image size is reduced to 320 × 240. Our analysis shows that the down-sampled
images contain sufficient detail for feature extraction.

5.1.2

Noise removal
The down-sampled image ↓I is passed through a median filter to remove ran-

dom scattered noise pixels. Among different filters, a median filter provided the best
results for noise removal of our datasets. To apply the median filter, a neighborhood
window of size (2p + 1) × (2q + 1) around a point (x, y) is selected. Suppose xp Rqy
represents a region in the original image centered around (x, y) with top left coordinate (x − p, y − q). F maps a 2D data into 1D set and median(F(xp Rqy )) provides the
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median value in the selected neighborhood around (x, y). The red component in the
resulting region (image) is denoted by Mr (x, y) and is given by Equation 5.1

Mr (x, y) = median(F (xp ↓ Iqy ))

(5.1)

Similarly, the components for green, Mg (x, y), and blue, Mb (x, y), are calculated.

5.1.3

Grayscale conversion
The result from the median image M is a color image with RGB values for

each pixel. From this image, a grayscale image G is derived which consists of a single
intensity value for each pixel. The gray-level intensity at each pixel is calculated as
the weighted average of the color values for red, green, and blue components in M.
The conversion can be expressed in the form of Equation 5.2 [54].

G(x, y) = 0.2989 ∗ Mr (x, y) + 0.5870 ∗ Mg (x, y) + 0.1140 ∗ Mb (x, y)

5.2

(5.2)

Image thresholding and binary image features

Thresholding is applied to create a binary (black and white) image from a
color or grayscale image. Essentially, the objective is to classify all the image pixels
as a foreground (object) or a background pixel. In basic thresholding, a threshold
value is selected. The set of pixels with gray-level intensity below the threshold τ
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are considered as background pixels and the remaining are considered as foreground
pixels. A pixel in the binary image, B(x, y) ∈ 0, 1 is defined as in Equation 5.3.

τ

B =→
− (G)) =






B(x, y) = 0, if G(x, y) < τ




B(x, y) = 1

(5.3)

otherwise

If the threshold changes based on the content of an image, such thresholding is
called as dynamic thresholding. Images vary depending on crystallization techniques
and imaging devices. This makes it difficult to use a fixed threshold for binarization.
Therefore, dynamic thresholding methods are preferred. A single technique does not
produce desired results for all images. Therefore, it is helpful to investigate several
thresholding methods perhaps by varying the thresholding parameters. This leads
us to develop another dynamic thresholding method using green color channel for
thresholding. In the following we explain our green percentile image thresholding
and compare the results using the Otsu’s method [55].

5.2.1

Green percentile image thresholding
When green light is used as the excitation source for fluorescence based acqui-

sition, the intensity of the green pixel component is observed to be higher than the
red and blue components in the crystal regions [4]. We utilize this feature for green
percentile image binarization. Let τp be the intensity of green component such that
the number of pixels in the image with green component below τp constitute p% of
the pixels. For example, if p = 90%, τ90 is the intensity of green such that 90% of
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the green component pixels will be less than τ90 . Image binarization is then done
using the value of τp and a minimum gray level intensity condition τmin = 40. All
pixels with gray level intensity greater than τmin and having green pixel component
greater than τp constitute the foreground region while the remaining pixels constitute
the background region. As the value of p goes higher, the foreground (object) region
in the binary image usually becomes smaller. For the given value of p, the method
is represented as Gp . For example, G90 is the green percentile thresholding method
with p=90%.

5.2.2

Otsu’s thresholding
Otsu’s method [55] iterates through all possible threshold values and calcu-

lates a measure of spread of the pixel levels in foreground or background region.
The threshold value (τo ) for which the sum of foreground and background spreads is
τ

o
minimal is selected and binary image (Botsu =−
→
(G)) is constructed applying this

threshold.

Figure 5.1: Results showing the application of the three thresholding techniques for
a sample image. (a) Original, (b) Otsu’s threshold, (c) Green percentile threshold (p
= 90), (d) Green percentile threshold (p=99)

Figure 5.1 shows the results of applying three thresholding techniques for a
crystallization trial image. In the binary image using Otsu’s method (Figure 5.1(b)),
the crystal region information is lost. Hence, the result is not as desired. The
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G90 method (Figure 5.1(c)) performs slightly better. For this particular image, G99
method (Figure 5.1(d)) provides the best result as the crystal regions are well separated from the background.
Our experiments show that different thresholding techniques provide good
thresholding for different images. Otsu’s method [55] produced results that were
useful to identify the large regions such as precipitates and solution droplet. However,
the method performed poorly to separate the crystal objects. Note that the objective
here is to identify the objects in the images and then be able to extract features related
to those objects that helps in classifying it to a particular category. In this regard,
the features from Otsu’s method as well as features from the percentile methods are
useful. Therefore, we propose that combining the features from multiple thresholding
techniques can be helpful. In the next chapter, we investigate the classification results
using different feature combinations.

5.2.3

Binary image features
The variation in intensity is a useful image feature. This is because crystals

have the highest illumination compared to precipitates. Once a binary image is obtained, it is used as a mask to differentiate foreground and background region. After
that, we extract the features related to intensity statistics in the background and
foreground region. The image in Figure 5.2(b) is the binary image of the image in
Figure 5.2(a) obtained by applying a thresholding technique. Figure 5.2(c) shows
the image with background pixels from the original (median-filtered) image and fore-
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ground pixels in black. Similarly, Figure 5.2(d) shows the foreground pixels in the
original image with background pixels in black.

Figure 5.2: Separating background and foreground region. (a) M (image after noise
removal), (b) binary image, (c) background pixels, (d) foreground pixels

Using the grayscale image G and binary image B, we extract the following
image features. Note that these features are dependent on a binary image. For our
feature extraction, we apply Otsu’s method, G90 method and G99 methods to obtain
the binary image. Using each binary image, the following binary image features are
obtained.

(i) Threshold intensity (τ ) for Otsu’s method
(ii) The number of white pixels in the binary image as defined in Equation 5.4.

Nf =

h X
w
X

B(i, j)

(5.4)

i=1 j=1

(iii) Average image intensity in the foreground region (µf ) as in Equation 5.5.

h
w
1 XX
G(i, j).B(i, j)
µf =
Nf i=1 j=1

(5.5)

(iv) Standard deviation of intensity in the foreground region (σf ) as in Equation 5.6.
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v
u
h X
w
u 1 X
t
σf =
((µf − G(i, j)).B(i, j))2
Nf i=1 j=1

(5.6)

(v) Average image intensity in the background region (µb ) as in Equation 5.7.

h X
w
X
1
µb =
G(i, j)(1 − B(i, j))
h ∗ w − Nf i=1 j=1

(5.7)

(vi) Standard deviation of intensity in the background region (σb ) as in Equation 5.8.

v
u
u
σb = t

h
X
1
h ∗ w − Nf i=1

w
X

((µb − G(i, j)).(1 − B(i, j))2

(5.8)

j=1,B(i,j)=0

(vii) No of blobs (n): This is the count of the blobs that are greater than minimum
size. The default minimum size for blobs is 5.

5.3

Region segmentation and region features

After thresholding, we essentially expect crystals to be distinguished as objects. However, other non-crystal objects might appear as the foreground. Features
related to the shape and size of these foreground objects are useful to distinguish the
images into different categories. The steps for region segmentation and extraction of
region features is described next.

5.3.1

Region segmentation
We apply connected component labeling [56] on binary images to extract high

intensity regions or blobs. The binary image could be obtained from any of the
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Figure 5.3: a) I (image after noise removal) b) Binary image, B c) O:Objects (regions) using connected component labeling d) Ω: the skeletonization of object
thresholding methods. Let O be the set of the blobs in a binary image B, and B
consists of n number of blobs. The ith largest blob is represented by Oi where 0 ≤
i ≤ n and area(Oi ) ≥ area(Oi+1 ). Each blob Oi is enclosed by a minimum boundary
rectangle (MBR) centered at mi (x, y) having width wi and height hi . Figure 5.3(b)
is a binary image of the original image in Figure 5.3(a) which consists of 4 blobs.
Extraction of the individual blobs is given in Figure 5.3(c).
For each Oi , we apply skeletonization (Ωi = skel(Oi )) to get the boundaries
of the blob. The skeletonization is a hit and miss morphological operation with
the structuring element S given in Equation 5.9. Each point in a binary image of
Oi where the pixels neighborhood matches the structuring element is a hit and the
corresponding pixel in the output is zero; otherwise it remains the same. The resulting
image consists of objects converted to single pixel thickness. Figure 5.3(d) shows the
skeletonization of the blobs in Figure 5.3(c).




 1 1 1 






S= 1 1 1 






1 1 1
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(5.9)

5.3.2

Region (blob) features
More information about the objects is obtained by extracting shape features

like area, fullness, uniformity, symmetry, etc. of the regions. Using the original image
and extracted blobs, we extract the following blob features. There might be many
number of blobs in the binary image. We are mostly interested in the large sized
blobs. We may consider k number of blobs to extract these features. If the number of
blobs n is less than k, we use the value 0 as the feature value for the blobs On+1 ..Ok .
If (η < k), we represent the feature values as 0. The blob features are explained
briefly as follows:

1. Area of the blob (a): The area or the number of white pixels in blob Oi is
represented as ai and is calculated as in Equation 5.10.

ai =

hi X
wi
X

Oi (x, y)

(5.10)

x=1 y=1

2. Measure of fullness (f ): Measure of fullness indicates whether the blob completely covers its MBR or not. It is calculated as the ratio of area of the blob
to the area of its MBR as defined by Equation 5.11.

fi =

ai
(wi ∗ hi )

(5.11)

3. Boundary pixel count (p): The skeleton image (Ωi ) is used to compute the number of pixels in the boundary of the blob. This is calculated using Equation 5.12.
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Figure 5.4: Blob uniformity and symmetry a) Blob uniformity, b) Blob symmetry

pi =

hi X
wi
X

Ωi (x, y)

(5.12)

i=1 j=1

4. Measure of boundary non-uniformity (u1 , u2 ): A measure of boundary smoothness is calculated by comparing the distance of each boundary pixel from the
center of the MBR to the assumed radius (r) = (wi + hi )/2 as shown in Figure 5.4(a). Let Pi be the set of points on the perimeter of the blob Oi , i.e., the
skeleton Ωi . We define two measures ui1 and ui2 related to boundary uniformity
defined by Equation 5.13 and Equation 5.14, respectively.

ui1 =

1 X
|dist(p, mix,y ) − r|
pi p∈P

(5.13)

i

ui2 = 1 −

1 X i
z
pi p∈P x,y
i

i
where, zx,y
is defined as in Equation 5.15.
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(5.14)

i
zx,y
=






0 if |dist(p, mix,y ) − r| ≤ 

(5.15)





1 otherwise
Here,  is the allowable difference is set as () = 0.15 ∗ wi /2 ∗ hi /2.
5. Measure of blob symmetry: Symmetry can be a useful measure especially in
distinguishing irregular objects. We calculate the measure of left-right symmetry (symmetry along Y-axis) as shown in Figure 5.4(b). Each blob is scanned
row-wise. Let pk be the k th boundary pixel. Then the measure of symmetry
(ζi ) corresponding to the blob Oi is calculated as in Equation 5.16.

ζi = 1 −

1 X i
z
pi p∈P x,y

(5.16)

i

i
is defined as in Equation 5.17
where, zx,y

i
zx,y
=






0 if |dist(p, mix,y ) − dist(pk+1 , mix,y )| ≤ 

(5.17)





1 otherwise
6. Measure of blob roundness (r): This measure is used to determine how close the
blob is to a circle. The measure of blob roundness corresponding to a blob Oi
is calculated as in Equation 5.18 [54]. A value close to 1 suggests that the blob
is round shaped.
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ri =

4πai
(pi )2

(5.18)

7. Blob mean intensity (µO ): The mean intensity of a blob Oi is calculated as the
average intensity of the blob region in the grayscale image G.
8. Blob standard deviation of intensity (σO ): The standard deviation of intensity
of a blob Oi is the standard deviation of the pixel intensities for the blob region
in the grayscale image G.
9. Blob eccentricity (e): Eccentricity of a blob Oi with width wi and height hi is
calculated as the ratio of length of smaller size to the length of larger size. This
is calculated as in Equation 5.19.

ei =

min(wi , hi )
max(wi , hi )

(5.19)

10. Area of convex hull (ac ): This is the area of the smallest convex polygon that
contain the blob.

5.4

Edge and corner detection

Edges and corners have significant importance in image analysis because these
define the boundaries of objects within the images. We apply edge detection followed
by some post-processing steps to extract useful image features that define the shapes
of objects.
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5.4.1

Edge detection and edge linking
Canny edge detection algorithm [57] is one of the most reliable algorithms for

edge detection. Our results show that for most cases, the shapes of crystals are kept
intact in the resulting edge image. An edge image can contain many edges which
may or may not be part of the crystals. To analyze the shape and other edge related
features, we link the edges to form graphs. We used the MATLAB procedure by
Kovesi [58] to perform this operation. The input to this step is a binary edge image.
Firstly, isolated pixels are removed from the input edge image. Next, the information
of start and end points of the edges, endings and junctions are determined. From
every end point, we track points along an edge until an end point or junction is
encountered, and label the image pixels. The result of edge linking for the Canny
edge image in Figure 5.5(b) is shown in Figure 5.5(c).

Figure 5.5: Edge detection and edge feature extraction a) Original image, b) Canny
edge image, c) Edge linking, d) Line fitting, e) Edge cleaning, and f) Image with
cyclic graphs or edges forming line normals
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Two points (vertices) connected by a line is an edge. Likewise, connected
edges form a graph. Here, we use the terms edges and lines interchangeably. The
number of graphs, the number of edges in a graph, the length of edges, angle between
the edges, etc. are good features to distinguish different types of crystals. To extract
these features, we do some preprocessing on the Canny edge image. Due to problem
with focusing, many edges can form. To reduce the number of edges and to link the
edges together, line fitting is done. In this step, edges within certain deviation from
a line are connected to form a single edge [58]. The result from line fitting is shown
in Figure 5.5(d). Here, the margin of 3 pixels is used as the maximum allowable
deviation. From the figures, we can observe that after line fitting, the number of
edges is reduced and the shapes resemble to the shapes of the crystals. Likewise,
isolated edges and edges that are shorter than a minimum length are removed. The
result from removing the unnecessary edges is shown in Figure 5.5(e).

5.4.2

Edge/Corner features
At the end of edge linking procedure, we extract 10 edge related features listed

in Table 5.1. The lengths of edges are calculated using Euclidean distance measure.
Likewise, the angle between the edges is used to determine if the edges (lines) are
normal to each other. We consider two lines to be normals if the angle θ between
them lies between 60 and 120 (i.e., 60 ≤ θ ≤ 120).
In addition to the edge features described above, we extract line features using
Hough transform. Hough transform is a very popular technique in computer vision
for detecting certain class of shapes by a voting procedure [59], [60]. We apply Hough
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line transform to detect lines in an image. Once the lines are detected, we extract
the following 2 line features - number of Hough lines (ηhl ) and the average length of
line (µhl ).
Corner points are considered as one of the uniquely recognizable features in
an image. A corner is the intersection of two edges where the variation between two
perpendicular directions is very high. Harris corner detection [61] exploits this idea
and it basically measures the change in intensity of a pixel (x,y) for a displacement
of a search window in all directions. We apply Harris corner detection and count the
number of corners (ηhc ) as the image feature.
Feature

Edge

Hough
Harris corner

Symbol
η
η1
η2
ηc
ηp
µl
Sl
lmax
co
lo
ηhl
µhl
ηhc

Description
No of graphs (connected edges)
No of graphs with a single edge
No of graphs with 2 edges
No of graphs whose edges form a cycle
No of line normals
Average length of edges in all segments
Sum of lengths of all edges
Maximum length of an edge
1 if ηc > 0, 0 otherwise
1 if ηp > 0, 0 otherwise
No of Hough lines
Average length of Hough lines
No of Harris corners

Table 5.1: Edge, Hough and corner features

5.5

Histogram features

Histogram is the graphical representation of the image intensity distribution.
It plots the number of pixels for each image intensity. For the fluorescence based
images, green color channel carries the most information. Therefore, we use the
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intensity values in this channel to compute the histogram features. Histogram for
green level is defined as in Equation 5.20.

H[k] =






w
h
X X 1 if IG (p, q) = k
p=1 q=1

(5.20)





0 otherwise

Gray Level Co-occurence Matrix (GLCM) is a matrix of distribution of cooccuring values of green level intensity at a given offset ∆x , ∆y [62]. GLCM using
the green color channel is defined as in Equation 5.21.

GLCM∆x,∆y (i, j) =





h−∆y 
w−∆x
X X 1 if IG (p, q) = i and IG (p+∆x, q+∆y) = j
p=1

q=1





0 otherwise
(5.21)

With (∆x , ∆y ) as (1, 0), (0,1) and (1,1), we obtain 3 GLCMs. Using H and
GLCM , we extract the following features.

1. Average intensity (µ): Average intensity of an image is the sum of intensity of
all pixels divided by the number of pixels. It is calculated as in Equation 5.22.

Pk=255
µ=

k ∗ H[k]
w∗h

k=0

(5.22)

2. Standard deviation of intensity (σ): Standard deviation is a measure of variation
or dispersion of the image intensity. This is calculated as in Equation 5.23.
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s
σ=

Pk=255
k=0

(k − µ)2 ∗ H[k]
w∗h

(5.23)

3. Skewness (sk): Skewness is a measure of asymmetry of the image intensity
distribution about its mean . The skewness value can be positive, negative or
zero. If the skewness is negative, the distribution is said to be left-skewed. If the
skewness is positive, the distribution is said to be right-skewed. It is calculated
as in Equation 5.24.

k=255
X
1
(k − µ)3 ∗ H[k]
sk =
(w ∗ h) ∗ σ 1.5 k=0

(5.24)

4. Kurtosis (kt): Kurtosis is a measure of peakedness of the image intensity distribution. It is calculated as in Equation 5.25.

k=255
X
1
kt =
(k − µ)4 ∗ H[k]
2
(w ∗ h) ∗ σ k=0

(5.25)

5. Entropy (E): Entropy is a statistical measure of randomness. If the image
intensity is constant then entropy is minimum (i.e. zero). If the image intensity
is uniformly distributed then the entropy is maximum. It is calculated as in
Equation 5.26.

E=

255
X

N [k]log(N [k]), where N [k] =

k=0
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H[k]
w∗h

(5.26)

6. GLCM auto-correlation: GLCM auto-correlation is a measure of linear dependence between the elements of co-occurence matrix with offset of ∆m and ∆n.
It is calculated as in Equation 5.27.

ac∆m,∆n =

255 X
255
X

GLCM (i, j) − GLCM (i − ∆m, j − ∆n)
max(GLCM (i, j), GLCM (i − ∆m, j − ∆n))
i=∆m j=∆n

(5.27)

With (∆x , ∆y ) as (1, 0), (0,1) and (1,1), we have 3 GLCMs. Using these GLCMs
and (∆m,∆n) as (1, 0), (0,1) and (1,1), we obtain 3*3 = 9 auto-correlation
features.
7. Image auto-correlation: Image auto-correlation is a measure of linear dependence between pixels of the image with offset of ∆m and ∆n. This is calculated
as in Equation 5.28.

ac∆m,∆n =

255 X
255
X

I(i, j) − I(i − ∆m, j − ∆n)
max(I(i, j), I(i − ∆m, j − ∆n))
i=∆m j=∆n

(5.28)

We extract 3 image auto-correlation features using (∆m, ∆n) as (1, 0), (0,1)
and (1,1).

5.6

Feature set

In the previous section, we described the feature extraction related to the
intensity distribution, shape and size of regions (blobs), edge/corner related features
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and histogram features. This section provides a list of different feature sets used
during different phases of our experiment.

5.6.1

Intensity and region features
While developing of our classification system, we initially focused on extracting

intensity statistics features, and features related to shape and size of regions (blobs).
These features were found to be quite helpful for 3-class classification. Table 5.2
provides the list of intensity and region features. This feature set consists of 6 intensity
features and 9 region (blob) features. These features are dependent on a binary image.
A binary image can be obtained using any method. The classification results using
this feature set is provided in the next chapter.
Feature

Intensity features (6)

Region features (9)

Symbol
τ
Nf
µf
σf
µb
σb
n
a1
f1
p1
u11
u12
ζ1
a
f

Description
Threshold intensity using Otsu
No of white pixels
Avg intensity in foreground
Std deviation of intensity in foreground
Avg intensity in background
Std deviation of intensity in background
No of blobs
Area of the largest blob
Fullness of the largest blob
Perimeter pixel count of the largest blob
Non-uniformity measure 1 of the largest blob
Non-uniformity measure 2 of the largest blob
Symmetry measure of the largest blob
Average area of the 3 largest blobs
Average fullness of the 3 largest blobs

Table 5.2: Table with preliminary intensity and region features list
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5.6.2

Region features for crystals classification
For the crystals sub-classification, we initially focused on extracting shape and

size of regions (blobs) as the image features. Table 5.3 provides a list of region features
that were used in the initial crystal sub-classification experiment. The classification
results using this feature set is provided in the next chapter.
Symbol
n
ac
a1 ,a2 ,a3
p1 ,p2 ,p3
f1 ,f2 ,f3
ch1 ,ch2 ,ch3
e1 ,e2 ,e3

Description
Number of blobs
Convex hull area enclosing all blobs
No of white pixels in 3 largest blobs
Perimeter of 3 largest blobs
Fullness of 3 largest blobs
Convex hull area of 3 largest blobs
Eccentricity of 3 largest blobs

Table 5.3: Table with region features for crystals classification

5.6.3

Revised binary image features
Since both the intensity distribution features and region features are dependent

on a binary image, we decided to group all these features together. Also, some of the
region features such as non-uniformity and symmetry are excluded. Table 5.4 provides
a list of the revised binary image features. The binary image can be obtained using
any method. This feature set consists of 7 global image features and 6 blob features.
For n blobs, n × 6 blob features can be extracted. The largest blobs in a binary image
correspond to the most useful objects in the binary image. Therefore, we extract the
region features from k largest blobs. If n < k, the feature values for the blobs On+1
to Ok is set as 0.
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Feature

Global image features

Blob features

Symbol
Nf
µf
σf
µb
σb
Ac
n
µi
σi
ai
fi
pi
ri

Description
No of white pixels
Avg intensity in foreground
Std deviation of intensity in foreground
Avg intensity in background
Std deviation of intensity in background
Area of convex hull
No of blobs
Avg intensity of the ith largest blob
Std deviation of intensity of ith largest blob
Area of the ith largest blob
Measure of fullness of ith largest blob
Blob perimeter of ith largest blob
Measure of roundness of ith largest blob

Table 5.4: Table with revised binary image features list
5.7

Computation time

Table 5.5 provides the computation time for each feature set. The region features (Table 5.4) are computed using the binary images from Otsu’s method, G90
and G99 methods. For the region features, from each binary image, 5 largest blobs
(regions) were extracted and their features were extracted. These features were calculated on a dataset of 2756 images. On a Windows 7 Intel Core i7 CPU @2.4 GHz
system with 12 GB memory, it takes roughly 1.5 seconds per image to extract the
features. This feature extraction time falls within the computation time limit for our
target system.

5.8

Summary

In this chapter, we described our techniques for extracting useful image features for automated image analysis. We extract global image features, histogram
features and features related to shapes and sizes of high intensity regions and edge
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Feature name
ROtsu
RG90
RG99
Edge
Hist

Feature description
No of features
Intensity/Region features
37
using Otsu
Intensity/Region features
37
using G90
Intensity/Region features
37
using G99
Edge/Corner features
13
Histogram features
17

Per image time (s)
0.31
0.55
0.24
0.28
0.09

Table 5.5: Table showing average computation time for different feature sets
features. Image processing and feature extraction roughly takes 1.5 seconds per image which falls within the computation time limit for the target system. In the next
chapter, we describe how these image features are used to develop a decision model
to support the automated analysis of protein crystallization trial images.
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CHAPTER 6

CRYSTALLIZATION TRIALS CLASSIFICATION

Automated image analysis involves extracting useful image features and applying some classification models based on the image features on a trained dataset.
In Chapter 5, we described the image processing and feature extraction steps. We
extract global image features, histogram features, region features and edge features.
In this chapter, we describe the experimental results for first-level crystallization trials classification and crystal sub-classification using these features. For both of these
classification problems, we provide the preliminary results and extended results. Furthermore, we describe the integration of our classification system into the CrystalX2
system. This chapter includes parts from the articles [4], [63] and [64].

6.1

Challenges and our proposed solution

Crystallization trial classification is very challenging because of several reasons. Firstly, there are many categories (9 categories according to Hampton’s scale).
As the number of categories increases, developing a reliable classification model is
difficult. Secondly, labeling the data is very difficult because of less variability of
images in different categories. Thirdly, the critical categories are represented less. To
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encounter these problems, we consider 2-stage classification which divides the classification problem into 3-class classification (non-crystals, likely-leads and crystals) at
the first level and crystal sub-classification at the second level. Since critical categories
are represented less, we put all available data from such categories while reducing the
images from frequently occurring image categories. In addition, we select the classification results based on overall accuracy, probabilistic accuracy (Pacc) and sensitivity
of critical categories.

6.1.1

Max-class ensemble method
For the 3-class classification, we can consider the problem as a classification

problem where the categories are ranked. Higher rank corresponds to higher probability of presence of crystals or likelihood of containing crystals. One approach to
solve such problem is to bias the classifier towards higher ranked categories. Ensemble methods provide a model for combining predictions from multiple classifiers.
Essentially, the goal is to reduce the risk of misclassification. Bagging and boosting are two popular methods of selecting samples for ensemble methods [65]. Most
often, majority voting or class-averaging is used to determine the result score from
an ensemble classifier. Protein crystallization has a class imbalance problem. The
number of precipitates that lead to crystals is small. Typical classifiers are biased
toward the crowded classes and try to predict them with high sensitivity. Although
overall accuracy is improved, the crystals might be missed. The cost of missing a
crystal is significantly high. A majority voting approach that is used by traditional
ensemble techniques might fail for these cases. To avoid missing crystals or to assign
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proper scores to precipitates that are close to the crystallization phase, we propose
our max-class ensemble method. The max-class ensemble method works as follows.
Let Mkt (pm ) denote the class of the precipitate pm using classifier Mk at time instant
t. Then the max-class ensemble method is defined as max1≤t≤τ (max1≤k≤w Mkt (pm))
where 1 ≤ t ≤ τ and 1 ≤ k ≤ w assuming w classifiers and τ observations.

6.2

Experimental data

For the classification, we have 3 datasets. The images are collected using the
CrystalX2 by iXpressGenes, Inc. This is a fluorescence based microscopy system for
scanning protein crystallization trial well plates. All the images are hand scored by
an expert according to Hampton’s scale.

6.2.1

Dataset 1
The first dataset consists of 2250 labeled images. Table 6.1 provides the data

distribution into different categories. 1514 (67.3%) are non-crystal images, 404 (18%)
are likely-leads images and 481 (14.8%) crystal images. Most images belong to noncrystal category. We add more crystal images into the dataset to include all kinds
of crystals and to reduce the class imbalance in the training. The first phase of our
experiments were conducted on this data.
Category
Non Crystals
Likely Leads
Crystals
Total images

No of images
1514
404
332
2250

Percentage
67.3%
18.0%
14.8%
100%

Table 6.1: Dataset 1 image distribution
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6.2.2

Dataset 2
The second dataset consists of 212 crystal images. The images are hand-

labeled into 4 different categories - needles, small crystals, large crystals, and other
crystals. The images are categorized based on the size and shape of crystals and are
different from the Hampton’s scale. Description of each category is provided next.
Description of each category is provided next.

1. Needle crystals: Needle crystals have pointed edges and look as needles. These
crystals can appear alone or as a cluster in the images. The overlapping of
multiple needle crystals on top of each other makes it difficult to get the correct
crystal structure for these images.
2. Small crystals: This category contains small sized crystals. These crystals can
have 2-dimensional or 3-dimensional shapes. These crystals can also appear
alone or as a cluster in the images. Because of their small size, it is difficult to
visualize the geometric shapes expected in crystals.
3. Large crystals: This category includes images with large crystals with quadrangle (2-dimensional or 3-dimensional) shapes. Depending on the orientation of
protein crystals in the solution, more than one surface may be visible in some
images.
4. Other crystals: - The images in this category may be combination of needles,
plates, and other types of crystals.
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Category
Needles
Small crystals
Large crystals
Other crystals
Total

No of images % representation
51
24%
43
20%
74
35%
44
21%
212
100%

Table 6.2: Image distribution in different categories for crystal images
Table 6.2 provides the image distribution of the images in the dataset. The
proportion of the classes are 24% (needles), 20% (small crystals), 35% (large crystals)
and 21% (other crystals), respectively. The first phase of crystal sub-classification
was conducted on this data.

6.2.3

Dataset 3
This is a larger dataset with the images labeled into 10 categories. Table 6.3

provides the distribution of our dataset into different categories. There are 2756
images which are hand scored by the expert. Among these, 1600 are non-crystal images, 675 are likely-leads images and 481 crystal images. Because of the illumination
problems, some images are blurry. Similarly, some images may consist of crystals at
different phases. In quite a few images, the intensity is very high and this makes it
difficult to group the image into particular category. These images may need to be
captured again. For the sub-classification, under each categories, there are doubtful
images. These images are discarded while building training model for classification.
Both the basic classification and crystal sub-classification experiments are conducted
on this data.
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Category

Total images

Non-crystals

1600

Likely-leads

675

Crystals

481

Sub-category
Clear drop
Phase separation
Precipitate
Doubtful
Micro-crystals
Unclear bright images
Doubtful
Dendrites/Spherulites
Needles
2D Plates
Small 3D crystals
Large 3D crystals
Doubtful

Total

No of images
1273
1
204
122
122
369
184
63
153
8
129
35
93
2756

Table 6.3: Dataset 3 image distribution
6.3

Basic (3-class) classification

The objective of this classification is to categorize the trial images into 3 high
level categories- non-crystals, likely-leads, and crystals. Initially, we developed classification based on image intensity features and region features using different thresholding techniques. Neural network classifier and our max-class ensembled methods
were used for the classification. Later, we revised some of the image features and also
added histogram features. The classification was done using several classifiers such
as naı̈ve Bayesian, neural network and random forest.

6.3.1

Preliminary results
To extract the image features, we focused on intensity statistics and region fea-

tures. We generate binary images by three thresholding techniques - Otsu’s threshold,
green percentile threshold with p=90% (G90 ) and green percentile threshold with
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p=99%(G99 ). Using each binary image, 15-dimensional feature vector (Table 5.2)
is obtained. The combined features from 3 binary images resulted 45-dimensional
feature vector. We present the results using multi-layer perceptron (MLP) and our
max-class ensemble method. This method biases the classification toward high classes
(or scores). The experiments are conducted on dataset 1.
Using MLP classifier - The classification results using MLP with a single hidden layer, 24 nodes in the hidden layer, and 0.3 learning rate are provided in the
form of a contingency table in Table 6.4. The overall accuracy is 90% [(1469 + 299 +
262)/2250]. Table 6.4 also provides the precision-recall using one-vs-all [66] for each
category. The non-crystals are fairly well detected (97%). This category corresponds
to the crystallization conditions which are discarded from further experiments. Since
most of the images belong to this category, the effort for manual review of the classification results is greatly reduced. Likewise, the recall for the likely leads and crystals
categories are 0.74 and 0.79, respectively. The system misses around 2% (6 out of 332)
actual crystals. The images classified as likely leads and crystals are to be reviewed
by an expert. The misclassification of the non-crystal images to the higher categories
leads to 6% [(42 + 3)/(405 + 324)] unnecessary checks for the images that surely do
not contain crystals.
Actual/Observed Non-crystals
Non-crystals
1469
Likely-leads
46
Crystals
6
Observed total
1521
Precision
0.97

Likely-leads
42
299
64
405
0.74

Crystals
3
59
262
324
0.81

Actual total
1514
404
332
2250
0.84

Table 6.4: Classification results using MLP

91

Recall
0.97
0.74
0.79
0.83

Using max-class ensemble method - Classifying a crystal as a non-crystal is a
more critical problem than classifying a non-crystal as a crystal. Because of the cost
of missing a crystal, the critical performance measure for protein crystallization data
set is the recall of the crystal category. The recall using MLP classifiers is 0.79, which
is not high. To overcome this issue, we have done experiments with our max-class
ensemble classification method. In our ensemble method, we execute three multilayer
perceptron (MLP) classifiers using the features from each thresholding method (Otsu,
G90 , G99 ). We execute another MLP classifier with all features combined. Each image
has now four predicted classes which could be the same or different. The result class
(or score) is the maximum class (or score) from all these classifiers.
Actual/Observed Non-crystals
Non-crystals
1402
Likely-leads
8
Crystals
4
Observed total
1414
Precision
0.99

Likely-leads
97
270
16
383
0.7

Crystals
15
126
312
453
0.69

Actual total
1514
404
332
2250
0.8

Recall
0.93
0.67
0.94
0.84

Table 6.5: Classification results using max-class ensemble

The overall accuracy with max-class ensemble method is 88% [(1402 + 270 +
312)/2250]. In comparison to the first approach, the number of false negatives (i.e.,
classifying an image in a high class to a lower class) is decreased at the cost of increase
in false positives (i.e., classifying an image in a low class to a higher class).
Figure 6.1 shows the precision-recall plot for single MLP and max-class ensemble method. For each method, the precision and recall for individual categories
are plotted. With the MLP method, the precision and recall for non-crystal category is very high compared to the measures for the other two categories. With the
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Figure 6.1: Performance comparison of MLP vs max-class ensemble for different
categories
max-class ensemble method, both the precision and recall for class 0 (non-crystals)
are very high. The precision for class 0 (non-crystals) is close to 99%. The recall for
crystals is increased from 0.79 (first method) to 0.94 (max-class ensemble method).
Only 1.2% (4 out of 332) actual crystals are predicted as non-crystals.
Results using semi-supervised technique: To determine whether our classification problem benefits from semi-supervised approaches, we perform classification
experiments using two semi-supervised classification algorithms - self-training and Yet
Another Two Staged Idea (YATSI) [67]. Our results demonstrate that as the training
size increases, the supervised classifiers outperform the semi-supervised classification
performances [68]. This is described in detail in Chapter 7.
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6.3.2

With revised features
Our preliminary results showed that global intensity features and region fea-

tures are useful for crystallization trials classification. To improve the accuracy further, we incorporated histogram features described in Chapter 5. We consider three
approaches for image binarization - (Otsu, G90 and G99 ). To study classification results using different feature combination, we consider the 4 feature sets in Table 6.6.
There are a total of 15 different feature combinations.
Feature set
R Otsu
R G90
R G99
Hist

Description
Image features using Otsu
binary image
Image features using green percentile
thresholding with p=90% (G 90)
Image features using green percentile
thresholding with p=99% (G 99)
Histogram features

Reference feature table
Table 5.4 using Otsu
Table 5.4 using G90
Table 5.4 using G99
Section 5.5

Table 6.6: Feature sets for 3-class classification

Table 6.7 shows the classification results with different feature set combinations and random forest (RF) as the classifier. RF provided the best results among
different classifiers. Therefore, only the results with RF is presented here. The dataset
in Table 6.3 is used for the validation. The classification results are averaged over 10
runs of 10-fold cross validation. For each result, performance measures- accuracy and
probabilistic accuracy are provided. Sensitivity column represents the sensitivity of
crystals vs others. The adjusted sensitivity (adj sens) is calculated as the sensitivity
of likely-leads and crystals combined. From Table 6.7, we can observe that by using
random forest classifier and the global intensity and region features only, we obtain
a reasonable classification performance (> 88% accuracy). The intensity and region
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features using R Otsu, R G90, R G99 individually have the least performance compared to other combinations. By combining the features together, the classification
performance is improved. Histogram feature set individually performs very good to
classify the trials. The best results is obtained by the combination of R Otsu, R G99
and histogram features. Considering classification of crystals as likely-leads to be
acceptable mistake, the system exhibits very high sensitivity.
Feature set
R Otsu, R G99, Hist
R Otsu, R G90, Hist
R Otsu, R G90, R G99, Hist
R G90, Hist
R G90, R G99, Hist
Hist
R Otsu, R G90, R G99
R G99
R G90
R Otsu

ACC PACC
0.94
0.91
0.94
0.91
0.94
0.91
0.94
0.90
0.94
0.90
0.93
0.89
0.90
0.87
0.89
0.85
0.89
0.86
0.88
0.85

SENS
0.76
0.75
0.74
0.76
0.74
0.73
0.68
0.66
0.65
0.65

ADJ SENS
0.99
0.98
0.98
0.99
0.99
0.99
0.93
0.93
0.92
0.91

Table 6.7: 3-class classification with random forest on different feature combinations

6.4

Crystal classification

The main interest for crystallographers is the formation of large 3D crystals
suitable for X-ray diffraction. Other crystal structures are also important as the
crystallization conditions can be optimized to get better crystals. Therefore, it is
necessary to have a reliable system that distinguishes between different types of crystals according to the shapes and sizes. In our preliminary study [?] [64], we presented
classification of crystals into 4 categories. We then performed classification experi-
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ments on larger dataset (dataset 3) using revised image features. The classification
results for the two cases are presented next.

6.4.1

Preliminary results
In this experiment, we consider the crystal images in dataset 2 (Table 6.2). The

images are grouped into 4 categories - needles, small crystals, large crystals and other
crystals. The proportions of the classes are 24% (needles), 20% (small crystals), 35%
(large crystals) and 21% (other crystals), respectively. For each image, thresholded
images are obtained using green percentile binarization with p=90 (G90 ) and p=99
(G99 ). From each binary image, 17 region features (Table 5.3) and 13 edge/corner
features (Table 5.1) are extracted. The features are grouped into three categories region features, edge/corner features and combined features. For the classification, we
test using decision tree and random forest classifier. Table 6.8 shows the classification
accuracy using the selected classifiers and feature sets. The values are computed as
the average accuracy over 10 runs of 10-fold cross validation. Region features alone
does not provide good accuracies. With edge-corner features only, we obtain 73%
accuracy with decision tree and 75% accuracy with random forest. Combining the
two features improves the overall accuracy.

Decision tree
Random forest (N=200)

Region features
0.56
0.63

Edge-Corner-Line features All features
0.73
0.72
0.75
0.78

Table 6.8: Classification correctness comparison
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The best accuracy is obtained with random forest classifier and combined set of
features. For this combination, we obtained accuracy in the range 75-80%. Table 6.9
shows a sample confusion matrix using 200 trees for the random forest. The overall
accuracy is 78.3%. The sensitivity for large crystals is 88%.
Actual Class
other crystals
needles
small crystals
large crystals

other crystals
28
0
3
6

Observed Class
needles small crystals
6
2
42
6
3
31
0
3

large crystals
8
3
6
65

Table 6.9: Confusion matrix with random forest classifier (No of trees = 200)

Among the 4 classes, we can observe that the system distinguishes the small
crystals and needle crystals with high accuracy. Distinction between large crystals
and other crystals is the most problematic. From our discussion with the expert,
small and large crystals are the most important crystals in terms of their usability for
the diffraction process. Therefore, it is critical not to misclassify the images in these
categories into other two categories. From Table 6.9, we observe that our system
misses 6 small crystals (3 images grouped as other crystals and 3 images grouped as
needles). Likewise, our system classifies 6 large crystals as other crystals. In overall,
our system misses 12 [3+3+6] critical images. Thus, the rate of miss of critical
crystals of our system is around 6% [12/212]. This is a promising achievement for
crystal sub-classification of crystal categories. The average accuracy over 10 runs of
10-fold cross validation is 78%.
As the number of trees for random forest classifier is increased, the accuracy
is increased up to a certain extent. Figure 6.2 provides the performance comparison
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for accuracy and computation time for training and testing versus the number of
trees. The best accuracy is obtained with number of trees (NTrees) = 200. As the
number of trees parameter for random forest increases, the computation time also
increases. The computation time for training and testing time increases linearly with
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Figure 6.2: Performance comparison (Accuracy and Performance Computation vs
No of trees of random forest)

6.4.2

5 class with revised features
Our preliminary results on 4-class classification suggested that combined region

and edge features are very helpful for crystal categories sub-classification. For the 5class crystal classification dataset in Table 6.3, we performed further experiments.
All the doubtful images are ignored during the training/testing phase. To analyze
the performance of different feature combinations, we performed classification with
the 5 feature sets provided in Table 6.10. There are a total of 31 different feature
combinations.
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Name

Description
Image features using Otsu
R Otsu
binary image
Image features using green percentile
R G90
thresholding with p=90% (G 90)
Image features using green percentile
R G99
thresholding with p=99% (G 99)
Hist
Histogram features
Edge
Edge/corner features

Reference feature table
Table 5.4 using Otsu
Table 5.4 using G90
Table 5.4 using G99
Section 5.5
Section 5.4

Table 6.10: Feature sets for crystal classification
We applied 5 different classifiers (naı̈ve Bayesian, support vector machine,
random forest, decision tree and neural network) for classification. Random forest
provided the best performance among all classifiers. Table 6.11 shows the classification results with different feature set combination with random forest as the classifier.
The classification results are averaged over 10 runs of 10-fold cross validation. For
each result, performance measures: accuracy and probabilistic accuracy are provided.
Sensitivity column represents the sensitivity of crystals vs others. The adjusted sensitivity (adj sens) is calculated considering small crystals and large crystal groups
together. Only the best 6 classification results are provided in Table 6.11.
Feature combination
R G90, R G99, Edge
R G90, Hist, Edge
R Otsu, R G90, R G99, Edge
R Otsu, R G90, R G99,
Hist, Edge
R G90, Edge
R Otsu, R G90, R G99

ACC PACC
0.71
0.63
0.69
0.64
0.69
0.62

SENS
0.43
0.46
0.40

ADJ SENS
0.84
0.82
0.82

0.69

0.61

0.34

0.84

0.68
0.68

0.61
0.60

0.40
0.26

0.80
0.83

Table 6.11: Classification results for crystal sub-classification for different feature
combination
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Combined R G90, R G99 and edge features has the best performance (71%
accuracy). The edge feature is present in all of the best 5 feature combinations.
This suggests that edge features is the most critical features for classification of crystal images. Using only the region features, we obtain 68% accuracy for the 5-class
classification problem.

6.5

Integration into CrystalX2

The 3-class classification is integrated into the commercial CrystalX2 system
and can be processed in parallel with image acquisition. This feature is also available
offline. Likewise, the crystal sub-classification feature is available offline only.
On the CrystalX2 software, we provide a feature for automated scoring of protein crystallization images into 3-basic categories (non-crystal, likely-leads or crystal).
Figure 6.3 shows the user interface for processing the auto-scanning of crystallization
well plates. Automated scoring can be enabled while collecting images during auto
scan. By default, auto scoring is disabled. Enabling the auto-scoring will perform
the image processing in parallel to image acquisition. When the two processes (acquisition and processing) are executed in parallel, the overall time to complete the
auto-scan increases slightly compared to the time it takes with auto-scan only (i.e.,
without image processing). For example, the processing time increases from 13 minutes to 15 minutes for a 96-well plate with 3 images per well and scoring for one light
source. The user can see the results using the protein scoring interface after the auto
scan is complete.
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Figure 6.3: Snapshot showing auto-scoring feature on CrystalX2 for auto-scan
The crystallization trials classification is implemented as a C# Windows Presentation Framework (WPF) application. Figure 6.4 provides a snapshot of the application. The user interface consists of a tree structure view of image folders on the
left column. Experiment folders can be selected to process the classification. Multiple subfolders can be selected for processing. On the offline version, it takes around
2 seconds to process a single image. By default, when a subfolder is selected, all
the images are displayed in the center area. If the subfolder is processed, filtering
can be done by selecting the image category on the top. Selecting an appropriate
radio-button filters the images displayed on that category.
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Figure 6.4: Sample snapshot of trials scoring system
6.6

Summary

In this chapter, we discussed the results of 3-class classification and crystal subclassification based on preliminary features and revised feature sets. For the 3-class
classification, we achieve an accuracy of 94% on our dataset. The histogram features
combined with region features gives the best performance for the basic classification.
The automated classification is integrated into CrystalX2 and can be run together
with the image acquisition which only slightly increases the image acquisition time.
For the crystal sub-classification into 5 categories, we achieve an accuracy of 71%.
The edge features is the most useful set of features for crystal images classification.

102

Higher classification results (78%) is obtained if we re-organize the crystal image
categories into needles, small crystals, large crystals and other crystals. The crystal
sub-classification feature is available as an offline feature.
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CHAPTER 7

EVALUATION OF SEMI-SUPERVISED LEARNING FOR
CRYSTALLIZATION TRIALS CLASSIFICATION

In the previous chapter, we described crystallization trials classification using
supervised classification techniques. Since labeling of images is very difficult, and new
images are collected everyday, we wanted to investigate if the training models could
be improved by using the limited labeled data. Semi-supervised learning targets the
situation where the labeled data is very low and the objective of this technique is
to make use of the unlabeled data to create better learning models. In this chapter,
we investigate the performance of two semi-supervised learning algorithms for classification of protein crystallization images on limited labeled images scenario. These
results are compared with the basic supervised learning using the same training sets.
This chapter is based the paper published in the proceedings of IEEE SouthEastConf
2014 [68].

7.1

Introduction

In supervised learning, labeled data are used to train a prediction model. In
general, supervised learning algorithms perform well only when there is sufficiently
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large number of training data. For cases where the proportion of labeled data instances is small compared to the unlabeled instances, researchers have proposed semisupervised learning. The situation of having limited labeled data suits very well to
the protein crystallization image classification problem. High throughput methods
have been developed in recent years trying to identify the best conditions to crystallize proteins [69]. The images are scanned periodically to determine the state change
or the possibility of forming crystals. With large number of images being captured,
it is necessary to have a reliable classification system to distinguish the crystallization states each image belongs to. It is very tedious to manually label the protein
images by an expert since the protein crystal growth rarely happens. We would like
to analyze how much the classification accuracy can be improved by using the limited
labeled data and then processing the unlabeled data using trained models.
In Chapter 3, we provided a detailed review of the research studies for protein
crystallization classification problem. To solve the classification problem, a variety
of classification algorithms such as support vector machines (SVMs), decision trees,
neural networks, boosting, and random forest have been proposed [4]. Alternatively,
combination of multiple classifiers has also been studied in the literature [30]. Nevertheless, the reported accuracy has not been very reliable, and therefore the classification of crystallization images still remains an important problem. To improve the
performance of the classifiers, there has been a trend to increase the size of training
data. Cumba et al. built their model based on 165,351 hand-scored images and used
random forest for classification [70]. Likewise, Po and Laine used a neural network
classifier on a training dataset consisting 79,632 images [71]. Being able to create re105

liable classifiers using limited labeled data can save a lot of time and effort for expert
labeling [4].
Several semi-supervised algorithms have been proposed in the literature. Chapter 3 provided a summary of recent developments in this area. In this study, we
consider self-training and Yet Another Two Staged Idea (YATSI) methods of semisupervised methods. Self-training is an iterative method where a training model is
retrained using the high confidence prediction from the previous iteration to find the
actual predictions for unlabeled data. This is also a wrapper based semi-supervised
approach. Besides predicting the label for an instance, the classifiers should output
a value for the confidence on that prediction. Hence, not all supervised classifiers
can be used as the base classifier with this approach. YATSI is a two stage semisupervised learning algorithm. Firstly, the labeled data is used to form the prediction
model using a supervised classifier. This model is used to get pre-labels for the test
instances. Secondly, K-neighborhood algorithm is applied on the combined labeled
and pre-labeled instances to predict actual labels for the test (pre-labeled) instances.
Our work investigates the performance of supervised versus semi-supervised
algorithms for the protein crystallization image classification problem with limited
labeled data. Firstly, we use sequential minimal optimization (SMO) and naı̈ve
Bayesian (NB) to evaluate semi-supervised learning using self-training. Secondly,
we evaluate the performance of five supervised classification techniques NB, multilayer perceptron neural network (MLP), SMO, J48 decision tree [72] and random
forest (RF)). We use these classification techniques with YATSI to evaluate the performance of semi-supervised learning.
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7.2

Experimental results

We consider three image categories (non-crystals, likely-leads and crystals) for
protein crystallization images. Non-crystals are the images which we are sure not
to have crystals. Likely-leads consists of images having highly illuminated regions
without clear crystal shapes. These images require further review by the experts
hopefully with better image focus. The crystal category consists of images having
crystals of different shapes such as dendrites, needles, plates and 3D crystals.
For feature extraction, we follow the image processing steps as described in
Chapter 5. Initial pre-processing steps include image resizing to 320x240 pixels, median filtering and applying three dynamic image thresholding methods (Otsu, G90 ,
G99 ). Connected component labeling is done on the thresholded images and corresponding blob features are extracted. From each binary image, we extract 6 intensity
related features and 9 blob related features (Table 5.2). Therefore, we extract a total
of 3*(6+9) = 45 features per image.
Our experimental dataset consists of 2250 expert labeled images (Table 6.1)
with 67% non-crystals, 18% likely leads and 15% crystals. Most crystallization
images belong to non-crystal category. Hence, we included more crystal images in
our dataset to reduce the class imbalance in the training and to include all kinds of
crystals. In this study, we consider two classification problems (2-class and 3-class)
for the protein crystallization image classification. For the 2-class problem, images in
likely-leads and crystals categories are grouped together to form a single class called
likely crystals. The two classes, non-crystals and likely crystals are represented as
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67% and 33% in the dataset. 3-class classification is performed using the original
image categories.
We evaluate the classification performances of two generic semi-supervised algorithms - self-training and Yet Another Two Stage Idea (YATSI) using different
base classifiers. Our experiments assume limited labeled data availability. We evaluate the performance of selected classifiers for 5 different training sizes (1%, 2%,
5%, 10%, and 20%) of the labeled data. In each of these cases, remaining portions
of the data (99%, 98%, 95%, 90%, and 80%) are used for testing (i.e., considered
as unlabeled data). For the supervised learning algorithms, we use classifiers from
WEKA project (www.cs.waikato.ac.nz/ml/weka), which are implemented in Java [72].
For the YATSI implementation, we use collective classification package available
from MARSDEN project (http://www.cs.waikato.ac.nz/ fracpete/projects/collectiveclassification/). Programs are written and tested in Java programming language in
Eclipse environment.

7.2.1

Performance comparison with self-training
In our experiments, we use naı̈ve Bayesian (NB) and sequential minimal op-

timization (SMO) as the base classifiers for self-training. Since this is an iterative
method, we can proceed the self-training many times. We only perform a single
iteration. One parameter that can be adjusted to limit the pre-labeled data into retraining is the threshold for the minimum confidence (c) for prediction. We evaluate
our experiments for 3 different values of c (0.8, 0.9 and 0.95) for minimum confidence.
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Classifier
1%
NB
Self-NB (c=0.8)
Self-NB (c=0.9)
Self-NB (c=0.95)
SMO
Self-SMO (c=0.8)
Self-SMO (c=0.9)
Self-SMO (c=0.95)

Training size
2%
5%
10%

84.82 87.38
85.48 87.27
85.57 87.28
85.63 87.28
82.56 88.39
83.01 89.13
83.14 89.28
83.22 89.53

20%

87.84 87.79 87.88
87.96 87.84 87.89
88.02 87.81 87.86
88.02 87.86 87.85
88.53 88.59 89.02
89.11 89.27 89.20
89.18 89.37 89.32
89.43 89.58 89.48

Table 7.1: 2-Class classification performance with self-training for naı̈ve Bayes and
SMO classifiers

Figure 7.1: Supervised vs Self-training performance comparison for a) Naı̈ve
Bayesian b) Sequential minimum optimization (SMO)
Table 7.1 shows the experimental results with self-training for 2 classifiers
with different values of c. Self-NB and Self-SMO correspond to the performances
with self-training for NB and SMO classifiers, respectively. The value for c in the
parentheses refer to the minimum confidence used to select the pre-labeled instances
for re-training. Figure 7.1(a) and Figure 7.1(b) provide the performance comparison
plot for the two classifiers. Our results indicate that both NB and SMO classifiers
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using self-training improve accuracies with respect to supervised learning. For NB,
the performances with self-training is improved very slightly. For SMO, the accuracies
with self-training is improved by around 1% over the accuracy with SMO alone. For
both the classifiers, the accuracy is usually improved for higher value of c. Although
the accuracies are improved by using self-training, the time complexity of the method
is significantly high.

7.2.2

Performance comparison with YATSI
In this study, we consider the following five supervised classification techniques

- naı̈ve Bayesian (NB), sequential minimum optimization (SMO), J48, multilayer
perceptron (MLP) and random forest (RF) and their five YATSI semi-supervised
learning counterparts - YATSI with naı̈ve Bayesian (Y-NB), YATSI with SMO (YSMO), YATSI with J48 (Y-J48), YATSI with MLP (Y-MLP) and YATSI with random
forest (Y-RF).
For all the supervised classifiers, we apply the default settings provided in
Weka [72]. For YATSI classifiers, we test K-nearest neighbors (KNN) with 10, 20 and
30 neighbors. For the YATSI classifiers, the weighting factor for pre-labeled data (F)
is set to 1.
Table 7.2 provides the classification results for the 2-class problem for 5 supervised classifiers and corresponding YATSI classifiers. In the classifier column, for
YATSI classifiers, the value for KNN is given in parenthesis. In each column, the
largest value is highlighted to indicate the best classifier for the given training size.
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Classifier
NB
Y-NB (K=10)
Y-NB (K=20)
Y-NB (K=30)
MLP
Y-MLP (K=10)
Y-MLP (K=20)
Y-MLP (K=30)
SMO
Y-SMO (K=10)
Y-SMO (K=20)
Y-SMO (K=30)
J48
Y-J48 (K=10)
Y-J48 (K=20)
Y-J48 (K=30)
RF
Y-RF (K=10)
Y-RF (K=20)
Y-RF (K=30)

1%
84.82
86.01
86.74
86.78
82.86
82.26
82.48
82.57
82.56
83.57
83.83
83.93
89.06
88.40
88.18
87.87
84.41
84.31
84.67
84.54

Training size
2%
5%
10%
87.38 87.84 87.79
88.59 89.64 89.90
88.65 90.15 89.91
88.76 90.19 89.62
88.26 90.95 93.60
88.06 89.99 92.09
88.22 89.88 92.58
88.31 90.07 92.46
88.39 88.53 88.59
88.10 90.41 92.09
87.94 90.34 91.90
88.10 90.60 91.66
88.62 91.71 92.72
88.50 90.76 91.92
88.44 90.52 92.54
88.52 90.97 92.39
88.77 92.20 94.21
88.64 90.92 92.08
88.31 90.62 92.48
88.34 90.96 92.36

20%
87.88
91.19
90.62
90.28
95.13
92.94
92.86
92.87
89.02
92.98
92.97
92.81
94.49
93.02
93.08
92.96
95.86
92.99
92.93
93.01

Table 7.2: 2-Class classification performance for different classifiers
Figure 7.2 shows the performance comparison graphs for each classification method
for the 2-class problem.
Performance of classifiers: Our initial observation is that naı̈ve Bayesian and
SMO classifiers benefit from YATSI. The performance of these classifiers improved
with YATSI. Naı̈ve Bayesian classifier with YATSI improved its accuracy by 1.96
% for 1% training size and by 2.4% for 20% training size using 30 neighbors. For
naı̈ve Bayesian, performance improved with semi-supervised approach regardless of
the portion of training data. This can be visualized in Figure 7.2(a). Similarly, SMO
with YATSI approach improved its accuracy by 1.37% for 1% training size and 3.79%
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Figure 7.2: Supervised vs YATSI semi-supervised performance comparison for 2class classification a) Naı̈ve Bayesian b) Multilayer perceptron (MLP) c) Sequential
minimal optimization (SMO) d) J48 e) Random forest f) Best classifier for each of
the five classifiers
for 20% training size. Figure 7.2(c) shows that the YATSI-SMO approach provides
significant improvement over SMO for all training sizes.
Our results indicate that MLP, J48, and random forest classifiers do not benefit
from YATSI method. The performance of random forest with YATSI is almost 2.85%
down the supervised one for 20% training whereas it is almost similar for 1% training
set.
In general, the performances of the YATSI classifiers improved with higher
values for KNN up to certain value. For higher values of KNN, the variation in
performance was not consistent. A good choice for KNN is critical for the performance
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of YATSI classifiers. For real deployment of the classifiers, the value for KNN can be
determined by optimizing the performance on a validation set.
As the size of training data increases, the performance is improved for all
classifiers. This is usually true for the semi-supervised approach as well. This improvement comes at the cost of extra labeled data. Hence, this should be analyzed
separately.
In Figure 7.2(f), we plot the graphs combining the best conditions for each
of the five classifiers considered. This allows us to compare the performances of all
classifiers in a single figure. From the figure, we can observe that supervised learning
using random forest provided the best performance on our dataset.
Performance over 3-class classification: We also investigated the performances
of supervised versus YATSI semi-supervised approach for the 3-class problem. Table 7.3 provides the classification results for the 3-class problem and Figure 7.3 shows
the corresponding performance graphs for each classification method. Our results
show that the results for the 2-class and 3-class problems are almost consistent. Similar to the results for the 2-class problem, the performances of naı̈ve Bayesian and
SMO classifiers are improved by the YATSI approach. Naı̈ve Bayesian classifier with
YATSI improved its accuracy by 1.95 % for 1% training size and by 2.45% for 20%
training size using 30 neighbors. Similarly, SMO-YATSI improved by 0.66% for 1%
training size and by 4.46% for 20% training size. Overall improvement by the YATSI
approach for the two classifiers over supervised approach can be visualized in Figure 7.3 (a) and Figure 7.3 (c).
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Classifier
1%
NB
Y-NB (K=10)
Y-NB (K=20)
Y-NB (K=30)
MLP
Y-MLP (K=10)
Y-MLP (K=20)
Y-MLP (K=30)
SMO
Y-SMO (K=10)
Y-SMO (K=20)
Y-SMO (K=30)
J48
Y-J48 (K=10)
Y-J48 (K=20)
Y-J48 (K=30)
RF
Y-RF (K=10)
Y-RF (K=20)
Y-RF (K=30)

73.92
75.11
75.61
75.87
76.57
76.96
77.16
77.23
74.29
77.16
76.98
77.04
75.61
75.50
75.56
75.76
76.92
77.10
77.24
77.22

Training size
2%
5%
10%
78.39
79.88
79.95
79.72
80.61
80.27
79.96
79.68
77.27
80.42
80.30
79.94
77.78
78.59
78.61
78.55
80.77
80.82
80.58
80.20

80.19
82.38
82.01
82.43
84.90
84.13
83.08
83.06
79.05
83.52
82.70
83.10
83.62
83.93
83.28
83.55
85.19
84.07
83.15
83.45

81.41
83.83
83.40
83.22
87.21
85.58
86.00
86.08
80.74
86.09
86.22
85.93
86.08
85.58
85.87
85.87
88.18
85.70
86.17
86.24

20%
81.26
85.16
84.16
83.71
90.45
87.13
86.84
86.80
82.53
87.42
87.22
86.99
89.13
87.07
86.64
86.49
91.07
87.33
86.83
86.74

Table 7.3: 3-Class classification performance for different classifiers
As in the results for the 2-class problem, classifiers J48, MLP and random
forest did not benefit from the semi-supervised approach. The combined plot with
the best classifiers for 3-class classification is drawn in Figure 7.3(f) which shows that
supervised learning using random forest gives the best performance over all other
classifiers.

7.2.3

Discussion
The pre-labeled data may have incorrect labels. Self-learning classifier used

the pre-labeled having high confidence. In YATSI, the incorrect labels are expected to
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Figure 7.3: Supervised vs YATSI semi-supervised performance comparison for 3class classification a) Naı̈ve Bayesian b) Multilayer perceptron (MLP) c) Sequential
minimal optimization (SMO) d) J48 e) Random forest f) Best classifier for each of
the five classifiers
be corrected by K-nearest neighborhood classifier. Therefore, YATSI performs better
than self-learning for naı̈ve Bayesian and SMO classifiers, since these classifiers are
benefiting from these corrections. However, for other classifiers, RF, J48, and MLP,
these pre-labeled data are just noise to the system. In other words, the addition of
pre-labeled data misguides the inference for these classifiers. These classifiers would
rather prefer to work on accurately labeled data. We should note that random forest
with supervised learning outperforms others.
This may lead to the following discussion. If the base classifier with supervised
learning works comparatively well for naı̈ve Bayesian and SMO classifiers, they may
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be chosen as the base classifiers and semi-supervised learning might be beneficial. On
the other hand, if a classifier, such as RF, performs well as a base classifier, there is
no need to try semi-supervised learning since the pre-labeled data is not beneficial
for RF.

7.3

Summary

In this chapter, we investigated the performance of two wrapper methods for
semi-supervised learning algorithms for classification of protein crystallization images.
Our motivation behind this study was to apply semi-supervised approach and see if
we get reasonable performance with limited labeled data. We compared the performances of semi-supervised classification techniques using self-training and YATSI approaches against supervised techniques. Our results show that naı̈ve Bayesian (NB)
and sequential minimal optimization (SMO) classifiers benefit from both the selftraining and YATSI semi-supervised approaches on our dataset. However, classifiers
J48, multilayer perceptron (MLP) and random forest (RF) did not show improvement
by applying semi-supervised approach. In overall, random forest provided the best
performance on our dataset.
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CHAPTER 8

SPATIO-TEMPORAL ANALYSIS OF CRYSTALLIZATION TRIALS

In previous chapters, we described automated classification of a crystallization trial image according to the crystallization phase. Since protein crystallization
is a temporal process, images are collected multiple times during the course of an
experiment. The time-series images of a crystallization trial can reveal important information regarding protein crystal growth. In this chapter, we describe an automated
system called CrystPro for monitoring the protein crystal growth in crystallization
trial images by analyzing the time sequence images. Given the sets of image sequences,
the objective is to develop an efficient and reliable system to detect crystallization
growth changes such as new crystal formation and increase of crystal size.

8.1

Introduction

Protein crystallization is not an instantaneous process but rather a temporal
process. The time required for the growth of crystals can take from several hours
to many months. A crystallographer may thus be faced with hundreds of thousands
of images of crystallization experiments to be reviewed. Due to the abundance of
images being collected, manual review of the images is impractical. Typically, the
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crystallization trials are prepared in well-plates with hundreds of wells corresponding
to the different crystallization conditions. The robotic arrangement is made to scan
the well-plates capturing images at each well [39]. Most of these automated systems
try to classify the crystallization trial images according to the crystallization state of
the protein solution. Trials with no positive sign for success for crystallization may
be discarded. On the other hand, the likely crystals are further reviewed either to
optimize the conditions to prepare better crystals, or to determine its suitability for
use in X-ray crystallography.
A popular way of helping crystallographers using an automated system is to
classify and score images collected by the robotic systems. The number of categories
that are identified for crystal trial image classification may give different levels of
information about the crystal growth process or optimization of conditions for further
trials. Chapter 3 provides a review of these studies in more detail. In many of
these research studies, each image of a plate well is analyzed individually without
considering the previous collected images. For example, it is not possible to determine
whether crystals are growing or the number of crystals is increasing without comparing
with the history of images collected for that specific well.
Mele et al. 2013 [39] have shown that time series analysis may hint the experts
about images to explore further. By analyzing the temporal images, we can visualize
the changes in images and also derive some useful metrics regarding crystal growth.
Information such as the appearance of new crystals, changes in the size of crystals and
change in the orientation can be tracked from the temporal image sequences. In addition, time series analysis can also provide a relatively easier method for determining
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whether a temporal image sequence leads to crystal formation or not. In this study,
our goal is to extract further information beyond the detection of change from time
series images of protein crystallization trial images. The detection of change between
images may not always carry useful information for the experts. Identifying whether
1) crystals are growing and 2) the number of crystals is increasing could be helpful
information for crystallographers. Such spatio-temporal analysis of crystallization
trials involves identification of regions, their growth, and matching them in the previous images. Since it depends on region segmentation and analysis of regions, there
are further complications when time series images are analyzed due to the following
reasons.

(i) Varying illumination, improper focusing, non-uniform shapes and varying orientation of crystals impose complexity in image analysis.
(ii) Since too many experiments are set up and the images are collected many times
during the course of the experiment, image processing can take significant time.

In this chapter, we describe CrystPro, a system for monitoring the protein
crystal growth in crystallization trial images by analyzing the time-series images of
crystallization trials. CrystPro consists of 2 major stages. In the first stage, the
candidate image sequences relevant for spatio-temporal analysis are identified. In the
next stage, analysis of temporal changes is done on the selected image sequences with
regards to new crystal formation and crystal size growth. CrystPro derives useful
metrics related to spatio-temporal changes in the crystallization trials. We validate
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the effectiveness of our method by comparing the performance of our system with
expert scores.
The contribution of this study can be summarized as follows.

(i) We propose an automatic system for identifying crystallization trials for spatiotemporal analysis.
(ii) We propose effective algorithms (image binarization, region segmentation and
region matching) for images that are collected at different time instances with
varying illumination and positioning of the microscope lens.
(iii) We propose a technique for spatio-temporal analysis of protein crystallization
trials with crystals and help answer queries such as the number of new crystals,
the number of dissolving crystals, change in the size of crystals, etc. between 2
time instances.
(iv) We develop our CrystPro system that provides a quick indication of the types of
changes that may be occurring and filters images by the crystal growth metrics.

8.2

Overview of CrystPro system

Consider a sequence of protein crystallization trial images captured at n different time instances represented as I = {I1 , I2 ,.., In } where Ik represents the image
collected at the k th time instant and 1 ≤ k ≤ n. Time series analysis for checking
the number of crystals and change in size of crystals requires comparison of images
collected at different time instances for a specific well. In Figure 8.1, crystallization
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Figure 8.1: Sample temporal images of crystallization trials
trial images corresponding to 3 protein wells that are captured at 3 time instances
are shown. In the first image sequence (Figure 8.1(a)), all 3 images consist of cloudy
precipitates without crystals. Hence, this sequence is not interesting for the crystallographers. In the second (Figure 8.1(b)) and third sequences (Figure 8.1(c)), crystals
are formed in the later stages of the experiments. In these images, the increase in
the number or growing size of crystals can provide important information for the
crystallographers. Since protein crystallization is very rare, only few experiments
lead to crystals. Therefore, it is important to first correctly identify such sequences.
Once such sequences are identified, an image in the sequence can be compared with
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any other image in the sequence leading to a combination of C(n, 2) comparison of
images.
Figure 8.2 shows the basic components of CrystPro system. CrystPro consists
of three major steps: 1) identification of candidate trials for spatio-temporal analysis,
2) spatio-temporal analysis of identified trials, and 3) crystal growth analysis. Spatiotemporal analysis is especially relevant and useful on crystallization trials having
crystals. Therefore, we first identify all the trials that have crystals having fair size
in any image of a crystallization trial. By doing so, we eliminate all the trials which
do not have crystals or the crystals are very small where spatio-temporal analysis
is hard to achieve. Next, spatio-temporal processing is done on the selected trials
and spatio-temporal metrics such as change in intensity, foreground area, number of
crystals, etc. are obtained. These metrics are used to identify crystal growth such as
new crystal formation, crystal size increase, etc. and to perform further analysis.

Figure 8.2: Overview of CrystPro system

8.3

Identifying candidate trials for spatio-temporal analysis

For the spatio-temporal analysis, we first want to select the crystallization
trials. Image thresholding is often used in image analysis for separation of foreground
regions from the background. Obtaining a good binary image is very critical in image
analysis because any error in the binary image will propagate to further processing
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steps. For example, regions that belong to a crystal should not be cropped in the
thresholding stage. If a crystal region is partially detected, then the growth of a crystal
may not be analyzed properly. Otsu’s thresholding [55] is a very popular method for
thresholding images. Likewise, Canny edge detection [57] has been widely used in
the literature to detect shapes of objects. Since we look into new crystal formation
and growth of crystal size for spatio-temporal analysis, the size of crystals should be
comparable and not sensitive to poor binarization of images. Therefore, the likely
crystals are expected to have closed regions and within a certain size range for the
spatio-temporal analysis. To identify images with crystals, we propose a method
for detecting trials with crystals that utilizes the results from both Otsu’s method
and Canny edge detection. Instead of extracting large number of image features and
applying a training based system, we propose this method as it is quick and effective.

8.3.1

Image thresholding
Figure 8.3(b) provides results using Otsu’s threshold on 2 images. Here, the

first image (I1 ) does not have crystals but the second image (I2 ) does. By eliminating
very large non-crystal regions (for example, region size above 2.5% of image size), we
get the binary images shown in Figure 8.3(c). These results show that non-crystal
regions might appear as the foreground as an outcome of the thresholding method.

8.3.2

Canny edge detection
Canny edge detection algorithm [57] is one of the most reliable algorithms

for edge detection. Our results show that for most cases, the shapes of crystals are

123

Figure 8.3: Identifying images with crystals a) original images, b) Otsu thresholded
images, c) eliminating very small and very large regions, d) Canny edge image, and
e) regions with closed components in the edge image
kept intact in the resulting edge image. In this study, we are focusing on crystals
regions that have closed components. With this assumption, we eliminate all the
unclosed edges. Figure 8.3(d) provides the Canny edge image for the original images
in Figure 8.3(a). Figure 8.3(e) shows the result after eliminating the unclosed regions.
The final image (Figure 8.3(e)) for the first image is blank which suggests that there
are no crystals. The final image for the second image has likely crystal regions.

8.3.3

Merge results of thresholding and Canny edge
We propose a method that uses the results from Otsu’s thresholding and Canny

edge detection to identify trials with large crystals. Figure 8.4 shows the basic flow
of the method. For every image, Otsu’s thresholding is applied first and very small
and very large regions are eliminated. If the resulting binary image has foreground
objects, Canny edge image is applied and likely crystal regions are determined. An
image is considered to have crystal if it has likely crystal regions from the results from
Otsu’s binary image as well as Canny edge image. A crystallization trial is considered
to have crystals if at least one instance of the trial image is found to have crystal.
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Figure 8.4: Process flow to identify crystallization trials with crystals
This method provides a quick and accurate approach to identify trials suitable for
spatio-temporal analysis. The experimental results are provided in Section 8.5.

8.4

Spatio-temporal analysis of protein crystal growth

Given a set of images of a protein well captured at different time instances,
we are interested in analyzing the growth of protein crystals. This analysis requires
matching crystals in the two images and identifying the changes. Information such as
appearance of new crystals, dissolving of crystals, changes in the size of crystals, etc.
gives useful information about the growth of crystals. Figure 8.5 shows the overview
of the spatio-temporal analysis system. The first step of this analysis is registration
of images that are collected at different time instances. Since the robotic microscope
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may not have the same exact position each time a well is captured, the images should
be aligned to make proper analysis. For an image pair (Ip ,Iq ), image Iq is aligned with
respect to Ip and is represented as Iqp . Next, binary images are obtained for the images
Ip and Iqp represented as Bp and Bqp respectively. The binary images are then matched
and spatio-temporal metrics related to crystal growth changes are extracted. These
spatio-temporal metrics are used to predict the crystal growth changes. In CrystPro,
in addition to comparing consecutive images, the first image in the sequence is also
compared with the last image in the sequence. This helps to detect overall change
in the solution. For n images in a sequence, this results in n comparisons of images
in the sequence. The steps of spatio-temporal analysis of protein crystal growth is
described next.

Figure 8.5: Overview of spatio-temporal analysis

8.4.1

Identify crystallographically important regions
In general, the protein crystallization images containing crystals have 4 dif-

ferent intensity regions: background region, droplet (the solution), high intensity
regions around crystals and the crystal regions with highest intensity. The back126

ground is the least illuminated region. The droplet region has higher illumination
than the background. If crystals are present in an image, crystal regions will have the
highest intensity. Also, the regions around the crystals have high intensity because
of the presence of crystals. For spatio-temporal analysis of crystallization images,
we are only concerned with the shape, size and growth of the crystals. Our main
purpose is to separate crystal regions from the rest of pixels. In our experiments,
Otsu’s method [55] with a single threshold level produced poor results for some images. Otsu’s method has been extended to generate multiple thresholds and multiple
classes of pixels in an image. For example, given an image, k thresholds can be determined to differentiate the image pixels according to intensity into k + 1 classes. To
separate pixels in an image into four classes, three thresholds need to be calculated.
Therefore, we apply multilevel thresholding with three threshold levels and identify
four intensity regions. The binary image is obtained by considering the pixels above
the highest threshold as the desired foreground. The rest of the pixels are considered
background. Furthermore, region segmentation is applied and very small and very
large regions are eliminated.
Figure 8.6 shows the result of applying multilevel Otsu’s method with three
threshold levels on a sequence of crystallization trial images. In Figure 8.6(b), we
can observe how the pixels are separated into 4 intensity regions. The red pixels
have the highest intensity and represent the foreground regions whereas the blue,
cyan and yellow pixels represent the low intensity regions. By considering all the
red pixel regions as foreground, we obtain the binary images shown in Figure 8.6(c).
It should be noted that the white regions in the binary image (Figure 8.6(c)) do
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Figure 8.6: Image binarization using muti-level Otsu’s thresholding, a) original
image, b) image segmentation into 4 classes using Otsu’s thresholding, c) binary image
obtained by selecting the last class pixels as foreground and the rest as background,
and d) final binary image after filtering minimum (5 pixels) and maximum (2.5% of
image size) sized regions
not necessarily represent crystals. Generally, if an image does not have crystals,
the partial illumination of the protein droplet yields large foreground region in the
binary image. Those regions are discarded by applying region segmentation and
filtering out the regions that are larger than a certain threshold (e.g., 2.5% of the
image area). Figure 8.6(d) shows the final binary images after filtering the regions
based on the region size. These binary images are used for further analysis. For the
majority, this method correctly identifies the crystals. However, if in an image there
are multiple crystals with different illumination, we might miss the crystals having
less illumination.
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8.4.2

Image registration and alignment
Since images are collected at multiple time instances, and also because of the

inaccuracy in the acquisition system, the images are not exactly aligned. Even though
there may not be any change in the image sequence, the pixels may not appear at
the same position in the consecutive images. To compare pixels of different images,
intensity-based image registration [54] is applied. Rotation is ignored in the registration, since neither the plate nor the microscope can rotate. The microscope lens
can usually maintain its distance to the plate properly, so scaling parameters are also
not considered. Hence, image registration only involves computation of translation
parameters (tx , ty ) for the next image in the sequence. Figure 8.7(a,b) shows images
of a protein well captured at two time instances. Figure 8.7(c) shows the overlaying
of image in Figure 8.7(b) on top of image in Figure 8.7(a) after alignment. The translation parameters are tx =-8 (8 pixels to the left) and ty =9 (9 pixels to the bottom)
for this example. For proper alignment, the second image is shifted to the left and
bottom with respect to the first image.

Figure 8.7: Spatial alignment using intensity based image registration a) Image at
time instance t1 , b) Image at time instance t2 , and c) Image 2 mapped on top of
Image 1
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8.4.3

Determine crystal growth changes
Consider an image pair (Io , In ) from a time-series image trial where In is a

new image collected later than an old image Io . To compare the changes in crystal
growth, we use the binary images Bo and Bn . Bno represents the binary image after
Bn is aligned with respect to Bo . All the background pixels are represented by 0 and
object pixels are represented by 1. We are using the method from [73] for comparison
of two regions. To find the common object pixels, new object pixels in Bno and
the disappeared object pixels from Bo , we first compute a sum image Bo,n given by
Equation 8.1:

Bo,n = Bo + 2Bno

(8.1)

As in [73], the binary image Bno is multiplied by 2 and added with binary
image Bo . The sum image Bo,n consists of 4 different values - 0, 1, 2 and 3. The
object pixels common in both the images have value 3. We refer to this as matched
pixels. All the object pixels in Bn but not in Bno have the value 2. Such pixels are
added pixels. All the object pixels in Bo but not in Bno have the value 1. These are
considered removed pixels. Likewise, all the background pixels in both the images
have the value 0. Using this information, we calculate the following statistics.

• The number of matched pixels (Nm ) =
• The number of added pixels (Na ) =

PW PH
i=1

j=1 (Bo,n

PW PH

• The number of removed pixels (Nr ) =
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i=1

j=1 (Bo,n

PW PH
i=1

== 3)

== 2)

j=1 (Bo,n

== 1)

(a) Original image I1

(b) Original image I2

(d) Binary image B21

(c) Binary image B1

(e) Labeled regions

Figure 8.8: Matching images to determine crystal growth changes, a) original image
I1 , b) original image I2 , c) binary image B1 , d) binary image B2 (aligned with respect
to I1 ), and e) matching B1 and B21 (matched object pixels in white, new object pixels
in B2 in green and removed object pixels shown in red
• Size increment factor (If ) to evaluate the growth of crystals:

If =






0

if Nm < τ (τ - minimum threshold for a match; default value is 10)





Na /Nm

otherwise

Figure 8.8 provides a pair of images collected at different time instances. Figure 8.8(a-b) are the original images. Image I2 is aligned with respect to image I1 and
binary images are obtained using multi-level Otsu’s thresholding method as described
earlier. Figure 8.8(e) shows the regions after B1 and B2 are matched. Here, all the
matched object pixels are shown in white, all the additional pixels in B21 is shown
in green. The object pixels in B1 missing in B21 are shown in red. Numerically, the
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matched pixels count is 2232 and the added pixels count is 1223. Likewise, the size
increment factor is equal to 0.55. This provides an estimation for increase in the size
of the crystals in the second image.

8.4.4

Spatio-temporal features
To analyze the crystallization growth changes, we perform spatio-temporal

processing and extract features from image pairs. Spatio-temporal features are compared for a pair of images (Io and In ). Bo and Bn represent the corresponding binary
images. In our system, the dominant feature for indication of forming crystals is the
increase in the intensity. The change of intensity (µo,n
= µn − µo ) on the overall
d
image can be used to determine whether crystals are forming. Similarly, the percentage change in the size of foreground area is computed as Ao,n
d = 100 ∗ |An − Ao |/Ao ,
where An and Ao represent the foreground area in the binary images Bn and Bo , respectively. Since, µd and Ad provide rough information about the overall change, the
analysis can be improved based on the segmented regions. The change in the number
of regions is computed as N

o,n

= Nn − No . To get further information whether the

size of the regions increased or decreased, we determine the number of matched pixo,n
els Nm
, the number of pixels in additional regions (Nao,n ), and disappeared regions

(Nro,n ). Table 8.1 provides the list of spatio-temporal features and their descriptions.
These features are extracted for every pair of consecutive images and also for the first
and last image in the sequence. If there are k images in the sequence, 7 ∗ k features
are generated. These features are useful in the image review process.
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#
1
2
3
4
5
6
7

Metric
µo,n
d
Ao,n
d
o,n
N
o,n
Nm
Nao,n
Nro,n
Ifo,n

Description
Average intensity difference
Percentage of change in the foreground area
Difference in number of regions |Nn − No |
No of matched object pixels
No of new object pixels
No of disappeared object pixels
Size increment factor

Table 8.1: Spatio-temporal analysis metrics

Figure 8.9: Sample image sequence with new crystals as well as crystal size growth
Figure 8.9 provides a sample sequence of images for spatio-temporal analysis.
Rather than providing a simple scenario having clear large crystals forming or growing, we provide this example with small crystals and possible errors of segmentation
to show that the combination of our spatio-temporal features can provide useful information even for such cases. In Figure 8.9, new crystals appear in the second image
(I2 ) and growth of crystals are observed in the third image (I3 ). In I1 , there is no
crystal but thresholding method identifies a foreground region (Figure 8.9(d)) which
has higher intensity than its surrounding. Images I2 and I3 have many small crystals
that may or may not match (Figure 8.9(e-f)). It is possible to see growth of some
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crystals in I3 . Therefore, the pair of (I1 , I2 ) can be used to test new crystal formation,
and the pair of (I2 , I3 ) can be used to test crystal size growth.
Table 8.2 provides the spatio-temporal features for 3 image pairs. While the
average intensity difference (µd ) is not significant, other measures such as the percentage change in foreground area (Ad ), difference in number of regions (N ), etc.
provide important information about changes in the sequence. In I2 , the number of
regions is increased by 15 compared to I1 . Similarly, there are 3 new regions going
from I2 to I3 . The change is more significant going comparing I1 and I3 . The number
of additional regions in I3 is 17. The increase in the foreground area indicate the
presence of crystal growth.
Symbol (I1 , I2 ) (I2 , I3 ) (I1 , I3 )
(tx ,ty )
(-8,12) (-7,11) (-6,13)
µd
1.8
-0.6
1.2
Ad
105
63
240
N̄
15
3
17
Nm
35
824
52
Na
770
655
1287
Nr
358
82
341
If
23
1.8
25.8
Table 8.2: Spatio-temporal metrics for image sequence in Figure 8.9

From results in Table 8.2, we may infer that new regions are forming in I2 and
I3 , and crystal growth in size is observed in I3 . Such information is useful for experts
to gain knowledge about the phases of crystallization process. In the next section,
we use these features to determine rules for predicting crystal growth.
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8.4.5

Prediction of crystal growth
Formation of new crystals or growing crystals lead to three types of changes: 1)

the overall foreground area, 2) the number of crystals, and 3) the size of a matching
region (hopefully a crystal). Therefore, we use these information to guide us in
identifying the type of protein crystal growth. Table 8.3 provides a list of rules used
to predict if there is a crystal growth in a pair of images. The first rule is used to
identify new crystal formation. The rule indicates that there must be some change in
the number of crystals forming or disappearing. The second rule is used to identify
changes in the size of crystals. This has two conditions both of which should be
satisfied. The first part states that the foreground area should increase by at least
50% for clear crystal growth. Similarly, the second part states that the area of the
matched regions should increase by at least 50%. Any image sequence in which one
of the rules given in Table 8.3 is satisfied is considered to have crystal growth and
thus important from the crystallographers point of view.
Rule #
1
2

Description
Rule signifying growth
New crystal formation N − >1
Increase in crystal size Ad >50% AND If >50%

Table 8.3: Prediction rules for crystal growth

8.5

Experimental results

In this section, we provide information about our experimental setup and the
spatio-temporal analysis of experiments.
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8.5.1

Experimental setup
The images of crystallization trials are collected using CrystalX2 software from

iXpressGenes, Inc. The proteins are trace covalently labeled with a fluorescent probe.
In our experiments, we have used green light emitting diodes (LEDs) as the excitation
source. Carboxyrhodamine is used as the covalent labeling. We performed spatiotemporal analysis on three datasets - PCP-ILopt-11, PCP-ILopt-12 and PCP-ILopt13. Each dataset is captured from a 96-well plate with 3 sub-wells scanned 3 times
at different dates leading to 864 images per dataset.
Our image processing routines are implemented in Matlab. The user interface
for image visualization is a Windows Presentation Framework (WPF) application.
Microsoft Visual Studio 2012 is used as the IDE. On a Windows 7 Intel Core i7 CPU
@2.8 GHz system with 12 GB memory, it took around 40 minutes (or 2400 seconds)
to process (extract features from) 2592 images (3*864 images per dataset) in the first
stage. The average processing time per image is about 1s. Hence, the analysis for
spatio-temporal analysis between a pair of images takes around 2s.

8.5.2

Identifying candidate trials for spatio-temporal analysis
The first stage of new crystal detection or crystal growth in size is the detection

of crystal regions in images. The classification results of identifying candidate trial
images for 3 datasets are provided in Table 8.4. The predicted results from our
method are compared against expert scores. In Table 8.4, true negative (TN), false
positive (FP), false negative (FN), and true positive (TP) refer to the number of
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trials correctly predicted as non-crystals, the number of non-crystal trials predicted
as crystals, the number of trials incorrectly predicted as non-crystals, and the number
of trials correctly identified as crystals, respectively.
Dataset
PCP-ILopt-11
PCP-ILopt-12
PCP-ILopt-13

TN FP
261 2
273 6
273 3

FN
3
1
1

TP
22
8
11

ACC SENS PREC
0.98 0.88
0.92
0.98 0.89
0.57
0.99 0.92
0.79

Table 8.4: Results of crystal detection on the 3 datasets

For PCP-ILopt-11, the system predicts 24 (2 FP + 22 TP) trials with crystals.
Similarly, for PCP-ILopt-12, the system predicts 14 trials (6 FP + 8 TP) with crystals.
Likewise, PCP-ILopt-13 has 14 (3 FP + 11 TP) crystallization trials predicted to have
crystals. The accuracy of the system is above 98% for all 3 datasets. Likewise, the
sensitivity for detecting trials with crystals is also very high. There are few false
negatives (missing trials with crystals). The missed images are either blurred or have
illumination problem. The system is able to reject non-crystals trials with very high
accuracy. As successful trials are rare, this will help eliminate large proportion of
unsuccessful trials.

8.5.3

Detection of new crystals
Formation of new crystals is an important outcome in crystallization experi-

ments. Once our system detects formation of crystals and growing crystals, a crystallographer may start from these cases for his or her analysis. In Figure 8.10, each
column shows sample image pairs of crystallization trial images. In the image pairs
shown in Figure 8.10(a-b), no additional crystals are formed in the second image
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in comparison to the first image. On the other hand, Figure 8.10(c-d) shows the
image pairs where new crystals formed in the second image. Our CrystPro can distinguish these two scenarios and also provide the count of new crystals appearing in
the crystallization trials.

Figure 8.10: Sample temporal trial images a-b) Image pairs with no new crystals,
and c-d) Image pairs with new crystals

For the crystallization trials identified with crystals from Section 8.5.2, temporal analysis for new crystal formation is carried out using Rule 1 in Table 8.3. Let I1 ,
I2 , and I3 correspond to images collected for a crystallization experiment at 3 different
time instances. For each dataset (PCP-ILopt-11, PCP-ILopt-12 and PCP-ILopt-13),
the temporal analysis for 3 image pairs (I1 ,I2 ), (I2 ,I3 ), and (I1 ,I3 ) are provided in
Table 8.5. The objective is to determine the performance of the system to correctly
identify new crystal formation by comparing the predicted outcome with the actual
expert score. Since this step is based on the candidate trial identification for analysis,
the candidate trials include both the true positive and the false positive trials. The
PCP-ILopt-11 and PCP-ILopt-12 datasets did not yield any false negatives. The results shows that the system exhibits very high sensitivity for new crystal formation.
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Out of 78 total cases where new crystals are formed, 77 are identified correctly leading
to satisfactory accuracy (performance) of our system.
Dataset

Image pair
I1, I2
PCP-ILopt-11 I2, I3
I1, I3
I1, I2
PCP-ILopt-12 I2, I3
I1, I3
I1, I2
PCP-ILopt-13 I2, I3
I1, I3

TN
7
8
5
5
7
0
3
5
3

FP
6
5
7
4
3
6
2
1
1

FN
0
0
0
0
0
0
0
1
0

TP
11
11
12
5
4
8
9
7
10

ACC
0.75
0.79
0.71
0.71
0.79
0.57
0.86
0.86
0.93

SENS
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.88
1.00

Table 8.5: Experimental results for new crystals detection

8.5.4

Detection of crystal size increase
Analysis of the changes in size of crystals is another important factor for

crystallographers. After identifying candidate crystallization trials for analysis, a
spatio-temporal analysis between image pairs is carried out for detecting increase in
the size of crystals. Figure 8.11(a-b) shows sample image pairs with no growth in size
of crystals. On the other hand, Figure 8.10(c-d) shows the image pairs where crystals
grow in size in the second images. CrystPro can detect crystal growth in size and
distinguish these two cases using Rule 2 in Section 8.4.5. The results for experiments
for identifying increase in crystal size are provided in Table 8.6. The number of image
pairs with actual crystal growth in size is 9, 5, and 4 for PCP-ILopt-11, PCP-ILopt12, and PCP-ILopt-13, respectively, considering pairs (I1 , I2 ), (I2 ,I3 ), and (I1 ,I3 ).
CrystPro correctly identifies 7 out of 9 for the first dataset, 3 out of 5 for the second
dataset, and 2 out of 4 for the third dataset.
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Besides growth detection, CrystPro also determines other metrics such as the
percentage of change in area of the matched crystals and provides this information to
the experts. An expert may use these metrics for further analysis of the crystallization
conditions.

Figure 8.11: Sample image sequences with increase in size of crystals in successive
scan

Dataset

Image pair
I1, I2
PCP-ILopt-11 I2, I3
I1, I3
I1, I2
PCP-ILopt-12 I2, I3
I1, I3
I1, I2
PCP-ILopt-13 I2, I3
I1, I3

TN FP
20 2
18 1
20 2
10 2
8
5
11 1
12 1
12 0
12 1

FN TP
0
2
2
3
0
2
0
2
0
1
2
0
1
0
1
1
0
1

ACC SENS
0.92 1.00
0.88 0.60
0.92 1.00
0.86 1.00
0.64 1.00
0.79 0.00
0.86 0
0.93 0.50
0.93 1.00

Table 8.6: Experiments with crystal size increase

8.5.5

Spatio-temporal analysis application
The spatio-temporal analysis application is developed in Matlab. For visu-

alizing the results, a Windows Presentation Framework (WPF) based application is
developed. Figure 8.12 provides a sample snapshot of the application. The user inter-
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face consists of tabbed layout for analysis summary and metrics filter. The summary
tab allows the user to select a particular experiment and observe the summary information such as the number of experiments with new crystals, number of experiments
with increased crystal size, etc. The corresponding image sequences can be viewed at
the bottom of the window. The metrics filter tab provides a datagrid with the metrics
specified in Table 8.1. Filters can be applied on the columns and the corresponding
image sequences can be viewed.

Figure 8.12: Sample snapshot of spatio-temporal visualization system

8.5.6

Discussion
Increasing accuracy vs overfitting: To improve the classification results, one

might be tempted to extract many features and train a classifier. However, it is
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very critical not to overfit the data by using irrelevant features to build the model.
Even careful selection of image features may not be sufficient to prevent overfitting
for classification models. For example, to detect new crystals, the difference in the
number of crystals is the only relevant feature. Likewise, to determine the growth
of crystals, the changes in the size of matched crystals is a useful feature while the
difference in crystal count is not. Table 8.7 provides the classification results using
decision tree classifier with all the features in Table 8.1 as the input. Although this
decision tree has good accuracy, the classification model is finely tuned by using
irrelevant features (observed after analyzing the decision tree). Such a model may
work on the training set but not on new crystallization trial images. The performance
of our system mentioned in the previous sub-sections is a better indicator of the
accuracy of our system. In addition, the performance of a system can increase as
the number of simple image pairs increases or challenging image pairs are excluded.
In our experiments, we provide true performance of CrystPro and rather included a
stage of identifying candidate trials suitable for spatio-temporal analysis.
Dataset

Test
New crystals
PCP-ILopt-11 Growth
New crystals
PCP-ILopt-12 Growth

Accuracy
0.94
0.97
0.89
0.99

Sensitivity
0.73
0.83
0.90
0.91

Table 8.7: Classification results using decision tree classifier

Size of crystals: CrystPro focuses on first identifying the crystallization trials
that have crystals having some minimum. Extremely small crystals are hard to match
and susceptible to matching incorrect regions due to poor thresholding. Figure 8.13(a)

142

shows sample trial images where small sized crystals are grown but are missed by
CrystPro. However, as the crystals grow in size, such images will be detected.
New crystal formation: CrystPro detects whether new crystals form or not.
Hence, as soon as the plate is set up, the plate should be scanned and images should
be captured before crystals grow. If the crystals are already grown in the first image,
CrystPro does not detect new crystal formation. Figure 8.13(b) shows sample trial
image pair where crystals are fully grown in the first image and there is no apparent
growth in crystals in the second image. To use CrystPro effectively, the images should
be collected as soon as the plate is set up.

Figure 8.13: Sample crystal images with no distinct crystal growth

Proper thresholding: Having a proper binary image is very critical in automated image analysis systems. If the images in a temporal sequence are not thresholded properly, crystal regions may not be segmented properly. Hence, it cannot be
determined whether those regions are growing or not. For some images, the proposed thresholding technique does not provide the correct binary image. Changing
illumination and improper focus are some of the factors for incorrect thresholding.
Normalizing the illumination is not always a good idea since crystal formation is indicated by the intensity increase in our experiments. If two images are normalized
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to have the same illumination, crystal formation or growth may not be detected.
Therefore, effective thresholding is essential for the best results.

8.6

Summary

In this chapter, we described our CrystPro system for automated analysis of
protein crystallization trial images using time sequence images. Our approach involves
generating proper binary images, applying image segmentation, matching the regions
and then comparing the matched areas to determine the changes. Given the images of
crystallization trials collected at different time instances as the input, we first identify
the candidate trials for spatio-temporal analysis. Secondly, spatio-temporal analysis
is done on the selected trials and changes such as new crystal formation and crystal
size increase is identified. This information is helpful for crystallographers to find
out important conditions for crystal growth. Our results indicate a) 98.3% accuracy
and .896 sensitivity on identification of trials for spatio-temporal analysis, b) 77.4%
accuracy and .986 sensitivity of identifying crystal pairs with new crystal formation,
and c) 85.8% accuracy and 0.667 sensitivity on crystal size increase detection. The
results show that our method is reliable and efficient for tracking growth of crystals
and determining useful image sequences for further review by the crystallographers.
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CHAPTER 9

CONCLUSION AND FUTURE WORK

9.1

Overall summary

In this dissertation, we proposed a framework for real-time analysis of protein
crystallization trial images. The framework consists of two major systems: crystallization trials classification and spatio-temporal analysis. The crystallization trials
classification is a two-stage system. The first stage classifies the trial images into 3
basic categories- non-crystals, likely leads and crystals. The second stage classifies
the crystal images further into 5 sub-categories (dendrites/spherulites, needles, plates,
small 3D crystals and large 3D crystals). The 3-class classification is very accurate
and the crystal sub-categories classification has reasonable accuracy. The feature extraction and classification is efficient, allowing processing of the images as the images
are collected. The basic trials classification system is integrated into the CrystalX2
image acquisition system. The image processing and classification can be executed in
parallel without causing significant overhead to the system. We also investigated both
the supervised and semi-supervised versions of some popular classification algorithms
for the classification of protein crystallization images. The spatio-temporal analysis
is the second part of the proposed framework. This system facilitates analysis of the
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temporal images of crystallization trials with respect to growth of crystals such as
new crystal formation and increase in crystal size. Finally, a new measure, probabilistic accuracy (Pacc), has been proposed for performance comparison of multi-class
classification results.

9.2

Main conclusions

To solve the problems under consideration, we propose some novel approaches
for image binarization, image feature extraction, classification model, and classification performance measurement. These concepts will be useful in other problems
related to image processing and data mining as well. Main conclusions from this
study are summarized below.

1. Varying illumination, improper focusing, non-uniform shapes and size of crystals make automated image analysis very difficult. Obtaining a proper binary
image is the first step in this process. A single thresholding method may not
work the best for all the images. Applying several methods and extracting image features can be helpful to eliminate errors due to incorrect thresholding.
Therefore, combination of features from multiple thresholding techniques will
enhance classification performance. We verify this through the experiments.
2. To develop an efficient and reliable image analysis system as a stand-alone
system, we must careful about the image features extracted. In this dissertation,
we propose extracting features from binary image, features from large regions,
edge image features and histogram features. We investigate the classification
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performance as well as computation time for different feature combination. Our
results show that our proposed set of image features is reliable and feasible to
be incorporated into a real-time classification system.
3. We investigated both the supervised and semi-supervised versions of some popular classification algorithms for the classification of protein crystallization images. Our results show that for the available training data, supervised classification with a random forest classifier provides the best performance.
4. Analysis of temporal images of crystallization trials reveals important information regarding protein crystal growth such as new crystal formation and
increase in size of crystals. In this dissertation, we described our method for
spatio-temporal analysis of trial images.
5. We introduce a novel measure, probabilistic accuracy (Pacc), to compare multiclass classification results and make a comparative study of several measures and
our proposed method based on different confusion matrices. Our Pacc measure
is shown to be correlated with the accuracy measure but is more discriminative
than the accuracy measure enabling finer comparison of classification results.

9.3

Future work

One of the most critical steps in image analysis is to identify the regions
of interest correctly. In this research, we described green percentile thresholding
and multi-level Otsu’s thresholding to binarize the crystallization trial images. We
proposed combining of image features using different methods to eliminate the risk
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of missing crystals due to incorrect thresholding. One potential direction for research
is to develop methods to rank different binary images. Once the best binary image is
determined, it may be used for further processing. Having a proper binary image is
very important to improve the accuracy of both the classification and spatio-temporal
analysis system.
Because of the difficulty in obtaining labeled data, we investigated semisupervised approaches to see whether we could improve the classification models by
combining limited labeled data with unlabeled data. In the future, we may investigate active learning in combination with semi-supervised learning to improve the
classification performance.
In this study, we developed methods for protein crystallization image classification and spatio-temporal analysis. However, we did not perform analysis on the
crystallization conditions corresponding to the images. We can improve the spatiotemporal analysis by allowing spatio-temporal querying such as the exact dates, crystallization conditions, etc.
On the classification measures, applying matrix normalization techniques to
the base confusion matrices may be helpful for dataset with unbalanced class distribution. Further analysis needs to be done to understand its impact. Also, we may
extend the performance measures to enable comparison of confusion matrices of different sizes. Likewise, developing methods to analyze performance where the order
of classification category is important could be another interesting research area.
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