We define Khovanov homology over Z2 for graph-links.
Graph-links
Let G be an undirected graph without loops and multiple edges and V = V(G) be the set of its vertices. We assume G be a labeled graph, i.e. every vertex v in G is endowed with a pair (a, α) where a ∈ {0, 1} is the framing fr(v) of v and α ∈ {−1, 1} is the sign sgn(v) of the vertex v.
Let us fix an enumeration of vertices of G. We define the adjacency matrix A(G) = (a ij ) i,j=1,...,n over Z 2 as follows: a ij = 1 if and only if the vertices v i and v j are adjacent, and a ij = 0 otherwise. Besides we set a ii = fr(v i ).
Let v ∈ V. The set of all vertices in V adjacent to v is called the neighbourhood of the vertex v and denoted N (v).
Let us define the Reidemeister moves of labeled graphs. Ω 1 . The first Reidemeister move is an addition/removal of an isolated vertex labeled (0, ±1).
Ω 2 . The second Reidemeister move is an addition/removal of two adjacent (resp. nonadjacent) vertices having the labels (1, −1) and (1, 1) (resp. (0, −1) and (0, 1)) and the same neighbourhoods.
Ω 3 . The third Reidemeister move is defined as follows. Let u, v, w be three vertices of G having the labels (0, −1) and u be adjacent only to v and w. Then we only change the adjacency of u with the vertices t ∈ N (v)\N (w)∪N (w)\N (v) (for other pairs of vertices we don't change their adjacency). In addition, we change the signs of v and w to '+1'. The inverse operation is also called the third Reidemeister move. Ω 4 . The fourth Reidemeister move is defined as follows. We take two adjacent vertices u labeled (0, α) and v labeled (0, β). Then we change the label of u to (0, −β) and the label of v to (0, −α). Besides, we change the adjacency for each pair (t, w) of vertices where t ∈ N (u) and w ∈ N (v) \ N (u) or t ∈ N (v) and w ∈ N (u) \ N (v). Ω 4 . In this fourth move we take a vertex v with the label (1, α). We change the adjacency for each pair (t, w) of vertices where t, w ∈ N (u). Besides, we change the sign of v and the framing for each w ∈ N (u). 
Khovanov homology of graph links
Let G be a simple labeled graph with n vertices and A = A(G) be its adjacency matrix. We now formulate mod 2 version of Bloom's construction of odd Khovanov homology. The reason why we use Z 2 is the chain complex construction depends on the coefficients of the adjacency matrix A and the matrix A is defined over Z 2 .
Suppose s ⊂ V = V(G). We shall call subsets of V as states. Define G(s) to be the complete subgraph in G with the set of vertices s and denote A(s) = A(G(s)). Consider the vector space 
The dimension of V (s) is equal to corank A(s).
There is a natural bijection between states s ⊂ V and vertices of the hypercube {0, 1}
n : the state s corresponds to the vector (α 1 , . . . , α n ) where α i = 0 if v i ∈ s and sgn(v i ) = 1 or if v i ∈ s and sgn(v i ) = −1 and α = 1 otherwise. Every edge of the hypercube is of the type s → s ⊕ i where
We assign to every edge s → s ⊕ i the map ∂ s s⊕i :
Consider the chain complex
Proof. We need to show that the maps ∂ s s⊕i are well defined and that each 2-face in the hypercube of states is commutative. Lemma 1. Let us consider a state s and an index i such that v i ∈ s. We can assume without loss of generality that A(
2.
Proof. It follows from the relation x i = {j | vj ∈s} a ij x j that the equality x i = 0 ∈ V (s) means the vector a depends on the rows of the adjacency matrix A. This leads to the first statement of the lemma.
The equality x i = 0 ∈ V (s ⊕ i) implies that the vector (0 1) depends on the rows of the matrix A(s ⊕ i). Then rank A a
Lemma 2. For any symmetric matrix
and the vector a Corollary 1. For any state s and any index i we have
The case x i = 0 ∈ V (s) and
Proof. The statements of the corollary follow from Lemmas 1,2 and the fact dim
We call the first two cases in the proposition even and the third case odd. From the definition of the differentials we have ∂ s s⊕i = 0 in the odd case. Correctness of chain maps.
Let us consider the map ∂ s s⊕i :
We must check that the relations are mapped to relations, that is for any element u and any index j there exist elements
For any j we have r
In any case the map ∂ s s⊕i is well defined. Commutativity of 2-faces.
Every 2-face of hypercube looks like * V (s ⊕ j)
we have five types of diagrams without odd edges:
Here the number at the place of the state
and the label z = 1, x i , x j at the arrow for the map 
For the face of type 5 we need to show that x i = x j ∈ V (s ⊕ i ⊕ j). There are three possibilities.
Without loss of generality we can assume that v i and v j are the last vertices in
where 
but this is not the case. So δ = 1 and we have the relation
Assume that the adjacency matrix A(s ⊕ i) has the form (3) where A = A(s ⊕ j).
We have the equality x i = 0 ∈ A(s ⊕ i). It implies that the vector (0 1 0) is a linear combination of the rows of the adjacency matrix A(s⊕i). If the coefficient in the linear combination by the row (b γ β) is zero then the rows of the matrix
that leads to contradiction. Therefore the coefficient by (b γ β) is 1. Then the vector (b γ + 1) is generated by the rows of the matrix A(s ⊕ i ⊕ j) that means Hence, x j = 0 ∈ V (s ⊕ i ⊕ j) that is not true. Thus, the coefficients by (a α γ) is not zero so the vector a + b is generated by the rows of the matrix A that means
Any diagram, which has odd edges in both upper-right and left-upper paths, is commutative because the map of any odd edge is zero. After this remark it remains only two nontrivial diagrams (up to symmetry between i and j) with an odd edge:
The diagram of type 6 is commutative because dim
For the commutativity of the diagram of type 7 we need to prove that x i = 0 ∈ V (s ⊕ i ⊕ j). Assume this is not the case. Definition 2. We call the homology Kh(G) of the complex (C(G), ∂) the reduced (odd) Khovanov homology of the labeled simple graph G.
The main theorem of the article states that Khovanov homology is well defined for graph-links. In both cases for every state s ∈ V(G) we have the following equalities: corank A(G(s)) = corank A( G(s)), corank A( G(s∪{v})) = corank A( G(s∪{w})) = corank A( G(s∪ {v, w})) − 1. These equalities define the type of the upper and left arrows of the complex C( G) written in the form
Here C v consists of the chains whose state contains v and does not contain w; the complexes C, C w , C vw are defined analogously. For any state s in C vw let us define a linear function f : V (s) → Z 2 by the formula f ( i λ i x i ) = λ 1 + λ 2 . The function f is well defined because it equals to zero on any relation: f (r
X → C w is acyclic because the arrow is an isomorphism. Then the homology of C( G) coincides with the homology of the quotient complex
The quotient of the obtained complex by the subcomplex C appears to be acyclic too. Thus C( G) has the same homology as C = C(G).
Invariance under Ω 3 .
Without loss of generality we can assume that the vertices u, v, w in the third Reidemeister move have the indices 1, 2, 3 in V(G) = V( G). There are two variants of Ω 3 depending adjacency of v and w and we consider the version where v and w are not adjacent. The proof for the other version is analogous. The adjacency matrices of G and G looks like
and the correspondent isomorphisms of the exterior algebras are compatible with the differential.
Consider complexes C(G) and C( G) in the form of cubes:
The function is well defined and there are decompositions
The quotient complex C → x 1 C u is acyclic so the homology of C(G) is isomorphic to the homology of the subcomplex. This subcomplex contains the acyclic subcomplex X → ∂(X). The maps X → C uv and X → C uw are isomorphisms, so after factorization we obtain the complex
where the spaces C v and C w are identified. The reasonings analogous to the reasonings above reduce C( G) to the complex (for a state s in C uvw we should define the function f :
Thus C(G) and C( G) have the same homology.
Invariance under Ω 4 . Let the vertices u and v of the move Ω 4 have the indices p and q in V (G) = V ( G). The coefficients of adjacency matrices of A(G) = (a ij ) and A( G) = ( a ij ) are connected by the formula
Consider the map φ acting on the states by the formula
together with the linear maps Φ :
One can check that the map Φ defines an isomophism of the vector spaces and after the natural extension to an isomorphism of external algebras * V (s) → * V (φ(s)) for each state s it determines an isomophism of the graded linear spaces Φ : C(G) → C( G). Φ is a chain map. Thus the complexes C(G) and C( G) are isomorphic as well as their homology.
Invariance under Ω 
Consider the map φ : C(G) → C( G) which acts on the states by the formula φ(s) = s ⊕ p and the linear maps Φ : V (s) → V (φ(s)) defined on the generators by the formula Φ(x i ) = x i , 1 ≤ i ≤ n. Then Φ induces a well defined isomorphism of the complexes C(G) and C( G) so the homologies of the complexes coincide.
Corollary 2. Khovanov homology Kh(G) is an invariant of graph-links.
Jones polynomial of graph-knots and Khovanov homology
Let G be a simple labeled graph. The complex C(G) has two grading: the homological grading M 0 and the algebraic grading deg of graded algebras * V (s). The differential is not homogeneous with respect to deg but it is compatible with the grading Q 0 where for element any u ∈ r (s) we define Q 0 (u) = dim Z2 V (s) − 2r + M 0 (s). The differential increases the grading M 0 and leaves the grading Q 0 unchanged. Then
The following definition is due to Ilyutko and Manturov [4] . Definition 3. Let G be a simple labeled graph with n vertices. The Kauffman bracket polynomial of G is defined as
It appears that the Poincaré polynomial of the bigraded Khovanov homology of the graph G coincides with its Kauffman bracket up to shift of the gradings.
Theorem 2.
m,q∈Z
Proof. The left term of the equality coincides with the Poincaré polynomial of the chain complex C(G). Each state s ⊂ V(G) has homological grading α(s) and the corresponding chain space
to the Poincaré polynomial. Since dim V (s) = corank A(s) and α(s) = 
Here Ω ± 1 denotes the adding an isolated vertex with the label ±1 and Ω 2 denotes the adding two vertices. The entries of the cells are the shifts of the gradings after the corresponding move.
Thus the groups Kh(G) (m,q) are not invariants of graph-links. Nevertheless we can normalize the gradings for the graph-knots.
Definition 4 ([4]
). A graph-link G is called a graph-knots if corank (A(G)+E) = 0 where E is the identity matrix.
The condition corank (A(G) + E) = 0 survives after Reidemeister moves so the definition is correct.
Definition 5 ([4]
). Writhe number of a graph G with n vertices is the sum
where B i (G) = A(G) + E + E ii and the only non-zero element of E ii lies in the i-th row and i-th column.
Writhe number is invariant under the moves Ω 2 − Ω 4 . The move Ω Writhe number allows to introduce another invariant of graph-knots.
Definition 6 ([4]
). Jones polynomial of a graph-knot G is defined as X(G)(a) = (−a) −3w(G) G (a).
Theorem 2 leads to the following statement. The author is grateful to V. Manturov and D. Ilyutko for useful discussions.
