Abstract. We consider the inexact Newton methods
Introduction
In this paper we consider the nonlinear equations (1.1)
F (x) = y, arising from nonlinear inverse problems, where F : D(F ) ⊂ X → Y is a nonlinear Fréchet differentiable operator between two Hilbert spaces X and Y whose norms and inner products are denoted as · and (·, ·) respectively. We assume that (1.1) has a solution x † in the domain D(F ) of F , i.e. F (x † ) = y. We use F ′ (x) to denote the Fréchet derivative of F at x ∈ D(F ) and F ′ (x) * the adjoint of F ′ (x). A characteristic property of such problems is their ill-posedness in the sense that their solutions do not depend continuously on the data. Since the right hand side y is usually obtained by measurement, the only available data is a noise y δ satisfying (1.2) y δ − y ≤ δ with a given small noise level δ > 0. Due to the ill-posedness, it is challenging to produce from y δ a stable approximate solution to x † and the regularization techniques must be taken into account.
Many regularization methods have been considered for solving (1.1) in the last two decades. Tikhonov regularization is one of the well-known methods that have been studied extensively in the literature. Due to the straightforward implementation, iterative methods are also attractive for solving nonlinear inverse problems. In this paper we will consider a class of inexact Newton methods. To motivate, let x δ n be a current iterate. We may approximate F (x) by its linearization around x δ n , i.e. Computing the exact solution of (1.3) however can be expensive in general even the problem is well-posed. Thus, one might prefer to compute some approximate solution at certain accuracy and use it as the next iterate. This motivates the inexact Newton methods in [2] where for well-posed problems the convergence was carried out when the next computed iterate x δ n+1 satisfies (1.4)
at each step with the forcing terms µ n ∈ (0, 1) being uniformly bounded below 1. For nonlinear ill-posed inverse problems, F ′ (x δ n ) in general is not invertible and (1.3) usually is ill-posed. Therefore one should use the regularization methods to solve (1.3) approximately. Let {g α } be a family of spectral filter functions. We can apply the linear regularization method defined by {g α } to (1.3) to produce the next iterate. This leads to the following inexact Newton method
where x δ 0 := x 0 ∈ D(F ) is an initial guess of x † and {α n } is a sequence of positive numbers. By taking g α to be various functions, (1.5) then produces the nonlinear Landweber iteration [5] , the Levenberg-Marquardt method [3, 7] , the exponential Euler iteration [6] , and the first-stage Runge-Kutta type regularization [10] .
In this paper we will consider the inexact Newton method (1.5) in a unified way by assuming that {α n } is an a priori given sequence of positive numbers with suitable properties. We will terminate the iteration by the discrepancy principle (1.6) F (x δ n δ ) − y δ ≤ τ δ < F (x δ n ) − y δ , 0 ≤ n < n δ with a given number τ > 1 and consider the approximation property of x δ n δ to x † as δ → 0. For a large class of spectral filter functions {g α } we will establish the convergence of x δ n δ to x † as δ → 0 and derive the order optimal convergence rates for the method defined by (1.5) and (1.6). Our work not only reproduces those known results in [5, 7, 6, 10] but also presents new convergence results and new methods. Furthermore, our convergence analysis provides new insights into the feature of the inexact Newton regularization methods.
In the definition of the inexact Newton method, one may determine the sequence {α n } adaptively during computation. In [3] the Levenberg-Marquardt scheme was considered with {α n } chosen adaptively so that (1.4) holds and the discrepancy principle was used to terminate the iteration. The order optimal convergence rates were derived recently in [4] . The general methods (1.5) with {α n } chosen adaptively to satisfy (1.4) were considered later in [11, 9] , but only suboptimal convergence rates were derived in [12] and the convergence analysis is far from complete. The methods of the present paper is essentially different in that the sequence {α n } is given in an a priori way which has the advantage of saving computational work. We hope, however, the work of the present paper can provide better understanding on the methods with {α n } chosen adaptively. This paper is organized as follows. In Section 2 we first formulate the conditions on {α n }, {g α } and F , and state the main results on the convergence and rates of convergence for the methods defined by (1.5) and (1.6), we then give several examples of iteration methods that fit into the framework (1.5). In Section 3 we prove some crucial inequalities which is frequently used in the convergence analysis. In Section 4 we derive the order optimal convergence rate result when x 0 − x † satisfies certain source conditions. In Section 5 we show the convergence property without assuming any source conditions on x 0 − x † . Finally in Section 5 we present numerical examples to test the theoretical results.
Main results
In order to carry out the convergence analysis on the method defined by (1.5) and (1.6), we need to impose suitable conditions on {α n }, {g α } and F . For the sequence {α n } of positive numbers, we set (2.1)
We will assume that there are constants c 0 > 1 and c 1 > 0 such that
For the spectral filter functions {g α }, we will assume the following two conditions, where C denotes the complex plane.
where b 0 is a constant independent of α > 0. Moreover, there is a constant b 1 such that
Assumption 2. Let {α n } be a sequence of positive numbers, let {s n } be defined by (2.1). There is a constant b 2 > 0 such that
for 0 ≤ ν ≤ 1, 0 ≤ λ ≤ 1 and j = 0, 1, · · · , n, where r α (λ) := 1 − λg α (λ) is the residual function.
By using the spectral integrals for self-adjoint operators, it follows easily from (2.3) in Assumption 1 that for any bounded linear operator A with A ≤ 1 there holds
for z ∈ Γ α and 0 ≤ ν ≤ 1. Moreover, since Assumption 1 implies ϕ α (z) is analytic in D α for each α > 0, there holds the Riesz-Dunford formula (see [1] )
for any linear operator A satisfying A ≤ 1.
As a simple consequence of (2.5) in Assumption 2, we have for 0 ≤ ν ≤ 1 and
For the nonlinear operator F , we need the following condition which has been verified in [5] for several nonlinear inverse problems.
The condition (a) in Assumption 3 clearly implies that F ′ (x) is uniformly bounded over B ρ (x † ). Thus, by multiplying (1.1) by a sufficiently small number, we may assume that F is properly scaled so that condition (b) in Assumption 3 is satisfied. A direct consequence of Assumption 3 is the inequality
Theorem 2.1 shows that the method (1.1) together with the discrepancy principle (1.6) defines an order optimal regularization method for each 0 < ν ≤ 1/2. This result in particular reproduces the corresponding ones in [5, 7, 6, 10] for various iterative methods even with an improvement by relaxing τ > 2 to τ > 1.
Nevertheless, Theorem 2.1 does not provide the convergence of x δ n δ to x † as δ → 0 if there is no source condition imposed on x 0 − x † . In the next main result we will show the convergence of x δ n δ to x † as δ → 0 if {α n } is a geometric decreasing sequence, i.e. (2.12) α n = α 0 r n , n = 0, 1, · · · for some α 0 > 0 and 0 < r < 1, which is one of the most important cases in applications.
Theorem 2.2. Let F satisfy Assumptions 3, let {g α } satisfy Assumptions 1 and 2, and let {α n } be a sequence of positive numbers satisfying (2.12) .
for the integer n δ determined by the discrepancy principle (1.6) with τ > 1.
Theorem 2.2 extends the corresponding result in [7] for the Levenberg-Marquardt method to a general class of methods given by (1.5). The convergence result in Theorem 2.2 still holds if (2.12) is replaced by the condition
for some constants 0 < d 0 ≤ d 1 < ∞ and 0 < r < 1. In fact, the proof of Theorem 2.2 given in Section 5 requires only {α n } to satisfy (2.2) and (5.1) which can be achieved if {α n } satisfies (2.13). It would be interesting if such a convergence result can be proved for a general sequence {α n } satisfying (2.2) only. This, however, remains open; new technique seems to be explored. We conclude this section with several examples of the methods (1.5) in which the spectral filter functions {g α } have been shown in [8] to satisfy Assumptions 1 and 2:
(a) We first consider for α > 0 the function g α given by
where N ≥ 1 is a fixed integer. This function arises from the iterated Tikhonov regularization of order N for linear ill-posed problems. The corresponding method (1.5) becomes
When N = 1, this is the Levenberg-Marquardt method (see [3, 7] ).
(b) We consider the method (1.5) with g α given by
which arises from the asymptotic regularization for linear ill-posed problems. In this method, the iterative sequence {x δ n } is equivalently defined as x δ n+1 := x(1/α n ), where x(t) is the unique solution of the initial value problem
This is the so called exponential Euler iteration considered in [6] .
(c) For 0 < α ≤ 1 consider the function g α given by (2.14)
which arises from the linear Landweber iteration, where [1/α] denotes the largest integer not greater than 1/α. The method (1.5) then becomes
When α n = 1 for all n, this method reduces to the Landweber iteration in [5] .
(d) For 0 < α ≤ 1 consider the function
arising from the Lardy method for linear inverse problems. Then the method (1.5) becomes [1/αn] . When α n = 1 for all n, this is the so called first-stage Runge-Kutta type regularization considered in [10] .
Some crucial inequalities
The following consequence of the above assumptions on F and {g α } plays a crucial role in the convergence analysis.
Lemma 3.1. Let {g α } satisfy Assumptions 1 and 2, let F satisfy Assumption 3, and let {α n } be a sequence of positive numbers. Let T = F ′ (x † ) and for any
where j = 0, 1, · · · , n.
where
It suffices to show that for each J l there holds J l = (T * T ) ν S l for some bounded linear operator S l : Y → X satisfying the desired estimate. We will use the polar decomposition for linear operators which implies that
By using Assumption 3 we have
. This together with the polar decomposition on T * gives
Consequently we can write
Since 0 ≤ 1/2 + a − b ≤ 1, it follows from Assumption 2 that
This shows the desired conclusion on J 1 . Next we consider J 2 . Note that
1 Throughout this paper we will always use C to denote a generic constant independent of δ and n. We will also use the convention Φ Ψ to mean that Φ ≤ CΨ for some generic constant C.
Plugging this formula into the expression of J 2 , and using the polar decomposition on T * and the identity (3.1), we have
With the help of Assumption 3 we have
Therefore, it follows from (2.9) that
It remains to consider J 3 . Since Assumption 1 implies that ϕ αj (z) is analytic in D αj , we have from the Riesz-Dunford formula (2.8) that
Using the decomposition
together with the polar decomposition on T * and the identity (3.1), we obtain
Combining with (3.2) gives J 3 = (T * T ) b S 3 , where
We need to estimate S 3 . We first estimateL j (z) for z ∈ Γ αj . With the help of Assumption 3 and (2.7), we have
Since |z| ≥ α j /2 and |z − λ|
Therefore, it follows from Assumption 1 that
The proof is therefore complete.
In the proof of Theorem 2.2 we will also need the following inequality which can be obtained by essentially the same argument in the proof of Lemma 3.1.
Lemma 3.2. Let {g α } satisfy Assumptions 1 and 2, let F satisfy Assumption 3, and let {α n } be a sequence of positive numbers. Let T = F ′ (x † ) and for any
for all x,x ∈ B ρ (x † ), where j = 0, 1, · · · , n.
Rates of convergence: proof of Theorem 2.1
We begin with the following lemma which follows from [4, Lemma 4.3] and its proof; a simplified argument can be found in [8] .
Lemma 4.1. Let {α n } be a sequence of positive numbers satisfying α n ≤ c 1 , and let s n be defined by (2.1). Let p ≥ 0 and q ≥ 0 be two numbers. Then we have
where C 0 is a constant depending only on c 1 , p and q.
In order to derive the necessary estimates on x δ n − x † , we need some useful identities. For simplicity of presentation, in this section we set
Then we can write
By telescoping (4.1) we can obtain
By multiplying (4.2) by T := F ′ (x † ) and noting that
we can obtain
Based on (4.2) and (4.4) we will prove Theorem 2.1 concerning the order optimal convergence rate of x δ n δ to x † when e 0 := x 0 −x † satisfies the source condition (2.11) for some 0 < ν ≤ 1/2 and ω ∈ N (F ′ (x † )) ⊥ ⊂ X. We will first derive the crucial estimates on e δ n and T e δ n . To this end, we introduce the integerñ δ satisfying (4.5) s
where c 0 > 1 is the constant appearing in (2.2). Suchñ δ is well-defined since s n → ∞ as n → ∞. T e
Proof. We will show (4.6) by induction. By using (2.11) and T ≤ √ α 0 it is easy to see that (4.6) for n = 0 holds if C * ≥ 1. Next we assume that (4.6) holds for all 0 ≤ n ≤ l for some l <ñ δ and show (4.6) holds for n = l + 1.
With the help of (2.11) we can derive from (4.2) that
Thus we may use Assumption 2 and Lemma 3.1 with a = b = 0 to conclude
Moreover, by using (2.11), Assumption 2 and Lemma 3.1 with a = 1/2 and b = 0, we have from (4.4) that
With the help of Assumption 3 and the induction hypotheses, it follows for all 0 ≤ j ≤ l that (4.10)
By using the fact
and the induction hypotheses we have (4.12)
In view of the estimates (4.10), (4.12), the induction hypothesis on e j and the inequality (4.13)
for some generic constant c 2 , which follows from Lemma 4.1, we have from (4.8) and (4.9) that
With the help of Lemma 4.1, ν > 0, (4.11) and (2.2) we have ≤ 4c
τ −1 and K 0 ω is suitably small. We therefore complete the proof of (4.6). In the meanwhile, (4.14) gives the proof of (4.7).
From Proposition 4.1 it follows that x n ∈ B ρ (x † ) for 0 ≤ n ≤ñ δ if ω is sufficiently small. Furthermore, from (4.10) and (4.12) we have
In the following we will show that n δ ≤ñ δ for the integer n δ defined by (1.6) with τ > 1. Consequently, the method given by (1.5) and (1.6) is well-defined. Lemma 4.2. Let all the conditions in Proposition 4.1 hold. Let τ > 1 be a given number. If x 0 − x † satisfies (2.11) for some 0 < ν ≤ 1/2 and ω ∈ N (F ′ (x † )) ⊥ ⊂ X and if K 0 ω is suitably small, then the discrepancy principle (1.6) defines a finite integer n δ satisfying n δ ≤ñ δ .
Proof. From Proposition 4.1, (4.15) and ν > 0 it follows for 0 ≤ n ≤ñ δ that
By setting n =ñ δ in the above inequality and using the definition ofñ δ we obtain
if K 0 ω is suitably small. According to the definition of n δ we have n δ ≤ñ δ .
4.1.
Completion of the proof of Theorem 2.1. From (4.2), the source condition (2.11), the polar decomposition on T * , and Lemma 3.1 with a = 0 and b = ν it follows that
With the help of Assumption 1 and Lemma 3.1 we have
In view of (4.15), (4.16), Proposition 4.1, Lemma 4.1 and (4.5) it yields for 0 ≤ n < n δ that
Since Lemma 4.2 implies that n δ ≤ñ δ , we have w n δ −1 ω . On the other hand, it follows from (4.17), Assumption 3 and the definition of n δ that
Therefore, by using (4.17) and the above two estimates, we have from the interpolation inequality that
This gives the desired estimate.
Convergence: proof of Theorem 2.2
In this section we will show Theorem 2.2 concerning the convergence of x δ n δ to x † as δ → 0 without assuming any source conditions on e 0 := x 0 − x † . The sequence {α n } is now given by (2.12). It is easy to see that 1/α n ≤ s n ≤ 1/((1 − r)α n ) and
for 0 ≤ µ < 1, where C 1 is a constant depending only on r and µ. We remark that (5.1) may not be true for a general sequence {α n } satisfying (2.2). We first show that the method given by (1.5) and (1.6) is well-defined. To this end, we introduce the integern δ satisfying
Since s n → ∞ as n → ∞, suchn δ is well-defined.
Lemma 5.1. Let F satisfy Assumptions 3, let {g α } satisfy Assumptions 1 and 2, and let {α n } be a sequence of positive numbers satisfying (2.12). Let τ > 1 be a given number. If K 0 e 0 is suitably small, then there is a constant C * such that for 0 ≤ n ≤n δ , and the discrepancy principle (1.6) defines a finite integer n δ satisfying n δ ≤n δ .
Proof. We prove (5.3) by induction. By using T ≤ √ α 0 , it is easy to see that (5.9) is true for n = 0 if C * ≥ 1. Next we assume that (5.9) holds for all 0 ≤ n ≤ l for some l <n δ , and show that it is also true for n = l + 1. By a similar argument in the proof of Proposition 4.1 we obtain τ −1 and K 0 e 0 is suitably small. We thus complete the proof of (5.3).
Note that the above argument in fact shows also that
Thus, by the similar argument in the proof of Lemma 4.2 we can derive F (x δ n δ ) − y δ ≤ τ δ if K 0 e 0 is suitably small. According to the definition of n δ we obtain n δ ≤n δ .
In the remaining part of this section we will show x δ n δ → x † as δ → 0. We will achieve this by first considering the noise free iterative sequence {x n } defined by (1.5) with y δ replaced by y, i.e.
(5.7)
and showing that x n → x † as n → ∞. We then derive the stability estimate on x δ n − x n for 0 ≤ n ≤ n δ together with other related estimates. With the help of the definition of n δ , we will be able to show the convergence of x δ n δ to x † as δ → 0.
5.1.
Convergence of the noise free iteration. In this subsection we will show the convergence of x n to x † as n → ∞. We first show that if
We then perturb the initial guess x 0 to bex 0 such that
.
, suchx 0 can be chosen as close to x 0 as we want. We then show that {x n } is stable relative to the change of x 0 . This allows us to derive the convergence of {x n }.
We start with several lemmas. We first show that x n is well-defined for all n and satisfies certain estimates.
Lemma 5.2. Let F satisfy Assumptions 3, let {g α } satisfy Assumptions 1 and 2, and let {α n } be a sequence of positive numbers satisfying (2.12). If K 0 e 0 is suitably small, then (5.9) e n ≤ 2 e 0 and T e n ≤ 2c 0 e 0 s −1/2 n for n = 0, 1, · · · , where e n := x n − x † .
Proof. This result can be obtained by the same argument in the proof of Lemma 5.1.
Lemma 5.3. Let F satisfy Assumptions 3, let {g α } satisfy Assumptions 1 and 2, and let {α n } be a sequence of positive numbers satisfying (2.12). If e 0 = (T * T ) 1/4 ω for some ω ∈ N (T ) ⊥ ⊂ X and K 0 e 0 is suitably small, then Proof. We prove (5.10) by induction. By using T ≤ √ α 0 and e 0 = (T * T ) 1/4 ω, it is easy to see that (5.10) is true for n = 0. Next we assume that (5.10) holds for all 0 ≤ n ≤ l, and show that it also holds for n = l + 1. By a similar argument in the proof of Proposition 4.1 we obtain
and T e l+1 ≤ s
With the help of Assumption 3, Lemma 5.2 and the induction hypotheses, we have for 0 ≤ j ≤ l that
Therefore, by using Lemma 4.1, we obtain from (5.11) that
while by using (5.1) with µ = 3/4 we obtain
Thus, by using s l+1 ≤ c 0 s l , we obtain for suitably small K 0 e 0 that e l+1 ≤ 2c 0 ω s
and T e l+1 ≤ 2c 0 ω s
l+1 . The proof is therefore complete.
We remark that the crucial point in Lemma 5.1 is that it requires only the smallness of K 0 e 0 , which is different from proposition 4.1 where the smallness of K 0 ω is needed. This will allow us to pass through the approximation argument due to the perturbation of the initial guess.
We now derive a perturbation result on x n −x n and T (x n −x n ) relative to the change of the initial guess. For simplicity of the presentation we set
It follows from (5.7) and (5.8) that
By telescoping this identity we obtain
Lemma 5.4. Let F satisfy Assumptions 3, let {g α } satisfy Assumptions 1 and 2, and let {α n } be a sequence of positive numbers satisfying (2.12). If K 0 e 0 and K 0 ê 0 are suitably small, then (5.14)
x n −x n ≤ 2 x 0 −x 0 and
Proof. We will show (5.14) by induction. Since T ≤ √ α 0 , (5.14) holds for n = 0. In the following we will assume that (5.14) holds for 0 ≤ n ≤ l, and show that it is also true for n = l + 1.
In view of Assumption 2, Lemma 3.1 with a = b = 0, and Lemma 3.2 with µ = 0, it follows from (5.13) that
Next we multiply (5.13) by T . By using Assumption 2, Lemma 3.1 with a = 1/2 and b = 0, and Lemma 3.2 with µ = 1/2, we obtain 
Moreover, By using Assumption 3 we have
With the help of Lemma 5.2 it yields
This in particular implies
By virtue of (5.17), (5.18), (5.19 ) and the induction hypotheses, we have from (5.15) and (5.16) that
With the help of Lemma 4.1 and (5.1) we can derive
if K 0 e 0 and K 0 ê 0 are suitably small. The proof is thus complete. 
for the sequence {x n } defined by (5.7).
Proof. Let 0 < ε < e 0 be an arbitrarily small number. Since e 0 ∈ N (T ) ⊥ = R(T * ), there is anx 0 ∈ X such thatê 0 :=x 0 − x † ∈ R(T * ) and x 0 −x 0 < ε. Note that K 0 ê 0 ≤ 2K 0 e 0 . Thus, if K 0 e 0 is suitably small, then for the sequence {x n } defined by (5.8), it follows from Lemma 5.4 that
from Lemma 5.3 we have ê n → 0 and s
1/2 n
Tê n → 0 as n → ∞. Thus, there is a n 0 such that ê n < ε and s 1/2 n Tê n < c 0 ε for all n ≥ n 0 . Consequently e n ≤ x n −x n + ê n < 3ε and s
Tê n < 3c 0 ε for all n ≥ n 0 . Since ε > 0 is arbitrarily small, we therefore obtain (5.22).
Stability estimates.
In this subsection we will derive the stability estimates on x δ n − x n for 0 ≤ n ≤n δ , wheren δ is defined by (5.2). We will use the notations
The main result is as follows.
Proposition 5.1. Let F satisfy Assumptions 3, let {g α } satisfy Assumptions 1 and 2, and let {α n } be a sequence of positive numbers satisfying (2.12). If K 0 e 0 is suitably small, then 
Proof. We first show (5.23) by establishing
for 0 ≤ n ≤n δ , where b 2 and c 2 are the constants appearing in (2.6) and (4.13) respectively. It is clear that (5.25) is true for n = 0. Now we assume that (5.25) is true for all 0 ≤ n ≤ l for some l <n δ and show that it is also true for n = l + 1. We set
It then follows from the definition of {x δ n } and {x n } that
By telescoping the above equation and noting that x δ 0 = x 0 we obtain
In view of Assumption 1, Lemma 3.1 and Lemma 3.2 it follows that † . In the following we report some numerical results on the method given by (1.5) and (1.6) with g α defined by (2.14), which, in the current context, defines the iterative solutions {c The numerical result is reported in Table 1 . In order to see the effect of τ in the discrepancy principle (6.2), we consider the three distinct values τ = 1.1, 2 and 4. In order to indicate the dependence of the convergence rates on the noise level, different values of δ are selected. The rates in Table 1 coincide with Theorem 2.1 very well. Table 1 indicates also that the absolute error increases with respect to τ . Thus, in numerical computation, one should use smaller τ if possible.
In order to visualize the computed solutions, we plot in Figure 1 the results obtained for τ = 1.1 and various values of the noise level δ, where the solid, dashed,
