Alternative splicing is a main component of protein diversity, and aberrant splicing is known to be one of the main causes of genetic disorders such as cancer. Many statistical and computational approaches have identified several major factors that determine the splicing event, such as exon/intron length, splice site strength, and density of splicing enhancers or silencers. These factors may be correlated with one another and thus result in a specific type of splicing, but there has not been a systematic approach to extracting comprehensible association patterns. Here, we attempted to understand the decision making process of the learning machine on intron retention event. We adopted a hybrid learning machine approach using a random forest and association rule mining algorithm to determine the governing factors of intron retention events and their combined effect on decision-making processes. By quantifying all candidate features into five category values, we enhanced the understandability of generated rules. The interesting features found by the random forest algorithm are that only the adenine-and thymine-based triplets such as ATA, TTA, and ATT, but not the known intronic splicing enhancer GGG triplet is shown the significant features. The rules generated by the association rule mining algorithm also show that constitutive introns are generally characterized by high adenine-and thymine-based triplet frequency (level 3 and above), 3' and 5' splice site scores, exonic splicing silencer scores, and intron length, whereas retained introns are characterized by low-level counterpart scores.
INTRODUCTION
Alternative splicing is known to be a main mechanism of the protein diversity and complexity of the human genome (Lander et al., 2001; Venter et al., 2001 ). Alternative splicing can regulate the function of proteins by including or removing specific domains or by changing the protein structure (Davletov and Jiménez, 2004) . Aberrant splicing is known to be one of the main causes of diseases such as Parkinson's disease, Frasier syndrome, and cancer (Ermak, 1996; Faustino and Cooper, 2003; Venables, 2004; Wang et al., 2003) .
Early genome-wide studies reported that about 40-60% of all human genes have alternative splice forms (Croft et al., 2000; Modrek and Lee, 2002; Modrek et al., 2001) . Later, microarray analyses updated the coverage to 70-80% (Johnson et al., 2003) . Currently, more advanced high-throughput sequencing approach estimates that up to 95% of human genes experience alternative splicing (Pan et al., 2008; Wang et al., 2008) .
Major types of alternative splicing include exon skipping, alternative use of splice sites, and intron retention. Compared with the other types of alternative splicing, intron retention has not been widely studied because it is considered to be an error in the splicing machinery that is not common in higher eukaryotes. Some researchers have estimated that it occurs in 2%-5% of human genes (Clark and Thanaraj, 2002; Kan et al., 2002) , while others have reported that it occurs in 15% of them (Galante et al., 2004) . Recently, the biological significance of intron retention events was recognized through the study of several human genes, including CD44 (Goodison et al., 1998) , kallikrein (KLK) (Michael et al., 2005) , and Tap . Major sequence features distinguishing retained from constitutive introns in the human transcriptome have been identified by large-scale human cDNA analysis Edited by Ali Masoudi-Nejad (Galante et al., 2004; Sakabe and de Souza, 2007) . Many statistical and learning machine-based approaches have reported different regulating factors for intronic splicing. With commonly accepted sequence features such as intron length (Stamm et al., 2000) and splice site strength (Dewey et al., 2006) , some studies have reported the importance of cis-regulatory motives such as enhancers that include G triplets in introns or silencers (McCullough and Berget, 1997; Sakabe and de Souza, 2007; Wang et al., 2006) , the TGCATG motif (Minovitsky et al., 2005) , and intronic CA-repeat elements (Hui et al., 2005) . Other studies have mentioned the frequency of stop codons (Galante et al., 2004) or the influence of the secondary structure of pre-mRNAs in the splicing process (Buratti and Baralle, 2004) . Recent machine learning approaches classify a gene sequence as constitutively or alternatively spliced based on collected candidate features. Vukusic et al. (2007) used a genetic programming (GP) algorithm to generate classifiers for cassette exons and retained introns, and Xia et al. (2006) applied a support vector machine (SVM) approach to predict retained introns. Both methods show decent performance in predicting retained introns. The GP scheme especially presents dominant features of retained introns, such as silencer motif scores, number of adenines, and enhancer motif scores, among 35 features. Even though these features are involved in deciding the final class of retained or constitutive introns, it is not clear how they are associated in the decision-making process. Because these learning machine algorithms are black-box models, they are not able to present understandable patterns (rules) correlating important features for decision making.
To provide insights into the governing factors of intron retention events and their association patterns in the decision-making process, we applied a hybrid learning machine approach using a random forest (Breiman, 2001) and association rule mining algorithm (Yin and Han, 2003) to analyze three groups of intron data clustered by intron length (Fig. 1) . The significant features of each group of intron data were compared, and their influence on performance was evaluated. Finally, based on the generated rules, association patterns of significant factors were examined.
METHODS

Dataset
Our data are derived from the AltSplice database (Human release 3). Initially, we extracted data on 3817 simple retained and 134,863 constitutive introns. To avoid a high imbalance in the ratio of the two groups, we reduced the number of constitutive introns to 16,019 by random selection from each gene. With both groups, we removed instances with fewer than 40 nucleotides to maintain the minimum size of assigning feature information. Finally, we obtained data on 3793 retained and 16,016 constitutive introns (set A). We then created two more datasets according to intron length. Set B consisted of 3700 retained and 7100 constitutive introns with fewer than 1500 nucleotides, and set C consisted of 2521 retained and 2184 constitutive introns with fewer than 300 nucleotides.
Feature selection
We collected candidate features from the previous studies or from the current research. During an initial screening process, we removed the features whose density distributions are similar for both retained and constitutive introns. These features include minimum free energy information from RNA secondary structure prediction (Buratti and Baralle, 2004; Vukusic et al., 2007) , the size of the AG dinucleotide exclusion zone (Gooding et al., 2006; Vukusic et al., 2007) , 285 exonic splicing regulatory (ESR) sequence scores (Goren et al., 2006) , the RNA binding site motif score (http:// ast.bioinfo.tau.ac.il/ESR.htm), ESE and ESS distances from the splice sites, and some triplet frequency features. In Table 5 , the list of initially selected candidate features is displayed.
For triplet frequency features, we extracted the donor and acceptor intron segments being the length of 69 bases respectively to make them 3 multiples. We obtained 23 triplets from each segment. If ATG came out 3 times in the segment, the normalized frequency becomes 3/23. The normalized frequency ranging from 0 to 0.3 was divided into 5 level bins to categorize it into simpler unit. We stated that level 1 or 2 is low, 3 medium and 4 or 5 high triplet frequency.
To obtain 3' splice site score, we extracted 23 base long segments being 20 bases in intron and 3 bases in the contiguous exon region. Then we uploaded the segment information into the following MaxEntScan server to calculate the 3' splice site score. (http://genes.mit.edu/ burgelab/maxent/Xmaxentscan_scoreseq_acc.html) 5' splice site score was obtained in the similar way with 3' splice site score. We extracted 9 base long segments being 3 bases in Fig. 1 . Major figure to summarize this study.
exon and 6 bases in the contiguous intron. Then we uploaded the segment information into the following MaxEntScan server to calculate the 5' splice site score. (http://genes. mit.edu/burgelab/maxent/Xmaxentscan_scoreseq.html) As in triplet frequency, 3' splice site score ranging from -25 to 19 and 5' counterpart ranging from -14 to 13 were divided into 5 level bins to categorize them into simpler units.
The enhancer scores are calculated on the adjacent donor and acceptor exonic segments with 70 nucleotides from each splice site. Similarly, the silencer scores are calculated on donor and acceptor intronic segments with 70 nucleotides from each splice site and on the whole intron segment (pess_whole). These scores are obtained according to the method described by Grellscheid and Smith (2006) . All the features in Table 5 are applied to a random forest algorithm to select significant ones.
Random forest algorithm
The random forest algorithm (Breiman, 2001 ) is an ensemble of decision trees where each tree is grown by a randomly selected set of the training data with randomly selected features (Fig.  7) . Once a large number of trees are produced, prediction is made by vote for the most popular class of the trees. The formal definition is as follows (Breiman, 2001 ). Let Θ be the set of possible features and t(x, Θ) be a tree grown with Θ to classify an instance vector x. With the previous notations a random forest r is defined as:
where Θ k ⊆ Θ. For the k th tree, a random vector Θ k is formed independently from the past random vectors Θ 1 , …,Θ k-1 . Each tree is grown by the following process (Livingston, 2005): 1. A dataset is divided into training and test sets, and the training set is again divided into in-bag and outof-bag sets. In-bag data are chosen by sampling with replacement members from the training set, and the out-of-bag set is the remaining data that are not present in the in-bag set.
2. For each tree, a random number of features are selected to form nodes and leaves. 3. Each tree is fully grown without pruning. Once a sufficient number of trees are produced, each tree casts a vote for the most popular class on input vector x. With an ensemble of independent classifiers (trees), this predictor is known to achieve better performance than a single decision tree classifier and is more robust to outliers and noise.
Another important feature of this algorithm is the variable importance calculation (Livingston, 2005) . This algorithm first counts "untouched correct count," which is the number of votes cast for the correct class based on out-ofbag data. Next, the values of feature [i] are randomly permuted within the same data. The new dataset with permuted feature [i] values is tested for correct classification. The raw importance score for the particular feature is the difference between the previous two counts averaged by the number of trees.
A low raw_importance score means a poor relationship between a particular feature and correct classification, whereas a positive score indicates that the feature is important for correct classification. Z-score is obtained by dividing this raw_importance score by its standard error. Since the random forest algorithm directly generates the list of important features with the software (http://www.stat.berkeley.edu/~breiman/RandomForests/ cc_home.htm), in this study we mainly applied this algorithm for selecting features.
Association rule-based classifier The association rulebased classifier was originally devised for analyzing market basket data . It applies an association rule mining algorithm for complete rule set generation. Once a small, high-quality rule set is selected based on user-specified support (occurrence) and confidence thresholds, this rule set is applied for predic- tion. A formal definition of association rule mining is as follows (Zhang and Zhang, 2002) . Let I = {i 1 , i 2 , …, i m } be a set of literals, or items. Let X be an itemset, which is a subset of I. Let D = {t 1 , t 2 , …, t n } be a set of transactions called a transaction database. Each itemset X is related to a set of transactions t X = {t ∈ D | t ⊇ X} where each transaction t contains the itemset X. In a transaction database D, each itemset X has a support, supp(X), which is the ratio of transactions in D containing X:
where
A frequent itemset is defined as an itemset whose support is equal to, or greater than, the user-specified minimal support threshold. An association rule is an implication X → Y, where itemsets X and Y are disjoint, X Y = ø. In each association rule, there are two quality measures, support and confidence. Support is the number of occurrences of each pattern, and confidence is the strength of implication. When a transaction database D is given, mining association rules is generating all association rules that have support and confidence values equal to, or greater than, the user-specified minimal support and confidence thresholds, respectively. Most traditional association rule mining algorithms are based on a support-confidence model , and it is suitable for analyzing the market basket data. In bioinformatics, researchers try to find rarely occurring but statistically important patterns as well as frequent ones. Wang and Yang (2005) adopted the information metric (Blahut, 1987) to characterize these important patterns. The information model is formally defined as follows (Wang and Yang, 2005) . Let E = {e 1 , e 2 , ...} be a set of distinct events. The information contained by an event e i is defined as
where |E| and Prob(e i ) are the number of events in E and the probability that e i will occur, respectively. According to equation (4), the frequent event contains less information than the rare event. The algorithms that adopted this information metric for rule generation include FOIL (First Order Inductive Learner) (Quinlan and CameronJones, 1993) , PRM (Predictive Rule Mining) (Yin and Han, 2003) , and CPAR (Classification based on Predictive Association Rules) (Yin and Han, 2003) . Among them, the algorithm CPAR is a more advanced association rulebased classifier implemented by the LUCS-KDD research group (http://www.csc.liv.ac.uk/~frans/KDD/Software). In CPAR, Laplace accuracy is adopted to measure the accuracy of rules. Given a rule r, it is defined as follows: (5) where m is the number of classes and N total is the total number of examples that satisfy the rule's body, among which N c examples belong to the predicted class, C of the rule. This study adopted the CPAR algorithm for rule mining.
RESULTS
Significant features of different groups of intron data
Intron length is known to be one major factor for distinguishing retained from constitutive introns (Vukusic et al., 2007; Xia et al., 2006) . Retained introns are generally shorter than their constitutive counterparts. However, in instances in which retained and constitutive introns have similar lengths, this feature cannot be used in the decision-making process. In our dataset, about 14% of constitutive and 66% of retained introns have fewer than 300 nucleotides. To find important features and their associations with different ranges of length, we clustered the intron data into three groups. Set A is the original dataset of retained and constitutive introns covering all ranges of intron length. Set B is the group with fewer than 1500 nucleotides, and set C is the group with fewer than 300 nucleotides. Figure 2 shows the length distribution of these datasets. As the range becomes smaller, the length distribution of two classes becomes very similar. We can see that the length feature does not work effectively with set C.
Other candidate features were collected from the results of previous studies or from the current research (see METHODS). Some of them whose distributions showed similar patterns between retained and constitutive introns were initially removed. Based on the selected features, a five-fold cross-validation test was performed with a random forest algorithm. This algorithm generates the ranks of applied features according to the importance measure of the Z-score. Among the top 20 features in each training set, those that occurred commonly in all five sets were selected as significant. These features were applied for rule generation based on an association rule mining algorithm. Figure 3 shows the average Z-scores of the important features obtained by using the RF algorithm. In set A, intron length is presented as the most significant among nine features (Fig. 3 (a) ). A 3' or 5' splice site score or octamer exonic splicing silencer score of acceptor site (pess_as) and the whole intron segment (pess_whole) are also ranked high in the list. Their importance has been noted in previous studies (Sakabe and de Souza, 2007; Vukusic et al., 2007; Yerbol and Mikhail, 2008) . For stop codon frequency (Galante et al., 2004) , only a TAG triplet is ranked high in set A. Interestingly, only adenine-and thymine-based triplets such as ATA, ATT, and TTA are considered significant in our datasets: no cytosine-or guanine-based triplets, such as the GGG triplet (McCullough and Berget, 1997; Sakabe and de Souza, 2007) , are considered important.
In set B, intron length is still the most distinguishing feature (Fig. 3 (b) ). The other high-ranked features are similar to those in set A, except that the frequency of the TAA stop codon, the octamer exonic splicing silencer score of donor site (pess_ds), and the 'A,' 'G,' or 'C' contents are Table 1 . Example rules generated from the association rule-based classifier on set A If ATA and ATT are 1 (no ATA and ATT found), length is 1, 3' ss is 2, and 5' ss is 2; the score of pess in whole intron is 2; the target is retained intron with 92% accuracy Rule 100 Original rule (100) {11 21 28 31} → {47} 0.92
Decoded rule (100) TAG = {1}, length = {1}, 3ss = {3}, 5ss = {1}, → Ret(0.92)
Rule explanation
If TAG is 1 (no TAG found), length is 1, 3' ss is 3, and 5' ss is 1; the target is retained intron with 92% accuracy 
If ATA is 1 (no ATA found), TAG is 2, TTA is 1 (no TTA found), length is 1, 3' ss is 2, and 5' ss is 3; the target is retained intron with 91% accuracy *The value of the decoded rule body is the assigned category values from 1 to 5 based on the range of the feature. Splicing pattern mining by hybrid learning machine considered significant as well. In set C, intron length is not included as an important feature as we assumed (Fig. 3 (c) ). The exonic splicing silencer score is not observed either. The distribution patterns of pess_whole shown in Fig. 4 support this observation. Like intron length, the distribution of Table 2 . Decoded rules excerpted from set A (1) length = {5}, 5ss = {3}, → Con(1.00) (2) TAG = {3}, length = {5}, 5ss = {3}, → Con(1.00) (3) length = {5}, pess_as = {5}, → Con(1.00) (4) ATT = {4}, length = {5}, pess_as = {5}, → Con(1.00) (5) ATT = {4}, TAG = {3}, length = {5}, pess_as = {5}, → Con(1.00) (6) length = {5}, → Con(1.00) (7) ATT = {4}, length = {5}, 5ss = {3}, → Con(1.00) pess_whole becomes similar as the range gets smaller. The two most significant features are 3' and 5' splice site scores. Interestingly, the score of hexamer exonic splicing enhancer on donor site (ese_ds) is considered important with the adenine-and thymine-based triplets.
The importance of selected features is verified by observing distribution patterns of each feature value between retained and constitutive introns. In Fig. 4 , distributions of selected feature values are compared on three datasets. As the range gets smaller, distribution patterns become similar. With a few exceptions, this trend is observed in all 64 triplets and also in other features. Features such as 3' and 5' splice site scores show consistent distribution patterns with retained and constitutive introns in all sets (Fig. 5) , which means that they are reliable discriminating factors not affected by intron length.
Association rule generation based on significant features To generate quantified association rules governing intron retention events, each feature was assigned to a category value from 1 to 5 based on the range. Using these values, an association rule-based classifier was applied with a five-fold cross-validation test. In this scheme, all data are divided into five subsets. One subset is chosen for testing and the remaining four subsets are used for training and this process is repeated until all the subsets are chosen for testing. In Table 1 , example rules for set A are described in detail. More decoded rules are shown in Table 2 . As can be observed, the significant features are combined in various ways by correlating a few at once to determine the final class. Constitutive introns are generally characterized by high adenine-and thymine-based triplet frequency (level 3 and above), 3' and 5' splice site scores, octamer exonic splicing silencer scores, and long intron length. Retained introns are distinguished by low levels of counterpart scores (level 2 and below).
An interesting observation is that if some of the feature values are biased from the general expectation, other factors in the rule body compensate the effect with extremely high or low values (level 1 or 5) to define a particular class. For example, in the following rules (rule 43 and 47), triplet frequency and length features are at the same level. However, in the first rule, the unexpectedly low octamer exonic splicing silencer score of acceptor site (pess_as) is associated with the highest level of 5' splice site score. In the second rule, the low level of 5' splice site score is associated with the highest level of pess_as score.
(43) ATA = {3}, length = {3}, 5ss = {5}, pess_as = {1} → Constitutive intron (0.98) (47) TAG = {3}, length = {3}, 5ss = {2}, pess_as = {5} → Constitutive intron (0.97) A similar trend is observed in sets B and C. The whole rules from each dataset are listed in Supplementary Fig  1. In Fig. 6 , the frequency of significant features that occurred in the rule body is compared. Interestingly, their frequency patterns in the rule body are similar to the average Z-score distributions of the random forest algorithm on all datasets (see Fig. 3 ).
Prediction accuracies Prediction accuracy is obtained from the association rule-based classifier with a fivefold cross-validation test. As can be seen from Table 3 , set A shows the highest performance and set C shows the lowest performance. As we assumed, the association rule-based classifier could not clearly discriminate between two classes when they have similar feature val- Fig. 6 . Frequency of significant features occurring in the rule body. Splicing pattern mining by hybrid learning machine ues as in set C. In Table 4 , performance is compared with other schemes. It should be noted that even though all schemes used the same database, the version, the ratio (retained vs. constitutive intron data), and the data extraction method are different. Therefore, the result could be affected by dataset as well as by feature selection or by classifier performance. In Table 4 , our scheme (the Zhang and Chasin (2004) 28-29 pess_ds, pess_as Exonic splicing silencer score of donor segment and acceptor segment. Based on octamers by Zhang and Chasin (2004) 30 pess_whole Exonic splicing silencer score of the whole intron segment 31-34 a%, c%, g%, t% A, C, G and T contents in whole intron (Vukusic et al., 2007) 35-36 ese_ds, ese_as Exonic splicing enhancer score of donor segment and acceptor segment. Based on hexamers by Fairbrother et al. (2002) 37-38 ess_ds, ess_as Exonic splicing silencer score of donor segment and acceptor segment. Based on hexamers by Wang et al. (2004) 39 ess_whole Exonic splicing silencer score of the whole intron segment 40 tgcatg TGCATG contents in the whole intron segment. (Minovitsky et al., 2005) 41 tgga TGGA contents in the whole intron segment (Zavolan et al., 2003) 42 MOD3 Frame conservation. Intron length divided by 3 last column) shows a little bit lower performance than the genetic programming method due to information contraction for rule generation. However, with respect to balanced sensitivity and specificity, it is better than the SVM approach or the neural net-based approach.
DISCUSSION
This study adopted a rule based approach to understand the decision making process of intron retention events. Due to the limitation of the rule based approach, we could not observe the performance improvement over the previous algorithms. However, by adopting a hybrid learning machine approach using a random forest and association rule mining algorithm, we observed the governing factors of intron retention events and their combined effect on decision-making processes. The random forest algorithm presented important new features as well as the previously reported ones. The interesting features are the adenine-and thymine-based triplets such as ATA, TTA, and ATT. The known intronic splicing enhancer, GGG triplet, is not included in the list of significant features.
The rules generated from the association rule-based classifier informed how the significant features are combined to determine the final class. In general, constitutive introns are characterized by high adenine-and thymine-based triplet frequency, 3' and 5' splice site scores, octamer exonic splicing silencer scores, and long intron length, whereas retained introns are characterized by low levels of counterpart scores. Furthermore, we learned that if some of the feature values are biased from the general expectation, other factors in the rule body compensate the effect with extremely high or low values to define a particular class. This supports the fact that these features are strongly correlated with one another in the rule body.
Previous studies pursued the general governing factors covering all ranges of intron data. In this study, we analyzed the data in a different way by reducing the scope of intron length from whole group to short-length (< 300 nt) group. With this approach, we attempted to capture different aspect of governing factors of each group. We found that as the range of intron data becomes smaller, the distribution patterns of most features become similar. Exceptionally, the impact of the splice site scores is consistent regardless of the scope. We observed that the similar distribution patterns of most features affect the performance of the classifier unfavorably in the short length set. If these are not due to annotation errors in the database, it implies that besides the splice site scores there may be unknown discriminating factors for short introns.
CONCLUSIONS
The rule based approach is a decent alternative to understand the correlation of governing factors of intron retention events although it is not the best choice for performance of prediction. The generated rules from the association rule-based classifier showed that how the significant features are combined to determine the final class. The change of the scope of data mining informed the previously unknown facts that showed us what to do for further study. They will include examining the possibility of the annotation errors or digging out unknown discriminating factors for short introns.
This research was funded by a grant from the National Cancer Center, Korea #0810160. The authors would like to thank Professor F. Coenen for making association rule mining software and Professor L. Breiman for making random forest software publicly available. 
