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Kapitel 1
Einleitung
1.1 Das Problem und seine Geschichte
Das Ziel der vorliegenden Arbeit ist, die Implikation[∫
BR
ϕ(|∇u|)dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
ϕ(|u|)dx ≤ K
]
⇒ ∫
Ω
ψ(|u|)dx ≤ K1.
(1.1)
fu¨r ϕ = tp log(t + 2)α betrachten. Hierbei sei p ≥ 1 vorausgesetzt. Wir
versuchen, optimales ψ zu finden, fu¨r das (1.1) noch gilt (siehe Definition 1.7.)
Die vorliegende Arbeit bescha¨ftigt sich mit Einbettungssa¨tzen von Orlicz-
Morrey-Ra¨umen. Es geht um die Frage, welche Integrabilita¨tsaussagen man
fu¨r eine Funktion u erzielen kann, wenn die folgende sogenannte logarithmische
Morrey-Bedingung im Orlicz-Raum Lϕ, ϕ = t
p log(t+ 2)α, p ≥ 1 erfu¨llt ist:∫
BR
ϕ(|∇u|) dx ≤ K R
n−λ
| logR|ϑ ∀KugelnBR, R ≤ 1/2. (1.2)
Hierbei ist
∫
Ω
ϕ(|u|) dx ≤ K vorausgesetzt.
Gesucht ist die optimale Funktion ψ, fu¨r die unter der Voraussetzung (1.2)
noch die Integrabilita¨tsaussage∫
Ω
ψ(u) dx < K1 <∞
gu¨ltig ist.
Diese Fragestellung ist fu¨r die Theorie der partiellen Differentialgleichungen
von großer Wichtigkeit.
Die Geschichte hierzu beginnt im Jahre 1940, als C.B.Morrey sein folgendes
beru¨hmtes Resultat bewies:
Eine Ungleichung der Gestalt∫
BR
|∇u|pdx ≤ KRn−p+pα ∀R > 0 (1.3)
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fu¨r eine Funktion u aus dem Sobolevraum W 1,p(Ω) zieht die Ho¨lderstetigkeit
der Funktion u mit Ho¨lderexponenten α nach sich, sofern in (1.3): α > 0 gilt.
A¨quivalent ist die Aussage: die Ungleichung∫
BR
|∇u|pdx ≤ KRn−λ ∀R > 0 (1.4)
fu¨r eine Funktion u aus dem Sobolevraum W 1,p(Ω) zieht die Ho¨lderstetigkeit
der Funktion u mit Ho¨lderexponenten α = 1−λ/p nach sich, falls p > λ ist.
Das Supremum wird u¨ber alle Kugeln BR = BR(x0) genommen. Im
Randna¨he ist BR durch BR ∩ Ω zu ersetzen; von dem zugrunde liegenden
Gebiet wird Lipschitzstetigkeit vorausgesetzt.
Dieses Resultat von Morrey wird als Morrey’s Lemma bezeichnet und ist
von großer Bedeutung fu¨r die Theorie der partiellen Differentialgleichungen.
Das Morrey-Lemma wurde in verschiedenen Hinsichten ausgedehnt. Im Fall
p < λ in der Gleichung (1.4) erhielten Marcinkiewicz und Stampacchia [26],
dass die Bedingung (1.4) die Inklusion
u ∈ Lq(Ω) fu¨r 1
q
<
1
p
− 1
λ
(1.5)
impliziert. Außerdem bleibt die Morrey-Bedingung fu¨r u erhalten.1 Spa¨ter er-
hielt man die scharfe Abscha¨tzung 1
q
= 1
p
− 1
λ
(Chiarenza Frasca).
Im Grenzfall λ = p la¨ßt sich aus (1.4) nicht schließen, dass u stetig
ist, stattdessen erha¨lt man, dass u in dem sogenannten Raum BMO liegt
(BMO=bounded mean oscillation=beschra¨nkte mittlere Oszillation). Dies be-
sagt, dass
sup
BR
|BR|−1
∫
BR
|u(x)− u¯R| dx ≤ K, u¯R = |BR|−1
∫
BR
u dx.
Beweisskizze: Sei
∫
BR
|∇u|p dx ≤ KRn−p. Dann folgt aus der Ungleichung
von Poincare´
∫
BR
|u(x)− u¯R|pdx ≤ CRp
∫
BR
|∇u|pdx, dass(
1
|BR|
∫
BR
|u(x)− u¯R| dx
)p
≤ 1|BR|
∫
BR
|u(x)− u¯R|p dx ≤
CRp · 1|BR|
∫
BR
|∇u|p dx ≤ CRp · KRn−p|BR| = C1. 2
John und Nirenberg zeigten 1961 in [13], dass die Inklusion u ∈ BMO∩Lp
die Ungleichung∫
Ω
eαu(x)dx ≤ K, α = C(Ω)‖u‖BMO , C(Ω) > 0 (1.6)
nach sich zieht.
1Wir meinen damit, dass u ∈ Morrey-Raum Lq,λ(Ω) im Sinne der Definition auf Seite 15.
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Fu¨r viele Anwendungen ist es von Bedeutung, (1.6) zu verbessern.
Beispielsweise bewies Trudinger 1967 in [32], dass im Grenzfall u ∈W 1,n(Ω),
Ω ⊂ Rn, in dem auch u ∈ BMO gilt, die sta¨rkere Ungleichung∫
Ω
exp(c|u|q)dx ≤ K, q = n
n− 1 (1.7)
gilt.
Fu¨r einfachste Fa¨lle wurde sogar beste Konstanten gefunden. Zum Beispiel,
es ist schon lange bekannt, dass ∀u ∈W 1,p0 (Rn) mit 1 ≤ p < n gilt es:(∫
Rn
|u|qdx
)1/q
≤ C
(∫
Rn
|∇u|pdx
)1/p
mit
1
q
=
1
p
− 1
n
. (1.8)
In dieser Ungleichung ha¨ngt die Konstante C von p und n, aber nicht von u
ab.
Talenti hat beste Konstanten C = C(p, n) fu¨r (1.8) berechnet [30], und zwar
C(1, n) = [Γ(1+n/2)]
1/n
√
π n
und
C(p, n) = π−
1
2n−1/p
(
p−1
n−p
)1−1/p (
Γ(1+n/2) Γ(n)
Γ(n/p) Γ(1+n−n/p)
)1/n
fu¨r 1 < p < n.
Man kann bemerken, dass
C(1, n) = O(n−1/2) und C(p, n) = O(n1/2−1/p)
(
p−1
n−p
)1−1/p
.
Das sind tatsa¨chlich sehr gute Konstanten.
Die Hauptidee von Talenti war, Schwarzsche Symmetrisation anzuwenden
(siehe Seite 15 in [15] oder Seite 35 von meiner Arbeit). Diese Operation be-
nutzen wir ebenfalls recht ha¨ufig.
Wir wollen jetzt ein paarWorte u¨ber Orlicz-Raum sagen (siehe auch [24],[17]
und [10].) Zuna¨chst einige Definitionen:
Definition 1.1 (N-Funktionen) Man sagt, dass ϕ eine N-Funktion ist,
wenn ϕ : R≥0 → R≥0 konvex, ϕ(t) 6= 0 ∀ t 6= 0 und lim
t→0
ϕ(t)
t
= 0, lim
t→∞
ϕ(t)
t
=
∞.
Bemerkung 1.1 Sehr oft erweitert man den Definitionsbereich der N-
Funktionen auf das ganze R, indem man durch f(−t) := f(t) ∀ t ≥ 0 setzt.
Bemerkung 1.2 Jede N-Funktion ist fu¨r t > 0 streng monoton wachsend.
Sehr hilfreich ist auch folgende A¨quivalenzrelation:
Definition 1.2 Seien ϕ1, ϕ2 : R≥0 → R≥0 wachsend. ϕ1 ∼ ϕ2 genau dann,
wenn ∃T, C, c > 0 mit
∀ t ≥ T : cϕ1(t) ≤ ϕ2(t) ≤ Cϕ1(t).
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Nun kann man das Problem dieser Arbeit folgendermaßen umformulieren:
Sei ϕ ∼ tp log(t+ 2)α, außerdem ist ϕ N -Funktion. Fu¨r welche N -Funktionen
ψ gilt die Implikation (1.1)?
Eine Antwort auf diese Frage liefert die Einbettungssa¨tze in die Orlicz-
Ra¨ume, wie wir spa¨ter sehen.
Definition 1.3 (Orlicz-Raum L∗ϕ(Ω)) Sei ϕ eine N-Funktion. Dann
L∗ϕ(Ω) :=
{
u ∈ L1(Ω)
∣∣∣ ‖u‖(ϕ) := inf {λ > 0 ∣∣∣ ∫
Ω
ϕ
( |u(x)|
λ
)
dx ≤ 1
}
<∞
}
.
(1.9)
Das ist eine Verallgemeinerung der Lp-Ra¨ume, 1 < p <∞, die vom polnischen
Mathematiker M.W.Orlicz in [24] eingefu¨hrt wurde.
Man muss sagen, dass die urspru¨ngliche Definition von diesen Orlicz-Ra¨um-
en, die von Orlicz stammt, sich von (1.9) unterscheidet. Um die eigentliche
Definition des Orlicz-Raum zu schildern, mu¨ssen wir zuerst den Begriff der
komplementa¨ren Funktionen einfu¨hren.
Definition 1.4 Sei ϕ eine N-Funktion, p(t) = ϕ′(t) (existiert f.u¨. auf [0;∞)),
q = p−1 sei die Inverse zu p.
Dann ist ϕ˜(t) :=
∫ t
0
q(τ) dτ die komplementa¨re Funktion fu¨r ϕ.
Bemerkung 1.3 Hiermit ist ϕ˜ eine N-Funktion.
oder
Definition 1.5 Sei ϕ—N-Funktion.
Dann ist ϕ˜(p) := sup
q≥0
pq − ϕ(q) die komplementa¨re Funktion von ϕ.
Die beide Definitionen sind equivalent.
Nach diesen Vorbereitungen kann man die von Orlicz benutzte Definition
zitieren:
Definition 1.6 (Orlicz-Raum L∗ϕ(Ω)) Sei ϕ—N-Funktion, ϕ˜ ist komple-
menta¨re N-Funktion zu ϕ und ̺(g) :=
∫
Ω
ϕ˜(|g(x)|)dx. Dann
L∗ϕ(Ω) :=
{
u ∈ L1(Ω)
∣∣∣ ‖u‖ϕ := sup
̺(g)≤1
∫
Ω
u(x)g(x)dx <∞
}
.
Noch Orlicz hat bemerkt, dass es eine besondere Klasse von N -Funktionen mit
der
Eigenschaft △2: ∃C, T ∈ R>0 mit ϕ(2t) ≤ Cϕ(t) ∀ t ≥ T
existiert, so dass die Orlicz-Klasse Lϕ(Ω), also die Mengen
Lϕ(Ω) := {u ∈ L1(Ω) |
∫
Ω
ϕ(|u|)dx <∞},
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mit Orlicz-Raum genau dann u¨bereinstimmt, wenn ϕ die Eigenschaft △2 hat.
Im Buch von Krasnosel’ski˘i und Rutitski˘i [17] kann man noch mehr Beson-
derheiten der Klasse {△2-Funktionen} finden (z.B., dass Raum L∗ϕ(Ω) genau
dann separabel ist, wenn ϕ die Eigenschaft △2 besitzt).
Leider wird nicht jeder Orlicz-Raum, den wir in dieser Arbeit bekommen,
von N -Funktion mit Eigenschaft △2 generiert, und deswegen hat auch Formel
(1.9) eine große Bedeutung.
Zum Schluß kehren wir zum Ziel unserer Arbeit (Implikation (1.1) ) zuru¨ck.
Wir haben bisher vorausgesetzt, dass ϕ und ψ N -Funktionen sind, obwohl man
kann leicht sehen kann, dass die Implikation (1.1) gu¨ltig bleibt, wenn wir ϕ
bzw. ψ durch ϕ ∼ ϕ bzw. ψ ∼ ψ ersetzen. Die Relation “∼”wird im Sinne von
Definition 1.2 verstanden. Natu¨rlich werden die Koeffizienten K und K1 dabei
vera¨ndert.
Aber jetzt ko¨nnen wir voraussetzen, dass ϕ(t) = tp log(t + 2)β. Außerdem ist
es leichter, ψ(t) ∼ ψ(t) statt der N -Funktion ψ(t) zu berechnen.
1.2 Ein U¨berblick u¨ber Kapitel 4 bis 10
Die vorliegende Arbeit bescha¨ftigt sich mit verschiedenen Verfeinerungen und
Verallgemeinerungen der beschriebenen klassischen Einbettungssa¨tze.
Die Dissertation besteht etwa aus drei Teile:
Teil 1. (Kapitel 4-7) entha¨lt Verfeinerungen der Sa¨tze von Marcinkiewicz–
Stampacchia sowie John und Nirenberg im Fall von logarithmischen Sto¨rungen
der Morrey-Bedingung (1.4), also die logarithmische Morrey-Bedingung
∀R ≤ 1/2 :
∫
BR
|∇u|pdx ≤ KR
n−λ∣∣log 1
R
∣∣ϑ (1.10)
(in der Arbeit wird immer | logR| statt ∣∣log 1
R
∣∣ geschrieben).
Zuna¨chst behandeln wir den Fall p = λ < n. (Selbstversta¨ndlich p ≥ 1).
Wir zeigen: Falls 1 ≤ p = λ < n, dann folgt die Inklusion[∫
BR
|∇u|pdx ≤ K Rn−p| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
|u|pdx ≤ K
]
⇒

∫
Ω
eα|u|
p
p−ϑ
dx ≤ K1 fu¨r ϑ < p
und passende α > 0, K1 > 0.∫
Ω
ee
α|u|
dx ≤ K1 fu¨r ϑ = p
u ∈ C(Ω) fu¨r ϑ > p.
Bemerkung: das gilt auch fu¨r negative ϑ.
(In Fall “ϑ ≥ 0” ist diese Inklusion durch den Satz 6.1 bewiesen, und
“ϑ < 0” ist ein Speziellfall des Satzes 8.4(b) mit φ(t) = tp, p ≥ 1.)
In Anschluß wird der Grenzfall p = n behandelt.
Wir erhalten dann superexponentielle Integrabilita¨tsrelationen
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[∫
BR
|∇u|ndx ≤ K| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
|u|ndx ≤ K
]
⇒

∫
Ω
eα|u|
n
n−ϑ−1
dx ≤ K1 fu¨r 0 ≤ ϑ < n− 1
und passende α > 0, K1 > 0.
∫
Ω
ee
α|u|
dx ≤ K1 fu¨r ϑ = n− 1
u ∈ C(Ω) fu¨r ϑ > n− 1.
(Es ist nicht notwendig, den Fall “ϑ < 0” zu betrachten, weil er a¨quivalent
dem Fall “ϑ = 0” ist.)
Diese Inklusion ist in Satz 6.2 bewiesen.
Schließlich wird noch ein schwierigerer Fall behandelt, na¨mlich die logarith-
mische Verfeinerung des Satzes von Stampacchia–Marcinkiewicz.
Unter der Bedingung
∀R ≤ 1/2 :
∫
BR
|∇u|pdx ≤ KR
n−λ∣∣log 1
R
∣∣ϑ fu¨r 1 ≤ p < λ ≤ n
ergibt sich im Vergleich zu dem alten Resultat (1.5) eine verbesserte Orlicz-
Raum-Inklusion fu¨r die Funktion u, und zwar erha¨lt man statt der Integrabi-
lita¨t von |u|q eine zusa¨tzliche Information:
die Integrabilita¨t von |u|q log(|u|+ 2)β. Die genaue Aussage lautet:
Sei 1 ≤ p < λ ≤ n. Dann[∫
BR
|∇u|pdx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
|u|pdx ≤ K
]
⇒ ∫
Ω
|u|q[log(|u|+ 2)] qϑλ dx ≤ K1,
hier ist q definiert durch 1
q
= 1
p
− 1
λ
, ϑ ∈ R beliebig.
Das beweist man durch Satz 7.2 fu¨r “ϑ ≥ 0” und durch Satz 8.4(a) mit
φ(t) = tp fu¨r “(ϑ < 0, λ < n)”.
Nur der Fall “(λ = n, ϑ < 0)” ist noch nicht abgehandelt.
Fu¨r unsere Bedingungen ist dieser letzte Fall dem Fall “(λ = n, ϑ = 0)” a¨qui-
valent, und man kann die letzte Inklusion einfach mit Sobolev-Satz vergleichen.
Die ist fu¨r “(ϑ < 0, λ = n)” sogar schwa¨cher als der Sobolev-Satz.
Im zweiten Teil (Kapitel 8) werden die Resultate auf Orlicz-Ra¨ume ver-
breitet, und zwar behandeln wir, welche Abscha¨tzungen aus “
∫
BR
φ(|∇u|)dx ≤
K R
n−λ
| logR|ϑ”, φ(t) = t
p log(t + 2)α fu¨r die Funktion u folgen. Diese Resultate
lauten so:
a) Sei 1 < p = λ < n. Dann[∫
BR
φ(|∇u|) dx ≤ K Rn−p| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|) dx ≤ K
]
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⇒
∫
Ω
eβ|u|
p
p−(ϑ+α)
dx ≤ K1 fu¨r ϑ+ α < p
und passende β > 0, K1 > 0.
∫
Ω
ee
β|u|
dx ≤ K1 fu¨r ϑ+ α = p
u ∈ C(Ω) fu¨r ϑ+ α > p.
b) Sei 1 < p < λ < n. Dann[∫
BR
φ(|∇u|) dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|) dx ≤ K
]
⇒ ∫
Ω
|u|q[log(|u|+ 2)]qκdx ≤ K1.
Hier 1
q
= 1
p
− 1
λ
, κ = ϑ
λ
+ α
p
.
In Teil 3 (Kapitel 9 und 10) betrachten wir logarithmische Nikolski-Morrey-
Ra¨ume mit bruchteiligen (fraktionellen) Ordnungen. Man hat das Resultat:
Sei αp < λ ≤ n, α ∈ (0, 1), p ∈ [1,∞), ϑ ∈ (−∞,+∞). Dann
∫
BR(x0)∩Ω∩(Ω−hek)
|u(x+hek)−u(x)|p
hαp
dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2, ∀x0 ∈ Rn, ∀h > 0
und
∫
BR(x0)
|u|pdx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 ∀x0 ∈ Rn

⇒ ∫
Ω
|u|q[log(|u|+ 2)]qκdx ≤ Kε mit 1q = 1p − αλ , κ = αϑλ − 1+εq
fu¨r jedes ε > 0.
Außerdem zeigen wir in der Arbeit, dass fast alle Resultate optimal sind.
Die genauen Resultate und Definitionen befinden sich auch in der Zusammen-
fassung.
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1.3 Definitionen und Bezeichnungen
Sei G—eine Menge. Dann
|G| — n-dim. Maß von G,
|∂G|F — n− 1 -dim. Maß von ∂G,
trgG — Tra¨ger von G,
int(G) — Interior von G, also die Menge von allen inneren Punkten von G,∫
Γ
. . . dS — Oberfla¨chenintegral.
Außerdem, sei Ω– Definitionsgebiet von f .
Dann benutzen wir “
∫
BR
f dx” als Abku¨rzung fu¨r “ sup
x0∈Rn
∫
BR(x0)∩Ω f dx”.
Definition 1.7 (Optimalita¨t) Sei[∫
BR
φ(|∇u|) dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|) dx ≤ K
]
⇒ ∫
Ω
ψ(|u|) dx ≤ K1.
(1.11)
Dieses Resultat nennen wir “optimal”, wenn
(1.11) gilt, die Inklusion (1.11) jedoch falsch wird, wenn wir ψ durch ψ1
mit ψ1(t) = ψ(tω(t)) und lim
t→∞
ω(t) =∞ ersetzen.
(1.11) wird also falsch bei jeder Auswahl von K > 0, K1 > 0, egal, wie
langsam ω wa¨chst
(z.B. ω(t) = c ln ln(t+ e) ist auch zugelassen).
Definition 1.8 (Kegelbedingung) Sei Ω –ein offenes Gebiet. Dann erfu¨llt
Ω die Kegelbedingung, wenn es eine endliche Anzahl der offenen Gebiete
Ω1, . . . ,Ωs mit Ω =
s⋃
k=1
Ωk gibt, so dass fu¨r jedes Ωk ein beschra¨nkter
Kegel Ck existiert, mit Ω =
s⋃
k=1
(Ωk + Ck).
Unter beschra¨nktem Kegel verstehen wir die Menge
Ck := {tx| 0 ≤ t ≤ 1, x ∈ Brk(xk0)}.
Bemerkung 1.4 Diese Variante von Kegelbedingung nennt man schwache
Kegelbedingung.
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Kapitel 2
Kurzer Abriss der
Trudinger-Theorie
Zur besseren Einordnung meiner Resultate gehe ich kurz auf die Trudingersche
Beweistechnik ein, welche sich von der Technik dieser Arbeit unterscheidet.
Sei Ω– beschra¨nktes Gebiet mit Kegelbedingung (siehe Definition 1.8).
Bemerkung 2.1 Jedes beschra¨nkte Lipschitzgebiet erfu¨llt die Kegelbedingung.
In seiner Arbeit benutzt Trudinger die folgende Ra¨ume:
Morrey-Ra¨ume
Lp,λ(Ω) =
{
u ∈ Lp(Ω)
∣∣∣ ‖u‖Lp,λ = sup
R>0,x0∈Rn
(
1
Rn−λ
∫
BR(x0)∩Ω |u|p dx
)1/p
<∞
}
,
Sobolev-Morrey-Ra¨ume
W 1p,λ(Ω) =
{
u ∈ W 1p (Ω)
∣∣∣ ‖u‖W 1p,λ = ‖u‖Lp,λ + ‖∇u‖Lp,λ <∞}
und auch Orlicz-Ra¨ume
L∗φ(Ω) =
{
u ∈ L1(Ω)
∣∣∣ ‖u‖L∗φ(Ω) = inf {K > 0∣∣∣ ∫Ω φ( |u(x)|K ) dx ≤ 1} <∞}
fu¨r N -Funktionen φ (siehe Definition 1.1).
Trudinger beweist, dass:
1)W 11,1(Ω) →֒ L∗φ(Ω) fu¨r φ(t) = e|t| − |t| − 1
(mit anderen Worten,
{
sup
x0∈Rn
∫
BR(x0)∩Ω |∇u|+ |u| dx ≤ KRn−1 ∀R
}
⇒∫
Ω
eα|u|dx ≤ K1 fu¨r bestimmte α,K1 > 0).
Es ist leicht, die Einbettung W 1p,p(Ω) →֒W 11,1(Ω) ∀p ≥ 1 zu beweisen.
So gilt W 1p,p(Ω) →֒ L∗φ(Ω) fu¨r φ(t) = e|t| − |t| − 1.
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Das entspricht dem Satz 6.1 bei “ϑ = 0” in meiner Arbeit.
2)W 1n(Ω) →֒ L∗φ(Ω) mit φ(t) = e|t|n/(n−1) − 1
(mit anderen Worten, ‖u‖W 1n(Ω) ≤ K ⇒
∫
Ω
eα|u|
n/(n−1)
dx ≤ K1 fu¨r bestimm-
te α,K1 > 0).
Das entspricht dem Satz 6.2 bei “ϑ = 0” in meiner Arbeit.
Trudinger verwendet das folgende Lemma:
wenn Ω die Kegelbedingung erfu¨llt, dann gilt
|u(x)| ≤ C(n,Ω)
{∫
Ω
|∇u(ξ)|
|x− ξ|n−1dξ + ‖u‖L1(Ω)
}
f.u¨. in Ω. (2.1)
Ferner sei n ≥ 2.
In der Tat: Sei x ∈ konvexes Γx ⊂ Ω, diam(Γx) < C, |Γx| > c.
Dann |u(x)| ≤ 1|Γx|
( ∫
Γx
>|u(η)−u(x)|︷ ︸︸ ︷∫ 1
0
∣∣∣ d
dt
u(x+ t(η − x))
∣∣∣ dt dη + ∫Γx |u(η)| dη) f.u¨. in
Ω.
Mit Substitution ξ = x+ t(η − x) haben wir:
dη = t−ndξ, |ξ − x| ≤ t diam(Γx) ≤ tC (⇒ t ∈ [ |ξ − x|
C
; 1] )
⇒ |u(x)| ≤ 1|Γx|
(∫
Γx
C|∇u(ξ)|
∫ 1
t= |ξ−x|
C
t−ndt dξ + ‖u‖L1(Γx)
)
≤ C1
(∫
Γx
|∇u(ξ)|dξ
|x− ξ|n−1 + ‖u‖L1(Γx)
)
.
Daraus folgt (2.1). Siehe auch [21, S. 26]. 2
Natu¨rlich setzt man in beiden na¨chsten Sa¨tzen voraus, dass das Gebiet Ω
beschra¨nkt ist und die Kegelbedingung erfu¨llt.
Theorem 1 ‖u‖L∗φ(Ω) ≤ C1(n,Ω)‖u‖W 11,1(Ω) mit φ(t) = e|t| − |t| − 1.
Beweis: Man muss zeigen, dass∫
Ω
(eb|u| − b|u| − 1) dx ≤ 1, wenn b = C‖u‖W 11,1
. (2.2)
Sei K := ‖u‖W 11,1, d := diam(Ω).
Scha¨tzen wir
∫
Ω
|f(x)u(x)| dx ab, wenn ‖f‖p = 1, 1q + 1p = 1.∫
Ω
|f(x)u(x)| dx
(2.1)
≤ C
{∫
Ω
|f(x)|dx
(∫
Ω
|∇u(ξ)|
|x−ξ|n−1dξ +K
)}
≤ C
{(∫
Ω
∫
Ω
|∇u(ξ)|
|x−ξ|n−1/qdξ dx
)1/q (∫
Ω
|f |pdx ∫
Ω
|∇u(ξ)|
|x−ξ|n−1−1/q dξ
)1/p
+K
∫
Ω
|f |dx
}
= C
(
I1/q · J1/p +K‖f‖1
)
.
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I =
∫
Ω
∫
Ω
|∇u(ξ)|
|x−ξ|n−1/qdξ dx =
∫
Ω
|∇u(ξ)| dξ︸ ︷︷ ︸
≤Cdn−1 ‖u‖
W1
1,1
(Ω)︸ ︷︷ ︸
=K
∫
Ω
dx
|x− ξ|n−1/q︸ ︷︷ ︸
≤Cqd1/q
≤ CqKdn−1+1/q.
Sei, weiter, vx(ρ) :=
∫
Ω∩Bρ(x) |∇u(ξ)| dξ ≤ Kρn−1. Wir berechnen:∫
Ω
|∇u(ξ)| dξ
|x−ξ|n−1−1/q =
∫ d
0
v′x(ρ) dρ
ρn−1−1/q
vx(ρ)≤Kρn−1≤ Kd1/q + (n − 1 − 1/q)
∫ d
0
vx(ρ) dρ
ρn−1/q︸ ︷︷ ︸
≤qKd1/q
≤
q(n− 1)Kd1/q. Wir sehen, dass
J ≤ q(n− 1)Kd1/q (weil ‖f‖p = 1).
Dann
∫
Ω
|f(x)u(x)| dx ≤ C(I1/qJ1/p︸ ︷︷ ︸
≤CKqdn/q
+K‖f‖1︸ ︷︷ ︸
≤CKd
n
q
) ≤ CK(q+1)dn/q ≤ C1Kqdn/q
⇒ ‖u‖q ≤ C1Kqdn/q.
Nach dem Lemma von Fatou,
∫
Ω
eb|u| − 1 dx = ∫
Ω
lim
ℓ→∞
ℓ∑
j=1
(b|u|)j
j!
dx ≤
lim
ℓ→∞
∫
Ω
ℓ∑
j=1
(b|u|)j
j!
dx =
∞∑
j=1
bj
∫
Ω |u|j
j!
≤ dn
∞∑
j=1
(bC1Kj)j
j!
<∞, wenn bC1K < 1e .
Damit ist Theorem 1 in Artikel [32] von Trudinger bewiesen. 2
Theorem 2 W 1n(Ω) →֒ L∗φ(Ω), hier φ(t) = e|t|n/(n−1) .
Beweis: Sei u ∈W 1n(Ω), ‖f‖p = 1, d = diam(Ω), 1p + 1q = 1.
Scha¨tzen wir
∫
Ω
|f(x)u(x)| dx ab.∫
Ω
|f(x)u(x)| dx ≤ C
{∫
Ω
|f(x)| dx
(∫
Ω
|∇u(ξ)|
|x−ξ|n−1dξ + ‖u‖L1(Ω)
)}
≤ C
{(∫
Ω
∫
Ω
|f(x)|
|x−ξ|n−1/qdξdx
)1− 1
n
(∫
Ω
|∇u(ξ)|ndξ ∫
Ω
|f(x)| dx
|x−ξ|
n−1
q
)1/n
+ ‖u‖1‖f‖1
}
= C
(
I1−1/nJ1/n + ‖u‖1‖f‖1
)
.
I =
∫
Ω
∫
Ω
|f(x)|
|x−ξ|n−1/q dxdξ =
∫
Ω
|f(x)| dx︸ ︷︷ ︸
≤Cdn/q‖f‖p
∫
Ω
dξ
|x− ξ|n−1/q︸ ︷︷ ︸
≤Cqd1/q
≤ Cqd(n+1)/q‖f‖p =
Cqd(n+1)/q, weil ‖f‖p = 1. Weiter:∫
Ω
|f(x)| dx
|x−ξ|
n−1
q
≤ (∫
Ω
|f(x)|p dx)1/p (∫
Ω
dx
|x−ξ|n−1
)1/q
= C‖f‖pd1/q = Cd1/q
⇒ J ≤ C‖u‖nW 1nd1/q = CKnd1/q, hier K := ‖u‖W 1n(Ω)
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⇒ ∫
Ω
|f(x)u(x)| dx ≤ C(I1−1/nJ1/n + ‖u‖1‖f‖1) ≤ CK(q n−1n dn/q + ‖f‖1︸︷︷︸
≤Cdnq
) ≤
C1q
n−1
n dn/q.
Folglich,
∫
Ω
|u|qdx ≤ Cq1q
n−1
n
qdn. (2.3)
Wie zuvor, verwenden wir hier das Lemma von Fatou:∫
Ω
eµ|u|
n
n−1 − 1dx ≤
∞∑
j=1
1
j!
µj
∫
Ω
|u| nn−1 jdx
siehe (2.3)
q= nn−1 j≤ dn
∞∑
j=1
1
j!
(µC2j)
j <∞,
wenn µC2 <
1
e
.
Damit ist Theorem 2 im Artikel [32] bewiesen. 2
Fu¨r den Beweis der Sa¨tze 6.1, 6.2 wird in dieser Arbeit eine ganz andere
Methode verwendet. Insbesondere, wird die Methode der Symmetrisation ver-
wendet.
Unsere Methode verla¨uft u¨ber Abscha¨tzungen der Niveaumengen
Ωt := {x ∈ Ω| |u(x)| ≥ t} mit t ∈ R und beruht auf der folgenden U¨berle-
gung.
Sind p, n, λ, ϑ, Ω ⊂⊂ Rn, K > 0 schon bestimmt, und
‖u‖Lp(Ω) ≤ K &
∫
BR(x0)∩Ω
|∇u|pdx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2.
Sei jetzt r(i) := c · 2−i bzw c · 21−2i ∀ i ∈ N0. Wir erreichen bei geeignetem
asymptotischen Verhalten der λi (etwa λi ∼ is), dass∣∣∣{x ∈ Ω∣∣∣ |u(x)| ≥ λi}∣∣∣ ≤ |Br(i)|
und benutzen dann diese Information, um zu beweisen, dass fu¨r bestimmte
ψ : R≥0 → R≥0 gilt: ∫
Ω
ψ(|u(x)|)dx ≤ K1 <∞.
Wa¨hlt man z.B. die Daten so, dass |Ω| ≤ |B1|, r(i) = 2−i, λi ∼ is ∀ i ∈
N0, dann gilt∫
Ω
eα|u|
1/s
dx ≤ K fu¨r geeignete α > 0, K > 0.
Wir diskutieren noch die Beziehung eines neueren Resultates von Jo¨rg
Wolf [33] zu unseren Ergebnissen. Es handelt sich um Satz A.1 aus [33, S.
262-265] u¨ber Campanato-Ra¨ume:
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Definition A.1 Sei 1 ≤ p < ∞. Sei ω : [0,∞) → [0,∞) nichtfal-
lend.
Campanato-Raum Lp(ω)(Ω) ist die Menge aller Funktionen u ∈ Lp(Ω) mit
[u]pLp
(ω)
(Ω)
:= sup
0<r<diam(Ω)
x0∈Ω
{
1
rn(ω(r))p
∫
Br(x0)∩Ω
|u(x)− uBr(x0)∩Ω|pdx
}
<∞
(wobei uBr(x0)∩Ω :=
1
|Br(x0)∩Ω|
∫
Br(x0)∩Ω u dx)
Satz A.1 Sei Ω ⊂ Rn eine regula¨re, offene und beschra¨nkte Menge.
Sei p ∈ [1,∞) und sei ω : [0,∞)→ [0,∞) nichtfallend mit∫ 1
0
ω(r)
r
dr <∞.
Dann ist Lp(ω)(Ω) in C(Ω) stetig eingebettet.
Wir erkla¨ren, welcher Zusammenhang zwischen dem Satz A.1 aus [33] und
Satz 6.1, Kap. 6 der vorliegenden Arbeit besteht.
Sei ω(r) :=
{ | ln r|−ϑ/p fu¨r 0 < r ≤ 1
2
| ln 1
2
|−ϑ/p fu¨r r > 1
2
(wir unterdru¨cken die Abha¨ngigkeit der ω(r) von ϑ und p).
Man u¨berlegt sich leicht, dass
∫ 1
0
ω(t)
t
dt <∞ erfu¨llt ist, wenn θ > p gilt.
In der Tat,
∫ 1
0
ω(t)
t
dt =
∫ 1/2
0
| ln t|−ϑ/p
t
dt+
∫ 1
1/2
| ln 1
2
|−ϑ/p
t
dt = I + J,
und I =
∫ 1/2
0
| ln t|−ϑ/p
t
dt
y=− ln t
=
∫∞
ln 2
y−ϑ/pdy, J <∞ ∀ϑ > p
und wir sehen, dass I + J <∞ bei ϑ > p.
Also,
∫ 1
0
ω(t)
t
dt <∞ bei ϑ > p.
Die Einfachheit halber sei
diamΩ ≤ 1
2
,
∂Ω ist regula¨r
.Jetzt zeigen wir, dass aus den
Satz A.1 folgt:(
ϑ > p, ∃K <∞ :
∫
BR(x0)∩Ω
|∇u|pdx ≤ K R
n−p
| lnR|ϑ ∀R ≤
1
2
)
⇒ u ∈ C(Ω).
(2.4)
Dafu¨r ist es genug zu zeigen, dass(
∃K <∞ :
∫
BR(x0)∩Ω
|∇u|pdx ≤ K R
n−p
| lnR|ϑ ∀R ≤
1
2
)
⇒ u ∈ Lp(ω)(Ω) (2.5)
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mit der oben definierte Funktion ω. Satz A.1 in [33] ergibt dann Lp(ω)(Ω) →֒
C(Ω), wenn ϑ > p. Beweisen wir (2.5).
Sei jetzt u˜ = Eu, hier ist E ein Erweiterungsoperator, welcher u auf ganz
R
n fortsetzt; E sei stetig bzgl. der zur Ungleichung (2.6) geho¨rigen Norm.
Beweisen wir:(
∃K <∞ :
∫
BR(x0)
|∇u˜|pdx ≤ K R
n−p
| lnR|ϑ ∀R ≤
1
2
)
⇒ u ∈ Lp(ω)(Ω). (2.6)
In der Tat, nach Poincare´ folgt (fu¨r R ≤ 1/2):∫
BR(x0)
|u˜(x)− u˜BR(x0)|pdx ≤ CRp
∫
BR(x0)
|∇u˜(x)|pdx ≤ C KRn| lnR|ϑ =
CKRn(ω(R))p
⇒ 1
Rnω(R)p
∫
BR(x0)
|u˜(x)− u˜BR(x0)|pdx ≤ CK, wenn R ≤ diam(Ω) ≤ 12 , x0 ∈ Ω
⇒ u ∈ Lp(ω)(Ω).
Wir erkla¨ren, woher die letzte Inklusion kommt.
|u(x)− uBr(x0)∩Ω|p ≤ C
(|u(x)− u˜Br(x0)|p + |uBr(x0)∩Ω − u˜Br(x0)|p) =
C
(
|u(x)− u˜Br(x0)|p +
∣∣∣ 1|Br(x0)∩Ω| ∫Br(x0)∩Ω u(y)− u˜Br(x0) dy∣∣∣p) ≤
C
(
|u˜(x)− u˜Br(x0)|p + 1|Br(x0)∩Ω|
∫
Br(x0)∩Ω |u˜(y)− u˜Br(x0)|pdy
)
fu¨r jedes x ∈
Br(x0) ∩ Ω,
weil in diesem Gebiet u˜(x) = u(x). Zum Schluß substituieren wir diese
Abscha¨tzung in Definition von [u]Lp
(ω)
. 2
Daraus folgt (2.4). Die Implikation (2.4) folgt auch aus dem Satz 6.1, im
Fall “ϑ > p” der vorliegenden Arbeit.
Satz 6.2 der vorliegenden Arbeit gibt im Fall “ϑ > n− 1” jedoch ein feineres
Resultat, welches nicht in dem Satz A.1 aus [33] enthalten ist: wenn p = n, ist
die gleichma¨ßige Stetigkeit schon bei ϑ > n− 1 garantiert.
Im u¨brigen handelt Satz A.1 aus [33] von modifizierte BMO-Ra¨ume und ist
methodisch deutlich verschieden von Satz 6.1 in meiner Arbeit.
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Kapitel 3
Einige einfache Bemerkungen
In diesem Kapitel werden drei einfache Behauptungen gezeigt, die spa¨ter eine
große Rolle bei unseren Beweisen spielen werden. Besonders wichtig ist die
Bemerkung 3.3, die erkla¨rt, warum keine Einschra¨nkungen ist vorauszusetzen,
dass das Gebiet Ω in einem Wu¨rfel (fu¨r ein beliebiges, aber festes d > 0)
enthalten: Ω ⊂ [0; d]n.
Bemerkung 3.1 Fu¨r jedes p ≥ 1, |A| <∞ :∣∣∣∣∫
A
u dx
∣∣∣∣p ≤ |A|p−1 ∫
A
|u|pdx. (3.1)
Beweis: Nach der Jensen’schen Ungleichung (vgl. [6, S.621]) hat man∣∣∣∣ 1|A|
∫
A
u dx
∣∣∣∣p ≤ 1|A|
∫
A
|u|p dx ∀ p ≥ 1.
Daraus folgt (3.1). 2
Im Folgenden wird in den Ungleichungen “ . . . ≤ K Rn−λ| logR|ϑ” immer
R ≤ 1/2 angenommen.
Wir benutzen weiter bis Ende vom Kapitel 3 eine Funktion φ : R≥0 → R≥0.
Folgende zwei Bemerkungen gelten offensichtlich fu¨r jede solche Funktion φ:
Bemerkung 3.2 Wenn Ω beschra¨nkt ist, dann hat man die folgende Impli-
kation(
∀R ≤ 1/2, y ∈ Rn :
∫
BR(y)
φ(|∇u|) dx ≤ K R
n−λ
| logR|ϑ
)
⇒
∫
Ω
φ(|∇u|) dx ≤ c1K.
(3.2)
In diesem Kapitel ist
∫
BR(y)
Verku¨rzung fu¨r
∫
BR(y)∩Ω.
Beweis: Wir u¨berdecken Ω mit B1/2(y1), . . . , B1/2(ym).
Dann ist
∫
Ω
φ(|∇u|)dx ≤
m∑
i=1
∫
B1/2(yi)
φ(|∇u|)dx︸ ︷︷ ︸
≤cK
≤ mcK. 2
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Bemerkung 3.3
Wenn u : Ω→ R, Ω–beschra¨nkt, dann ∀ c > 0, C > 0 :
Aus “∀R ≤ 1/2 : ∫
BcR(.)
φ(|∇u|) dx ≤ K Rn−λ| logR|ϑ”
folgt: “∀R ≤ 1/2 : ∫
BCR(.)
φ(|∇u|) dx ≤ K1 Rn−λ| logR|ϑ”.
(3.3)
In der Tat, sei R ≤ 1/2. Mit R = c
C
R1 folgt∫
BCR(.)
φ(|∇u(x)|)dx R=
c
C
R1
=
∫
BcR1 (.)
φ(|∇u(x)|)dx ≤
K
Rn−λ1
| logR1|ϑ
R1<
√
R≤ 1√
2≤ K Rn−λ1| log√R|ϑ ,wenn ϑ ≥ 0,
⇔R1<
√
c
C
R1=
√
R︷ ︸︸ ︷
R1 < c/C , R1 ≤ 12
K
Rn−λ1
| logR1|ϑ
R2<R1≤ 12≤ K Rn−λ1| log(R2)|ϑ ,wenn ϑ < 0,
⇔R2<C
c
R=R1︷ ︸︸ ︷
R < C/c , R1 ≤ 12
c1K (wegen (3.2) ) sonst (in diesem Fall
Rn−λ
| logR|ϑ ≥ const)

≤
K1
Rn−λ
| logR|ϑ bei passendem K1. 2
Wegen (3.3) ko¨nnen wir z.B. die La¨ngeeinheit bei Abscha¨tzung von u mit∫
BR(·)
φ(|∇u|)dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2
willku¨rlich wa¨hlen.
Das heißt, jedes beschra¨nkte Gebiet liegt o.B.d.A. im [0; d]n fu¨r jede Kon-
stante d > 0.
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Kapitel 4
Der Erweiterungssatz
Fu¨r die in dieser Arbeit bewiesenen Einbettungssa¨tze werden wir sehr oft einen
Erweiterungsoperator beno¨tigen. Die Existenz eines solchen Operator leider
nicht a priori klar und muss fu¨r jeden Typ der Banach-Ra¨ume einzeln nachge-
wiesen werden.
In diesem Kapitel beweisen wir einen wichtigen Satz u¨ber die Existenz eines Er-
weiterungsoperators von logarithmischen Sobolev-Morrey-Raum, der mit der
Banach-Norm  sup
r61/2
x0∈Rn
| log r|ϑ
rn−λ
∫
BR(x0)∩Ω
|∇u|pdx
1/p + ‖u‖Lp(Ω)
versehen ist.
Satz 4.1
Sei Ω ⊂ Rn ein beschra¨nktes offenes Lipschitzgebiet, p ≥ 1.
Dann gibt es Ω′ ⊂⊂ Rn und einen linearen Erweiterungsoperator E :
W 1,p(Ω)→ W 1,p0 (Ω′), so dass Ω′ ⊃ Ω, Eu|Ω = u ∀u : Ω→ R und(
∀R ≤ 1/2 :
∫
BR(x0)∩Ω
|∇u|pdx ≤ K R
n−λ
| logR|ϑ und
∫
Ω
|u|pdx ≤ K
)
⇒
∀R ≤ 1/2 :
∫
BR(x0)
|∇Eu|pdx ≤ cK R
n−λ
| logR|ϑ fu¨r eine Konstante c = c(Ω).
Beweis: Im Folgenden bezeichne “lin{}” die lineare Hu¨lle.
Weil Ω ein Lipschitzgebiet ist, gibt es fu¨r jedes x ∈ ∂Ω eine Umgebung
U(x) und eine orthonormale Basis {e1, . . . , en−1, ν} mit folgender Eigen-
schaft:
Sei P die orthogonale Projektion der U(x) auf lin{e1, . . . , en−1},
W = P (U(x)) (⇒W ⊂ lin{e1, . . . , en−1}).
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Dann existiert eine Lipschitz-Funktion ϕ : W → R, so dass:
wenn [ (y, t) ∈W × R und y + tν ∈ U(x) ],
dann
[
y + tν ∈ Ω⇔ t < ϕ(y)
und y + tν ∈ ∂Ω⇔ t = ϕ(y)
]
Betrachten wir ∀x ∈ ∂Ω eine Umgebung U∗(x) ⊂⊂ U(x).
Dann ist {U∗(x)|x ∈ ∂Ω} eine offene U¨berdeckung von ∂Ω.
Der Rand ∂Ω ist kompakt (weil Ω beschra¨nkt und ∂Ω = Ω ∩ ∁Ω abge-
schlossen ist).
Daher ko¨nnen wir aus der offenen U¨berdeckung {U∗(x)|x ∈ ∂Ω} von ∂Ω
eine endliche Teilu¨berdeckung {U∗1 , . . . , U∗k} auswa¨hlen.
Fu¨r jedes U∗i gibt es:
eine Menge Ui ⊃⊃ U∗i , eine Basis {ei1, . . . , ein−1, νi}, Pi = eine orthogona-
le Projektion von Ui auf lin{ei1, . . . , ein−1}, Wi := Pi(Ui), ϕi : Wi → R ist
Lipschitz-Funktion, fu¨r die
wenn [ (y, t) ∈Wi × R und y + tνi ∈ Ui ],
dann
[
y + tνi ∈ Ω⇔ t < ϕi(y)
und y + tνi ∈ ∂Ω⇔ t = ϕi(y)
]
.
(4.1)
Betrachten wir fu¨r i ≥ 1 neben der Lipschitz-Funktion ϕi die Funktion
ψi : Wi + Rν
i → Rn mit:
ψi(y + tν
i) := y + (2ϕi(y)− t)νi ∀ (y, t) ∈Wi × R. (4.2)
Offensichtlich ist ψi genauso wie ϕi eine Lipschitz-Funktion, und es gilt:
ψ−1i = ψi wegen (4.2),
∀x ∈ ∂Ω ∩ Ui : ψi(x) = x. (4.3)
In der Tat, wenn [ (y, t) ∈ Wi × R und y + tνi ∈ ∂Ω ∩ Ui ], dann gilt wegen
(4.1): t = ϕi(y). Mit (4.2) folgt ψi(y + ϕi(y)ν
i) = y + ϕi(y)ν
i.
Sei jetzt Ωi := U
∗
i ∩ ψi(U∗i ). Dann ist Ωi ⊂ U∗i ⊂⊂ Ui, ψi(Ωi) = Ωi und
∂Ω ∩ Ωi = ∂Ω ∩ U∗i wegen (4.3) und der Wahl von Ωi.
Deshalb ist ∂Ω ⊂
k⋃
i=1
Ωi, weil ∂Ω ⊂
k⋃
i=1
U∗i und auch
ψi(Ωi−Ω) = Ωi∩Ω (weil ψi(Ωi) = Ωi, ∀x ∈ Ωi : x 6∈ Ω (4.1),(4.2)⇔ ψi(x) ∈ Ω).
Sei weiter Ω−1 = ∁Ω, Ω0 := Ω. Dann ist {Ωi| − 1 ≤ i ≤ k} eine offene
U¨berdeckung des Rn. Nach dem Satz von der Zerlegung der 1 gibt es eine
Familie von Funktionen π−1, π0, . . . , πk ∈ C∞(Rn), fu¨r die
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0 ≤ πi(.) ≤ 1, trg(πi) ⊂ Ωi und ∀x ∈ Rn :
k∑
i=−1
πi(x) = 1.
Dann ist ∀x ∈ Ω : π−1(x) = 0, darum ∀x ∈ Ω :
k∑
i=0
πi(x) = 1.
Wir definieren E folgendermaßen:
Eu(x) :=

u(x), falls x ∈ Ω,
k∑
i=1
πi(x)u(ψi(x)), falls x 6∈ Ω. (4.4)
Somit ist Eu(x) f.u¨. auf Rn definiert.
Wir wollen nun zeigen: Sei Eju(x) :=
d
dxj
Eu(x) ∀x 6∈ ∂Ω, ∀j = 1, . . . , n.
Dann ist Eju tatsa¨chlich die j-te schwache Ableitung vom Eu auf R
n,
mit anderen Worten,
∀φ ∈ C∞0 (Rn) :
∫
Rn
Eju(x)φ(x)dx = −
∫
Rn
Eu(x)Djφ(x)dx, wobei Dj :=
d
dxj
.
In der Tat:∫
Rn
Eju(x)φ(x) dx =
∫
Ω
DjEu(x)φ(x) dx+
∫
Rn−ΩDjEu(x)φ(x) dx = (∗).
Sei η(x) = (η1(x), . . . , ηn(x) ) die a¨ußere Normale von Ω in x ∈ ∂Ω
(η(x) existiert f.u¨. auf ∂Ω).
Dann haben wir∫
Ω
DjEu(x)φ(x)dx
(4.4)
=
∫
∂Ω
u(x)φ(x)ηj(x)dS −
∫
Ω
Eu(x)Djφ(x)dx
und
∫
Rn−ΩDjEu(x)φ(x)dx
(4.4)
=
∫
∂Ω
k∑
i=1
πi(x)u(ψi(x))φ(x)(−ηj(x))dS
− ∫
Rn−ΩEu(x)Djφ(x)dx.
Laut (4.2) wissen wir, dass ∀x ∈ Ωi ∩ ∂Ω : ψi(x) = x,
darum ∀x ∈ ∂Ω :
k∑
i=1
πi(x)u(ψi(x)) = u(x)
⇒ ∫
Rn
Eju(x)φ(x) dx = (∗) s.o.=
∫
∂Ω
=0︷ ︸︸ ︷
(u(x)−
∑
16i6k
πi(x)u(ψi(x)))φ(x)ηj(x)dS
− ∫
Rn
Eu(x)Djφ(x)dx
⇒ ∫
Rn
Eju(x)φ(x) dx = −
∫
Rn
Eu(x)Djφ(x)dx ∀φ ∈ C∞0 (Rn).
Also ist Eju tatsa¨chlich die j-te schwache Ableitung vom Eu.
Um Satz 4.1 zu beweisen, genu¨gt es zu zeigen: ∃ c1 > 0, c2 > 0 mit:
Sei ∀BR(x0) :
∫
BR(x0)
|∇u|pdx ≤ K Rn−λ| logR|ϑ und
∫
Ω
|u|pdx ≤ K. (4.5)
Dann ∀BR(x0) :
∫
Bc1R(x0)
|∇Eu|pdx ≤ c2K Rn−λ| logR|ϑ . (4.6)
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(Wegen (3.3) spielt der Wert von c1 > 0 keine Rolle.)
Wir zeigen nun die Implikation (4.5)⇒ (4.6): Sei die Bedingung (4.5) erfu¨llt.
Wir zeigen,
c2K
Rn−λ
| logR|ϑ ≥
∫
Bc1R(.)
|∇Eu|pdx = ∫
Bc1R(.)−Ω
|∇Eu|pdx+
∫
Bc1R(.)∩Ω
|∇Eu|pdx︸ ︷︷ ︸
=
∫
Bc1R
(.)∩Ω |∇u|pdx. gut.
.
Wir mu¨ssen also nur beweisen, dass fu¨r passende c, c1 > 0:
cK R
n−λ
| logR|ϑ ≥
∫
Bc1R(.)−Ω
|∇Eu|pdx (4.4)= ∫
Bc1R(.)−Ω
∣∣∣ k∑
i=1
∇x(πi(x)(u ◦ ψi)(x))
∣∣∣pdx.
Also genu¨gt es zu zeigen, dass
∀i ≥ 1 : cK Rn−λ| logR|ϑ ≥
∫
Bc1R(.)−Ω
|∇(πi(x)(u ◦ ψi)(x))|pdx =∫
Bc1R(.)−Ω
|(∇πi(x))(u ◦ ψi)(x) + πi(x)∇(u ◦ ψi)(x)|pdx.
Aber ∀i ≥ 1 gilt, dass πi ∈ C∞0 (Rn). Somit sind πi(x),∇πi(x) beschra¨nkt.
Außerdem ist trg(πi) ⊂ Ωi.
Darum mu¨ssen wir nur zeigen: ∃ c1 > 0 mit:
cK
Rn−λ
| logR|ϑ ≥
∫
Bc1R(.)∩(Ωi−Ω)
|(u ◦ ψi)(x)|p + |∇(u ◦ ψi)(x)|pdx = (∗∗). (4.7)
Wir substituieren “y = ψi(x)” in (∗∗).
Aus (4.2) folgt: Fu¨r alle Gebiete A ⊂ Ωi gilt: |ψi(A)| = |A|.
Darum haben wir (symbolisch) dy = dx fu¨r y = ψi(x).
⇒ (∗∗)
y=ψi(x)
dy=dx
=
∫
ψi(Bc1R)∩Ωi∩Ω
existiert f.u¨. in Ωi∩Ω︷ ︸︸ ︷
|u(y)|p + |∇u(y)∇ψi(x)|p dy. (4.8)
Wir haben hier benutzt, dass ψi(Ωi − Ω) = Ωi ∩ Ω und
∇ψi existiert f.u¨., da ψi eine Lipschitz-Funktion ist.
Aus der Lipschitzstetigkeit der ψi folgt auch:
|∇ψi(x)| ≤ 1c1 (wo ∇ψi(x) existiert)
und ψi(Bc1R(x0)) ⊂ BR(ψi(x0)).
}
(4.9)
Wegen (4.7),(4.8),(4.9) mu¨ssen wir zum Beweis von Satz 4.1 nur noch zeigen:
cK
Rn−λ
| logR|ϑ ≥
∫
BR(·)∩Ω∩Ωi
|u(y)|pdy +
∫
BR(·)∩Ω∩Ωi
|∇u(y)|pdy︸ ︷︷ ︸
gut
.
Sei TR := BR(x0) ∩ Ω ∩ Ωi. Wir mu¨ssen also nur zeigen:
cK
Rn−λ
| logR|ϑ ≥
∫
TR
|u(y)|pdy.
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Aber wir wissen (nach (4.1)):
Ω ∩ Ui = Ui ∩ {x+ tνi| x ∈Wi, t < ϕi(x)},
ϕi ist Lipschitz-Funktion und Ui ⊃⊃ Ωi.
Dann gibt es einen beschra¨nkten Kegel Γi := {tx| 0 ≤ t ≤ 1, x ∈ Bri(xi0)}
fu¨r ein Bri(x
i
0), so dass ∀x ∈ Ω ∩ Ωi : x+ Γi ⊂ Ω ∩ Ui.
Daraus und wegen der Setzung von TR folgt : TR + Γi ⊂ Ω und TR ⊂
BR(·). Darum gilt
1
|Γi|
∫
Γi
dγ
∫
TR
|u(x+ γ)|pdx = 1|Γi|
∫
TR
dx
∫
Γi
|u(x+ γ)|pdγ
(TR + Γi ⊂ Ω) ≤ 1|Γi|
∫
TR
dx
≤K︷ ︸︸ ︷∫
Ω
|u(y)|pdy ≤ |TR||Γi|K
(TR ⊂ BR(·)) ≤ |BR||Γi| K = cKR
n,
weil |BR| = Rn|B1|. Somit folgt
1
|Γi|
∫
Γi
dγ
∫
TR
|u(x+ γ)|pdx ≤ cKRn.
Folglich,
∃γ0 ∈ Γi :
∫
TR
|u(x+ γ0)|pdx ≤ cKRn. (4.10)
u(x) = u(x+ γ0)−
∫ 1
0
d
dt
u(x+ tγ0)dt. Darum (fu¨r γ0 aus (4.10) )
1:∫
TR
|u(x)|pdx =
∫
TR
∣∣∣u(x+ γ0)− ∫ 1
0
d
dt
u(x+ tγ0)dt
∣∣∣p dx
≤ c
≤cKRn (wg.(4.10))︷ ︸︸ ︷∫
TR
|u(x+ γ0)|pdx+c
∫
TR
∣∣∣ ∫ 1
0
d
dt
u(x+ tγ0)dt
∣∣∣pdx
≤ cKRn + c
∫
TR
dx
∫ 1
0
∣∣∣∣ ddtu(x+ tγ0)
∣∣∣∣p dt
= cKRn + c
∫ 1
0
dt
∫
TR
≤|γ0|p|∇u(x+tγ0)|p︷ ︸︸ ︷∣∣∣ d
dt
u(x+ tγ0)
∣∣∣p dx
(|γ0| ≤ diam(Ω)) ≤ cKRn + c
∫ 1
0
dt
≤K Rn−λ| logR|ϑ︷ ︸︸ ︷∫
TR+tγ0︸ ︷︷ ︸
⊂BR(·)
|∇u(x)|pdx
1Konstante c dabei immer vera¨ndert.
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≤ cK R
n−λ
| logR|ϑ .
Damit ist der Beweis von Satz 4.1 abgeschlossen. 2
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Kapitel 5
Einige Definitionen und
Lemmata
In diesem Kapitel fu¨hren wir drei neue Begriffe ein: Erstens betrachten wir auf
dem Wu¨rfel W = [0, R]n, R > 0 definierte Funktion f : W → R, f ∈
H1,p(W ), 1 ≤ p < ∞ und konstruieren eine lineare Approximation, fu¨r
die wir auch einige Eigenschaften nachweisen. Zweitens beweisen wir Exi-
stenz einer speziellen Wu¨rfelu¨berdeckung eines beschra¨nkten meßbaren Ge-
bietes G ⊂ [0, 1]n mit |G| < 1. Schließlich bescha¨ftigen wir mit dem Begriff
der Schwarzschen Symmetrisation und beweisen eines wichtige fu¨r uns Lemma.
5.1 Stu¨ckweise lineare Approximation
Definition 5.1 (affines Simplex)
Sei x0, . . . , xn ∈ Rn und {−−→x0x1, . . . ,−−→x0xn} linear unabha¨ngig.
Die konvexe Hu¨lle conv(x0, . . . , xn) nennen wir “affines Simplex”.
Folgende Behauptung notieren wir ohne Beweis1:
Behauptung 5.1 Jeden Wu¨rfel W kann man mit N(n) (nicht notwendig
kongruenten) n-dim affinen Simplexen T1, . . . , TN(n) pflastern,
d.h.
⋃
Ti = W und ∀ i 6= j : Ti ∩ Tj entweder die leere Menge ∅ oder eine
gemeinsame k-dim Fla¨che2 Tij ist.
Solche Pflasterung nennen wir T 0(W ).
Wir nehmen an, dass die Menge von Pflasterungen {T 0([0;R]n)|R > 0} so
konstruiert ist: Wir machen nach Behauptung 5.1 die Pflasterung T 0([0; 1]n),
und fu¨r alle R > 0 bekommen wir T 0([0;R]n) aus T 0([0; 1]n) durch Skalie-
rung.
1Man kann sie fu¨r N(n) = n! beweisen
2k = 0, . . . , n− 1; 0-dim. Fla¨che ist Vertex, 1-dim. Fla¨che ist Kante u.s.w.
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Definition 5.2 (von T i fu¨r i ≥ 1)
Definieren wir die Pflasterung T i+1([0; 2R]n) durch die Pflasterung T i([0;R]n).
Sei [0;R]n durch T i([0;R]n) gepflastert. Seien x1, . . . , xn— Koordinaten von
x ∈ Rn und S(xi=R)(P ) =Spiegelung vom P bzgl. Hyperfla¨che (xi = R)
(weiter sind P0, . . . , Pn und S(xj=R)Pk Mengen von affinen Simplexen).
Sei P0 := T
i([0;R]n), und
P1 := P0 ∪ S(x1=R)(P0)
P2 := P1 ∪ S(x2=R)(P1)
. . . . . . . . . . . . . . . . . . . . . . . . . .
Pn := Pn−1 ∪ S(xn=R)(Pn−1)
Dann T i+1([0; 2R]) := Pn.
Sei
Qs := [0; s]
n, Q := [0; 1]n (5.1)
Man kann leicht sehen (wegen Behauptung 5.1 und Definition 5.2):
Wenn T1, T2 ∈ T i(Qs) (also, T1, T2 sind affine Simplices aus T i(Qs) ),
dann ist T1 ∩ T2 = ∅ oder = gemeinsame k-dim. Fla¨che von T1 und T2.
Definition 5.3 (von FT (i)(Qs), FT (Qs))
FT (i)(Qs) ist Menge aller Funktionen f : Qs → R, die stetig auf Qs und
linear auf jedem affinen Simplex ∈ T i(Qs) sind.
Und FT (Qs) :=
∞⋃
i=0
FT (i)(Qs).
Definition 5.4 (des Operators τ (i))
Sei Mi := {x ∈ Qs| ∃T ∈ T i(Qs) : x ist Ecke vom T}
(Bemerkung: die Menge Mi ist endlich.)
und sei g ∈ C(Qs). Dann τ (i)(g) := f ∈ FT (i)(Qs) mit f(x) = g(x) ∀x ∈Mi.
Wir zeigen, dass dieser Operator τ (i) tatsa¨chlich existiert:
Konstruieren wir f ∈ FT (i)(Qs), f = τ (i)(g) so:
fu¨r jede T ∈ T i(Qs), T = conv(x0, . . . , xn) existiert eine lineare Funktion
fT : T → R mit fT (xj) = g(xj) ∀ j ∈ {0, . . . , n}.
Sei T˜ − k-dim Fla¨che vom T, T˜ = conv(y0, . . . , yk). Dann ist
fT
∣∣∣
T˜
: conv(y0, . . . , yk)→ R linear und darum eindeutig bestimmt durch
g(y0), . . . , g(yk). Aber, wenn T˜ := T1∩T2 6= ∅, dann ist T˜ gemeinsame
k-dim Fla¨che von T1 und T2, folglich, fT1(x) = fT2(x) ∀x ∈ T˜ , darum ist
die Funktion f : Qs → R mit: f(x)
∣∣∣
x∈T
= fT (x) ∀T ∈ T i(Qs) wohldefi-
niert, f ∈ C(Qs) und linear auf jedem T ∈ T i(Qs) (also, f ∈ FT (i)(Qs)).
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Bemerkung:
Sei g ∈ C∞0 (Qs), dann konvergiert |g − τ (i)g| i→∞−→ 0 gleichma¨ßig,
sowie |∇g −∇(τ (i)g)| i→∞−→ 0 gleichma¨ßig.
(5.2)
Definition 5.5 (fu¨r FT0(Qs))
f ∈ FT0(Qs)⇔ (f ∈ FT (Qs) und f(x) = 0 ∀x ∈ ∂Qs).
Außerdem werden wir immer voraussetzen, dass ∀x 6∈ Qs : f(x) = 0, wenn
f ∈ FT0(Qs).
Lemma 5.1 Sei u ∈W 1,p0 (Rn), trg u ⊂ Qs und
∀BR(x0) :
∫
BR(x0)
|∇u|pdx ≤ K R
n−λ
| logR|ϑ .
Dann gibt es eine Folge (fi)i∈N, fi ∈ FT0(Qs) so dass ∀i ∈ N :
∀BR(x0) :
∫
BR(x0)
|∇fi|pdx ≤ CK R
n−λ
| logR|ϑ und fi
i→∞−→ u in L1(Qs).
Dabei ist jede Konstante C > 1 zula¨ssig.
Beweis: (hier steht BR(.) fu¨r BR(x0)).
Sei ω ein Standardkern, ωh(x) := h
−nω(x/h).
Dann konvergiert ωh ∗ u h→0−→ u in L1(Qs). Weiterhin ist∫
BR(.)
|∇(ωh ∗ u)|p dx =
∫
BR(.)
dx
∣∣∣ ∫
Rn
ωh(y)∇xu(x− y)dy
∣∣∣p
(ω − Standardkern) ≤
∫
BR(.)
dx
∫
Rn
ωh(y)|∇xu(x− y)|pdy
=
∫
Rn
ωh(y)dy
∫
BR(.)
|∇u(x− y)|pdx
(z = x− y) =
∫
Rn
ωh(y)dy
≤K Rn−λ| logR|ϑ︷ ︸︸ ︷∫
BR(.)−y
|∇u(z)|pdz
≤ K R
n−λ
| logR|ϑ .
Also, ∫
BR(.)
|∇(ωh ∗ u)|p dx ≤ K R
n−λ
| logR|ϑ . (5.3)
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Weiter schließen wir,
trg u ⊂⊂ Qs ⇒ ∃h0 > 0 : trg(ωh ∗ u) ⊂⊂ Qs ∀h < h0.
Sei lim
m→∞
δm = 0, δm > 0.
Aus (5.2) folgt: ∀m ∈ N, ∀hm > 0 : ∃im ∈ N mit:
‖τ (im)(ωhm ∗ u)− ωhm ∗ u‖L1(Qs) < δm
|∇τ (im)(ωhm ∗ u)−∇(ωhm ∗ u)| < δm punktweise. (5.4)
Jetzt wa¨hlen wir hm > 0 so, dass ‖u − ωhm ∗ u‖L1(Qs) < δm und fu¨r diese
hm Indizes im derart, dass (5.4) gilt.
Dann haben wir: ‖τ (im)(ωhm ∗ u)− u‖L1 < 2δm.
Darum gilt fu¨r fm := τ
(im)(ωhm ∗ u) : fm m→∞−→ u in L1, weil δm → 0.
Wenn nun max
m∈N
δm aus (5.4) klein genug und R ≤ Radius(Qs), folgert man:
p
√∫
BR(.)
|∇fm|p dx = p
√∫
BR(.)
|∇τ (im)(ωhm ∗ u)|p dx ≤
p
√∫
BR(.)
|∇τ (im)(ωhm ∗ u)−∇(ωhm ∗ u)|p dx+ p
√∫
BR(.)
|∇(ωhm ∗ u)|p dx
(5.4),(5.3)
≤
p
√
|B1|Rnmax
m
δpm + p
√
K R
n−λ
| logR|ϑ ≤ p
√
CK R
n−λ
| logR|ϑ
⇒
∫
BR(.)
|∇fm|p dx ≤ CK R
n−λ
| logR|ϑ .
Hier kann man C > 1 beliebig wa¨hlen. 2
Lemma 5.2 Seien Ω, p, λ, ϑ, s vorgegeben, s > 0, ψ ∈ C(R≥0;R≥0).
Dann gibt es eine Konstante c > 0, so dass
Wenn ∀ f ∈ FT0(Qs) folgende Inklusion erfu¨llt:(∫
BR(x0)
|∇|f ||p dx ≤ cK Rn−λ| logR|ϑ ∀R ≤ 1/2
)
⇒ ∫
Qs
ψ(|f(x)|)dx ≤ K1,
dann gilt ∀u ∈W 1,p(Ω) :( ∫
BR(x0)∩Ω |∇u|p dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2 &
∫
Ω
|u|p dx ≤ K
)
⇒∫
Ω
ψ(|u|)dx ≤ K1.
Beweis: Sei ‖u‖pp ≤ K,
∫
BR(.)∩Ω |∇u|p dx ≤ K R
n−λ
| logR|ϑ .
Nach Erweiterungssatz (Satz 4.1), o.B.d.A. u ∈W 1,p0 (Ω′) mit Ω′ ⊂⊂ Rn;
ferner haben wir auf die Seite 3.3 gezeigt, dass o.B.d.A. Ω′ ⊂⊂ Qs.
Wir setzen im Weiteren also voraus: u(x) = 0 ∀x 6∈ Ω
(⇒ u ∈W 1,p0 (Qs), trg u ⊂⊂ Qs). Nach Lemma 5.1, ∃ (fi)i∈N mit
∀i : fi ∈ FT0(Qs), fi → u in L1(Qs),
∫
BR(.)
|∇fi|p dx ≤ cK R
n−λ
| logR|ϑ .
(5.5)
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Man kann leicht sehen: wenn fi stu¨ckweise linear, dann
|∇|fi(x)|| = |∇fi(x)| f.u¨. .
Darum ∀ i : ∫
BR(.)
|∇|fi||p dx =
∫
BR(.)
|∇fi|p dx
(5.5)
≤ cK Rn−λ| logR|ϑ .
Daraus folgt, nach der Voraussetzung unseres Lemmas:
∀i :
∫
Qs
ψ(|fi|)dx ≤ K1. (5.6)
Weil fi → u in L1(Qs), existiert eine Folge (im)m∈N mit fim m→∞−→ u f.u¨. .
Folglich, ψ(|fim(x)|) m→∞−→ ψ(|u(x)|) f.u¨. (da ψ stetig).
Da ψ ≥ 0, ko¨nnen wir das Lemma von Fatou anwenden:∫
Qs
ψ(|u|)dx ≤ lim inf
m→∞
∫
Qs
ψ(|fim|)dx
(5.6)
≤ K1.
2
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5.2 U¨berdeckung mit Wu¨rfeln
Sehr oft brauchen wir solche Behauptung:
Lemma 5.3 Sei Q = [0; 1]n, G ⊂ Q, |G| ≤ c1 (0 < c1 < 1 beliebig).
Dann kann man int(G) mit einer Menge Λ von Wu¨rfeln u¨berdecken derart,
dass
∀W ∈ Λ : 2−nc1|W | ≤ |G ∩W | ≤ c1|W |,
∀W1,W2 ∈ Λ, W1 6= W2 : |W1 ∩W2| = 0
und jede Kante von W ∈ Λ parallel zur eine Koordinatenachse.
Beweis: Betrachten wir solche Prozesse: in jedem Schritt wird Q mit “wei-
ßen” und “schwarzen” Wu¨rfeln gepflastert. Wir nennen Wu¨rfel W “weiß”,
wenn |G∩W | ≥ 2−nc1|W | und W ist “schwarz”, wenn |G∩W | < 2−nc1|W |.
Wir mo¨chten solche Prozesse rekursiv konstruieren, so dass:
1. in jedem Schritt wird Q mit schwarzen und weißen Wu¨rfeln gepflastert.
2. ∀ weiße W : |G ∩W | ≤ c1|W |
(fu¨r schwarze W sogar |G ∩W | < 2−nc1|W | nach Definition).
3. ∀ schwarze W vom Schritt i: die Kantenla¨nge vom W betra¨gt 2−i.
(diese Bedingungen betrachten wir als Induktionsvoraussetzungen)
Schritt 0: Q ist durch {Q} gepflastert, dabei gilt |G ∩ Q| ≤ c1 =
c1|Q| nach Bedingung vom Lemma, und Kantenla¨nge vom Q = 1 = 2−0. Die
Induktionsvoraussetzungen gelten, daher egal, ob Q weiß oder schwarz ist.
Schritt i i+1: alle weiße Wu¨rfel vom Schritt i kommen in den Schritt
i + 1 (darum gilt die 2te Induktionsvoraussetzung fu¨r diese Wu¨rfel auch im
Schritt i+1).
Sei W schwarz. Dann ist Kantenla¨nge von W = 2−i (nach den Indukti-
onsvoraussetzungen). Teilen wir W im Schritt i+1 in Wu¨rfel W1, . . . ,W2n ,
jedes Wk hat die Kantenla¨nge 2
−i−1. Da W schwarz, |G∩W | < 2−nc1|W |
(nach Definition)⇒ ∀k ∈ {1, . . . , 2n} : |G ∩Wk| ≤ |G ∩W | < 2−nc1|W | =
c1|Wk|.
Außerdem ist die Kantenla¨nge von Wk = 2
−i−1.
Fu¨r jedes k gelten alle Induktionsvoraussetzungen fu¨r Wk, egal, ob Wk
weiß oder schwarz ist. 2(von des Induktionsprozesse)
Sei Λ–Menge aller weißen Wu¨rfeln, die bei dieser Prozesse entstehen. Of-
fensichtlich, ∀W1, W2 ∈ Λ : |W1 ∩W2| = 0, wenn W1 6=W2
(weil ∃ i ∈ N : W1 und W2 ∈ Schritt i).
Außerdem klar, dass ∀W ∈ Λ : 2−nc1|W | ≤ |G∩W | ≤ c1|W | (da W weiß).
Zeigen wir:
⋃
W∈Λ
W ⊃ int(G).
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Angenommen, es ist nicht so. Dann ∃x ∈ int(G), welches sich bei jedem
Schritt i in einem schwarzen Wu¨rfel Wi befindet. Die Kantenla¨nge von Wi
ist 2−i.
Aber da x ∈ int(G), gibt es ein i, so dass Wi ⊂ G,
denn x ∈ Wu¨rfel Wi und Kantenla¨nge von Wi = 2−i.
Damit hat man |Wi ∩G| = |Wi|.
Aber, wenn Wi schwarz ist, folgt |Wi ∩G| < 2−nc1|Wi|
c1<1
< |Wi|.
Widerspruch. 2
5.3 Symmetrisation
Wir verwenden die Abku¨rzungen “(f(.) > t)” oder “(f > t)” fu¨r
“{x| f(x) > t}”.
Weiter arbeiten wir mit Schwarzsche Symmetrisation (vgl. [15, S.15-16]),
die wir einfach als “Symmetrisation” nennen. Wir erkla¨ren, worum es sich
handelte.
Wir betrachten die meßbare Funktion f : Ω→ R. Sei3
B(t) ein n-dim Ball mit Mittelpunkt in 0 und |B(t)| = |(f(·) ≥ t)|,
wenn (f(·) ≥ t) 6= ∅,
B(t) = ∅, wenn (f(·) ≥ t) = ∅.
(Schwarzsche) Symmetrisation von f : Ω→ R ist die Funktion
g : BR(0)→ R mit |BR| = |Ω| und
g(y) := sup{t ∈ R | y ∈ B(t)}.
Fu¨r uns sind zwei bekannte Eigenschaften der (Schwarzsche) Symmetrisation
wichtig: erstens, man kann g mit Hilfe eine Funktion ϕ : [0;R]→ R mit
g : x 7→ ϕ(|x|); ϕ fallend (5.7)
darstellen,
und zweitens,
∀ t ∈ R : |(f(.) > t)| = |(g(.) > t)|. (5.8)
In der Tat, aus [15, S.21,(E)] folgt, dass |(f(.) ≥ t)| = |(g(.) ≥ t)|. Deswegen
|(f(·) > t)| = sup
δ>0
|(f(·) ≥ t+ δ)| = sup
δ>0
|(g(·) ≥ t+ δ)| = |(g(·) > t)|.
3|(f(.) > t)| ist Volumen fu¨r {x|f(x) > t}
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Lemma 5.4 Sei f :W → R≥0 stetig mit einem n-dim Wu¨rfel W, f ≥ 0.
Der Tra¨ger trg f von f sei mit konvexen Polyedern P1, . . . , Pk gepflastert,
auf jedem Pi sei f linear.
Es gelte |trg f | ≤ c1|W | (mit der Konstanten c1 aus Lemma A.1).
Weiter, sei g : BR(0)→ R≥0 Symmetrisation vom f, |BR| = |W |.
Dann gilt
1. g ist stetig.
2.
∫
BR(0)
|∇g|p dx ≤ 1
cp2
∫
W
|∇f |p dx, p ≥ 1
mit der Konstanten c2 aus Lemma A.1.
Beweis: von 1. : g ist stetig.
In der Tat:
Sei f(W ) = [0;T ]. Dann ist g(BR(0)) ⊆ [0;T ].
Außerdem ist g(x) = ϕ(|x|) fu¨r eine fallende Funktion ϕ : [0;R]→ [0;T ].
Annahme: g ist nicht stetig.
Dann ist ϕ nicht stetig.
Dann4
∃ t, a, b mit: ϕ(t+ 0) ≤ a < b ≤ ϕ(t− 0).
Das heißt4, |(a < g(.) ≤ b)| = 0. Außerdem [a; b] ⊂ [0;T ] = f(W )
⇒ (a < f < b) offen in W und nicht leer.
Folglich, |(a < f(.) < b)| > 0.
Dann
0 = |(a < g(.) ≤ b)| = |(g > a)| − |(g > b)|
(5.8)
= |(f > a)| − |(f > b)| = |(a < f(.) ≤ b)|
≥ |(a < f < b)|
> 0.
Widerspruch. 2
Beweis von 2. :
∫
BR(0)
|∇g|p dx ≤ 1
cp2
∫
W
|∇f |p dx.
Sei
ψd(t) :=
∫
f(x)≤t
|∇f |ddx, d ≥ 0 (5.9)
Dann ist ψd(.) wachsend (⇒ ψ′d existiert f.u¨.).
Außerdem ist ψp(.) stetig, wenn p ≥ 1. In der Tat:
∀ t : ψp(t+ 0)− ψp(t− 0) = lim
ε→+0
∫
t−ε<f(x)≤t+ε
|∇f |pdx
4da ϕ fallend
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=∫
f(x)=t
|∇f(x)|pdx
=
∑
i
|(f(x) = t) ∩ Pi|︸ ︷︷ ︸
=0 bei ∇f(x∈Pi)6=0
|∇f(x ∈ Pi)|p
= 0,
weil ∇f = const auf Pi ∀ i und p ≥ 1.
Somit ist ψp wachsend und stetig, wenn p ≥ 1.
Deshalb ist ψ′p =
d
dt
ψp(t) definiert f.u¨. und
∫
W
|∇f |p dx = ψp(T ) =
∫ T
0
ψ′p(t)dt+
=0︷ ︸︸ ︷
ψp(0) =
∫ T
0
ψ′p(t)dt, wenn p ≥ 1.
Sei d ≥ 0. In jedem Punkt t, wo ψ′d(t) existiert (also f.u¨. auf [0;T ] ):
ψ′d(t) = lim
ε→0
ψd(t+ ε)− ψd(t)
ε
(5.9)
= lim
ε→0
1
ε
∫
t<f(x)≤t+ε
|∇f |ddx
=
k∑
i=1
lim
ε→0
1
ε
∫
(t<f(x)6t+ε)∩Pi
|∇f |ddx
(|∇f | = const auf Pi) =
k∑
i=1
lim
ε→0
|(t < f(.) 6 t+ ε) ∩ Pi|
ε
|∇f(x ∈ Pi)|d.
Somit
ψ′d(t) =
k∑
i=1
lim
ε→0
|(t < f(.) ≤ t+ ε) ∩ Pi|
ε
|∇f(x ∈ Pi)|d. (5.10)
Seien | . . . |F–Fla¨cheninhalt (wie in Lemma A.1) und
Γt := (f(.) = t)
Dann kann man leicht sehen, dass fu¨r fast alle t ∈ [0;T ] gilt:
a) Γt ist eine n− 1-dim Mannigfaltigkeit und |Γt|F =
∑
i
|Γt∩Pi|F .
b) bei genu¨gend kleinem ε : (t < f(.) ≤ t + ε) ∩ Pi hat entweder
die “Dicke” ε|∇f(x∈Pi)| oder = ∅ (da f |Pi linear).
Daher
|(t < f(.) ≤ t+ε)∩Pi| = |Γt∩Pi|F · ε|∇f(x ∈ Pi)|+o(ε) fu¨r fast alle t ∈ [0;T ].
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Fu¨r solches t:
ψ′d(t)
(5.10)
=
k∑
i=1
lim
ε→0
|(t < f(.) 6 t+ ε) ∩ Pi|
ε
|∇f(x ∈ Pi)|d
=
k∑
i=1
|Γt ∩ Pi|F · |∇f(x ∈ Pi)|d−1
=
∫
Γt
|∇f |d−1dS
Also,
ψ′d(t) =
∫
Γt
|∇f |d−1dS ∀ d ≥ 0 (5.11)
⇒
∫
W
|∇f |p dx (5.9)=
∫ T
0
ψ′p(t)dt
(5.11)
=
∫ T
0
dt
∫
Γt
|∇f |p−1dS, wenn p ≥ 1
(5.12)
Sei jetzt d = 0. Dann ψ′0(t)
(5.9)
= d
dt
(∫
f(x)≤t 1dx
)
, und∫
Γt
|∇f |−1dS (5.11)= ψ′0(t) = lim
ε→0
1
ε
∫
t<f(x)≤t+ε
1dx. (5.13)
Sei Gt := ∂(g(.) > t) (5.14)
Auch fu¨r die Symmetrisation g von f, g : BR(0)→ R gilt:∫
BR(0)
|∇g|pdx =
∫ T
0
dt
∫
Gt
|∇g|p−1dS (5.15)
In der Tat, ∃ϕ : [0;R]→ R mit g(x) = ϕ(|x|).
Dabei ist ϕ fallend und stetig ⇒ ϕ′ existiert f.u¨. auf [0;T].∫
BR(0)
|∇g|pdx = |Sn−11 |
∫ R
0
|ϕ′(r)|prn−1dr
ϕ fallend
=
∫ T
ϕ=0
|ϕ′(r)|p−1|Sn−1r |
ϕ′dr︷︸︸︷
dϕ = (∗)
Sei jetzt ϕ(r) = t. Falls ϕ′(r) 6= 0 (das gilt fu¨r fast alle t), hat man
Gt
(5.14)
= (g(.) = t) = Sn−1r , |∇g(x)|x∈Gt ≡ |ϕ′(r)|.
⇒
∫
BR(0)
|∇g|pdt = (∗) ϕ(r)=t=
∫ T
t=0
|ϕ′(r)|p−1|Gt|F︸ ︷︷ ︸
=
∫
Gt
|∇g|p−1dS
dt =
∫ T
t=0
dt
∫
Gt
|∇g|p−1dS.
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Weiterhin gilt: wenn ∇g existiert und 6= 0 auf Gt (da |∇g| = const auf Gt):∫
Gt
|∇g|−1dS t=ϕ(r)= |ϕ′(r)|−1|Gt|F
=
∣∣∣∣limε→0 1ε
∫ t+ε
ϕ(r)=t
|Gϕ(r)|F dr
∣∣∣∣
= lim
ε→0
|(t < g(.) 6 t+ ε)|
ε
= lim
ε→0
|(g > t)| − |(g > t+ ε)|
ε
(5.8)
= lim
ε→0
|(f > t)| − |(f > t+ ε)|
ε
= lim
ε→0
|(t < f(.) 6 t+ ε)|
ε
(5.13)
=
∫
Γt
|∇f |−1dS.
Somit ∫
Gt
|∇g|−1dS =
∫
Γt
|∇f |−1dS fu¨r fast alle t ∈ [0;T ]. (5.16)
Sei
µ(x) := |∇f(x)|−1. (5.17)
Daraus folgt∫
W
|∇f |pdx (5.12)=
∫ T
0
dt
∫
Γt
|∇f |p−1dS =
∫ T
0
dt
∫
Γt
µ(x)1−pdS = (∗∗).
Weiter, fu¨r p ≥ 1 : 1− p ≤ 0⇒ t1−p konvex fu¨r t > 0.
Fu¨r konvexe φ : R≥0 → R≥0 gilt: 1|Λ|
∫
Λ
φ(v)dt ≥ φ
(
1
|Λ|
∫
Λ
v dt
)
. 5
Daher gilt fu¨r fast alle t ∈ [0;T ]:
1
|Γt|F
∫
Γt
µ(x)1−p dS
t1−p konvex≥
(
1
|Γt|F
∫
Γt
µ(x) dS
)1−p
(5.16),(5.17)
=
(
1
|Γt|F
∫
Gt
|∇g|−1 dS
)1−p
(|∇g| = const auf Gt) =
( |Gt|F
|Γt|F |∇g(x ∈ Gt)|
−1
)1−p
=
|Γt|p−1F
|Gt|p−1F
|∇g(x ∈ Gt)|p−1
5Ungleichung von Jensen (siehe z.B. [6, Seite 621])
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⇒
∫
Γt
µ(x)1−pdS ≥ |Γt|
p
F
|Gt|p−1 |∇g(x ∈ Gt)|
p−1 =
( |Γt|F
|Gt|F
)p ∫
Gt
|∇g|p−1dS
(5.18)
⇒
∫
W
|∇f |pdx = (∗∗) =
∫ T
0
dt
∫
Γt
µ(x)1−pdS
(5.18)
≥
∫ T
0
dt
( |Γt|F
|Gt|F
)p ∫
Gt
|∇g|p−1dS
≥ ess inf
t∈[0;T ]
( |Γt|F
|Gt|F
)p ∫ T
0
dx
∫
Gt
|∇g|p−1dS
(5.15)
= ess inf
t∈[0;T ]
( |Γt|F
|Gt|F
)p ∫
BR(0)
|∇g|pdx.
und somit ∫
W
|∇f |pdx ≥ ess inf
t∈[0;T ]
( |Γt|F
|Gt|F
)p ∫
BR(0)
|∇g|pdx. (5.19)
Sei jetzt Ft := ∂(f > t). (5.20)
Zum Beweis vom Lemma 5.4 sollen wir nur zeigen: |Γt|F|Gt|F ≥ c2 an derjenigen
Stellen, wo Γt Mannigfaltigkeit ist (also, f.u¨. auf [0;T]). Hierbei ergibt sich
die Konstante c2 aus Lemma A.1.
Wir zeigen, |Ft|F|Gt|F ≥ 1 und
|Γt|F
|Ft|F ≥ c2 (⇒
|Γt|F
|Gt|F =
|Γt|F
|Ft|F ·
|Ft|F
|Gt|F ≥ c2).
Zuna¨chst beweisen wir |Ft|F|Gt|F ≥ 1.
Wir wissen: Ft = ∂(f(.) > t), Gt = ∂(g(.) > t), dabei ist
|(f(.) > t)| (5.8)= |(g(.) > t)| und (g(.) > t) ist eine Kugel
⇒ |Ft|F ≥ |Gt|F ,
da Kugel hat den kleinsten Fla¨cheninhalt unter allen (nicht unbedingt zusam-
menha¨ngenden) Gebieten mit gleichen Volumen hat.
Darum folgt
|Ft|F
|Gt|F ≥ 1.
Zeigen wir, |Γt|F|Ft|F ≥ c2. Sei t fixiert, G := (f(.) > t), Γ˜ := ∂G \ ∂W .
Man kann leicht sehen, Γt = (f(.) = t)
(∗)
⊇ ∂(f(.) > t) \ ∂W = ∂G \ ∂W = Γ˜,
(*) gilt wegen f ∈ C(W ).
Also ist
|Γt|F ≥ |Γ˜|F . (5.21)
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Außerdem gilt G = (f(.) > t) und deshalb: |G| ≤ |trg f | ≤ c1|W | nach die
Bedingungen des Lemmas.
Wir haben also die Situation
G ⊂Wu¨rfel W, |G| ≤ c1|W | und Γ˜ = ∂G \ ∂W .
Damit folgt aus Lemma A.1: |Γ˜|F ≥ c2|∂G|F .
Außerdem, ∂G = ∂(f(.) > t)
(5.20)
= Ft. Deshalb |Γ˜|F ≥ c2
=|∂G|F︷ ︸︸ ︷
|Ft|F .
Zum Schluß |Γt|F
(5.21)
≥ |Γ˜|F ≥ c2|Ft|F , mit anderen Worten, |Γt|F|Ft|F ≥ c2. 2
Im weiteren Verlauf dieser Arbeit werden wir einige Abscha¨tzungen fu¨r
W 1,p(Ω)-Funktionen mit bestimmten Eigenschaften nachweisen. Aus diesem
Grunde haben wir nachfolgende Stoffsdarstellung gerade nach vorausgesetzten
Funktionseigenschaften gegliedert.
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Kapitel 6
Abscha¨tzungen fu¨r Funktionen u ∈W 1,p(Ω) mit:
∀BR(x0) :
∫
BR(x0)
|∇u(x)|pdx ≤ K R
n−p
| logR|ϑ
In diesem Abschnitt geben wir eine Antwort auf die Frage: In welchem Orlicz-
Raum liegt die Funktion u : Ω→ R, fu¨r die
∀BR(x0) :
∫
BR(x0)
|∇u(x)|pdx ≤ K R
n−p
| logR|ϑ , n ≥ p
gilt. Daneben sei bemerkt, dass wir auf der Stufe nur ϑ ≥ 0 betrachten und
die Fa¨lle n > p, n = p voneinander trennen.
Die Section 6.1 befaßt sich mit dem Fall ϑ ∈ [0; p], die Section 6.2 — mit dem
Fall ϑ ∈ [0; p − 1]. Besonders wichtig aber ist Section 6.3, in der wir zeigen,
dass die beiden Resultate aus der Definition 1.7 (fu¨r die obigen ϑ) optimal
sind.
6.1 Der Fall “n > p”
Satz 6.1
Sei Ω ein beschra¨nktes Lipschitzgebiet, dimΩ = n > p ≥ 1, 0 ≤ ϑ < p.
Dann ∀K > 0 ∃K ′, α > 0 so dass fu¨r u ∈ W 1,p(Ω) gilt:(
∀Br(x0) mit r ≤ 1/2 :
∫
Br(x0)∩Ω |∇u|pdx ≤ K r
n−p
| log r|ϑ & ‖u‖pLp(Ω) ≤ K
)
⇒∫
Ω
eα|u|
p
p−ϑ
dx ≤ K ′
und fu¨r ϑ = p :(
∀Br(x0) mit r ≤ 1/2 :
∫
Br(x0)∩Ω |∇u|p dx ≤ K r
n−p
| log r|p & ‖u‖pLp(Ω) ≤ K
)
⇒∫
Ω
ee
α|u|
dx ≤ K ′.
Fu¨r ϑ > p gilt:(
∀Br(x0) mit r ≤ 1/2 :
∫
Br(x0)∩Ω |∇u|p dx ≤ K r
n−p
| log r|ϑ
)
⇒
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|u(x)− u(y)| ≤ K ′| ln |x− y| | p−ϑp︸ ︷︷ ︸
→0 bei |x−y|→0
, wenn |x− y| ≤ 1/2.
Fu¨r ϑ > p gilt u¨berdies: u ∈ L∞(Ω).
Bemerkung 6.1 Die letzte Aussage aus Satz 6.1 ist klar.
Wir beweisen Satz 6.1 zuna¨chst fu¨r den Fall ϑ ≤ p, anschließend fu¨r den Fall
ϑ > p.
Beweis fu¨r ϑ ≤ p: Wir setzen Qd = [0; d]
n, Q = [0; 1]n.
Nach Lemma 5.2 ko¨nnen wir o.B.d.A. u = |u˜| setzen mit u˜ ∈ FT0(Qd) fu¨r
ein d. Genauer:
O.B.d.A.
 u := |u˜|,dabei u˜ : Q→ R
und u˜|Qd ∈ FT0(Qd), u˜(x) = 0 ∀x 6∈ Qd.
(6.1)
Aus den Definitionen 5.3 und 5.5 folgt, dass u stetig und stu¨ckweise linear
ist.
Wir wa¨hlen d := n
√
c1 mit c1 aus Lemma A.1.
Dann gilt |trg u| ≤ c1. (6.2)
Sei weiter g : x 7→ ϕ(|x|) die Symmetrisation von u
(⇒ ϕ ist fallend).
Wir bestimmen R so, dass
|BR| := c1 (⇒ trg g
(∗)⊂ BR(0)) (6.3)
(*) folgt aus: |trg g| = |trg u|
(6.2)
≤ c1 = |BR|, trg g ist eine Kugel.
Sei λi = ϕ(2
−iR), i ∈ N ∪ {0} (6.4)
(⇒ die Folge (λi) ist wachsend, da ϕ fallend ist, λ0 = 0 wegen (6.3).)
Wir wollen jetzt “λi+1 − λi” abscha¨tzen. Sei jetzt
ui(x) :=
{
u(x)− λi ,wenn u(x) ≥ λi
0 sonst
(6.5)
(⇒ ui ∈ C(Q) ).
Wir u¨berlegen: g(x) > λi
(6.4)⇔ ϕ(|x|) > ϕ(2−iR) ϕ fallend⇒ |x| ≤ 2−iR. Daraus
folgt:
|trg ui| (5.8)= |(g > λi)|
s.o.≤ |B2−iR|. (6.6)
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Seien i fixiert, G := trg ui. Dann ist |G|
(6.6)
≤ |BR| (6.3)= c1.
⇒ Nach Lemma 5.3 kann man int(G) mit Wu¨rfeln {Wβ|β ∈ Λ} bedecken,
dabei ∀ β, γ ∈ Λ:
Wβ 6= Wγ ⇒ |Wβ ∩Wγ| = 0 im n-dim Mass (6.7)
und 2−nc1|Wβ| ≤ |G ∩Wβ | ≤ c1|Wβ|. (6.8)
Betrachten wir f := ui|Wβ , hier β ∈ Λ fixiert. Dann
|trg f | = |Wβ ∩G|
(6.8)
≤ c1|Wβ|, (6.9)
da G = trg ui.
Außerdem gilt nach Wahl von ui : f ist stetig und trg f ist mit einer end-
lichen Anzahl von konvexen Polyedern gepflastert, wobei f auf jedem solchen
Polyeder linear ist. Darum gilt fu¨r die Symmetrisation gβ von f nach Lemma
5.4 ∫
BRβ (0)
|∇gβ|p dx ≤ 1
cp2
∫
Wβ
|∇f |p dx, (6.10)
wobei BRβ(0) := trg(gβ). (6.11)
Wir scha¨tzen nun |Wβ| ab. Es gilt:
2−nc1|Wβ|
(6.8)
≤ |G ∩Wβ| (6.9)= |trg f | = |trg gβ| (6.11)= |BRβ |,
also liegt Wβ in einem BcRβ(.), wobei c eine Konstante bezeichnet, die sich
von Formel zu Formel vera¨ndert kann.
Aus “∀Br(y) mit r ≤ 1/2 :
∫
Br(y)
|∇u|p dx ≤ K rn−p| log r|ϑ” folgt:
“
∫
Q
|∇u|p dx ≤ c′K” fu¨r ein c′ ”.
Auch Wβ ⊂ Q ∩ BcRβ(x0) fu¨r ein x0
⇒ ∫
Wβ
|∇f |p dx ≤ ∫
Wβ
|∇u|p dx ≤ min
{
K
(cRβ)
n−p
| log cRβ |ϑ , Kc
′
}
≤ c′′K Rβn−p
1+| log2Rβ |ϑ .
Also gilt ∫
Wβ
|∇f |p dx ≤ c′′K Rβ
n−p
1 + | log2Rβ|ϑ
. (6.12)
Weiter ist Rβ ≤ 2−iR, weil |BRβ | = |G ∩Wβ| ≤ |G| = |trg ui|
(6.6)
≤ |B2−iR|
⇒ ∃ i0 : ∀ i ≥ i0 : 1 + |
≤−i+log2R︷ ︸︸ ︷
log2Rβ |ϑ ≥ c(i+ 1)ϑ fu¨r ein c. (6.13)
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Somit
∫
Wβ
|∇f |p dx
(6.12),(6.13)
≤
{
cK
Rβ
n−p
(i+1)ϑ
i ≥ i0
cKRβ
n−p sonst
}
≤ c′K Rβn−p
(i+1)ϑ
fu¨r ein c′.
Wenn gβ : x 7→ ϕβ(|x|), dann gibt es eine Konstante c, fu¨r die gilt:
cK
Rβ
n−p
(i+ 1)ϑ
≥ 1
cp2
∫
Wβ
|∇f |p dx
(6.10)
≥
∫
BRβ (0)
|∇gβ|p dx
≥
:=c′︷ ︸︸ ︷
|Sn−11 |
∫ Rβ
Rβ/2
|ϕβ ′(r)|prn−1dr
≥ c′
(
Rβ
2
)n−1 ∫ Rβ
Rβ/2
|ϕβ ′(r)|pdr.
Also ist
cK
Rβ
n−p
(i+ 1)ϑ
≥ c′
(
Rβ
2
)n−1 ∫ Rβ
Rβ/2
|ϕβ ′(r)|pdr.
Wegen (3.1) haben wir
∣∣∫
U
v dx
∣∣p ≤ |U |p−1 ∫
U
|v|pdx.
Dann gilt
cK
1
(i+ 1)ϑ
≥
(
Rβ
2
)p−1 ∫ Rβ
Rβ/2
|ϕβ ′(r)|pdr
(3.1)
≥
∣∣∣∣∣
∫ Rβ
Rβ/2
ϕβ
′(r)dr
∣∣∣∣∣
p
(ϕβ(Rβ) = 0 wg.(6.11)) = (ϕβ(Rβ/2))
p.
Folglich haben wir
p√cK
(i+1)ϑ/p
≥ ϕβ(Rβ/2). Wenn K1 := p
√
cK:
ϕβ(Rβ/2) ≤ K1
(i+ 1)ϑ/p
.
Dann gilt, weil ϕβ fallend ist: ∀ t > Rβ/2 : ϕβ(t) ≤ K1(i+1)ϑ/p
⇒
(
gβ(.) >
K1
(i+ 1)ϑ/p
)
⊂ BRβ/2(0). (6.14)
Sei g die Symmetrisation von u, d.h. g : x 7→ ϕ(|x|).
Dann gilt ∀ t ≥ 0 :
|(g(.) > λi+ t)| (5.8)= |(u(.) > λi+ t)| (6.5)= |(ui(.) > t)| (I)=
∑
β∈Λ
|(ui|Wβ > t)| = (∗∗)
( (I) folgt aus:
⋃
β∈Λ
Wβ ⊃ int(trg ui) = (ui > 0) und Formel (6.7) ).
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Aber gβ ist die Symmetrisation von ui|Wβ , darum |(gβ > t)| = |(ui|Wβ >
t)| und folglich |(g(.) > λi + t)| = (∗∗) =
∑
β∈Λ
|(ui|Wβ > t)| =
∑
β∈Λ
|(gβ > t)|.
Also ist
|(g(.) > λi + t)| =
∑
β∈Λ
|(gβ > t)| ∀ t ≥ 0. (6.15)
Darum∣∣∣∣(g(.) > λi + K1(i+ 1)ϑ/p
)∣∣∣∣ (6.15)= ∑
β∈Λ
∣∣∣∣(gβ(.) > K1(i+ 1)ϑ/p
)∣∣∣∣
(6.14)
≤
∑
β∈Λ
|BRβ/2| =
1
2n
∑
β∈Λ
|BRβ |
(6.11)
=
1
2n
∑
β∈Λ
|(gβ > 0)| (6.15)= 1
2n
|(g(.) > λi)|
(λi = ϕ(2
−iR)) ≤ 1
2n
|B2−iR| = |B2−i−1R|
(λi+1 = ϕ(2
−i−1R)) ≤ |(g(.) ≥ λi+1)|.
Hieraus folgt
λi +
K1
(i+ 1)ϑ/p
≥ λi+1.
Deshalb hat man λi+1 − λi ≤ K1(i+1)ϑ/p .
Nun ist aber λ0 = ϕ(R) = 0, weil trg g ⊂ BR(0) wegen (6.3)
⇒ ∀ i : λi =
=0︷︸︸︷
λ0 +
i−1∑
m=0
(λm+1 − λm) ≤
i−1∑
m=0
K1
(m+ 1)ϑ/p
. (6.16)
Darum gilt fu¨r 0 ≤ ϑ < p : λi
(6.16)
≤
i−1∑
m=0
K1
(m+1)ϑ/p
≤ ∫ i
x=0
K1
xϑ/p
dx = (K2i)
1−ϑ
p
und wenn (ϑ = p, i ≥ 1) : λi
(6.16)
≤
i−1∑
m=0
K1
m+1
≤ K1 +
∫ i
x=1
K1
x
dx = K1(1 + ln i)
⇒ λi ≤
{
(K2i)
1−ϑ
p ,wenn 0 ≤ ϑ < p,
K1(1 + ln i) ,wenn ϑ = p, i ≥ 1. (6.17)
Wir wissen schon:
g ist Symmetrisation von u, (g > λj)
(6.4)⊂ B2−jR(0). (6.18)
Fu¨r jede wachsende Funktion ψ ∈ C(R≥0) mit ψ ≥ 0 gilt unter Beru¨cksich-
tigung der Nichtnegativita¨t von u :∫
Q
ψ(|u(x)|) dx
ψ wachsend
≤
∫
u(x)=0
=ψ(0)︷ ︸︸ ︷
ψ(λ0) dx+
∞∑
i=1
∫
λi−1<u(x)≤λi
ψ(λi) dx
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≤=ψ(0)︷ ︸︸ ︷∫
Q
ψ(0) dx+
∞∑
i=1
∫
u(x)>λi−1
ψ(λi)dx
(5.8)
= ψ(0) +
∞∑
i=1
∫
g(y)>λi−1
ψ(λi)dy
( (g(x) > λℓ) ⊂ B2−ℓR(0) ) ≤ ψ(0) +
∞∑
i=1
|B21−iR|ψ(λi).
Wir haben also ∫
Q
ψ(|u(x)|) dx ≤ ψ(0) +
∞∑
i=1
|B21−iR|ψ(λi). (6.19)
Fu¨r ϑ < p : λi ≤ (K2i)
p−ϑ
p nach (6.17).
Wenn ψ : t 7→ eαt
p
p−ϑ
, t ≥ 0, dann ist
ψ(λi) = e
αλ
p
p−ϑ
i ≤ eαK2i. (6.20)
Sei α so gewa¨hlt, dass eαK2 < 2n.
Dann ∫
Q
eα|u|
p
p−ϑ
dx =
∫
Q
ψ(|u|)dx
(6.19),(6.20)
≤ e0 +
∞∑
i=1
|B21−iR |eαK2i
= 1 +
∞∑
i=1
|B2R|
(
eαK2
2n
)i
=: K ′
< ∞,
weil e
αK2
2n
< 1. 2 (fu¨r ϑ < p )
Sei nun ϑ = p, dann λi
(6.17)
≤ K1(1 + ln i) ∀i ≥ 1.
Sei ψ(t) = ee
αt
, dann ∀j ≥ 1 : ψ(λj) ≤ eeαK1(1+ln j) = eeαK1jαK1 = e
eαK1
j1−αK1
j
.
Wir wa¨hlen α so, dass 1− αK1 > 0. Dann haben wir im Limes
−n ln 2 + e
αK1
j1−αK1
j→∞−→ −n ln 2 < 0. (6.21)
Schließlich sehen wir∫
Q
ee
α|u|
dx =
∫
Q
ψ(|u|) dx
(6.19)
≤ ψ(0) +
∞∑
j=1
|B21−jR|ψ(λj)
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≤ e+
∞∑
j=1
|B21−jR| e
eαK1
j1−αK1
j︸ ︷︷ ︸
≥ψ(λj )
= e+ |B2R|
∞∑
j=1
e
(
−n ln 2+ eαK1
j1−αK1
)
j (6.21)
= : K ′
< ∞.
Wir erkla¨ren die letzte Ungleichung:
Angenommen, (Zi)i∈N—eine Folge der Zahlen mit lim
i→∞
Zi < 0.
Dann existieren n0 ∈ N und ε > 0, fu¨r die ∀n ≥ n0 : Zn < −ε.
Wir haben:
∞∑
i=1
eiZi ≤
n0−1∑
i=1
eiZi +
∞∑
i=n0
e−εi <∞. 2
Beweis von Satz 6.1 fu¨r ϑ > p:
Wegen Satz 4.1 ko¨nnen wir o.B.d.A. u ∈W 1,p0 (Rp) voraussetzen,
denn wir ko¨nnen u durch Eu ersetzen.
Wir mo¨chten Folgendes beweisen: Sei ϑ > p, n > p. Dann folgt ∀K > 0 : ∃K
′ > 0 so dass,
wenn u ∈ W 1,p0 (Rn) und ∀ Br(x0) :
∫
Br(x0)
|∇u|p dx ≤ Krn−p| log r|ϑ ,
dann gilt fu¨r |x− y| ≤ 1/2 : |u(x)− u(y)| ≤ K ′| ln |x− y| | p−ϑp .
 (I)
Um (I) fu¨r u zu beweisen, genu¨gt es (I) fu¨r u ∗ ωh ∀h > 0 zu beweisen,
wobei ωh ein Standardkern ist.
Darum betrachten wir o.B.d.A. u ∈ C∞(Rn) .
Sei weiter ε ∈ (0; 1/2], v(x) := u(x+ x0). Dann
∣∣∣∣∫
Bε(x0)
u(z)− u(x0)dz
∣∣∣∣ z=x+x0= ∣∣∣∣∫
Bε(0)
v(x)− v(0)dx
∣∣∣∣
≤
∫
Bε(0)
dx
∫ 1
0
∣∣∣∣ ddtv(tx)
∣∣∣∣ dt
=
∫ 1
0
dt
∫
Bε(0)
∣∣∣∣ ddtv(tx)
∣∣∣∣ dx
(y := tx) =
∫ 1
0
dt
∫
x∈Bε(0)
|∇v(y) · x|dx
(dx =
dy
tn
, |x| 6 ε) ≤
∫ 1
t=0
εdt
tn
∫
Bεt(0)
|∇v(y)|dy
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≤
∫ 1
t=0
εdt
tn
=c(εt)
n(1− 1p )︷ ︸︸ ︷
|Bεt|1−1/p
≤ c (εt)
n−p
p
| log(εt)|ϑ/p︷ ︸︸ ︷(∫
Bεt(0)
|∇v|pdy
)1/p
≤ cεn
∫ 1
0
dt
t| ln(εt)|ϑ/p
s=εt
= cεn
∫ ε
0
ds
s| ln s|ϑ/p
(τ := | ln s| = − ln s) = cεn
∫ ∞
| ln ε|
dτ
τϑ/p
= − p
ϑ− p ·
cεn
τ
ϑ−p
p
∣∣∣∣∞
τ=| ln ε|
(ϑ > p) = Cεn| ln ε| p−ϑp .
Also, ∣∣∣∣∫
Bε(x0)
u(x)− u(x0)dx
∣∣∣∣ ≤ c|Bε|| ln ε| p−ϑp . (6.22)
Wir betrachten jetzt zwei Punkte x1 und x2 mit |x1 − x2| = ε ≤ 1/2.
Sei x′ := x1+x2
2
. Dann ist
Bε/2(x
′) ⊂ Bε(x1) ∩ Bε(x2). (6.23)
|u(x1)− u(x2)| = 1|Bε/2|
∣∣∣∣ ∫
Bε/2(x′)
u(y)− u(x1)dy −
∫
Bε/2(x′)
u(y)− u(x2)dy
∣∣∣∣
(6.23)
≤ 1|Bε/2|
(∣∣∣∣ ∫
Bε(x1)
u(y)− u(x1)dy
∣∣∣∣+ ∣∣∣∣ ∫
Bε(x2)
u(y)− u(x2)dy
∣∣∣∣)
(6.22)
≤ |Bε||Bε/2| · 2c| ln ε|
p−ϑ
p
= 2n+1c︸ ︷︷ ︸
=:K ′
| ln ε| p−ϑp
( ε = |x1 − x2| ) = K ′| ln |x1 − x2| |
p−ϑ
p .
Also haben wir Behauptung (I) bewiesen, somit gilt Satz 6.1 fu¨r ϑ > p. 2
Bemerkung 6.2 Der Fall “∀R ≤ 1/2 : ∫
BR(·) |∇u|p dx ≤ KR
n−λ
| logR|ϑ , p > n”
ist ziemlich einfach. In diesem Fall bekommen wir:
∀x, y ∈ Ω, |x− y| ≤ 1/2 : |u(x)− u(y)| ≤ C |x− y|
1−λ/p
| log |x− y||ϑ/p .
6.2 Der Fall “n = p”
Speziell fu¨r den Fall “n = p” kann man ein besseres Resultat beweisen:
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Satz 6.2 Sei Ω ein beschra¨nktes Lipschitzgebiet, dimΩ = n.
Dann
∀ϑ ∈ [0;n− 1[, ∀K > 0 : ∃K ′, α > 0, so dass gilt ∀u ∈W 1,n(Ω):(
∀Br(x0) mit r ≤ 1/2 :
∫
Br(x0)∩Ω |∇u|n dx ≤ K| log r|ϑ & ‖u‖nLn(Ω) ≤ K
)
⇒∫
Ω
eα|u|
n
n−1−ϑ
dx ≤ K ′
und fu¨r ϑ = n− 1 gilt:(
∀Br(x0) mit r ≤ 1/2 :
∫
Br(x0)∩Ω |∇u|n dx ≤ K| log r|ϑ & ‖u‖nLn(Ω) ≤ K
)
⇒∫
Ω
ee
α|u|
dx ≤ K ′.
Fu¨r ϑ > n− 1 gilt:(
∀Br(x0) mit r ≤ 1/2 :
∫
Br(x0)∩Ω |∇u|n dx ≤ K| log r|ϑ
)
⇒
|u(x)− u(y)| ≤ K ′| ln |x− y| |n−1−ϑn︸ ︷︷ ︸
→0 bei |x−y|→0
, wenn |x− y| ≤ 1/2.
Folglich gilt fu¨r ϑ > p− 1 auch: u ∈ L∞(Ω).
Bemerkung 6.3 Wie in Satz 6.1 ist auch in Satz 6.2 die letzte Aussage of-
fensichtlich.
Beweis von Satz 6.2 fu¨r ϑ ≤ n− 1:
Sei Q = [0, 1]n, Qd = [0; d]
n.
Nach Lemma 5.2 ko¨nnen wir o.B.d.A. u = |u˜| setzen mit u˜ ∈ FT0(Qd) fu¨r
ein d. Genauer:
o.B.d.A.
 u := |u˜|,dabei u˜ : Q→ R
und u˜|Qd ∈ FT0(Qd), u˜ = 0 ∀x 6∈ Qd.
(6.24)
Weiter: d := n
√
c1 mit c1 aus Lemma A.1. Dann ist |trg u| ≤ c1.
Sei g Symmetrisation von u, d.h. g(x) = ϕ(|x|). (6.25)
Wie wir wissen, ist ϕ fallend und stetig (siehe Lemma 5.4). Wir wa¨hlen
R so, dass
|BR| = c1. (6.26)
Dann ist |trg g| (6.25)= |trg u| ≤ c1 = |BR|, trg g = Bγ(0) fu¨r ein γ ∈ R+
⇒ trg g ⊂ BR(0) (⇒ ϕ(R) = 0). (6.27)
Sei jetzt
∀ i ≥ 0 : λi := ϕ(21−2iR). (6.28)
Dann
λ0 := ϕ(R) = 0. (6.29)
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Sei
ui(x) =
{
u(x)− λi wenn u(x) ≥ λi
0 sonst.
(6.30)
Sei i fixiert, G := trg ui. Dann hat man
|G| = |(u(.) > λi)| = |(g(.) > λi)|
(6.28)
≤ |B21−2iR|
(6.26)
= 2n(1−2
i)c1. (6.31)
Folglich ist |G| ≤ c1. Darum kann man nach Lemma 5.3, int(G) mit den
Wu¨rfeln {Wβ|β ∈ Λ} u¨berdecken, so dass ∀ β, γ ∈ Λ:
Wβ 6= Wγ ⇒ |Wβ ∩Wγ | = 0 im n-dim Mass
und 2−nc1|Wβ| ≤ |G ∩Wβ | ≤ c1|Wβ|. (6.32)
Abscha¨tzung von |Wβ|: 2−nc1|Wβ|
(6.32)
≤ |Wβ ∩G| ≤ |G| (6.31)= 2n(1−2i)c1
⇒ |Wβ| ≤ 2n(2−2i) ⇒ Kantenla¨nge von Wβ ≤ 22−2i ⇒
Wβ liegt in einer Kugel mit Radius c · 2−2i fu¨r ein c.
Sei weiter f := ui|Wβ wobei i und β weiter fixiert seien.
Es ist klar, dass es ein c˜ gibt mit
∫
Q
|∇u|n dx ≤ c˜K. Darum existiert c′′
mit∫
Wβ
|∇f |n dx ≤ ∫
Wβ
|∇u|n dx ≤
{
K
|log2(c·2−2i )|ϑ =
K
|c′−2i|ϑ , wenn 2
i ≥ 2c′∫
Q
|∇u|n dx ≤ c˜K , wenn 2i < 2c′
}
≤
c′′K
2ϑi
⇒
∫
Wβ
|∇f |n dx ≤ cK
2ϑi
fu¨r ein c. (6.33)
Seien
gβ Symmetrisation von f(= ui|Wβ ); gβ : x 7→ ϕβ(|x|) (6.34)
und Rβ so gewa¨hlt, dass
BRβ(0) = trg gβ (⇒ ϕβ(Rβ) = 0). (6.35)
Weiter, |trg f | = |Wβ ∩G|
(6.32)
≤ c1|Wβ|.
Aus Lemma 5.4 folgt:∫
BRβ (0)
|∇gβ|n dx ≤ 1
cn2
∫
Wβ
|∇f |n dx
(6.33)
≤ cK
2ϑi
. (6.36)
Wegen (3.1) gilt
∫
U
|v|ndx ≥ 1|U |n−1
∣∣∫
U
v dx
∣∣n.
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Weiter gilt fu¨r alle φ : [a, b]→ R :∫ eb
ea
|φ′(r)|nrn−1dr r=e
t, ψ(t)=φ(et)
=
∫ eb
et=ea
∣∣∣∣ψ′(t)et
∣∣∣∣n e(n−1)tdet
=
∫ b
a
|ψ′(t)|ndt
(3.1)
≥ 1|b− a|n−1
∣∣∣∣∫ b
a
ψ′(t)dt
∣∣∣∣n
=
1
|b− a|n−1
∣∣∣∣ψ(t)∣∣∣b
t=a
∣∣∣∣n
r=et, ψ(t)=φ(et)
=
1
|b− a|n−1
∣∣∣∣φ(r)∣∣∣eb
r=ea
∣∣∣∣n .
Wenn a1 = e
a, b1 = e
b, bekommen wir:∫ b1
a1
|φ′(r)|nrn−1dr ≥ 1∣∣∣ln b1a1 ∣∣∣n−1
∣∣∣∣φ(.)∣∣∣b1
a1
∣∣∣∣n . (6.37)
Dann gilt, wenn c′ = |∂B1(0)| :
cK
2ϑi
(6.36)
≥
∫
BRβ (0)
|∇gβ|n dx ≥
=c′︷ ︸︸ ︷
|∂B1|
∫ Rβ
2−2iRβ
|ϕβ ′(r)|nrn−1dr
(6.37)
≥ c
′(
ln
(
22i
))n−1 ∣∣∣ϕβ(Rβ)− ϕβ(2−2iRβ)∣∣∣n
(ϕβ(Rβ) = 0) =
C
2(n−1)i
(
ϕβ(2
−2iRβ)
)n
.
Wir berechnen: ϕβ(2
−2iRβ) ≤ 2n−1−ϑn iK1 fu¨r geeignetes K1
⇒
(
gβ(.) > 2
n−1−ϑ
n
iK1
)
⊂ B2−2iRβ(0), (6.38)
weil gβ : x 7→ ϕβ(|x|), ϕβ fallend.
In (6.15) haben wir schon gezeigt, dass
|(g(.) > λi + t)| =
∑
β∈Λ
|(gβ > t)| ∀ t ≥ 0. (6.39)
(Die U¨berlegungen, die wir damals gemacht haben, lassen sich auch auf diesen
Fall u¨bertragen.)
Weiter haben wir
|(g(.) > λi + 2n−1−ϑn iK1)| (6.39)=
∑
β∈Λ
|(gβ(.) > 2n−1−ϑn iK1)|
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(6.38)
≤
∑
β∈Λ
|B2−2iRβ | = 2−2
in
∑
β∈Λ
|BRβ |
(BRβ(0) = trg gβ) = 2
−2in∑
β∈Λ
|(gβ > 0)|
(6.39)
= 2−2
in| (g > λi)︸ ︷︷ ︸
⊆B
21−2iR(0)
|
(6.28)
≤ 2−2in|B21−2iR| = |B21−2i+1R|
≤ |(g ≥ λi+1)|,
woraus λi + 2
n−1−ϑ
n
iK1 ≥ λi+1 folgt.
Darum λi+1 − λi ≤ 2n−1−ϑn iK1.
Zum Schluß, λi =
=0︷︸︸︷
λ0 +
i−1∑
m=0
(λm+1 − λm) ≤
i−1∑
m=0
2
n−1−ϑ
n
mK1
⇒
{
wenn ϑ < n− 1, λi ≤ c · 2n−1−ϑn iK1 = (K2 · 2i)n−1−ϑn ,
wenn ϑ = n− 1, λi ≤ K1i. (6.40)
Außerdem haben wir fu¨r jedes wachsende ψ ∈ C(R≥0) unter Ausnutzung der
Nichtnegativita¨t von u und ψ:∫
Q
ψ(|u(x)|)dx
ψ wachsend
≤
∫
u(x)=0
=ψ(0)︷ ︸︸ ︷
ψ(λ0) dx
+
∞∑
i=1
∫
λi−1<u(x)≤λi
ψ(λi)dx
≤
=ψ(0)︷ ︸︸ ︷∫
Q
ψ(0) dx+
∞∑
i=1
∫
u(x)>λi−1
ψ(λi)dx
(5.8)
= ψ(0) +
∞∑
i=1
∫
g(y)>λi−1
ψ(λi)dy
((g(.) > λℓ) ⊆ B21−2ℓR(0) ) ≤ ψ(0) +
∞∑
i=1
|B21−2i−1R|ψ(λi)
(dim Q = n) = ψ(0) +
∞∑
i=1
|B2R| 2−n2 ·2iψ(λi).
Also, ∫
Q
ψ(|u(x)|)dx ≤ ψ(0) +
∞∑
i=1
|B2R| 2−n2 ·2iψ(λi). (6.41)
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Wenn ϑ < n− 1, wa¨hlen wir:
ψ(t) = eαt
n
n−1−ϑ (6.40)⇒ ψ(λi) ≤ eαK2·2i.
Wir wa¨hlen α > 0 so, dass eαK2 = 2n/2−ε, ε > 0.
In diesem Fall ψ(λi) ≤
(
eαK2
)2i
= 2(n/2−ε)·2
i
. Dann∫
Q
eα|u|
n
n−1−ϑ
dx =
∫
Q
ψ(|u|) dx
(6.41)
≤ ψ(0)︸︷︷︸
=1
+
∞∑
i=1
|B2R| 2−n2 ·2i ψ(λi)︸ ︷︷ ︸
≤22i(n/2−ε)
≤ 1 + |B2R|
∞∑
i=1
2−2
iε =: K ′ <∞.
2(fu¨r ϑ < n− 1)
Wenn ϑ = n− 1, wa¨hlen wir: ψ(t) = eeαt .
Wir werden zuerst zeigen, dass bei entsprechenden α > 0, c > 0, ε > 0:
∀ i gilt: ψ(λi)
(6.40)
≤ eeαK1i
(⋄)
≤ c · 2(n/2−ε)2i . (6.42)
Dafu¨r mu¨ssen wir (⋄) beweisen.
Beweis von (⋄): Wenn α so gewa¨hlt ist, dass eαK1 = 21−δ, δ > 0, dann
ist ee
αK1i = e2
−δi2i . Offensichtlich gibt es i0 mit e
2−δi0 ≤ 2n/2−ε, ε > 0.
Damit gilt
ee
αK1i = e2
−δi2i ≤
{ (
e2
−δi0
)2i
≤ 2(n2−ε)2i bei i ≥ i0
c′ bei i < i0
}
≤ max{1, c′} · 2(n2−ε)2i .
(6.42) ist bewiesen.
Zum Schluß:
(6.42)⇒
∫
Q
ee
α|u|
dx
(6.41)
≤ ψ(0)︸︷︷︸
=e
+
∞∑
i=1
|B2R| 2−n2 ·2iψ(λi)
(6.42)
≤ e+
∞∑
i=1
|B2R| 2−n2 ·2i · c · 2(n/2−ε)2i
= e+ c
∞∑
i=1
|B2R| 2−2iε =: K ′
< ∞.
2
Beweis von Satz 6.2 fu¨r ϑ > n− 1:
Wegen Satz 4.1 ko¨nnen wir o.B.d.A. u ∈W 1,n0 (Rn) voraussetzen,
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denn wir ko¨nnen u durch Eu ersetzen.
Wir mo¨chten Folgendes beweisen: Sei ϑ > n− 1. Dann ∀K > 0 : ∃K ′ > 0 so, dasswenn u ∈W 1,n0 (Rn) und ∀ Br(0) : ∫Br(0) |∇u|n dx ≤ K| log r|ϑ ,
dann gilt fu¨r |x− y| ≤ 1/2 : |u(x)− u(y)| ≤ K ′| ln |x− y| |n−1−ϑn .
 (II)
Um (II) fu¨r u zu beweisen, genu¨gt es (II) fu¨r u∗ωh ∀h > 0 zu beweisen,
wobei ωh ein Standardkern ist.
Darum betrachten wir o.B.d.A. u ∈ C∞(Rn) .
Wir betrachten Polarkoordinaten (r, w) in Rn mit dem Pol x0, also hat ein
Punkt x0 die Koordinaten (0, w) ∀w ∈ ∂B1(0).
Dann gilt ∀ ε ∈ (0; 1/2] :
K
| ln ε|ϑ
s.(II)
≥
∫
Bε(x0)
|∇u|n dx ≥
∫
∂B1(0)
dw
∫ ε
ε2
|∂ru(r, w)|nrn−1dr
s.(6.37)
≥ 1| ln ε|n−1
∫
∂B1(0)
|u(ε, w)− u(ε2, w)|ndw
(3.1)
≥ c
n
| ln ε|n−1
∣∣∣∣∫
∂B1(0)
u(ε, w)− u(ε2, w)dw
∣∣∣∣n .
Wenn s > 0, ε = e−s, dann∣∣∣∣∫
∂B1(0)
u(e−s, w)− u(e−2s, w) dw
∣∣∣∣ K1=
n√
K
c≤ sn−1−ϑn K1. (6.43)
Somit folgt∣∣∣∣∫
∂B1(0)
u(e−s, w)− u(e2ℓs, w) dw
∣∣∣∣ ≤ ∞∑
i=0
∣∣∣∣∫
∂B1(0)
u(e2
is, w)− u(e2i+1s, w) dw
∣∣∣∣
(6.43)
≤
∞∑
i=0
(2is)
n−1−ϑ
n K1
= s
n−1−ϑ
n
=:c<∞︷ ︸︸ ︷
∞∑
i=0
2
n−1−ϑ
n
iK1
= c · sn−1−ϑn = (∗).
Wir verwenden, dass o.B.d.A., u ∈ C∞(Rn).
Außerdem gilt e−2
ℓs ℓ→∞−→ 0, da s > 0.
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Darum ist∣∣∣∣∫
∂B1(0)
u(x0)− u(e−s, w) dw
∣∣∣∣ = limℓ→∞
∣∣∣∣∫
∂B1(0)
u(e−2
ℓs, w)− u(e−s, w) dw
∣∣∣∣
≤ (∗) = c · sn−1−ϑn .
Wenn hier s = − ln r gewa¨hlt wird, bekommen wir:∣∣∣∣∫
∂B1(0)
u(x0)− u(r, w) dw
∣∣∣∣ ≤ c| ln r|n−1−ϑn .
Schließlich, wenn 0 < r ≤ ε ≤ 1/2, ϑ > n− 1,
gilt | ln r|n−1−ϑn ≤ | ln ε|n−1−ϑn . Folglich∣∣∣∣∫
∂B1(0)
u(x0)− u(r, w) dw
∣∣∣∣ ≤ c| ln r|n−1−ϑn ≤ c| ln ε|n−1−ϑn ∀ r ∈ ]0; ε[ . (6.44)
Darum haben wir∣∣∣ ∫
Bε(x0)
u(y)− u(x0) dy
∣∣∣ y=(r,w)= ∣∣∣ ∫ ε
r=0
rn−1dr
∫
∂B1(0)
u(r, w)− u(x0) dw
∣∣∣
(6.44)
≤ |Bε| · c| ln ε|n−1−ϑn .
Also, ∣∣∣∣∫
Bε(x0)
u(y)− u(x0) dy
∣∣∣∣ ≤ |Bε| · c| ln ε|n−1−ϑn . (6.45)
Wir betrachten jetzt zwei Punkte: x1 und x2 mit |x1 − x2| = ε ≤ 1/2.
Sei x′ := x1+x2
2
. Dann ist
Bε/2(x
′) ⊂ Bε(x1) ∩ Bε(x2). (6.46)
|u(x1)− u(x2)| = 1|Bε/2|
∣∣∣∣ ∫
Bε/2(x′)
u(y)− u(x1)dy −
∫
Bε/2(x′)
u(y)− u(x2)dy
∣∣∣∣
(6.46)
≤ 1|Bε/2|
(∣∣∣∣ ∫
Bε(x1)
u(y)− u(x1)dy
∣∣∣∣+ ∣∣∣∣ ∫
Bε(x2)
u(y)− u(x2)dy
∣∣∣∣)
(6.45)
≤ |Bε||Bε/2| · 2c| ln ε|
n−1−ϑ
n
= 2n+1c︸ ︷︷ ︸
=:K ′
| ln ε|n−1−ϑn
( ε = |x1 − x2| ) = K ′| ln |x1 − x2| |n−1−ϑn .
Also haben wir die Behauptung (II) bewiesen, und somit ist der Beweis von
Satz 6.2 fu¨r ϑ > n− 1 abgeschlossen. 2
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6.3 Optimalita¨t der diesen Resultate
Jetzt beweisen wir, dass die Resultate aus Satz 6.2 (den Fall (n = p, 0 ≤
ϑ ≤ n − 1) ) und Satz 6.1 (den Fall (n > p ≥ 1, 0 ≤ ϑ ≤ p) ) optimal
sind, wenn die Bedingung “n ≥ 2” erfu¨llt sich.
Wir betrachten in Satz 6.3 alle Mo¨glichkeiten außer dem Fall “(n = p, ϑ = 0)”,
weil dies eine andere Methode erfordert. Den letzten Fall betrachten wir in Satz
6.4.
Weiter schreiben wir immer g statt |g|, weil immer g ≥ 0.
Fu¨r den Beweis der Sa¨tze 6.3, 6.4 brauchen wir
Lemma 6.1 Seien ϕ :]0;R]→ R≥0 stetig, |ϕ′| fallend,
ζ : R≥0 → R≥0 wachsend und g : x 7→ ϕ(|x|).
Dann ∀ r, y : ∫
Br(0)
ζ(|∇g|) dx ≥ ∫
Br(y)∩BR(0) ζ(|∇g|)dx
(wobei r ≤ R).
Beweis: Sei D := Br(0) − Br(y), E := Br(0) ∩ Br(y), F := Br(y) −
Br(0).
Dann gilt Br(0) = D ∪ E, Br(y) = E ∪ F , wobei beide Vereinigungen
disjunkt sind und ∀x ∈ D : |x| ≤ r; ∀x ∈ F : |x| > r.
Deshalb ∀x ∈ D, ∀ y ∈ F : |∇g(x)| ≤ |ϕ′(r)| ≤ |∇g(y)|.
Außerdem gilt |D| = |F | (denn |D| = |Br(0)| − |E| = |Br(y)| − |E| = |F | ).
Wir haben∫
Br(0)
ζ(|∇g|) dx =
∫
D
≥ζ(|ϕ′(r)|)︷ ︸︸ ︷
ζ(|∇g|) dx+
∫
E
ζ(|∇g|)dx
≥ ζ(|ϕ′(r)|) ·
=|F |︷︸︸︷
|D| +
∫
E
ζ(|∇g|) dx
≥
∫
F∩BR(0)
≤ζ(|ϕ′(r)|)︷ ︸︸ ︷
ζ(|∇g|) dx+
∫
E
ζ(|∇g|) dx
=
∫
BR(0)∩Br(y)
ζ(|∇g|) dx
und Lemma 6.1 ist bewiesen. 2
In Sa¨tzen 6.3, 6.4 benutzen wir Lemma 6.1 mit ζ(t) := tp, p ≥ 1.
Satz 6.3 Wir setzen voraus, dass p ≥ 1, n ≥ 2 .
∀K > 0, ∀α : R≥0 → R≥0 mit lim
t→∞
α(t) = ∞ existiert fu¨r jedes System
(n, p, ϑ) ein R > 0 und eine Funktion g : BR(0)→ R≥0, so dass:
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1) n = p, 0 < ϑ < n− 1 :
∀Br(x0) :
∫
Br(x0)∩BR(0) |∇g|n dx ≤ K| log r|ϑ und
∫
BR(0)
eα(g)g
n
n−1−ϑ
dx =∞,
2) n = p, ϑ = n− 1 :
∀Br(x0) :
∫
Br(x0)∩BR(0) |∇g|n dx ≤ K| log r| und
∫
BR(0)
ee
α(g)g
dx =∞,
3) n > p, 0 ≤ ϑ < p :
∀Br(x0) :
∫
Br(x0)∩BR(0) |∇g|p dx ≤ Kr
n−p
| log r|ϑ und
∫
BR(0)
eα(g)g
p
p−ϑ
dx =∞,
4) n > p, ϑ = p :
∀Br(x0) :
∫
Br(x0)∩BR(0) |∇g|p dx ≤ Kr
n−p
| log r|p und
∫
BR(0)
ee
α(g)g
dx =∞.
(Bemerkung: Die Funktion α(.) kann sehr schwach wachsen,
z.B. α(t) = α0 ln ln(t+ e), t ≥ 0, α0 ∈ R>0.)
Beweis:
In jedem der vier Fa¨lle betrachten wir differenzierbare Funktionen
ϕ : (0;R) → R≥0, und R > 0 soll so gewa¨hlt werden, dass |ϕ′| auf (0;R)
fallend wa¨re.
Dann fu¨r
g : x 7→ ϕ(|x|), ϕ : (0;R)→ R≥0 (6.47)
fu¨r jedes r ∈ (0; R) gilt
(I)︷ ︸︸ ︷∫
Br(0)
|∇g|p dx ≤ K r
n−p
| log r|ϑ
Lemma 6.1
=⇒
(II)︷ ︸︸ ︷
∀y ∈ Rn :
∫
Br(y)∩BR(0)
|∇g|p dx ≤ K r
n−p
| log r|ϑ .
Also mu¨ssen wir nur (I) beweisen, um (II) zu zeigen.
Beweis von Fall 1 (n = p, 0 < ϑ < n− 1):
Sei
ϕ(y) := K| ln y|n−1−ϑn (6.48)
Dann ϕ differenzierbar auf (0;1) und
|ϕ′(y)| =
:=K1︷ ︸︸ ︷
n− 1− ϑ
n
K
| ln y|−1−ϑn
y
=
K1
y| ln y| 1+ϑn
. (6.49)
Wa¨hlen wir R ∈ ]0; 1] so, dass |ϕ′(y)| = K1
y| ln y|(1+ϑ)/n fallend auf ]0;R] ist.
Dann∫
Br(0)
|∇g|n dx (6.47)= |∂B1|
∫ r
0
|ϕ′(y)|nyn−1dy (6.49)=
:=K2︷ ︸︸ ︷
|∂B1|Kn1
∫ r
0
dy
y| ln y|1+ϑ
= −K2
∫ | ln r|
∞
dt
t1+ϑ
ϑ>0
=
K2
ϑtϑ
∣∣∣| ln r|
∞
=
K2
ϑ| ln r|ϑ .
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∀K > 0 ko¨nnen wir K so wa¨hlen, dass K = K2
ϑ
(= cKn mit einem c > 0).
Wir berechnen:
∫
Br(0)
|∇g|n dx = K| ln r|ϑ
Lemma 6.1
=⇒ ∀ y ∈ Rn :
∫
Br(y)∩BR(0)
|∇g|n dx ≤ K| ln r|ϑ .
Sei β : x 7→ K nn−1−ϑα(g(x)).
Bei solchem Auswahl vom β: lim
x→0
β(x) =∞,
weil lim
x→0
g(x) =∞⇒ lim
x→0
α(g(x)) = lim
t→∞
α(t) =∞.
Deshalb
∃ r0 ∈]0;R] mit: β(x) ≥ n ∀x ∈ Br0(0).
Auch g(x)
n
n−1−ϑ
(6.47),(6.48)
= K
n
n−1−ϑ | ln |x||. Dann bekommen wir:
α(g(x)) · g(x) nn−1−ϑ = K nn−1−ϑα(g(x))| ln |x|| = β(x)| ln |x|| ∀x ∈ Br0(0)
und BR(0) ⊃ Br0(0).
Folglich,∫
BR(0)
eα(g)g
n
n−1−ϑ
dx ≥
∫
Br0 (0)
eβ(x)| ln |x||dx
β(x)>n
≥
∫
Br0 (0)
en| ln |x||dx
(| ln |x|| = − ln |x|) =
∫
Br0 (0)
dx
|x|n =∞,
weil dimBr0(0) = n.
Fall 2 (n = p, ϑ = n− 1):
Sei
ϕ(y) := K ln | ln y| (6.50)
Dann ϕ differenzierbar auf (0; 1
e
). Wir berechnen:
|ϕ′(y)| = K
y| ln y| . (6.51)
Wa¨hlen wir R ∈]0; 1
e
] so, dass K
y| ln y| fallend auf ]0;R] ist. Dann∫
Br(0)
|∇g|n dx (6.47)= |∂B1|
∫ r
0
|ϕ′(y)|nyn−1dy (6.51)=
K2︷ ︸︸ ︷
|∂B1|Kn
∫ r
0
dy
y| ln y|n
= K2
∫ r
y=0
d ln y
| ln y|n
ln y<0
= −K2
∫ | ln r|
∞
dt
tn
=
K2
n− 1 ·
1
| ln r|n−1
=
cKn
| ln r|ϑ ,
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weil ϑ = n− 1.
Wa¨hlen wir K so, dass cKn = K.
In diesem Fall
∀ y :
∫
Br(y)
|∇g|n dx Lemma6.1≤
∫
Br(0)
|∇g|n dx = K| ln r|ϑ .
Sei β : x 7→ Kα(g(x)).
Dann lim
x→0
β(x) =∞, weil
lim
x→0
g(x) =∞⇒ lim
x→0
α(g(x)) = lim
t→∞
α(t) =∞.
Deshalb
∃ r0 ∈]0;R] mit: β(x) ≥ 2 ∀x ∈ Br0(0) .
Außerdem ist g(x)
(6.47),(6.50)
= K ln | ln |x||.
Folglich, ∀x ∈ Br0(0) :
α(g(x)) · g(x) = Kα(g(x)) ln | ln |x|| = β(x) ln | ln |x|| ≥ 2 ln | ln |x||
und BR(0) ⊃ Br0(0).
Darum ∫
BR(0)
ee
α(g)·g
dx ≥
∫
Br0(0)
ee
2 ln | ln |x||
dx =
∫
Br0 (0)
e| ln |x||
2
dx
ln |x|<0
=
∫
Br0(0)
dx
eln |x|·| ln |x||
=
∫
Br0 (0)
dx
|x|| ln |x|| .
Sei r1 ≤ r0, ln r1 ≤ −n. Dann∫
BR(0)
ee
α(g)·g
dx ≥
∫
Br0 (0)
dx
|x|| ln |x|| ≥
∫
Br1 (0)
dx
|x|n =∞.
Fall 3 (n > p, 0 ≤ ϑ < p):
Sei
ϕ(y) = K| ln y| p−ϑp (6.52)
Dann ϕ differenzierbar auf (0;1). Wir sehen:
|ϕ′(y)| =
:=K1︷ ︸︸ ︷
p− ϑ
p
K
1
y| ln y|ϑ/p =
K1
y| ln y|ϑ/p . (6.53)
Wa¨hlen wir R ∈ ]0; 1] so, dass |ϕ′| fallend auf ]0;R] ist.
61
Dann wa¨chst 1| ln y| auf ]0;R], da R ≤ 1. Darum gilt ∀ r ∈ ]0;R]:∫
Br(0)
|∇g|p dx (6.47)= |Sn−11 |
∫ r
0
|ϕ′(y)|pyn−1dy (6.53)=
:=K2︷ ︸︸ ︷
|Sn−11 |Kp1
∫ r
0
yn−1−pdy
| ln y|ϑ
≤ K2
∫ r
0
yn−1−pdy
| ln r|ϑ
n>p
=
K2
n− p ·
yn−p
| ln r|ϑ
∣∣∣r
0
=
K2
n− p ·
rn−p
| ln r|ϑ .
Wa¨hlen wir K so, dass K = K2
n−p mit K2 = |Sn−11 |Kp1 = |Sn−11 |
(
p−ϑ
p
K
)p
.
Daraus folgt,∫
Br(0)
|∇g|p dx ≤ K r
n−p
| log r|ϑ
(
Lemma6.1⇒ ∀ y :
∫
Br(y)
|∇g|p dx ≤ K r
n−p
| log r|ϑ
)
.
Sei β : x 7→ K pp−ϑα(g(x)).
Dann lim
x→0
β(x) =∞, da
lim
x→0
g(x) =∞⇒ lim
x→0
α(g(x)) = lim
t→∞
α(t) =∞.
Deshalb
∃ r0 ∈]0;R] mit: β(x) ≥ n ∀x ∈ Br0(0) .
Außerdem ist g(x)
p
p−ϑ
(6.47),(6.52)
= K
p
p−ϑ | ln |x||.
Folglich, α(g(x)) · g(x) pp−ϑ = K pp−ϑα(g(x))| ln |x|| = β(x)| ln |x||.
Also, ∫
BR(0)
eα(g)g
p
p−ϑ
dx
R>r0≥
∫
Br0 (0)
eβ(x)| ln |x||dx ≥
∫
Br0 (0)
en| ln |x||dx
=
∫
Br0 (0)
e−n ln |x|dx =
∫
Br0 (0)
dx
|x|n =∞.
Fall 4 (n > p, ϑ = p):
Sei
ϕ(y) := K ln | ln y| (6.54)
(⇒ ϕ differenzierbar auf (0; 1
e
) ). Wir berechnen:
|ϕ′(y)| = K
y| ln y| . (6.55)
Wa¨hlen wir R ∈]0; 1
e
] so, dass |ϕ′(y)| auf ]0;R] fa¨llt.
Aber 1| ln y| wa¨chst auf ]0;R] (weil R ≤ 1), und darum gilt ∀ r ∈]0;R]:∫
Br(0)
|∇g|p dx (6.47)= |Sn−11 |
∫ r
0
|ϕ′(y)|pyn−1dy =
:=K2︷ ︸︸ ︷
|Sn−11 |Kp
∫ r
0
yn−1−pdy
| ln y|p
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≤ K2
∫ r
0
yn−1−pdy
| ln r|p
n>p
=
K2
n− p ·
yn−p
| ln r|p
∣∣∣r
0
=
K2
n− p ·
rn−p
| ln r|p .
Wa¨hlen wir K so, dass K = K2
n−p mit K2 = |Sn−11 |Kp.
Das heißt, ∀ r, x0 :∫
Br(x0)
|∇g|p dx Lemma6.1≤
∫
Br(0)
|∇g|p dx ≤ K r
n−p
| ln r|p = K
rn−p
| ln r|ϑ .
Sei β : x 7→ Kα(g(x)).
Dann lim
x→0
β(x) =∞, da lim
x→0
g(x) =∞⇒ lim
x→0
α(g(x)) = lim
t→∞
α(t) =∞.
Deshalb
∃ r0 ∈]0;R] mit: β(x) ≥ 2 ∀x ∈ Br0(0) .
Außerdem ist g(x)
(6.47),(6.54)
= K ln | ln |x||.
Wir berechnen: ∀x ∈ Br0(0):
α(g(x)) · g(x) = Kα(g(x)) ln | ln |x|| = β(x) ln | ln |x|| ≥ 2 ln | ln |x||.
Folglich, ∫
BR(0)
ee
α(g)·g
dx
R>r0≥
∫
Br0 (0)
ee
2 ln | ln |x||
dx =
∫
Br0 (0)
e| ln |x||
2
dx.
Wa¨hlen wir r1 ≤ r0 so, dass ln r1 ≤ −n (⇒ | ln |x||2 ≥ −n ln |x| ∀x ∈
Br1(0)). Dann∫
BR(0)
ee
α(g)·g
dx ≥
∫
Br0 (0)
e| ln |x||
2
dx
r0>r1≥
∫
Br1 (0)
e−n ln |x|dx
=
∫
Br1 (0)
dx
|x|n =∞.
Damit ist Satz 6.3 bewiesen. 2
Jetzt beweisen wir, dass man auch fu¨r den Fall (n = p, ϑ = 0) das Resultat
aus Satz 6.2 nicht verbessern kann. Genauer:
Satz 6.4 Sei p = n ≥ 2, ϑ = 0.
Dann
∀K > 0, K1 > 0 und ∀α : R≥0 → R≥0 mit lim
t→∞
α(t) =∞
∃u ∈ W 1,n0 (B1(0)), u ≥ 0 :
∫
B1(0)
|∇u|n dx ≤ K und ∫
B1(0)
eα(u)u
n
n−1
dx >
K1.
Beweis: Wir wa¨hlen K so, dass
K = cKn mit c := |∂B1|. (6.56)
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Bestimmen wir ∀ t > 0 : ut : B1(0)→ R≥0 mit:
ut(x) =
{
Kt1−1/n fu¨r |x| ≤ e−t,
K
n√t | ln |x|| fu¨r |x| ≥ e−t.
Die Funktion ut(.) ist wohldefiniert und stetig, weil fu¨r |x| = e−t gilt
Kt1−1/n =
K
n
√
t
| ln |x||.
Außerdem, fu¨r x ∈ ∂B1(0) : ut(x) = Kn√t | ln 1| = 0. Folglich, ut ∈
W 1,n0 (B1(0)), und:∫
B1(0)
|∇ut|n dx = c
∫ 1
e−t
∣∣∣∣ ddr
(
K
n
√
t
| ln r|
)∣∣∣∣n rn−1dr = cKnt
∫ 1
e−t
1
rn
rn−1dr
(6.56)
=
K
t
=t︷ ︸︸ ︷∫ 1
e−t
dr
r
= K.
Somit
∫
B1(0)
|∇ut|n dx = K.
Scha¨tzen wir jetzt
∫
B1(0)
eα(ut)u
n
n−1
t dx ab.
Offensichtlich,
∀x ∈ Be−t(0) : ut(x) = Kt1−1/n =: at ∈ R, (6.57)
und lim
t→∞
at =∞⇒ lim
t→∞
α(at) =∞. Also,∫
B1(0)
eα(ut)u
n
n−1
t dx
(6.57)
≥
∫
Be−t(0)
eα(at)K
n
n−1 tdx = |Be−t|eα(at)K
n
n−1 t
= |B1|e(α(at)K
n
n−1−n)t t→∞−→ ∞,
weil α(at)→∞ fu¨r t→∞.
Das heißt,
∀K1 > 0 ∃ t > 0 :
∫
B1(0)
eα(ut)u
n
n−1
t dx > K1.
Damit ist Satz 6.4 bewiesen. 2
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Kapitel 7
Abscha¨tzungen fu¨r Funktionen u ∈W 1,p(Ω) mit:
∀BR(x0) :
∫
BR(x0)
|∇u(x)|pdx ≤ K R
n−λ
| logR|ϑ
, p < λ
Am Anfang dieses Kapitels wird die Zugeho¨rigkeit der Funktion u : Ω → R
mit
∀BR(x0) :
∫
BR(x0)
|∇u(x)|pdx ≤ K R
n−λ
| logR|ϑ
untersucht. Unabha¨ngig davon wird in der Sektion 7.2 das optimale Resultat
angegeben. (Wir meinen Optimalita¨t im Sinne Definition 1.7). Dass dieses
Resultat optimal ist, wird in der Sektion 7.3 bewiesen.
7.1 erster Versuch
Folgender Satz kann man ohne Benutzung der Symmetrisation beweisen (aber
spa¨ter beweisen wir ein besseres Resultat):
Satz 7.1 Sei Ω–beschra¨nktes Lipschitzgebiet, λ > p ≥ 1, 1
q
= 1
p
− 1
λ
.
Außerdem, gelte ϑ > λ und τ < q(ϑ
λ
− 1) (o.B.d.A. τ > 0).
Dann ∀K > 0 ∃K1 > 0, so dass fu¨r jedes u ∈ W 1,p(Ω) die folgende
Inklusion gilt:(
∀R ≤ 1
2
, y ∈ Rn :
∫
BR(y)∩Ω
|∇u|p dx ≤ K R
n−λ
| logR|ϑ und
∫
Ω
|u|p dx ≤ K
)
⇒∫
Ω
|u|q| log |u||τ dx ≤ K1.
Beweis: (in diesem Satz Q := [0; 1[n)
Wir beweisen den Satz 7.1 zuerst fu¨r den Fall “u ∈W 1,p(Q), u stetig”.
Dafu¨r werden wir die Bedingung unseres Satzes folgendermaßen umformulieren
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(mit einer eventuell gea¨nderten Konstante K ):
∀ Wu¨rfel W mit Kantenla¨nge 2−m : ∫
W
|∇u|p dx ≤ Kp (2−m)(n−λ)
mϑ
.
sowie
∫
Q
|∇u|p dx ≤ Kp, ∫
Q
|u|p dx ≤ Kp.
}
(7.1)
Wir wollen zeigen:
fu¨r bestimmte K1 = K1(K): (7.1)⇒
∫
Q
|u|q| log |u||τ dx ≤ K1.
In der Tat: sei m ∈ N∪{0}. Wir zerlegen Q in 2mn “halboffene” Wu¨rfel
Q1m, . . . , Q
2mn
m ,
Qim :=
∈Rn︷︸︸︷
xi,m +[0, 2
−m[n mit Q =
2mn⋃
i=1
Qim,
alle Qim sind disjunkt. Wir definieren u
(m) : Q→ R so:
u(m)(x) :=

2mn
∫
Q1m
u(y)dy fu¨r x ∈ Q1m
...
...
2mn
∫
Q2mnm
u(y)dy fu¨r x ∈ Q2mnm
, 2mn =
1
|Qjm|
∀ j (7.2)
Lemma 7.1 Bedingung (7.1) gelte fu¨r u ∈ W 1,p(Q), m ≥ 1.
Dann
∀x ∈ Q ∩Q− 2−mei : |u(m)(x+ 2−mei)− u(m)(x)| ≤ K 2
−m(1−λ
p
)
mϑ/p
,
hierbei ist {e1, . . . , en} Standardbasis vom Rn.
Beweis: sei x ∈ Qαm, x+ 2−mei ∈ Qβm = Qαm + 2−mei. Dann folgt
|u(m)(x+ 2−mei)− u(m)(x)| (7.2)= 2mn
∣∣∣∣∫
Qαm
u(y + 2−mei)− u(y)dy
∣∣∣∣
≤ 2mn
∫
Qαm
dy
∫ 2−m
0
|∇u(y + tei)|dt
≤ 2mn
∫ 2−m
0
dt
∫
Qαm+tei
|∇u(y)|dy.
Aber nun ist 2mn = 1|Qαm| , und aus der Jensen’sche Ungleichung folgt:
1
|U |
∫
U
|v| dx ≤ p
√
1
|U |
∫
U
|v|p dx
Zum Schluß bekommen wir:
|u(m)(x+ 2−mei)− u(m)(x)| ≤
∫ 2−m
0
dt(
|Qαm|−1︷︸︸︷
2mn
∫
Qαm+tei
|∇u(y)| dy)
66
s.o.≤
∫ 2−m
0
dt p
√
2mn
∫
Qαm+tei
|∇u(y)|pdy
(7.1)
≤ 2−m · p
√
2mnKp
2−m(n−λ)
mϑ
= K
2−m(1−
λ
p
)
mϑ/p
.
2(von Lemma 7.1)
Aus Lemma 7.1 folgt: ∀x ∈ Q ∩Q− 2−mei :∣∣∣∣u(m)(x+ 2−mei)− u(m)(x)2−m
∣∣∣∣ ≤ K 2mλpmϑ/p . (7.3)
Wir wollen jetzt beweisen:∫
Q∩Q−2−mei
∣∣∣∣u(m)(x+ 2−mei)− u(m)(x)2−m
∣∣∣∣p dx ≤ Kp ∀ i ∈ {1, . . . , n}. (7.4)
In der Tat, sei Λi := {α|Qαm ⊂ Q ∩Q− 2−mei}. Dann ∀α ∈ Λi :
∫
Qαm
|
=const im Qαm︷ ︸︸ ︷
u(m)(x+ 2−mei)− u(m)(x) |pdx (7.2)= |Qαm|
∣∣∣∣ 1|Qαm|
∫
Qαm
u(x+ 2−mei)− u(x)dx
∣∣∣∣p
≤ |Qαm|1−p
(∫
Qαm
dx
∫ 2−m
0
|∇u(x+ tei)|dt
)p
(3.1)
≤
∫
Qαm
∣∣∣∣∣
∫ 2−m
0
|∇u(x+ tei)|dt
∣∣∣∣∣
p
dx
⇒
∫
Qαm
∣∣∣∣u(m)(x+ 2−mei)− u(m)(x)2−m
∣∣∣∣p dx ≤ ∫
Qαm
∣∣∣∣∣
∫ 2−m
0
|∇u(x+ tei)|
2−m
dt
∣∣∣∣∣
p
dx.
(7.5)
Jetzt definieren wir Q′ := Q ∩Q− 2−mei.∫
Q′
∣∣∣∣u(m)(x+ 2−mei)− u(m)(x)2−m
∣∣∣∣p dx = ∑
α∈Λi
∫
Qαm
∣∣∣∣u(m)(x+ 2−mei)− u(m)(x)2−m
∣∣∣∣p dx
(7.5)
≤
∑
α∈Λi
∫
Qαm
∣∣∣∣∣
∫ 2−m
0
|∇u(x+ tei)|
2−m
dt
∣∣∣∣∣
p
dx
≤
∫
Q′
2mp
∣∣∣∣∣
∫ 2−m
0
|∇u(x+ tei)|dt
∣∣∣∣∣
p
dx
(3.1)
≤ 2m
∫
Q′
dx
∫ 2−m
0
|∇u(x+ tei)|pdt
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= 2m
∫ 2−m
0
dt
6K
p
(nach (7.1))︷ ︸︸ ︷∫
Q′
|∇u(x+ tei)|pdx
≤ Kp.
Lemma 7.2 ‖u(m+1) − u(m)‖Lq(Q) ≤ cK(m+1)ϑ/λ .
Beweis:
Wir definieren einen Raum H(QR) durch die folgende Konstruktion:
Sei QR(x) = x+ [0;R[
n und QR := QR(x) fu¨r ein x.
Man zerlegt QR auf Q
1, . . . , Q2
n
mit
Qi = QR/2(xi), QR =
2n⋃
i=1
Qi und Qi sind disjunkt.
Dann der Raum H(QR) wie folgt definiert:
f ∈ H(QR) genau dann, wenn f : QR → R,
∫
QR
f dx = 0 und
∃ a1, . . . , a2n ∈ R mit: f(x) =

a1 auf Q
1
...
a2n auf Q
2n

(7.6)
Offensichtlich ist H(QR) endlichdimensional. Sei
‖f‖H(QR) := p
√√√√ n∑
i=1
∫
QR∩QR−R2 ei
∣∣∣∣∣f(y + R2 ei)− f(y)R/2
∣∣∣∣∣
p
dy. (7.7)
‖ · ‖H(QR) ist tatsa¨chlich eine Norm in H(QR), weil offensichtlich
∀µ ≥ 0 : µ‖f‖H(QR) = ‖µf‖H(QR)
‖f‖H(QR) + ‖g‖H(QR) ≥ ‖f + g‖H(QR)
f ∈ H(QR), ‖f‖H(QR) = 0
(7.6),(7.7)⇒ ∫
QR
f = 0 & f = const ⇒ f ≡ 0.
Wir schreiben auch
‖ · ‖q := ‖ · ‖Lq(Q).
Da der Raum H(QR) endlichdimensional ist, sind folglich alle Normen in
diesem Raum equivalent. Mit einem geeigneten c(R) gilt daher
∀ f ∈ H(QR) : ‖f‖H(QR) ≥ c(R)‖f‖Lq(QR) (7.8)
Wie ha¨ngt c(R) vom R ab?
‖f‖H(QR)
(7.7)
= p
√√√√ n∑
i=1
∫
QR∩QR−R2 ei
∣∣∣∣∣f(y + R2 ei)− f(y)R/2
∣∣∣∣∣
p
dy
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(
y = Rx,
f(Rz) = f˜(z)
)
= R
n
p
−1 p
√√√√ n∑
i=1
∫
Q1∩Q1− 12ei
∣∣∣∣∣ f˜(x+ 12ei)− f˜(x)1/2
∣∣∣∣∣
p
dx
( wegen (7.8) ) ≥ Rnp−1c(1)‖f˜‖Lq(Q1)
( f˜(z) = f(Rz) ) = R
n
p
−1−n
q c(1)‖f‖Lq(QR)
⇒ ∀ f ∈ H(QR) : ‖f‖qLq(QR) ≤ cR
q(n
q
−n
p
+1)‖f‖qH(QR) (7.9)
mit c = 1/c(1)q.
Betrachten wir die Funktionen
vim := (u
(m+1) − u(m))
∣∣∣
Qim
(dann vim ∈ H(Qim) ) (7.10)
Sei rmj = 2
−(m+1)ej . Dann folgt nach (7.7) und (7.3), unter Beru¨cksichti-
gung der Identita¨t ‖vim‖H(Qim) = ‖u(m+1)‖H(Qim):
‖vim‖H(Qim) ≤ 2
λ
pK
2
mλ
p
(m+ 1)ϑ/p
p
√√√√ n∑
j=1
|Qim ∩Qim − rmj |︸ ︷︷ ︸
=2−mn−1
= cK
2
m(λ−n)
p
(m+ 1)ϑ/p
(7.11)
(c kann verschieden in verschiedenen Formeln sein!)
vim ∈ H(Qim)⇒
‖vim‖qLq(Qim)
(7.9),(7.11)
≤ c · 2−mq(nq−np+1) · ‖vim‖q−pH(Qim) ·︸ ︷︷ ︸
≤
cK 2m(λ−n)p
(m+1)ϑ/p
q−p
‖vim‖pH(Qim)
≤ cKq−p 2
−m(q(nq −np +1)−
(λ−n)(q−p)
p )
(m+ 1)
q−p
p
ϑ
‖vim‖pH(Qim) =: I.
Es ist 1
q
= 1
p
− 1
λ
, folglich λ = qp
q−p .
Darum gilt q(n
q
− n
p
+ 1)− (λ−n)(q−p)
p
= (p−q)n+pq
p
− pq−n(q−p)
p
= 0
⇒ ‖vim‖qLq(Qim) ≤ I =
cKq−p
(m+ 1)
q−p
p
ϑ
‖vim‖pH(Qim). (7.12)
Aber aus (7.7) und (7.10) folgt:
2mn∑
i=1
‖vim‖pH(Qim) =
n∑
j=1
2mn∑
i=1
∫
Qim∩Qim−rmj
∣∣∣∣u(m+1)(y + rmj)− u(m+1)(y)|rmj|
∣∣∣∣p dy
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≤
n∑
j=1
∫
Q∩Q−rmj
∣∣∣∣u(m+1)(y + rmj)− u(m+1)(y)|rmj|
∣∣∣∣p dy︸ ︷︷ ︸
≤Kp wegen (7.4) und rmj=2−m−1ej
≤ nKp.
Also,
2mn∑
i=1
‖vim‖pH(Qim) ≤ nK
p. (7.13)
Schließlich ist
‖u(m+1) − u(m)‖qLq(Q)
(7.10)
=
2mn∑
i=1
‖vim‖qLq(Q)
(7.12)
≤ cK
q−p
(m+ 1)
qϑ
λ
∑
i
‖vim‖pH(Qim)
(7.13)
≤ cK
q
(m+ 1)
qϑ
λ
.
Folglich, ‖u(m+1) − u(m)‖Lq(Q) ≤ cK(m+1)ϑ/λ . 2(von Lemma 7.2)
Weil |Q| = 1 ist,
‖u(0)‖Lq(Q) (7.2)=
∣∣∣∣∫
Q
u(x)dx
∣∣∣∣ ≤ |Q| pp−1 p
√∫
Q
|u|p dx
(7.1)
≤ K
und somit
‖u(0)‖Lq(Q) ≤ K. (7.14)
Im Weiteren arbeiten wir mit Orlicz-Ra¨umen.
Sei g : R≥0 → R≥0 konvex, stetig, g(0) = 0, ∀x > 0 : g(x) > 0.
Die Orlicz-Norm ‖ · ‖g ist wie folgt definiert:
‖f‖g := inf{t > 0|
∫
Q
g
( |f(x)|
t
)
dx ≤ 1}.
Orlicz-Raum wird definiert durch Lg(Q) := {u ∈ L1(Q)| ‖u‖g <∞}.
Wir werden Dreiecksungleichung benutzen: ‖f1‖g + ‖f2‖g ≥ ‖f1 + f2‖g.
Sei ∀T > 0 : und g : R≥0 → R≥0 mit
g : x 7→ x
qϕ(x)τ
T
, wobei ϕ(x) :=
{
x bei x ≤ 1
lnx+ 1 bei x ≥ 1 (7.15)
gesetzt ist. (Damit gilt q ≥ 1, τ > 0).
Es ist klar, dass ϕ und ϕ′ sind stetig auf R≥0 ist, ∀x > 0 : ϕ(x) > 0.
Darum gilt fu¨r g : x 7→ T−1xqϕ(x)τ : g und g′ sind stetig auf R≥0, g(0) =
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0, ∀x > 0 : g(x) > 0.
Wir zeigen die Konvexita¨t von g. Wegen “g ∈ C1(R>0)” genu¨gt es zu zeigen:
g′(x) wachsend fu¨r x ≥ 0.
Im Fall x ∈ [0; 1] : g(x) = T−1xq+τ & q + τ > 1 ⇒ g′ ist wachsend auf
[0; 1] (klar).
Fu¨r x > 1:
g(x) = T−1xq(1 + ln x)τ
⇒ T · g′(x) = qxq−1(1 + ln x)τ + xq · τ(1 + ln x)
τ−1
x
= xq−1(q(1 + ln x)τ + τ(1 + ln x)τ−1).
Aber xq−1 wa¨chst bei x > 1 (weil q − 1 ≥ 0 ).
Also, wir mu¨ssen nur zeigen, dass
q(1 + ln x)τ + τ(1 + ln x)τ−1 wa¨chst,
mit anderen Worten,
d
dx
(
q(1 + ln x)τ + τ(1 + ln x)τ−1
) ≥ 0 ∀x > 1.
In der Tat,
d
dx
(
q(1 + ln x)τ + τ(1 + ln x)τ−1
)
=
=
qτ(ln x+ 1)τ−1 + τ(τ − 1)(lnx+ 1)τ−2
x
=
τ(ln x+ 1)τ−2
x
≥q+τ−1≥0︷ ︸︸ ︷
(q(lnx+ 1) + τ − 1) ≥ 0.
Damit ist die Konvexita¨t von g bewiesen und es gilt
g(0) = 0, ∀x > 0 : g(x) > 0.
Die Gro¨ße
‖f‖g = inf{t > 0|
∫
Q
g
( |f(x)|
t
)
dx ≤ 1}
ist dabei eine Orlicz-Norm.
Sei u : Q→ R und es gelte (7.1). Sei, weiter,
f0 := u
(0), fi := u
(i) − u(i−1) ∀ i ≥ 1 (7.16)
Nun haben wir ‖u(0)‖Lq(Q) ≤ K nach (7.14) und
∀m ≥ 1 : ‖u(m) − u(m−1)‖Lq(Q) ≤ cK
mϑ/λ
wegen Lemma 7.2.
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Folglich,
‖f0‖Lq ≤ K, ∀m ≥ 1 : ‖fm‖Lq ≤ cK
mϑ/λ
. (7.17)
Wir mu¨ssen ‖fm‖g abscha¨tzen. Offensichtlich hat man
fm ≡ 0⇔ ‖fm‖g = 0.
Seien fm 6≡ 0, t := ‖fm‖g. Fu¨r 0 < t <∞ ist g stetig, und daher∫
Q
g
( |fm(x)|
t
)
dx = 1
(weil t = inf{s > 0| ∫
Q
g
(
|fm(x)|
s
)
dx ≤ 1} )
⇒ 1 (7.15)= 1
T
∫
Q
∣∣∣∣fmt
∣∣∣∣q ϕ( |fm|t
)τ
dx ≤ 1
tq · T
(
max
x∈Q
ϕ
( |fm(x)|
t
))τ ∫
Q
|fm|qdx
⇒ tq ≤
(
max
x∈Q
ϕ
(
|fm(x)|
t
))τ
T
· ‖fm‖qLq(Q) (7.18)
Jetzt mu¨ssen wir max
x∈Q
ϕ
(
|fm(x)|
t
)
abscha¨tzen. Wir stellen zuna¨chst fest
fm(x) = const auf Q
α
m fu¨r jedes α.
Somit gilt |fm(x)| nimmt das Maximum bei x ∈ Qβm an.
Fu¨r t = ‖fm‖g 6= 0 :
1 =
∫
Q
g
( |fm(x)|
t
)
dx ≥
∫
Qβm
g
( |fm(x)|
t
)
dx =
=2−mn︷︸︸︷
|Qβm| max
x∈Q
g
( |fm(x)|
t
)
.
Daher ist max
x∈Q
g
(
|fm(x)|
t
)
≤ 2mn, und
max
x∈Q
(
|fm(x)|
t
)q (7.15)
≤ max
{
1, T max
x∈Q
g
(
|fm(x)|
t
)}
≤ max{1, 2mnT}. (7.19)
Sei ln+ y := max{0, ln y}. Dann folgt ϕ(y)
(7.15)
≤ 1 + ln+ y
⇒ max
x∈Q
ϕ
( |fm(x)|
t
)
≤ 1 + ln+
(
max
x∈Q
( |fm(x)|
t
))
(7.19)
≤ 1 + ln+( q
√
2mnT )
≤ 1 +m
:=c︷ ︸︸ ︷
ln 2
n
q + ln+ T
1/q = 1 + ln+ T
1/q +mc.
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Darum folgert man
‖fm‖g = t
(7.18)
≤
(
max
x∈Q
ϕ
(
|fm(x)|
t
))τ/q
T 1/q
‖fm‖Lq(Q)
s.o.≤
{
(1+ln+ T 1/q)τ/q
T 1/q
‖f0‖Lq(Q) bei m = 0
(1+ln+ T 1/q+c)τ/q
T 1/q
mτ/q‖fm‖Lq(Q) bei m ≥ 1
Weiter gilt (7.16)⇒ u(m) = f0 + . . .+ fm ⇒
‖u(m)‖g ≤
m∑
j=0
‖fj‖g ≤ (1 + ln+ T
1/q)τ/q
T 1/q
‖f0‖Lq
+
(1 + ln+ T
1/q + c)τ/q
T 1/q
m∑
j=1
j
τ
q ‖fj‖Lq
(7.17)
≤ (1 + ln+ T
1/q)
τ
q
T 1/q
K +
(1 + ln+ T
1/q + c)
τ
q
T 1/q
∞∑
j=1
j
τ
q
−ϑ
λ cK =: J.
Wenn τ < q
(
ϑ
λ
− 1) , also τ
q
− ϑ
λ
< −1, dann ist
∞∑
j=1
j
τ
q
−ϑ
λ <∞,
und wir ko¨nnen T > 0 so groß wa¨hlen, dass J ≤ 1.
Wir setzen die Schlußkette fort:
‖u(m)‖g ≤ (∗∗) ≤ 1 ∀m⇒
wenn ‖u(m)‖g = t ≤ 1, dann∫
Q
g(|u(m)|) dx t61≤
∫
Q
g
( |u(m)|
t
)
dx = 1,
weil g wachsend ist.
Wenn u stetig auf Q ist, dann ist klar, dass u(m)
m→∞−→ u f.u¨. auf Q
⇒ g ◦ |u(m)| m→∞−→ g ◦ |u| f.u¨. auf Q (weil g stetig).
Außerdem gilt g(.) ≥ 0
⇒ (Lemma von Fatou) ∫
Q
g ◦ |u| dx ≤ lim inf
m→∞
∫
Q
g ◦ |u(m)| dx ≤ 1.
Wir haben bewiesen:
∀ v ∈ C(Q) mit ∫
BR(y)
|∇v|p dx ≤ K ′ Rn−λ| logR|ϑ &
∫
Q
|v|p dx ≤ K ′
gilt:
∫
Q
g ◦ |v| dx ≤ 1
}
(7.20)
Weiter betrachten wir den Fall: u : Ω → R, Ω–ein beschra¨nktes Lipschitz-
gebiet, u ist eventuell nicht stetig.
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Wegen Satz 4.1, ∃Ω′ ⊂⊂ Rn, Ω′ = Ω′(Ω) mit:
(Satz 7.1 gilt ∀u ∈W 1,p0 (Ω′)) Satz 4.1⇒ (Satz 7.1 gilt ∀u : Ω→ R).
Darum liegt o.B.d.A. u ∈ W 1,p0 (Ω′). Wegen Ω′ ⊂⊂ Rn ko¨nnen wir o.B.d.A.
voraussetzen: Ω′ ⊂⊂ Q. Wegen u ∈W 1,p0 (Ω′) wissen wir:
Es ist genu¨gt, Satz 7.1 fu¨r u : Q→ R, Ω′ ⊂⊂ Q,
u
∣∣∣
Ω′
∈W 1,p0 (Ω′), ∀x 6∈ Ω′ : u(x) = 0 zu beweisen. (7.21)
Sei außerdem uh := ωh ∗ u, hier ωh–Standardkern. Dann gilt∫
BR(y)
|∇uh|p dx =
∫
BR(y)
|ωh ∗ ∇u|p dx ≤
∫
Rn
ωh(s)ds
∫
BR(y)
|∇u(x− s)|p dx
≤ sup
z∈Rn
∫
BR(z)
|∇u|p dx.
Daher ∫
BR(y)
|∇u|p dx ≤ K ′ R
n−λ
| logR|ϑ ∀ y ⇒∫
BR(y)
|∇uh|p dx ≤ K ′ R
n−λ
| logR|ϑ ∀h, y.
Analog ∀h : ∫
Q
|uh|p dx ≤
∫
Q
|u|p dx ≤ K ′.
Es ist klar, dass uh stetig ∀h > 0.
Folglich, (7.20)⇒ ∀h > 0 : ∫
Q
g ◦ |uh| dx ≤ 1.
Außerdem konvergiert uh
h→0−→ u in L1
⇒ ∃ (hi)i∈N, hi i→∞−→ 0 mit uhi i→∞−→ u f.u¨.
⇒ g ◦ |uhi| i→∞−→ g ◦ |u| f.u¨. , weil g stetig.
Außerdem, g(.) ≥ 0.
⇒ (Lemma von Fatou) ∫
Q
g ◦ |u| dx ≤ lim inf
i→∞
∫
Q
g ◦ |uhi| dx
(7.20)
≤ 1
⇒ ∫
Q
|u|qϕ(|u|)τ dx
(7.15)
≤ T. 2
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7.2 zweiter Versuch (Satz 7.2)
Weiter will ich durch Symmetrisation ein besseres Resultat als in Satz 7.1
erha¨lt.
Satz 7.2 Seien Ω beschra¨nktes Lipschitzgebiet, Ω, p, λ, ϑ fixiert.
Ferner gelte 1
q
= 1
p
− 1
λ
, ϑ ≥ 0, τ = qϑ
λ
, p ≥ 1, p < λ ≤ n.
Dann ∀K ′ > 0 ∃K′ > 0, so dass folgende Inklusion ∀u ∈W 1,p(Ω) gilt:(
∀ r ≤ 1/2, y ∈ Rn :
∫
Br(y)∩Ω
|∇u|p dx ≤ K ′ r
n−λ
| log r|ϑ & ‖u‖
p
p ≤ K ′
)
⇒∫
u(x)6=0
|u|q| log |u||τ dx ≤ K′.
Beweis: (im Weiteren sei Q := [0; 1]n, Qd = [0; d]
n)
Nach Lemma 5.2, o.B.d.A. ko¨nnen wir voraussetzen, dass1
u := |u˜|,
wobei u˜ : Q→ R
und u˜|Qd ∈ FT0(Qd), u˜(x) = 0 ∀x 6∈ int(Qd).
 (7.22)
(Erinnerung: v ∈ FT0(Qd) ⇒ v stetig und stu¨ckweise linear auf Qd,
v(x) = 0 ∀x ∈ ∂(Qd).)
Sei d := n
√
c1, c1 kommt aus Lemma A.1. (7.23)
Die Behauptung “∀r ≤ 1/2, y : ∫
Br(y)
|∇u|p dx ≤ K ′ rn−λ| log r|ϑ” ko¨nnen wir
umformulieren: fu¨r ein K = K(K ′) gilt es
∀ Wu¨rfel W mit Kantenla¨nge r : 1
cp2
∫
W
|∇u|p dx ≤ K rn−λ| log2 r−1|ϑ
insbesondere fu¨r W = Q : 1
cp2
∫
Q
|∇u|p dx ≤ K
}
(7.24)
Wegen (7.22),(7.23): |trg u| ≤ c1.
Wa¨hlen wir R so, dass
|BR| = c1 (≥ |trg u| ). (7.25)
Sei wieder
g : x 7→ ϕ(|x|) Symmetrisation von u,
wobei ϕ : [0;R]→ R≥0 (wir wissen, ϕ ist fallend)
}
(7.26)
Weiter
µi := ϕ(2
−iR) ∀ i ∈ N ∪ {0} (7.27)
und Ti := µi+1 − µi (⇒ Ti ≥ 0, da ϕ fallend) (7.28)
1dabei nehmen wir an: im Lemma 5.2 ψ(t) =
{
tq | log t|
qϑ
λ , t > 0
0, t = 0
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Wir unterbrechen den Beweis von Satz 7.2, um das folgende Lemma einzu-
schieben.
Lemma 7.3
Sei h : x 7→ φ(|x|) mit φ : [0; a]→ R, φ(a) = 0 (a > 0 beliebig).
Dann ist ∀ γ ∈]0; 1[: ∫
Ba(0)
|∇h|pdx ≥ π(γ) · an−p|φ(γa)|p
(hierbei ist π(γ) > 0 ∀ γ ∈]0; 1[, π(γ) ha¨ngt nur von γ ab).
In der Tat,∫
Ba(0)
|∇h|p dx ≥
=: c︷ ︸︸ ︷
|Sn−11 |
∫ a
γa
|φ′(r)|prn−1dr
≥ c(γa)n−1
∫ a
γa
|φ′(r)|pdr
(3.1)
≥ c (γa)
n−1
((1− γ)a)p−1
∣∣∣∣∫ a
γa
d
dr
φ(r)dr
∣∣∣∣p
φ(a)=0
=
=:π(γ)︷ ︸︸ ︷
c
γn−1
(1− γ)p−1 a
n−p|φ(γa)|p = π(γ)an−p|φ(γa)|p.
Damit ist Lemma 7.3 bewiesen. 2
Wir nehmen nun den Beweis von Satz 7.2 wieder auf:
Wir mu¨ssen Ti (= µi+1 − µi) abscha¨tzen.
Sei
ui(x) :=
 0 fu¨r u(x)≤ µiu(x)− µi fu¨r µi ≤u(x)≤ µi+1
Ti fu¨r u(x)≥ µi+1
(7.29)
Dann ist ui wohldefiniert (weil Ti = µi+1 − µi) und stetig (weil u stetig).
|trg ui| = |(u > µi)| (7.26)= |(g > µi)|
(∗)
≤ |B2−iR| (7.30)
(∗) folgt aus: g : x 7→ ϕ(|x|) & µi = ϕ(2−iR) ϕ fallend=⇒ (g(.) > µi) ⊂ B2−iR(0).
Wir scha¨tzen Ti fu¨r “i ≥ 1” ab.
Wegen (7.30), |trg ui| ≤ |BR| = c1. Nach Lemma 5.3 ko¨nnen wir daher
int(trg ui) = (ui(.) > 0) mit Wu¨rfeln {Wβ| β ∈ Λi} u¨berdecken, fu¨r die:
Wβ 6=Wγ ⇒ |Wβ ∩Wγ | = 0,
∀ β ∈ Λi : 2−nc1|Wβ| ≤ |trg ui ∩Wβ| ≤ c1|Wβ|.
}
(7.31)
Seien i und β fixiert. Definieren wir f : Wβ → R und die Funktion gβ
folgendermaßen:
Sei f := ui|
Wβ
(⇒ |trg f | ≤ c1|Wβ| wegen (7.31) )
und gβ : x 7→ ϕβ(|x|) ist Symmetrisation von f.
}
(7.32)
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Sei Rβ so gewa¨hlt, dass
trg gβ = BRβ(0). (7.33)
Nach Lemma 5.4,∫
BRβ (0)
|∇gβ|p dx
(7.32)
≤ 1
cp2
∫
Wβ
|∇f |p dx = 1
cp2
∫
Wβ
|∇ui|p dx
und gβ stetig
(7.33)⇒ ϕβ(Rβ) = 0.
 (7.34)
Definieren wir:
Ki :=
1
cp2
∫
Q
|∇ui|p dx ∀ i ≥ 0. (7.35)
Dann gilt ∀i ≥ 1 :
Ki :=
1
cp2
∫
Q
|∇ui|p dx (7.31)=
∑
β∈Λi
1
cp2
∫
Wβ
|∇ui|p dx
(7.34)
≥
∑
β∈Λi
∫
BRβ (0)
|∇gβ|p dx.
Somit
∀i ≥ 1 : Ki ≥
∑
β∈Λi
∫
BRβ (0)
|∇gβ|p dx. (7.36)
Wegen (7.29), ∫
Q
|∇ui|p dx =
∫
µi≤u<µi+1
|∇u|p dx,
daher ist∑
i≥0
Ki
(7.35)
=
1
cp2
∑
i≥0
∫
Q
|∇ui|p dx = 1
cp2
∑
i≥0
∫
µi≤u<µi+1
|∇u|p dx
=
1
cp2
∫
Q
|∇u|p dx
(7.24)
≤ K
und schließlich ∑
i≥0
Ki ≤ K. (7.37)
Wir ko¨nnen
∫
BRβ (0)
|∇gβ|p dx abscha¨tzen:
|trg ui ∩Wβ | =
∣∣∣trg(ui|Wβ )∣∣∣ (7.32)= |trg gβ| (7.33)= |BRβ |.
Daher gilt
|BR/2| · |Wβ| c1=|BR|= 2−nc1|Wβ|
(7.31)
≤ |trg ui ∩Wβ | = |BRβ |.
Sei nun r :=Kantenla¨nge vom Wβ . Dann
r = n
√
|Wβ|
s.o.≤ n
√
|BRβ |
|BR/2| =
2Rβ
R
.
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und erfolgt
r ≤ 2Rβ
R
(
R=const
=⇒ r ≤ cRβ
)
(7.38)
mit r =Kantenla¨nge von Wβ.
Aber
|BRβ | =
∣∣∣trg(ui|Wβ )∣∣∣ ≤ |trg ui| (7.30)≤ |B2−iR| ⇒ Rβ ≤ 2−iR
⇒ log2 r
(7.38)
≤ log2
2Rβ
R
Rβ≤2−iR≤ 1− i.
Wir sehen, dass
| log2 r − 1| ≥ i (7.39)
mit r =Kantenla¨nge vom Wβ.
Damit schließen wir aus (7.38) und (7.39):∫
BRβ (0)
|∇gβ|p dx
Lemma 5.4≤ 1
cp2
∫
Wβ
|∇ui|p dx
(7.24)
≤ K r
n−λ
| log2 r − 1|ϑ
≤ c′KRβ
n−λ
iϑ
und daher ∫
BRβ (0)
|∇gβ|p dx ≤ c′KRβ
n−λ
iϑ
. (7.40)
Wa¨hlen wir fu¨r jedes i ≥ 1 solches Ri, dass
KiR
p
i
c′′2−ni
= c′K
Rp−λi
iϑ
mit c′′ = (2−n − 3−n)Rn. (7.41)
Wir berechnen:
Ri =
(
c′c′′
K
Ki
· 2
−ni
iϑ
)1/λ
. (7.42)
Sei Rβ ≥ Ri. Wir scha¨tzen ϕβ(Rβ/3) ab.
(Erinnerung: gβ : x 7→ ϕβ(|x|), ϕβ(Rβ) = 0 wegen (7.34).)
Weiter:
c′K
Rp−λi
iϑ
p−λ<0, Ri6Rβ≥ c′KRβ
p−λ
iϑ
= Rβ
p−n · c′KRβ
n−λ
iϑ
(7.40)
≥ Rβp−n ·
∫
BRβ (0)
|∇gβ|p dx
Lemma 7.3≥ π(1/3) (ϕβ(Rβ/3))p
⇒ c′KR
p−λ
i
iϑ
≥ π(1/3) · (ϕβ(Rβ/3))p , wenn Rβ ≥ Ri (7.43)
Weiter mo¨chten wir beweisen:
c′K
Rp−λi
iϑ
≥ π(1/3) · T pi
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(Die Definition vom Ti sehen Sie in (7.28) ). In der Tat:
Nehmen wir an, c′KR
p−λ
i
iϑ
< π(1/3) · T pi fu¨r ein i.
Dann folgt aus (7.43): fu¨r dieses i : ϕβ(Rβ/3) < Ti ∀ β mit Rβ ≥ Ri
ϕβ fallend⇒ (gβ(.) ≥ Ti) ⊂ BRβ/3(0), wenn Rβ ≥ Ri.
⇒ |(gβ(.) ≥ Ti)| ≤ |BRβ/3|, wenn Rβ ≥ Ri (7.44)
Betrachten wir jetzt die Mengen
Λ′i :={β ∈ Λi| |(gβ ≥ Ti)| ≤ 3−n|BRβ |} und
Λ′′i :={β ∈ Λi| |(gβ ≥ Ti)| > 3−n|BRβ |}
Dann gilt
∑
β∈Λ′i
|(gβ ≥ Ti)| ≤ 3−n
∑
β∈Λ′i
|BRβ |
(7.33)
≤ 3−n|trg ui|
(7.30)
≤ 3−n|B2−iR|
und
∑
β∈Λi
|(gβ ≥ Ti)| = |(ui ≥ Ti)| = |(u ≥ µi+1)| ≥ |B2−i−1R| = 2−n|B2−iR|
⇒ ∑
β∈Λ′′i
|(gβ ≥ Ti)| =
∑
β∈Λi
|(gβ ≥ Ti)| −
∑
β∈Λ′i
|(gβ ≥ Ti)| ≥ (2−n − 3−n)|B2−iR|
⇒ ∑
β∈Λ′′i
|BRβ |
(7.33)
=
∑
β∈Λ′′i
|trg gβ| ≥
∑
β∈Λ′′i
|(gβ ≥ Ti)|
s.o.≥ (2−n − 3−n)|B2−iR|
⇒
∑
β∈Λ′′i
Rβ
n ≥ (2−n − 3−n)Rn︸ ︷︷ ︸
=c′′
2−ni = c′′2−ni. (7.45)
Nach Definition, Λ′′i = {β ∈ Λi| |(gβ ≥ Ti)| > |BRβ/3|}, und darum
∀ β ∈ Λ′′i :
{
ϕβ(Rβ/3) ≥ Ti (da β ∈ Λ′′i ⇒
Kugel︷ ︸︸ ︷
(gβ ≥ Ti) ⊃ BRβ/3(0) )
Rβ < Ri (sonst wa¨re β 6∈ Λ′′i wegen (7.44) )
⇒ Ki
(7.36)
≥
∑
β∈Λ′′i
∫
BRβ (0)
|∇gβ|p dx
Lemma 7.3≥
∑
β∈Λ′′i
π(1/3)Rβ
n−p(ϕβ(Rβ/3))p
Rβ<Ri≥ π
(
1
3
) ∑
β∈Λ′′i
Rβ
n(ϕβ(Rβ/3))
p
Rpi
∀β∈Λ′′i : ϕβ(Rβ/3)≥Ti≥ π
(
1
3
) ∑
β∈Λ′′i
Rβ
n
Rpi
T pi
(7.45)
≥ π
(
1
3
)
c′′2−ni
Rpi
T pi
(hier ist c′′ definiert wie in (7.41) oder (7.45) ).
Folglich,
Ki ≥ π
(
1
3
)
c′′2−ni
Rpi
T pi und c
′K
Rp−λi
iϑ
(7.41)
=
KiR
p
i
c′′2−ni
≥ π
(
1
3
)
T pi .
Wir haben aber vorausgesetzt, c′KR
p−λ
i
iϑ
< π
(
1
3
)
T pi . Damit ergibt sich ein
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Widerspruch.
Unsere Voraussetzung war daher falsch, und es gilt π
(
1
3
)
T pi ≤ c′KR
p−λ
i
iϑ
⇒
Ti ≤ cK
1
p
R
p−λ
p
i
iϑ/p
(7.42)
= c˜K
1
p
(
K
Ki
· 2−ni
iϑ
)p−λ
pλ
iϑ/p
1
q
=λ−p
pλ
= c˜K
1
p
(
Ki
K
2ni
) 1
q i
ϑ/q
iϑ/p
= c˜K
1
p
(
Ki
K
2ni
) 1
q
iϑ/λ
und somit Ti ≤ cK
1
p
(
Ki
K
2ni
) 1
q
iϑ/λ
∀ i ≥ 1 (7.46)
Wir scha¨tzen T0 ab.
(7.28)⇒ T0 = µ1 −
=0︷︸︸︷
µ0 = µ1.
Weiter folgt u0(x) = min{u(x), µ1} nach (7.29).
Wenn g0 =Symmetrisation vom u0 ist, dann |trg u0|
(7.30)
≤ |BR| = c1 .
Lemma 5.4⇒
∫
BR(0)
|∇g0|p dx ≤ 1
cp2
∫
Q
|∇u0|p dx (7.35)= K0.
Außerdem, g(x) = 0 bei |x| = R, g(x) = µ1 bei |x| = R/2 wegen (7.27).
⇒ K0 ≥
∫
BR(0)
|∇g0|p dx =
∫
R
2
≤|x|≤R
|∇g|p dx Lemma 7.3≥ π(1/2)Rn−pµp1
⇒ µp1 ≤ cpK0 mit einem c
⇒ T0 = µ1 ≤ cK
1
p
0 = cK
1
p
(
K0
K
) 1
p
K0
K
61, 1/p>1/q
≤ cK 1p
(
K0
K
) 1
q
.
Folglich,
T0 ≤ cK
1
p
(
K0
K
) 1
q
, ∀ i ≥ 1 : Ti
(7.46)
≤ cK 1p
(
Ki
K
2ni
) 1
q
iϑ/λ
. (7.47)
Definieren wir ti und ∆j fu¨r i, j ∈ N ∪ {0}, so ergibt sich
t0 := 1, ∀ i ≥ 1 : ti := 2
ni
q
iϑ/λ
, ∀ j ≥ 0 : ∆j =
j∑
i=0
ti (7.48)
⇒ µj =
j−1∑
i=0
Ti
(7.47),(7.48)
≤ cK 1p
j−1∑
i=0
(
Ki
K
) 1
q
ti ∀ j ≥ 0. (7.49)
Sei
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log+ x := max{0, log2 x}.
Dann ist log+ x wachsend und
log+ µj
(7.49)
= log+
(
cK
1
p
j−1∑
i=0
61︷ ︸︸ ︷(
Ki
K
) 1
q
62
ni
q︷︸︸︷
ti
)
≤ log+
(
cK
1
p
6c·2nj/q︷ ︸︸ ︷
j−1∑
i=0
2
ni
q
)
≤ log+
(
c(K) · 2njq
)
≤ cˆ · (1 + j),
cˆ ha¨ngt vom K ab.
Also,
log+ µj ≤ cˆ · (1 + j), cˆ = cˆ(K) (7.50)
Wegen (7.48):
ti
∆j
≥ 0,
j∑
i=0
ti
∆j
= 1 ∀ j ≥ 0.
Daher gilt (dies ist wohlbekannt!)
∀ (ai)i=0,1,2,... :
∣∣∣∣∣
j∑
i=0
ti
∆j
ai
∣∣∣∣∣
q
≤
j∑
i=0
ti
∆j
|ai|q (7.51)
⇒
(
j∑
i=0
(
Ki
K
) 1
q ti
)q
= ∆qj
(
j∑
i=0
ti
∆j
(
Ki
K
) 1
q
)q
(7.51)
≤ ∆qj
j∑
i=0
ti
∆j
Ki
K
= ∆q−1j
j∑
i=0
ti
Ki
K
⇒ µqj
(7.49)
≤ cK qp
(
j−1∑
i=0
(
Ki
K
) 1
q
ti
)q
siehe oben≤ cK qp∆q−1j−1
j−1∑
i=0
ti
Ki
K
. (7.52)
Deswegen ∃K = K(K):
µqj(log+ µj)
τ
(7.50),(7.52)
≤ K
j−1∑
i=0
(
∆q−1j−1ti
Ki
K
(1 + j)τ
)
. (7.53)
Nach (7.26), g : x 7→ ϕ(|x|) ist Symmetrisation vom u (⇒ ϕ fallend)
und, nach (7.27), µi = ϕ(2
−iR). Somit
∀x 6∈ B2−j−1R(0) : g(x) ≤ ϕ(2−j−1R) = µj+1. (7.54)
Sei zusa¨tzlich ψ(s) := sq(log+ s)
qϑ
λ fu¨r s ≥ 0. Dann gilt ψ(0) = 0, ψ
wachsend.
Wir formen um und scha¨tzen ab∫
Q
|u|q(log+ |u|)
qϑ
λ dx
u>0
=
=
∫
Q
ψ ◦ u dx trg g⊂BR(0)=
∫
BR(0)
ψ ◦ g dx
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(7.54)
≤
∞∑
j=0
∫
B
2
−j
R
(0)−B
2
−j−1
R
(0)
ψ(µj+1) dx
=
=:c︷ ︸︸ ︷
(|B1| − |B1/2|)
∞∑
j=0
2−nj ψ(µj+1) = c
∞∑
j=0
2−nj µqj+1 · (log+ µj+1)
qϑ
λ
(7.53)
≤ cK
∞∑
j=0
2−nj
j∑
i=0
(
∆q−1j ti
Ki
K
(2 + j)
qϑ
λ
)
= cK
∑∑
0≤i≤j<∞
(
2−nj∆q−1j ti
Ki
K
(2 + j)
qϑ
λ
)
= cK
∞∑
i=0
Ki
K
∞∑
j=i
((
∆j · (2 + j)ϑ/λ
2
nj
q
)q−1
· ti
2
ni
q
· (2 + j)
ϑ/λ
2
n(j−i)
q
)
≤ cK
( ∞∑
m=0
Km
K
)
· sup
i≥0
∞∑
j=i
((
∆j · (2 + j)ϑ/λ
2
nj
q
)q−1
· ti
2
ni
q
· (2 + j)
ϑ/λ
2
n(j−i)
q
)
≤ cK
( ∞∑
m=0
Km
K
)
︸ ︷︷ ︸
≤1
·
(
sup
ℓ≥0
∆ℓ · (2 + ℓ)ϑ/λ
2
nℓ
q︸ ︷︷ ︸
=:(I)
)q−1
· sup
i≥0
(
ti
2
ni
q
·
∞∑
j=i
(2 + j)ϑ/λ
2
n(j−i)
q
)
︸ ︷︷ ︸
=:(II)
.
Dies ergibt ∫
Q
|u|q(log+ |u|)
qϑ
λ dx ≤ cK · (I)q−1 · (II). (7.55)
Jetzt mu¨ssen wir beweisen, dass (I) <∞ und (II) <∞.
( (I) und (II) sind Konstanten, da ti und ∆j nicht von u abha¨ngen, siehe
(7.48).) Wir wissen,
∆j
(7.48)
=
j∑
i=0
ti = 1 +
j∑
i=1
2
ni
q
iϑ/λ
.
Wa¨hlen wir i0 ∈ N und d ∈ (0; 1) so, dass
2−
n
q
(
i+ 1
i
)ϑ/λ
≤ 1− d ∀ i ≥ i0.
Wenn m ≥ i ≥ i0, dann 2
ni
q
i
ϑ/λ =
2
nm
q
m
ϑ/λ
m−1∏
j=i
61−d (da j>i0)︷ ︸︸ ︷
2−n/q
(
j + 1
j
)ϑ/λ
≤ 2
nm
q
m
ϑ/λ (1−d)m−i.
⇒ 2
ni
q
iϑ/λ
≤ 2
nm
q
mϑ/λ
(1− d)m−i, wenn m ≥ i ≥ i0. (7.56)
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(fu¨r “m = i ” ist dies offensichtlich).
∀m ≥ i0 gilt es:
∆m
(7.48)
= 1 +
i0−1∑
i=1
2
ni
q
iϑ/λ︸ ︷︷ ︸
=: c
+
m∑
i=i0
2
ni
q
iϑ/λ
(7.56)
≤ c+ 2
nm
q
mϑ/λ
m∑
i=i0
(1− d)m−i
j=m−i>0
≤ c+ 2
nm
q
mϑ/λ
∞∑
j=0
(1− d)j︸ ︷︷ ︸
=1/d
= c+
2
nm
q
mϑ/λ · d.
Somit
∆m ≤ c+ 2
nm
q
mϑ/λ · d ∀m ≥ i0. (7.57)
Weiter schließen wir
sup
m≥i0
∆m · (2 +m)ϑ/λ
2
nm
q
(7.57)
≤ c · sup
m≥i0
(
(2 +m)ϑ/λ
2
nm
q
)
+
1
d
(
2 + i0
i0
)ϑ/λ
=: T1 <∞.
Außerdem ist es klar, dass
max
0≤m<i0
∆m · (2 +m)ϑ/λ
2
nm
q
=: T2 <∞,
weil jede endliche Menge ein Maximum hat.
Daher (I) = sup
m≥0
∆m · (2 +m)ϑ/λ
2
nm
q
≤ max{T1, T2} <∞.
Weiter scha¨tzen wir ab
∞∑
j=i
(2+j)ϑ/λ
2
n(j−i)
q
ℓ=j−i
=
∞∑
ℓ=0
(2+ℓ+i)ϑ/λ
2
nℓ
q
i62+ℓ
2
i
≤
∞∑
ℓ=0
(2+ℓ+ 2+ℓ2 i)
ϑ/λ
2
nℓ
q
=
∞∑
ℓ=0
((2+i) 2+ℓ2 )
ϑ/λ
2
nℓ
q
= (2 + i)ϑ/λ
∞∑
ℓ=0
(
2+ℓ
2
)ϑ/λ
2
nℓ
q︸ ︷︷ ︸
=: c′<∞
= c′ · (2 + i)ϑ/λ, c′ <∞.
Dies ergibt
∞∑
j=i
(2 + j)ϑ/λ
2
n(j−i)
q
≤ c′ · (2 + i)ϑ/λ. (7.58)
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Scha¨tzen wir (II) ab:
(II) = sup
i≥0
ti
2
ni
q
∞∑
j=i
(2 + j)ϑ/λ
2
n(j−i)
q
(7.58)
≤ c′ · sup
i≥0
ti
2
ni
q
(2 + i)ϑ/λ.
Hierbei ist
ti
2
ni
q
(7.48)
=
{
1 bei i = 0
1
iϑ/λ
bei i ≥ 1 .
Folglich,
ti
2
ni
q
(2 + i)ϑ/λ =
{
2ϑ/λ bei i = 0(
2+i
i
)ϑ/λ
bei i ≥ 1
}
≤ 3ϑ/λ ∀ i ≥ 0
⇒ (II) ≤ c′ · sup
i≥0
ti
2
ni
q
(2 + i)ϑ/λ ≤ c′ · 3ϑ/λ <∞.
Wir erreichen daher schliesslich∫
Q
|u|q| log+ |u||
qϑ
λ dx
(7.55)
≤ cK · (I)q−1 · (II) =: K′ <∞,
weil K′ nur von K abha¨ngt. Satz 7.2 ist damit bewiesen. 2
Bemerkung 7.1 Aus Satz 8.4 folgt, dass die Behauptung von Satz 7.2 auch
bei (λ < n, ϑ < 0) gilt.
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7.3 Resultat von Satz 7.2 ist optimal!
Jetzt wollen wir beweisen, dass das Resultat aus Satz 7.2 optimal ist.
Genauer, unter den Bedingungen an ( p, λ, ϑ), die wir spa¨ter angeben, gilt:
Wenn ψ : R≥0 → R≥0 und lim
t→∞
ψ(t)
tq| log t| qϑλ = ∞, wobei
1
q
= 1
p
− 1
λ
,
dann folgt
fu¨r jedes Paar K1 > 0, K2 > 0 existiert ein solches u ∈ C∞0 (Ω), dass[ ∫
BR(x0)
|∇u|pdx ≤ K1 Rn−λ| logR|ϑ ∀R ≤ 1/2 ∀x0
]
und
∫
Ω
ψ(|u|)dy > K2.
Bemerkung 7.2 Wir ko¨nnen o.B.d.A. voraussetzen, dass Ω Kugel oder
Wu¨rfel ist.
Wir wollen zeigen: diese Behauptung ist richtig, wenn
1 ≤ p < λ und
entweder (λ = n, ϑ ≥ 0) oder (λ < n, ϑ ∈ R beliebig).
Dies beweisen wir in den folgenden zwei Sa¨tzen (in Satz 7.3 betrachte ich den
Fall (λ = n, ϑ = 0), in Satz 7.4 alle andere Fa¨lle).
Satz 7.3 Sei B := B1(0) die Einheitskugel im R
n.
Dann ∀K1 > 0, K2 > 0 und ∀α : R≥0 → R≥0 so dass lim
s→∞
α(s) =∞
∃u ∈ C∞0 (B), so dass
∫
B
|∇u|p ≤ K1 und
∫
B
α(|u|)|u|q > K2.
Hierbei 1
q
= 1
p
− 1
n
.
Beweis:
Wa¨hlen wir G ⊂⊂ B mit |G| = 1
2
|B| und v ∈ C∞0 (B) mit v
∣∣∣
G
≡ 1 und
∀x : v(x) ≥ 0.
Betrachten wir ∀ t ∈ ]0; 1[ eine Funktion ut : B → R:
ut(x) =
{
Kt
p−n
p
v
(
x
t
)
, wenn |x| ≤ t,
0 sonst.
(7.59)
Dann ist∫
B
|∇ut(x)|p dx = Kptp−n
∫
x∈Bt(0)
∣∣∣∇xv (x
t
)∣∣∣p dx y=xt= Kp∫
y∈B
|∇yv(y)|p dy.
Wa¨hlen wir K so, dass
Kp
∫
B
|∇v|p dx = K1.
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Dann gilt ∫
B
|∇ut|p dx = K1.
Sei
ψ(s) := α(s) · sq fu¨r s ≥ 0.
Dann haben wir, weil v nichtnegativ ist,∫
B
ψ(|ut(x)|) dx (7.59)=
∫
Bt(0)
ψ
(
Kt
p−n
p
v
(x
t
))
dx
y=x
t= tn
∫
B
ψ
(
Kt
p−n
p
v(y)
)
dy
v|
G
≡1
≥ tn
∫
G
ψ(Kt
p−n
p
) dy
p−n
p
=−n
q
= tn · |G| · ψ(Kt−
n
q
).
Auch ψ(Kt
−nq
) = α(Kt
−nq
) ·Kqt−n und lim
s→∞
α(s) =∞. Darum
∫
B
ψ(|ut(x)|) dx ≥ tn · |G| · ψ(Kt
−nq
)
s.o.
=
=:c︷ ︸︸ ︷
|G| ·Kq ·α(Kt−
n
q
)
= c · α(Kt−
n
q
)
t→0−→∞
⇒
∫
B
|∇ut|p dx = K1 ∀ t ∈]0; 1[ und
∫
B
α(|ut|) · |ut|q dx t→0−→ ∞
⇒ ∃ t > 0 :
∫
B
|∇ut|p dx = K1 und
∫
B
α(|ut|) · |ut|q dx > K2.
Und das Lemma ist bewiesen. 2
Weiter zeigen wir, dass man das Resultat aus Satz 7.2 auch in allen anderen
Fa¨llen (also λ < n oder (λ = n, ϑ > 0) ) nicht verbessern kann.
Satz 7.4 Sei weiter Q := [0; 1]n.
Seien p, λ, ϑ fixiert, 1 ≤ p < λ ≤ n, 1
q
= 1
p
− 1
λ
.
Es gelte entweder (λ < n, ϑ ∈ R beliebig) oder (λ = n, ϑ > 0).
Dann ∀K1 > 0, K2 > 0, ∀α : R≥0 → R≥0 mit lim
t→∞
α(t) =∞
∃u ∈ C∞0 (Q) mit:
∀R ≤ 1/2 :
∫
BR(x0)
|∇u|p dx ≤ K1 R
n−λ
| logR|ϑ und∫
Q
α(|u|) · |u|q| log |u|| qϑλ dx > K2.
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Beweis:
Wir wa¨hlen
G ⊂⊂ Q = [0; 1]n mit |G| = 1/2 (7.60)
sowie v ∈ C∞0 (Rn) mit
v ≥ 0, trg v ⊂ Q und ∀x ∈ G : v(x) = 1. (7.61)
Seien
Dj :=
{
2−
n
n−λ jj
ϑ
n−λ fu¨r λ < n
2−2
n
ϑ
j
fu¨r λ = n, ϑ > 0
; Tj := K
D
p−λ
p
j
| log2Dj|ϑ/p
. (7.62)
Sei β = (γ1, . . . , γn; j)−Multiindex und ∀ j ∈ N :
Λj := {β = (γ1, . . . , γn; j)|γi ∈ {0, . . . , 2j − 1} ∀ i} (7.63)
Fu¨r β = (γ1, . . . , γn; j) :
xβ :=
(
γ1
2j
, . . . , γn
2j
)
, Wβ := xβ + [0; 2
−j]n.
(7.64)
Also, ∀ j : Q = ⋃
β∈Λj
Wβ; ∀ β, γ ∈ Λj, β 6= γ : |Wβ ∩Wγ | = 0.
Sei außerdem
j0 ≥ 1 so gewa¨hlt, dass ∀ j ≥ j0 : Dj ≤ 2−j (7.65)
(ein solches j0 existiert immer, denn (7.62)⇒ Dj = o(2−j) ).
Dann wird uj ∈ C∞0 (Q) fu¨r j ≥ j0 folgendermaßen definiert:
∀ β ∈ Λj , y ∈ [0; 2−j]n : uj(
∈Wβ︷ ︸︸ ︷
xβ + y) := Tjv
(
y
Dj
)
. (7.66)
Dann (7.65)⇒ ∀ j ≥ j0 : uj ∈ C∞0 (Q), da trg(v) ⊂ Q, v ∈ C∞0 (Rn).
Wir mu¨ssen beweisen fu¨r uj, j ≥ j0:
∀R ≤ 1/2 :
∫
BR(x0)
|∇uj|p dx ≤ K1 R
n−λ
| logR|ϑ
}
(I)
Dafu¨r genu¨gt es aber zu zeigen: ∀uj, j ≥ j0, ∀ i ≥ 1:
∀ Wu¨rfel Wβ , β ∈ Λi, i ≥ 1 (siehe (7.64) ) gilt :∫
Wβ
|∇uj|p dx ≤ K rn−λ| log2 r|ϑ , hier r = 2
−i.
}
(II)
Denn man kann leicht sehen, dass (II)⇒ (I) fu¨r geeignetes K = K(K1).
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Beweisen wir (II). Zuerst scha¨tzen wir
∫
Wγ
|∇uj|p dx fu¨r γ ∈ Λj ab:
∀ γ ∈ Λj :∫
Wγ
|∇uj|p dx (7.66)= T pj
∫
Rn
∣∣∣∣∇xv( xDj
)∣∣∣∣p dx y= xDj= T pj Dn−pj ∫
Rn
|∇v(y)|p dy
(7.62)
= Kp
Dp−λj
| log2Dj |ϑ
Dn−pj
∫
Rn
|∇v|p dy︸ ︷︷ ︸
=: c
= cKp
Dn−λj
| log2Dj |ϑ
.
Also, ∀ γ ∈ Λj :
∫
Wγ
|∇uj|p dx = cKp
Dn−λj
| log2Dj|ϑ
. (7.67)
Weiter gilt fu¨r j ≥ j0:
wenn λ < n : (7.62), (7.65)⇒
[
Dj ≤ 2−j und Dj = 2− nn−λ jj ϑn−λ
]
⇒ | log2Dj |ϑ ≥ cjϑ,
wenn λ = n : (7.62)⇒ | log2Dj | = 2
n
ϑ
j
.
Also, fu¨r j ≥ j0 : | log2Dj |ϑ
{ ≥ cjϑ bei λ < n
= 2nj bei λ = n, ϑ > 0
⇒ fu¨r j ≥ j0 : D
n−λ
j
| log2Dj |ϑ

(7.62)
≤ 2−njjϑ
cjϑ
bei λ < n
n=λ
= 2−nj bei λ = n, ϑ > 0
 = c′2−nj.
Darum hat man ∀ j ≥ j0:
∀ γ ∈ Λj :
∫
Wγ
|∇uj|p dx (7.67)= cKp
Dn−λj
| log2Dj|ϑ
≤ 2−njcKp. (7.68)
Weiter wollen wir (II) fu¨r j ≥ j0 beweisen (dabei mu¨ssen wir j0 eventuell
vergro¨ßern).
Es gibt drei mo¨gliche Fa¨lle fu¨r i: 1 ≤ i ≤ j, Dj ≤ 2−i ≤ 2−j und
2−i ≤ Dj.
Fall 1: 1 ≤ i ≤ j.
Dann besteht jeder Wu¨rfel Wβ, β ∈ Λi aus 2n(j−i) Wu¨rfeln Wγ , γ ∈ Λj
(siehe (7.64)) und
∀ γ ∈ Λj :
∫
Wγ
|∇uj|p dx
(7.68)
≤ cKp2−nj.
Darum gilt
∀ β ∈ Λi :
∫
Wβ
|∇uj|p dx ≤ 2n(j−i) · cKp2−nj = cKp2−ni. (7.69)
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Weiter gilt fu¨r eine Konstante c′ : ∀ r ∈]0; 1
2
] : rn ≤ c′ rn−λ| log2 r|ϑ (da λ > p).
Folglich, wenn r = 2−i, β ∈ Λi :∫
Wβ
|∇uj|p dx
(7.69)
≤ cKprn ≤ c′cKp r
n−λ
| log2 r|ϑ
.
Fall 2: Dj ≤ 2−i ≤ 2−j.
Wegen “2−i ≤ 2−j ” gilt ∀β ∈ Λi : Wβ liegt in einem Wγ, γ ∈ Λj , darum
∀ β ∈ Λi ∃ γ ∈ Λj :
∫
Wβ
|∇uj|p dx ≤
∫
Wγ
|∇uj|p dx (7.67)= cKp
Dn−λj
| log2Dj |ϑ
.
(7.70)
Weiter: Dj ≤ 2−i =: r.
Wir wissen, dass j ≥ 1. Das heißt, r = 2−i ≤ 1/2.
Dann gibt es eine Konstante c′, fu¨r die
rn−λ
| log2 r|ϑ
r>Dj≥ c′ D
n−λ
j
| log2Dj |ϑ
(7.70)
≥ 1
cKp
∫
Wβ
|∇uj|p dx ∀ β ∈ Λi
(bei λ = n benutzen wir, dass ϑ > 0; sonst n− λ > 0).
Wir haben:
∀ β ∈ Λi :
∫
Wβ
|∇uj|p dx ≤ cKp r
n−λ
| log2 r|ϑ
, r = 2−i.
Fall 3: r = 2−i ≤ Dj .
Sei a := max
x∈Q
|∇v|p (zur Erinnerung: v ∈ C∞0 (Rn) ).
Dann
max
x∈Q
|∇uj|p (7.66)= max
y
∣∣∣∣Tj∇yv( yDj
)∣∣∣∣p = T pjDpj
=a︷ ︸︸ ︷
max
x
|∇v(x)|p (7.62)= aK
p
Dλj | log2Dj|ϑ
.
Also,
max
x∈Q
|∇uj|p = aK
p
Dλj | log2Dj|ϑ
. (7.71)
Und, wenn r = 2−i, β ∈ Λi:
|Wβ| = rn. (7.72)
Weiter, wenn j0 groß genug ist (eventuell mu¨ssen wir j0 vergro¨ßern),
dann wa¨chst tλ| log2 t|ϑ fu¨r t ∈ ]0; 2−j0], und Dj
(7.65)
≤ 2−j ≤ 2−j0 ∀ j ≥ j0.
Folglich gilt fu¨r j ≥ j0, r = 2−i ≤ Dj :
rλ| log2 r|ϑ ≤ Dλj | log2Dj |ϑ. (7.73)
89
Dann fu¨r r = 2−i, β ∈ Λi :∫
Wβ
|∇uj|p dx ≤ |Wβ| ·max
x
|∇uj(x)|p
(7.71),(7.72)
≤ rn aK
p
Dλj | log2Dj |ϑ
(7.73)
≤ rn aK
p
rλ| log2 r|ϑ
= aKp
rn−λ
| log2 r|ϑ
⇒ wenn r = 2−i, β ∈ Λi :∫
Wβ
|∇uj|p dx ≤ aKp r
n−λ
| log2 r|ϑ
.
Folglich ko¨nnen wir die Konstante c˜ so wa¨hlen, dass in allen drei Fa¨llen gilt:∫
Wβ
|∇uj|p dx ≤ c˜Kp r
n−λ
| log2 r|ϑ
, wenn β ∈ Λi, r = 2−i, j ≥ j0.
Wa¨hlen wir K so, dass K = c˜Kp. Dann∫
Wβ
|∇uj|p dx ≤ K r
n−λ
| log2 r|ϑ
,
wenn β ∈ Λi, r = 2−i, j ≥ j0.
Also haben wir (II) bewiesen.
Gema¨ß den Bedingungen dieses Satzes, α : R≥0 → R≥0, lim
t→∞
α(t) =∞.
Sei auch
ψ(t) :=
{
0 fu¨r t = 0,
α(t)tq| log2 t|
qϑ
λ fu¨r t > 0.
(7.74)
Wir wollen zeigen: ∫
Q
ψ(|uj|) dx→∞ bei j →∞.
Tatsa¨chlich:
∫
Q
ψ(|uj|) dx =
∑
γ∈Λj
∫
Wγ
ψ(|uj(x)|) dx |Λj |=2
nj
= 2nj
=
∫
Wγ
ψ(|uj |)dx ∀ γ∈Λj︷ ︸︸ ︷∫
Rn
ψ
(
Tj
∣∣∣∣v( xDj
)∣∣∣∣) dx
y= x
Dj
= 2njDnj
∫
Q
ψ(Tj|v(y)|)dy
v=1 auf G≥ 2njDnj
∫
G
ψ(Tj)dy
|G|=1/2
= 2njDnj ·
1
2
ψ(Tj)
(7.74)
= 2njDnj ·
α(Tj)
2
· T qj | log2 Tj |
qϑ
λ .
Also, ∫
Q
ψ(|uj|) dx ≥ 2njDnj ·
α(Tj)
2
· T qj | log2 Tj |
qϑ
λ . (7.75)
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Wegen (7.62) und p < λ ≤ n : Tj j→∞−→ ∞. Darum gilt
lim
j→∞
α(Tj) =∞.
Und wir vergro¨ßern j0 so, dass
∀ j ≥ j0 : C1| logDj| ≤ | logTj | ≤ C2| logDj |
fu¨r die Konstanten C1 > 0, C2 > 0, die nicht von j abha¨ngen.
Außerdem: Dj ≤ 2−j ≤ 1/2 ∀ j ≥ j0 (siehe (7.65) ).
Weiter,
Tj
(7.62)
= K
D
p−λ
p
j
| log2Dj|ϑ/p
und q =
λp
λ− p.
Wir berechnen:
∀ j ≥ j0 :
(
T qj = K
q D
−λ
j
| log2Dj|
qϑ
p
und | log2 Tj|
qϑ
λ ≥ c′| log2Dj |
qϑ
λ
)
, c′ = c′(K).
Dann gilt
T qj | log2 Tj |
qϑ
λ ≥ c′′ D
−λ
j
| log2Dj|
qϑ
p −
qϑ
λ
qϑ
p
− qϑ
λ
=ϑ
= c′′
D−λj
| log2Dj|ϑ
.
Somit hat man
lim
j→∞
α(Tj) =∞ und T qj | log2 Tj |
qϑ
λ ≥ c′′ D
−λ
j
| log2Dj|ϑ
. (7.76)
⇒
∫
Q
ψ(|uj|) dx
(7.75)
≥ 2njDnj ·
α(Tj)
2
T qj | log2 Tj |
qϑ
λ
(7.76)
≥ c′′2njα(Tj)
2
Dn−λj
| log2Dj |ϑ
.
(7.77)
Wir betrachten jetzt zwei Fa¨lle (immer j ≥ j0):
Fall 1: λ < n.
Aus (7.62) und λ < n folgt: ∀ j ≥ j0 : [Dj ≤ 2−j und Dj = 2− nn−λ j · j ϑn−λ ]
j>1
=⇒ | log2Dj |ϑ ≤ cjϑ
⇒
∫
Q
ψ(|uj|) dx
(7.77)
≥ c′′2njα(Tj)
2
Dn−λj
| log2Dj|ϑ
| log2Dj |ϑ6cjϑ≥ c′′2njα(Tj)
2
Dn−λj
cjϑ
(7.62)
= C · 2nj · α(Tj) · 2
−njjϑ
jϑ
= C · α(Tj) (7.76)→ ∞ bei j →∞.
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Fall 2: λ = n, ϑ > 0.∫
Q
ψ(|uj|) dx
(7.77)
≥ c′′ · α(Tj)
2
2njDn−λj
| log2Dj|ϑ
λ=n
= c′′ · α(Tj)
2
2nj
| log2Dj |ϑ
= c′′ · α(Tj)
2
(7.76)→ ∞ bei j →∞.
Wir benutzen hier, dass | log2Dj|ϑ = 2nj .
Also gilt in beiden Fa¨llen ∫
Q
ψ(|uj|) dx j→∞−→ ∞.
Darum gibt es fu¨r jedes K2 > 0 ein j ≥ j0 mit:∫
uj 6=0
α(|uj|)|uj|q| log2 |uj||
qϑ
λ dx =
∫
Q
ψ(|uj|) dx > K2.
Und wir haben schon bewiesen:
∀ j ≥ j0, ∀BR(x0) :
∫
BR(x0)
|∇uj|p dx ≤ K1 R
n−λ
| logR|ϑ .
Das beweist den Satz 7.4. 2
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Kapitel 8
Abscha¨tzungen fu¨r Funktionen u ∈W 1,1(Ω) mit:
∀BR(x0) :
∫
BR(x0)
φ(|∇u(x)|)dx ≤ K R
n−λ
| logR|ϑ
Fu¨r diesen Kapitel setzen wir voraus, dass φ = tp log(t+2)α ist, und beweisen
noch ein Mal die Behauptungen aus Kapiteln 4 und 5 fu¨r anderen, fu¨r unsere
Zwecke nu¨tzlichen Banach-Ra¨ume.
Dieser Kapitel hat der folgenden Aufbau:
Sektion 8.1: Wir beweisen
• Erweiterungssatz, d.h. Existenz eines Erweiterungsoperators im spe-
ziellen Raum.
• Satz u¨ber stu¨ckweise lineare Approximation.
• Symmetrisationssatz.
Um die Darstellung zu vereinfachen wird den Begriff eines Banach-
Raumes nicht eingefu¨hrt. Spa¨ter sehen wir, dass wir auch ohne diese De-
finition auskommen.
Sektion 8.2 Hier wird die Abscha¨tzung mit λ = p, α+ ϑ ≥ 0 bewiesen.
Sektion 8.3 Wir behandeln die gleiche Abscha¨tzung wie in vorige Sektion fu¨r
[λ > p und α, ϑ— beliebig] oder [λ = p, α + ϑ < 0].
Sektion 8.4 Es wird ein Beweis u¨ber die Optimalita¨t der Resultate aus Sek-
tionen 8.2.1 und 8.3 geliefert.
8.1 Hilfsresultate
8.1.1 Erweiterungssatz
Im Kapitel 8 setzen wir immer voraus, dass die Funktion φ : R≥0 → R≥0
konvex und glatt ist.
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Weiter werden wir die Funktionen u ∈W 1,1(Ω) mit∫
BR(x0)∩Ω
φ(|∇u|)dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2, x0,
∫
Ω
φ(|u|)dx ≤ K
behandeln. Dafu¨r brauchen wir die “Orlicz-Varianten” von Satz 4.1, Lemmata
5.2 und 5.4.
Der Satz 4.1 in der “Orlicz-Variante” sieht folgendermaßen aus:
Satz 8.1 (“Orlicz-Variante” des Erweiterungssatzes)
Sei Ω ⊂ Rn ein beschra¨nktes offenes Lipschitzgebiet und φ : R≥0 → R≥0
konvex, φ(0) = 0.
Dann gibt es Ω′ ⊂⊂ Rn und einen linearen Erweiterungsoperator
E : W 1,1(Ω)→W 1,10 (Ω′),
so dass Ω′ ⊃ Ω, Eu|Ω = u ∀u : Ω→ R und(
∀R ≤ 1/2 :
∫
BR(.)∩Ω
φ(|∇u|)dx ≤ K R
n−λ
| logR|ϑ und
∫
Ω
φ(|u|)dx ≤ K
)
⇒
∀R ≤ 1/2 :
∫
BR(.)
φ(c′|∇Eu|)dx ≤ cK R
n−λ
| logR|ϑ ,
fu¨r die Konstanten c, c′ > 0.
Wir benutzen fu¨r den Beweis dieses Satzes die Form der Jensenschen Unglei-
chung
Lemma 8.1 Sei φ konvex.
Wenn ∀ i = 1, . . . , m : C ≥ ∫
Λ
φ(m|vi|)dx, dann gilt auch:
C ≥
∫
Λ
φ
(
m∑
i=1
|vi|
)
dx.
Beweis:
C ≥ 1
m
m∑
i=1
∫
Λ
φ(m|vi|)dx =
∫
Λ
1
m
m∑
i=1
φ(m|vi|)dx
φkonvex
≥
∫
Λ
φ
(
m∑
i=1
|vi|
)
dx.
2
Beweis von Satz 8.1: Der Beweis verla¨uft analog zum Beweis von Satz 4.1.
Da Ω ein Lipschitzgebiet ist, gibt es fu¨r jedes x ∈ ∂Ω eine Umgebung U(x)
und eine Orthonormalbasis {e1, . . . , en−1, ν} mit folgender Eigenschaft:
Sei P ist die orthogonale Projektion der U(x) auf lin{e1, . . . , en−1},
94
W = P (U(x)) (⇒W ⊂ lin{e1, . . . , en−1}).
Dann gibt es eine Lipschitz-Funktion ξ : W → R, so dass:
wenn [ (y, t) ∈W × R und y + tν ∈ U(x) ],
dann
[
y + tν ∈ Ω⇔ t < ξ(y)
und y + tν ∈ ∂Ω⇔ t = ξ(y)
]
.
Betrachten wir ∀x ∈ ∂Ω eine Umgebung U∗(x) ⊂⊂ U(x).
Dann ist {U∗(x)|x ∈ ∂Ω} eine offene U¨berdeckung von ∂Ω.
∂Ω ist kompakt (weil Ω beschra¨nkt und ∂Ω = Ω ∩ ∁Ω abgeschlossen ist).
Wir wa¨hlen aus der offenen U¨berdeckung {U∗(x)|x ∈ ∂Ω} von ∂Ω eine
endliche Teilu¨berdeckung {U∗1 , . . . , U∗k}.
Fu¨r jedes U∗i gibt es auch:
eine Menge Ui ⊃⊃ U∗i , eine Basis {ei1, . . . , ein−1, νi}, Pi = eine orthogonale
Projektion von Ui auf lin{ei1, . . . , ein−1}, Wi := Pi(Ui), ξi : Wi → R ist
Lipschitz-Funktion, fu¨r die gilt:
wenn [ (y, t) ∈Wi × R und y + tνi ∈ Ui ],
dann
[
y + tνi ∈ Ω⇔ t < ξi(y)
und y + tνi ∈ ∂Ω⇔ t = ξi(y)
]
.
(8.1)
Betrachten wir fu¨r i ≥ 1 neben der Lipschitz-Funktion ξi auch die Funktion
ψi : Wi + Rν
i → Rn , die folgendermaßen definiert ist:
ψi(y + tν
i) := y + (2ξi(y)− t)νi ∀ (y, t) ∈Wi × R. (8.2)
Offensichtlich ist ψi eine Lipschitz-Funktion genauso wie ξi und es gilt:
ψ−1i = ψi wegen (8.2),
∀x ∈ ∂Ω ∩ Ui : ψi(x) = x, (8.3)
denn
[ (y, t) ∈Wi ×R und y + tνi ∈ ∂Ω ∩ Ui ] (8.1)⇒ t = ξi(y).
Außerdem
ψi(y + ξi(y)ν
i)
(8.2)
= y + ξi(y)ν
i.
Sei Ωi := U
∗
i ∩ ψi(U∗i ).
Dann ist
Ωi ⊂ U∗i ⊂⊂ Ui, ψi(Ωi) = Ωi und ∂Ω ∩ Ωi = ∂Ω ∩ U∗i
wegen (8.3) und der Wahl von Ωi.
Deshalb
∂Ω ⊂
k⋃
i=1
Ωi, weil ∂Ω ⊂
k⋃
i=1
U∗i
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und auch
ψi(Ωi − Ω) = Ωi ∩ Ω
(weil ψi(Ωi) = Ωi, ∀x ∈ Ωi : x 6∈ Ω (8.1),(8.2)⇔ ψi(x) ∈ Ω).
Sei weiter
Ω−1 := ∁Ω, Ω0 := Ω.
Dann ist {Ωi|−1 ≤ i ≤ k} eine offene U¨berdeckung des Rn. Nach dem Satz
von der Zerlegung der 1 gibt es eine Familie von Funktionen π−1, π0, . . . , πk ∈
C∞(Rn) mit:
0 ≤ πi(.) ≤ 1, trg(πi) ⊂ Ωi und ∀x ∈ Rn :
k∑
i=−1
πi(x) = 1.
Dann
∀x ∈ Ω : π−1(x) = 0, darum ∀x ∈ Ω :
k∑
i=0
πi(x) = 1.
Wir sehen:
Eu(x) :=

u(x) x ∈ Ω,
k∑
i=1
πi(x)u(ψi(x)) x 6∈ Ω. (8.4)
Also ist Eu(x) definiert f.u¨. auf Rn.
Wir zeigen nun: Sei Eju(x) :=
d
dxj
Eu(x) ∀x 6∈ ∂Ω, ∀j = 1, . . . , n.
Dann ist Eju tatsa¨chlich die j-te schwache Ableitung vom Eu auf R
n.
Mit anderen Worten mu¨ssen wir beweisen, dass
∀v ∈ C∞0 (Rn) :
∫
Rn
Eju(x)v(x)dx = −
∫
Rn
Eu(x)Djv(x)dx,
wobei Dj :=
d
dxj
.
Wir haben:∫
Rn
Eju(x)v(x) dx =
∫
Ω
DjEu(x)v(x) dx+
∫
Rn−Ω
DjEu(x)v(x) dx.
Sei η(x) = (η1(x), . . . , ηn(x) ) die a¨ußere Normale von Ω in x ∈ ∂Ω
(η(x) existiert f.u¨. auf ∂Ω).
Dann ∫
Ω
DjEu(x)v(x)dx =
∫
∂Ω
u(x)v(x)ηj(x)dS −
∫
Ω
Eu(x)Djv(x)dx,
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und ∫
Rn−Ω
DjEu(x)v(x)dx =
∫
∂Ω
k∑
i=1
πi(x)u(ψi(x))v(x)(−ηj(x))dS
−
∫
Rn−Ω
Eu(x)Djv(x)dx.
Wegen (8.2) haben wir, dass ∀x ∈ Ωi ∩ ∂Ω : ψi(x) = x, darum
∀x ∈ ∂Ω :
k∑
i=1
πi(x)u(ψi(x)) = u(x)
⇒
∫
Rn
Eju(x)v(x) dx
s.o.
=
∫
∂Ω
=0︷ ︸︸ ︷
(u(x)−
∑
16i6k
πi(x)u(ψi(x))) v(x)ηj(x)dS
−
∫
Rn
Eu(x)Djv(x)dx
⇒
∫
Rn
Eju(x)v(x) dx = −
∫
Rn
Eu(x)Djv(x)dx ∀v ∈ C∞0 (Rn).
Also ist Eju tatsa¨chlich die j-te schwache Ableitung von Eu.
Um Satz 8.1 zu beweisen genu¨gt es zu zeigen: ∃ c1 > 0, c2 > 0 mit:
Sei ∀R ≤ 1/2 :
∫
BR(x0)∩Ω
φ(|∇u|) dx ≤ K R
n−λ
| logR|ϑ und
∫
Ω
φ(|u|) dx ≤ K.
(8.5)
Dann
∀R ≤ 1/2 :
∫
Bc1R(x0)
φ(c′|∇Eu|) dx ≤ c2K R
n−λ
| logR|ϑ . (8.6)
(Wegen (3.3) spielt der Wert von c1 > 0 keine Rolle.)
Wir zeigen nun, dass (8.5)⇒ (8.6).
Tatsa¨chlich, sei Bedingung (8.5) erfu¨llt. Dann zeigen wir,
c2K
Rn−λ
| logR|ϑ ≥
∫
Bc1R(.)
φ(c′|∇Eu|) dx
=
∫
Bc1R(.)−Ω
φ(c′|∇Eu|) dx+
∫
Bc1R(.)∩Ω
φ(c′|∇Eu|) dx︸ ︷︷ ︸
=
∫
Bc1R
(.)∩Ω φ(c
′|∇u|)dx. gut.
.
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Wir mu¨ssen also nur beweisen, dass fu¨r passende c, c1, c
′ > 0:
cK
Rn−λ
| logR|ϑ ≥
∫
Bc1R(.)−Ω
φ(c′|∇Eu|) dx
(8.4)
=
∫
Bc1R(.)−Ω
φ
(
c′
∣∣∣ k∑
i=1
∇x(πi(x)(u ◦ ψi)(x))
∣∣∣) dx.
Wegen des Lemmas 8.1 genu¨gt es zu zeigen, dass ∀i ≥ 1 :
cK
Rn−λ
| logR|ϑ
(⋆)
≥
∫
Bc1R(.)−Ω
φ(kc′|∇x(πi(x)(u(ψi(x)))|) dx
=
∫
Bc1R(.)−Ω
φ(kc′|(∇πi(x))(u(ψi(x))
+πi(x)∇x(u(ψi(x)))|) dx.
Wir wissen,
∀i ≥ 1 : πi ∈ C∞0 (Rn)⇒ πi(x),∇πi(x) sind beschra¨nkt.
Außerdem, trg(πi) ⊂ Ωi und∫
Λ
φ(a(x) + b(x)) dx ≤ 1
2
∫
Λ
φ(2a(x)) + φ(2b(x)) dx.
Wir sehen: um (⋆) zu beweisen, mu¨ssen wir nur zeigen: ∃ c1, c′ > 0 , fu¨r die
cK
Rn−λ
| logR|ϑ ≥
∫
Bc1R(.)∩(Ωi−Ω)
φ(c′|(u(ψi(x))|) + φ(c′|∇(u(ψi(x))|) dx = (∗∗)
(8.7)
Wir benutzen die Substitution “y = ψi(x)” in (∗∗).
Aus (8.2) folgt: ∀ Gebiete A ⊂ Ωi : |ψi(A)| = |A|.
Darum haben wir (symbolisch) dy = dx fu¨r y = ψi(x).
⇒ (∗∗)
y=ψi(x)
dy=dx
=
∫
ψi(Bc1R)∩Ωi∩Ω
existiert f.u¨. im Ωi∩Ω︷ ︸︸ ︷
φ(c′|u(y)|) + φ(c′|∇u(y)∇ψi(x)|) dy. (8.8)
Wir haben hier benutzt, dass ψi(Ωi − Ω) = Ωi ∩ Ω (s.o.) und
∇ψi existiert f.u¨., da ψi–Lipschitz-Funktion.
Aus der Lipschitzstetigkeit der ψi folgt auch:
fu¨r eine Konstante c1 > 0
|∇ψi(x)| ≤ 1c1 (wo ∇ψi(x) existiert)
und ψi(Bc1R(x0)) ⊂ BR(ψi(x0)).
}
(8.9)
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Wegen (8.7),(8.8),(8.9) mu¨ssen wir zum Beweis vom Satz 8.1 noch nur zeigen:
cK
Rn−λ
| logR|ϑ ≥
∫
BR(.)∩Ω∩Ωi
φ(c′|u(y)|)dy +
∫
BR(.)∩Ω∩Ωi
φ(c′|∇u(y)|)dy︸ ︷︷ ︸
gut
.
Sei TR := BR(x0) ∩ Ω ∩ Ωi. Wir mu¨ssen also nur zeigen:
Fu¨r geeignete c, c′ > 0 :
cK
Rn−λ
| logR|ϑ ≥
∫
TR
φ(c′|u(y)|)dy.
Aber wir wissen (nach (8.1)):
Ω ∩ Ui = Ui ∩ {x+ tνi| x ∈Wi, t < ξi(x)},
ξi–Lipschitz-Funktion und Ui ⊃⊃ Ωi.
Dann gibt es einen beschra¨nkten Kegel Γi := {tx| 0 ≤ t ≤ 1, x ∈ Bri(xi0)}
fu¨r ein Bri(x
i
0), so dass ∀x ∈ Ω ∩ Ωi : x+ Γi ⊂ Ω ∩ Ui.
Wir wa¨hlen Γi so, dass ∀ i : diam(Γi) ≤ 1 .
Die Wahl von TR und Γi gibt:
TR + Γi ⊂ Ω und TR ⊂ BR(.).
Deswegen
1
|Γi|
∫
Γi
dγ
∫
TR
φ(|u(x+ γ)|)dx = 1|Γi|
∫
TR
dx
∫
Γi
φ(|u(x+ γ)|)dγ
≤ 1|Γi|
∫
TR
dx
≤K︷ ︸︸ ︷∫
Ω
φ(|u(y)|)dy
≤ |TR||Γi|K ≤
|BR|
|Γi| K = cKR
n
Wir haben
1
|Γi|
∫
Γi
dγ
∫
TR
φ(|u(x+ γ)|)dx ≤ cKRn.
Folglich,
∃γ0 ∈ Γi :
∫
TR
φ(|u(x+ γ0)|)dx ≤ cKRn. (8.10)
Hierbei ist
|γ0| ≤ max
i
diam(Γi) ≤ 1.
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Um den Beweis von Satz 8.1 abzuschließen, mu¨ssen wir nur zeigen, dass
cK
Rn−λ
| logR|ϑ ≥
∫
TR
φ
(
1
2
|u|
)
dx.
Dies folgt so:
u(x) = u(x+ γ0)−
∫ 1
0
d
dt
u(x+ tγ0)dt.
Darum (fu¨r γ0 aus (8.10) )
2
∫
TR
φ
(
1
2
|u(x)|
)
dx = 2
∫
TR
φ
(
1
2
∣∣∣u(x+ γ0)− ∫ 1
0
d
dt
u(x+ tγ0)dt
∣∣∣) dx
≤
≤cKRn (wg.(8.10))︷ ︸︸ ︷∫
TR
φ(|u(x+ γ0)|)dx+
∫
TR
φ
(∣∣∣ ∫ 1
0
d
dt
u(x+ tγ0)dt
∣∣∣) dx
≤ cKRn +
∫
TR
dx
∫ 1
0
φ
(∣∣∣∣ ddtu(x+ tγ0)
∣∣∣∣) dt
= cKRn +
∫ 1
0
dt
∫
TR
φ
( ≤|γ0||∇u(x+tγ0)|︷ ︸︸ ︷∣∣∣ d
dt
u(x+ tγ0)
∣∣∣ )dx
(
Wir wissen:
|γ0| ≤ 1
)
≤ cKRn +
∫ 1
0
dt
≤K Rn−λ| logR|ϑ︷ ︸︸ ︷∫
TR+tγ0︸ ︷︷ ︸
⊂BR(.)
φ(|∇u(x)|)dx
≤ cK R
n−λ
| logR|ϑ .
2
8.1.2 Stu¨ckweise lineare Approximation (Lemma 8.2)
Nun beweisen wir die “Orlicz-Variante” von Lemma 5.2.
Wie in Lemma 5.2 definieren wir
Qd := [0; d]
n.
Nun benutzen wir den Raum FT0(Qd), der auf Seite 31 definiert wurde.
Eigentlich ist fu¨r uns nur folgende Eigenschaft von FT0(Qd) wichtig:
Sei g ∈ C∞0 (Qd). Dann existiert eine Folge (fi)i∈N, fi ∈ FT0(Qd), dass
| g − fi | → 0 gleichma¨ßig und
| ∇g −∇fi | → 0 gleichma¨ßig. (8.11)
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Wir beweisen nun folgendes
Lemma 8.2 Sei φ : R≥0 → R≥0 konvex, ψ : R≥0 → R≥0 stetig.
Dann existieren Konstanten c, c′ > 0, fu¨r die gilt:
Wenn ∀ f ∈ FT0(Qd) folgende Inklusion erfu¨llt ist:(∫
BR(x0)
φ(c′|∇f |)dx ≤ cK Rn−λ| logR|ϑ ∀R ≤ 1/2
)
⇒ ∫
Qd
ψ(|f |)dx ≤ K1,
dann gilt auch ∀u ∈W 1,1(Ω):(∫
BR(x0)
φ(|∇u|)dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 &
∫
Ω
φ(|u|)dx ≤ K
)
⇒∫
Ω
ψ(|u|)dx ≤ K1.
Beweis: Wenn ∀u ∈W 1,p(Ω) trg(Eu) ⊂⊂ [0; d]n gilt, ist der Beweis ein-
fach:
Wir substituieren
“g(x) = ωh ∗ (Eu(x))”
in den Formeln (8.11) , wobei E der Erweiterungsoperator aus Satz 8.1 und
ωh ein Standardkern ist. Fu¨r h→ 0+ bekommen wir Lemma 8.2.1
Sonst ko¨nnen wir “die La¨ngeneinheit so vera¨ndern”, dass danach
∀u : Ω→ R gilt: trg(Eu) ⊂⊂ [0; d]n
(diese Mo¨glichkeit ist auf Seite 3.3 erkla¨rt). 2
8.1.3 Symmetrisation (Lemma 8.3)
Lemma 5.4 ist interessanter. In der “Orlicz-Variante” sieht dieses Lemma so
aus:
Lemma 8.3 Sei f :W → R≥0, wobei W ein n-dim Wu¨rfel ist, f ≥ 0.
Außerdem sei f stetig und trg f mit konvexen Polyedern P1, . . . , Pk ge-
pflastert, auf jedem Pi gelte: f linear.
Außerdem gelte |trg f | ≤ c1|W | mit c1 aus Lemma A.1.
Weiter sei g : BR(0)→ R Symmetrisation von f, |BR| = |W |,
φ : R≥0 → R≥0 konvex, φ(0) = 0.
Dann gilt:
1. g ist stetig.
2.
∫
BR(0)
φ(c2|∇g|) dx ≤
∫
W
φ(|∇f |) dx mit c2 aus Lemma A.1.
Beweis:
Den ersten Punkt beweist man wie in Lemma 5.4.
1wir benutzen dabei Stetigkeit von ψ und Lemma von Fatou
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Beweis von 2. :
∫
BR(0)
φ(c2|∇g|) dx ≤
∫
W
φ(|∇f |) dx.
Sei
T := sup
W
f(x).
Sei auch
ψ(t) :=
∫
f(x)≤t
φ(|∇f |)dx. (8.12)
Dann ist ψ(.) wachsend, woraus folgt, dass die Ableitung ψ′ f.u¨. existiert.
Außerdem ist ψ(.) stetig. Tatsa¨chlich:
∀ t ∈ (0;T ) :
ψ(t+ 0)− ψ(t− 0) = lim
ε→+0
∫
t−ε<f(x)≤t+ε
φ(|∇f |)dx =
∫
f(x)=t
φ(|∇f |)dx
=
∑
i
|(f(x) = t) ∩ Pi|︸ ︷︷ ︸
=0 bei ∇f(x∈Pi)6=0
φ(|∇f(x ∈ Pi)|) = 0,
weil ∇f = const auf Pi ∀ i und φ(0) = 0.
Also ist ψ wachsend und stetig. Darum ist ψ′ = d
dt
ψ(t) f.u¨. definiert und
∫
W
φ(|∇f |)dx = ψ(T ) =
∫ T
0
ψ′(t)dt+
=0︷︸︸︷
ψ(0) =
∫ T
0
ψ′(t)dt
Weiter gilt in jedem Punkt t, wo ψ′(t) existiert (also f.u¨. auf [0;T ] ):
ψ′(t) = lim
ε→0
ψ(t+ ε)− ψ(t)
ε
(8.12)
= lim
ε→0
1
ε
∫
t<f(x)≤t+ε
φ(|∇f |)dx
=
k∑
i=1
lim
ε→0
1
ε
∫
(t<f(x)6t+ε)∩Pi
φ(|∇f |)dx
=
k∑
i=1
lim
ε→0
|(t < f(.) 6 t+ ε) ∩ Pi|
ε
φ(|∇f(x ∈ Pi)|).
Wir benutzen dabei, dass |∇f | = const auf Pi.
Also ist
ψ′(t) =
k∑
i=1
lim
ε→0
|(t < f(.) ≤ t+ ε) ∩ Pi|
ε
φ(|∇f(x ∈ Pi)|). (8.13)
Seien | . . . |F–Fla¨cheninhalt und
Γt := (f(.) = t).
Dann kann man leicht sehen, dass fu¨r fast alle t ∈ [0;T ] gilt:
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a) Γt ist eine n−1-dimensionale Mannigfaltigkeit und |Γt|F =
∑
i
|Γt∩Pi|F .
b) bei genu¨gend kleinem ε : die Menge (t < f(.) ≤ t+ ε)∩Pi hat entweder
die “Dicke” ε|∇f(x∈Pi)| oder ist ∅ (da f |Pi linear).
Folgende U¨berlegungen funktionieren sogar bei φ(0) 6= 0:
Fu¨r fast alle t ∈ [0;T ] :
|(t < f(.) ≤ t+ ε) ∩ Pi| = |Γt ∩ Pi|F · ε|∇f(x ∈ Pi)| + o(ε).
Folglich,
ψ′(t)
(8.13)
=
k∑
i=1
lim
ε→0
|(t < f(.) 6 t+ ε) ∩ Pi|
ε
φ(|∇f(x ∈ Pi)|)
s.o.
=
k∑
i=1
|Γt ∩ Pi|F · φ(|∇f(x ∈ Pi)|)|∇f(x ∈ Pi)| =
∫
Γt
φ(|∇f |)
|∇f | dS
f.u¨. auf [0;T ]. Also gilt
ψ′(t) =
∫
Γt
φ(|∇f |)
|∇f | dS, (8.14)
woraus folgt∫
W
φ(|∇f |)dx (8.12)=
∫ T
0
ψ′(t)dt
(8.14)
=
∫ T
0
dt
∫
Γt
φ(|∇f |)
|∇f | dS. (8.15)
Nach Definition ist g : BR(0)→ R Symmetrisation von f .
Sei
Gt := ∂(g(.) > t). (8.16)
Wir ko¨nnen beweisen:∫
BR(0)
φ(c2|∇g|)dx =
∫ T
0
dt
∫
Gt
φ(c2|∇g|)
|∇g| dS. (8.17)
Tatsa¨chlich,
∃ξ : [0;R]→ R mit g(t) = ξ(|t|).
Hierbei ist ξ fallend und stetig (⇒ ξ′ existiert f.u¨. auf [0;T]).
Sei
ϕ(t) := φ(c2t).
Dann∫
BR(0)
ϕ(|∇g|)dx = |Sn−11 |
∫ R
0
ϕ(|ξ′(r)|)rn−1dr ξ fallend=
∫ T
ξ=0
ϕ(|ξ′(r)|)
|ξ′(r)| |S
n−1
r |
ξ′dr︷︸︸︷
dξ .
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Sei jetzt ξ(r) = t. Wenn ξ′(r) 6= 0 (das gilt fu¨r fast alle t), dann haben wir:
Gt
(8.16)
= (g(.) = t) = Sn−1r , |∇g(x)|x∈Gt ≡ |ξ′(r)|.
Wir sammeln alle Resultate∫
BR(0)
ϕ(|∇g|)dx ξ(r)=t=
∫ T
t=0
ϕ(|ξ′(r)|)
|ξ′(r)| |Gt|F︸ ︷︷ ︸
=
∫
Gt
ϕ(|∇g|)
|∇g| dS
dt =
∫ T
t=0
dt
∫
Gt
ϕ(|∇g|)
|∇g| dS.
Mit anderen Worten,∫
BR(0)
φ(c2|∇g|)dx =
∫ T
0
dt
∫
Gt
φ(c2|∇g|)
|∇g| dS.
Wir wollen jetzt beweisen, dass∫
Γt
|∇f |−1dS = lim
ε→0
1
ε
∫
t<f(x)≤t+ε
1dt. (8.18)
Fu¨r diesen Beweis setzen wir voraus, dass φ(·) ≡ 1.
Aber dann impliziert (8.12), dass
ψ′(t) =
d
dt
(∫
f(x)≤t
1dx
)
,
und darum ∫
Γt
|∇f |−1dS (8.14)= ψ′(t)︸︷︷︸
beiφ≡1
= lim
ε→0
1
ε
∫
t<f(x)≤t+ε
1dt.
Wenn ∇g existiert und auf Gt nicht verschwindet, dann
(da |∇g| = const auf Gt) haben wir ebenso:
Da g(x) = ξ(|x|), t = ξ(r),∫
Gt
|∇g|−1dS = |ξ′(r)|−1|Gt|F =
∣∣∣∣limε→0 1ε
∫ t+ε
ξ(r)=t
|Gξ(r)|F dr
∣∣∣∣
= lim
ε→0
|(t < g(.) 6 t+ ε)|
ε
= lim
ε→0
|(g > t)| − |(g > t+ ε)|
ε
(5.8)
= lim
ε→0
|(f > t)| − |(f > t+ ε)|
ε
= lim
ε→0
|(t < f(.) 6 t+ ε)|
ε
(8.18)
=
∫
Γt
|∇f |−1dS.
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Also ist∫
Gt
|∇g|−1dS =
∫
Γt
|∇f |−1dS fu¨r fast alle t ∈ [0;T ]. (8.19)
Im Weiteren wird φ wie am Anfang des Satzes definiert.
Sei
µ(x) := |∇f(x)|−1 und α(t) := φ(t−1)t. (8.20)
Aus der Konvexita¨t von φ folgt die Konvexita¨t von α. In der Tat:
α′(t) = −φ′(t−1)
t
+ φ(t−1)
α′′(t) = φ
′′(t−1)
t3
≥ 0, wenn φ konvex, t > 0.
Wir haben∫
W
φ(|∇f |)dx (8.15)=
∫ T
0
dt
∫
Γt
φ(|∇f |)
|∇f | dS =
∫ T
0
dt
∫
Γt
α(µ(x))dS.
Weil α : R≥0 → R≥0 konvex ist, haben wir nach der Jensenschen Ungleichung
(vgl. [6, S.621]), dass
1
|Λ|
∫
Λ
α(v)dx ≥ α
(
1
|Λ|
∫
Λ
v dx
)
.
Damit gilt fu¨r fast alle t ∈ [0;T ]:
1
|Γt|F
∫
Γt
α(µ(x)) dS ≥ α
(
1
|Γt|F
∫
Γt
µ(x) dS
)
(8.19),(8.20)
= α
(
1
|Γt|F
∫
Gt
|∇g|−1 dS
)
(|∇g| = const auf Gt) = α
( |Gt|F
|Γt|F |∇g(x ∈ Gt)|
−1
)
.
Folglich,
∫
Γt
α(µ(x))dS ≥ |Γt|F|Gt|F
∫
Gt
α
( |Gt|F
|Γt|F |∇g|
−1
)
dS
(8.20)
=
∫
Gt
φ
(
|Γt|F
|Gt|F |∇g|
)
|∇g| dS.
Aber |Γt|F
|Gt|F ≥ c2 f.u¨.
mit c2 aus Lemma A.1 (diesen Fakt beweisen wir spa¨ter).
Des Weiteren ist φ wachsend. Also gilt∫
Γt
α(µ(x))dS ≥
∫
Gt
φ(c2|∇g|)
|∇g| dS.
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Wir sammeln alle Resultate:∫
W
φ(|∇f |)dx =
∫ T
0
dt
∫
Γt
α(µ(x))dS
≥
∫ T
0
dt
∫
Gt
φ(c2|∇g|)
|∇g| dS
(8.17)
=
∫
BR(0)
φ(c2|∇g|)dx.
Damit haben wir ∫
W
φ(|∇f |)dx ≥
∫
BR(0)
φ(c2|∇g|)dx.
Zum Beweis von Lemma 8.3 mu¨ssen wir nur noch zeigen: |Γt|F|Gt|F ≥ c2 u¨berall
wo Γt Mannigfaltigkeit ist (also f.u¨. auf [0;T]). Hierbei ist c2 die Konstante
aus Lemma A.1.
Sei jetzt Ft := ∂(f(.) > t). (8.21)
Wir zeigen, dass
|Ft|F
|Gt|F ≥ 1 und
|Γt|F
|Ft|F ≥ c2.
(Daraus folgt dann wegen |Γt|F|Gt|F =
|Γt|F
|Ft|F ·
|Ft|F
|Gt|F ≥ c2 die Behauptung).
Zeige: |Ft|F|Gt|F ≥ 1.
Wir wissen: Ft = ∂(f(.) > t), Gt = ∂(g(.) > t), wobei
|(f(.) > t)| (5.8)= |(g(.) > t)| und (g(.) > t) eine Kugel ist.
Daher ist |Ft|F ≥ |Gt|F , da eine Kugel den kleinsten Fla¨cheninhalt unter
allen (nicht unbedingt zusammenha¨ngenden) Gebieten mit gleichen Volumen
hat. Also ist |Ft|F|Gt|F ≥ 1.
Zeige: |Γt|F|Ft|F ≥ c2.
Sei t fixiert,
G := (f(.) > t), Γ˜ := ∂G \ ∂W.
Man sieht leicht, dass
Γt = (f(.) = t)
(∗)
⊇ ∂(f(.) > t) \ ∂W = ∂G \ ∂W = Γ˜,
wobei (∗) wegen f ∈ C(W ) gilt. Also haben wir
|Γt|F ≥ |Γ˜|F . (8.22)
Außerdem ist G = (f(.) > t) und deshalb |G| ≤ |trg f | ≤ c1|W | nach
Voraussetzung. Also ist
G ⊂Wu¨rfel W, |G| ≤ c1|W | und Γ˜ = ∂G \ ∂W.
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Dann folgt aus Lemma A.1: |Γ˜|F ≥ c2|∂G|F .
Außerdem ist ∂G = ∂(f(.) > t)
(8.21)
= Ft. Darum gilt |Γ˜|F ≥ c2
=|∂G|F︷ ︸︸ ︷
|Ft|F .
Also ist |Γt|F
(8.22)
≥ |Γ˜|F ≥ c2|Ft|F , mit anderen Worten, |Γt|F|Ft|F ≥ c2, und
das Lemma ist bewiesen. 2
8.2 Einfache Ergebnisse
Fu¨r die Sa¨tze 6.1, 6.2 und 7.2 ist alles komplizierter. Wenn wir beweisen wollen,
dass(∫
BR(x0)∩Ω
φ(|∇u|)dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|)dx ≤ K
)
⇒∫
Ω
ψ(|u|)dx ≤ K1
fu¨r bestimmte Funktionen φ und ψ (ψ soll optimal sein), dann haben wir
schon bei φ(t) = tp gesehen, dass die Abha¨ngigkeit zwischen φ und ψ sehr
kompliziert ist. Es ist schwer, den Operator A zu finden, fu¨r den ψ = Aφ.
Das heißt, dass wir die Funktion φ konkretisieren mu¨ssen.
Wir werden das Symbol “∼” benutzen, das hier folgendermaßen definiert ist:
Definition 8.1 Sei φ, ψ : R≥0 → R≥0. Dann φ ∼ ψ, wenn
∃T, C, c > 0, so dass ∀t ≥ T : cφ(t) ≤ ψ(t) ≤ Cφ(t).
Man kann leicht zeigen:
Wenn entweder p = 1, α ≥ 0 oder p > 1, α ∈ R,
dann existiert eine konvexe Funktion φ : R≥0 → R≥0 mit φ(0) = 0,
so dass φ(t) ∼ tp| log(t+ 2)|α.
Wir ko¨nnen dabei immer voraussetzen, dass φ(t) 6= 0, wenn t 6= 0 (damit
haben wir Garantie, dass φ invertierbar ist).
8.2.1 Der Fall “α+ ϑ ∈ [0, p)” (Satz 8.2)
Wir bekommen die “Orlicz-Variante” von Satz 6.1:
Satz 8.2 Sei φ : R≥0 → R≥0 konvex, φ(0) = 0, φ(t) ∼ tp| log(t+ 2)|α.
Sei auch∫
BR(x0)∩Ω
φ(|∇v|)dx ≤ K R
n−p
| logR|ϑ ∀R ≤ 1/2,
∫
Ω
φ(|v|)dx ≤ K
und α + ϑ ∈ [0; p).
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Dann ∃ β > 0, so dass ∫
Ω
eβ|v|
p
p−(α+ϑ)
dx ≤ K¯.
Beweis: Wegen des Erweiterungssatzes 8.1 ko¨nnen wir Satz 8.2 so umfor-
mulieren:
Sei u := Ev, E ist der Erweiterungsoperator aus dem Satz 8.1. Wir be-
trachten eine konvexe Funktion φ : R≥0 → R≥0, φ(0) = 0, φ(t) 6= 0, wenn
t 6= 0 und φ(t) ∼ tp| log(t+ 2)|α.
Sei weiterhin∫
BR(x0)
φ(|∇u|)dx ≤ K R
n−p
| logR|ϑ ∀R ≤ 1/2,
∫
Ω
φ(|∇u|)dx ≤ K
und α+ ϑ ∈ [0; p).
Dann
∃ β > 0 :
∫
Ω
eβ|v|
p
p−(α+ϑ)
dx ≤ K¯.
Wir wissen: u : Rn → R, trg u ⊂ Ω′ ⊂⊂ Rn, Ω ⊂ Ω′. Dann gilt
φ
(
1
|BR|
∫
BR(x0)
|∇u|dx
)
≤ 1|BR|
∫
BR(x0)
φ(|∇u|)dx ≤ K1 R
−p
| logR|ϑ . (8.23)
Aber die Funktion φ ist invertierbar und wachsend. Außerdem gilt
φ(t) ∼ tp| log(t+ 2)|α ⇒ φ−1(t) ∼ t1/p| log(t+ 2)|−α/p
⇒ φ−1(t) ≤ C1t1/p| log(t+ 2)|−α/p + C2.
Darum folgt aus (8.23) fu¨r jedes R ∈ (0; 1/2] :
1
|BR|
∫
BR(x0)
|∇u|dx ≤ φ−1
(
K1
R−p
| logR|ϑ
)
R61/2
≤ K2 R
−1
| logR|ϑp+αp
+K3
⇒
∫
BR(x0)
|∇u|dx ≤ K4 R
n−1
| logR|ϑp+αp
+K5R
n
R61/2
≤ K6 R
n−1
| logR|ϑp+αp
.
Aus Satz 6.1 folgt:∫
Ω
eβ|u|
p
p−(α+ϑ)
dx =
∫
Ω
eβ|u|
1
1−(αp +ϑp )
dx
Satz 6.1≤ K¯
fu¨r passendes β > 0, weil α + ϑ ∈ [0; p) (⇔ α/p+ ϑ/p ∈ [0; 1)). 2
Analog, wenn ϑ+ α = p, dann gilt(∫
BR(x0)∩Ω
φ(|∇u|)dx ≤ K R
n−p
| logR|ϑ ∀R ≤ 1/2 und ‖u‖1 ≤ K
)
⇒
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∫
Ω
ee
β|u|
dx ≤ K¯
und, wenn ϑ+ α > p, dann gilt∫
BR(x0)∩Ω
φ(|∇u|)dx ≤ K R
n−p
| logR|ϑ ∀R ≤ 1/2 ⇒ u ∈ C(Ω).
Bemerkung 8.1 Auch fu¨r α + ϑ < 0 gilt die Einbettung:(∫
BR(x0)∩Ω
φ(|∇u|)dx ≤ K R
n−p
| logR|ϑ ∀R ≤ 1/2 und ‖u‖1 ≤ K
)
⇒
∫
Ω
e|u|
p
p−(α+ϑ)
dx ≤ K1,
aber dies wird erst in Satz 8.4 bewiesen.
Hierbei ist φ wie in Satz 8.2 definiert (insbesondere φ(t) ∼ tp[log(t+ 2)]α).
8.2.2 Der Fall “α+ ϑ = p”(Satz 8.3)
Wenn α ≥ 0 ist, ko¨nnen wir auch die Sa¨tze 6.2 und 7.2 leicht in die “Orlicz-
Variante” u¨berfu¨hren.
Satz 8.3 Sei v, ∇v ∈ Lψ(Ω).
Sei ψ : R≥0 → R≥0 konvex, ψ(t) ∼ tp| log(t+ 2)|α, p ≥ 1, α ≥ 0 und∫
BR(x0)∩Ω
ψ(|∇v|)dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
ψ(|v|)dx ≤ K.
(8.24)
Dann gilt, wenn n = λ = p und ϑ+ α ∈ [0;n− 1):
∃ K¯, β > 0, so dass
∫
Ω
eβ|v|
n
n−1−(ϑ+α)
dx ≤ K¯
und, wenn p < λ, ϑ+ α ≥ 0, dann ∃ K¯ mit∫
Ω
|v|q| log v| q(ϑ+α)λ dx ≤ K¯ fu¨r 1
q
=
1
p
− 1
λ
.
Beweis: Sei u := Ev, wobei E der Erweiterungsoperator aus Satz 8.1 ist.
Dann folgt aus Satz 8.1, dass (8.24)⇒∫
BR(x0)
ψ(c|∇u|)dx ≤ K1 R
n−λ
| logR|ϑ ∀R ≤ 1/2 (8.25)
fu¨r bestimmte c, K1 > 0.
Betrachten wir eine Funktion φ, so dass: φ : R≥0 → R≥0 konvex ist, φ(t) ∼
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t| log(t + 2)|α, φ(0) = 0, φ(t) 6= 0 ∀ t 6= 0. (Insbesondere folgt hieraus,
dass φ invertierbar ist).
Eine Funktion φ dieser Art existiert fu¨r α ≥ 0.
Weiter wissen wir, dass ψ(t) ∼ tp| log(t + 2)|α ∼ φ(tp). Aber daraus folgt,
dass ∀ t ≥ 0 : φ(tp) ≤ C1ψ(t) + C2 fu¨r geeignete Konstanten C1, C2 (wir
benutzen, dass φ und ψ wachsend sind). Fu¨r c aus (8.25) haben wir, dass
1
|BR|
∫
BR(x0)
φ(cp|∇u|p)dx s.o.≤ 1|BR|
∫
BR(x0)
C1ψ(c|∇u|)dx+ C2
(8.25)
≤ K2 R
−λ
| logR|ϑ +K3
⇒ φ
(
1
|BR|
∫
BR(x0)
cp|∇u|pdx
)
≤ 1|BR|
∫
BR(x0)
φ(cp|∇u|p)dx ≤ K2 R
−λ
| logR|ϑ+K3.
Aber φ ist invertierbar und wachsend. Außerdem, φ(t) ∼ t| log(t + 2)|α ⇒
φ−1(t) ∼ t| log(t+ 2)|−α ⇒ φ−1(t) ≤ C3t| log(t+ 2)|−α + C4.
Darum haben wir fu¨r R ∈ (0; 1/2]:
1
|BR|
∫
BR(x0)
cp|∇u|pdx ≤ φ−1
(
K2
R−λ
| log2R|ϑ
+K3
)
≤ K4 R
−λ
| log2R|ϑ+α
+K5
⇒
∫
BR(x0)
|∇u|pdx ≤ K6 R
n−λ
| logR|ϑ+α +K7R
n
R≤1/2
≤ K8 R
n−λ
| logR|ϑ+α .
Wenn n = p = λ und α + ϑ ∈ [0;n− 1), dann gibt es wegen Satz 6.2
β, K¯ > 0, so dass ∫
Ω
eβ|u|
n
n−1−(ϑ+α)
dx ≤ K¯.
Wenn p < λ, dann gilt wegen Satz 7.2:∫
Ω
|u|q| log u| q(ϑ+α)λ dx ≤ K¯.
Damit ist Satz 8.3 bewiesen, denn nach Definition v = u|Ω ist. 2
Analog kann man beweisen:
wenn n = p = λ, α ≥ 0 und α + ϑ = n− 1, dann(∫
BR(x0)∩Ω
ψ(|∇v|) dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
ψ(|v|) dx ≤ K
)
⇒
∫
Ω
ee
β|v|
dx ≤ K¯
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und, wenn n = p = λ, α ≥ 0 und α+ ϑ > n− 1, dann∫
BR(x0)∩Ω
ψ(|∇v|) dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2⇒ v ∈ C(Ω),
wobei ψ, p, α und Ω definiert sind wie in Satz 8.3.
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8.3 Hauptresultat (Satz 8.4)
Nun will ich zeigen, dass man die “Orlicz-Variante” von Satz 7.2 noch verbes-
sern kann. Allerdings wird der Beweis dann viel komplizierter.
Satz 8.4
a) Sei Ω ein beschra¨nktes Lipschitzgebiet, und seien p, λ, ϑ, α fixiert,
wobei
ϑ, α ∈ (−∞; +∞), 1 ≤ p < λ < n, 1
q
=
1
p
− 1
λ
, κ = ϑ
λ
+ α
p
.
Sei φ : R≥0 → R≥0 konvex, φ(0) = 0, φ(t) 6= 0 ∀ t 6= 0,
φ(t) ∼ tp| log(t+2)|α. (Folglich, der Fall “(p = 1, α < 0)” ist ausgeschlossen.)
Dann gibt es zu jeden K ′ ein K′, so dass folgende Inklusion ∀u ∈ W 1,p(Ω)
gilt:(
∀ r ≤ 1
2
, y ∈ Rn :
∫
Br(y)∩Ω
φ(|∇u|) dx ≤ K ′ r
n−λ
| log r|ϑ und
∫
Ω
φ(|u|) dx ≤ K ′
)
⇒
∫
Ω
|u|q| log(|u|+ 2)|qκdx ≤ K′.
b) Seien φ und Ω wie in Punkt a) definiert
(insbesondere φ : R≥0 → R≥0 konvex, φ(t) ∼ tp[log(t+ 2)]α),
wobei
1 ≤ p = λ < n , α ∈
{
[0; +∞) fu¨r p = 1,
(−∞; +∞) fu¨r p > 1, und ϑ+ α < 0.
Dann gibt es zu jeden K ′ ein K′ > 0, b > 0, so dass folgende Inklusion
∀u ∈W 1,p(Ω) gilt:(
∀ r ≤ 1
2
, y ∈ Rn :
∫
Br(y)∩Ω
φ(|∇u|) dx ≤ K ′ r
n−λ
| log r|ϑ und
∫
Ω
φ(|u|) dx ≤ K ′
)
⇒
∫
Ω
eb|u|
p
p−(ϑ+α)
dx ≤ K′.
Beweis: Wir verwenden wie bisher die Bezeichnungen Q := [0; 1]n, Qd :=
[0; d]n.
Dieser Teil des Beweises betrifft beide Punkte von Satz 8.4, a) und b).
Nach Lemma 8.2 ko¨nnen wir o.B.d.A. voraussetzen, dass
u := |u˜|, wobei
u˜ : Q→ R
und u˜|Qd ∈ FT0(Qd), u˜(x) = 0 ∀x 6∈ int(Qd).
 (8.26)
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(Erinnerung: v ∈ FT0(Qd) ⇒ v stetig und stu¨ckweise linear auf Qd,
v(x) = 0 ∀x ∈ ∂(Qd).)
Sei
d := n
√
c1 mit c1 aus Lemma A.1. (8.27)
Dann gilt
“∀r ≤ 1/2, y ∈ Rn :
∫
Br(y)
φ(|∇u|)dx ≤ K ′ r
n−λ
| log r|ϑ”
bei passender Modifikation der Konstante K ′ > 0.
Diese Bedingung kann folgendermaßen umformuliert werden:
∀ Wu¨rfel W mit Kantenla¨nge r ≤ 1 : ∫
W
φ(|∇u|)dx ≤ K rn−λ| log2 r−1|ϑ ,
insbesondere fu¨r W = Q :
∫
Q
φ(|∇u|)dx ≤ K.
}
(8.28)
Wegen (8.26),(8.27):
|trg u| ≤ c1.
Wir wa¨hlen R so, dass
|BR| = c1 (≥ |trg u| ). (8.29)
Sei
g : x 7→ ξ(|x|) die Symmetrisation von u,
dabei ξ : [0;R]→ R≥0 (wir wissen, dass ξ fallend ist)
}
(8.30)
Sei weiterhin
µi := ξ(2
−iR) ∀ i ∈ N ∪ {0} (8.31)
und Ti := µi+1 − µi (⇒ Ti ≥ 0, da ξ fallend). (8.32)
Folgendes Lemma ist im Prinzip nur ein spezieller Fall von Lemma 7.3, aber
ich mo¨chte den Beweis trotzdem pra¨sentieren.
Lemma 8.4
Sei h : x 7→ η(|x|) mit η : [0; a]→ R, η(a) = 0 (a > 0 beliebig).
Dann gilt mit einer wachsenden Funktion
π : (0, 1)→ R>0 : ∀ γ ∈ (0; 1) :
∫
Ba(0)
|∇h|dx ≥ π(γ) · an−1|η(γa)|.
Beweis: In der Tat,∫
Ba(0)
|∇h|dx ≥
=:c︷ ︸︸ ︷
|Sn−11 |
∫ a
γa
|η′(r)|rn−1dr ≥ c · (γa)n−1
∫ a
γa
|η′(r)|dr
≥ c · (γa)n−1
∣∣∣∣∫ a
γa
d
dr
η(r)dr
∣∣∣∣ η(a)=0=
=:π(γ)︷ ︸︸ ︷
c · γn−1 an−1|η(γa)|
= π(γ)an−1|η(γa)|,
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und Lemma 8.4 ist bewiesen. 2
Jetzt mu¨ssen wir Ti (= µi+1 − µi) abscha¨tzen.
Sei ui(x) :=
 0 fu¨r u(x)≤ µi,u(x)− µi fu¨r µi ≤u(x)≤ µi+1,
Ti fu¨r u(x)≥ µi+1.
(8.33)
Dann ist ui wohldefiniert (weil Ti = µi+1−µi) und stetig (weil u stetig ist).
|trg ui| = |(u > µi)| (8.30)= |(g > µi)|
(∗)
≤ |B2−iR|, (8.34)
hierbei folgt (∗) aus:
g : x 7→ ξ(|x|) und µi = ξ(2−iR) ξ fallend=⇒ (g(.) > µi) ⊂ B2−iR(0).
Wir scha¨tzen Ti fu¨r “i ≥ 1” ab.
Wegen (8.34) ist
|trg ui| ≤ |BR| = c1.
Darum ko¨nnen wir nach Lemma 5.3 int(trg ui) = (ui(.) > 0) mit Wu¨rfeln
{Wβ| β ∈ Λi} u¨berdecken, fu¨r die gilt:
Wβ 6=Wγ ⇒ |Wβ ∩Wγ | = 0,
∀ β ∈ Λi : 2−nc1|Wβ| ≤ |trg ui ∩Wβ| ≤ c1|Wβ|.
}
(8.35)
Seien i und β fixiert. Wir definieren f : Wβ → R so:
Sei
f := ui|
Wβ
(⇒ |trg f | ≤ c1|Wβ| wegen (8.35) )
und es sei gβ : x 7→ ξβ(|x|) die Symmetrisation von f.
}
(8.36)
Sei Rβ so gewa¨hlt, dass
trg gβ = BRβ(0). (8.37)
Sei
ψ(t) := φ(c2t)
mit c2 aus Lemma A.1.
Dann haben wir nach Lemma 8.3, dass∫
BRβ (0)
ψ(|∇gβ|)dx
(8.36)
≤ ∫
Wβ
φ(|∇f |)dx = ∫
Wβ
φ(|∇ui|)dx
und gβ stetig
(8.37)⇒ ξβ(Rβ) = 0.
 (8.38)
Wir definieren:
Ki :=
∫
Q
φ(|∇ui|)dx ∀ i ≥ 0. (8.39)
114
Dann gilt ∀ i ≥ 1 :
Ki :=
∫
Q
φ(|∇ui|)dx (8.35)=
∑
β∈Λi
∫
Wβ
φ(|∇ui|)dx
(8.38)
≥
∑
β∈Λi
∫
BRβ (0)
ψ(|∇gβ|)dx.
Somit
∀ i ≥ 1 : Ki ≥
∑
β∈Λi
∫
BRβ (0)
ψ(|∇gβ|)dx. (8.40)
Wegen (8.33) ist
∫
Q
φ(|∇ui|)dx =
∫
µi≤u<µi+1 φ(|∇u|)dx, darum∑
i≥0
Ki
(8.39)
=
∑
i≥0
∫
Q
φ(|∇ui|)dx =
∑
i≥0
∫
µi≤u<µi+1
φ(|∇u|)dx
=
∫
Q
φ(|∇u|)dx
(8.28)
≤ K.
Also gilt insgesamt ∑
i≥0
Ki ≤ K. (8.41)
Bemerkung 8.2 Nach Konstruktion ist
|BRβ | ≤ |trg(ui)| ≤ |B2−iR|.
Folglich hat man Rβ ≤ c · 2−i fu¨r eine Konstante c.
Weiter benutzen wir die Bezeichnung
Ri := min
{(
c′
K
Ki
· 2
−ni
iϑ
)1/λ
, c · 2−i
}
, (8.42)
wobei c′ eine Konstante ist (die von i und u nicht abha¨ngt) und
die Konstante c aus Bemerkung 8.2 kommt.
Sei jetzt Rβ ≥ Ri. Dann gilt∫
BRβ (0)
ψ(|∇gβ|)dx
(8.38)
≤
∫
Wβ
φ(|∇ui|)dx
(8.28)
≤ K r
n−λ
| log2 r − 1|ϑ
(⋄)
≤ CKRβ
n−λ
iϑ
,
wobei r eine Kantenla¨nge des Wu¨rfels Wβ ist.
Hierbei folgt (⋄) aus:
〈1〉 2−nc1rn ≤ |BRβ | ≤ c1rn (⇒ C1Rβ ≤ r ≤ C2Rβ)
〈2〉 Ri ≤ Rβ ≤ c · 2−i (zusammen mit 〈1〉 heißt das:
−C3i− C4 ≤ log2 r ≤ −i+ C5)
〈3〉 r ≤ 1 (⇒ log2 r − 1 ≤ −1).
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Tatsa¨chlich, 〈1〉 ⇒ rn−λ ≤ CRβn−λ.
Und 〈1〉, 〈2〉, 〈3〉 ⇒ −L1i ≤ log2 r − 1 ≤ −L2i, wenn i ≥ 1 mit passen-
den Konstanten L1, L2 > 0.
Wir scha¨tzen ξβ(Rβ/3) fu¨r Rβ ≥ Ri ab:∫
BRβ (0)
ψ(|∇gβ|)dx ≤ CKRβ
n−λ
iϑ
⇒ 1|BRβ |
∫
BRβ (0)
ψ(|∇gβ|)dx ≤ CKRβ
−λ
iϑ
⇒ ψ
(
1
|BRβ |
∫
BRβ (0)
|∇gβ|dx
)
≤ CKRβ
−λ
iϑ
.
Da ψ invertierbar und wachsend ist
⇒ 1|BRβ |
∫
BRβ (0)
|∇gβ|dx ≤ ψ−1
(
CK
Rβ
−λ
iϑ
)
(8.43)
und
ψ(t) ∼ tp| log(t+ 2)|α ⇒ ψ−1(t) ∼ t 1p | log(t+ 2)|−αp
⇒ ψ−1(t) ≤ C1t
1
p | log(t+ 2)|−αp + C ′1.
Daraus folgt:
(8.43)⇒
∫
BRβ (0)
|∇gβ|dx ≤ C2Rβ
n−λ
p
iϑ/p
∣∣∣∣log(Rβ−λiϑ + 2
)∣∣∣∣−
α
p
︸ ︷︷ ︸
≤cˆi−α/p (⋆)
+C3Rβ
n
( (⋆) gilt wegen Ri ≤ Rβ ≤ c · 2−i).
Wir benutzen nochmals die Tatsache, dass Rβ ≤ c · 2−i, und bekommen:∫
BRβ (0)
|∇gβ|dx ≤ C4Rβ
n−λ/p
iϑ/p+α/p
.
Aus Lemma 8.4 folgt:
π(1/3)ξβ(Rβ/3) ≤ Rβ1−n
∫
BRβ (0)
|∇gβ|dx ≤ C4Rβ
1−λ/p
iϑ/p+α/p
.
Wir sehen: wenn Rβ ≥ Ri, dann
ξβ(Rβ/3) ≤ C4
π(1/3)
Rβ
1−λ/p
iϑ/p+α/p
= C5
Rβ
1−λ/p
iϑ/p+α/p
. (8.44)
116
Wir mu¨ssen beweisen, dass fu¨r eine genu¨gend große Konstante K¯ gilt:
K¯
R
1−λ/p
i
iϑ/p+α/p
≥ Ti.
Dafu¨r mu¨ssen wir zeigen: Es existiert eine Konstante K¯, so dass die
Voraussetzung
K¯
R
1−λ/p
i
iϑ/p+α/p
< Ti fu¨r ein i ≥ 1
zum Widerspruch fu¨hrt.
Wir wa¨hlen K¯ ≥ C5 und nehmen an, dass diese Voraussetzung erfu¨llt ist.
Dann, wenn Rβ ≥ Ri :
ξβ(Rβ/3)
(8.44)
≤ C5Rβ
1−λ/p
iϑ/p+α/p
1−λp≤0,
C5≤K¯≤ K¯ R
1−λ/p
i
iϑ/p+α/p
< Ti.
Also,
ξβ(Rβ/3) < Ti ∀ β mit Rβ ≥ Ri
Weil ξβ fallend ist, daraus folgt:
(gβ(.) ≥ Ti) ⊂ BRβ/3(0), wenn Rβ ≥ Ri.
⇒ |(gβ(.) ≥ Ti)| ≤ |BRβ/3|, wenn Rβ ≥ Ri (8.45)
Betrachten wir jetzt die Mengen
Λ′i :={β ∈ Λ| |(gβ ≥ Ti)| ≤ 3−n|BRβ |} und
Λ′′i :={β ∈ Λi| |(gβ ≥ Ti)| > 3−n|BRβ |}
Dann ∑
β∈Λ′i
|(gβ ≥ Ti)| ≤ 3−n
∑
β∈Λ′i
|BRβ |
(8.37)
≤ 3−n|trg ui|
(8.34)
≤ 3−n|B2−iR|
und ∑
β∈Λi
|(gβ ≥ Ti)| = |(ui ≥ Ti)| = |(u ≥ µi+1)| ≥ |B2−i−1R| = 2−n|B2−iR|
⇒ ∑
β∈Λ′′i
|(gβ ≥ Ti)| =
∑
β∈Λi
|(gβ ≥ Ti)| −
∑
β∈Λ′i
|(gβ ≥ Ti)| ≥ (2−n − 3−n)|B2−iR|
⇒ ∑
β∈Λ′′i
|BRβ |
(8.37)
=
∑
β∈Λ′′i
|trg gβ| ≥
∑
β∈Λ′′i
|(gβ ≥ Ti)|
s.o.≥ (2−n − 3−n)|B2−iR|
⇒
∑
β∈Λ′′i
|BRβ | ≥ (2−n − 3−n)|BR|︸ ︷︷ ︸
=: c′′
2−ni = c′′2−ni (8.46)
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Nach Definition, Λ′′i = {β ∈ Λi| |(gβ ≥ Ti)| > |BRβ/3|}, und darum
∀ β ∈ Λ′′i :
{
ξβ(Rβ/3) ≥ Ti (da β ∈ Λ′′i ⇒
Kugel︷ ︸︸ ︷
(gβ ≥ Ti) ⊃ BRβ/3(0) )
Rβ < Ri (sonst wa¨re β 6∈ Λ′′i wegen (8.45) )
Und
(8.40)⇒ Ki ≥
∑
β∈Λ′′i
∫
BRβ (0)
ψ(|∇gβ|)dx.
Wir wissen:
1
|BRβ |
∫
BRβ (0)
ψ(|∇gβ|)dx ≥ ψ
(
1
|BRβ |
∫
BRβ (0)
|∇gβ|dx
)
∀ β ∈ Λ′′i .
Aus den beiden letzten Ungleichungen bekommen wir:
Ki ≥
∑
β∈Λ′′i
|BRβ |ψ
(
1
|BRβ |
∫
BRβ (0)
|∇gβ|dx
)
. (8.47)
Weiter ist ξβ(Rβ) = 0, weil trg(gβ) ⊆ BRβ(0) (nach Konstruktion).
Und ξβ(Rβ/3) ≥ Ti ∀ β ∈ Λ′′i , wie bereits erwa¨hnt.
Deshalb folgt aus Lemma 8.4:∫
BRβ (0)
|∇gβ|dx ≥ π(1/3)Rβn−1ξβ(Rβ/3) ≥ π(1/3)Rβn−1Ti.
Dann folgt aus (8.47), dass
Ki ≥
∑
β∈Λ′′i
|BRβ |ψ
(
π(1/3)
|BRβ |
Rβ
n−1Ti
)
c:=π(1/3)|B1|=
∑
β∈Λ′′i
|BRβ |ψ
(
c
Rβ
Ti
)
Rβ≤Ri≥
∑
β∈Λ′′i
|BRβ |ψ
(
c
Ri
Ti
)
(8.46)
≥ c′′ · 2−niψ
(
c
Ri
Ti
)
⇒ ψ
(
c
Ri
Ti
)
≤ 2
niKi
c′′
.
Somit folgt
Ti ≤ Ri
c
ψ−1
(
2niKi
c′′
)
. (8.48)
Wie bereits erwa¨hnt,
ψ−1(t) ≤ C1t1/p| log(t+ 2)|−α/p + C2.
118
Und aus (8.42) folgt: fu¨r jede Konstante C > 0 existieren Konstanten A,B >
0, so dass
Ai ≤ log
(
CR−λi
iϑ
+ 2
)
≤ Bi ∀ i ≥ 1, Ri ≤
(
c′
K
Ki
· 2
−ni
iϑ
)1/λ
.
Darum
ψ−1
( 2niKi
c′′︸ ︷︷ ︸
≤CR−λi /iϑ
) ψ−1 wa¨chst
≤ ψ−1
(
C
R−λi
iϑ
)
≤ C3R
−λ/p
i
i
ϑ+α
p
+ C ′3
Ri≤c·2−i
(s.(8.42))
≤ C4R
−λ/p
i
i
ϑ+α
p
.
Also,
Ti
(8.48)
≤ C ′R
1−λ/p
i
i
ϑ+α
p
.
Dies steht im Widerspruch zu unserer Annahme, wenn wir die Konstante K¯ ≥
C ′ gewa¨hlt haben.
Also war unsere Annahme falsch, und
Ti ≤ K¯R
1−λ/p
i
i
ϑ+α
p
∀ i ≥ 1
(fu¨r beide Punkte von Satz 8.4).
Fu¨r Punkt b) ist es einfach, Ti zu berechnen. In diesem Fall λ = p, darum
Ti ≤ K¯R
p−λ
p
i
i
ϑ+α
p
=
K¯
i
ϑ+α
p
∀ i ≥ 1. (8.49)
Wir wollen jetzt Ti fu¨r Punkt a) abscha¨tzen:
Wegen (8.42),
Ri = min
{(
c′
K
Ki
· 2
−ni
iϑ
)1/λ
, c · 2−i
}
.
Weiter haben wir q so definiert, dass 1
q
= 1
p
− 1
λ
.
Folglich,
1
q
=
λ− p
pλ
.
⇒ Ti ≤ K¯R
p−λ
p
i
i
ϑ+α
p
= K¯
R
−λ
q
i
i
ϑ+α
p
= K¯max
{
iϑ/q
i
ϑ+α
p
(
c′
K
Ki
2−ni
)−1/q
,
(c · 2−i)−λ/q
i
ϑ+α
p
}
(1
p
− 1
q
=
1
λ
)
= K¯max
{
1
iϑ/λ+α/p
(
Ki
K
· 2
ni
c′
)1/q
,
2
λ
q
i · C1
i
ϑ+α
p
}
.
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Wir haben κ = ϑ
λ
+ α
p
gesetzt.
Also
Ti ≤ K¯max
{
1
iκ
(
Ki
K
· 2
ni
c′
)1/q
,
2
λ
q
i · C1
i
ϑ+α
p
}
. (8.50)
Nach den Bedingungen des Satzes ist λ < n. Darum gibt es ε > 0 mit
λ < n− ε.
Dann existiert eine Konstante C, so dass
fu¨r Punkt a) Ti
(8.50)
≤ C
((
Ki
K
+ 2−εi
)
2ni
) 1
q
iκ
∀ i ≥ 1, 2 (8.51)
Wir scha¨tzen nun T0 ab. (8.32)⇒ T0 = µ1 −
=0︷︸︸︷
µ0 = µ1.
Weiter, u0(x) = min{u(x), µ1} nach (8.33).
Wenn g0 =Symmetrisation von u0, dann |trg u0|
(8.34)
≤ |BR| = c1.
Lemma 8.3⇒
∫
BR(0)
ψ(|∇g0|)dx
ψ(t)=φ(c2t)≤
∫
Q
φ(|∇u0|)dx (8.39)= K0.
Außerdem ist g0(x) = 0 fu¨r |x| = R, g0(x) = µ1 bei |x| = R/2 wegen
(8.31). Nach Lemma 8.4,∫
BR(0)
|∇g0|dx ≥ π(1/2)Rn−1µ1.
Wir haben
K0 ≥
∫
BR(0)
ψ(|∇g0|)dx ≥ |BR|ψ
(
1
|BR|
∫
BR(0)
|∇g0|dx
)
≥ |BR|ψ
(
π(1/2)
|BR| R
n−1µ1
)
c:=π(1/2)|B1|= |BR|ψ
( c
R
µ1
)
.
Folglich,
T0 = µ1 ≤ R
c
ψ−1
(
K0
|BR|
)
≤ R
c
ψ−1
(
K
|BR|
)
= C1.
( dabei ha¨ngt C1 von K, aber nicht von K0 ab ).
Jedenfalls ko¨nnen wir schreiben:
T0 ≤ C
(
K0
K
+ 1
)1/q
.
2wir ko¨nnten auch schreiben: Ti ≤ C
((
K
Ki
+c32
−εi
)
2ni
) 1
q
i
κ , aber wir mo¨chten die Formeln ku¨rzer ma-
chen.
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Wir haben fu¨r Punkt a):
T0 ≤ C
(
K0
K
+ 1
)1/q
, ∀ i ≥ 1 : Ti
(8.51)
≤ C
((
Ki
K
+ 2−εi
)
2ni
)1/q
iκ
. (8.52)
Und fu¨r Punkt b):
T0 ≤ C, ∀ i ≥ 1 : Ti
(8.49)
≤ C
i
ϑ+α
p
. (8.53)
Die weitere U¨berlegungen betreffen ausschließlich den Punkt a).
Man kann leicht beweisen: es gibt eine Konstante c4 ≥ 1, so dass die Funk-
tion
ω(t) := tq| log(t+ c4)|qκ (8.54)
bei t ≥ 0 wa¨chst (sogar wenn κ < 0).
Wir mu¨ssen jetzt ω(µj) = ω
(
j−1∑
i=0
Ti
)
∀ j ≥ 1 abscha¨tzen.
Wir definieren ti und ∆j fu¨r i, j ∈ N ∪ {0} folgendermassen
t0 := 1, ∀ i ≥ 1 : ti := 2
ni
q
iκ
, ∀ j ≥ 0 : ∆j =
j∑
i=0
ti. (8.55)
Wegen (8.52) und (8.55)
µj =
j−1∑
i=0
Ti ≤ C
j−1∑
i=0
(
Ki
K
+ 2−εi
) 1
q
ti ∀ j ≥ 0. (8.56)
ω wachsend ⇒
ω(µj) ≤ ω
(
C
j−1∑
i=0
(
Ki
K
+ 2−εi
)1/q
ti
)
.
Wir wissen: λ < n − ε, und darum n
q
− ε
q
> 0. Daraus und aus der
Definition von ti kann man leicht sehen:
A(j + 1) ≤ log
(
C
j−1∑
i=0
(
Ki
K
+ 2−εi
) 1
q
ti + c4
)
≤ B(j + 1) ∀ j ≥ 1 (8.57)
fu¨r geeignete Konstanten A > 0 und B > 0, weil c4 ≥ 1.
Wegen (8.55): ti
∆j
≥ 0,
j∑
i=0
ti
∆j
= 1 ∀ j ≥ 0. Darum
∀ (ai)i=0,1,2,... :
∣∣∣∣∣
j∑
i=0
ti
∆j
ai
∣∣∣∣∣
q
≤
j∑
i=0
ti
∆j
|ai|q (8.58)
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Wir bekommen:(
j∑
i=0
(
Ki
K
+ 2−εi
) 1
q
ti
)q
= ∆qj
(
j∑
i=0
ti
∆j
(
Ki
K
+ 2−εi
) 1
q
)q
(8.58)
≤ ∆qj
j∑
i=0
ti
∆j
(
Ki
K
+ 2−εi
)
= ∆q−1j
j∑
i=0
ti
(
Ki
K
+ 2−εi
)
.
Wenn D = max{Aqκ, Bqκ} (siehe (8.57) ), dann
ω(µj)
(8.56)
≤ ω
(
C
j−1∑
i=0
(
Ki
K
+ 2−εi
) 1
q
ti
)
=
(
C
j−1∑
i=0
(
Ki
K
+ 2−εi
) 1
q
ti
)q
·
(
log
(
C
j−1∑
i=0
(
Ki
K
+ 2−εi
) 1
q
ti + c4
))qκ
(8.57)
≤ Cq∆q−1j−1
j−1∑
i=0
ti
(
Ki
K
+ 2−εi
)
·D(1 + j)qκ.
Daher gibt es eine Konstante K = K(K):
ω(µj)
(8.57)
≤ K
j−1∑
i=0
(
∆q−1j−1ti
(
Ki
K
+ 2−εi
)
(1 + j)qκ
)
. (8.59)
Nach (8.30) ist g : x 7→ ξ(|x|) Symmetrisation von u (⇒ ξ fallend)
und nach (8.31) µi = ξ(2
−iR). Darum ist
∀x 6∈ B2−j−1R(0) : g(x) ≤ ξ(2−j−1R) = µj+1. (8.60)
Nach Definition ist ω(t) = tq(log(t+ c4))
qκ ∀ t ≥ 0.
Wir wissen, dass ω(0) = 0, ω wachsend.
Deshalb∫
Q
|u|q(log(|u|+ c4))qκdx u>0=
=
∫
Q
ω ◦ u dx trg g⊂BR(0)=
∫
BR(0)
ω ◦ g dx
(8.60)
≤
∞∑
j=0
∫
B
2
−j
R
(0)−B
2
−j−1
R
(0)
ω(µj+1) dx =
=: c︷ ︸︸ ︷
(|B1| − |B1/2|)
∞∑
j=0
2−nj ω(µj+1)
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(8.59)
≤ cK
∞∑
j=0
2−nj
j∑
i=0
(
∆q−1j ti
(
Ki
K
+ 2−εi
)
(2 + j)qκ
)
= cK
∑∑
0≤i≤j<∞
(
2−nj∆q−1j ti
(
Ki
K
+ 2−εi
)
(2 + j)qκ
)
= cK
∞∑
i=0
(
Ki
K
+ 2−εi
) ∞∑
j=i
((
∆j · (2 + j)κ
2
nj
q
)q−1
· ti
2
ni
q
· (2 + j)
κ
2
n(j−i)
q
)
≤ cK
( ∞∑
m=0
(
Km
K
+ 2−εm
))
· sup
i≥0
∞∑
j=i
((
∆j · (2 + j)κ
2
nj
q
)q−1
· ti
2
ni
q
· (2 + j)
κ
2
n(j−i)
q
)
≤ cK
( ∞∑
m=0
(
Km
K
+ 2−εm
))
︸ ︷︷ ︸
≤1+ 1
1−2−ε
·
(
sup
ℓ≥0
∆ℓ · (2 + ℓ)κ
2
nℓ
q︸ ︷︷ ︸
=:(I)
)q−1
· sup
i≥0
(
ti
2
ni
q
·
∞∑
j=i
(2 + j)κ
2
n(j−i)
q
)
︸ ︷︷ ︸
=:(II)
.
Damit gilt
∫
Q
|u|q(log(|u|+ c4))qκdx ≤ cK · (I)q−1 · (II). (8.61)
Jetzt mu¨ssen wir beweisen, dass (I) <∞ und (II) <∞.
( (I) und (II) sind Konstanten, da ti und ∆j nicht von u abha¨ngen, siehe
(8.55).) Wir wissen, dass
∆j
(8.55)
=
j∑
i=0
ti = 1 +
j∑
i=1
2
ni
q
iκ
∀ j ≥ 0.
Wir wa¨hlen i0 ∈ N und d ∈ (0; 1) so, dass
2−
n
q
(
i+ 1
i
)κ
≤ 1− d ∀ i ≥ i0.
Wenn m ≥ i ≥ i0, dann 2
ni
q
iκ
= 2
nm
q
mκ
m−1∏
j=i
61−d (da j>i0)︷ ︸︸ ︷
2−n/q
(
j + 1
j
)κ
≤ 2
nm
q
mκ
(1− d)m−i.
⇒ 2
ni
q
iκ
≤ 2
nm
q
mκ
(1− d)m−i, wenn m ≥ i ≥ i0. (8.62)
∀m ≥ i0 : ∆m (8.55)= 1 +
i0−1∑
i=1
2
ni
q
iκ︸ ︷︷ ︸
=: c
+
m∑
i=i0
2
ni
q
iκ
(8.62)
≤ c+ 2
nm
q
mκ
m∑
i=i0
(1− d)m−i
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(j = m− i > 0) ≤ c+ 2
nm
q
mκ
∞∑
j=0
(1− d)j︸ ︷︷ ︸
=1/d
= c+
2
nm
q
mκ · d.
Also haben wir, dass
∆m ≤ c+ 2
nm
q
mκ · d ∀m ≥ i0. (8.63)
Daraus folgt aber
sup
m≥i0
∆m · (2 +m)κ
2
nm
q
(8.63)
≤ sup
m≥i0
(
c
(2 +m)κ
2
nm
q
+
1
d
(
2 +m
m
)κ)
=: T1 <∞.
Außerdem ist klar, dass
max
0≤m<i0
∆m · (2 +m)κ
2
nm
q
=: T2 <∞,
weil jede endliche Menge von Zahlen ein Maximum hat.
Somit gilt
(I) = sup
m≥0
∆m · (2 +m)κ
2
nm
q
≤ max{T1, T2} <∞.
Jetzt mu¨ssen wir noch zeigen, dass (II) <∞.
Aber
(II) = sup
i>0
ti
2
ni
q
∞∑
j=i
(2 + j)κ
2
n(j−i)
q
ℓ=j−i
= sup
i>0
ti
2
ni
q
∞∑
ℓ=0
(2 + ℓ+ i)κ
2
nℓ
q︸ ︷︷ ︸
=: ai
.
Wir scha¨tzen ai fu¨r i ≥ 0 ab:
a0 = t0︸︷︷︸
=1
∞∑
ℓ=0
(2 + ℓ)κ
2
nℓ
q
<∞.
Und ∀ i ≥ 1 :
ai =
ti
2
ni
q︸︷︷︸
=i−κ
∞∑
ℓ=0
(2 + ℓ+ i)κ
2
nℓ
q
=
∞∑
ℓ=0
(
2+ℓ
i
+ 1
)κ
2
nℓ
q
.
Wir sehen: ∀ i ≥ 1 ai ≤
∞∑
ℓ=0
1
2
nℓ
q
fu¨r κ < 0,
ai ≤
∞∑
ℓ=0
(2+ℓ+1)κ
2
nℓ
q
fu¨r κ ≥ 0.
.
Offensichtlich ist
(II) = sup
i>0
ai <∞ ∀κ ∈ R.
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Fu¨r den Punkt a) fassen wir zusammen∫
Q
|u|q| log(|u|+ c4)|qκdx
(8.61)
≤ cK · (I)q−1 · (II) =: K′ <∞,
damit ha¨ngt K′ nur von K ab.
Punkt b) ist einfacher:
Nach Definition von µi (siehe (8.31),(8.32) ) haben wir
µ0 = 0, ∀ i ≥ 1 : µi = T0 +
i−1∑
j=1
Ti
(8.53)
≤ C
(
1 +
i−1∑
j=1
1
i
ϑ+α
p
)
.
Wir bekommen leicht:
µi ≤ C ′ · i
p−(ϑ+α)
p ∀ i ≥ 0
(wir benutzen dabei, dass ϑ+ α < 0).
Sei ω(t) = ebt
p
p−(ϑ+α)
. Dann ist ω(µj) ≤ ebC′′j = 2n2 j fu¨r eine geeignete
Konstante b > 0.
Wir wissen außerdem: u ≥ 0, und g ist Symmetrisation von u. Wir be-
rechnen:∫
Ω
eb|u|
p
p−(ϑ+α)
dx =
∫
Ω
ω ◦ u dx trg(g)⊂BR(0)=
∫
BR(0)
ω ◦ g dx
(8.60)
≤
∞∑
j=0
∫
B
2−jR(0)−B2−j−1R(0)
ω(µj+1)dx
=
= c︷ ︸︸ ︷
(|B1| − |B1/2|)
∞∑
j=0
2−njω(µj+1)
≤ c
∞∑
j=0
2−nj2
n
2
(j+1) = c
∞∑
j=0
2−
n
2
(j−1) = K′ <∞,
und der Beweis ist abgeschlossen. 2
8.4 Optimalita¨t von Resultaten der Sa¨tze 8.2 und 8.4
In den Sa¨tzen 8.5 bzw. 8.6 wollen wir beweisen, dass die Abscha¨tzungen, die
wir in Satz 8.4(a) bzw. (b) bekommen haben, optimal sind.
Resultat von Satz 8.2 ist auch optimal, was aus Satz 8.6 folgt.
Zuerst beweisen wir
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Lemma 8.5 Sei Q := [0; 1]n. Sei auch p, λ, ϑ, α fixiert,
1 ≤ p < λ < n, α, ϑ ∈ (−∞; +∞) und 1
q
= 1
p
− 1
λ
.
Weiter sei φ : R≥0 → R≥0 konvex, φ(0) = 0, φ(t) ∼ tp[log(t+ 2)]α.
Dann gibt es eine Konstante K0 > 0 und eine Folge von Funktionen {ui}i∈N,
fu¨r die gilt:
∀ i : ui ∈ C∞0 (Q), ui ≥ 0,∫
BR(x0)
φ(|∇ui|)dx ≤ K0 R
n−λ
| logR|ϑ ∀R ≤ 1/2 ∀ x0∀ i und gleichzeitig∫
Q
ω(ui)u
q
i [log(ui + 2)]
q(ϑλ+αp )
dx→∞ fu¨r i→∞
fu¨r jede Funktion ω : R≥0 → R≥0 mit lim
t→∞
ω(t) =∞.
Beweis:
Wir wa¨hlen G ⊂⊂ Q = [0; 1]n mit
|G| = 1/2
sowie v ∈ C∞0 (Rn) mit
trg(v) ⊂ Q, ∀x ∈ Rn : v(x) ≥ 0 und ∀x ∈ G : v(x) = 1.
Seien
Dj := 2
− n
n−λ jj
ϑ
n−λ ; Tj :=
D
p−λ
p
j
| log2Dj |ϑ/p+α/p
. (8.64)
Sei β = (γ1, . . . , γn; j)−Multiindex und ∀ j ∈ N :
Λj := {β = (γ1, . . . , γn; j)|γi ∈ {0, . . . , 2j − 1} ∀ i} (8.65)
Fu¨r β = (γ1, . . . , γn; j) :
xβ :=
(
γ1
2j
, . . . , γn
2j
)
, Wβ := xβ + [0; 2
−j]n.
(8.66)
Man hat dann
∀ j : Q =
⋃
β∈Λj
Wβ ; ∀ β, γ ∈ Λj, β 6= γ : |Wβ ∩Wγ| = 0.
Sei außerdem
j0 ≥ 1 so gewa¨hlt, dass ∀ j ≥ j0 : Dj ≤ 2−j (8.67)
(solche j0 existieren, da immer (8.64)⇒ Dj = o(2−j) ).
Fu¨r j ≥ j0 (siehe (8.67) ) definieren wir uj ∈ C∞0 (Q)
∀ β ∈ Λj , y ∈ [0; 2−j]n : uj(
∈Wβ︷ ︸︸ ︷
xβ + y) := Tjv
(
y
Dj
)
. (8.68)
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Es gilt dann wegen (8.67):
∀ j ≥ j0 : uj ∈ C∞0 (Q),
da trg(v) ⊂ Q, v ∈ C∞0 (Rn).
Fu¨r die uj mu¨ssen wir beweisen:[
∀R ≤ 1/2 :
∫
BR(x0)
φ(|∇uj|)dx ≤ K0 R
n−λ
| logR|ϑ
]
(I)
fu¨r eine Konstante K0.
Dafu¨r genu¨gt es aber zu zeigen, dass ∀uj, j ≥ j0, ∀ i ≥ 1:[ ∀ Wu¨rfel Wβ , β ∈ Λi, i ≥ 1 (siehe (8.66) ) gilt :∫
Wβ
φ(|∇uj|)dx ≤ K rn−λ| log2 r|ϑ , hier r = 2
−i.
]
(II)
Denn man kann leicht sehen, dass (II)⇒ (I) fu¨r geeignetes K.
Sei a := max
x∈Q
|∇u(x)|.
Beweisen wir (II). Zuerst scha¨tzen wir
∫
Wγ
φ(|∇uj|)dx fu¨r γ ∈ Λj ab.
Nach (8.68),
[Wγ ∩ trg(uj)] ⊂ xγ + [0;Dj]n.
Daher gilt ∀ γ ∈ Λj :∫
Wγ
φ(|∇uj|)dx (8.68)=
∫
[0;Dj ]n
φ
(
Tj
∣∣∣∣∇xv( xDj
)∣∣∣∣) dx
≤ Dnj max
x∈[0;1]n
φ
(
Tj
Dj
|∇v(x)|
)
= Dnj φ
(
a
Tj
Dj
)
(8.64)
= Dnj φ
(
a
D
−λ/p
j
| log2Dj|α/p+ϑ/p
)
≤ C3
Dn−λj
| log2Dj|ϑ
+ C4D
n
j ≤ C5
Dn−λj
| log2Dj |ϑ
.
Wir haben dabei benutzt, dass 0 < Dj ≤ 1/2 und dass
φ(t) 6 C1t
p[log2(t+ 2)]
α + C2.
Also,
∀ γ ∈ Λj :
∫
Wγ
φ(|∇uj|)dx ≤ C
Dn−λj
| log2Dj|ϑ
. (8.69)
Weiter gilt fu¨r j ≥ j0:
(8.64), (8.67)⇒
[
Dj ≤ 2−j und Dj = 2− nn−λ jj ϑn−λ
j>1
≥ c · 2−bj
j>1
≥ 2−Bj
]
,
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wenn B > 0 groß genug ist. Wir haben
j ≤ | log2Dj| ≤ Bj. (8.70)
Wir sehen, dass fu¨r j ≥ j0 :
Dn−λj
| log2Dj|ϑ
(8.64)
≤ 2
−njjϑ
cjϑ
=
1
c
· 2−nj.
Daher folgt ∀ j ≥ j0:
∀ γ ∈ Λj :
∫
Wγ
φ(|∇uj|)dx
(8.69)
≤ C D
n−λ
j
| log2Dj|ϑ
s.o.≤ C · 2−nj. (8.71)
Nun wollen wir weiter (II) im Fall j ≥ j0 beweisen
(dabei mu¨ssen wir j0 eventuell vergro¨ßern).
Es gibt drei mo¨gliche Fa¨lle fu¨r i: 1 ≤ i ≤ j, Dj ≤ 2−i ≤ 2−j und
2−i ≤ Dj.
Fall 1: 1 ≤ i ≤ j.
Dann besteht jeder Wu¨rfel Wβ, β ∈ Λi aus 2n(j−i) Wu¨rfeln Wγ , γ ∈ Λj
(siehe (8.66)) und
∀ γ ∈ Λj :
∫
Wγ
φ(|∇uj|)dx
(8.71)
≤ C · 2−nj.
Daher ist
∀ β ∈ Λi :
∫
Wβ
φ(|∇uj|)dx ≤ 2n(j−i) · C · 2−nj = C · 2−ni. (8.72)
Weiter gilt fu¨r eine Konstante c′ :
∀ r ∈]0; 1
2
] : rn ≤ c′ r
n−λ
| log2 r|ϑ
(da λ > 0).
Folglich, wenn r = 2−i, β ∈ Λi :∫
Wβ
φ(|∇uj|)dx
(8.72)
≤ C · rn s.o.≤ c′C r
n−λ
| log2 r|ϑ
.
Fall 2: Dj ≤ 2−i ≤ 2−j.
Wegen “2−i ≤ 2−j ” : ∀β ∈ Λi : Wβ liegt in einem Wγ , γ ∈ Λj, darum
∀ β ∈ Λi ∃ γ ∈ Λj :
∫
Wβ
φ(|∇uj|)dx ≤
∫
Wγ
φ(|∇uj|)dx (8.69)= C
Dn−λj
| log2Dj |ϑ
.
(8.73)
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Es gilt: Dj ≤ 2−i =: r.
Wir wissen, j ≥ 1. Das heißt, r = 2−i ≤ 1/2.
Dann gibt es eine Konstante c′, fu¨r die
rn−λ
| log2 r|ϑ
r>Dj≥ c′ D
n−λ
j
| log2Dj |ϑ
(8.73)
≥ 1
C
∫
Wβ
φ(|∇uj|)dx ∀ β ∈ Λi.
⇒ ∀ β ∈ Λi :
∫
Wβ
φ(|∇uj|)dx ≤ C r
n−λ
| log2 r|ϑ
, r = 2−i.
Fall 3: r = 2−i ≤ Dj .
Wie fru¨her, ist a = max
x∈Q
|∇v| gesetzt. Wir berechnen:
max
x∈Q
|∇uj| (8.68)= max
y
∣∣∣∣Tj∇yv( yDj
)∣∣∣∣ = TjDj
=a︷ ︸︸ ︷
max
x
|∇v(x)| (8.64)= a
D
λ/p
j | log2Dj |ϑ/p+α/p
.
Aus Bedingungen dieses Satzes folgt φ(t) ≤ C1tp[log2(t+ 2)]α + C2.
Daraus folgern wir
max
x∈Q
φ(|∇uj|) ≤ C3
Dλj | log2Dj|ϑ
+ C4
Dj61/2≤ C
Dλj | log2Dj |ϑ
. (8.74)
Weiter beru¨cksichtigen wir fu¨r genu¨gend großes j0 (eventuell mu¨ssen wir j0
vergro¨ßern), dass
tλ| log2 t|ϑ fu¨r t ∈ (0; 2−j0] wa¨chst und Dj
(8.67)
≤ 2−j ≤ 2−j0 ∀ j ≥ j0.
Folglich gilt fu¨r j ≥ j0, r = 2−i ≤ Dj :
rλ| log2 r|ϑ ≤ Dλj | log2Dj|ϑ. (8.75)
Dann hat man fu¨r r = 2−i, β ∈ Λi :∫
Wβ
φ(|∇uj|)dx ≤
=rn︷︸︸︷
|Wβ| ·max
x
φ(|∇uj(x)|)
(8.74)
≤ rn C
Dλj | log2Dj |ϑ
(8.75)
≤ rn C
rλ| log2 r|ϑ
= C
rn−λ
| log2 r|ϑ
.
Wir halten fest: wenn r = 2−i, β ∈ Λi :∫
Wβ
φ(|∇uj|)dx ≤ C r
n−λ
| log2 r|ϑ
.
Folglich ko¨nnen wir eine Konstante K so wa¨hlen, dass in allen drei Fa¨llen gilt:∫
Wβ
φ(|∇uj|)dx ≤ K r
n−λ
| log2 r|ϑ
, wenn β ∈ Λi, r = 2−i, j ≥ j0.
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Damit haben wir (II) bewiesen.
Gema¨ß den Bedingungen dieses Satzes, ω : R≥0 → R≥0, lim
t→∞
ω(t) =∞.
Sei jetzt
ψ(t) := ω(t)tq[log2(t+ 2)]
q(ϑλ+
α
p ). (8.76)
Wir wollen zeigen: ∫
Q
ψ(|uj|) dx→∞ bei j →∞.
Tatsa¨chlich:∫
Q
ψ(|uj|) dx =
∑
γ∈Λj
∫
Wγ
ψ(|uj(x)|) dx
(|Λj| = 2nj) = 2nj
=
∫
Wγ
ψ(|uj |)dx ∀ γ∈Λj︷ ︸︸ ︷∫
Rn
ψ
(
Tj
∣∣∣∣v( xDj
)∣∣∣∣) dx
(y =
x
Dj
) = 2njDnj
∫
Q
ψ(Tj |v(y)|)dy
(v = 1 auf G) ≥ 2njDnj
∫
G
ψ(Tj)dy
|G|=1/2
= 2njDnj ·
1
2
ψ(Tj)
(8.76)
= 2njDnj ·
ω(Tj)
2
· T qj [log2(Tj + 2)]q(
ϑ
λ
+α
p ) = (∗).
Wegen (8.64) und p < λ < n :
Tj
j→∞−→ ∞.
Daher ist
lim
j→∞
ω(Tj) =∞.
Wir wissen, dass
Tj
(8.64)
=
D
p−λ
p
j
| log2Dj|ϑ/p+α/p
und q =
λp
λ− p.
Weiter folgt aus (8.70), dass | log2Dj|ϑ ≤ Cjϑ.
Man kann berechnen:
T qj =
D−λj
| log2Dj |
q(ϑp+αp )
und
[log2(Tj + 2)]
q(ϑλ+
α
p )
Dj61/2≥ c′| log2Dj|q(
ϑ
λ
+α
p ).
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Dann folgt
T qj [log2(Tj + 2)]
q(ϑλ+
α
p ) ≥ c′′ D
−λ
j
| log2Dj|
qϑ
p −
qϑ
λ
qϑ
p
− qϑ
λ
=ϑ
= c′′
D−λj
| log2Dj |ϑ
≥ cD
−λ
j
jϑ
,
und somit
lim
j→∞
ω(Tj) =∞ und T qj [log2(Tj + 2)]q(
ϑ
λ
+α
p ) ≥ cD
−λ
j
jϑ
. (8.77)
Daher gilt∫
Q
ψ(|uj|)dx ≥ (∗) = 2njDnj ·
ω(Tj)
2
T qj [log2(Tj + 2)]
q(ϑλ+
α
p )
(8.77)
≥ c · 2njω(Tj)
2
Dn−λj
jϑ
(8.64)
= c · 2njω(Tj)
2
2−njjϑ
jϑ
=
c
2
ω(Tj)→∞ fu¨r j →∞.
Damit haben wir Lemma 8.5 bewiesen. 2
Satz 8.5 Sei Q := [0; 1]n sowie p, λ, ϑ, α feste Konstanten mit
1 ≤ p < λ < n, α, ϑ ∈ (−∞; +∞). q sei definiert durch 1
q
= 1
p
− 1
λ
.
Ferner sei φ : R≥0 → R≥0 eine konvexe Funktion mit φ(0) = 0, φ(t) ∼
tp[log(t+ 2)]α. (Folglich, der Fall “(p = 1, α < 0)” ist ausgeschlossen.)
Dann gibt es zu jeder Konstante K > 0 eine Folge von Funktionen {ui}i∈N,
fu¨r die gilt:
∀ i : ui ∈ C∞0 (Q), ui ≥ 0,∫
BR(x0)
φ(|∇ui|)dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2 ∀ x0∀ i und gleichzeitig∫
Q
ω(ui)u
q
i [log(ui + 2)]
q(ϑλ+αp )
dx→∞ fu¨r i→∞
fu¨r jede Funktion ω : R≥0 → R≥0 mit lim
t→∞
ω(t) =∞.
Beweis: Wenn K ≥ K0 aus Lemma 8.5, dann umfaßt Lemma 8.5 bereits
den Satz 8.5.
Sei jetzt 0 < K < K0. Wegen “φ konvex, φ(0) = 0” gilt
φ
(
K
K0
t
)
≤ K
K0
φ(t) ∀ t ≥ 0. (8.78)
Nach Lemma 8.5 existiert eine Folge {vi}i∈N so dass
vi ∈ C∞0 (Q), vi ≥ 0,
∫
BR(x0)
φ(|∇vi|) dx ≤ K0 R
n−λ
| logR|ϑ ∀R ≤ 1/2 ∀x0 ∀ i
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und ∫
Q
ω˜(vi)v
q
i [log(vi + 2)]
q(ϑλ+
α
p )dx→∞ fu¨r i→∞
fu¨r jede Funktion ω˜ : R≥0 → R≥0 mit lim
t→∞
ω˜(t) =∞.
Sei
ui(t) :=
K
K0
vi(t), κ :=
ϑ
λ
+
α
p
, ω˜(t) := ω
(
K
K0
t
)(
K
K0
)q log
(
K
K0
t+ 2
)
log(t+ 2)
qκ .
Dann folgt∫
BR(x0)
φ(|∇ui|) dx =
∫
BR(x0)
φ
(∣∣∣∣ KK0∇vi
∣∣∣∣) dx
(8.78)
≤ K
K0
∫
BR(x0)
φ(|∇vi|) dx
≤ K
K0
·K0 R
n−λ
| logR|ϑ = K
Rn−λ
| logR|ϑ .
Wir berechnen:
lim
t→∞
ω(t) =∞ ⇒ lim
t→∞
ω˜(t) =∞
und nach Definition von ω˜ :
ω˜(vi)v
q
i [log(vi + 2)]
qκ = ω
(
K
K0
vi
)(
K
K0
vi
)q [
log
(
K
K0
vi + 2
)]qκ
= ω(ui)u
q
i [log(ui + 2)]
qκ.
Daher gilt die Limesbeziehung∫
Q
ω(ui)u
q
i [log(ui + 2)]
qκdx =
∫
Q
ω˜(vi)v
q
i [log(vi + 2)]
qκdx→∞ fu¨r i→∞. 2
Satz 8.6 Sei φ : R≥0 → R≥0 konvex, φ(0) = 0, ∀ t 6= 0 : φ(t) 6= 0,
φ(t) ∼ tp[log(t+ 2)]α.
(Folglich, entweder (p > 1, α ∈ (−∞; +∞)) oder (p = 1, α ≥ 0).)
Sei −∞ < α + ϑ < p < n.
Dann gibt es eine Kugel BR(0) mit R < 1, fu¨r die gilt:
∀K > 0 ∃ Funktion g ∈W 1,10 (BR(0)), so dass
∀ r ≤ 1/2, x0 ∈ Rn :
∫
Br(x0)∩BR(0)
φ(|∇g|)dx ≤ K r
n−p
| logR|ϑ und∫
BR(0)
eω(g)g
p
p−(ϑ+α)
dx =∞
fu¨r jede Funktion ω : R≥0 → R≥0 mit lim
t→∞
ω(t)→∞.
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Beweis: Wir betrachten eine Funktion g, die wie folgt definiert ist
g : BR(0)→ R≥0, g(x) = ξ(|x|), ξ(t) = K(| ln t|
p−(ϑ+α)
p − c),
wobei c so gewa¨hlt ist, dass ξ(R) = 0.
(8.79)
(R > 0 und K werden spa¨ter definiert). Nach Voraussetzung gilt ϑ+α < p,
und deshalb ist die Funktion ξ fallend auf (0; 1). Wir sehen:
|ξ′(t)| = K1
t| ln t|ϑ+αp
.
Wir wa¨hlen 0 < R < 1 so, dass |ξ′| auf (0;R) fallend ist. R kann man
unabha¨ngig von K1 wa¨hlen.
Wir wissen, dass die Funktion φ wa¨chst. Darum la¨ßt sich die folgende
Inklusion aus Lemma 6.1 ableiten:(
∀ r ≤ 1/2 :
∫
Br(0)
φ(|∇g|)dx ≤ K r
n−p
| log r|ϑ
)
⇒(
∀ r < 1/2, x0 :
∫
Br(x0)
φ(|∇g|)dx ≤ K r
n−p
| log r|ϑ
)
.
Wir bemerken: Wegen “φ konvex, φ(0) = 0” gilt
φ
(
K
K0
t
)
≤ K
K0
φ(t), wenn 0 < K ≤ K0.
Deshalb folgt aus der Behauptung “
∫
Br(0)
φ(|∇g|)dx ≤ K0 rn−p| ln r|ϑ ∀ r ≤ 1/2”,
dass ∀ r ≤ 1/2 :{
wenn K < K0 :
∫
Br(0)
φ
(∣∣∣∇[ KK0g(x)]∣∣∣) dx ≤ KK0 ∫Br(0) φ(|∇g|) dx ≤ K rn−p| ln r|ϑ ,
wenn K ≥ K0 :
∫
Br(0)
φ(|∇g|) dx ≤ K0 rn−p| ln r|ϑ ≤ K r
n−p
| ln r|ϑ .
Also mu¨ssen wir nur beweisen:
Wenn die Funktion g die folgende Form hat:
g : BR(0)→ R≥0, g(x) = ξ(|x|), ξ(t) = K(| ln t|
p−(α+ϑ)
p − c),
dann (a): ∃K > 0, K0 > 0 mit:
∫
Br(0)
φ(|∇g|)dx ≤ K0 rn−p| ln r|ϑ ∀ r ≤ 1/2
und (b): ∀K > 0 : ∫
BR(0)
eω(g)·g
p
p−(α+ϑ)
dx =∞
fu¨r jede Funktion ω : R≥0 → R≥0 mit lim
t→∞
ω(t) =∞,
hierbei ist φ(t) ≤ Ctp[ln t]α ∀ t ≥ 2.
Beweis von (a):
Wenn ξ(t) = K(| ln t| p−(α+ϑ)p − c), dann
|ξ′(t)| = C
′K
t| ln t|α+ϑp
=
C1
t| ln t|α+ϑp
.
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Wir wa¨hlen K > 0 so, dass
|ξ′(t)| > 2 fu¨r t ∈ (0; 1/2).
Dann hat man ∀ t ∈ (0; 1/2) :
φ(|ξ′(t)|)
|ξ′|>2
≤ C|ξ′(t)|p[ln |ξ′(t)|]α
|ξ′|>2, 1
t
>2
≤ C|ξ′(t)|p[ln 1
t
]α
=
C1C
tp[ln 1
t
]ϑ
t<1
=
C1C
tp| ln t|ϑ .
Wir berechnen∫
Br(0)
φ(|∇g|)dx = C
∫ r
0
φ(|ξ′(t)|)tn−1dt
r61/2
≤ C
∫ r
0
tn−p−1
| ln t|ϑ dt
t=ry
= Crn−p
∫ 1
0
yn−p−1
| ln(ry)|ϑdy = (∗∗).
Wenn ϑ ≥ 0, haben wir: 1| ln(ry)|ϑ ≤ 1| ln r|ϑ fu¨r 0 < r, y < 1. Darum∫
Br(0)
φ(|∇g|)dx ≤ (∗∗) ≤ C r
n−p
| ln r|ϑ
∫ 1
0
yn−p−1dy = K0
rn−p
| ln r|ϑ ,
weil n− p− 1 > −1.
Fu¨r ϑ < 0 gilt
| ln(ry)|−ϑ ≤ C(| ln r|−ϑ + | ln y|−ϑ).
Wir haben∫
Br(0)
φ(|∇g|)dx ≤ (∗∗) ≤
≤ Crn−p
(∫ 1
0
yn−p−1| ln r|−ϑdy +
∫ 1
0
yn−p−1| ln y|−ϑdy
)
= rn−p(C1| ln r|−ϑ + C2)
r≤1/2, ϑ<0
≤ K0 r
n−p
| ln r|ϑ .
Beweis von (b): Nun mu¨ssen wir nur zeigen, dass fu¨r jedes K > 0 gilt:∫
BR(0)
eω(g)·g
p
p−(α+ϑ)
dx =∞
fu¨r jede Funktion ω : R≥0 → R≥0 mit lim
t→∞
ω(t) =∞.
Sei
γ(x) := K
p
p−(α+ϑ)ω(g(x)).
Man kann leicht sehen:
lim
x→0
γ(x) =∞.
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Daraus folgt:
Es gibt eine solche Kugel Br0(0), dass γ(x) ≥ n ∀x ∈ Br0(0) und r0 ≤ R.
Folglich ∫
BR(0)
eω(g)g
p
p−(ϑ+α)
dx =
∫
BR(0)
eω(g)K
p
p−(ϑ+α) (| ln |x| |−c)dx
≥
∫
Br0 (0)
eγ(x)(| ln |x| |−c)dx
γ(x)>n
≥
∫
Br0 (0)
en(− ln |x|−c)dx
=
1
enc
∫
Br0(0)
dx
|x|n =∞.
2
135
136
Kapitel 9
Abscha¨tzungen fu¨r Funktionen u ∈ L2(Ω) mit:
∀BR(x0) : sup
h,k
∫
BR(x0)
|u(x+hek)−u(x)|
2
h
dx ≤ K
| logR|ϑ
In diesem Kapitel beweisen wir die Einbettung vom logarithmischen Nikolski-
Morrey-Raum in den Orlicz-Raum fu¨r einen Spezialfall, bei dem dim Ω = 2
und die Funktion u eine bestimmte Gestalt hat. Der allgemeine Fall eines
beschra¨nkten Lipschitz-Gebietes wird im na¨chsten Kapitel betrachtet.
Wir betrachten zuna¨chst den speziellen Fall:
Sei u ∈ L2(A), und A ⊂ R2 ein Winkel mit ∡A ∈ (0◦; 360◦], der
Scheitelpunkt dieses Winkels sei (0; 0) (siehe Abbildung 9.1),
fu¨r ein R0 > 0 gelte trg u ⊂ BR0(0) ∩ A (9.1)
und
 sup~h 6=0 ∫A~h∩Br(x0) |u(x+~h)−u(x)|2|~h| dx ≤ K| log r|ϑ ∀ r ≤ 1/2, x0 ∈ Rn
mit ~h ∈ R2 und A~h = A ∩ (A−~h)
 . (9.2)
Wir wollen beweisen, dass (9.1),(9.2) ⇒ ∫
A
|u|4[log(|u|+ 2)]ϑ−1−εdx ≤ K∗,
K∗ = K∗(K, ε,R0, A).
O.B.d.A. ∡A < 180◦. (Andernfalls ko¨nnen wir den Winkel A in einige
Winkel Ai mit ∡Ai < 180
◦ zerlegen.)
Wir wa¨hlen eine Basis {e1, e2} so, dass
1. A = {te1 + se2| t, s ∈ [0;∞)}.
2. Wenn Q∗ := {te1 + se2| t, s ∈ [0; 1]}, dann trg u ⊂ Q∗ und
|trg u| ≤ 1
2
|Q∗|.
Abbildung 9.1:
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Dies ist mo¨glich wegen (9.1).
O.B.d.A. ist u ≥ 0, denn wir ko¨nnen |u(x)| statt u(x) betrachten. Die
Ungleichung (9.2) ist damit offensichtlich immer noch gu¨ltig. Weiter fu¨hren
wir eine affine Abbildung, durch die die Basis {e1, e2} in die Standardbasis
abbildet.
Also genu¨gt es, Folgendes zu zeigen:
Seien bzgl. der Standard-Orthonormalbasis
Q := [0; 1]n, Rn+ := [0; +∞)n. Dann definieren wir:
Definition 9.1 Die Menge B ist die Menge aller Funktionen u mit
u ∈ L2(Rn+), u ≥ 0, trg(u) ⊂ Q und |trg(u)| ≤ 1/2.
Unter Wu¨rfeln verstehen wir immer die Wu¨rfeln mit Kanten, die par-
allel den Koordinatenachsen sind.
Definition 9.2 Sei i ∈ N0.
Li ist die Menge von Wu¨rfeln W ⊂ Q mit Kantenla¨nge 2−i.
Nun wollen wir beweisen
Satz 9.1 Sei u ∈ B, sup
h>0,k
∫
W∈Li
|u(x+hek)−u(x)|2
h
dx ≤ K
(i+1)ϑ
, n=dimQ=2,
insbesondere sup
h>0,k
∫
Q
|u(x+hek)−u(x)|2
h
dx ≤ K.
Dann gilt
∫
Q
u4[log(u+ 2)]ϑ−1−εdx ≤ Kε.
Beweis: Weiter setzen wir immer voraus, dass h > 0 ist. Außerdem
beschra¨nken auf den Fall stetiges u ∈ B. Der allgemeine Fall
durch Approximation beweisen kann.
(9.3)
Sei
µi := inf{t > 0| |(u(·) > t)| ≤ 2−i−1} fu¨r jedes i ≥ 0 (9.4)
und Ti := µi+1 − µi. Man kann leicht sehen, dass µ0 = 0 (da u ∈ B).
Wir mu¨ssen Ti abscha¨tzen.
Sei
ui(x) :=
 0 fu¨r u(x)≤ µi,u(x)− µi fu¨r µi ≤u(x)≤ µi+1,
Ti fu¨r u(x)≥ µi+1.
(9.5)
Wir betrachten ein Funktional J :
Definition 9.3 Sei W ∈ Li, g : Rn+ → R≥0. Dann setzen wir
JW (g) := inf
{
t ≥ 0
∣∣∣ | (g(·) > t) ∩W | ≤ |W ∩ trg(g)|
4
}
.
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Bemerkung 9.1 Daraus folgt
{
1 | (g(·) > JW (g) ) ∩W | ≤ |W ∩ trg(g)|4 ,
2 | (g(·) ≥ JW (g) ) ∩W | ≥ |W ∩ trg(g)|4 .
Beweis von 1 und 2: Aus der Definition von JW (g) folgt sofort, dass
1. ∀ δ > 0 : | (g(·) > JW (g) + δ) ∩W | ≤ |W ∩ trg(g)|4
⇒ | (g(·) > JW (g)) ∩W | =
∣∣∣∣[ ⋃
δ>0
(g(·) > JW (g) + δ)
]
∩W
∣∣∣∣ =
sup
δ>0
| (g(·) > JW (g) + δ) ∩W | ≤ |W ∩ trg(g)|4 .
2. ∀ δ > 0 : | (g(·) > JW (g)− δ) ∩W | > |W ∩ trg(g)|4
⇒ | (g(·) ≥ JW (g)) ∩W | =
∣∣∣ ⋂
δ>0
(g(·) > JW (g)− δ) ∩W
∣∣∣ =
inf
δ>0
| (g(·) > JW (g)− δ) ∩W | ≥ |W ∩ trg(g)|4 .
Aus der Definition von ui und µi folgt, dass{
trg(ui) ⊂ Q,
|trg ui| ≤ 2−i−1 ≤ 1/2.
Nach Lemma 5.3 kann man int(trg ui) mit einer Familie Λi von Wu¨rfeln
u¨berdecken, so dass
W1,W2 ∈ Λi, W1 6= W2 ⇒ |W1 ∩W2| = 0,
∀W ∈ Λi : 2−n2 |W | ≤ |trg ui ∩W | ≤ 12 |W |.
}
(9.6)
Lemma 9.1 Seien f : Rn+ → R≥0, 2
−n
2
≤ |trg f ∩Q| ≤ 1
2
, f¯ =
∫
Q
f(x) dx
und v(x) = f(x)− f¯ .
Dann gilt JQ(f) ≤ C‖v‖L2(Q).
Beweis: Wir berechnen zuerst f¯ . Sei
G0 := {x ∈ Q|f(x) = 0}.
Es ist klar, dass |G0| ≥ 1/2 und ∀x ∈ G0 : v(x) = −f¯ .
Dann ist
‖v‖2L2(Q) =
∫
Q
v2dx ≥
∫
G0
v2dx ≥ 1
2
|f¯ |2 ⇒ |f¯ | ≤
√
2‖v‖L2(Q).
Wir haben
‖f‖L2(Q) = ‖v + f¯‖L2(Q) ≤ ‖v‖L2(Q) + f¯ ≤ (1 +
√
2)‖v‖L2(Q).
Nun betrachten wir die Menge
G1 := {x ∈ Q|f(x) ≥ JQ(f)}.
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Wir haben nach Bemerkung 9.1:
|G1| ≥ |trg f ∩ Q|
4
≥ 2
−n
8
⇒ C‖v‖2L2(Q) ≥
∫
Q
f 2 dx ≥
∫
G1
f 2 dx ≥ [JQ(f)]2 · |G1| ≥ 2−n−3[JQ(f)]2.
Mit anderen Worten, JQ(f) ≤ C1‖v‖L2(Q). 2
Lemma 9.2 Sei W ∈ Lj, g : Rn+ → R≥0,
2−n
2
|W | ≤ |trg g ∩W | ≤ 1
2
|W |, sup
h,k
∫
W
|g(x+hek)−g(x)|2
h
dx ≤ K
(j+1)ϑ
.
Dann gilt JW (g) ≤ C 2
(n−1)j/2
(j + 1)ϑ/2
.
Beweis: Wir definieren x0 ∈ Rn+ so, dass W = x0 + 2−jQ.
Weiter ist
f(x) := g(x0 + 2
−jx), f¯ :=
∫
Q
f(x) dx und v(x) := f(x)− f¯ .
Wir berechnen:
sup
h,k
∫
Q
|v(x+ hek)− v(x)|2
h
dx = sup
h,k
∫
Q
|f(x+ hek)− f(x)|2
h
dx
(y = x0 + 2
−jx) = sup
h,k
∫
W
|g(y + 2−jhek)− g(y)|2
h
2njdy
(h = 2jh1) = 2
(n−1)j sup
h1,k
∫
W
|g(y + h1ek)− g(y)|2
h1
dy
≤ K 2
(n−1)j
(j + 1)ϑ
.
Nun ist aber
∫
Q
v(x) dx = 0, und fu¨r den Raum solcher Funktionen ist(
sup
h,k
∫
Q∩Q−hek
|v(x+hek)−v(x)|2
h
dx
)1/2
die Norm, die zu der Nikolski-Norm
‖v‖N 1/2,2(Q) a¨quivalent ist. Aber es ist bekannt, dass
N 1/2,2(Q) →֒ L2(Q).
Wir haben
‖v‖L2(Q) ≤ C‖v‖N 1/2,2(Q) ≤ C
(
sup
h,k
∫
Q
|v(x+hek)−v(x)|2
h
dx
)1/2
≤ C 2
(n−1)j/2
(j + 1)ϑ/2
.
Man kann leicht sehen, dass
JW (g) = JQ(f)
Lemma9.1≤ C‖v‖L2(Q) ≤ C 2
(n−1)j/2
(j + 1)ϑ/2
,
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und Lemma 9.2 ist bewiesen. 2
Sei
MW (v) := ε
2
2∑
k=1
∫ 1/e
0
dh
h| lnh|1+ε
∫
W
|v(x+ hek)− v(x)|2
h
dx. (9.7)
Aber da
∫ 1/e
0
dh
h| lnh|1+ε =
1
ε
, hat man
MW (v) ≤ sup
h,k
∫
W
|v(x+ hek)− v(x)|2
h
dx.
Wir definieren:
Ki :=MQ(ui). (9.8)
Nach (9.5),
ui(x) =
 0 fu¨r u(x)≤ µi,u(x)− µi fu¨r µi ≤u(x)≤ µi+1,
Ti fu¨r u(x)≥ µi+1.
Es ist klar, dass
u(x) =
∞∑
i=0
ui(x) ∀x ∈ Rn+.
Außerdem gilt, dass{
ui(x+ hek)− ui(x) ≥ 0 ∀ i ≥ 0, wenn u(x+ hek)− u(x) ≥ 0,
und ui(x+ hek)− ui(x) ≤ 0 ∀ i ≥ 0, wenn u(x+ hek)− u(x) ≤ 0.
Wir sehen, dass |u(x+ hek)− u(x)| =
∞∑
i=0
|ui(x+ hek)− ui(x)|.
Eine einfache Rechnung zeigt:
|u(x+ hek)− u(x)|2 =
∣∣∣ ∞∑
i=0
|ui(x+ hek)− ui(x)|
∣∣∣2 ≥ ∞∑
i=0
|ui(x+ hek)− ui(x)|2.
Wir haben
K ≥ MQ(u) = ε
2
2∑
k=1
∫ 1/e
0
dh
h| lnh|1+ε
∫
Q
|u(x+ hek)− u(x)|2
h
dx
≥ ε
2
∞∑
i=0
2∑
k=1
∫ 1/e
0
dh
h| lnh|1+ε
∫
Q
|ui(x+ hek)− ui(x)|2
h
dx
=
∞∑
i=0
MQ(ui) =
∞∑
i=0
Ki.
Also ist
K ≥
∞∑
i=0
Ki. (9.9)
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Lemma 9.3 Sei W ∈ Lj, 2−n2 |W | ≤ |W ∩ trg g| ≤ 12 |W |.
Dann [JW (g)]
2 ≤ C · 2(n−1)j(j + 1)1+εMW (g).
Beweis: Wir definieren x0 ∈ Rn+ so, dass W = x0 + 2−jQ.
Weiter sei
f(x) := g(x0 + 2
−jx), f¯ :=
∫
Q
f(x) dx und v(x) := f(x)− f¯ .
Sei h ∈ (0; 1/e]. Dann folgt
| ln(2−jh)| = j + | lnh|
| lnh|>1
≤ (j + 1)| lnh|
und
MW (g) = ε
2
2∑
k=1
∫ 1/e
0
dh1
h1| lnh1|1+ε
∫
W
|g(x+ h1ek)− g(x)|2
h1
dx
(x=x0+2−jy, h1=2−jh) =
ε
2
2∑
k=1
∫ 2j/e
0
dh
h| ln(2−jh)|1+ε
∫
Q
|f(y + hek)− f(y)|2
h
2(1−n)jdy
≥ ε
2
2∑
k=1
∫ 1/e
0
dh
h| ln(2−jh)|1+ε
∫
Q
|v(y + hek)− v(y)|2
h
2(1−n)jdy
(| ln(2−jh)|6(j+1)| lnh|) ≥ 2
(1−n)j
(j + 1)1+ε
MQ(v).
Wir zeigen nun:
∀h ∈ (0; 1/e] : MQ(v) ≥ Cε
∫
Q∩Q−hek
|v(y + hek)− v(y)|2
h1/2
dy.
Wir wissen: Seien t ∈ (0; 1/e), Qt,k := Q ∩Q− tek. Dann folgt
MQ(v) ≥ C
∫ 1/e
0
dh
h1/2
∫
Q
|v(y + hek)− v(y)|2
h
dy
und ∀h ∈ [0; t] :∫
Qt,k
|v(y + tek)− v(y)|2
t1/2
dy ≤ 2
∫
Qt,k
|v(y + tek)− v(y + hek)|2
t1/2
dy
+2
∫
Qt,k
|v(y + hek)− v(y)|2
t1/2
dy
(y1 = y + hek) ≤ 2
∫
Q
|v(y1 + (t− h)ek)− v(y1)|2
t1/2
dy1
+2
∫
Qt,k
|v(y + hek)− v(y)|2
t1/2
dy.
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Folglich gilt ∀ t ∈ (0; 1/e] :∫
Qt,k
|v(y + tek)− v(y)|2
t1/2
dy ≤
≤ 2
t
∫ t
0
dh
∫
Q
|v(y + (t− h)ek)− v(y)|2 + |v(y + hek)− v(y)|2
t1/2
dy
≤ 4
∫ t
0
dh
∫
Q
|v(y + hek)− v(y)|2
h3/2
dy
⇒ sup
t61/e
∫
Qt,k
|v(y+tek)−v(y)|2
t1/2
dy ≤ 4 ∫ 1/e
0
dh
h1/2
∫
Q
|v(y+tek)−v(y)|2
h
dy ≤ CMQ(v).
Aber ∫
Q
v(x)dx = 0.
Fu¨r den Raum solcher Funktionen ist
(
sup
k
sup
t61/e
∫
Qt,k
|v(y+tek)−v(y)|2
t1/2
dy
)1/2
eine Norm, die a¨quivalent zur Nikolski-Norm ‖v‖N 1/4,2(Q) ist. Und
N 1/4,2(Q) →֒ L2(Q).
Daraus folgern wir
MW (g) ≥ 2
(1−n)j
(j + 1)1+ε
MQ(v),
und
[MQ(v)]1/2 ≥ C‖v‖N 1/4,2(Q) ≥ C‖v‖L2(Q)
Lemma 9.1≥ CJQ(f) = CJW (g).
Wir haben
[JW (g)]
2 ≤ C1 · 2(n−1)j(j + 1)(1+ε)MW (g).
Der Beweis von Lemma 9.3 ist damit abgeschlossen. 2
Wegen der Definition von µi und ui (siehe (9.4),(9.5) ) gilt
|trg ui| ≤ 2−i−1.
Darum gilt fu¨r die Menge Λi von Wu¨rfeln, die int(trg ui) u¨berdeckt und in
(9.6) definiert ist:
∀W ∈ Λi : 2−i−1 ≥ |trg ui| ≥ |trg ui ∩W | ≥ 2−n−1|W |
⇒ |W | ≤ 2n−i.
Andererseits ist
|W | ≤ 1 = 20.
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Die Kantenla¨nge von W ist n
√|W | ≤ min{1, 21−i/n}, und wir haben:
Aus “W ∈ Λi ∩ Lj” folgt j ≥ max{0; i
n
− 1}.
Also
∀W ∈ Λi ∩ Lj : j + 1 ≥ max{1, i/n} ≥ c(i+ 1).
Weiter wollen wir solche Ri betrachten, fu¨r die
KiRi(i+ 1)
1+ε
2−i
= K
R1−ni
(i+ 1)ϑ
. (9.10)
Wir berechnen:
Ri =
(
K
Ki
2−i
(i+ 1)ϑ+1+ε
)1/n
. (9.11)
Sei jetzt W ∈ Λi ∩ Lj, 2−j ≥ Ri. Dann haben wir nach Lemma 9.2
[JW (ui)]
2 ≤ C (2
−j)1−n
(j + 1)ϑ
2−j>Ri,
j+1>c(i+1)
≤ C1 R
1−n
i
(i+ 1)ϑ
. (9.12)
Wir haben dabei benutzt, dass 1−n ≤ 0, ϑ ≥ 0. Nun wollen wir beweisen,
dass
T 2i ≤ K¯
R1−ni
(i+ 1)ϑ
fu¨r eine Konstante K¯, die von K, aber nicht von der Funktion u abha¨ngt.
Annahme: T 2i > K¯
R1−ni
(i+1)ϑ
fu¨r ein i ≥ 0.
Wir werden K¯ im Folgenden festlegen.
Die erste Voraussetzung ist: K¯ ≥ C1 mit C1 aus (9.12).
Dann gilt fu¨r jedes W ∈ Λi ∩ Lj mit 2−j ≥ Ri :
T 2i > K¯
R1−ni
(i+ 1)ϑ
≥ C1 R
1−n
i
(i+ 1)ϑ
(9.12)
≥ [JW (ui)]2.
Wir haben
Ti > JW (ui) fu¨r jedes W ∈ Λi mit Kantenla¨nge ≥ Ri. (9.13)
Λi besteht aus zwei Teilen
Λ′i :={W ∈ Λi | JW (ui) < Ti} und
Λ′′i :={W ∈ Λi | JW (ui) ≥ Ti}.
Nach Definition von Λ′i: W ∈ Λ′i ⇒ Ti > JW (ui)
⇒ | (ui(·) ≥ Ti) ∩W | ≤ | (ui(·) > JW (ui) ) ∩W |
Bemerkung 9.1
≤ |trg ui ∩ W |
4
.
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Dann ist ∑
W∈Λ′i
| (ui(·) ≥ Ti) ∩W |
s.o.≤ |trg ui|
4
≤ 2
−i
8
und ∑
W∈Λi
|(ui(·) ≥ Ti) ∩W | (+)= |(ui ≥ Ti)| = |(u ≥ µi+1)|
(9.4)
≥ 2
−i
4
.
In (+) benutzen wir (9.3), und zwar (9.3) ⇒ [u ist stetig] ⇒
[ui sind stetig] ⇒
[ ⋃
W∈Λi
W ⊃ int(trg ui) ⊃ {x ∈ Q− ∂Q|ui(x) > 0}
]
.
Wir bekommen∑
W∈Λ′′i
|(ui(·) ≥ Ti)∩W | =
∑
W∈Λi
|(ui(·) ≥ Ti)∩W |−
∑
W∈Λ′i
|(ui(·) ≥ Ti)∩W | ≥ 2−i8
⇒
∑
W∈Λ′′i
|trg ui ∩W | ≥ 2
−i
8
.
Zum Schluß ∑
W∈Λ′′i
|W |
(9.6)
≥ 2
∑
W∈Λ′′i
|trg ui ∩W | ≥ 2
−i
4
. (9.14)
Wir bezeichnen die Kantenla¨nge von W durch R(W ). Dann
∀W ∈ Λ′′i : R(W ) < Ri, (9.15)
denn [W ∈ Λ′′i und R(W ) ≥ Ri ]
(9.13)
=⇒ [Ti > JW (ui)]⇒ W 6∈ Λ′′i .
Sei τ := 1 + ε. Die Funktion
φ(t) := t
[
ln
(1
t
+ c4
)]τ
wa¨chst auf (0; +∞) fu¨r eine geeignete Konstante c4 > 1, denn
φ′(t) =
[
ln
(1
t
+ c4
)]τ−1(
ln
(1
t
+ c4
)
− τ
1 + c4t
)
> 0 ∀ t > 0,
wenn ln c4 > τ .
Die Funktion
ψ(t) := t
[
log2
(2
t
+ c4
)]τ
= c′ · φ(t/2)
wa¨chst auch.
Sei W ∈ Λ′′i ∩ Lj. Wir wissen, dass 2−j = R(W )
(9.15)
< Ri. Deshalb
2−j(j + 1)τ ≤ ψ(2−j) < ψ(Ri) = Ri
[
log2
( 2
Ri
+ c4
)]τ (∗)
≤ CRi(i+ 1)τ ,
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hierbei folgt (∗) aus: 2
Ri
(9.11)
= 2
(
Ki
K
(i+1)ϑ+1+ε
2−i
)1/n KiK 61≤ C · 2c i.
Auch
W ∈ Λ′′i ∩ Lj ⇒
[
|W | = 2−nj und JW (ui) ≥ Ti
]
.
Wir haben
MW (ui)
Lemma9.3≥ C (2−j )n−1
(j+1)1+ε
[JW (ui)]
2 ≥ C |W |
2−j(j+1)1+εT
2
i
2−j<Ri≥ C |W |
Ri(i+1)1+ε
T 2i .
Daraus folgt
Ki
(9.8)
= MQ(ui)
(9.7)
≥
∑
W∈Λi
MW (ui) ≥
∑
W∈Λ′′i
MW (ui)
≥ C
∑
W∈Λ′′i
|W |
(
T 2i
(i+ 1)1+εRi
)
(9.14)
≥ C
4
(
2−i
T 2i
(i+ 1)1+εRi
)
.
Wir sehen, dass
T 2i ≤ C2
Ki(i+ 1)
1+εRi
2−i
(9.10)
= C2K
R1−ni
(i+ 1)ϑ
.
Dies steht im Widerspruch zu unserer Annahme, wenn wir die Konstante K¯ ≥
C2K gewa¨hlt haben.
Also war unsere Annahme falsch, und T 2i ≤ K¯ R
1−n
i
(i+1)ϑ
.
Hierbei ist Ri
(9.11)
=
(
K
Ki
2−i
(i+1)ϑ+1+ε
)1/n
.
Wir berechnen fu¨r den Fall “n = 2”: T 2i ≤ K¯ R
−1
i
(i+1)ϑ
= K¯
(
Ki
K
2i
(i+ 1)ϑ−1−ε
)1/2
⇒ Ti ≤ C
(
Ki
K
· 2i)1/4
(i+ 1)
ϑ−1−ε
4
∀ i ≥ 0.
Sei jetzt q := 4, κ :=
ϑ− 1− ε
4
. Dann haben wir
Ti ≤ C
((
Ki
K
+ 2−i/2
)
2i
)1/q
(i+ 1)κ
∀ i ≥ 0. (9.16)
Die weiteren Berechnungen gehen fast wie in Satz 8.4:
ti :=
2i/q
(i+ 1)κ
∀ i ≥ 0, ∆j :=
j∑
i=0
ti ∀ j ≥ 0. (9.17)
Dann
µj =
j−1∑
i=0
Ti
(9.16)
≤ C
j−1∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti ∀ j ≥ 0. (9.18)
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Wir definieren die Funktion ω : R≥0 → R≥0 so:
ω(t) := tq[log(t+ c4)]
qκ, (9.19)
wobei man die Konstante c4 ≥ 1 so wa¨hlen muss, dass die Funktion ω
wachsend ist (nicht vergessen: κ kann negativ sein!)
Fu¨r den Beweis von Satz 9.1 ist das genug zu zeigen, dass
∫
Q
ω(u) dx ≤ C∗
fu¨r eine Konstante C∗.
Wir wissen, dass ti =
2i/q
(i+1)κ
, 0 ≤ Ki
K
≤ 1. Es ist nicht schwer zu sehen,
dass
2
j
2q
(j + 1)κ
≤
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti ≤ (j + 1) · 21/q · sup
06i6j
ti.
Darum gilt fu¨r c4 ≥ 1:
A(j + 1) ≤ log
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti + c4
)
≤ B(j + 1) ∀ j ≥ 0 (9.20)
fu¨r geeignete positive Konstanten A > 0, B > 0.
Die diskrete Variante der Ho¨lder-Ungleichung gibt
∀ (ai)i=0,1,2,... :
( j∑
i=0
|ai|
1
q · t
q−1
q
i
)q
≤
j∑
i=0
|ai| ·
( j∑
m=0
tm
)q−1
(9.17)
= ∆q−1j
j∑
i=0
|ai|.
Wenn ai :=
(
Ki
K
+ 2−i/2
)
ti ist, haben wir:(
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti
)q
≤ ∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti. (9.21)
Sei D := max{Aqκ, Bqκ} (siehe (9.20) ). Die Funktion ω wa¨chst, darum
ω(µj+1)
(9.18)
≤ ω
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti
)
(9.19)
=
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti
)q
·
(
log
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti + c4
))qκ
(9.21),(9.20)
≤ DCq∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ ∀ j ≥ 0.
Kurz gesagt, fu¨r geeignete Konstante K gilt
ω(µj+1) ≤ K∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ ∀ j ≥ 0. (9.22)
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Weiter wollen wir ein solches R > 0 und eine Funktion g betrachten, dass
g : BR(0)→ R≥0, |BR| = 1/2,
g(x) = ξ(|x|) die Symmetrisation von u ist.1
Die Definition von µj und der Funktion ξ zeigt, dass
µj = ξ(2
−j/nR) und ξ fallend.
Darum gilt
∀x ∈ B2−j/nR(0)− B2−(j+1)/nR(0) : g(x) ≤ µj+1 (da |x| > 2−(j+1)/nR).
Wir haben∫
Q
ω(u(x)) dx =
=
∫
BR(0)
ω(g(x)) dx ≤
∞∑
j=0
∫
B
2−j/nR(0)−B2−(j+1)/nR(0)
ω(µj+1) dx
=
=: c︷ ︸︸ ︷
1
2
|BR|
∞∑
j=0
2−jω(µj+1)
(9.22)
≤
=:C︷︸︸︷
cK
∞∑
j=0
2−j∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ
= C
∑∑
0≤i≤j<∞
2−j∆q−1j
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ
= C
∞∑
i=0
(
Ki
K
+ 2−i/2
) ∞∑
j=i
(
∆j(j + 1)
κ
2j/q
)q−1
· ti
2i/q
· (j + 1)
κ
2(j−i)/q
≤ C
∞∑
m=0
(
Km
K
+ 2−m/2
)
︸ ︷︷ ︸
≤C
(
1+
∑
m>0 2
−m/2
)
=C1
(
sup
ℓ>0
∆ℓ(ℓ+ 1)
κ
2ℓ/q︸ ︷︷ ︸
(I)
)q−1
sup
i>0
ti
2i/q
∞∑
j=i
(j + 1)κ
2(j−i)/q︸ ︷︷ ︸
(II)
≤ C1 · (I)q−1 · (II).
Also ist
∫
Q
|u|q[log(|u+ c4)]qκdx ≤ C1 · (I)q−1 · (II)
mit q = 4, qκ = ϑ− 1− ε.
Nun mu¨ssen wir nur noch beweisen, dass (I) <∞ und (II) <∞.
Zeige: (I) <∞. Wir wissen:
∆j
(9.17)
=
j∑
i=0
ti, ti =
2i/q
(i+ 1)κ
.
1diese Funktion war in unserem Fall eigentlich nicht notwendig, aber wir verkleinern den Koeffizienten
c in der Berechnung von
∫
Q ω(u(x)) dx.
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Wir wa¨hlen i0 ∈ N und d ∈ (0; 1) so, dass
2−1/q
(
i+ 2
i+ 1
)κ
≤ 1− d ∀ i ≥ i0.
Dann
∀ i ≥ i0 : ti
ti+1
= 2−1/q
(
i+ 2
i+ 1
)κ
≤ 1− d.
Folglich ist
∀m ≥ i ≥ i0 : ti ≤ tm · (1− d)m−i.
Wir haben
∀m ≥ i0 : ∆m =
i0−1∑
i=0
ti︸ ︷︷ ︸
=: c
+
m∑
i=i0
ti ≤ c+ tm
m∑
i=i0
(1− d)m−i ≤ c+ tm
d
.
Dann lim sup
m→∞
∆m
tm
≤ lim
m→∞
(
c
tm
+ 1
d
)
= 1
d
<∞
⇒ (I) = sup
m>0
∆m
tm
<∞.
Zeige: (II) <∞.
(II) = sup
i>0
ti
2i/q
∞∑
j=i
(j + 1)κ
2(j−i)/q
ℓ=j−i
= sup
i>0
1
(i+ 1)κ
∞∑
ℓ=0
(ℓ+ i+ 1)κ
2ℓ/q
= sup
i>0
∞∑
ℓ=0
( ℓ
i+1
+ 1)κ
2ℓ/q
.
Es ist klar:

wenn κ < 0, dann (II) =
∞∑
ℓ=0
1
2ℓ/q
<∞,
wenn κ ≥ 0, dann (II) =
∞∑
ℓ=0
(ℓ+1)κ
2ℓ/q
<∞,
und der Beweis von Satz 9.1 ist abgeschlossen. 2
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Kapitel 10
Abscha¨tzungen fu¨r Funktionen u ∈ Lp(Ω) mit:
∀BR(x0) : sup
h,k
∫
BR(x0)
∣∣∣u(x+hek)−u(x)
hα
∣∣∣p dx ≤ K Rn−λ| logR|ϑ
Zum Schluß wird eine allgemeine Einbettung vom logarithmischen Nikolski-
Morrey-Raum in Orlicz-Raum beweisen. Das Resultat ist insofern “allgemein”,
als die Dimension von Ω beliebig sein kann. Die einzige Voraussetzung an Ω
ist “beschra¨nkte Lipschitz-Gebiet”. Das Ergebnis, das wir in diesem Kapitel
bekommen, ist im Sinne der Definition 1.7 nicht optimal.
Wir wollen beweisen
Behauptung 10.1 Sei Ω ein beschra¨nktes Lipschitzgebiet, u ∈ Lp(Ω),
~h ∈ Rn, Ω~h = Ω ∩ (Ω−~h), α ∈ (0; 1), ϑ ∈ R und αp < λ ≤ n.
Dann haben wir:
Aus
 sup~h 6=0 ∫Ω~h∩Br(x0) |u(x+~h)−u(x)|p|~h|αp dx ≤ K rn−λ| log r|ϑ ∀ r ≤ 1/2, x0 ∈ Rn
und
∫
Ω∩Br(x0) |u|pdx ≤ K r
n−λ
| log r|ϑ ∀ r ≤ 1/2, x0 ∈ Rn

(10.1)
folgt, dass ∀ ε > 0:∫
Ω
|u|q[log(|u|+ 2)]qκdx ≤ Kε,Ω mit 1
q
=
1
p
− 1
λ
, κ =
ϑα
λ
− 1 + ε
q
.
Bemerkung 10.1 O.B.d.A. ist u > 0,
denn wir ko¨nnen |u(x)| statt u(x) betrachten. Man kann das leicht sehen,
weil die Ungleichungen (10.1) damit immer noch gu¨ltig sind.
Seien Q := [0; 1]n, Rn+ := { (x1, . . . , xn) ∈ Rn | xn ≥ 0 }.
Definition 10.1 Wir sagen, dass die Funktion u ∈ B liegt, wenn
u ∈ Lp(Rn+), u ≥ 0, trg(u) ⊂ Q und |trg(u)| ≤ 1/2.
Wir beweisen Behauptung 10.1 in zwei Etappen:
in Satz 10.1 – fu¨r den Fall {Ω = Rn+, u ∈ B},
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und in Satz 10.2 – fu¨r alle andere Fa¨lle.
Alle Wu¨rfeln, die im Folgenden entstehen, haben achsenparallele Kanten.
10.1 Beweis fu¨r u ∈ B (Satz 10.1)
Definition 10.2 Mit Li bezeichnen wir die Menge von Wu¨rfeln W ⊂ Q
mit Kantenla¨nge 2−i, i ≥ 0.
Fu¨r das Spa¨tere beno¨tigen wir
Satz 10.1 Seien α ∈ (0; 1), p ∈ [1;∞), ϑ ∈ (−∞; +∞) und αp < λ ≤
n.
Ferner gelte u ∈ B, sup
h>0,k
∫
W∈Li
|u(x+hek)−u(x)|p
hαp
dx ≤ K (2−i)n−λ
(i+1)ϑ
,
insbesondere sup
h>0,k
∫
Q
|u(x+hek)−u(x)|p
hαp
dx ≤ K.
Dann gilt
∫
Q
uq[log(u+2)]qκdx ≤ Kε, wobei 1q = 1p − αλ , κ = ϑαλ − 1+εq .
Beweis: Weiter setzen wir immer voraus, dass h > 0 ist. Außerdem
machen wir unseren Beweis nur fu¨r stetiges u ∈ B. Das ist
ausreichend, weil man den allgemeinen Fall durch Approxi-
mation beweisen kann.
(10.2)
Sei
µi := inf{t > 0| |(u(·) > t)| ≤ 2−i−1} fu¨r jedes i ≥ 0 (10.3)
und Ti := µi+1 − µi. Man kann leicht sehen, dass µ0 = 0 (da u ∈ B).
Wir mu¨ssen Ti abscha¨tzen.
Sei
ui(x) :=
 0 fu¨r u(x)≤ µi,u(x)− µi fu¨r µi ≤u(x)≤ µi+1,
Ti fu¨r u(x)≥ µi+1.
(10.4)
Definition 10.3 Sei W ∈ Li, g : Rn+ → R≥0. Dann ist
JW (g) := inf
{
t ≥ 0
∣∣∣ | (g(·) > t) ∩W | ≤ |W∩ trg(g)|4 }.
Bemerkung 10.2 Daraus folgt
{
1 | (g(·) > JW (g) ) ∩W | ≤ |W ∩ trg(g)|4 ,
2 | (g(·) ≥ JW (g) ) ∩W | ≥ |W ∩ trg(g)|4 .
Beweis von 1 und 2: Aus der Definition von JW (g) folgt sofort, dass
1. ∀ δ > 0 : | (g(·) > JW (g) + δ) ∩W | ≤ |W ∩ trg(g)|4
⇒ | (g(·) > JW (g)) ∩W | =
∣∣∣∣[ ⋃
δ>0
(g(·) > JW (g) + δ)
]
∩W
∣∣∣∣ =
sup
δ>0
| (g(·) > JW (g) + δ) ∩W | ≤ |W ∩ trg(g)|4 .
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2. ∀ δ > 0 : | (g(·) > JW (g)− δ) ∩W | > |W ∩ trg(g)|4
⇒ | (g(·) ≥ JW (g)) ∩W | =
∣∣∣ ⋂
δ>0
(g(·) > JW (g)− δ) ∩W
∣∣∣ =
inf
δ>0
| (g(·) > JW (g)− δ) ∩W | ≥ |W ∩ trg(g)|4 .
Aus der Definition von ui und µi folgt, dass{
trg(ui) ⊂ Q,
|trg ui| ≤ 2−i−1 ≤ 1/2.
Nach Lemma 5.3 kann man int(trg ui) mit einer Familie Λi von Wu¨rfeln
u¨berdecken, so dass
W1,W2 ∈ Λi, W1 6= W2 ⇒ |W1 ∩W2| = 0,
∀W ∈ Λi : 2−n2 |W | ≤ |trg ui ∩W | ≤ 12 |W |.
}
(10.5)
Lemma 10.1 Seien
f : Rn+ → R≥0,
2−n
2
≤ |trg f∩Q| ≤ 1
2
, f¯ :=
∫
Q
f(x) dx und v(x) := f(x)−f¯ .
Dann gilt JQ(f) ≤ C‖v‖Lp(Q).
Beweis: Wir berechnen zuerst f¯ . Sei
G0 := {x ∈ Q|f(x) = 0}.
Es ist klar, dass |G0| ≥ 1/2 und ∀x ∈ G0 : v(x) = −f¯ .
Dann folgt aus
‖v‖pLp(Q) =
∫
Q
|v|pdx ≥
∫
G0
|v|pdx ≥ 1
2
|f¯ |p,
dass
|f¯ | ≤ p
√
2‖v‖Lp(Q).
Wir haben
‖f‖Lp(Q) = ‖v + f¯‖Lp(Q) ≤ ‖v‖Lp(Q) + |f¯ | ≤ (1 + p
√
2)‖v‖Lp(Q)
Nun betrachten wir die Menge
G1 := {x ∈ Q|f(x) ≥ JQ(f)}.
Die Bemerkung 10.2 liefert: |G1| ≥ |trg f ∩Q|4 ≥ 2
−n
8
⇒ C‖v‖pLp(Q) ≥
∫
Q
|f |p dx ≥
∫
G1
|f |p dx ≥ [JQ(f)]p · |G1| ≥ 2−n−3[JQ(f)]p.
Mit anderen Worten, JQ(f) ≤ C1‖v‖Lp(Q). 2
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Lemma 10.2 Sei W ∈ Lj, g : Rn+ → R≥0,
2−n
2
|W | ≤ |trg g ∩W | ≤ 1
2
|W |, sup
h,k
∫
W
|g(x+hek)−g(x)|p
hαp
dx ≤ K (2−j)n−λ
(j+1)ϑ
.
Dann gilt JW (g) ≤ C 2
(λ/p−α)j
(j + 1)ϑ/p
.
Beweis: Wir definieren x0 ∈ Rn+ so, dass W = x0 + 2−jQ.
Weiter seien
f(x) := g(x0 + 2
−jx), f¯ :=
∫
Q
f(x) dx und v(x) := f(x)− f¯ .
Wir wissen:
sup
h1,k
∫
W
|g(y + h1ek)− g(y)|p
hαp1
dy ≤ K 2
(λ−n)j
(j + 1)ϑ
.
Daraus folgt
sup
h,k
∫
Q
|v(x+ hek)− v(x)|p
hαp
dx = sup
h,k
∫
Q
|f(x+ hek)− f(x)|p
hαp
dx
(y = x0 + 2
−jx) = sup
h,k
∫
W
|g(y + 2−jhek)− g(y)|p
hαp
2njdy
(h = 2jh1) = 2
(n−αp)j sup
h1,k
∫
W
|g(y + h1ek)− g(y)|p
hαp1
dy
≤ K 2
(λ−αp)j
(j + 1)ϑ
.
Aber nun ist ∫
Q
v(x) dx = 0,
und fu¨r den Raum solcher Funktionen ist
(
sup
h,k
∫
Q∩Q−hek
|v(x+hek)−v(x)|p
hαp
dx
)1/p
eine Norm, die zu der Nikolski-Norm ‖v‖Nα,p(Q) a¨quivalent ist. Es ist bekannt,
dass N α,p(Q) →֒ Lp(Q).
Somit haben wir
‖v‖Lp(Q) ≤ C‖v‖Nα,p(Q) ≤ C
(
sup
h,k
∫
Q
|v(x+ hek)− v(x)|p
hαp
dx
)1/p
≤ C 2
(λ/p−α)j
(j + 1)ϑ/p
.
Man kann leicht sehen, dass
JW (g) = JQ(f)
Lemma10.1≤ C‖v‖Lp(Q) ≤ C 2
(λ/p−α)j
(j + 1)ϑ/p
,
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und Lemma 10.2 ist bewiesen. 2
Sei
MW (v) := ε
n
n∑
k=1
∫ 1/e
0
dh
h| lnh|1+ε
∫
W
|v(x+ hek)− v(x)|p
hαp
dx. (10.6)
Aber
∫ 1/e
0
dh
h| lnh|1+ε =
1
ε
, so ist
MW (v) ≤ sup
h,k
∫
W
|v(x+ hek)− v(x)|p
hαp
dx.
Wir definieren:
Ki :=MQ(ui). (10.7)
Nach (10.4),
ui(x) =
 0 fu¨r u(x)≤ µi,u(x)− µi fu¨r µi ≤u(x)≤ µi+1,Ti fu¨r u(x)≥ µi+1.
Es ist klar, dass u(x) =
∞∑
i=0
ui(x) ∀x ∈ Rn+. Außerdem gilt, dass{
ui(x+ hek)− ui(x) ≥ 0 ∀ i ≥ 0, wenn u(x+ hek)− u(x) ≥ 0,
und ui(x+ hek)− ui(x) ≤ 0 ∀ i ≥ 0, wenn u(x+ hek)− u(x) ≤ 0.
Wir sehen, dass |u(x+ hek)− u(x)| =
∞∑
i=0
|ui(x+ hek)− ui(x)|.
Eine einfache Rechnung zeigt:
|u(x+ hek)− u(x)|p =
∣∣∣ ∞∑
i=0
|ui(x+ hek)− ui(x)|
∣∣∣p ≥ ∞∑
i=0
|ui(x+ hek)− ui(x)|p.
Wir haben
K ≥ MQ(u) = ε
n
n∑
k=1
∫ 1/e
0
dh
h| lnh|1+ε
∫
Q
|u(x+ hek)− u(x)|p
hαp
dx
≥ ε
n
∞∑
i=0
n∑
k=1
∫ 1/e
0
dh
h| lnh|1+ε
∫
Q
|ui(x+ hek)− ui(x)|p
hαp
dx
=
∞∑
i=0
MQ(ui) =
∞∑
i=0
Ki.
Also ist
K ≥
∞∑
i=0
Ki. (10.8)
Lemma 10.3 Sei W ∈ Lj, 2−n2 |W | ≤ |W ∩ trg g| ≤ 12 |W |.
Dann gilt [JW (g)]
p ≤ C · 2(n−αp)j(j + 1)1+εMW (g).
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Beweis: Sei x0 ∈ Rn+ so gewa¨hlt, dass W = x0 + 2−jQ.
Weiter seien
f(x) := g(x0 + 2
−jx), f¯ :=
∫
Q
f(x) dx und v(x) := f(x)− f¯
wie zuvor definiert. Sei h ∈ (0; 1/e]. Dann scha¨tzen wir ab:
| ln(2−jh)| = j + | lnh|
| lnh|>1
≤ (j + 1)| lnh|
und
MW (g) = ε
n
n∑
k=1
∫ 1/e
0
dh1
h1| lnh1|1+ε
∫
W
|g(x+ h1ek)− g(x)|p
hαp1
dx
(
x = x0 + 2
−jy,
h1 = 2−jh
)
=
ε
n
n∑
k=1
∫ 2j/e
0
dh
h| ln(2−jh)|1+ε
∫
Q
|f(y + hek)− f(y)|p
hαp
2(αp−n)jdy
≥ ε
n
n∑
k=1
∫ 1/e
0
dh
h| ln(2−jh)|1+ε
∫
Q
|v(y + hek)− v(y)|p
hαp
2(αp−n)jdy
s.o.≥ 2
(αp−n)j
(j + 1)1+ε
ε
n
n∑
k=1
∫ 1/e
0
dh
h| lnh|1+ε
∫
Q
|v(y + hek)− v(y)|p
hαp
dy
=
2(αp−n)j
(j + 1)1+ε
MQ(v).
Zeige:
MQ(v) ≥ Cε sup
h∈( 0; 1/e ]
∫
Q∩Q−hek
|v(y + hek)− v(y)|p
hαp/2
dy.
Seien t ∈ (0; 1/e], Qt,k := Q ∩Q− tek. Wir haben:
MQ(v) ≥ C
∫ 1/e
0
dh
h1−αp/2
∫
Q
|v(y + hek)− v(y)|p
hαp
dy.
Und ∀h ∈ (0; t) :∫
Qt,k
|v(y + tek)− v(y)|p
tαp/2
dy ≤ C
∫
Qt,k
|v(y + tek)− v(y + hek)|p
tαp/2
dy
+C
∫
Qt,k
|v(y + hek)− v(y)|p
tαp/2
dy
(y1 = y + hek) ≤ C
∫
Q
|v(y1 + (t− h)ek)− v(y1)|p
tαp/2
dy1
+C
∫
Qt,k
|v(y + hek)− v(y)|p
tαp/2
dy.
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Folglich gilt ∀ t ∈ (0; 1/e] :∫
Qt,k
|v(y + tek)− v(y)|p
tαp/2
dy ≤
≤ C
t
∫ t
0
dh
∫
Q
|v(y + (t− h)ek)− v(y)|p + |v(y + hek)− v(y)|p
tαp/2
dy
≤ 2C
∫ t
0
dh
∫
Q
|v(y + hek)− v(y)|p
h1+αp/2
dy
⇒ sup
t61/e
∫
Qt,k
|v(y + tek)− v(y)|p
tαp/2
dy ≤ 2C
∫ 1/e
0
dh
h1−αp/2
∫
Q
|v(y + tek)− v(y)|p
hαp
dy
≤ C1MQ(v).
Aber ∫
Q
v(x)dx = 0.
Fu¨r den Raum solcher Funktionen ist
(
sup
k
sup
t61/e
∫
Qt,k
|v(y+tek)−v(y)|p
tαp/2
dy
)1/p
eine zur ‖v‖Nα/2,p(Q) a¨quivalente Norm. Schliesslich ist die Einbettung
N α/2,p(Q) →֒ Lp(Q) bekannt.
Wir sammeln alle Resultate:
MW (g) ≥ 2
(αp−n)j
(j + 1)1+ε
MQ(v), und
[MQ(v)]1/p ≥ C‖v‖Nα/2,p(Q) ≥ C‖v‖Lp(Q)
Lemma 10.1≥ CJQ(f) = CJW (g).
Wir haben
[JW (g)]
p ≤ C1 · 2(n−αp)j(j + 1)(1+ε)MW (g).
Der Beweis von Lemma 10.3 ist damit abgeschlossen. 2
Wegen der Definition von µi und ui (siehe (10.3),(10.4) ) gilt
|trg ui| ≤ 2−i−1.
Deshalb folgt fu¨r die Wu¨rfelmenge Λi, die int(trg ui) u¨berdeckt (s. (10.5) ):
∀W ∈ Λi : 2−i−1 ≥ |trg ui| ≥ |trg ui ∩W | ≥ 2−n−1|W |
⇒ |W | ≤ 2n−i.
Andererseits ist |W | ≤ 1.
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Die Kantenla¨nge von W ist n
√|W | ≤ min{1, 21−i/n}, und wir haben:
Aus “W ∈ Λi ∩ Lj” folgt j ≥ max{0; i
n
− 1}.
Also
∀W ∈ Λi ∩ Lj : j + 1 ≥ max{1, i/n} ≥ c(i+ 1). (10.9)
Weiter wollen wir solche Ri betrachten, die die Gleichung
KiR
αp
i (i+ 1)
1+ε
2−i
= K
Rαp−λi
(i+ 1)ϑ
(10.10)
erfu¨llen. Daher
Ri =
(
K
Ki
2−i
(i+ 1)ϑ+1+ε
)1/λ
. (10.11)
Sei jetzt
W ∈ Λi ∩ Lj, 2−j ≥ Ri. (10.12)
Dann rechnen wir nach, dass
2−(j+1) ≥ Ri
2
K
Ki
>1
≥ 1
2
(
2−i
(i+ 1)ϑ+1+ε
)1/λ
≥ 2−C(i+1) ∀ i ≥ 0.
Folglich gilt
j + 1 ≤ C(i+ 1). (10.13)
Wir sehen:
(10.9), (10.13)⇒ c(i+ 1) ≤ j + 1 ≤ C(i+ 1).
Unter der Bedingung (10.12) folgt daraus
[JW (ui)]
p
Lemma10.2≤ C (2
−j)αp−λ
(j + 1)ϑ
2−j>Ri,
(j+1)ϑ>c′(i+1)ϑ
≤ C1 R
αp−λ
i
(i+ 1)ϑ
, (10.14)
wobei wir αp− λ ≤ 0 benutzt haben.
Nun wollen wir beweisen, dass T pi ≤ K¯R
αp−λ
i
(i+1)ϑ
. Hierbei ha¨ngt die Konstante
K¯ von K, aber nicht von der Funktion u ab.
Annahme: T pi > K¯
Rαp−λi
(i+1)ϑ
fu¨r ein i ≥ 0.
(Wir werden K¯ im Folgenden festlegen).
Wir wa¨hlen K¯ so, dass K¯ ≥ C1 mit C1 aus (10.14).
Dann gilt fu¨r jedes W ∈ Λi ∩ Lj mit 2−j ≥ Ri :
T pi > K¯
Rαp−λi
(i+ 1)ϑ
≥ C1 R
αp−λ
i
(i+ 1)ϑ
(10.14)
≥ [JW (ui)]p.
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Wir haben
Ti > JW (ui) fu¨r jedes W ∈ Λi mit Kantenla¨nge ≥ Ri. (10.15)
Λi kann man als Vereinigung von
Λ′i :={W ∈ Λi | JW (ui) < Ti} und
Λ′′i :={W ∈ Λi | JW (ui) ≥ Ti} darstellen.
Nach Definition von Λ′i: W ∈ Λ′i ⇒ Ti > JW (ui)
⇒ | (ui(·) ≥ Ti) ∩W | ≤ | (ui(·) > JW (ui) ) ∩W |
Bemerkung 10.2
≤ |trg ui ∩W |
4
.
Dann gilt ∑
W∈Λ′i
| (ui(·) ≥ Ti) ∩W |
s.o.≤ |trg ui|
4
≤ 2
−i
8
und ∑
W∈Λi
| (ui(·) ≥ Ti) ∩W | (+)= | (ui ≥ Ti) | = | (u ≥ µi+1) |
(10.3)
≥ 2
−i
4
.
In (+) benutzen wir (10.2), und zwar (10.2) ⇒ [u ist stetig] ⇒
[ui ist stetig] ⇒
[ ⋃
W∈Λi
W ⊃ int(trg ui) ⊃ {x ∈ Q− ∂Q | ui(x) > 0}
]
.
Wir bekommen∑
W∈Λ′′i
| (ui(·) ≥ Ti) ∩W | =
∑
W∈Λi
| (ui(·) ≥ Ti) ∩W |
−
∑
W∈Λ′i
| (ui(·) ≥ Ti) ∩W | ≥ 2
−i
8
⇒
∑
W∈Λ′′i
|trg ui ∩W | ≥ 2
−i
8
.
Schließlich ist ∑
W∈Λ′′i
|W |
(10.5)
≥ 2
∑
W∈Λ′′i
|trg ui ∩W | ≥ 2
−i
4
. (10.16)
Wir bezeichnen die Kantenla¨nge von W durch R(W ).
Dann hat man die folgende Implikation:
[W ∈ Λ′′i und R(W ) ≥ Ri ]
(10.15)
=⇒ [Ti > JW (ui) ]⇒W 6∈ Λ′′i .
Dieser Widerspruch zeigt, dass
W ∈ Λ′′i ⇒ R(W ) < Ri.
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Sei τ := 1+ε. Die Funktion φ(t) := t
[
ln
(
1
t
+c4
)]τ
wa¨chst auf (0; +∞)
fu¨r eine geeignete Konstante c4 > 1, denn
φ′(t) =
[
ln
(1
t
+ c4
)]τ−1(
ln
(1
t
+ c4
)
− τ
1 + c4t
)
> 0 ∀ t > 0,
wenn ln c4 > τ .
Die Funktion ψ(t) := t
[
log2
(
2
t
+ c4
)]τ
= c′ · φ(t/2) wa¨chst auch.
Sei W ∈ Λ′′i ∩ Lj . Wir wissen, dass 2−j = R(W ) < Ri. Deshalb gilt
2−j(j + 1)τ ≤ ψ(2−j) < ψ(Ri) = Ri
6C(i+1)τ (∗)︷ ︸︸ ︷[
log2
( 2
Ri
+ c4
)]τ
≤ CRi(i+ 1)τ ,
hierbei folgt (∗) aus:
2
Ri
(10.11)
= 2
(
Ki
K
(i+ 1)ϑ+1+ε
2−i
)1/λ Ki
K
61
≤ C · 2c i, τ > 0.
Nun benutzen wir die Inklusion
W ∈ Λ′′i ∩ Lj ⇒
[
|W | = 2−nj und JW (ui) ≥ Ti
]
.
Wir haben
MW (ui)
Lemma10.3≥ C (2
−j)n−αp
(j + 1)1+ε
[JW (ui)]
p
≥ C |W |
2−αpj(j + 1)1+ε
T pi
2−j<Ri≥ C |W |
Rαpi (i+ 1)
1+ε
T pi .
Daraus folgt
Ki
(10.7)
= MQ(ui)
(10.6)
≥
∑
W∈Λ′′i
MW (ui)
≥ C
∑
W∈Λ′′i
|W |
(
T pi
(i+ 1)1+εRαpi
)
(10.16)
≥ C
4
(
2−i
T pi
(i+ 1)1+εRαpi
)
.
Wir sehen, dass
T pi ≤ C2
Ki(i+ 1)
1+εRαpi
2−i
(10.10)
= C2K
Rαp−λi
(i+ 1)ϑ
.
Dies steht im Widerspruch zu unserer Annahme, wenn wir die Konstante K¯ ≥
C2K gewa¨hlt haben.
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Also war unsere Annahme falsch, und
T pi ≤ K¯
Rαp−λi
(i+ 1)ϑ
.
Hierbei ist
Ri
(10.11)
=
(
K
Ki
2−i
(i+ 1)ϑ+1+ε
)1/λ
.
Man setze diesen Ausdruck fu¨r Ri in die obige Abscha¨tzung fu¨r T
p
i und
erhalte
T pi ≤ K¯
Rαp−λi
(i+ 1)ϑ
= K¯
(
Ki
K
2i
(i+ 1)−ϑ−1−ε
)λ−αp
λ
(i+ 1)ϑ
,
deshalb
Ti ≤ C
(
Ki
K
· 2i)λ−αppλ
(i+ 1)
ϑα
λ
−(1+ε)λ−αp
pλ
∀ i ≥ 0.
Sei jetzt
q :=
pλ
λ− αp
(
⇔ 1
q
=
1
p
− α
λ
)
, κ :=
ϑα
λ
− 1 + ε
q
.
Dann haben wir
Ti ≤ C
(
Ki
K
· 2i)1/q
(i+ 1)κ
≤ C
((
Ki
K
+ 2−i/2
)
2i
)1/q
(i+ 1)κ
∀ i ≥ 0. (10.17)
Fu¨r weitere Rechnungen ist es wichtig, dass 1 < q <∞.
(Diese Ungleichungen folgen aus 1
q
= 1
p
− α
λ
und λ > αp ).
Seien
ti :=
2i/q
(i+ 1)κ
∀ i ≥ 0, ∆j :=
j∑
i=0
ti ∀ j ≥ 0. (10.18)
Dann ist
µj =
j−1∑
i=0
Ti
(10.17)
≤ C
j−1∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti ∀ j ≥ 0. (10.19)
Wir definieren die Funktion ω : R≥0 → R≥0
ω(t) := tq[log(t+ c4)]
qκ, (10.20)
wobei man die Konstante c4 ≥ 1 so wa¨hlen muss, dass die Funktion ω
wachsend ist (nicht vergessen: κ kann negativ sein!)
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Fu¨r den Beweis von Satz 10.1 genu¨gt es zu zeigen, dass
∫
Q
ω(u) dx ≤ C∗ fu¨r
eine Konstante C∗.
Wir wissen, dass ti =
2i/q
(i+1)κ
, 0 ≤ Ki
K
≤ 1. Es ist nicht schwer zu sehen,
dass
2
j
2q
(j + 1)κ
≤
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti ≤ (j + 1) · 21/q · sup
06i6j
ti.
Deswegen gilt fu¨r c4 ≥ 1:
A(j+1) ≤ log
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti + c4
)
≤ B(j+1) ∀ j ≥ 0 (10.21)
fu¨r geeignete positive Konstanten A > 0, B > 0.
Fu¨r 1 < q <∞ gilt eine diskrete Analogie der Ho¨lder-Ungleichung
∀ (ai)i=0,1,2,... :
(
j∑
i=0
|ai|
1
q · t
q−1
q
i
)q
≤
j∑
i=0
|ai| ·
(
j∑
m=0
tm
)q−1
(10.18)
= ∆q−1j
j∑
i=0
|ai|.
Mit ai :=
(
Ki
K
+ 2−i/2
)
ti haben wir:(
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti
)q
≤ ∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti. (10.22)
Sei D := max{Aqκ, Bqκ} (siehe (10.21) ). Da die Funktion ω monoton
wa¨chst, scha¨tzen wir ω(µj+1) wie folgt ab:
ω(µj+1)
(10.19)
≤ ω
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti
)
(10.20)
=
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti
)q
·
(
log
(
C
j∑
i=0
(
Ki
K
+ 2−i/2
)1/q
ti + c4
))qκ
(10.22),(10.21)
≤ DCq∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ ∀ j ≥ 0.
Kurz gesagt, fu¨r geeignete Konstante K gilt
ω(µj+1) ≤ K∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ ∀ j ≥ 0. (10.23)
Wir betrachten die Mengen
Ai := {x ∈ Q |µi < u ≤ µi+1 }.
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Aus Definition von µi (siehe (10.3) ) fogt
|Ai| ≤ |{x ∈ Q|u(x) > µi}|
(10.3)
≤ 2−i−1.
Die Definition von Ai zeigt auch, dass ∀x ∈ Ai : u(x) ≤ µi+1.
So gilt∫
Q
ω(u(x)) dx =
=
∞∑
j=0
∫
Aj
ω(u(x)) dx ≤
∞∑
j=0
|Aj| · ω(µj+1)
≤ 1
2
∞∑
j=0
2−jω(µj+1)
(10.23)
≤
=:C︷︸︸︷
K
2
∞∑
j=0
2−j∆q−1j
j∑
i=0
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ
= C
∑∑
0≤i≤j<∞
2−j∆q−1j
(
Ki
K
+ 2−i/2
)
ti(j + 1)
qκ
= C
∞∑
i=0
(
Ki
K
+ 2−i/2
) ∞∑
j=i
(
∆j(j + 1)
κ
2j/q
)q−1
· ti
2i/q
· (j + 1)
κ
2(j−i)/q
≤ C
∞∑
m=0
(
Km
K
+ 2−m/2
)
︸ ︷︷ ︸
≤C
(
1+
∑
m>0 2
−m/2
)
=C1
(
sup
ℓ>0
∆ℓ(ℓ+ 1)
κ
2ℓ/q︸ ︷︷ ︸
(I)
)q−1
sup
i>0
ti
2i/q
∞∑
j=i
(j + 1)κ
2(j−i)/q︸ ︷︷ ︸
(II)
≤ C1 · (I)q−1 · (II).
Also ist ∫
Q
|u|q[log(|u|+ c4)]qκdx ≤ C1 · (I)q−1 · (II)
mit 1
q
= 1
p
− 1
λ
, κ = ϑα
λ
− 1+ε
q
.
Nun mu¨ssen wir nur noch beweisen, dass (I) und (II) beschra¨nkt sind.
Zeige: (I) <∞. Wir wissen:
∆j
(10.18)
=
j∑
i=0
ti, ti =
2i/q
(i+ 1)κ
.
Man wa¨hle i0 ∈ N und d ∈ (0; 1) so, dass
2−1/q
(
i+ 2
i+ 1
)κ
≤ 1− d ∀ i ≥ i0.
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Dann gilt fu¨r i ≥ i0 :
ti
ti+1
= 2−1/q
(
i+ 2
i+ 1
)κ
≤ 1− d.
Folglich ist ∀m ≥ i ≥ i0 : ti ≤ tm · (1− d)m−i. Wir haben
∀m ≥ i0 : ∆m =
i0−1∑
i=0
ti︸ ︷︷ ︸
=: c
+
m∑
i=i0
ti ≤ c+ tm
m∑
i=i0
(1− d)m−i ≤ c+ tm
d
.
Dann ist lim sup
m→∞
∆m
tm
≤ lim
m→∞
(
c
tm
+ 1
d
)
= 1
d
<∞ und somit
(I) = sup
m>0
∆m
tm
<∞.
Zeige: (II) <∞.
(II) = sup
i>0
ti
2i/q
∞∑
j=i
(j+1)κ
2(j−i)/q
ℓ=j−i
= sup
i>0
1
(i+1)κ
∞∑
ℓ=0
(ℓ+i+1)κ
2ℓ/q
= sup
i>0
∞∑
ℓ=0
( ℓ
i+1
+1)κ
2ℓ/q
.
Es ist klar, dass (II) =

∞∑
ℓ=0
(ℓ+1)κ
2ℓ/q
<∞ fu¨r κ ≥ 0,
∞∑
ℓ=0
1
2ℓ/q
<∞ sonst.
Der Satz 10.1 ist damit bewiesen. 2
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10.2 Verallgemeinerung auf alle u ∈ Lp(Ω) (Satz 10.2)
Wir verallgemeinern nun Satz 10.1 auf beschra¨nktes Lipschitzgebiet. Wie zu
Beginn des Kapitels sei
R
n
+ = {(x1, . . . , xn) ∈ Rn | xn ≥ 0}, Q = [0; 1]n,
p ∈ [1,∞), ϑ ∈ (−∞; +∞), α ∈ (0; 1) und pα < λ ≤ n.
Außerdem wa¨hle man q und κ so, dass 1
q
= 1
p
− α
λ
, κ = αϑ
λ
− 1+ε
q
.
Wir wiederholen an dieser Stelle die Formulierung des Satzes 10.1, weil wir
daraus ein zu dem Satz a¨hnliches Resultat nur fu¨r andere Gebiete (fu¨r beliebige
beschra¨nkte Lipschitzgebiete) folgern mo¨chten.
Zuerst seien die folgenden Funktionale eingefu¨hrt:
Sa(u) :=
inf
{
K > 0
∣∣∣∣ sup
h>0,k
∫
Q∩BR(x0)
|u(x+hek)−u(x)|p
hαp
dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 12 , x0 ∈ Rn
}
und
Sb(u) :=
∫
Q
|u|q[log(|u|+ 2)]qκdx.
Fu¨r die Beschreibung der Menge B verweisen wir auf die Definition 10.1.
Satz 10.1: ∀K > 0 ∃Kε > 0 mit der Eigenschaft, dass die Bediengung
[Sa(u) ≤ K]
[Sb(u) ≤ Kε ] fu¨r u ∈ B
impliziert.
Wir zeigen nun die folgende Behauptung:
Satz 10.2 Sei Ω ein beschra¨nktes Lipschitzgebiet,
~h ∈ Rn und Ω~h = Ω ∩ (Ω − ~h), q und κ - wie oben. In Analogie zu den
oberen U¨berlegungen fu¨hren wir zwei Funktionale
S∗a(u) :=
inf
K > 0
∣∣∣∣∣∣
sup
~h 6=0
∫
Ω~h∩BR(x0)
|u(x+~h)−u(x)|p
hαp
dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 12 , x0 ∈ Rn
und
∫
Ω∩BR(x0) |u(x)|pdx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 12 , x0 ∈ Rn

und
S∗b (u) :=
∫
Ω
|u|q[log(|u|+ 2)]qκdx
ein.
Dann existiert fu¨r jedes K > 0 ein Kε,Ω > 0, so dass aus S
∗
a(u) ≤ K
S∗b (u) ≤ Kε,Ω fu¨r u ∈ Lp(Ω)
folgt.
Beweis: Sei Uδ(z) := int(Bδ(z)). Außerdem setzen wir voraus, dass u ≥ 0
(s. Bemerkung 10.1). Zu zeigen ist:
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Fu¨r jedes z ∈ Ω existiert eine Umgebung Uδ(z) und K1(z,K) > 0 (K1
ha¨ngt von Uδ(z) und K ab, jedoch nicht von der Funktion u), so dass die
untengenannten Implikationen (A) und (B) gelten:
[S∗a(u) ≤ K ]
(A)⇒
[
∀ z ∈ Ω ∃ δ > 0 : S∗b
(
u(·)χ
Uδ(z)
(·)
)
≤ K1(z,K)
]
(B)⇒
[S∗b (u) ≤ Kε,Ω],
hier ist χ
G
die charakteristische Funktion vom Gebiet G.
(B) folgt leicht aus dem Fakt, dass jede offene U¨berdeckung von Ω eine
endliche Teilu¨berdeckung besitzt.
Nun mo¨chten wir die Implikation (A) beweisen.
Dazu sei die Funktion
ζ ∈ C10(Rn; [0; 1]) mit ζ(x) :=
{
1 fu¨r |x| ≤ 1,
0 fu¨r |x| ≥ 2
eingefu¨hrt.
Wir definieren
ζr,x0(x) := ζ
(
x− x0
r
)
.
Man kann leicht sehen, dass fu¨r v(x) := u(x)ζr,x0(x) gilt
S∗a(v) ≤ Cr · S∗a(u)
fu¨r eine Konstante Cr, die nur von r abha¨ngt.
Sei z ∈ Ω. Man unterscheide zwei Fa¨lle z ∈ int(Ω) und z ∈ ∂Ω.
Fu¨r z ∈ int(Ω), wa¨hlen wir δ so, dass
B2δ(z) ⊂ Ω, δ ≤ 1/4, |B2δ| ≤ 1/2, v(x) = u(x)ζδ,z(x).
Die Funktion v kann man als Funktion von der Klasse B betrachten. 1 Deshalb
gilt die folgende Implikationskette:
S∗a(u) ≤ K ⇒ [Sa(v) ≤ CδS∗a(u) ≤ CδK]
Satz 10.1⇒
[
S∗b
(
u(·)χ
Uδ(z)
(·)
)
≤ Sb(v) ≤ K1(δ,K)
]
.
Wir wenden uns dem Fall z ∈ ∂Ω zu.
Wenn δ > 0 genu¨gend klein ist, dann existiert eine Orthonormalbasis
{e1, . . . , en−1, ν}, V := lin{e1, . . . , en−1} und eine Lipschitz-Funktion
ψ : V → R, so dass fu¨r x = (x′, xn) = x′ + xnν ∈ B2δ(z), x′ ∈ V, xn ∈ R gilt
x ∈ Ω⇔ xn ≥ ψ(x′). (10.24)
Außerdem setzen wir voraus, dass
δ ≤ 1/4, |B2δ| ≤ 1/2 und z = {1
2
, . . . ,
1
2
, 0}.
1zur Erinnerung: u ≥ 0. Das erreicht man durch eventuelles Verschieben der Standardbasis.
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Man weiß, dass S∗a(u · ζδ,z) ≤ CδS∗a(u) ≤ K1 (die Abha¨ngigkeit K1 von δ
wollen wir unterdru¨cken) und mo¨chte S∗b (u · ζδ,z) berechnen.
Dazu sei u(x)ζδ,z(x) wieder durch u(x) bezeichnet.
Wir mu¨ssen unsere Behauptung fu¨r dieses modifizierte u beweisen.
Seien V und ψ wie zuvor definiert.
Jedes x ∈ Rn schreibe man als x = (x′, xn) = x′ + xnν, x′ ∈ V, xn ∈ R.
Wir fu¨hren noch zwei weitere Bezeichnungen G und Q∗ ein:
G := {(x′, xn) | x′ ∈ V, xn ≥ ψ(x′)},
Q∗ := {x1e1 + . . .+ xn−1en−1 | xj ∈ [0, 1]}.
u : G→ R sei eine Funktion mit beschra¨nktem Tra¨ger, fu¨r den
trg(u) ⊂
{
(x′, xn)
∣∣∣x′ ∈ Q∗, xn ∈ [ψ(x′);ψ(x′) + 1]} und |trg u| ≤ 1/2
gilt (verkleinere δ > 0, falls no¨tig).
Schließlich sei
Ψ(x′, xn) := (x′, xn + ψ(x′)).
Ψ ist eine Lipschitz-Funktion.
Wenn v : Rn+ → R und v(x) = u(Ψ(x)), ist es klar, dass v ∈ B .
Wir erkla¨ren unsere Strategie:
Zuerst beweisen wir, dass Sa(v) ≤ C · S∗a(u) (C unabha¨ngig von u).
Wir wissen:
Sa(v) ≤ C · S∗a(u) ≤ CK1.
Und Sa(v) ≤ K1 Satz10.1=⇒ Sb(v) ≤ Kε, was S∗b (u) = Sb(v) ≤ Kε nach sich zieht.
Genau das wollen wir zeigen.
Fu¨r den Beweis unseres Satzes brauchen wir also nur Sa(v) ≤ C · S∗a(u) zu
zeigen. Mit anderen Worten: es muss bewiesen werden, dass
sup
h,x0
∫
BR(x0)∩Rn+
|v(x+ hek)− v(x)|p
hαp
dx ≤ C sup
h,i,y
∫
BR(y)∩Gh,i
|u(x+ hei)− u(x)|p
hαp
dx
∀R ∈ (0; 1/2] und ∀ k = 1, . . . , n gilt, wobei Gh,k := G ∩ (G− hek), h > 0.
Man betrachte zuerst den einfacheren Fall k = n. Dank
∣∣∣∂Ψ(x)∂x ∣∣∣ = 1 folgt mit
der Substitutionsregel
sup
h,x0
∫
BR(x0)∩Rn+
|v(x+ hen)− v(x)|p
hαp
dx =
= sup
h,x0
∫
BR(x0)∩Rn+∩(Rn+−hen)
|u(Ψ(x) + hen)− u(Ψ(x))|p
hαp
dx
= sup
h,x0
∫
Ψ(BR(x0))∩Gh,n
|u(x+ hen)− u(x)|p
hαp
dx.
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Wir haben Rn+ − hen ⊃ Rn+ verwendet.
Weil die Funktion Ψ eine Lipschitz-Funktion ist, ko¨nnen wir Ψ(BR(x0))
mit N Kugeln BR(y1), . . . , BR(yN) u¨berdecken, dabei ha¨ngt N nur von der
Funktion Ψ ab. Also gilt
sup
h,x0
∫
BR(x0)∩Rn+
|v(x+ hen)− v(x)|p
hαp
dx ≤ N sup
h,i,y
∫
BR(y)∩Gh,i
|u(x+ hei)− u(x)|p
hαp
dx.
Sei nun k 6= n. Wir definieren
M := 2 sup
x,y∈V
|ψ(x)− ψ(y)|
|x− y| ,
um die Differenzenquotienten von ψ wie folgt abzuscha¨tzen:
|ψ(y + hek)− ψ(y)| ≤ Mh
2
.
Nach wie vor wird jedes x ∈ Rn als x = (x′, xn) = x′+xnν, x′ ∈ V, xn ∈ R
geschrieben. Zur Abku¨rzung unserer Formeln fu¨hren wir noch einige weitere
Bezeichnungen ein:
I1(x) := x+ ψ(x
′)en,
I2(x) := x+ (Mh + ψ(x
′))en,
I3(x) := x+ hek + (Mh + ψ(x
′))en,
I4(x) := x+ hek + ψ(x
′ + hek)en,
fu¨r ein festes h.
Außerdem sei B′R(x0) := BR(x0) ∩ Rn+, TR(x0) := Ψ(BR(x0)) ∩G.
Wir haben∫
B′R(x0)
|v(y + hek)− v(y)|p
hαp
dy =
∫
B′R(x0)
|u(Ψ(y + hek))− u(Ψ(y))|p
hαp
dy
=
∫
B′R(x0)
|u(I4(y))− u(I1(y))|p
hαp
dy.
Mit einer Nulladdition ist der letzte Ausdruck ≤ C(J1 + J2 + J3), wobei
J1 :=
∫
B′R(x0)
|u(I4(y))− u(I3(y))|p
hαp
dy
J2 :=
∫
B′R(x0)
|u(I3(y))− u(I2(y))|p
hαp
dy
J3 :=
∫
B′R(x0)
|u(I2(y))− u(I1(y))|p
hαp
dy.
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Zuerst sei die Summe J2 + J3 behandelt: Die Substitution x := I2(y) bzw.
x := I1(y) liefert
J2 =
∫
B′R(x0)
|u(I2(y) + hek)− u(I2(y))|p
hαp
dy
=
∫
TR(x0)+Mhen
|u(x+ hek)− u(x)|p
hαp
dx bzw.
J3 =
∫
B′R(x0)
|u(I1(y) +Mhen)− u(I1(y))|p
hαp
dy
= Mαp
∫
TR(x0)
|u(x+Mhen)− u(x)|p
(Mh)αp
dx.
Nach dem schon angewendeten Schema wird TR(x0) mit N Kugeln
BR(y1), . . . , BR(yN) u¨berdeckt ( N = N(Ψ) ), man sieht, dass
J2 + J3 ≤ NC sup
h,i,y
∫
BR(y)∩Gh,i
|u(x+ hei)− u(x)|p
hαp
dx.
Dann wird der schwierigere Term J1 abgescha¨tzt.
J1 =
∫
B′R(x0)
|u(I3(y))−u(I4(y))|p
hαp
dy
x=Ψ(y+hek)
=
∫
TR(x0+hek)
|u(x+(Mh+ψ(x′−hek)−ψ(x′))en)−u(x)|p
hαp
dx,
folglich ist
J1 =
∫
TR(x0+hek)
|u(x+ A(x′)en)− u(x)|p
hαp
dx, (10.25)
mit A : V → R, A(x′) =Mh + ψ(x′ − hek)− ψ(x′).
Sei U - die Orthogonalprojektion von TR(x0 + hek) auf V, jeden Punkt
von Rn bezeichnen wir durch (x′, xn). Die Funktionen f1, f2 werden so
definiert, dass TR(x0 + hek) = { (x′, xn) | x′ ∈ U, xn ∈ [f1(x′); f2(x′)] }.[
ER := {(x′, xn + A(x′)) | (x′, xn) ∈ TR(x0 + hek)}
⇒ diamER ≤ CR.
]
(10.26)
Wir setzen
K(R) := sup
h,i,x0
∫
Gh,i∩BR(x0)
|u(x+ hei)− u(x)|p
hαp
dx. (10.27)
Wegen |a+ b|p ≤ C(|a|p+ |b|p) ko¨nnen wir J1 wie folgt nach oben abscha¨tzen:
J1
(10.25)
=
∫
U
∫ f2(x′)
f1(x′)
|u(x′,xn+A(x′))−u(x′,xn)|p
hαp
dxn dx
′
≤ C ∫
U
dx′
∫ f2(x′)
f1(x′)
|u(x′,xn+A(x′))−u(x′,xn+t(x′))|p+|u(x′,xn+t(x′))−u(x′,xn)|p
hαp
dxn,
wenn t(s) ∈ [0;A(s)] ∀ s ∈ U.
(10.28)
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Bemerkung 10.3 ∀x′ ∈ V : A(x′) ∈ [1
2
Mh; 3
2
Mh].
Beweis: M := 2 sup
x,y∈V
|ψ(x)−ψ(y)|
|x−y| und A(x
′) = Mh + ψ(x′ − hek)− ψ(x′).
Mit den Bezeichnungen
Γ1 :=
2
Mh
∫ Mh
2
0
ds
∫
U
dx′
∫ f2(x′)
f1(x′)
|u(x′, xn + A(x′))− u(x′, xn + A(x′)− s)|p
hαp
dxn,
Γ2 :=
2
3Mh
∫ 3
2
Mh
0
dτ
∫
U
dx′
∫ f2(x′)
f1(x′)
|u(x′, xn + τ)− u(x′, xn)|p
hαp
dxn
folgt:
Γ1
yn=xn+A(x′)−s≤ sup
06s6M
2
h
∫
ER−sen
|u(x′,yn+s)−u(x′,yn)|p
hαp
dx′dyn
(10.26),(10.27)
≤ C ·K(R),
Γ2 ≤ sup
06τ63M
2
h
∫
TR(x0+hek)
|u(x′,xn+τ)−u(x′,xn)|p
hαp
dx′dxn
(10.27)
≤ C ·K(R).
Wir substituieren t(x′) := A(x′)− s in (10.28), integrieren die beiden Teile
der so entstandenen Ungleichung bezu¨glich s , s ∈ [0; M
2
h] und dividieren
durch Mh
2
. Man bekommt
J1 ≤ C
(
2
Mh
∫Mh/2
0
ds
∫
U
dx′
∫ f2(x′)
f1(x′)
|u(x′,xn+A(x′))−u(x′,xn+A(x′)−s)|p
hαp
dxn +
2
Mh
∫Mh/2
0
ds
∫
U
dx′
∫ f2(x′)
f1(x′)
|u(x′,xn+A(x′)−s)−u(x′,xn)|p
hαp
dxn
)
=
C
(
Γ1 +
2
Mh
∫ Mh/2
0
ds
∫
U
dx′
∫ f2(x′)
f1(x′)
|u(x′, xn + A(x′)− s)− u(x′, xn)|p
hαp
dxn︸ ︷︷ ︸
=:D
)
.
Nun muss D abgescha¨tzt werden: Dafu¨r ersetzen wir A(x′)−s durch τ . τ liegt
im Intervall [0; 3M
2
h], denn A(x′) ∈ [M
2
h; 3M
2
h] und s ∈ [0; M
2
h]. Außerdem ist∣∣∣∂(τ,x1,...,xn)∂(s,x1,...,xn) ∣∣∣ = 1.
D. h.
D ≤ 2
Mh
∫ 3Mh
2
0
dτ
∫
U
dx′
∫ f2(x′)
f1(x′)
|u(x′, xn + τ)− u(x′, xn)|p
hαp
dxn = 3Γ2.
Insgesamt haben wir
J1 = C(Γ1 + 3Γ2) ≤ C1K(R)
= C1 sup
h,i,x0
∫
BR(x0)∩Gh,i
|u(x+ hei)− u(x)|p
hαp
dx.
Damit ist der Satz bewiesen. 2
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Anhang A
Hilfsbehauptung
In diesem Anhang beweisen wir im Grunde das folgende Lemma:
Wenn das Gebiet G im Wu¨rfel W liegt und |G| ≤ c1|W |, dann gilt fu¨r die
Oberfla¨che (∂G− ∂W ) die Ungleichung:
|∂G− ∂W | ≥ c2|∂G|.
Die Konstante c1 und c2 werden unten berechnen.
Dieses Lemma ist fu¨r die Theorie von Symmetrisation von Bedeutung.
Lemma A.1 (Weiter | . . . |F :=Fla¨cheninhalt)
Es gibt positive Konstanten c1, c2, so dass folgende Aussage gilt:
Fu¨r jeder n-dim Wu¨rfel W mit G ⊂W gelte |G| ≤ c1|W |
(eventuell ist G nicht zusammenha¨ngend!), und es sei Γ := ∂G \ ∂W .
Dann gilt |Γ|F ≥ c2|∂G|F .
Beweis: Sei W = [0;R]n, |G| ≤ c1|W | = c1Rn. Es ist klar, dass
R ≥
( |G|
c1
) 1
n
(A.1)
Wir wissen, dass |∂G|F ≥ |∂Br|F mit solchen r, dass |G| = |Br| = rn|B1|
(G ist hier nicht unbedingt zusammenha¨ngend!) Wir berechnen:
r = n
√
|G|
|B1| .
Wir scha¨tzen ab
|∂G|F ≥ |∂Br|F = |Sn−11 |F · rn−1 = |Sn−11 |F
( |G|
|B1|
)n−1
n
= β · |G|n−1n
mit einer Konstante β. Wir halten fest
β · |G|n−1n ≤ |∂G|F . (A.2)
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Sei jetzt Ai0 := ∂G ∩ (xi = 0), AiR := ∂G ∩ (xi = R) ∀i. Dann gilt
|∂G|F = |Γ|F +
n∑
i=1
(|Ai0|F + |AiR|F ). (A.3)
Wir wollen jetzt |Ai0|F abscha¨tzen.
Sei i fixiert, und πi–orthogonale Projektion auf (xi = 0).
Sei {
D1 := A
i
0 ∩ πi(Γ)
D2 := A
i
0 \ πi(Γ) .
Offensichtlich gilt Ai0 = D1 ∪D2
und der Zylinder {x+ tei|x ∈ D2, t ∈ [0;R]} liegt in G
⇒ |D2|F · R ≤ |G| ⇒ |D2|F ≤ |G|R . Folglich,
|D2|F ≤ |G|
R
(A.1)
≤ c
1
n
1 |G|
n−1
n
c1:=( β4n)
n
=
β
4n
|G|n−1n
(A.2)
≤ 1
4n
|∂G|F , (A.4)
wenn wir c1 :=
(
β
4n
)n
wa¨hlen.
Weiter ist klar, dass |D1|F ≤ |Γ|F , weil D1 ⊂ πi(Γ). Daher
|Ai0|F =
≤|Γ|F︷ ︸︸ ︷
|D1|F +|D2|F
(A.4)
≤ |Γ|F + 1
4n
|∂G|F .
Analog gilt |AiR|F ≤ |Γ|F + 14n |∂G|F (alle Fla¨chen vom W sind gleichbe-
rechtigt).
Daraus folgt |∂G|F (A.3)= |Γ|F +
n∑
i=1
(|Ai0|F + |AiR|F ) ≤ (2n+ 1)|Γ|F + 12 |∂G|F
⇒ 1
2
|∂G|F ≤ (1 + 2n)|Γ|F
⇒ |Γ|F ≥ c2|∂G|F mit c2 := 12(1+2n) . 2
Wir beweisen jetzt ein besseres Resultat: c1 :=
(
β
4n
)n
, c2 :=
1
2(1+
√
n)
.
Wir benutzen alle Bezeichnungen aus Lemma A.1. Jedoch wiederholen wir:
|G| ≤ c1|W | mit c1 =
(
β
4n
)n
und ν = (ν1, . . . , νn) ist a¨ußere Normale von
G auf Γ ⊂ ∂G, auch Ai0 := ∂G ∩ (xi = 0), AiR := ∂G ∩ (xi = R) ∀i
und
{
D1 := A
i
0 ∩ πi(Γ)
D2 := A
i
0 \ πi(Γ) (hier und weiter ist i fixiert).
Sei π∗i : D1 → Γ, π∗i (x) := x+ tei mit t := inf {s > 0|x+ sei ∈ Γ}︸ ︷︷ ︸
=:Ai(x); Ai(x) endlich f.u¨.
.
Erkla¨rung: wenn |Γ|F <∞, dann ist die Menge Ai(x) endlich fu¨r fast alle x ∈ D1
(da
∫
D1
#Ai(x)dS ≤ |Γ|F <∞, hier ist #M– Kardinalita¨t vom M)⇒ pi∗i (x) ∈ Γ f.u¨. auf D1.
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Aber da x ∈ D1, folgt aus der Definition von D1, dass der Basisvektor ei
a¨ußerer Vektor vom G im Punkt π∗i (x) ∈ ∂G ist
⇒ νi(π∗i (x)) = 〈ν(π∗i (x)), ei〉 ≥ 0 & π∗i (x) ∈ Γ f.u¨. auf D1
⇒ |D1|F =
∫
π∗i (D1)
|νi| dS ≤
∫
Γ∩(νi(x)≥0) |νi| dS =
∫
Γ∩(νi>0) |νi| dS.
Weiter gilt |D2|F
(A.4)
≤ 1
4n
|∂G|F , man kann dies beweisen wie in Lemma
A.1. Somit ist
|Ai0|F = |D1|F + |D2|F ≤
∫
Γ∩(νi>0)
|νi| dS + 1
4n
|∂G|F . (A.5)
Sei, wie in Lemma A.1,
AiR = ∂G ∩ (xi = R).
Wir fu¨hren die Abbildung T : (x1, . . . , xn) 7→ (R − x1, . . . , R− xn) ein.
Dabei ist
T (AiR) = T (∂G) ∩ (xi = 0), T (~ν) = −~ν (~ν − ein Vektor), T (W ) = W.
Wir verwenden das Resultat (A.5) fu¨r T (G) anstelle von G :
|AiR|F = |T (AiR)|F = |T (∂G) ∩ (xi = 0)|F
T (ν)=−ν
≤ ∫
Γ∩(−νi>0) |νi|dS + 14n |∂G|F
=
∫
Γ∩(νi<0) |νi|dS+ 14n |∂G|F
(
(A.5)⇒ |Ai0|F+|AiR|F ≤
∫
Γ
|νi|dS+ 12n |∂G|F
)
⇒ |∂G|F = |Γ|F +
∫
Γ
n∑
i=1
(|Ai0|F + |AiR|F )
s.o.≤ |Γ|F +
n∑
i=1
( ∫
Γ
|νi|dS + 12n |∂G|F
)
= |Γ|F +
∫
Γ
n∑
i=1
|νi|dS + 12 |∂G|F
⇒ 1
2
|∂G|F ≤ |Γ|F +
∫
Γ
n∑
i=1
|νi|dS = (∗).
Wir wissen, ( |ν1|+ . . .+ |νn|
n
)2
≤ ν
2
1 + . . .+ ν
2
n
n
=
1
n
⇒ (|ν1|+ . . .+ |νn|)2 ≤ n⇒ |ν1|+ . . .+ |νn| ≤
√
n.
Daher ist
1
2
|∂G|F ≤ (∗) ≤ |Γ|F +
∫
Γ
√
n dS = (1+
√
n)|Γ|F .⇒ |Γ|F ≥ 1
2(1 +
√
n)
|∂G|F .
Wir ersehen daraus, dass c2 =
1
2(1+
√
n)
.
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Zusammenfassung
Die Arbeit befaßt sich mit Verfeinerungen der Einbettungssa¨tze von Morrey,
Marcinkiewicz-Stampacchia und Trudinger. Es geht um die Frage, inwieweit
Morrey-Bedingungen fu¨r die Ableitungen eine Funktion zu besseren, als die
Sobolevschen-Ungleichungen gegeben Integrabilita¨tsexponenten fu¨hren. Ein
klassischer Satz (Marcinkiewicz-Stampacchia) kombiniert mit spa¨teren Ver-
besserungen, besagt, dass eine Funktion im Lebesguesche Funktionalraum Lq
liegt, sofern die Ableitung der Morrey-Bedingung∫
BR
|∇u|p dx ≤ KRn−λ
gilt. Hierbei ist
1/q = 1/p− 1/λ, λ > p.
Von besonderen Wichtigkeit ist auch der Grenzfall “λ = p = n”, in diesem Fall
gelten Orlicz-Raum-Inklusionen fu¨r etwa das Resultat von Trudinger, dass in
zweidimensionalen Fall
∫
Ω
eαu
2
dx <∞ ausfa¨llt, falls ∫
Ω
|∇u|2 dx <∞. (Ω
ist begrenzt und erfu¨llt innere Kegelbedingung.)
Einbettungssa¨tze sind fu¨r viele Fragen bei partiellen Differentialgleichun-
gen, etwa Regularita¨ts-, Stabilita¨ts- und Kompaktheitsfragen von Bedeutung.
Daher sind weiter gehende Verfeinerungen immer nu¨tzlich und willkommen. In
der vorliegenden Arbeit stellen wir die Frage, inwieweit Morrey-Bedingungen
mit logarithmischer Sto¨rung, also Bedingungen der Gestalt∫
BR
|∇u|p dx ≤ KRn−λ| logR|−ϑ, R ≤ 1/2
zu verbesserten Einbettungen fu¨r die Funktion u selbst fu¨hrt. Es gelingt uns,
hierzu optimale Einbettungen und Abscha¨tzen zu geben. In Detail sehen die
Ergebnisse folgendermaßen aus:
Im folgenden sei Ω ein beschra¨nktes Gebiet mit lipschitzstetigem Rand.
Wir behandeln die Frage: Sei φ : R≥0 → R≥0 eine konvexe Funktion mit
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φ(0) = 0. Fu¨r welche Funktion ψ gilt die Inklusion[
sup
x0
∫
BR(x0)∩Ω φ(|∇u|) dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|) dx ≤ K
]
⇒ ∫
Ω
ψ(|u|) dx ≤ K1 bei passender Auswahl K1 = K1(K)?
(A.6)
Parallel betrachten wir die Frage betrifft der “Optimalita¨t” unserer Resultate.
Wir meinen damit, dass die Inklusion (A.6) gilt, aber fu¨r jede Funktion ω :
R≥0 → R≥0 mit lim
t→∞
ω(t) = ∞ und jede Auswahl K > 0, K1 > 0 solches
u ∈ W 1,1(Ω) existiert, dass
sup
x0
∫
BR(x0)∩Ω φ(|∇u|) dx ≤ K R
n−λ
| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|) dx ≤ K,
aber
∫
Ω
ψ(|u|ω(|u|)) dx > K1.
Es ist klar, dass auch sehr schwach wachsende Funktionen ω zugelassen sind,
z.B. ω(t) = c ln ln(t+ e) fu¨r ein c > 0.
Zum Zwecke den kompakten Darstellung verabreden wir, dass
das Symbol “
∫
BR
” fu¨r “ sup
x0
∫
BR(x0)∩Ω
” steht.
Die Dissertation besteht in etwa aus drei Teilen:
Teil 1. φ(t) = tp. (Selbstversta¨ndlich p ≥ 1.)
Den Fall “p > λ” findet man bereits in der Literatur. (In diesem Fall
u ∈ C(Ω)). Drei Mo¨glichkeiten bleiben:
a) p = λ < n. Dann[∫
BR
|∇u|pdx ≤ K Rn−p| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
|u|pdx ≤ K
]
⇒

∫
Ω
eα|u|
p
p−ϑ
dx ≤ K1 fu¨r ϑ < p
und passende α > 0, K1 > 0.
∫
Ω
ee
α|u|
dx ≤ K1 fu¨r ϑ = p
u ∈ C(Ω) fu¨r ϑ > p.
Bemerkung: das gilt auch fu¨r negative ϑ. Außerdem sind diese Resultate
optimal in unserem Sinne fu¨r ϑ ∈ (−∞, p], also u¨berall, wo unsere “Optima-
lita¨t” hat einen Sinn. Wir zeigen
den Einbettungssatz in
Satz 6.1 (Fall “ϑ ≥ 0”), Satz 8.4(b) (Fall “ϑ < 0”),
die Optimalita¨t in
Satz 6.3 (Fall “ϑ ≥ 0”), Satz 8.6 (Fall “ϑ < 0”).
b) p = λ = n. Dann
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[∫
BR
|∇u|ndx ≤ K| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
|u|ndx ≤ K
]
⇒

∫
Ω
eα|u|
n
n−ϑ−1
dx ≤ K1 fu¨r 0 ≤ ϑ < n− 1
und passende α > 0, K1 > 0.
∫
Ω
ee
α|u|
dx ≤ K1 fu¨r ϑ = n− 1
u ∈ C(Ω) fu¨r ϑ > n− 1.
(Der Fall “ϑ < 0” hat keinen Sinn.) Diese Resultate sind optimal in unserem
Sinne fu¨r ϑ ∈ [0, n− 1], n ≥ 2. Wir zeigen
den Einbettungssatz in Satz 6.2,
die Optimalita¨t in
Satz 6.3 (Fall “ϑ > 0”), Satz 6.4 (Fall “ϑ = 0”).
c) p < λ ≤ n. Dann[∫
BR
|∇u|pdx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
|u|pdx ≤ K
]
⇒ ∫
Ω
|u|q[log(|u|+ 2)] qϑλ dx ≤ K1,
hier ist q definiert durch 1
q
= 1
p
− 1
λ
, ϑ ∈ R beliebig. Dieses Resultat ist
optimal u¨berall mit Ausnahme des Falls “(n = λ, ϑ < 0)”. Wir zeigen
den Einbettungssatz in
Satz 7.2 (Fall “ϑ ≥ 0”), Satz 8.4(a) (Fall “ϑ < 0”),
die Optimalita¨t in
Sa¨tze 7.3 & 7.4 (Fall “ϑ ≥ 0”), Satz 8.5 (Fall “ϑ < 0”).
Teil 2. (ϑ und α ko¨nnen sowohl positiv als auch negativ sein.)
Wir definieren zuerst A¨quivalenzrelation: Seien φ, ψ : R≥0 → R≥0. Dann
φ ∼ ψ, wenn ∃T, C, c > 0 mit: ∀ t > T : cψ(t) ≤ φ(t) ≤ Cψ(t).
Betrachten wir konvexe Funktion φ : R≥0 → R≥0 mit
φ(0) = 0 und φ(t) ∼ tp[log(t+ 2)]α
(das heisst, entweder (p = 1, α ≥ 0) oder (p > 1, α ∈ (−∞,+∞)).)
Wir wollen den Fall “λ = n” nicht betrachten. Der Fall “p > λ” ist klassisch
und wird daher nicht behandelt. Deshalb bleiben zwei Varianten:
a) p = λ < n. Dann[∫
BR
φ(|∇u|) dx ≤ K Rn−p| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|) dx ≤ K
]
⇒

∫
Ω
eβ|u|
p
p−(ϑ+α)
dx ≤ K1 fu¨r ϑ+ α < p
und passende β > 0, K1 > 0.
∫
Ω
ee
β|u|
dx ≤ K1 fu¨r ϑ+ α = p
u ∈ C(Ω) fu¨r ϑ+ α > p.
Das Resultat ist optimal in unserem Sinne mindestens fu¨r ϑ+ α < p.
Wir zeigen
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den Einbettungssatz in
Satz 8.2 (Fall “ϑ+ α ≥ 0”), Satz 8.4(b) (Fall “ϑ+ α < 0”),
die Optimalita¨t in Satz 8.6.
b) p < λ < n. Dann[∫
BR
φ(|∇u|) dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 und
∫
Ω
φ(|u|) dx ≤ K
]
⇒ ∫
Ω
|u|q[log(|u|+ 2)]qκdx ≤ K1.
Hier 1
q
= 1
p
− 1
λ
, κ = ϑ
λ
+ α
p
. Resultat ist optimal. Wir zeigen
den Einbettungssatz in Satz 8.4(a),
die Optimalita¨t in Satz 8.5.
Teil 3. Sei αp < λ ≤ n, α ∈ (0, 1), p ∈ [1,∞), ϑ ∈ (−∞,+∞). Dann
∫
BR(x0)∩Ω∩(Ω−hek)
|u(x+hek)−u(x)|p
hαp
dx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2, ∀x0 ∈ Rn, ∀h > 0
und
∫
BR(x0)
|u|pdx ≤ K Rn−λ| logR|ϑ ∀R ≤ 1/2 ∀x0 ∈ Rn

⇒ ∫
Ω
|u|q[log(|u|+ 2)]qκdx ≤ Kε mit 1q = 1p − αλ , κ = αϑλ − 1+εq
fu¨r jedes ε > 0.
Es ist ziemlich offensichtlich, dass dieses letzte Resultat nicht optimal in
unserem Sinne sein kann. Wir beweisen
Einbettungsatz in Sa¨tze 10.1 und 10.2.
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