We introduce linear cyclic codes over the ring F 2 + uF 2 = f0; 1; u; u = u + 1g, where u 2 = 0. This ring shares many properties of Z 4 and F 4 and admits a linear "Gray map". Cyclic codes are described as modules over (F 2 + uF 2 ) n which may not be free. Self-dual codes of odd length exists as in the case of Z 4 -codes. We exhibit some extremal codes of this very interesting family.
Introduction
Among the four rings of four elements, the Galois eld F 4 and more recently the ring of integers modulo four Z 4 are the most used in coding theory. Z 4 -codes are renowned for producing good nonlinear codes by the Gray map, namely Kerdock, Preparata or Goethals codes. On the other hand, the ring F 4 admits a linear Gray map which does not give good binary codes. The ring R = F 2 + uF 2 shares some good properties of both Z 4 and F 4 . This alphabet is given by all binary polynomials in indeterminate u of degree less than 2, and is closed under usual binary polynomial addition and multiplication modulo u 2 . The set of elements of R is f0; 1; u; u = u + 1g. It is easy to verify that R is a local ring with a maximal ideal given by f0; ug. The multiplication and addition table for the ring is given by Table 1 . The multiplication table coincides with that of Z 4 , when u and u are replaced by respectively 2 and 3. In this sense, R is analogous to Z 4 and here u plays the role of 2. However, the addition table is di erent. The addition table is similar to that of the Galois eld F 4 = f0; 1; ; 2 = + 1g, when u and u are replaced respectively by and 2 . Note that from the de nition, the characteristic of the ring is 2. Thus, in the structure of alphabets, R lies in between Z 4 and F 4 . This ring can also be viewed as a vector space of dimension 2 over F 2 . Moreover, the sets f0; 1g, f0; ug and f0; ug form three subspaces in R and the subspace f0; 1g (= F 2 ) is a subring. Note that the ring R is isomorphic to the quotient ring Z X]=(2; In this paper, we describe the structure of cyclic codes and cyclic self-dual codes over R. Since F 2 is a subring of R, the minimum distance of a lifted cyclic code over R is not increased. However, the dimension is higher and the binary Gray image is linear. Unlike the Z 4 case, here, free codes are not interesting and the best codes are obtained when the minimum distance of the residue code is about the double of the minimum distance of the torsion code. The image by the linear Gray map of cyclic codes over R leads to a new representation of some class of < u; u + v > constructed codes. This is remarkable since certain good < u; u + v > constructed binary codes have a simple representation as cyclic R codes (See also 17]). Note that cyclic Z 4 codes reveal the structure of certain good binary non linear codes. Indeed Z 4 cyclic codes could also be viewed as a generalization of < u; u + v > construction codes (see 10]).
The paper is organized as follows. Section 2 is devoted to the study of cyclic codes over R. All good codes of lengths 7 and 15 are given. Self-dual codes of odd length are introduced in section 3. They represent a very interesting family since they produce modular lattices 1]. Codes of lengths 15 and 31 are particularly interesting. Some of their binary images are self-dual binary codes of parameters 30; 15; 6] and 62; 31; 10].
2 Cyclic Codes over F 2 + uF 2 We rst establish some terminology. The set of R n of n-tuples from R is an R-module. By a linear code C over R (or a R-code), we mean an additive submodule of R n . Duality for codes is understood with respect to the form xy = P i x i y i . C is said to be self-dual if C = C ? . Two codes are equivalent if one can be obtained from the other by permuting the coordinates and if necessary exchanging 1 and u in certain coordinates. The Lee weight w L of x = (x 1 ; ; x n ) is de ned as n 1 (x) + 2n 2 (x). A non-zero linear code C over R, has a generator matrix which after a suitable permutation of the coordinates can be written in the form G = " I k 1 Thus any element of GR(R; r) can be uniquely represented as = 1 + u 2 ; 1 ; 2 2 F 2 r : (1) This is analogous to the p-adic representation considered in 3]. The Galois automorphism group of GR(R; r) is cyclic of order r and is generated by the Frobenius map de ned by
where is as in (1).
Cyclic codes, Generators and Idempotent Polynomials
In order to de ne cyclic codes of length n over R, we need to know a factorization of the polynomial x n ? 1 over R and study the ideals in the polynomial algebra generated by x n ? 1. We rst demonstrate that such a factorization exists by using addition properties of the ring. Since there exists a primitive element in GR(R; r), the polynomial (x n ? 1); where n = 2 r ? 1, factors linearly over GR(R; r). We have (x n ? 1) = (x ? )(x ?
2 ) (x ? n ); where is a primitive element of fG C ; 0g = F 2 r . De ne the minimal polynomial of ; 2 F 2 r in GR(R; r) as m( ) = (x ? )(x ? ( )) (x ? t?1 ( )); where 2 F 2 r of order 2 t ? 1; t divides r. It is easy to see that if (x ? ) divides (x n ? 1), then (x ? ( )) = (x ?
2 ) also divides (x n ? 1). Similarly the minimal polynomial of any non-zero element also divides (x n ? 1) and m( ) is a polynomial over R. Moreover, since belongs to F 2 r of GR(R; r), m( ) is a polynomial over F 2 in R. Thus, considering minimal polynomials of elements of G C belonging to distinct Frobenius classes gives the factorization of (x n ? 1) over R: (x n ? 1) = m( 1 )m( 2 ) m( t ); where 1 ; 2 ; ; t are generators of distinct Frobenius classes. The Factorization of (x n ?1) can also be obtained as follows. We know that F 2 is a subring of R and that over the binary eld, x n ? 1 factors uniquely as a product of pairwise irreducible polynomials. If any polynomial factors over a subring, it also factors over the ring. Thus, the factorization x n ? 1 = f 1 f 2 f r carries over R. Note that this is not the situation in the Z 4 case where the factorization has to be achieved by a non trivial lift 8].
We have the following lemma.
Lemma 3 If x n ? 1 = f 1 f 2 f r , where f i are basic irreducible and pairwise coprime, then this factorization is unique. The factorization is obtained from factorization of the binary polynomial x n ? 1. Proof: The factorization is demonstrated above. The ring R is a local ring with unique maximal ideal. By Hensel's Lemma 11], regular polynomials (polynomials which are not zero divisors) over R have a unique factorization. From 11] any zero divisor f(x) in R can be uniquely written as uf 0 (x), where f 0 (x) is a regular polynomial. In particular (x n ? 1) is regular and hence the lemma is proved.
2
We de ne f as a primary polynomial if (f), the ideal generated by f, is a primary ideal 11]. The maximal ideal contains all zero divisors. In Lemma 2, we have given the structure of the prime ideal in R x]=(f(x)) ( 13] ). Now we give the structure of all ideals in R n along the lines of results of 13] for Z 4 -cyclic codes. Theorem 1 Let n be odd. Let x n ? 1 = f 1 f 2 f r , where the f i (1 i r) are basic irreducible and pairwise polynomials. Letf i denote the product of all f j except f i . Then any ideal in the ring is a sum of (f i ) and (uf j ).
Proof: The proof is similar to the proof given in 13, Theorem 1] for ideals in Z 4 x]=(x n ?1) as in this case also, ideals in R n can be written as I = I 1 I 2 I t ; where I i ; i = 1; , is an ideal of the Galois Ring R x]=(f i ). The only ideals in R x]=(f i ) are (0); (1) or (u). The ideals (1) and (u) in I i = R x]=(f i ) correspond respectively to the ideals (f i ) and (f i ) in R n . In any case the ideal I is a sum of (f i ) and (f j ) since
2 As a consequence of the above theorem, the number of cyclic codes over R of length n is 3 t , where t is the number of basic irreducible polynomial factors in x n ?1 over R. The following two theorems characterize cyclic codes and their duals over R by giving generator polynomial description. We omit the proofs as they are identical to the corresponding theorems in 13] for Z 4 cyclic codes. Theorem 2 Suppose C is a cyclic code of odd length n over R, then there are unique, monic polynomials f; g; h such that C = (fh; ufg), where fgh = x n ? 1 Let C = (f) be a free code (respectively C = (uf)) over R, then C has an idempotent generator e(x) which is given by the idempotent generator of the binary residue (respectively torsion) code. This is a straightforward consequence of factorization of (x n ? 1) in R. Note that, if the code is free, the idempotent of its dual is given by 1 ? e(x ?1 ). But, this is not true for a code which has only a torsion part. In general if C = (fh; ufg), the idempotent polynomial of C is given by e 1 (x) + ue 2 (x), where (e 1 (x)) and (e 2 (x)) are the idempotent polynomials of the residue and torsion codes. Proof: Since the codes C 1 (residue) and uC 2 (code obtained by multiplying u with C 2 ) completely include in C, the result is obvious. 2 In the above lemma we get a rough idea of the minimum distance of the R-codes. In general it is di cult to nd the exact minimum distance and weight distribution. But, for the simplex code (free code generated by (x n ? 1)=f, where f is a primitive irreducible polynomial of degree r), the weight distribution can be computed using the vector space structure of GR(R; r) 18] . The weight distribution depends on the ranks of the matrices M = 1; ] formed by adjoining the element 1 with every belonging to F 2 r 18]. It is easy to verify that there are 2 r ? 2 such matrices whose rank is 2. The rest will have rank 1. The weight distribution is given in Table 2 . The Simplex code is the analog version of the Z 4 Kerdock code. The codewords of the Simplex code share many properties of m-sequences over F 2 but are not eld m-sequences. They form an interesting class of optimal sequences with respect to Hamming correlation 18]. The main implication of Lemma 5, is that the minimum distance of a free code is equal to that of its residue code. This is the reason why free codes are not interesting over R in the sense that the parameters of their binary image are not good. ? (by an optimal code, we mean a binary code having the maximal minimum distance for the given length and the dimension).
Remark The binary Gray image of the free codes considered in our paper can be equivalently expressed as repeated root cyclic codes in the sense of 4]. However, this is not true when the code is not free. For example, the codes corresponding to the second and fourth row are not equivalent to the code of parameters 14; 3; 8] of Table 1 in 4] . Similarly, the binary image of the code corresponding to the 13 th row is self-dual and not equivalent to the self-dual cyclic code given in 16] (itself equivalent to D 14 12] ). Table 4 But we must note that over this ring, the good constructions di er from that of Z 4 case where free codes are the most interesting. Over R, we are not going to consider quadratic residue codes. We will prefer to consider codes whose rates k 1 and k 2 are approximately the same. Recently, it has been shown in 14] that non trivial cyclic self-dual Z 4 -codes of odd length n exist. This property also holds over R. In this section, we study such cyclic codes and their extensions. Most of their structural properties match those of self-dual Z 4 -codes.
Length 15
The condition for a cyclic code of odd length n to be self-dual is given by the following theorem. 
Examples
If C is self-dual of odd length n, it is always possible to construct an other self-dual code of length n + 1. Let C = (fh; ufg), then from Theorem 3, x + 1 has to divide the polynomial h. Consider an R-cyclic code given byĈ = (fĥ; ufĝ), whereĝ = (x+1)g andĥ = h=(x+1): Then, the code formed by extendingĈ is a self-dual code of length n + 1. This construction is equivalent to the method using shadow codes in 6]. ; 6]. Its swe is given in appendix. Its binary Gray image has parameters 42; 21; 6]. It is possible to extend this code as explained at the beginning of this section. We obtain an extremal binary self-dual code of The most interesting code is C31 1 2 , has the same parameters as C31 1 . We have C31 2 := (fh; ufg) where f := f 1 f 1c ; g := f 2 f 2c ; h := (1+x)f 3 f 3c : Similarly, this code gives self-dual codes of lengths 32 over R and 62 and 64 over F 2 with same weight enumerators. The three other self-dual codes correspond to the case where the di erence between the rates k 1 and k 2 is large. Hence, they have bad parameters in the sense that their minimum distance is less than or equal to 8. Their constructions are given in the following Note that it is possible to obtain self-dual R-codes of lengths 35 and 39, but they are not extremal in view of Lemma 5.
Conclusion
We studied cyclic codes over F 2 +uF 2 and constructed some interesting self-dual cyclic codes over this ring. . This means that the decoding problem for a code of length 2n changes to one of length n. Since the characteristic of the ring is two, we obtain considerable advantage in decoding complexity. The next length to consider is 63. In this length, we may get a binary code whose performance could be compared to the 127; 78; 15] BCH code used in the industry to convert data rates from 9:6 Kbps to 16 Kbps.
The advantage of this ring compared to Z 4 is mainly due to the fact that our codes can be easily decoded and implemented. Even though the minimum distance of the Gray images of these codes are not as good as some exceptional Z 4 cyclic codes, they can correct naturally some extra burst errors along with random errors 17].
