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Several classic problems for particles diffusing outside an arbitrary configuration of non-
overlapping partially reactive spherical traps in three dimensions are revisited. For this purpose, we
describe the generalized method of separation of variables for solving boundary value problems of
the associated modified Helmholtz equation. In particular, we derive a semi-analytical solution for
the Green function that is the key ingredient to determine various diffusion-reaction characteristics
such as the survival probability, the first-passage time distribution, and the reaction rate. We also
present modifications of the method to determine numerically or asymptotically the eigenvalues and
eigenfunctions of the Laplace operator and of the Dirichlet-to-Neumann operator in such perforated
domains. Some potential applications in chemical physics and biophysics are discussed, including
diffusion-controlled reactions for mortal particles.
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I. INTRODUCTION
Diffusion-reaction processes in industrial chemical re-
actors, living cells, and biological tissues have been stud-
ied over many decades1–5. Diffusion toward spherical
traps (or sinks) is an emblematic model of such pro-
cesses that attracted a considerable attention among
theoreticians6–16. In a basic setting, one considers the
concentration of diffusing particles c(x, t) that obeys dif-
fusion equation in the complement Ω of the union of non-
overlapping balls:
∂
∂t
c(x, t) = D∇2c(x, t), (1)
where D is the diffusion coefficient, and∇2 is the Laplace
operator. This equation is completed by an initial con-
centration profile, c(x, t = 0) = c0(x), an appropriate
boundary condition describing reactions on the boundary
∂Ω, and the regularity condition c(x, t)→ 0 as |x| → ∞.
Various arrangments of traps may account for spatial
heterogeneities and help to elucidate the role of disor-
der onto reaction kinetics, in particular, onto the reac-
tion rate17–23. More generally, reactive traps and passive
spherical obstacles can be used as elementary “bricks” to
build up model geometrical structures of porous media
or macromolecules such as enzymes or proteins24–31.
As explicit analytical solutions to Eq. (1) are in gen-
eral not available, various mathematical tools and nu-
merical techniques have been broadly used. For instance,
Torquato and co-workers applied the variational princi-
ple to derive upper and lower bounds on the steady-state
reaction rate12–14. Among numerical techniques, Monte
Carlo simulations and finite-element methods were most
often employed thanks to their flexibility and applica-
bility to arbitrary confining domains (see32–35 and ref-
erences therein). In contrast, the generalized method
of separation of variables (GMSV), also known as the
(multipole) re-expansion method, exploits the intrinsic
local symmetries of perforated domains and relies on the
re-expansion (addition) theorems. This method was ap-
plied in different disciplines ranging from electrostatics to
hydrodynamics and scattering theory36–40. In chemical
physics, the GMSV for the Laplace equation was used
to study steady-state diffusion and to compute the re-
action rate in various configurations of traps28–31,41–45.
In particular, a semi-analytical representation for the
Green function of the Laplace equation was derived both
in three-dimensional31 and two-dimensional spaces46, al-
lowing one to access most steady-state characteristics of
the diffusion-reaction process such as the reaction rate,
the escape probability, the mean first-passage time, the
residence time, and the harmonic measure density. How-
ever, these results are not applicable to transient time-
dependent diffusion among traps, which is governed by
diffusion equation. As the Laplace transform reduces Eq.
(1) to the modified Helmholtz equation (see below), it
would be natural to adapt the GMSV to this setting.
While the GMSV for ordinary Helmholtz equation has
been broadly employed in scattering theory36–40, its ap-
plications to the modified Helmholtz equation seem to be
much less studied47,48.
In this paper, we employ re-expansion formulas
in spherical domains to develop a general framework
for solving boundary value problems for the modified
Helmholtz equation with Robin boundary conditions
(specified below). From the numerical point of view, the
proposed method can be seen as an extension of Ref.31
from the Laplace equation to the modified Helmholtz
equation, as well an extension of Ref.48 from exterior
to interior domains. From the theoretical point of view,
we derive a semi-analytical representation of the Green
function for the modified Helmholtz equation which de-
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2termines most relevant characteristics of transient time-
dependent diffusion. Moreover, we discuss how this
method can be adapted to compute the eigenvalues
and eigenfunctions of the Laplace operator and of the
Dirichlet-to-Neumann operator in such perforated do-
mains. To our knowledge, these spectral applications of
the method are new.
The paper is organized as follows. Section II presents
the GMSV and its applications to get the Green function
(Sec. II B), the heat kernel (Sec. II C), the Laplacian
spectrum (Sec. II D) and the spectrum of the Dirichlet-
to-Neumann operator (Sec. II E). In Sec. III, we describe
practical aspects of these results and their applications in
chemical physics. In particular, we discuss first-passage
properties (Sec. III A), stationary diffusion of mortal par-
ticles (Sec. III B), as well as advantages, limitations and
further extensions of the method (Secs. III C, III D). Sec-
tion IV concludes the paper. Appendices regroup tech-
nical derivations and some examples.
II. GENERAL FRAMEWORK
We consider diffusion outside the union of N non-
overlapping balls Ω1, . . . ,ΩN of radii Ri, centered at xi:
Ω = Ω0\
N⋃
i=1
Ωi, Ωi = {x ∈ R3 : |x− xi| < Ri}, (2)
where Ω0 is a ball of radius R0, centered at the origin
x0 = 0, that englobes all the balls: Ωi ⊂ Ω0 for all i
(Fig. 1). We allow R0 to be infinite (i.e., Ω0 = R3)
that describes an exterior problem, in which particles
diffuse in an unbounded domain Ω and thus can escape
at infinity. In turn, for any finite R0, one deals with an
interior problem of diffusion in a bounded domain Ω.
A. General boundary value problem
We first consider a general boundary value problem for
the modified Helmholtz equation
(q2 −∇2)w(x; q) = 0 (x ∈ Ω), (3a)(
aiw + biRi
∂w
∂n
)∣∣∣∣
∂Ωi
= fi (i = 0, . . . , N), (3b)
where q is a nonnegative parameter∗, ∂/∂n is the normal
derivative on the boundary ∂Ω = ∪Ni=0∂Ωi, oriented out-
wards the domain Ω, fi are given continuous functions on
∂Ωi, and ai and bi are nonnegative constants such that
ai + bi > 0 (i.e., ai and bi cannot be simultaneously 0).
∗While we focus on nonnegative q throughout the main text, the
method is implemented for any complex q, see Appendix B 3.
FIG. 1: (a) Illustration of a bounded perforated domain
Ω = Ω0\⋃3i=1 Ωi with three balls Ωi of radii Ri, centered at
xi, all englobed inside a larger ball Ω0 of radius R0 centered
at the origin. Local spherical coordinates, (ri, θi, φi), are as-
sociated with each ball. The exterior problem corresponds
to the limit R0 = ∞ when Ω0 = R3. (b) Any point x can
be represented either in local spherical coordinates (rj , θj , φj),
associated with the center xj , or in local spherical coordinates
(ri, θi, φi), associated with the center xi. Accordingly, basis
functions ψ±mn(x−xj) can be re-expanded on basis functions
ψ±kl(x−xi), where x−xj = Lij+(x−xi), with Lij = xi−xj
being the vector connecting xj to xi.
The Robin boundary condition (3b) is reduced to Dirich-
let condition for bi = 0 and to Neumann condition for
ai = 0. In particular, our description can accommodate
perfectly reactive traps or sinks (ai > 0, bi = 0), partially
reactive traps (ai > 0, bi > 0), and passive reflecting ob-
stacles (ai = 0, bi > 0). For the exterior problem, Eq.
(3b) for i = 0 is replaced by the regularity condition
w(x; q)→ 0 as |x| → ∞.
The basic idea of the GMSV consists in searching for
the solution of Eq. (3a) as a superposition of partial
solutions wi in the exterior of each ball Ω1, . . . ,ΩN , and
in the interior of Ω0:
w(x; q) =
N∑
i=0
wi(x; q) (4)
(for the exterior problem, w0 ≡ 0). As each domain
Ωi is spherical, the corresponding partial solution can
be searched in the local spherical coordinates (ri, θi, φi)
associated with Ωi, as an expansion over regular (for i =
0) and irregular (for i > 0) basis functions ψ±mn with
unknown coefficients Aimn,
wi(x; q) =
∞∑
n=0
n∑
m=−n
Aimn ψ
i
mn(qri, θi, φi), (5)
where we use a shortcut notation i = − for i > 0, and
0 = +. For the modified Helmholtz equation, the basis
functions are
ψ+mn(qri, θi, φi) = in(qri)Ymn(θi, φi),
ψ−mn(qri, θi, φi) = kn(qri)Ymn(θi, φi),
(6)
3where
in(z) =
√
pi/(2z) In+1/2(z),
kn(z) =
√
2/(piz)Kn+1/2(z)
(7)
are the modified spherical Bessel functions of the first and
second kind, and Ymn(θ, φ) are the normalized spherical
harmonics:
Ymn(θ, φ) =
√
(2n+ 1) (n−m)!
4pi (n+m)!
Pmn (cos θ) e
imφ, (8)
with Pmn (z) being the associated Legendre polynomials
(we use the convention that Ymn(θ, φ) ≡ 0 for |m| > n).
The unknown coefficients Aimn are fixed by the bound-
ary condition (3b) applied on each ∂Ωi:
fi =
N∑
j=0
∑
m,n
Ajmn
(
ai + biRi
∂
∂n
)
ψjmn(qrj , θj , φj)
∣∣∣∣
∂Ωi
,
(9)
where
∑
m,n is a shortcut notation for the sum over
n = 0, 1, 2, . . . and m = −n,−n + 1, . . . , n. As spherical
harmonics form a complete basis of the space L2(∂Ωi),
one can project this functional equation onto Ykl(θi, φi)
to reduce it to an infinite system of linear algebraic equa-
tions on the coefficients Ajmn:
F ikl =
N∑
j=0
∑
m,n
AjmnW
j,i
mn,kl
{
i = 0, 1, . . . , N,
l = 0, 1, . . . , |k| ≤ l,
(10)
where
W j,imn,kl (11)
=
((
ai + biRi
∂
∂n
)
ψjmn(qrj , θj , φj)
∣∣∣∣
∂Ωi
, Ykl
)
L2(∂Ωi)
and
F ikl = (fi, Ykl)L2(∂Ωi), (12)
with the standard scalar product: (f, g)L2(∂Ωi) =∫
∂Ωi
ds f(s) g∗(s), asterisk denoting the complex conju-
gate. Even though Ajmn, F
i
mn, and W
j,i
mn,kl involve many
indices, one can re-order them to consider Ajmn (resp.,
F imn) as components of a (row) vector A (resp., F), while
W j,imn,kl as components of a matrix W, so that Eq. (10)
becomes a matrix equation:
F = AW. (13)
In Appendix A 2, we provide the explicit formulas for
the matrix elements W j,imn,kl, which depend only on q,
on the positions and radii of the balls Ωi, and on the
parameters ai and bi. The derivation of these formulas
relies on the re-expansion (addition) theorems for basis
solutions ψ±mn
49,50. Truncating the infinite-dimensional
(a) (b) (c) (d)
FIG. 2: (a) Configuration of 7 perfect traps of radius Ri =
0.1 inside a larger sphere of radius R0 = 1 on which the vari-
able concentration profile is set: f0(θ, φ) =
1
2
(1 + sin θ cosφ)
(illustrated by a colored contour at the equator). (b,c,d) The
solution w(x; q) evaluated on a horizontal cut at z = 0 (i.e., in
the plane xy, view from the top), with q = 0.2 (b), q = 1 (c)
and q = 5 (d). The matrix W determining the coefficients
Aimn was truncated to the size 8(3+1)
2×8(3+1)2 = 128×128
with the truncation order nmax = 3.
matrix W and inverting it numerically yield a truncated
set of coefficients Ajmn. In this way, Eqs. (4, 5) provide
a semi-analytical solution of the boundary value prob-
lem (3a, 3b), in which the dependence on x is analytical
(via explicit basis functions ψ±mn), but the coefficients
Aimn have to be obtained numerically from Eq. (13). A
practical implementation of this method is summarized
in Appendix B, whereas its advantages and limitations
are discussed in Sec. III C.
Figure 2 illustrates three solutions w(x; q) of the mod-
ified Helmholtz equation with Dirichlet boundary condi-
tions on a configuration with 7 balls enclosed by a larger
sphere. As q increases, the solution w(x; q) drops faster
from its larger values on the outer sphere toward the per-
fectly absorbing traps.
B. Green function
The above general solution allows one to derive many
useful quantities. Here, we aim at finding the Green
function G(x,y; q) of the modified Helmholtz equation
in Ω51,52
(q2 −∇2)G(x,y; q) = δ(x− y) (x ∈ Ω),(14a)(
aiG+ biRi
∂G
∂n
)∣∣∣∣
∂Ωi
= 0 (i = 0, . . . , N), (14b)
where δ(x−y) is the Dirac distribution, and y is a fixed
point in Ω (for the exterior problem, Eq. (14b) for i =
0 is replaced by regularity condition G(x,y; q) → 0 as
|x| → ∞). We search for the Green function in the form
G(x,y; q) = Gf(x,y; q)− g(x;y, q), (15)
where
Gf(x,y; q) =
exp(−q|x− y|)
4pi|x− y| (16)
is the fundamental solution of the modified Helmholtz
equation, whereas the auxiliary function g(x;y, q) satis-
4fies Eqs. (3), with
fi =
(
aiGf + biRi
∂Gf
∂n
)∣∣∣∣
∂Ωi
. (17)
In Appendix A 3, we derive explicit formulas for the
scalar product in Eq. (12) determining the components
F imn of the vector F.
Among various applications, the Green function al-
lows one to solve the inhomogeneous modified Helmholtz
equation:
(q2 −∇2)w(x; q) = F (x) (x ∈ Ω), (18a)(
aiw + biRi
∂w
∂n
)∣∣∣∣
∂Ωi
= 0 (i = 0, . . . , N) (18b)
(with a given continuous function F ) as
w(x) =
∫
Ω
dyG(x,y; q)F (y). (19)
Equivalently, Eqs. (18) could be solved by reduction to
homogeneous Eqs. (3) with the help of the fundamental
solution Gf(x,y; q).
C. Heat kernel
The solution of the modified Helmholtz equation opens
a way to numerous applications in heat transfer and non-
stationary diffusion. For instance, the Green function
G(x,y; q) is related to the Laplace transform of the heat
kernel P (x, t|y) that satisfies the diffusion equation
∂P (x, t|y)
∂t
−D∇2P (x, t|y) = 0, (20a)
P (x, t = 0|y) = δ(x− y), (20b)(
aiP + biRi
∂P
∂n
)∣∣∣∣
∂Ωi
= 0 (20c)
(for the exterior problem, the Robin boundary condition
on ∂Ω0 is replaced by the regularity condition P → 0 as
|x| → ∞). The heat kernel describes the likelihood of
the event that a particle that started from a point y at
time 0, is survived against surface reactions on ∂Ω and
found in a vicinity of a point x at a later time t53,54.
The Laplace transform of the diffusion equation yields
the modified Helmholtz equation, so that
∞∫
0
dt e−pt P (x, t|y) = 1
D
G(x,y;
√
p/D). (21)
D. Laplacian eigenvalues and eigenfunctions
Replacing q by iq transforms the modified Helmholtz
equation (3a) to the ordinary Helmholtz equation:
(q2 +∇2)w(x; q) = 0. (22)
As solutions of this equation by the GMSV were thor-
oughly studied in scattering theory36–40, we do not dis-
cuss them here. However, we mention that the above
method can also be adapted to compute the eigenval-
ues and eigenfunctions of the Laplace operator −∇2 in a
bounded domain Ω (i.e., with R0 <∞):
∇2u(x) + λu(x) = 0 (x ∈ Ω), (23a)(
aiu+ biRi
∂u
∂n
)∣∣∣∣
∂Ωi
= 0. (23b)
As Eq. (23a) is the ordinary Helmholtz equation, it is
convenient to search for an eigenpair (λ, u(x)) in the form
u(x) =
N∑
j=0
∑
m,n
Ajmn ψ
j
mn(qrj , θj , φj), (24)
with q = i
√
λ. This is equivalent to setting fi ≡ 0 and
thus F ≡ 0 in Eq. (13). The necessary and sufficient
condition to satisfy the matrix equation AW = 0 is
det(W) = 0. (25)
If {qk} is the set of the values of q at which this con-
dition is satisfied, one gets the eigenvalues: λk = −q2k.
From the general spectral theory, the Laplace operator
in a bounded domain with Robin boundary conditions is
known to have an infinitely many nonnegative eigenval-
ues growing to infinity so that all zeros qk should lie on
the imaginary axis. In practice, the matrix W is first
truncated and then some zeros qk of det(W) are com-
puted numerically. These zeros yield the approximate
eigenvalues.
The computation of the associated eigenfunctions is
standard. At each value qk, the system of linear equa-
tions AW = 0 is under-determined and has infinitely
many solutions. If the eigenvalue λk = −q2k is simple,
one can fix a solution by setting one of unknown coeffi-
cients, e.g., A100, to a constant c. This results in a smaller
system of inhomogeneous linear equations on the remain-
ing coefficients Ajmn that can be solved numerically. The
corresponding eigenfunction is given by Eq. (24). The
arbitrary constant c is simply a choice of the normal-
ization of that eigenfunction. Once the eigenfunction is
constructed, it can be renormalized appropriately. For
eigenvalues with multiplicity m > 1, an eigenfunction is
defined up to m free constants that can be chosen in a
standard way.
E. Dirichlet-to-Neumann operator
The GMSV can be applied to investigate the spectral
properties of the Dirichlet-to-Neumann operator. For a
given function f on the boundary ∂Ω, the Dirichlet-to-
Neumann operator Mp associates another function g =
(∂w/∂n)|∂Ω on that boundary, where w is the solution
of the Dirichlet boundary value problem
(p−D∇2)w = 0 (x ∈ Ω), w|∂Ω = f (26)
5(for an exterior problem, the regularity condition w(x)→
0 as |x| → ∞ is also imposed; see55–59 for a rigorous
mathematical definition). The Dirichlet-to-Neumann op-
erator can be used as an alternative to the Laplace opera-
tor in describing diffusion-reaction processes. In particu-
lar, the eigenvalues and eigenfunctions of Mp determine
most diffusion-reaction characteristics, even for inhomo-
geneous surface reactivity60,61.
As the boundary ∂Ω is the union of non-intersecting
spheres ∂Ωi, a function f on ∂Ω can be represented by its
restrictions fi = f |∂Ωi , and Eq. (4) is the semi-analytical
solution of Eq. (26), by setting q =
√
p/D, ai = 1 and
bi = 0. The action of the operatorMp can be determined
by computing the normal derivative of the solution w. In
Appendix A 4, we represented the normal derivative as(
∂w
∂n
)∣∣∣∣
∂Ωi
=
∑
m,n
(
FW˜−1W˜′
)i
mn
Ymn(θi, φi), (27)
where the matrices W˜ and W˜′ are defined by explicit
formulas (A41, A43), and we inverted Eq. (13) to ex-
press the coefficients A. As a consequence, the Dirichlet-
to-Neumann operator Mp is represented in the basis of
spherical harmonics by the following matrix
M = W˜−1W˜′. (28)
In particular, the eigenvalues of this matrix coincide with
the eigenvalues ofMp, whereas its eigenvectors allow one
to reconstruct the eigenfunctions ofMp. In practice, one
computes a truncated version of the matrix M so that its
eigenvalues would approximate a number of eigenvalues
of Mp. For the exterior problem, one needs to reduce
the matrices W˜ and W˜′ by removing the block row and
block column corresponding to Ω0 (see Appendix A 2).
We recall that, in contrast to the Laplace operator, whose
spectrum is continuous for the exterior problem, the spec-
trum of the Dirichlet-to-Neumann operator is discrete for
interior and exterior perforated domains, because their
boundary ∂Ω is bounded in both cases.
The above method can also be adapted to study an
extension of the Dirichlet-to-Neumann to the case when
some spheres Ωi are reflecting. In fact, let I denote the
set of indices of spheres ∂Ωi that are reactive, whereas
the remaining spheres with indices {0, 1, . . . , N}\I are
reflecting. Then one can define the Dirichlet-to-Neumann
operator MΓp , acting on a function f on Γ = ∪i∈I∂Ωi as
MΓp : f → g = (∂w/∂n)|Γ, where w is the solution of
the mixed boundary value problem:
(p−D∇2)w = 0 in Ω,
{
w|Γ = f,
(∂w/∂n)|Ω\Γ = 0. (29)
The matrix representation of the operator MΓp is still
given by Eq. (28), in which the matrix W˜ is replaced
by another matrix evaluated with ai = 1, bi = 0 for
i ∈ I (Dirichlet condition) and ai = 0, bi = 1 for i ∈
{0, 1, . . . , N}\I (Neumann condition), see Appendix A 2.
III. DISCUSSION
The previous section presented a concise overview of
several major applications of the GMSV for the modi-
fied Helmholtz equation. In this section, we discuss its
practical aspects and illustrate the use of the GMSV on
several examples in the context of chemical physics.
A. First-passage properties
As the Green function G(x,y; q) is related via Eq. (21)
to the Laplace transform of the heat kernel, it determines
most diffusion-reaction characteristics in the Laplace do-
main (see60 for details). For instance, the Laplace trans-
form of the probability flux density j(s, t|y) reads
j˜(s, p|y) =
∞∫
0
dt e−pt j(s, t|y)
=
(
−∂G(x,y;
√
p/D)
∂n
)∣∣∣∣
x=s∈∂Ω
. (30)
We recall that j(s, t|y) is the joint probability density of
the reaction time and location on the partially reactive
boundary ∂Ω for a particle started from a point y ∈ Ω.
The normal derivative of the Green function was evalu-
ated in Appendix A 4, yielding:
j˜(s, p|y)
∣∣∣∣
∂Ωi
=
∑
m,n
Jimn(y)Ymn(θi, φi), (31)
where the components of the vector J are given by Eq.
(A47), with q =
√
p/D.
Probability distribution of the reaction time
The integral of the joint probability density j(s, t|y)
over time t yields the spread harmonic measure den-
sity on the sphere ∂Ωi
62,63. This is a natural exten-
sion of the harmonic measure density to partially reactive
traps with Robin boundary condition, which character-
izes the distribution of the reaction location. As the in-
tegral of j(s, t|y) over t is equal to j˜(s, 0|y) (i.e., with
p = q = 0), the modified Helmholtz equation is reduced
to the Laplace equation. The explicit representation of
the spread harmonic measure density and its properties
were discussed in Ref.31.
In turn, the integral of j(s, t|y) over the location posi-
tion s yields the probability density of the reaction time:
H(t|y) =
∫
∂Ω
ds j(s, t|y). (32)
In the Laplace domain, the expansion (31) allows one to
easily compute this integral due to the orthogonality of
6spherical harmonics:
H˜(p|y) =
∫
∂Ω
ds j˜(s, p|y) =
√
4pi
N∑
i=0
R2i J
i
00(y), (33)
where the factor R2i accounts for the area of the i-th ball,
and the matrix elements Ji00(y) are given in Eq. (A50).
Note that each term in this sum is the probability flux
onto the sphere ∂Ωi, while the dependence on y comes
explicitly through the expression for J. By definition,
H˜(p|y) = 〈exp(−pT )〉 is the generating function of the
moments of the reaction time T :
〈T k〉 = (−1)k lim
p→0
∂kH˜(p|y)
∂pk
. (34)
One can thus determine the mean and higher-order mo-
ments of the reaction time T . In turn, the inverse Laplace
transform of Eq. (33) gives H(t|y) in time domain. The
integral of H(t|y) from 0 to t yields the probability of
reaction up to time t, whereas the integral from t to in-
finity is the survival probability of the particle. We con-
clude that the present approach opens new opportunities
for studying various first-passage phenomena for an arbi-
trary configuration of non-overlapping partially reactive
spherical traps. In other words, this approach generalizes
the classical results for diffusion outside a single trap, for
which one has U = 0, and the above expression simplifies
to
H˜(p|y) = R1 e
−
√
p/D(|y|−R1)
|y|(a1 + b1(1 +R1
√
p/D))
, (35)
where we used the Wronskian
i′n(z)kn(z)− k′n(z)in(z) =
1
z2
(36)
and the explicit relations i0(z) = sinh(z)/z and k0(z) =
e−z/z. The inverse Laplace transform of this formula
yields the expression for H(t|y) derived by Collins and
Kimball64. Setting a1 = 1 and b1 = 0, one retrieves
another classical expression for a perfectly reactive trap
studied by von Smoluchowski65. We emphasize that for
a single trap, the analysis can be pushed much further
by including, e.g., the interaction potentials (see66–68 and
references therein). The more elaborate example of two
concentric spheres is discussed in Appendix C.
Presence of reflecting obstacles?
How do reflecting obstacles modify the reaction time
distribution? Figure 3 presents the Laplace-transformed
probability density H˜(p|0) of the first-exit time from the
center of the ball of radius R0 = R to its boundary ∂Ω0 in
presence of 35 reflecting spherical obstacles of equal radii
Ri = ρ. In Ref.
70, we conjectured that reflecting obsta-
cles cannot speed up the exit from the center of the ball,
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FIG. 3: (a,b) Two configurations of 35 reflecting spherical
obstacles of radius ρ inside a larger sphere of radius R, with
the same centers but distinct radii: ρ/R = 0.1 (a) and ρ/R =
0.2 (b). (c) Laplace-transformed probability density H˜(p|0)
of the first-exit time from the center of the ball of radius
R to its boundary ∂Ω0 in presence of 35 reflecting spherical
obstacles. The function H˜(p|0) was computed via Eq. (33),
with the truncation order nmax = 2. For comparison, the
gray dash-dotted line shows the classical expression H˜(p|0) =
1/i0(R
√
p/D) for an empty ball without obstacles. The inset
shows the Laplace-transformed survival probability S˜(p|0) =
(1− H˜(p|0))/p.
i.e., S(t|0) ≥ S0(t|0), where S(t|0) and S0(t|0) are the
survival probabilities with and without obstacles, respec-
tively. As a consequence, their Laplace transforms sat-
isfies the same inequality: S˜(p|0) ≥ S˜0(p|0). This state-
ment is not trivial: on one hand, reflecting obstacles hin-
der the motion of the diffusing particle and thus increase
its first-exit time; on the other hand, the obstacles reduce
the available space that might speed up the exit. Accord-
ing to this conjecture, the hindering effect always “wins”
for diffusion from the center to the boundary of a ball,
but it is not necessarily true neither for other starting
points, nor for other (non-spherical) domains. This con-
jecture is confirmed in our numerical example, as illus-
trated in the inset of Fig. 3. Expectedly, small obstacles
(ρ/R = 0.1) almost do not alter H˜(p|0) and S˜(p|0), the
curves being barely distinguishable. Most surprisingly,
even large obstacles (ρ/R = 0.2) that fill 35(ρ/R)3 ≈ 28%
of the volume, also have a very moderate effect, which is
mainly visible on the inset at small p. Indeed, the ob-
7stacles hinder diffusion and slightly increase the mean
first-exit time S˜(p = 0|0), from R2/(6D) ≈ 0.17(R2/D)
without obstacles, to 0.19(R2/D) in the presence of ob-
stacles. Even though this observation is realized for the
particular geometric setting of spherical obstacles, one
can question the role of hindering obstacles in more gen-
eral configurations. A systematic study of this problem
can be performed in future by using the present numer-
ical and analytical approach. As discussed in Sec. III B,
H˜(p|0) can alternatively be interpreted as the stationary
concentration at y = 0 of mortal particles whose concen-
tration on the outer boundary is kept constant.
Presence of absorbing sinks?
With the help of the GMSV, one can refine the above
analysis by considering the following first-passage time
problem: for a particle started from y, what is the reac-
tion time on a given trap i in the presence of absorbing
sinks that can irreversibly bind the diffusing particle?
The role of such binding sites onto the protein search for
targets on DNA chain was recently investigated within a
simplified one-dimensional model69. The GMSV allows
one to push this analysis further toward more elaborate
geometric configurations. The related survival probabil-
ity S(t|y) satisfies the backward diffusion equation:
∂S(t|y)
∂t
−D∇2S(t|y) = 0 (y ∈ Ω), (37a)(
aiS + biRi
∂S
∂n
)∣∣∣∣
∂Ωi
= 0, (37b)
S(t|y)∣∣
∂Ωj
= 1 (j 6= i), (37c)
with the initial condition S(t = 0|y) = 1. We emphasize
that this probability characterizes the reaction events on
the trap i; if in turn the particle binds any absorbing
sink (with j 6= i), it survives forever, see Eq. (37c). The
probability density of the reaction time is still H(t|y) =
−∂S(t|y)/∂t but it is not normalized to 1 given that the
reaction may never happen due to irreversible binding.
The Laplace transform reduces the diffusion equation
(37a) to the modified Helmholtz equation. Rewriting this
equation for the Laplace-transformed probability density,
H˜(p|y) = 1− pS˜(p|y), one gets
(p−D∇2)H˜(p|y) = 0 (y ∈ Ω), (38a)(
ajH˜ + bjRj
∂H˜
∂n
)∣∣∣∣∣
∂Ωj
= ajδij (j = 0, . . . , N), (38b)
where aj = 1 and bj = 0 for all j 6= i. As this is a specific
case of the general boundary value problem considered in
Sec. II A, its semi-analytical solution is accessible via the
GMSV. If one is interested in finding the reaction time on
a subset I of traps, the condition aj = 1 and bj = 0 is im-
posed only for j /∈ I, and the right-hand side of Eq. (38b)
becomes aj1j∈I , where 1j∈I is the boolean variable taking
1 if j ∈ I and 0 otherwise. When I = {0, 1, . . . , N}, one
retrieves the standard first-passage time problem, with
aj standing in the right-hand side for all j. Note also
that some traps from the subset I can be reflecting and
thus represent passive obstacles. Finally, as H˜(0|y) is the
integral of H(t|y), it can be interpreted as the probabil-
ity of reaction, also known as the splitting probability for
perfectly reactive traps.
B. Stationary diffusion of mortal particles
In the case of perfectly absorbing traps (ai = 1, bi = 0),
the boundary condition (38b) simply reads H˜|∂Ωj = δij ,
and the above first-passage time problem is equivalent
to stationary diffusion of “mortal” particles, which move
from a source on ∂Ωi to perfect sinks on the remain-
ing spheres ∂Ωj and spontaneously disappear with the
bulk rate p. This is a very common situation in biolog-
ical and chemical diffusion-reaction processes. Among
typical examples, one can mention: spermatozoa mov-
ing in an aggressive medium toward an egg cell; bacteria
or viruses that can be neutralized by the immune sys-
tem; cells or animals searching for food and starving to
death; proteins or RNA molecules which can disassemble
and be recycled within the cell; fluorescent proteins dif-
fusing toward receptors and spontaneously loosing their
signal and thus disappearing from view in single-particle
tracking experiments; excited nuclei loosing their magne-
tization due to relaxation processes in nuclear magnetic
resonance experiments; diffusing radioactive nuclei that
may disintegrate on their way from the nuclear reactor
core; more generally, molecules that can be irreversibly
bound to bulk constituent or be chemically transformed
on their way to catalytic sites70–74. For instance, setting
a constant concentration c0 on the outer sphere ∂Ω0 and
zero concentration on the inner spheres ∂Ωj describes
the diffusive flux of particles toward perfect sinks. Al-
ternatively, one can impose a constant flux on the outer
sphere to model particles constantly coming onto ∂Ω0
from the exterior space. Similarly, any set of inner balls
can play the role of a source. In turn, setting Neumann
condition on some inner spheres switches them to inert
obstacles, whereas Robin condition describes an interme-
diate behavior. The diffusive flux onto the trap Ωj is then
obtained from Eq. (27):
Jj =
∫
∂Ωj
ds
(
−Dc0 ∂H˜(p|y)
∂n
)∣∣∣∣∣
y=s∈∂Ωj
= −
√
4pic0DR
2
j
(
FM†
)j
00
, (39)
where the matrix M is defined by Eq. (28), and we used
the orthogonality of spherical harmonics. Here, the com-
ponents of the vector F from Eq. (12) describe whether
the i-th ball is source or sink. For instance, if there is a
single source located on the sphere ∂Ωi, then fj(s) = δij
8and thus F jmn = δijδn0δm0
√
4pi so that
Jj = −4piDc0R2j
(
M
)ji
00,00
. (40)
Expectedly, the flux is positive on traps and negative on
the source. When there is a subset of sources, then this
expression is summed over i corresponding to sources.
Note that all balls can be treated as sources, in which
case particles disappear only due to the bulk rate p.
As an example, let us consider two concentric spheres
and assign the outer sphere Ω0 to be a source and the
inner sphere Ω1 to be a sink. In this elementary setting,
one gets an explicit solution
w(x; q) = c0
i0(q|x|)k0(qR1)− k0(q|x|)i0(qR1)
i0(qR0)k0(qR1)− k0(qR0)i0(qR1) , (41)
J1 =
4pic0DqR0R1
sinh(q(R0 −R1)) , (42)
with q =
√
p/D. In the limit p → 0 and R0 → ∞, one
retrieves the Smoluchowski formula for the steady-state
reaction rate of a ball of radius R1: J1 = 4pic0DR1.
Reaction rate
On the other hand, the integral of j˜(s, p|y) from Eq.
(31) yields the probability flux onto the sphere ∂Ωi from a
point source at y. If there is a constant bulk uptake (with
concentration c0), the diffusive uptake onto the trap ∂Ωi
is given by
J i(p) = c0
∫
Ω
dy
∫
∂Ωi
ds j˜(s, p|y)∣∣
∂Ωi
=
√
4pic0R
2
iJ
i
00,
(43)
where J is the vector with components J
i
mn given by
Eq. (A54) after an explicit integration of the elements
of the vector J over the starting point y. This is the
amount of molecules (e.g., in mole) that have not disap-
peared in the bulk and come to the trap Ωi. This quantity
can also be interpreted as the Laplace transform of the
time-dependent reaction rate Ji(t) for the i-th trap, if the
molecules were initially distributed uniformly in the do-
main (with concentration c0). The Laplace-transformed
total reaction rate is then obtained by summing these
diffusive fluxes:
J˜(p) =
N∑
i=0
J i(p). (44)
For the exterior problem, the term i = 0 corresponding
to the outer boundary is removed. In this case, J˜(p) ∝
1/p as p → 0, and the proportionality coefficient is the
steady-state reaction rate in the long-time limit.
For instance, for the exterior problem for a single
sphere, one easily gets from Eq. (A54) that J
i
00 =
√
4pik1(qR1)/(qk0(qR1)), from which
J˜sm(p) ≡ J1(p) = 4pic0DR1
(
1
p
+
R1√
pD
)
. (45)
This is the Laplace transform of the classical Smolu-
chowski rate on the perfectly reactive sphere65:
Jsm(t) = 4pic0DR1
(
1 +R1/
√
piDt
)
. (46)
We illustrate the effect of diffusion screening between
traps onto the reaction rate by considering several con-
figurations of 6 identical perfect traps of radius ρ = 1/6
located along the axes at distance L from the origin (Fig.
4(a)). Figure 4(b) shows the Laplace-transformed reac-
tion rate J˜(p), which is normalized by the above Smolu-
chowski rate J˜sm(p) for a single spherical trap of radius
R1 = 6ρ = 1. In the limit of p→ 0 (no bulk reaction), the
curves tend to constants, indicating the common behav-
ior J˜(p) ∝ 1/p. As L increases, the traps become more
distant and compete less for diffusing particles so that the
reaction rate increases. Moreover, the particular choice
ρ = R1/6 ensures that the ratio J˜(0)/J˜sm(0) approaches
1 as L → ∞: 6 very distant balls of radius ρ trap the
particles as efficiently as a single trap of radius 6ρ. This
is a reminiscent feature of diffusion-limited reactions and
of the Smoluchowski rate, which is proportional to R1 in
the limit p→ 0.
In contrast, the opposite limit p → ∞ corresponds to
the short-time behavior of the reaction rate. As particles
diffuse on average over a distance
√
Dt, the 6 balls trap
first the particles in their close vicinity and thus do not
compete. As a consequence, the total reaction rate does
not depend on the distance L (if L exceeds
√
Dt), as
clearly seen on Fig. 4. Moreover, in this limit, the second
term dominates in Eq. (45), and the reaction rate is
proportional to the squared radius that explains 6 times
smaller limit of J˜(p)/J˜sm(p) as p→∞.
Figure 4(c) illustrates these results in time domain by
showing the total flux J(t), which is obtained via a nu-
merical Laplace transform inversion of J˜(p) and then nor-
malized by Jsm(t) from Eq. (46). At long times (corre-
sponding to p → 0), the total flux reaches its steady-
state limit. At short times (corresponding to p → ∞),
all curves reach the same level 1/6, which is the ra-
tio between the total surface area of 6 balls of radius
ρ = 1/6 and the total surface area of a single ball of
radius R1 = 6ρ.
Finally, we note that the reaction rates on Fig. 4 were
obtained by truncating matrices up to the order nmax =
2. As we dealt with matrices of size 6(2+1)2×6(2+1)2 =
54×54, all curves were obtained within less than a second
on a standard laptop. Remarkably, the use of the lowest
truncation order nmax = 0 yielded very accurate results
(shown by symbols) when the traps are well separated
(i.e., L  ρ). But even for close traps (L = 0.25), the
error was not significant. From our experience, this is
a common situation for exterior problems. For interior
problems, the quality of the monopole approximation is
usually lower.
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FIG. 4: (a) Four configurations of 6 perfect sinks of radius
ρ = 1/6 located on the axes at distance L from the origin, with
L = 0.25, 0.5, 1, 2. (b) Laplace-transformed total flux J˜(p)
onto 6 sinks, normalized by J˜sm(p) from Eq. (45) for the unit
sphere (R = 1). Solid lines show J˜(p) computed via Eq. (44)
with the truncation order nmax = 2; symbols show the results
obtained with nmax = 0 (monopole approximation). (c) The
corresponding total fluxes J(t), obtained via the numerical
inversion of the Laplace transform by the Talbot algorithm,
which is normalized by Jsm(t) from Eq. (46) for the unit
sphere.
C. Advantages and limitations
As discussed in Sec. I, different numerical methods
have been applied for solving boundary value problems
for the modified Helmholtz equation. In contrast to
these conventional methods, the GMSV relies on the local
spherical symmetries of perforated domains made of non-
overlapping balls. In other words, the solution w(x; q) is
decomposed on the basis functions ψ±mn, which are writ-
ten in local spherical coordinates and thus respect locally
the symmetry of the corresponding trap. As a conse-
quence, such decompositions can often be truncated after
few terms and still yield accurate results. An important
advantage of the method is that the dependence on x
is analytical and explicit: once the coefficients are found
numerically, the solution and its spatial derivatives can
be easily calculated (and refined) at any set of points.
Moreover, integrals of the solution over spherical bound-
aries or balls can be found analytically with the help of
re-expansions (see Appendix A 5). The meshless charac-
ter of the GMSV makes it an alternative to the method
of fundamental solutions (see75 and references therein).
Another important advantage of this method is the
possibility of solving exterior problems (when Ω0 = R3),
which are particularly difficult from the numerical point
of view. In fact, a practical implementation of standard
discretization schemes such as finite difference or finite
elements methods would require introducing an artificial
outer boundary to deal with a finite volume. An outer
boundary is also needed in Monte Carlo simulations due
to the transient character of the three-dimensional Brow-
nian motion. In contrast, the present approach does not
require any outer boundary because the solution is con-
structed on the appropriate basis functions that vanish
at infinity. Exterior problems are actually simpler than
interior ones, as there is no need to impose boundary
condition on the outer boundary ∂Ω0. In this light, the
present approach is a rather unique numerical tool to deal
with various exterior boundary value problems.
Finally, the GMSV opens access to such fundamental
entities as the Green function G(x,y; q), the Laplace op-
erator ∇2, and the Dirichlet-to-Neumann operator Mp.
For instance, the eigenbasis of the Laplace operator yields
spectral decompositions of solutions of diffusion and wave
equations. In turn, the eigenbasis of the Dirichlet-to-
Neumann operator allows one to deal with inhomoge-
neous reactivity on traps60. The spectral properties of
both operators in perforated domains will be investigated
in a separate paper.
As any numerical technique, the proposed method has
its limitations from the numerical point of view. For
the truncation order nmax, there are (nmax + 1)
2 ba-
sis functions ψ±mn for each ball so that the total num-
ber of unknown coefficients Aimn for a domain with N
traps is N(nmax + 1)
2 for the exterior problem and
(N+1)(nmax+1)
2 for the interior problem. Their numer-
ical computation involves the construction and inversion
of the matrix W of size N(nmax + 1)
2 × N(nmax + 1)2.
To speed up the construction of the matrix elements,
we adapted recurrence relations for addition theorems
from Ref.76, see Appendix B 2. However, the direct in-
version of W becomes very time-consuming when the
number of traps N and/or the truncation order nmax
grow. As some re-expansion formulas have a limited va-
lidity range (see Appendix A 2), their truncations should
include more basis functions when the balls are close to
each other. In other words, computations for dense pack-
ings of balls need larger nmax. In such cases, one has
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to resort to iterative methods (see discussion in Ref.31).
Significant numerical improvements of this approach can
be achieved by using fast multipole methods39,40,50,77–81.
Note also that the size of the matrices is reduced to
N(nmax + 1) × N(nmax + 1) in the case of axiosym-
metrical problems by using special forms of re-expansion
theorems47. Another drawback of the method is that the
parameter q enters in all matrix elements that requires
recomputing these matrices for each value of q. This is
inconvenient for a numerical computation of the inverse
Laplace transform of a solution of the modified Helmholtz
equation in order to get back to time domain (see discus-
sion in Appendix B 3 and in Ref.48). In turn, one can still
analyze the short-time and long-time asymptotic behav-
iors by considering the large-q and small-q limits, respec-
tively.
D. Extensions
The GMSV can be further extended. For instance,
we assumed that ai and bi are nonnegative constants.
This assumption can be relaxed by considering ai and
bi as continuous nonnegative functions on each sphere
∂Ωi. The overall method is still applicable, even though
its practical implementation is more elaborate. In
fact, the matrix elements W j,imn,kl and F
j
mn will involve
the scalar products of the form (Ymn, aiYkl)L2(∂Ωi) and
(Ymn, biYkl)L2(∂Ωi) that need to be computed. Even so
such computations are rather standard (see, e.g.,60), we
do not discuss this general setting in detail. One can
also consider other canonical domains (e.g., cylinders)
for which re-expansion theorems are available82.
Another direction for extensions consists in consider-
ing more sophisticated kinetics on the boundary. The
Robin boundary condition employed in the present work
describes irreversible binding/reaction on an imperme-
able boundary (e.g., of a solid catalyst). In many bio-
logical and technological applications, the boundary is a
semi-permeable membrane that separates liquid and/or
gaseous phases (e.g., intracellular and extracellular com-
partments). To describe diffusion in both phases, one
can introduce two Green functions (satisfying the modi-
fied Helmholtz equation in each phase) and couple them
via two exchange boundary conditions. Expanding the
Green function over basis functions in each phase, one
can establish the system of linear algebraic equations on
their coefficients, in a very similar way as done in Sec.
II A, see Ref.31 for a detailed implementation in the case
of the Laplace equation. Yet another option is to allow
for reversible binding to the balls. In the Laplace domain,
the reversible binding can be implemented by replac-
ing the constant reactivity by an effective p-dependent
reactivity83–88. In other words, the coefficients ai be-
come p-dependent but the whole method remains appli-
cable without any change. Note that each trap can be
characterized by its own dissociation rate. This extension
allows one to investigate the role of immobile buffering
molecules in signalling processes, DNA search processes,
and gene regulations, as well as many other chemical re-
actions (see69,89–91 and references therein).
IV. CONCLUSION
The GMSV was broadly employed for solving bound-
ary value problems for the Laplace and ordinary
Helmholtz equations in different disciplines ranging from
electrostatics to hydrodynamics and scattering theory.
Quite surprisingly, applications of this powerful method
to the modified Helmholtz equation, which plays the
crucial role for describing diffusion-reaction processes in
chemical physics, are much less developed. In the present
paper, we described a general analytical and numerical
framework for solving such problems in perforated do-
mains made of non-overlapping balls. In particular, we
provided a semi-analytical solution w(x; q), in which the
dependence on the point x enters analytically through
explicitly known basis functions ψ±mn, while their coeffi-
cients are obtained numerically by truncating and solving
the established system of linear algebraic equations. The
high numerical efficiency of this approach relies on ex-
ploiting the local symmetries of the spherical traps and
using the most natural basis functions.
We applied this method to derive a semi-analytical rep-
resentation of the Green function that determines vari-
ous characteristics of non-stationary diffusion among par-
tially reactive traps such as the probability flux density,
the reaction rate, the survival probability, and the asso-
ciated probability density of the reaction time. We also
showed how this method can be adapted to obtain the
eigenvalues and eigenfunctions of the Laplace operator
and of the Dirichlet-to-Neumann operator. These opera-
tors play an important role in mathematical physics and
have been applied in a variety of disciplines, including
chemical physics.
We described several applications of this technique
such as the first-passage properties and stationary dif-
fusion of mortal particles. In particular, we checked the
conjecture that reflecting obstacles cannot speed up the
exit from the center of a ball. Interestingly, the presence
of even large obstacles had a minor effect on the distri-
bution of the first-exit time. We also discussed how the
mutual distance between absorbing traps affects the reac-
tion rate. This discussion brings complementary insights
onto the role of diffusion screening (or interaction) onto
the reaction rate, which was thoroughly investigated in
the steady-state limit (t → ∞) but remains less known
in the time-dependent regime. More generally, the devel-
oped framework provides a solid theoretical ground and
efficient numerical tool for studying diffusion-controlled
reactions in various media that can be modeled by spher-
ical traps and obstacles.
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Appendix A: Technical derivations
1. Re-expansion theorems
The efficiency of the GMSV relies on re-expansion (or
addition) theorems that allow one to represent the basis
functions ψ±mn(qrj , θj , φj), written in the local spherical
coordinates (rj , θj , φj) associated with the ball Ωj , in
terms of the basis functions ψ±mn(qri, θi, φi) in the local
spherical coordinates (ri, θi, φi) associated with the ball
Ωi. We first recall three re-expansion theorems for the
ordinary Helmholtz equation and then adapt them to the
modified Helmholtz equation.
Let us denote by Lij = xi − xj the vector connecting
the centers of balls j and i, and (Lij ,Θij ,Φij) are the
spherical coordinates of the vector Lij (Fig. 5):
xi = xj + Lij sin Θij cos Φij ,
yi = yj + Lij sin Θij sin Φij ,
zi = zj + Lij cos Θij .
(A1)
For the basis functions ψ˜±mn of the ordinary Helmholtz
equation (22), three translational re-expansion theorems
are49,50,82,92:
(i) regular-regular (RR) addition theorem:
ψ˜+mn(qrj , θj , φj) =
∑
k,l
U˜
(+j,+i)
mn,kl ψ˜
+
kl(qri, θi, φi), (A2)
where the matrix elements of the translation operator are
U˜
(+j,+i)
mn,kl =
l+n∑
ν=|l−n|
iν+l−n bνnmlk ψ˜
+
(m−k)ν(qLij ,Θij ,Φij),
(A3)
in which
bνnmlk = (−1)k
√
4pi(2l + 1)(2n+ 1)/(2ν + 1) (A4)
× 〈n, l, 0, 0|n, l, ν, 0〉 〈n, l,m,−k|n, l, ν,m− k〉,
with 〈j1, j2,m1,m2|j1, j2, j,m〉 being the Clebsch-
Gordan coefficients (see Ref.93, Section 27.9);
(ii) irregular-regular (IR) addition theorem:
ψ˜−mn(qrj , θj , φj) =
∑
k,l
U˜
(−j,+i)
mn,kl ψ˜
+
kl(qri, θi, φi) (A5)
(for ri < Lij), where
U˜
(−j,+i)
mn,kl =
l+n∑
ν=|l−n|
iν+l−nbνnmlk ψ˜
−
(m−k)ν(qLij ,Θij ,Φij);
(A6)
(iii) irregular-irregular (II) addition theorem:
ψ˜−mn(qrj , θj , φj) =
∑
l,k
U˜
(−j,−i)
mn,kl ψ˜
−
kl(qri, θi, φi) (A7)
(for ri > Lij), where
U˜
(−j,−i)
mn,kl =
l+n∑
ν=|l−n|
iν+l−nblnmν(m−k)ψ˜
+
(m−k)ν(qLij ,Θij ,Φij).
(A8)
We recall that the basis functions for the ordinary
Helmholtz equation are
ψ˜+mn(qri, θi, φi) = jn(qri)Ymn(θi, φi), (A9a)
ψ˜−mn(qri, θi, φi) = h
(1)
n (qri)Ymn(θi, φi), (A9b)
where jn(z) =
√
pi/(2z) Jn+1/2(z) and h
(1)
n (z) =√
pi/(2z)H
(1)
n+1/2(z) are the spherical Bessel and Hankel
functions of the first kind (note that h
(1)
n (z) = jn(z) +
iyn(z)).
For convenience, the first sign in the superscript of the
matrix elements U˜
(±j,±i)
mn,kl denotes the type of the basis
function ψ˜±mn(qrj , θj , φj) to be expanded (+ for regular
and − for irregular one), whereas the second sign refers to
the type of the basis functions ψ˜±kl(qri, θi, φi) over which
the expansion is provided. While the first addition theo-
rem holds for any values of ri and rj , the second and the
third ones are applicable for ri < Lij and ri > Lij , re-
spectively (see Fig. 5). In the above expressions, we used
tilde to outline that the involved basis functions and the
matrix elements correspond to the ordinary Helmholtz
equation.
Replacing q by iq and using the relations
jn(iz) = i
nin(z), h
(1)
n (iz) = −i−nkn(z), (A10)
one gets three translational re-expansion (or addition)
theorems for the modified Helmholtz equation (Fig. 5):
(i) regular-regular (RR) addition theorem:
ψ+mn(qrj , θj , φj) =
∑
k,l
U
(+j,+i)
mn,kl ψ
+
kl(qri, θi, φi), (A11)
with
U
(+j,+i)
mn,kl =
l+n∑
ν=|l−n|
(−1)ν+n+l bνnmlk ψ+(m−k)ν(qLij ,Θij ,Φij).
(A12)
(ii) irregular-regular (IR) addition theorem:
ψ−mn(qrj , θj , φj) =
∑
k,l
U
(−j,+i)
mn,kl ψ
+
kl(qri, θi, φi) (A13)
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FIG. 5: Three translational re-expansion theorems that
we use to decompose any basis function ψ±mn(qj) =
ψ±mn(qrj , θj , φj) in the local spherical coordinates (rj , θj , φj)
centered at xj , on the basis functions ψ
±
kl(qri, θi, φi) in the
local spherical coordinates (ri, θi, φi) centered at xi. These
decompositions help us to impose the boundary condition on
∂Ωi (shown by red circle). (a) The basis function ψ
−
mn(qj)
outside the ball Ωj can be decomposed on regular functions
ψ+kl(qi) via the IR theorem (A13), which is valid in the shad-
owed (gray) region, in particular, on ∂Ωi. (b) In turn, to
impose the boundary condition on the outer boundary ∂Ω0,
the basis function ψ−mn(qj) outside the ball Ωj is decomposed
on irregular functions ψ−kl(q0) via the II theorem (A15), which
is valid in the shadowed region, in particular, on ∂Ω0. (c) The
basis function ψ+mn(q0) inside the ball Ω0 is decomposed on
regular functions ψ+kl(qi) via the RR theorem (A11), which is
valid anywhere, in particular, on ∂Ωi.
(for ri < Lij), where
U
(−j,+i)
mn,kl =
l+n∑
ν=|l−n|
(−1)lbνnmlk ψ−(m−k)ν(qLij ,Θij ,Φij).
(A14)
(iii) irregular-irregular (II) addition theorem:
ψ−mn(qrj , θj , φj) =
∑
l,k
U
(−j,−i)
mn,kl ψ
−
kl(qri, θi, φi) (A15)
(for ri > Lij), where
U
(−j,−i)
mn,kl =
l+n∑
ν=|l−n|
(−1)νblnmν(m−k) ψ+(m−k)ν(qLij ,Θij ,Φij).
(A16)
Importantly, all the matrix elements can be found from
recurrence relations that considerably speed up their
computation (see Appendix B 2).
2. Matrix elements W j,imn,kl
In this Appendix, we derive the explicit formulas for
the matrix elements W j,imn,kl defined in Eq. (11). Even
though one could in principle compute these elements by
numerical integration, the derived exact explicit expres-
sions significantly improve the speed and accuracy of the
semi-analytical solution.
The matrix elements are particularly simple for i = j
because the basis solution ψ±mn(qri, θi, φi) is written in
the local spherical coordinates associated to the bound-
ary ∂Ωi. For i = 1, 2, . . . , N , one has(
ai + biRi
∂
∂n
)
ψ−mn(qri, θi, φi)
∣∣∣∣
∂Ωi
=
(
aikn(qRi)− biRi qk′n(qRi)
)
Ymn(θi, φi),
where prime denotes the derivative with respect to the
argument, and the sign minus appeared from the orien-
tation of the normal derivative: ∂/∂n = −∂/∂ri. The
scalar product with Ykl yields
W i,imn,kl = δnlδmk
(
aikn(qRi)− biRi qk′n(qRi)
)
, (A17)
due to the orthonormality of the spherical harmonics.
Similarly, one gets for the outer boundary (i = j = 0):
W 0,0mn,kl = δnlδmk
(
a0in(qR0) + b0R0 qi
′
n(qR0)
)
. (A18)
The major difficulty consists in computing the ma-
trix elements W j,imn,kl for i 6= j as one needs to re-
expand the basis functions ψ±mn(qrj , θj , φj) in terms of
the basis functions ψ±mn(qri, θi, φi) with the aid of the re-
expansion theorems (Sec. A 1). We start with the case
i, j = 1, 2, . . . , N , for which the irregular-regular addition
theorem is applied:(
ai + biRi
∂
∂n
)
ψ−mn(qrj , θj , φj)
∣∣∣∣
∂Ωi
=
∑
k,l
U
(−j,+i)
mn,kl
(
ai + biRi
∂
∂n
)
ψ+kl(qri, θi, φi)
∣∣∣∣
∂Ωi
=
∑
k,l
U
(−j,+i)
mn,kl
(
aiil(qRi)− biRi qi′l(qRi)
)
Ykl(θi, φi).
The scalar product of this expression with Ykl yields
W j,imn,kl = U
(−j,+i)
mn,kl
(
aiil(qRi)− biRi qi′l(qRi)
)
. (A19)
When i = 0 and j = 1, 2, . . . , N , one uses the irregular-
irregular addition theorem:(
a0 + b0R0
∂
∂n
)
ψ−mn(qrj , θj , φj)
∣∣∣∣
∂Ω0
=
∑
k,l
U
(−j,−0)
mn,kl
(
a0 + b0R0
∂
∂n
)
ψ−kl(qr0, θ0, φ0)
∣∣∣∣
∂Ω0
=
∑
k,l
U
(−j,−0)
mn,kl
(
a0kl(qR0) + b0R0 qk
′
l(qR0)
)
Ykl(θ0, φ0),
from which
W j,0mn,kl = U
(−j,−0)
mn,kl
(
a0kl(qR0) + b0R0 qk
′
l(qR0)
)
. (A20)
Finally, when i = 1, 2, . . . , N and j = 0, one uses the
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regular-regular addition theorem:(
ai + biRi
∂
∂n
)
ψ+mn(qr0, θ0, φ0)
∣∣∣∣
∂Ωi
=
∑
k,l
U
(+0,+i)
mn,kl
(
ai + biRi
∂
∂n
)
ψ+kl(qri, θi, φi)
∣∣∣∣
∂Ωi
=
∑
k,l
U
(+0,+i)
mn,kl
(
aiil(qRi)− biRi qi′l(qRi)
)
Ykl(θi, φi),
from which
W 0,imn,kl = U
(+0,+i)
mn,kl
(
aiil(qRi)− biRi qi′l(qRi)
)
. (A21)
In summary, the matrix W is formed by (N+1)×(N+
1) blocks corresponding to indices i, j = 0, 1, . . . , N . It is
convenient to represent this matrix as
W = q + Up, (A22)
with
U =

0 U(+0,+1) U(+0,+2) · · · U(+0,+N)
U(−1,−0) 0 U(−1,+2) · · · U(−1,+N)
U(−2,−0) U(−2,+1) 0 · · · U(−2,+N)
· · · · · · · · · · · · · · ·
U(−N,−0) U(−N,+1) U(−N,+2) · · · 0
 ,
(A23)
where the block matrices U(±j,±i) are formed by the el-
ements U
(±j,±i)
mn,kl given above, and p and q are block-
diagonal matrices with the elements(
p
)ij
mn,kl
= ai
(
p˜
)ij
mn,kl
+ biRi
(
p˜′
)ij
mn,kl
, (A24a)(
q
)ij
mn,kl
= ai
(
q˜
)ij
mn,kl
+ biRi
(
q˜′
)ij
mn,kl
, (A24b)
with
(
p˜
)ij
mn,kl
= δijδnlδmk
{
kn(qR0) (i = 0),
in(qRi) (i > 0),
(A25a)
(
p˜′
)ij
mn,kl
= δijδnlδmk
{
qk′n(qR0) (i = 0),
−qi′n(qRi) (i > 0),
(A25b)
(
q˜
)ij
mn,kl
= δijδnlδmk
{
in(qR0) (i = 0),
kn(qRi) (i > 0),
(A25c)
(
q˜′
)ij
mn,kl
= δijδnlδmk
{
qi′n(qR0) (i = 0),
−qk′n(qRi) (i > 0).
(A25d)
The first block row and the first block column of the
matrix U are different from the other blocks as they are
related to the outer boundary ∂Ω0. For the exterior prob-
lem, all A0mn ≡ 0 and thus the matrices U and W are
reduced by removing the first block row and block col-
umn.
We can thus combine the above relations in a single
expression:
(
ai + biRi
∂
∂n
)
ψjmn(qrj , θj , φj)
∣∣∣∣
∂Ωi
=
∑
k,l
(q + Up)jimn,kl Ykl(θi, φi). (A26)
In particular, the restrictions of ψ
j
mn(qrj , θj , φj) and of
its normal derivative onto ∂Ωi involve the matrices p˜, q˜
and p˜′, q˜′, respectively, see Eqs. (A24).
As the vectors Lij and Lji have opposite directions,
one has
ψ±mn(qLij ,Θij ,Φij) = (−1)nψ±mn(qLji,Θji,Φji). (A27)
Using the symmetry properties of Clebsch-Gordan coef-
ficients (see Ref.93, Section 27.9), one can show that the
matrix U is Hermitian: U† = U∗. As a consequence, one
has
W†,∗ = q + pU. (A28)
3. Matrix elements F imn for the Green function
In order to compute the matrix elements F imn needed
for the evaluation of the Green function, we use the fol-
lowing expansion of the fundamental solution (derived
from Ref.92):
Gf(x,y; q) =

q
∞∑
n=0
n∑
m=−n
(−1)mψ+(−m)n(qr0, θ0, φ0)ψ−mn(qr, θ, φ) (r0 < r),
q
∞∑
n=0
n∑
m=−n
(−1)mψ−mn(qr0, θ0, φ0)ψ+(−m)n(qr, θ, φ) (r0 > r),
(A29)
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where (r, θ, φ) and (r0, θ0, φ0) are respectively the spher-
ical coordinates of x and y with respect to the origin.
Since the fundamental solution is translationally invari-
ant, i.e., Gf(x,y; q) = Gf(x−xi,y−xi; q) for any vector
xi, one can apply Eqs. (A29) to represent Gf(x,y; q)
in the local spherical coordinates of the ball Ωi (with
i = 1, 2, . . . , N):
Gf(x,y; q) = q
∑
m,n
Ψi,∗mn(y)ψ
+
mn(qri, θi, φi) (ri < Li),
(A30)
in which we introduced the (row) vector Ψ(y) with the
components
Ψimn(y) = ψ
i
mn(qLi,Θi,Φi), (A31)
where (Li,Θi,Φi) are the local spherical coordinates of
y with respect to the ball Ωi for i = 0, 1, . . . , N (i.e., the
spherical coordinates of the vector y − xi). In addition,
to replace (−1)mψ(−m)n by ψ∗mn, we used the following
identity for the normalized spherical harmonics:
Y(−m)n(θ, φ) = (−1)m Y ∗mn(θ, φ), (A32)
which follows from the identity for associated Legendre
polynomials:
P−mn (x) = (−1)m
(n−m)!
(n+m)!
Pmn (x). (A33)
From Eq. (A30), we determine fi according to Eq. (9):
fi = q
∑
m,n
Ψi,∗mn(y)
(
aiin(qRi)−biRi q i′n(qRi)
)
Ymn(θi, φi)
(A34)
and thus
F imn = qΨ
i,∗
mn(y)
(
aiin(qRi)− biRi q i′n(qRi)
)
. (A35)
Similarly, the representation of Gf(x,y; q) in the local
spherical coordinates of the ball Ω0 reads
Gf(x,y; q) = q
∑
m,n
Ψ0,∗mn(y)ψ
−
mn(qr0, θ0, φ0) (r0 > L0),
(A36)
from which we get
f0 = q
∑
m,n
Ψ0,∗mn(y)
(
a0kn(qR0) + b0R0 q k
′
n(qR0)
)
× Ymn(θ0, φ0), (A37)
and thus
F 0mn = qΨ
0,∗
mn(y)
(
a0kn(qR0) + b0R0 q k
′
n(qR0)
)
. (A38)
Using the matrix p from Eq. (A24a), one can represent
the vector F as
F = qΨ∗(y)p. (A39)
4. Normal derivative of the solution
Once the coefficients Aimn are found, one can eas-
ily evaluate the solution w(x; q) and its derivatives in
any point x. For many applications, one needs to com-
pute the restriction of the solution and the flux onto the
boundary ∂Ω which requires finding the normal deriva-
tive of w(x; q).
Using Eq. (A26) with ai = 1 and biRi = 0, one gets
immediately
w|∂Ωi =
∑
m,n
(
AW˜
)i
mn
Ymn(θi, φi), (A40)
where
W˜ = q˜ + Up˜, (A41)
with matrices p˜ and q˜ given by Eqs. (A25). In turn,
setting ai = 0 and biRi = 1 in Eq. (A26), one has(
∂w
∂n
)∣∣∣∣
∂Ωi
=
∑
m,n
(
AW˜′
)i
mn
Ymn(θi, φi), (A42)
where
W˜′ = q˜′ + Up˜′. (A43)
As a particular application, we evaluate the normal
derivative of the Green function G(x,y; q). Using the
expansions (5, A30), we get for i > 0:
∂G(x,y; q)
∂n
∣∣∣∣
∂Ωi
= −
∑
m,n
{(
qΨi,∗mn(y)− (AU)imn
)
qi′n(qRi)
−Aimnqk′n(qRi)
}
Ymn(θi, φi), (A44)
where Ψimn(y) are given explicitly by Eq. (A31), and
∂G(x,y; q)
∂n
∣∣∣∣
∂Ω0
=
∑
m,n
{(
qΨ0,∗mn(y)− (AU)0mn
)
qk′n(qR0)
−A0mnqi′n(qR0)
}
Ymn(θ0, φ0). (A45)
Using the matrices p˜′ and q˜′ from Eqs. (A25) and the
expressions (13, A39), the above relations can be written
together (for any i = 0, 1, . . . , N) as
∂G(x,y; q)
∂n
∣∣∣∣
∂Ωi
= −
∑
m,n
Jimn(y)Ymn(θi, φi), (A46)
where
J(y) = qΨ∗(y)
(
p(q + Up)−1(q˜′ + Up˜′)− p˜′
)
. (A47)
It is also convenient to represent the matrix in the large
parentheses as
p(q + Up)−1(q˜′ + Up˜′)− p˜′ = (q + pU)−1(pq˜′ − qp˜′).
(A48)
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To proof this identity, both sides can be multiplied by
(q + pU) on the left to get
(q+pU)p(q+Up)−1(q˜′+Up˜′)−(q+pU)p˜′ = pq˜′−qp˜′.
As the matrices p and q are diagonal, they commute,
and one has
(q+pU)p(q+Up)−1 = p(p−1q+U)(qp−1 +U)−1 = p,
from which the identity (A48) follows. Moreover, the last
matrix in Eq. (A48) has a particularly simple form:(
pq˜′ − qp˜′)ij
mn,kl
= δijδnlδmk
aj
qR2j
, (A49)
which is easily obtained by using the Wronskian (36). We
conclude that
Jimn(y) =
ai
R2i
(
Ψ∗(y)(q + pU)−1
)i
mn
. (A50)
5. Integration of the solution
The re-expansion theorems allow one to easily inte-
grate the solution w(x; q) of the modified Helmholtz
equation over balls or spheres. In fact, one can re-expand
basis functions ψ±mn in Eq. (5) on the appropriate basis
functions in the local spherical coordinate of a ball or
a sphere, over which the integral needs to be evaluated.
After that, the integral can be evaluated explicitly. To
illustrate this computation, we find the integral of the
solution w(x; q) over the whole domain Ω, which is a
more complicated setting. For this purpose, one needs to
compute the integrals:
ψ
j
mn =
∫
Ω
dxψjmn(qrj , θj , φj) (A51)
for j = 0, 1, 2, . . . , N (we recall that j = − for j > 0
and 0 = +). The following computation relies on the
additivity of the integral over Ω = Ω0\∪Ni=1 Ωi, with non-
overlapping balls. For j > 0, one can split the integral
over Ω into three parts:
ψ
j
mn =
∫
R3\Ωj
dxψ−mn(qrj , θj , φj)−
∫
R3\Ω0
dxψ−mn(qrj , θj , φj)
−
N∑
i=1,i6=j
∫
Ωi
dxψ−mn(qrj , θj , φj)
(for the exterior problem, Ω0 = R3, and there is no sec-
ond term). The first term can be easily computed due
to orthogonality of spherical harmonics. In turn, one
uses the II and IR re-expansion theorems (A13, A15)
for the second and the third terms, respectively, in or-
der to switch to the local spherical coordinates of the
integration domain. After that, the corresponding basis
functions can be easily integrated. We get
ψ
j
mn =
√
4pi
q
(
δn0δm0R
2
jk1(qRj)− U (−j,−0)mn,00 R20k1(qR0)
−
N∑
i=1,i6=j
U
(−j,+i)
mn,00 R
2
i i1(qRi)
)
, (A52)
where i1(z) and k1(z) came from the integrals of r
2i0(qr)
and r2k0(qr), respectively. Similarly, we use the RR re-
expansion theorem (A11) to get
ψ
0
mn =
√
4pi
q
(
δn0δm0R
2
0i1(qR0)−
N∑
i=1
U
(+0,+i)
mn,00 R
2
i i1(qRi)
)
.
(A53)
For instance, these expressions help to find the com-
ponents of the vector J used in Eq. (43):
J
i
mn =
∫
Ω
dy Jimn
=
ai
R2i
∫
Ω
dy
N∑
j=0
∑
k,l
Ψj,∗kl (y)
(
(q + pU)−1
)ji
kl,mn
=
ai
R2i
(
Ψ
∗
(q + pU)−1
)i
mn
, (A54)
where the vector Ψ is formed by ψ
j
mn.
Appendix B: Practical implementation
A practical implementation of the GMSV requires a
truncation of all involved matrices. If nmax denotes the
truncation order for expansions over spherical harmon-
ics (i.e., one keeps the terms with n = 0, 1, 2 . . . , nmax),
then the number of unknown coefficients Aimn for each i
is (nmax + 1)
2 that accounts for the second index m run-
ning from −n to n. In total, there are (N+1)(nmax +1)2
unknown coefficients Aimn, with i = 0, 1, . . . N . As dis-
cussed in detail in Ref.31, the coefficients Aimn can be
re-ordered to form a (row) vector as
A =
{ 1︷︸︸︷
A00,0,
3︷ ︸︸ ︷
A0−1,0, A
0
0,0, A
0
1,0, . . . ,
2n+1︷ ︸︸ ︷
A0−n,n, . . . , A
0
n,n, . . . ,
A10,0, A
1
−1,0, A
1
0,0, A
1
1,0, . . . , A
1
−n,n, . . . , A
1
n,n, . . . ,
. . . . . . . . .
AN0,0, A
N
−1,0, A
N
0,0, A
N
1,0, . . . , A
N
−n,n, . . . , A
N
n,n, . . .
}
Using the same re-ordering scheme, one can build the ma-
trix W of size (N+1)(nmax+1)
2×(N+1)(nmax+1)2. For
the exterior problem, there is no outer boundary ∂Ω0,
all A0mn ≡ 0, and the size of the matrix is reduced to
N(nmax + 1)
2 × N(nmax + 1)2. While larger truncation
order nmax yields more accurate results, the computa-
tional time grows very rapidly with nmax, particularly
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due to the matrix inversion. When both N and nmax
need to be large, the basic implementation of the GMSV
is prohibitly time-consuming, and one needs to rely on
advanced implementations (see the related discussion in
Ref.31), e.g., the matrix inversion should be implemented
by iterative methods, while fast multipole methods can
be employed39,40,50,77–81. At the same time, quite accu-
rate results can often be achieved with small nmax (see,
e.g., Fig. 4).
1. Limits q → 0 and q →∞
In the limit q → 0, the modified Helmholtz equation is
reduced to the Laplace equation, whereas the presented
method becomes identical with that from Ref.31. In par-
ticular, the basis functions ψ±mn are reduced to the basis
functions satisfying the Laplace equation:
q−nψ+mn(qri, θi, φi)→
√
pi
2n+1Γ(n+ 3/2)
rni Ymn(θi, φi),
qn+1ψ−mn(qri, θi, φi)→
2nΓ(n+ 1/2)√
pi
r−n−1i Ymn(θi, φi),
where we used the asymptotic behavior of the modified
spherical Bessel functions. The re-expansion theorems
and the elements of all the matrices can thus be re-
calculated (see31 for details†). However, it should be
noted that the singular behavior of the basis functions
ψ−mn(qri, θi, φi) as q → 0 may cause numerical errors and
instabilities for small q, in particular, in the matrix in-
version. This issue should be carefully addressed upon
the implementation.
In the opposite limit of large q, the regular ba-
sis functions ψ+mn(qri, θi, φi) grow as exp(qri), whereas
ψ−mn(qri, θi, φi) decays as exp(−qri). This exponen-
tial behavior may also cause numerical instabilities that
can be amended by rescaling modified spherical Bessel
function by appropriate exponential factors that can be
treated explicitly. When the balls are well separated from
each other, their diffusion interaction is dramatically re-
duced in this limit, and the solution can become much
simpler. These simplifications can be helpful for investi-
gating the asymptotic behavior as q →∞.
2. Recurrence relations
The direct computation of the translation matrix U
via explicit Eqs. (A11, A13, A15) is time-consuming
because these formulas require numerous evaluations of
modified spherical Bessel functions, spherical harmon-
ics, and Clebsch-Gordan coefficients. The computational
†Since non-normalized spherical harmonics were used in Ref.31, its
formulas have to be renormalized via the normalization factor in
Eq. (8) to coincide with formulas presented here.
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FIG. 6: Schematic order of the recurrence computation
of βkl,mn. From the initialized values of βkl,00 at m =
n = 0, one first computes the sectorial elements βkl,nn with
n = 1, 2, . . . , nmax by using Eq. (B2). Then, for each
m = 1, 2, . . . , nmax, one moves along the m-th vertical line,
from n = m to n = nmax, using Eq. (B1). In parallel, the
values for negative m are computed via Eq. (B4).
time can be considerably reduced by adapting the recur-
rence relations that were originally derived by Chew76
for the elements U˜
(+j,+i)
mn,kl of the translation operator for
regular basis functions ψ˜+mn of the ordinary Helmholtz
equation (see Eq. (A3)):
a+mnβkl,m(n+1) = −a−mnβkl,m(n−1) (B1)
+ a+k(l−1)βk(l−1),mn + a
−
k(l+1)βk(l+1),mn,
b+mnβkl,(m+1)(n+1) = −b−mnβkl,(m+1)(n−1) (B2)
+ b+(k−1)(l−1)β(k−1)(l−1),mn + b
−
(k−1)(l+1)β(k−1)(l+1),mn,
where
a+mn = −
(
(n+ 1 +m)(n+ 1−m)
(2n+ 1)(2n+ 3)
)1/2
,
a−mn =
(
(n+m)(n−m)
(2n+ 1)(2n− 1)
)1/2
,
b+mn =
(
(n+m+ 2)(n+m+ 1)
(2n+ 1)(2n+ 3)
)1/2
,
b−mn =
(
(n−m)(n−m− 1)
(2n+ 1)(2n− 1)
)1/2
for |m| ≤ n, and 0 otherwise76 (here, βkl,mn is a short-
cut notation for U˜
(+j,+i)
mn,kl , see below). Later, Gumerov
and Duraiswami re-derived these relations and also ap-
plied them to two other (IR and RR) re-expansion
theorems39,94.
As these recurrence relations result from the recurrence
relations for spherical Bessel functions and spherical har-
monics, they are also valid for the basis functions ψ±mn
of the modified Helmholtz equations. However, we could
not find earlier derivations of such recurrence relations
in this setting. Skipping tedious mathematical details
(which are similar to that presented in76,94), we briefly
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explain the use of these relations for computing the ele-
ments of the translation matrices U
(±j,±i)
mn,kl .
Let us start from the RR re-expansion theorem. For
given indices (k, l), we aim at computing recursively the
elements βkl,mn for all 0 ≤ n ≤ nmax and |m| ≤ n, where
nmax is the truncation order. The starting point is the
identity
βkl,00 =
√
4pi (−1)k il il(qLij)Y(−k)l(Θij ,Φij)︸ ︷︷ ︸
ψ+
(−k)l(qLij ,Θij ,Φij)
, (B3)
which follows from Eq. (A12) (here we keep using the
shorter notation βkl,mn instead of U
(+j,+i)
mn,kl ; they slightly
differ and will be related by Eq. (B5)). First, one evalu-
ates the “sectorial” elements βkl,nn via the relation (B2).
Since b−nn = 0, the first term on the right-hand side is can-
celed, and this relation expresses βkl,(n+1)(n+1) in terms
of βk′l′,nn with different indices (k
′, l′). As a consequence,
each step of the recursive computation should be per-
formed for the whole set of indices (k′, l′). Once the sec-
torial elements are found, one can use the relation (B1)
to express βkl,m(n+1) in terms of already known βk′l′,mn
and βk′l′,m(n−1) (see Fig. 6). In this way, one can com-
pute all the elements up to the truncation order nmax.
Note that the elements for negative m can be found from
βkl,(−m)n = (−1)k+l+m+nβ∗(−k)l,mn. (B4)
We also stress that the computation of the element
βkl,nmaxnmax via nmax repeated applications of Eq. (B2)
involves the element β(k−nmax)(l+nmax),00, so that for l =
nmax, one needs to know β(k−nmax)(2nmax),00. As a con-
sequence, even if the truncation order is nmax and the
translation matrix β has to be of the size (nmax + 1)
2 ×
(nmax + 1)
2, intermediate computations involve the ele-
ments of the order up to 2nmax.
Once the matrix elements βkl,mn are computed, one
gets
U
(+j,+i)
mn,kl = (−i)l−nβkl,mn. (B5)
Similarly, one obtains the matrix elements for the II re-
expansion theorem:
U
(−j,−i)
mn,kl = i
l−nβkl,mn, (B6)
which differ only by the sign factor.
Finally, in the case of the IR re-expansion theorem,
the recurrence relations are the same but they have to
be initialized by using the irregular basis function:
β˜kl,00 =
√
4pi (−1)k+lil kl(qLij)Y(−k)l(Θij ,Φij)︸ ︷︷ ︸
ψ−
(−k)l(qLij ,Θij ,Φij)
(B7)
(the tilde distinguishes the matrix elements with this ini-
tialization from the former ones). Once such β˜kl,mn are
found using the above relations, one gets
U
(−j,+i)
mn,kl = i
l−n(−1)lβ˜kl,mn. (B8)
Note that modified spherical Bessel functions, their
derivatives, and spherical harmonics can also be found
via standard recurrence relations.
3. Numerical inversion of the Laplace transform
Throughout this paper, we focused on solving the mod-
ified Helmholtz equation and thus getting solutions of
time-dependent diffusion problems in the Laplace do-
main. For instance, Sec. III provides semi-analytical
representations for Laplace-transformed probability flux
density j˜(s, p|y), first-passage time density H˜(p|y) and
reaction rate J˜(p). Even so these quantities present their
own interest, the natural next step consists in inverting
the Laplace transform to get back to time domain. For
this purpose, one needs to compute the Bromwich inte-
gral over a contour in the complex plane, either numeri-
cally, or via the residue theorem. In both cases, one has
to evaluate the quantity of interest (e.g., J˜(p)) at p ∈ C,
which requires extending the presented GMSV to q ∈ C,
i.e., beyond the declared assumption of nonnegative q,
see Sec. II A. In particular, some formulas have to be
adapted to be valid for q ∈ C. Without pretending for
generality and rigor, we briefly discuss several lines of
such extension.
Basically, one needs to check the validity of relations
with complex conjugation. For instance, in Eq. (A30),
we wrote Ψi,∗mn instead of (−1)mΨi(−m)n which stood in
Eq. (A29). This identification came from Eq. (A32) for
spherical harmonics and is valid for a real q, but fails for
a complex q. In other words, in all relations containing
Ψ∗, one has to replace Ψi,∗mn by (−1)mΨi(−m)n to make
it valid for a complex q (the same for Ψ
∗
). Similarly, we
employed Eq. (B4), which is valid for a real q but fails for
a complex q. For evaluating βkl,(−m)n with a complex q,
one can still rely on Eq. (B1) with negative m. In turn,
the evaluation of the sectorial element βkl,−(n+1)(n+1) can
be performed by replacing Eq. (B2) by
b+mnβkl,(−m−1)(n+1) = −b−mnβkl,(−m−1)(n−1) (B9)
+ b+(−k−1)(l−1)β(k+1)(l−1),(−m)n
+ b−(−k−1)(l+1)β(k+1)(l+1),(−m)n.
This modification allows one to evaluate the matrix ele-
ments of the translation operators for complex q and thus
to apply numerical algorithms for inverting the Laplace
transform.
Appendix C: Two concentric spheres
In this Appendix, we illustrate the use of the GMSV
for a domain between two concentric spheres of radii
R1 < R0, for which the inversion of the matrix W can
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be performed explicitly. In this domain, one has
U
(+0,+1)
mn,kl = δlnδmk b
0
nmnm/
√
4pi,
U
(−1,−0)
mn,kl = δlnδmk b
n
nm00/
√
4pi,
because L12 = 0 and we used iν(0) = δ0ν . Since b
0
nmnm =
bnnm00 =
√
4pi, one finds U(+0,+1) = U(−1,−0) = I and
thus
(q + Up)ijmn,kl = δlnδmkv
ij
n , (C1)
with
v00n = a0in(qR0) + b0R0 q i
′
n(qR0), (C2a)
v01n = a1in(qR1)− b1R1 q i′n(qR1), (C2b)
v10n = a0kn(qR0) + b0R0 q k
′
n(qR0), (C2c)
v11n = a1kn(qR1)− b1R1 q k′n(qR1). (C2d)
Inverting the block diagonal matrix, we find(
W−1
)ij
klmn
= δlnδmk w
ij
n , (C3)
with
w00n = v
11
n /wn, w
01
n = −v01n /wn,
w10n = −v10n /wn, w11n = v00n /wn,
where
wn = v
00
n v
11
n − v01n v10n . (C4)
1. Green function
If one aims at computing the Green functionG(x,y; q),
one also finds
F 0mn = q in(qL0)Y
∗
mn(Θ0,Φ0) v
10
n , (C5a)
F 1mn = q kn(qL0)Y
∗
mn(Θ0,Φ0) v
01
n , (C5b)
where (L0,Θ0,Φ0) are the spherical coordinates of y (we
recall that both spheres are centered at the origin). As a
consequence, one gets the coefficients:
A0mn = q Y
∗
mn(Θ0,Φ0)
×
(
v10n v
11
n
wn
in(qL0)− v
10
n v
01
n
wn
kn(qL0)
)
, (C6a)
A1mn = q Y
∗
mn(Θ0,Φ0)
×
(
−v
01
n v
10
n
wn
in(qL0) +
v00n v
01
n
wn
kn(qL0)
)
. (C6b)
Substituting these coefficients into Eq. (5), we get the
Green function from Eqs. (4, 15):
G(x,y; q) = Gf(x,y; q)− q
4pi
∞∑
n=0
(2n+ 1)Pn
(
(x · y)
|x| |y|
)
×
{
v10n v
11
n
wn
in(q|y|)− v
10
n v
01
n
wn
kn(q|y|)
)
in(q|x|)
−
(
v01n v
10
n
wn
in(q|y|)− v
00
n v
01
n
wn
kn(q|y|)
)
kn(q|x|)
}
, (C7)
where Pn(z) are Legendre polynomials, and we used the
addition theorem for spherical harmonics to perform the
sum over m:
n∑
m=−n
Ymn(θ, φ)Y
∗
mn(Θ0,Φ0) =
2n+ 1
4pi
Pn
(
(x · y)
|x| |y|
)
.
(C8)
This general expression is reduced to two limiting
cases:
(i) an interior problem inside a sphere of radius R0
corresponds to the limit R1 → 0, in which v01n → 0 while
v11n →∞ so that
G(x,y; q) = Gf(x,y; q)− q
4pi
∞∑
n=0
(2n+ 1)Pn
(
(x · y)
|x| |y|
)
× a0kn(qR0) + b0R0qk
′
n(qR0)
a0in(qR0) + b0R0qi′n(qR0)
in(q|x|) in(q|y|); (C9)
(ii) an exterior problem outside one sphere of radius
R1 corresponds to the limit R0 → ∞, in which v10n → 0
while v00n →∞ so that
G(x,y; q) = Gf(x,y; q)− q
4pi
∞∑
n=0
(2n+ 1)Pn
(
(x · y)
|x| |y|
)
× a1in(qR1)− b1R1qi
′
n(qR1)
a1kn(qR1)− b1R1qk′n(qR1)
kn(q|x|) kn(q|y|). (C10)
Note that the distribution of the reaction time for two
concentric spheres was studied in Ref.95.
2. Dirichlet-to-Neumann operator
Using the above explicit relations, we also compute the
matrix M determining the spectrum of the Dirichlet-to-
Neumann operator:
(M)mn,kl = δnlδmk
q
wn
× (C11)(
v11n i
′
n(qR0)− v01n k′n(qR0) −v11n i′n(qR1) + v01n k′n(qR1)
−v10n i′n(qR0) + v00n k′n(qR0) v10n i′n(qR1)− v00n k′n(qR1)
)
.
Let us first consider the case when only the inner
sphere is reactive whereas the outer sphere is reflecting.
Substituting a0 = 0, a1 = 1, b0 = 1, b1 = 0 into Eqs.
(C2), we get
(M)mn,kl = δnlδmk (C12)
×
(
1/R0 −1/(qR1)2/R0
0 q
k′n(qR0)i
′
n(qR1)−i′n(qR0)k′n(qR1)
kn(qR1)i′n(qR0)−in(qR1)k′n(qR0)
)
.
The diagonal structure of this matrix allows one to easily
determine its eigenvalues:
µ(p)n = q
k′n(qR0)i
′
n(qR1)− i′n(qR0)k′n(qR1)
kn(qR1)i′n(qR0)− in(qR1)k′n(qR0)
, (C13)
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where q =
√
p/D. Note that this matrix also has in-
finitely many spurious eigenvalues 1/R0, which come
from the redundant form of the matrix M in this set-
ting with Neumann condition. Similarly, one can treat
the case when only the outer sphere is reactive.
When both spheres are reactive, one substitutes a0 =
a1 = 1 and b0 = b1 = 0 into Eqs. (C2) to get
(M)mn,kl =
δnlδmk q
in(qR0)kn(qR1)− in(qR1)kn(qR0) (C14)
×
(
kn(qR1)i
′
n(qR0)− in(qR1)k′n(qR0) −1/(qR1)2
−1/(qR0)2 kn(qR0)i′n(qR1)− in(qR0)k′n(qR1)
)
.
The eigenvalues are obtained by diagonalizing separately
each 2 × 2 block of this matrix and can be expressed as
solutions of the associated quadratic equation.
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