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ABSTRACT
Cold atmospheric plasmas (CAPs) in helium with air gas impurities (HeþAir for abbreviation) compromise the discharge stability of helium
and the chemical reactivity of air, having great prospects for various applications such as plasma biomedicine. However, different kinds of
reactive species are produced in HeþAir CAPs but only a few of them could be measured, and the plasma chemistry is so complex that the
reported simulation models are simpliﬁed to a large extent, such as neglecting the space variation of CAPs by using a 0D model. As a result,
much remains unknown for HeþAir CAPs, which hinders the development of their applications. For that reason, a 1D ﬂuid model of
HeþAir CAPs is developed in this paper, incorporating 48 chemical species and 118 volume reactions, which are extracted from a complex
chemistry set by a reported 0D model, and then the density distribution of reactive species, the power dissipation pathways, and the
chemistry pathways among the reactive species are obtained as a function of air concentration from 500 to 10 000 ppm. It is found that O
and NO are the dominant reactive oxygen species (ROS) and reactive nitrogen species (RNS), respectively. Taking the ROS as a whole, it is
mainly produced by the electron impact dissociation and excitation of O2; taking the RNS as a whole, it is mainly produced by the oxidation
of atomic nitrogen [N and N(2D)], and NO is the precursor for all the other RNS.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5145033

I. INTRODUCTION
Thanks to the good thermal conductivity, low breakdown voltage, and high chemical inertness, helium is commonly used as the
feedstock gas of cold atmospheric plasmas (CAPs).1–3 However, a large
amount of air impurity usually participates in helium CAPs, not only
because the plasma reactors are typically not well sealed and even
open to ambient air, but also because the air gases (N2, O2, H2O, etc.)
are sometimes artiﬁcially added into helium to facilitate the production of reactive oxygen species (ROS) and reactive nitrogen species
(RNS), which are deemed to be crucial for various applications.4–9
Taking the biomedical application for example, the ROS such as O
and OH are strong antibacterial agents, while the RNS such as NO are
known to promote and regulate wound healing.10–13 It was reported
that a volume fraction of 0.5%–3% of air gases adding to helium CAPs
could optimize the ROS and RNS production and hence be beneﬁcial
for biomedical applications.4,14 In addition, the air impurity in helium
CAPs is inevitable because most of the industrial helium gas has a
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purity of lower than 99.999%, i.e., at least 10 parts per million (ppm)
of air gases exist. Since a ppm level of air gases could greatly change
the reactive species produced by helium CAPs,15–19 the effect of air
impurity in industrial helium could not be neglected. Above all, it is
important to study the CAPs in helium with air gas impurities
(HeþAir for abbreviation) to elucidate the effect of air impurity on the
production of ROS and RNS as well as the related biomedical
applications.
HeþAir CAPs have frequently been studied in recent years
mainly by experiments.20–22 Taking the helium plasma jet for example,
it was reported that the air impurity would enhance the discharge
voltage, reduce the plume length, and produce more reactive species as
well as increase the antimicrobial efﬁciency.4,23,24 However, because
only a few kinds of reactive species can be measured, the concentrations of many more unmeasurable reactive species are not clear, and
consequently, the chemical proﬁle of HeþAir CAPs has not yet been
unraveled. As a result, several open questions exist such as which are
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the key reactive species for biomedical applications and how to optimize their production efﬁciency.24–28 This implies that a modeling
study of HeþAir CAPs is of importance in the current situation.
Several global models have been reported for He CAPs with air
gas admixture in recent years, in which dozens of reactive species and
hundreds of chemical reactions are incorporated.29–31 A global model
is suitable for such chemically complex plasma because it greatly
reduces the computational load with a volume-averaged assumption.
However, this assumption also reduces the accuracy of simulation
results. Speciﬁcally, it makes the global model impossible to obtain the
spatial distribution of reactive species. Given that the spatial distribution of reactive species is strongly correlated with their wall ﬂuxes and
consequently crucial to the application efﬁciency,32 a spatial-resolved
ﬂuid model is required for investigating HeþAir CAPs but so far there
have been few reports.33 One problem of the ﬂuid model is how to
simplify the complex chemistry set to reduce the computational load
while sustaining a reasonable simulation accuracy.
For that reason, a 1D ﬂuid model for HeþAir CAPs is developed
in this paper, in which the chemistry set is simpliﬁed by using a global
model as reported previously.29 Main reactive species and important
chemical reactions are extracted from a full chemistry set to the simpliﬁed one by the global model, and this method has been successfully
used for some other plasmas such as He þ H2O and He þ O2
CAPs.34–40 Based on this method, the ﬂuid model has a reduced computational load, while it is capable of capturing the main physicochemical processes of HeþAir CAPs as validated by experiments. It should
be noted that the HeþAir CAPs studied here have a plane-parallel
electrode structure and a radio frequency of 13.56 MHz. Such an electrode structure and discharge frequency are not common for biomedical applications, but they provide a classical scenario for a 1D ﬂuid
model simulation of HeþAir CAPs regarding the characteristic of
reactive species for the ﬁrst time. The model can be further developed
for the CAPs with a more complex physical structure and lower discharge frequency, which are preferred for biomedical applications.
Also, the simulation results should be useful as a reference for the
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applications about the main ROS and RNS as well as their chemical
pathways.
In this paper, the simulation model and its experimental validation are detailed in Sec. II. Then, the spatial distributions of reactive
species and power dissipation, as well as the underlying chemical proﬁle, are provided and discussed in Sec. III. Finally, concluding remarks
are given in Sec. IV.
II. SIMULATION MODEL AND ITS EXPERIMENTAL
VALIDATION
A 1D ﬂuid model is developed for HeþAir CAPs with air concentration spanning from 500 ppm to 10 000 ppm. This model is
abstracted from an actual plasma reactor, so that some simulation
results could be validated by experiments.
A. Experimental setup
The schematic diagram of the experimental setup is given in
Fig. 1(a). It consists of two-plane-parallel copper electrodes, connecting with the high-voltage power source and the ground, respectively.
The gap between two electrodes is 2 mm, and the radius of each electrode is 4 cm. The radius is much larger than the gap so that it is suitable to be simulated by a 1D model. Premixed helium (purity level of
5N) and artiﬁcial air are used as the working gas. For the artiﬁcial air,
a bottle of dry air is used and the gas ﬂows through another small bottle with 200 ml de-ionized water, after that the air gas contains water
vapor of around 1% in volume. In the experiments, the total gas ﬂow
rate of the helium and air is 3 SLM (standard liter per minute), in
which the air concentration varies from 600 ppm to 10 000 ppm. The
gas ﬂow rates of helium and air are controlled by mass ﬂow controllers
(MFCs). It should be noted that the lowest air concentration in the
model is 500 ppm, which could not be realized by experiments due to
the limit of the parameter range of the MFCs.
The plasma is driven by a sinusoidal voltage with a radio frequency of 13.56 MHz. The input power density is set to be 20 W/cm3
in most cases, and it is also regulated from 15 W/cm3 to 26 W/cm3 to

FIG. 1. Schematic diagram of (a) the experimental setup and (b) the corresponding simulation model.
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test the dependence of discharge voltage on the power density. The
applied voltage and discharge current are measured by using a highvoltage probe (Tektronix P6015A) and a current probe (Pearson
2877), respectively. The emission spectra of the plasmas are measured
by an optical emission spectrometer (Andor, SR750), for which the
optical ﬁber is put outside the observation window of discharge chamber and pointed to the center region of the discharge gap. The spectral
range is between 300 nm and 800 nm, and the spectral resolution is
0.015 nm. The emission spectral bands of N2(C3Pg–B3Pg) in the
range of 352–358 nm are then used to obtain the rotational temperature of N2(C3Pg–B3Pg), approximately the gas temperature of the
plasma, by using the software namely SPECAIR.41
B. Simulation model
Corresponding to the experimental setup, the 1D ﬂuid model has
a plasma region of 2 mm length, with the working gas of helium and
air (79% N2 þ 20% O2 þ 1% H2O). A RF high voltage is applied on
one end of the plasma region [see Fig. 1(b)], while the other end is
grounded. It should be noted that the RF driving frequency and the
discharge gap are much larger than the electron energy relaxation time
(ns) and length (tens of micrometers), respectively. So the ﬂuid
model is suitable to be used for simulation here.42,43
The model incorporates 48 species and 118 volume reactions,
among which 47 species and 111 reactions are extracted by a global
model reported previously.29 The 47 species are found to be the main
species in HeþAir CAPs among the total 59 species calculated in the
global model, which have larger densities than the total density of negative ions. Also, the 111 chemical reactions are found to be important
for the production or reduction of those main species, extracting from
the total 866 reactions in the global model. It should be noted that the
main reactions are not exactly the same as those provided in Ref. 29,
because the rate coefﬁcients of some reactions are sensitive to the gas
temperature, which is 300 K in Ref. 29. The simpliﬁcation of the chemistry set greatly reduces the computational load, while maintaining
high accuracy as checked by the global model.29 A similar simpliﬁcation method has also been used for He þ H2O and He þ O2 plasmas.
For more details, please refer to Refs. 34–40.
In addition to the main species and reactions mentioned above, a
radiative species OH(A) and its corresponding seven reactions are
added to the chemistry set, because OH(A) can be easily measured for
experimental validation. The emission spectral intensity at 308.9 nm
reﬂects the relative density of OH(A), which can be used to compare
with the simulation results for validation. All the species incorporated
in the model are listed in Table I, and all the reactions as well as their
rate coefﬁcients are listed in Table II in the Appendix. The rate coefﬁcients for most of the electron-impact reactions are calculated by using
their cross sections with the assumption of Maxwellian electron energy
distribution, as described in Ref. 29. This assumption would lead to
some calculation errors, but it is capable of capturing the main physicochemical features of HeþAir CAPs with much lower computational
load.44
The model solves the mass conservation equation [Eq. (1)] with
drift–diffusion approximation for each species, the electron energy
conservation equation [Eq. (2)] and the Poisson’s equation [Eq. (3)],
as given by36,45
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TABLE I. List of species in the model.

Type

Species
Nþ, N2þ, N3þ, N4þ, Oþ, O2þ, O4þ, NOþ,
NO2þ, OHþ, H2Oþ, H3Oþ

e, O , O2, O3, NO, NO2, NO3,
OH, H


He , He2 , N(2D), N2(A), N2(B),
O(1D), O2(a), OH(A)
He, N2, O2, H2O, H, N, O, O3, NO, N2O,
NO2, NO3, N2O5, H2, OH, HO2,
H2O2, HNO2, HNO3

Positive-charged
species
Negative-charged
species
Metastables
Grounded neutrals

@ni
þ r  Ci ¼ Si Ci ¼ sgnðqi Þni li E  Di rni ;
@t


@ne e
5
5
þr
eCe  ne De re
@t
3
3
X
X me
DEj Rj 
3 Rel;k kB ðTe  Tk Þ ;
¼ eCe  E 
mk
j
k
X
qi ni ;
e0 r  E ¼

(1)

(2)
(3)

i

where the subscripts e represents the electrons, k represents working gas
(He, N2, O2, and H2O), and i and j represent the ith species and jth reactions, respectively. The symbols n, U, S, m, l, and D are density, ﬂux,
gain/loss rate, mass, drift coefﬁcient, and diffusion coefﬁcient, respectively. E is the electric ﬁeld, DE is the electron energy loss of inelastic collision, R is the reaction rate, and Rel is the momentum transfer
collisional rate between electrons and the working gas. e is the mean
electron energy, T is the temperature, kB is the Boltzmann constant, and
qi is the charge of species i. For more details of these governing equations, please refer to our previous publications.36,37 It is worth noting
that the gas temperature equation is not solved here. Instead, the gas
temperature is set to be 360 K, which is estimated by the rotational temperature obtained from the emission spectra of N2(C) (will be discussed
below).
The boundary conditions of the electrons, the positive ions, the
negative ions, and the neutral species are given in Eqs. (4)–(7),
respectively.
X
1
Ce  n ¼ ale E  nne þ vth;e ne 
ci Ci ;
(4)
4
i
1
Cþ  n ¼ alþ E  nnþ þ vth;þ nþ ;
4
1
C  n ¼ al E  nn þ vth; n ;
4
1
Cn  n ¼ vth;n nn ;
4

(5)
(6)
(7)

where n is the normal vector pointing toward the electrode wall, vth is
the thermal velocity, ci is the secondary electron emission coefﬁcient
for ith heavy particles, and a is a switching function as given by
(
a¼

1;
0;

sgnðqi Þli E  n > 0
sgnðqi Þli E  n  0;

(8)
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where sgn is a sign function. For the electrons, the electrode loss consists of the drift ﬂux, the thermal ﬂux, and the secondary emission process. The bombardment of both positive ions and metastables on the
electrodes could generate secondary electrons,46,47 and in our model,
the emission coefﬁcient c is set to be 0.105 for the positive ions and
0.115 for the metastables to ﬁt the current–voltage characteristics of
the experiments as will be discussed below. For the positive ions and
negative ions, the electrode loss consists of the drift ﬂux and the thermal ﬂux, and all of them are assumed to be neutralized. For the neutral
species, only the thermal ﬂux is taken into account, and the surface
chemistry for ground neutrals is calculated.38 These boundary conditions are similar to the previous works as detailed in Refs. 34 and 36.
The electron energy ﬂux to the electrodes is given by


X
5 1
ene vth;e  er
(9)
ci Ci  n ;
Ce  n ¼
3 4
where ec is the energy of secondary electron emitted from the electrodes, which is ﬁxed at 5 eV.48
All equations described above are solved by using the mathematics module of a time-dependent ﬁnite-element partial differential
R . The total number of mesh
equation solver, COMSOL MultiphysicsV
elements is 155. The mesh size has a minimal value of 60 nm adjacent
to the electrodes, and it has a growth rate of 1.1 toward the central
part of the plasma. The simulation program is executed in a Dell
OptiPlex 7050 desktop (CPU: i7–7700 3.60 GHz, RAM size: 24 G).
When the phase-averaged density of any reactive species changes less
than 0.05% between two adjacent voltage cycles, the simulation is
regarded to be in steady state. Generally, the steady state is achieved
after approximately 5000 cycles, which would take at least one week
for each case of calculation. The simulation results are post-processed
with MATLABV.
R

C. Experimental validation
With the experimental setup, the applied voltage, discharge current, and emission spectrum of the HeþAir CAPs are measured, for
the purpose of (1) validating the simulation results and (2) improving
some parameter settings of the model such as the secondary emission
coefﬁcient c and the gas temperature.

ARTICLE
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Figure 2 compares the current–voltage characteristics obtained
by simulation and experiments. When the air concentration is
5000 ppm and the discharge power density is 20 W/cm3, the voltage
waveforms obtained by simulation and experiment are similar, so do
the current waveforms [see Fig. 2(a)]. All the waveforms have a sinusoidal shape, and the phase difference between voltage and current is
around 46 . This similarity is also valid when the air concentration
and/or the power density are changed to some extent. As shown in
Fig. 2(b), the RMS voltages obtained by simulations and experiments
keep increasing with the air concentration from 500 ppm to
10 000 ppm when the power density is constant to be 20 W/cm3, and
the numerical difference between them is smaller than 3.6%. As shown
in Fig. 2(c), the RMS voltages obtained by simulation and experiments
keep increasing with the power density from 15 W/cm3 to 26 W/cm3
when the air concentration is constant to be 5000 ppm, and the
numerical difference between them is no more than 3.8%. These
results indicate that the numerical model is capable of obtaining the
current–voltage characteristics of the HeþAir CAPs with a high
accuracy.
Figure 3(a) shows the emission spectrum of the HeþAir CAP
with an air concentration of 5000 ppm and a power density of 20 W/
cm3. Hereafter the power density is always 20 W/cm3. In the spectrogram, the OH band (306–312 nm), N2 bands [306–391 nm for
N2(C3Pu–B3Pg) and 540–770 nm for N2(B3Pg–A3Ruþ)], N2þ band
[385–460 nm for N2þ(B2Ruþ–X2Rgþ)], and helium lines are clearly
identiﬁed, similar to the results reported in Ref. 49–52. For the
HeþAir CAPs with air concentrations of 600, 1000, 2000, 5000, and
10 000 ppm, the N2(C3Pg–B3Pg) emission spectra in the wavelength
range between 352 and 358 nm are compared with the theoretical
spectra simulated by SPECAIR at different rotational temperatures.41
The best ﬁt is found to be 360 K for all the cases of air concentrations, and thus, it is set to be the gas temperature in the model because
the gas temperature is approximately equivalent to the rotational temperature for atmospheric discharge.53 In addition, the variation trends
of emission intensities of OH(A) and N2(B) are shown in Figs. 3(b)
and 3(c), as a function of the air concentration.
The emission intensity could reﬂect the relative density of a speciﬁc radiative species, so the variation trends are used to compare with
the simulation results of OH(A) and N2(B) densities for validation. As
shown in Fig. 3(b), both experimental and numerical results have

FIG. 2. Comparison of the simulation and experimental results of applied voltage and discharge current. (a) The typical waveforms of applied voltage and discharge current for
the power density of 20 W/cm3 and air concentration of 5000 ppm. (b) The dependence of RMS voltages on the air concentration. (c) The dependence of RMS voltages on the
input power density.
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FIG. 3. Comparison of the simulation and experimental results of relative densities of radiative species. (a) The emission spectrum of the HeþAir CAP (20 W/cm3, 5000 ppm).
(b) The variation trends of the average density obtained by simulation and the emission intensity obtained by experiments of OH(A). (c) The variation trends of the average
density obtained by simulation and the emission intensity obtained by experiments of N2(B).

similar trends of ﬁrst increasing and then decreasing, peaking at [air]
2000 ppm. This indicates that the density of OH(A) maximizes at
[air] 2000 ppm. Only the start points of the experimental and
numerical curves in Fig. 3(b) have a relatively large discrepancy. One
reason is that the simulation starts at [air] ¼ 500 ppm, but the experiments start at [air] ¼ 600 ppm due to the limit of parameter range of
the MFCs. Another reason is that the gas impurity in the industrial
helium, larger than 10 ppm, has some impact on the experimental
results, which might be pronounced when the air concentration is low.
Different to OH(A), the emission intensity and the density of N2(B)
keep increasing with the air concentration, but the growth rate
decreases [see Fig. 3(c)]. This indicates that the experimental and
numerical results of N2(B) have similar trends, too.
The applied voltage, the discharge current, and the density trends
of OH(A) and N2(B) agree well between the numerical and experimental results, implying that our model is valid for HeþAir CAPs to
some extent. Quantitative measurement of reactive species could further validate the model; for example, the densities of O and OH could
be measured by laser induce ﬂuorescence (LIF) and then compared
with the simulation results. However, we do not have the experimental
condition in our laboratory at present.

ROS and RNS are directly or indirectly produced by electrons, and the
discharge power is consumed for their production.
The spatial-temporal distributions of electron density, electron
temperature, density of positive ions, and electron production rate are
shown in Fig. 4, in which the horizontal axis represents the gas gap
between electrodes, while the vertical axis represents the time in one
voltage cycle. The white curves represent the sheath boundaries with a
criterion of ne ¼ 0.3(ne  na), where nc and na are the densities of positive and negative ions, respectively.34,35,59

III. RESULTS AND DISCUSSION
A. Reactive species and power dissipation of the
HeþAir CAP when [air] ¼ 5000 ppm
The HeþAir CAP with an air concentration of 5000 ppm is
investigated here, because this concentration is reported to be optimal
for producing reactive species.54–56 We focus on obtaining the density
distributions of ROS and RNS because they are crucial for biomedical
applications.57,58 Moreover, for the sake of elucidating why the ROS
and RNS have such density distributions, the characteristics of electrons and power dissipation are also provided. This is because the
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FIG. 4. Spatial-temporal distribution of (a) electron density, (b) electron temperature, (c) positive ions density, and (d) electron generation rate. The white curves
represent the sheath boundaries.
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It can be seen from Fig. 4(a) that the electrons oscillate between
the electrodes due to their small inertia, along with the expansion and/
or collapse of the sheath region.60 The maximal thickness of the sheath
is 232 lm. The electron density has a peak value of 1.2  1011 cm3,
appearing near to the edge of the sheath region and the plasma bulk.61
The spatial-temporal averaged electron density is 7.8  1010 cm3.
During the electron oscillation, the electron density could be stratiﬁed
into three regions, including the near-sheath peak region in red, the
central ﬂat region in yellow, and the local minimal region between
them in green as shown in Fig. 4(a). This is a typical spatial distribution of electron density for electronegative plasmas, as reported for a
He þ H2O CAP previously.62
The electron temperature has a peak value of 7.36 eV, appearing
in the sheath region when the sheath thickness is at its maximum [see
Fig. 4(b)]. Such a high electron temperature is critical for some
energy-sensitive reactions, for example, the electron impact excitation
of helium of which the threshold energy is 19.8 eV. The spatialtemporal averaged electron temperature is just 2.07 eV.
The spatial-temporal distribution of positive ions is shown in
Fig. 4(c). In contrast to the electrons, the total density of positive ions
is nearly immobile during one voltage cycle, and it peaks in the center
point of the gas gap. This is attributed to the much larger inertia of cations than that of electrons. The averaged density of positive ions is
9.3  1011 cm3, larger than that of electrons by more than one
order of magnitude. So, the HeþAir CAP is a typical electronegative
plasma with an electronegativity of 10.9. Although the density distribution of negative ions is not shown here, it is similar to that of positive ions because of their large inertia, too. The density of negative ions
is slightly lower than that of positive ions. However, because the moving direction forced by electric ﬁeld is opposite, there are some instantaneous regions where the density of negative ions is slightly larger. As
a result, the local intrinsic electric ﬁeld would change its direction in
some moment to impede the moving of electrons toward the anode
electrode, which is the reason for the three-region stratiﬁcation of
electrons.63
Regarding the production of electrons as shown in Fig. 4(d), the
main pathways are the detachment of negative ions and the Penning
ionization. The collisional detachment contributes 66% of the production, which has a large rate over the whole plasma bulk region. The
Penning ionization accounts for 34% of the production, which peaks
near to the sheath boundary [the red areas shown in Fig. 4(d)]. The
electrons are mainly produced in the plasma bulk, implying that the
discharge works in a mode in this discharge condition.
The time-averaged spatial distributions of the main ROS and
RNS are shown in Figs. 5(a) and 5(b), respectively. The most abundant
ROS is atomic oxygen (O), followed by singlet oxygen [O2(a)], ozone
(O3), and hydroxyl radical (OH). The averaged densities of O and
O2(a) are 8.7  1014 cm3 and 6.2  1014 cm3, respectively. The radiative species O(1D) and the bio-active anion O2 have the lowest densities, on the order of 1011 cm3. The time-averaged density
distributions of some ROS such as O2(a), OH, and HO2 have a unimodal shape, similar to that of the electrons as will be shown in Fig. 7.
These ROS are directly or indirectly produced by electrons, so their
densities are strongly correlated with the electron density. In contrast,
some other ROS including O, O3, and O1(D) have a bimodal shape of
spatial distribution, because their production is sensitive to not only
the electron density, but also the electron temperature as well. Taking
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FIG. 5. Time-averaged spatial distribution of (a) ROS and (b) RNS when the air
concentration is 5000 ppm and the power density is 20 W/cm3.

O2(a) and O1(D) for example, both of them are mainly produced by
electron impact excitation of oxygen, but the former one needs a small
energy of only 0.97 eV, while the latter one needs a much larger energy
of 7.4 eV. So, the density of O2(a) mainly depends on the electron density, but the density of O(1D) should be sensitive to both the electron
density and the electron temperature. In addition, the density of H2O2
is almost constant along the gas gap, because it is generated not only
in the gas gap, but also on the electrode surfaces via surface reactions.
Similar to the other negative ions, the density proﬁle of O2 drops
sharply in the vicinity of the electrodes due to the ambipolar electric
ﬁeld.
Compared to the ROS, the RNS have a total density lower by
approximately 20 times. NO is the most abundant RNS, followed by
HNO2 and NO2. The average density of NO is 5.8  1013 cm3.
N2O5 has the lowest density among the RNS, which is just
2  1010 cm3. Interestingly, all the RNS have a bimodal density
proﬁle as shown in Fig. 4(b). This is because the RNS are mainly produced by nitrogen atoms N and N(2D) as will be discussed below, and
the densities of nitrogen atoms should be sensitive to both the electron
density and electron temperature since they are mainly produced by
electron impact dissociation and/or dissociative excitation of nitrogen.
Figure 6 shows the time-averaged spatial distribution of power
dissipations including electron Joule heating and ion Joule heating, as
well as the dissipation of electron Joule heating via elastic collision and
inelastic collision. The ion Joule heating has little effect on the production of ROS and RNS, which is negligible in low-pressure plasmas but
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FIG. 6. Time-averaged spatial distribution of power dissipation pathways (—䉱—:
electron Joule heating; —
䉲—: ion Joule heating; —䊉—: elastic collision and —䊏—:
inelastic collisions).

not the case in CAPs, especially when the CAPs are strong electronegative.64,65 In the case of [air] ¼ 5000 ppm, the electron Joule heating
accounts for 64% of the total power dissipation, and the ion Joule heating consumes a large portion of 36%. Given that the electronegativity
is 10.9, the result of power allocation between electrons and ions
agrees well with the formula proposed in Ref. 35, as given by
g¼

Pe
le
¼
;
Pi li ð2a þ 1Þ

(10)

where Pe is the power dissipation via electron Joule heating, Pi is the
power dissipation via ion Joule heating, le and li are the mobility coefﬁcients of electron and ions, and a is electronegativity.
The electron Joule heating is coupled to electrons by acceleration,
and then, the electrons could gain enough energy to dissociate, ionize,
and/or excite heavy molecules for producing ROS and RNS. However,
a large amount of electrons could only have elastic collisions with
heavy molecules, with little contribution on the production of ROS
and RNS but heating the heavy molecules. The input power dissipated
on inelastic collisions is responsible for the production of ROS and
RNS, which accounts for just 12% of the total power dissipation. As
shown in Fig. 6, the power dissipation via inelastic collisions has a
bimodal shape, which should be the reason why the electrons and
most of the ROS and RNS have such density proﬁles.
B. Reactive species and power dissipation of HeþAir
CAPs with varied air concentration
In order to investigate the inﬂuence of air concentration on the
reactive species and the power dissipation, the HeþAir CAPs with different air concentrations including 500, 1000, 2000, 5000, and
10 000 ppm are studied by the ﬂuid model. The air concentration
range between 500 and 10 000 ppm covers most scenarios of HeþAir
CAPs used for biomedical applications.
Figure 7 shows the time-averaged spatial distribution of the electron density, the electron temperature, the density of positive ions, the
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FIG. 7. Time-averaged spatial distributions of (a) the electron density, (b) the electron temperature, (c) the density of positive ions, (d) the density of negative ions,
(e) the density of net charge, and (f) the total rate of electron generation for different
air concentrations (—䊏— 500 ppm, —䊉— 1000 ppm, —䉱— 2000 ppm, —
䉲
—
5000 ppm, and —䉬— 10 000 ppm).

density of negative ions, the density of net charge, and the total generation rate of electrons. The density of net charge equals to the density of
positive charge minus the density of negative charge (electrons and negative ions). With the increasing air concentration from 500 to 10 000 ppm,
the electronegativity of HeþAir CAPs increases from 3.0 to 19.6. Since
more electrons are consumed by electron attachment reactions, the averaged electron density decreases from 1.5  1011 to 4.4  1010 cm3 [see
Fig. 7(a)]. The density proﬁle of electrons declines monotonically as closing to the electrodes when [air] 1000 ppm, but it has a small peak in
the vicinity of each electrode when [air] >1000 ppm. This indicates the
stratiﬁcation structure of the electron proﬁle as discussed in Fig. 4.
For all the air concentrations, the electron temperature proﬁles
are similar, which have a peak shape in each sheath region and a ﬂattened shape in plasma bulk, as shown in Fig. 7(b). With the increasing
air concentration, the spatial-temporal averaged electron temperature
increases from 1.91 to 2.19 eV. This is because the electron temperature in plasma bulk increases to compensate the decreasing electron
density for sustaining the discharge current. In the meantime, the
maximum value of electron temperature in the sheath region decreases
from 10.0 to 6.32 eV. Owing to the increasing electronegativity, the ion
ﬂux accounts more for the current in sheath. The ion ﬂux has less correlation with the strong electric ﬁeld than that of the electron ﬂux,
leading to the decrease in electron temperature there. The increasing
average value and decreasing peak value of electron temperature could
change the main pathways for the production of ROS and RNS, as will
be discussed in Fig. 9.
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As shown in Fig. 7(c), the density of positive ions increases with
the air concentration when [air] 5000 ppm and then decreases
slightly. It peaks at [air] ¼ 5000 ppm with an average value of
9.5  1011 cm3. The density decrease in positive ions when [air]
>5000 ppm is because a large amount of neutral ROS is produced,
which enhances the destruction of main positive ions such as
O4þ. The spatial region of positive ions expands with the increasing
air concentration, indicating that the sheath thickness contracts in
the meantime.34 The maximal sheath thickness is 320 lm when [air]
¼ 500 ppm, but it gradually reduces to 195 lm when [air]
¼ 10 000 ppm. The density proﬁles of negative ions are similar to those
of the positive ions, as shown in Fig. 7(d). Also, the average density of
negative ions has a similar tendency of ﬁrst increasing and then
decreasing slightly as a function of the air concentration. The differences are that the negative ions are more conﬁned in the central part
due to the ambipolar ﬁeld, and the density value of negative ions is relatively low. The peak average density of negative ions is
8.5  1011 cm3 at [air] ¼ 5000 ppm. For the spatial distribution of
net charge as shown in Fig. 7(e), the quasi-neutrality is sustained in
the bulk region regardless of the air concentration. In the sheath
region, it is interesting that the double-hump structure is formed when
[air] 5000 ppm, which is consistent with the stratiﬁcation of electron
density as given in Fig. 7(a).
With the increasing air concentration, the electron generation
rate keeps decreasing in the sheath region while increasing in the bulk
region, as shown in Fig. 7(f). The proﬁle of the electron generation rate
has two peaks when [air] ¼ 500 ppm, and each of them has a distance
of 150 lm from the adjacent electrode. These two peaks decline with
the increasing air concentration, and when [air] ¼ 1000 ppm another
two peaks appear, each of which has a distance of 400 lm from the
adjacent electrode. The outside peaks keep declining and even disappear when [air] 5000 ppm, while the inside peaks keep rising.
Besides, the electron generation rate in the center part of the gas gap,
shown as a ﬂattened shape in Fig. 7(f), also keeps increasing with the
air concentration. As a result, the discharge mode transfers from c
mode to a mode with a threshold air concentration of 2000 ppm.
Two pathways are most responsible for the electron generation: one is
the Penning ionization and the other is the detachment of negative
ions. Penning ionization mainly happens in the neighborhood of the
sheath boundary, which is responsible for the production of the outside peaks in the proﬁle of the electron generation rate. Detachment of
negative ions mainly happens in the center part because most of the
negative ions are conﬁned there, and it is responsible for the production of the inside peaks in the proﬁle of electron generation rate when
[air] 2000 ppm. With the increasing air concentration, the dominant
electron generation pathway converts from the Penning ionization to
the detachment of negative ions, which is the reason for the discharge
mode transition from c mode to a mode.66
The inﬂuence of air concentration on the spatial-temporal averaged densities of ROS and RNS is shown in Fig. 8. O is the dominant
ROS in all the cases of air concentration, followed by O2(a), OH, and
O3. These four ROS have their densities increasing almost linearly
with the air concentration. Taking O for instance, its density increases
from 1014 to 1015 cm3 with the increasing air concentration from 500
to 10 000 ppm. The densities of some other ROS including HO2,
H2O2, and O1(D) also increase with the air concentration, except for
O2. O2 has a strong charge transfer reaction with O, so its density
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FIG. 8. Spatial-temporal averaged densities of (a) ROS and (b) RNS as a function
of air concentration.

decreases with the increasing density of O. Regarding the RNS, NO is
the most abundant species in all the cases of air concentration, followed by NO2 and HNO2. All the RNS have their densities increasing
with the air concentration. Taking NO for example, its concentration
increases from 1013 to 1014 cm3 with the increasing air concentration
from 500 to 10 000 ppm. The density of NO is higher than that of the
other RNS by more than one order of magnitude when [air]
5000 ppm. Compared to that of the ROS, the total density of RNS is
lower by 20 times for all the cases of air concentration, implying that
HeþAir CAPs are preferable for the applications where ROS are
mostly required. Compared to the air plasma in which O3 and N2O5
are the dominant ROS and RNS,67 the HeþAir CAPs have much different chemical products, indicating that the biomedical effect of these
two kinds of plasmas would be much different. In addition, it can be
seen from Fig. 8 that the production efﬁciency of ROS and RNS has
not yet been optimized in the studied range of air concentration.
Increasing the air concentration above 1% would further enhance the
production efﬁciency of ROS and RNS, but in turn it would severely
decrease the plasma stability. It is not easy to control the HeþAir
CAPs to keep diffusive when the air concentration is larger than 1%.
In order to further unravel the production mechanism of ROS
and RNS from the perspective of power consumption, the power dissipation pathways are illustrated in Fig. 9 as a function of the air concentration. It can be seen that the power dissipation on ions (ion Joule
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FIG. 9. (a) Variation of power dissipation by ion Joule heating (yellow), elastic collisions (blue), and inelastic collisions (red) as a function of air concentration. (b)
Power consumption by several inelastic collisions as a function of air concentration.

heating) increases from 21% to 47% of the total input power with the
increasing air concentration from 500 to 10 000 ppm. Even at a low air
concentration of 500 ppm, the ion Joule heating accounts for a large
portion of the discharge power, much different to that in low-pressure
plasmas.64 The amount of ions increases while the amount of electrons
decreases with the increasing air concentration (see Fig. 7), so it is certain that more power would dissipate on ions. The power allocation
between electrons and ions can be roughly estimated by formula (10).
Besides the ion Joule heating, the electron Joule heating is a main
power dissipation pathway, which could be divided into elastic collisions and inelastic collisions as shown in Fig. 9(a). It can be seen that
the power dissipation on inelastic collisions increases fast from 3% to
19% of the total input power. Two reasons may account for such a
sharp increase: (1) the molecular air gases have larger inelastic collision
cross sections but lower elastic collision cross sections compared to
helium and (2) the average electron temperature increases, which facilitates the inelastic collisions.
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The power dissipation on inelastic collisions is strongly correlated
with the production of ROS and RNS, so the main reactions for such
power dissipation are important and hence illustrated in Fig. 9(b) as a
function of air concentration. The reaction numbers are the same as in
Table II in the Appendix. It can be seen that all the main reactions for
power dissipation are electron impact excitation and/or dissociative
excitation. Other kinds of reactions such as ionization and dissociation
consume little power. The electron impact excitation of helium (R10)
dominates the power dissipation when [air] <2000 ppm, but the
power coupled to R10 keeps decreasing. Since helium density is almost
constant, the reaction rate of R10 depends on the density of energetic
electrons, which have energies of no less than 19.8 eV. However, both
the electron density and the peak electron temperature decrease with
the increasing air concentration (see Fig. 7), so the power dissipation
on R10 keeps decreasing. The density of helium metastable decreases
in consequence, which accounts for the decrease in Penning ionization
on the production of electrons (see Fig. 7). In contrast to R10, the
other reactions consume more and more power with the increasing air
concentration, because the increasing air gases are the reactants.
However, the dissipation powers via the reactions except for R10
increase slower than the air concentration due to the decrease in electron density.
The wall ﬂuxes may be a general indicator for how strong the
plasma species impact samples to be treated in applications. However,
the wall ﬂuxes of reactive species are hard to be measured, so their relative magnitudes are usually estimated by comparing their average
densities. This estimation is acceptable for long-lived species because
these species could pass through the gas gap in their lifetimes, i.e., all
the species distributed in the plasma could possibly contribute on the
wall ﬂux. However, for the short-lived species which could not pass
the gas gap during their lifetimes, the spatial-averaged densities might
have little correlation with the wall ﬂuxes.37 Taking a short-lived species, O(1D) in He þ O2 CAPs for example, it was reported that the
wall ﬂux has a different variation trend to the spatial-averaged density,
because only the O(1D) existing in the vicinity of the electrodes could
move on the electrodes before its chemical conversion.
In order to determine whether the average density of a shortlived species can be used to estimate its relative electrode ﬂux in the
HeþAir CAPs, the spatial-temporal averaged density and the timeaveraged electrode ﬂux of several ions are comparatively shown in
Fig. 10 as a function of air concentration. Generally, it can be seen that
the average densities decrease with the increasing air concentration,
while in contrast the electrode ﬂuxes keep increasing. The opposite
trend between the density and ﬂux is interesting, indicating that one
should be careful to use the average density of a species to estimate its
ﬂux.
C. Production mechanism of reactive species in
HeþAir CAPs
Understanding of the production mechanism of ROS and RNS
in HeþAir CAPs would give an opportunity to ﬁnd the optimal discharge condition for applications. For this reason, we plot in Fig. 11
the main production/destruction pathways of bio-active ROS and
RNS for such plasmas with a varied air concentration from 500 to
10 000 ppm. All the ROS are categorized in a yellow dash box located
in the left side of the ﬁgure, all the RNS are categorized in a blue dash
box in the right side, and each ROS or RNS is shown in a small light
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Other ROS including OH, HO2, H2O2, and O3 are not directly
produced by electron impact reactions. Instead, O, O(1D), O, and/or
O2 are the precursors of them. Taking OH as an example, the reaction between O and HO2 (R104) always plays a dominant role for its
production, contributing more than 46% of its total production rate.
This reaction also contributes 16%–26% of the total destruction of O
with varied air concentration. In addition, the charge transfer reaction
between O and H2O (R39), the collisional quenching of O(1D) by
H2O (R76), and the reaction between O3 and H (R105) are also important for OH production. The main reactions for OH production are
listed below:
O þ HO2 ! OH þ O2 ;
O þ H2 O ! OH þ OH;
Oð1 DÞ þ H2 O ! 2OH;

(R104)
(R39)

O3 þ H ! OH þ O2 :

(R105)

(R76)

It is interesting that NO is the precursor for all the other RNS
such as NO2, NO3, HNO2, and HNO3. Three pathways are most
responsible for the generation of NO, as follows:
N þ OH ! H þ NO;
2
N DÞ þ O2 ! NO þ O;
2
N DÞ þ O2 ! NO þ Oð1 DÞ:

FIG. 10. (a) Spatial-temporal averaged density and (b) time-averaged wall ﬂuxes of
several ions as a function of air concentration.

red box. The red arrows pointing into each light red box indicate the
production reactions of the corresponding reactive species, while the
blue arrows pointing outside each box indicate the destruction reactions. Each percentage value shown in the box indicates the contribution of the production/destruction pathway to the total production/
destruction of the speciﬁc species as a function of air concentration
from 500 to 10 000 ppm. The dotted line in each arrow means that the
reaction is not important, accounting for less than 10% of the total
production/destruction rate of the corresponding species, so in that
case the percentage value is not provided.
It can be seen from Fig. 11 that all the ROS and RNS originate from
the electron impact reactions with air gases, and most of them are eventually transformed back to the air gases by their interactions. Regarding the
ROS, O2(a) is mainly generated by the electron impact excitation of O2
(R7), O2 is generated by the electron impact attachment of O2 (R15),
and O(1D) is generated by the electron impact dissociative excitation of
O2 (R8). Similar to that reported in Ref. 68, the ground state O is particular, which is generated by several reactions as follows:
e þ O2 ! O þ Oð1 DÞ þ e;
He þ Oð1 DÞ ! He þ O;
N2 þOð1 DÞ ! N2 þ O;
N2 ðAÞ þ O2 ! N2 þ 2O:
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(R8)
(R73)

(R100)
(R79)
(R80)

It should be noted that the chemical pathways of ROS are almost
separated from that of the RNS, and R100 is the main chain between
those two pathway networks, as illustrated by the yellow dash box and
blue dash box as shown in Fig. 11. In addition, some ROS such as O
and OH play an important role in the transformation between different kinds of RNS.
In order to further elucidate the production mechanism of ROS
and RNS from an overall perspective, the main production/destruction
pathways for the entire ROS and RNS are illustrated in Fig. 12. The
red arrows indicate the production pathways, while the blue ones indicate the destruction pathways. The arrow width is proportional to its
production or destruction rate, and the percentage value indicates the
rate of contribution to the total production/destruction as a function
of air concentration from 500 to 10 000 ppm.
Taking the ROS as a whole, two pathways are mostly responsible
for its production, as shown in Fig. 12(a). The ﬁrst one [Path 1 in
Fig. 12(a)] is the electron impact excitation and dissociative excitation
of O2, which contributes 72% to 48% of the ROS production as a function of air concentration from 500 to 10 000 ppm. This pathway contains the reaction R7 and R8 as follows:
e þ O2 ! e þ O2 ðaÞ;

(R7)

e þ O2 ! O þ Oð1 DÞ þ e:

(R8)

The second one [Path 2 in Fig. 12(a)] has two steps for generating
ROS. It is initiated by the electron impact excitation of N2, and then,
the products N2(A) and N2(B) could react with O2 to produce ROS.
This pathway contributes 18% to 31% of the ROS production as a
function of air concentration, and the reactions are as follows:

(R74)

e þ N2 ! N2 ðAÞ þ e;

(R3)

(R84)

e þ N2 ! N2 ðBÞ þ e;

(R4)
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FIG. 11. Main chemical pathways for the generation/loss of the selected biologically active species in HeþAir CAPs. Solid lines represent important pathways while dotted
lines represent unimportant pathways; blue lines represent destruction while red lines represent production. Percentage ranges in each red box represent the portion of rate of
the corresponding reaction to the whole generation/loss rate of the speciﬁc species with the air concentration ranging from 500 to 10 000 ppm.

N2 ðAÞ þ O2 ! N2 þ 2O;
N2 ðBÞ þ O2 ! N2 þ 2O:

(R84)
(R88)

For the destruction of ROS as a whole, it is mainly transformed
back to O2, while a part of it is also transformed to NO. There are four
main pathways: (1) the neutral reaction between O and OH (Path 3,
R103) which contributes 30%–80% of the destruction; (2) the charge
transfer reactions (Path 4, R42, and R43) which contribute 25%–6% of
the destruction; (3) the collisional detachment of O2 (Path 5, R55, and

R57) which contributes 3%–9% of the destruction and (4) the neutral
reaction between N and OH to form NO (Path 6, R100) which contributes 31%–5% of the destruction. All the reactions are listed below:
O þ OH ! H þ O2 ;
O2  þ O ! O þ O2 ;
O2  þ O3 ! O3  þ O2 ;

(R103)
(R42)
(R43)

O2  þ O3 ! O3 þ O2 þ e;
O2  þ O2 ðaÞ ! 2O2 þ e;

(R55)
(R57)

N þ OH ! H þ NO:

(R100)

Taking the RNS as a whole, there are also two main pathways
contribute to its production, as shown in Fig. 12(b). The ﬁrst one is the
neutral reaction between OH and N to form NO (R100), which is Path
1 in Fig. 12(b) and also Path 6 in Fig. 12(a). It is the main chain
between the ROS and RNS, which contributes on 31%–5% of the ROS
destruction while 38%–37% of the RNS production. The second one
(Path 2, R5, R79, and R80) has two steps: it is initiated by the electron
impact dissociative excitation of N2, and then the product N(2D) could
react with O2 to produce NO. This pathway contributes 53% to 49%
of the RNS production as a function of air concentration, and the reactions are as follows:

FIG. 12. Main chemical pathways for the production and destruction of the entire
(a) ROS and (b) RNS.
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e þ N2 ! Nð2 DÞ þ N þ e;
Nð2 DÞ þ O2 ! NO þ O;

(R79)

Nð2 DÞ þ O2 ! NO þ Oð1 DÞ:

(R80)

(R5)
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For the destruction of RNS as a whole, it is mainly transformed
back to N2. There are two main destruction pathways: (1) the neutral
reaction from NO to N2 which contributes 98% of the destruction
(Path 3, R98) and (2) the neutral reaction from N2O to N2 which contributes just 2% of the destruction (Path 4, R86, and R87). The destruction reactions are as follows:
N þ NO ! N2 þO;

(R98)

N2 ðAÞ þ N2 O ! O þ 2N2 ;
N2 ðAÞ þ N2 O ! NO þ N þ N2 :

(R86)
(R87)

IV. CONCLUSIONS
In summation, a 1D ﬂuid model of cold atmospheric HeþAir
CAPs, which incorporates 48 species and 118 reactions has been developed, with which the density distribution of reactive species, the power
dissipation characteristics and the chemistry pathways among the
reactive species are studied as a function of air concentration from 500
to 10 000 ppm. It is found that the electron density decreases from
1.5  1011 to 4.4  1010 cm3 and consequently, the electron-coupled
power reduces. However, more input power is dissipated on the

scitation.org/journal/php

inelastic collisions between the electrons and air gases, leading to an
increasing production of reactive oxygen species (ROS) and reactive
nitrogen species (RNS). O and NO are the dominant ROS and RNS,
respectively. Taking the ROS as a whole, it is mainly produced by the
electron impact dissociation and excitation of O2, while the electron
impact excitation of N2 has a non-negligible contribution of more
than 10%; taking the RNS as a whole, it is mainly produced by the oxidation of atomic nitrogen [N and N(2D)], and NO is the precursor for
all the other RNS. The main chemical pathways of ROS are almost
separated from that of the RNS, and the main chain connecting the
two chemical networks is the oxidation of N by OH to form NO
(R100 in the Table II).
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APPENDIX
TABLE II. Chemical reactions included in HeþAir plasmas. Note: Te in eV; Tg in Kelvin, which is 360 K here; M represents the feeding gas.

Rate coefficienta

References

Electron impact momentum transfer
1
e þ He ! e þ He

f ðTe Þ

69b

Electron impact excitation and de-excitation
2
e þ N ! Nð2 DÞ þ e
3
e þ N2 ! N2 ðAÞ þ e
4
e þ N2 ! N2 ðBÞ þ e
5
e þ N2 ! Nð2 DÞ þ N þ e
6
e þ O ! e þ Oð1 DÞ
7
e þ O2 ! e þ O2 ðaÞ
8
e þ O2 ! Oð1 DÞ þ O þ e
9
e þ H2 O ! H2 þOð1 DÞ þ e
10
e þ He ! e þ He
11
e þ H2 O ! H þ OHðAÞ þ e
12
e þ OH ! OHðAÞ þ e

f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ

70b
71b
71b
72b
73b
74b
75b
76b
69b
77b
69, 78c

Electron impact dissociation
13
e þ H2 O ! OH þ H þ e
14
e þ O3 ! O þ O2 þ e

f ðTe Þ
f ðTe Þ

77b
79b

Electron impact attachment and dissociative attachment
15
e þ O2 ! O2 
16
e þ O2 ! O þ O
17
e þ O3 ! O þ O2 
18
e þ O3 ! O þO2
19
e þ H2 O ! H þ OH

f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ
f ðTe Þ

80b
81b
81b
81b
81b

No.

Reaction
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TABLE II. (Continued.)

No.

Reaction

Rate coefficienta

References

20
21

e þ HNO3 ! NO2  þ OH
e þ NO þ He ! NO þ He

5  108
8  1031

82
83

2  107  (300/Tg)0.5
2  107  (300/Tg)0.5

84
82

2.3  109
2.3  1011
2  1011
4.4  1011
2.1  1010  exp(Tg/121)
3  109
8.8  1010
3  1010
6.8  1010
5.9  1010
2.75  1010
5.9  1010
4.3  1010
1.7  109
5.5  1010
1.4  109
1  1010
8  1010
3.3  1010
3.5  1010
5  1010
7  1010
2.75  1010
1.6  109
9  1010
1.1  1030  (Tg/300)1
6  1029  (Tg/300)2
3.9  1030  (Tg/300)3.2
5  1029  (Tg/300)1
4.6  1029

83
83
83
83
83
83
84
83
85
84
86
85
83
83
82
83
83
83
83
83
83
83
86
87
88
89
89
89
89
90

3  1010
6  1010
1.5  1010
2  1010
2  1010
3  1010
8  1018 (Tg/300)0.5
2.4  1013

83
91
83
83
88
92
93
94

3.96  1010 (Tg/300)0.17

95

Ion–ion recombination
22
NOþ þ NO3  ! NO3 þ NO
23
NO2 þ þ NO3  ! NO3 þ NO2
Charge transfer
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53

N2 þ þH2 O ! H2 Oþ þN2
N3 þ þO2 ! O2 þ þN þ N2
N3 þ þO2 ! NOþ þO þ N2
N3 þ þO2 ! NO2 þ þN2
N4 þ þN2 ! N2 þ þ2N2
N4 þ þH2 O ! H2 Oþ þ2N2
O2 þ þN2 O5 ! NO2 þ þNO3 þO2
O4 þ þ O ! O2 þ þO3
O4 þ þ NO ! NOþ þ2O2
NOþ þN2 O5 ! NO2 þ þ2NO2
NO2 þ þ NO ! NOþ þNO2
OHþ þO2 ! O2 þ þ OH
H2 Oþ þ O2 ! O2 þ þH2 O
H2 Oþ þ H2 O ! H3 Oþ þ OH
þ
H3 O þN2 O5 ! NO2 þ þ HNO3 þ H2 O
O þH2 O ! OH þ OH
O þ O2 ðaÞ ! O2  þ O
O þ O3 ! O3  þ O
O2  þ O ! O þ O2
O2  þ O3 ! O3  þ O2
NO þ O2 ! O2  þ NO

NO2 þ N2 O5 ! NO3  þ NO3 þ NO
NO2  þ NO ! NO þ NO2
NO2  þ HNO3 ! NO3  þ HNO2
OH þ O3 ! O3  þ OH
He þ O þ O2 ! He þ O3 
He þ Oþ þN2 ! He þ NOþ þ N
He þ O2 þ þO2 ! He þ O4 þ
He þ N2 þ þN2 ! He þ N4 þ
He þ Nþ þN2 ! He þ N3 þ

Collisional detachment
54
O þ O2 ðaÞ ! O3 þ e
55
O2  þ O3 ! O2 þ O3 þ e
56
O2  þ O ! O3 þ e
57
O2  þ O2 ðaÞ ! 2O2 þ e
58
OH þ O ! HO2 þ e
59
He þ O3  ! He þ O þ O2 þ e
60
He þ H ! He þ H þ e
61
He þ NO ! He þ NO þ e
Penning ionization
62

He þ O ! Oþ þ He þ e
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TABLE II. (Continued.)

No.

Reaction

Rate coefficienta

References

63
64
65
66
67
68
69
70
71

He þO2 ! O2 þ þ He þ e
He þH2 O ! He þ OHþ þ H þ e
He þH2 O2 ! He þ OHþ þ OH þ e
He þN2 ! He þ N2 þ þ e
He þN2 ! He þ Nþ þ N þ e
He2  þ O ! 2He þ Oþ þ e
He2  þO2 ! 2He þ O2 þ þ e

He2 þH2 O2 ! 2He þ OHþ þ OH þ e
He2  þN2 ! 2He þ N2 þ þ e

2.54  1010 (Tg/300)0.5
1.5  1010
7.8  1010
5  1011
1  1010
3.6  1010
3.6  1010
6  1010
3  1011

96
97
69
98
92
99
99
69
100

N2 ðBÞ ! N2 ðAÞ

1.25  105

101

1.0  1013
1.8  1011  exp(107/Tg)
1.1  1010
2.2  1010
11
5.2  10  exp(2840/Tg)
6  1011
1.5  1012  (Tg/300)0.5
6  1012  (Tg/300)0.5
2.3  1011
7  1012
1  1012
12
5  10  exp(210/Tg)
4  1010
8  1011
8  1011
3  1010
5  1011
1  1012
1:5  1014
4.3  1011  (Tg/300)0.5
7.5  1011  (Tg/300)0.5
3.1  1011
4.9  1010  (Tg/300)0.5
1.5  1034
1.56  109  exp(11 400/Tg)
2.1  1011  exp(100/Tg)
5.8  1012  exp(220/Tg)
7.5  1011
6.5  1012  exp(120/Tg)
1.7  1011
11
2.2  10  exp(350/ Tg)
8.3  1011  exp(500/Tg)
2.8  1011  (Tg/300)0.75
1.8  1011  exp(110/Tg)
1.47  1010

96
102
103
104
102
84
84
84
82
83
82
102
102
82
82
83
84
105
106
107
108
108
108
99
96,99
102
102
83
102
102
83
83
83
83
83

Radiation
72

Other neutral reactions
73
Oð1 DÞ þ He ! O þ He
74
Oð1 DÞ þ N2 ! O þ N2
75
Oð1 DÞ þ H2 ! OH þ H
76
Oð1 DÞ þ H2 O ! OH þ OH
77
O2 ðaÞ þ O3 ! O þ 2O2
78
Nð2 DÞ þ NO ! N2 O
79
Nð2 DÞ þ O2 ! NO þ O
80
Nð2 DÞ þ O2 ! NO þ Oð1 DÞ
81
N2 ðAÞ þ O ! Oð1 DÞ þ N2
82
N2 ðAÞ þ O ! NO þ Nð2 DÞ
83
N2 ðAÞ þ O2 ! O2 ðaÞ þ N2
84
N2 ðAÞ þ O2 ! N2 þ 2O
85
N2 ðAÞ þ N2 ðAÞ ! N2 ðBÞ þ N2
86
N2 ðAÞ þ N2 O ! O þ 2N2
87
N2 ðAÞ þ N2 O ! NO þ N þ N2
88
N2 ðBÞ þ O2 ! N2 þ 2O
89
N2 ðBÞ þ N2 ! N2 ðAÞ þ N2
90
N2 ðBÞ þ He ! N2 þ He
91
OHðAÞ þ He ! He þ OH
92
OHðAÞ þ O ! H þ O2
93
OHðAÞ þ O2 ! OH þ O2
94
OHðAÞ þ N2 ! N2 þ OH
95
OHðAÞ þ H2 O ! H2 O þ OH
96
He þ 2He ! He2  þ He
97
M þ O3 ! M þ O þ O2
98
N þ NO ! N2 þ O
99
N þ NO2 ! N2 O þ O
100
N þ OH ! H þ NO
101
O þ NO2 ! NO þ O2
102
O þ NO3 ! NO2 þO2
103
O þ OH ! H þ O2
104
O þ HO2 ! OH þ O2
105
O3 þ H ! OH þ O2
106
NO þ NO3 ! 2NO2
107
NO2 þ H ! OH þ NO
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TABLE II. (Continued.)

No.

Reaction

Rate coefficienta

References

108
109
110
111
112
113
114
115
116
117
118

OH þ H2 O2 ! HO2 þH2 O
OH þ HNO2 ! NO2 þH2 O
He þ 2O ! He þ O2
He þ O þ O2 ! He þ O3
He þ O þ NO2 ! He þ NO3
He þ H þ O2 ! He þ HO2
He þ 2OH ! He þ H2 O2
He þ NO þ O ! He þ NO2
He þ NO þ OH ! He þ HNO2
He þ NO2 þ OH ! He þ HNO3
He þ NO2 þNO3 ! He þ N2 O5

2.9  1012  exp(160/Tg)
1.8  1011  exp(390/Tg)
1.3  1032  (Tg/300)1 exp(170/Tg)
3.4  1034  (Tg/300)1.2
9  1032 (300/Tg)2
2  1032 (Tg/300)0.8
3.96  1031 (Tg/300)3.2
1  1031
7.4  1031 (300/Tg)2.4
2.2  1030 (300/Tg)2.9
2.8  1030 (300/Tg)3.5

103
109
96
96
102
110
110
111
102
102
103

The reaction rate coefﬁcient has a unit of s1 for the single-body reactions, cm3 s1 for the two-body reactions and cm6 s1 for three-body reactions.
The rate coefﬁcient is obtained from EEDF (electron energy distribution function) using cross sections from indicated reference.
c
Cross section for R12 is not well established. In Ref. 78 the cross section for 15 eV electrons is estimated to be 4  1017 cm2. To get a reaction rate as a function of Te, a constant
cross section of 4  1018 cm2 is assumed here.
a

b
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