The modeling and analysis of an LRU cache is extremely challenging as exact results for the main performance metrics (e.g., hit rate) are either lacking or cannot be used because of their high computational complexity for large caches. As a result, various approximations have been proposed. The state-of-the-art method is the so-called TTL approximation, first proposed and shown to be asymptotically exact for IRM requests by Fagin [13] . It has been applied to various other workload models and numerically demonstrated to be accurate but without theoretical justification. In this article, we provide theoretical justification for the approximation in the case where distinct contents are described by independent stationary and ergodic processes. We show that this approximation is exact as the cache size and the number of contents go to infinity. This extends earlier results for the independent reference model. Moreover, we establish results not only for the aggregate cache hit probability but also for every individual content. Last, we obtain bounds on the rate of convergence.
On the Convergence of the TTL Approximation for an LRU Cache 20:3
Moreover, we derive rates of convergence for individual content hit probabilities under LRU to those under TTL using the LRU characteristic time. Under additional mild conditions, we then derive expressions for the characteristic time and the aggregate hit probability in the limit as the cache size and the number of contents go to infinity. This last result extends the results of Fagin [13] for the independence reference model to a more general setting of independent stationary and ergodic content request processes.
The rest of the article is organized as follows. Section 2 presents our model of an LRU cache under a general request model. Section 3 presents the main results of our article. Section 4 proves the main result of the article, namely the convergence of hit probabilities under LRU to those under TTL with bounds on the rate of convergence given in Section 5. Section 6 extends Fagin's results to the more general case of stationary and ergodic request processes. Last, concluding statements are provided in Section 7.
MODEL AND BACKGROUND
We introduce the model for content request processes in Section 2.1 and the content popularity in Section 2.2. Section 2.3 presents the TTL approximation that approximates hit probabilities of an LRU cache by those of a TTL cache with an appropriately chosen timer value.
Content Request Process
We consider a cache of size C n serving n unit sized contents labelled i = 1, . . . , n, where C n ∈ (0, n). We assume that C n → ∞ as n → ∞. In particular, several results will be obtained under the assumption that C n ∼ β 0 n with β 0 ∈ (0, 1). Requests for the contents are described by n independent stationary and ergodic simple point processes N n,i := {t n,i (k ), k ∈ Z}, where −∞ ≤ · · · < t n,i (−1) < t n,i (0) ≤ 0 < t n,i (1) < · · · ≤ ∞ represent successive request times to content i = 1, . . . , n. We assume the point processes are defined on a common probability space with probability measure P and associated expectation operator E. Let 0 < λ n,i < ∞ denote the intensity of request process N n,i , i.e., the long-term average request rate for content i (see, e.g., Reference [2, Sections 1.1 and 1.6] for an introduction to stationary and ergodic point processes). Note that P[t n,i (0) = 0] = 0 for all i [2, Section 1.1.4], i.e., no request arrives precisely at time 0. The same request processes were considered in Reference [14] for TTL caches.
Following Reference [9] , we will use Palm calculus for stationary and ergodic point processes [2] . Let P 0 n,i be the Palm probability 2 associated with the point process N n,i (see, e.g., Reference [2, Equation (1.2.1)]). In particular, P 0 n,i [t n,i (0) = 0] = 1, i.e., under P 0 n,i content i is requested at time t = 0. It is known that [2, Exercice 1.2.1]
where E 0 n,i is the expectation operator associated with P 0 n,i . Define
the cumulated distributed function (cdf) of the inter-request time for content i under P 0 n,i . For any distribution F , we denote its mean by m F and the corresponding complementary cdf byF := 1 − F . For any F with support in [0, ∞) and m F ∈ (0, ∞), we define an associated 2 Readers unfamiliar with Palm probability can think of P 0 n, i as being defined by P 0 n, i [A] = P[A | t n, i (0) = 0] for any event A, i.e., the conditional probability conditioned on the event that content i is requested at time 0, although the definition is more general. 
It is well-known that (see, e.g., Reference [2, Section 1.3.4])
with m G n, i = 1/λ n,i from Equation (1) . Note that P[−t n,i (0) ≤ t] is the cdf of the time elapsed since content i was last requested before the random observation time t = 0 (recall that the system is in steady state at time t = 0), often referred to as the age distribution of the last request for content i. We assume all cdfs G n,i are continuous. Let G * n,i (t ) = G n,i (t/λ n,i )
be the scaled version of G n,i that is standardized in the sense that it has unit mean. We assume that there exists a continuous cdf Ψ with support in [0, ∞) and mean m Ψ > 0 such that G * n,i (t ) ≥Ψ(t ), ∀t, n, i, (6) or, by the definition of G * n,i ,Ḡ n,i (t ) ≥Ψ(λ n,i t ), ∀t, n, i,
which, by Equation (3), impliesĜ n,i (t ) ≥ m ΨΨ (λ n,i t ), ∀t, n, i.
Let us elaborate a bit on the assumption in Equation (6) . Consider the L 1 distance between Ψ and G * n,i , which, by Equation (6), is given by
Since G * n,i − Ψ 1 ≥ 0, it follows that m Ψ ≤ 1. Note that all G * n,i live on the sphere of radius 1 − m Ψ centered at Ψ. Since both G * n,i and Ψ are continuous, m Ψ = 1 if and only if G * n,i (t ) = Ψ(t ) or, equivalently, if and only if G n,i (t ) = Ψ(λ n,i t ) for all t, n, and i. Intuitively, the function Ψ controls the variability within the family of cdfs G = {G * n,i : n ≥ i ≥ 1}, and m Ψ is a measure of this variability. When m Ψ → 0, the constraint Equation (6) becomes empty, and G * n,i could be very different from each other. As m Ψ increases, G * n,i become more and more similar to each other. When m Ψ = 1, G * n,i degenerates to a single distribution Ψ, in which case, G n,i are all from the scale family 3 as G n,i (t ) = Ψ(λ n,i t ) from Equation (5) .
The most important example of the degenerate case m Ψ = 1 is when all request processes are Poisson, i.e., G n,i (t ) = 1 − e −λ n, i t with Ψ(t ) = 1 − e −t . Non-Poisson examples include Erlang distributions with the same number of stages, Gamma distributions with the same shape parameter, and Weibull distributions with the same shape parameter.
An important example of the non-degenerate case is when G n,i are from a finite number, J , of scale families, i.e. G = {Ψ 1 , . . . , Ψ J } for some distinct cdfs Ψ j with m Ψ j = 1. More specifically, let P 1 , . . . , P J be a partition of the set {(n, i) ∈ N 2 : n ≥ i ≥ 1} such that G * n,i = Ψ j for all (n, i) ∈ P j . Note that Equation (6) holds with Ψ(t ) = max 1≤j ≤ J Ψ j (t ) in this case. However, m Ψ < 1 unless J = 1, which reduces to the degenerate case.
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Let N n := {t n (k ), k ∈ Z} be the point process resulting from the superposition of the n independent point processes N n,1 , . . . , N n,n , where −∞ ≤ · · · < t n (−1) < t n (0) ≤ 0 < t n (1) < · · · ≤ ∞. Note that we have used the fact that the points t n (k ) are distinct with probability one [2, Property 1.1.1]. Let P 0 n be the Palm probability 4 associated with N n , and E 0 n the associated expectation operator. Under P 0 n a content is requested at t = 0; i.e., P 0 n [t n (0) = 0] = 1. Let X 0 n ∈ {1, . . . , n} denote this content. It is known that (see, e.g., Reference [2, Section 1.4.2])
where Λ n := n i=1 λ n,i , and
for any event A.
Content Popularity
The probability p n,i defined in Equation (9) gives the popularity of content i. Previous work (see, e.g., Reference [16] and references therein) shows that the popularity distribution {p n,1 , . . . ,p n,n } usually follows Zipf's law,
where α ≥ 0 and most often α ∈ (0, 1). This will be the main example of popularity distribution used throughout the rest of the article. In Reference [13] , the popularity distribution is assumed to be given by
where F is a continuously differentiable cdf with support in [0, 1]. With some slight modification, Equation (12) can be extended to include Equation (11) as a special case. Note that Equation (12) does not assume the p n,i 's are ordered in i.
In this article, we consider more general popularity distributions, which include as special cases both Equations (11) and (12) with the mild condition that F > 0 a.e. on [0, 1]. Let σ i be the index of the ith most popular content, i.e.,
is the sequence p n,1 , . . . ,p n,n rearranged in decreasing order. Define the tailP n of the content popularity distribution byP
which is the aggregate popularity of the n − i least popular contents. Roughly speaking, we will focus on popularity distributions whose valuesP n (i) are of the same order for i around C n . This will be made more precise later; see assumption (P1) in Section 3.1.3.
TTL Approximation
Let Y n,i (t ) = 1 if content i is requested during the interval [−t, 0) and Y n,i (t ) = 0 otherwise. With this notation,
is the number of distinct contents requested during [−t, 0). Let [−τ n , 0) be the smallest past interval in which C n distinct contents are referenced, i.e.,
Note that if we reverse the arrow of time, we obtain statistically the same request processes, and τ n is a stopping time for the process Y n (t ).
In an LRU cache, a content that is least recently referenced is evicted when another content needs to be added to the full cache. Thus, a request for content i results in a cache hit if and only if i is among the C n distinct most recently referenced contents. By stationarity, we can always assume that this request arrives at t = 0. Thus, the stationary hit probability of an LRU cache is given by
Similarly, the stationary hit probability of content i in an LRU cache is given by
By Equation (10), H LRU n and H LRU n,i are related by
In a TTL cache, when a content is added to the cache, its associated time-to-live timer is set to its maximum value T . The content is evicted from the cache when the timer expires. The capacity of the cache is assumed to be large enough to hold all contents with non-expired timers. In this article, we consider the so-called TTL cache with reset, which always resets the associated timer to T when a cache hit occurs. Thus, a request for content i results in a cache hit if and only if i is referenced in a past window of length T . The stationary hit probability is then given by
and that for content i by
which will be shown to equal G n,i (T ) in Lemma 4.8. By Equation (10), H TTL n (T ) and H TTL n,i (T ) are related by
The TTL approximation was first introduced by Fagin for IRM requests [13] , later rediscovered for independent Poisson request processes [7] and extended to renewal request processes [17] , in the latter two cases without theoretical basis. It should be noticed that Fagin's result can be reproduced [20] by restricting the support of the distribution to [0, 1] in Theorem 4 in Reference [23] . Also, Theorem 1 in Reference [19] proves that the individual content hit probability in an LRU cache converges to the corresponding quantity in a TTL cache as the number of items increases to infinity, when contents are requested according to independent Poisson processes and when there is only a finite number of types of contents; see discussion after Example 4.5.
We now present it for general independent stationary and ergodic request processes. Let
denote the expected number of contents in a TTL cache with timer value T , where Y n is defined in Equation (15) . It will be shown in Lemma 4.9 that K n (T ) = n i=1Ĝ n,i (T ). Given the size C n of an LRU cache, let T n satisfy
The time T n is the characteristic time of the LRU cache. The TTL approximation then approximates the hit probabilities of the LRU cache by those of a TTL cache with timer value T n , i.e.,
For Poisson requests, Equation (24) takes the familiar form
Note that the TTL approximation for general independent stationary and ergodic processes takes the same form as for renewal processes [17] , which is not surprising in view of Theorem 2 in Reference [18] .
In Section 4, we show that, as C n and n become large, the TTL approximation becomes exact; i.e., an LRU cache behaves like a TTL cache with a TTL approximation timer value equal to the LRU characteristic time.
OVERVIEW OF MAIN RESULTS
In this section, we present the main results of the article. Section 3.1 collects various assumptions used in the main results and discusses their relations. The mains results are presented in Section 3.2.
Assumptions
We divide the assumptions into three categories according to whether they concern cache size, request processes, or content popularity distribution.
Cache
Size. Throughout the article, it is assumed that the cache size C n ∈ (0, n) and C n → ∞ as n → ∞. In addition, each result assumes one of the following conditions.
(C1) C n ≤ β 1 n for some β 1 ∈ (0, m Ψ ) and n large enough, where m Ψ is the mean of Ψ in Equation (6). (C2) C n ∼ β 0 n for some β 0 ∈ (0, 1).
Note that (C2) requires C n to scale linearly in n while (C1) only requires C n to scale at most linearly. For β 0 < m Ψ , (C2)=⇒(C1).
Request Processes.
The requests for different contents follow independent stationary and ergodic simple point processes. The request process for content i has continuous inter-request distribution satisfying Equation (6) . In addition, each result assumes one of the following conditions, with G i := {G * n,i : n ≥ i} and G : 
By Lemma A.1, (R1) (respectively, (R2)) holds if G i (respectively, G) is composed of a finite family of continuous cdfs. Hence, (R4)=⇒(R3)=⇒(R2)=⇒(R1). Note also that (R5)=⇒(R2). Examples of (R5) include families of distributions that have densities with a common upper bound. The last condition (R6) can be thought of as some kind of uniform Lipschitz continuity, where the bound depends on the relative deviation of the arguments rather than on the absolute deviation as in (R5). Condition (R6) is satisfied if the inter-request distributions are all exponential, which corresponding to Poisson requests (Example 5.3), or, more generally, if (R3) holds with every G ∈ G having a continuous density (see Example 5.4, which also includes an example with infinite G). Note that (R6) implies uniform Lipschitz continuity for t strictly bounded away from zero, which is in fact all we need when working with (R5), so for our purpose (R6) is stronger than (R5).
Popularity Distribution.
Each result assumes one of the following conditions for content popularity distribution.
and γ ∈ (0, 1) such that for all sufficiently large n, the tail popularityP n defined in Equation (14) satisfies
(P2) Fagin's condition: for some continuous function f defined on (0, 1] such that f > 0 a.e. and lim x →0+ f (x ) ∈ [0, +∞], and for some z n,i ∈ [ i−1 n , i n ], the popularities p n,i ∼ д n f (z n,i ) uniformly in i, i.e., max 1≤i ≤n
(P3) The generalization Equation (58) of (P2) from a single function f to a finite number of functions f j 's.
For a discussion of (P1), see Remark 1 after Proposition 4.4. Note that (P2) is slightly more general than Fagin's original condition Equation (12) . Note also (P2)=⇒(P3)=⇒ (P1). Example 4.5 shows that the Zipfian popularity distribution in Equation (11) with α ≥ 0 satisfies (P1). Example 6.2 shows that it also satisfies (P2) and hence (P3).
The common assumptions that C n → ∞ as n → ∞ and that requests for different contents are described by mutually independent stationary and ergodic processes satisfying Equation (6) will be assumed without explicit mentioning throughout the rest of the article. 5 A family of functions F is equicontinuous if for every ϵ > 0, there exists a δ > 0 such that
There is another commonly used definition of equicontinuity, which is a weaker notion in general but turns out to be equivalent to the former in our setting. 6 A family of functions F is uniformly Lipschitz continuous if there exists an M > 0 such that |f (
for every x 1 , x 2 and every f ∈ F.
Main Results
In this section, we present the main results of the article. The first establishes that individual content hit probabilities under LRU converge to those under TTL as the cache size C n and the number of contents n go to infinity, provided the timer values for all contents are set to the LRU characteristic time T n introduced in the previous section and provided the inter-request time distributions satisfy certain continuity properties.
Result 1 (Proposition 4.4). Under assumptions (C1), (R1), and (P1), TTL approximation is asymptotically exact for content i, i.e.,
Under assumptions (C1), (R2), and (P1), TTL approximation is asymptotically exact uniformly for all contents, i.e., max 1≤i ≤n
The next result provides a uniform bound for the rates at which individual content hit probabilities under LRU converge to those under TTL under a slightly stronger Lipschitz continuity property.
Result 2 (Proposition 5.1). Under assumptions (C1), (R5), and (P1), the following holds:
.
The above rate of convergence is slow. This is improved in the next result where it is shown to be O ((log C n /C n ) 1/2 ) under slightly stronger assumptions regarding the marginal inter-request time distributions. However, numerical results (see, e.g., Reference [16] ) suggest that the convergence rate might be faster than proved here. Result 3 (Proposition 5.2). Under assumptions (C1), (R6), and (P1), the following holds:
The last two results include extensions of Fagin's results for IRM to the case where content requests are described by mutually independent stationary and ergodic processes where the marginal inter-request time distributions satisfy mild continuity properties.
Result 4 (Proposition 6.3). Under assumptions (C2), (R4), and (P2), the following holds:
Result 4 considers a single class of contents in the sense that there is a single f and a single Ψ for all contents. The following result extends it to J classes of contents, where class j has a fraction b j of the total contents, and each class j satisfies the assumptions in Result 4 with potentially different f j and Ψ j . See Proposition 6.4 for a more precise statement of (R3) and (P3).
Result 5 (Proposition 6.4). Under assumptions (C2), (R3), and (P3), the following holds:
ASYMPTOTIC EXACTNESS
It has been observed numerically in Reference [16] that the TTL approximation is very accurate uniformly for contents of a wide range of popularity rank when the request processes are all Poisson. In this section, we prove that under some general conditions, the TTL approximation is exact in the large system regime, in the sense that individual content hit probabilities under LRU converge uniformly to those under TTL using the LRU characteristic time.
The following bounds on the LRU characteristic time T n , which may be of interest in their own right, will be used in the proof of the main result, Proposition 4.4. The proof is found in Section 4.1.
Proposition 4.1. The characteristic time T n defined by Equation (24) exists and is unique. For any
where σ n 1 is defined in Equation (13), and ν 0 , which exists, is any constant that satisfieŝ
For any n 2 ≤ C n ,
The following examples show that Proposition 4.1 yields the same scaling order of T n as in Reference [16, Equation (7)] for Zipfian popularity distribution with α 1, but for request processes more general than Poisson. (11) with α ∈ (0, 1). In this case, we need C n = Ω(n) so that the cache stores a nonnegligible fraction of the files in the sense that P n (C n ) does not vanish as n increases. Assume C n ∼ β 0 n with β 0 ∈ (0, m Ψ ). Setting n 1 = n in Equation (28), we obtain
Example 4.2. Consider Zipfian popularity distribution in Equation
Note that
where the last step follows from the well-known asymptotics (see, e.g., Reference [1, Theorem 3.2]) n j=1 j −α ∼ n 1−α /(1 − α ) for large n. Therefore, T n = Θ(nΛ −1 n ). In particular, if λ n,i = i −α , then Λ n ∼ n 1−α /(1 − α ), and hence T n = Θ(n α ). (11) with α > 1. In this case, P n (C n ) never vanishes as long as C n ≥ 1. Assume C n ≤ β 0 n with β 0 ∈ (0, m Ψ ). Consider the limit C n → ∞. Setting n 1 ∼ κ 1 C n in Equation (28) 
, and hence
Therefore, T n = Θ(C α n Λ −1 n ). In particular, if C n = Θ(n) and λ i = i −α , then Λ n ∼ ζ (α ) and hence T n = Θ(n α ). However, we do not need to have C n scale linearly in n. 
Under assumptions (C1), (R2), and (P1), TTL approximation is asymptotically exact uniformly for all contents; i.e., max 1≤i ≤n
Remark 1. Condition (P1) requires that the popularity distributionP n (i) take values of the same order for i around C n , as alluded to in Section 2.2. Intuitively, this meansP n (i) should not change abruptly around i = C n . In a stronger form obtained by setting κ 2 = 0, Equation (26) reads P n ( κ 1 C n ) > γ , which means that even with a slightly larger cache, the contents that cannot fit into the cache have an aggregate probability at least γ , or equivalently, the optimal static caching policy has a miss probability at least γ . For Zipfian popularity in Equation (11) , this stronger form is satisfied only for α ≤ 1, while Equation (26) is satisfied for all α ≥ 0 as shown in Example 4.5.
Example 4.5. Consider the Zipfian popularity distribution in Equation (11) . We first check that assumption (P1) is satisfied for all α ≥ 0. For large n, 
In all cases, the above guarantees the existence of a γ ∈ (0, 1) for which Equation (26) holds. Note that for α ≤ 1, we can set κ 2 = 0. If m Ψ = 1, then G = {Ψ}, which satisfies (R2) by Lemma A.1. Thus, Equation (31) holds for any C n satisfying (C1). In particular, Equation (31) holds when all request processes are Poisson.
As indicated in Section 2.3, Hirade and Osogami proved in Reference [19] that the individual content hit probability in an LRU cache converges to the individual content hit probability in a TTL cache for Poisson requests as the number of contents increases to infinity. More precisely, they consider nN contents, e i, j , i = 1, . . . , N , j = 1, . . . , n, each of size 1/n, where successive requests for content e i, j follow a Poisson process with rate λ i . These Poisson processes are assumed to be mutually independent. Note that in this setting there is only a finite number of types of requests (= N ) 7 
with K < N being the size of the cache. By performing the substitutions n → nN , G nN, (n−1)i+j (·) → F i (·) for j = 1, . . . , n, i = 1, . . . , N and C n → nK (with these substitutions the ratio "cache size/content size = nK" is the same as in Reference [19] ), we get from Equation (30),
. We now check the conditions (C1), (R1), and (P1) for Equation (30). Condition (C1) reads nK ≤ β 1 nN , which holds for any K/N ≤ β 1 < 1 (note that m Ψ = 1, since requests are Poisson). By Lemma A.1, G i = {Ψ} with Ψ(t ) = 1 − e −t is equicontinuous, satisfying (R1). To check (P1), we first observe that contents e i,1 , . . . , e i,n have the same popularity r i /n ∈ (0, 1) with N i=1 r i = 1. Hence,P nN ( κ 1 C n ) N (1 − κ 1 β 1 ) min 1≤i ≤N r i := γ . Since one can find κ 1 ∈ (1, 1/β 1 ) such that γ ∈ (0, 1), we have shown that Equation (26) holds with this γ and κ 2 = 0.
Note that a similar fluid approximation for an LRU cache is developed in Reference [27] , which considers dependent and so-called time-asymptotically stationary requests. However, the modification introduced to deal with the dependence structure renders the new approximation unsuitable for a re-interpretation as above. Thus, the results therein do not apply to TTL approximations. Observe also that there is only empirical evidence but no theoretical proof that the fluid limit is an accurate approximation of the original LRU cache.
The following corollary considers the convergence of the aggregate hit probability.
Corollary 4.6. Assume (C1) and (P1). Then, as n → ∞,
if either (R2) holds, or for each i, (R1) and the following hold: On the Convergence of the TTL Approximation for an LRU Cache 20:13
Proof. By Equations (19) and (22), for any m, 
Suppose
Thus, Equation (33) [13] has established the convergence for α ∈ (0, 1) and C n ∼ β 0 n. We now see this is also true for α ≥ 1 and for C n scaling sublinearly in n.
Proof of Proposition 4.1
We need the following two simple lemmas.
Lemma 4.8. For i, j = 1, . . . , n, and t > 0,
Proof. For i = j, since t n,i (0) = 0 a.s. under P 0 n,i , we have
. For i j, the independence of the point processes N n,i and N n, j yields
for a more formal statement. Since t n,i (0) < 0 a.s. under P, we obtain
where the last equality follows from Equation (4). This completes the proof of Equation (34).
Lemma 4.9. The function K n defined in Equation (23) satisfies the following:
The function K n is concave on [0, ∞) and strictly increasing at all T ∈ [0, ∞) such that K n (T ) < n.
Proof. Using Equations (23), (15) , and (35), we obtain
proving Equation (36). Taking the derivative of Equation (36) w.r.t. T and using Equation (4) yields Equation (37). Note that K n is a decreasing function of T , from which it follows that K n (T ) is concave. Now we show that K n (T ) > 0 at all T such that K n (T ) < n, from which it will follow that K n is strictly increasing at all such T . Clearly K n (T ) ≥ 0 from Equation (37). Assume that K n (T ) = 0 for some T > 0. Then,Ḡ n,i (T ) = 0 for all i, which, by monotonicity ofḠ n,i , yieldsḠ n,i (y) = 0 for all y ≥ T . Thus, by Equation (4),
which implies K n (T ) = n by Equation (36). Therefore, K n (T ) > 0 for all T such that K n (T ) < n.
Now we prove Proposition 4.1.
Proof of Proposition 4.1. The existence of T n follows from the continuity of K n , the facts K n (0) = 0 and lim T →∞ K n (T ) = n, and the Intermediate Value Theorem. Uniqueness follows from the strict monotonicity of K n given by Lemma 4.9.
By Equation (4) and the factḠ n,i (y) ≤ 1, we havê
n,i (y)dy ≤ λ n,i T n .
Thus,
λ n,i T n = n 2 + Λ n T nPn (n 2 ), from which Equation (29) follows. To prove Equation (28), note that
where the first inequality follows from Equation (8), and the second from Equations (9) and (13), and the monotonicity ofΨ. Since C n /(n 1 m Ψ ) < 1 andΨ is a continuous cdf, there exists a ν 0 such thatΨ
For any such ν 0 ,Ψ
which, together with the monotonicity ofΨ, yields Equation (28) On the Convergence of the TTL Approximation for an LRU Cache 20:15
Proof of Proposition 4.4
The proof of Proposition 4.4 relies on the four lemmas below. Note by Equation (37) that K n (T ) is the aggregate miss rate of a TTL cache with timer T , and
is the aggregate miss probability.
Lemma 4.10. Assume (C1) and (P1). Then there exist strictly positive constants x 0 , ϕ that do not depend on n, such that for T ≤ (1 + x 0 )T n and sufficiently large n,
Proof. Recall the definition of κ 1 and κ 2 in the statement of Proposition 4.4. Let n 1 = κ 1 C n , n 2 = κ 2 C n . As C n /(nm Ψ ) ≤ β 1 /m Ψ < 1 for sufficiently large n by (C1) andΨ is a continuous cdf withΨ(0) = 0, there exist ν 0 and x 0 > 0 such that
for sufficiently large n. Recall the content ordering Equation (13) . For sufficiently large n,
by Equation (7) ≥ n i=n 1 +1 p n,σ iΨ (λ n,σ i T ) ≥Ψ(λ n,σ n 1 T ) n i=n 1 +1 p n,σ i by Equation (13) =Ψ(λ n,σ n 1 T )P n (n 1 ).
Since μ n (T ) is monotonically decreasing in T , we obtain for T ≤ (1 + x 0 )T n and all sufficiently large n,
by Equation (29) 
(t )dt = 0, contradicting Equation (40). Therefore, we indeed haveΨ((1 + x 0 )ν 0 ) > 0, which completes the proof. Lemma 4.11 (Kolmogorov's Ineqality [26, Section 19.1] ). Let X 1 , . . . , X n be independent random variables such that EX i = 0 and |X i | ≤ b for all i. Then for any x > 0,
where
If, in addition, ϕxC n ≥ 1, then
which, by Equations (38) and (39), yields
Since T n = (T + n + T − n )/2, the concavity of K n yields
by Equation (43). Note that by Equations (15), (34), and (36), we have
Since G n,i andĜ n,i are both cdfs, we obtain
Using the definition of τ n in Equation (16), we obtain
By Equations (45) and (43),
Since the request processes N n,1 , N n,2 . . . , N n,n are independent, so are the Bernoulli random variables Y n,1 (t ), Y n,2 (t ), . . . , Y n,n (t ) under P 0 n,i . Thus,
where last step follows from the following consequence of the concavity of K n
By applying Kolmogorov's inequality Equation (42) with b = 1 and s 2 n ≤ (1 + x )C n + 1 to the right-hand side of Equation (46), we obtain
Similarly, if ϕxC n ≥ 1, then we have
≤ exp − (ϕxC n − 1) 2 4C n + 4 by Equation (42).
is increasing in t, the inequalities follow from a sample path argument. Now, we prove Proposition 4.4.
Proof of Proposition 4.4. Fix an arbitrary ϵ > 0. We show that for large enough n,
The proof consists of two steps. We first show that H TTL n,i (T n ) is within ϵ distance from both H TTL n,i (T + n ) and H TTL n,i (T − n ) for some T + n and T − n to be defined below. We then show that H LRU n,i is within ϵ distance from at least one of H TTL n,i (T + n ) and H TTL n,i (T − n ). Let x 0 and ϕ be given by Lemma 4.10. Since the family G i is equicontinuous by (R1), there exists ξ i (ϵ ) > 0 such that |t 1 − t 2 | ≤ ξ i (ϵ ) implies |G * n,i (t 1 ) − G * n,i (t 2 )| ≤ ϵ. Since C n → ∞ as n → ∞, let n be sufficiently large so that
which guarantees the existence of an x satisfying the following,
and
We only show Equation (50), as Equation (51) follows from the same argument. By Lemma 4.8, Equation (50) is the same as G n,i (T n ) − G n,i (T − n ) ≤ ϵ. Note that (this result holds regardless of the values of ϵ, ξ i (ϵ ) and λ n,i T n )
Since x satisfies Equation (49), there are two cases: either
In the second case, note that
where the last inequality follows from the definition T − n = (1 − x )T n and the condition x ≤ 1 − (ϵλ n,i T n ) −1 . This proves Equation (50).
Next, we show Equation (48). By Lemma 4.12, for sufficiently large C n ,
, which, by Equations (50) and (52), yields
. Note that similar bounds have been used for the shot noise model in Reference [25] .
For the other direction, note that
which, by Equations (51) and (52), yields
Therefore, Equation (48) holds, which proves Equation (30). Finally, Equation (31) follows from the same argument with ξ i (ϵ ) replaced by ξ (ϵ ), whose existence is guaranteed by (R2), i.e. the equicontinuity of the family G. Remark 3. Note that Reference [16] provides a more concise argument to justify the TTL approximation in the case of Poisson requests, but the argument does not constitute a rigorous proof of the asymptotic exactness of the approximation for this case. This is so for the following two reasons. First, Proposition 2 therein assumes the quantity X (t ) is precisely Gaussian without investigating the error in this Gaussian approximation. Second, the analysis after Proposition 2 replaces the erfc function by the step function without further investigating the error introduced.
RATE OF CONVERGENCE
In this section, we provide two bounds on the rate of convergence in the TTL approxmation under different sets of assumptions.
The following proposition provides a convergence rate of order (log C n /C n ) 1/4 . It is stated for the uniform convergence of hit probabilities assuming (R5), the uniform Lipschitz continuity of G. The obvious modification gives the convergence rate for content i assuming uniform Lipschitz continuity of G n,i . Examples of uniformly Lipschitz continuous cdfs include families of distributions that have densities with a common upper bound. Proposition 5.1. Under assumptions (C1), (R5), and (P1), the following holds:
Proof. Let M be the Lipschitz constant in (R5). By setting ξ (ϵ ) = ϵ/M in the proof of Proposition 4.4, we obtain the following:
,
log C n C n , which satisfies 1 ϕC n ≤ x ≤ x 0 when C n is large enough. Then the first term on the right-hand side of the above inequality is asymptotically equal to M ϕ log C n C n 1 4 = Θ log C n C n 1 4 , while the second term is asymptotically equal to
It immediately follows that Equation (53) holds.
The next proposition provides a faster rate of convergence under a different condition, (R6), which says the change in the value of a cdf is bounded by a constant multiple of the relative change in its argument. In fact, we only need Equation (25) to hold with t = T n . Numerical results (see, e.g., Reference [16] ) show that the approximation may converge faster in practice than suggested by Equation (54). Proposition 5.2. Under assumptions (C1), (R6), and (P1), the following holds:
Proof. Note that the inequality in Equation (25) is invariant under scaling of t, so (R6) implies that Equation (25) (25) in the proof of Proposition 4.4, we obtain the following, max 1≤i ≤n
C n , which falls in the interval [(ϕC n ) −1 , min{ρ, x 0 }] when C n ≥ max{2, (min{ρ, x 0 }ϕ) −4 }. Then the second term on the right-hand side of the above inequality is asymptotically equal to
It immediately follows that Equation (54) holds.
The following examples show that (R6) holds for a large class of distributions.
For any x ≥ 0,
where we have used inequalities e −z ≥ 1 − z and ze −z ≤ e −1 . For x ∈ [0, 1],
Thus, (R6) holds with B = 1 and ρ = 1.
Example 5.4. Suppose every G ∈ G has continuous density on (0, ∞). By the Mean Value Theorem, there exists ξ G ∈ [1, 1 + x] such that 
If B 0 < ∞, then (R6) holds with any ρ ∈ (0, 1) and B = B 0 1−ρ . When is B 0 < ∞ then? Since G has finite mean, sup t >0 tG (t ) < ∞. If G is finite, i.e., the G n,i 's are from a finite number of scale families, then B 0 < ∞ after taking the supremum over a finite set. In particular, for Poisson request processes,
Thus, (R6) holds with any ρ ∈ (0, 1) and B = e −1 (1 − ρ) −1 , which is weaker than what we have obtained in Example 5.3.
However, when G is infinite, i.e., the G n,i 's are not from a finite number of scale families, B 0 may still diverge to infinity when we take the supremum over G ∈ G. An example where we still have finite B 0 is provided by an infinite collection of gamma distributions with shape parameters upper bounded by some α max < ∞. Recall that a gamma distribution G α with unit mean and shape parameter α > 0 has the following density,
Since the function α α e −α /Γ(α ) is continuous and has limit 0 as α → 0, we obtain B 0 < ∞. Note that as α → ∞,
so the boundedness of α is essential.
Corollary 5.5. Assume C n ≤ β 1 n for some β 1 ∈ (0, 1) and the popularity distribution is Zipf's law in Equation (11) . Then Equation (54) holds if m Ψ = 1 and Ψ has a continuous density. In particular, (54) holds if all request processes are Poisson.
Proof. We check the assumptions of Proposition 5.2. Condition (C1) is assumed. Condition (P1) holds for Zipfian popularity by Example 4.5. By Example 5.4, condition (R6) holds when m Ψ = 1 and Ψ has a continuous density.
EXTENSION OF FAGIN'S RESULT
In this section, we derive expressions for the characteristic time and the aggregate hit probability in the limit as the cache size and the number of contents go to infinity. This extends the results of Fagin [13] for the independence reference model to the more general setting of independent stationary and ergodic content request processes.
We first consider the case where m Ψ = 1 and p n,i ∼ д n f (z n,i ) uniformly for some continuous function f defined on (0, 1] and z n,i ∈ [ i−1 n , i n ], i.e., (R4) and (P2) hold. Recall that m Ψ = 1 implies the cdfs G n,i are all from the same scale family; i.e., G n,i (t ) = Ψ(λ n,i t ) for all n and i.
The following proposition gives the asymptotic expression of T n , which will be used in the proof of Proposition 6.3 and is also of independent interest. Note that Equation (55) is a generalization of Equation (2.2) of Reference [13] and Equation (7) of Reference [16] . We have imposed the inessential condition f > 0 a.e. on [0, 1], which simplifies the statements and can be easily removed. The proof is found in Section 6.1. Proposition 6.1. Under assumptions (C2), (R4), and (P2), the following holds
where ν 0 the unique real number in (0, ∞) that satisfies 
as n → ∞, so (P2) holds. If (C2) and (R4) also hold, then T n satisfies Equation (55). In particular, if λ n,i = i −α , then д n Λ n ∼ n −α and hence T n ∼ ν 0 n α . For Poisson request processes,Ψ(t ) = 1 − e −t , and we recover Equation (7) of Reference [16] .
The following proposition gives the limiting aggregate hit probability, which generalizes Equation (2.3) of Reference [13] . The proof is found in Section 6.2. Proposition 6.3. Assume (C2), (R4), and (P2) with д n = n −1 . Then,
as n → ∞, where ν 0 satisfies Equation (56). Proposition 6.3 considers a single class of contents in the sense that there is a single f and a single Ψ for all contents. Consider the following generalization to a setting with multiple classes of contents, which may arise from a situation where multiple service providers share a common LRU cache. More precisely, consider J classes of contents, where class j has b j n contents 8 with It follows thatΨ(ν 2 f (x )) = 1 {f (x )>0} for all x ∈ (0, 1]. SinceΨ(ν 2 f (x )) is continuous in x and f is not identically zero, it follows thatΨ(ν 2 f (x )) = 1, and hence β (ν 2 ) = 1. Thus, β (ν 1 ) > β (ν 2 ) if β (ν 2 ) < 1, which completes the proof of (iv). Now, we prove Proposition 6.1.
Proof of Proposition 6.1. Recall m Ψ = 1 implies G n,i (x ) = Ψ(λ n,i x ) andĜ n,i (x ) =Ψ(λ n,i x ). We obtain from Equations (36) and (9),
(λ n,i T n ) = 1 n n i=1Ψ (p n,i Λ n T n ).
Given any ϵ > 0, (27) yields that for sufficiently large n and i = 1, . . . , n,
(1 − ϵ )д n f (z n,i ) ≤ p n,i ≤ (1 + ϵ )д n f (z n,i ).
Let ν 1 = lim sup n→∞ д n Λ n T n . Let {n : ≥ 1} be the indices of a subsequence that converges to ν 1 , i.e. ν 1 = lim →∞ д n Λ n T n . First, assume ν 1 < ∞. For sufficiently large ,
SinceΨ is non-decreasing, for sufficiently large ,
Letting → ∞ and using the definition of the Riemann integral, we obtain SinceΨ is continuous, letting ϵ → 0 and using the Bounded Convergence Theorem, we obtain
(ν 1 f (x ))dx = β (ν 1 ).
If ν 1 = +∞, then repeating the above argument shows that
for any ν , which would imply β 0 ≥ lim ν →∞ β (ν ) = 1 by Lemma 6.5, a contradiction. Therefore, ν 1 is finite and satisfies β (ν 1 ) = β 0 . The same argument shows that ν 2 = lim inf n→∞ д n Λ n T n satisfies β 0 = β (ν 2 ). By Lemma 6.5, ν 1 = ν 2 = ν 0 , where ν 0 ∈ (0, ∞) is the unique root of β (ν ) = β 0 . It follows that Equation (55) holds.
Proof of Proposition 6.3
We will invoke Corollary 4.6 to show convergence. Assumption (R2) holds by Lemma A.1. Since m Ψ = 1 by (R4), (C2) implies (C1) for any β 1 ∈ (β 0 , 1). Now 
CONCLUSIONS
In this article, we developed an approximation for the aggregate and individual content hit probability of an LRU cache based on a transformation to the TTL cache for the case that content requests are described by independent stationary and ergodic processes. This approximation extends one first proposed and studied by Fagin [13] for the independent reference model and provides the theoretical basis for approximations introduced in Reference [17] for content requests described by independent renewal processes. We showed that the approximations become exact in the limit as the cache size and the number of contents go to infinity. Last, we established the rate of convergence for the approximation as number of contents increases. Future directions include investigation for tighter bounds on the convergence rate and extension of these results to other cache policies, such as FIFO and random, and to networks of caches perhaps using ideas from References [3, 8, 28] . In addition, it is desirable to relax independence between different content request streams.
APPENDIXES A EQUICONTINUITY
Lemma A.1. A finite family of continuous cdfs is equicontinuous, so that (R4)=⇒(R3)=⇒(R2).
Proof. Let the family of cdfs be F = {F 1 , . . . , F J }. Fix ϵ. There exists a L j ∈ (0, ∞) such that F j (−L j ) < ϵ and 1 − F j (L j ) < ϵ.
(67)
Let L = max 1≤j ≤ J L j ∈ (0, ∞). Being continuous, F j is uniformly continuous on [−2L, 2L] by the Heine-Cantor Theorem. Thus, there exists a δ j ∈ (0, L) such that
for x 1 , x 2 ∈ [−2L, 2L] such that |x 1 − x 2 | < δ j .
