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ABSTRACT
Traditional ultrasonic brightness mode (B-Mode) images are plagued by poor
image quality due to the limited observational coverage. This has motivated
research in alternative imaging modes, such as tomographic reconstruction
of sound speed distributions. Historically, sound speed tomography has typi-
cally been performed in transmission-mode, which requires specialized hard-
ware configurations and is limited to acoustically transparent tissue such as
the female breast. For this reason, integration of sound speed tomography
in medical settings has been slow.
Recent results from Jaeger et al. (2015) have demonstrated that sound
speed tomography can be performed in pulse-echo mode by exploiting cross-
correlations of post-beamformed data acquired from multiple steered plane
wave excitations. Unlike traditional sound speed tomography setups, pulse-
echo sound speed tomography only requires a single linear array transducer,
which is commonly available in a clinical setting.
While the evidence presented in Jaeger et al. (2015) is exciting, the the-
oretical analysis in that result was lacking. In particular, no attempt was
given to characterize the spatial Fourier coverage of the underlying corre-
lation measurements. Furthermore, Jaeger’s simulation results were not
realistic, as they neglected heterogeneous distortions to the point spread
functions due to refraction.
In this work, we attempt to address these oversights. This thesis is or-
ganized as follows. To begin, the fundamentals of pulse echo sound speed
tomography are reviewed. Second, the underlying model is reformulated as
a convolutional model. Using this convolutional model, the spatial Fourier
coverage of pulse-echo sound speed tomography is derived and shown to be
complementary to that of standard B-Mode and diffraction tomography. Fi-
nally a simulation study is conducted utilizing the simulation package k-
Wave to evaluate the degeneration due to refraction.
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CHAPTER 1
INTRODUCTION
Ultrasonic imaging is perhaps the most ubiquitous form of biomedical imag-
ing due to its safety, low cost, and real time capabilities. The most common
mode used in biomedical ultrasound is known as brightness mode (B-mode)
imaging. In B-mode imaging, acoustic pressure pulses with frequency con-
tent in excess of 20 kHz are transmitted into a medium of interest. Due
to variations in the density and sound speed of the medium, these acous-
tic waves are reflected back to the transducer and recorded. Using a pri-
ori knowledge of the medium sound speed and time of flight, an image of
the medium boundaries can be reconstructed based on the amplitude of the
envelope of the reflected pressure field. This method allows for imaging ca-
pabilities at real-time frame rates in excess of 30 frames per second, making
it a powerful tool in diagnostic medicine.
Despite its popularity, B-mode imaging is not without its drawbacks. First,
due to the limited angular coverage of typical ultrasonic arrays, B-mode im-
ages are only capable of rendering the edges between media. This limita-
tion results in relatively poor image quality in comparison to other imaging
modalities such as magnetic resonance imaging (MRI) and X-ray computed
tomography (CT).
Secondly, B-mode images are qualitative in nature, providing only relative
information about the scattering amplitude. For this reason, evaluation of
ultrasonic images is highly system and operator dependent, making it diffi-
cult for radiologists to identify consistent features associated with diseased
tissue. Thus there exists a need to identify quantitative features associated
with the medium properties in a system-independent fashion.
For this reason, a significant body of research has been focused on ac-
curately estimating spatial variations in medium properties such as sound
speed, density, and attenuation. Such techniques are collectively known as
ultrasound computed tomography (USCT), and have demonstrated the abil-
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ity to generate high quality, speckle free images comparable to those of MRI
and X-ray CT. Tomographic imaging of sound speed has a long history dating
back to the mid-1970s. In general, the majority of these methods have been
implemented in transmission mode, where separate transmitters and re-
ceivers are used. One of the first such systems was constructed by Greenleaf
et al. [1, 2] where two opposing transducers were rectangularly scanned on
opposite sides of the sample. The sample would be placed on a rotating plat-
form, and the acquisition would then be repeated for a complete 180◦. Using
a straight-ray model, the sound speed was solved using the well known al-
gebraic reconstruction technique for computed tomography. Later, Glover et
al. translated the technique to the female breast [3].
Since those times, transmission tomographic sound speed imaging has
been extended to array geometries, such as ring arrays [4–6], and toroidal
arrays [7]. These geometries eliminated the need for manual rotation and
thus decreased acquisition time. Most of these scanners continued to use
the straight ray model described in [1], though some opted for a bent ray ap-
proach [6] via nonlinear iterative solution of the Eikonal equation. More re-
cently, increased attention has been focused on abandoning ray-based meth-
ods in favor of full wave inverse scattering approaches such as the distorted
Born iterative method [8–10] or via a direct inversion of the scattered field
[11–13]. However, the adoption of these higher order algorithms comes at
the expense of computational efficiency, often requiring several iterations of
full-wave simulations to reconstruct the medium.
One particular limitation of all transmission tomographic reconstruction
modalities is the requirement of angular coverage in the forward direction,
where receiving transducers can be positioned on opposing side of the sam-
ple. Such a constraint limits the biomedical applications of transmission
tomography to easily externalized tissue such as the female breast. For this
reason, pulse-echo tomographic sound speed reconstruction is of interest, as
the experimental setup is more flexible and thus more easily translatable to
the clinic. This experimental flexibility comes at an expense of difficulty in
reconstruction. Such a difficulty has likely impeded research into methods
under such constraints.
A significant number of pulse-echo tomographic sound speed reconstruc-
tion methods focused primarily on estimating global, aggregate deviations
in sound speed [14–18]. These methods can be decomposed into two groups.
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The first group attempts to exploit misregistration in B-mode images from
different directions [14, 16, 17]. The second group focuses on iteratively tun-
ing global sound speed to optimize resolution in the point spread function,
either by hand-tuning [15] or automatically via deconvolution [18].
For spatially resolved pulse-echo reconstruction, reconstruction methods
are even more limited. One form of reconstruction is the beam-tracking
method [19, 20]. These methods work by scanning steered transmit and
receive beams with intersecting axes to determine time of flight. However,
such methods are sensitive to motion, and fast acquisition is thus paramount
for accurate reconstruction. Reported acquisition times for the cross-beam
technique were on the order of 2 seconds [20], which is longer than the av-
erage heart period of most patients. Therefore, motion degradation is to
be expected in such an approach. Based on recent advances in ultrafast
ultrasound imaging, image acquisition time can be greatly reduced by us-
ing coherent compounding of plane wave excited datasets [21]. Using this
excitation scheme, a new pulse-echo sound speed reconstruction mode was
recently introduced by Jaeger et al. [22–24]. The success of the Jaeger ap-
proach has motivated further interest in pulse-echo tomographic reconstruc-
tion of sound speed, which is the subject of this work.
Despite the success of the Jaeger approach, the theoretical analysis of the
approach was lacking in its scope. In particular, no analysis of the spatial
Fourier coverage present in the lag maps was included in [22]. Such an
analysis is important to characterize the information content in these lag
maps. Additionally, the simulation results presented in [22] were unrealis-
tic, negecting heterogeneous distortions in the point spread function model-
ing. Such effects could in principle deteriorate the ability to estimate the lag
maps accurately. This work attempts to address those oversights.
This thesis is organized as follows. First, a formal development of the
theory of pulse-echo sound speed tomography is given in Chapter 2. The
straight ray model used in [22] is reformulated as a convolutional model and
the spatial Fourier coverage is computed. The empirical methods of beam-
formation and local lag map estimation are reviewed in Chapter 3. Finally, a
simulation study was conducted in the simulation package k-Wave, to quali-
tatively assess the robustness of the lag maps to refractive distortions to the
point spread function.
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CHAPTER 2
THEORY
2.1 Formal Development of Phase Based Sound
Speed Tomography
Consider a linear array transducer insonifying an inhomogeneous medium.
The incident pressure field is assumed to obey the inhomogeneous wave
equation:
(∇2−σ2(~r)∂2t )p(~r, t)= 0, (2.1)
where σ(~r)≡ 1/c(~r) is the spatially varying slowness of the medium. Observ-
ing that the differential equation is linear in pressure, we may decompose
the transient pressure field into its temporal Fourier components for sim-
plicity, yielding
p(~r, t)=
∫
d f P(~r, f )e j2pi f t. (2.2)
Each of these components are thus related by the inhomogeneous Helmholtz
equation
(∇2+σ2(~r)(2pi f )2)P(~r, f )= 0. (2.3)
Consider the incident field steered at an angle φ with respect to the normal
(z-axis). Let the incident field be modeled by a function Pinc(~r, f ,φ). The
field propagates through the medium to a point~rs where it interacts with a
scatterer. At this point, the backscattered field is given by
Psc(~rs, f ,φ)= χ(~rs, f )P(~rs, f ,φ), (2.4)
where χ(~r, f ) is the scattering function. If the medium is weakly scattering,
the first Born approximation holds, and the total field is approximately equal
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to the incident field. Thus we have
P(~rs, f ,φ)≈Pinc(~rs, f ,φ) (2.5)
Psc(~rs, f ,φ)≈χ(~rs, f )Pinc(~rs, f ,φ). (2.6)
The scattered field at some new location ~r2 (i.e. at the transducer surface)
may be computed via introduction of the point source Green’s function and
integrating over all potential scattering coordinates~rs. Thus we have
Psc(~r2, f ,φ)=
∫
d~rsχ(~rs, f )Pinc(~rs, f ,φ)Gs(~r2,~rs, f ), (2.7)
where Gs(~r2,~rs, f ) is the nonuniform Green’s function, defined as the pres-
sure response at~r2 due to a point source at~rs.1
Consider next the cross-correlation of the scattered fields collected from
two different incident angles φ1 and φ2. This is given by
Rsc(~r2, f ,φ1,φ2)≡
〈
Psc(~r2, f ,φ1)P∗sc(~r2, f ,φ2)
〉
, (2.8)
where the 〈·〉 denotes an ensemble average. At this point we note that the
incident field is deterministic, and thus the only source of randomness is
given by the scattering function χ(~r, f ). Expanding the integrals and pulling
in the expectation operation then yields
Rsc(~r2, f ,φ1,φ2)≡
〈
Psc(~r2, f ,φ1)P∗sc(~r2, f ,φ2)
〉
(2.9)
=
〈∫
d~rsd~r′sχ(~rs, f )Pinc(~rs, f ,φ1)Gs(~r2,~rs, f )
χ∗(~r′s, f )P
∗
inc(~r
′
s, f ,φ2)G
∗
s (~r2,~r
′
s, f )
〉
(2.10)
=
∫
d~rsd~r′sPinc(~rs, f ,φ1)Gs(~r2,~rs, f )〈
χ(~rs, f )χ∗(~r′s, f )
〉
P∗inc(~r
′
s, f ,φ2)G
∗
s (~r2,~r
′
s, f ). (2.11)
We now attempt to characterize the statistical nature of χ(~r, f ). If the medium
is composed of diffuse scatterers spanning the entirety of the region of inter-
1Note that this Green’s function in general is not equivalent to the homogeneous Green’s
function commonly used in homogeneous field modeling due to the spatially varying nature
of the sound speed. At this point, no explicit form of the Green’s function is assumed to
preserve generality.
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est, we may model χ( f ,~r) as wide sense stationary and ergodic, and therefore
[25]
Rχ(~rs,~r′s, f )≡〈χ(~rs, f )χ∗(~r′s, f )〉 (2.12)
=Rχ(~rs−~r′s, f ). (2.13)
If the average distance between the scatterers is much much smaller than
the smallest wavelength of the pressure field, the scattering function may
be considered to be spatially white, such that
Rχ(~rs,~r′s, f )≈χ( f )δ(~rs−~r′s). (2.14)
Under this condition, the spatial correlation of the scattered field reduces
down to
Rsc(~r2, f ,φ1,φ2)≡
〈
Psc(~r2, f ,φ1)P∗sc(~r2, f ,φ2)
〉
(2.15)
=
〈∫
d~rsd~r′sχ(~rs, f )Pinc(~rs, f ,φ1)Gs(~r2,~rs, f )
χ∗(~r′s, f )P
∗
inc(~r
′
s, f ,φ2)G
∗
s (~r2,~r
′
s, f )
〉
(2.16)
=
∫
d~rsd~r′sPinc(~rs, f ,φ1)Gs(~r2,~rs, f )〈
χ(~rs, f )χ∗(~r′s, f )
〉
P∗inc(~r
′
s, f ,φ2)G
∗
s (~r2,~r
′
s, f ) (2.17)
=
∫
d~rsd~r′sPinc(~rs, f ,φ1)Gs(~r2,~rs, f )
χ( f )δ(~rs−~r′s)P∗inc(~r′s, f ,φ2)G∗s (~r2,~r′s, f ) (2.18)
=χ( f )
∫
d~rsPinc(~rs, f ,φ1)Gs(~r2,~rs, f )
P∗inc(~rs, f ,φ2)G
∗
s (~r2,~rs, f ) (2.19)
=χ( f )
∫
d~rs|Gs(~r2,~rs, f )|2Pinc(~rs, f ,φ1)P∗inc(~rs, f ,φ2). (2.20)
Here we note an important observation: the scattered Green’s function pro-
vides no phase contribution to the cross-spectral density of the scattered field.
In the words of [22], “the receive path remains the same”, even though the
transmit path changes with transmit angle. Thus, in principle, we may use
the correlations in the backscattered field to probe forward path length dif-
ferences as we vary transmit angle. This realization is the key motivat-
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ing principle of phase based tomographic sound speed reconstruction. At
this point the result is extremely general, with the only assumptions made
are the first Born approximation and the spatial whiteness of the scattering
function given in Equation 2.14.
2.2 Ray Theory
Because the phase of the cross-spectral density is solely determined by the
incident field, we now focus our attention to that component. Decompos-
ing the incident field into its source components by way of the non-uniform
Green’s function yields
Pinc(~rs, f ,φ)=
∫
d~r1Psrc(~r1, f )Gp(~rs,~r1, f ,φ), (2.21)
where Psrc(~r1, f ,φ) is the source distribution and Gp(~rs,~r1, f ,φ) is the plane
wave response for the medium.2
Assuming the phase of Gp(~rs,~r1, f ,φ) is modeled by ray theory, we have
∠Gp(~rs,~r1, f ,φ)= j2pi f τ(~rs,~r1,φ) (2.22)
τ(~rs,~r1,φ)=
L(~rs,~r1)∫
0
d`σ(~rr(`,φ)), (2.23)
where ` is the curved path length from ~r1 to an arbitrary point on ~rr on
~rr(`,φ) and L(~rs,~r1) is the total path length from ~r1 to ~rs. Now, if the path
does not change significantly while propagating through an inhomogeneity,
we may assume the path to be approximately straight. This leads to the
following simplifications:
~rr(`,φ)≈~r1+`zˆφ (2.24)
zˆφ ≡Rφ zˆ (2.25)
L(~r1,~rs)≈|~rs−~r1|. (2.26)
Sufficient conditions for these approximations are beyond the scope of this
2Here we have incorporated the steering delays into Gp(~rs,~r1, f ,φ) for notational sim-
plicity; Psrc(~r1, f ) is thus understood to be the broadside source distribution of the medium
(i.e. φ= 0).
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Figure 2.1: Straight Ray Propagation Diagram. Here the transducer array
is assumed to lie on the x axis. The blue axes correspond to the rotated
coordinate system, where zˆφ is the direction of propagation.
thesis. However it is important to note that as the medium tends toward
homogeneity, these conditions reduce down to the phase expected in the ho-
mogeneous Green’s function. Replacing these simplified forms into Equation
2.23 yields
τ(~rs,~r1,φ)≈
L∫
0
d` σ(~r1+`zˆφ) (2.27)
=
∞∫
−∞
d` u(`)u(L−`)σ(~r1+`zˆφ), (2.28)
where u(`) is the unit step3 function.
We now restrict our analysis to the case of a linear array positioned on the
x-axis as depicted in Figure 2.1. In this case,~r1 is purely in the xˆ direction.
3Heaviside
8
Thus for `< 0, the z component of~r1+`zˆφ is also negative:
`<0 (2.29)
~r1 =r1 xˆ (2.30)
∴ zˆ · (~r1+`zˆφ)=`zˆ · zˆφ (2.31)
=`cosφ< 0 for φ ∈ [−90◦,90◦]. (2.32)
At this point, if only for mathematical convenience, it is reasonable to let
σ(~r)= 0 for negative z such that
σ(~r)=σ(~r)u(z) (2.33)
=σ(~r)u(zˆ ·~r) (2.34)
∴σ(~r1+`zˆφ)=σ(~r1+`zˆφ)u(zˆ · (~r1+`zˆφ)) (2.35)
=σ(~r1+`zˆφ)u(`cos(φ)) (2.36)
=σ(~r1+`zˆφ)u(`), (2.37)
where the last relation comes from the unit step property u(t) = u(αt) for
any positive number α. The u(`) in the integral becomes redundant under
this convention, yielding
τ(~rs,~r1,φ)≈
∞∫
−∞
d` u(L−`)σ(~r1+`zˆφ) (2.38)
=
∞∫
−∞
d` u(L−`)
∫
d~r′ σ(~r′)δ(~r′− [~r1+`zˆφ]) (2.39)
=
∫
d~r′ σ(~r′)
 ∞∫
−∞
d` u(L−`)δ(~r′− [~r1+`zˆφ])
 . (2.40)
Next, we decompose the delta function into its xφ and zφ components, yield-
ing
δ(~r′− [~r1+`zˆφ])=δ(xˆφ · (~r′− [~r1+`zˆφ]))δ(zˆφ · (~r′− [~r1+`zˆφ])) (2.41)
=δ(xˆφ · [~r′−~r1])δ(zˆφ · [~r′−~r1]−`). (2.42)
Here we observe that the xφ component has no ` dependence due to orthog-
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onality, and thus may be pulled out of the integral. Thus we have
τ(~rs,~r1,φ)≈
∫
d~r′ σ(~r′)δ(xˆφ · [~r′−~r1])
 ∞∫
−∞
d` u(L−`)δ(zˆφ · [~r′−~r1]−`).

(2.43)
=
∫
d~r′ σ(~r′)δ(xˆφ · [~r′−~r1])u(L− zˆφ · [~r′−~r1]). (2.44)
Finally, noting:
~rs−~r1 =Lzˆφ (2.45)
L=zˆφ · (~rs−~r1) (2.46)
xˆφ ·~rs =xˆφ ·~r1 (2.47)
we have
u(L− zˆφ · [~r′−~r1])=u(zˆφ · [~rs−~r1− (~r′−~r1)]) (2.48)
=u(zˆφ · [~rs−~r′]) (2.49)
δ(xˆφ · [~r′−~r1])=δ(xˆφ · [~r1−~r′]) (2.50)
=δ(xˆφ · [~rs−~r′]) (2.51)
∴ τ(~rs,~r1,φ)≈
∫
d~r′ σ(~r′)δ(xˆφ · [~rs−~r′])u(zˆφ · [~rs−~r′]). (2.52)
This can be recognized as a convolution integral
τ(~rs,φ)=σ(~rs)∗
~rs
mφ(~r) (2.53)
mφ(~r)≡δ(xˆφ ·~rs)u(zˆφ ·~rs). (2.54)
Thus under a straight ray approximation, we may recognize that the propa-
gation time to any point in the field is given by a convolution of the slowness
with an infinitesimal unit step function rotated at an angle φ.
In principle, this result would describe the dataset acquired by a grid of
sensors embedded in the medium of interest. While such a setup is clearly
infeasible in most cases, such a result is of use in describing the data ac-
quired by lag maps by locally cross-correlating post-beamformed datasets
from two different steering angles. In this case, the data is not of the true
time of flight to a location, but rather the observed difference in the time of
10
(a) Sound Speed (b) Modelled Lag Map
Figure 2.2: Example Sound Speed Distribution and Resulting Lag Map
±10◦.
flight between two angles, given by
∆τ(~rs,φ1,φ2)≡τ(~rs,φ1)−τ(~rs,φ2) (2.55)
=σ(~rs)∗
~rs
t(~r,φ1,φ2), (2.56)
where
t(~r,φ1,φ2)≡mφ1(~rs)−mφ2(~rs). (2.57)
An example of this model is shown in Figure 2.2. Observe that the model
results in features dubbed phase shadows, where the lag data manifests as
stable light and dark regions beneath the inclusion. Such features are the
defining attributes of this method, and enable the baseband components of
the sound speed to be recovered in backscatter, as examined in Section 2.2.1.
2.2.1 Fourier Coverage
Because the operator that maps σ to τ is a convolution, its Fourier space
coverage is easily computed:
τ(~f ,φ)=σ(~f )Mφ(~f ), (2.58)
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where ~f =~k/2pi is used to preserve the unitarity of the Fourier transform.
Making use of the Fourier transform property
S(~f )=F {s(~r)} =⇒ F {s(Rφ~r)}= S(Rφ~f ) (2.59)
and noting that
M0(~f )=F {u(z)δ(x)}= 12
(
1
jpi fz
+δ( fz)
)
(2.60)
we have
τ(~f ,φ)=σ(~f )1
2
(
1
jpizˆφ ·~f
+δ(zˆφ ·~f )
)
(2.61)
Of course, we cannot actually measure τ(~r,φ) without embedding sensors
throughout the medium. For pulse-echo imaging, we can only measure the
phase differences between two different angles. In this case we have
∆τ(~f ,φ1,φ2)= τ(~f ,φ)−τ(~f ,φ2) (2.62)
=σ(~f )
[
Mφ1(~f )−Mφ2(~f )
]
. (2.63)
It is important to note that the Fourier coverage of the phase distribution
is not directly dependent on the aperture, unlike the standard backscattered
Fourier coverage. Thus as long as the speckle can be accurately tracked ev-
erywhere in the image, Equation 2.63 will be the corresponding Fourier cov-
erage for the phase differences. To improve on the Fourier coverage, multiple
transmit angles may be used such as shown in Figure 2.3.
2.3 Standard Backscattered Fourier Coverage
In traditional biomedical ultrasound, backscattered Fourier coverage is de-
scribed analytically using Fresnel analysis. Fresnel analysis is based off of
an approximation of the homogeneous Green’s function in the temporal fre-
quency domain, and is a powerful analytical tool for understanding wave
properties at distances comparable to the source size. The fundamentals
of Fresnel analysis are typically covered in any introductory book on wave
12
Figure 2.3: Phase Fourier Coverage. In this figure, responses using steering
angles of -30:5:30 degrees are compounded together, each using a reference
angle of 0 degrees. Because the expression in Equation 2.61 goes infinite,
this figure is clipped to a -40 dB level for rendering purposes.
physics [26–28], and thus will not be repeated here. Instead we direct our at-
tention to the case of a linear array operating in pulse-echo mode, for which
the analysis is concisely covered in [29]. For a scatterer at a depth z from
the array, the backscattered Fourier coverage4 is given by
S ( fx, fz, z)=χ( f )
f 2z
E
(
c0 fz
2
)
AT
(−2 fx
fz
z
)
∗
fx
AR
(−2 fx
fz
z
)
, (2.64)
where E( f t) is the temporal Fourier transform of the excitation signal,5 and
AT(x) and AR(x) are the transmit and receive aperture functions which de-
scribe the spatial extent of the array. For simplicity of analysis, we will
now assume they are equal as an idealization. Under this assumption, the
4Neglecting a phase term for simplicity of analysis
5Filtered twice by the transducer element electromechanical impulse response, which is
assumed to be the same for each element in the array.
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backscattered Fourier coverage may then be given by
S ( fx, fz, z)= χ2z fz
E
(
c0 fz
2
)
RA
(
2z
fx
fz
)
(2.65)
= χ
2z fz
E
(
c0 fz
2
)
︸ ︷︷ ︸
Axial Term
RA (2z tan(θ))︸ ︷︷ ︸
Angular Term
, (2.66)
where
RA (x)=AT(x)∗x AT(x) (2.67)
tan(θ)≡ fx
fz
. (2.68)
From this form, we may observe that the Fourier coverage under traditional
analysis is determined axially by the transducer excitation E( f t) and an-
gularly by the aperture autocorrelation RA(x). Furthermore, because the
aperture function is of finite support, so is the aperture autocorrelation, and
thus the extent of the angular coverage gets progressively narrower as depth
increases. Such an effect can be mitigated in part by letting the aperture
function grow linearly with depth in post-processing such that it preserves
the so called constant f-number criterion, where the f-number is defined as
f # ≡ z
xmax
, (2.69)
∴ xmax(z)= zf # , (2.70)
and xmax is the maximum width of the aperture. For simplicity, we limit
our analysis to an N element array of rectangularly modeled elements such
that
AT(x)=rect
( x
w
)
∗
x
rect
(
x
xmax
)∑
i
δ(x− id), (2.71)
∴RA(x)=xmaxΛ
(
x
xmax
)∑
i
wΛ
(
x− id
w
)
, (2.72)
where w is the element width, and d is the element pitch,6 and Λ(x) is the
unit triangular function.
Having completely modeled the angular Fourier coverage for the aperture
6Defined as the distance between adjacent array elements.
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specified above, we only need to specify the temporal frequency distribution
to describe the axial component. For simplicity, we model E( f t) as the square
of a Gaussian,7
E( f t)=
(
e−( f t− f0)
2/(2σ2f )
)2
, (2.73)
where f0 is the center frequency of the transducer, and σ f is the transducer
bandwidth. Using the above modelling, we can approximate the Fourier
coverage of a real array by substitution of the array parameters. Example
parameters for the L9-4 ultrasound array to be used are given in Table 2.1,
and the theoretical backscattered Fourier coverage is given in Figure 2.4b.
To facilitate comparison between the lag map Fourier coverage and standard
Fourier coverage, Figure 2.3 is reproduced in Figure 2.4a. By examination of
Figure 2.4, we can see that the information present in the lag maps comple-
ments that of standard backscattered coverage. Such a situation suggests
that a fusion of reconstruction modalities should be superior to either recon-
struction in isolation. Such a situation is depicted in Figure 2.4c.
Table 2.1: L9-4/38 Model Parameters
Parameter Symbol Value
Element Width w 0.2698 mm
Element Pitch d 0.3048 mm
Number of Elements N 128
Array Length xmax 38.71 mm
Center Frequency f0 5 MHz
Bandwidth σ f 1 MHz
Sound Speed c 1540 m/s
Analysis Depth z 19 mm
F-number f # 0.491
7Such a specification embodies the notion that the pulse echo signal is filtered twice by
each transducer element, once on transmit and once on receive.
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(a) Phase Lag Map
Coverage
(b) Standard Pulse-Echo
Fourier Coverage
(c) Combination
Coverage
Figure 2.4: Fourier Coverage of Standard Pulse-Echo Imaging and the
Phase Lag Map Data. As our analysis has shown, the lag map data in
Figure 2.3 complements the standard Fourier coverage predicted from
Fresnel analysis shown in Figure 2.4b.
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CHAPTER 3
METHODS
3.1 Beamformation
Beamformation is a standard technique in biomedical ultrasound for recon-
structing acoustic reflectivity of an underlying medium, and is a preferred
reconstruction method due to its inherently low analytical and computa-
tional complexity. In modern ultrasonic scanners, the simplicity of delay-
and-sum (DAS) beamformation allows for hardware-level computation using
field programmable gate arrays (FPGAs).
However, the simplicity of DAS beamforming comes at a cost of gener-
ality, because the starting point of most beamformation algorithms is an
underlying assumption of satisfaction of the homogeneous wave equation,
where sound speed is held constant. In this respect, use of beamformation
approaches in a heterogeneous context seems somewhat contradictory. Nev-
ertheless, in cases when the cumulative phase lag due to heterogeneities is
small relative to the center wavelength, beamformation can be used to im-
prove SNR, as the reflected pressure signal will for the most part still con-
structively interfere along the diffracted arcs expected for a homogeneous
medium centered at the ambient sound speed.
The problem of beamformation using steered plane waves has been ad-
dressed by a number of authors [21, 29–31]. For the purposes of brevity, we
will restrict our analysis to that of [21]. Consider a pressure field satisfying
the homogeneous wave equation:
(∇2−σ20∂2t )p(~r, t)= 0 (3.1)
where σ0 is the homogeneous slowness that does not vary with space. For a
general acoustic source distribution, Psrc(~r, t), the time-dependent acoustic
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field is related by the Rayleigh integral [32]
p(~r, t)=
∫
dt′d~r′ psrc(~r′, t′)
1
|~r−~r′|δ(t− t
′−σ0|~r−~r′|) (3.2)
=psrc(~r, t) ∗
~r,t
1
|~r|δ(t−σ0|~r|). (3.3)
For a uniformly excited linear array steered at an angle φ, the transmitted
field in the center of the beam does not vary significantly across the beam.
In this case, the transmitted field may be approximated as a plane wave and
thus [21, 32]
pinc(~r, t,φ)≈p0(t−τ0(~r,φ)) (3.4)
p0(t)=psrc(~0, t) (3.5)
τ0(~r,φ)=σ0nˆ(φ) ·~r (3.6)
=σ0
(
zcos(φ)+ xsin(φ)) (3.7)
nˆ(φ)≡Rφ zˆ. (3.8)
Similar to the analysis in Section 2.1, the scattered field is described by a
scattering function χ(~r), and propagated out such that
psc(~r, t,φ)=(χ(~r)pinc(~r, t)) ∗
~r,t
1
|~r|δ(t−σ0|~r|) (3.9)
=p0(t−τ0(~r,φ))χ(~r) ∗
~r,t
1
|~r|δ(t−σ0|~r|) (3.10)
=
∫
dt′d~rs p0(t′−τ0(~rs,φ))χ(~rs) 1|~r−~rs|
δ(t− t′−σ0|~r−~rs|) (3.11)
=
∫
d~rs p0(t−τTot(~r,~rs,φ))χ(~rs)
1
|~r−~rs|
, (3.12)
where
τTot(~r,~rs,φ)≡τ0(~rs,φ)+τr0(~rs,~r) (3.13)
τr0(~rs,~r)≡σ0|~r−~rs|. (3.14)
For a linear array transducer aligned with the x-axis, the scattered field is
only recorded at ~r = xxˆ. In this case, the signal at a particular instance of
time is solely comprised of scattered fields residing on a hyperbolic arc in
space. DAS beamforming attempts to partially account for this by weighted
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summation of the received signals to help localize particular scatterers. In
this case the beamformed reconstruction is given by:
b(~rs,φ)=
∫
dtd~r1 ARx(xs− x1, zs)δ(t−τTot(~r1,~rs,φ))psc(~r1, t,φ), (3.15)
where ARx(x, z) is the receive aperture function. Typically in biomedical
ultrasound, the receive aperture function grows with depth to maintain con-
stant f-number so that the lateral resolution of the reconstruction remains
constant in accordance with Fresnel theory. In this case, the receive aper-
ture has the following form1:
ARx(x, z)=ARx(x/LA(z)) (3.16)
LA(z)=z/ f #, (3.17)
where LA(z) is the length of the aperture, and ARx(x) is an appropriate win-
dowing function (i.e. rectangular, Hamming, Tukey cosine, etc.).
3.2 Local Correlation
In order to probe the depth dependence of the signal lag, we employ a local
correlation technique on the post-beamformed datasets of each steering an-
gle described above. We start by computing the complex analytic signals of
each post-beamformed dataset via the relation2:
ba(x, z,φ)=b(x, z,φ)+ jHz
{
b(x, z,φ)
}
, (3.18)
where Hz {·} denotes the Hilbert transform in the z direction. We the com-
pute a local correlation by point-wise multiplying pairs of analytic signals
and convolving with a 2D tracking kernel w(x, z) (usually a rect function,
1Here we have neglected the temporal convolution with the recording element’s elec-
tromechanical impulse response for simplicity. In practice, it is understood that such an
impulse response will have a bandpass-filtering effect, but we shall not consider these ef-
fects here.
2In practice, the analytic signal is not directly computed this way, but rather by zeroing
out the negative components of the FFT of the signal. This is done in MATLAB by the
hilbert() function.
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but in principle any standard windowing function would do):
Rb(~r,φ1,φ2)= w(~r)∗
~r
[ba(~r,φ1)b∗a(~r,φ2)] (3.19)
=
∫
d~r′w(~r−~r′)ba(~r′,φ1)b∗a(~r′,φ2). (3.20)
Each point Rb(~r,φ1,φ2) is thus an estimate of a local complex analytic corre-
lation function. Because the backscattered signal is bandpass with a center
frequency of f0, the phase of Rb(~r,φ1,φ2) may be related to the relative time
of flight lag by the relation
∠Rb(~r,φ1,φ2)=2pi f0∆τ(~r,φ1,φ2). (3.21)
Thus an estimate of time shift may be derived from the local echo phase for
the complex correlation function:
∆τ(~r,φ1,φ2)=∠Rb(~r,φ1,φ2)2pi f0
. (3.22)
If c(~r) ≈ c0 everywhere in the medium, no lag in the post-beamformed data
should be observed and the generated phase lag maps should be approxi-
mately zero for all angular pairs. This is because the transmit time of flight
is exactly accounted for in the beamformation process in this case, and thus
the center of energy in every local region of each b(~r,φ) is invariant with re-
spect to φ. Under the assumption that the underlying medium does not sig-
nificantly move during the acquisition of all the steered plane wave datasets,
the only source of phase lag can be from slowly varying sound speed aberra-
tions. It is this phenomenon that we wish to exploit in our post-processing.
3.3 Quality of Lag Estimate
In principle, if we are able to estimate lags from any arbitrary angle pairs,
the implementation of this approach would be straightforward. However,
from Fresnel theory, we know that there is a fundamental limitation on the
spatial Fourier coverage of the scattering medium. In principle, the steering
of ultrasonic beams has a modulating effect in the spatial Fourier coverage of
the medium, such as described by complex aperture theory [28], and results
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in the shifted k-space remapping described in [33]. This effect constrains
the available energy in the local correlation estimate of the forward scat-
tered field, and thus limits our ability to obtain accurate estimates of the
relative lag for arbitrarily large angular differences, because correlation is
only effective when the Fourier space coverage of each signal overlaps suffi-
ciently.
However, we may choose to exploit linearity of the phase differences to
circumvent this limitation, because for any arbitrary angles α,β we can de-
compose the phase difference estimate into:
∆τ(~r,α,β),τ(~r,α)−τ(~r,β) (3.23)
=τ(~r,α)+ (τ(~r,γ)−τ(~r,γ))+τ(~r,β) (3.24)
=∆τ(~r,α,γ)+∆τ(~r,γ,β), (3.25)
where γ is an arbitrary angle between α and β. This means that we can gen-
erate lag maps from large angular differences which could not be directly
estimated by aggregating over small angular differences where direct esti-
mates are possible. In other words, we can accumulate the lags over multiple
small angles to get an equivalent lag at larger angles.
Yet another consideration that factors into the quality estimate of the
lag map is the interplay between the beamformation receive aperture and
the tracking kernel. Strict adherence to Fresnel theory would suggest that
larger receive aperture functions and tracking kernels would be ultimately
better than smaller ones. However this is only true up until a point, be-
cause when the aperture begins to exceed the extent of an aberrating inho-
mogeneity, homogeneous components from outside the inclusion will begin
to coherently interfere with the desired lagged components from inside the
inclusion. This interference will begin to cause the lag estimate to be bi-
ased low. For the same reasons, the tracking kernel is similarly constrained.
Thus some a priori knowledge of inclusion size should factor into the choice
of both parameters.
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3.4 Reconstruction Approach
In order to reconstruct the underlying slowness distribution, we utilize a
modified approach based on a Tikhonov regularized reconstruction [34]. Un-
like the result in [22], we exploit the diagonalizability of the convolutional
model using a FFT-accelerated approach. Because the matrix which de-
scribes the mapping of σ(~r) to ∆τ(~r,φ1,φ2) is a 2D convolution matrix, the
optimal Tikhonov-regularized pseudoinverse is a 2D convolutional Wiener
filter. Thus the optimal reconstruction for mapping ∆τ(~r,φ1,φ2) to σ(~r) is
given by
σ˜(~f ,φ1,φ2)=T+(~f ,φ1,φ2,γ)∆τ(~f ,φ1,φ2), (3.26)
where
T+(~f ,φ1,φ2,γ)= T
∗(~f ,φ1,φ2)
|T(~f ,φ1,φ2)|2+γ2
(3.27)
T(~f ,φ1,φ2)=F~r
{
mφ1(~r)−mφ2(~r)
}
(3.28)
and γ is the regularization parameter, which in general should be tuned
based off of noise characteristics (see Equation 5.8-6 of [35]).
More generally, for N lag maps generated by angular pairs ~φn = (φn,1,φn,2),
the following reconstruction approach is proposed:
σ˜(~f )=
N−1∑
n=0
 T∗(~f ,~φn)N−1∑
n=0
|T(~f ,~φn)|2+γ2
∆τ(~f ,~φn). (3.29)
Much like the single angle pair reconstruction given above, such a recon-
struction approach leverages the fact that the Fourier basis is an eigenbasis
for each convolutional kernel. The sum in the denominator helps to account
for the aggregation of energy at each particular spatial frequency across
multiple angle pairs. Moreover, the N = 1 case reduces to that in Equa-
tion 3.26. The full reconstruction algorithm can be summarized as follows:
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Algorithm 1 Reconstruction Algorithm
1: Beamform the received RF data for all angles according to Eq. 3.15.
2: Compute N lag maps using the local correlation technique described in
Section 3.2.
3: Compute the 2D FFT of each lag map ∆τ(~r,~φn).
4: Generate all lag kernels t(~r,~φn) based off of Eq. 2.57 and compute the 2D
FFT of each.
5: Reconstruct the slowness distributions according to Eq. 3.29.
6: Inverse FFT the slowness to obtain the spatial reconstruction.
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CHAPTER 4
SIMULATION STUDY
4.1 k-Wave
In order to probe the feasibility of the reconstruction algorithm in Section
3.4, a simulation study was conducted in the open source Matlab toolbox k-
Wave [36]. Unlike other common simulation packages used in biomedical ul-
trasound such as Field II [37, 38], which are restricted to acoustic simulation
in homogeneous media, the k-Wave toolbox is designed for time-domain sim-
ulation of acoustic waves in arbitrary heterogeneous media, capable of mod-
eling a wide variety of phenomena including nonlinear propagation, power-
law acoustic absorption, and of course, spatially varying sound speed. Of all
these phenomena, only the last is of interest to this project, and all other
features are disabled in this study for computational efficiency.
The k-Wave toolbox allows for efficient computations of heterogeneous
fields by exploiting the fast Fourier transform (FFT) to accelerate spatial
derivatives in the acoustic field modelling [39–42]. Such an optimization
comes with two consequences. The first is the necessity of using a perfectly
matched layer (PML), which represents a generalization of zero-padding
usually employed when using FFT-based analysis. The inclusion of a PML
helps to attenuate errors associated with the inherent periodicity implicitly
contained in the FFT, a form of temporal aliasing. These parameters are
typically tuned to reduce potential artifacts in simulation.
Yet another consequence of the FFT-based approach is that computational
efficiency of the simulation is only possible for domains of particular numer-
ical values, namely those of low maximum prime factor. This is a gener-
alization of the well understood property that the FFT is most efficient at
powers of 2. Such a constraint, while cumbersome, is tolerated in the case of
heterogeneous acoustic simulations, because the capability of running such
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simulations at a practical timescale is valuable. Given the fact that such
simulations need to be processed for several angles each run, such efficiency
is necessary for the simulation study presented here. Of course, the compu-
tational domain must also include the PML, so appropriate size allocation
must also be included in the computational domain specifications.
The simulation parameters of this study are given in Table 4.1. To demon-
strate the feasibility of this approach under realistic conditions, a circular
inclusion of 3 mm radius was embedded in a background medium with a
sound speed of 1540 m/s, corresponding to the average sound speed in tis-
sue. The inclusion was placed at a depth of 20 mm, and the inclusion sound
speed was varied from 1500 to 1580 m/s in steps of 20 m/s to assess the vi-
ability of the proposed method over a wide range of values consistent with
variations expected in tissue.
The medium density was determined by scaling the sound speed by 1.5 to
put the background value near the average density of water, corresponding
to 1000 kg/m3. In order to introduce the random scattering necessary for
the correlation processing, 1% additive white Gaussian noise was added to
the density. While in principle such random variations are expected to also
be reflected in the sound speed of the medium, in practice adding random
variations to sound speed leads to long computation times. This is because
the maximum possible time step for accurate simulations is inversely pro-
portional to the max sound speed in the medium, and having such large
variations in sound speed requires more time points to be evaluated in each
simulation.
The physical dimensions of the linear array are based off of the L9-4 array
probe and thus the same as in Table 2.1. The array was uniformly excited us-
ing a 5-cycle Gaussian windowed tone burst at a center frequency of 5 MHz
using the k-Wave-provided function toneBurst(). This resulted in an exci-
tation with a -20 dB bandwidth varying from 3 to 7 MHz, which is consistent
with the real L9-4 array we have in the lab. The array was steered in half
degree increments over a range of [−10◦,10◦] in order to maintain sufficient
correlations between post-beamformed datasets. The transmit apodization
on the array was a Tukey cosine tapered window, where a rolloff factor of
0.1 was tuned to minimize the contribution of edge waves from the emitted
field.
The choice of spatial-temporal sampling grid was determined based off
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leveraging signal constraints and the k-Wave spatial grid constraint de-
scribed above. The lateral sample spacing was chosen such that individ-
ual array elements would exactly lie on the sample grid, but with enough
available lateral Fourier coverage to satisfy the lateral Nyquist condition.
Because the element pitch is approximately equal to the center wavelength,
a lateral sample spacing of d/4 was empirically determined to be satisfac-
tory. The axial sampling was not as constrained by a defined geometry, so
a 50 µm axial sampling was used to allow for the larger Fourier coverage
needed in axial extent demonstrated in Figure 2.4b. The PML dimensions
were determined jointly with the sampling domain size to minimize any FFT
wrapping artifacts while leveraging the computational domain limitations.
Temporal sampling in k-Wave is determined indirectly based on specifi-
cation of the Courant-Friedrichs-Lewy (CFL) number, which is a stability
metric for finite time difference simulation methods. The time step is com-
puted via the formula
∆t= CFL∆x
max{c(~r)}
(4.1)
As a guideline, the k-Wave manual recommends a default value of 0.3, so a
value of 0.2 was chosen to be conservative with the time step for this simu-
lation study.
Each generated dataset was beamformed according to Equation 3.15. In
order to minimize sidelobes, a Blackman-Harris window was used as a re-
ceive apodization, which grew with depth to maintain a constant f-number
of 2. From there, lag maps were generated for each adjacent pair of angles to
maintain correlations. The tracking kernel used for each lag map was a sim-
ple 2D rectangular window of dimensions 0.9795×2.590 mm (axial, lateral),
which was tuned to minimize wrapping errors. Because the phase shadows
in the generated lag maps would be very close together, a cumulative lag
map was generated by summing all the individual lag maps for analysis,
thereby generating an effective lag map between −10◦ and 10◦. For compar-
ison purposes, a theoretically modelled lag map dataset was generated using
Equation 2.56, and similarly summed up for rendering.
Reconstructions were conducted in the Fourier domain using Equation
3.29 for both the simulated and theoretically generated lag map datasets.
The regularization parameter γ was set to 10000, which is consistent with
[22]. It is important to note that care should be taken when comparing
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Fourier-domain regularization parameters, as the FFT implementation scales
with the total number of pixels in the image. In principle, such effects can
be accounted for, but such a correction is beyond the scope of this work.
Table 4.1: k-Wave Simulation Parameters
Parameter Symbol Value
Element Width w 0.2698 mm
Element Pitch d 0.3048 mm
Number of Elements N 128
Array Length xmax 38.71 mm
Excitation Center Frequency f0 5 MHz
Number of cycles Ncyc 5
Windowing function e(t) toneBurst( f0, Ncyc)
Transmit Apodization ATx(x) tukeywin(128,0.1)
Receive Apodization ARx(x) blackmanharris(x)
Receive F-number f # 2
Steering angles φ -10:0.5:10◦
Background Sound Speed c0 1540 m/s
Inclusion Sound Speed c(r)− c0 -40:20:40 m/s
Inclusion Radius 3 mm
Density ρ(~r) c(~r)/1.5
Axial Spatial Step ∆z 0.05 mm
Lateral Spatial Step ∆x d/4
PML Dimensions (xPML, zPML) 68×74 samples
Number Axial Samples Nz 972−2zPML samples
Number Lateral Samples Nx 648−2xPML samples
CFL Number 0.2
Kernel Dimensions w(~r) 0.9795×2.590 mm
Regularization Param γ 10000
4.2 Simulation Results
The results of the simulation study are shown in Figure 4.2. As we can see
from the generated B-Mode images, evidence of the underlying inclusion is
not observable due to the dominance of the random scattering in the den-
sity distributions as shown in the second column of Figure 4.1. However,
the empirical phase lag maps in the last column of Figure 4.2 undoubtedly
demonstrate evidence of the phase shadow artifacts that are consistent with
the modelled lag map.
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(a) ∆c=−40
(b) ∆c=−20
(c) ∆c= 0
(d) ∆c= 20
(e) ∆c= 40
Sound Speed
(f) ∆c=−40
(g) ∆c=−20
(h) ∆c= 0
(i) ∆c= 20
(j) ∆c= 40
Density
Figure 4.1: k-Wave Simulated Media. The rows correspond results
corresponding to inclusion speed contrast, while the columns correspond to
images of the sound speed and density.
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Unfortunately, these empirically generated lag maps are buried in jitter,
so the reconstructions using these maps do not produce any viable results
as shown in Figure 4.3. Additionally, the reconstructions using the idealized
modelling appear to be significantly blurred in the axial extent. This effect
is consistent with similar results shown in [22] for high regularization val-
ues. In principle, this effect could be mitigated with lower regularization;
however, given the poor quality of the empirically generated lag maps, this
was thought to be the best feasible scenario.
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(a) ∆c=−40
(b) ∆c=−20
(c) ∆c= 0
(d) ∆c= 20
(e) ∆c= 40
Sound Speed
(f) ∆c=−40
(g) ∆c=−20
(h) ∆c= 0
(i) ∆c= 20
(j) ∆c= 40
B-Mode (φ= 0)
(k) ∆c=−40
(l) ∆c=−20
(m) ∆c= 0
(n) ∆c= 20
(o) ∆c= 40
Modelled Lag
(p) ∆c=−40
(q) ∆c=−20
(r) ∆c= 0
(s) ∆c= 20
(t) ∆c= 40
Estimated Lag
Figure 4.2: k-Wave Simulation Results. The rows correspond results
corresponding to inclusion speed contrast, while the columns correspond to
images of the sound speed, B-Mode, modelled lag map, and actual lag map.
The B-mode images are shown at a 60 dB dynamic range, and the lag maps
are shown for (−10◦,10◦). The estimated lag map was generated not by
direct correlation, but rather by summing up the lag maps generated by
adjacent angles.
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(a) ∆c=−40
(b) ∆c=−20
(c) ∆c= 0
(d) ∆c= 20
(e) ∆c= 40
Theory Reco.
(f) ∆c=−40
(g) ∆c=−20
(h) ∆c= 0
(i) ∆c= 20
(j) ∆c= 40
Sim. Reco.
Figure 4.3: Reconstruction Comparison. The rows correspond results
corresponding to inclusion speed contrast, while the columns correspond to
reconstructions from theoretically modeled and simulated lag maps
respectively.
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CHAPTER 5
CONCLUSIONS
As demonstrated by the theoretical contributions described in Chapter 2,
the information contained in the estimated lag maps reduces down to the
baseband components of the medium. The simplicity and elegance of this
model demonstrates an important insight regarding the information content
present in a diffusely scattering medium, and could be useful in analyzing
higher order models as described in Chapter 1. Moreover, the exact nature of
the correlation processing in backscatter is extremely versatile, suggesting
that more sophisticated phase modeling such as bent rays could be applied
to the lag maps without any modification.
In light of the simulated lag maps shown in Section 4.2, much work still
needs to be done in improving the correlations between post-beamformed
datasets. One potential avenue of exploration is in coherent angular com-
pounding of post-beamformed RF, which has been shown to improve res-
olution in homogeneous media, and may improve the estimation of the lag
maps. Given the heterogeneous nature of the media in question, future anal-
ysis will need to be conducted to determine the conditions under which that
strategy begins to break down.
In addition to improvements in the correlation analysis, the reconstruc-
tion algorithm could also likely be improved. While it is provable that the
optimal straight ray reconstruction operator is convolutional in nature, the
proposed reconstruction algorithm does not constrain the reconstruction fil-
ter to be of finite support. It is therefore possible that the spatial support
of the reconstruction filter exceeds the size of the FFT domain, causing un-
wanted spatial wrapping. Thus using an optimal finite support filter may
mitigate the upward streaking observed in the ideally modelled reconstruc-
tions.
Finally, experimental verification of these methods is a high priority. Such
a procedure would involve manufacturing an acoustic phantom with a sound
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speed inclusion such as analyzed in the simulation study above. Such a
phantom could be synthesized using agar or gelatin, for which sound speed
could be tuned via introduction of an additive such as n-propanol or poly-
vinyl alcohol. Cross validation of the algorithm under these circumstances
could be performed by generating separate, homogeneous reference phan-
toms, which could then be estimated via an insertion technique.
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