Introduction
In their celebrated paper "Some problems of partitio numerorum: III" [6] Hardy and Littlewood state an asymptotic formula, suggested by a purely formal application of their circle method, for the number of representations of a number n as the sum of two squares and a prime number. The truth of this formula would imply that every sufficiently large number is the sum of two squares and a prime. No proof, even on the extended Riemann hypothesis (which we hereafter refer to as Hypothesis R), has hitherto been found. However, in another paper [7] they suggest that on Hypothesis R it should be possible to prove that almost all numbers can be so represented. This proof was effeeted by Miss Stanley [11] , as were proofs (also on Hypothesis R) of asymptotic formulae for the number of representations of a number as sums of greater numbers of squares and primes. The dependence of her results on the unproved hypothesis was gradually removed by later writers, in particular by Chowla [2] , Wa]fisz [13] , Estermann [4] and Halberstam [5] .
It is the purpose of this paper to shew that the original formula of Hardy and Littlewood is true on Hypothesis R. Our method depends on the fact that, as is easily seen, the number of representations of n in the required form is equal to the sum X r(n-p), p<:n where r(v) denotes the number of representations of v as the sum of two integral squares. On noting that r (v) may be expressed as a sum over the divisors of ~, we see that our problem is related in character to the problem of determining the asymptotic behaviour of the sum
d(p §
O<p+a_~x where a is a fixed non-zero integer and d(v) denotes the number of divisors of v.
The latter problem is due to Titchmarsh [12] and was solved by him on Hypothesis R.
Let ;r (m; b, k) denote the number of primes not exceeding m which belong to the arithmetical progression b (mod k). Then the two problems are similar in that each sum can be expressed as a combination of terms of the type zr (m; b, k), where k belongs to a certain range that depends on a parameter m. In each case the strength of Hypothesis R is sufficient to estimate ;r (m; b, k) over nearly all the required range of k, while elementary methods will suffice to estimate the contributions to the sums due to the exceptional values of k. In our problem, however, this elementary estimation presents a more fundamental difficulty and requires a different method, since it is necessary to take into account the changes of sign due to the presence of the quadratic character in the expression for r (v). In fact the major part of this paper is devoted to this estimation. We shall require repeatedly, here, the ideas of Brun's modification of the Eratosthenian sieve. An important feature of our method is the application we make of asymptotic formulae, and not merely upper bounds, for sums depending on an invariant sieve.
It is natural to ask whether it would not now be possible to prove this result independently of Hypothesis R. It seems unlikely, however, that such a proof can be achieved at present. The main difficulty with this problem, as with the much harder Goldbach problem (concerning numbers as sums of two primes), is that the number of representations of a large number is too small for the circle method in its present form to be effective, whether or not Hypothesis R be assumed. Moreover, our result must probably depend in some essential manner on properties of either exponential sums or primes in arithmetical progression that can only be proved at this time on the full strength of Hypothesis R.
We may consider the conjugate sum r(p § O<p+a<x in a similar way. The details are a little simpler, since the term a in the summand is independent of the limit of summation, x. The asymptotic formula, which is stated without proof in the final section, shews that there are infinitely many primes of the form uS+v~+a, where u and v are integers. is the total number of prime factors of v (counted according to their multiplicity).
Decomposition of sum
Let v(n) denote the number of representations of the integer n in the form Then n=p+u2+v 2. We have thus reduced our problem to that of the estimation of three different sums. Each sum is considered separately, Y~A and Nc in Section 3 and NB in Section 4.
It will appear that ~ gives rise to the dominant term of the final asymptotic formula, Y~B and Nc being of a lower order of magnitude.
Estimation of ZA and Yv
In order to estimate Y'A and Yv we shall assume the extended Riemann hypothesis, which we state explicitly as follows:
where Zq (m) is a character (mod q), has a real part which does not exceed 89 /or all q and all •q.
It should be noted that Lemma 1 depends on this hypothesis; but that the remainder of the paper does not., except indirectly through this lemma.
Preliminary lemmata
Lemma 1 is due to Titchmarsh [12] . (l~= ~ --~1~) 1= ~ ~1-~ 1)= l,~ll (p (l ')
Hence, since we have, by Lemma 2, 
Z iqJ(1)=
,<~ ~/~ = 0 (log 2 y).
We deduce from (3), (5) and (6)
Furthermore, by Euler's theorem oR the factorisation of infinite series, and
The first part of the lemma follows from (7), (8) and (9).
The second part of the lemma is an easy deduction from the relation
( 1)-1
1-I 1 -
= 0 (log log 10 v).
Ply

Estimation of ~
By (2), we have EA= :
Since the arithmetical progression n (mod l) contains at most one prime if (/, n)> 1,
Hence, by Lemma 1,
and so, by Lemma 3,  +o(+) = ~ C E (n + 0 log log n 9 (10)
Estimation of Ec
In lee, the condition l>_n 89 logan implies m<n 89 log-3n. Therefore
We denote the inner sum in (11) by Zm. We thus have, by (11), (12) and (13), m< 89
Estimation of EB
Our estimation of F~B depends basically on the sieve method. The virtue of the sieve method from our point of view is that we are able to prove by its means results that embody information about the distribution of primes belonging to sequences of low density. The conventional result of this type, usually proved by either Brun's method [1] or Selberg's method [10] , is an upper or lower bound for the number of primes in a sequence of a given class, and for the proof it is found convenient to choose a sieve that depends on the particular sequence in question. Lemma 4 is in these respects rather different. It is required for a part of our investigation (the estimation of EEL where it is necessary to work in terms of asymptotic equalities that relate throughout to the same sieve. We use here a weak variant of the Brun sieve, in order to minimize the complications caused by our special requirements. Lemma 4 is thus imperfect in that it does not imply the best possible upper bounds; it is, however, quite adequate for our purposes, and any improvement would have a negligible effect on the error term in our final result. Lemma 5 belongs to the more conventional category of results.
Lemmata on sieve method
We commence by defining a sieve and then develop briefly its analytical formulation. We use the familiar relation
We define the function /(,,)~/,(r) by the equation Clearly ] (~) is a non-negative function which equals 1 when ~ is a prime number.
In virtue of (15),
To use this formula, however, would involve considerable complications. Instead we shall approximate to h(v) by a formula similar to (16) but much easier to apply to our problem. 
since, by (17), the left-hand side of the above equation lies betweeen sr (v) and Sr+ 1 (~)).
We deduce from (16) and (18)
ea ( We now choose r -[10 log log n] + 1.
We have In Za, we have dl < ~n(log log n) ) < nlOg log ~. If (n,r)> 1, the lemma is trivial, since then the number of solutions is at most 1.
Further lemrnata
We require a lemma concerning the distribution of numbers m, for which the value of ~ (m) is restricted by certain conditions. A method of Hardy and Ramanujan [8] is applicable to problems of this nature. We prefer, however, to use another method which, though non-elementary, has the advantage of requiring less computation. Also, for problems concerning ~)(m) our method appears to yield more accurate estimations, although for those concerning o~ (m) the two methods are equivalent in power.
LEMMA 6. I/ l<_a<_~, then
a a('~ = 0 (y log a-1 2 y).
m~y
We merely indicate the proof, as it follows very closely that of a theorem due to Ramanujan and Wilson [14] . For R (z)> 1, The first sum is equal to
Now for k=l or 2, we have
Also, as we shall shew below,
The first part of the lemma follows from (35), (36) and (37). We are content to sketch the proof of (37), as it depends essentially on a method due to Ingham [9] . Let 
2 l~ p-< 2 l~ p+ 2 mlog ~v p] m P p~ log k 10m P log k 10 m. 
Estimation of ED
Let ~ satisfy the inequality 1 <~_<~. We have
p<• p<rt f2(n p)_<~ log log n
~(n-p)>o:Ioglogn
Wc estimate ED.1 first. Since here, and also later, sums over complicated ranges of the variahles will occur, we shall adopt an abbreviated notation for some of the more lengthy conditions of summation. When possible, a capital letter will be used to denote a condition satisfied by the corresponding small letter. We now define (L), <M), (P) to be the conditions n ~log-3n<l<n'~log:~n, n 89 <m<n 89 lm=n-p, respectively. If (P) holds, the conditions of summation in No.1 imply that at least one of f2 (1) 
~(m)< 89 a log log n by Lemma 7, since 89189 Because yi~>0, we deduce from (40), (41) and (42) ED, I= 0 (lo~n log~ a-1 n (log log n)4) 9
Our estimation of ED.~, with its dependence oil Lemma 5, is due essentially to Erd6s [3] .
ED,2 --< ~ 1 + ~ 1 = E 4 + Zs, say.
m<rt p<?t f~ (m) > 10 log log n ~ log" log n < ~'~ (n -p) < I0 log log" n
~ (Ve)n(,,)=O(nlog,~_~n) '
We have )24 < logS~-~ m<n by Lemma 6, since 89 < ]/e < ~ ; so (45)
Let Rn be the set of numbers m which are less than n and which are such that We now deduce from (39), (43) and (49) 0 ( n (log log n)4), ]~D = \log-n l~ n ~=l-89 (>0).
by Lemma 5; so 0 (n (log log n) a E7 \ If n -p r R= and ~ (n -p) > ~ log log n, then n-p has at least one representation in the form r p', where p'> n 11(2~176176 n) and ~2 (r)> ~ log log n-1; in such a representation r < Tb 1-1/(201~176 n). Therefore
~) (r)>ulog log n -1 n-p=rp" Ft (r)>a log log rt -1 X n 89 log -s n<l~',l,'<n~ log ~ n (log log n)a),
z q;) z (t~) / (v). In El, we have 11 l 2 d < (n log 6 n)/d <_ n '1' log 8 n.
Z (lO X (l~) + (~,).(~,). (n). (K) q) (d l~ l~)
n ~/* <d'<ri. 89 log art 
+ B (~) n (L1),( Ls),(H). (K)
n
(52)
Substituting for the inner sum by Lemma 8, and then deleting the conditions (K1) and d_> n 'I' from the outer summation, we obtain I d~n : log a n + + log log -~1-[a_i L)} + (log log n)2n 89 log_3 n set successively m=n (1), u=n ~ log -an, u'=u and m=n a), If we u'=n 89 log a n, the conditions of Lemma fl are satisfied. Therefore, by (53), ~3 = o {(log log ~)~} + o {(log log n)*} + o {(log log ~)~} = o {(log log @). 
Hence, by this and (59), We deduce from (57), (61) and (62) Therefore, finally, by (51), (56) and (63),
Estimation of EB
We deduce from (38), (50) and (64) O(,o 1) EB = n log ~ n (log log n) -~ , where 5 = 89 (1 -89 e log 2) ( > 0).
209
(61)
(65)
The final sum
The first part of our final result is now immediate from (1), (2), (1O), (14) and (65). n _~ ~a\ +0 ~log n(loglogn) ~).
Every su/[iciently large number n is the sum o/ a prime and two integral squares.
The second part of the theorem follows at once from the first part, since by Lemma 3 the explicit term in the formula for the number of representations is greater than A6 n/log n log log n.
As stated in the introduction, the conjugate theorem may be proved by a similar method. where a is a /ixed non-zero integer.
There exist in/initely many primes o/ the /orm uP+ v 2 + a.
Finally, it may be of interest to note that the numerical value of the constant is given approximately by (~ = 0.0289... > ~,
