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Preface.
The physics of fundamental interactions has been in fast development for the
past 50 years, today the most successful theory in describing the interactions
of elementary particles is the Standard Model (SM). The SM reproduces
with very high accuracy the low-energy phenomenology; however the elec-
troweak symmetry breaking (EWSB) mechanism, fundamental to explain the
observed properties of elementary particles (e.g their mass) is not properly
understood. At least one scalar particle, the Higgs boson, not yet observed,
is missing to complete the puzzle. This weak spot has led to the design of
the Large Hadron Collider (LHC), a proton-proton collider installed at the
European Laboratory for Particle Physics (CERN) and ready to produce
collisions at a center of mass energy of 14 TeV. LHC will permit, for the
first time, to test the Standard Model predictions at energies of few TeV,
and possibly to shed new light on the EWSB. Moreover p-p collisions at
this extremely high energy could reveal signs of new Physics and bring to a
more fundamental theory of the interactions. The LHC running conditions
are very challenging and impose strict requirements to the detector perfor-
mance. At the design luminosity, the interesting events are surrounded by
more than 25 background events per bunch crossing, so the detector must be
finely segmented. A discovery event is expected to be produced with a rate
10−11 smaller than the background rate, which is of about 1 GHz. A fast
response detector capable of providing precise measurements is required to
select the signal candidates out of the uninteresting events. Moreover in p-p
colliders where the largest fraction of minimum bias events have hadrons in
the final state, a detector capable of reconstructing leptons with high resolu-
tion, high efficiency and purity is of fundamental importance for discovery,
since leptons give good signature for interesting events.
The work presented in this thesis has been done inside the Compact Muon
Solenoid (CMS) collaboration, one of the four experimental communities
present at LHC. My principal activity in the CMS collaboration has been
oriented to the preparation of the CMS tools for data analysis, focusing on
the muon reconstruction. The first data from the detector expected to come
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in late 2009. More precisely I have contributed to develop the tools neces-
sary for high energy muon-pairs analysis in early collisions with CMS. This
channel is particularly interesting since at the TeV energy scale it is practi-
cally background free and could reveal new phenomena also with a limited
understanding of the detector expected in the first period of collisions. This
thesis is focused on the potentialities of CMS to reveal a new neutral gauge
boson, known as Z’, within the first 200 pb−1 of integrated luminosity that
should be collected before February 2010. This study is based entirely on
Monte Carlo samples of Z ′ → µµ and background events, however the muon
reconstruction and performances have been tested extensively with cosmic
data collected during the past 2 years.
The thesis describes my activities during the Ph.D period; the discussion can
be divided in four parts: the first (chapters 1) describes the LHC machine
and its physics potentialities, the second part describes the CMS experiment
(chapter 2) with special focus on the tracking systems: Silicon Tracker (chap-
ter 3) and Muon System (chapter 4). The third part (chapter 5) is dedicated
to the analysis of cosmic data, precious source of information for the final
commissioning of CMS. The fourth and final part (chapter 6) is dedicated
to the Z’ searches, focusing on the CMS discovery potential within the first
data.
In case that LHC will reveal interesting phenomena the possibility to up-
grade the machine with an increase of instantaneous luminosity of a factor
of 10 is already under study. The new accelerator is commonly referred as
Super LHC (S-LHC). In case the upgrade will take place, the central detec-
tors of CMS have to be replaced to work in the S-LHC environment. Several
activities are currently ongoing to define the details of the upgrade. For the
silicon tracker, in particular, it is foreseen a complete replacement of current
sensors that are not radiation tolerant enough to work efficiently at S-LHC.
During my Ph.D I have contributed to the Tracker upgrade activities, in
particular new micro-strip Si sensor prototypes designed to operate at the
highest radiation fluence expected at S-LHC have been characterized in term
of Charge Collection Efficiency (CCE). These activities are described in the
Appendices.
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Chapter 1
The Large Hadron Collider:
design features and physics
potential
The Large Hadron Collider (LHC) is installed at CERN in the old LEP tun-
nel. The start-up is planned for the autumn of 2009. The accelerator is
designed to provide two proton beams with an energy of 7 TeV per proton,
as well as heavy ions beams with an energy of Z/A· 2 TeV per nucleon.
However the September accident (section 1.3) has revealed a weakness of the
control of the quality of installed components and in the magnet protection
system itself. This lead to the decision to operate the machine at a reduced
energy of 3.5 TeV per proton for 2010 operations, postponing the reach of
the 7 TeV design energy after a long shout down phase (about 1 year) for
the re-commissioning of the machine.
The design luminosity for the p-p collision is 1034cm−2s−1, however for safety
reasons LHC will run at a reduced luminosity of 1032cm−2s−1 in the first pe-
riod of collisions. The design lifetime of LHC is of the order of 10 years
corresponding to a total integrated luminosity of about 500 fb−1. The Stan-
dard Model physics will be tested to an extremely high degree of precision
and the road to a suitable extension of it’s principles will be hopefully traced.
Signs of new physics could be revealed from the very beginning of the experi-
ment, it is the case of new gauge bosons that could give indications on which
theoretical model is the best candidate to extend the SM. This chapter de-
scribes the LHC machine and its physics potential. The discussion is focused
on physics possibilities beyond Standard Model, especially on the possible
existence of a neutral heavy gauge boson (referred commonly as Z’) and it’s
physics implications.
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1.1 Motivations for LHC
The Standard Model (SM) describes the fundamental interactions of matter
cosnstituents with two gauge theories: the theory of the electroweak inter-
action, that unifies the electromagnetic and the weak interactions, and the
theory of strong interactions or Quantum Chromodynamics (QCD). The SM
for weak and electromagnetic interactions is constructed on a gauge theory
with four gauge fields corresponding to massless bosons. Since only the pho-
ton is massless, whereas W and Z are massive, something has to happen
in order to preserve the electroweak unification. The masses of the gauge
bosons and of the fermions in the SM are generated by spontaneous elec-
troweak symmetry breaking (EWSB) described by the Higgs mechanism.
Although a renormalizable theory which perfectly reproduces the low-energy
phenomenology is then obtained, at present the Higgs mechanism is the weak
spot of the theory, as it implies the existence of a scalar particle, the Higgs
boson, which has not yet been observed. If the Higgs boson does not exist, a
radical review of the SM basis will be necessary. However, even the discov-
ery of the Higgs boson could imply the necessity of new physics, depending
on its mass and nature. In fact only a limited range of masses around 160
GeV/c2 are compatible with the stability of the Standard Model up to the
Planck mass scale. A very different mass would imply a breakdown of the
Standard Model and give an indication of the scale at which new physics
should appear. LHC has been originally designed to clarify the structure of
the Standard Model at energy scales up to about 1 TeV and finally solve the
EWSB puzzle. However , even if the Higgs boson discovery is the LHC main
goal, a wide research program has been developed both for SM processes
and beyond. The discovery potential of LHC is unprecedented and the ex-
perimentalists have to be ready to face a wide variety of exotic phenomena
beyond the SM.
1.2 The Large Hadron Collider (LHC).
This section describes the LHC machine, its design performance and limits.
A description of the LHC arc equipment is also provided being useful to
understand properly the dynamics of the 19th September accident that will
be discussed in the next section.
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1.2.1 Introductory remarks
Two important parameters characterize the performance of a collider: The
center of mass energy (
√
s) and the Luminosity (L). The first one determines
the maximum energy available for a single collision in the center of mass
reference frame. For a collider ring the value corresponds to twice the energy
of the single beam. The luminosity defines the rate of interaction and depends
on the number of particles per bunch (n1,n2, for the two beams),on the
revolution frequency (f) and on the Gaussian widths of the beam profile in
the horizontal and vertical plane (σx,σy), through the formula:
L = f
n1 n2
4pi σx σy
(1.1)
If we consider a generic process i, with cross section σi, the rate of interactions
i is given by:
dni
dt
= Lσi (1.2)
So the total number Ni of events i produced at the collider in a time T is:
Ni = σi
∫ T
0
Ldt (1.3)
∫ T
0
Ldt is called integrated luminosity, fundamental to guarantee a sufficient
statistics for rare events.
1.2.2 Design features
The LHC [1, 2] is realized in the old LEP [3] tunnel, about 100m under-
ground in the Geneva countryside; 27 km of circumference makes LHC the
largest hadron accelerator ever build. LHC drives proton-proton collisions at
a center of mass energy of 14 TeV with a design luminosity of ≈ 1034cm−2s−1.
The nominal number of protons per bunch is ≈ 1011, with transverse size
of beam σx ≈ σy ≈ 15µm. The collider is planned to operate for several
years (around 10) to reach a total integrated luminosity of ≈ 500 fb−1, about
2 order of magnitude above the actual reach of the Tevatron collider after
approximately 10 years of operations. LHC is made of 8 arcs and 520m long
straight sections that serves as utilities or experimental insertions. Point 1
and 5, diametrically opposite, house the two multi-purpose experiments CMS
[4] and ATLAS [6]. The other crossing points, 2 and 8, houses two dedicated
experiments, respectively ALICE [7], for heavy ion physics, and LHCb [8],
for b-physics studies. The remaining four straight sections are used for RF
10
Figure 1.1: Schematic view of the LHC tunnel and injection system.
cavities, dump system ad collimation optics. Figure 1.1 provides a layout of
the LHC machine and injection system.
The choice of proton beams is mainly dictated by the following considera-
tions:
• In a circular collider of radius R, the energy loss per turn due to syn-
chrotron radiation is proportional to (E/m)4/R, where E and m are
respectively the energy and mass of the accelerated particle. There-
fore the usage of protons imply a smaller energy loss for synchrotron
radiation with respect to the electrons.
• Hadrons allow the exploration of a wide range of energies with fixed-
energy beams: they are the natural choice for a discovery machine.
The protons are not elementary particles, and in hard collisions the
interaction involves their constituents (quarks and gluons), which carry
a non fixed fraction of the proton energy.
• The protons allow the accelerator to reach higher luminosities with
respect to anti-protons machine, as their production and storage is
easier.
Protons are accelerated in four steps by the complex of CERN accelerators:
a Linac brings them up to 50 MeV, a Booster up to 1.4 GeV, then the Proton
Synchrotron (PS) and the Super Proton Synchrotron (SPS) brings them up
respectively to 25 and 450 GeV. The already existing CERN facilities have
been upgraded to work at LHC. The beam is then injected in the main
tunnel where it receives the final boost to 7 TeV by superconducting radio
frequency cavities ranging from 8 to 16 MV/m. The beam is forced in a
11
Figure 1.2: Picture of a dipole magnet installed at LHC. The red circle
indicate the faulty connection that caused the accident.
circular trajectory by 1232 superconducting dipole magnets. The proton
beams circulate in opposite directions in distinct vacuum channels belonging
to the same magnet.
1.2.3 The arc cell
The LHC dipole magnets are very complex devices based on superconduct-
ing coils, hence requiring to operate at extremely low temperatures (1.9K) by
mean of a cooling system based on liquid Helium. A picture of a dipole mag-
nets and its subparts is shown in figure 1.2. The smallest independent unit
of the LHC bending arcs is the Cell, composed of two groups of three dipole
magnets separated by a focusing quadrupole. The magnets and quadrupole
are connected by superconducting bus bar. This connection has a composed
structure: the thin superconducting cables are housed into a robust copper
structure and soldered with thin silver alloy layers. The bus bars and the
final connection are shown in figure 1.4. At the design energy of 7 TeV for a
single beam, the magnets have to produce a magnetic field of 8.33 T requir-
ing a current around 10 kA.
The total length of a cell is around 100 m (see figure 1.3); every two cells
a barrier ensures the separation of the vacuum of the adjacent pair of cells.
Each cell is equipped with independent cooling and safety systems. Of par-
ticular interest is the quench protection system. The quenching of a magnet
follows an energy absorption of the cold mass of few mJ, that can be cased by
different sources like friction due to movements of the superconductors, cool-
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Figure 1.3: Schematic picture of a cell equipping the LHC arcs.
ing failures or beam losses. Quenches are detected by voltage measurements
in the coils, if the superconducting phase is lost, the power to the magnets
is switched off in a time <∼ 1 s, and the extremely large amount of energy
stored in the dipole (≈ 1 GJ) is discharged by mean of big air cooled resistors
located in the service tunnel. This safety system is designed to prevent any
damage to the dipoles and services in case of magnet or bus bar quenching.
1.2.4 Operative limits
The ultimate performances of LHC are limited by several effects, the most
relevant are listed in the following:
• Beam-Beam Limit The maximum particle density per bunch is limited
by nonlinear beam-beam interaction that each particle experiences in
bunched collisions.
• Maximum Dipole Field The maximum energy that can be reached at
LHC depends on the peak dipole field obtainable in the storage ring.
The nominal field is ≈ 8.33T corresponding to a beam energy of 7
TeV. However the maximum reachable field in practice depends also
on the heat load, that could cause local losses of superconductivity in
the coils (quenching).
• Energy Stored A beam current of ≈ 0.6A corresponds to ≈ 360 MJ of
energy stored in the circulating beams. In addition the energy stored
in the magnetic field is of the order of ≈ 600 MJ. Whenever the LHC
beams have to be stopped, for the end of a run of for some malfunction,
≈ 1 GJ of energy must be safely absorbed. The beam dumping system
hence provides additional limits on the maximum beam energy.
• Collective Beam Instabilities The interactions of charged particles with
each other and with the conducting walls of the vacuum system, can
13
Figure 1.4: Component of a bus bar connection (Up) and current flux trough
the superconducting cables (Down).
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result in collective instabilities of the beam. In general collective ef-
fects are a function of the vacuum system geometry and of the surface
properties. They are usually proportional to the beam intensity and
thus limit the performance of LHC.
• Heat Load The synchrotron radiation in hadron storage rings is small
compared to the one generated in electron rings, therefore does not limit
the performance in term of maximum energy of the beam. However the
radiation must be absorbed efficiently in the cryogenic system, and this
imposes limitations on the maximum intensity of the beam. In general
any energy loss of the beam must be compensated by cryogenics.
In the LHC the luminosity decreases over a physics run, due principally to the
collisions themselves. Other effects that contribute to degradation are non
linear beam-beam interaction, or scattering with residual gas in the vacuum
pipe. All these effects together are expected to determine a beam lifetime
close to 15h.
1.3 The LHC status
The 10th of September 2008 the first proton beam has been injected in the
LHC and made the first turn around the 27 km tunnel. The LHC control
room in Prevessin was crowded of scientists and journalists attracted by the
desire of being witnesses of the beginning of a new scientific era. The RF
cavities where not operative and the energy of the beam was the injection
energy of 450 GeV. Beam 1 was injected in the morning around 10:30 and
was dumped after 3 turns, late in the evening beam 2 made hundreds of
turns without any problem. The first day of operation was claimed as a
great success for the experiment. In the following days the RF cavities have
been commissioned and the beams have been efficiently captured and fo-
cused. The next step would have been the first collisions and the beginning
of the research program. Unfortunately the 19th of September, during the
commissioning of the last sector of dipole magnets to the design field, a crit-
ical accident occurred forcing a delay of operations and also a change in the
physics program for the first collisions.
During the last commissioning step of the main dipole circuit in sector 3-
4 to 9.3 kA, at 8.7 kA, a resistive zone developed in the dipole bus bar
connection between a dipole magnet and the neighboring quadrupole. The
protection system has detected a principle of quenching in the bus bar, but
before tha safety system could properly react a large amount of energy (≈
200 MJ) has been released in the cold mass producing a break in the helium
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enclosure. Around 15 tons of helium have been released in the tunnel with
a strong pressure wave. The resulting damage extended for about 300 m,
more than 50 magnets have been moved by their original positions up to
50 cm, a considerable fraction of cooling connections have been damaged,
also the vacuum enclosure containing the beam pipe has been broken apart
producing a contamination of the ring. The repair and the re-commissioning
of the beam requires about 1 year, the restart of the machine is expected
for November 2009. The most likely cause has been the melting down of the
chopper support of superconducting cables in the bus bar connection, that
could have produced an electrical arc which punctured the helium enclosure.
Unfortunately it is impossible to have a precise picture of the causes of the
accident since the faulty connection has been completely vaporized. After the
accident a careful analysis of commissioning data revealed an anomalous high
resistance of 200 nΩ in the faulty connection while the average value for good
connections is around 0.35 nΩ. The most likely cause of the discrepancy is a
defect in the soldering of the connection. The accident revealed a weakness
in the installation quality assurance and in the magnet protection system,
not designed to face such dramatic bus-bar/interconnect failures. However
the accident has been an opportunity to learn more about the machine and
to approach the next start-up phase in a safer way, many improvement in
the monitoring system have been implemented to avoid a similar situation.
The quench protection system has been updated to give an early identifica-
tion of faulty connections based on calorimetric and electrical measurements
in order to reveal current dependent heat sources. The commissioning and
quality control procedures are more robust and, in addition, improved pres-
sure release valves have been installed in each dipole cryostat.
The LHC machine is planned to start-up again in November 2009, the first
Physics run will last three months, from December 2009 to February 2010.
At the beginning the new machine protection system will be tested at the
injection energy of 0.45 TeV, then the beam energy will increase to 3.5 TeV
that is the maximum planned for 2010. This reduced energy will allow an
efficient monitoring of the machine and a safe operation, while at the same
time the discovery potential in the first period will be reduced. The start
up instantaneous luminosity will be 5 · 1031s−1cm−2 for the first month and
will increase to 2 · 1032s−1cm−2 for the next two months. A total integrated
luminosity of about 300pb−1 is expected to be delivered to experiments in
this first physics run.
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Figure 1.5: Proton-proton interaction scheme.
1.4 p-p collisions at LHC
Hadron colliders are in general a more difficult environment with respect to
electron-positron colliders that are free from QCD background. Moreover
at high luminosity this effect is amplified for the presence of multiple inter-
actions in the same bunch crossing resulting in a very harsh environment
for experiments. We can distinguish between two kinds of proton-proton
interactions at LHC:
• Soft Interactions: The bulk of the events produced in proton-proton
collisions is due to low tranvesre momentum scattering, where the pro-
tons collide at large distances (the so called minimum bias events).
They produce soft events of elastic or diffractive nature in the very
forward regions having the products very low transverse momentum
pT
<∼ 1 GeV. All these events are in general considered of no interest
and they constitute a background for other processes, where massive
particles are created in the hard scattering process.
• Parton interactions: These are collisions with high value of trans-
ferred momentum that produce high transverse momentum particles in
the central detector. These are the interesting collisions to study where
new particles are produced and the potentialities of detectors are used
at best.
In this latter kind of collision the proton, due to its high energy, can be repre-
sented as a beam of partons, each one transporting a fraction x of the proton
momentum (figure 1.5). The parton distribution functions (PDF) f(x,Q2)
describe the parton structure of protons as a function of x and Q2, the mo-
mentum transferred in the collision. An example of PDF, for two values of
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Figure 1.6: PDF of proton for two values of momentum transferred.
Q2 is shown in figure 1.6. As a consequence of the composite structure of
protons hadron collisions are not mono energetic as lepton collisions, but the
actual energy available for each reaction varies in a wide range depending on
the momentum of the partons involved in the reaction. If
√
s is the center of
mass energy, the energy available for a collision of partons a and b becomes:√
s′ =
√
xaxbs. In particular at LHC it is possible to span over an interval
of invariant mass up to a few TeV. The cross section of a generic process
between partons a and b can be expressed in term of PDF as follow:
σ =
∑
a,b
∫
dxa dxb fa(xa, Q
2) fb(xb, Q
2)σab(xa, xb) (1.4)
where σab is the cross section of the elementary process between partons and
fa,b are the PDF.
The cross section and event rate of various processes at LHC energy are
shown in figure 1.7. The total inelastic cross section (σinel) is about 100mb,
corresponding to ≈ 109 interactions per second. At each bunch crossing,
separated by 25ns, approximately 25 soft interactions are produced, each of
them producing on average ≈ 5 charged particles and 8 primary photons per
unit of pseudorapidity. Most of those particles have a low pT , and interesting
signals containing high pT leptons, high ET hadron jets, b-jets and missing
energy, produced by hard interactions are always superimposed to this back-
ground. The unprecedented large statistics expected at LHC is fundamental
for the possible discovery of rare events and to increase the precision on the
measurement of already known parameters. As an example LHC is expected
to produce something like 108 tt¯ pairs in a single year of operations, making
possible a measure of mt with a precision of few GeV/c
2.
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Figure 1.7: Proton-proton cross section for basic physics processes. The total
inelastic cross section is also reported.
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1.5 The LHC Physics Program
The physics program of LHC covers a wide area of modern physics. A brief
outline of the main experimental goals is summarized here:
• Standard Model
Several precision electroweak measurements will be feasible also in the
first LHC run with the two detectors CMS and ATLAS thanks to the
very high statistics expected for SM processes. In the first period the
main purpose will be the tuning of the detector, the standard candles
have key role in this phase. We expect ≈ 106 Z and W, and more than
104 tt¯ events to be collected during the first physics run at 10 TeV, that
will be used to calibrate the calorimeters and align the tracking detec-
tors. The measurement of the Drell Yan (DY) cross section, and hence
the J/ψ and Z0 resonances, will provide a natural standard candle to
calibrate the detectors and establish the momentum scale. For the top
mass measurement the most promising channel is tt¯→ W+W−bb¯ with
one leptonic and one hadronic W decay, where the hadronic part is
used to reconstruct the top mass and the leptonic part to select the
event. The same events will provide a huge sample of W decays that
can be used to measure MW and calibrate the calorimeters.
After the collection of a reasonable amount of statistics, that should
take few years, several other precision measurements will be possible.
In the top quark sector there are the searches for rare top decays (i.e
Flavour Changing Neutral Currents) and the determination of the tt¯
and single top production cross section. Other important SM mea-
surements are related to the production of vector boson pairs, and
hence Triple Gauge Couplings (TGC), that could give indication about
EWSB mechanism. Also b physics will get advantage of the high statis-
tics. The main interest will be the study of CP violation in the decays
of neutral B mesons. One LHC experiment, LHC-b, is dedicated to
b-physics, which will be studied also by ATLAS and CMS, especially
in the low-luminosity phase.
• SUSY
Supersymmetry [9] is a promising theoretical framework in wich a new
symmetry between bosons and fermions is introduced. Supersymmetric
particles should be accessible at LHC energies and have very spectacu-
lar signatures due to cascade decays with many leptons, jets and large
missing energy in the final state. If supersymmetry particles are not
too high in mass, with these striking signatures, LHC experiments will
certainly be able to observe and study it also in the first period of data
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taking. However no evidence for supersymmetry has been observed so
far and many limits on its parameters have been identified.
• Exotic Physics
The Standard Model of particle physics has been extremely successful
in describing a huge amount of data over an energy range from a frac-
tion of eV to about 1 TeV. Nevertheless many experimental results1
suggest that the SM could be a low energy approximation of a more
fundamental theory. Several different scenarios beyond the SM have
been proposed by theorists, generally referred as Exotic Physics. Tech-
nicolor, Little Higgs or extra dimensions theories are examples that
could give rise to new phenomena at the ≈ 1 TeV energy scale. In
some cases the sign of the new physics could reveal during the first
period of LHC collisions, and could trigger an early discovery. A fast
and efficient identification of exotic signals is required. This thesis is
focused on this issue, in particular we have prepared the necessary tools
to face the search of new neutral gauge bosons, known as Z’. The ar-
gument of Physics beyond Standard Model with a special focus on the
Z’ case will be further discussed in the rest of this chapter.
• Higgs Boson Search
The Higgs boson has a wide variety of decay modes depending on its
mass. LHC permits the search of the Higgs signal in a large mass inter-
val from ≈ 100 GeV to ≈ 1 TeV. The current lower limit established
by LEP for the mass of the Higgs boson is mH
>∼ 114.4 GeV. In proxim-
ity of this value, the branching fractions of Higgs boson are dominated
by hadronic channels, difficult to detect at LHC due to the high QCD
background and the relatively poor mass resolution obtainable with
jets. In the light Higgs scenario (mH
<∼ 130 GeV), the golden channel
seems to be the two photon decay, despite its lower branching ratio
with respect to hadronic decays. In the intermediate mass region the
best signature is given by final states containing one or more isolated
leptons. For 130 GeV <∼mH <∼ 600 GeV, the golden channel is H decay-
ing into two Z (one virtual if mH
<∼ 2mZ), with four leptons in the final
state. For a heavy Higgs with 600 GeV <∼mH <∼ 1000 GeV the domi-
nant decays are in Z or W pairs, in this range of mass the presence of
two isolate leptons and two back to back jets can be a good signature.
The Higgs searches however will be penalized by the reduced center
of mass energy in the first data taking and only an exclusion limit for
1Like the observation of neutrino oscillations, or the possible existence of dark matter
to ensure the gravitational stability of galaxies.
21
intermediate masses (e.g <∼ 200GeV ) can be established in the first run
of collisions.
• Heavy Ions
For completeness it is to mention that also Heavy Ions collisions are in
the LHC schedule, even if these studies have not the priority and are
planned for December 2010. However there are recent results on very
strongly interacting nuclear matter produced in Heavy Ion collisions
and referred as quark-gluon plasma. The most stringent signatures
of the production of this kind of matter are the suppression of high
pT particles (jet quenching) and the elliptical flow approaching the
hydrodynamical limit. With a center of mass energy for Heavy Ions
collisions of ≈ 5.5 TeV, LHC will permit to extend the current studies.
1.6 Open questions in the Standard Model
The Standard Model describes the interactions of elementary particles to
an high degree of precision, The discovery of W and Z bosons in the early
1980s gave a spectacular confirmation of the electroweak theory. Precision
measurements at the LEP collider at CERN and the Tevatron have tested
the theory to the 10−3 level. In some cases like the magnetic moment of
the electron the tests are even more precise by many orders of magnitude.
Nevertheless there are many indications suggesting that the SM could be
only a low energy approximation of a more fundamental theory. Some of
them come from recent experimental evidence, other belongs to theoretical
speculations. This is the case for the so called naturalness problem involving
second order corrections to the Higgs mass. The radiative corrections have
effects on all non zero masses, usually the dependence is logarithmic but in
the Higgs case the correction on the mass are more severe. At the leading
order we have:
δ(mH)f ≈ − λf
16pi2
(Λ2 +m2f ) + ... (1.5)
where Λ is the cut-off parameter, which can be interpreted as the energy
scale up to which the theory is valid. Taking this as the GUT scale or the
Planck scale (≈ 1019 GeV), where gravitational effects become important,
this would give corrections many times larger than the Higgs mass itself. It is
possible to limit these corrections within the standard model by other terms,
but the parameters have to be fine-tuned to an extremely high degree, ap-
proximately 1 part over 1034, seeming unnatural for a fundamental theory in
Physics. A more subtle question that theorists try to answer is the so called
hierarchy problem: why we should expect the observed spectrum of mass of
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quarks and leptons, and how they are related each other? Moreover there is
the problem of gravity that should be included in a fundamental theory of
interactions.
Beside these arguments of theoretical nature there are several recent exper-
imental results suggesting the need of an extension of the Standard Model
physics. The recent evidence of neutrino oscillations imply a non zero mass
for these leptons, which should be accommodated in the new physics. There
are also recent astrophysical observations that suggest the existence of huge
amount of cold dark matter in the universe interacting only trough gravity.
In the SM there is no candidate particle to account for the dark matter con-
tent of the universe.
A number of alternative theories have been proposed to overcome these prob-
lems, the next section will provide an overview of few promising models that
can explain new physics at the TeV scale.
1.7 Beyond the Standard Model
A fundamental part of the research program of LHC experiments is focused
on exotic physics. Here we try to summarize the guidelines of the most
popular scenarios proposed to extend and correct the current theory of in-
teractions.
• Grand Unified Theories (GUT) [11, 10] reflect a general approach
of extension of the Standard Model aimed to the unification of the
four fundamental forces. The basic idea is to find a extended sym-
metry group embedding naturally the Standard Model gauge group
of symmetry (SU(3)c × SU(2)L × U(1)Y ) as a low energy approxima-
tion. GUT theories have been developed starting from SO(10), SU(5)
and E6 symmetry groups. This last case is the most recent, inspired by
super-string theories. This approach is motivated by the desire to unify
quarks and leptons and to reduce the number of independent coupling
constants. Despite the elegant approach to unification of interactions
these theories predict new fundamental phenomena, like the proton de-
cay, not yet observed.
An interesting class of GUT theories is represented by the so called
Left-Right models [20]. They give an extensions of the Standard
Model with an explicit inclusion of a left-right symmetry, with the aim
to explain the existence of pure left-handed charged weak interactions
(at low energy) via a spontaneously broken local symmetry. They also
provide a natural explanation for light neutrinos by incorporating heavy
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right-handed neutrinos, thereby accommodating light left handed neu-
trinos via the see-saw mechanism.
• Super Symmetry (SUSY) is a very promising alternative to the SM
[9]. In this framework each SM fermion has a bosonic partner and vice
versa, these new particles are named s-particles. In SUSY the hierarchy
problem is solved in a way similar to the cancellation of the quadratic
divergences for the mass terms of the Standard Model fermions. In this
case the mass is kept naturally low by the introduction of the chiral
symmetry, which doubles the degrees of freedom, associating particles
with antiparticles. With the introduction of this new fermion-boson
symmetry the divergences in Higgs mass correction are kept low if we
assume equal Yukawa couplings for bosons and fermions and a mass
of s-particles of the order of few TeV. The new symmetry imposes
the conservation of R-parity, that forces sparticles to decay into SM
particles plus an odd number of supersymmetric particles. The weakly
interacting lightest supersymmetric particle (LSP) is therefore stable
and, if it is neutral, it is a natural candidate for the dark matter.
There is a large number of possible supersymmetric theories, to mention
is the Minimal Super-symmetric Standard Model (MSSM), minimal
with respect to the number of new particles to be introduced. Recent
developments have shown that promoting supersymmetry to a local
symmetry there is room to include gravity in the theory. Though there
are still problems in these theories, this is a promising approach to final
unification of interactions.
• Strong Dynamics models try to explain the EWSB as a result of the
dynamics of a new strongly interacting sector that should reveal at the
TeV energy scale. The leading idea is the production of bosonic states,
starting from a new generation of leptons, that can have the role of the
Higgs boson in the SM. This phenomenon is similar to the formation of
bound states of elementary fermions (Cooper pairs) in a superconduct-
ing phase transition. There are two reference models representative
of this class of new physics: Technicolor [12, 66] and Little-Higgs
[14, 15]. The first is based on the fact that chiral symmetry breaking in
QCD causes a dynamical EWSB giving mass to W and Z bosons, even
if the masses acquired with this mechanism are very low. This is the
starting point to imagine a new strongly interacting sector that causes
the EWSB through the same mechanism. The little-Higgs models are
based on the idea that the Higgs boson has a Nambu-Goldstone nature
generated by a spontaneously broken global symmetry. The first model
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was proposed by Arkeni-Hamed, Cohen and Giorgi, they argued that
the gauge and Yukawa interactions of the Higgs can be incorporated in
such a way that no quadratic divergence in the one-loop contribution to
the Higgs mass is generated. This occurs as a consequence of a special
collective pattern through which the global symmetry is broken.
• In Extra Dimensions theories additional compactified spatial dimen-
sions are added to the usual 4-D space-time to explain the weakness
of gravitational forces compared to the others fundamental interac-
tions. There are a wide variety of models, depending on the number
and the size of extra dimensions, whether they are flat or warped,
whether the SM fields are allowed to propagate in the extra dimen-
sions or not. These kind of speculations are based on the fundamental
work of T.Kaluza and O.Klein in the 20s [16]. Starting from Einstein’s
General Relativity, they demonstrate the possible unification of elec-
tromagnetic and gravitational forces in a 5 dimensional space-time;
the 5-th dimension being compactified to a radius of the order 10−33
cm. Recent developments are described in [17, 18]. If this is the real
distance scale to observe extra dimensions it is well above the LHC po-
tential. However extra dimensions theories have been largely developed
and some different approach, like the Randall-Sundrum model [19], re-
ferred as warped extra dimensions, could give experimental evidence
at 1 TeV energy scale, thus in the LHC possibilities. Experimental
signatures of extra dimensions are different depending on the scenario:
there could be production of gravitons escaping in extra-dimensions
with high values of Emiss, or the production of mini black-holes evapo-
rating through decays involving equal production of fundamental parti-
cles. Also Kaluza-Klein towers of excited state accessible to SM gauge
bosons could be observed at LHC.
Surely this list is not complete, at the end only the experiment will give a
complete picture of its potentialities, however all the models mentioned have
something in common. They all results in an extended spectrum of particles
with respect to SM containing new gauge bosons, referred commonly as Z’ or
W’ depending on the charge. The case of the Z’ is particularly interesting for
experimentalist, since the decay in pairs of isolated leptons is a good signature
in hadron colliders and could trigger an early discovery. In the next section
the case of the Z’ boson will be discussed with a phenomenological approach.
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1.8 The Z’ boson
New massive and electrically neutral gauge bosons are a common feature of
physics beyond the Standard Model. They are present in most extensions of
the Standard Model gauge group, including models in which the Standard
Model is embedded into a unifying group. They can also arise in certain
classes of theories with extra dimensions. Whatever the source, such a gauge
boson is called a Z’. While current theories suggest that there may be a
multitude of such states at or just below the Planck scale, there exist many
models in which the Z’ mass is around the weak scale. Models with extra
neutral gauge bosons often contain charged gauge bosons as well, referred as
W’. However the focus of this thesis will be on Z’ that, as discussed later,
could lead to a possible discovery in early LHC data. The Z’ phenomenology
is very similar to other possibilities beyond Standard Model, the same tools
can be used for gravitons or KK tower searches as well, opening a wider field
of possible discoveries with respect to the case of the W’.
The Z’ search through the decay in lepton pairs is particularly interesting
for experimentalists for several reasons. First of all the study of high pT
leptons is a fundamental step to calibrate and align the detectors, especially
lepton pairs from the Z0 resonance will give precious informations to set up
the detector (e.g energy and momentum scales). The case of di-muon fi-
nal state is particularly interesting for CMS: muons are easily identified and
their parameters can be measured with high precision given the robust and
highly redundant tracking system. The muon identification and reconstruc-
tion algorithms involve all the CMS subdetectors; the interplay of the inner
tracking system, the muon chambers and the calorimeters is fundamental to
measure the muon track parameters and the relative energy deposits. The
muon analysis is hence a fundamental step to understand the detector and
refine the commissioning, as a consequence physics analysis involving muons
is strategic in the first period of LHC collisions.
The discovery of a new Z’ would be exciting by itself, but its implications
would be much greater than just the existence of a new vector boson. Break-
ing the U(1)’ symmetry would require an extended Higgs sector, with sig-
nificant consequences for fundamental interactions physics and cosmology.
Anomaly cancellation usually requires the existence of new exotic particles
that are vector with respect to the standard model but chiral under U(1)’,
with several possibilities for their decay characteristics. Finally, the decays of
a heavy Z’ may be a useful production mechanism for exotics and s-particles,
and could provide a new TeV standard candle for future experiments. This
section provides a description of the general features of the Z’, it is organized
in two parts: the first is related to the production mechanism in p-p collisions,
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Figure 1.8: Leading order Feynman diagram for the production of the Z’ at
LHC, the two muons in the final state could be any pair of leptons or quarks.
the second part is focused on the two Z’ models considered as references in
this thesis.
1.8.1 Z’ production: the Drell-Yan process
The Z’, like the Z0, should appear as a resonance in the Drell-Yan cross
section. In general a resonance is an instable particle produced in an hard
process, its cross section (σ) can be expressed with the Breit-Wigner formula:
σ ≈ Γ
pi
[
(E −M)2 + (Γ/2)2] (1.6)
where Γ is the natural width of the resonance, M its mass and E the center
of mass energy of the process. The width Γ is related to the decay time (τ)
of the resonant state (τ ∝ 1/Γ). The main SM process that yield inclusive
muon pairs production trough a resonance in hadron colliders is the Drell-Yan
(DY) process:
q + q¯ → l+l− +X (1.7)
where l+l− represents a massive lepton pair. The Feynman diagram at the
leading order is shown in figure 1.8, the mediator of the interaction can be a
virtual photon (γ∗) or a Z0. The name DY comes from S. D. Drell and T. M.
Yan, who provided the first successful description of lepton pair production
in the context of the parton model. The general form of the p-p→ l+l− +X
cross section can be expressed as a function of the leptonic invariant mass
M, the rapidity y = 1/2ln [(E + pz)/(E − pz)] and the cosθ∗ of the center of
mass frame scattering angle:
dσ
dMdydcosθ∗
=
∑
q
[
gSq (y,M)Sq(M)(1 + cos
2θ∗) + gAq (y,M)Aq(M)2cosθ
∗]
(1.8)
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where Sq(M) and Aq(M) involve the axial and vector coupling of fermions to
gauge bosons, gSq and g
A
q are the parton distribution function of the pp beam
and the sum is over the number of quarks. The cosθ∗ dependence reflect the
spin nature of the resonance, while the y dependence is mainly related to the
hadron structure functions. The forward-backward asymmetry (FBA) arises
from the axial coupling to fermions, as we will discuss in the next section, the
measurement of FBA can be used to discriminate the nature of the resonance
even if is a difficult measurement to be performed in pp collisions.
The measure of the DY cross section in lepton and hadron colliders is related
to several experimental successes of SM physics: the discovery of the Z0
boson, of the J/ψ and of the Υ are the proof of the great experimental
interest in the study of two leptons final states. The total cross section for
Z’ production is model and mass dependent, for MZ′ ≈ 1TeV the value is
about 0.1 pb with a pp center of mass energy of 14TeV , leading to a event
rate of about 10−3Hz at the LHC design luminosity.
1.8.2 Z’ models
There are many proposed theoretical frameworks that predict a Z falling
into two rather broad categories depending on whether or not they arise in
a GUT scenario. As an example of a GUT inspired model containing a Z’
we can consider the Left Right Symmetric Model (LRM) [25], based on the
low energy gauge group SU(2)L × SU(2)R × U(1)B−L, in this case we have
also a new charged gauge boson W ′. For the non-GUT scenarios we can
mention the Little Higgs [26] models, that predict a Z’ and a broad spec-
trum of new particles, new gauge bosons, fermions and Higgs, necessary to
remove at one-loop the quadratic divergence of the SM Higgs mass. There
are also many models in which strong dynamics is involved in electroweak
symmetry breaking, which often involve additional elementary gauge bosons
or composite spin-1 states. As an example the Dynamical Symmetry Break-
ing (DSB) models in which the Higgs is replaced by a fermion condensate
([39, 40, 41]) typically involve new Z’ bosons. For a complete review see [21]
and references therein.
From this large variety of models, we concentrate only on two which are fre-
quently discussed and commonly used as reference by experimenalists. These
two Z’s have been used in this thesis to develop and test the necessary anal-
ysis tools to prepare for data taking and are available in the widely used MC
generator for high energy physics Phytia. Morever these two models are at
the extremes of the present exclusion limits set by the Tevatron and LEP for
Z’ searches (see section 1.9).
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• Z ′SSM within the Sequential Standard Model (SSM) is a toy particle,
arising from the artificial introduction of an additional U(1) symme-
try group in the SM. The couplings to fermions are the same of the
Z0. The Z
′
SSM is commonly used as a benchmark by experimentalists,
even if it’s nature is intrinsically fake since the additional symmetry
group breaks the gauge invariance of SM. However there are two pos-
sibilities for the Z ′SSM to be a real particle beyond SM: a first case
could be the existence of an hidden sector of exotic fermions with dif-
ferent couplings to Z ′SSM and Z0, the second possibility would occur
if Z ′SSM was an excited state of the ordinary Z0 in models with large
extra dimensions. An important feature arising directly by this model,
but also common to other possibilities is the suppression of the three
vector boson coupling of a factor ≈MZ/MZ′ . We can thus neglect the
bosonic decays and the total width (Γ) of the Z’ is a linear function of
it’s mass. Considering only the SM spectrum of particles Γ is about
3% of the mass value, in analogy with the Z0.The branching ratio is
dominated by hadronic decays (≈ 90%), however the high QCD back-
ground makes the observation of this channels at LHC very difficult.
The branching fraction to leptons is ≈ 10% with equal contributions
of the three families.
• A new boson, referred as Z ′ψ, is foreseen in super-string inspired GUT
models where the underlying symmetry group is E6 ([22, 23, 24]). The
decomposition pattern is:
E6 → SO(10) ⊗ U(1)ψ → SU(5) ⊗ U(1)χ ⊗ U(1)ψ
actually containing two U(1) factors beyond the Standard Model U(1)ψ
and U(1)χ, and hence two new vector boson. The physically observable
mass eigenstate is given by a mixing of the two:
Z ′ = Z ′ψcosθ + Z
′
χsenθ (1.9)
Additional Z’s have been predicted for different values of the mixing
angle θ, the most common are the Zψ,Zχ and Zη which correspond to
θ values of 0, pi/2 and sin−1(
√
3/8) [58]. In this thesis only the Z ′ψ is
considered since it is expected to be the lightest.
Considering decays only to SM particles, the partial width for two
fermions final states can be generically expressed as follows:
Γff¯ = µMNf
g2
12pi
[(
v2f + a
2
f
)(
1 + 2
m2f
M2
)
− 6a2f
m2f
M2
]
(1.10)
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where Nf is the color coefficient (e.g 1 for leptons and 3 for quarks)
and µ is the phase space factor due to the massive final fermions√
1− 4m2f/M2. Under the obvious assumption of M  mf , the linear
dependency of Γff¯ on M is recovered. For the Z
′
ψ the value expected for
Γ/M is around 0.6% with a branching fraction in two muons of about
4.5%.
The observables related to Z’ searches hopefully measurable with LHC ex-
periments are the mass (MZ′), the partial width in leptons (Γfi), the angular
distribution of leptons and the AFB in the decay. We will see in chapter 6
that the mass can be measured with a precision of about 3% within the first
100 pb−1 integrated luminosity. The expected invariant mass resolution of a
TeV muon pair in CMS is about 10%, the natural width of the resonance
can be thus measured only with large uncertainties. The angular distribu-
tion of the leptons in the Z’ decay can be used to discriminate the spin of
the resonance, this measurement is fundamental to identify the nature of the
resonance. However it requires few 10 fb−1 of data with a reduced interest
in the first period of collisions. The forward backward asymmetry of leptonic
decays of Z’can give important indications on the model to which the Z’ be-
longs as described in [27, 28]. However this measurement in hadron colliders,
where the directions of incoming quarks and anti-quarks are ambiguous, is
challenging and requires an integrated luminosity of the order of 250 fb−1. In
conclusion, with the 300pb−1 expected in the first long physics run of LHC,
even if a resonance is discovered, we could only measure its mass.
1.9 Present constraints
Z searches are of two kinds: indirect and direct. Important constraints arise
from both these sources at the present moment. Indirect searches are based
on precise electro-weak measurements performed at LEP and LEPII. While
direct searches up to a center of mass energy of about 1 TeV have been per-
formed at Tevatron in CDF and D0.
In the first case one looks for deviations from the SM that might be asso-
ciated with the existence of a Z’; this usually involves precision electroweak
measurements at, below and above the Z-pole. An important indirect search
have been performed at LEPII and related to the measurement of AFB at
the Z0 pole. In electrons colliders this measurement can be performed with
an high level of precision and is particularly sensitive to the Z’ mass and
couplings and their effect on the Z0 mass itself. No obvious deviation from
SM predictions have been observed and LEPII placed a lower limit, at 95%
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confidence level, of 487 GeV and 1784 GeV respectively for the Z ′ψ and Z
′
SSM
masses. In the case of direct searches we rely on the Drell-Yan process at the
Figure 1.9: Extrapolation of the Z’ reach for a number of different models at
the Tevatron as the integrated luminosity increases. Results from CDF and
D0 are combined.
Tevatron as mentioned above. The present lack of any signal with an inte-
grated luminosity approaching 1fb−1 allows one to place a model-dependent
lower bound on the mass of the Z’. These bounds are obtained by determin-
ing the 95% CL upper bound on the production cross section for lepton pairs
that can arise from new physics as a function of MZ′ . Then, for any given
Z’ model one can calculate σZ′B(Z
′ → ll) as a function of MZ′ and see at
what value of MZ′ the two curves cross. At present the best limit comes
from CDF although comparable limits are also obtained by D0. The lower
bound is found to be 850 GeV assuming that only SM fermions participate
in the Z decay. For other models an analogous set of theory curves can be
drawn and the associated limits obtained. The result is shown in figure 1.9
for combined results of CDF and D0 as a function of the integrated luminos-
ity delivered to the experiments. The Tevatron will, of course, be continuing
to accumulate luminosity for several more years possibly reaching as high as
8 fb−1 per experiment. Assuming no signal is found this will increase the
Z’lower bound by about 20% (fig. 1.9). However at Tevatron, due to the
rapidly falling parton densities, mass values above 1 TeV are not observable
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and will be explored at LHC.
1.10 Conclusions
The LHC is ready to produce proton-proton collisions at a CM energy of 10
TeV for the end of 2009. In the first run ≈ 300 pb−1 of integrated luminosity
will be delivered to the experiments. These data will be particularly useful
to understand and tune the detectors, however there is also room for physics
analysis, and if nature reserve for us a striking surprise, also the discovery of
new particles as the Z’, which would be possible with the expected statistics.
We have thus to be ready, and we must prepare the detector at best to face
this challenge. CMS with his complex and highly performing tracking system
is a good candidate to reach an early discovery in the di-lepton channel in the
first LHC collisions. The next three chapters describe the fundamental tools
we need to carry on this analysis: chapter 2 is focused on the CMS detector,
the level 1 trigger architecture and the computing facilities, chapter 3 is
entirely dedicated to the inner tracker, while chapter 4 is focused on muon
reconstruction and identification.
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Chapter 2
The Compact Muon Solenoid.
CMS is a general purpose proton-proton detector designed to run at the high-
est luminosity of LHC. The CMS design was driven by the requirements of
a robust and redundant muon system, a precise electromagnetic calorimetry,
and a high quality central tracking system. To achieve these goals a solenoidal
magnetic field of 4 T was chosen. This chapter describes the design features
of the CMS detector with emphasis on hardware performances.
Figure 2.1: 3D view of CMS detector.
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2.1 Introductory remarks
The design of CMS has been optimized for the search of the Standard Model
Higgs boson over a mass range 80 GeV-1 TeV , but will also allow the de-
tection of a wide range of possible signatures from alternative electro-weak
symmetry breaking mechanisms. The design goals of CMS can be summa-
rized as follows:
• High performance muon system, to reconstruct isolated lepton states.
• Efficient calorimetric systems, and hermetic coverage to measure E and
ET -miss.
• High quality central trucking system, for efficient primary and sec-
ondary vertex reconstruction.
• Lifetime ≈ 10 y.
Figures 2.1 and 2.2 present a 3D-view and the cross section of the apparatus.
CMS is composed in a multi layer cylindrical structure (barrel) enclosed by
several end caps to assure hermetic closure; the radius is ≈ 7m with an
overall length of ≈ 22m. The barrel region is constituted by a supercon-
ducting solenoid producing a 4T magnetic field. In its interior are housed
silicon tracker devices (µ − strip, pixels) and the calorimeters, electromag-
netic (ECAL), and hadronic (HCAL). The external part and the end caps are
constituted by an iron joke that traps the magnetic field outside the volume
of the solenoid, and houses the muon detectors: drift tubes (DT), resistive
plate chambers (RPC) and chatode strip chambers (CSC). The joke is di-
vided into 5 barrel rods (YB), and two end caps (YE), due to the different
dose and kind of radiation in these two regions, the barrel part houses RPC
and DT, while the end caps are equipped with RPC and CSC. Two very
forward calorimeters extend the coverage up to |η| <∼ 5. These features allow
a very good measurement of the energies of muons, electrons, other charged
particles and photons, typically with a precision of about 1% at 100 GeV.
Such an high precision leads to excellent mass resolution for states such as
intermediate mass Higgs bosons, Z’, B mesons in proton-proton collisions or
Y states in heavy ion collisions. CMS is a compact and powerful spectrom-
eter that is well matched to the physics potential of the LHC. In particular
muon identification and reconstruction of the trajectory parameters will be
very robust feature of CMS, and have a key role in Exotica searches like Z’.
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Figure 2.2: Transversal view of CMS.
2.2 The magnet
The geometry and strength of the magnetic field have been a crucial point in
the design of CMS especially for what concern the muon spectrometer. Two
choices have been considered: toroidal and soleinoidal magnet geometry. A
large superconducting solenoid has been chosen for two main reasons:
• The solenoid bends the trajectories of charged particles in the trans-
verse plane, permitting an high precision primary vertex reconstruction
(≈ 20µm).
• Momentum measurement in a solenoid starts at r = 0, while for a
toroid it starts after the absorber, typically at r above 4 m. For a
similar bending power the overall size of a solenoidal system is smaller
than that for a toroidal magnet.
Furthermore the past experience with ALEPH and DELPHI at LEP, or CDF
and D0 at Tevatron, gave a good know how for the realization of supercon-
ducting solenoids for high energy experiments.
A superconducting solenoid of length ≈ 13m with a free inner diameter of
5.9 m retrieving an highly uniform magnetic field of 4 T, has been realized
for CMS. The muon spectrometer then consists of a single magnet giving a
simpler architecture to the detector. The inner coil radius is large enough
to accommodate the inner tracker and the calorimeters. The magnetic flux
is returned via a 1.5 m thick iron yoke instrumented with four stations of
muon chambers. Figure 2.3 presents a view of the magnet and the iron joke
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Figure 2.3: View of superconducting magnet and iron joke. The barrel yoke
is subdivided along the beam axis into five wheels, with a thickness around
2.5 m. Each wheel is made up of three iron layers shaped to house muon de-
tectors. Connecting brackets join together the steel plates forming the three
layers and provide the required structural rigidity. The central wheel (YB0)
is the only stationary part around the interaction point, used to support the
vacuum tank and the superconducting coil. The other four wheels and the
end-cap disks slide on common floor rails to allow insertion and maintenance
of the muon stations
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Figure 2.4: Magnet system main parameters.
including services for operation, figure 2.5 shows the installation of the su-
perconducting coil. The Magnet system includes a cryostat, power supply,
quench protection systems, vacuum pumping and control systems. The coil is
inserted inside the cryostat and consists of the windings with their structural
supports, the thermal radiation shield and vacuum tank.The conductor con-
sists of three concentric parts: the central flat superconducting cable, with
high purity aluminum stabilizer, and an external aluminum alloy reinforc-
ing sheath.The superconducting cable is of Rutherford type and contains 40
NiTb strands. In figure 2.4 a summary of magnet parameters is presented.
For more details see reference [29].
2.3 The Tracker
The Tracker is the subdetector system which is closest to the interaction
point, a general layout is presented in figure 2.6. A Tracker completely based
on Silicon detectors has been chosen given the high spatial resolution of the
measurements obtainable with silicon detectors (about 10 µm). In the inner
region is placed a pixel detector made of three barrel layers and two mini
end-caps, with a minimum distance from interaction point of ≈ 4 cm. Pixel
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Figure 2.5: Picture of the superconducting solenoid installed in CMS.
Figure 2.6: 3D layout of the CMS silicon trucker.
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detectors are used at LHC for the fist time in hadron colliders, and are key
component in tracking, especially for primary vertex reconstruction.
The Tracker Inner Barrel (TIB), Outer Barrel (TOB), and End Caps (TEC),
visible in figure 2.6, are independent µ − strips subdetectors that complete
the silicon tracker of CMS. The TIB is composed of a barrel part of four
layers equipped with r − φ sensors, and three mini end caps equipped with
z − φ modules. The TOB comprises six active layers while the TEC is
composed of nine rings. More Details on the layout, sensors, readout system
and performances of the µ− strip tracker are provided in chapter 3, entirely
dedicated to this subsystem. In particular an half of the TIB subsystem has
been assembled and tested in Pisa before insertion in CMS and I have been
directly involved in these operations.
2.4 Electromagnetic Calorimeter
A complex Electromagnetic Calorimeter (ECAL) [30] is used to identify elec-
trons and photons with good energy and position resolution. The layout is
presented in figure 2.7. ECAL is divided in a barrel region and two end
caps, a preshower detector consisting of two layers of lead/silicon sandwiches
placed in front of the end caps enhance pi0 identification in the forward re-
gion. The design of the calorimeter is optimized for the detection of Higgs’
electromagnetic decay H → γγ, expected to have a good signature for
90GeV <∼mh <∼150GeV . In this mass range the natural width of the Higgs
boson is ≈ 10MeV , very small, hence for its discovery the choice is fallen
on an high resolution, high granularity calorimeter based on lead tugstate
(PbWO4) crystals equipped with photo multipliers. This material has an
high scintillation efficiency, rapid response 1, and very good radiation toler-
ance. Moreover the very small Moliere radius (≈ 2.19 cm) of PbWO4 reduces
the effect of pileup contributions to the energy measurement by reducing the
area over which the energy is summed. A total thickness of about 26 radiation
lengths (X0) at η = 0 is required to limit the longitudinal shower leakage of
high-energy electromagnetic showers to an acceptable level.This corresponds
to a crystal length of 23 cm in the barrel region. The presence of a preshower
(a total of 3X0 of lead) in the endcap region allows the use of slightly shorter
crystals (22 cm). A barrel crystal equpped with photomultiplier is presented
in figure 2.8, a total of about 83000 crystals are used in CMS ECAL. The
crystals are mounted in a geometry off-pointing to the mean position of the
primary interaction vertex with a 3o tilt in φ and in η to limit the effects of
185% of scintillation light is emitted in 25 ns that is the bunch crossing time at LHC.
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Figure 2.7: Layout of the electromagnetic calorimeter.
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Figure 2.8: PbWO4 scintillator crystal, the glued photomultiplier is also
visible.
inter-crystal gaps on the energy measurement. The granularity in the bar-
rel region is ∆η ×∆φ ≈ 0.0175 × 0.0175, high enough to separate photons
from pi0 decay. The granularity decreases with η and reaches a maximum
of ∆η × ∆φ ≈ 0.05 × 0.05 in the very forward region. The light emitted
by crystals in the barrel is collected by avalanche photo diodes (APD) ca-
pable to work efficiently in presence of a high transverse magnetic field. In
the end-cap regions the radiation dose will be much higher, hence vacuum
photo triodes (VPT) have been chosen to read out the signals. Crystals for
each half-barrel will be grouped in 18 supermodules each subtending 20o in
φ. Each supermodule will comprise four modules with 500 crystals in the
first module and 400 crystals in each of the remaining three modules. For
simplicity of construction and assembly, crystals have been grouped in arrays
of 2 × 5 crystals which are contained in a very thin wall (200 µm) alveolar
structure and form a submodule. A summary of design parameters of ECAL
is presented in figure 2.9.
The energy resolution of ECAL can be parametrized according to the
following expression: ( σ
E
)2
=
(
a√
E
)2
+
(σn
E
)2
+ c2 (2.1)
Where a is the statistic term, σn the noise and c a calibration term. Beam
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Figure 2.9: Summary of ECAL design parameters.
test measurements provide the following estimates for the parameters: a =
2.7%GeV 1/2, c = 0.55% and σn = 155MeV for the barrel crystals while
a = 5.7%GeV 1/2, c = 0.55% and σn = 200MeV for the end-caps.
2.5 Hadronic Calorimeter
The Hadronic Calorimeter (HCAL) [31] layout is shown in figure 2.7. The
design goals are good jet energy resolution and precise measurement of the
jet direction and missing transverse momentum. Therefore, the detector
must be thick enough to fully contain the hadronic shower, have a good
transverse granularity and be completely hermetic. The choice for CMS is a
sampling calorimeter with active layers alternated with absorbers, structured
in a barrel part (HB) and two end caps (HE). The Copper absorber plates are
5 cm thick in the barrel and 8 cm thick in the end caps. The active elements
of the entire central hadron calorimeter are 4 mm thick plastic scintillator
tiles read out using wavelength-shifting (WLS) plastic fibers. A picture of
the barrel HCAL is presented in figure 2.10. The barrel hadron calorimeter
is about 79 cm deep, which at η = 0 is 5.15 nuclear interaction lengths in
thickness. This is somewhat thin, and to ensure adequate sampling depth for
the entire |η| <∼3 region, the first muon absorber layer is instrumented with
scintillator tiles to form an Outer Hadronic Calorimeter (HO) also said tail
container. Scintillators are arranged in projective towers with a granularity
∆η ×∆φ = 0.087 × 0.087 to guarantee an effcient two-jet separation. The
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Figure 2.10: Picture of HCAL taken at point 5 during commissioning.
coverage extends up to |η| <∼ 1.4 for the barrel and 1.4 <∼ |η| <∼ 3 for the end
caps. The energy resolution in combination with ECAL is:( σ
E
)
≈ 100%√
E
⊕ 45% (2.2)
A degradation of the response is expected at |η| ≈ 1.4 because in this region
the amount of inactive material is higher due to the presence of services and
cables.
A very forward calorimeter (VFCAL) is placed outside the magnet to extend
the hermetic coverage to the region between 3<∼ |η| <∼5. It is also a modular
sampling calorimeter made of quartz fibers alternated with Copper. The
granularity of VFCAL is ∆η ×∆φ = 0.17× 0.17. The forward calorimetry
is expected to provide an energy resolution of:( σ
E
)
≈ 1.82√
E
⊕ 0.09% Hadrons (2.3)
( σ
E
)
≈ 1.38√
E
⊕ 0.05% Electrons (2.4)
The energy of particles is measured by collecting Cerenkov light from quartz
using PM tubes. A group of HF modules is shown in figure 2.11.
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Figure 2.11: Five wedge modules of the forward hadron calorimeter (HF)
with quartz fibers inserted. The fibers are bundled to a form tower and
taken to where the PMs will be mounted
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Figure 2.12: Layout of muon stations of CMS.
2.6 Muon system
A complex an highly redundant muon system [32] constituted of Resistive
Plate Chambers (RPC), Drift Tubes (DT) and Cathode Strip Chambers
(CSC) is placed outside the magnet, the layout is shown in figure 2.12. Its
purpose is multiple: it allows muon identification and the measurement of
their momentum, it provides the trigger signal for events with muons as well
as a precise time measurement of the bunch crossings. The barrel region is
equipped with DTs while CSCs are used in the end cap regions, where the
radiation dose is higher. RPCs, with their very low reaction time (≈ 2−3ns)
are key elements to identify the bunch crossings, and have been installed in
both regions. The pt resolution of the overall muon system is ∆pT/pT ≈
8 − 15% for pT = 10 GeV/c muons and ∆pT/pT ≈ 20 − 40% for pT up to
1 TeV/c. The matching with track segments in the inner tracker allows to
improve the resolution up to 1% and 7−16% respectively. The muon system
and the reconstruction algorithms, being fundamental tools for heavy boson
discovery are described in details in Chapter 4.
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Figure 2.13: Schematic view of the CMS forward region.
2.7 The Forward Detectors
The CMS central detectors have an acceptance in pseudorapidity of about
|η| ≤ 2.5 for tracking detectors and |η| ≤ 5 for the calorimeters. How-
ever the most fraction of charged particles and energy flow produced in LHC
collisions have a very forward distribution with 5 ≤ |η| ≤ 11. To get exper-
imental information in this high pseudorapidity range approaching the beam
line, there are two detectors: CASTOR and TOTEM aimed to complete the
picture of LHC events obtainable with the CMS detector. The position of
CASTOR and TOTEM in the CMS forward region is sketched in figure 2.13.
2.7.1 TOTEM
The TOTEM [33] detector was conceived to measure the pp elastic scatter-
ing cross section as a function of the exchanged momentum, the total cross
section (with a precision of about 1%) and the diffractive dissociation at√
s=14 TeV. The detector is constituted of two tracking telescopes, T1 and
T2, and three roman pot (RP) stations, on each side of the IP. The telescopes
are equipped with Cathode Strip Chambers and Gas Electrode Multipliers
chambers (GEM) to detect charged particle in the pseudorapidity ranges of
3.2 ≤ |η| ≤ 5 (T1) and 5 ≤ |η| ≤ 6.6 (T2). The RP stations are placed at
a distance of 147 m and 220 m from IP. The TOTEM detectors can provide
input data to the Global Trigger of CMS Level-1 trigger. Track finding in
T1 and T2 for triggering purpose is optimized to select beam-beam events
with tracks pointing back to the IP, thus rejecting beam-gas and beam halo
events.
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Figure 2.14: Diagram of L1 trigger informations flow.
2.7.2 CASTOR
The CASTOR (Centauro And Strange Object Research) [34] detector is a
calorimeter with electromagnetic and hadronic sections to cover the pseudo-
rapidity range 5 ≤ |η| ≤ 6.5, designed to measure pp, pA and AA collisions,
where A is an heavy ion. The apparatus is based on Cerenkov light mea-
surement, consisting of successive tungsten plates as absorbers and fused
silica (quartz) plates as active medium. The use of tungsten provides suffi-
cient density of the material to contain the transverse spread of the signal to
within few cm from the initial impact point, the quartz is chosen to ensure
high radiation tolerance. CASTOR has a total depth of of about 22X0 in
the EM section and 10.3 λI in total. It is situated on the collar shielding
in the very forward region of CMS starting at 14.30 m from the interaction
point. The energy resolution has a stochastic therm of 25%/
√
E[GeV ] and
a constant therm of 2.5 %. The timing resolution of order of 10 ps can be
exploited to enter the Level-1 decision.
2.8 The Trigger
At the LHC nominal luminosity, the total event rate is of the order of 109
Hz; however, the rate for interesting events is much lower <∼ kHz (see figure
1.7). A large fraction of the corresponding selection has to be performed on-
line, since the raw event size is of the order of 1 MB, storing and processing
the resulting amount of data would be prohibitively difficult and expensive.
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The goal of the trigger system is to perform this online selection, reducing
the event rate to the order of 100 Hz, that is enough to accommodate the
signal channels of interest. This task is difficult not only because of the
high rejection factors of seven order of magnitude that are required, but also
because the output rate is saturated already by processes like Z → ll and
W → lν, where high-pT leptons are produced. The trigger system must
be able to select events on the basis of their physics interest, and online
selection algorithms must have a level of complexity comparable to that of
off-line reconstruction. Moreover, the time available to perform this selection
is limited. Bunch crossings will occur at a rate of 40 MHz, so that a decision
must be taken every 25 ns. This time is too small even to read out all
raw data from the detector. To overcome this difficulty, the accept/reject
decision is taken in several steps (levels) of increasing refinement, where each
one takes a decision using only part of the available data. In this way,
higher trigger levels have to process fewer events that permit to go into
finer details and to use more refined algorithms at the same time. Due to
the strict timing constraints, the first step of the CMS trigger, the Level-1
trigger, is implemented on dedicated programmable hardware. The Level-1
has access to the data from the calorimeters and the muon detectors with
coarse granularity; on the basis of this limited information it has to reduce
the input rate up to a level acceptable for the Data Acquisition system (DAQ)
that is about 100 kHz. The selected events are then passed to the High Level
Trigger (HLT), which is completely implemented on software running on a
farm of commercial processors. This allows full flexibility and optimization of
the algorithms. The HLT is further subdivided in two logical levels (Level-2,
Level-3). For a detailed description of the CMS trigger see reference [35].
The following sections briefly describe the design of the Level-1 trigger, with
particular focus on the muon trigger.
2.8.1 The L1 Trigger
The Level-1 trigger is implemented on custom-built programmable hardware.
It runs dead-time free and has to take an accept/reject decision for each bunch
crossing, i.e. every 25 ns. This is achieved with a synchronous pipelined
structure of processing elements, each taking less than 25 ns to complete its
task. At every bunch crossing, each processing element passes its results to
the next element and receives a new event to analyze. During this process,
the complete detector data are stored in pipeline memories, whose depth is
technically limited to 128 bunch crossings. The Level-1 decision is therefore
taken after a fixed time of 3.2 µs. This time must include also the transmis-
sion time between the detector and the counting room (a cable path of up to
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90 m each way) and, in the case of Drift Tube detectors, the electron drift
times (up to 400 ns). The time available for calculations can therefore be as
low as 1 µs. The Level-1 trigger system is organized into three major sub-
systems: the Calorimeter Trigger, the Muon Trigger, and the Global Trigger.
The Muon Trigger is further subdivided into three independent subsystems
one for each of the three different muon detector systems, DTs, CSCs and
RPCs. The results of these three systems are combined by the Global Muon
Trigger. A schematic view of the components of the Level-1 trigger system
and of their relationships is shown in figure 2.14. The Calorimeter and Muon
Triggers do not reject or accept events by themselves. They identify trigger
objects of different types: isolated and non-isolated electrons/photons and
muons, central, forward and τ jets. The four best candidates of each type
are selected and sent to the Global Trigger, together with the measurement
of their position, transverse energy or momentum and a quality word. The
Global Trigger also receives the total and missing transverse energy measure-
ment from the Calorimeter Trigger. The Global Trigger selects the events
according to programmable trigger conditions, that can include requirements
on the presence of several different objects with energies or momenta above
predefined thresholds. Topological conditions and correlations between ob-
jects can be required as well. Up of 128 of these conditions can be tested
in parallel, and each can be pre-scaled to accept only a fraction of selected
events. A description of the Calorimeter and muon trigger is given in the
following.
The L1 Calorimeter Trigger
The calorimeter trigger identifies five types of objects: isolated electrons/photons,
non-isolated electrons/photons, central jets, forward jets and τ jets. The
measurement of the transverse energy and position of the four most ener-
getic objects of each type is sent to the Global Trigger, together with a
measurement of the total and missing transverse energy. In addition, the
calorimeter trigger provides the Muon Trigger information about the activ-
ity in all calorimeter regions, to determine if the energy deposit is compati-
ble with the passage of a muon (MIP bit) or if it is below a programmable
threshold (Quiet bit). For trigger purposes, the calorimeters are subdivided
in towers matching the granularity of HCAL, in the barrel ECAL, each tower
corresponds to 5×5 crystals, while the ECAL endcap crystals are arranged
in a x-y geometry, and a variable number of crystals is grouped, matching as
much as possible the HCAL trigger tower boundaries. The trigger towers are
organized in calorimeter regions, each formed by 4×4 trigger towers, with a
size of about ∆φ × ∆η= 0.35 × 0.35. The data of each ECAL and HCAL
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trigger tower is first processed by the Trigger Primitive Generator, which is
integrated in the calorimeter readout electronics. It provides bunch crossing
identification based on a peak-finder algorithm, and for each tower calculates
the so-called trigger primitives, that is the sum of the transverse energy and
a fine grain bit. The ECAL fine grain bit provides information on the lateral
extension of the electromagnetic shower. It is used in the rejection of back-
grounds by the electron trigger. The HCAL fine grain bit is used to denote
the compatibility of the deposit with the passage of a minimum ionizing par-
ticle, and is set if the HCAL energy before conversion to the transverse scale
is within a programmable range, of the order of 1.5-2.5 GeV.
The trigger primitives are used by the different calorimeter trigger algorithms:
• electrons and photons. At Level-1, it is not possible to distinguish
electrons and photons, that are treated together. Electron/photon can-
didates are found with a sliding window algorithm on 3 × 3 towers.
Identification is based on the presence of a large energy deposit in one
or two adjacent trigger towers. Requirements on the lateral and lon-
gitudinal profile of the shower are also set using the ECAL fine grain
bit and the ratio of ECAL and HCAL energy deposits. A candidate
is labeled isolated on the basis of the energy deposits and ECAL fine
grain bits in the eight towers around the center of the 3 × 3 window.
In each calorimeter region, the highest-ET isolated and non-isolated
candidates are found. The Global Calorimeter Trigger sends the four
most energetic ones of each type to the Global Trigger.
• Jets.The jet trigger uses the sum of the ECAL and HCAL transverse
energies in calorimetric regions. Candidates are found with a sliding
window algorithm on 3× 3 regions, requiring the deposit in the central
one to be higher than the deposits in the other eight. Additionally, τ -
jets are identified by their narrow profile. A jet candidate is identified
as τ -jet if each of the nine regions of the window contains no more
than two towers above a programmable threshold. Jets are searched
for separately in the central region (|η| < 3) and in the forward region
(3 < |η| < 5), while τ jets are only identified in the central zone. The
Global Calorimeter Trigger sends the four most energetic candidates
of each type to the Global Trigger, together with the number of jets
above a programmable threshold.
• Total and missing transverse energy. The total energy is obtained
by the sum of the transverse energy of all ECAL and HCAL calorimeter
regions. The missing transverse energy is determined by the sum of the
Ex and Ey components of the deposit in each region, obtained from the
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Figure 2.15: Diagram of L1 muon trigger informations flow.
ET deposits using the coordinates of the center of the region. The total
and the missing energy (absolute value and φ direction) are then sent
to the Global Trigger.
• Quiet and MIP bits. For each calorimeter region a Quiet bit is
defined if the transverse energy deposit in ECAL plus HCAL is below
a programmable threshold. The MIP (Minimum Ionizing Particle) bit
is set if the quiet bit is set and if the HCAL fine grain bit is set in at
least one of the 16 HCAL towers of the region. These two bits can be
used by the Global Muon Trigger to select muons.
The L1 Muon Trigger
The Muon Trigger has the task to identify muons, reconstruct their position
and transverse momentum and provide bunch crossing assignment with high
purity and efficiency. All three detector systems contribute to the muon trig-
ger, which benefits from the complementary characteristics of these systems:
the good spatial resolution of drift tubes and cathode strip chambers and
the excellent time resolution of resistive plate chambers. The redundancy
of the muon system allows a robust trigger with high efficiency and good
background rejection. The wire chamber systems and the RPC system are
complementary in performance and also in the backgrounds and inefficiencies
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they are sensitive to. The internal structure of the Muon Trigger is shown in
figure 2.15. In the case of DTs and CSCs, the information of each chamber is
first processed independently by a Local Trigger step, where track segments
are reconstructed. Segments of the different stations are matched by the
DT and CSC Regional Track Finders, which reconstruct muon tracks and
estimate their pT . The candidates found are then send to the Global Muon
Trigger, with a word to indicate their quality. In the overlap region, DT and
CSC segments are used by both Track Finders to allow for reconstruction
of full tracks in each of the two subsystems. In the case of RPCs, the hits
are collected by a Pattern Comparator Trigger (PACT), that looks for pre-
defined patterns. The PACT provides an estimate of the pT of the muon
and its position, as well as a word to indicate its quality. Each subsystem
reconstructs up to four muon candidates. These are sent to the Global Muon
Trigger that matches them and looks for the MIP and Quiet bits in the cor-
responding calorimeter regions. Finally, the four muons with highest pT are
sent to the Global Trigger. The task of the Global Muon Trigger (GMT) is
to match the muon candidates from the different subsystems and combine
their parameters in an optimal way. The matching is done by comparing the
spatial coordinates of the segment (φ,η), and can be tuned to achieve the
optimal balance between efficiency and background suppression. High effi-
ciency can be obtained accepting candidates even if they are found by only
one subsystem. Maximum background rejection can be obtained requiring
all candidates to be reconstructed by both subsystems. The price is a lower
efficiency. More refined criteria can be used; in the current implementation,
candidates are accepted if they are reconstructed by two systems, otherwise
they are selected on the basis of their quality word. Low-quality candidates
from problematic η regions are discharged. If two candidates are matched,
the parameters of the track are chosen according to a programmable logic.
The GMT also assigns the MIP and Quiet bit of the corresponding calorime-
ter region to each candidate. These bits can optionally be used to confirm
the muon candidate and require that it is isolated.
2.8.2 L1 Trigger table
The Level-1 trigger allows definition of complex trigger algorithms based on
the presence of several, different objects and on topological conditions and
correlations. However, whenever possible, inclusive criteria should be used,
to avoid biasing the sample of selected events. The simplest triggers are in
general those based on the presence of one object with an ET or pT above a
predefined threshold (single-object triggers) and those based on the presence
of two objects of the same type (di-object triggers) with either symmetric or
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Threshold rate cumulative rate
Trigger (GeV or GeV/c) (kHz) (kHz)
inclusive isolated electron/photon 29 3.3 3.3
di-electron/di-photon 17 1.3 4.3
inclusive muon 14 2.7 7.0
di-muon 3 0.9 7.9
single tau-jet 86 2.2 10.1
two tau-jets 59 1.0 10.9
1-jet, 3-jets, 4-jets 177,86,70 3.0 12.5
jet * ET miss 88 * 46 2.3 14.3
electron * jet 21 * 45 0.8 15.1
minimum bias (calibration) 0.9 16.0
total 16.0
Table 2.1: L1 Trigger table at low luminosity [36].
asymmetric thresholds. Other requirements are those for multiple objects of
the same or different types (mixed and multiple-object triggers). In the case
of special channels that are not efficiently selected by these simple criteria,
very specific exclusive algorithms can be used. These cases are not discussed
in the following.
The allocation of the Level-1 bandwidth to the different trigger streams is
discussed in [36] . The choice of the Level-1 trigger thresholds is determined
by the maximum event rate (bandwidth) that can be accepted by the DAQ
system. The current estimate is that at startup the DAQ system will be
able to handle an event rate of up to 50 kHz, which will be increased to 100
kHz when the full LHC design luminosity is reached. Only one third of this
bandwidth is allocated, the rest being used as safety margin accounting for
all uncertainties in the simulation of the basic physics processes, the CMS
detector, and the beam conditions [36]. This bandwidth is then subdivided
among the Level-1 objects described in the previous sections (muons, elec-
trons and photons, tau jets, jets and combined channels) and for each of
them between the single and multiple object streams. The result is a set of
thresholds called trigger table. The present Level-1 trigger tables at low and
high luminosity are shown in Table 2.1 and Table 2.2, respectively.
2.9 DAQ
The CMS Data Acquisition system (DAQ) is designed to sustain a maxi-
mum input rate of 100 kHz coming from L1 trigger, for an average data flow
of 100GB/s coming from about 620 data sources and must provide enough
computing power for HLT, that is expected to reduce the rate of stored events
by a factor of 103. All events that pass the L1 trigger are sent to a computer
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Threshold rate cumulative rate
Trigger (GeV or GeV/c) (kHz) (kHz)
inclusive isolated electron/photon 34 6.5 6.5
di-electron/di-photon 19 3.3 9.4
inclusive muon 20 6.2 15.6
di-muon 5 1.7 17.3
single tau-jet 101 5.3 22.6
two tau-jets 67 3.6 25.0
1-jet, 3-jets, 4-jets 250,110,95 3.0 26.7
jet * ET miss 113 * 70 4.5 30.4
electron * jet 25 * 52 1.3 31.7
muon * jet 15 * 40 0.8 32.5
minimum bias (calibration) 1 33.5
total 33.5
Table 2.2: L1 Trigger table at high luminosity [36].
farm (Event Filter) that performs physics selections, using the oﬄine recon-
struction software, to select relevant events and achieve the required output
rate. The design of the CMS Data Acquisition System and of the High Level
Trigger is described in detail in references [35, 36]. The readout parameters
of all sub-detectors are summarized in figure 2.16.
Figure 2.16: CMS sub-detectors readout parameters.
A schematic view of the CMS DAQ system is shown in figure 2.17.
The various subdetector readout systems store data continuously in 40 MHz
pipelined buffers. Upon arrival of a synchronous L1 trigger (3.2 µs latency),
the corresponding data are extracted from the front-end buffers and pushed
into the DAQ system by the Front-End Drivers (FEDs). The data from the
FEDs are read into the Front-End Readout Links (FRLs) that are able to
merge data from two FEDs. The total number of FRLs is 453. The subde-
tector readout and FRL electronics are located in the underground counting
room. The first stage of the event building, the FED Builder, is in charge
of transporting the fragments to the surface building (SCX), and of assem-
54
Figure 2.17: Schematic view of the DAQ data flow.
bling event fragments of ≈ 2 kB variable size from 512 FRLs into 64 super-
fragments of ≈ 16 kB average size. The super-fragments are then stored in
large buffers in Readout Units (RU), waiting for the second stage of event
building (RU Builder), implemented with multiple 64x64 networks. There
will be up to 8 RU Builders, or DAQ slices, connected to the FED Builder
layer. Each FED Builder is in charge of distributing the super-fragments,
on an event by event basis, to the existing RU Builders. Super-fragments
corresponding to the same event are located in the same slice, and are read
by one Builder Unit (BU) of the RU Builder network. The complete event is
then transferred to a single unit of the Event Filter. The High Level Trigger
(HLT) algorithms decides whether to store or reject the event. This architec-
ture with two-stage event building, optimizes the traffic load to the second
stage and allows for a progressive deployment of the full size system.
2.10 Computing
The Computing System is designed to support the storage, transfer and ma-
nipulation of all CMS experimental data. A schematic view of the system is
presented in figure 2.18. The oﬄine part of the system accepts detector in-
formation from triggered bunch crossings, performs pattern recognition and
data reduction, and supports the physics analysis activities of the collabo-
ration. The system also supports production and distribution of simulated
data, conditions and calibration information. Unlike many previous experi-
ments, the vast majority of computing resources available to CMS lie outside
the host laboratory, and a fully distributed computing model has been as-
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Figure 2.18: Schematic view of computing resources.
sumed from the outset. The system is based upon the Grid Middleware, with
the common Grid services at centers managed through the Worldwide LHC
Computing Grid (WLCG) project [37], a collaboration between LHC exper-
iments, computing centers, and middleware providers. The requirements of
Computing system are as follow:
• Record and analyse very high statistics datasets to search for rare sig-
nals, coupled with the high granularity of the CMS detector, implies
an unprecedented volume of data in scientific computing. This requires
a system of very large scale, along with complex approaches to data
reduction and pattern recognition.
• The system is required to be highly flexible, allowing user access in prin-
ciple to any data recorded during the lifetime of the experiment, and
with an event framework supporting a wide variety of data processing
tasks.
• A complex distributed system of large scale must be designed from
the outset for manageability, both in terms of operation of computing
resources for physics, and in terms of software construction and main-
tenance. The longevity of the system, 10 years or more, implies several
generations of underlying hardware and software systems, and many
changes of personnel.
The computing system comprises several key components:
• An application framework and event data model, supporting the recon-
struction and analysis applications.
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• A distributed database system for access to non-event data (geometry,
calibrations, ...).
• Computing services allowing the management and processing of large
numbers of events.
• Underlying Grid services providing access to distributed computing re-
sources.
• The computer centers themselves, providing access to local storage and
CPU facilities.
At each level, the design challenges have been addressed through construc-
tion of a modular system of loosely coupled components with well-defined
interfaces, and with emphasis on scalability to very large event samples [38].
2.10.1 CMSSW and Event Data Model
The CMS software, referred to collectively as CMSSW, is developed using
an object-oriented methodology, with implementation mainly in C++. The
central concept of the CMS data model is the Event. The Event provides
access to the recorded data from a single triggered crossing, and to new data
derived from it. This may include raw data, reconstructed products or high-
level analysis objects, for real or simulated crossings. The Event also contains
metadata describing the origin of the raw data, and the provenance of all de-
rived data products. The inclusion of provenance information allows users to
unambiguously identify how each event contributing to a final analysis was
produced; it includes a record of the software version and configuration, and
the conditions/calibration setup, used to generate each new data product.
The Event may be processed by a variety of physics modules, which may
read data from it, or add new data, with provenance information automat-
ically included. Each module performs a well-defined function relating to
the selection, reconstruction or analysis of the Event. Several module types
exist, each with a specialized interface:
• Event data producer are used to add new derived data products into
the Event
• Filter are used in triggering and event selection
• Analyser modules, which do not modify the Event data, but create
histograms or other summary information.
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• Input and Output modules, which read and write event data from
persistent storage (or the DAQ system in the online environment).
Persistent events are stored as ROOT files. Modules are independent of the
computing environment, and of each other, and communicate only throught
the Event; this allows modules to be developed and verified independently.
Each module is configured by mean of a phyton Parameter Set file: a col-
lection of named parameter-value pairs. A complete CMS application is
constructed by specifying to the Framework one or more ordered sequences
of modules through which each Event must flow, along with configuration
for each of those modules. The sequences may include input and output
modules to allow reading and writing of persistent events. The Framework
is responsible for the configuration of the modules from a user-supplied con-
figuration file, scheduling their execution, providing access to global services
and utilities.
In addition to event data recorded from the detector, a variety of non-event
data is required in order to interpret and reconstruct events. Four categories
of non-event data are identified: construction data, generated during the con-
struction of the detector; equipment management data; configuration data,
comprising programmable parameters related to the operation of CMS; and
conditions data, including calibrations, alignments and other detector status
informations, accessible through dedicated databases (ORCOFF, MySQL).
2.10.2 Data Formats.
In order to achieve the required level of data reduction CMS makes use of
several event formats with different levels of detail and precision. The process
of data reduction and analysis takes place in several steps, with different
centers taking distinct roles. There are three principal data types available
for the user:
• RAW DATA. They contain the full recorded information from the
detector, with packing and compression, plus a record of the Level-
1 trigger and HLT decision. RAW data are accepted into the oﬄine
system at the HLT output rate (nominally 100Hz). Simulated RAW
data are the primary output of the CMS detailed and fast simulation
tools. The RAW data are permanently archived in safe storage, and
are predicted to occupy around 1.5MB/event.
• RECO DATA. Reconstructed data (RECO) are the result of applying
patterns of recognition algorithms to the RAW data. These algorithms
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include: detector-specific filtering and corrections of the digitized de-
tector data, cluster and track-finding, primary and secondary vertex re-
construction and particle ID, using a variety of algorithms operating on
cross-detector information. Reconstruction is the most CPU-intensive
activity in the CMS data reduction chain. The resulting RECO events
contain high-level physics objects, plus a full record of the reconstructed
hits and relative clusters. Sufficient information is retained to allow a
further application of new calibrations or algorithms without the need
of going back to RAW data. The reconstruction process results in a
data reduction of about a factor of 6.
• AOD DATA. Analysis Object Data is the primary compact analysis
format for CMS, designed to allow a wide range of physics analysis.
AOD events contain the parameters of high-level physics objects, plus
sufficient additional information to allow kinematical fitting. This for-
mat will require around 50kB/evt, small enough to allow very rapid
access to large event samples at local computing centers. AOD data
is produced by filtering of RECO data, either by bulk production, or
in a skimming process which also filters the dataset. It is probable
that specialized AOD formats containing selected additional data will
evolve to meet the needs of particular analysis.
2.10.3 Computing Centers
The computing system is built on computing resources at various scales
present at collaborating institutes around the world. CMS uses a hierar-
chical architecture of Tiered centers, with a single Tier-0 center at CERN,
eleven Tier-1 centers at large national computing facilities (i.e the CNAF
in Bologna), and around 100 Tier-2 centers at institutes (Pisa is a Tier-2
center). These resources are connected by highly performant network links:
Tier-0/Tier-1 by an optical private network, while Tier-1/Tier-2 by general-
purpose international research networks. The three kinds of Tiers have dif-
ferent functions: the Tier-0 record RAW data directly from the detector,
execute a prompt reconstruction and export data to Tier-1 centers. A copy
of RAW data is stored in Tier-1, here a more refined analysis take place and
AOD data are produced at this stage. Tier-2 centers are designed to support
final-stage analysis for both real and simulated data.
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2.11 Conclusions
The CMS detector has been designed to operate at the LHC peak luminosity,
it is equipped by a solenoidal superconducting magnet capable of generating a
4T field in the inner regions. The electromagnetic and hadronic calorimeters
permit to measure the energy of electrons, photons and jets to an high level
of precision and guarantee the hermeticity of the detector. The L1 trigger
is organized in regional sub-systems and makes use of the informations from
the fastest subsystems (muon chambers and calorimeters). The computing
and data storage facilities are distributed worldwide, making use of the Grid
potential. The tracking system is composed by an inner detector based on
pixel and µ-strip silicon devices and an outer tracking system designed for
muons based on DT,CSC and RPC. The tracking systems are the basic tools
for several physics analysis, especially in the first period of collisions and
they will be the key for a possible early discovery. The next two chapters are
entirely dedicated to the tracking systems: chapter 3 describe in details the
µ-strip tracker and it’s performance as established during the commissioning,
while chapter 4 is entirely dedicated to the muon system.
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Chapter 3
The CMS µ-strip tracker
This chapter describes the design features and the current status of the CMS
silicon tracker. The first part gives a description of the apparatus by the
hardware point of view, special emphasis being given to the Tracker Inner
Barrel and Disks (TIB/TID), designed and built by a Consortium of INFN
Institutes led by INFN of Pisa. The second part describes the tracking
algorithms and their performance while the last two sections are focused
on the current status of the detector as established in the commissioning
activities at CERN.
3.1 The CMS Tracker
The inner tracking system of CMS is entirely based on silicon devices; it is
composed by an inner part equipped with pixel sensors and an outer part
based on micro-strips devices. With about 200m2 of active silicon area the
CMS tracker is the largest silicon tracker ever built [45, 89].The construc-
tion of the CMS tracker, composed of 1,440 pixel and 15,148 strip detector
modules, was a joint collaboration of 42 institutes with over 500 physicists
and engineers over a period of about 10 years. The CMS physics program
requires a robust, efficient and precise reconstruction of the trajectories of
charged particles with transverse momentum above 1 GeV in the pseudo-
rapidity range |η| <∼2.5. A precise measurement of secondary vertices and
impact parameters is necessary for an efficient identification of heavy flavors
which are produced in many of the interesting physics channels. Together
with the electromagnetic calorimeter and the muon system the tracker con-
tributes to identify electrons, photons and muons. Tau leptons that are an
important signature in several discovery channels, need also to be recon-
structed in one-prong and three-prong decay topologies. Furthermore, in
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order to reduce the event rate from the LHC interaction frequency of 40
MHz to about 100 Hz that can be permanently stored, tracking information
is heavily used in the high level trigger of CMS. The operating conditions
for a tracking system at LHC are very challenging. Each LHC bunch cross-
ing at design luminosity creates on average about 1000 particles crossing the
tracker. This leads to a hit rate density of 1MHz/mm2 at a radius of 4
cm, 60 kHz/mm2 at a radius of 22 cm and 3 kHz/mm2 at a radius of 115
cm. The deviation from the 1/r2 law results from the strong magnetic field
of 4 Tesla. In order to keep the occupancy at, or below, 1% pixel detectors
must be placed at radii below 20 cm. For a pixel size of 100× 150µm2 in rφ
and z, respectively, driven by the desired impact parameter resolution, the
occupancy is of the order 10−4 per pixel and bunch crossing. At intermediate
radii (20 cm <∼ r <∼ 55 cm) the reduced particle flux allows the use of silicon
micro-strip detectors with a typical cell size of 10 cm × 80µm, leading to a
maximal occupancy around 2-3% per strip and LHC bunch crossing. In the
outer region (55 cm <∼ r <∼ 110 cm) the strip pitch can be further increased.
Given the large areas that have to be instrumented in this region, also the
strip length has to be increased in order to limit the number of read-out
channels. However, the strip capacitance scales with its length and there-
fore noise performances are worse for longer strips. In order to maintain a
signal-to-noise ratio well above a value of 10, CMS uses thicker sensors for
the outer tracker region (500 µm thickness to be compared with the 320
µm thick devices used in the inner tracker). The occupancy driven design
for the strip tracker matches quite well the position resolution requirements.
The very high rate of interactions implies the use of fast read-out electron-
ics with subsequent high power consumption (≈ 30 kW for the whole CMS
tracker), this in turn requires an efficient cooling system. With the use of a
mono-phase liquid cooling system based on C6F14, the tracker operates at a
temperature of ≈ −10◦C . A thin active thermal screen separate the tracker
volume from ECAL, which operates at room temperature.
The radiation damage introduced by the high particle fluxes in the LHC in-
teraction regions is a severe design constraint for the tracker. Surface damage
is created by charges, generated by ionizing radiation in SiO2, and trapped in
the oxide layer. If the damage is not compensated, there could be formation
of charge traps at the interface Si− SiO2. This is mostly a concern for the
noise performance since the inter-strip capacitance increases with the radia-
tion therefore increasing the noise at the output of the front-end amplifier.
Silicon sensors are also affected by bulk damage, i.e. modifications to the
silicon crystal lattice caused by non-ionizing energy losses (NIEL) that may
lead to additional energy levels in the band gap (shallow levels). The con-
sequences are an increase of the leakage current (linear in fluence), a change
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Figure 3.1: Layout of the silicon strip tracker of CMS. Single sided modules
are represented as thin lines, while double sided are sketched as thick lines.
in the effective doping concentration (type inversion) with a corresponding
change in depletion voltage of a few hundred volts over the lifetime of the
tracker, and the creation of additional trapping centers which will reduce the
signal by roughly 20% after 10 years of LHC operation. The silicon sensors
and the read out electronics are designed to assure a signal-to-noise ratio of
10:1 or better over the full lifetime of the detector. Radiation damage in sil-
icon sensors will be further described in the Appendices. The pixel detector
on the other hand, must survive even higher radiation doses. Its lifetime is
set by the radiation hardness of sensors. At fluences expected in the inner
region of CMS in the first 2 years of high luminosity running the pixel sensors
are expected to undergo type inversion. Since some of the basic performance
will be affected, the first two layers of pixels will be replaced after a few years
of running. The ultimate position resolution of the pixel and strip sensors
will be degraded by multiple scattering in the material of the tracker. It is
therefore mandatory to minimize all passive components: support structures
for sensors, electrical power cables and cooling pipes.
3.1.1 Layout
A schematic drawing of the CMS tracker is shown in figure 3.1. Three cylin-
drical layers of pixel modules surround the interaction point at radii of 4.4, 7.3
and 10.2 cm. Two disks on each side complement them. The pixel detector
therefore provides two to three high precision space points on each charged
particle trajectory. In total the pixel detector covers an area of about 1m2
with 66 million pixels. The radial region between 20 and 116 cm is occupied
by the silicon strip tracker sub-divided in three different subsystems:
• Tracker Inner Barrel and Disks The TIB/TID covers the radial
region from 22 to 55 cm. It is composed of 4 barrel layers, completed
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with three disks at each end. The TIB/TID delivers up to 4 r − φ
measurements on a trajectory using 320 µm thick silicon micro-strip
sensors with strips parallel to the beam axis in the barrel part and with
radial orientation on the disks. The strip pitch is 80 µm on layers 1
and 2 and 120 µm on layers 3 and 4 in the TIB, leading to a single
point resolution of 23 µm and 35 µm, respectively. In the TID the
mean pitch varies between 100 and 140 µm.
• Tracker Outer Barrel. The TOB has an outer radius of 116 cm
and consists of 6 barrel layers of 500 µm thick micro-strip sensors with
pitches of 122 µm in the first 4 layers and 183 µm on layers 5 and 6. It
provides 6 rφ measurements with single point resolution of 35 µm and
50 µm respectively. The TOB extends in z between ± 118 cm.
• Tracker End-Caps. The TEC covers the region 124 cm < |z| <
282 cm and 22.5 cm < |r| < 113.5 cm. Each TEC is composed of 9
disks, carrying up to 7 rings of silicon micro-strip detectors (320 µm
thick on the inner 4 rings, 500 µm thick on rings 5-7) with radial strips
of 97 to 184 µm average pitch. Thus, they provide up to 9 z − φ
measurements per trajectory.
In addition, the modules in the first two layers and rings, respectively, of
TIB, TID, and TOB as well as rings 1, 2, and 5 of the TECs are coupled
with a second micro-strip detector. The two modules are mounted back-to-
back with a stereo angle of 100 mrad in order to provide a measurement of
the second co-ordinate (z in the barrel and r on the disks). This strip tracker
layout ensures at least 9 hits (maximum 18) for the full range of |η| < 2.3
with a minimal number of 4 two-dimensional measurements per track.
3.1.2 Detector Modules
The silicon strip tracker is composed of 15.148 detector modules distributed
among the four different subsystems (TIB, TID, TOB, TEC). Each module
carries either one thin (320 µm) or two thick (500 µm) silicon sensors from a
total of 24.244 sensors. All modules are supported by a frame made of carbon
fiber or graphite, depending on the position in the tracker. A kapton circuit
layer is used to insulate the silicon from the module frame and to provide the
electrical connection to the sensor back plane, for bias voltage supply and
temperature probe readout. In addition the module frame carries the front-
end hybrid and the pitch adapter. Figure 3.2 shows an exploded view and a
photograph of a TEC module. Modules for the inner barrel, the inner disks
and rings 1 to 4 in the end caps are equipped with one sensor, modules in the
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Figure 3.2: TEC module and its components. Left: Exploded view of a
module housing two sensors. Right: Photograph of a TEC ring 6 module,
mounted on a carrier plate.
outer barrel and rings 5 to 7 in the end caps have two sensors. In the case
of two sensors, their corresponding strips are connected electrically via wire
bonds. Depending on the geometry and number of sensors, the active area of
a module varies between 6243.1 mm2 (TEC, ring 1) and 17202.4 mm2 (TOB
module). In total 29 different module designs, 16 different sensor designs and
twelve different hybrid designs are used in TIB, TOB, TID and TEC. For
alignment purposes special modules are prepared with etched holes in the
aluminum back plane to allow a laser ray to traverse up to five modules.
TIB/TID and TEC modules are mounted using four points, two being high
precision bushings allowing for positioning errors less than 20 µm and provid-
ing a good thermal contact with the cooling pipes. The high voltage supply
to the silicon back plane is provided by Kapton bias circuits running along
the legs of the modules between the silicon sensor and the carbon fiber sup-
port frame. The connection of the bias voltage to the back plane is done via
wire bonds. Thermal probes are placed on the Kapton foil to measure the
temperature of the silicon.
The pitch adapter between the front end hybrid and the silicon sensor adjusts
the strip pitch of the sensor (80 µm-205 µm depending on sensor type) to the
APV pitch of 44 µm. It also allows to keep the heat produced by the front-
end electronics far away from the silicon sensors. A pitch adapter consists of
a 550 µm thick glass substrate, cut to the correct dimensions, with a pattern
of low resistivity aluminum strips. Sensors and front-end hybrids are glued
to the frames using high precision assembly robots (gantries). The com-
ponents are aligned using microscopes and survey cameras targeting special
fiducial marks with pattern recognition algorithms. A positioning precision
of approximately 10 µm (RMS) has been achieved.
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Figure 3.3: Readout scheme of the CMS tracker (left). APV25 chip layout
(right).
3.1.3 Readout system
The signals from the silicon sensors are amplified, shaped, and stored by
a custom integrated circuit, the APV25 [92]. When the first level trigger
circuit sends an accept signal the analogue signals of all channels are multi-
plexed and transmitted via optical fibers to Front End Driver (FED) boards
where the analogue to digital conversion takes place. This read-out scheme
delivers the full analogue information used for accurate pedestal and com-
mon mode subtraction. Clock, trigger, and control signals are transmitted
through optical links as well. A schematic view of the silicon strip tracker
read-out scheme is given in figure 3.3. This analogue read-out scheme was
chosen for several reasons: optimal spatial resolution from charge sharing,
operational robustness and ease of monitoring due to the availability of the
full analogue signal, in particular for common mode rejection, less custom
radiation hard electronics and reduced material budget as the analogue to
digital conversion and its power needs are shifted out of the tracker volume.
The APV25 (figure 3.3) has 128 readout channels, each consisting of a low
noise and power charge sensitive preamplifier, a 50 ns CR-RC type shaper
and a 192 element deep analogue pipeline which samples the shaped signals
at the LHC frequency of 40 MHz[92]. In this way data can be stored for a
trigger latency of up to 3.2 µs. In the subsequent stage the signal can be
transmitted in two different ways: sampled at the maximum value of the
shaped pulse (peak mode), or sampled through the weighted sum of three
consecutive samplings which effectively reduces the shaping time to 25 ns
(deconvolution mode). The latter is needed at high luminosity in order to
attribute the signals to the correct LHC bunch crossing. Figure 3.4 shows the
RC-CR output in peak and deconvolution mode. The APV25 needs supply
voltages of 1.25 V and 2.5 V with a typical current consumption of about 65
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Figure 3.4: Shaper output in peak and deconvolution mode (left). Analog
Opto-Hybrid of a CMS single-sided module. Each of the two clear fibers
correspond to 256 ROC channels (2 APV25 chips) (right).
mA and 90 mA respectively, leading to a total power consumption of typically
of about 300 mW for one APV25 or 2.3 mW per channel. The noise of the
analogue read-out chain is dominated by the front end MOSFET transistor
in the APV25. Detailed measurements have shown that the total noise for an
APV25 channel depends linearly on the connected detector capacitance Cdet.
The equivalent noise charge is found to be ENCpeak = 270e+ 38e/pF ·Cdet
in peak mode and ENCdeconv = 430e+61e/pF ·Cdet in deconvolution mode,
both measured at room temperature [92]. Mainly due to the MOSFET char-
acteristics, the noise become smaller with the temperature approximately as√
T , therefore is about 10% lower at the operating temperature of −10◦C.
Optical Links
Analogue optical links are used to transmit the data streams from the tracker
to the service cavern over a distance of about 100 m at 40 Mb/s, as well as
the digital timing and control signals to the detector. Optical links were
preferred to electrical connection for the minimal impact on the material
budget and for the immunity to electrical interference. The transmitters are
commercially available multi-quantum-well InGaAsP edge-emitting devices,
selected for their good linearity, low threshold current and proven reliability.
For the analogue data link up to three transmitters are connected to a laser
driver ASIC on an Analogue Opto-Hybrid (AOH), one of which sits close
to each detector module (see figure 3.4). The electrical signals from the
APVMUX are transmitted differentially over a distance of a few centimeters
to the laser driver, which modulates the laser diode current accordingly and
provides a programmable bias current to the diode. For the bi-directional
digital optical link a set of two receivers and two transmitters is mounted
on a Digital Opto-Hybrid (DOH), converting the optical signals to electrical
LVDS and vice versa.
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Figure 3.5: FED (left) and FEC (right) crate used for cosmic test at CERN
Front End Drivers
The Front End Driver (FED) is a VME module which receives data from
96 optical channels (see figure 3.5), each corresponding to 2 APV25 or 256
detector channels, all 96 channels being processed in parallel. The optical
signals are converted to electrical levels by opto-receivers and then digitized
by a 40 MHz, 10 bit ADC. After auto-synchronization to the data stream
the samples in the APV data frame are re-ordered to restore the physical
sequence of detector channels. This is essential for pedestal correction, com-
mon mode subtraction and cluster finding. Pedestal values for each detector
channel and thresholds for cluster finding are stored in look-up tables. The
common mode correction is calculated for each trigger and each APV sepa-
rately. Most of the functionality of the FED is implemented in FPGAs and
can therefore be adjusted with some flexibility. In zero suppression mode,
which is the standard mode for normal data taking, the output of the FED is
a list of clusters with address information and signal height (8 bit resolution)
for each strip in the cluster, passing to the central DAQ only those objects
which are relevant for track reconstruction and physics analysis. In this way
an input data rate per FED of about 3.4 GB/s is reduced to roughly 50 MB/s
per percent strip occupancy. However other operative modes are available to
transmit more or less unprocessed data to the central DAQ; a feature that
is particularly useful for debugging the system.
Control and Monitoring
Clock, trigger and control data are transmitted to the tracker by Front End
Controller (FEC) boards (see figure 3.5). These are VME modules, located
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in the service cavern, as close as possible to the tracker in order to reduce
trigger latency. They receive clock and trigger signals from the global Timing
Trigger and Command (TTC) system and distribute those as well as con-
trol signals via digital optical links and the Digital Opto-Hybrids (DOH) to
LVDS token ring networks (control rings) inside the tracker volume. DOH
are housed in modules (DOHM), each responsible for communication inside
the control ring. The ring network is interfaced to the front end chips by
several Communication and Control Units (CCU), custom ASICs produced
in radiation hard technology. A combined clock and trigger signal is dis-
tributed to Phase Locked Loop (PLL) chips on each detector module while
the industrial standard I2C protocol is used to send control signals to the
APV chips as well as to the other ancillary chips. One DOHM can control up
to 16 CCU units so that one FEC ring typically controls a set of several tens
of detector modules. The PLL chips decode the trigger signals and provide a
very low jitter, phase adjustable clock signal to the local electronics. Detec-
tor Control Unit (DCU) ASICs on the detector modules are used to monitor
the low voltages on the hybrid, the sensors leakage current and temperature,
the temperature of the hybrid and of the DCU itself. For this purpose, each
DCU contains eight 12 bit ADCs. The DCUs are read out through the con-
trol rings and digital links so that these readings are only available when the
control rings and the detector modules are powered.
3.1.4 Tracker Inner Barrel and Disks (TIB/TID)
The Tracker Inner Barrel (TIB) consists of four concentric cylinders placed
at radii of 255.0 mm, 339.0 mm, 418.5 mm, and 498.0 mm respectively from
the beam axis. Along the z axis the detector covers ±700 mm around the
interaction region. The two innermost layers are equipped of double-sided
modules with a strip pitch of 80 µm, while the outer two layers host single-
sided modules with a strip pitch of 120 µm. Each cylinder is subdivided into
four sub-assemblies (± z, up/down) for ease of handling and integration.
Each of these sub-assemblies (half-shells) hosts an independent array of ser-
vices from cooling to electronics and thus can be fully equipped and tested
before being mechanically coupled to each other during the final assembly.
Two service cylinders are coupled to the TIB and end in a service distri-
bution disk called the margherita. These service cylinders play a dual role:
the first one is to route out the services from the shells to the margherita,
the other one is to support the Tracker Inner Disks (TID) that sit inside
them. Figure 3.6 shows a schematic drawing of one half TIB/TID structure
together with its corresponding margherita, while figure 3.7 presents a pic-
ture of TIB/TID+ after assembly. The TID± are an assembly of three disks
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Figure 3.6: Front view of TIB/TID in the Tracker Integration Facility (TIF),
at CERN. Services routed out from the margherita consist of copper cables for
power and slow controls, optical fibers for signals and controls and aluminum
pipes for cooling.
Figure 3.7: Front view of the TIB/TID+.
70
placed in z between ± 800mm and ±900 mm. The disks are identical and
each one consists of three rings which cover the radius from 220 mm to 500
mm. The two innermost rings host back-to-back modules while the outer
one hosts single sided ones. Just like the TIB shells each individual ring can
be fully equipped and tested independently from the others before the final
assembly. The full TIB/TID guarantees a pseudo-rapidity coverage up to η
= 2.5 . All mechanical parts like shells, disks and service cylinders are made
of high strength, low deformation carbon fiber composites chosen both for
its lightness, radiation resistance and low contribution to the overall material
budget. The margherita is instead made of conventional G-10 fiber epoxy
with 30 µm copper on both sides.
3.2 Track reconstruction
3.2.1 Local reconstruction
The starting points of track reconstruction are the charge clusters in the
detector units (pixel or µ− strip). Two different algorithms are used for the
identification of clusters, both based on three thresholds in the signal over
noise ratio (S/N). In the pixel system a seed pixel is chosen if S/N >∼ 6, then
adjacent pixels are added to the cluster if they have S/N >∼ 5. Finally the
cluster is formed if the total charge has S/N >∼ 10. For the µ-strip detectors
the seed is chosen if it has S/N >∼ 3, than a search of adjacent strips with
S/N >∼ 2 is performed, the cluster is then accepted if total S/N >∼ 5. Once
the clusters are reconstructed, specific algorithms establish the position of
the rec-hit to use for tracking, taking into account the charge distribution
among the detector elements. In the reconstruction of the final hit position
also effects due to inclination of the track and to the Lorentz angle are taken
into account.
3.2.2 Tracking
Track reconstruction is one of the most challenging phases of the event re-
construction. There are two default track finders in CMS: the Combinatorial
Track Finder (CTF) and the Road Search (RS) [93]. The CTF is a Kalman
Filter based algorithm, which uses the Kalman Filter both for the trajectory
building (i.e the recognition of the hits belonging to each trajectory) and for
the estimation of the track parameters. In the RS the hits belonging to each
trajectory are collected opening roads across the tracker along previously
identified seed directions. The estimation of the track parameters follows
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Figure 3.8: Right:Kalman Filter based pattern recognition.Left: Track fit-
ting. (a) forward fitting, (b) backward fitting, (c) trajectory smoothing.
pk−1|k−1 is the state vector on surface k-1 calculated using the first k-1 hits.
fk(pk−1|k−1) is the predicted state on surface k. Same for prime symbols. The
forward and backward fit information are combined to give the best estimate
of the trajectory state on each surface.
the Kalman Filter technique, exactly as in the CTF. A cosmic oriented track
finder, called Cosmic Track Finder, has been developed too, using a simpli-
fied Kalman Filter like trajectory building, able to reconstruct no more than
one track per event.
Track reconstruction follows a three steps procedure. The starting point is
the seeding, where a raw estimate of the trajectory parameters is given using
a small subset of hits. Then a trajectory is build from the seed parameters,
collecting the hits belonging to each candidate trajectory out of all the hits
in the event. This procedure is called pattern recognition. The last step is
the track fit to obtain the best estimate of the tracks parameters. In the
following a description of the three steps is given, putting into evidence the
peculiarity of the cosmic muons case.
• Seeding
In the standard tracking (i.e. particles coming from the interaction
point) a seed is made by a hit pair in the inner layers (Pixel) plus
the beam spot constraint or by a hit triplet in the inner layers. The
starting trajectory parameters are calculated forcing an helix to pass
through the three points. In the case of cosmics a different seed provider
is needed since the topology of the events is completely different. In
particular the following considerations have to be taken into account:
– No vertex constraint can be applied, since the cosmics not neces-
sarily cross the tracker pointing towards the interaction point.
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– We want to make seeds from the outer layers too, because cosmic
tracks more likely have hits on the outer layers.
– Both the magnetic field On and magnetic field Off cases have to
be addressed.
The new seed finder has been configured to handle these cases and
seeds can be produced out of the hits present on the layers specified by
the user. The most common choice for cosmic seeding are the 3 outer
layers of TOB.
• Pattern recognition
The most expensive part of track reconstruction in terms of comput-
ing time is the pattern recognition, that is the building of a candidate
trajectory by finding out which hits belong to which track among all
the hits in the event. The way the Kalman Filter based CTF pattern
recognition works is described in the right panel of figure 3.8. From
each seed a propagation to the active surface next to the last found hit
is attempted. Compatible hits are searched in a window whose width
is related to the precision of the track parameters and to the seed pT
estimate (to take into account Multiple Scattering). If a hit is found in
the expected position it is added to the candidate trajectory and the
track parameters are updated. As hits are added to the candidate tra-
jectory the knowledge of the track parameters improves, thus allowing
smaller windows to be opened when propagating to the next surface.
If more than one consecutive hit is not found in the predicted position
the trajectory is rejected as a fake and is not propagated more. Even
if cosmic events are mainly single track events, the pattern recognition
is quite difficult: the tracker is designed to be hermetic and to offer
optimal detector superposition for tracks coming from the interaction
point; a cosmic ray track can encounter holes as well as zones of high
detector superposition. In addition, cosmic rays cross the tracker from
side to side, so the pattern recognition procedure has been adapted to
allow this kind of propagation. The cosmic ray reconstruction has been
particularly important to test and validate the CTF trajectory builder,
because it was possible to test its ability to take hits on the overlapping
detector regions. When two overlapping detectors are crossed it is very
important to associate both hits to the candidate trajectory, because
this gives a stronger constraint on the track parameters. Cosmics rep-
resent a suitable situation to test this kind of ability, since they have a
higher probability to generate overlapping hits.
• Track fit
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The Kalman Filter is a dynamic Least Squares Method [93]. The tra-
jectory state on each detector surface is a 5-dimensional vector (state
vector), p = (q/p , λ, φ, xT , yT ), whose components are the inverse
tracks signed momentum (q/p), the so called dip-angle λ defined by
tan λ = pz/pT , the φ angle defined as tan(φ) = py/px and (xT , yT ).
These are the hit coordinates on a local frame, called tangent frame,
whose z axis is tangent to the track direction and whose x and y axis is
parallel to the transverse plane. The fit is started with an initial guess
of the track parameters and hits are added iteratively. Each time a hit
is added the state vector on the new surface is calculated as a trade
off between the predicted state on that surface (obtained propagating
the state from the previous surface) and the hit position. As hits are
added the accuracy of the state vector improves. A schematic view of
this procedure is given in the left panel of figure 3.8; the dimension of
the arrows should represent the accuracy of the state vector, improving
from first to last surface. At the end of the procedure only the state
on the last surface exploits the information from all the track hits: to
recover the same degree of precision also on the other surfaces the fit
is repeated in the opposite direction and the forward and backward
fits are combined to give the final estimate of the state vector on each
surface (Smoothing). The fitting step is the same for all three tracking
algorithms.
3.3 Design performances
The track reconstruction performances are evaluated in terms of reconstruc-
tion efficiency, fake rate and resolution on track parameters. The efficiency
() is expressed by the simple relation:
 ≡ n
◦ associated reconstructed tracks
n◦ simulated tracks
(3.1)
the denominator being the number of simulated tracks, the numerator refers
to the reconstructed tracks. The two types are associated if they share at
least 50% of the hits. Reconstructed Tracks are required to have at least
8 reconstructed hits, pT
>∼ 0.7 GeV and |η| <∼ 2.5 to allow a reasonable re-
construction quality. Figure 3.9 shows the expected track reconstruction
efficiency of the CMS tracker for single muons and pions as a function of
pseudo-rapidity. For muons, the efficiency is about 99% over most of the
acceptance. For |η| ≈ 0 the efficiency decreases slightly due to gaps between
the ladders of the pixel detector at z = 0. At high |η| there is a drop of
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Figure 3.9: Global track reconstruction efficiency for muons (left) and pions
(right) of transverse momenta of 1, 10 and 100 GeV/c.
efficiency, mainly due to the reduced coverage by the pixel forward disks.
For pions and hadrons in general the efficiency is lower because of nuclear
interactions with the material in the tracker. The fake rate is defined as:
fake ≡ n
◦ not associated reconstructed tracks
n◦ reconstructed tracks
(3.2)
where the denominator is the overall number of reconstructed tracks and the
numerator is the number of reconstructed tracks which are not associated
to any simulated one. The fake rate is required to be as low as possible in
an environment with a high track density like LHC. For CMS this param-
eter is estimated by MC simulation, and at the design LHC luminosity is
expected to be lower than 10−4 for ET = 50 GeV and lower than 8 × 10−3
for ET = 200 GeV. The last important variables for the evaluation of the
tracking performance is the resolution on the various track parameters. For
the i-th track parameter ξi, the difference between the reconstructed and the
simulated value is defined as the residual Ri:
Ri = ξ
rec
i − ξsimi (3.3)
The resolution on the parameter ξi (σ(ξi)) is the relative width of a Gaussian
fit of the residual distribution. Figure 3.10 presents the tracking performance
as a function of η for single muons of transverse momenta of 1, 10 and 100
GeV/c [60]. For high momentum tracks (100 GeV/c) the transverse momen-
tum resolution is around 1.2% up to |η| ≈ 1.6, beyond which it degrades
due to the reduced lever arm. Multiple scattering in the tracker material
becomes dominant at lower momentum, for ≈ 100 GeV/c muons accounts
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Figure 3.10: Tracking performance for single muons with transverse momenta
of 1 (black), 10 (blue) and 100 (red) GeV/c: transverse momentum resolu-
tion (left), transverse (middle) and longitudinal (right) impact parameter
resolution.
for 20 to 30% of the resolution. The transverse impact parameter resolution
reaches 10 µm for high pT tracks, dominated by the resolution of the first
pixel hit, while at lower momentum it is degraded by multiple scattering.
3.4 Commissioning of the tracker at TIF.
The integration of the silicon tracker subsystems was completed in 2006,
then the components have been shipped to CERN at the Tracker Integration
Facility (TIF), a dedicated clean room for Tracker assembly and testing be-
fore installation in CMS. The facility is equipped with all devices needed to
operate the tracker: Power Units racks, FED and FEC crates, cooling sys-
tem, and a control room housing DAQ and Detector Control System (DCS)
farms. The different subsystems (TIB,TOB,TEC) and afterwords the as-
sembled tracker have been extensively tested and debugged for more than
1 year at the TIF, demonstrating a good and stable behavior of all major
components. Different activities have been carried out at TIF. Initially the
subdetectors have been validated independently testing connections (optical,
electrical I2C and control ring communications), grounding and cooling sys-
tem. Then the tracker has been assembled in its final structure for CMS and
the system has been prepared for data taking with the synchronization of all
detector units (time alignment) and the optimization of FE parameters. In
this phase also DCU reading have been implemented to monitor the state
of the detector in the DCS, alarms and interlock systems have been imple-
mented as well to keep safe the Tracker during tests. Once the detector was
ready for operations the whole tracker has been extensively tested with cos-
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mic data, to investigate the performances of sensors and tracking algorithms
with real particles, and to prove the long term operation of the whole system.
Parallel to these activities, mainly hardware oriented, there was a huge work
in software to pepare the DAQ system and to develop tools for real-time mon-
itoring of data. Of particular interest is the Data Quality Monitor (DQM)
software, that delivers in real time informations on the ongoing data taking
summarizing the detector behavior with a set of histograms accessible on-
line. We can have information at different level of the reconstruction chain,
from Raw data (unpacking problems), to reconstructed tracks (Chi sq., hit
number, residuals). DQM histograms are accessible by the internet with a
commercial browser. Another useful software tool to monitor data taking is
the 3D visualization software, IGUANA, developed inside the CMS collabo-
ration. The graphics is based on Open GL drivers, it can produce full view
of the CMS detector and data from digi level to high level analysis objects
(reconstructed tracks, calo towers, jets ...). An IGUANA image of a cosmic
track detected at TIF is given in figure 3.11 as an example.
In the following the main results of the TIF sector test are discussed.
Figure 3.11: Left: R-φ view of a reconstructed cosmic track in TIB+TOB.
Right: 3D view of the same track.
3.4.1 Sector Test results.
From March to July 2007 about 20% (figure 3.12) of the tracker system has
been under commissioning with cosmic muons to verify its performances,
in particular during stable long term operation and data taking. All final
systems (PS, DAQ, DCS) were used in this test as well as online software,
like Data Quality Monitor (DQM), and fully active safety systems. A cosmic
ray trigger was setup using plastic scintillators, several configurations were
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Figure 3.12: Right: Transverse view of the tracker with the sector under test
in colour within the two thick black lines. Left: schematic description on the
different trigger configurations used.
Figure 3.13: Gaussian fit to the TIB noise.
used (figure 3.12). During the sector test about 5 millions cosmic muon
triggers were collected. The sector test has been also a computing exercise,
allowing to experience the real data flow and the distributed analysis using
the GRID environment. Operating tracker at different temperatures has been
also possible with the use of a dedicated cooling system installed in the TIF.
Different operating temperatures, from room temperature to −15◦ C have
been established in the tracker volume, providing invaluable experience with
the different operating conditions of the system1.
1As an example, the APV chip features several I2C parameters in order to optimize
the readout at different temperatures, several different configurations have been used at
TIF in order to optimize the electronics response.
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Figure 3.14: Mean noise value Vs run number in the sector test.
Signal and Noise performance.
An important goal of the test was the evaluation of the noise performance
in realistic conditions and a detailed study of all possible noise interferences
among sub-detectors. Figure 3.13 shows a gaussian fit to noise values in
TIB, at −15◦C. The mean value was around ≈ 3 ADC, close to TDR spec-
ifications. The stability of noise performance has been also investigated:
figure 3.14 shows the mean noise value versus run number during the sector
test, the steps corresponding to different operating temperatures (room, 10◦,
0◦, −10◦, −15◦), the plateau values are very stable, showing differences less
than 0.2 ADC. Several tests have been performed to investigate the noise
performance in different configurations: using different grounding schemes
or switching off subparts to investigate possible crosstalk effects (see figure
3.15). All test showed a very good stability of the noise levels.
Figure 3.16 shows the mean value of signal-to-noise ratio for individual sub-
systems versus run number. The signal value is computed using a Landau
distribution convoluted with a Gaussian fit. A simple Gaussian fit is used
for noise evaluation.
An example of the charge distribution is given in figure 3.17. The mean
values are ≈ 27 ADC for TIB and ≈ 31 for TOB and TEC where thicker
modules are used. It is worth to notice the slight increase of S/N with
decreasing temperature. This is due to two different effects, both leading
to a slightly better signal-to-noise ratio: the decrease of the leakage current
Ileak with the temperature leading to a decrease in the noise value, and the
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Figure 3.15: Noise value of TIB+ and TOB+ with the corresponding parts
at the minus end running (left) or switched-off (right). The figure shows the
stability of noise and the absence of crosstalk effects.
Figure 3.16: Mean signal to noise ratio for TIB, TOB and TEC versus run
number.
optimization of APV parameters. However, what is noticeable, is the good
stability of the system response with time. The values of S/N measured meet
the TDR specifications.
Tracking
Several track related analyses have been performed, both to validate the
tracking algorithms on real data and to check the detector behavior using
tracks information. All the three available track finder algorithms have been
used in the sector test to have a comparison of their performances. Figure
3.18 shows the number of tracks and the number of hits per track for the
three algorithms. The difference observed in the number of hits associated
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Figure 3.17: Fit of cluster charge in cosmic run using a Landau distribution
convoluted with a gaussian. The plot refers to TOB detectors.
Figure 3.18: Right: Number of tracks in a cosmic trigger. Left: Number of
hits for track.
is due to the different χ2 cut used to check the hit compatibility during the
pattern recognition step: it was tighter in the CTF and RS, looser for the
Cosmic Track Finder. Moreover, while CTF and RS combine the informa-
tion from the two hits collected on each double sided detector in one single
matched hit, the Cosmic Track Finder counts the two hits separately, lead-
ing to an extra hit count for each double sided detector crossed by the track.
Figure 3.19 shows the tracks φ distribution as reconstructed by the three
track finders for the single track events. The three algorithms shows very
similar performances, residual differences are again due to the different re-
construction cuts used.
Sector test data have been used also to estimate the efficiency of the tracking
algorithms. The method adopted was to reconstruct track segments from a
subset of the tracker layers and then use these segments as a reference for
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Figure 3.19: φ distributions of tracks for the three algorithms.
the reconstruction in the remaining part. Only tracks in the barrel part of
the tracker were selected and the two independent sets of layers were chosen
as the four layers of the inner barrel (TIB) and by the six layers of the outer
barrel (TOB) respectively. Events were selected with less than 30 hits in the
barrel layers and with hits with a signal to noise ratio greater than 8 in at
least four layers. Efficiency was estimated on the selected events as the frac-
tion of TIB (TOB) segments with a matching segment in TOB (TIB). The
Figure 3.20: CTF tracking efficiency Vs pseudorapidity, (TIB|TOB) (left)
and (TOB|TIB) (right)
efficiencies estimated from the data for CTF were (TIB|TOB) = 94.0% and
(TOB|TIB) = 97.7%. The corresponding values obtained on the simulation
using the same technique were respectively 98.3% and 98.8%. Figure 3.20
shows the dependency on the pseudorapidity for simulated and real data.
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TOB TIB/TID TEC+ TEC-
98.2% 96.9% 99.2% 97.8%
Table 3.1: Full operative fraction of the tracker during CRUZET and
CRAFT.
3.5 Tracker operations at P5
In Dicember 2007 the tracker has ben moved from the TIF to P5 and installed
in the CMS detector. After few month of hardware work to establish electrical
and optical connection for read-out and control of the detector, as well as pipe
connections to the cooling system, the tracker was ready to enter the global
DAQ and undergo cosmic data taking together with the other subsystems of
the CMS detector (Global Runs). From November 2008 more than 300 M of
cosmic triggers with B=0 and 400 M with B=3.8 T have been collected with
the CMS detector in global configuration. Global runs with zero magnetic
field have been called CRUZET while runs with B field on are referred as
CRAFT runs. The tracker has been part of more than 95% of global runs.
This huge sample of data have been extremely useful to test the performance
of individual subdetectors, refine alignment and calibrations, and test the
interplay of the different sub-systems ( e.g tracker and muon system relative
alignment, calibration of calorimeters, etc.). This relatively long period of
operations with the full tracker in final configuration have been fundamental
to train operators for the real data taking and to indentify possible hardware
failures. In the following the main issues addressed during the tracker activity
at P5 are described briefly.
3.5.1 Hardware and faulty components
The major hardware problem encountered with the CMS tracker has been re-
lated to the cooling system with losses of refrigerant liquid and few bad valves
that triggered extraordinary maintenance operations. After a quite long pe-
riod of discussion on the different resolutive interventions to be taken, the
tracker board decided for the substitution of the old cooling plant. Operation
were planned for early 2009. However, despite the cooling failures, tracker
operations have been interrupted for time period not longer than few hours.
For what concern the power supply system, it has shown a very stable be-
havior, with efficiency greater than 99% for the whole data taking period.
Identified problems like missing connections, noisy/dead channels, HV and
LV problems, have been reported and documented on dedicated online el-
ogs, to facilitate feedback from experts and interventions. At the end of the
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CRAFT activity the overall fraction of the tracker to be operative is more
than 98% (see table 3.1)with 35.663 good read-out fibers over 36.392.
Figure 3.21: Signal value in tracker modules before (left) and after (right)
time correction. The lack of signal is due to a wrong length of the relative
fibers uploaded in the conditions Data Base.
Figure 3.22: Signal to Noise ratio distributions for the tracker subsytems
before (gray) and after (white) timing correction.
3.5.2 Detector tuning
To extract the first set of calibrations to be used at the start-up of collisions
has been one of the main goals of the cosmic data taking. There are sev-
eral parameters to tune to optimize read-out of the detector: delays, AOH
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gain, shaper parameters, etc. Up to six pedestals and noise runs have been
performed to evaluate the tracker performance and few modules showed odd
noise profiles, mainly due to HV or LV problems, and have been masked at
this stage. The fraction of masked or missing channels can be evaluated by
the values in table 3.1. For the TIB/TID it is of the order of 3% while for
the TEC+ we have less than 1% faulty modules.
The time adjustments (timing) of modules is a crucial operation dealing with
synchronous read-out. Figure 3.21 show signal values for the tracker subsys-
tem before and after the timing; a set of modules with a reduced signal value
are clearly visible. They have recovered in performance after the time cor-
rection. The lack of signal was recognized to depend by a wrong fiber length
in the Data Base. Figure 3.22 shows the same effect at the level of the single
subdetector, it is clear that the new timing strongly reduces the low charge
shoulder of the Landau distributions. Figure 3.23 shows the mean signal
over noise ratio for the tracker subsystem as a function of run number, the
improvement due to calibration and timing is significant.
Figure 3.23: Signal to Noise ratio as a function of the run number.
3.5.3 Tracking at P5
The tracking algorithms and their performance have been extensively tested
in CRUZET and CRAFT. More than 10M tracks transversing the tracker
volume have been reconstructed in the global runs, that is ≈ 3% of the total
number of events. In the case of cosmic data, due to the absence of beam-
spot constraint, the track reconstruction is very sensitive to noise, and a
not optimal calibration or timing of the detector could significantly alter the
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Figure 3.24: Medium number of rec-hits (left) and medium number of tracks
for event (right) as a function of run namber.
tracking efficiency. Figure 3.24 shows the mean rec-hit number and the mean
track number in global runs, an increase of tracking efficiency after the tuning
of the detector is clearly visible. The three tracking algorithms have again
similar performances, this is also shown in figure 3.25 where cosmic muon
spectra measured with different reconstruction algorithms are compared. It
Figure 3.25: Left: Cosmic muon spectrum reconstructed with the three al-
gorithms. Right:Layer efficiency for CRAFT data.
is possible to define the module efficiency considering high quality tracks
passing through a module and look for a consistent hit. This has been done
for all tracker modules in CRUZET and CRAFT, showing an overall efficiency
≈ 98%, that rises above 99 % if problematic modules are excluded. The layer
efficiency for CRAFT data is shown in figure 3.25, the lower value of 96% in
TOB layer 4 is due to few rods with HV problems.
3.5.4 Alignment
A good alignment is crucial to optimize the detector performances, the goal
is ≈ 10µm of indetermination in the module position. The task is very
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challenging considering that we have about 15.000 modules to be aligned in
6 degree of freedom. Two algorithms have been used:
• HIP (Hit and Impact Parameter) is an iterative procedure based on
the minimization of a local χ2 function
• MP (Millepede) works on the minimization on the global χ2 consider-
ing all the correlations.
The starting point of these two algorithms are the nominal positions of mod-
ules corrected with the laser survey constants. The alignment in CRAFT
has been performed with ≈ 4M of tracks and validated with ≈ 1M of high
quality tracks. The effect of alignment procedure is clearly visible in figure
3.26 where the χ2 distribution of tracks in the different alignment scenarios is
shown. The residuals for TIB and TOB are shown in figure 3.27, the gaussian
Figure 3.26: χ2 distribution of reco tracks with different alignment.
widths are 26 and 24 µm respectively. The track reconstruction for cosmics
produce a single track transversing the detector so, to have a consistency
check of alignment procedures, one may ask to build two independent tracks
splitting trajectories that cross the pixel detector and performing indepen-
dent track fit on the two prongs. A comparison of the parameters of the split
tracks is shown in figure 3.28 for the different alignment conditions, it is clear
the benefit of the corrections.
87
Figure 3.27: Residuals distribution for TIB (left) and TOB (right).
3.6 Conclusions
The silicon µ-strip tracker is fundamental for transverse momentum and im-
pact parameter measurement of charged particles in CMS. It is composed of
three independent subsystem: the TIB/TID, TOB and TEC, for a total of
about 15000 detector modules. The TIB/TID has been designed and real-
ized by an italian consortium of INFN institutes in which Pisa has a leading
position. In particular an half of the TIB/TID system has been build in
our laboratories and I have personally contributed to the operations. The
three subsystem has been assembled and tested extensively at CERN in the
Tracker Integration Facility during 2007, and then inserted in CMS in De-
cember 2007. The performance of the tracker have been established using
cosmic ray data and the system has shown a stable and reliable behavior.
CRAFT data permitted to test also the tracking algorithms and the align-
ment procedures with very encouraging results. More than 98% of the system
has been fully operative for several mounths together with the other subde-
tectors of the CMS experiment. This experience has been fundamental, not
only for testing the system performance but also to train people to manage
detector operations in view of the coming collisions. I have partecipated to
all operation, from the construction of the tracker at Pisa to the analysis of
CRAFT data at P5.
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Figure 3.28: Comparison of dxy (up) and pT (down) of split tracks.
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Chapter 4
Muon reconstruction in CMS.
In a hadron collider leptons provide a clear signature for many of the most in-
teresting processes, therefore a precise and fast reconstruction of the leptons
is mandatory. In this context the muons play a key role as their parameters
can be measured with great precision and, at least at high pT , they can be
identified unambiguously. Moreover, at the time of the first collisions, muon
analysis will be the key to understand the detector and to refine the com-
missioning (alignment, calibrations).
The tracks within the muon system are built using the Kalman filter tech-
nique, combining the information coming from each muon sub-detector in
the Stand-Alone Muon Reconstruction that is also the basis of the Level-2
muon trigger. The track is then propagated to the silicon tracker and, pos-
sibly, the information of the two systems are combined in the Global Muon
Reconstruction. The result is the final muon track used also by the third level
of the trigger. The reconstruction is completed by matching the muon track
with the energy deposits in the calorimeters. This chapter describes in some
details the different subdetectors and the steps of the muon reconstruction in
CMS. Special attention is dedicated to the Drift Tube system that equip the
barrel region. This subdetector has been extensively tested during cosmic
data taking, to clarify its working principle is thus mandatory to understand
the results of CRAFT data analysis presented in the next chapter.
4.1 The Muon System detectors
The muon system is made of three kind of detectors: Drift Tubes (DT),
Cathode Strip Chambers (CSC) and Resistive Plate Chambers (RPC). This
section provides a description of this three subsytems focusing on hardware
issues.
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4.1.1 Drift Tubes.
Figure 4.1: Drift chambers position in a wheel of CMS.
The choice of drift tubes as the basic tracking detectors for the barrel
muon system was possible due to the low expected rate and the relatively
low intensity of the local magnetic field. The tubes are contained into a rigid
body arranged in twelve layers, named hereafter a drift tube chamber. With
reference to figure 4.1 the CMS barrel muon detector is made of four stations
forming concentric cylinders around the beam line. Three of them consist of
60 stations, the fourth, of 70. The total number of sensitive wires is about
195.000. The basic independent detector unit, with independent powering,
read out, and gas flow, is the Super Layer (SL), consisting of 4 staggered
layers of drift tubes. Each station contains three SL, two measuring r − φ
coordinates with tubes parallel to the beam line, the third has wires perpen-
dicular to the beam line, thus measuring r − z. The chambers in different
station overlap in φ to avoid dead zones. The cell design, which makes use
of five electrodes, one wire, two field shaping strips and two cathodes (see
figure 4.2) is designed to meet the requirement of 180 µm space resolution.
The filling gas is a mixture of 85%Ar and 15%CO2. Cells have a size of
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Figure 4.2: Sketch of a drift cell, isocrones and drift lines are also visible.
The voltages applied to the electrodes are +3600 V for wires, +1800 V for
Strips and -1200 V for Cathodes. The gas is a 85%Ar-15%CO2 mixture.
42× 13 mm2. A layer of cells is obtained by two parallel aluminium planes
and by I-shaped aluminium beams which define the boundary of the cells
and serve as cathodes. I-beams are insulated from the planes by a 0.5 mm
thick plastic profile. The anode is a 50 µm stainless steel wire placed in the
centre of the cell. The distance of the track from the wire is measured by
the drift time of electrons produced by ionisation. To improve the distance-
time linearity, additional field shaping is obtained with two positively biased
insulated strips, glued on the planes in correspondence to the wire. Typical
voltages are +3600 V, +1800 V and -1200 V for the wires, the strips and the
cathodes, respectively. Field electrodes are positioned at the top and bottom
of the drift cell. The goal resolution of ≈ 100µm in track reconstruction is
achievable with 8 hits in two r − φ SL.
4.1.2 Chatode Strip Chambers.
CSCs are multi-wire proportional chambers containing 6 anode wire planes
interleaved between 7 cathode panels as shown in figure 4.3. Wires run
azimuthally and define the radial coordinate. Strips are milled on cathode
panels and run lengthwise at constant ∆φ. The muon coordinate along the
wires (φ-coordinate in CMS coordinate system) is measured by interpolating
charges induced on the strips [49]. Chambers are trapezoidal and cover either
10◦ or 20◦ in φ; the different layers of detectors overlap in order to have a
continuous coverage in φ. A muon in the pseudorapidity range 1.2 < |η| < 2.4
crosses 3 or 4 CSCs. In the endcap-barrel overlapping range 0.9 < |η| < 1.2,
muons are detected by both the barrel DT and endcap CSCs. Due to their
possibility of working in highly not uniform magnetic field, the CSCs are the
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principal detectors of end-cap muon system. CMS is equipped with ≈ 490
units, with an overall active area of ≈ 5000m2, a total gas volume >∼ 50m3
and more than 2 millions wires.The number of cathode strip readout channels
with 12-bit signal digitization is about 220000 and the number of anode
readout channels is about 180.000. Figure 4.4 shows the CSC arrangement
in CMS. The requirements for the CMS cathode strip chamber performance
Figure 4.3: Left: A schematic view of a CMS cathode strip chamber made of
seven trapezoidal panels. The panels form six gas gaps with planes of anode
sensitive wires. The cutout in the top panel reveals anode wires and cathode
strips. Only a few wires are shown to indicate their azimuthal direction.
Strips of constant ∆φ run lengthwise (radially). The largest CMS CSCs are
3.4 m long along the strip direction and up to 1.5 m wide along the wire
direction. Right: A schematic view of a single gap illustrating the principle
of a CSC operation. By interpolating charges induced on cathode strips by
avalanche positive ions near a wire, one can obtain a precise localization of
an avalanche along the wire direction.
are as follows:
• Reliable and low maintenance operation for at least 10 years at the full
LHC luminosity, i.e. at a maximum estimated random hit rates up to
1 kHz/cm2.
• At least 99% efficiency per chamber for finding track segments at the
1st Level trigger.
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Figure 4.4: View of CSC chambers installed in CMS. The outer ring consists
of 36 ME2/2 chambers, each spanning 10 in φ; while 18 20 ME2/1 chambers
form the inner ring. The chambers overlap to provide contiguous coverage
in φ.
• At least 92% probability per chamber of identifying correct bunch cross-
ingsat the 1st Level trigger. With such an efficiency per chamber and
3-4 CSCs on a muon track path, a plain majority rule ensures that
the reconstructed muons will be assigned to a correct bunch crossing
number in more than 99% of cases.
Figure 4.5 shows the spatial resolution of a single-plane chamber with respect
to high voltage and strip width. The resolution is about 80 µm at the
nominal high voltage. The six-plane chamber resolution can be estimated
as 80/
√
6 ≈ 33µm, plus alignment errors, the desired resolution of 75 µm
per six-plane chamber is perfectly reachable.
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Figure 4.5: Left: ME1/1 chamber single-plane resolution vs high voltage.
Right: The ultimate large chamber oﬄine resolution per plane for different
muon locations across a strip for chamber parts with different strip widths
(closed symbols data, solid line simulation). The projected overal six-plane
CSC resolution is shown with open symbols and dashed lines.
4.1.3 Resistive Plate Chambers.
Resistive Plate Chambers (RPC) [50] are positioned in the barrel and in
end-cap regions. Due to their very low reaction time (≈ 2ns), RPC’s are
the key element to define the bunch crossing time. The spatial resolution
is about 1-2 cm, very low compared with DT and CSC. RPC are gaseous
parallel-plate detectors. The basic module consists of two gaps operated in
avalanche mode with common pick-up strips in between (hereafter referred
to as a double-gap). A sketch of the double-gap design is shown in 4.6. The
total induced signal is the sum of the two single-gap signals. This allows to
operate single-gaps at lower gas gain (lower high voltage) with an effective
detector efficiency higher then for a single-gap. A total of six layers of RPC
chambers will be embedded in the barrel iron yoke, two located in each of
the first and second muon stations and one in each of the two last stations.
The redundancy in the first two stations will allow the trigger algorithm to
perform the reconstruction always on the basis of four layers, even for low
pt particles, which may be stopped inside the detector. In the endcap region
the iron disks are equipped with four rings of RPCs, covering the region up
to η = 2.1. Figure 4.7 shows the layout of RPCs in the barrel and in the
endcap region. In the barrel a total number of 450 rectangular chambers are
installed, they are 2.5 m long in the beam direction and have strips parallel to
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Figure 4.6: Schematic representation of an RPC chamber.
the beam axis, covering total area of about 2400m2. In the endcap regions,
the double-gaps have a trapezoidal shape with radial strips and are arranged
in three concentric rings as shown figure 4.7. They overlap in φ as to avoid
dead regions at the chamber edges. Besides the different mechanical shape
and assembly, the front end electronics, service, trigger and read out schemes
of the endcap RPC system are identical to those in the barrel system. For
any operator, the CMS RPC system looks identical in the barrel and in the
endcaps.
4.2 Local reconstruction in the muon system
The muon reconstruction starts at the level of the individual chamber. The
results are track segments in the Drift Tubes and in the Cathode Strip Cham-
bers, and 3D points in the Resistive Plate Chambers. In the following the
local reconstruction procedures for the three different subdetectors are de-
scribed.
4.2.1 Local reconstruction in RPC
The hits produced by the RPCs are three-dimensional points. They are
obtained by clustering the strips and calculating the center of gravity of
the area covered by the strips of the cluster. Uncertainties are computed
assuming that in this area the hits are distributed with uniform probability.
In the simplest case of a rectangular area the errors on the position are equal
to the length of each side divided by
√
12.
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Figure 4.7: Layout of RPC in the barrel (up) and end-cap (down) regions.
97
4.2.2 Local reconstruction in CSC
Each CSC plane measures a point in two dimensions. One coordinate is
measured by the wires, which are read out in bunches. The other coordi-
nate is measured by the strips, where the charge distribution of a cluster of
three neighbouring strips is fitted to the so-called Gatti function to obtain a
precise position measurement. The hits in a chamber are used to fit a three-
dimensional straight line segment (made of up to six points). The resolution
in the direction of the segment varies from 7 to 11 mrad in φ and from 50 to
120 mrad in θ for 50 GeV/c muons.
4.2.3 Local reconstruction in DT
The local reconstruction in the drift tubes is the step on which the basic
hits and track segments are built in a chamber starting from the output
of the Data Acquisition System, i.e mono-dimensional hits in a single drift
cell. The only information contained in these hits is their distance from the
anode, with an intrinsic left/right ambiguity and without any information
about their position along the wire. The cell hits are the starting point
for the reconstruction of segments in the r-φ and r-z projections separately.
These two-dimensional segments still do not provide any information about
the coordinate along the sense wires, but they measure the track angle in the
plane orthogonal to the wires. Combining the two projections it is possible
to reconstruct the direction and position of the muon crossing the chamber.
The resulting three-dimensional segments are the inputs to the muon track
fit both in the off-line and in the High Level Trigger reconstruction. The
performance of the local reconstruction must therefore meet the reliability
and robustness requirements needed by such a task: provide good resolution
on the track position and direction within a limited processing time, even
in a high multiplicity environment. In the following the steps leading to the
reconstruction of three-dimensional segments within the chambers, starting
from the TDC measurements, are described. The algorithms presented here
have been implemented in the official reconstruction software of the CMS
experiment.
4.2.4 Hit position reconstruction in DT.
The starting points of the DT local reconstruction are the TDC measure-
ments stored in the so-called digis, created by decoding the raw output of
the Data Acquisition (DAQ) system. The time measurement contained in a
digi is a sum of different contributions:
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• the drift time of the electrons produced by the ionising particle.
• the delays due to the cable length and read-out electronics.
• the propagation time of the signal along the anode wire.
• the time-of-flight (TOF) of the muon from the interaction point to the
cell.
• the latency of the Level-1 trigger.
A synchronisation procedure must therefore be applied to the digis in order to
extract the drift time, which is the relevant information for the reconstruction
of the hit position. The drift time is extracted from the TDC measured
time subtracting the twire0 of each wire, the t
SL
trig measured by the calibration
procedure for each superlayer, that accounts for the average TOF and the
time of signal propagation along the wire, and a further hit by hit correction
for the last two effects:
tdrift = tTDC − twire0 − tSLtrig −∆TOF −∆tprop (4.1)
The jitter in the drift time deriving from the synchronisation procedure di-
rectly contributes to the DT resolution. In order to discard noise and pile-up
signals, the reconstruction is performed only for drift times falling in a user-
defined time window. Normally, the times are required to be within -3 and
415 ns, after t0 and ttrig subtraction. All other digis are discarded as they do
not belong to event that passed the trigger. The extraction of the drift time
from the TDC measurement is performed in several consecutive steps:
• Inter-channel synchronisation. First, it is necessary to synchronise each
wire with respect to the others of the same chamber, since for each wire
the signal can have a different path length to reach the readout electron-
ics. The constants (called t0s) are measured for each wire by sending
simultaneous test pulses to the front-ends. This relative correction is
usually between 1 and 8 ns.
• Absolute offset determination. Once the channels are synchronised,
the absolute offset of the drift time distribution is computed. This
offset, called ttrig because it depends on the trigger latency, allows the
extraction of the drift time from the TDC measurement. The ttrig is
usually of the order of few µs.
The determination of these two delays does not completely solve the prob-
lem of synchronisation of the digi times. The limited amount of data usually
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imposes to compute the ttrig for group of cells, e.g. for superlayers. In this
case, the measured ttrig includes the average TOF of the muons crossing the
superlayers and the average tprop in the superlayer. Therefore, further correc-
tions for these two effects can be computed as soon as the three-dimensional
hit position is known, namely after the hits are associated into 3D track
segments. They can be as high as 2 ns for the TOF and 6 ns for the signal
propagation delay and they can be adapted or switched off in case of different
running conditions. This is the case, for example, for cosmic ray data, for
which the previous definition of the TOF cannot be applied
Electrons produced at a time tped by the ionising particle migrate towards
the anode with a velocity vdrift and reach the wire at a time tTDC , which is
the time measured by the TDC. The distance of the track with respect to
the anode wire is given by:
x =
∫ tTDC
tped
vdriftdt (4.2)
The measurement of the track distance from the wire (x in the cell refer-
ence frame) requires the understanding of this space-time relationship. Two
algorithms have been implemented. The first one is based on the assump-
tion of a constant drift velocity within the entire cell while the second is
based on a more realistic parametrization of the cell response taking into
account the track impact angle and the magnetic field. For both algorithms
the information contained in the digi alone is not sufficient to compute the
optimal hit position. For this reason an iterative procedure is adopted and
the reconstruction is done in three steps:
1. Reconstruction at the cell level: the left-right ambiguity is not solved
and the position of the hit along the wire is not yet determined.
2. The hits are used to build a segment within a superlayer. The left-right
ambiguity for each hit is solved and the track impact angle is estimated.
The position along the wires is still unknown, but the hit position can
be improved using the information of the track impact angle.
3. The segments in r-φ and r-z projections are used to build a three-
dimensional segment. The position of each hit along the wire is de-
termined. This new information allows further refinement of the hit
position.
At the second and third steps the segments are refitted after that the hit
positions have been recomputed. The information available at each step is
used differently by the two reconstruction algorithms. The final single hit
resolution is ≈ 200 µm for all chambers.
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4.2.5 Segment reconstruction in DT
The purpose of the segment building procedure is twofold: to solve the left-
right ambiguity of the mono-dimensional hits and provide track stubs, thus
helping the pattern recognition during the muon track reconstruction. More-
over the segment reconstruction provides a precise determination of the track
impact angle and of the hit position along the wire, which, as seen before,
can be used to refine the computation of the drift distance. The segment
reconstruction acts in each chamber on the r-φ and r-z projections indepen-
dently. At the end of the procedure the two projections are combined and
three-dimensional segments are built. The algorithm performs in each pro-
jection the pattern recognition and a linear fit to the hits. The reconstruction
is performed in three steps:
1. Building segment candidates.
Segment candidates are built from sets of aligned hits, built with a
combinatorial algorithm. The reconstruction begins identifying pairs
of hits in different layers, starting from the most distant layers. A pair
of hits is retained if the angle of the proto-segment is compatible with
a track pointing to the nominal interaction point, within a configurable
tolerance. The tolerance is usually set to 0.1 rad in the r-z projection
and 1.0 rad in r-φ plane (as this is the projection interested by the
track bending). These constraints can be switched off in the recon-
struction of cosmic muons. As each hit has a left-right ambiguity, both
hypotheses are considered if they fulfil the above condition. For each
pair, additional compatible hits are searched for in all layers. The hits
are examined checking if the left or the right hypotheses has a distance
from the intercept smaller than 10 times the error on their position,
as estimated by the hit building algorithm. It is possible that both
the left and right hypotheses are compatible with the segment. In this
case, both candidates are retained and the ambiguity is solved later.
Once the pattern recognition is completed, each collection of hits is
fitted using the positions and the errors assigned to the hits. For each
pair of hits only the segment candidate with the highest number of hits
and the smallest χ2 is retained; all the others are rejected. In case of
showers, the occupancy in the chamber can be very high and an in-
creasing number of combinatorics can deteriorate the performance of
the pattern recognition. For this reason the procedure described above
is not attempted if the number of hits in a given projection is larger
than a programmable number (default is 50).
2. Segment selection. The best segments among those that share the
101
hits are selected, removing conflicts and suppressing ghosts. A consis-
tency check is performed in order to test whether two candidates use
the same hits but with different left-right hypotheses. In that case, the
conflicting hit is removed from the worst of the two segments, where
the quality is defined by the number of hits and the χ2 of the segment.
There is also the possibility to retain all candidates, without remov-
ing the conflicting hits, thus leaving the selection of the best segments
to the muon track fit algorithm. After the removal of the conflict-
ing hits, the segments are allowed to share non-conflicting hits up to
a configurable number (default is two). If more than two segments
are present, the worst segment candidate is rejected. If two segments
share hits, they are required to have a minimum number of unshared
hits, in order to further reduce the number of short ghost segments.
The minimum number of unshared hits is configurable, the default is
2. The position of the hits in the remaining segment candidates are
updated, taking into account the incidence angle as reconstructed by
the segment. The segment linear fit is recomputed using the updated
hits.
3. Matching the two projections in 3D segments.
The positions of the hits in the segment are updated using the infor-
mation from the segment and the segments are re-fitted. Up to this
point, the r-φ and r-z projections are handled independently. As the
two projections are orthogonal, a segment in one projection cannot be
used to validate or invalidate a segment in the other: all combinations
of segments from the two projections are kept. The additional knowl-
edge of the position along the wire is used to update the hit position in
the cells before performing the final fit of the segment. The result is a
segment inside a chamber suitable for use in the track reconstruction.
Figure 4.8 shows residuals distributions on the bending and not-bending
coordinates of a 3D segment with respect to the Monte Carlo truth. The
simulated sample used consists of single muons with a flat pT distribution and
|η| <∼1.3. In the bending plane, using informations from two r-φ superlayers,
we have a double number of measurements and an increase of the lever arm
from about 4 cm to 16 cm. This explains the difference in width of the
distributions in figure 4.8 . In the bending plane, the resolution on the
single hit position is about 240 µm; after the segment reconstruction it is
possible to achieve a precision of about 70 µm. The resolution on the non-
bending coordinate is of about 120 µm. The resolution in the direction of
the reconstructed segments is shown in figure 4.9. An angular resolution of
about 0.7 mrad is achieved in the r-φ projection, thanks again to the presence
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Figure 4.8: Residuals on the position of three-dimensional segments. Left:
residual on x (bending coordinate), given at the middle plane of the two
r-φ superlayers. Right: residual on y (non-bending coordinate) given at the
middle plane of the r-z superlayer.
of two superlayers and a longer lever arm. On the other projection (r-z), the
resolution is about 6 mrad. Although the local reconstruction procedure has
Figure 4.9: Residuals on the angles measured by three-dimensional segments
in the r-φ (left) and r-z (right) projections.
been designed for p-p events, since October 2005 the reconstruction has been
extensively used also for cosmic muons acquired during the Magnet Test
Cosmic Challenge (MTCC), both in the off-line analysis of the data, for the
certification of the chamber functionality, and in the on-line monitoring. The
tests of the reconstruction on real data have been a useful benchmark for the
reconstruction chain and suggested many improvements in the algorithms.
This experience led to a design capable to guarantee the flexibility needed to
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treat data acquired in different running conditions: cosmic rays, beam test
and simulated p-p collisions.
4.3 Track reconstruction in the muon system
This section describes the muon track reconstruction in the muon system
alone starting from the local reconstruction in the three different subsystems.
The DT case is treated with special emphasis since it has been extensively
used in this thesis, especially in chapter 5 where cosmic data analysis is dis-
cussed.
Track reconstruction in the silicon tracker has been described in section 3.2.
In analogy with the tracker case, track reconstruction in the muon system
alone is based on the Kalman filter technique. The procedure starts with
an estimation of the seed state from the track segments in the off-line re-
construction and from the trajectory parameters estimated from the Level-1
trigger. The track is then extended using an iterative algorithm which up-
dates the trajectory parameters at each step. Once the hits are fitted and the
fake trajectories are removed, the remaining tracks are extrapolated to the
point of closest approach to the beam line. In order to improve the pT res-
olution a beam-spot constraint is applied. The track reconstruction handles
the DT, CSC and RPC reconstructed segment/hits and can be configured in
such a way to exclude the measurements from one or more muon subsystems.
The independence from the subsystem from which the measurements come
is achieved thanks to a generic interface also shared with the inner tracking
system. This allows the tracker and the muon code to use the same track-
ing tools (such as the Kalman filter) and the same track parametrization.
The tracking algorithm is again performed in three steps: seed generation,
pattern recognition and final track fit.
4.3.1 Seed generation.
The algorithm is based on the DT and CSC segments. It starts from a
pattern of segments in the stations, using a rough geometrical criterium.
Once a pattern of segments has been found, the pT of the seed candidate is
estimated using a parametrisation of the form:
pT = A− B
∆φ
(4.3)
with ∆φ being the bending angle of the segment with respect to the vertex
direction. This part of the algorithm assumes that the muon has been pro-
duced at the interaction point. If segments from both MB1 and MB2 exist,
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the weighted mean of the estimated pT s is taken. If the seed candidate has
segments only in MB3 and MB4, the difference in bending angle between the
segments in the two stations is used to calculate pT . In the CSC and overlap
region the seed candidates are built with a pair of segments in either the first
and second stations or the first and third stations. ∆φ is the difference in the
φ position between the two segments. Otherwise, the direction of the highest
quality segment is used. Although this algorithm is currently used only for
the off-line seeding, it can also be used as a very fast muon reconstruction,
which can be used in the High Level Trigger chain as an intermediate step
between L1 and L2.
Figure 4.10: Efficiency of the reconstruction in the muon spectrometer as
a function of η, φ and pT , with (red cross) and without (dashed area) the
inclusion of RPC in the tack reconstruction.
4.3.2 Pattern recognition and track reconstruction
In the standard configuration the seed trajectory state parameters are prop-
agated to the innermost compatible muon detector layer using the Kalman
filter technique, a pre-filter is then applied in the inside-out direction. Its
main purpose is to refine the seed state before the true filter. The final fil-
ter in the outside-in direction is then applied and the trajectory built. The
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algorithm is flexible enough to perform the reconstruction starting from the
outermost layer instead of the innermost,a feature that is useful when deal-
ing with cosmic muons. The pre-filter step can be optionally skipped, hence
increasing the speed of the reconstruction. This could be important for the
High Level Trigger. However, the standard reconstruction can already meet
the strict HLT speed requirement. The pre-filter and the filter are based
on the same iterative algorithm, that can be subdivided into different steps:
search of the next compatible layer and propagation of the track parame-
ters to it, best measurement finding and possibly update of the trajectory
parameters with the information from the new measurement. The process
stops when the outermost (for the pre-filter) or the innermost (for the filter)
compatible layer of muon detectors is reached. At each step the track param-
eters are propagated from one layer of muon detectors to the next. A suitable
propagator must take into account material effects like multiple scattering
and energy losses due to ionisation and bremsstrahlung in the muon cham-
bers and in the return yoke. The trajectory is extrapolated in sequential
steps using an helix parametrization. Multiple scattering and energy losses
in each step are estimated from the fast parameterizations, avoiding time-
consuming accesses to the detailed material and geometry descriptions. The
resulting state contains these effects in its parameters and errors. The best
measurement is searched for on a χ2 basis. The χ2 compatibility is examined
at the segment level, estimating the incremental χ2 given by the inclusion
in the fit of the last track segment. In the case that no matching hits (or
segments) are found, the search continues to the next station. For the update
of the trajectory parameters the pre-filter and the filter follow two different
approaches. Since the pre-filter should give only a first estimate of the track
parameters, it uses the segment for the fit. The parameters are almost al-
ways updated as the χ2 cut imposed at this stage is loose (≈ 100). The final
filter instead uses the hits that constitute the segment with a tighter χ2 cut
(of the order of 25) which can reject individual hits. All this results in a
more refined trajectory state. The RPC measurements are not aggregated in
segments, so that for them the only distinction between the pre-filter and the
filter is the χ2 cut. In order to finally accept a trajectory as a muon track,
at least two measurements, one of which must be of the DT or CSC type,
must be present in the fit. This allows rejection of fake DT/CSC segments
due to combinatorics. Moreover the inclusion of the RPC measurements can
improve the reconstruction of low momentum muons and those muons that
escape through the inter-space between the wheels (and the DT sectors),
producing hits in only one DT/CSC station. In figure 4.10 the efficiency
of track reconstruction in the muon spectrometer and the effect of the in-
clusion of the RPC measurements in the track fit are shown. The periodic
106
inefficiencies zones in η are due to the interspace between different whells,
aroud |η| = 0.2 the inefficiency is due to the presence of services. After the
fake track suppression the parameters are extrapolated to the point of closest
approach to the beam line. In order to improve the momentum resolution a
constraint to the nominal interaction point (IP) is imposed.
4.4 Muon track reconstruction with the full
CMS detector.
After the reconstruction of muon tracks in the tracker and in the muon
spectrometer independently, the two informations can be put together to
obtain a Global Muon track. The track in the muon spectrometer is used
to define a region of interest (ROI) in the tracker. The determination of
the ROI is based on the stand-alone muon with the assumption that the
muon originates from the interaction point. The definition of the region of
interest has a strong impact on the reconstruction efficiency, on the fake rate,
and on the CPU reconstruction time. The ROI can be used according to two
strategies: first, track matching with previously reconstructed tracker tracks;
and second, prompt reconstruction and matching of the tracker tracks with
the track in the muon spectrometer. The latter approach has been designed
for the High Level Trigger because it allows regional track reconstruction, but
it can also be used in the off-line reconstruction. Inside the region of interest
candidates for the muon trajectory (regional seeds) are built from pair or
triplet of hits reconstructed on different tracker layers. It is possible to use
all combinations of compatible pixel and double-sided silicon strip layers in
order to achieve high efficiency. In addition, a relaxed beam-spot constraint
is applied to track candidates above a given transverse momentum threshold
to obtain initial trajectory parameters. Starting from the regional seeds,
the standard tracker track-reconstruction algorithms are used to reconstruct
tracks inside the selected region of interest. In both ROI strategies, the track
matching is performed by propagating the muon and the tracker tracks onto
the same plane and looking for the best χ2 value from the comparison of the
track parameters. In the case of very poor χ2 a comparison which results
into no matches, the matching is subsequently attempted by comparing the
track separation in η − φ space and then in Cartesian space. If there is a
suitable match between a tracker track and a stand-alone muon track, then
the hits from the tracker and the stand-alone muon track are combined in
one collection and a final fit is performed using all these hits. After the final
global fit is made for all stand-alone track matches in the event, fake tracks
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are suppressed. The reconstruction of the muons ends with the matching of
the global muon track and the energy deposits in the calorimeters.
4.5 Muon identification
The standard muon track reconstruction starts from the muon system and
combines stand-alone muon tracks with tracks reconstructed in the inner
tracker. This approach naturally identifies the muon tracks in the detector.
However, a large fraction of muons with transverse momentum below 6-7
GeV/c does not leave enough hits in the muon spectrometer to be recon-
structed as stand-alone muons. Moreover, some muons can escape in the
gap between the wheels. A complementary approach, which starts from the
tracker tracks, has therefore been designed to identify off-line these muons
and hence improve the muon reconstruction efficiency. The algorithm for
the muon identification of the tracker tracks extrapolates each reconstructed
silicon track outward to its most probable location within each detector of
interest (ECAL, HCAL, HO, muon system). After collecting the associated
signals from each detector, the algorithm determines the compatibility vari-
ables corresponding to how well the observed signals fit with the hypothesis
that the silicon track is produced by a muon. The compatibility variable al-
lows different physics analysis to make different cuts on the minimum value
required to identify muons, which however should be carefully tuned in order
to balance the purity and efficiency of the muon identification. The algo-
rithm which associates the potential muon track with the energy deposits is
general enough to accept in input not only the tracker tracks, but also the
global and the stand-alone muon tracks. In particular this is done at the
last stage of the standard muon reconstruction, in which the energy deposits
in the calorimeters are associated with the global track and the muon com-
patibility variable is built. The muon identification efficiency improves by
combining the different approaches, i.e. identifying a muon using the global,
the stand-alone and the tracker tracks.
4.6 Muon reconstruction performance
This section describes the performance of the muon reconstruction algo-
rithms, tested using samples of single muons generated with different values
of pT ranging from 5 to 5000 GeV and flat distributions in η and φ.
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Figure 4.11: Efficiency of the reconstruction in the muon spectrometer as
a function of η and φ, for different pT samples (10, 50, 100, 200, 500, 1000
GeV/c).
4.6.1 Efficiencies
Two different types of efficiency are evaluated: the total efficiency normalized
to the number of simulated tracks and the algorithmic efficiency, which can be
defined as the efficiency with respect to one or more previous reconstruction
steps. For the reconstruction in the muon spectrometer alone the effect
of the system acceptance on the total reconstruction efficiency is also of
particular interest. For the different parts of the muon track reconstruction
the efficiencies can be factorized as follow:
seed = seed−algo × acceptance (4.4)
sa = seed × sa−algo (4.5)
glb = sa × trk × match (4.6)
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where acceptance accounts for the muon system geometry acceptance, the inef-
ficiency due to the energy loss in the material before the muon chamber sta-
tions and the bending in the magnetic field. In figure 4.11 the total efficiency
for the muon seeding step (seed) and for the stand-alone reconstruction (sa)
is shown. The stand alone muon reconstruction efficiency depends strongly
on the seed; the loss in efficiency at |η| ≈ 0.3 is due to a geometrical effect,
since in that region there is a discontinuity between the central wheel and its
neighbors. The dips in the 0.8 < |η| < 1.2 region are due to failures in the
seed finding algorithm which may be recovered even if that region is known
to be problematic as there DT and CSC segments are used together to es-
timate the track parameters. The overall integrated efficiency, for momenta
above 10 GeV/c, is more than 99%. For low momenta the efficiency decreases
because a significant fraction of muons looses energy in the material before
the muon stations or because of the bending in the magnetic field. However
for 5 GeV/c muons the total efficiency is above 96%. Figure 4.12 shows the
reconstruction efficiency for global muons glb, where the problematic regions
in η can be classified as follows:
• η ≈ 0: this inefficiency is due to the structure of the silicon tracker
that is composed of two halves connected at η = 0.
• |η| ≈ 0.3: inter-space between the central wheel (WB0) and its neigh-
bors (WB±1).
• 0.8<∼ |η| <∼1.2: problematic region for seeding due to the overlap of DT
and CSC regions.
• |η| ≈ 1.8: problematic region in the tracker with the overlap of TIB
and TEC systems.
• φ ≈ 1.2 : barrel inactive region due to services.
• periodic structure in phi: loss in efficiency in the stand-alone muon
reconstruction due to muons that escape in the space between two
adjacent sectors or chambers in CSCs.
The match is above 99% for pT
>∼ 10 GeV/c, and at the level of 92% for pT
≈ 5 GeV/c. This is due to muon seed parameters that are poorly estimated;
this directly affects the stand-alone muon reconstruction and the subsequent
matching with the tracker tracks. In figure 4.13 a direct comparison of the
reconstruction efficiencies is shown. The values are almost the same for pT
above 10 GeV/c. The structure visible in the efficiency as a function of φ, for
the seed, stand-alone and global reconstruction, is due to the φ-acceptance
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Figure 4.12: Efficiency of the global muon reconstruction as a function of η
and φ, for different pT samples.
of the muon system. The efficiency as a function of the muon transverse
momentum is of particular interest. The muon reconstruction efficiency in-
creases up to a plateau which is approximately constant from 8 GeV/c to
1 TeV/c. At TeV momenta the muon reconstruction efficiency decreases,
even if very slowly, due to an increased bremsstrahlung probability that can
lead to showers in the muon chambers and consequent poor reconstruction
of segments. Some dedicated algorithms for the TeV muon reconstruction
have been developed. For the track reconstruction in the tracker the effi-
ciency is stable already above 1 GeV/c, but it does not take into account the
muon identification efficiency, which is naturally included in the track recon-
struction with the muon spectrometer. The high reconstruction efficiency
in the tracker together with the muon spectrometer ensure a robust muon
identification.
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Figure 4.13: Efficiencies of the different muon reconstruction steps as a func-
tion of φ, η and pT .
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4.6.2 Residuals and resolution
To describe a track, the following information is used: a reference position
on the track, the momentum at this given reference point on the track, a
5D curvilinear covariance matrix resulting from the track fit, the charge, the
χ2, the number of degrees of freedom and a summary of the information
on the collected hits. For tracks reconstructed in the tracker, the reference
position is the point of closest approach to the centre of CMS. This may not
be the case for muons originated by decays of long-lived particles, however
for the samples used in the present analysis this is the case. The parameters
associated with the 5D curvilinear covariance matrix are: q/p, λ, φ, dxy,
dsz. There are two more parameters of particular interest for the physics
analysis: the pseudorapidity and q/pT . Since η and λ are closely related,
only the former is studied here. For the same reason q/pT is chosen instead
of q/p. In fact q/pT is, locally, directly proportional to the curvature in the
bending plane, which is what is actually measured by the tracking system
and so distributes normally around the true value. The resolution on this
parameter is defined as the Gaussian width of:
δ q
pT
q
pT
=
q/pT
rec − q/pT sim
q/pT sim
(4.7)
where q is the charge and psim and prec are respectively the simulated and
reconstructed transverse momenta. The residual for a variable a is defined
as the Gaussian width of:
δa = arec − asim (4.8)
The q/pT resolution for the stand-alone as a function of η is shown in figure
4.14; the value ranges from 8% in the barrel, for the 10 GeV/c pT muons,
to 40% at |η| ≈ 2.4 for the TeV-muons, matching the design performance of
the muon system. The peak in the spectra corresponds to the problematic
regions already discussed in the analysis of the efficiencies. The resolution
degrades as the pseudorapidity increases, due to the more complex environ-
ment in which the endcaps are embedded: the magnetic field presents large
inhomogeneities and it is no longer solenoidal. As an example, for muons
with a momentum of 100 GeV/c the sagitta measured at |η| ≈ 2.4 is five
times smaller than the sagitta measured at |η| ≈ 1.6. If informations from
the tracker and the muon system are combined we observe a substantial im-
provement for all values of pT (see figure 4.14). The resolution on q/pT ranges
from ≈ 0.5% for 10 GeV/c muons and η ≈ 0, to ≈ 10% for TeV muons and
η ≈ 2.4. Especially at low pT the benefit of including the tracker informa-
tion are clearly visible. On the other hand the reconstruction of muons in the
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Figure 4.14: Resolution of q/pT as a function of the track η single muons of
different pT . Up: muon system only. Down: muon system + tracker
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tracker benefits of including muons hits especially at high pT (
>∼ 200 GeV).
This can be understood with the following formula:
δpT
pT
=
0.0136
βBL
√
x
X0
√
4AN
N
⊕ σpT
0.3BL2
√
4AN (4.9)
where β = v/c, x/X0 is the thickness of the medium in radiation lengths, B
the magnetic field, L the lever arm, N the number of measurements, σ their
individual errors and the coefficient AN being espressed by the following:
AN =
180N3
(N − 1)(N + 1)(N + 2)(N + 3) (4.10)
The first term represents the contribution of multiple scattering and it is
Figure 4.15: Resolution of q/pT versus pT for the stand alone, tracker and
global muons. Tracker muons are tracks in the tracker matched to stand
alone muons to form the global muon.
constant with respect to pT . This term is dominant in the stand-alone muon
reconstruction particularly in the barrel due to the presence of the iron yoke
and has the effect of maintaining the resolution almost constant up to 100
GeV/c. Above this value, the second term starts to become important. In
the tracker the multiple scattering is lower than in the muon system and the
dominant term is the one directly related to the measurement precision. As
the pT increases, the measurement term becomes more and more important,
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but can be balanced by a a longer path length in the magnetic field (i.e. a
larger L): this is accomplished using the tracker and the muon system to-
gether (see figure 4.15). In conclusion the combination of the information
from the tracker and the muon chamber ensures the best pT estimate both
at low and high momenta. The residual on φ and η as a function of pT are
shown in figure 4.16 The gain in the η residual passing from the stand-alone
Figure 4.16: Residuals of η and φ as a function of pT for the stand alone,
tracker and global muons.
reconstruction to the reconstruction with the whole CMS tracking system
is a factor of 10 while a factor 40 is achieved in φ residual. The other two
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parameters to be evaluated are dxy and dz. In figure 4.17 these quantities
are shown for the global reconstruction as a function of η. The resolution on
the transverse impact parameter is about three times more accurate than the
one on the longitudinal parameter. For both parameters, a better accuracy is
obtained as the muon transverse momentum increases. Another important
Figure 4.17: Residuals of dxy (Left) and dz (Right) as a function of η for
different values of pt for the global muons.
issue to asses the robustness of muon reconstruction is the correct charge
assignment. Figure 4.18 shows the probability of correct charge assignment
as a function of η for the stand alone muon system and the global fit. The
correct charge assignment probability in the muon spectrometer is above 75%
for TeV-muons and reaches 99% for lower pT muons. With the full tracking
system the probability is about 100% for pT < 100 GeV/c and is above 98%
for TeV-muons. It is interesting to note that the track reconstruction in the
tracker alone has a higher probability to assign the correct sign of the charge
than the full tracking system. This derives from the more complex assump-
tions used in the fit of the measurements collected in the whole tracking
system. A better assignment can be achieved by either reviewing the as-
sumption made at the fit level or by more heavily weighting the tracker track
charge. We will discuss further on the charge error probability in section 5.6
where results derived from cosmic ray muon analysis are presented.
4.7 The muon High Level Trigger (HLT)
Muons will be used to calibrate the detectors, perform precision studies of
the Standard Model and search for new physics. This section presents the
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Figure 4.18: Correct charge assignment probability as a function of η and
different values of pT . Up: Stand alone muons. Down: Global muons.
HLT reconstruction strategy for muons and the estimated performance of
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the main muon triggers: single and double-muon with and without isolation
criteria. Additional muon triggers, mostly intended for calibration purposes
or for specific physics signatures are also included in the trigger table [51],
although they are not discussed here.
4.7.1 Seed from Level-1
The Kalman filter method starts from the determination of a trajectory seed,
that in general can be built from any measurement in the muon detector.
However, for trigger purposes, the reconstruction can take advantage of the
fact that the Level-1 trigger provides muon candidates, which are suitable
to be used as seeds. This external seeding allows significant time savings,
in particular because it does not require searching for the tracks in the full
muon detector. On the other hand, this limits the efficiency of the HLT, that
cannot reconstruct muons not already selected by the Level-1. The seeds are
created using the parameters and uncertainties of Level-1 candidates, which
are estimated at the second barrel or endcap station, and are fed to the stand-
alone muon reconstruction algorithm. At a luminosity of 1032 cm−2s−1, the
Level-1 single-muon rate is about 1 kHz for pT thresholds as low as 7 GeV/c
while the di-muon rate is below 200 Hz at the threshold of 3 GeV/c. More
detailed information on Level-1 rates as a function of pT can be found here
[51]. The efficiency of the Level-1 single-muon criteria on a W → µν sample,
with muons generated in the fiducial volume |η| <∼ 2.4 and with pT >∼ 10
GeV/c, is 83%. The combined efficiency of single and double-muon criteria
on a Z → µµ sample in a similar fiducial volume is 99%.
4.7.2 The Muon High Level Trigger chain.
The first step of the HLT muon selection is referred to as Level-2 reconstruc-
tion. Level-2 muons are required to exceed pT threshold values that depend
on the trigger path. Muons passing the Level-2 selection are input to the
Level-3 reconstruction step. The track parameters and uncertainties of the
Level-2 muon constrained to the IP region define a rectangular η − φ region
in the silicon tracker. Pairs or triplets of hits in the innermost layers of the
tracker form trajectory seeds that are required to be compatible with the
η − φ region and with the primary vertex. Trajectories from these seeds are
subsequently extended using Kalman filtering techniques and the best re-
constructed trajectory, determined by a χ2 test, is chosen. This trajectory is
then optionally combined with the reconstructed hits from the original Level-
2 muon track. The final selection step is applied to the precisely measured
Level-3 muons. Isolation is an optional step in HLT reconstruction. Isola-
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tion variables are defined as sums of transverse energies in the calorimeter
towers (for Level-2) or of transverse momenta of charged-particle tracks (for
Level-3) found in a cone around the direction of the muon. In the Level-2 the
isolation variable and the calorimeter deposits are calculated as a weighted
sum of the energies deposited in the ECAL (weight of 1.5) and in the HCAL
(weight of 1.0). The unpacking of the ECAL data is done within regions
surrounding the Level-1 seeds. This regional ECAL unpacking approach
is approximately a factor of four faster than the full sub-detector unpack-
ing, without loss of signal efficiency. In the Level-3 isolation variable only
charged-particle tracks compatible with the vertex of the candidate muon are
selected. This suppresses contributions from pile-up collisions, thus making
the Level-3 isolation requirement less dependent on instantaneous luminosity
than the Level-2 isolation. In both Level-2 and Level-3 isolation algorithms
the deposits associated with the candidate muon as well as with other muons
in the event are excluded from the sum. The thresholds and cone sizes used
are adjusted in different pseudo-rapidity ranges [52] in order to provide an
optimal signal selection and background rejection. The event can be rejected
if there are too few isolated muons, according to the criteria of each trigger
path.
4.7.3 Performance.
The study of the HLT performance [52] was designed to be as realistic as
possible. It focused on the conditions expected at the startup of the LHC,
and thus all studies assumed an instantaneous luminosity of 1032 cm−2s−1.
The CPU time measurements were performed on a Core 2 5160 Xeon pro-
cessor running at 3.0 GHz, that is very close to the one that is likely to be
used for the Event Filter Farm prior to data-taking.
All HLT single-muon paths are seeded by Level-1 candidates passing single-
muon criteria (pT
>∼ 7 GeV/c). Similarly, only candidates passing the Level-1
double-muon criteria (pT
>∼ 3 GeV/c) are considered in HLT double-muon
paths. Paths without isolation criteria, which are denoted as relaxed paths,
are essential to maintain high efficiency for events with high-pT muons, for
which the application of isolation criteria is not necessary. The resulting pT
threshold for the relaxed single-muon trigger is 16 GeV/c, giving a HLT rate
of ≈ 20 Hz, as shown in figure 4.19. For the relaxed double-muon trigger, the
threshold of pT
>∼ 3 GeV/c for both muons guarantees a trigger rate below
20 Hz. Figure 4.19 shows also the composition of the HLT muon selected
samples, for the case of relaxed paths. It can be seen that decays from bot-
tom and charm quarks dominate the rate at any pT threshold, and that the
contribution from pion and kaon decays at the thresholds chosen (16 GeV/c
120
Figure 4.19: HLT rate of single muon (UP) and double muon (Down) as a
function of pT cut.
for single-muon and 3 GeV/c for double muons) is almost negligible. Isola-
tion cuts allow lowering the pT thresholds for physics analyses which require
isolated muons in the final state.
The most time-consuming part of the chain is the Level-2 reconstruction, as
it involves the extrapolation of the track parameters through the steel yoke.
In fact the propagation time accounts for about 65% of the total Level-2
time. The time spent at Level-3 is more than the one spent at Level-2 for
any input muon, but it is less critical as the input rate is a factor 10 lower,
resulting in a more diluted average time. The maximum acceptable HLT
processing time is about 40 ms per event.
The efficiency of the three trigger paths described above on W → µν and
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Z → µµ events is shown in table 4.1. HLT efficiencies are related to the to-
tal number of events passing the corresponding Level-1 criteria (single or di-
muon Level-1 triggers, depending on the case). The overall (Level-1)×(HLT)
acceptance is calculated from the total number of generated events.
Signal HLT single µ HLT double HLT single L1*HLT
relaxed (%) µ (%) isolated µ (%) acceptance (%)
Z → µµ 98.6 91.2 95.8 98.1
W → µµ 86.9 - 81.4 76.7
Table 4.1: HLT efficiencies and overall acceptance of muon trigger paths on
the benchmark processes Z → µµ and W → µν.
4.8 Conclusions
The muon reconstruction in CMS has satisfactory performance at each level
of the chain and the design requirements are satisfied. For the reconstruction
in the muon spectrometer alone the efficiency is above 99% over a wide range
of muon momenta and the resolution on the momentum ranges from 8%
in the barrel, for muons with pT=10 GeV/c, to 40% at |η| = 2.4 for the
TeV-muons. The global muon reconstruction efficiency is about 98% and
the momentum resolution, which benefits of the high tracker performance,
ranges from 0.6% at |η| = 0, for muons with pT = 10 GeV/c, to 25% at |η| =
2.4 for the TeV-muons. The muon reconstruction has been testes with real
data at first in the MTCC challenge in 2006 and then in the last year during
commissioning of the CMS detector discussed in chapter 5. This, together
with the analysis of the reconstruction performance, confirms that the muon
reconstruction is ready for the data taking. The timing studies of the muon
HLT algorithms shows that the CPU time spent in the muon reconstruction
and isolation algorithms is acceptable. In conclusion, the current realization
of the CMS HLT is a complete, fully functional system. However, this is
not intended to be the final implementation. The flexibility of the HLT
framework will allow the trigger algorithms to evolve in parallel with those
of the off-line reconstruction, to adapt to the experimental conditions of LHC
and to respond to the physics demands of CMS.
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Chapter 5
Analysis of cosmic data: a first
look to detector performances
In the year from November 2007 to November 2008, CMS has been involved
in cosmic data taking, collecting a total of ≈ 600 M triggers in various con-
figurations. This huge sample of data have been used to test and tune the
detector as well as the reconstruction algorithms. Many different studies
have been performed with cosmic data to debug single sub-detectors (hard-
ware failures, bad or swapped connections, synchronization) and to evaluate
the performance of the full system and the interplay of the different parts
(e.g tracker and muon system in global muon reconstruction). One of the
major goals of the so called Global Runs has been the improvement of the
alignment of the detector using the informations from the survey data and
the track-based algorithms. The alignment procedures have been tested on
single detector modules (µ-strip in the Tracker and chambers in the muon
system) and also for large structures. For the first time the Tracker-Muon
System alignment procedure has been tested. Also the synchronization of
all CMS subdetectors, trigger and read-out has been extensively studied.
Cosmic data have been used also to test the reconstruction chain, even if
the algorithm used for cosmics rays differ substantially from the standard to
be used in collisions, i.e beam spot or vertex constraint cannot be used for
cosmics. Important parameters like pT resolution and charge error probabil-
ity can be evaluated with cosmic data. Surely the results obtained can not
be directly related to the performance expected with collisions, however the
cosmic data are important to have a first picture of the detector behavior.
I have been involved extensively in the analysis of cosmic ray data, with and
without magnetic field, providing useful feedback to experts to correct and
refine the reconstruction algorithms. This chapter describes the results of
theses activities, it is devided in two main parts: the first describing the
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measurement of multiple scattering angles using the Drift Tube system in a
condition with no magnetic field, the second part is dedicated to track re-
construction in the Tracker and in the muon system and the interplay of the
two in the so called global muon reconstruction.
5.1 Collected data
Figure 5.1: Total number of triggered events in CRUZET (B=0) (left) and
in CRAFT (B=3.8T) (right) global runs.
In ≈ 1 year of data taking, with few intervals to operate on recognized
anomalies in the subsystems, CMS has collected ≈ 600 M of triggers. The
first subsystems to participate to the data taking were the DT’s and the
calorimeters, the first ones to be installed in the underground cavern. Then,
after the insertion of the Tracker in December 2007 and the closure of the end-
caps in middle 2008, the detector has been operative in it’s final configuration.
For about six months CMS has operated without magnetic field, while for
the second half of the data taking a magnetic field of ≈ 3.8 T has been
established with the superconducting solenoid. Runs with magnetic field off
are named CRUZET (Cosmic RUn at ZEro Tesla), the others are called
CRAFT (Cosmic Runs at Four Tesla). Figure 5.1 shows the time evolution
of the number of triggered events in the two phases. The average trigger rate
for cosmic muons is ≈ 300 Hz, 3% of it in events hitting the tracker. A total
of 330 M muon triggers have been detected during CRUZET and 303.5 M
during CRAFT.
Several different issues have been addressed in cosmic data runs:
• Alignment exercises: test of hardware and track based alignment pro-
cedures.
• Synchronization of the detectors.
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• Comparison of tracker and muon system reconstruction: useful to de-
fine the momentum scale, the relative alignment of the two systems,
matching efficiency of global muons track, pT resolution and charge
misidentification studies.
• Comparison data-MC to see if and where the simulation fails. These
studies are mainly related to the magnetic field modeling and to the
evaluation of the material budget.
• Test muon isolation algorithms and hence the energy deposit in the
calorimeters.
Moreover the global runs has been the first opportunity to train shifters for
the future data taking. A good experience with the use of the detector control
(DCS) and monitoring (DQM) tools and safety procedures has been gained
with the cosmic global runs.
5.2 Monte Carlo generator for cosmics.
The CMS detector has been designed to measure particles produced in a
small central region (i.e the beam spot). The software used for simulation
and reconstruction has been optimized for this specific situation. This is the
main reason that make cosmic rays so special in data as well as in the Monte
Carlo. Cosmic muons cross the detector from upside-down and the trajec-
tories are very different to collision products. However cosmic muons are
a constant source of charged particles, ideal for the refinement of the CMS
commissionig in view of the LHC start up. Thus recording cosmic data and
comparing them to simulated expectations is useful for several studies. For
this purpose the CMS collaboration has developed CMSCGEN1, a Monte
Carlo generator to model a realistic spectrum of cosmic muons hitting the
CMS detector on surface or in the underground cavern [62]. The parametriza-
tion of the energy spectrum is inherited from an older generator developed
for the L3+Cosmic experiment, and deeply used in the related analysis. The
validation of the parameterizations implemented in the generator is given
by the successful use of the generator for several studies in the past. For
the details on the implementation of the generator, the parameterizations
used and the comparison with past data, we send the reader to reference
[62]. Another property in which cosmic muons differ from muons produced
in collisions is the timing uncertainty: they arrive at random and are not
bunched, the approach time at different sub-detectors is thus not known.
1CMS Cosmic Generator
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Since the CMS detector is read out in a clock cycle of 25 ns, the arrival time
of the cosmic muons is distributed uniformly between -12.5 ns and 12.5 ns.
The generated starting time of the cosmic muons is chosen randomly in this
interval in order to account for the time jitter.
Cosmic muons are generated on a flat surface at an altitude of ≈ 500m above
sea level. They are then extrapolated as straight lines either to the cavern
90 m below the ground (including the simulation of energy loss in rock, con-
crete walls and air) or to a detector setup on surface. The muons that hit
CMS are then passed to the GEANT4 simulation for the propagation in the
detector. We have used this generator as a reference for the data analysis
during CRUZET and CRAFT runs, all data-MC comparisons shown in the
next sections are obtained with CMSCGEN.
5.3 Momentum reconstruction study at B=0
In the Z’ searches we are interested in high pT muon tracks, so one of the
main item addressed in cosmic analysis is the estimate of the pT resolution
at the start-up of collisions and the influence of alignment and calibration of
the detector. To have a measurement of dynamical parameters like the pT
we obviously need a magnetic field, however, at the beginning of the global
runs the B field was off. In this conditions a real measurement of the pT is
not possible, but we can obtain an estimate of it by measuring the multiple
scattering angle of tracks in the iron yoke using the Drift Tube system. This
method, being based on the measurement of the angle between consecutive
segments in the DTs, is very sensitive to the alignment, and has been used
to validate the robustness of alignment procedures (at least for B=0). In
the following the working principle of this method and the results obtained
with CRUZET data are described in details, with a brief introduction on the
reconstruction of cosmic tracks with DTs.
5.3.1 Cosmic track reconstruction with B=0 using the
DT system
The track reconstruction algorithms used for cosmics are very different from
the standard ones designed for LHC collisions. The absence of a common
vertex of interaction, the stochastic arrival time and the not standard direc-
tion of propagation in the detector require a dedicated reconstruction chain.
The major changes are needed for the final track fit, because cosmic rays
coming from outside the detector experience a different energy loss pattern
with respect to collision products, that has to be taken into account cor-
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rectly by the Kalman filter. On the other hand the local reconstruction is
the same used for collisions. A dedicated software package to perform track
reconstruction for cosmics has been developed in CMSSW to face the cosmic
challenge. CRUZET global runs with B=0 has been the first opportunity to
test the performance of these special reconstruction algorithms and of the
whole CMS detector with physics data. Especially the barrel muon stations
have been extensively tested.
A cosmic muon transversing the detector can produce two tracks in the
Figure 5.2: Sketch of a cosmic muon crossing the CMS barrel, a transversing
track is split in two by the reconstruction.
barrel muon system, one in Y > 0 region and the other in Y < 0, as shown
in figure 5.2. Being Y the vertical coordinate. Optionally it is possible to
merge the two tracks in one single track fit. The DT system can provide up
to 44 measurements for each track, 8×4 in the r−φ view and 4×3 in the r-z
view. Figure 5.3 shows the distributions of the number of hits and segments
associated to a single muon track compared with MC predictions. Since this
study requires high quality cosmic tracks, and the MC production of huge
amount of cosmics is very time expensive, the MC has been generated requir-
ing the simulated muons to cross the tracker volume. The differences in data
and MC can be reconducted to this choice in the generation, however even
if there is no perfect accordance between real and simulated data the results
are compatible. Since the magnetic field is off, it is not possible to measure
the pT , not even the charge. However we can have a look to the distributions
of θ and φ, defined as the azimuthal and polar angle of the momentum vector
at the point of closest approach, and compare the results with MC. Figure
5.4 shows the distribution of θ in data and simulation, the agreement is good
taking in mind that MC is generated asking only muons crossing the tracker
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Figure 5.3: From left to right distributions of the number of r-phi hits, r-z
hits and DT segments associated to a cosmic muon track.
volume. The asymmetric peak in the Z < 0 side is due to the shaft, that
is well reproduced in the simulation. As an exercise we can extrapolate the
cosmic tracks to an height of 90 m above the beam line to obtain an image
of the hole of the shaft as shown in figure 5.5.
Figure 5.4: Left:Distribution of the angle θ of cosmic muons in data and MC,
the asymmetric peak is due to the shaft. Right: residual distribution of θ
obtained with MC.
Figure 5.6 shows the φ distribution, the presence of the double peak is
due to the splitting of cosmic tracks operated by the reconstruction; is nice
to see that most of the muons have φ ≈ pi/2. A good agreement with the
MC is obtained.
The two peaks are asymmetric, the one corresponding to φ > 0 is more
populated. This feature is the result of the energy loss of muons in the
detector, since a muon striking the detector from above could have too low
energy to appear in the down part. We can quantify the amount of losses
using the MC, the more critical contributions coming from the iron yoke, and
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the calorimeters. In particular a muon that crosses the entire detector from
side to side, experiences an average total energy loss of about 10-15 GeV.
Losses in the iron yoke layers are about 0.5 and 1 GeV depending on the
thickness (30 and 60 cm respectively), while crossing the Calorimetry region
costs on average ≈ 7 GeV, or ≈ 6 GeV if the muon crosses the tracker volume
where the material budget is lower with respect to the forward calorimeters.
Figure 5.7 shows the different contribution to energy loss in the detector.
5.3.2 Momentum resolution in the DT system
A good approximation of the momentum resolution in a tracking system with
an uniform magnetic field B in Tesla and lever arm L is given a by [68, 69]:
δpT
pT
= A · pT ⊕B
A =
σ
0.3BL2
√
4AN (5.1)
B =
1
0.3B
0.0136[MeV ]
β
√
1.33
X0L
where σ is the spatial resolution on the single hit, AN is a geometrical
parameter function of the number of measurements (equation 4.10) , X0 is the
radiation length of the material crossed and β is the particle velocity in units
of c. The first term (A in eq. 5.1), linear in pT , depends on the detector
spatial resolution. The second contribution (B in eq. 5.1) is momentum
independent and is due to multiple scattering (MS) in the detector material.
The form of equation 5.1 permits to distinguish two different regimes: at low
pT the second term dominates and the resolution is limited by MS. In the
opposite situation of high pT the resolution depends mainly on the accuracy
of position measurements.
With the magnetic field on a standard way to estimate the pT resolution from
Montecarlo is based on the residual distribution of 1/pT , defined as:
R1/p ≡ 1
precoT
− 1
ptrueT
(5.2)
where precoT is the transverse momentum measured, and p
true
T is the true mo-
mentum value. If the reconstruction is correct, this distribution has a gaus-
sian core peaked at 0, with a width (σ1/p) depending on the pT of the particle,
given by:
σ1/p =
δpT
p2T
(5.3)
129
Figure 5.5: Image of the z-x projection of the shaft obtained extrapolating
tracking hits to 90 m above CMS.
Figure 5.6: Distribution of the angle φ of cosmic muon tracks in real data
and MC (left). Right: residual distribution of φ obtained with MC
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Figure 5.7: Left: distribution of the energy loss by a muon transversing the
CMS detector. Right:Different contribution to the energy loss of muon in
the detector. In red and black we have the losses in the iron yoke for the two
thickness of the layers (30 cm red, 60 cm black). In green we have the losses
transversing the calorimeters, the blue distribution is obtained requiring the
muon to transverse the tracker.It is to be noticed the reduction of the tails
at high energy due to the lower material budget of the tracker with respect
to other regions of the detector.
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Figure 5.8: σ1/p as a function of the true pT of sigle muons in collisions.
The fit is performed with the function
√
(p0/pT )2 + p12, with p0 and p1 free
parameters.
Considering equation 5.1 for δpT/pT , in the high pT regime, σ1/p should
approach the asymptotic value A. To verify the validity of this assumption
we have used a Monte Carlo sample of single muons from the interaction point
(IP) with a flat distribution of ptrueT up to 0.5 TeV. Since we are interested
in the DT system, the track reconstruction has been performed considering
only hits in this subdetector and no vertex constraint is used. We have thus
obtained the R1/p distributions in different bins of p
true
T and measured σ1/p
with a Gaussian fit. The result is shown in figure 5.8: σ1/p decreases for
increasing ptrueT and approaches asymptotically a constant value as expected.
The asymptotic value of about 6 · 10−4 GeV−1 is thus an estimate of the
coefficient A defined in equation 5.1 for the barrel muon system in good
agreement with expectations, that correspond to a pT resolution of 60% at 1
TeV. It is important to observe that in the limit of infinite ptrueT , the equation
5.2 gives R1/p =
1
precoT
and the resolution could be estimated by the gaussian
width of the q/precoT distribution alone.
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5.3.3 A method to estimate the momentum resolution
with B=0
In absence of magnetic field the track is not bending and the momentum
cannot be measured. Nevertheless an artifice can be applied to measure the
momentum resolution. It is possible to think that a straight track, in absence
of magnetic field, is equivalent, in term of momentum recognition to a track
with infinite true momentum, crossing the detector with magnetic field on
(B = 4T). The local reconstruction and the track fit are performed by two
completely independent software modules, and even if the track reconstruc-
tion uses different algorithms in the cosmic case, the local reconstruction is
the same as for collisions. We can thus use the segments obtained in the
local reconstruction of cosmic tracks to feed the standard reconstruction al-
gorithms for LHC collisions. The beam spot constraint is not effective for
cosmics and has not been used. In the standard situation the track fit is per-
formed considering a parametrization of the magnetic field, with a central
value of ≈ 4T , while in the real situation the B field was off. This sort of
re-reconstruction results in a sample of LHC-like stand alone muons with an
(artificially) hardened spectrum compared to the real one, as shown in figure
5.9. The multiple scattering in the CMS material, the misalignment and the
intrinsic resolution of the detector, produce a fake curvature of the single
track and a finite precoT is assigned by the reconstruction. We are thus in the
case of infinite ptrueT and R1/p = q/p
reco
T , where the width of R1/p distribution
can be used to evaluate the pT resolution.
Figure 5.10 shows the q/pT distribution obtained by MC and real data. These
distribution are very similar and centered at 0, as expected for residuals dis-
tributions. The high tails in the distribution in the top part of figure 5.10
are due to poorly reconstructed tracks and some quality cuts are then needed
to clean the sample. The selection is made requiring at least 10 hits in each
of the four DT station. Moreover, in order to have a situation similar to
real collisions, we select events in which the muon crosses the entire detector.
This is done by requiring two tracks in the event, one in the Y > 0 and the
other in the Y < 0 hemispheres, indicated in the text as up prong and down
prong. After the selection the tails are strongly suppressed as shown in the
down part of figure 5.10, and the gaussian shape is recovered. In the Monte-
carlo sample with B=0, we can measure the width of the q/pT distribution,
performed with this method, as a function of the true pT of cosmic muons.
The results are shown in figure 5.11. For high momenta (ptrueT ≥ 200GeV/c),
the gaussian width σ1/p is almost independent on pT , and reaches the in-
trinsic resolution plateau. We can now compare figure 5.11 of cosmic muons
with B=0 with figure 5.8 of collision nuons with B=4T: the trend at low
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Figure 5.9: Muon pT spectrum obtained by the standard reconstruction
(B=4T) applied to CRUZET tracks (B=0) compared with the Monte Carlo
spectrum of cosmics.
ptrueT is different as expected due to the different contributions of multiple
scattering, the energy loss and the different reconstruction method; on the
other hand, the asymptotic limits for high ptrueT are compatible within the
statistical errors. Therefore this method to estimate the pT resolution of the
CMS muon system using cosmic muons at B=0 is correct in the limit of very
high momenta.
The goal of this study is to build a curve similar to the plot in figure 5.11
using real cosmic data. In this case we have to infer the value of pT true of
cosmic muons from the data. It has been achieved using a measurement of
the multiple scattering angle in the DT system as described in the next two
sections.
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Figure 5.10: Distribution of the parameter q/pT without quality selection on
tracks (Up) and applying the cuts described in the text (Down). The effect
of the selection described in the text is a strong reduction of the tails.
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Figure 5.11: σ(q/precoT ) as a function of the true pT of cosmic muons. The p
reco
T
is obtained by the standard reconstruction at B=4T. The fit is performed
with the function
√
(p0/pT )2 + p12.
5.3.4 Multiple scattering measurement with DT cham-
bers
DT chambers are arranged in four stations, each separated by an iron layer of
the corresponding wheel. Chambers in the first two stations (MB1 and MB2)
are separated by ≈ 30 cm of iron, while for the two outer stations (MB3 and
MB4) the thickness of the iron is ≈ 60 cm. This amount of material induces
multiple scattering on the particle trajectory that results in a shift of the
exit point of the trajectory and a change in direction of the momentum (θ).
The angular deviation has a stochastic nature, the statistical distribution,
for small angles, is well approximated by a gaussian of width [70]:
σ(θ) =
1.36 [MeV ]
βcp
Z
√
X
X0
(5.4)
where p is the momentum of the particle, β its velocity in units of c, Z the
atomic number of the medium and X/X0 is its thickness in units of radiation
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lengths. For muons with p ≈ 10GeV we have an RMS angular deviation
in 30 cm of iron of about 15 mrad, well above the DT angular resolution of
≈1 mrad. We can thus measure the angular deviation of muon trajectories
using the direction of tracking segments from the DT local reconstruction.
At this scope we define the observable θij as the angle between the directions
of segments in consecutive DT stations (MBi and MBj), projected in the r−φ
plane (fig.5.12); θij is a good measurement of the multiple scattering in the
iron if the multiple scattering inside the chamber is small compared to the
angular resolution. With the GEANT simulation we can see that the angular
deviation expected inside a chamber is well below the angular resolution of
DTs and hence the approximation is valid (figure 5.12).
We have seen that a cosmic muon produces two tracks in the muon system,
Figure 5.12: Left: definition of the angle θ between the directions of segments
in consecutive DT chambers. Right: Absolute value of the multiple scattering
angle of a cosmic muon track transversing a chamber obtained with GEANT4
simulation.
each associated to a maximum of 4 DT segments (e.g one segment in each
DT station), we can thus define three angles: θ12, θ23, θ34 (i.e θ23 is the angle
between segments in stations MB2 and MB3).
We have first studied the distribution of the θij angles in the MC to check
if multiple scattering is well reproduced in the simulation. With the MC is
possible to know the real 3D position of the hits in the DT chamber without
the smearing of the wire resolution. It is hence possible to build simulated
segments and disentangle the multiple scattering effect from the smearing
due to spatial resolution.
Figure 5.13 shows the distribution of θ12 and θ23 obtained with simulated
and reconstructed segments in the MC sample. The distribution are well
centered at zero, the gaussian widths are ≈ 0.09· and ≈ 0.11· respectively,
reflecting the different thickness of the iron in the two cases (30 cm for MB1-
2 and 60 cm for MB3-4). It is possible to demonstrate that the rms of
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Figure 5.13: Distribution of the angle in the r − φ plane between true and
reconstructed segments in chambers MB1-2 (Up) and MB2-3 (Down).
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the multiple scattering angles in the r − φ plane scales with the pT with a
dependence ∝ 1/pT . The dependence of the multiple scattering angles on
the pT of cosmic muons is shown in fig.5.14, where the expected trend is
well reproduced by the simulation. The measurements of θ12 and θ23 in real
Figure 5.14: Gaussian width of the angle between DT segments in stations
MB1-2 (left) and MB2-3 (right) as a function of the true pT of the cosmic
muon. The fit is performed with the function p0/pT + p1.
data are shown in fig.5.15 for two different alignment conditions, indicated as
partial survey and last alignment. The former is given by survey alignment
of about 60% of the chambers, while the latter includes survey informations
for all the chambers and also wheel to wheel corrections. This corresponds
to the ultimate alignment obtainable with survey data, since no track based
alignment have been implemented during CRUZET. The distributions are
very similar to those obtained in the Montecarlo, however the misalignment
produces wider distributions. The beneficial effect of an improved alignment
is evident. Since the thickness of the iron layer between the 1st and the 2nd
station is one half of the other two layers (L12=30 cm, L23=L34=60 cm), for
a given momentum, the MS angle should be distributed with a rms scaling
with
√
2 , according with equation 5.4. This feature can be checked from the
distribution of the ratio, event by event, between two consecutive MS angles
and can give indications about the level of the alignment of the DT chambers.
In the ratio of angles the dependence on pT of the multiple scattering angle
cancel and the only visible effect should be the difference in radiation lenghts
of the iron layers. Figure 5.16 shows the distribution of the ratio θ12/θ23 for
MC true, MC reconstructed and real data. When X and Y are independent
and have a Gaussian distribution with zero mean the distribution of their
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Figure 5.15: Distribution of the angle in the r−φ plane between reconstructed
DT segments in real data in chambers MB1-2 (left) and MB2-3 (right), for
two different alignment conditions.
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Figure 5.16: Distributions of the ratio θ12/θ23 (angles in stations MB1-2
and MB2-3) for simulated segments (left), reconstructed Montecarlo seg-
ments (center) and segments from real data (right). Data are fitted with a
Lorentzian function with expression p0/((x− p2)2 + p12).
ratio X/Y is a Breit-Wigner with a width parameter Γ given by Γ = σx/σy.
The distribution in figure 5.16 have a Breit-Wigner shape as expected, Γ is
close to 1/
√
2 for true Montecarlo segments , for reconstructed Montecarlo
segments an additional angular resolution factor of 1 mrad has to be taken
into account:
σθij =
√
σ2MSij + σ
2
res
with σres angular resolution of a DT station [71]. The width of about 0.77
can be obtained analytically using σres = 0.06 deg and σMS23 = 0.12 deg from
the fit to Monte Carlo segments (fig. 5.13). In the real data the ratio has a
width of 0.86 that can be interpreted as an effective angular resolution of 1.9
mrad. This value is twice the one predicted by Montecarlo, this discrepancy
is due to calibration and misalignment. The next section describes the re-
reconstruction of data with the standard algorithms for LHC collisions, and
the results on pT resolution estimate.
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Figure 5.17: Distribution of θtot obtained in data for two alignment scenarios
and Montacarlo.
Figure 5.18: Left: cosmic pT spectrum resulting from a cut in θ
tot, the spec-
trum is harder cutting on small angles. A cut at generator level at pT = 5
GeV explains the shape of the original cosmic spectrum.Right:Dependence
of the most probable pT of cosmic spectrum by θ
tot.
5.3.5 The Multiple Scattering as momentum selector
The underlying idea of this analysis is to use the correlation between MS
angle and muon momentum (equation 5.4) to discriminate between different
momentum region in absence of magnetic field applying a cut based on the
MS angles measurement in the DT stations. For this purpose we use a
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weighted mean (with the iron thickness) of MS angles, defined as:
θtot ≡
√
2θ212 + θ
2
23 + θ
2
34
3
(5.5)
The distribution of θtot in Montecarlo and real data is shown in fig.5.17.
Cutting on θtot, it is possible to obtain a momentum selection of cosmic muons
also in absence of magnetic field. In order to have an unbiased selection, we
use one prong of the muon track to estimate the cut variable and the other
to measure the corresponding pT . In particular θ
tot is computed on the track
in the Y<0 hemisphere while the pT is that of the Y>0 prong. Figure 5.18
shows the momentum distribution in Montecarlo events corresponding to
different cuts on the MS angle and the dependence of the most probable
pT value of cosmic spectrum as a function of θ
tot. Tightening the MS angle
cut, the averaged momentum of the selected muon cosmic sample increases
and the δ(1/p) resolution is expected to decrease according to equation 5.1.
Figure 5.19 shows the distribution of q/pT for two different angle cuts in
the data and the Montecarlo. The momentum resolution has been evaluated
Figure 5.19: Distributions of q/pT rec for two different cuts on θ
tot at 0.3◦
(left) and 0.1◦ (right) for two different alignment conditions in MC.
for different cuts on θtot considering a null true curvature. The results of
this study is shown in fig. 5.20 for three different alignment scenarios. It is
clear that the differences between the curves are independent of θ and hence
of pT , this feature suggests that the discrepancy is due to a global effect
recognized in DT misalignment. Improving the alignment, the resolution
curve is approaching the ideal Montecarlo line. With the latest alignment
scenario, the vertical shift in the resolution curves is about 4× 10−4 GeV−1.
This discrepancy is compatible with the misalignment conditions giving an
effective spatial resolution increase of about 200 µm.
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Figure 5.20: The plot shows the σ of the q/pT distribution of the Y > 0
prong as a function of the angle θtot ≡
√
2θ212+θ
2
23+θ
2
34
3
calculated in the Y < 0
prong, for the different sets of alignment constants.
5.3.6 Conclusions
Cosmic data collected in CMS without magnetic field have been analyzed
to study the multiple scattering in the DT chambers and the momentum
resolution. The measurement of the multiple scattering angles in real data
shows an effective DT chambers angular resolution of about 1.9 mrad in-
stead of 1 mrad of the design. This corresponds to an increment of the single
hit resolution from about 200 µm to 400 µm. An estimate for the momen-
θtot [deg] Most Probable pT (GeV/c) δ(1/pT ) (c/GeV) δpT/pT (%)
0.5 17 8 · 10−3 13
0.1 45 3.5 · 10−3 16
0.05 80 3.3 · 10−3 27
Table 5.1: For each cut in the MS angle, the average momentum of the
selected sample is shown with the correspondent momentum resolution
tum resolution of the DT system has been obtained reconstructing cosmic
events, in absence of magnetic field, as standard CMS collisions with B=4T
and measuring the deviations of the variable q/pT around zero, results are
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summarized in table 5.1. Since the momentum resolution strongly depends
on the momentum itself a method to estimate the momentum, based on the
multiple scattering angle in the iron yoke housing the DT chambers, has been
developed. The gaussian width of the q/pT distribution has been measured
in different momentum ranges and results have been compared with MC pre-
dictions. The agreement of real data and simulated events benefits of the
improved alignment.
5.4 The Magnetic Field issue in CRAFT global
runs
The global runs with magnetic field on, known as CRAFT (Cosmic Run at
Full Tesla), have been a fundamental step toward the final commissioning of
CMS. The major items addressed in CRAFT analysis are the modeling of the
magnetic field and the alignment of subdetectors. An accurate knowledge of
the B field is fundamental in view of the collisions, in particular for global
muon reconstruction where the information from the inner tracker and the
muon system are matched and the result could be biased by an inaccurate
model of the field. The uncertainty on the magnetic field is mainly related to
Figure 5.21: Value of |B| (left) and field lines (right) predicted on a longitu-
dinal section of the CMS detector.
the iron yoke, where the field can be measured (Hall Probes) in air but not
inside the iron layers. Moreover the presence of services (chimneys) and the
influence of external iron structures makes the modeling of the field in the
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yoke more complicated. Inside the coil volume, however, the magnetic field
is known with a very good precision (about 0.1%). During CRAFT global
runs a magnetic field of 3.8T has been established in the inner volumes. This
reduced value with respect to the nominal 4T field has been chosen for a
safe operation of the superconducting solenoid. The track reconstruction
algorithms use a parametrization of the magnetic field (figure 5.21), the B
map, based on the outcome of a finite element simulation of the field lines in
the detector volumes obtained with the TOSCA software [72]. The iterative
steps of track reconstruction use the value of the B field in the map to build
the final trajectory from the single hits recorded in different regions of the
detector. Inaccuracies in the B map leads directly to a bias in the momentum
measurement and hence on physics result.
As soon as the first result of CRAFT data analysis became available, there
Figure 5.22: Distribution of the quantity (1/pTrkT − 1/pSTAT )/(1/pTrkT ) in the
first outcomes of CRAFT data analysis.
was a strong suspicion of a wrong modeling of the magnetic field in the iron
yoke region. A possible way to point out this feature was the comparison
of the track curvature measured in the tracker and in the muon chambers,
figure 5.22 shows the distribution of the quantity:
1/pTrkT − 1/pSTAT
1/pTrkT
= 1− p
Trk
T
pSTAT
where 1/pTrkT is the curvature measured in the silicon tracker and 1/p
STA
T is
that measured by the Stand Alone muon reconstruction in the muon system
alone. A bias of about 25% independent of the track momentum was immedi-
ately evident. This could be ascribed to a bad modeling of the field in the the
iron layers of the yoke. This hypotesis has been confirmed by several other re-
sults based on different approaches. We can go further in the understanding
of the magnetic field in the iron measuring the real bending of the particles
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using the segments of the local muon reconstruction with analog methods
used in the multiple scattering studies presented in the previous section. We
can thus compare the bending angle of the track between consecutive muon
chambers with the value given by the reconstruction output to obtain the so
called scaling factors. Figure 5.23 illustrates this procedure. The physical
Figure 5.23: Illustration relative to scaling factors calculation, φprop is the
bending given by the propagator, φdata is those measured with muon seg-
ments.
track bending in the r − φ plane depends on the magnetic field and on the
pT of the particle in the relative iron layer. The following simplified relation
is valid for uniform B field:
B = 0.3
∆φ
L
· pT
where ∆φ = φi − φi+1 is the bending of the particle in the transverse plane
inside the iron layer between consecutive stations i and i+1, L is the thickness
of the iron layer in m, pT is measured in GeV/c and B in Tesla. The magnetic
field map is used both for the measurement of the track momentum in the
inner tracker and to predict the track bending in the extrapolation. Given
the good accuracy of the magnetic field map in the region inside the solenoid,
the momentum measured by the inner tracker can be taken as an absolute
reference. A statistical difference between the track direction measured in
the DT chambers and the direction of the extrapolated tracks can therefore
be attributed to a difference between the true magnetic field integral along
the extrapolation path and the corresponding integral in the the field map
used for the extrapolation. We can thus obtain the scaling factor (SFi,i+1)
relative to the iron layer that separates muon chambers i and i+1 as follows:
SFi,i+1 =
[
(φpropi+1 − φdatai+1 )− (φpropi − φdatai )
]
pT
i/i+1
(φpropi+1 − φpropi )pT i/i+1
=
Bmap −Btrue
Bmap
i/i+ 1
(5.6)
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with reference to quantities illustrated in figure 5.23 for stations MB2 and
MB3, pT
i/i+1 is the transverse momentum obtained extrapolating the mo-
mentum measured in the tracker to the relative iron layer taking into account
proper energy loss. The scaling factors in principle can be calculated for each
couple of consecutive chambers in the 12 sectors of each of the 5 wheels of
the CMS yoke, for a total of 180 independent values. Since the alignment
affects the calculation of SFs and the effect is not symmetric in the charge of
the track, the medium value of SFs for µ+ and µ− is used. However the SF
definition in equation 5.6 gives only a raw approximation of the real correc-
tion needed, at least in regions where the field is expected to have a strong z
dependence, like the external wheels of the yoke. By the way scaling factors
can be used to estimate the accuracy of the magnetic field map in order to
validate new, refined, outcomes of the TOSCA modeling.
The SF calculated in the initial TOSCA map revealed a substantial overes-
Figure 5.24: Initial (left) and updated (right) view of the B field lines pro-
jected in the longitudinal (r-z) plane given by the finite element TOSCA
calculation.
timation of the magnetic field in the yoke, on average we found SF12 ≈ 5%,
SF23 ≈ 25% and SF34 ≈ 30%, compatible with the bias observed in the pT
measurement in the muon chambers. The problem was found to be in the
treatment of the boundary conditions in the TOSCA simulation, the volume
considered in the finite element calculation was too small and the B field lines
were sqeezed producing an artificially high B flux in the external regions of
the yoke, as shown in figure 5.24. A new TOSCA map, with enlarged volume
has then been released, the scaling factors relative to the new map revealed a
good improvement of the modeling; the values are SF12 ≈ 0.1%, SF23 ≈ 5%
and SF23 ≈ 9%. However, an uncertainty on the field value of even 5% is
not acceptable for physics collisions, and further work is ongoing to better
model the field. Moreover the TOSCA calculation is intrinsically φ symmet-
ric, the field is calculated in an half of the iron yoke and then mirrored in
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the other half, while the presence of cryogenic cymneys and services in the
yoke makes the CMS structure slightly φ asymmetric. For the time being
the refinement of the field modeling to include the specific features of the
CMS yoke is under preparation, the updated TOSCA map is hence the most
accurate representation of the field we have at present.
The following study of momentum resolution is based on the new TOSCA
map, the results are hence representative of the current uncertainty on the
B field. This affects in particular the Stand Alone muon reconstruction that
is expected to have a great improvement in the next future.
5.5 Transverse momentum resolution with B
= 3.8T
In this section we present a study of momentum resolution using CRAFT
data. For what discussed in the previous section the most reliable measure-
ment of pT comes from the silicon tracker, while the reconstruction in the
muon system alone suffers the magnetic field inaccuracies. We will thus use
the tracker pT as a reference to compare the performance of the different
reconstructors as a function of momentum. However CMS is surely not de-
signed for cosmic rays and the tracks can have a large impact parameter and
hence a reduced lever arm that intrinsically worsens the momentum mea-
surement. The results presented in this study are then representative of a
lower bound for the performances at the time of collisions.
Figure 5.25: Left: schematic view of Split Track production from cosmic
muon hits. Right: track content of a selected event.
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5.5.1 Available data and selection criteria
The original dataset contain about 300 M muon triggers, a number that is
reduced to about 60 M if we consider only runs in which the muon system
and the tracker were active contemporary with the requirement to be certi-
fied as good runs by the DQM analysis. The Tracker Pointing skim of data is
performed requiring the cosmic track to have a valid hit in the tracker, this
reduces the statistics to about 7.5 M events. Moreover we are interested in
those events that contain at least one track reconstructed in the tracker; for
CRAFT analysis the default reconstruction algorithm is the Cosmic Track
Finder (CTF2), in which the minimum number of valid hits required to build
a CTF track is 11. With the requirement to contain one CTF track the
original dataset is reduced to about 2 M events, moreover we want this track
to transverse more than one half of the tracker. Considering that at least 15
hits are left by a charged track in a half of the tracker, we require at least
16 hits associated to the CTF track. At the end of this selection we are left
with about 700 K events.
Up to this point, however, we have not considered selection criteria aimed
to increase the quality of the sample. In this analysis we want to study and
compare the pT resolution performance of the three principal muon recon-
struction algorithms: tracker only, muon system only and the combined fit
(tracker + muon system). We can do this by using the so called Split Tracks,
a particular class of tracks dedicated to cosmic analysis. The split tracks
are build starting from a CTF track, the relative hits are split in two sets
at the point of closest approach (PCA) to the center of CMS, and refitted
independently to produce two independent tracks starting from a single one
(figure 5.25). Split tracks can be eventually matched to tracks in the muon
system alone to produce the so called Split Global Muons. We have already
discussed how a cosmic muon is naturally seen in the muon system as two
tracks. Similarly, using split tracks, the tracker tracks and the global muon
tracks have this feature. We select events with exactly two split tracks, one
in the Y ≥ 0 hemisphere referred in the following as Up prong and the other
in the opposite hemisphere (Down prong). We require also that both are
matched to a Standalone muon track in a global muon. Since at the time I
am writing this thesis the alignment between the tracker and the muon sys-
tem is not optimal the matching tracker-muon system is loose 3, and it often
2In this chapter we use CTF to indicate the Cosmic Track Finder algorithm and not the
Combinatorial Track Finder that has the same abbreviation but a very different behavior.
In particolar Combinatorial Track Finder is designed for collision products.
3The two tracks are matched if the extrapolation of the tracker track to the first muon
station is compatible with a muon hit in a radius of 20 cm, while in Ideal conditions the
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Figure 5.26: Position in the CMS transverse plane of the inner and outer hit
in the split muon fit for the Up (left) and Down (right) prong of the original
track. Lenghts are expressed in cm.
happens that more than one Split Muon is build by the same split track. In
this case we retain the one with the lower χ2 for the analysis. After this se-
lection we are left with a sample of muon events each containing three kinds
of track pairs belonging to the same cosmic event, the study of the correla-
tion of the track parameters in pairs is a way to estimate the reconstruction
performance of that particular algorithm. To avoid considering pathological
cases we introduce a loose cut on the normalized χ2 of the track fit for the
tracker only and the global pair, the cut values being respectively 10 and
20 with an efficiency greater than 99%. However the quantity that must be
used to discriminate the quality of tracks is the number of hits associated to
the track. We have considered two basic selections to compare results with
incresing quality, with cuts applied to the tracker track and the muon system
only track (the hits associated to the global tracks are simply the sum of the
two):
• 6 tracker hits and 30 muon hits. This cut is practically all inclusive
with 90% efficiency.
• 12 tracker hits and 44 muon hits, with an efficiency of 20%.
The corresponding selected samples are indicated in the following as all in-
clusive and high quality. Summarizing, the result of the selection described
above is a sample of cosmic events each associated with three pairs of recon-
structed tracks: split tracks, stand alone muon tracks and split global muons.
The events contain also an high quality CTF track that will be used as ref-
erence for the momentum and charge measurements. As a final comment it
must be noticed that this kind of selection and the use of split tracks makes
radius should be of the order of 1 mm.
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the topology of cosmic events more similar to collisions, the events that pass
the selection are those in which a cosmic muon crosses the detector passing
inside the tracker volume. If the original muon passes sufficiently close to the
origin, it reproduces a situation very similar to an opposite sign muon pair
originating at the primary vertex in a collision event. The statistics of such
events is indeed very poor. However the requirement to have two split tracks
and two global muons forces the muon track to be oriented toward the center
of CMS, and to have a transverse impact parameter <∼ 60 cm. This feature
is visible in figure 5.26 that shows the position in the transverse plane of the
outer and inner hits of split global muons in data for the up and down prongs.
In conclusion the split muons are a kind of collision-like cosmics, they are an
useful tool to estimate in real data the reconstruction performance expected
in the coming collisions.
Figure 5.27: pT spectrum for the three muon reconstructors compared with
the Monte Carlo truth. The pT distributions are fitted with the function
p0 · pT p1 .
As a reference for this study we have used an official Monte Carlo sample
of cosmic muons reconstructed with conditions (alignment and calibrations)
representative of the actual state of the detector, dedicated to comparison
with CRAFT data. Figures 5.27 shows the pT spectrum for the three muon
reconstruction algorithms compared with the Monte Carlo truth. The agree-
ment is quite good, however there is clearly an excess of high pT muons in
the Stand Alone (STA) reconstruction with respect to the tracker and global
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fit. This discrepancy can be related to inaccuracies in the B field map. In
particular if the B field in the iron yoke is overestimated the pT measurement
in muon chambers is biased toward higher values, and this is the case of CMS
as discussed in section 5.4. Figures 5.28 and 5.29 show the comparison of
pT spectrum and q/pT distributions for real data and Monte Carlo after the
reconstruction, the agreement is good. The asymmetry in the peaks of the
q/pT distributions is due to positive charge excess in cosmic muons. Since
the pT resolution and charge error probability are indeed closely correlated
4,
events in which the split tracks pairs have different charge are not considered
in these plots. A study on charge misidentification probability is presented
in the next section.
Figure 5.28: pT spectrum for the three muon reconstructors compared with
the reconstruction output on Monte Carlo data.
4A bad assignment of charge corresponds to a bad reconstruction of the curvature and
hence to a bad pT measurement.
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Figure 5.29: q/pT distribution for the three muon reconstructors compared
with the reconstruction output of Monte Carlo data.
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5.5.2 Evaluation of pT resolution with cosmic data
To evaluate the pT resolution we start from the residuals ∆pT defined as:
∆pT = pT
Up − pTDown (5.7)
where p
Up/Down
T is the transverse momentum measured in the Up/Down
prongs of the cosmic muon track. Figure 5.30 shows the distributions of
pT residuals in CRAFT data and MC for the three different reconstructors,
again the agreement is good. We can notice that the tracker only fit shows
the narrowest distribution with a gaussian width of 0.12 GeV/c, for the
global fit we have 0.16 GeV/c and for the stand alone reconstruction about
4 GeV/c. This is the result of different effects: first of all the tracker is
practically material budget free hence the two tracks are expected to have
a nice correlation of parameters while in the stand alone reconstruction the
muon cross the calorimeters and the correlation between the parameters of
the two prong is worse.
Secondly there is also the effect of the magnetic field: in the tracker
volume B is known at a level of 1h and the value is well established, while
in the iron yoke the magnetic field strongly depends on r and z and the field
map suffers of several inaccuracies (section 5.4). This feature affects also the
global muon fit that is based on the propagation of the tracker track in the
muon stations. Indeed, a wrong magnetic field map results in a biased global
fit.
To obtain an estimation of the pT resolution as a function of pT we com-
pute the gaussian width of the residual distributions in 10 GeV/c pT bins.
The value obtained is then divided by the bin center value and rescaled for√
2 to obtain the single prong resolution. To have a common reference for
the three reconstructors we use the pT of the CTF track. Figure 5.31 shows
the distribution of pT residuals for the different reconstructors as a function
of the reference pT for the all inclusive and high quality sample. The sup-
pression of the high pT spectrum after the quality cuts is visible. In the
all inclusive sample we have enough statistics to perform a gaussian fit up
to a pT of about 150 GeV/c, while in the high quality sample there is a
substantial suppression of all events with a pT above 100 GeV/c. Figure
5.32 shows the resolution obtained with this method for the inclusive sample
compared with the Monte Carlo. The Monte Carlo reproduces quite well
the behavior of data, this means that the knowledge of the detector is quite
accurate. Figure 5.33 shows the resolution obtained with the high quality
sample. The worse performance of the global fit with respect to the tracker
only value is evident. The global fit uses the tracker hits plus the hits in
the muon chamber, the reconstruction performance should then be improved
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Figure 5.30: Residuals distribution for the pT of split muons for the three
different reconstructors compared with the reconstruction on Monte Carlo
data, the fit is performed with a gaussian function.
with respect to the tracker. However the relative alignment of the tracker
and the muon chambers plays a fundamental role in the global fit, moreover
an inaccurate magnetic field map has the effect to worsen the matching of
tracker tracks with stand alone muon segments and results in a biased global
fit. If we compare the resolution obtained with the split tracks with the TDR
values we find that the tracker behave quite well with a pT resolution that
goes from about 1% at 10 GeV/c to 2% at 100 GeV/c. The global fit has
performance comparable with the tracker at low impulse, at 100 GeV/c the
pT resolution is about 7%. The Stand alone muon fit has a resolution that
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Figure 5.31: Residuals distribution for the pT of split muons for the three
different reconstructors as a function of the pT of the CTF track, for the all
inclusive sample (Up) and the high quality sample (Down).
Figure 5.32: Resolution in pT as a function of the pT of the CTF track for
the all inclusive sample, the black symbols are the Monte Carlo values.
is roughly constant up to 100 GeV/c with a value of about 30%.
We can estimate the resolution at high pT from the width of the residual
distribution of 1/pT as a function of the pT . Figure 5.34 shows the distri-
butions of the quantity 1/pT
Up − 1/pTDown for the different reconstructors
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Figure 5.33: Resolution in pT as a function of the pT of the CTF track for
the high quality sample.
in data and Monte Carlo; the distributions are more peaked in data than
in Monte Carlo reflecting the mentioned difficulties in the B field modeling.
Figure 5.35 shows the distributions of 1/pT
Up− 1/pTDown as a function of pT
of the CTF track for the all inclusive and high quality sample. To obtain the
pT resolution, we measure the gaussian width of 1/pT distributions as a func-
tion of pT and rescale the value by
√
2 to obtain the single prong resolution.
The final curve is then fitted with the function p0/pT ⊕ p1, the asymptotic
value p1 being our estimate for ∆pT/pT in the high momentum regime. The
result of this procedure is presented in figure 5.36 for the all inclusive and
high quality sample. We can obtain the pT resolution at pT = 1TeV/c simply
by multiplying by 1000 the value of p1 obtained by the fit. We find that the
pT resolution at 1 TeV/c goes from 20% to 30% for the tracker only fit de-
pending on the quality of the sample. For the global fit the value is between
40% and 60 %, the design values are respectively 15% and 10%. Again we see
that the global muon fit is not behaving as expected, since the performance
should be better with respect to the tracker only fit. The stand alone recon-
struction is problematic with a pT resolution at 1 TeV/c ranging from 280%
to 400% while the design value in the high pT regime should be about 100
% [32], considering that no beam-spot constraints are applied. Considering
the mean value of the residual distributions of pT and 1/pT shown in figure
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Figure 5.34: Distributions of 1/pT
Up− 1/pTDown for the different reconstruc-
tors, in data and Monte Carlo
5.37 we notice that there is a bias in the momentum measurements between
the Up and the Down prong in the stand alone muon fit. This is related
to an overestimation of the magnetic field magnitude in the bottom hemi-
sphere since the STA pT in the down prong is always bigger than in the up
one. The asymmetry Up-Down in the magnetic field can be ascribed to the
iron rails that support the CMS detector that surely influences the magnetic
field in the bottom part and also the iron inside the floor can influence this
region. We expect thus an improvement in the STA reconstruction as soon
as a more accurate magnetic field map will be released. Since the global
muon fit operates both on tracker and muon hits, an improvement of the
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Figure 5.35: Residuals distribution for 1/pT of split muons for the three
different reconstructors as a function of the pT of the CTF track, for the all
inclusive sample (Up) and the high quality sample (Down).
STA reconstruction will naturally benefit also the global fit.
5.5.3 Effect of Alignment
CRAFT data have been the first opportunity to test the alignment algorithms
with real data with magnetic field. Once the new alignment constants have
been available by mean of track based algorithms or LAS systems, it has been
possible to reprocess the data to validate the new conditions. During CRAFT
no track based alignment has been used for the muon stations, while the HIP
and Millepede algorithms have been extensively used to align the tracker.
Moreover, for the first time, a tracker-muon chambers alignment has been
implemented with the use of the global LAS system. Figure 5.38 shows the
pT resolution performance after the reprocessing with the updated alignment
conditions compared with the results discussed in the previous section. The
STA reconstruction resolution is unaffected, since the new conditions do not
contain updated alignment informations on muon chambers. The tracker was
already well aligned and the improvement in resolution is not significant at
low momenta, in the high impulse region however we notice an improvement
of about 3%. However the clearest feature is the nice improvement of the
global fit due to the new Tracker-Muon alignment conditions. The differences
in tracker-only and global reconstruction in terms of pT resolution are nicely
reduced. The benefit for global muons is more evident at high pT , with an
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Figure 5.36: Gaussian width of the 1/pT residual distribution for the three
reconstructors, for the all inclusive (UP) and high quality (DOWN) samples.
The fit is performed with the function p0/pT ⊕ p1.
improvement in pT resolution of about 20%. Table 5.2 summarize the results
on the pT resolution obtained in this study.
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Figure 5.37: Mean value of the pT (Up) and 1/pT (Down) as a function of
the pT of the CTF track for the three reconstructors.
5.6 Charge error probability
The misidentification of the charge is due to bad measurements of the track
curvature, the charge error probability and the pT resolution are thus closely
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Figure 5.38: Up: Resolution on pT as a function of the pT of the CTF track for
the high quality sample and updated alignment. Down:Gaussian width of the
1/pT residual distribution for the three reconstructors for high quality sample
and updated alignment. The fit is performed with the function p0/pT ⊕ p1.
related. Split track pairs are build from a single physical muon track; as
a consequence, in an ideal situation, the pair should have the same charge.
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δpT/pT@10GeV/c δpT/pT@100GeV/c δpT/pT@1TeV/c
Tracker-Only 1% 2% 16%
Stand Alone 28% 49% 280%
Global 1% 3% 23%
Table 5.2: Resolution on pT obtained with the study of split tracks for pT=
10,100 and 1000 GeV/c for the three muon reconstructors and high quality
data sample.
Figure 5.39: q/pT
Up Vs q/pT
Down for the three muon reconstructors in the
all inclusive (Up) and high quality (Down) split tracks sample.
However for a certain fraction of events we observe a wrong assignment of
the charge. In this section we quantify the charge error probability for the
three muon reconstructors, as observed in CRAFT data . Figure 5.39 shows
the distributions of q/pT
Up Vs q/pT
Down , the events in which the charge is
mis-assigned populate the 2nd and 4th quadrant. Using split tracks we can
naturally define the charge error probability (Pq) as:
Pq = N(qUp 6= qDown)/NTot. (5.8)
where N(qUp 6= qDown) is the number of events in witch the charge (q) is
different in the two prongs, and NTot. is the total number of track pairs. This
definition implicitly contains the assumption that the probability of double
charge flip is negligible. Pq gives the probability that a charge error occurs in
the Up OR Down prong, to have a single prong probability the value of Pq is
to be divided by 2. Figure 5.40 shows the single prong frequency for charge
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Track type Total prob. prob. [0-150] GeV/c Total MC
STA 3.5% (2%) 3% (1.5%) 3.5%
Tracker 0.5h (0.3h) 0.3 h (<∼ 0.05 h) 0.8h
Global 0.5h (0.08h) 0.3 h (<∼ 0.05h) 0.5h
Table 5.3: Charge error probability for the three muon reconstructors, into
parenthesis the values for the high quality sample.
error as a function of the pT obtained in CRAFT data. If we look to the
Figure 5.40: Charge error probability for the three reconstructors as a func-
tion of the pT of the CTF track, for the all inclusive sample (left) and the
high quality sample (right).
all inclusive sample we observe a high charge error probability for the STA
muon fit: the frequency of charge flip goes from 2% at low pT to about 20%
over 200 GeV. The global and tracker fit have comparable performance with
a charge error probability of about 0.5h at low pT going to about 1% at the
highest pT considered. If we improve the quality of the tracks we can observe
a great improvement, in particular for the tracker only and global fit there
is no charge error for pT
<∼ 150 GeV, where we have the bulk of statistics for
cosmic rays. Considering that for the high quality sample we have 14k events
in the range of pT from 0 to 150 GeV/c, we can quote the charge mismatch
probability for the global and tracker fit to be lower than 0.05h, at the level
of the TDR design. Table 5.3 summarizes the values of the charge error
probability obtained with this analysis in data and MC. The agreement is
quite good. With the MC it is obviously possible to compare the simulated
charge with the reconstructed charges into split tracks pairs, and with the
CTF track charge used for the reference pT in the previous section. The
result of this comparison is that the CTF track reproduces the true charge
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with a 100 % efficiency in the MC sample considered. Considering that we
have a total MC statistics of 50k CTF tracks we can say that the charge
error probability expected for this kind of track fit is less than 2 · 10−5. We
can thus go deeper in the study of the charge mis-assignment considering
the CTF track charge as the reference value, in this way we can consider
separately the two prongs of the split tracks to see if there are asymmetries
in the charge assignment. Figure 5.41 shows the charge error probability
for the two prongs of split tracks obtained by the comparison with the CTF
track charge. It is clear the difference in the two prongs. In the case of the
Figure 5.41: Charge error probability for the three reconstructors as a func-
tion of the pT of the CTF track obtained comparing the split track charge
with the CTF track charge, the open symbols are relative to the Up prong
while the full symbols to the down prong.
tracker only fit, the error in charge assignment comes entirely from the down
prong, since there is no mismatch of charge between the up prong and the
reference track. This can be explained with the following consideration: the
CTF track fit and the split track fit share the same hit collection, the kalman
filter starts with the first hit and builds the final trajectory iteratively with
consecutive hits, in the case of the up prong the CTF and the split fit are
exactly the same up to the hit closest to the PCA, while for the down prong
the iterative procedure starts from the PCA and is less correlated with the
CTF fit. The exceptional agreement of the Up prong of the tracker fit and
the CTF fit is thus given by the trajectory building itself. In the case of
the global fit we observe (figure 5.41), on the contrary, that the Up prong
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exhibit an higher charge error probability than the Down prong, due again
to the trajectory building procedure, in the Up prong the global muon track
is reconstructed in the direction outside-in respecting the physical direction
of the muon momentum. The global fit in the Up prong starts in the muon
chambers and the final trajectory is more influenced by the STA fit, where
the charge error probability is high. For the down prong of the global track
the fit direction is inside-out, the global fit in this case is seeded by the
tracker measurements, more effective in charge identification with respect to
the STA. The STA muon fit has the same performance in the two prongs.
Figure 5.42: A muon transversing CMS is associated to four independent
track segments, two in the tracker and two in the muon chambers, each one
is associated to a charge value indicate as qi with i=1,2,3,4 in the plot.
We can investigate further the asymmetry in the charge error observed for
the tracker only fit with a different method, independent from the CTF track
comparison. Consider a muon transversing CMS, to which we can associate
four independent measurements of the charge as shown in figure 5.42: two
for the STA fit and two in the tracker. For each event there is a total of 16
possibilities to combine the four charge values. We indicate the number of
events that have a particular charge patterns as Nq1q2q3q4 , where the charges
are ordered according to the propagation of the muon in the detector (i.e q1
is the charge in the Up prong of the STA fit, q2 is relative to the tracker only
up prong ... etc). Certain combinations of number of events with different
charge pattern have a physical meaning that can be extracted with a simple
counting exercise. As an example consider the ratio N++++/N−−−−, this is
an estimate of the cosmic charge asymmetry, or consider the combination
(N+−++ + N−+−−)/Ntot this is an estimate for the charge error probability
in the tracker Up prong. The list of interesting combinations with their
frequency in CRAFT data is reported in table 5.4. Comparing table 5.4
and 5.3 we find that the charge error probability for the STA is the same,
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meaning value
N++++/N−−−− cosmic charge ratio 1.22 (1.26)
(N+++− +N−−−+)/Ntot STA Down q err. 3.4% (2.3%)
(N−+++ +N+−−−)/Ntot STA Up q err. 3.7% (2.4%)
(N+−++ +N−+−−)/Ntot Tracker Up q err. 0.1h (0/17k)
(N++−+ +N−−+−)/Ntot Tracker Down q err. 1.3h (1h)
Table 5.4: Probability of charge error obtained in CRAFT data with the
counting exercise described in the text.
while we observe again the asymmetry in charge assignment in the tracker
only fit. This time we are not considering the CTF track as reference and
the asymmetry can not be ascribed to the correlation in the two track fit.
In conclusion the charge error in the tracker is biased by the split track fit
procedure, the real charge error probability for the tracker at low momentum
is expected to be less than 0.1h.
5.7 Conclusions
The CRUZET and CRAFT global runs have been the first opportunity to
test the CMS detector as a whole. More than 600 M muon triggers have been
collected in the last year, sufficient to implement and test the alignment pro-
cedures for the tracking detectors. We took part of the cosmic analysis from
the very first data available with the magnetic field still off. We have studied
the local reconstruction in muon chambers and extracted informations about
the angular alignment of the system and its influence on the momentum res-
olution. Our study have revealed the effectiveness of the survey alignment
in the Drift Tubes.
With the CRAFT data it has been possible to study the detector behavior
with the magnetic field, and hence evaluate the momentum reconstruction
performance. These analyses shows that the most problematic region of the
detector is the iron yoke where an uncertainty in the magnetic field modeling
makes the track reconstruction in the muon system problematic. Considering
the substantial difference between cosmic muons and collision products (e.g
the absence of a beam spot), the tracker shows a good performance with a pT
resolution better than 2% at 100 GeV. The global muon fit is biased by the
problems in the muon system reconstruction discussed above. However the
relative alignment of the tracker and the muon system has not been imple-
mented at the time of this writing. This is expected to improve substantially
the global fit performance. Moreover a lot of effor is actually focused on the
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magnetic field modeling, a new more realistic map of the field is going to be
produced in the coming months. The new map is expected to reproduce the
real field with a precision better than 1% in the most problematic regions of
the iron yoke, with substantial benefits for track reconstruction in the muon
system alone.
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Chapter 6
Z’search in early collisions.
This chapter is focused on the potential of the CMS experiment to discover
new high-mass resonances decaying into muon pairs. The description of the
detector performance and the simulated samples of events used in the analysis
correspond to those expected at the early stages of the data taking, for an
integrated luminosity of up to 100 pb−1, considering a not yet optimal tuning
of the detector. Various issues associated with the reconstruction of high-
pT muons and triggering on them are discussed. Methods to measure muon
reconstruction and trigger efficiencies, as well as background contributions,
from data are described and first comprehensive studies of the non-Drell-Yan
backgrounds are presented. Finally, we show updated results on the CMS
discovery potential in the dimuon channel. I have been directly involved in
this analysis exercise performed in collaboration with the TeVMu analysis
group at CERN.
6.1 High-mass dimuons: signals and backgrounds
All signal and background samples used in this study were generated with
PYTHIA version 6.409 and the CTEQ5L set of parton distribution functions.
The following Z’ models are considered in this study:
• ZSSM within the Sequential Standard Model
• Zψ arising in E6 and SO(10) GUT groups.
Moreover, to have a comparison of different phenomenologies of resonances
in the dimuon channel, we have considered also the case of a spin 2 graviton:
• G*, arising in the framework of the model of extra dimensions proposed
by Randall and Sundrum (RS1) [19]. This model suggests that excited
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Figure 6.1: Shape of the Z’ mass peak in the dimuon channel for four different
mass bin: 1,1.5,2,2.5 TeV.
massive graviton states be strongly coupled to ordinary particles (not
suppressed below the Planckian scale like for the ordinary graviton in
the usual description of gravity) and can significantly contribute to the
Standard Model processes above the fundamental scale. The ability to
test experimentally the RS1 predictions depends on the model param-
eter c = k/MPl, where k is the curvature of 5-dimensional spacetime
and MPl is the Planck mass (≈ 1019 GeV). The constant c controls
the coupling of the RS1 graviton to ordinary particles: both graviton
production cross section and its decay width scale as c2. The lowest
excited graviton state G* is available in the PYTHIA generator.
Official MC samples of Z’ and G* have been produced in 2007 Computing,
Software and Analysis challenge (CSA07) to prepare the tools for the real
LHC data. Five different mass bins have been generated for each particle
type, from 1TeV up to 3TeV . Z and Graviton generation is accomplished in
PHYTIA, the most broadly used Monte Carlo generator in HEP experiments.
In the Z’ case the full γ/Z ′/Z0 interference is simulated, in both cases emission
of photons by final state particles as well as incoming quarks is taken into
account. Figure 6.1 shows the expected signal shape for a Z’ signal in the first
100 pb−1 of integrated luminosity. The detector response has been simulated
using the official GEANT4-based package. The digitization, the emulation
of the Level-1 and High-Level (HLT) Triggers, and the oﬄine reconstruction
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Table 6.1: Summary of the characteristics of the Z’ and Graviton models
considered in this study , the cross sections are given at LO.
Model Γ/M , Br(X → µµ), σLO · Br, fb σLO · Br, full interference, fb
% % (PYTHIA) (PYTHIA)
1 TeV/c2 1.5 TeV/c2 2 TeV/c2 1 TeV/c2 1.5 TeV/c2 2 TeV/c2
Z ′SSM 3.1 3.0 470 82 21 620 84 25
Z ′ψ 0.6 4.4 140 24 6.2 360 31 13
G∗ 1.4 2.0 660 76 14 – – –
background DY tt¯ WW,ZZ,WZ
σLO ·Br, fb 6.6 0.3 0.3
Table 6.2: Background events calculated with PHYTIA 6.1. The branching
ratio is referred to the dimuon channel
were performed with the official CMS analysis software CMSSW, version
1 6 7. The expected properties of resonances for the models studied are
summarised in Table 6.1. The cross sections are shown at leading order (LO),
as predicted by PYTHIA, for the G* the coupling constant c has been set
to 0.1. A constant factor of K=1.35 takes into account the next-to-next-to-
leading order (NNLO) QCD corrections, electroweak higher-order corrections
are not accounted for.
The dominant and irreducible background to pp→ Z ′ → µµ is the Drell-
Yan production of muon pairs through, pp→ Z0/γ → µµ. A lower contribu-
tion comes from ZZ, ZW, WW, and tt¯ that can be further suppressed with
simple selection cuts as discussed in section 6.5. The Number of expected
backgrounds events obtained with PHYTIA 6.1 are listed in table 6.2. An
issue not addressed in this approach concern a possible overestimation of the
muon momentum in the initial phase of data taking. This circumstance could
be dangerous considering the steeply falling Drell-Yan background, which is
small in the high-pT region of interest, but has very high rates in the region
around the Z0 peak. Mis-reconstructed low-mass dimuon events could then
represent an important source of background in the signal region. In the
reconstruction of Montecarlo samples the misalignment of the tracker and of
the muon system expected at the early stages of the data taking have been
taken into account by using the so called 10 pb−1 and 100 pb−1 misalignment
scenarios, consisting of a set of calibration and alignment constant meant to
reproduce the CMS conditions after the collection of an integrated luminosity
of about 10 pb−1 and about 100 pb−1, respectively.
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6.2 Event selection.
In order to efficiently select a pure sample of high-mass dimuon candidates,
we impose the following requirements:
• The event passes the logical OR of single-muon and dimuon non-isolated
trigger paths.
• It contains at least one pair of oppositely-charged muons reconstructed
oﬄine. Muon identification and reconstruction is performed by the
so-called Global Muon Reconstruction (GMR) algorithm.
• Transverse momentum pT of each muon track in a pair is larger than
20 GeV/c
• Both muons are isolated in the tracker.
Once a sample of candidate events is selected, a search for new particles is per-
formed by comparing the observed invariant-mass distribution of opposite-
sign muon pairs, Mµµ, with that expected from standard model processes for
Mµµ > 200 GeV/c
2. If more than one dimuon candidate can be formed in
the selected event (in the absence of pile-up, this happens in less than 1% of
events), we use the one with the highest value of invariant mass.
6.2.1 Acceptance
The geometrical acceptance for the signal and background is determined by
the acceptance of the muon system. The fraction of Drell-Yan events with
both muons within the full geometrical acceptance of the CMS muon system
(|η| < 2,4) is shown in figure 6.2 as a function of the dimuon invariant
mass in the interval between 200 GeV/c2 and 5 TeV/c2. The acceptance
efficiency increases from 56% at 200 GeV/c2 to about 95% in the high mass
region. Figure 6.3 shows the geometrical acceptance for dimuons coming
from Z’ and G* decay in the mass range 600-3400 GeV/c2. The acceptance
for Z’ events is very similar to that of the Drell-Yan dimuons, whereas the
acceptance of dimuons generated by G* events is noticeably higher: the
difference is as big as 25% at the mass values of a few hundred GeV/c2 and
gets smaller with increasing mass. The explanation of this difference lies in
the different production mechanisms for Z’ bosons and G*. At leading order,
the only production mechanism for Z’ bosons is the qq¯ scattering, while G*
is produced mainly via gluon-gluon fusion at lower masses. The qq¯ scattering
contribution dominates at higher masses due to PDF effect (see figure 6.4).
The comparison of acceptance efficiencies for dimuons from each of these two
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Figure 6.2: CMS acceptance of DY muon pairs.
Figure 6.3: CMS acceptance for muon pairs coming from Z’ and G* decays.
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Figure 6.4: Left: Comparison of the fractions of G* events produced in qq
collision and gg fusion. Right: Geometrical acceptance for the two possible
G* production processes
production mechanisms is shown in figure 6.4. The dimuons produced via
quark-antiquark processes have on average lower acceptance than the ones
produced in the gluon-gluon fusion. This is due to the presence of forward
events where a high-momentum valence quark interacts with an antiquark to
produce a resonance boosted along the z-axis, with a lower acceptance. In
addition, there is a small contribution from the different angular distributions
of final leptons for spin-1 Z’ bosons and spin-2 G*.
6.2.2 Trigger
A detailed description of the CMS Level-1 and High Level (HLT) triggers
and of a candidate trigger menu for a start-up luminosity of 1032cm2s−1 can
be found in [79] and references therein. Here we are interested in the perfor-
mance of the main muon triggers and of their combinations in an attempt to
find an optimal way of selecting high-mass dimuon events in the online data
streams. The Level-1 trigger menu includes two main muon trigger paths:
the single-muon trigger and the double-muon trigger. The nominal Level-1
pT thresholds at L = 10
32cm2s−1 are 7 GeV/c for the single-muon trigger and
(3 GeV/c; 3 GeV/c) for the dimuon trigger. The Level-1 trigger efficiencies
for high-energy Drell-Yan events as a function of the dimuon invariant mass
are shown in figure 6.5 for the single-muon trigger, the double-muon trigger
and their logical OR. The efficiencies are calculated relative to the number
of Drell-Yan events with both muons within the full geometrical acceptance
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of the CMS muon system (|η| > 2.4). Efficiency losses are mainly geometri-
cal. The combined efficiency of the single-muon and dimuon triggers exceeds
99% for all the mass values considered. Events selected by the Level-1 muon
Figure 6.5: Trigger efficiencies for high-mass Drell-Yan dimuon events as
a function of the dimuon invariant mass. Up: Single-muon, dimuon, and
combined muon Level-1 efficiencies; Down: efficiencies of individual HLT
muon trigger paths and of their combinations.
trigger are the input to the four basic HLT muon paths: single isolated,
single non-isolated, double isolated, and double non-isolated muons. HLT
single-muon paths are seeded by the Level-1 candidates passing single-muon
criteria; similarly, only candidates passing the Level-1 dimuon criteria are
considered in HLT dimuon paths. The HLT algorithms reconstruct events
in two stages. First, the Level-2 algorithm, which uses information only
from the muon chambers, is applied to re-evaluate the trajectory parameters
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coming from Level-1, and events are filtered according to the Level-2 selec-
tion criteria. At the next step, at Level-3, hits in the tracker are added to
the muon tracks to further refine the pT measurements. Additional cuts on
calorimeter and tracker isolation of the muon track are applied optionally
in HLT paths with isolation requirements. The pT thresholds used in the
HLT paths without isolation requirements are 16 GeV/c for the single-muon
trigger and (3 GeV/c; 3 GeV/c) for the double-muon trigger. The HLT effi-
ciencies for high-mass Drell-Yan dimuon events are shown in figure 6.5 as a
function of the invariant mass, for each of the four muon trigger paths sep-
arately, for the logical OR of single-muon and dimuon non-isolated triggers,
and for the logical OR of all four muon paths. Even though the current
HLT performance for high-pT muons are expected to improve in the future,
the combined efficiency of the non-isolated single-muon and dimuon trigger
paths is rather high, on the order of 97 − 98% (figure 6.5). This is almost
exactly the same as the combined efficiency of all four muon trigger paths:
an inclusion of isolated muon trigger paths does not improve the efficiency
any further. Therefore, the selection of events in this analysis is based on
the logical OR of the non-isolated single and dimuon HLT trigger paths.
6.3 Oﬄine Reconstruction
At the next step of the analysis, performed only on those events that pass
the trigger, we require that at least two muons be reconstructed oﬄine. Two
effects make the reconstruction of the momentum of very energetic muons
challenging. First, small track curvature in the detector magnetic field re-
quires very precise position measurements. As opposed to muons with mo-
menta below 100 GeV/c or so, the large lever arm provided by the CMS
muon system is crucial for achieving optimal momentum resolution. The
second effect is due to the muons losing energy while traversing the detector.
Secondary particles produced by the muons, mainly in the iron return yoke
of the magnet, produce electromagnetic showers that contaminate the muon
stations. The default approach is the global muon reconstruction: muon tra-
jectories are build from hits in the tracker and in the muon system. This kind
of reconstruction gives the best performance achievable in term of the pT res-
olution using the large lever arm of the muon system combined with the high
precision positioning of the primary vertex obtainable with the tracker. In
principle muons could be reconstructed in tracker only mode or Stand Alone
mode, using respectively only hits in the tracker or in the muon stations,
however the combined information is expected to improve performance, es-
pecially at high pT . In addition some special global muon reconstruction
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Figure 6.6: Reconstructed dimuon invariant mass in a signal-only sample for
a 500 GeV/c2 ZSSM . The plot labeled a) correspond to the default global
muon reconstruction while from b) to e) correspond to muon reconstruction
options 1 to 4 described in the text.
algorithms have been developed to reduce the effects of showers in the muon
chambers. There are 4 options available in the reconstruction software beside
the default global muon reconstruction:
1. Truncated Muon Reconstructor: the final track fit uses the tracker
and the innermost muon station that has recorded hits.
2. Picky Muon Reconstructor: the final track fit uses all tracker hits
and selected muon hits. The selection of hits in the muon chambers is
done by imposing tight cuts on the hit compatibility with the muon tra-
jectory in those muon stations which appear to contain electromagnetic
showers.
3. Tune N.: the final muon trajectory is chosen from the four above
options on a track-by- track basis using goodness of fit variables for
each option.
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Figure 6.7: Mass resolution for 1 TeV (left) and 2 TeV Z’.
4. Tune P: the same approach as option 3, except that the final muon
trajectory is chosen only from trajectories reconstructed by options 1
and 2 and different values of the selection cuts are used.
Figure 6.6 shows the reconstructed mass peak of a 500 GeV/c2 Z ′SSM using
the different reconstruction options; the fitted peak does not change dramat-
ically, however it is important to notice a nice reduction of the tails in the
mass distribution obtained with the specialized algorithms.
6.3.1 Invariant mass resolution and alignment
The precision of reconstructed dimuon masses, and therefore the statistical
significance of a possible resonance peak, would be impaired by imperfect
alignment of the silicon tracker and the muon system. Small curvatures of
high-momentum tracks are poorly constrained if the alignment of the sen-
sor positions is uncertain, a situation we expect to improve with data. To
describe the expected misalignments and the improvements with time and
integrated luminosity, several misalignment scenarios have been developed in
the CMS reconstruction framework to simulate the detector alignment ex-
pected with 10 and 100 pb−1 of integrated luminosity. These scenarios take
into account the expertise accumulated on alignment since the Physics TDR
and, in particular, the results obtained during the Magnet Test and Cosmic
Challenge (MTCC). The estimated misalignments and their uncertainties are
expected to be further refined once the final results of the track-based align-
ment procedures become available. Several approaches to alignment using
tracks are currently under development. We use the preliminary results of
one of these methods to verify the validity of the above misalignment scenar-
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ios. In this method, the alignment of the muon system is carried out with
the HIP algorithm [81], which optimizes the position of each muon chamber
by iteratively minimizing the residuals between the muon tracks and their
hits. The tracks use hits in the silicon tracker in addition to hits in the muon
chambers to guarantee that the two detectors share a common coordinate
system.
Though the alignment procedure will continue to improve, we can get
a conservative estimate of the final alignment precision by submitting the
current procedure to a realistic test. Starting from three very misaligned
muon chamber geometries (all chambers and the structures on which they
are mounted were randomly translated by 5 mm and rotated by 5 mrad),
an attempt to improve the initial alignment is carried out by applying the
above track-based alignment procedure to a sample of 660 000 muons from
W decays, the number expected to be collected with 100 pb−1 of integrated
luminosity. To be realistic, the silicon tracker is misaligned according to
the 100 pb−1 scenario. This test does not take advantage of muons from
Z0 decays, low-momentum muons, or measurements from the Muon Hard-
ware Alignment System. We also assume, conservatively, that super-layers
inside the chambers will not be better aligned than they were during the
MTCC. The positions of muon chambers resulting from these three align-
ment tests are then used in the reconstruction of high-pT muon samples,
with the corresponding tracker misalignment, to measure the effects of resid-
ual misalignment on tracks and on the dimuon mass resolution.
Misalignment primarily affects the width of the high-mass resonance peaks.
Examples of the spectra of Mµµ resolution, defined as the reconstructed
dimuon invariant mass minus the generated mass divided by the generated
mass (∆Mµµ/Mµµ), are shown in Fig. 6.7 for 1 and 2 TeV/c
2 ZSSM events
in the 100 pb−1 misalignment scenario. The core Gaussian width of these
distributions is a function of Mµµ, as shown in figure 6.8 for 10 and 100 pb
−1
misalignment scenarios, for three trials of the muon track-based alignment
procedure and for the ideal alignment. The plot shows a small improvement
with respect to the 10 pb−1 and the 100 pb−1 misalignment scenarios. This is
due to the fact that the scenarios were implemented under different assump-
tions: a global shift of the order of 1 mm of the muon system with respect
to the tracker was introduced in the 100 pb−1 scenario, but not in the 10pb−1
scenario. At 1TeV/c2 we obtain a width of the Gaussian fit of 7.5%, while
at 2TeV/c2, the width is ≈ 13%. With ideal alignment, in the same mass
interval, the resolution is 3-5%. This is not sufficient to measure the natural
width of the resonance that for Z ′ψ is ≈ 0.6%.
The dimuon mass spectra for 1 and 2 TeV/c2 ZSSM resonances and the cor-
responding Drell-Yan background are shown in figure 6.9. It is interesting to
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Figure 6.8: Gaussian width of Z’ mass resolution as a function of the dimuon
mass.
notice the relative importance of the tracker alignment and the muon sys-
tem alignment for the given scenarios. The effect of muon alignment has a
stronger dependence on momentum at these scales because long lever arms
are needed to measure small track curvatures. While the expected misalign-
ment does not smear the distribution of Drell-Yan backgrounds up to high
masses, there is a small shift in the resonance peak towards lower mass val-
ues, which could reduce the statistical significance of a potential discovery.
The bias in the invariant mass resolution distribution does not exceed 5% in
all scenarios and at all considered masses.
6.3.2 Signal Efficiency
The trigger and reconstruction effciency are not affected by the detector
misalignment. We have checked that the oﬄine muon reconstruction effciency
is not affected even in the most pessimistic misalignment scenarios once the
alignment position errors (APE) are included. This is illustrated in Fig. 6.10,
that shows the reconstruction efficiency of Drell-Yan events as a function of
Mµµ for the 10 pb
−1 and 100 pb−1 misalignment scenarios, and for the ideal
alignment. The fraction of high-mass Drell-Yan dimuon events that have a
dimuon reconstructed oﬄine as a function of the dimuon invariant mass is
shown in Fig. 6.11. No additional pT cut or opposite charge requirements are
applied. All efficiencies are calculated relative to the number of generated
events which have both muons from the resonance decay within the full
geometrical acceptance of the muon system. The product of algorithmic
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Figure 6.9: Dimuon invariant mass spectra for 1 and 2 TeV/c2 ZSSM reso-
nances with Drell-Yan background in the 100 pb−1 scenario, applying tracker
and muon chamber misalignment independently and for the case when both
detectors are misaligned. All histograms in each panel are normalized to the
same (arbitrary) number of events.
Figure 6.10: Dimuon oﬄine reconstruction efficiency as a function of the
invariant mass for the ideal alignment and for the 10 pb−1 and 100 pb−1
misalignment scenarios. The efficiencies are calculated relative to the number
of the dimuon events which passed the HLT trigger.
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Figure 6.11: Level-1 trigger, HLT, and the combined trigger-oﬄine recon-
struction efficiency for dimuon events as a function of the invariant mass of
the pair.
trigger and oﬄine-reconstruction efficiencies is about 94% at 1 TeV/c2, and
decreases slightly with the dimuon mass to about 93% at 3 TeV/c2.
In the final analysis only muons of opposite-sign charge are used to form
dimuon candidates. This requirement is applied to reduce the background
contamination, and also to improve the muon pT resolution: if the charge of
a muon is flipped, this means that the transverse momentum is reconstructed
poorly and we do not want to include such events in the search.
The probability of charge error is estimated on a sample of single muons
with pT = 1 TeV/c, results are summarised in Table 6.3 for different detector
regions and misalignment scenarios. The numbers for the 100 pb−1 misalign-
ment scenario are in reasonable agreement with the estimates obtained with
CRAFT data. The loss of efficiency associated with the opposite-sign re-
quirement is about 0.5% for 1 TeV/c2 dimuons, and about 1.5% for 2 TeV/c2
dimuons. We also require that pT of each muon track in a pair be larger than
20 GeV/c. This requirement is introduced mainly to imitate the pre-selection
(skimming) criteria likely to be used in the streams of real data. This cut
on pT has a negligible impact on signals and on the Drell-Yan background
in the studied mass range, but helps to suppress some of the non-Drell-Yan
backgrounds, as we will discuss later on.
The overall efficiency including acceptance, trigger, offine reconstruction, pT
cut, and opposite-sign is shown in figure 6.12 for Z’, G* and DY samples. Ef-
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Table 6.3: Muon charge error probability in standalone and global muon
reconstruction for a sample of single muons with pT = 1 TeV/c for different
detector regions and misalignment scenarios. The errors are statistical only.
Standalone reconstruction
Perfect alignment 100 pb−1 scenario 10 pb−1 scenario
Barrel 0.122 ± 0.002 0.189 ± 0.002 0.175 ± 0.002
Overlap 0.280 ± 0.004 0.392 ± 0.004 0.343 ± 0.004
Endcap 0.323 ± 0.002 0.472 ± 0.002 0.420 ± 0.002
Global reconstruction
Perfect alignment 100 pb−1 scenario 10 pb−1 scenario
Barrel 0.003 ± 0.001 0.005 ± 0.001 0.004 ± 0.001
Overlap 0.010 ± 0.001 0.015 ± 0.001 0.013 ± 0.001
Endcap 0.047 ± 0.001 0.140 ± 0.002 0.105 ± 0.0015
ficiency of DY and Z’ samples fits well in the overlap region below ≈ 2TeV ,
while the graviton part is higher due to the g-g fusion effect discussed earlier.
All efficiencies decrease slightly with mass above few TeV; this is mainly due
to the higher charge misidentification probability with growing energy. How-
ever the efficiency is >∼ 85% over all the interesting invariant mass interval.
6.4 FSR radiation recover
Muons with momentum in the TeV are likely to loose energy radiating pho-
tons, with a degradation of the muon momentum measurement and a worse
measurement of the dimuon mass peak. There are two possible processes:
• Prompt photon emission, were one or more photons are emitted directly
from the primary vertex.
• Breemstrahlung in the detector material, especially in the high Z vol-
umes like ECAL, HCAL, or the return iron joke.
To partially compensate this effect we can try to identify the irradiated pho-
tons and add their four-momenta to the corresponding muon. We can only
recover those photons that are emitted inside the ECAL outer surface, and
so prompt photons and those produced by bremmstrahlung in the tracker
material. In a single collision at the Z’ peak (≈ 1TeV ), the muon pair is
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Figure 6.12: Total efficiency of the Z’→ µµ and G*→ µµ events reconstruc-
tion chain, comprising acceptance, trigger, and off-line selection.
expected to emit few photons that have to be identified over ≈ 100 from
the background. With the Montecarlo samples we can study the proper-
ties of FSR photons and find relevant quantities to separate them from the
background. For this purpose we define the distance (dR) in the η-φ met-
ric, dR =
√
dφ2 + dη2 that gives a measure of the angular separation of
two tracks. Another important quantity to discriminate among photons is
obviously the energy (E). We can divide the reconstructed photons in two
samples, FSR and background, by mean of MC matching: we take a recon-
structed photon and look for the closest (in dR) generated photon, if this
latter is an FSR photon we tag the reconstructed photon as FSR, in the op-
posite situation the photon is tagged as coming from the background. Figure
6.13 shows the energy spectrum and the dR distribution 1 of photons pro-
duced in a 1250 GeV Z ′SSM sample, for FSR and background photons. The
energy spectrum for FSR photons is harder than for the background that
have an higher low energy component. The dR distributions differ notice-
ably, background photons having a random direction with respect to muons
while FSR radiation is emitted nearly collinear with the muon momentum.
A cut in dR at 0.1 rule out more than 99% of unwanted background photons.
Figure 6.14 shows a scatter plot of Energy versus distance for the two samples
1dR is the distance as defined above from the closest muon track in the pair
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Figure 6.13: Energy spectrum and distance from the closest muon for FSR
and background photons.
Figure 6.14: Energy vs Distance (dR) of FSR and background photons. In
the right panel a Zoom in the region dR < 1 is shown. Data are relative to
a 1250 GeV Z ′SSM decay in two muons.
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of photons; the background photons close to the muon track have an energy
<∼ 20GeV on average. We can use a combination of dR and energy cuts to
identify FSR photons. We want thus to determine Ecut and dRcut in such a
way to have the maximum fraction of FSR photons inside the cuts. Figure
6.15 shows the fraction of FSR photons defined as NFSR/Ntot as a function
of Ecut and dRcut, for Ecut = 20GeV and dRcut = 0.1 we can reach a purity
of the photon sample >∼ 99%. Even if these cuts seems to be tight enough
Figure 6.15: Fraction of FSR photons to consider in the analysis as a function
of Energy and dR cuts. If we choose photons with dR < 0.1 and E > 20 GeV
we have a purity above 99%
to avoid bias due to background photons, we have to consider a possible un-
recognized bias in MC samples. With real data we have to be very careful
since an overestimation of muon momenta due to a wrong photon correction
could bring background DY events in the Z’ mass region. Figure 6.16 shows
the effect of photon correction on the reconstructed mass and resolution on a
Z ′SSM (M = 1250 GeV) sample considering only radiating muons: the mass
peak calculated by mean of a gaussian fit is shifted of about 8% from 1182
GeV without correction to 1254 GeV with corrections, also the resolution is
greatly improved with a strong reduction of non-gaussian tails and a reduced
width of about 1.5%. In figure 6.17 the effect of photon correction in the
all inclusive sample is shown, surely this is a second order effect, but we can
clearly see the benefit on both mass resolution and peak value measurement.
In particular the peak shifts from 1239 GeV to 1252 GeV (≈ 1%).
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Figure 6.16: Mass peak and mass resolution for radiating muons only from a
1250 GeV Z ′SSM decay, the mass peak shifts from 1180 GeV to 1253 GeV. Is
to notice the nice suppression of the low energy tail in the mass resolution.
Figure 6.17: Mass peak and mass resolution for muons from a 1250 GeV
Z ′SSM decay.
6.5 Backgrounds other than Drell-Yan and
background rejection
Backgrounds from sources other than Drell-Yan have been studied by ana-
lyzing the CSA07 simulated background samples. The following sources of
background were checked and are compared in this study: tt¯, W +jets, Z
+jets,WW, ZZ,WZ, soft and hard QCD dijets, γ+jets, charmonium, bot-
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tomonium, as well as inclusive pp → µX events. All background samples
are produced with the 100 pb−1 alignment scenario. The CSA07 background
samples contain weighted events. We obtain the event-specific weights using
the CSA07EventWeightProducer tool, version V06-15-08-03. Tables 6.4, 6.5
and 6.6 show the production cross sections and the corresponding weights of
the generated samples.
At the selection level, we require two globally reconstructed muons pass-
ing the standard trigger requirements defined earlier. The dimuon invariant
mass is reconstructed by adding the four-momenta of the two muons. No
beam-spot or vertex constraints is applied. We separately study the cases
in which the muons have opposite and same charges. We will show that the
like-sign dimuon sample can be used to cross check some of the expected
opposite-sign rates. We calculate the expected number of events in a region
of dimuon mass (nexp), by adding the weights of the events (wi that pass the
selection:
nexp =
∑
i
wi (6.1)
We calculate the uncertainty on the expected number of events (σn) as a
sum in quadrature of the event weights:
σn =
√∑
i
w2i (6.2)
Four events, each with weight 400 will produce an estimate of 1600±800,
while 40 000 events each with weight of 0.04 will produce an estimate of
1600±8.
6.5.1 Background contribution
The invariant mass distributions found for opposite-sign and same-sign dimuon
pairs normalized to an integrated luminosity of 100 pb−1 is shown in figure
6.18. The integrated event counts are listed in table 6.7. For comparison,
we also add the event counts found in the signal samples for Z ′ψ → µµ with
M(Z’)=1 TeV/c2 and 1.5 TeV/c2. The numbers of events quoted for the
signal samples include contributions from Drell-Yan dimuon events, which
are also shown separately. Most of the Drell-Yan background comes from
the high-mass region: resolution tail effects do not appear to be contaminat-
ing the high-mass region with poorly reconstructed dimuons with lower true
invariant mass.
The statistics available for predicting some of the backgrounds is rather
low. Using the QCD dijet sample to predict background levels or shape would
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Table 6.4: Number of events generated, production cross sections, generator-
level filter efficiencies and per-event weights for different bins of the QCD
dijet sample.
Process pˆT Num Events Cross Section Filter Efficiency Approx. Weight
0− 15 750 000 55 mb 0.964 380 000
15− 20 1 250 000 1.46 mb 1 88 000
20− 30 2 500 000 0.63 mb 1 24 000
30− 50 2 500 000 0.163 mb 1 6 400
50− 80 2 500 000 21.6 µb 1 860
80− 120 1 250 000 3.08 µb 1 260
120− 170 1 250 000 494 nb 1 40
170− 230 1 250 000 101 nb 1 8.7
230− 300 1 250 000 24.5 nb 1 2.0
300− 380 1 250 000 6.24 nb 1 0.53
380− 470 1 250 000 1.78 nb 1 0.15
470− 600 1 250 000 683 pb 1 0.056
600− 800 500 000 204 pb 1 0.041
800− 1000 100 000 35.1 pb 1 0.035
1000− 1400 30 000 10.9 pb 1 0.036
1400− 1800 30 000 1.6 pb 1 0.0053
1800− 2200 20 000 145 fb 1 0.00073
2200− 2600 10 000 23.8 fb 1 0.00024
2600− 3000 10 000 4.29 fb 1 4.3E-05
3000− 3500 10 000 0.844 fb 1 8.4E-06
3500−∞ 10 000 0.108 fb 1 1.1E-06
be limited by the weight of the lowest pˆT bin, which is 380 000; we could
only exclude >∼ 1M events coming from this bin. Since the µ + X sample
dominantly probes the behavior in the low-pˆT region, it gives us a different
handle on the event rate from low-pˆT processes. The requirement of having
a real muon at generator level isolates one of the most likely background
sources: one muon being real and mis-reconstructed at high momentum, and
the other being a misidentified muon. The increase in the capability of setting
a limit roughly corresponds to the generator level filter efficiency, which is
8 in 10000. With the present Monte Carlo sample, we can exclude 660 and
more events passing signal selection at 95% CL, under the assumption that
the dominant background will be from one real and one misidentified muon.
(Two µ + X events found above 400 GeV/c2, one with a low momentum
muon reconstructed at p = 30 TeV/c and the other one containing a mis-
reconstructed muon with a poor χ2, are removed by the cuts discussed in the
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Table 6.5: Numbers of events generated, production cross sections, generator-
level filter efficiencies and per-event weights for different bins of the γ + jets
sample.
Process pˆT Num Events Cross Section Filter Efficiency Approx. Weight
0− 15 500 000 0.17 mb 1 56667
15− 20 500 000 257 nb 1 49.423
20− 30 500 000 132 nb 1 22
30− 50 500 000 41 nb 1 8.0392
50− 80 500 000 7.2 nb 1 1.3846
80− 120 500 000 1.3 nb 1 0.2453
120− 170 500 000 275 pb 1 0.0491
170− 300 200 000 87 pb 1 0.0435
300− 500 30 000 8.2 pb 1 0.0273
500− 7000 30 000 0.87 pb 1 0.0029
Table 6.6: Numbers of events generated, production cross sections, generator-
level filter efficiencies and per-event weights for the remaining background
samples analyzed. All cross sections are at leading order.
Process Num Events Cross Section Filter Eff. Approx. Weight
W + 0 jets 8 796 412 45000 pb 1 0.51
W + 1 jet pWT ∈ (0, 100) GeV/c 9 088 026 9200 pb 1 0.10
W + 1 jet pWT ∈ (100, 300) GeV/c 247 013 250 pb 1 0.10
W + 2 jets pWT ∈ (0, 100) GeV/c 2 380 315 2500 pb 1 0.11
W + 2 jets pWT ∈ (100, 300) GeV/c 287 472 225 pb 1 0.08
W + 3 jets pWT ∈ (0, 100) GeV/c 352 855 590 pb 1 0.17
W + 3 jets pWT ∈ (100, 300) GeV/c 117 608 100 pb 1 0.090
W + 4 jets pWT ∈ (0, 100) GeV/c 125 849 125 pb 1 0.098
W + 4 jets pWT ∈ (100, 300) GeV/c 39 719 40 pb 1 0.095
W + 5 jets pWT ∈ (0, 100) GeV/c 62 238 85 pb 1 0.14
W + 5 jets pWT ∈ (100, 300) GeV/c 43 865 40 pb 1 0.090
tt + 0 jets 1 456 646 334 pb 1 0.023
tt + 1 jet 361 835 90 pb 1 0.025
tt + 2 jets 81 215 19 pb 1 0.023
tt + 3 jets 14 036 3.2 pb 1 0.023
tt + 4 jets 5 352 0.8 pb 1 0.015
µ+X 20 000 000 55 mb 0.0008 220
WW inclusive 744 261 114.3 pb 1 0.015
WZ inclusive 362 291 49.9 pb 1 0.014
ZZ inclusive 143 113 16.1 pb 1 0.011
Drell-Yan Mµµ > 200 GeV/c
2 41 927 2.52 pb 0.587 0.0035
next section.) The only background which is ignored in the calculation is that
from two misidentified muons coming from dijet events in the low-pˆT region.
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Figure 6.18: Invariant mass distributions for opposite-sign (left) and same-
sign (right) dimuons from different background sources and 1 TeV/c2 Z ′ψ in
the mass range 400 < Mµµ < 1500GeV/c
2, expected for an integrated lumi-
nosity of 100pb−1. All histograms except for Drell-Yan and Z ′ψ are stacked.
We recognize that the poor estimation of this background is a potential
problem. However, Monte Carlo generation of events with such high cross
sections in appropriate amounts is computationally extremely expensive, so
generating appropriate amounts of Monte Carlo is out of the question. We
can estimate the rate of most of the non Drell-Yan background from the
data also using the same-sign dimuon sample. Comparing the background
rates observed in the same-sign and opposite-sign samples we observe that
the most troublesome backgrounds (QCD dijets, misidentified muons) have
similar rates in the same sign and opposite sign mass distributions. This
follows from the fact that in absence of a resonance or pair production the
sign of the misidentified muon is random. This is a very useful handle.
In the real measurement on data we can check the rate of the same-sign
background before looking in the opposite-sign sample. This will provide
us with an estimate for the absolute level of the backgrounds which are the
hardest to be modeled with Monte Carlo simulations. The rate of same-sign
dimuons, in the absence of new physics, may also give an additional handle
for estimating the charge mis-identification probability for high pT muons.
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Table 6.7: Number of background events from various sources, by mass range,
compared to the number of events expected for Z ′ψ bosons. The samples are
normalized to an integrated luminosity of 100 pb−1.
Sample Opp. Q, Mµµ > 0.4 TeV/c
2 Same Q, Mµµ > 0.4 TeV/c
2
Drell-Yan 13.7± 0.2 0.09± 0.02
QCD dijets 16.7± 9.2 6.8± 3.0
W + jets 2.1± 0.4 1.1± 0.4
tt¯+ jets 4.1± 0.3 0.82± 0.14
µ+X 440± 310 < 660
WW 1.1± 0.1 0.03± 0.02
WZ 0.15± 0.05 0.03± 0.02
ZZ 0.06± 0.03 0.02± 0.02
Z ′ψ M = 1.0 TeV/c
2 23.5± 0.3 0.08± 0.02
Sample Opp. Q, Mµµ > 1.0 TeV/c
2 Same Q, Mµµ > 1.0 TeV/c
2
Drell-Yan 0.57± 0.04 0.014± 0.007
QCD dijets 0.45± 0.19 0.50± 0.19
W + jets 0.42± 0.19 0.36± 0.18
tt¯+ jets 0.21± 0.07 0.14± 0.06
µ+X 220± 220 < 660
WW 0.06± 0.03 < 0.05
WZ < 0.04 < 0.04
ZZ < 0.03 < 0.03
Z ′ψ M = 1.5 TeV/c
2 2.36± 0.03 0.017± 0.002
6.5.2 Background rejection
We use the same background Monte Carlo samples to study the possibilities of
background rejection. We choose not to apply kinematic cuts to the dimuon
pair. Instead, we prefer to use the isolation of the muons as a selection
requirement. The variable chosen is the sum of the pT of all the other tracks
around the muon in a cone of radius dR ≤ 0.3. Of the two available sums,
we pick the largest, and require that it be less than a prescribed cutoff value.
Figure 6.19 shows the efficiency of this selection as a function of the cutoff
value for signal and background samples. The efficiency for the signal and
for the Drell-Yan background is very high (close to 100%) for cutoff values
around 10 GeV/c. In particular, the dijet background is strongly suppressed
by the isolation cut. We impose an isolation requirement of pT < 10GeV/c.
The dimuon mass spectrum after applying isolation and pT > 20 GeV/c
cuts is shown in figure 6.20 and the event count in different mass windows is
shown in Table 6.8. As one can see, this soft isolation requirement strongly
reduces backgrounds from misidentified muons and muons embedded in jets
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Figure 6.19: Effciency of a cut on the maximum sum of the pT of all tracks
in a cone dR < 0.3 around a muon, as a function of the sum of pT cutoff
values.
while reducing the signal efficiency only by 1-2%.
Figure 6.20: Invariant mass distributions for opposite-sign (left) and same-
sign (right) dimuons from different background sources and 1 TeV/c2 Z ′ψ
in the mass range 400 < Mµµ < 1500GeV/c
2, expected for an integrated
luminosity of 100pb−1 after applying both the pT and isolation cut on the
muons.
Other potential background-rejecting criteria include muon quality cuts,
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Table 6.8: Background levels from various sources, by mass range, compared
to the number of events expected for Z ′ψ bosons. The samples studied are
normalized to an integrated luminosity of 100 pb−1. Both the pT and isolation
requirements are applied in the selection.
Sample Opp. Q, Mµµ > 0.4 TeV/c
2 Same Q, Mµµ > 0.4 TeV/c
2
Drell-Yan 13.5± 0.2 0.05± 0.01
QCD dijets 0.11± 0.08 0.04± 0.04
W + jets 1.2± 0.3 0.55± 0.26
tt¯+ jets 3.4± 0.3 0.26± 0.08
µ+X < 660 < 660
WW 1.0± 0.1 0.02± 0.02
WZ 0.15± 0.05 0.03± 0.02
ZZ 0.06± 0.03 0.02± 0.02
Z ′ψ M = 1.0 TeV/c
2 23.3± 0.3 0.07± 0.02
Sample Opp. Q, Mµµ > 1.0 TeV/c
2 Same Q, Mµµ > 1.0 TeV/c
2
Drell-Yan 0.56± 0.04 0.014± 0.007
QCD dijets 0.06± 0.06 −
W + jets 0.33± 0.16 0.1± 0.1
tt¯+ jets 0.09± 0.05 0.07± 0.04
µ+X < 660 < 660
WW 0.06± 0.03 < 0.05
WZ < 0.04 < 0.04
ZZ < 0.03 < 0.03
Z ′ψ M = 1.5 TeV/c
2 2.31± 0.03 0.016± 0.002
jet veto, missing ET cuts, requirements that the two muons be back-to-back
in the plane transverse to the beam direction and that they originate from the
common vertex, and possibly others. The refinement of background rejection
criteria is currently under study.
6.6 Efficiency measurement from the data
One of the fundamental tasks to be prepared for the real data taking is the
development of tools to measure muon-related efficiencies from the data. In
this study we discuss the tag-and-probe method that permits to accurately
measure the efficiencies for the muon trigger, reconstruction, identification,
and isolation cuts from the data. The fundamental requirement to use the
tag-and-probe is the availability of a clean sample of muons to use as diagnos-
tic. To reduce the introduction of unwanted bias the diagnostic sample should
be selected with a simple set of cuts. Assuming that the muon measurement
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efficiency can be factorized, the total dimuon efficiency can be expressed in
the following form:
µµ = trigger × 2offline (6.3)
trigger = L1 × HLT (6.4)
offline = global × iso × id (6.5)
global = STA × Trk × match (6.6)
This section presents the study of global and trigger. The first is the
probability to find a global reconstructed muon obtained as the product of
three factors: STA, the efficiency to find a muon candidate in the muon
spectrometer, Trk, the efficiency to find a muon candidate in the tracker,
and match, the probability to match the standalone and tracker candidates
and build a global muon. The trigger efficiency, trigger, is the probability
to trigger on a muon given by the product of the probability for a muon
to pass the Level-1 trigger, L1, and to pass the High Level Trigger, HLT
. The efficiency of the event identification, id, is assumed to be 1. The
measurements of isolation efficiency, iso is not discussed here.
The efficiency measurements from data are presented as a function of pT
and η of the muon track. Applying binomial error definition to the values
of muon efficiencies expected from the Monte Carlo studies, one can show
that a precision of 1-3% can be achieved with a few hundred tag-and-probe
candidates per (pT , η) bin. The resulting efficiencies are compared to those
calculated from Monte Carlo truth. This comparison will be particularly
important at the time of first data, in order to determine a scaling factor
that can be used to tune the Monte Carlo to the physics.
The tag-and-probe method uses two tracks that come from a resonance decay,
applying hard cuts to one candidate, the tag, and using the other, the probe,
to test a specific property. In actual experimental data taking, Z0 → µµ
events constitute an ideal diagnostic sample to determine muon efficiencies at
medium-high momenta (≥ 20 GeV/c). Examining all potential muon pairs
and requiring the selected dimuon invariant mass to be close to MZ yields a
clean and unbiased sample of muons. An invariant mass cut applied to all
possible muon pairs allows to select a clean sample of Z0 → µµ events even
if one of the muons has no silicon-tracker track associated with it or is not
identified in the muon system and fails to meet the trigger requirements. In
the tag-and-probe method, the tags are high-confidence muons that fired the
trigger, and the probe muons are all other candidate muons in the event that
are examined to select the diagnostic sample. The remaining background
can be controlled by tightening the selection cuts on the probe side of the
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event. The efficiencies are calculated by counting the number of events inside
the Z0 mass window and determining the ratio of the number of events for
which the probe requirement is met. The precision of the measurement is
statistically limited by the number of available events. At the early stages
of the data taking, the measurement of the efficiencies with the Z0 → µµ
sample can only be done for the range of pT ≤ 100 GeV/c or so. To extend
the efficiency measurements to muons of higher pT , the tag-and-probe method
can be modified to include Drell-Yan events above the Z0 peak, but special
care must be taken to ensure that the backgrounds remain small.
6.6.1 Muon reconstruction efficiency from data
The diagnostic sample of muons is obtained from events passing the isolated
single-muon HLT path with pT ≥ 11 GeV/c. In addition, we require one
muon with pT ≥ 30 GeV/c in order to select a clean sample of Z0 decays
and suppress backgrounds. The selection criteria have been applied to Z0
and high-mass Drell-Yan samples from the CSA07 official Monte Carlo pro-
duction. An event is tagged as a Z0 → µµ event if it is triggered by the
tight requirements of the HLT isolated muon trigger, and the trigger muon
and another muon candidate in the sample have an invariant mass in the
MZ mass window. The tightly triggered muon is defined as the tag, and the
other muon is identified as the probe. The efficiency is the fraction of events
in which the probe requirement is met. To go into detail the tag muon is
identified with the following requirements:
• globally reconstructed muon
• pT ≥ 30 GeV/c
• associated with the Level-3 muon that triggered the isolated single-
muon HLT path
This ensures that the tag muon is isolated, of high quality, and well recon-
structed.
For the purpose of calculating the tracking efficiency, the probe muon can
be either a standalone muon or a track reconstructed only in the tracker.
As will be illustrated below, the standalone muon probe is used to calculate
tracker efficiency, while the tracker track probe will be used to calculate the
efficiency of the standalone muon reconstruction. To further minimize the
background, additional cuts are applied to the probe candidate to ensure
that it is consistent with the Z0 → µµ hypothesis. A standalone muon probe
has to pass the following selection criteria:
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• pT ≥ 10 GeV/c
• ∆φ, the angle between the tag and the probe in the plane transverse
to the beam direction, must be larger than 1.5 rad
• 40≤MZ ≤ 160 GeV/c2.
A tracker track probe has to satisfy the following selection criteria:
• pT ≥ 15 GeV/c
• ∆φ ≥ 1.5 rad
• 60 ≤Mµµ ≤ 120 GeV/c2
The pT and Mµµ criteria for standalone muons differ from the criteria for
silicon tracker probes because the momentum resolution for silicon tracker is
better than the resolution of the muon system at these energies. In addition,
all tag and probe tracks need to be isolated (the sum of the pT of all other
tracks inside a cone of aperture dR = 0.2 around the track must be less than
4 GeV/c). Background contribution to the genuine Z0 → µµ events was
shown to be very small once the above selection criteria are applied [80] and
is neglected in this study.
We classify the probe candidates into five disjoint categories. The first type of
probe is the one that also meets the criteria to be a tag candidate. This type
of probe is labeled with a G (golden). The second type of probe is the one
that is identified as a global muon, but does not satisfy the golden criteria to
be a tag candidate. It is labeled as M (matched). The third type of probe is
a standalone (tracker) muon that has a corresponding tracker (standalone)
muon in a small η-φ window around it. When a pair of standalone and
tracker candidates does not constitute a global muon, it contributes to the
matching inefficiency, and the probe is labeled as U (unmatched). If there is
no standalone muon counterpart in the appropriate cone around the probe,
the probe is labeled as T (tracker only). Finally, if only a standalone muon
is found, the probe is labeled as S (stand-alone only). These five types of
probes exhaust all possibilities. A summary of this partition is shown in
Table 6.9.
Using these probe definitions, the standalone, tracking and matching ef-
ficiencies can be calculated from simple event counting as follows:
STA =
2NGG +NGM +NGU
2NGG +NGM +NGU +NGT
(6.7)
Trk =
2NGG +NGM +NGU
2NGG +NGM +NGU +NGS
(6.8)
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Probe Type Description
Golden A global muon satisfying tag criteria is found
Matched A global muon is found, but it does not satisfy tag criteria
Unmatched Tracker track and standalone muon exist, but no global muon is found
Tracker only Only a tracker track is found
Standalone only Only a standalone muon is found
Table 6.9: Different types of Probe considered for the determination of muon
reconstruction efficiencies in data.
Figure 6.21: Global muon reconstruction efficiencies measured with the tag-
and-probe method (triangles) and calculated from MC-truth information
(circles) as a function of η (a) and pT (b),obtained using a sample of Z
0 → µµ
normalized to an integrated luminosity of 100 pb−1.
match =
2NGG +NGM
2NGG +NGM +NGU
(6.9)
The efficiencies global thus obtained are compared to the corresponding Monte
Carlo truth as shown in figure 6.21. The errors are statistical only, scaled
to the number of events expected for 100 pb−1 of integrated luminosity. A
good agreement is observed that demonstrates the validity of the tag-and-
probe method for calculating the efficiencies. Figure 6.21 a) shows that the
efficiency is highest in the barrel region of the detector and falls slightly at
higher η. The periodic structures are due to the physical geometry of the
detector and correspond to the known locations of the ring gaps and support
structures. Figure 6.21 b) shows that with 100 pb−1 of integrated luminosity
one cannot accumulate enough statistics to accurately measure the muon
efficiency for pT larger than a few hundred GeV/c, at least if only dimuons
in the vicinity of the Z0 peak are used.
For 100 pb−1 of integrated luminosity, the data run out of statistics for pT
about 150 GeV/c, there are no probes at higher pT , while the Monte Carlo
truth runs out of statistics at pT around 200 GeV/c. In the range of pT =
50-120 GeV/c, where there is enough statistics, no strong dependence on the
199
Figure 6.22: Global muon reconstruction efficiencies measured with the tag-
and-probe method (triangles) and calculated from MC-truth information
(circles) as a function of η (a) and pT (b) for a Drell-Yan sample with only a
lower invariant mass cut of 40 GeV/c, normalized to an integrated luminosity
of 100 pb−1.
pT is observed. It is possible to extend the muon pT reach of the tag-and-
probe efficiency measurement using the Drell-Yan continuum above a mass
cut instead of just a mass region around the Z0 peak. This may result in a
larger background contamination in the diagnostic sample, so one has to be
sure that the background is still under control. Assuming that the non-Drell-
Yan backgrounds above the Z0 peak can be suppressed to a negligible level by
using the selection criteria discussed in a previous section, we repeat the tag-
and-probe measurements with the upper cut on Mµµ removed. Figure 6.22
shows the result for a Drell-Yan sample with only a lower invariant mass cut
of 40 GeV/c2. The pT reach of the tag-and-probe method, in this approach,
is extended beyond 200 GeV/c. To more accurately check the validity of the
tag-and-probe method for high-pT muons, we apply the variant of the tag-
and-probe method with only a lower cut of Mµµ ≥40 GeV/c2 to a very high
statistics sample of high-mass Drell-Yan events. Efficiencies for this sample
are shown in figure 6.23. Very good agreement is observed up to very-high
values of pT (about 1 TeV/c). This shows that the tag-and-probe methods
have the potential to be extended to higher pT regions once larger samples
of Drell-Yan dimuon events are collected.
6.6.2 Trigger efficiency measurement from data
The trigger efficiency trigger can be calculated following a similar tag-and-
probe strategy. Here we illustrate the use of this method for the measurement
of the single-muon non-isolated trigger efficiency, which dominates the overall
trigger selection for high-mass dimuon events.
A preselection of events with well-reconstructed dimuons is done to ensure
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Figure 6.23: Global muon reconstruction efficiencies measured with the tag-
and-probe method (triangles) and calculated from MC-truth information
(circles) as a function of η (a) and pT (b) for a Drell-Yan sample with only a
lower invariant mass cut of 40 GeV/c, normalized to an integrated luminosity
of 100 pb−1.
that the only effect taken into account is the trigger efficiency. The method
is therefore applied only to events with at least two isolated global muons
with pT ≥ 3 GeV/c, and a dimuon mass larger than 40 GeV/c2. The tag
muon is defined by the following criteria:
• sequentially fired the Level-1 trigger and the two levels of the HLT
(Level-2 and Level-3)
• is associated to a well-reconstructed global muon
• has ∣∣η(Level−3)∣∣ ≤ 2.1
The probe muons are their partners in the event. For this study, two different
criteria to select the probe muons have been considered:
• a strict one that requires the partner muon to have fired the three levels
of the trigger (Level-1, Level-2 and Level-3) sequentially.
• a more relaxed one that requires only the existence of a Level-3 muon,
independently of Level-1 and Level-2 selection.
The pseudorapidity coverage of the Level-1 single-muon trigger is restricted
to the range |η| ≤ 2.1. Therefore, efficiency measurements with the strict
selection will not allow to inspect the whole pseudorapidity range of the muon
trigger. So we introduce the second, more relaxed definition, to avoid this
restriction.
The trigger efficiency is computed as the fraction of events in which the probe
requirements are met divided by the total number of probes considered. If
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Figure 6.24: Trigger efficiencies and their uncertainties versus a) pseudorapid-
ity and b) pT , obtained with the tag-and-probe method applied to Z
0 → µµ
and high-mass Drell-Yan events normalized to an integrated luminosity of 100
pb−1. Two definitions of efficiencies are shown: requiring all levels of trigger
being fired for a given muon (triangles), and requiring only the Level-3 fired
(circles). Panel c) shows the pT spectrum of both types of probes.
both muons in the event satisfy the tag and probe criteria, the event is used
twice in the efficiency calculation. The single-muon trigger efficiency is then
given by the following expression:
trigger =
NPP
2NPP +NPF +NFP
(6.10)
Where the letters P and F indicate if the muon Passed of Failed the corre-
sponding probe requirements. A combined sample of Z0 → µµ and Drell-Yan
events with invariant mass higher than 40 GeV/c2, normalized to the number
of events expected for an integrated luminosity of 100 pb−1, has been used to
test the method. Figure 6.24 shows the dependence of trigger efficiency on η,
for both probe criteria. The observed dips in the efficiency correspond to the
known gaps and support structures of the detector and match those in the
global muon reconstruction efficiency. They are particularly visible with the
strict probe definition and reflect the losses in the Level-1 trigger efficiency
caused by the segmentations of the wheels in the barrel muon detector. The
loss of efficiency of the Level-1 decision over |η| = 2.1 is well visible.
The efficiency as a function of the muon transverse momentum, for both
probe criteria, is also shown in figure 6.24 together with the pT spectra of the
probes. As for the oﬄine efficiency, the reach in pT is limited by the statistics
expected for this luminosity; a reliable estimate of the trigger effciency can be
obtained up to pT ≈ 200-300 GeV/c. Integrating over η and pT , the efficiency
calculations yield L3 = (91%) for a loose probe definition and L1&L2&L3 =
80% for a tight probe requirement.
In order to verify that the tag-and-probe method works as expected for both
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Figure 6.25: Comparison between the tag-and-probe trigger efficiencies (cir-
cles) and Monte Carlo truth (squares) as a function of η (top) and pT (bot-
tom), for high-statistics samples of Z0 → µµ events (left) and high-mass
Drell-Yan events (right). The relaxed probe definition is used here.
medium and high-pT muons, the trigger efficiencies have been compared with
MC truth for two high-statistics samples of 1) Z0 → µµ events with Mµµ ≥
40 GeV/c2 and 2) high-mass Drell-Yan dimuon events. The results of this
comparison for a relaxed definition of the probe are shown in figure 6.25.
Good agreement is found for all η and pT values. Differences in efficiencies
at a given pT value between the two samples are due to an interplay between
pT and η of muons. In the range of pT below 100 GeV/c or so, muons
from the Z0 sample (moderate pT and moderate p) are produced centrally
whereas muons in highmass (Mµµ ≥ 1 TeV/c2) Drell-Yan events (moderate
pT and large p) are produced predominantly at low angles, where the trigger
efficiency is much lower. Therefore, muons in a given pT bin in these two
samples probe different pseudorapidity regions and have different efficiencies.
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6.7 Mass spectrum fitting procedure
In what follows, we use a set of Monte Carlo (MC) experiments selected
from available large statistics signal and background samples. The number of
events in each experiment, Nevt, fluctuates according to a Poisson distribution
with a mean of σ ·Br ·  · ∫ Ldt, where ∫ Ldt is the integrated luminosity and
 is the combined trigger and reconstruction efficiency.
Prior to the calculation of Mµµ, the momenta of muons are corrected for FSR
radiation as described in the previous section.
In order to test the existence of a resonance and to measure its parameters if
it is found to exist, an unbinned maximum likelihood fit of the Mµµ values in
each MC experiment is appropriate. The likelihood fit is based on template
distributions to describe the signal and the background shapes. The signal
mass template is a relativistic Breit-Wigner distribution convoluted with a
Gaussian accounting for mass resolution smearing. The same fitting function
is used in the Physics TDR:
pS(Mµµ;µ, σ,Γ) =
∫
C√
2piσ
e
(Mµµ−µ′)2
2σ2 · 1
(µ′2 − µ2)2 − µ2Γ2dµ
′ (6.11)
where µ is the Z’ mass, σ is the Gaussian width (detector smearing), Γ is
the natural width of the resonance and C is the normalization factor. Fits of
the signal samples with no Drell-Yan background are shown in figure 6.26 for
different values of the Z’ mass showing a good agreement between the data
points and the fitting function. The background shape is fit using the same
empirical parametrization as was used in the Physics TDR:
pB(Mµµ; k, α) = C
′e−kx
α
(6.12)
where k and α are shape parameters and C’ is a normalization constant. This
pdf with k = 2.0 and α = 0.3 gives a good description of the background
shape in the whole mass region between 600 and 3000 GeV/c2 as shown by
the fit of DY background alone in figure 6.27.
The templates based on the CSA07 simulated samples require a bit more
work as both the signal and Drell-Yan background are generated in the same
sample. In addition, a cut is applied to the dimuon mass prior to detector
simulation. In order to model the signal above the Drell-Yan background,
we fit only a mass range significantly away from the cutoff mass, and we
fit for a linear combination of signal and background. The fit results are
shown in figure 6.28. All the signal shape parameters are allowed to float.
A good agreement is observed. Data can be fit with a sum of signal and
background shapes, that we assume to be known, with the signal fraction as
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Figure 6.26: Fits of Monte Carlo samples with perfect alignment and no
Drell-Yan background for different Z’ masses.
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Figure 6.27: Fit of the Drell-Yan background shape, in green is the function
C ′e−2x
0.3
with C’ used as in the physics TDR.
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Figure 6.28: Fits of CSA07 Monte Carlo samples to a linear combination of
signal and background mass templates, for different Z’ masses.
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Figure 6.29: Histograms of Mµµ in two typical MC experiments, for a 1
TeV/c2 ZSSM plus background (left) and a 1 TeV/c
2 Zψ plus background
(right), for an integrated luminosity of 100 pb−1. The solid blue line is the
result of the full signal-plus-background fit (eq. 6.13) to the mass distribu-
tion; the dashed green line shows the background component of the fit; the
dotted green line is the result of the background-only fit (fs=0). All fits
performed were unbinned.
a free parameter. Thus, as a model of the probability density function (pdf),
p, of the parent population of the observed mass spectra, we use:
p(Mµµ, fs,m0,Γ) = fs · pS(Mµµ,m0,Γ) + (1− fs) · pB(Mµµ) (6.13)
Where pS is the pdf of the signal and pB the pdf of the background both
defined above. There are three free parameters in the fit: the signal fraction
fs = Ns/(Ns + Nb), the position of the mass peak m0, and the full width
at half maximum (FWHM), Γ, of the signal. The shape of the background
distribution is fixed, while its level is determined by the fit: fs is a free
parameter. Therefore, the fit explores the difference in shape between the
signal and the background.
Two examples of MC experiments and the results of the signal-plus-background
and background-only unbinned maximum likelihood fits to their Mµµ values
are shown in figure 6.29. Both experiments were drawn from the Z’ signal
and Drell-Yan background sets corresponding to the integrated luminosity of
100 pb−1 (small non-Drell-Yan contribution is not shown); the left-hand plot
is for 1 TeV/c2 ZSSM , the right-hand plot is for 1 TeV/c
2 Z ′ψ.
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Figure 6.30: Histograms of the Z’ mass, m0 , obtained from signal-plus-
background fits to mass distributions in two ensembles of MC experiments:
for 1 TeV Z ′ψ plus background at 0.1 fb
−1 (left) and for 3 TeV ZSSM plus
background at 10 fb−1 (right). The curves superimposed are the results of a
Gaussian fit.
6.7.1 Precision of the measurement.
In the case of a Z’ discovery, the unbinned maximum likelihood fits can be
used to measure the mass and the decay width of the resonance. With an
amount of data corresponding to an integrated luminosity of 100 pb−1 and
assuming the 100 pb−1 misalignment scenario, the mass of a 1 TeV/c2 Z ′SSM
will be measured with a precision of about 2%, the mass of a 1 TeV/c2 Z ′ψ,
with a precision of about 3%. The last observation is confirmed by results of
fits performed systematically on ensembles of MC experiments at various Z’
masses, provided that the integrated luminosity is not too small (close to or
above the discovery limit). Two examples of Z’ mass distributions obtained
from fits to 1 TeV and 3 TeV Z’ samples are shown in 6.30; one can see that
the spread of the Z’ mass around its mean value is only about 15 GeV at
1 TeV and about 90 GeV at 3 TeV. These results indicate that, if the Z’
will be discovered in the dimuon channel, its mass will be measured with a
precision better than 5%. The situation is much less favorable for the signal
FWHM. In the absence of non-standard decays (such as decays to exotic
fermions), new heavy resonances studied here are narrow, with decay widths
not exceeding 2 − 3% of their masses. Even for masses as low as 1 TeV/c2,
such widths currently represent only a small fraction of the full measured
peak width, which is dominated by the mass resolution smearing and can
209
presently only be reconstructed with large uncertainties. Further advances
in the alignment procedure and future improvements in muon momentum
reconstruction and fitting procedure should clarify the feasibility of FWHM
measurement in the dimuon channel.
6.8 Signal Observability
A variety of methods exists for expressing the statistical significance S of
a possible signal in the presence of background. The results of a study
about the performance of several common significance estimators in the small
statistics low background regime (characteristic of a search for new high-mass
resonances) are discussed in [74]. The main conclusion is that a likelihood-
ratio-based statistic test, which is also used in the search for Higgs decay to
four muons, performs well in the present context. Hence, to evaluate the CMS
discovery potential for new high-mass resonances, we use the likelihood-ratio
estimator SL:
SL =
√
2ln(Lmaxs+b /L
max
b ) (6.14)
where Ls+b is the maximum likelihood value obtained in the full signal-plus-
background unbinned maximum likelihood fit, and Lb is the maximum like-
lihood from the unbinned background-only fit. According to Wilks’ theorem
[78] in case of the absence of signal, the distribution of SL in the large statis-
tics limit is a χ2 with a number of degrees of freedom (ndof) equal to the
difference in the number of free parameters in the background and signal
pdf’s. If the difference in ndof is equal to one, SL is expected to follow a
standard Gaussian distribution with the mean in 0 and a standard deviation
of 1. This allows one to directly interpret the value of SL as the significance
level of the test, given as the commonly used number of gaussian sigmas.
That is, a measured SL value of 5 corresponds to a 2.9 ·10−7 probability that
the observed excess of events, with respect to the background only hypotesis,
belongs to a statistical fluctuation of the background itself. This condition
is obtained by fixing both m0 and Γ in the fits using the pdf of Eq. 6.13. We
follow a common convention in using the specification that S ≥ 5 is sufficient
to establish a discovery. Figure 6.31 shows the integrated luminosity needed
to reach 5σ significance for the two studied Z’ models as a function of Z’
mass for the 100 pb−1 misalignment scenario. The results are in reasonable
agreement with those in the Physics TDR ([60]). The main conclusion is
that an integrated luminosity less than 100 pb−1 and non-optimal alignment
of the tracker and of the muon detectors should be sufficient to discover a
Z’ boson with the mass of about 1 TeV/c2. An equivalent procedure can be
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Figure 6.31: Integrated luminosity needed to reach 5σ significance (SL = 5)
as a function of Z’ mass for Z ′ψ (top) and ZSSM (bottom). Symbols indicate
fully-simulated mass-luminosity points, lines are the results of interpolations
between the points. Statistical uncertainties are smaller than the size of the
symbols.
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Figure 6.32: The integrated luminosity needed to reach 5σ significance in
the µ + µ decay mode as a function of graviton mass for the RS1 graviton
with the coupling constant c of 0.01, 0.02, 0.05, and 0.1 (curves from top to
bottom).
applied also to RS graviton discovery, the results are shown in figure 6.32.
In this case the discovery potential depends also on the coupling constant
c. In the most optimistic case of a G* with m ≈ 1TeV and c ≈ 0.1, the
discovery limit is ≈ 10 pb−1.
6.9 Z’ discovery potential at
√
s = 10 TeV
and 6 TeV
The LHC accident has forced a change in the planning for the start up
conditions of the machine. In particular we have alredy reported in Chapter
1 that for safety reasons the maximum center of mass energy allowed in
the first collisions will be limited to 10 TeV. However immediately after the
accident causes were understood, the scenario of first collisions was thought
to be even worse, with a center of mass energy of 6 TeV. This section describe
the potential of the CMS experiment to discover dimuon decays of Z’ gauge
bosons produced at LHC center-of-mass energies of 6 and 10 TeV . Given the
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Table 6.10: The product of the leading-order production cross section and
the dimuon branching ratio for ZSSM and Zψ with masses of 1, 1.5 and 2
TeV for the studied values of
√
s, as predicted by PYTHIA.
short time available for this study and the lack of dedicated fully-simulated
Monte Carlo samples, the estimates for
√
s of 6 and 10 TeV were obtained
by rescaling the results of the detailed studies of the CMS discovery reach at
the nominal center of mass energy described above.
6.9.1 Rescaling procedure
At the first step towards evaluating the discovery potential, we calculate the
product of the leading-order production cross section σLO and the dimuon
branching ratio Br for ZSSM and Zψ at
√
s = 6, 10, and 14 TeV. This is
done using version 6.416 of the PYTHIA generator and the CTEQ6L1 set
of parton distribution functions. The values of σLO · Br for 1, 1.5, and 2
TeV Z’ bosons are shown in Table 6.10 The cross sections for
√
s = 14 TeV
agree within a few per cent with the values presented in table 6.1, which at
that time were obtained with PYTHIA version 6.409 and the CTEQ5L set
of parton distribution functions. A comparison of σLO · Br for different √s
values shows that a decrease in the proton-proton center of mass energy from
14 to 10 TeV results in a reduction of the Z’ cross section by about a factor
of 2 at MZ′ = 1 TeV and about a factor of 3 at MZ′ = 2 TeV. The effect of
reducing
√
s from 14 to 6 TeV is more dramatic: the Z’ cross sections drops
by about a factor of 8 at MZ′ = 1 TeV and by about a factor of 40 at MZ′
= 2 TeV.
The irreducible background is the Drell-Yan production of muon pairs, its
leading-order production mechanism is the same as for the Z’ bosons (quark-
antiquark scattering); therefore, the ratio of Drell-Yan cross sections at differ-
ent
√
s values for a given Mµµ is very similar to that of Z’ of the same mass.
Hence, we use the values in Table 6.10 to rescale both the signal and the
Drell-Yan background. We assume that the K factor does not change with
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Figure 6.33: Integrated luminosity needed to reach 5σ significance at
√
s =
6, 10, and 14 TeV as a function of Z’ mass for a) ZSSM and b) Zψ.
√
s and therefore cancels in the ratio of the cross sections. We also neglect
possible small differences in acceptance, trigger and selection efficiencies, and
the shape of the invariant mass distribution. Under these assumptions, the
ratios of cross sections at various
√
s directly translate into the ratios of in-
tegrated luminosities needed to discover a Z’ of a certain mass. For example,
as reported above, the integrated luminosity needed to reach 5σ significance
for a 1.5 TeV ZSSM at
√
s = 14 TeV is 70 pb−1; therefore, at
√
s = 10 TeV,
this same significance would be obtained with an integrated luminosity of 70
pb−1· (81 fb/33 fb) = 170 pb−1.
6.9.2 Updated discovery potential
The integrated luminosity needed to reach 5σ significance at
√
s = 6, 10, and
14 TeV for the two studied Z’ models is shown in figure 6.33 as a function of
Z’ mass. The curves for ps = 6 and 10 TeV are obtained by rescaling the 14
TeV curves by the corresponding cross section ratios for signal and Drell-Yan
background. One can see that if the LHC operates at
√
s = 10 TeV, a data
sample corresponding to an integrated luminosity of about 100 pb−1 offers
good chances to discover Z’ bosons at MZ′ = 1 TeV, a mass value which
will likely be above the Tevatron reach. The same integrated luminosity
accumulated at
√
s = 6 TeV would probably not be sufficient to explore a
new territory of Z’ parameters, however the official LHC schedule is oriented
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to start-up directly at 10 TeV to gain the best physics opportunities with
the first data.
6.10 Systematic uncertainties
The main sources of systematic uncertainties are expected to be the following:
• theoretical uncertainties (parton distributions,higher-order corrections,
etc.)
• uncertainties arising from an imperfect knowledge of the detector (align-
ment, calibration, magnetic field)
• uncertainties in the fitting procedure (background shape, functional
forms of pdf’s, mass resolution, etc.) A detailed evaluation of these un-
certainties and of their impact on the signal observability is discussed
in [5], here we just briefly summarize the main results of this study
with few updates.
6.10.1 Theoretical uncertainties
Several sources of theoretical uncertainties have been taken into account:
higher-order QCD and electroweak corrections, parton distribution functions,
and hard process scale. The mass-dependent uncertainties on the signal
cross section from each source were combined in quadrature (resulting in a
±12% uncertainty at Mµµ = 1 TeV/c2) and used to obtain the uncertainty
in the prediction of the mean integrated luminosity needed to reach a 5σ
significance. More details and the uncertainty band for the predicted mass
reach can be found in [5].
6.10.2 Uncertainties in the detector performance
The key element in the performance of high pT muon reconstruction and,
therefore, for the search for high-mass dimuon resonances is the alignment of
the tracker and the muon system. Unlike the muons in the region of low and
moderate pT values, where the influence of the tracker alignment is predom-
inant, both the tracker alignment and the muon system alignment play an
important role for the muons at the TeV scale. We take them into account
by using the current best estimates of the expected alignment precision im-
plemented in the misalignment scenarios. We have checked that the results
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obtained with these misalignment scenarios are in general agreement with
the preliminary results of the realistic track-based alignment of the muon
system. But since alignment studies are the work in progress, it is hard to
evaluate more precisely at this moment how accurate the current estimates
are, and which systematic uncertainty should be ascribed to them. How-
ever, neither the trigger efficiency nor the oﬄine reconstruction efficiency are
affected by the misalignment, even in the worst-case scenarios. So uncertain-
ties in alignment translate mainly into uncertainties in the invariant mass
resolution. We show below that even sizable variations in the width of the
mass resolution have only a small impact on the signal observability. The
impact of uncertainties in the calibration of the muon chambers on the dis-
covery potential has been studied in details and was found to be negligible
[5].
The effect of uncertainties in the knowledge of the magnetic field remains
to be studied, a big effort is ongoing to find a reliable parametrization of
the magnetic field map to be used with the first collisions. The major prob-
lem with the magnetic field is in the iron yoke, here a saturation value of
2T for the z component was expected from the TOSCA simulation for the
TDR. However CRAFT analysis have demonstrated that this is not the case,
the magnetic material (mostly iron) present in the cavern was not properly
taken into account in the simulation. The value expected after a more refined
modeling is in the range 1.2-1.5 T, depending on the layer, moreover a r− φ
asymmetry has been recognized in the true field due to the iron present in
the floor of the cavern. Another important issue related to magnetic field
is the proper modeling of the service chimneys present in the three central
wheels of CMS that can cause a local bad reconstruction of momentum. All
these issues have been under study since when the first CRAFT data come
over, in late 2008. From that time a huge improvement in the magnetic field
map has been achieved, more results and improvement are expected to come
after the CRAFT 2009 global runs that will start in June 2009. At present,
it happens that, as seen for CRAFT analysis, the global reconstruction re-
sults less effective than the tracker only reconstruction. In this latter case we
could use a different reconstruction algorithm to build the muon pairs, the
most suitable for the first collisions seems to be the picky muon reconstructor
introduced in section 6.3. In this case the pT of the muon is the one evaluated
in the tracker, and the muon stations are used only for trigger purpose. The
use of the tracker only fit, and thus of a reduced lever arm, leads to a worse
mass resolution of about 10% with respect to the global fit, the discovery
reach however will be nearly unaffected.
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6.10.3 Uncertainties in background shape and mass
resolution
The uncertainty in the background shape, and the uncertainty in the mass
resolution, have been extensively studied for the CMS Physics TDR, the
main conclusions are the following:
• an approximate knowledge of the mass resolution should be sufficient
(a 20% worse resolution gives a 5% or less smaller SL)
• the reliability of extrapolation of the steeply-falling background spec-
trum in the signal region is an important issue and should be studied
in detail once the real data start to be available (for a range of studied
Z’ models, assuming a double background contribution in the signal
region than real, 5σ becomes 3.7-4.2σ).
6.11 Conclusions
The Z’ search in the dimuon channel is particularly attractive for the first
collisions at LHC. The analysis could run in parallel with the calibration of
the experiment, and could reveal new physics during the first LHC physics
run planned for to start in late 2009. The analysis tools are ready and
extensively tested on Monte Carlo samples. This study demonstrates that,
in the optimistic case of a Z’ mass not exceeding too much 1 TeV, a discovery
could be claimed with low integrated luminosity, less than 200 pb−1, even in
the case of a center of mass energy of the pp collisions reduced to 10 TeV.
Since in the official schedule 300 pb−1 integrated luminosity are foreseen to be
supplied to experiments in the first LHC physics run, the Z’ search becomes
particularly interesting in this coming phase.
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Appendix A
Radiation damage in silicon
devices.
There are two main effects produced in silicon after heavy irradiation: bulk
damage and surface damage. In this appendix we will talk about bulk dam-
age, that is the real limitation for the use of Si detectors in high energy physics
experiments, while surface damage is more important concerning front-end
electronics.
A.1 Damage mechanism.
The bulk damage produced in silicon by hadrons (neutrons, protons, pions,
etc.) or high energy leptons irradiation consists primarily in the displacement
of atoms by it’s lattice site. This is called primary knock on atom (PKA),
and results in the production of a Frenkel pair, constituted by an interstitial
and a left over vacancy (see figure A.1). Both are very mobile in the crystal
Figure A.1: Schematic representation of Frenkel pair creation mechanism.
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Figure A.2: Monte Carlo simulation of a recoil atom track with a primary
energy of 50 keV.
structure and may finally form a point defect in the material with impurity
atoms being resident in the silicon, or interacting with other defects. For in-
stance the formation of a divacancy (V2) is possible as well as the production
of vacancy-phosphorus or vacancy-oxygen defect (VP and VO). There is an
energy threshold to create a displacement (Ed) that in silicon is ≈ 25 eV ,
If the energy of the recoil PKA or of the product of any nuclear reaction is
much higher than Ed several defect can be produced in cascade. There are
two main contributions to energy loss by particles in the material: ionization
and further displacement. While ionization losses do not lead to any rele-
vant change in silicon lattice, displacements leading to point defect or dense
agglomeration of defect (clusters) are the real responsible of bulk damage in
silicon. Clusters are formed at the end of any heavy recoil range, where the
non ionizing interactions prevail (see figure A.2). It is instructive to calculate
the maximum energy Emax that can be transmitted by a particle of mass m
and kinetic energy E to the recoil atom in an elastic collision (non relativistic
formula):
Emax = 4E
mmSi
(m+mSi)2
(A.1)
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With a displacement threshold of 25 eV, and a cluster formation energy
threshold of ≈ 5 keV one can deduce by the expression above that neu-
trons need ≈ 185 eV kinetic energy to produce a Frenkel pair and more than
≈ 35 keV to produce a cluster. Electrons, however, need 255 eV to produce
a Frenkel pair and more than ≈ 8MeV to create a cluster defect.
The damage process does not end with the displacement of atoms by their
lattice sites; interstitial and vacancies are very mobile in silicon at tempera-
ture above 150K. Therefore a part of Frenkel pairs annihilate and no damage
remains, this is the case for ≈ 60 % of pairs produced and can reach 95 %
in disordered regions. The remaining vacancy and interstitials migrates in
the silicon lattice and perform numerous reactions with each other or the
lattice atoms or impurities, there reactions are responsible of point defect
and cluster formation that constitute the real bulk damage.
A.2 The NIEL hypothesis.
Charged hadrons interact mainly by coulomb scattering at low energies, thus
a large fraction of the particle energy is lost in ionization that is almost fully
reversible in silicon. On the other hand neutrons interact just with the nu-
cleus, with elastic scattering or, above ≈ 1.8MeV also nuclear reactions.
Hence the question arises how to compare the damage produced by different
kind of particles and different kind of interactions. The answer is found in
the Non Ionizing Energy Loss (NIEL ≡ dE
dx noioniz
) hypothesis: the basic as-
sumption is that any displacement-damage induced change in the material
scales linearly with the amount of energy imparted in displacing collisions,
irrespective of the spatial distribution of defect created in a PKA, and ir-
respective of any annealing sequences taking place after the initial damage
event.
Displacement damage cross section.
In each interaction leading to displacement a PKA with a specific recoil
energy is produced. One can calculate the portion of recoil energy that
goes in further displacement that depends by the recoil energy itself and is
analytically expressed by the so called Lindhard partition function P (ER).
It’s possible now to give an expression for the displacement damage cross
section, D(E), that is closely related to NIEL:
D(E) ≡ Σν σν(E) ·
∫ ER,max
0
fν(E,ER)P (ER)dER (A.2)
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Figure A.3: Displacement damage function normalized to 95 MeV mb for
protons, neutrons, pions, and electrons.
Where the index ν indicate all possible interactions between incident radia-
tion with energy E and silicon atoms in the crystal leading to displacement,
σν is the cross section of the elementary process, fν is the probability of
generation of a recoil PKA with energy ER by a particle of energy E in the
reaction ν. The integration is done over all the possible recoil energies ER
under the assumption that P (ER) = 0 for ER < Ed (25 eV in Si). Figure
A.3 shows D(E) for electrons and hadrons in a wide range of energies. To
notice the increase in neutron contribute for decreasing energy below 184
keV (minimum value to produce Frenkel pairs), this is entirely due to the
neutron capture process and the lattice displacement effect of subsequent
gamma emission. For high energies (>∼ 100MeV ) neutrons and protons in-
teract mainly trough nuclear forces ant their contribution become almost
identical, while contribution of pions get stable to 2/3 that for protons, re-
flecting the different quark compositions. The NIEL is related to D(E) by
direct proportionality:
D(E) =
A
M ·NA NIEL
Where M is the irradiated mass, A the atomic weight of target, and NA
the Avogadro’s number. Another important quantity is the displacement-
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KERMA (Kinetic Energy Released to Matter), defined as:
KERMA = D(E) × φ × no of Si atoms irradiated
where S(E) is the spectra of the source of radiation and φ is the total incident
fluence, the same relation is rewritable in therms of NIEL:
KERMA = NIEL(E) × φ × MSi
Where MSi is the mass of the irradiated material. Is to notice that a con-
version factor exist between D, expressed in MeV mb, and NIEL values ex-
pressed in keV cm2 /g, depending by the material irradiated; for silicon we
have:100MeV mb = 2.144 keV cm2/g.
Hardness Factors.
With the use of D(E) is possible to define an hardness factor(κ) to compare
the damage efficiency of different radiation sources, with different particles
and energy spectra φ(E). It’s common to define κ in a way to compare the
induced damage by a generic radiation source with that produced by 1MeV
neutrons with the same fluence:
κ =
∫
D(E)φ(E)dE
Dn
∫
φ(E)dE
(A.3)
where Dn = D(En = 1MeV ) ≈ 95MeV mb. The equivalent, in therms of
damage, 1MeV neutron fluence can be calculated by:
Φeq = κΦ = κ
∫
φ(E)d(E) (A.4)
Trough Φeq is possible to compare effects of different radiation sources.
A.3 Point defect classification.
As already mentioned, two kind of defect are possible: point defect or clus-
ters. While little is known on the nature of defect in clusters, a lot of infor-
mations is available for point defects and their electrical properties. In the
following a classification of point defects is given.
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Figure A.4: Schematic representation of the possible charge states of defects
in the forbidden energy gap. Symbols +,- and O indicate the charge state of
the defect in case of occupation by electrons (symbol above) or not (symbol
below).
Acceptors, donors and amphoteric defects.
Defects in silicon can create energy levels in the forbidden gap that can trap
or emit charges. Acceptors are defects negatively charged when occupied
by an electron while in the same situation donors are neutral. Amphoteric
defects behave like donors if the energy level is below the Fermi level while
act as acceptors in the opposite condition. In figure A.4 a schematic view of
defect levels in the silicon energy gap is presented.
Shallow and deep levels.
The common request for a shallow level is to be ionized at room temperature,
while deep levels require higher Temperatures to be ionized. However in
thermal equilibrium the charge state of a defect is ruled by the Fermi level
position in the energy gap. This leads to the fact that the same defects could
be shallow or deep depending on the material and dopants concentration.
As a rule shallow donors are usually level with an energy difference from
conduction or valence band of less than 70meV .
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Figure A.5: Structural model of CiCs defect in silicon. Dark spheres are C
atoms.
Electron and hole traps.
Every defect can capture electrons and holes, so the therms electron or hole
trap is misleading, and originates from the characterization methods used
to investigate electrical properties of defects. However this kind of defect
causes the unwanted decrease of charge collection efficiency, being thus very
important in silicon sensors operation.
A.3.1 Review of types.
In this section a brief review of different point defect types is given. A
detailed description of radiation induced defect and their dynamic and an-
nealing behavior is beyond the scope of this work, for more information see
[97].
Vacancy related defects.
The vacancy (V) is one of the basic radiation induced defect, however less
is known abaut it’s electrical properties than for many other defect. The
vacancy is believed to exist in five different charge states (-,–,0,+,++). In
migrating trough the lattice V can form pairs with acceptors (B, Al, Ga),
donors (P, As, Sb) or other impurities (Ge, Sn, H, etc.) present in the
silicon. Furthermore vacancies can combine with each other and form diva-
cancies (V2). This is an amphoteric defect with four different charge states in
the forbidden gap (–,-,0,+). V2 is one of the most abundant vacancy-related
defect in high resistivity silicon. There exist also higher order vacancy com-
plexes (V3,V4,V5, etc.) that are important structural components for clusters.
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Interstitial related defects.
Less is known about the silicon self-interstitial (Sii or I) than about the va-
cancy. Self-Interstitial is very mobile in silicon at room temperature1 and
can react with impurities and defect. One important reaction involving Sii
is the so called Watkins replacement mechanism: Sii can eject impurities
(Cs, Bs, Als) from their substitutional lattice sites and take over their posi-
tion, restoring a perfect silicon lattice:
Sii + Cs → Sis + Ci
The impurities are left on interstitial sites (Ci, Bi, etc.) and are mobile at
room temperature. Usually the boron concentration is very low in detector
grade silicon, so Carbon is the main sink for Sii. The resulting Ci can
produce further complexes like CiOi or CiCs (see figure A.5), that are the
most abundant interstitial related defects in detector silicon.
Reactions with vacancy related defect are also possible: V Oi + Sii → Oi or
V V + Sii → V .
Thermal donors.
Thermal donors (TD) are defects related to oxygen concentration and heat
treatment of silicon wafers, so they are not related to radiation damage,
however the formation of TDs can seriously change the doping concentration
leading to malfunctioning of the final device. This kind of defect was dis-
covered in 1954 by Fuller et al., observing the formation of donors centers in
Cz silicon after heat treatment in the temperature range 350− 550oC. Ther-
mal donors exist in two different families TD and TDD (double donors), the
rate of formation depends strongly on temperature, annealing time and oxy-
gen concentration. In figure A.6 the dependence of TDD concentration by
temperature and annealing time is displayed. Formation rate and maximum
concentration of TDD depends on 4-th and 3-th power of interstitial oxygen
concentration:
d
dt
[TDD] ∝ [Oi]4 and [TDD]max ∝ [Oi]3
Above 650oC has been observed the formation of a new kind of donors re-
lated to temperature annelaing, the so called new donors ND, little is know
about their structure, furthermore their generation depends strongly by the
annealing history of the material as well as concentration of impurities like
carbon.
1Actually in p-type silicon Sii was observed to be mobile also at ≈ 4K [97].
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Figure A.6: Thermal donors concentration as function of annealing temper-
ature for various treatment times.
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A.4 Change in macroscopic parameters.
A.4.1 Increase in leakage current.
The leakage current is the current flowing trough a reverse biased diode. In
ideal devices the revers current consist just of diffusion current, while in real
devices impurities, radiation induced defects, effect of Si/SiO2 interface and
edge effects make it difficult to produce Si detectors with leakage current
<∼ 1nA/cm2. The radiation induced leakage current can be divided roughly
in two independent contribution: the bulk generation current (Ib) and the
surface generation current (Is). The first is due to electron hole pair forma-
tion at radiation induced defect located in the silicon bulk, while the second
arises by defects induced in the Si/SiO2 interface. One or the other compo-
nent dominates depending by the type of the diode and the type of radiation.
For instance the surface current is caused by interface states created in the
oxyde by ionizing radiation, for this reason can be dominant in γ irradiated
devices while having a poor contribution in neutron irradiated ones.
The bulk leakage current is described in therms of the current density Jv. It
is well established that irradiation lead to an increase of leakage current with
a linear dependence on total fluence (Φ):
∆Jv = αΦ (A.5)
where α is known as the damage factor. Actually α depends on temperature
and time elapsed by irradiation but it’s independent by bulk characteristics
like resistivity and doping concentration and by radiation type. In figure A.7
the dependence of α by fluence and the annealing behavior is presented for
various material types. Is to notice the reduction of α with time elapsed af-
ter irradiation (annealing of current): theoretical models and measurements
indicate that the bulk current is produced by the formation of energy levels
in the forbidden gap, produced by defects such as V V, V O,CC, V P,CO, the
annealing behavior is to reconduce to the dissociation of those complexes.
The bulk current is also strongly dependent on temperature, data found to
fit the following relation:
I ∝ T 2 e−EakT (A.6)
Where Ea is ≈ 0.62 eV . To keep as low as possible the contribution of leakage
current to the overall noise of the device one should keep the overall temper-
ature low (≈ −10o), chose an AC coupling between strips and amplifiers to
avoid baseline shift and a fast shaping time.
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Figure A.7: Up:Damage factor α versus fluence for several types of substrate,
the measurements are done after 80 minutes of annealing at 60oC. Down:
annealing behavior of α, a reduction with annealing time is visible.
228
A.4.2 Depletion voltage.
In a polarized device the space charge regions extends in the less doped
bulk, in the case of present CMS detector the substrate is n type while the
plants are of p+ type. In condition of full depletion the space charge region
thus cover the n bulk. The value of Vdep depends on the dopants effective
concentration Neff as well as the value of the resistivity ρ of the substrate
with the following expression:
Vdep + Vbi =
q0
20
|Neff | d2 (A.7)
where ρ is given by:
ρ =
1
q(µn n + µp p)
≈ 1
qµn,p |Neff | (A.8)
In this expression µn and µp are the mobilities of electron and holes in con-
duction and valence band respectively, µn,p is the mobility of electron or
holes in the case the bulk is n or p type. Combining the two expressions one
obtains the following relation between ρ and Vdep:
ρ =
d2
20SiVdep
(A.9)
This relation holds if the concentration of deep defect is low, after irradia-
tion this is no more the case and an analytical relation between ρ and Vdep
is not obtainable. Experimental results on irradiated n-type devices reveal
the behavior of figure A.8. The depletion voltage initially decreases with
fluence reaching a minimum at φinv then grows linearly with fluence. This
effect is related to the change in Neff with irradiation and is interpreted
with the creation of acceptor levels and removal of donors. Is to remind that
Neff = ND − NA this is positive in a n type material, but due to irradiation
it decrease for the removal of donors reaching a null value at inversion fluence
and becoming thus negative over φinv (see figure A.8. This behavior is called
type inversion, and is pathological for n type devices: after type inversion
occurred the initially n type bulk behaves like a p-type material and the
junction migrates to the back side of the device, at the interface with the
n+ ohmic contact. This lead to a strong degradation of the signal being the
strips distant from the active zone. On the other side p-type materials do
not undergo type inversion, anyway for the same effect the depletion voltage
increase with fluence.
The depletion voltage change depends by the time elapsed from irradiation.
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Figure A.8: Depletion voltage versus radiation fluence for n type bulk silicon
devices.
At the beginning part of the induced defects recombine giving rise to a de-
crease of Vdep (beneficial annealing), this process however is in competition
with the formation of new defects in the irradiated lattice. The beneficial
phase lasts for ≈ 50 days, then the new defects formation dominates giving
rise to the so called reverse annealing in which the depletion voltage grows
to a saturation value. Both effects are strongly reduced at low temperature,
for details see [97].
A.4.3 Reduction of charge collection efficiency.
The operation of silicon µ-strip detectors is based on the collection of the
charge induced in the material by ionizing radiation and the possibility to
distinguish the signal in the background noise. For not irradiated devices,
with a thickness of 300µm, and read out by the actual CMS electronics, the
signal to noise ratio is ≈ 30. For irradiated device a reduction of this value
is observed for two main reasons: first the increase in leakage current lead to
a worse noise performance, second the signal itself (e.g the charge collected
to the electrodes) is reduced. We can define the charge collectionm efficiency
(CCE) trough the following expression:
CCE =
Qirr
Q0
(A.10)
where Qirr is the charge collected by irradiated devices, while Q0 is the initial
charge. In figure A.9 is presented a simulation of the reduction of CCE with
fluence for a 300µm thick diode. This effect is produced by energy levels
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Figure A.9: CCE versus fluence, the points shown are at Φ = 2, 10, 100×1014
introduced in the forbidden gap by irradiation, some of electrons and holes
produced by ionization are trapped by those orbitals and do not contribute
to the signal.
A.5 Oxygen enriched silicon.
The investigation of radiation hard properties of oxygen enriched silicon be-
gan in 6´0 [84, 85] with the work of R&D48 (ROSE) CERN collaboration,
and continue nowadays into R&D50 group. The initial idea was that oxy-
gen atoms act as vacancy sink: V − Oi concentration increase, reducing the
formation of deeper level related to V − V . Oxygen enriched devices are
the first example of defect engineering : after a comprehension of microscopic
behavior of defects is possible to influence their kinematics by incorporation
of impurities or other defects.
First experiments on oxygenated devices have been carried out with DOFZ
(Diffused Oxygen Float Zone) silicon, standard Fz material enriched in oxy-
gen by diffusion. With this technique a concentration of oxygen of ≈ 5 ×
1017 cm−3 is commonly achieved. To better understand the interest in R&D
activities on oxygenated devices figures A.10 and A.11 are self explanatory:
there is a net improvement of γ irradiation tolerance. In particular DOFZ
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Figure A.10: Depletion voltage vs dose of γ radiation for standard Fz silicon
(STFZ) and DOFZ [86].
Figure A.11: Leakage current vs dose of γ radiation for standard Fz silicon
(STFZ) and DOFZ [86].
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Figure A.12: Depletion voltage vs proton fluence for different materials [98,
99, 100]
silicon does not undergo type inversion and leakage current is strongly re-
duced.
Another interesting material with high oxygen concentration is MCz silicon.
In particular the melting of silicon in a SiO2 crucible and the presence of
the magnetic field, lead to an high and uniform oxygen concentration of
≈ 1017 − 1018 cm−3. Respect to proton irradiation, MCz is radiation harder
than STFZ and DOFZ, does not exhibit type inversion, while Fz materials
are inverted after a ≈ 2 × 1013 p cm−2. Moreover in MCz materials is ob-
served a reduced increase of Neff with respect to Fz samples, this leads to a
slower increase of depletion voltage with fluence as shown in figure A.12 MCz
wafer with high resistivity (>∼ 2− 5 kΩ cm) are commonly produced today so
this material is very promising in high energy physics applications.
However, as we have already seen, an high concentration of oxygen lead to
the possible activation of TD and TDD defects with temperature. In particu-
lar to reduce this unwanted consequence of oxygen enrichment is mandatory
maintain the processing temperature below 400oC.
A.6 Radiation hardness of Epitaxial silicon.
An interesting material for radiation hard sensors is Epitaxial silicon (Epi).
In fact, after a radiation fluence above ≈ 1015neqcm−2, the mean free path for
electrons and holes in silicon is around 100µm, part of the signal produced
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Figure A.13: Depletion voltage vs fluence for different silicon types. To notice
the good behavior of Epi devices with radiation [101].
in 300µm sensors is not collected at the electrodes, creating loss of signal. A
sensor thickness of 50−−150µm, typical of epitaxial crystals, strongly reduce
this contribution to CCE degradation. Moreover the reduced thickness lead
to a minor dose of radiation absorbed by the device and hence a less damage,
in particular no type inversion of Epi silicon has been observed up to Φ >∼5×
1015neqcm
−2. In figure A.13 is presented a plot of Vdep versus the fluence for
different growth techniques [101], is to notice the almost constant value of
Vdep for Epi devices after irradiation with 24GeV protons, and the reduced
leakage current increase with respect to both Fz and MCz sensors. On the
other hand, reducing the thickness of active area reduces also the signal, been
roughly one half of 300µm, so further study is needed to check the possible
usage of Epi silicon for tracking purpose.
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Appendix B
R&D activities for the CMS
tracker upgrade at S-LHC.
B.1 S-LHC: upgrade strategies and physics
motivations.
The LHC machine was designed for a peak luminosity of L ≈ 1034 cm−2s−1,
although it will take several years of operation before reaching this goal.
By increasing the the number of protons in each bunch from 1.15 · 1011 to
1.7 · 1011, and upgrading the LHC RF system it might be possible to reach
L ≈ 2·1034 cm−2s−1 after 4-5 years of running; this is the ultimate luminosity
achievable with the current accelerators system. An upgrade of the machine
elements is foreseen, after ≈ 10 years of LHC operation, to reach a peak
luminosity of ≈ 10 ·35 cm−2s−1. The new accelerator is called Super-LHC
(S-LHC)[82, 83]. In order to reach a factor of 10 increase in peak luminosity,
it is proposed to replace the machine elements around the interaction region
as well as to change the bunch structure. Two proposals are currently being
considered [83]. In the first one, the number of bunches are doubled, and
the bunch crossings frequency rises to 80 MHz (12.5 ns between crossings to
be compared with 25 ns at LHC). In this scenario, the number of minimum
bias pile-up events in each crossing increases over the LHC nominal by a
factor of ≈ 5. Unfortunately this configuration increases the susceptibility
to electron cloud effects in the machine, and it might be difficult to achieve
the full peak luminosity. The second proposal would have slightly longer
bunches with a greater number of protons arriving every 50 ns. This would
ease the electron cloud effects, but would increase the number of pile-up
events in each crossing to more than 300. Actually the second solution seems
to be the most probable one. S-LHC is expected to deliver to experiments a
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total integrated luminosity of ≈ 3000 fb−1, six times the value expected after
roughly 10 years of LHC operation. This will strongly reduce the statistical
errors on the measurements done during the first phase of LHC operation and
will permit to extend the discovery limits of the current detectors. While it
is difficult to predict today what kind of physics will be the most important
one to address after the LHC era, some specific possibilities are listed here
that can benefit from the increased luminosity of the S-LHC[87]:
• Standard Model. The precision measurement of the electroweak pa-
rameters is a powerful tool to look indirectly for physics beyond the
Standard Model. A good example of such measurements is the mul-
tiple gauge boson production. The luminosity of S-LHC will provide
about a factor 2 improvements on the limits of anomalous triple and
quartic gauge boson couplings. For this measurement, only the leptonic
decay channels of the bosons are used, thus a good lepton identification
and acceptance similar to the one for the LHC environment must be
guaranteed. Even measurements of events with four gauge bosons in
the final state will become accessible at the S-LHC.
• SM Higgs. The Standard Model Higgs, if it does exists, will have
been discovered by the time the S-LHC will start its operation. It will
however remain important to measure its properties more precisely. For
example the S-LHC offers the opportunity to improve the measurement
of the ratios of couplings with up to a factor two if both the H → γγ
and H → WW decay modes can be detected with similar accuracy as
for the data collected at the LHC. The most important and probably
most challenging measurement will be the one that can map out the
shape of the Higgs potential, and thus provide the ultimate proof of
the Higgs mechanism as the one responsible for electroweak symmetry
breaking. The information on the potential is extracted from the Higgs
self-coupling, measured in events which contain two Higgs bosons in
the final state. The cross section for this process is small, of the order
of a few tenths of fb. With the luminosity of the S-LHC, the self-
coupling can be measured with a precision of 25% if the Higgs has a
mass between 160 and 180 GeV, and it will be sufficient to demonstrate
that the minimum of the Higgs field is not at the origin.
• Physics of top quark. Most of the top quark studies at the LHC
will have been done before S-LHC comes into operation. An important
exception is the search for rare top decays. In order to gain sensitivity
with respect to the results obtainable at the LHC, it is however imper-
ative that the ability to tag b-quarks with a secondary vertex technique
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is maintained at S-LHC.
• SUSY. If Supersymmetry (SUSY) has not yet been discovered in data
samples collected during LHC running, inclusive searches may continue
exploiting the larger integrated luminosity of the S-LHC. For some of
the SUSY scenarios described in [88], the sparticle masses are around
2 TeV. In this latter case the yield of sparticles at the LHC in usable
decay channels will be too low to collect a clear evidence of a new
particle. The S-LHC will then make possible the discovery and allow
for the relative mass measurements. The discovery limit on the mass
of new particles will reach ≈ 6 TeV. For SUSY searches at S-LHC high
ET jet (
>∼ 1 TeV measurements will be especially important. Moreover
the present tracker capabilities and performances in terms of of b and
τ tagging and lepton isolation should be maintained at S-LHC. Thus
the need for improved granularity of the tracker.
• Heavy gauge bosons. For what concerns the search for heavy gouge
bosons , the increased luminosity will extend the current discovery lim-
its. If detector performance are maintained at S-LHC, the sensitivity
to neutral gauge bosons will reach masses up to 56 TeV depending on
the considered models. For an asymptotic limit of 3000 fb−1 integrated
luminosity, one should expect a discovery reach of 6.5 TeV for some Z’
models. In case of Z’ discovery, or in general, of a high energy reso-
nance discovered in the tail of the Drell-Yan cross section, there are
several strategies to distinguish between different models by measur-
ing the lepton spatial distributions in the final states. These analysis
however require high statistics of events. As an example to distinguish
between spin-1 and spin-2 resonances (e.g Z’ or graviton) in CMS we
would require an integrated luminosity ranging from ≈ 300 fb−1 to
≈ 1200 fb−1 depending on the reference model for a 3 TeV mass. Dis-
crimination between spin-1 or spin-2 from spin-0 requires even more
integrated luminosity,as it does the attempt to distinguish the spinof
higher mass resonances. These type of studies clearly requires S-LHC
luminosity[60].
In conclusion the upgrade of LHC to S-LHC will provide an improved dis-
covery potential to experiments, allowing a strong reduction in the statistical
error with respect to the LHC case and to enlarge energy limits for discovery
of new phenomena. However to maintain actual performances in the S-LHC
environment, an important upgrade of the detectors is mandatory.
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B.2 CMS upgrade for S-LHC.
The lifetime of a multi-purpose detector in LHC is mainly related to radia-
tion damage of the inner regions, in particular of the tracking system. The
replacement of the entire silicon tracker is thus foreseen for the upgrade of
CMS for operation at S-LHC. Sensors material, detector geometry and over-
all layout of the tracker will be all reviewed to cope with the new running
conditions while maintaining the design performance. A large R&D activ-
ity has already started: sensors in the inner regions of the tracker must be
radiation harder than the present ones , and the overall granularity should
increase due to the higher density of tracks expected at S-LHC. This in turn
must be accomplished without exceeding stringent limits on the power con-
sumption, cooling performance and overall material budget. These topics are
covered in more details elsewhere in this work (section B.3). Minor modifi-
cations are expected for calorimetry and muons systems, except possibility
for the very forward calorimeters where higher radiation dose is expected.
The muon system is well shielded by the CMS iron yoke, and it is expected
that the detectors should continue to operate in the S-LHC regime. There
is only a potential need for changes in the shielding of the forward regions
(2<∼ |η| <∼4) and possible upgrades for the on-detector electronics required.
To cope with the increased data volume of S-LHC the trigger and data ac-
quisition systems have to be upgraded as well. The CMS trigger takes input
from the calorimeters and muon systems to form a Level-1 decision. At each
Level-1 trigger, the data is sent to a higher level software trigger (Level-3)
processing farm where the full event data is available for making a trigger
decision. The current maximum rate for Level-1 triggers is 100 kHz. It is
proposed that any upgrade continue to respect that limit, but this implies
an increase of the bandwidth of the data acquisition system. In addition it
appears that the current muon and calorimeter triggers may not have suffi-
cient capability to reject background at high luminosity. In order to greatly
increase the rejection power of the Level-1 trigger, it is proposed to bring in
information from the upgraded tracking detector. This requires substantial
new developments in the tracker read-out system, and a complete replace-
ment of the central trigger. The latency of level-1 trigger in CMS is ≈ 3.2µs;
during this time data are stored in on-chip analog pipelines. The upgrade
of the level-1 structure to include tracking information requires an increase
of latency up to ≈ 6µs, wich implies a re-design of the tracker read-out
chip. The off-detector electronics and computing resources will be upgraded
to benefit from new available technologies. For a detailed review of the R&D
activities related to the CMS upgrade for operation at S-LHC see reference
[87].
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B.3 Silicon µ-strip sensors for the CMS tracker
at S-LHC.
This section describes the experimental activities on the radiation hardness
of silicon micro-strips sensors. These devices are candidates to equip future
tracking detectors of experiment at S-LHC. In particular we have qualified
micro-strip sensors processed on different silicon material to measure Charge
Collection Efficiency (CCE) after heavy irradiation. The operation of silicon
µ-strip detectors is based on the collection of the charge produced in the
material by ionizing radiation and the possibility to distinguish the signal
on top of the electronic noise. For not irradiated devices, with a thickness
of 300µm, and read out by the actual CMS electronics in peak mode, the
typical signal to noise ratio is ≈ 30. For irradiated device a reduction of this
value is observed for two main reasons: first the increase in leakage current
lead to a worse noise performance; second the signal itself is reduced due to
carrier trapping. We can define the CCE trough the following expression:
CCE =
Qirr
Q0
(B.1)
where Qirr is the charge collected by irradiated devices, while Q0 is the initial
charge. In the following the performance of silicon µ-strip detectors fro S-
LHC tracking system is described. Large part of the chapter is devoted to
the description of our R&D activity in the field of radiation hardness.
B.3.1 General requirements.
S-LHC is expected to operate with an peak luminosity of one order of magni-
tude greater than LHC. The fast hadron fluence near the interaction point of
experiments at S-LHC will reach 1016neqcm
−2, 10 times higher with respect
to the foreseen value at LHC. This high radiation is produced by the large
number of pile-up events per bunch crossing (about 300). Micro-strip and
pixel sensor processed with the present technology can not operate in this
harsh environment. R&D activity is ongoing in order to engineer the ma-
terial and to optimize the geometry of silicon sensors to be used at S-LHC.
The expected increase of track density implies an higher sensors granularity
to maintain the overall occupancy to an acceptable level (1-2%).For this pur-
pose sensors with small active cell area (pixel area or pitch × strip length)
must be designed. Figure B.1 shows the expected hadron fluence versus dis-
tance from interaction vertex after 5 years of operation at S-LHC. Sensors
used to equip detector layers at different radii should be qualified as radiation
239
Figure B.1: Left: Expected hadron fluence at S-LHC [94, 95, 96].
hard after a deep understanding of their performance after irradiation at the
corresponding S-LHC level. As described in appendix A, the bulk leackage
current increases almost linearly with the fluence (see fig A.8 ) and also the
bias voltage needed to fully deplete the device is modified. For devices pro-
cessed on n-type material the type inversion will occur ( see figure A.8), while
for p-type material the depletion voltage will increase monotonically. This
effect is related to the change of dopant effective concentration (Neff ) with
irradiation and is explained with the creation of acceptor levels and removal
of donors. The effective doping Neff = ND − NA is positive in a n type
material. After irradiation it decreases for the removal of donors reaching
the condition of intrinsic silicon (ND = NA) at the inversion fluence (φinv)
to become then negative (see figure A.8). This behavior is observed in n-type
devices: after type inversion the initially n type bulk behaves like a p-type
material and the junction migrates to the back side of the device, at the in-
terface with the n+ ohmic contact. This may lead to a strong degradation of
the signal that can be partially recovered by increasing the bias voltage well
above the device full depletion value. R&D studies in the past 30 years have
shown that oxygen enriched devices are radiation harder than standard de-
vices. The idea is that oxygen reacts with defects in the crystal and prevents
the formation of more damaging complexes. Oxygen enriched devices are the
first example of defect engineering : after a comprehension of the microscopic
behavior of defects it is possible to influence their kinematics by incorporat-
ing impurities or other defects. Diffused Oxygen Float Zone (DOFZ) and
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Figure B.2: Layout of a silicon wafer produced by SMART and ITC-IRST.
Figure B.3: Layout of a Micron wafer, designed by R&D50 Collaboration,
produced in 6 inch technology.
Magnetic Czochralski (MCz) silicon present an oxygen atom concentration
up to 1017 − 1018 cm−3. It is expected that p-type materials do not undergo
type inversion, and can be used to equip the inner part of the tracker. Other
well performing material is Epitaxial silicon, both p and n type, that showed
no type inversion for fluences typical of S-LHC. This excellent performance
is attributed to the high oxygen content and to the smaller thickness (150µm
histed of 300µm).
B.3.2 Available prototypes.
The sensors used in this work have been produced within two collaborations:
SMART and the CERN R&D50 , following an extensive R&D activity on
radiation hard silicon devices. The design and the processing of the SMART
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devices has been done in close collaboration with ITC-IRST of Trento, while
R&D50 designed sensor then produced by Micron Electronics. The common
goal is the characterization of different silicon types in terms of radiation
hardness and the investigation of superficial and bulk damages on irradiated
test structures. Different silicon wafers are produced and characterized in
terms of relevant physical parameters (Vdep,Ileak, CCE, Capacitance, break-
down performance, etc.). The prototypes are then irradiated with different
particles types (p,n,γ) and different fluences to investigate the behavior in
radiation hard environments. A picture of the silicon wafers after complete
processing is presented in figures B.2 and B.3. The SMART wafers are 4”in
diameter, with different thickness ranging from 150µm to 300µm and pro-
duced with different techniques: MCz, FZ, Epi, both, p and n type bulk
and different crystal orientations (< 100 > or < 111 >). Micron wafers
are 6” in diameter, with a thickness of 300µm, both p and n type bulk, in
MCz and Fz substrate with crystal orientation < 100 >. The wafers layout
hosts many different devices: diodes (multi guard diodes MG), MOS, pad
detectors and µ-strips used to investigate different properties of irradiated
silicon. Each SMART wafer contains 10 µ − strip mini-sensors (see figure
B.2) divided in two groups of five, one with pitch p = 100µm the other one
with p = 50µm. The Micron wafer contain six sensors, all with a pitch of
≈ 80µm. The insulation of n+ strips on p-type sensors is achieved with
uniform p-spray. All the sensor used have an implant length between 3.5
and 4.0 cm to fit the occupancy requirements for S-LHC, and to reproduce
realistic noise performance.
B.3.3 Irradiation campaigns.
The sensor prototypes have been irradiated with protons and neutrons in
three campaigns using different facilities:
• SPS (Super Proton Syncrotron) at CERN, with a 24 GeV protons
beam. In these campaign about 30 sensors have been irradiated at
three values of fluence: 6× 1013, 3× 1014, and 3.4× 1015 neqcm−2.
• FZC (Forschungszentrum Karlsruhe Cyclotron) with a proton beam
of 25 MeV center-of-mass energy. Around 60 mini sensors have been
irradiated at 11 different values of fluence in the range 1.4×1013−−2×
1015neqcm
−2.
• Fast neutrons at Lijubliana nuclear reactor. Almost 30 mini sensors
irradiated at 12 values of fluence ranging from 5.5× 1013 to 8.5× 1015
neqcm
−2.
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Figure B.4: Trigger logic circuits and plastic scintillators.
Figure B.5: Left: Ru β source, with its lead box. Right: Liquid nitrogen
tank used for cooling.
B.4 Experimental setup.
For the readout of modules we used a CMS-like system, based on FEC,FED
and optical links. We used a PCI version of FEC and FED board in order
to house the devices in a commercial PC. The clock and trigger signal are
generated and distributed to the module by the Trigger and Sequencer Card
(TSC), another PCI board used for integration and beam test of the CMS
tracker. The TSC generates a 40 MHz clock signal and accepts a trigger signal
from an external source (also an internal trigger is available and is actually
very useful for calibrations and noise runs). The clock signal is transmitted
to FEC trough a LEMO cable, and is then distributed to FED and APVs.
The trigger signal is provided by two small plastic scintillators superimposed
and located under the module (figure B.4), while a 106Ru β source is placed
above the device (figure B.5). The outputs of the scintillators are transmitted
to a leading edge discriminator and then to a coincidence detector whose
output is filled in the TSC external trigger slot. The coincidence of two
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scintillators strongly reduces the fake event rate. The electric signal produced
by charged particles is converted into optical signal trough the AOH circuit
and transmitted to the FED via optical fibers, in perfect analogy with the
real tracker. The slow control of the module is implemented with DOHM
and FEC via CCU chip. Control and powering signals are transmitted trough
mother cable (MC).This read-out configuration is a small reproduction of the
current one used in the tracker of the CMS experiment. The sensor is housed
in a small metal box to guarantee thermal insulation, and capable to be
cooled down up to −30◦C. This low temperature level is needed to have stable
detector operation after irradiation. The cooling system is made of a liquid
nitrogen tank (figure B.5) equipped with an electric pump. The nitrogen
vapor is fluxed inside the metal box that contains the sensors. Temperatures
as low as ≈ −40◦ C are reachable with this system. Power supply systems
(figure B.6) are needed both for LV (APV, Scintillators) and HV (detector
bias).
Figure B.6: Power supply for HV (left) and LV (right).
Module arrangement.
Mini-sensors are glued on a carbon frame of the same type used for the
CMS modules. The frame has been modified with carbon inserts to cope
with the reduced sensor’s length (see figure B.7). The front-end hybrid,
housing APV, PLL, DCU and pitch adapter is of the same type of those
used in CMS. However the pitch of sensors is different, and varies sensor to
sensor, therefore a manual wire bonding technique is used to connect strips
to the ROCs. To avoid common mode calculation problems, different APVs
cannot share the same sensor. Usually there is a one-to-one correspondence
but it is also possible to connect two sensors to the same ROC. The bias
circuit is implemented as follows: a copper film glued on the front surface
and connects to ground the strips; all sensors in the same frame share this
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Figure B.7: Picture of a frame used to operate prototype sensors.
Figure B.8: View of the metal box housing the frame with protptypes sensors.
connection. At the back surface high voltage is applied through wire bonding
between the aluminized surface of the sensor and copper pitches, each sensor
has its individual bias connection. When not in use the frames are kept at
low temperature in a refrigerator, to reduce annealing effect on irradiated
silicon. When in use modules are housed in a metal box, that guarantees
thermal insulation. Figure B.8 shows the box with the module inside.
B.4.1 Set up of data acquisition.
There are several preliminary operations that have to be done to prepare the
system to data taking. After optical and electrical connection of the subparts
are established, the first operation is to synchronize the acquisition chain.
Independent time adjustments are possible for the FED and the module, via
PLL. The optimal time alignment is achieved with the use of tick-marks,
special signals produced by APVs every 70 clock counts. The tick-mark
covers the entire dynamical range, so the optimal time adjustment gives
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Figure B.9: Noise value of the reference module used to set-up the acquisition
chain (left). The value decreases as the sensor becomes fully depleted. Charge
distributions of reconstructed clusters vs bias voltage (right). The charge
increase is due to the depletion of sensor.
maximal amplitude of tick-mark as seen in the FED. This assures that the
content of the APV pipeline cells is efficiently detected by the FED digitizer
board covering the entire dynamical range of the ADC. The time adjustment
is done via I2C protocol, entirely via software. After the time alignment the
optical chain adjustment is performed. The AOH could operate in 4 different
gain conditions and the bias must be adjusted to have optimal behavior1.
The optical adjustment again uses tick-marks: an automatic procedure loops
over the possible gain states (0-3) and possible bias (0-25) to find the values
with the maximal dynamical range available. The next step is a pedestal
data taking to investigate the noise performance of the device. Trough I2C
communication it is also possible to inject charge in the APV channels. This
feature is useful to check for malfunctioning of the amplifier and shaper stage.
Before using a physical source of particles a latency scan is needed to find
the right delay between the particle impinging on the sensors and the trigger
signal coming from the scintillators. This scan is done searching for the
pipeline cell corresponding to the particle signal among the 92 cells available.
Once the right value of latency is found a subsequent adjustment in step of 1
ns is also possible using the PLL to maximize the signal output. After these
operations it is possible to start with real data taking. To perform the set-up
of our read-out system we used a real CMS 6-chip module already tested
during integration, and left-over as a spare module. Figure B.9 shows the
noise measurements during set-up for different bias voltages: the depletion
voltage for this module is around 50 V and the noise levels after depletion are
1This stage is particularly important when operating at low T; many APV parameters
must be changed to cope with different environmental conditions
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Figure B.10: Right: Typical noise figure of a minisensors’ module with no
bias voltage at ≈ −30◦C. A 6 chip hybrids (768 channels) equipped with
7 minisensors is shown. Disconnected channel are those exhibiting a noise
value less than ≈ 1 ADC. The last minisensor on the left is a 64 strips
prototype while the other one features 32 strips. To notice also dead or
disconnected channels in the sensors due to difficulty in the bonding process.
Left:Noise figure of an irradiated minisensor biased at depletion voltage at
low temperature, raw noise and common mode subtracted noise are shown.
The peaks at both ends are due to edge effects, and will be masked in the
analysis.
around 1.3 ADC. In the same figure we can also see Landau distributions of
the charge released in silicon by electrons from the source: the signal is ≈ 35
ADC leading to a S/N ≈ 27, according to measurement made at TIF during
the sector test. A typical noise figure of a prototype module is presented in
figure B.10. Channels bonded to ROC are clearly identifiable by the higher
level of noise. To perform data acquisition on such modules we had to insert
a mask for unconnected strips in the analysis software in order to perform
noise and signal calculations independently for different sensors. This avoids
errors in the estimation of common mode fluctuations due to the inclusion
of disconnected strips. We have implemented two ways to compute common
mode corrections: one based on the mean value of a sample of strips and
the other one based on the median value. Negligible differences have been
noticed in the two implementations. The mean noise value of a depleted
minisensor at ≈ −30◦C is ≈ 1.1 − 1.3 ADC. The spikes of noise at the
borders of the sensors are due to edge effects connected to a non optimized
cutting process of the wafer. However these noisy strips will not contribute
to data: the strip mask is updated for each event. Strips with a noise level
higher than 1.5 times the mean value are flagged as noisy, while those in
which noise value is below 70% of the mean value are flagged as dead. In
both cases those strips will not be considered in common mode calculations
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and in cluster finding agorithms. The sensors tested in this work have shown
a stable behavior with a noise value below 1.5 ADC. All data are analyzed
with a dedicated C++ code based on ROOT [102], adapted to the scope.
B.5 Measurements on irradiated devices.
The measurement of signal S and the comparison with noise N in the ratio
S/N are basic measurements needed to qualify micro-strip devices as particle
detectors regardless of the radiation damage. In our R&D we are going to
perform such tests for heavily irradiated detectors and a comparison with
non irradiated devices will provide an evaluation of the degradation of per-
formances. Measurements of signal, CCE and signal-to-noise ratio have been
performed for each prototype.
Bias Scans
Depletion voltage of not irradiated devices can be evaluated by a bias scan
(figure B.11): the sensor is polarized with growing voltages until a satura-
tion behavior on signal is observed. For irradiated devices operation in over-
depleted mode could be needed to recover charge collection performance,
moreover measurements must be performed at low T (≈ −30◦C) to main-
tain the leakage current at a nice level. Since this work is intended for an
upgrade of the CMS tracker that will not include an upgrade of power sup-
plies and service cables the maximum bias voltage allowed to operate sensors
is limited by the maximum allowed by cables, that is 600 V. For this rea-
son also highly irradiated sensors have been biased to the maximum voltage
allowed of 600 V. Signal values are extracted by data using a Landau dis-
tribution convoluted with a Gaussian fit function. The measurements errors
are at the level of ≈ 5%. In figure B.12 bias scans for irradiated devices
are shown. We can see that MCz-n sensors exhibit a large degradation of
CCE for fluences greater than ≈ 1015 neqcm−2, while the other sensors show
a ramping behavior of collected charge with bias voltage up to the maximum
value of fluence investigated.It is also to notice the good behavior of Epi
sensors, showing the possibility of a full depletion at 200 V after irradiation
up to ≈ 7 1014 neqcm−2. In figure B.13 a comparison of different substrates
and thickness at the same irradiation fluence is shown. For intermediate
irradiation dose (φ ≈ 7 1014 neqcm−2) MCz-p devices begin to show better
performances compared to n-type, with ≈ 20% more collected charge at the
maximum bias. However at this fluence the difference in maximum signal
due to thickness is preserved: Epi devices 150µm thick collect roughtly half
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Figure B.11: Example of a bias scan of not irradiated detector: signal, noise
and S/N values versus bias voltage (right). Cluster charge profile of a not
irradiated minisensor (left); the data are fitted with a Landau convoluted to
a Gaussian function.
Figure B.12: Bias scan measurement on irradiated sensors classified for dif-
ferent substrates. From top to bottom, left to right, we have MCz-n, MCz-p,
Epi-n, Fz-p.
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Figure B.13: Comparison of bias scans for different substrate and thikness.
Left: bias scans of devices irradiated up to ≈ 7 1014 neqcm−2. Right:bias
scans of devices irradiated up to ≈ 1.65 1015 neqcm−2.
the charge collected by MCz-p devices 300µm thick, while the Fz-p with it’s
thickness of 200µm collect a maximum signal that is 2/3 of the MCz-p. In
high fluence regime (φ ≈ 1.65 1015 neqcm−2) it is clear that the MCz-n is
completely ruled out, while the p-type and Epi sensors show a good behavior
with increasing voltage. It is to notice also that at high fluence the thick-
ness dependence of collected signal is strongly reduced, with the thin Epi
device having a signal ≈ 80% of the MCz-p, that is double in thickness. We
can coclude that the choice of the sensor thickness is not a matter of radi-
ation hardness, and could be driven by other requests (e.g electrical power
consuption).
Signal and CCE.
Figure B.14 shows the signal values measured on irradiated devices as func-
tion of fluence. For not irradiated sensors p and n type have the same per-
formance, with a collected charge of ≈ 23000 e− in 300µm of silicon. After
irradiation we can notice again enhanced performance of p-type substrate
with respect to n type comparing the two MCz samples. Since sensors have
different thickness the are not directly comparable in therm of signal, a bet-
ter quantity is the CCE obtained by the ratio of signal after irradiation and
the signal of a not irradiated silicon device of the same type and same thik-
ness. In this way we obtain the results shown in the right panel in figures
B.14 and B.15. We can notice that MCz-p and Fz-p have roughly the same
performance, with ≈ 40% of the initial charge collected after a fluence of
≈ 2 1015 neqcm−2. At the same fluence value MCz-n is below 20% of CCE.
Epi silicon shows very good performance with ≈ 60% of the charge collected
after irradiation to ≈ 3 1015 neqcm−2.
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Figure B.14: Signal Vs Fluence measurement on irradiated sensors, the lines
are polynomial fits of data.
Figure B.15: Charge Collection Efficiency for irradiated sensors.
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Figure B.16: Measured S/N of tested sensors versus radiation fluence.
Signal Over Noise ratio.
The signal over noise ratio is a key quantity to define quality of detector
operation, in figure B.16 are shown S/N values versus radiation fluence for
the different device type investigated. As you can see the general trend
of S/N is very similar to S (figure B.14, this means that the noise is not
a crucial quantity also at high fluence, and remains stable at the level of
≈ 1ADC (≈ 700 e−). If we define a safe operation limit of S/N = 10 we
can extrapolate by the fit of data the maximum fluence at which our sensors
are still usable:
• MCz(p) devices are operative up to φ <∼ 2.5 · 1015 neq cm−2.
• MCz(n) up to φ <∼ 1.1 · 1015 neq cm−2 by interpolation.
• Fz(p) devices are operative up to φ <∼ 2 · 1015 neq cm−2.
• Epi(n) up to φ <∼ 2 · 1015 neq cm−2.
Conclusions.
B.6 Conclusions
A set of 16 sensors have been irradiated up to a fluence of 3.5 · 1015 neq cm−2,
value expected in the inner regions (r ≈ 9 cm) of the S-LHC environment.
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The charge signal and the comparison to the electronic noise in the ratio S/N
have been measured using a β source. The CCE of irradiated sensors has
been evaluated by the comparison with not irradiated sensors processed on
the same bulk type. The front-end electronics and the DAQ system are the
same used in the CMS experiment. Preliminary we can conclude that:
• We can observe that the signal collected is proportional to thickness
up to ≈ 1015 neq cm−2.
• MCz-n devices have been irradiated up to 2 · 1015 neq cm−2 and the
signal collected at the highest fluence is less than 5 000 e− with ≈ 20%
CCE. The signal over noise ratio, measured with the CMS electronics,
is about 5. We can thus conclude that MCz p+-n devices are not safely
usable up to this level of irradiation with the present electronic noise.
However mesurements performed at 7 · 1014 neq cm−2 show S/N value
of about 20, hence these devices could equip tracker layers at S-LHC
at radii ≥ 60 cm.
• Sensors where the signal is due to electron collection (MCz n+-p, Fz
n+-p) have shown an improved radiation tolerance. MCz-p and Fz-p
devices have been irradiated up to 3.5·1015 neq cm−2 and 2·1015 neq cm−2
respectively, corresponding to a radial distance from the beam line less
than 15 cm. The charge collected at 2 · 1015 neq cm−2 is ≥ 10 000 e− in
both cases, with a S/N value ≥ 11. At a fluence of 1015 neq cm−2 the
CCE of p-type sensors exceeds 80%. We can preliminary conclude that
these kind of devices can be used at a radial distance from the beam
spot ≥ 18 cm.
• Epitaxial devices have been irradiated up to 3.5 · 1015 neq cm−2. The
signal is always below 11 000 e− since the active layer is only 150
µm thick. However the signal degradation with fluence is less rapid
compared to the other devices, with a CCE ≥ 65 % at the highest
fluence. Even if these devices are p+-n and have a reduced thickness,
the performance in S/N, measured with CMS read-out electronics, is
comparable to n+-p devices.
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