Abstract. We prove a global logarithmic stability estimate for the Gel'fand-Calderón inverse problem on a two-dimensional domain.
Introduction
Let D be an open bounded domain in R 2 with with C 2 boundary and let v ∈ C 1 (D). The Dirichlet-to-Neumann map associated to v is the operator Φ : C 1 (∂D) → L p (∂D), p < ∞ defined by:
where f ∈ C 1 (∂D), ν is the outer normal of ∂D and u is the H 1 (D)-solution of the Dirichlet problem (1.2) − ∆u + v(x)u = 0 on D, u| ∂D = f ;
here we assume that 0 is not a Dirichlet eigenvalue for the operator −∆ + v in D. Equation (1.2) arises, in particular, in quantum mechanics, acoustics, electrodynamics; formally, it looks like the Schrödinger equation with potential v at zero energy.
The following inverse boundary value problem arises from this construction: given Φ on ∂D, find v on D.
This problem can be considered as the Gel'fand inverse boundary value problem for the Schrödinger equation at zero energy (see [4] , [9] ) and can also be seen as a generalization of the Calderón problem for the electrical impedance tomography (see [3] , [9] ).
The global injectivity of the map v → Φ was firstly proved in [9] for D ⊂ R d with d ≥ 3 and in [2] for d = 2 with v ∈ L p . A global stability estimate for the Gel'fand-Calderón problem for d ≥ 3 was firstly proved by Alessandrini in [1] ; this result was recently improved in [10] .
In this paper we show that, also in the two dimensional case, an estimate of the same type as in [1] is valid. Indeed out main theorem is the following: 
∂u ∂z ∈ C(D)} with an analogous norm and the following functions:
where z, z 0 , ζ ∈ D and λ ∈ C. In addition, equation (2.4) at fixed z 0 and λ, is considered as a linear integral equation for
where z, z 0 , ζ ∈ D, λ ∈ C, δ is the Dirac's delta. Formulas (2.6)-(2.9) follow from (2.1)-(2.4) and from
where z, z 0 , λ ∈ C. We say that the functions G z 0 , g z 0 , ψ z 0 , µ z 0 , h z 0 are the Bukhgeim-type analogues of the Faddeev functions (see [9] , [8] , [2] ).
Estimates for
This section is devoted to crucial estimates concerning the functions defined in section 2.
where g z 0 (z, ζ, λ) is defined by (2.2) and u is a test function.
is estimated in Lemma 3.1. Inequality (3.4) and Lemma 3.1 implies existence and uniqueness of µ z 0 (z, λ) (and thus also ψ z 0 (z, λ)) for |λ| sufficiently large.
such that v| ∂D = 0 the following formula holds:
Lemma 3.2 is proved in section 5. Let
where z 0 ∈D, λ ∈ C and w is some function onD. (One can see that
the following estimate holds:
Lemma 3.3 is proved in Section 5.
Lemma 3.4 is proved in section 5.
Proof of Theorem 1.1
We start from Alessandrini's identity
Letμ z 0 denote the complex conjugated of µ z 0 for real-valued v and, more generally, the solution of (2.4) with
The left side I(λ) of (4.1) can be written as the sum of four integrals, namely
we have the following estimates:
for |λ| sufficiently large for example, for λ such that
The right side J(λ) of (4.1) can be estimated as follows:
where we called L = max z∈∂D, z 0 ∈D |z − z 0 |.
Putting together estimates (4.2)-(4.7) we obtain
for z 0 ∈ D and N is the costant in the statement of Theorem 1.1. We call ε = Φ 2 − Φ 1 and impose |λ| = γ log(3 + ε −1 ), where 0 < γ < (2L 2 + 1) −1 so that (4.8) reads
where ε 1 is sufficiently small or, more precisely, where (4.10) implies that |λ| = γ log(3 + ε −1 ) satisfies (4.6). As (3 + ε −1 ) (2L 2 +1)γ ε → 0 for ε → 0 more rapidly then the other term, we obtain that
Estimate (4.11) for general ε (with modified c 10 ) follows from (4.11) for ε ≤ ε 1 (D, N, γ) and the assumption that v j L ∞ (D) ≤ N, j = 1, 2. This completes the proof of Theorem 1.1.
Proofs of the Lemmata
Proof of Lemma 3.1. One can see that
for z ∈D and u a test function. Estimates (3.2), (3.3) now follow from
where u ∈ C 1 z (D), z 0 , λ ∈ C. Estimates (5.3), (5.4) are well-known (see [12] ).
The assumption u ∈ C 1 z (D) is not necessary at all for (5.5): indeed, using well-known arguments it is sufficient to take u ∈ C(D).
Let us prove (5.6) and (5.7). We have that −πe
where
with z, z 0 , λ ∈ C, ε > 0. Further, we have that
Now we get
We also have
Using (5.11) and (5.13) we obtain that
where z, z 0 , λ ∈ C, |λ| ≥ 1, 0 < ε < 1.
If z 0 = z we can use (5.12) and (5.14) in order to obtain
Finally, putting ε = |λ| 
Proof of Lemma 3.2. First we extend our potential v to a larger domain
Now let χ δ be a real-valued function on C, with δ > 0, constructed as follows:
Using the stationary phase method we obtain that
Integrating by parts we can write
In addition, we have that
Formula (5.21) follows from properties of χ δ , the assumption that z 0 ∈ D and that v| ∂D 1 ≡ 0. Actually, as a corollary of this properties we have that
Estimate (5.23) is obtained by standard arguments using that
while (5.24) is a variation of the Riemann-Lebesgue Lemma. Formula (3.5) now follows from (5.19), (5.21), (5.22) . Under the assumptions mentioned in Lemma 3.2, the final part of the proof of estimate (3.6) consists in the following. We have, for ε < δ/2,
where we used in particular that v| ∂D 1 ≡ 0,
, there exists a constant C = C(D, N, α) such that the following inequality holds
where A 1 is the norm for an operator A :
All we need to know about · 1 consists of the following:
ii) by formula (4.9) of [9] one has
In order to prove Proposition 6.1 we need the following modified version of Lemma 3.2. We will call (∂D) δ = {z ∈ C : dist(z, ∂D) < δ}.
Proof of Lemma 6.2. Let χ δ be as in the proof of Lemma 3.2. We have in particular that
Using the stationary phase method and the explicit construction of χ δ we obtain that
where z 0 ∈ D \ (∂D) δ , 0 < ε < δ/2, λ ∈ C \ {0}. Using (6.5), (6.6), (6.9)-(6.13) with ε = |λ| −1 we obtain (6.2) for |λ| > 2 δ . Notice that only the estimation of |λ||R 2 z 0 ,δ (λ)| requires |λ| > 2 δ . In that case one has
and
where we used the fact that the function log(3s) s is decreasing for s > e 3 . We now define
, in order to have
for 1 ≤ |λ| ≤ 2 δ , 0 < δ < 1. Thus, taking κ 1 = max(ρ 5 , c ′ ρ 5 , ρ 1 χ C 4 (C) ), we obtain estimation (6.2) for |λ| ≥ 1 and 0 < δ < 1. This finish the proof of Lemma 6.2.
Proof of Proposition 6.1. Fix 0 < α < 1 5 , and 0 < δ < 1. We have the following chain of inequalities 
Estimate (6.16) for general ε (with modified C 3 ) follows from (6.16) for ε ≤ ε 1 (D, N, α) and the assumption that v j L ∞ (D) ≤ N for j = 1, 2. This completes the proof of Proposition 6.1.
