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Abstract
Noncommutative (deformed, quantum) spaces are deformations of the usual commutative
space-time. They depend on parameters, such that for certain values of parameters they
become the usual space-time. The symmetry acting on them is given in terms of a deformed
quantum group symmetry. In this work we discuss two special examples, the θ-deformed
space and the κ-deformed space.
In the case of the θ-deformed space we construct a deformed theory of gravity. In the
first step the deformed diffeomorphism symmetry is introduced. It is given in terms of the
Hopf algebra of deformed diffeomorphisms. The algebra structure is unchanged (as com-
pared to the commutative diffeomorphism symmetry), but the comultiplication changes. In
the commutative limit we obtain the Hopf algebra of undeformed diffeomorphisms. Based
on this deformed symmetry a covariant tensor calculus is constructed and concepts such as
metric, covariant derivative, curvature and torsion are defined. An action that is invariant
under the deformed diffeomorphisms is constructed. In the zeroth order in the deformation
parameter it reduces to the commutative Einstein-Hilbert action while in higher orders cor-
rection terms appear. They are given in terms of the commutative fields (metric, vierbein)
and the deformation parameter enters as the coupling constant. One special example of this
deformed symmetry, the θ-deformed global Poincaré symmetry, is also discussed.
In the case of the κ-deformed space our aim is the construction of noncommutative
gauge theories. Starting from the algebraic definition of the κ-deformed space, derivatives
and the deformed Lorentz generators are introduced. Choosing one particular set of deriva-
tives, the κ-Poincaré Hopf algebra is defined. The algebraic setting is then mapped to the
space of commuting coordinates. In the next step, using the enveloping algebra approach
and the Seiberg-Witten map, a general nonabelian gauge theory on this deformed space is
constructed. As a consequence of the deformed Leibniz rules for the derivatives used in
the construction, the gauge field is derivative-valued. As in the θ-deformed case, in the
zeroth order of the deformation parameter the theory reduces to its commutative analog
and the higher order corrections are given in terms of the usual (commutative) fields. In
this way the field content of the theory is unchanged, but new interactions appear. The
deformation parameter takes the role of the coupling constant. For the special case of U(1)
gauge theory the action for the gauge field coupled to fermionic matter is formulated and
the equations of motion and the conserved current(s) are calculated. The ambiguities in the
Seiberg-Witten map are discussed and partially fixed, and an effective action (up to first
order in the deformation parameter) which is invariant under the usual Poincaré symmetry
is obtained.
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Introduction
Since the formulations of General Relativity [1] (GR) and Quantum Field Theory (QFT) [2],
[3] in the early decades of the last century, the nature of space-time at small distances has
become one of the fundamental problems in physics. The first idea of a discrete space-time
was formulated by Heisenberg [4]. His motivation was the regularisation of the divergent
electron self-energy. However, he soon gave up this idea, regarding it as too radical. In the
attempt to eliminate the ultra-violet (UV) divergences in QFT, Snyder [5] in 1947 proposed
a way to obtain a discrete space-time replacing the usual coordinates by the operators satis-
fying nontrivial commutation relations. This was the first time that noncommutative spaces
appeared in physics.
However, Snyder’s idea was not accepted at that time. One reason was that the
renormalisation theory came out to be very successful in eliminating the divergences in
QFT. The second reason was the mathematical complexity of noncommutative spaces. It
took some time until the mathematical structure was formulated and the first physical models
were derived [6], [7], [8].
The mathematical structure of noncommutative spaces became more clear in the eight-
ies and the nineties of the last century. One of the main results was the Gel’fand-Naimark
theorem [9]. It basically states that it is possible to describe a manifold by (an appropriately
restricted) algebra of functions on the manifold. The space behind can be ignored com-
pletely since all the important informations are now contained in the algebra of functions.
This theorem can be generalised in different ways. For example, the algebra of functions
does not have to be commutative, it can be a deformation of the commutative one. If the
deformation is continuous, then there exists a set of continuous parameters that control the
noncommutativity. The usual commutative space-time (manifold) is obtained for special
values of these parameters. The deformed algebra of functions is not the algebra of func-
tions on a manifold but on a ”noncommutative space”. The main notion that is lost in this
generalisation is that of a point, ”noncommutative geometry is pointless geometry”.
The deformation quantisation [10], [11], [12] provides a setting for connecting deformed
and undeformed spaces. It allows one to describe the properties of a noncommutative space
in a perturbative way, order by order in the deformation parameter. In the zeroth order
the commutative space-time is obtained. The main idea of the deformation quantisation
is to represent a noncommutative space on the space of commuting coordinates. Then the
noncommutative multiplication of two functions is given in terms of the ?-product of the
functions, which is defined as a formal power series of bidifferential operators acting on the
functions.
Another important concept in the noncommutative geometry is that of Hopf algebras
[13] and quantum groups [14], [15]. Generalising manifolds to noncommutative spaces one
looses the usual space-time symmetries (Lorentz, Poincaré,. . . ). However, is some cases there
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exists a deformed symmetry acting on a noncommutative space and it is given in terms of a
deformed Hopf algebra [16], [17]. This enables one to discuss symmetries of noncommutative
spaces.
But not only the mathematical structure of noncommutative spaces became clearer in
the last years. Some recent important physical results and observations renewed the interest
for the noncommutative geometry. In the following we name some of them. For the proper
list of examples and motivation see for example [18], [19], [20].
We start with one classical effect. Consider an electron moving in a homogeneous and
constant magnetic field Bµν . In the limit of strong magnetic field and small electron mass
(restriction to the lowest Landau level), the classical Poisson bracket is
{πµ, xν} → {xµ, xν} = (B
−1)µν
e
.
We see that in this limit, coordinates perpendicular to the magnetic field do not commute.
This ideas are relevant for the theory of the quantum Hall effect [21], [22].
Another motivation comes from the attempts to construct a quantum theory of gravity.
It is believed that the space-time must change its nature at distances comparable to the
Planck scale. From GR and QFT we know that an object with a given energy E has
two lengths associated with it. One is the Compton wavelength, λ = ~
E
and the other
one is its Schwarzschild radius Rs = GNE. As the energy E grows, the point is reached
when the Schwarzschild radius becomes bigger than the Compton wavelength. At this point
our standard knowledge of QFT does not apply anymore. Also, measuring positions to
better accuracies than the Plank length is not possible, since the energy required for such a
measurement modifies the geometry at this scales [23].
A very strong argument in favour of noncommutative theories came recently from the
string theory [24], [25], [26]. In [26] it was shown that a noncommutative field theory is
obtained in a particular limit of the open string theory on D-brane backgrounds in the
presence of a constant NS-NS B-field. The end points of open strings behave as electric
charges in the presence of an external magnetic field Bµν , which results in a polarisation of
the open strings. Seiberg and Witten proposed a low-energy limit (different than the usual
one) in which the separation between the string endpoints becomes
∆X i = θijGjkp
k.
Here Gij is the open string metric, pi is the momentum of the string and the index i = 1, . . . , p
labels the D-branes directions. This limit makes the string rigid, of the finite length which
depends on the momentum. The resulting low-energy effective theory is a noncommutative
field theory, the constant parameter θij = (B−1)ij measures the noncommutativity. This sug-
gests that certain properties of string theories could be obtained studying simpler (compared
with the string theory) noncommutative field theories.
Finally, the original motivation of Heisenberg and Snyder was revisited in the last
years. Namely, using the methods of the deformation quantisation we learned how to for-
mulate noncommutative field theories. It is possible to write down the action and calculate
the Feynman rules for certain noncommutative field theories. Then one calculates the di-
vergences and compares them with the divergences in the corresponding commutative field
theory. In the case of scalar φ4 θ-deformed field theory [19], due to the noncommutativity (θ
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is the constant deformation parameter which controls noncommutativity) both planar and
nonplanar diagrams are relevant. The UV behaviour of the planar diagrams is the same as
in the corresponding commutative theory, so noncommutativity does not change (improve)
anything there. In the case of nonplanar diagrams, the ultra-violet/infra-red (UV/IR) mix-
ing appears [27], [28]. Namely, one-loop diagrams turn out to be finite for arbitrary values
of the external momenta pµ. However, in the limit pµ → 0 divergences reappear. This can
be interpreted as a mixing between UV and IR divergences; noncommutativity (θij 6= 0)
replaces the UV divergences with the pµ → 0 IR divergences. Also, the commutative limit
θij → 0 is not smooth. From all this it is obvious that the noncommutativity does not solve
the problem of divergences in QFT, but it rather introduces some new effects.
The aim of this thesis is to formulate (gauge) field theories on noncommutative spaces,
such that they are consistent with the deformed symmetry of the space in question. We
study two special examples, the θ-deformed space [24], [25] and the κ-deformed space [29],
[30]. The general strategy is to start from an abstract algebra of coordinates which defines
our noncommutative space [31], [32]. The derivatives are then introduced as maps on this
abstract algebra [33], [34]. They cannot be uniquely defined and one has to find arguments to
single out one specific set of them. One way to do this is to construct the deformed symmetry.
In the case of the κ-deformed space [35], we recover the κ-deformed Poincaré algebra [29],
[30]. In the θ-deformed space we construct the deformed diffeomorphism symmetry [36].
Then the θ-deformed global Poincaré symmetry [37], [38], [39], [40] is the subalgebra (sub
Hopf algebra) of this deformed symmetry.
In the next step, we represent the abstract noncommutative space (together with the
derivatives and the deformed symmetry) on the space of commuting coordinates. This gives
us the playground for construction of the noncommutative (gauge) field theories.
In the case of the κ-deformed space we concentrate on the noncommutative SU(N)
theories. Using the enveloping algebra approach and the Seiberg-Witten map [32], [41], the
noncommutative gauge theory is constructed perturbatively order by order in the deforma-
tion parameter. In this way we obtain an effective theory which provides corrections to the
commutative theory up to first order in the deformation parameter. These corrections are
given in terms of the commutative fields, so the field content of the theory is not changed.
However, new interactions arise and the deformation parameter enters as a coupling con-
stant. This approach has been used to construct the noncommutative gauge theory on the
θ-deformed space [41], [42], as well as the generalisation of the Standard Model [43], [44].
Using these results some new effects which do not appear in the commutative Standard
Model were calculated in [45], [46]. Also, it was shown that the theories obtained in this
perturbative way are anomaly free [47], [48], [49]. It is interesting to note that cutting the
theory at some order in the deformation parameter one avoids the UV/IR mixing. It only
appears in the ”summed-up” theories, that is theories to all orders in the deformation pa-
rameter. Also, the ”summed-up” models allow generalisation of the U(N) gauge theories
only, with some exceptions [50], [51].
In the θ-deformed case we turn to the local space-time symmetries and their (possible)
deformations. It is well known that the gravity can be seen as a gauge theory where the
gauge symmetry is the Poincaré symmetry of the space-time. However, it was not clear if
it is possible to generalise it to the noncommutative spaces in the same way one generalises
the ”usual” gauge theories. This problem was analysed in the previous years in [52], [53],
[54] . Here we construct the deformed diffeomorphism symmetry and use it to formulate a
4 Introduction
gravity theory on the θ-deformed space [36].
The structure of the thesis is the following: In the first chapter we shortly review the
definition of a noncommutative space in terms of the abstract algebra of coordinates. Then
we discuss derivatives and symmetries introduced as maps on this space. In order to obtain
a theory which gives some predictions (numbers finally) we represent the abstract algebra
formalism on the space of commuting coordinates and introduce the ?-product approach.
At the end of the chapter, as an illustration, the described method is applied to one special
example, the θ-deformed space.
Chapters 2, 3 and 4 concern the κ-deformed space and the formulation of gauge theory
on it. We start with the abstract algebra of coordinates and introduce derivatives and
the κ-deformed Poincaré algebra as the deformed symmetry of this space. Aiming at the
construction of the noncommutative gauge theory, we represent everything on the space of
commuting coordinates. The gauge theory is then constructed using the enveloping algebra
approach and the Seiberg-Witten map. The gauge field becomes derivative valued due to
the nontrivial Leibniz rules of the derivatives used in the construction. To define an action
a ”good” integral is needed. This problem is shortly discussed in the beginning of Chapter
4. After defining the integral, the U(1) gauge theory is derived. Using the freedom in the
Seiberg-Witten map one obtains the effective action which is explicitly x-independent and
invariant under the commutative Poincaré symmetry. Also, the ambiguity in the conserved
U(1) current is discussed. This work is done in collaboration with Larisa Jonke, Frank
Meyer, Lutz Möller, Efrossini Tsouchnika, Julius Wess and Michael Wohlgenannt and the
results are published in [35], [55], [56], [57].
In the last chapter we turn to the problem of defining a gravity theory on noncommu-
tative spaces. We choose to work with the θ-deformed space because of its simplicity. The
starting point is the construction of the Hopf algebra of deformed diffeomorphisms. Using
this result fields and tensor calculus are introduced. Following the same steps as in the com-
mutative case, one constructs covariant derivative, curvature tensor, torsion,. . . . The final
result is the deformed Einstein-Hilbert action and the equation of motion coming from it.
Expansions of some results up to first order in the deformation parameter are given. Most of
the results presented here are obtained together with Paolo Aschieri, Christian Blohmann,
Frank Meyer, Peter Schupp and Julius Wess and are published in [58], [36].
1
Noncommutative spaces
The notion of noncommutative (deformed) spaces is based on the simple idea of replacing
ordinary (commutative) coordinates
[xµ, xν] = 0, µ = 0, . . . n,
with noncommutative operators
[x̂µ, x̂ν] 6= 0.
Since operators x̂µ do not commute they can not be diagonalised simultaneously, similarly as
in quantum mechanics where operators of coordinates and momenta do not commute. Space-
time is then given by the collection of the eigenvalues of the operators x̂µ. If the spectrum
is discrete then space-time will also be discrete. In the case of commuting coordinates we
obtain a continuous spectrum leading to the continuous space-time we are familiar with.
In this chapter we recall the definition of noncommutative spaces and some of their
properties. Differential calculus as well as the concept of deformed symmetry (in terms
of Hopf algebras) are introduced. We start with the abstract algebra approach, but also
formulate the representation on the space of commuting coordinates, the so-called ?-product
representation. In order to illustrate the abstract mathematical formalism, at the end of the
chapter one simple example of a deformed space is presented.
1.1 Definition
Noncommutative (deformed)1 space is generated by n+1 abstract coordinates x̂µ which fulfil
[x̂µ, x̂ν ] = iΘµν(x̂), µ = 0, . . . n, (1.1.1)
where Θµν(x̂) is an arbitrary polynomial of coordinates [59], [38]. More precisely, the non-
commutative space Âx̂ is the associative algebra, freely generated by x̂µ coordinates and
divided by the ideal generated by (1.1.1)
Âx̂ =
C[[x̂µ0 , . . . , x̂µn ]]
(
[x̂µ, x̂ν]−Θµν(x̂)
) . (1.1.2)
1”Noncommutative” and ”deformed” will be used as synonyms from now on, whereas ”classical”, ”unde-
formed” and ”usual” will be synonyms for ”commutative”.
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The elements of this space are all possible polynomials in the coordinates x̂µ. If one element
can be transformed into the other one using (1.1.1) then this two elements are considered
equal. Before proceeding further, we clarify the notation we use. Coordinates x̂µ generate
the abstract algebra Âx̂, while the operators ∂̂ρ, L̂αβ, . . . are maps of the abstract algebra Âx̂
into itself. Variables without the hat symbol, like xµ, ∂ρ, . . . are usual commutative variables.
Sometimes we use Ax to denote the space of commuting coordinates2.
The defining relation of the deformed space (1.1.1) is very general since on the right
hand side we have an arbitrary polynomial of coordinates. Usually one consideres some
special examples of it. Among them there are three very important ones
Canonical or θ-deformed spaces [x̂µ, x̂ν] = iθµν , (1.1.3)
Lie algebra deformed spaces [x̂µ, x̂ν] = iCµνλ x̂
λ, (1.1.4)
q-deformed spaces x̂µx̂ν =
1
q
Rµνρσx̂
ρx̂σ. (1.1.5)
In the case of θ-deformed spaces [24], [25], θµν = −θνµ is an antisymmetric constant matrix
of mass dimension −2. For Lie algebra deformed spaces [29], [30], [32], Cµνλ are Lie algebra
structure constants of mass dimension −1. And finally, Rµνρσ is the dimensionless R-matrix
of the quantum space [60], [61], [62].
This three examples fulfil the Poincaré-Birkoff-Witt (PBW) property. PBW property
has been first developed for Lie algebras [63], but it applies to the other deformed algebras
as well. It states that the finite dimensional vector spaces, spanned by the homogeneous
polynomials of degree r, have the same dimension as the corresponding vector spaces of
commuting variables. In the case of examples (1.1.3)-(1.1.5) PBW property allows us to
introduce a basis of ordered monomials in Âx̂. In the following we always restrict the general
Θµν(x̂) to one of the three cases (1.1.3)-(1.1.5), that is Âx̂ denotes canonical, Lie algebra or
q-deformed spaces.
In order to write the elements of Âx̂ in a unique way one imposes an ordering prescrip-
tion. There are many possible orderings for a given abstract algebra Âx̂. The most oftenly
used ones are the symmetric and the normal ordering.
If we chose the symmetric ordering, the basis in the algebra is given by
: x̂µ : = x̂µ,
: x̂µx̂ν : =
1
2
(x̂µx̂ν + x̂ν x̂µ),
. . . . (1.1.6)
The vector space spanned by this basis we denote by V̂
V̂ =
∑
r
⊕V̂r, (1.1.7)
where V̂r is the vector space spaned by homogeneous polynomials of degree r in the coordi-
nates x̂µ. The corresponding vector spaces of commuting coordinates we denote by V and Vr
2In the notation of (1.1.2) the space of commuting coordinates is the associative algebra freely generated
by the commutative coordinates xµ
Ax = C[[xµ0 , . . . , xµn ]].
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respectively. An arbitrary element of Âx̂ is then written as an expansion in the basis (1.1.6)
f̂(x̂) =
∞
∑
j=0
Cµ1...µj : x̂
µ1 . . . x̂µj :
= C0 + C1µ : x̂
µ : +C2µν : x̂
µx̂ν : + . . . (1.1.8)
and it is fully characterised by the expansion coefficients Cµ1...µj . The power series expansion
(1.1.8) we call the formal power series expansion since we do not say anything about its
convergence.
In the case of normal ordering the ”order” of coordinates is specified. For example, let
x̂n stand to the furthest left of the expression, then let x̂n−1 come after it and so on until x̂0
which then stands on the furthest right. The basis is given by
: x̂µ : = x̂µ,
: x̂µx̂ν : = x̂µx̂ν, µ ≥ ν,
. . . (1.1.9)
and every element of Âx̂ can be expanded in this basis. Of course, this is not the only
possibility for normal ordering but just an example.
However, multiplying two arbitrary functions f̂ , ĝ ∈ Âx̂ gives the result which is no
longer written as an expansion in basis and the elements have to be reordered. For example,
we take the symmetric ordering and multiply two basis elements
: x̂µ : · : x̂ν : = x̂µx̂ν
=
1
2
(x̂µx̂ν + x̂ν x̂µ) +
1
2
(x̂µx̂ν − x̂ν x̂µ)
= : x̂µx̂ν : +
i
2
Θµν(x̂). (1.1.10)
In the first line we obtain a result which is not written in terms of basis elements, then we
rewrite it differently. Using relations (1.1.1) in the last line, the result expressed in terms of
basis elements follows. Once again we mention that Θµν(x̂) is restricted to one of the three
examples (1.1.3)-(1.1.5) that fulfil PBW property. We come back to this result in Section
1.4 when we consider a representation on the space of commuting coordinates.
1.2 Derivatives
Having defined our framework, we now introduce the concept of derivatives on a deformed
space.
Derivatives are maps of the deformed space into itself [33], [34]
∂̂ρ : Âx̂ → Âx̂
f̂(x̂) 7→ (∂̂ρf̂)(x̂). (1.2.1)
They are usually defined by the action on the coordinates. This action is extended to the
free algebra of coordinates. To define a map on Âx̂, derivatives have to be consistent with
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the defining relations (1.1.1). Also, we demand that they are a deformation of the usual
partial derivatives.
Having all this in mind, we make a very general ansatz for the commutator of derivatives
and coordinates
[∂̂ρ, x̂
µ] = δµρ +
∑
j
Aµλ1...λjρ ∂̂λ1 . . . ∂̂λj . (1.2.2)
The coefficients A
µλ1...λj
ρ are complex numbers. Demanding that (1.2.2) is consistent with
the relations (1.1.1) leads to conditions on these coefficients. Ansatz (1.2.2) is not the most
general one, since we do not allow the right hand side of (1.2.2) to depend on coordinates.
However, in all the examples considered here this will be sufficient. Let us just sketch the
idea here. The explicit examples will be given in Sections 1.5 and 2.1. One demands that
∂̂ρ
(
[x̂µ, x̂ν]− iΘµν(x̂)
)
= 0, (1.2.3)
and commutes the derivative ∂̂ρ to the furthest right using Ansatz (1.2.2). The final result
has to be zero, otherwise new commutation relations on coordinates arise. This gives some
conditions on the coefficients A
νρ1...ρj
µ , but in most of the cases these conditions are not
sufficient to determine the coefficients uniquely.
Using (1.2.2) one calculates the Leibniz rule by applying derivatives on ordered mono-
mials and generalising the result to the product of arbitrary functions. The presence of
nonzero additional terms in (1.2.2) leads to a deformed Leibniz rule
∂̂ρ
(
f̂ · ĝ
)
= (∂̂ρf̂) · ĝ + f̂ · (∂̂ρĝ) + additional terms. (1.2.4)
1.3 Symmetries
The concept of symmetry is very important in physics. Classically, symmetries are described
by Lie groups or Lie algebras and the physical space is the representation space of the sym-
metry algebra. For example, the commutative Minkowski space-time is the representation
space of the Poincaré algebra. Therefore, the question arises if one can introduce deformed
spaces as representation spaces of some symmetry algebras. At first sight it looks as this
will not be possible. If one looks at (1.1.3), that is the θ-deformed space, it is obvious that
the Lorentz invariance is broken since the left-hand side transforms like a tensor while the
right-hand side is constant3. However, it turns out that it is possible to deform the concept
of symmetry such that it can be applied to deformed spaces as well. This is done in the
framework of Hopf algebras [60].
It is well known that the function algebra over a classical Lie group F(G) is a Hopf
algebra. The deformation of this classical function algebra to the respective quantum (de-
formed) group F(G)h is well defined. The deformed function algebra F(G)h is again a Hopf
algebra and it depends on parameter h. In the limit h → 0 F(G)h reduces to the classical
function algebra F(G). It is very important that this deformation does not lead out of the
category of Hopf algebras. This motivates studying Hopf algebras in more detail.
As mentioned above, the function algebra over a Lie group and the enveloping algebra
of a Lie algebra are examples of Hopf algebras. In general, a Hopf algebra A consists of an
3Note that there are authors who treat θµν as a tensor [64], [65].
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algebra and a coalgebra structure which are compatible with each other. Additionally, there
is a map called antipode which coresponds to the inverse of a group. In the following we
give the precise definition of Hopf algebras.
We start repeating the definition of an algebra and some related concepts. An algebra
(associative algebra with unit) is a vector space A over a field F , with two linear maps,
multiplication or product m : A⊗A → A and unit η : F → A such that
m ◦ (m⊗ id) = m ◦ (id⊗m), (1.3.1)
m ◦ (η ⊗ id) = id = m ◦ (id⊗ η). (1.3.2)
Here id is the identity map on A. If we have two algebras A and B we can define an algebra
homomorphism. It is a F -linear map ϕ : A → B such that ϕ(aa′) = ϕ(a)ϕ(a′) for all
a, a′ ∈ A and ϕ(1A) = 1B. Also, one defines a tensor product algebra A ⊗ B. Its vector
space is the tensor product of vector spaces of A and B and the multiplication is defined by
mA⊗B = (mA ⊗mB) ◦ (id⊗ τ ⊗ id) where τ is the so-called flip operator, τ(a⊗ b) = b ⊗ a,
that is
(a⊗ b)(a′ ⊗ b′) def= aa′ ⊗ bb′, a, a′ ∈ A and b, b′ ∈ B. (1.3.3)
Now we introduce the concept of coalgebra. A coalgebra is defined as a vector space
A over F with two linear maps, comultiplication or coproduct ∆ : A → A⊗A and counit
ε : A → F , such that
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆, (1.3.4)
(ε⊗ id) ◦∆ = id = (id⊗ ε) ◦∆. (1.3.5)
Equation (1.3.4) is referred to as the coassociativity of the comultiplication ∆ and it is
dual to the associativity of the multiplication m (1.3.1). In the same way as for algebras,
one defines the coalgebra homomorphism and the tensor product coalgebra. A coalgebra
homomorphism is defined as F -linear map ϕ : A → B, A and B are coalgebras, such that
∆B ◦ ϕ = (ϕ⊗ ϕ) ◦∆A, εA = εB ◦ ϕ. (1.3.6)
The tensor product coalgebra A⊗ B is the coalgebra built on the vector space A⊗ B with
comultiplication ∆A⊗B = (id⊗ τ ⊗ id) ◦ (∆A ⊗∆B) and counit εA⊗B = εA ⊗ εB. Coalgebra
is cocommutative if τ ◦∆ = ∆.
If we have an algebra A that is a coalgebra at the same time and if algebra and
coalgebra structures are compatible, we speak about bialgebras. Compatibility is defined in
the following way
∆(a a′) = ∆(a)∆(a′), ε(a a′) = ε(a)ε(a′), a, a′ ∈ A ∆(1) = 1⊗ 1, ε(1) = 1, (1.3.7)
that is the coproduct and counit are algebra homomorphisms.
Finally, to come from a bialgebra to a Hopf algebra we need one additional structure.
It is a linear map called antipode or coinverse S : A → A such that
m ◦ (S ⊗ id) ◦∆ = η ◦ ε = m ◦ (id⊗ S) ◦∆. (1.3.8)
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The antipode is an algebra antihomomorphism as well as a coalgebra antihomomorphism,
that is
S(aa′) = S(a′)S(a), a, a′ ∈ A, S(1) = 1, (1.3.9)
∆ ◦ S = τ ◦ (S ⊗ S) ◦∆, ε ◦ S = ε. (1.3.10)
To get used to these mathematical concepts we present one example, namely the Hopf
algebra of usual partial derivatives on n + 1 dimensional Minkowski space-time. Although
very simple, it will be useful later when we generalise the concept of derivatives to deformed
spaces. Generators of the algebra4 are ∂ρ, ρ = 0, . . . n and they fulfil
[∂ρ, ∂σ] = 0. (1.3.11)
Multiplication and the unit element are m(∂ρ ⊗ ∂σ) = ∂ρ∂σ and η = 1 respectively.
The coalgebra sector is given by comultiplication
∆(∂ρ) = ∂ρ ⊗ 1 + 1⊗ ∂ρ, (1.3.12)
and counit ε(∂ρ) = 0. We calculate
(id⊗∆) ◦∆∂ρ = (id⊗∆)(∂ρ ⊗ 1 + 1⊗ ∂ρ) = ∂ρ ⊗ 1⊗ 1 + 1⊗ (∂ρ ⊗ 1 + 1⊗ ∂ρ)
(∆⊗ id) ◦∆∂ρ = (∆⊗ id)(∂ρ ⊗ 1 + 1⊗ ∂ρ) = (∂ρ ⊗ 1 + 1⊗ ∂ρ)⊗ 1 + 1⊗ 1⊗ ∂ρ,
and comparing this two lines see that coassociativity (1.3.4) is fulfilled. From
(ε⊗ id) ◦∆(∂ρ) = (ε⊗ id) ◦ (∂ρ ⊗ 1 + 1⊗ ∂ρ) = ∂ρ = id ◦ ∂ρ,
(id⊗ ε) ◦∆(∂ρ) = (id⊗ ε) ◦ (∂ρ ⊗ 1 + 1⊗ ∂ρ) = ∂ρ = id ◦ ∂ρ
we see that (1.3.5) is fulfilled as well. The abstract concept of comultiplication encodes the
well known concept of Leibniz rule. For example, from (1.3.12) we have
∂ρ(fg) = (∂ρf)g + f(∂ρg). (1.3.13)
Having comultiplication one can always deduce the Leibniz rule. The other way, abstracting
the coproduct from a given Leibniz rule, does not lead to an unique result (in most cases).
This is because the Leibniz rule is representation-dependent, while the comultiplication is
representation-independent and therefore it is a more general concept.
To be able to speak about the bialgebra of derivatives we have to check if
[∆(∂ρ),∆(∂σ)] = 0 and ε(∂ρ∂σ) = ε(∂ρ)ε(∂σ). (1.3.14)
The second relation is obvious. The first one we write explicitly
[∆(∂ρ),∆(∂σ)] = ∆(∂ρ)∆(∂σ)− (ρ↔ σ)
= (∂ρ ⊗ 1 + 1⊗ ∂ρ)(∂σ ⊗ 1 + 1⊗ ∂σ)− (ρ↔ σ)
= ∂ρ∂σ ⊗ 1 + ∂ρ ⊗ ∂σ + ∂σ ⊗ ∂ρ + 1⊗ ∂ρ∂σ − (ρ↔ σ) = 0,
4Actually, one is here working with the universal enveloping algebra of ∂ρ derivatives.
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where we used that derivatives commute, that is (1.3.11). Looking at (1.3.12) we see that
this bialgebra is cocommutative.
Finally, in order to obtain the Hopf algebra of derivatives, we add the antipode S(∂ρ) =
−∂ρ and check if it fulfils (1.3.8)
m ◦ (S ⊗ id) ◦∆(∂ρ) = m ◦ (S ⊗ id) ◦ (∂ρ ⊗ 1 + 1⊗ ∂ρ)
= m(−∂ρ ⊗ 1 + 1⊗ ∂ρ) = −∂ρ + ∂ρ = 0 = η ◦ ε(∂ρ).
The second part of (1.3.8) one proves analogously.
1.4 Representation on the space of commuting coordi-
nates
So far our analysis of deformed spaces was given in terms of the abstract algebra. But we
would like to have a theory which could give some predictions (numbers finally) that might be
experimentally checked. The deformation quantisation provides the way to connect deformed
and undeformed spaces. It allows us to to describe the properties of a noncommutative space
in a perturbative way, order by order in the deformation parameter. In the zeroth order the
commutative space-time is obtained.
The main idea of the deformation quantisation is to represent a noncommutative space
on the space of commuting coordinates. Remember that we consider only the deformed
spaces Âx̂ which fulfil PBW property and in which a basis can be introduced. Therefore, we
can map the basis in Âx̂ to the basis of monomials of commuting coordinates
: x̂µ : 7→ xµ,
: x̂µx̂ν : 7→ xµxν,
. . . .
This enables us to map an element f̂(x̂) of Âx̂ to the space of commuting coordinates. We
expand it in terms of basis elements and then map every element to the space of commuting
coordinates
f̂(x̂) = C0 + C1µ : x̂
µ : +C2µν : x̂
µx̂ν : + . . .
f(x) = C0 + C1µx
µ + C2µνx
µxν + . . . .
_

(1.4.1)
The function f(x) is a function of commuting coordinates and is a representation of the
abstract function f̂(x̂). This establishes the isomorphism between the vector space V̂ defined
in (1.1.7) and the corresponding vector space of commuting coordinates V .
The next step is to extend this vector space isomorphism to an algebra morphism.
To do this one has to map the multiplication in the abstract algebra Âx̂ to the space of
commuting coordinates. We start with two elements of Âx̂, f̂(x̂) and ĝ(x̂). Their product is
an element of Âx̂:
f̂(x̂)ĝ(x̂) = f̂ · ĝ(x̂) ∈ Âx̂. (1.4.2)
12 1. Noncommutative spaces
This element can be expanded in the chosen basis and mapped to the algebra of commuting
variables Ax5
f̂ · ĝ(x̂) 7→ f ? g(x) ∈ Ax. (1.4.3)
Its image we label f ? g(x) and it defines the star product (?-product) of two functions. The
algebra of noncommuting coordinates Âx̂ is then isomorphic to the algebra of commuting
variables with the ?-product as multiplication.
Before discussing some properties of this product, we give one simple example. In
Section 1.1, using the symmetric ordering, we found that
: x̂µ : · : x̂ν : = : x̂µx̂ν : + i
2
Θµν(x̂). (1.4.4)
This can be mapped to the space of commuting coordinates
: x̂ν : · : x̂µ : =: x̂µx̂ν : + i
2
Θµν(x̂)
xµ ? xν = xµxν +
i
2
Θµν(x).
_

(1.4.5)
Also,
: x̂ν : · : x̂µ : = x̂νx̂µ 7→ xν ? xµ = xνxµ − i
2
Θµν(x) (1.4.6)
and therefore
[x̂µ, x̂ν ] 7→ [xµ ?, xν ] = iΘµν(x). (1.4.7)
Now we come back to some of the properties of ?-products6. A general ?-product
is an associative and noncommutative product and can be written as an expansion in the
deformation parameter h
f ? g := B0(f, g) + hB1(f, g) + h
2B2(f, g) + . . . = B(f, g), (1.4.8)
where B =
∑
k h
kBk. The bilinear operators Bk are not independent, since the condition
for associativity of (1.4.8) yields an infinite number of equations quadratic in the B’s. In
addition to associativity, it is useful to require the product to be unital, f ?1 = f = 1?f . In
the commutative limit (h → 0) a ?-product should reproduce the pointwise multiplication
of functions
B0(f, g) = (fg)(x) = f(x)g(x). (1.4.9)
The product (1.4.8) can be written as
f ? g = B(f, g) =
∞
∑
k=0
hkBµ1...µrν1...νsk (x)(∂µ1 . . . ∂µrf)(∂ν1 . . . ∂νsg). (1.4.10)
5Algebra Ax can be also seen as the vector space V equipped with the usual pointwise multiplication.
6Using PBW property is not the only way one can construct ?-products, one can use the Weyl quantisation
[66], [31], for example.
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The series in (1.4.10) we regard as the formal power series. The deformation property and
associativity of the ?-product imply that
{f, g}? def= lim
h→0
1
ih
(f ? g − g ? f)
= lim
h→0
1
ih
[f ?, g] =
(
Bµν1 (x)− Bνµ1 (x)
)
(∂µf)(∂νg)
= Θµν(x)(∂µf)(∂νg) (1.4.11)
defines a Poisson bracket. The antisymmetric tensor Θµν = Θµν(x) in the last line represents
the Poisson structure. The Jacobi identity which this Poisson structure satisfies is expressed
in terms of Θµν as
Θµλ∂λΘ
νρ + Θνλ∂λΘ
ρµ + Θρλ∂λΘ
µν = 0. (1.4.12)
Conversely, given a Poisson tensor Θµν , we can always find a ?-product such that (1.4.11)
holds by the Kontsevich construction [12]. We mention that for Θµν more general than in the
examples (1.1.3)-(1.1.5), relation (1.4.12) might not be fulfilled and then we can not define
a Poison bracket (1.4.11). To first order, the Kontsevich ?-product reads
f ? g = fg +
ih
2
Θρσ(∂ρf)(∂σg) +O(h2), (1.4.13)
and the first order term B1 of the ?-product is proportional to the Poisson bracket. Applied
to coordinates, (1.4.13) gives
xµ ? xν = xµxν − ih
2
Θµν(x),
that is
[xµ ?, xν ] = ihΘµν(x)
which is exactly (1.4.7). In the next section we give one concrete example of the ?-product
for the θ-deformed space.
So far we have learned how to map functions from the abstract algebra to the space
of commuting coordinates and how to multiply them. But this is not enough to formulate
a field theory on a deformed space7. One has also to learn how to map derivatives ∂̂µ from
the abstract algebra Âx̂ to the space of the commuting coordinates.
The principle how to do it is given by the following diagram
f̂(x̂) f(x)
(∂̂µf̂)(x̂) (∂
?
µ ? f)(x) .

//
_

∂̂µ
_

∂?µ

//
(1.4.14)
7In Section 1.1 we defined deformed space in terms of the abstract algebra. In this section we represent it
on the space of commuting coordinates, and this representation we also call deformed space. It is the usual
commutative space, equipped with a ?-product, ?-derivatives,. . . .
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In words, applying ∂̂µ to a function f̂(x̂) in Âx̂ gives a new function (∂̂f̂)(x̂). This function,
as well as f̂(x̂), can be mapped to the space of commuting coordinates. The images we
call (∂?µ ? f)(x) and f(x) respectively. From this two results one ”reads off” the operator
∂?µ. In practice, one applies ∂̂µ on symmetrised polynomials (if the ordering in Âx̂ is chosen
to be symmetric one) using (1.2.2) and finds a perturbative expression for ∂?µ. This result
is then generalised to a closed formula when possible. The same procedure can be used to
find ?-representations of other operators defined in the abstract algebra (like generators of
deformed symmetries, see Section 2.6).
1.5 An example, the θ-deformed space
In this section we present one special example, the θ-deformed space defined by relation
(1.1.3). Compared to the other examples of deformed spaces, this is a very simple deforma-
tion since the right-hand side of (1.1.3) does not depend on the coordinates x̂µ. Therefore,
some of the properties of the θ-deformed space will be simpler compared to the other more
general examples.
As outlined in Section 1.2 we now define derivatives on this space. Since they should
be a deformation of the usual derivatives we make the following ansatz
[∂̂ρ, x̂
µ] = δµρ + f
µ
ρ (∂̂, θ). (1.5.1)
Additionally, the derivatives ∂̂ρ are maps of the θ-deformed space into itself. Therefore, the
relation (1.5.1) has to be consistent with (1.1.3). We obtain
∂̂ρx̂
µx̂ν = ([∂̂ρ, x̂
µ] + x̂µ∂̂ρ)x̂
ν
= (δµρ + f
µ
ρ (∂̂, θ))x̂
ν + x̂µ([∂̂ρ, x̂
ν ] + x̂ν ∂̂ρ)
= (δµρ + f
µ
ρ (∂̂, θ))x̂
ν + x̂µ(δνρ + f
ν
ρ (∂̂, θ) + x̂
ν ∂̂ρ),
∂̂ρx̂
ν x̂µ = . . .
= (δνρ + f
ν
ρ (∂̂, θ))x̂
µ + x̂ν(δµρ + f
µ
ρ (∂̂, θ) + x̂
µ∂̂ρ)
and
∂̂ρθ
µν = θµν ∂̂ρ.
Adding these three terms together we see that
∂̂ρ
(
[x̂µ, x̂ν]− iθµν
)
=
(
[x̂µ, x̂ν]− iθµν
)
∂̂ρ,
is fulfilled for fµρ (∂̂, θ) = 0. Therefore,
[∂̂ρ, x̂
µ] = δµρ . (1.5.2)
In contrast to the expectations, there are no additional terms in (1.5.2). This is due to
the fact that the right hand side of (1.1.3) is constant. In the next chapter we study the
κ-deformed space which is an example for a Lie algebra deformation. There it is not possible
to set fµρ (∂̂, κ) = 0 and additional terms arise.
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One can check that
[∂̂µ, ∂̂ν] = 0 (1.5.3)
is consistent with (1.5.2). From (1.5.2) the Leibniz rule for derivatives follows,
∂̂ρ
(
f̂ ĝ
)
= (∂̂ρf̂)ĝ + f̂(∂̂ρĝ). (1.5.4)
It is undeformed, as expected from (1.5.2). In terms of the comultiplication we have
∆∂̂ρ = ∂̂ρ ⊗ 1 + 1⊗ ∂̂ρ. (1.5.5)
We define the counit ε(∂̂ρ) = 0 and check that (1.3.4) and(1.3.5) are fulfilled. Since this is
the case, we speak about the coalgebra of derivatives.
To be able to define the bialgebra of derivatives, we have to check whether the coproduct
(1.5.5) is compatible with the algebra of derivatives (1.5.3)
[∆∂̂ρ,∆∂̂σ] = 0, (1.5.6)
and whether
ε(∂̂ρ∂̂σ) = ε(∂̂ρ)ε(∂̂σ). (1.5.7)
It is not difficult to see that both (1.5.6) and (1.5.7) are fulfilled, calculation is the same
as in the example given in Section 1.3, so we have the bialgebra of derivatives. Adding the
antipode S(∂̂ρ) = −∂̂ρ this becomes the Hopf algebra of derivatives on the θ-deformed space.
Following the logic of the previous sections one should proceed with the analysis of
the deformed symmetries on this space. However, we postpone this problem until Chapter
5. Instead, we continue our analysis in the ?-product representation. Since the θ-deformed
space has PBW property, one can map functions from the abstract algebra to the space of
commuting coordinates, one only has to specify the ordering (basis) in Âx̂. We chose the
symmetric ordering.
For the θ-deformed space the symmetrically ordered ?-product is the Moyal-Weyl ?-
product [66], [67]
f ? g (x) = lim
x→y
e
i
2
θρσ ∂
∂xρ
∂
∂yσ f(x)g(y) (1.5.8)
=
∞
∑
n=1
( i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnf(x)
)(
∂σ1 . . . ∂σng(x)
)
.
When applied on coordinates, (1.5.8) gives
[xµ ?, xν ] = iθµν . (1.5.9)
Note that one can start from (1.5.9) with the ?-product given by (1.5.8) and formulate a
theory based on this relation, forgeting about the abstract algebra all together.
The ?-product (1.5.8) respects the usual complex conjugation8
f ? g (x) = ḡ ? f̄ (x) (1.5.10)
8One can show that all the symmetrically ordered ?-products respect the usual complex conjugation.
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and this is the reason why we continue working with it in Chapter 5.
Now we have to introduce the ?-representation of the derivatives (1.5.2) following the
prescription given in Section 1.4. It is not suprising that
∂̂ρ 7→ ∂?ρ = ∂ρ (1.5.11)
and
(
∂?ρ ? (f ? g)
)
= ∂?ρ . (f ? g) =
(
∂?ρ ? f
)
? g + f ?
(
∂?ρ ? g
)
=
(
∂?ρ . f
)
? g + f ?
(
∂?ρ . g
)
. (1.5.12)
In the last line we have introduced a new notation concerning ∂?ρ derivatives. In order to
distinguish between derivatives acting on a function and derivative as an operator multiplied
with a function
∂?ρ ? f = (∂
?
ρ ? f) + f ? ∂
?
ρ , (1.5.13)
we introduce a new symbol ”.” which stands for ”a derivative acting on a function”, that is
∂?ρ . f = (∂
?
ρ ? f). (1.5.14)
Obviously, this symbol replaces the usual bracket notation. However, in what follows we will
use both ”.” and the bracket notation. Also, for the usual partial derivatives we often omit
the bracket notation when it is not necessary and write
∂ρf = (∂ρf). (1.5.15)
With (1.5.8), (1.5.11) and (1.5.12) one has enough (basic) information to formulate field
theories on this space [19], [41], [43].
2
The κ-deformed space
After the general introduction in the previous chapter we continue with one special example
of noncommutative spaces. In this and in the next two chapters we study the κ-deformed
space and formulation of the gauge field theory on it. The reason why the κ-deformed space
has been studied in the last years is that there is a quantum group symmetry acting on it1.
It is the so-called κ-Poincaré group. Historically, it was first obtained by Lukierski et al.
[29], [30] contracting the q-anti-de Sitter Hopf algebra SOq(3, 2). The κ-Poincaré algebra
was introduced in [68] as a dual symmetry structure to the κ-Poincaré group. Then the κ-
deformed space is introduced as a module of this algebra. This space plays also an important
role in the Doubly Special Relativity (DSR) theories [69], [70], [71], which are introduced as
a possible generalisation of Special Relativity.
Here we start from the definition of the κ-deformed space in terms of the abstract
algebra of coordinates. As it was outlined in the previous chapter, we introduce derivatives
and symmetry generators as maps in the abstract algebra and represent obtained results on
the space of commuting coordinates.
2.1 Quantum space and derivatives
Algebraically, the n+ 1-dimensional κ-deformed space can be introduced [35] as the algebra
freely generated by coordinates x̂µ and divided by the ideal generated by the following
commutation relations:
[x̂µ, x̂ν] = iCµνρ x̂
ρ, (2.1.1)
where
Cµνρ = a(δ
µ
nδ
ν
ρ − δνnδµρ ), µ = 0, . . . , n. (2.1.2)
Latin indices denote the undeformed dimensions, n denotes the deformed dimension and
Greek indices refer to all n + 1 dimensions. Indices are raised and lowered by the (formal)
metric ηµν = diag(1,−1, . . . ,−1). We have chosen that the constant deformation vector aµ
of length a points in the n-th spacelike direction, an = a. Different choices are discussed in
the literature [72], [73]. In Appendix C we analyse the general κ-deformed space, imposing
no restriction on the deformation parameter aµ. The parameter a is related to the frequently
1It has been believed until recently that a quantum group symmetry for the θ-deformed space does not
exist. Therefore, the κ-deformed space has been considered to be one of the simplest examples of possible
deformations of the usual Minkowski space.
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used parameter κ as a = 1/κ. Using (2.1.2) the commutation relation (2.1.1) is written more
explicitly
[x̂n, x̂l] = iax̂l, [x̂k, x̂l] = 0; k, l = 0, 1, . . . , n− 1. (2.1.3)
Derivatives are introduced as maps on the abstract algebra of coordinates. One can
start from ansatz (1.2.2); demanding the consistency with (2.1.3) one obtains conditions on
the coefficients A
µλ1...λj
ρ . However, we start here with a less general ansatz
[∂̂µ, x̂
ν] = δνµ + iA
νρ
µ ∂̂ρ, (2.1.4)
where we supposed that the right hand side is at most linear in derivatives. Looking at the
index structure and from dimensional reasons ansatz (2.1.4) can be written in the following
way
[∂̂n, x̂
n] = 1 + iac1∂̂n,
[∂̂n, x̂
l] = iac2η
lm∂̂m = iac2∂̂
l,
[∂̂j, x̂
n] = iac3∂̂j,
[∂̂j, x̂
l] = δlj(1 + iac4∂̂n). (2.1.5)
Then one calculates
∂̂n
(
x̂kx̂l − x̂lx̂k
)
= 0,
∂̂n
(
x̂nx̂l − x̂lx̂n − iax̂l
)
= 0,
∂̂j
(
x̂kx̂l − x̂lx̂k
)
= 0,
∂̂j
(
x̂nx̂l − x̂lx̂n − iax̂l
)
= 0 (2.1.6)
using (2.1.5). The calculation is the same as in Section 1.5 and it gives the following condi-
tions on the constants ci
1st equation: no conditions,
2nd equation: c2 = 0 ∨ c1 − c3 − 1 = 0,
3rd equation: c2 = 0 ∨ c4 = 0,
4th equation: c3 − c4 − 1 = 0 ∧
(
c4 = 0 ∨ c3 − c1 − 1 = 0
)
. (2.1.7)
Analysing these conditions we obtain three one parameter families of derivatives
[∂̂c1n , x̂
n] = 1 + iac1∂̂
c1
n , [∂̂
c2
n , x̂
n] = 1 + iac2∂̂
c2
n , [∂̂
c3
n , x̂
n] = 1 + 2ia∂̂c3n ,
[∂̂c1n , x̂
l] = 0, [∂̂c2n , x̂
l] = 0, [∂̂c3n , x̂
l] = iac3∂̂
c3 l,
[∂̂c1j , x̂
n] = ia∂̂c1j , [∂̂
c2
j , x̂
n] = ia(1 + c2)∂̂
c2
j , [∂̂
c3
j , x̂
n] = ia∂̂c3j ,
[∂̂c1j , x̂
l] = δlj, [∂̂
c2
j , x̂
l] = δlj(1 + iac2∂̂
c2
n ), [∂̂
c3
j , x̂
l] = δlj. (2.1.8)
The constants c1, c2 and c3 remain arbitrary and can not be fixed by the consistency condi-
tion. One can check that derivatives of all three families commute
[∂̂ciµ , ∂̂
ci
ν ] = 0, i = 1, 2, 3. (2.1.9)
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In the following sections we work with one specific choice, namely we take c1 = 0
[∂̂n, x̂
µ] = δµn,
[∂̂j, x̂
µ] = δµj − iaηµn∂̂j, (2.1.10)
where we denoted ∂̂c1=0µ as ∂̂µ. But it is always possible to map ∂̂µ derivatives to any other
∂̂ciµ . The explicit maps are given by
∂̂c1µ : ∂̂
c1
j = ∂̂j, ∂̂
c1
n =
eiac1∂̂n − 1
iac1
, (2.1.11)
∂̂c2µ : ∂̂
c2
n =
eiac2∂̂n − 1
iac2
, ∂̂c2j = ∂̂je
iac2∂̂n , (2.1.12)
∂̂c3µ : ∂̂
c3
n =
e2ia∂̂n − 1
2ia
+
iac3
2
∂̂k∂̂
k, ∂̂c3j = ∂̂j. (2.1.13)
Next step is to calculate the Leibniz rule for ∂̂µ derivatives. Applying ∂̂µ on ordered
polynomials using (2.1.10) gives
∂̂n (f̂ · ĝ) = (∂̂nf̂) · ĝ + f̂ · (∂̂nĝ),
∂̂j (f̂ · ĝ) = (∂̂j f̂) · ĝ + (eia∂̂n f̂) · (∂̂j ĝ), (2.1.14)
or written in terms of coproduct
∆∂̂n = ∂̂n ⊗ 1 + 1⊗ ∂̂n,
∆∂̂j = ∂̂j ⊗ 1 + eia∂̂n ⊗ ∂̂j. (2.1.15)
Leibniz rules and coproducts for ∂̂ciµ derivatives are
∂̂c1n (f̂ · ĝ) = (∂̂c1n f̂) · ĝ + ((1 + ic1a∂̂c1n )f̂) · ∂̂c1n ĝ,
∂̂c1j (f̂ · ĝ) = (∂̂c1j f̂) · ĝ + ((1 + ic1a∂̂c1n )1/c1 f̂) · ∂̂c1j ĝ, (2.1.16)
∂̂c2n (f̂ · ĝ) = (∂̂c2n f̂) · ĝ + ((1 + ic2a∂̂c2n )f̂) · ∂̂c2n ĝ,
∂̂c2j (f̂ · ĝ) = (∂̂c2j f̂) · ((1 + ic2a∂̂c2n )ĝ) +
(
(1 + iac2∂̂
c2
n )
(c2+1)/c2 f̂
)
· (∂̂c2j ĝ), (2.1.17)
∂̂c3n (f̂ · ĝ) = (∂̂c3n f̂) · ĝ + ((1 + 2ia∂̂c3n + a2c3∂̂c3m ∂̂c3 m)f̂) · ∂̂c3n ĝ
+ iac3((1 + 2ia∂̂
c3
n + a
2c3∂̂
c3
m ∂̂
c3 m)1/2∂̂c3l f̂) · ∂̂c3 lĝ,
∂̂c3j (f̂ · ĝ) = (∂̂c3j f̂) · ĝ + ((1 + 2ia∂̂c3n + a2c3∂̂c3m ∂̂c3 m)1/2f̂) · (∂̂c3j ĝ) (2.1.18)
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and
∆∂̂c1n = ∂̂
c1
n ⊗ 1 + (1 + ic1a∂̂c1n )⊗ ∂̂c1n ,
∆∂̂c1j = ∂̂
c1
j ⊗ 1 + (1 + ic1a∂̂c1n )1/c1 ⊗ ∂̂c1j , (2.1.19)
∆∂̂c2n = ∂̂
c2
n f̂)⊗ 1 + (1 + ic2a∂̂c2n )⊗ ∂̂c2n ,
∆∂̂c2j = ∂̂
c2
j ⊗ (1 + ic2a∂̂c2n ) + (1 + iac2∂̂c2n )(c2+1)/c2 ⊗ ∂̂c2j , (2.1.20)
∆∂̂c3n = ∂̂
c3
n ⊗ 1 + (1 + 2ia∂̂c3n + a2c3∂̂c3m ∂̂c3 m)⊗ ∂̂c3n
+ iac3(1 + 2ia∂̂
c3
n + a
2c3∂̂
c3
m ∂̂
c3 m)1/2∂̂c3l ⊗ ∂̂c3 l,
∆∂̂c3j = ∂̂
c3
j ⊗ 1 + (1 + 2ia∂̂c3n + a2c3∂̂c3m ∂̂c3 m)1/2 ⊗ ∂̂c3j . (2.1.21)
One can check that these coproducts are coassociative and that they are consistent with the
algebra (2.1.3).
Adding counit and antipode to equations (2.1.9) and (2.1.15) we obtain a Hopf algebra
of ∂̂µ derivatives on the κ-deformed space
ε(∂̂n) = 0, S(∂̂n) = −∂̂n,
ε(∂̂j) = 0, S(∂̂j) = −∂̂je−ia∂̂n . (2.1.22)
Analogously, for ∂̂ciµ derivatives counits and antipodes are
∂̂c1µ : ε(∂̂
c1
n ) = 0, S(∂̂
c1
n ) =
∂̂c1n
1 + iac1∂̂
c1
n
,
ε(∂̂c1j ) = 0, S(∂̂
c1
j ) = −∂̂c1j
(
1 + iac1∂̂
c1
n
)−1/c1
, (2.1.23)
∂̂c2µ : ε(∂̂
c2
n ) = 0, S(∂̂
c2
n ) =
∂̂c2n
1 + iac2∂̂
c2
n
,
ε(∂̂c2j ) = 0, S(∂̂
c2
j ) = −∂̂c2j
(
1 + iaca∂̂
c2
n
)−1/c2−2
, (2.1.24)
∂̂c3µ : ε(∂̂
c3
n ) = 0, S(∂̂
c3
n ) =
∂̂c3n − ia2 c3∂̂
c3
l ∂̂
c3 l
1 + 2iac3∂̂
c3
n + a2c3∂̂
c3
m ∂̂c3 m
+
ia
2
c3∂̂
c3
l ∂̂
c3 l,
ε(∂̂c3j ) = 0, S(∂̂
c3
j ) = −∂̂c3j
(
1 + 2iac3∂̂
c3
n + a
2c3∂̂
c3
l ∂̂
c3 l
)−1/2
. (2.1.25)
2.2 Symmetry generators
In our algebraic approach symmetry of the κ-deformed space is given in terms of the sym-
metry algebra2 generators Mµν . Just like derivatives, they are maps in the abstract algebra.
Additional condition on the generators Mµν is that they have to be a deformation of the
2This means that we only consider infinitesimal transformations and not the finite ones.
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usual (commutative) Lorentz generators. This means that in zeroth order of the deforma-
tion parameter a they have to coincide with the generators of the commutative Lorentz
transformations
[Mµν , x̂λ] = ηµλx̂ν − ηνλx̂µ +O(a). (2.2.1)
The additional terms on the right hand side of (2.2.1) can be calculated using the consistency
conditions
Mµν
(
x̂nx̂l − x̂lx̂n − iax̂l
)
= 0,
Mµν
(
x̂kx̂l − x̂lx̂k
)
= 0. (2.2.2)
The calculation can be done in the same way as for the derivatives in the previous section.
However, there are some additional restrictions one can impose on the right hand side of
(2.2.1). First of all, the generators Mµν should appear at most linearly on the right hand
side of (2.2.1) so that in first order in a only terms with Mµν appear. This follows from
dimensional arguments since Mµν are dimensionless3. In higher order in a we would have
to include derivatives as well, again because of dimensional reasons. Since we want (2.2.1)
to close only in coordinates and Mµν generators we stop at first order in a. Of course, the
indices on both sides have to match. Using these restrictions one commutes Mµν to the
furthest right in equations (2.2.2) and finds conditions on the additional terms. The unique
solution4 is given by
[M ij, x̂µ] = ηµjx̂i − ηµix̂j,
[M in, x̂µ] = ηµnx̂i − ηµix̂n + iaM iµ. (2.2.3)
We see that M ij commute with coordinates as in the undeformed algebra, while the gener-
ators M in have deformed commutation relations with coordinates. We do not refer to M in
as boost generators, since n is not the time direction, M in include both boosts M 0n and
rotations Man, a = 1, . . . n− 1.
Although from (2.2.3) it follows that Mµν act in a deformed way on coordinates, one
can check that the generators Mµν themselves close the undeformed Lorentz algebra
[Mµν ,Mρσ] = ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ. (2.2.4)
But we are also interested in the coalgebra structure. Therefore, one calculates the
Leibniz rules for the generators Mµν by applying them to ordered polynomials using (2.2.3)
and generalising the result to arbitrary functions. This gives
M ij(f̂ · ĝ) = (M ij f̂) · ĝ + f̂ · (M ij ĝ),
M in(f̂ · ĝ) = (M inf̂) · ĝ + (eia∂̂n f̂) · (M inĝ) + ia(∂̂kf̂) · (M ikĝ). (2.2.5)
It is not difficult to see that this Leibniz rules come from the following coproduct
∆M ij = M ij ⊗ 1 + 1⊗M ij,
∆M in = M in ⊗ 1 + eia∂̂n ⊗M in + ia∂̂k ⊗M ik. (2.2.6)
3Compare with the undeformed angular momentum Lαβ = xα∂β − xβ∂α.
4Note the discussion in Appendix B.
22 2. The κ-deformed space
Looking at (2.2.6) one sees that the coproduct for the generators Mµν does not close in
the algebra of the deformed Lorentz generators, one has to include the derivatives ∂̂µ intro-
duced in the previous section as well. In order to have the full κ-deformed Poincaré algebra
one needs besides (2.1.9) and (2.2.4) also the commutator between Lorentz generators and
derivatives
[M ij , ∂̂µ] = δ
j
µ∂̂
i − δiµ∂̂j ,
[M in, ∂̂n] = ∂̂
i,
[M in, ∂̂j] = δ
i
j
e2ia∂̂n − 1
2ia
− ia
2
δij ∂̂
l∂̂l + ia∂̂
i∂̂j. (2.2.7)
The coproducts are given by (2.1.15) and (2.2.6), counit and antipode for ∂̂µ are given by
(2.1.22) and counit and antipode for Mµν read
ε(M ij) = 0, S(M ij) = −M ij ,
ε(M in) = 0, S(M in) = −M ine−ia∂̂n + iaM ik∂̂ke−ia∂̂n + ia(n− 1)∂̂ie−ia∂̂n . (2.2.8)
One checks that the conditions for a Hopf algebra introduced in Section 1.3 are fulfilled.
The Lorentz part of the algebra sector is undeformed (as well as translation part itself), but
we have nontrivial commutation relations between Lorentz generators and derivatives. The
coalgebra sector is deformed for both Lorentz generators and derivatives. In the next section
we define a new set of derivatives such that we obtain the complete algebra sector of the
κ-deformed Poincaré Hopf algebra undeformed.
In analogy with the undeformed space one can represent the generators Mµν in terms
of coordinates and derivatives
M ij = x̂i∂̂j − x̂j ∂̂i def= L̂ij,
M in = x̂i
1− e2ia∂̂n
2ia
− x̂n∂̂i + ia
2
x̂i∂̂l∂̂l
def
= L̂in. (2.2.9)
2.3 Dirac derivative
We have seen that there is no unique derivative for the κ-deformed space and that one can
always relate one set of derivatives with the other one. Now we use this freedom to find new
set of derivatives, such that they commute with the generators Mµν in the undeformed way.
We call this derivative the Dirac derivative [74], [75] and denote it with D̂ρ. Then
[Mµν , D̂ρ] = δ
ν
ρD̂
µ − δµρ D̂ν (2.3.1)
has to be fulfilled. Using the derivatives ∂̂ρ and (2.2.7) one shows that the definition
D̂n =
1
a
sin(a∂̂n)−
ia
2
∂̂l∂̂le
−ia∂̂n ,
D̂j = ∂̂je
−ia∂̂n , (2.3.2)
leads to (2.3.1). Since D̂ρ is the linear combination of ∂̂ρ derivatives, it is obvious that
[D̂ρ, D̂σ] = 0. (2.3.3)
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From (2.3.1) it follows that if one uses D̂ρ instead of ∂̂ρ as the generators of translations
one obtains the undeformed algebra sector of the κ-deformed Poincaré algebra. But in order
to have the full Hopf algebra in terms of the generators Mµν and D̂ρ one has to calculate
the coproduct for the derivatives D̂ρ and add counit and antipode as well. Also, one has to
express the derivatives ∂̂ρ appearing in (2.2.6) in terms of the derivatives D̂ρ.
We start from the commutation relations of D̂ρ with coordinates. Knowing (2.3.2) and
(2.1.10) it is not difficult to calculate them, but at the end the result has to be expressed in
terms of the derivatives D̂ρ and coordinates only. To be able to do this we have to invert
the relations (2.3.2). Starting form
∂̂j = D̂je
ia∂̂n ⇒ ∂̂l∂̂l = D̂lD̂le2ia∂̂n ,
D̂n =
1
2ia
(
eia∂̂n − e−ia∂̂n
)
− ia
2
D̂lD̂
leia∂̂n (2.3.4)
and multiplying equation (2.3.4) by e−ia∂̂n leads to the quadratic equation for e−ia∂̂n
e−2ia∂̂n + 2iaD̂ne
−ia∂̂n − a2D̂lD̂l − 1 = 0.
The solution of this equation is
e−ia∂̂n = −iaD̂n +
√
1 + a2D̂µD̂µ, (2.3.5)
where the sign of the square root is determined by the limit a → 0. On the other hand,
multiplying equation (2.3.4) by eia∂̂n we find a quadratic equation for eia∂̂n with the solution
eia∂̂n =
1
1 + a2D̂lD̂l
(
iaD̂n +
√
1 + a2D̂µD̂µ
)
. (2.3.6)
It is easy to verify that (2.3.6) is the inverse of (2.3.5). Now we invert (2.3.2)
∂̂i =
D̂i
1 + a2D̂lD̂l
(
iaD̂n +
√
1 + a2D̂µD̂µ
)
,
∂̂n = −
1
ia
ln
(
−iaD̂n +
√
1 + a2D̂µD̂µ
)
. (2.3.7)
This result was independently obtained in [76]. Using this result the commutator of the
derivatives D̂ρ and coordinates is obtained
[D̂n, x̂
n] =
√
1 + a2D̂µD̂µ,
[D̂n, x̂
l] = iaD̂l,
[D̂j, x̂
n] = 0,
[D̂j, x̂
l] = δlj
(
−iaD̂n +
√
1 + a2D̂µD̂µ
)
. (2.3.8)
It is obvious that the Dirac derivative is not a linear derivative (in the sense of (2.1.4)), the
right hand side of (2.3.8) being a complicated function of D̂ρ. Also, the Leibniz rule following
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from (2.3.8) is not simple
D̂n (f̂ · ĝ) = (D̂nf̂) · (e−ia∂̂n ĝ) + (eia∂̂n f̂) · (D̂nĝ)− ia(D̂leia∂̂n f̂) · (D̂lĝ),
D̂j (f̂ · ĝ) = (D̂j f̂) · (e−ia∂̂n ĝ) + f̂ · (D̂jĝ). (2.3.9)
For e±ia∂̂n the expressions (2.3.5) and (2.3.6) have to be inserted. The comultiplication from
which (2.3.9) follows is
∆D̂n = D̂n ⊗
(
− iaD̂n +
√
1 + a2D̂µD̂µ
)
+
iaD̂n +
√
1 + a2D̂µD̂µ
1 + a2D̂lD̂l
⊗ D̂n
+ia
D̂k
1 + a2D̂lD̂l
(
iaD̂n +
√
1 + a2D̂µD̂µ
)
⊗ D̂k,
∆D̂j = D̂j ⊗
(
− iaD̂n +
√
1 + a2D̂µD̂µ
)
+ 1⊗ D̂j, (2.3.10)
where we have used equations (2.3.5) and (2.3.6). One can check that (2.3.10) is coassociative
and that it is consistent with the algebra (2.3.3). Counit and antipode are
ε(D̂n) = 0, S(D̂n) = −D̂n + iaD̂kD̂k
iaD̂n +
√
1 + a2D̂µD̂µ
1 + a2D̂lD̂l
,
ε(D̂j) = 0, S(∂̂j) = −D̂j
iaD̂n +
√
1 + a2D̂µD̂µ
1 + a2D̂lD̂l
. (2.3.11)
Finally, with all this relations one can introduce the κ-deformed Poincaré Hopf algebra
in terms of the generators Mµν and D̂ρ. All the necessary relations have already been written,
but just for the completeness we collect them all at one place here.
Algebra sector
[Mµν ,Mρσ] = ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ,
[D̂ρ, D̂σ] = 0,
[Mµν , D̂ρ] = δ
ν
ρD̂
µ − δµρ D̂ν. (2.3.12)
Coproducts
∆M ij = M ij ⊗ 1 + 1⊗M ij,
∆M in = M in ⊗ 1 +
iaD̂n +
√
1 + a2D̂µD̂µ
1 + a2D̂lD̂l
⊗M in
+
iaD̂k
1 + a2D̂lD̂l
(
iaD̂n +
√
1 + a2D̂µD̂µ
)
⊗M ik,
∆D̂n = D̂n ⊗
(
− iaD̂n +
√
1 + a2D̂µD̂µ
)
+
iaD̂n +
√
1 + a2D̂µD̂µ
1 + a2D̂lD̂l
⊗ D̂n
+ia
D̂k
1 + a2D̂lD̂l
(
iaD̂n +
√
1 + a2D̂µD̂µ
)
⊗ D̂k,
∆D̂j = D̂j ⊗
(
− iaD̂n +
√
1 + a2D̂µD̂µ
)
+ 1⊗ D̂j. (2.3.13)
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Counits and antipodes
ε(M ij) = 0, S(M ij) = −M ij ,
ε(M in) = 0, S(M in) = −M ine−ia∂̂n + iaM ik∂̂ke−ia∂̂n + ia(n− 1)∂̂ie−ia∂̂n
ε(D̂n) = 0, S(D̂n) = −D̂n + iaD̂kD̂k
iaD̂n +
√
1 + a2D̂µD̂µ
1 + a2D̂lD̂l
,
ε(D̂j) = 0, S(∂̂j) = −D̂j
iaD̂n +
√
1 + a2D̂µD̂µ
1 + a2D̂lD̂l
. (2.3.14)
One sees from (2.3.12) that the algebra sector is undeformed (as it has been demanded in
the beginning of this section), but the coalgebra sector (2.3.13) is deformed for both Mµν
and D̂ρ generators. To be more precise, there is no deformation for the generators M
ij , since
they are Lorentz generators for the undeformed dimensions.
Like in the classical case one is also interested in the invariants (Casimir operators) of
this algebra. For the usual four dimensional Minkowski space-time there are two invariants,
the square of momenta P 2 = PµP
µ (Pµ = i∂µ) and the square of the Pauli-Lubanski vector
W 2 = WµW
µ (W µ = 1
2
εµνρσMνρPσ). We would like to generalise this to the n+1 dimensional
κ-deformed space. From (2.3.1) follows
[Mµν , D̂ρD̂
ρ] = 0, (2.3.15)
that is D̂ρD̂
ρ can be considered as a generalisation of P 2. However, this is not the only
possibility. One can show that the lowest order invariant in terms of the derivatives ∂̂ρ is
[29], [30]
̂ = e−ia∂̂n ∂̂l∂̂
l − 2
a2
(
1− cos(a∂̂n)
)
(2.3.16)
and it fulfils
[Mµν , ̂] = 0. (2.3.17)
The operator ̂ defined by (2.3.16) we call the deformed d’Alembert operator and we use
it to construct the κ-deformed Klein-Gordon equation in Section 2.5. Unlike in the classical
case, we have
D̂µD̂
µ = ̂
(
1 +
a2
4
̂
)
, (2.3.18)
the square of the Dirac derivative is not the d’Alembert operator.
Concerning the second invariant, we first introduce the generalisation of the Pauli-
Lubanski vector in d = n + 1 = (2k + 1) + 1 dimensions [77]
Wµ1...µ2i−1 = εµ1 ...µnM
µ2iµ2i+1 . . .Mµn−2µn−1D̂µn . (2.3.19)
There are (d− 2)/2 invariants given by
W 2i+1 = Wµ1...µ2i−1W
µ1...µ2i−1 , i = 1, . . . ,
d− 2
2
. (2.3.20)
Note that since the algebra sector (2.3.12) is not deformed, the invariants are just the
straight-forward generalisation of the commutative ones. The exception is of course the
deformed d’Alembert operator (2.3.16).
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2.4 Representation on the space of commuting coordi-
nates
In this section we construct the ?-product representation of the abstract algebra and maps on
it (derivatives, Lorentz generators,. . . ) defined in previous sections. The general procedure
has been outlined in Chapter 1, here we just apply it to the κ-deformed space.
We choose to work with the symmetric ordering5. In that case the ?-product is given
by [56]
f ? g(z) = lim
x→z
y→z
exp
(
zj∂xj
(
∂n
∂xn
e−ia∂yn
1− e−ia∂xn
1− e−ia∂n − 1
)
+zj∂yj
(
∂n
∂yn
1− e−ia∂yn
1− e−ia∂n − 1
)
)
f(x)g(y), (2.4.1)
where we have used the abbreviations
∂xn =
∂
∂xn
, ∂yn =
∂
∂yn
, ∂n =
∂
∂xn
+
∂
∂yn
. (2.4.2)
Expanding this to second order in a we obtain:
f ? g (x) = f(x)g(x) +
ia
2
xj
(
∂nf(x)∂jg(x)− ∂jf(x)∂ng(x)
)
−a
2
12
xj
(
∂2nf(x)∂jg(x)− ∂j∂nf(x)∂ng(x)
−∂nf(x)∂j∂ng(x) + ∂jf(x)∂2ng(x)
)
−a
2
8
xjxk
(
∂2nf(x)∂j∂kg(x)− 2∂j∂nf(x)∂n∂kg(x)
+∂j∂kf(x)∂
2
ng(x)
)
+O(a3). (2.4.3)
= f(x)g(x) +
i
2
Cρσλ x
λ(∂ρf(x))(∂σg(x))
−1
8
Cρ1σ1λ1 C
ρ2σ2
λ2
xλ1xλ2(∂ρ1∂ρ2f(x))(∂σ1∂σ2g(x))
+
1
12
Cρ1σ1λ1 C
ρ2σ2
ρ1
xλ1
(
(∂σ1∂ρ2f(x))(∂σ2g(x))
−(∂ρ2f(x))(∂σ1∂σ2g(x))
)
+O(a3). (2.4.4)
One can check that this ?-product respects the usual complex conjugation,
f ? g (x) = ḡ ? f̄ (x) (2.4.5)
Applied to coordinates, (2.4.1) gives
[xn ?, xl] = iaxl, [xk ?, xl] = 0, (2.4.6)
5The results for the normal ordering have been given in [56].
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as expected. Also,
xl ? f(x) = xl
ia∂n
eia∂n − 1f(x), f(x) ? x
l = xl
−ia∂n
e−ia∂n − 1f(x),
xn ? f(x) =
(
xn − x
k∂k
∂n
(
ia∂n
eia∂n − 1 − 1)
)
f(x),
f(x) ? xn =
(
xn − x
k∂k
∂n
(
−ia∂n
e−ia∂n − 1 − 1)
)
f(x), (2.4.7)
where f(x) is an arbitrary function.
As the next step we map the derivatives ∂̂ρ to the operators ∂
?
ρ acting on the space of
commuting coordinates. From (2.1.10) it follows that the derivative ∂̂n has the undeformed
commutation relations with coordinates and therefore
∂̂n 7→ ∂?n = ∂n, (2.4.8)
where ∂n is the usual partial derivative.
In order to find the ?-product representation of ∂̂j we apply it to symmetrically ordered
polynomials. From
∂̂jx̂
µ = x̂µ∂̂j + δ
µ
j − iaηµn∂̂j (2.4.9)
we read off
∂̂j 7→ ∂?j = ∂j +O(a), (2.4.10)
where ∂j is the usual partial derivative. As the next step one uses (2.1.10) to calculate
∂̂j
1
2
(
x̂nx̂l + x̂lx̂n
)
= . . . (2.4.11)
=
1
2
(
x̂n(x̂l∂̂j + δ
l
j) + ia(x̂
l∂̂j + δ
l
j) + x̂
l(x̂n∂̂j + ia∂̂j) + δ
l
jx̂
n
)
.
The underlined terms in (2.4.11) give
∂̂j 7→ ∂?j = ∂j +
ia
2
∂j∂n +O(a2). (2.4.12)
Continuing in the similar way leads to the higher order terms. The final result is given by
∂̂j 7→ ∂?j = ∂j
eia∂n − 1
ia∂n
. (2.4.13)
The Leibniz rule for the derivatives ∂?ρ follows from (2.1.14)
∂?n . (f ? g) =
(
∂?n . f
)
? g + f ?
(
∂?n . g
)
,
∂?j . (f ? g) =
(
∂?j . f
)
? g + (eia∂
?
n . f) ?
(
∂?j . g
)
, (2.4.14)
where the notation ∂?µ . f was introduced in (1.5.14).
Using (2.3.2), (2.4.8) and (2.4.13) the ?-product representation of the derivatives D̂ρ is
calculated
D̂n 7→ D?n =
1
a
sin(a∂n) +
i
a∂2n
(cos(a∂n)− 1)∂l∂l,
D̂j 7→ D?j = ∂j
e−ia∂n − 1
−ia∂n
, (2.4.15)
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as well as the Leibniz rules
D?n . (f ? g) = (D
?
n . f) ? (e
−ia∂?n . g) + (eia∂
?
n . f) ? (D?n . g)
−ia
(
D?l e
ia∂?n . f
)
? (D? l . g), (2.4.16)
D?j . (f ? g) = (D
?
j . f) ? (e
−ia∂?n . g) + f ? (D?j . g). (2.4.17)
Finally, for the d’Alembert operator we find
̂ 7→ ? = 2
a2∂2n
(
1− cos(a∂n)
)
∂µ∂
µ. (2.4.18)
To find the ?-product representation of the generators Mµν one proceeds in the same
way like in the case of the derivatives ∂̂ρ, applying them on symmetrically ordered polyno-
mials. The result is
L̂ij 7→ L? ij = xi∂j − xj∂i,
L̂in 7→ L? in = xi∂n − xn∂i + xi∂µ∂µ
eia∂n − 1
2∂n
− xν∂ν∂i
eia∂n − 1− ia∂n
ia∂2n
. (2.4.19)
For the Leibniz rule (2.2.5) we obtain
L? ij .
(
f ? g
)
= (L? ij . f) ? g + f ? (L? ij . g),
L? in .
(
f ? g
)
=
(
L? in . f
)
? g +
(
eia∂
?
n . f
)
?
(
L? in . g
)
+ia
(
∂?k . f
)
?
(
L?ik . g
)
. (2.4.20)
At the end of this section we mention one more set of nonlinear derivatives, δ̂ρ. They
are given by
[δ̂n, x̂
n] = 1,
[δ̂n, x̂
l] = 0,
[δ̂j, x̂
n] =
(
1− iaδ̂n
eiaδ̂n − 1
) δ̂j
δ̂n
,
[δ̂j, x̂
l] = δlj
iaδ̂n
eiaδ̂n − 1
. (2.4.21)
The Leibniz rule for for δ̂n is trivial, while for δ̂j it is very complicated and no closed form
has been obtained so far
δ̂n(f̂ · ĝ) = (δ̂nf̂) · ĝ + f̂ · (δ̂nĝ),
δ̂j(f̂ · ĝ) = (δ̂jf̂) ·
(
1− ia
2
δ̂n −
a2
12
δ̂nδ̂n
)
ĝ +
(
(
1 +
ia
2
δ̂n −
a2
12
δ̂nδ̂n
)
f̂
)
· (δ̂jĝ)
+
a2
12
(
(δ̂nf̂) · (δ̂nδ̂jĝ) + (δ̂nδ̂j f̂) · (δ̂nĝ)
)
+O(a3). (2.4.22)
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For the completeness we also give the commutation relations between the derivatives δ̂ρ and
the Lorentz generators
[M ij , δ̂n] = 0,
[M ij, δ̂l] = δ
i
l δ̂
j − δjl δ̂i,
[M ln, δ̂n] = −δ̂l
eiaδ̂n − 1
iaδ̂n
,
[M ln, δ̂j] =
1
2
δlj δ̂n
(
eiaδ̂n + 1 +
(
eiaδ̂n − 1
) δ̂mδ̂
m
δ̂nδ̂n
)
+
eiaδ̂n − iaδ̂n − 1
iaδ̂nδ̂n
δ̂lδ̂j. (2.4.23)
The reason why these derivatives are interesting is their ?-product representation
δ̂n → δ?n = ∂n,
δ̂j → δ?j = ∂j, (2.4.24)
so they are represented by the usual partial derivatives acting on the space of commuting
coordinates. We use this result in Appendix B to discuss an alternative way of obtaining
symmetry of the κ-deformed space.
2.5 Fields and equations of motion
Since we are interested in defining a field theory on the κ-deformed space, we need a definition
of fields. Also, we formulate covariant equations of motion for a free scalar field and a free
Dirac spinor.
2.5.1 Fields
Under the classical Lorentz transformations
xλ → x′λ = xλ + xµω λµ , ωµν = −ωνµ = const. , (2.5.1)
a scalar field φ0(x)6 transforms like
φ′ 0(x′) = φ0(x). (2.5.2)
For an infinitesimal parameter ω λµ this transformation reads
δclωφ
0(x) = φ′ 0(x)− φ0(x) = −xµω λµ ∂λφ0(x) = −
1
2
ωαβLαβφ
0(x). (2.5.3)
Here Lαβ is the orbital part of Lorentz generator
Lαβ = xα∂β − xβ∂α. (2.5.4)
6We write φ0(x) in order to distinguish classical fields from the noncommutative ones.
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This transformation law we generalise to
δωφ(x) = −
1
2
ωαβ(L?αβ ? φ(x)) = −
1
2
ωαβL?αβ . φ(x), (2.5.5)
where L?αβ are generators of the κ-deformed Lorentz transformations given by (2.4.19). Note
that L?αβ . φ(x) is just the usual action of a differential operator, for example
L?in . φ = xi(∂nφ)− xn(∂iφ)− xi
(
∂µ∂
µ e
ia∂n − 1
2∂n
φ
)
+ xν
(
∂ν∂i
eia∂n − 1− ia∂n
ia∂2n
φ
)
. (2.5.6)
This is because all the ?-product contribution have already been included (expanded) in
writing down the expressions (2.4.19) for the generators L?αβ.
Classically, the transformation law of a covariant vector field can be obtained consid-
ering the transformation law of the derivative of a scalar field ∂µφ
0. However, we have seen
in Section 2.1 and later in Section 2.3 that there is no unique derivative on the κ-deformed
space. Depending on the choice of derivatives we will obtain different transformation laws
of a vector field. To stay as close as possible to the classical transformation laws we look at
the Dirac derivative of a scalar field7
δω(D
?
µ . φ) = D
?
µ . (δωφ) = −
1
2
ωαβD?µ . (L
?
αβ . φ)
= −1
2
ωαβ
(
L?αβ . (D
?
µ . φ)− ηβµ(D?α . φ) + ηαµ(D?β . φ)
)
. (2.5.7)
This leads to
δωVµ = −
1
2
ωαβ
(
L?αβ . Vµ − ηβµVα + ηαµVβ
)
. (2.5.8)
The first term is the transformation of the argument, while the other two stand for the index
transformation. This can be written as
δωVµ = −
1
2
ωαβ
(
L?αβ + Σαβ
)
. Vµ, (2.5.9)
where Σαβ is the constant matrix
8 in the index space of fields. Transformation law of an
arbitrary covariant tensor is
δωTµ1...µr = −
1
2
ωαβ
(
L?αβ . Tµ1...µr − ηβµ1Tαµ2 ...µr + ηαµ1Tβµ2 ...µr
− · · · − ηβµrTµ1...µr−1α + ηαµrTµ1...µr−1β
)
= −1
2
ωαβ
(
L?αβ + Σαβ
)
. Tµ1...µr . (2.5.10)
Because of the deformed Leibniz rules (2.4.20) we have that the ?-product of two scalar
fields is a scalar field again
δω(φ1 ? φ2) = −
1
2
ωαβL?αβ . (φ1 ? φ2). (2.5.11)
7Although this sentence appears not to make any sense, we repeat that ”Dirac derivative” is just the
name we use for one specific choice of derivatives.
8Notation Σαβ . Vµ stands just for the usual multiplication, Σαβ being a constant matrix.
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In the case of vector fields we have
δω(Vµ?Vν) = −
1
2
ωαβ
(
L?αβ .(Vµ?Vν)−
(
ηβµVα−ηαµVβ
)
?Vν−Vµ ?
(
ηβνVα−ηανVβ
)
)
, (2.5.12)
that is the ?-product of two vector fields transforms like a second rank tensor. Writing this
in a different way
δω(Vµ ? Vν) = −
1
2
ωαβ
(
L?αβ + Σαβ
)
. (Vµ ? Vν)
= −1
2
ωαβL?αβ . (Vµ ? Vν)−
1
2
ωαβΣαβ . (Vµ ? Vν), (2.5.13)
and comparing with (2.5.12) we see that
Σαβ . (Vµ ? Vν) = (Σαβ . Vµ) ? Vν + Vµ ? (Σαβ . Vν), (2.5.14)
the index part of the Lorentz transformation has the undeformed Leibniz rule.
To calculate the transformation law of a contravariant vector field we use (2.5.12).
Demanding that V µ ? Vµ transforms like a scalar field
δω(V
µ ? Vµ) = −
1
2
ωαβL?αβ . (V
µ ? Vµ), (2.5.15)
we find
δωV
µ = −1
2
ωαβ
(
L?αβ . V
µ + δµβηαλV
λ − δµαηβλV λ
)
. (2.5.16)
This can be generalised to an arbitrary contravariant tensor
δωT
µ1...µr = −1
2
ωαβ
(
L?αβ . T
µ1...µr − δµ1β ηαλT λµ2...µr + δµ1α ηβλT λµ2...µr
− · · · − δµrβ ηαλT µ1...µr−1λ + δµrα ηαλT µ1...µr−1λ
)
= −1
2
ωαβ
(
L?αβ + Σαβ
)
. T µ1...µr . (2.5.17)
Also, using (2.4.20) and (2.5.14) one shows that the ?-product of two arbitrary tensors is a
tensor again.
2.5.2 Covariant equations of motion
Having defined fields, we now formulate the covariant equations of motion. First we consider
the equation for a free scalar field, that is a generalisation of the Klein-Gordon equation.
In Section 2.3 we found the deformed d’Alembert operator. Its representation on the space
of commuting coordinates is given by (2.4.18). Using this it is not difficult to write the
deformed Klein-Gordon equation
(? +m2)φ(x) = 0. (2.5.18)
Because of (2.3.17) and (2.5.5) this equation is covariant. One can continue and analyse the
solutions of this equation, dispersion relation and even proceed towards quantisation. Part
of that has been done in [78].
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Next, we look at the κ-deformed equation for a free spinor field ψ, that is the κ-deformed
Dirac equation. Using the derivatives (2.4.15) one writes
(iγµD?µ −m)ψ = 0, (2.5.19)
where γµ are the usual γ matrices
{γµ, γν} = 2ηµν . (2.5.20)
Using (2.3.1),
[Mαβ, γ
µ] = δµβηαλγ
λ − δµαηβλγλ (2.5.21)
and
δωψ = −
1
2
ωαβ
(
L?αβ + Σαβ
)
. ψ, (2.5.22)
where Σαβ =
1
4
[γα, γβ], one checks that equation (2.5.19) is covariant under the κ-deformed
Lorentz transformations. Next step, the analysis of possible solutions has been partially
done in [78].
One can use both (2.5.18) and (2.5.19) to try out the quantisation procedure [79].
However, this problem is still not very well understood.
3
Construction of gauge theories on the
κ-deformed space
The best known description of fundamental interactions is given in terms of gauge theories.
Electromagnetic, weak and strong interactions are obtained by localising internal symmetries
while gravity can be understood as the gauge theory with the Poincaré group as the gauge
group. Therefore, it is of importance to generalise this concept to deformed spaces as well.
In this chapter we construct a general nonabelian gauge theory on the κ-deformed space.
However, the construction is done in a very general way so that it can be applied to other
deformed spaces as well. In our approach we have to introduce enveloping algebra-valued
quantities (noncommutative gauge parameter, noncommutative gauge field, . . . ) [32]. This
leads to (apparently) infinitely many degrees of freedom in the theory. The problem is
solved in terms of the Seiberg-Witten map [26]. This map allows to express noncommutative
variables in terms of the corresponding commutative ones and this reduces the number of
degrees of freedom to the commutative ones.
We start with reviewing the commutative gauge theory. Then we define the non-
commutative gauge transformations, see how the enveloping algebra comes in the play and
explicitly construct solutions of the Seiberg-Witten map for the noncommutative variables.
As a consequence of the nontrivial Leibniz rules for the derivatives we use in the construction,
the noncommutative gauge field becomes derivative valued.
3.1 Commutative gauge theory
Gauge theories were first introduced by C. N. Yang and R. L. Mills in 1954 [80] and they
became very important tool in particle physics. Before introducing the concept of gauge
theory on noncommutative spaces, we shortly repeat basic steps in the construction of gauge
theories on the commutative space.
The nonabelian gauge group is generated by the hermitian generators T a that fulfil
[T a, T b] = if abcT c, a = 1, . . . , n (3.1.1)
where f abc are structure constants of the group and the sum over repeated index (here c) is
understood. From the Jacobi identity
[T a, [T b, T c]] + [T b, [T c, T a]] + [T c, [T a, T b]] = 0 (3.1.2)
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it follows
fabcf dce + f acef bdc + f dacf bce = 0. (3.1.3)
The matter field1 ψ0(x) is in a certain irreducible representation (fundamental for example)
of this group. Under the gauge transformations2 we have
ψ0(x)→ ψ′0(x) = eiαa(x)T aψ0(x) def= Uα(x)ψ0(x), (3.1.4)
or infinitesimally
δαψ
0(x) = iαa(x)T aψ0(x)
def
= iα(x)ψ0(x). (3.1.5)
Since the parameter α(x) is x-dependent,3 the derivative of a field does not transform
like the field itself
δα(∂µψ
0) = iα(∂µψ
0) + i(∂µα)ψ
0. (3.1.6)
As a consequence of (3.1.6) the action
Sm =
∫
d4x ψ̄0(iγµ∂µ −m)ψ0
for the free spinor field (for example) is not invariant under (3.1.5). The symmetry can be
restored introducing the covariant derivative
D0µψ = ∂µψ − iA0aµ T aψ
def
= ∂µψ − iA0µψ, (3.1.7)
such that
δα(Dµψ0) = iαDµψ0. (3.1.8)
In (3.1.7) we introduced the Lie algebra-valued gauge field A0µ in order to achieve (3.1.8).
The transformation law of the gauge field A0µ follows from (3.1.8)
δαA
0
µ = ∂µα + i[α,A
0
µ], (3.1.9)
or in terms of the finite transformations
A0µ → A0
′
µ = UA
0
µU
−1 + iU(∂µU
−1). (3.1.10)
To construct the action for the field ψ which is invariant under (3.1.5) and (3.1.9) one
uses the minimal coupling prescription, that is in the ordinary action one replaces all the
partial derivatives with the covariant ones
Sm =
∫
d4x ψ̄0(iγµ∂µ −m)ψ0 → Sm =
∫
d4x ψ̄0(iγµ(∂µ − iA0µ)−m)ψ0. (3.1.11)
1We write the all the variables with the upper index 0 to distinguish them from the noncommutative ones
which will be introduced in the next section.
2In this and the next chapter we treat only internal symmetries, that is the transformations that do not
change coordinates, δαx
µ = 0. However, one can analyse the global Poincaré symmetry in the same way.
This is how gravity arises as a gauge theory. We will follow this approach in the last chapter when we try
to construct a theory of gravity on a deformed space.
3From now on we will keep this dependence implicit just to simplify the formulas.
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Using (3.1.5) and (3.1.9) one checks explicitly that this action is gauge invariant. Note
that although we have started from the free field theory, the action (3.1.11) describes an
interacting theory. The interaction comes from coupling of the matter field with the gauge
field. In this way the electroweak and strong interactions arise, the gauge groups being
SU(2)I × U(1)Y and SU(3)C respectively.
In order for A0µ not to be only external but also a dynamical field one has to introduce
the kinetic term for it. Therefore, we define the field-strength tensor F 0µν = F
0a
µνT
a as
F 0µν = i[D0µ,D0ν]. (3.1.12)
Applying (3.1.12) to the field ψ0 gives
F 0µν = F
0a
µνT
a = ∂µA
0
ν − ∂νA0µ − i[A0µ, A0ν] (3.1.13)
=
(
∂µA
0a
ν − ∂νA0aµ + f abcA0bµ A0cν
)
T a (3.1.14)
and
δαF
0
µν = i[α, F
0
µν ]. (3.1.15)
The covariant derivative fulfils the Jacobi identity
[D0µ, [D0ν,D0ρ]] + [D0ν, [D0ρ,D0µ]] + [D0ρ, [D0µ,D0ν]] = 0. (3.1.16)
Using (3.1.12), from (3.1.16) the Bianchi identity for the field-strength tensor follows
D0µF 0νρ +D0νF 0ρµ +D0ρF 0µν = 0. (3.1.17)
The restriction that the action for the gauge field has to be gauge invariant and the renor-
malisability properties of the theory fix the kinetic term for the gauge field uniquely. The
mass term m2A0µA
0µ is not allowed to appear in the action since it is not gauge invariant.
Historically, this was the problem with the theory of Yang and Mills. Namely, it was known
that weak and strong interactions are of short-range type so they were supposed to be carried
by massive particles. But the Yang-Mills theory gave interactions carried by massless parti-
cles. The problem was solved finally with the discovery of the mechanism of spontaneously
broken symmetry [81], [82]. This made it possible for gauge fields to became massive and
the Yang-Mills theory was finally accepted as the theory which describes the fundamental
interactions.
The gauge invariant action for the gauge field A0µ (the Yang-Mills action) is
Sg =
∫
d4x
(
− 1
4
Tr(F 0µνF
0µν)
)
, (3.1.18)
where the factor −1/4 is chosen in analogy with the electrodynamics.
Finally, the complete action is
S = Sm + Sg
=
∫
d4x ψ̄0(iγµ(∂µ − iA0µ)−m)ψ0 +
∫
d4x
(
− 1
4
Tr(F 0µνF
0µν)
)
. (3.1.19)
Having (3.1.19) one has enough information to analyse the theory, calculate the equations
of motion, conserved quantities. . . .
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As an example we present the equation of motion and the conserved current for the
theory given by (3.1.19). Varying the action (3.1.19) with respect to ψ̄0, ψ0 and A0aρ gives
the following equations of motion
δψ̄0 : iγµ(∂µψ
0) + γµA0µψ
0 −mψ0 = 0, (3.1.20)
δψ0 : −i(∂µψ̄0)γµ + ψ̄0γµA0µ −mψ̄0 = 0, (3.1.21)
δA0ρ : ∂µF
0µρ a + f abcA0bµ F
0µρ c + ψ̄0γρT aψ = 0. (3.1.22)
The current Jρa is introduced as
Jρa = f abcA0bµ F
0µρ c + ψ̄0γρT aψ. (3.1.23)
Due to the antisymmetry of F 0µρ a we have ∂µ∂ρF
0µρ a = 0 and this, together with (3.1.22)
and (3.1.23) gives
∂ρJ
ρa = 0, (3.1.24)
that is Jρa is the conserved current. In order to check if our theory is consistent, we prove
explicitly (using the equations of motion for the fields ψ, ψ̄ and A0aµ ) that J
ρa is conserved
∂ρJ
ρa = ∂ρ
(
fabcA0bµ F
0µρ c + ψ̄0γρT aψ0
)
= f abc
(
(∂ρA
0b
µ )F
0µρ c + A0bµ (∂ρF
0µρ c)
)
+ (∂ρψ̄
0)γρT aψ0 + ψ̄0γρT a(∂ρψ
0)
= −1
2
fabc
(
∂ρA
0b
µ − ∂µA0bρ + f bdeA0dρ A0eµ
)
F 0ρµ c +
1
2
fabcf bdeA0dρ A
0e
µ F
0ρµ c
+f abcA0bµ
(
f cdeA0dρ F
0ρµ e + ψ̄0γµT cψ0
)
−i(ψ̄0γρA0ρ −mψ̄0)T aψ0 + iψ̄0T a(γρA0ρψ0 −mψ0) = 0. (3.1.25)
We can cancel the first term in the third line due to the antisymmetry of the structure
constants f abc and also the terms proportional to m in the last line. We obtain
∂ρJ
ρa =
1
2
fabcf bdeA0dρ A
0e
µ F
0ρµ c +
1
2
fabcf cde
(
A0bµ A
0d
ρ − A0bρ A0dµ
)
F 0ρµ e
+f abcA0bρ ψ̄
0γρT cψ0 + iψ̄0γρA0bρ
(
T aT b − T bT a
)
ψ0
=
1
2
A0dρ A
0e
µ F
0ρµ c
(
fabcf bde + f aebf bdc − f adbf bec
)
+f abcA0bρ ψ̄
0γρT cψ0 − f abcA0bρ ψ̄0γρT cψ0
= 0, (3.1.26)
where we have used the Jacobi identity (3.1.3) to cancel the terms in the third line.
3.2 Noncommutative gauge theory, setting
In the following we generalise the concepts introduced in the previous section to deformed
spaces. Although we are especially interested in the gauge theory on the κ-deformed space,
we try to keep the analysis as general as possible, such that it can be applied to other
deformed spaces as well. The construction of the noncommutative gauge theory is done
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in the ?-product approach. However, one can equally well define noncommutative gauge
transformations in the abstract algebra and perform the analysis there. Our motivation for
doing everything in the ?-product approach is that in this way one can obtain results which
might be experimentally checked.
The noncommutative gauge transformation of a noncommutative field ψ(x) is defined
to be
δΛψ(x) = iΛ(x) ? ψ(x), (3.2.1)
where Λ(x) is the noncommutative gauge parameter. This is an infinitesimal transformation,
for finite transformations one has
ψ(x)→ ψ′(x) = eiΛ(x)? ? ψ(x), (3.2.2)
where e
iΛ(x)
? is the ?-exponential function. This function is the formal power series, the
ordinary multiplication in every summand is replaced by the ?-multiplication
eiΛ(x)? = 1 + iΛ−
1
2
Λ ? Λ− i
6
Λ ? Λ ? Λ + . . . . (3.2.3)
One can check that the equality e
iΛ(x)
? ? e
−iΛ(x)
? = 1 is fulfilled.
With this definition of a gauge transformation one can proceed in two ways. One is the
so-called ”covariant coordinate approach” [83], [84], [85]. This approach is closely related
with the appearance of noncommutative gauge theory in the framework of string theory.
Mathematically, it is based on the inner derivations on a deformed space and therefore is
convenient if one does not know the exterior derivatives on the deformed space in ques-
tion. The basic idea comes from the observation that the ?-multiplication of a field with a
coordinate is no longer a gauge covariant operation,
δΛ(x
µ ? ψ) = xµ ? δΛψ = ix
µ ? Λ ? ψ 6= iΛ ? (xµ ? ψ), (3.2.4)
since the ?-product is noncommutative. The problem is solved by introducing the covariant
coordinate Xµ = xµ + Aµ, such that
δΛ(X
µ ? ψ) = iΛ ? (Xµ ? ψ). (3.2.5)
Here Aµ is the noncommutative gauge potential; its transformation law follows from (3.2.5).
Then one proceeds with defining the field-strength tensor as in the commutative case. How-
ever, we do not wish to follow this approach here. Like we said, it is convenient since one
introduces the gauge potential without having to fix a differential calculus on a deformed
space first; one uses only inner derivations. In this way a variety of concepts on a deformed
space can be introduced without knowing much about its additional algebraic or geometric
structure.
In the previous chapter we analysed in detail the differential calculus on the κ-deformed
space. Therefore, we have enough information not to follow the approach of covariant coor-
dinates here. Instead, we construct covariant derivatives and proceeded in the full analogy
with the commutative theory.
Our starting point is the infinitesimal noncommutative transformation of a noncom-
mutative field ψ
δΛψ(x) = iΛ(x) ? ψ(x). (3.2.6)
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The field ψ belongs to a certain irreducible representation (fundamental for example) of the
gauge group. We consider a general nonabelian gauge group generated by the generators T a
which fulfil (3.1.1). In order to check if our definition of the gauge transformation (3.2.6) is
good, we remember that the commutative gauge transformations close in the algebra
δαδβ − δβδα = δ−i[α,β]. (3.2.7)
In words, the commutator of two gauge transformations δα and δβ is again a gauge transfor-
mation with the parameter −i[α, β]. Now we check if the same holds for the transformations
(3.2.6)
(δΛ1δΛ2 − δΛ2δΛ1)ψ(x) = (Λ1 ? Λ2 − Λ2 ? Λ1) ? ψ. (3.2.8)
If we take Λ1,2 = Λ
a
1,2T
a, that is the Lie algebra-valued noncommutative gauge parameters,
we obtain
(δΛ1δΛ2 − δΛ2δΛ1)ψ(x) =
1
2
(Λa1 ? Λ
b
2 + Λ
b
2 ? Λ
a
1)[T
a, T b] ? ψ
+
1
2
(Λa1 ? Λ
b
2 − Λb2 ? Λa1){T a, T b} ? ψ. (3.2.9)
The first term in (3.2.9) is again Lie algebra-valued because of (3.1.1). However, the second
term is not Lie algebra-valued in general. In the special case of U(N) gauge theories one can
express the anticommutator {T a, T b} in the generators T a only (no products of generators)
[26]. In the case of SU(N) groups, which are needed for the construction of a noncommuta-
tive generalisation of the Standard Model, this is not possible. There are two ways to solve
this problem. One is to look only at the U(N) gauge groups (and also SO(N) and Sp(N)
groups [50]). Then the commutator of two gauge transformations is again in the algebra of
transformations. Second possibility is to give up the Lie algebra-valued gauge parameter and
define the enveloping algebra-valued gauge transformations [32]. This approach we follow
here.
3.3 Enveloping algebra approach
The enveloping algebra of the Lie algebra (3.1.1) is the algebra freely generated by the
generators T a and divided by the ideal generated by (3.1.1)
AT =
C[[T 1, . . . , T n]]
([T a, T b]− if abcT c)
. (3.3.1)
It is infinite dimensional and its elements are all possible products of the generators modulo
the commutation relations. Especially, both [T a, T b] and {T a, T b} are in the enveloping alge-
bra. Therefore, the transformations (3.2.6) close in the enveloping algebra and we continue
our analysis there.
A basis in the enveloping algebra can be chosen by specifying the ordering. We choose
the symmetric ordering because of its invariance under the conjugation, for example
: T aT b : =
1
2
(T aT b + T bT a) =
1
2
(T bT a + T aT b) =: T aT b : .
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The basis is then
: T a : = T a,
: T aT b : =
1
2
(T aT b + T bT a),
. . .
: T a1 . . . T al : =
1
l!
∑
σ∈Sl
(T σ(a1) . . . T σ(al)). (3.3.2)
Since the noncommutative gauge parameter is enveloping algebra-valued it can be expanded
in the basis (3.3.2)
Λ(x) =
∞
∑
l=1
∑
basis
Λa1...all (x) : T
a1 . . . T al
= Λa(x) : T a : + Λa1a22 (x) : T
a1T a2 : + . . . . (3.3.3)
Now we define the covariant derivative Dµψ(x) = ∂?µ . ψ(x) − iVµ ? ψ(x) by its trans-
formation law
δΛ(Dµψ(x)) = iΛ ?Dµψ(x). (3.3.4)
Before we continue, one remarks is in order. The derivative ∂?µ is not specified here. The
choice of ∂?µ depends on the choice of a deformed space on which we want to construct the
gauge theory (and not only on that, as we shall see later). The reason for not specifying
∂?µ immediately is that we are trying to be as general as possible and first discuss some
problems characteristic for the noncommutative gauge theories in general. We come back to
this problem in the next section.
The transformation law for the noncommutative gauge field Vµ, just like in the com-
mutative case, follows from (3.3.4)
(δΛVµ) ? ψ = ∂
?
µ . (Λ ? ψ)− Λ ? (∂?µ . ψ) + iΛ ? Vµ ? ψ − iVµ ? Λ ? ψ. (3.3.5)
Note that before we have specified the derivatives ∂?µ we can not write (3.3.5) more explicitly
since we do not know the Leibniz rules for the derivatives ∂?µ. It is important that from
(3.3.5) and (3.3.3) it follows that Vµ has to be enveloping algebra-valued as well
Vµ =
∞
∑
l=1
∑
basis
V lµ a1...al : T
a1 . . . T al :
= V aµ (x) : T
a : + V a1a2µ : T
a1T a2 : + . . . . (3.3.6)
From (3.3.3) and (3.3.6) looks like we have formulated a theory with infinitely many
degrees of freedom which is an unphysical situation. The way to solve this problem is to
demand that all higher orders degrees of freedom are not independent, but that they can
be expressed in terms of the finitely many degrees of freedom. The most natural then is
to demand that all higher order degrees of freedom can be expressed in terms of the zeroth
order degrees of freedom, that is the Lie algebra-valued quantities. If this is possible (and
that we can only determine by explicit calculation, there is no principle to determine a priori
if this reduction is possible or not) then we reduce the number of degrees of freedom to
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the classical one. That means that our noncommutative quantities (gauge parameter, gauge
fields,. . . ) will be functions of the classical ones. The explicit construction is know as the
Seiberg-Witten map and it was first used by N. Seiberg and E. Witten in [26]. In the next
section we continue with the construction of the Seiberg-Witten map.
3.4 Seiberg-Witten map
We start with the noncommutative gauge parameter Λ and suppose that it can be written
as a function of the commutative gauge parameter α = αaT a and the commutative gauge
field A0µ = A
0a
µ T
a. Therefore, we introduce the following notation
Λ(x) = Λα(A
0
µ; x)
def
= Λα(x)
def
= Λα, (3.4.1)
and keep the dependence on the commutative variables implicit as well as the x-dependence,
unless we want to stress something. Also
δΛψ = iΛ ? ψ = iΛα ? ψ = δαψ. (3.4.2)
Here δαψ means that having the expression for the noncommutative field (here ψ) in terms
of the commutative variables (ψ0 and A0µ in this case, as we shall see later), noncommuta-
tive gauge transformation (3.4.2) is given by the commutative gauge transformation of the
expanded noncommutative field. From (3.4.2) we have
δαδβψ = δα(iΛβ ? ψ)
= i(δαΛβ) ? ψ + iΛβ ? (iΛα ? ψ) = i(δαΛβ) ? ψ − Λβ ? Λα ? ψ. (3.4.3)
The variation δαΛβ is nonzero since Λβ depends on the commutative gauge field A
0
µ and
δαA
0
µ = ∂µα− i[A0µ, α]. The consistency condition (3.2.7) then gives
δαΛβ − δβΛα − iΛα ? Λβ + iΛβ ? Λα = Λ−i[α,β], (3.4.4)
where we have omitted ?ψ in each term since the equation must be true for an arbitrary
field ψ. Since (3.4.4) is an equation in Λα only, we can use it to solve the Seiberg-Witten
map for Λα. We solve it perturbatively, that is we expand Λα in the deformation parameter
a4
Λα = Λ
0
α + aΛ
1
α + · · ·+ akΛkα + . . . . (3.4.5)
But also the ?-product in (3.4.4) has to be expanded. Therefore, this is the place at which
we leave the general discussion and specialise to the κ-deformed space. For the ?-product
we use (2.4.4), that is the symmetrically ordered ?-product. Expanding equation (3.4.4) up
to first order in a gives
a0 : δαΛ
0
β − δβΛ0α − i[Λ0α,Λ0β] = Λ0−i[α,β] (3.4.6)
a1 : aδαΛ
1
β − aδβΛ1α − ia[Λ0α ?,1 Λ0β]
− ia[Λ0α,Λ1β]− ia[Λ1α,Λ0β] = aΛ1−i[α,β], (3.4.7)
4Different expansions are possible, for example the expansion in the enveloping algebra basis (3.3.3), or
the expansion in the number of factors of gauge field A0µ. Of course, these expansions will not coincide.
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where we introduced ?1 for the first order term of the ?-product,
aΛ0α ?
1 Λ0β =
i
2
Cρσλ x
λ(∂ρΛ
0
α)(∂σΛ
0
β).
Looking at (3.4.6) we see that it will be fulfilled with the choice Λ0α = α, that is in
zeroth order noncommutative gauge transformation reduces to the classical one5.
Equation (3.4.7) is an inhomogeneous linear equation in Λ1α with the solution
aΛ1α = −
1
4
Cρσλ x
λ{A0ρ, ∂σα}. (3.4.8)
Calculating explicitly δαΛ
1
β, using (3.1.9) one can check that (3.4.7) is fulfilled. However,
this solution is not unique, one can add to it solutions of the homogeneous equation
aδαΛ
1
β − aδβΛ1α − i[α,Λ1β]− i[Λ1α, β]− aΛ1−i[α,β] = 0. (3.4.9)
The analysis of ambiguities of the Seiberg-Witten map was done in detail in [42] for the
θ-deformed space. Most of the things said there can be applied here as well and we will not
go into details. In the next chapter we use the freedom in the Seiberg-Witten map when
discussing the ambiguity of the conserved current in the case of U(1) gauge theory.
Now one can solve the second order for Λα and so on. The second order solution is
given in [86]. Here we do not go into second order analysis. Just for completeness we write
the solution for Λα up to first order in a
Λα = α−
1
4
Cρσλ x
λ{A0ρ, ∂σα}. (3.4.10)
Before proceeding further, we have two comments. When solving (3.4.7) it was sup-
posed that Λ1α is not derivative-valued, that is it is a function not a differential operator.
Nevertheless, the different approach is possible and we describe it shortly at the end of the
last chapter. If one compares (3.4.10) with the solution for Λ1α in the case of θ-deformed
space [41] one sees that they are the same, replaced θρσ with Cρσλ x
λ. This is the consequence
of the first order similarity of the symmetrically ordered ?-product for the κ-deformed space
and the Moyal-Weyl ?-product (1.5.8)
f ? g = fg +
i
2
θρσ(∂ρf)(∂σg) + . . . , (3.4.11)
f ? g = fg +
i
2
Cρσλ x
λ(∂ρf)(∂σg) + . . . . (3.4.12)
However, this analogy only applies to the first order. Already in the second order the
?-products (3.4.11) and (3.4.12) are different and also the explicit x-dependence of Λα in
(3.4.10) produces new terms in second order in the case of κ-deformed space, compared with
the θ-deformed space [86].
Having the solution of the Seiberg-Witten map for the noncommutative gauge param-
eter Λα we can now solve the Seiberg-Witten map for the noncommutative matter field ψ
using equation (3.4.2). Again, ψ has to be expanded in the deformation parameter a
ψ = ψ0 + aψ1 + . . . . (3.4.13)
5Note that δαΛ
0
β=0.
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Inserting this into (3.4.2) and expanding the ?-product to first order in a gives
a0 : δαψ
0 = iαψ0, (3.4.14)
a1 : aδαψ
1 = iaαψ1 + iaΛ1αψ
0 − 1
2
Cρσλ x
λ(∂ρα)(∂σψ
0). (3.4.15)
The zeroth order equation is fulfilled if ψ0 is the commutative matter field, since δαψ
0 = iαψ0.
The first order solution is
aψ1 = −1
2
Cρσλ x
λA0ρ(∂σψ
0) +
i
8
Cρσλ x
λ[A0ρ, A
0
σ]ψ
0. (3.4.16)
The comments about the ambiguities of the Seiberg-Witten map and about the similarity
of the first order solution with the solution in the case of the θ-deformed space also apply
here. Again for the completeness we write the solution for the field ψ up to first order in a
ψ = ψ0 − 1
2
Cρσλ x
λA0ρ(∂σψ
0) +
i
8
Cρσλ x
λ[A0ρ, A
0
σ]ψ
0. (3.4.17)
3.5 Covariant derivative and the gauge field
The covariant derivative was introduced in (3.3.4). However, there we have not specified
the derivatives ∂?µ. Now we do that first and then solve the Seiberg-Witten map for the
noncommutative gauge field Vµ.
As it was shown in Chapter 2, there is no unique derivative on the κ-deformed space
and any of derivatives obtained there is a good candidate for ∂?µ. But if we look at the
transformation laws of different derivatives under the κ-deformed Lorentz transformations,
we see that all but one have very complicated commutation relations with the κ-Lorentz
generators Mµν . The one that is different is the Dirac derivative D?µ introduced in (2.4.15).
It fulfils
[L? µν , D?ρ] = δ
ν
ρD
?µ − δµρD? ν , (3.5.1)
where L? µν are given in (2.4.19). Therefore, the covariant derivative defined asDµ = D?µ−iVµ
transforms as
δω(Dρψ) = −
1
2
ωαβ
(
L?αβ . (Dρψ)− ηβρ(Dαψ) + ηαρ(Dβψ)
)
. (3.5.2)
This means that the gauge field Vρ transforms as a covariant vector (2.5.8).
Having fixed the derivative we want to covariantise, we proceed in the familiar way, by
calculating the transformation law of the gauge filed Vµ. From
δα(Dµψ) = iΛα ?Dµψ = iΛα ?
(
D?µ . ψ − iVµ ? ψ
)
(3.5.3)
it follows
(δαVµ) ? ψ = D
?
µ . (Λα ? ψ)− Λα ? (D?µ . ψ) + i[Λα ?, Vµ] ? ψ. (3.5.4)
Now one has to be careful since the derivatives D?µ have the nontrivial Leibniz rules (2.4.16)
and (2.4.17). It is convenient to analyse separately the nth and jth components.
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First let us look at the jth component of (3.5.4). Using the Leibniz rule for D?j (2.4.17),
we obtain
δαVj ? ψ = (D
?
j . Λα) ?
(
e−ia∂n . ψ
)
+ iΛα ? Vj ? ψ − iVj ? (Λα ? ψ) . (3.5.5)
If we demand that Vj is a function and not a differential operator, we see from (3.5.5) that
we can not solve this equation. The problematic term is the first term on the right-hand
side; it is the consequence of the nontrivial Leibniz rule for D?j
6. The only way to solve this
is to allow that Vj is a differential operator, that is it is derivative-valued. Looking at (3.5.5)
we make the following ansatz
Vj = Aj ? e
−ia∂n (3.5.6)
and insert it in (3.5.5). After using e−ia∂n . (f ? g) = (e−ia∂n . f) ? (e−ia∂n . g) and omitting
e−ia∂n . ψ on the right-hand side we arrive at
δαAj = (D
?
j . Λα) + iΛα ? Aj − iAj ?
(
e−ia∂n . Λα
)
. (3.5.7)
This equation can now be used to solve the Seiberg-Witten map for the field Aj. As before,
Aj is expanded in the deformation parameter a:
Aj = A
0
j + aA
1
j + . . . . (3.5.8)
Expanding (3.5.7) gives
a0 : δαA
0
j = ∂jα + i[α,A
0
j ] (3.5.9)
a1 : aδαA
1
j = a∂jΛ
1 − ia
2
∂j∂nα + ia[α,A
1
j ] + ia[Λ
1, A0j ]
+ia[α ?,1 A0j ]− aA0j(∂nα). (3.5.10)
The zeroth order solution is obviously the commutative gauge field A0j . The first order
solution is given by
aA1j = −
ia
2
∂nA
0
j −
a
4
{A0n, A0j}+
1
4
Cρσλ x
λ
(
{F 0ρj, A0σ} − {A0ρ, ∂σA0j}
)
. (3.5.11)
That this is really a solution of (3.5.10) one can check explicitly using (3.1.9). For complete-
ness we write the solution for the field Vj up to first order in a
Vj = A
0
j − iaA0j∂n −
ia
2
∂nA
0
j −
a
4
{A0n, A0j}+
1
4
Cρσλ x
λ
(
{F 0ρj, A0σ} − {A0ρ, ∂σA0j}
)
. (3.5.12)
Comparing this solution with the solution for the noncommutative gauge field in the θ-
deformed case, we see that now they differ already in the first order, namely the second,
third and fourth term in (3.5.12) do not appear in the θ-deformed case.
Before going to the nth component of (3.5.4) we remark one more thing. Solving for Vj
we made ansatz (3.5.6). However, this is not the most general ansatz; we could have started
with
Vj = A1j ? e
−ia∂n + A2j ? D
?
n + A3 ? D
?
j + A
l
4j ? D
?
l . (3.5.13)
6Choosing the different set of derivatives [87] one can avoid the derivative-valued gauge fields, but then
one loses the symmetry properties.
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Inserting this into (3.5.5) gives
δαA1j = (D
?
j . Λα) + iΛα ? A1j − iA1j ? (e−ia∂n . Λα)
−iA2j ? (D?n . Λα)− iA3 ? (D?j . Λα)− iAl4j ? (D?l . Λα), (3.5.14)
δαA2j = iΛα ? A2j − iA2j ?
(
eia∂n . Λα
)
, (3.5.15)
δαA3 = iΛα ? A3 − iA3 ? Λα, (3.5.16)
δαA
l
4j = iΛα ? A
l
4j − iAl4j ? Λα − aA2j ? (∂? l . Λα), (3.5.17)
where we have collected terms proportional to ?e−ia∂n . ψ, ?D?n . ψ, ?D
?
j . ψ and ?D
?
l . ψ
respectively. To solve for A1j we have to solve first the equations for A2j , A3 and A
l
4j . Let
us start from A2j . Expanding (3.5.15) gives
a0 : δαA
0
2j = i[α,A
0
2j] (3.5.18)
a1 : aδαA
1
2j = ia[α,A
1
2j] + ia[Λ
1, A02j ] + ia[α
?,1 A02j ] + aA
0
2j(∂nα). (3.5.19)
Looking at the zeroth order equation we see that there are no inhomogeneous terms at the
right-hand side, so A02j = 0 is a solution. Equally well, the choice A
0
2j = c1F
0
nj where c1
is an arbitrary constant is a possible solution of (3.5.18). But this would mean that the
noncommutative gauge potential starts like
Vj = A
0
j + F
0
nj∂n +O(a)
which in the limit a → 0 does not reduce to the commutative gauge potential. Since we
always insist on the commutative limit of our theory this solution is not what we want. The
only possibility is therefore to put A02j = 0. For the first order equation this then gives
aδαA
1
2j = i[α,A
1
2j ]. (3.5.20)
Again, this is a homogeneous equation and we can choose A12j = 0. Also, A
1
2j = c2aF
0
nj
is allowed by (3.5.20) but this time there is no commutative limit restriction. Since so far
we have been ignoring the terms that were the solutions of homogeneous equations (when
solving for Λα, ψ, . . . ); we do the same here, that is we choose A
1
2j = 0. One should keep in
mind that different choices are possible, but being the solutions of homogeneous equations
they reduce to the freedom in the Seiberg-Witten map.
For A3 we repeat the previous analysis with the same result, A3 = 0 to first order in
a. With this solution the same follows for Al4j : A
l
4j = 0. Inserting this in (3.5.14) gives
(3.5.10) again. Therefore, the solution for Vj is the same as before, (3.5.12). To conclude
this remark, we could have started from a more general ansatz for Vj leading to a different
solution. However, the difference beetwen (3.5.12) and the new solution are just the terms
which are solutions of the homogeneous equations and we say that this two solutions are
equivalent up to the freedom in the Seiberg-Witten map.
Now, we look at the nth component of equation (3.5.4). Using the Leibniz rule for D?n
(2.4.16) leads to
δαVn ? ψ = (D
?
n . Λα) ? (e
−ia∂n . ψ) +
(
(eia∂n − 1) . Λα
)
? D?n . ψ (3.5.21)
−ia
(
D?j . (e
ia∂n . Λα)
)
? (D? j . ψ) + iΛα ? Vn ? ψ − iVn ? (Λα ? ψ) .
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The ansatz for Vn is
Vn = A1n ? e
−ia∂n + A2n ? D
?
n + A
l
3n ? D
?
l , (3.5.22)
but this time it is the most general ansatz we could think of. It gives (after collecting terms
proportional to ?e−ia∂n . ψ, ?D?n . ψ and ?D
?
l . ψ) the transformation laws for the fields A1n,
A2n and A
l
3n respectively:
δαA1n = (D
?
n . Λα) + iΛα ? A1n − iA1n ? (e−ia∂n . Λα)
−iA2n ? (D?nΛα)− iAl3n ? (D?l . Λα), (3.5.23)
δαA2n =
(
(eia∂n − 1) . Λα
)
+ iΛα ? A2n − iA2n ?
(
eia∂n . Λα
)
, (3.5.24)
δαA
l
3n = −ia
(
∂? l . Λα
)
+ iΛα ? A
l
3n − iAl3n ? Λα − aA2n ? (∂? lΛα). (3.5.25)
We have to solve A2n first. We expand (3.5.24)
a0 : δαA
0
2n = i[α,A
0
2n] (3.5.26)
a1 : aδαA
1
2n = ia∂nα + ia[α,A
1
2n] + ia[Λ
1, A02n]
+ia[α ?,1 A02n] + aA
0
2n(∂nα). (3.5.27)
With the same arguments as before (proper commutative limit), the zeroth order solution is
A02n = 0. This then gives
aδαA
1
2n = ia∂nα + ia[α,A
1
2n],
and the solution for A2n up to first order in a is
A2n = iaA
0
n. (3.5.28)
Again we have ignored the solutions of the homogeneous equation (for example, we could
have added the first order term c3C
ρσ
λ x
λF 0ρσ to the solution (3.5.28)).
Expanding (3.5.25) gives
a0 : δαA
0l
3n = i[α,A
0l
3n] (3.5.29)
a1 : aδαA
0l
3n = −ia∂lα + ia[α,A1l3n] + ia[Λ1, A0l3n]
+ia[α ?,1 A0l3n]− aA02n(∂lα). (3.5.30)
The solution up to first order is
Al3n = −iaA0l. (3.5.31)
Finally we come to (3.5.23)
a0 : δαA
0
1n = ∂nα + i[α,A
0
1n] (3.5.32)
a1 : aδαA
1
1n = a∂nΛ
1 − ia
2
∂l∂
lα + ia[α,A11n] + ia[Λ
1, A01n]
+ia[α ?,1 A01n]− iaA12n(∂nα)− iaA1l3n(∂lα). (3.5.33)
The zeroth order solution is just the commutative field A01n = A
0
n. Inserting this and the
solutions for A2n and A
l
3n we find
aA11n = −
a
2
(
i∂jA
0j + A0jA
0j
)
+
1
4
Cρσλ x
λ
(
{F 0ρn, A0σ} − {A0ρ, ∂σA0n}
)
. (3.5.34)
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Summing up all the results leads to the solution for Vn up to first order in a
Vn = A
0
n − iaA0j∂j −
ia
2
∂jA
0j − a
2
A0jA
0j +
1
4
Cρσλ x
λ
(
{F 0ρn, A0σ} − {A0ρ, ∂σA0n}
)
. (3.5.35)
With this result we end our analysis of the Seiberg-Witten map on the κ-deformed
space. Once again we mention that the problem of ambiguities has not been discussed here.
A part of it we will analyse in the next chapter and the rest is left for the future work.
3.6 Gauge covariant Lagrangians
In this section we want to construct the gauge covariant (invariant) Lagrangians for the
matter and gauge field. To write down the Lagrangian for the matter field we already have
all that we need. For the gauge field Lagrangian we first have to calculate the field-strength
tensor. It is defined as
Fµν = i[Dµ ?, Dν] (3.6.1)
and from here it follows
δαFµν = i[Λα ?, Fµν]. (3.6.2)
Applying this to the field ψ (calculating Fµν ? ψ) gives
Fij =
(
(D?i . Vj)− (D?j . Vi)− iVi ? (e−ia∂n . Vj) + iVj ? (e−ia∂n . Vi)
)
? e−2ia∂n
= F ′ij ? e
−2ia∂n , (3.6.3)
Fnj = F ′nj1 ? e−2ia∂n + F ′nj2 ? e−ia∂nD?n + F
′l
nj3 ? e
−ia∂nD?l , (3.6.4)
where we have used the Leibniz rules for D?µ derivatives and
F ′nj1 = (D
?
n . Vj)− (D?j . Vn1)− iVn1 ? (e−ia∂n . Vj) + iVj ? (e−ia∂n . Vn1)
−iV ln3 ? (D?l . Vj)− iVn2 ? (D?n . Vj), (3.6.5)
F ′nj2 =
(
(eia∂n − 1) . Vj
)
− (D?j . Vn2)− iVn2 ? (eia∂n . Vj)
+iVj ? (e
−ia∂n . Vn2), (3.6.6)
F
′l
nj3 = −ia(∂? l . Vj)− (D?j . V ln3)− aVn2 ? (∂? l . Vj)
−iV ln3 ? Vj + Vj ? (e−ia∂n . V ln3). (3.6.7)
From (3.6.3) and (3.6.4) it is obvious that Fµν is derivative-valued. Therefore, the
term Fµν ? Fµν in the Lagrangian (or in the action afterwards) does not make sense. This
problem can be solved using the analogy with the gravity theory. There one also calculates
the commutator of two covariant derivatives and expresses the result in terms of the curvature
tensor and torsion. We try to do the same here.
Let us look first at the component Fij. We expand e−2ia∂n up to first order in a
Fij = F ′ij ? e−2ia∂n = F ′ij ? (1− 2ia∂n)
= F ′ij ?
(
1− 2ia(∂n − iA0n) + 2aA0n
)
= F ′ij ?
(
1 + 2aA0n − 2iaD0n
)
= Fij + T
n
ij ?D0n.
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Here we have covariantised the derivative ∂n by adding the field A
0
n to it (since we are
interested only in the theory up to first order in a) and subtracting the same term. Note that
Fij is different from F
′
ij, the difference is in the first order term coming from covariantising
∂n. One can continue this separation on terms proportional to the covariant derivatives to
higher orders and for Fnj as well. We conclude that the field-strength tensor Fµν can be
written as
Fµν = Fµν + T ρµνDρ + · · ·+ T ρ1...ρlµν : Dρ1 . . .Dρl : + . . . , (3.6.8)
where the colons denote a basis in the enveloping algebra of covariant derivatives7. The
term which is not derivative-valued we call curvature-like term, while the other terms T ρ1...ρlµν
are torsion-like terms. When writing the Lagrangian (action) we use only the curvature-like
terms and ignore all the torsion-like terms.
Each of the terms in the expansion transforms covariantly again and that is why we
define the torsion-like terms proportional to the covariant and not to the usual derivatives.
To make this clearer we start form the definition (3.6.1). Then
δα(Fµν ? ψ) = iΛα ? Fµν ? ψ
δα
(
Fµν ? ψ + T
ρ
µν ? (Dρψ) + . . .
)
= iΛα ?
(
Fµν ? ψ + T
ρ
µν ? (Dρψ) + . . .
)
.
From here we have
δαFµν = i[Λα ?, Fµν], (3.6.9)
δαT
ρ
µν = i[Λα
?, T ρµν]. (3.6.10)
. . . .
If one would expand Fµν in terms of the usual derivatives, a term like T ρµν ? (∂ρψ) would
appear. Then
δα
(
T ρµν ? (∂ρψ)
)
= (δαT
ρ
µν) ? (∂ρψ) + T
ρ
µν ?
(
δα(∂ρψ)
)
def
= iΛα ? T
ρ
µν ? (∂ρψ).
The last term in the first line produces an additional term (since ∂ρψ does not transform
covariantly) spoiling the covariant transformation of T ρµν .
Rewriting (3.6.3) and (3.6.4) in the form (3.6.8) and expanding everything up to first
order in a gives
Fij = F
0
ij − iaD0nF 0ij +
1
4
Cρσλ x
λ
(
2{F 0ρi, F 0σj}+ {D0ρF 0ij, A0σ} − {A0ρ, ∂σF 0ij}
)
, (3.6.11)
T µij = −2iaδµnF 0ij, (3.6.12)
Fnj = F
0
nj −
ia
2
Dµ0F 0µj
+
1
4
Cρσλ x
λ
(
2{F 0ρn, F 0σj}+ {D0ρF 0nj, A0σ} − {A0ρ, ∂σF 0nj}
)
, (3.6.13)
T µnj = −iaηµlF 0lj − iaδµnF 0nj. (3.6.14)
7The enveloping algebra of covariant derivatives is the algebra freely generated by derivatives Dρ and
divided by the ideal generated by (3.6.1).
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Now we have all the ingredients to write both Lagrangians for the matter and gauge field.
The dynamics of the gauge field can be formulated using the tensor F µν
Lgauge = c Tr
(
F µν ? Fµν
)
. (3.6.15)
Note, however, that Tr
(
Fµν ? F
µν
)
is not invariant because of the ?-product in (3.6.15) but
δαLgauge = i[Λα ?, Lgauge]. (3.6.16)
The Lagrangian Lgauge gives the action (formulated with an integral with the trace property,
see the next chapter) which is gauge invariant. The trace will depend on the representation
of the generators T a because higher products of the generators will enter through the en-
veloping algebra. Expanding (3.6.15) up to first order in a and choosing, in analogy with
the undeformed theory c = − 1
4
, we obtain
Lgauge = −
1
4
Tr(F 0µνF
0µν)
− i
8
Cρσλ x
λTr
(
(D0ρF 0µν)(D0σF 0µν) +
i
2
{A0ρ, (∂σ +D0σ)(F 0µνF 0µν)}
−i{F 0µν , {F 0µρ, F 0νσ}}
)
(3.6.17)
+
ia
4
Tr
(
D0n(F 0µνF 0µν)− {(D0µF 0µj), F 0nj}
)
, (3.6.18)
where D0µψ = ∂µψ − iA0µψ and D0µF 0αβ = ∂µF 0αβ − i[A0µ, F 0αβ].
The Lagrangian for the matter field is
Lmatter = ψ̄ ? (iγµDµ −m)ψ (3.6.19)
and
δαLmatter = 0. (3.6.20)
Expanded up to first order in a (3.6.19) gives
Lmatter = ψ̄0(iγµ(∂µ − iA0µ)−m)ψ0
+
i
2
Cρσλ x
λ(D0ρψ0)D0σ
(
iγµD0µ −m
)
ψ0 − i
2
xνCρσν ψ̄
0γµF 0µρ(D0σψ0).
+
a
2
ψ̄0γj(D0nD0jψ0) +
a
2
ψ̄0γn(D0jD0jψ0). (3.6.21)
These are the Lagrangians which define the dynamics on the κ-deformed space. In the next
chapter we formulate the action from these Lagrangians.
4
U (1) gauge theory on the κ-deformed
space
In this chapter we focus on the U(1) gauge theory. We would like to come from the La-
grangians obtained in the previous chapter to the action which is necessary if one wants
to analyse the properties of the given theory. To be able to write the action one needs a
definition of an integral. Therefore, we first define an integral for the κ-deformed space (we
continue to work in the ?-product approach) and formulate the variational principle. Having
these two things at hand we write the action for the U(1) gauge theory coupled to fermions,
κ-deformed electrodynamics, and analyse some of its properties. The U(1) gauge theory
has been chosen for its simplicity, but the same approach is possible for nonabelian gauge
theories as well. Calculations are presented up to first order in the deformation parameter
but in some cases the results can be generalised to all orders. We say explicitly which results
are and which are not known to all orders.
4.1 Integral and the variational principle
An integral is a linear map of the algebra Ax into complex numbers
∫
: Ax −→ C, (4.1.1)
∫
(c1f + c2g) = c1
∫
f + c2
∫
g, ∀f, g ∈ Ax, ci ∈ C. (4.1.2)
However, there is one additional property we demand, the cyclicity. The motivation for
this requirement can be given easily. The transformation law of the field-strength tensor
Fµν = F
a
µνT
a (for generality we are still considering nonabelian gauge theory) is
δαFµν = i[Λα ?, Fµν ]. (4.1.3)
The Yang-Mills action is given by
SY M = −
1
4
Tr
∫
dn+1x Fµν ? F
µν , (4.1.4)
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where for the moment
∫
dn+1x is the usual commutative integral. Using (4.1.3) we obtain
δαSY M = δα
(
−1
4
Tr
∫
dn+1x Fµν ? F
µν
)
= −1
4
Tr
∫
dn+1x (iΛα ? Fµν ? F
µν − iFµν ? F µν ? Λα) . (4.1.5)
If we would have the usual pointwise product in (4.1.5), then cyclicly permuting under the
trace would lead to δαSY M = 0. Unfortunately, we cannot do the same here since the ?-
product is noncommutative. One way to repair this (if it is the only way we are not sure) is
to demand one additional property of the integral called cyclicity
∫
dn+1x (f(x) ? g(x)) =
∫
dn+1x (g(x) ? f(x)) =
∫
dn+1x (f(x)g(x)). (4.1.6)
From (4.1.6) it follows
∫
dn+1x (f1 ? f2 ? · · · ? fk) =
∫
dn+1x (fk ? f1 ? f2 ? · · · ? fk−1), (4.1.7)
that is cyclic permutations under the integral are allowed. Then δαSY M = 0 follows form
(4.1.5).
So far the discussion has been general, the ?-product in (4.1.6) has not been specified.
Since we are interested in the κ-deformed space, we now use the ?-product (2.4.4), expand
it up to first order in a and check if (4.1.6) is fulfilled
∫
dn+1x (f ? g) =
∫
dn+1x
(
fg +
i
2
Cαβλ x
λ(∂αf)(∂βg)
)
=
∫
dn+1x
(
fg +
i
2
Cαβλ ∂β
(
xλ(∂αf)g
)
− i
2
Cαββ (∂αf)g −
i
2
Cαβλ x
λ(∂α∂βf)g
)
=
∫
dn+1x
(
fg − i
2
Cαββ (∂αf)g
)
6=
∫
dn+1x fg.
We see that the usual integral is not suitable for defining the action1. Expanding the ?-
product to higher orders only gives new terms on the left-hand side in the last line and the
conclusion stays the same. Nevertheless, one can modify the usual integral by adding the
measure function [88], [89] such that
∫
dn+1x µ(x) (f ? g) =
∫
dn+1x µ(x) (g ? f) =
∫
dn+1x µ(x) (fg). (4.1.8)
Note that µ(x) is not ?-multiplied with other functions, it is a part of the volume element.
Expanding (4.1.8) up to first order in the deformation parameter gives
∫
dn+1x µ (f ? g) =
∫
dn+1x µ
(
fg +
i
2
Cαβλ x
λ(∂αf)(∂βg)
)
=
∫
dn+1x
(
µfg − i
2
Cαβλ x
λ(∂βµ)(∂αf)g −
i
2
Cαββ µ(∂αf)g
)
def
=
∫
dn+1x µ fg.
1In the case of the θ-deformed space, that is the Moyal-Weyl ?-product the usual integral fulfils (4.1.6).
We use this in the last chapter when constructing the deformed Einstein-Hilbert action on this space.
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Using the explicit form for the structure constants Cαβλ (2.1.2) from the last line follows
∂nµ(x) = 0, x
j∂jµ(x) = −nµ(x). (4.1.9)
Expanding the ?-product up to second order one sees that there are no new conditions on
µ coming from the second order; this is valid for all orders. This result was also obtained in
[90].
The solution of equations (4.1.9) is not unique. Some of the possibilities are
µ =
1
x0 . . . xn−1
, µ =
1
(
(x0)2 . . . (xn−1)2
)
n−1
2
, . . . . (4.1.10)
The second problem that is obvious from (4.1.10) is that the measure function is singular
at 0. However, after defining the Lagrangian density in such a way that it vanishes at
zero we can choose a positive-definite measure function. Note also that the explicit form
of µ is not required in any of the calculations later on, we use only relations (4.1.9) so the
non-uniqueness of µ does not affect our results.
With this integral we define the action as follows:
S =
∫
dn+1x µ(x)L,
where L is the Lagrangian density. From (4.1.9) we see that the measure function is a-
independent and therefore it does not vanish in the a → 0 limit. Since we want that our
theory gives corrections to the classical one, we have to define the Lagrangian density such
that
lim
a→0
µL = L0.
Here L is the effective Lagrangian density expanded in powers of the deformation parameter
a, and L0 is the Lagrangian density of the corresponding undeformed field theory.
Having found the integral that fulfils (4.1.6) (or (4.1.8) equivalently), we define the
variational principle. Namely, we can always bring the function to be varied to one side of
the product under the integral and then vary it
δ
δg(x)
∫
dn+1x µ f ? g ? h =
δ
δg(x)
∫
dn+1x µ g(h ? f) = µ h ? f. (4.1.11)
There is one more thing to be clarified before writing down the action. We know that
the usual derivative is an antihermitian operator
∫
dn+1xf(∂σg) = −
∫
dn+1x(∂σf)g
provided that functions f, g → 0 at the boundary surface at infinity. Using the definition of
the integral (4.1.8) however,
∫
dn+1xµf(∂σg) = −
∫
dn+1x
(
(∂σµ)f + µ(∂σf)
)
g 6= −
∫
dn+1xµ(∂σf)g,
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since we have introduced the x-dependent measure function in the definition of the integral.
If σ = n then because of (4.1.9) there is no additional term and ∂n is antihermitian. When
σ = j we introduce ∂̃j = ∂j + ρj(x) such that
∫
dn+1xµf(∂̃jg) = −
∫
dn+1xµ(∂̃jf)g (4.1.12)
and from this requirement we calculate ρj(x),
∫
dn+1xµf(∂̃jg) =
∫
dn+1xµf(∂jg + ρjg)
= −
∫
dn+1xµ(∂̃jf)g −
∫
dn+1x
(
∂jµ− 2µρj
)
fg.
From here it follows
ρj(x) =
∂jµ
2µ
. (4.1.13)
In this way we obtain antihermitian derivatives compatible with the integral (4.1.8). Sub-
stituting
∂j −→ ∂̃j = ∂j +
∂jµ
2µ
, ∂n −→ ∂̃n = ∂n
in (2.4.15) one obtains
D̃?n =
(
1
a
sin(a∂n)−
cos(a∂n)− 1
ia∂2n
∂̃l∂̃
l
)
,
D̃?j =
e−ia∂n − 1
−ia∂n
∂̃j (4.1.14)
and
∫
dn+1xµ f̄ ? (D̃?σ . g) = −
∫
dn+1xµ (D̃?σ . f) ? g. (4.1.15)
Now one has to recalculate the Leibniz rules for this modified derivatives. We do this
explicitly for D̃?j ; for D̃
?
n the calculation is analogous. From (4.1.13) follows
∂nρj = 0, x
l(∂lρj) = −ρj (4.1.16)
and from here and (2.4.7)
ρj ? f = ρj
eia∂n − 1
ia∂n
f, f ? ρj = ρj
e−ia∂n − 1
−ia∂n
f. (4.1.17)
Then
D̃?j . (f ? g) =
e−ia∂n − 1
−ia∂n
(∂j + ρj)(f ? g) = D
?
j . (f ? g) + ρj
e−ia∂n − 1
−ia∂n
(f ? g). (4.1.18)
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Using (4.1.17) we have
ρj
e−ia∂n − 1
−ia∂n
(f ? g) = f ? g ? ρj
= f ? ρj ? g + f ? [g ?, ρj]
= f ? ρj ? g + f ? ρj ?
(2− eia∂n − e−ia∂n
eia∂n − 1 g
)
= f ? ρj ? (e
−ia∂ng) = f ?
(
ρj
1− e−ia∂n
ia∂n
g
)
.
Inserting this result in (4.1.18) gives the Leibniz rule for D̃?j
D̃?j (f ? g) = (D
?
j . f) ? (e
−ia∂n . g) + f ? (D̃?j . g). (4.1.19)
The Leibniz rule for D̃?n is obtained in the similar way
D̃?n . (f ? g) = (D
?
n . f) ? (e
−ia∂n . g) + (eia∂n . f) ? (D̃?n . g)
−ia
(
D?j . (e
ia∂n . f)
)
? (D̃? j . g). (4.1.20)
It is interesting to note that D̃?σ always acts on the last term in the product, function g in
this case. We use this result in the next section when discussing the field-strength tensor.
4.2 Modified Seiberg-Witten map
In the previous chapter we have already solved the Seiberg-Witten map for a general non-
abelian gauge theory on the κ-deformed space. Therefore, the solutions for the U(1) gauge
theory immediately follow. However, our solution for the gauge field depends on the defini-
tion of the covariant derivative and this in turn on the choice of the derivative we want to
gauge. Since we prefer to work with D̃?µ instead of D
?
µ because of (4.1.15), we have to modify
the solutions for the gauge field Vµ obtained in the previous chapter.
Once again we start from the covariant derivative D̃µ = D̃?µ−iṼµ and its transformation
law
δα
(
D̃µψ(x)
)
= iΛα(x) ? D̃µψ(x). (4.2.1)
From (4.2.1) it follows
δṼµ ? ψ = D̃
?
µ . (Λα ? ψ)− Λα ?
(
D̃?µ . ψ
)
+ iΛα ? Ṽµ ? ψ − iṼµ ? (Λα ? ψ) . (4.2.2)
Again, it is more convenient to separate the nth and the jth components of (4.2.2).
First we look at the jth component. Using the Leibniz rule for D̃?j (4.1.19), we obtain
δαṼj ? ψ = (D
?
j . Λα) ?
(
e−ia∂n . ψ
)
+ iΛα ? Ṽj ? ψ − iṼj ? (Λα ? ψ) . (4.2.3)
Inserting the ansatz
Ṽj = Ãj ? e
−ia∂n (4.2.4)
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in (4.2.3) leads to
δαÃj = (D
?
j . Λα) + iΛα ? Ãj − iÃj ?
(
e−ia∂n . Λα
)
. (4.2.5)
Expanding Ãj field in the deformation parameter a:
Ãj = Ã
0
j + Ã
1
j + . . .
and using the solution for the gauge parameter Λα (3.4.10) gives the solution for Ṽj up to
first order in a
Ṽj = A
0
j − iaA0j∂n −
ia
2
∂nA
0
j −
a
4
{A0n, A0j}+
1
4
Cρσλ x
λ
(
{F 0ρj, A0σ} − {A0ρ, ∂σA0j}
)
. (4.2.6)
One notices that this solution is the same as (3.5.12). This is to be expected, because the
Ṽj field is only ∂n derivative-valued and ∂n is not modified.
Next, we look at the nth component of equation (4.2.2). Using the Leibniz rule for D̃?n
(4.1.20) leads to
δαṼn ? ψ = (D
?
n . Λα) ? (e
−ia∂n . ψ) +
(
(eia∂n − 1) . Λα
)
? (D̃?n . ψ)
−ia(D?j . (eia∂n . Λα)) ? (D̃? j . ψ) + iΛα ? Ṽn ? ψ − iṼn ? (Λα ? ψ) .(4.2.7)
We make the following ansatz
Ṽn = Ã1n ? e
−ia∂n + Ã2n ? D̃
?
n + Ã
l
3n ? D̃
?
l (4.2.8)
and insert it in equation (4.2.7). Collecting terms proportional to ?e−ia∂nψ, ?D̃?nψ and ?D̃
?
l ψ
we obtain the transformation laws for the fields Ã1n, Ã2n and Ã
l
3n respectively
δαÃ1n = (D
?
n . Λα) + iΛα ? Ã1n − iÃ1n ? (e−ia∂n . Λα)
−iÃ2n ? (D?n . Λα)− iÃl3n ? (D?l . Λα),
δαÃ2n =
(
(eia∂n − 1) . Λα
)
+ iΛα ? Ã2n − iÃ2n ?
(
eia∂n . Λα
)
,
δαÃ
l
3n = −ia
(
∂? l . Λα
)
+ iΛα ? Ã
l
3n − iÃl3n ? Λα − aÃ2n ? (∂? l . Λα). (4.2.9)
Up to first order in a the solutions of these equations are
Ã1n = A
0
n −
a
2
(
i∂jA
0j + A0jA
0j
)
+
1
4
Cρσλ x
λ
(
{F 0ρn, A0σ} − {A0ρ, ∂σA0n}
)
,
Ã2n = iaA
0
n,
Ãj3n = −iaA0j ,
and
Ṽn = A
0
n − iaA0j ∂̃j −
ia
2
∂jA
0j − a
2
A0jA
0j +
1
4
Cρσλ x
λ
(
{F 0ρn, A0σ} − {A0ρ, ∂σA0n}
)
. (4.2.10)
Comparing this solution with the solution for Vn (3.5.35), one sees that the only difference
is in the term −iaA0j ∂̃j. This is obviously the consequence of modifying derivatives.
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As the next step we construct the field-strength tensor. It is defined as
Fµν = i[D̃µ ?, D̃ν]. (4.2.11)
Applying this to the field ψ gives
Fij =
(
(D?i . Vj)− (D?j . Vi)
−iVi ? (e−ia∂n . Vj) + iVj ? (e−ia∂n . Vi)
)
? e−2ia∂n , (4.2.12)
Fnj = Fnj1 ? e−2ia∂n + Fnj2 ? e−ia∂nD̃?n + F lnj3 ? e−ia∂nD̃?l , (4.2.13)
where
Fnj1 = (D
?
n . Vj)− (D?j . Vn1)− iVn1 ? (e−ia∂n . Vj) + iVj ? (e−ia∂n . Vn1)
−iV ln3 ? (D?l . Vj)− iVn2 ? (D?n . Vj),
Fnj2 =
(
(eia∂n − 1) . Vj
)
− (D?j . Vn2)− iVn2 ? (eia∂n . Vj) + iVj ? (e−ia∂n . Vn2),
F lnj3 = −ia(∂? l . Vj)− (D?j . V ln3)− aVn2 ? (∂? l . Vj)− iV ln3 ? Vj + Vj ? (e−ia∂n . V ln3),
just like in (3.6.5)-(3.6.7).
Again we split Fµν into the curvature-like terms and torsion-like terms 2
Fµν = Fµν + T ρµνD̃ρ + · · ·+ T ρ1...ρlµν : D̃ρ1 . . . D̃ρl : + . . . . (4.2.14)
Expanding (4.2.12) and (4.2.13) up to first order in a and rewriting them in form (4.2.14)
gives
Fij = F
0
ij − iaD0nF 0ij +
1
4
Cρσλ x
λ
(
2{F 0ρi, F 0σj}+ {D0ρF 0ij, A0σ} − {A0ρ, ∂σF 0ij}
)
,
T µij = −2iaδµnF 0ij,
Fnj = F
0
nj −
ia
2
Dµ0F 0µj
+
1
4
Cρσλ x
λ
(
2{F 0ρn, F 0σj}+ {D0ρF 0nj, A0σ} − {A0ρ, ∂σF 0nj}
)
,
T µnj = −iaηµlF 0lj − iaδµnF 0nj. (4.2.15)
These results are the same as (3.6.11)-(3.6.14). Actually, we checked this up to second
order in a, and because of the structure of equations (4.2.12), (4.2.13), (4.1.19) and (4.1.20),
we expect that this holds to all orders in a. As in the action for the gauge field only the
curvature-like term is used3, from equations (4.2.15) we see that the modification of the
derivatives does not affect the gauge part of the action.
2Note that now the torsion-like terms are defined to be coefficients in front of the modified covariant
derivatives.
3That we use only the curvature-like term in the action is the matter of choice. In principle, one can also
include terms depending on the torsion-like terms.
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4.3 The action for the κ-deformed electrodynamics
Now we concentrate on the U(1) gauge theory coupled to fermions. For convenience we list
the solutions of the Seiberg-Witten map for the gauge parameter Λα, gauge field Ṽµ and
matter filed ψ in the case of U(1) gauge group
Λα = α−
1
2
Cρσλ x
λA0ρ(∂σα), (4.3.1)
ψ = ψ0 − 1
2
Cρσλ x
λA0ρ(∂σψ
0), (4.3.2)
Ṽj = A
0
j − iaA0j∂n −
ia
2
∂nA
0
j −
a
2
A0nA
0
j +
1
2
Cρσλ x
λ
(
2(∂ρA
0
j)− (∂jA0ρ)
)
A0σ,
Ṽn = A
0
n − iaA0j ∂̃j −
ia
2
∂jA
0j − a
2
A0jA
0j +
1
2
Cρσλ x
λ
(
2(∂ρA
0
n)− (∂nA0ρ)
)
A0σ, (4.3.3)
Fij = F
0
ij − ia∂nF 0ij + Cρσλ xλ
(
F 0ρiF
0
σj + (∂ρF
0
ij)A
0
σ
)
,
Fnj = F
0
nj −
ia
2
∂µF 0µj + C
ρσ
λ x
λ
(
F 0ρnF
0
σj + (∂ρF
0
nj)A
0
σ
)
. (4.3.4)
4.3.1 Matter field action
First we look at the action for the matter field without gauge symmetry. A proper action
for the spinor field ψ̃ would be:
Sm =
∫
dn+1x µ ψ̃ ?
(
iγσD̃?σ . ψ̃ −mψ̃
)
, (4.3.5)
where D̃?σ is given in (4.1.14). Varying (4.3.5) with respect to ψ̃ using (4.1.11) we obtain
µ
(
iγσD̃?σ . ψ̃ −mψ̃
)
= 0. (4.3.6)
The classical limit of this equation is
µ(iγσ∂̃σ −m)ψ̃ = 0,
since µ and ρj are a-independent. In order to correct this (like we have said before, we want
to have a theory with the good classical limit) we notice that
∂̃j(µ
− 1
2f) = (∂j + ρj)(µ
− 1
2 f) = µ−
1
2 (∂jf) (4.3.7)
and as a consequence
D̃?σµ
− 1
2 = µ−
1
2D?σ. (4.3.8)
This suggests that we can rescale the field ψ̃
ψ̃ = µ−
1
2ψ. (4.3.9)
Inserting (4.3.9) into (4.3.6) gives, after using (4.3.8)
iγσD?σ . ψ −mψ = 0, (4.3.10)
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which has the proper classical limit.
The other way to obtain (4.3.10) is to insert (4.3.9) in the action (4.3.5) directly
Sm =
∫
dn+1x µ (µ−
1
2ψ) ?
(
iγσD̃?σ . (µ
−
1
2ψ)−mµ− 12ψ
)
=
∫
dn+1x µ (µ−
1
2ψ)
(
iµ−
1
2γσ(D?σ . ψ)−mµ−
1
2ψ
)
=
∫
dn+1x ψ
(
iγλD?λ . ψ −mψ
)
, (4.3.11)
where coming from the first to the second line we used (4.1.8) and (4.3.8). The equation of
motion following from this action is exactly (4.3.10).
Now we write the gauge covariant version of (4.3.5)
Sm =
∫
dn+1x µ
(
˜̄ψ ? (iγµD̃µ −m)ψ̃
)
=
∫
dn+1x µ
(
˜̄ψ ?
(
iγµD̃?µ . ψ̃ + γ
µṼµ ? ψ̃ −mψ̃
)
)
. (4.3.12)
Using the variational principle we obtain the equation of motion for the matter field ψ̃:
µ
(
iγµD̃?µ . ψ̃ + γ
µṼµ ? ψ̃ −mψ̃
)
= 0. (4.3.13)
Again we have the same problem, equation (4.3.13) does not have the proper classical limit.
Unfortunately, we can not use (4.3.9) now since this rescaling is not compatible with the
Seiberg-Witten map. Namely, if δαψ = iΛα ? ψ then
δαψ̃ = δα(µ
−
1
2ψ) = iµ−
1
2 (Λα ? ψ) 6= iΛα ? ψ̃,
since the ?-product is noncommutative and the action (4.3.12) will not be gauge invariant.
Nevertheless, demanding
δαψ̃ = iΛα ? ψ̃
one redoes the Seiberg-Witten map for the field ψ̃, but this time taking the solution in a→ 0
limit to be ψ̃0 = µ−
1
2ψ0 instead of ψ0. This is allowed by the transformation law δαψ̃
0 = iαψ̃0.
Repeating the same calculation as in the previous chapter4 we find the following solution
ψ̃ = µ−
1
2ψ0 − µ− 12 1
2
Cρσλ x
λA0ρ∂σψ
0 − na
4
µ−
1
2A0nψ
0. (4.3.14)
The additional term arises as the consequence of requesting that the a → 0 limit of the
solution for ψ̃ field is µ−
1
2ψ0. This we might call the ”covariant rescaling”.
4In (4.3.14) we wrote the solution for ψ̃ field in the case of U(1) gauge group. Nevertheless, one can
calculate the solution in the case of an arbitrary nonabelian gauge group, first order result is
ψ = µ−
1
2ψ0 − 1
2
µ−
1
2C
ρσ
λ x
λA0ρ∂σψ
0 +
i
8
µ−
1
2C
ρσ
λ x
λ[A0ρ, A
0
σ ]ψ
0 − na
4
µ−
1
2A0nψ
0.
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Now we insert (4.3.14) and (4.3.3) in (4.3.13) and expand the Dirac derivatives up to
first order in a as well. The equation of motion up to first order in a follows
(iγµD0µ −m)ψ0 −
1
2
Cρσλ γρD0σD0λψ0 −
i
2
Cρσλ x
λγµF 0µρ(D0σψ0)
− i
4
Cρσσ γ
µF 0µρψ
0 = 0. (4.3.15)
The equation of motion for ψ̄ is obtained analogously, one varies the action with respect to
the field ψ̃, rescales the field
¯̃
ψ and expands the Dirac derivatives. The result is
− iD0µψ0γµ −mψ̄0 −
1
2
Cρσλ D0σD0λψ0γρ +
i
2
Cρσλ x
λD0σψ0γµF 0µρ
+
i
4
Cρσσ ψ̄
0γµF 0µρ = 0. (4.3.16)
We see that (4.3.16) is the hermitian conjugate of (4.3.15) (and vice versa) as expected.
But we are also interested in the effective action for fermions up to first order in a. Let
us write the action (4.3.12) with all the derivatives explicitly, using (4.2.4) and (4.2.8):
Sm =
∫
dn+1x µ
(
˜̄ψ ? (iγµD̃?µ . ψ̃ −mψ̃) + ˜̄ψ ? γµVµ1 ? (e−ia∂n . ψ̃) + ˜̄ψ ? γnVn2 ? (D̃?n . ψ̃)
+ ˜̄ψ ? γnV jn3 ? (D̃
?
j . ψ̃)
)
. (4.3.17)
Now we repeat the calculation leading to (4.3.11). We omit one ? in (4.3.17), rescale the
fermionic fields using (4.3.14) and finally insert the solutions for the Seiberg-Witten map for
the gauge field and obtain up to first order in a5
Sm =
∫
dn+1x
(
ψ̄0(iγµD0µ −m)ψ0 −
1
4
Cρσλ x
λψ̄0F 0ρσ(iγ
µD0µ −m)ψ0 (4.3.18)
−1
2
Cρσλ ψ̄
0γρD0σD0λψ0 −
i
2
Cρσλ x
λψ̄0γµF 0µρ(D0σψ0)−
i
4
Cρσσ ψ̄
0γµF 0µρψ
0
)
.
It might not be obvious but the action (4.3.18) is hermitian.
Since the integral in (4.3.18) is the usual integral, applying the variational principle to
(4.3.18) leads to the usual Euler-Lagrange equation of motion6
∂µ∂ν
∂L
∂(∂µ∂νψ)
− ∂µ
∂L
∂(∂µψ)
+
∂L
∂ψ
= 0. (4.3.19)
Using (4.3.19) the equations of motion for the fields ψ̄ and ψ follow from (4.3.18). They are
the same as (4.1.14) and (4.3.16) so we do not write them again.
5The covariant derivative D0µ is the usual covariant derivative for the undeformed U(1) gauge field theory,
D0µ = ∂µ − iA0µ.
6Note that in (4.3.18) the Lagrangian density depends on the second derivatives of fields as well.
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4.3.2 Gauge field action
Our first guess for the gauge field action is
Sg = −
1
4
∫
dn+1x µ Tr (Fµν ? F
µν) . (4.3.20)
To check if this is a good guess we look shortly at the equations of motion following from
(4.3.20).
If the matter field is not present, the equation of motion for the gauge field is
µ
(
∂µF
0µρ + higher order terms
)
= 0, (4.3.21)
that is
∂µF
0µρ + higher order terms = 0, (4.3.22)
since µ is a nonzero function. Equation (4.3.22) has the proper classical limit.
Now we add matter field to this action, that is we consider the theory described by the
action
S = Sm + Sg, (4.3.23)
where Sm is given by (4.3.18). The equation of motion for the gauge field follows from
δ(Sg + Sm)
δA0ρ
= 0, (4.3.24)
µ
(
∂µF
0µρ + higher order terms
)
= −(ψ̄γρψ + higher order terms ). (4.3.25)
Looking at the classical limit of this equation one finds
∂µF
0µρ = − 1
µ
ψ̄γρψ, (4.3.26)
which is obviously not the classical equation. Therefore, we have to cancel the measure7
under the integral in (4.3.20). The covariant rescaling will not work here. To be more
precise, it might work for the U(1) gauge theory since F 0µν = ∂µA
0
ν − ∂νA0µ. Then one
would rescale the gauge field in a proper way and obtain the rescaling of the field-strength
tensor such that it cancels the measure under the integral. But for the general nonabelian
gauge theory we have F 0µν = ∂µA
0
ν − ∂νA0µ − i[A0µ, A0ν]. Since F 0µν consists of both linear
and quadratic terms in A0µ, one cannot rescale the gauge field and obtain the rescaling of
the field-strength tensor as well. Since we would like to have a procedure how to write the
action for a general nonabelian gauge theory on the κ-deformed space, we do not consider
the possibility of covariant rescaling of the gauge field, but try to do something else instead.
7Leaving µ in (4.3.20) but also in (4.3.17) will not give the requested result since then the equations of
motion for ψ and ψ̄ will not have the proper limit because of the derivatives ∂̃j appearing.
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In [91] the similar problem was analysed, namely the construction of the Yang-Mills
action on the Eq(2)-covariant plane. The solution was the following. One can write the
action for the gauge field as
Sg = −
1
4
∫
dn+1x µ(x) Tr (X ? Fµν ? F
µν) , (4.3.27)
where X is the gauge covariant expression (so that the gauge invariance of the action is not
spoiled)
δαX = i[Λα ?, X]. (4.3.28)
In the a→ 0 limit X should cancel the measure µ under the integral, leading to the equation
of motion with the good classical limit.
We take that approach here and calculate X from (4.3.28) in the case of U(1) gauge
theory, having in mind that the generalisation to the nonabelian gauge theory is straight-
forward8. We obtain up to first order in a,
X = (1− anA0n)µ−1. (4.3.29)
Expanding (4.3.27) up to first order in a and using the solutions for the Seiberg-Witten map
(4.3.4) and (4.3.29), the effective action for the gauge field follows
Sg = −
1
4
∫
dn+1x
(
F 0µνF
0µν − 1
2
Cρσλ x
λF 0µνF 0µνF
0
ρσ + 2C
ρσ
λ x
λF 0µνF 0µρF
0
νσ
)
. (4.3.30)
4.3.3 Conserved currents
The complete action for the U(1) gauge theory coupled with matter is S = Sm + Sg. The
equations of motion for the matter fields are given by (4.3.15) and (4.3.16). For the gauge
field we have from (4.3.24)
− Jρ = ∂µF 0µρ −
1
2
Cαβµ F
0µρF 0αβ −
1
4
Cµρµ F
0αβF 0αβ + C
αβ
µ F
0µ
α F
0ρ
β
−Cαρµ F 0βµF 0αβ + Cαµµ F 0βρF 0αβ
+Cαβλ x
λ∂µ
(
F 0µα F
0ρ
β −
1
2
F 0µρF 0αβ
)
− 1
4
Cµρλ x
λ∂µ(F
0αβF 0αβ)
−Cαρλ xλ∂µ(F 0βµF 0αβ) + C
αµ
λ x
λ∂µ(F
0βρF 0αβ). (4.3.31)
The current Jµ is given by
Jρ =
δSm
δA0ρ
= −∂µ
∂Lm
∂(∂µA0ρ)
+
∂Lm
∂A0ρ
= ψ̄0γρψ0 − 1
2
Cαβλ x
λψ̄0γρF 0αβψ
0 − Cαρλ xλψ̄0γµF 0µαψ0 −
i
2
Cαµλ η
λρD0µψ0γαψ0
− i
2
Cαρµ ψ̄
0γµ(D0αψ0) +
i
2
Cαρµ ψ̄
0γα(D0µψ0) +
i
4
Cαµα
(
D0µψ0γρψ0 − ψ̄0γρD0µψ0
)
+
i
2
Cαµλ x
λD0µψ0γρ(D0αψ0). (4.3.32)
8The solution for X up to first order in a in the case of an arbitrary nonabelian group is the same as
(4.3.29), the difference arises in the second and higher orders in a.
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Using the equations of motion (4.3.15) and (4.3.16) one can show that the current
(4.3.32) is conserved, ∂ρJ
ρ = 0.
In the undeformed gauge theory the existence and the conservation of the current J ρ are
the consequences of the symmetry of the action with respect to the gauge transformations.
One expects that the same applies here. To check this we calculate the variation of the
action (4.3.18) for
δαψ
0 = iαψ0, δαψ̄
0 = −iαψ̄0, δαA0µ = ∂µα and δαF 0µν = 0. (4.3.33)
Since the action (4.3.18) depends on the second derivatives of the field ψ0 and ψ̄0 and on
the first derivatives of the gauge field A0ρ (unlike in the classical case), we have to derive the
Nöther theorem from the beginning. We do it for the U(1) gauge symmetry.
δαSm = δα
∫
dn+1x L
(
ψ0, ψ̄0, ∂ψ0, ∂ψ̄0, ∂2ψ0, ∂2ψ̄0, A0ρ, ∂A
0
ρ
)
δαL =
∂L
∂ψ0
δαψ
0 +
∂L
∂(∂µψ0)
δα(∂µψ
0) +
∂L
∂(∂µ∂νψ0)
δα(∂µ∂νψ
0)
+(δαψ̄
0)
∂L
∂ψ̄0
+ (δα(∂µψ̄
0))
∂L
∂(∂µψ̄0)
+ (δα(∂µ∂νψ̄
0))
∂L
∂(∂µ∂νψ̄0)
+
∂L
∂A0µ
δαA
0
µ +
∂L
∂(∂νA0µ)
δα(∂νA
0
µ). (4.3.34)
Inserting (4.3.33) into (4.3.34), using that δα(∂µψ
0) = ∂µ(δαψ
0) and the equations of motion
for the fields ψ0 and ψ̄0 (4.3.19) gives (after partial integration)
δαSm =
∫
dn+1x
(
α(∂ρj
ρ) + (∂ρα)M
ρ + (∂ρ∂µα)M
ρµ
)
, (4.3.35)
where
jρ = i
(
∂L
∂(∂ρψ0)
ψ0 − ψ̄0 ∂L
∂(∂ρψ̄0)
−
(
∂ν
∂L
∂(∂ν∂ρψ0)
)
ψ0 + ψ̄0
(
∂ν
∂L
∂(∂ν∂ρψ̄0)
)
+
∂L
∂(∂ν∂ρψ0)
(∂νψ
0)− (∂νψ̄0)
∂L
∂(∂ν∂ρψ̄0)
)
, (4.3.36)
Mρ = i
(
∂L
∂(∂ρψ0)
ψ0 − ψ̄0 ∂L
∂(∂ρψ̄0)
+2
∂L
∂(∂ν∂ρψ0)
(∂νψ
0)− 2(∂νψ̄0)
∂L
∂(∂ν∂ρψ̄0)
− i ∂L
∂A0ρ
)
, (4.3.37)
Mρµ = i
(
∂L
∂(∂ρ∂µψ0)
ψ0 − ψ̄0 ∂L
∂(∂ρ∂µψ̄0)
− i
2
( ∂L
∂(∂µA0ρ)
+
∂L
∂(∂ρA0µ)
)
. (4.3.38)
Since α(x), ∂ρα(x) and ∂ρ∂µα(x) are independent parameters (functions), then from the
requirement that δαSm = 0 we have
∂ρj
ρ = 0, (4.3.39)
Mρ = 0, (4.3.40)
Mρµ = 0. (4.3.41)
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Using the explicit form of the Lagrangian (4.3.18) one calculates that indeed M ρ = 0,
Mρµ = 0, while for jρ
jρ = ψ̄0γρψ0 − 1
4
Cαβλ x
λψ̄0γρF 0αβψ
0 − 1
2
Cαρλ x
λψ̄0γµF 0µαψ
0 (4.3.42)
− i
4
Cαµλ η
λρ
(
D0µψ0γαψ0 − ψ̄0γαD0µψ0
)
− i
4
Cαρλ
(
D0λψ0γαψ0 − ψ̄0γαD0λψ0
)
.
Comparing this result with (4.3.32) it looks as there are two conserved currents in the
theory. We first check if the difference ∆ρ = Jρ − jρ is a topological current, that is one
proves that it is conserved without using the equations of motion (off-shell). To do this, we
rewrite the difference of (4.3.32) and (4.3.42) more conveniently
∆ρ = Jρ − jρ = i
4
(
Cαρλ η
λµ − Cαµλ ηλρ
)
∂µ(ψ̄
0γαψ
0) +
1
2
Cαβλ x
λ∂β(ψ̄
0γρA0αψ
0)
−1
2
Cαρλ x
λψ̄0γµ(∂µA
0
α)ψ
0 +
i
2
Cαβλ x
λ∂β(ψ̄
0γρ(∂αψ
0)) +
1
2
Cαρλ x
λψ̄0γµ(∂αA
0
µ)ψ
0
− i
2
Cαρµ ψ̄
0γµ(∂αψ
0 − iA0αψ0) +
1
2
Cαββ ψ̄
0γρA0αψ
0
− i
4
Cαββ ∂α(ψ̄
0γρψ0) +
i
2
Cαµµ ψ̄
0γρ(∂αψ
0). (4.3.43)
If one wants to check now if ∂ρ∆
ρ = 0,9 one observes the following
∂ρ∆
ρ =
i
2
Cαβλ x
λ∂ρ∂β
(
ψ̄0γρ(∂αψ
0)
)
+
1
2
Cαρλ x
λ∂ρ
(
ψ̄0γµ(∂αA
0
µ)ψ
0
)
+
1
2
Cαρρ ψ̄
0γµ(∂αA
0
µ)ψ
0 +
i
2
Cαρρ ∂µ
(
ψ̄0γµ(∂αψ)
)
. (4.3.44)
Here we have cancelled all the terms we could without using explicitly the equations of
motion. First term in (4.3.43) is a real topological term; to cancel the others we used that
∂ρ(ψ̄
0γρψ0) = 0. To cancel the terms in (4.3.44) we have to use the zeroth order equations of
motion for the fields ψ0 and ψ̄0, but not the equation of motion for the field A0µ. Therefore,
∆ρ is not really a topological current.
To have two different conserved currents in the theory with only one symmetry is an
unexpected result. One possible interpretation is that it is actually a manifestation of the
freedom of the Seiberg-Witten map. However, there might be some other reasons for the
appearance of two conserved currents in our theory, but so far we were not able to answer
this question properly.
4.4 Seiberg-Witten map and the gauge symmetry
It is well known that the Seiberg-Witten map is not unique [92], [93], [94], [95]. The detailed
analysis of the ambiguities in the Seiberg-Witten map in the θ-deformed space was given in
[42] and we adopt this analysis for the problem at hand. Of course, we only look at the first
order contributions and the U(1) gauge theory.
9Since ∆ρ = Jρ − jρ, ∂ρ∆ρ = 0 is certainly fulfilled. The only question is whether one can prove it
explicitly without using the equations of motion.
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Let us start from the solution for the gauge parameter Λα (4.3.1). The homogeneous
equation expanded up to first order is
δαΛ
1
β − δβΛ1α = 0. (4.4.1)
If we restrict ourselves to Λ1α which is hermitian and do not allow for a derivative valued
gauge parameter, then there are no terms coming from the homogeneous equation, ∆Λ1α = 0.
The solution of the Seiberg-Witten map for the fermions (4.3.14) allows an additional
term
∆ψ̃ = b1µ
−1/2Cρσλ x
λF 0ρσψ
0, (4.4.2)
which does affect the action, as we shall see later.
When analysing possible additional terms in the solution of the Seiberg-Witten map
for the gauge filed in [42] the restriction was made that one does not allow for the derivative
valued terms to appear. However, in our setting the derivative-valued gauge fields appear
naturally, as the consequence of the nontrivial Leibniz rules for the Dirac derivatives (4.1.19)
and (4.1.20). Therefore, the most general solution of the homogeneous equation is given by
∆Ṽµ = ib2C
ρσ
λ x
λF 0µρD̃0σ + ib3Cρσλ xλF 0ρσD̃0µ +
+ib4C
ρσ
λ x
λ(D0σF 0µρ) + ib5Cρσλ xλ(D0µF 0ρσ) + ib6Cρσσ F 0µρ + ib7Cρσµ F 0ρσ. (4.4.3)
Terms ib4C
ρσ
λ x
λ(D0σF 0µρ) and ib5Cρσλ xλ(D0µF 0ρσ) are related by the Bianchi identity
Cρσλ x
λ
(
(D0σF 0µρ) + (D0µF 0ρσ) + (D0ρF 0σµ)
)
= 0.
Changing ρ and σ indices in the last term, we see
Cρσλ x
λ
(
2(D0σF 0µρ) + (D0µF 0ρσ)
)
= 0,
that is the terms proportional to b4 and b5 are not independent, so it is enough to write one
of them.
If in the last two terms in (4.4.3) we use the explicit formula for Cρσλ , we obtain
iab6nF
0
µn + iab7(F
0
nµ − F 0µn) = ia(b6n− 2b7)F 0µn.
In this way we reduce the number of arbitrary constants from 6 to 4,
∆Ṽµ = ib2C
ρσ
λ x
λF 0µρD̃0σ + ib3Cρσλ xλF 0ρσD̃0µ +
+ib4C
ρσ
λ x
λ(D0σF 0µρ) + iab5F 0µn. (4.4.4)
Now we demand that ∆Ṽµ is hermitian (that is natural, since Ṽµ is also hermitian and
we do not want to spoil that). This fixes the constants b4 and b5 and finally
∆Ṽµ = ib2C
ρσ
λ x
λF 0µρD̃0σ + ib3Cρσλ xλF 0ρσD̃0µ +
+
i
2
(b2 − 2b3)Cρσλ xλ(D0σF 0µρ) +
ia
2
(nb2 − 2b3)F 0µn. (4.4.5)
Note also that D0σF 0µρ = ∂0σF 0µρ since we work with the U(1) gauge theory.
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The new terms from (4.4.5) lead to the modification of the curvature-like terms
∆Fµν = 2b2C
ρσ
λ x
λFµσFνρ + 2b3C
ρσ
λ x
λFµνFρσ +
− i
2
(b2 − 2b3)Cρσλ xλ
(
D0νD0σF 0µρ −D0µD0σF 0νρ
)
− ia
2
(n− 1)b2D0nF 0µν (4.4.6)
and the torsion-like terms
∆T σµν = −ib2
(
Cρσν F
0
µρ − Cρσµ F 0νρ
)
− ib2Cρσλ xλ(D0νF 0µρ −D0µF 0νρ)
−ib3
(
δσµ(C
ρα
ν F
0
ρα + C
ρα
λ x
λ(D0νF 0ρα))− δσν (Cραµ F 0ρα + Cραλ xλ(D0µF 0ρα))
)
(4.4.7)
of the field strength (4.2.15).
Taking into consideration all the additional terms (4.4.2), (4.4.5) and (4.4.6) we obtain
a more general effective action:
S =
∫
dn+1x
(
ψ̄0(iγµD0µ −m)ψ0 −
1
4
F 0µνF
0µν
−1
4
Cρσλ
(
ψ̄0γρD0σD0λψ0 +D0σD0λψ0γρψ0
)
−1
4
(1− 8b1)Cρσλ xλψ̄0F 0ρσ(iγµ(D0µψ0)−mψ0)−
i
2
(1− 2b2)Cρσλ xλψ̄0γµF 0µρ(D0σψ0)
+ib3C
ρσ
λ x
λψ̄0γµF 0ρσ(D0µψ0)− 2i(b1 −
1
4
(b2 − 2b3))Cρσλ xλψ̄0γµ(D0σF 0µρ)ψ0
− ia
4
(n+ 8b1 − 2nb2 + 4b3 − 1)ψ̄0γµF 0µnψ0
−1
2
(1− 2b2)Cρσλ xλF 0µνF 0µρF 0νσ +
1
8
(1− 8b3)Cρσλ xλF 0µνF 0µνF 0ρσ
)
. (4.4.8)
All constants bi are so far completely undetermined and they have been all set to zero in the
previous chapter. The reason for this particular choice has been a technical simplicity in the
construction of the Seiberg-Witten map. However, we have another interesting possibility.
There exists a particular choice of the constants bi such that all the ambiguous, undetermined
terms in the action (4.4.8) are set to zero.
For the massless fermions we choose b1 = 1/16, b2 = 1/2 and b3 = 1/8. The effective
action (4.4.8) up to first order in the deformation parameter a is then
S =
∫
dn+1x
(
iψ̄0γµD0µψ0 −
1
4
F 0µνF
0µν
−1
4
Cρσλ
(
ψ̄0γρD0σD0λψ0 +D0σD0λψ
0
γρψ
0
)
)
. (4.4.9)
The corresponding equations of motion are
iγµD0µψ0 −
1
2
Cρσλ γρD0σD0λψ0 −
i
4n
Cρσσ γ
µF 0µρψ
0 = 0,
−iD0µψ0γµ −
1
2
Cρσλ D0σD0λψ0γρ +
i
4n
Cρσσ ψ̄
0γµF 0µρ = 0, (4.4.10)
∂µF
0ρµ = Jρ = ψ̄0γρψ0 (4.4.11)
− i
4
(
Cαµλ η
λρ
(
D0µψ0γαψ0 − ψ̄0γαD0µψ0
)
+ Cαρλ
(
D0λψ0γαψ0 − ψ̄0γαD0λψ0
))
.
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If one calculates the current jρ (4.3.36), coming from the variation of the action (4.4.9) one
finds jρ = Jρ.
For the massive fermions we have to choose b1 = 1/2, b2 = 1/2 and b3 = 0. This leads
to the effective action up to first order in a
S =
∫
dn+1x
(
ψ̄0(iγµD0µ −m)ψ0 −
1
4
F 0µνF
0µν
−1
4
Cρσλ
(
ψ̄0γρD0σD0λψ0 +D0σD0λψ
0
γρψ
0
)
+
1
8
Cρσλ x
λF 0µνF 0µνF
0
ρσ
)
. (4.4.12)
The equations of motion for the matter field which follow from (4.4.12) are
(iγµD0µ −m)ψ0 −
1
2
Cρσλ γρD0σD0λψ0 −
i
4n
Cρσσ γ
µF 0µρψ
0 = 0,
−iD0µψ0γµ −mψ̄0 −
1
2
Cρσλ D0σD0λψ0γρ +
i
4n
Cρσσ ψ̄
0γµF 0µρ = 0. (4.4.13)
The conserved current is again only one and it is given by (4.4.11). However, the equation of
motion for the gauge field will have additional terms on the left-hand side of (4.4.11) and they
will be explicitly x-dependent. It looks like the Yang-Mills part of the action ”feels” if the
fermionic fields are massive or massless, which is unusual. Also, the explicit x-dependence in
the action (4.4.12) is not something that one expects to have. Fortunately, there is a freedom
in the Seiberg-Witten map which we have not used so far. Namely, X was also obtained by
solving the Seiberg-Witten map (4.3.28). To the solution (4.3.29) we add
∆X = b4µ
−1Cρσλ x
λF 0ρσ. (4.4.14)
This leads to the effective action (for the massive fermions, for the massless fermions we set
b4 = 0)
S =
∫
dn+1x
(
ψ̄0(iγµD0µ −m)ψ0 −
1
4
F 0µνF
0µν (4.4.15)
−1
4
Cρσλ
(
ψ̄0γρD0σD0λψ0 +D0σD0λψ
0
γρψ
0
)
+
1
8
(1− 2b4)Cρσλ xλF 0µνF 0µνF 0ρσ
)
.
Choosing b4 = 1/2 we obtain
S =
∫
dn+1x
(
ψ̄0(iγµD0µ −m)ψ0 −
1
4
F 0µνF
0µν
−1
4
Cρσλ
(
ψ̄0γρD0σD0λψ0 +D0σD0λψ
0
γρψ
0
)
)
, (4.4.16)
which is exactly (4.4.9) (up to m = 0 or m 6= 0 for the fermions).
In this way we have obtained the same action, equations of motion and conserved
current in the case of U(1) gauge theory coupled to the massive or massless fermions. Fur-
thermore, we have obtained the action and the equations of motion that are both gauge
invariant and invariant under the classical Poincaré transformations. Note that no explicitly
x-dependent terms appear in the action (4.4.16). This is the reason why we would prefer
this choice of the Seiberg-Witten solutions. Since we are not sure if the requirement that
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the two conserved currents should be equal is correct, we do not want to use it to fix the
ambiguities in the Seiberg-Witten map. However, we can demand that the action is explic-
itly x-independent and this then gives the preferred choice of the Seiberg-Witten map. In
addition, we say that this choice gives the unique conserved current.
We end this analysis with a few comments. First note that the fermionic action we
have constructed here up to first order in a is
Sm =
1
2
∫
dn+1x
(
ψ̄0(iγµDµ −m)ψ0 + (−iDµψγµ −mψ̄)ψ
)
. (4.4.17)
Here the operator Dµ is Dirac operator (4.1.14) expanded in a in which partial derivatives are
covariantised by minimal substitution ∂α → ∂α−iA0α. We conjecture that this is also valid for
higher orders, but one needs to be careful in ordering the derivatives in the expansion of the
Dirac operator. Namely, in the second order in a a term like ψ̄0∂2n∂jψ
0 appears. Therefore,
it will not be the same if one writes ψ̄0D0nD0nD0jψ0 or ψ̄0D0nD0jD0nψ0 or ψ̄0D0jD0nD0nψ0 since
the covariant derivatives do not commute. But analysis here is far from being complete, this
is to be investigated in future.
Note also that if one allows for the derivative-valued gauge fields in the θ-deformed
case, one can construct the effective U(1) action with no additional terms in the first order
with respect to the undeformed U(1) gauge theory, compare with [41].
5
Gravity on the θ-deformed space
In the previous two chapters we were analysing the noncommutative gauge theories. In this
chapter we continue with this subject, only now we turn to the local space-time symmetries.
Our aim is the construction of a gravity theory on deformed spaces. For simplicity we
work with the θ-deformed space which has been introduced in Chapter 1. Nevertheless, the
method we use is a rather general one and it can be applied to other deformed spaces as
well.
Since our approach is based on a deformation of the commutative diffeomorphism sym-
metry, we first rewrite some of the well known properties of the commutative diffeomorphisms
in a more mathematical way. Then we derive the Hopf algebra of deformed diffeomorphisms
and using this result introduce the concept of fields. Repeating the steps one does in the
commutative case, we obtain the deformed Einstein-Hilbert action and derive the equation
of motion from it. At the end of the chapter we make two remarks. The first one concerns
the θ-deformed global Poincaré symmetry which can be viewed as a special case of the dif-
feomorphism symmetry. The second one concerns a different approach to noncommutative
gauge theories.
5.1 Commutative diffeomorphisms
Under the general coordinate transformations
xµ → x′µ = xµ + ξµ(x), (5.1.1)
a scalar field φ0(x)1 transforms as
φ′ 0(x′) = φ0(x), (5.1.2)
or in the language of infinitesimal transformations
δclξ φ
0(x) = φ′ 0(x)− φ0(x) = −ξµ∂µφ0(x). (5.1.3)
Here ξµ(x) is an arbitrary function of coordinates. These transformations close in the algebra
[δclξ δ
cl
η − δclη δclξ ] = δcl[ξ,η], (5.1.4)
1We write (almost) all commutative fields with the upper index 0 to distinguish them from their non-
commutative analogs.
68 5. Gravity on the θ-deformed space
where δcl[ξ,η]φ
0 = −
(
ξν(∂νη
µ)−ην(∂νξµ)
)
(∂µφ
0). Algebra (5.1.4) is the algebra of commutative
(classical, undeformed) diffeomorphisms.
The product of two scalar fields is a scalar field again
δclξ
(
φ01(x)φ
0
2(x)
)
=
(
δclξ φ
0
1(x)
)
φ02(x) + φ
0
1(x)
(
δclξ φ
0
2(x)
)
= −ξµ∂µ
(
φ1(x)φ2(x)
)
(5.1.5)
and we see that the Leibniz rule for the operator δclξ is undeformed. This Leibniz rule follows
from the coproduct
∆δclξ = δ
cl
ξ ⊗ 1 + 1⊗ δclξ . (5.1.6)
It is not difficult to check that (5.1.6) is coassociative and that it is consistent with the
algebra (5.1.4). Adding the counit and antipode
ε(δclξ ) = 0, S(δ
cl
ξ ) = −δclξ (5.1.7)
we define the Hopf algebra of undeformed diffeomorphisms2.
Under the transformations (5.1.1) an arbitrary tensor transforms as
δclξ T
0 ν1...νs
µ1 ...µr
= −ξλ(∂λT 0 ν1...νsµ1...µr )− (∂µ1ξ
λ)T 0 ν1...νsλµ2...µr − · · · − (∂µrξ
λ)T 0 ν1...νsµ1...µr−1λ
+(∂λξ
ν1)T 0λν2...νsµ1...µr + · · ·+ (∂λξνs)T 0 ν1...νs−1λµ1 ...µr . (5.1.8)
Specially, for a covariant vector we have
δclξ V
0
µ = −ξλ(∂λV 0µ )− (∂µξλ)V 0λ , (5.1.9)
and for a contravariant one
δclξ V
0 µ = −ξλ(∂λV 0 µ) + (∂λξµ)V 0 λ. (5.1.10)
Since (5.1.9) is a local transformation (the parameter ξλ being x-dependent), one pro-
ceeds like in the usual gauge theory, observing that the partial derivative of a vector field
does not transform like a second rank tensor. This is repaired by introducing the covariant
derivative
D0µV
0
ν = (∂µV
0
ν )− Γ0 αµν V 0α , (5.1.11)
where Γ0 αµν is the commutative connection. Its transformation law follows from the require-
ment
δclξ (D
0
µV
0
ν ) = −ξλ(∂λD0µV 0ν )− (∂µξλ)D0λV 0ν − (∂νξλ)D0µV 0λ , (5.1.12)
and it is given by
δclξ Γ
0 α
µν = −ξλ(∂λΓ0 αµν )− (∂µξλ)Γ0 αλν − (∂νξλ)Γ0 αµλ + (∂λξα)Γ0 λµν − (∂µ∂νξα). (5.1.13)
2To be more precise, in order to speak about the Hopf algebra of diffeomorphisms one has to go to the
enveloping algebra of (5.1.4) [96]. It is the associative algebra freely generated by δclξ elements and divided
by the ideal generated by (5.1.4) relations.
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Because of the last term in (5.1.13) Γ0 αµν is not a tensor. One generalises (5.1.11) to an
arbitrary tensor
D0ρT
0 ν1...νs
µ1...µr
= (∂ρT
0 ν1...νs
µ1...µr
)− Γ0 αρµ1T
0 ν1...νs
αµ2 ...µr
− · · · − Γ0 αρµrT 0 ν1...νsµ1...µr−1α
+Γ0 ν1ρα T
0 αν2...νs
µ1...µr
+ · · ·+ Γ0 νsρα T 0 ν1...νs−1αµ1...µr . (5.1.14)
The commutator of two covariant derivatives defines the curvature tensor R0µνρ
σ and
the torsion T 0αµν
[Dµ, Dν]V
0
ρ = R
0
µνρ
σV 0σ + T
0 α
µν D
0
αV
0
ρ , (5.1.15)
with
R0µνρ
σ = (∂νΓ
0 σ
µρ )− (∂µΓ0 σνρ ) + Γ0 βνρ Γ0 σµβ − Γ0 βµρ Γ0 σνβ , (5.1.16)
T 0 αµν = Γ
0 α
νµ − Γ0 αµν . (5.1.17)
One also introduces the metric tensor gµν as a symmetric tensor of the second rank.
Together with its inverse gµν, it is used to raise and lower indices. Although metric and
connection are independent objects, they can be related introducing the metricity condition
D0ρgµν = (∂ρgµν)− Γ0 αρµ gαν − Γ0 αρν gµα = 0. (5.1.18)
This condition enables us to calculate the symmetric part of Γ0 αµν in terms of the metric
tensor and its inverse. If the space is torsion-free, T 0 αµν = 0, then from (5.1.17) it follows
that the connection is symmetric in lower indices and it is then given entirely in terms of
the metric and its inverse.
Using the metric one defines the Ricci tensor and scalar curvature as
R0µν = R
0
µρν
ρ = R0νµ, (5.1.19)
R0 = gµνR0µν . (5.1.20)
Finally, the Einstein-Hilbert action3 is given by
S =
∫
d4x
√−gR0, (5.1.21)
where g is the determinant of the metric tensor gµν. In order to have an action which is
invariant under the undeformed diffeomorphisms, one has to introduce the measure function√−g. Its transformation law
δclξ
√
−g = −(∂λ(ξλ
√
−g)) = −(∂λξλ)
√
−g − ξλ(∂λ
√
−g) (5.1.22)
ensures that the action (5.1.21) is invariant. Varying (5.1.21) with respect to the metric
gives the equations of motion.
In the next sections we generalise these concepts to the θ-deformed space. The starting
point is the Hopf algebra of undeformed diffeomorphisms given in (5.1.4), (5.1.6) and (5.1.7).
3Of course, one can define more general actions than (5.1.21) using not only curvature scalar but also
curvature tensor, Ricci tensor and, if it is different from zero, torsion.
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5.2 Deformed diffeomorphisms
In this section we introduce the mathematical tools necessary to derive a gravity theory on
the θ-deformed space. We work in the ?-product formalism. For convenience some of the
important formulas from Section 1.5 are repeated.
The θ-deformed space is defined by (1.1.3). Functions in the abstract algebra are repre-
sented by functions of the commutative coordinates, while the abstract algebra multiplication
is represented by the Moyal-Weyl ?-product
f ? g (x) = e
i
2
∂
∂xρ
θρσ ∂
∂yσ f(x)g(y)
∣
∣
∣
y→x
, (5.2.1)
or
f ? g (x) =
∞
∑
n=1
( i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnf(x)
)(
∂σ1 . . . ∂σng(x)
)
= fg +
i
2
θρσ(∂ρf)(∂σg)−
1
8
θρ1σ1θρ2σ2(∂ρ1∂ρ2f)(∂σ1∂σ2g) + . . . , (5.2.2)
with θρσ = −θσρ = const.. The derivatives in the abstract algebra ∂̂λ are represented by the
?-derivatives ∂?λ
∂?λ = ∂λ, (5.2.3)
where ∂λ are the usual partial derivatives. In the following we will mainly write ∂λ, only
when we want to stress something we write explicitly ∂?λ. Because of (5.2.3) this makes no
difference to our results. The Leibniz rule for the derivatives (5.2.3) is
∂?λ ?
(
f ? g
)
=
(
∂?λ ? f
)
? g + f ?
(
∂?λ ? g
)
=
(
∂?λ . f
)
? g + f ?
(
∂?λ . g
)
, (5.2.4)
where the ”.” notation was introduced in (1.5.14).
5.2.1 Inversion of the ?-product
In order to proceed towards a deformed theory of gravity we have to introduce a few more
concepts. To start with, we define the ?-action4 of a vector field5 ξ = ξµ∂µ on a function
f(x)
ξ . f = ξµ ? (∂µf). (5.2.5)
Expanding the ?-product in (5.2.5) gives
ξ . f = ξµ(x) ? ∂µf(x)
=
∑
n
( i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnξ
µ(x)
)
∂σ1 . . . ∂σn∂µf(x)
= ξµ(∂µf(x)) +
i
2
θρσ(∂ρξ
µ)(∂σ∂µf(x)) + . . .
def
= (Ξf(x)). (5.2.6)
4Just like for derivatives, one also makes the difference between the ?-product and the ?-action of a
differential operator on a function. The first one is ξ ? f = ξµ ? (∂µf) + (ξ
µ ? f)∂µ while the second is
ξ . f = ξµ ? (∂µf).
5Note that ξ is not a vector field in the sense of (5.1.9) or (5.1.10).
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We see that the ?-action of a vector field on a function is given in terms of the higher order
differential operators acting in the usual way on a function. In this way a map from vector
fields to higher order differential operators is defined. Before we continue, we mention why
it is important to have this ?-action. In the abstract algebra one has ξ̂ = ξ̂µ∂̂µ as a vector
field. When this is mapped to the space of commuting coordinates
ξ̂f̂ = ξ̂µ∂̂µf̂ 7→ ξµ(x) ? ∂?µ ? f = ξµ(x) ? (∂?µ . f + f ? ∂?µ), (5.2.7)
the first term in (5.2.7) is exactly (5.2.5).
Since the map (5.2.6) starts with the identity it is possible to invert it, that is express
the usual action of a higher order differential operator on a function in terms of the ?-action.
We are interested in the deformation of the commutative diffeomorphisms and therefore we
look at6
(ξf(x)) = ξµ(∂µf(x)) = X
?
ξ . f(x). (5.2.8)
The operator X?ξ is constructed perturbatively from the above requirement using the ?-
product (5.2.2)
X?ξ = X
? 0
ξ +X
? 1
ξ + . . .
X?ξ . f =
(
X? 0ξ ? f
)
+
(
X? 1ξ ? f
)
+ . . .
=
(
X? 0ξ f
)
+
i
2
θρσ(∂ρX
? 0
ξ )(∂σf) +
(
X? 1ξ f
)
+ . . .
def
= ξµ(∂µf).
This leads to
X? 1ξ = −
i
2
θρσ(∂ρX
? 0
ξ )∂σ = −
i
2
θρσ(∂ρξ
µ)∂σ∂µ,
so the solution up to first order is
X?ξ = ξ
µ∂µ −
i
2
θρσ(∂ρξ
µ)∂σ∂µ. (5.2.9)
It is not difficult to generalise this to all orders
X?ξ =
∑
n
(−i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnξ
µ
)
∂σ1 . . . ∂σn∂µ. (5.2.10)
Before giving the physical meaning to this result we make a few comments. Everything
that has been done for a vector field ξ can be generalised to higher order differential oper-
ators. Also, generalisation to more general ?-products (more complicated deformed spaces)
is possible but it will not be analysed here. An important property of (5.2.10) is that it has
a meaning in the abstract algebra as well (unlike ξµ∂µ)
X?ξ . φ = ξ
µ ? (∂µφ)−
i
2
θρσ(∂ρξ
µ) ? (∂σ∂µφ) + . . .
↓
X̂ξφ̂ = ξ̂
µ(∂̂µφ̂)−
i
2
θρσ(∂̂ρξ̂
µ)(∂̂σ∂̂µφ̂) + . . . . (5.2.11)
6Although it looks like we have too many brackets in (5.2.8), it is convenient to write them all in order
to know how to understand expressions like (5.2.8).
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5.2.2 Hopf algebra of deformed diffeomorphisms
The transformation law of a scalar field φ0(x) under the commutative diffeomorphisms is
given by (5.1.3). We define the transformation law of a noncommutative scalar field7 φ(x)
to be
δξφ(x) = φ
′(x)− φ(x) = −ξµ∂µφ(x) = −X?ξ . φ(x) (5.2.12)
and this we call the deformed transformation law of a scalar field. To see if this transforma-
tions close in the algebra, one calculates
δξδηφ(x) = δξ(−X?η . φ(x)) = X?η . X?ξ . φ(x).
Form here it follows
δξδη − δηδξ = δ[ξ,η]. (5.2.13)
However, this result was expected.
What has been done so far is just rewriting the classical transformation law (5.1.3)
in a rather complicated way (so no reason to call it ”deformed”). But now we remember
one more property of the classical diffeomorphisms. Namely, (5.1.4) tells us that the usual
product of two scalar fields transforms as a scalar field. This we generalise by demanding
that the ?-product of two scalar fields is a scalar field again
δξ(φ1 ? φ2) = −Xξ . (φ1 ? φ2). (5.2.14)
The right-hand side of (5.2.14), written more explicitly using (5.2.12), reads
δξ(φ1 ? φ2) = −ξµ
(
∂µ(φ1 ? φ2)
)
= −ξµ
(
(∂µφ1) ? φ2 + φ1 ? (∂µφ2)
)
6= −(ξµ(∂µφ1)) ? φ2 − φ1 ? (ξµ(∂µφ2)),
since the ?-product is noncommutative. Commuting ξµ through the ?-product gives addi-
tional terms
δξ(φ1 ? φ2) = (δξφ1) ? φ2 + φ1 ? (δξφ2) + additional terms. (5.2.15)
and this is where the difference between (5.2.12) and the classical transformation law (5.1.3)
arises. The Leibniz rule for the transformations (5.2.12) is not (5.1.5) but it has to be
deformed to (5.2.15).
In order to find the additional terms we expand the ?-product and the operators X ?ξ
in (5.2.15). Expanding the left-hand side of (5.2.15) up to first order in the deformation
parameter θ gives
δξ(φ1 ? φ2) = −ξµ
(
(∂µφ1) ? φ2 + φ1 ? (∂µφ2)
)
(5.2.16)
= −ξµ
(
(∂µφ1)φ2 + φ1(∂µφ2) +
i
2
θρσ(∂ρ∂µφ1)(∂σφ2) +
i
2
θρσ(∂ρφ1)(∂σ∂µφ2)
)
.
7The definitions of fields and tensor calculus will be the subject of the next section. However, in order to
derive the results that follow we introduce the notion of a scalar field here.
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From the right-hand side of (5.2.15) follows
(δξφ1) ? φ2 + φ1 ? (δξφ2) + F (φ1, φ2, θ, ∂, ξ) = −ξµ(∂µφ1)φ2 − ξµφ1(∂µφ2)
− i
2
θρσ
(
(∂ρξ
µ)(∂µφ1) + ξ
µ(∂ρ∂µφ1)
)
(∂σφ2)
− i
2
θρσ(∂ρφ1)
(
(∂σξ
µ)(∂µφ2) + ξ
µ(∂σ∂µφ2)
)
+F (φ1, φ2, θ, ∂, ξ), (5.2.17)
where we labeled the unknown additional terms as F (φ1, φ2, θ, ∂, ξ). Comparing (5.2.16) and
(5.2.17) we find
F (φ1, φ2, θ, ∂) =
i
2
θρσ
(
(∂ρξ
µ)(∂µφ1)(∂σφ2) + (∂ρφ1)(∂σξ
µ)(∂µφ2)
)
.
Finally, we write the Leibniz rule for the transformation δξ up to first order in the deformation
parameter θ
δξ(φ1 ? φ2) = (δξφ1) ? φ2 + φ1 ? (δξφ2)−
i
2
θρσ
(
(
(∂ρδξ)φ1
)
∂σφ2 + (∂ρφ1)
(
(∂σδξ)φ2
)
)
, (5.2.18)
with (∂ρδξ)φ1
def
= −(∂ρξµ)∂µφ1.
This Leibniz rule follows from the abstract comultiplication, which up to first order in
θ reads
∆δξ = δξ ⊗ 1 + 1⊗ δξ −
i
2
θρσ
(
(∂ρδξ)⊗ ∂σ + ∂ρ ⊗ (∂σδξ)
)
. (5.2.19)
It is not difficult to check that (5.2.19) is coassociative. The counit is defined in the following
way
ε(δξ) = 0 (5.2.20)
and it fulfils (1.3.5). Therefore, we have the coalgebra of deformed diffeomorphisms.
For a bialgebra we have to check whether
[∆δξ,∆δη] = ∆δ[ξ,η], (5.2.21)
ε(δξδη) = ε(δξ)ε(δη). (5.2.22)
We prove (5.2.21), (5.2.22) is obvious.
∆δξ ·∆δη =
(
δξ ⊗ 1 + 1⊗ δξ −
i
2
θρσ
(
(∂ρδξ)⊗ ∂σ + ∂ρ ⊗ (∂σδξ)
)
)
·
(
δη ⊗ 1 + 1⊗ δη −
i
2
θρσ
(
(∂ρδη)⊗ ∂σ + ∂ρ ⊗ (∂σδη)
)
)
= δξδη ⊗ 1 + δξ ⊗ δη −
i
2
θρσ
(
δξ(∂ρδη)⊗ ∂σ + δξ∂ρ ⊗ (∂σδη)
)
+δη ⊗ δξ + 1⊗ δξδη −
i
2
θρσ
(
(∂ρδη)⊗ δξ∂σ + ∂ρ ⊗ δξ(∂σδη)
)
− i
2
θρσ
(
(∂ρδξ)⊗ ∂σδη + ∂ρ ⊗ (∂σδξ)δη + (∂ρδξ)δη ⊗ ∂σ + ∂ρδη ⊗ (∂σδξ)
)
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−∆δη ·∆δξ = . . .
= −δηδξ ⊗ 1− δη ⊗ δξ +
i
2
θρσ
(
δη(∂ρδξ)⊗ ∂σ + δη∂ρ ⊗ (∂σδξ)
)
−δξ ⊗ δη − 1⊗ δηδξ +
i
2
θρσ
(
(∂ρδξ)⊗ δη∂σ + ∂ρ ⊗ δη(∂σδξ)
)
+
i
2
θρσ
(
(∂ρδη)⊗ ∂σδξ + ∂ρ ⊗ (∂σδη)δξ + (∂ρδη)δξ ⊗ ∂σ + ∂ρδξ ⊗ (∂σδη)
)
∆δ[ξ,η] = δ[ξ,η] ⊗ 1 + 1⊗ δ[ξ,η] −
i
2
θρσ
(
(∂ρδ[ξ,η])⊗ ∂σ + ∂ρ ⊗ (∂σδ[ξ,η])
)
(5.2.23)
Adding these three expressions and using (5.2.13) gives (5.2.21) only if
i
2
θρσ
(
(∂ρδξ)⊗ ∂σδη + ∂ρ ⊗ (∂σδξ)δη
+ (∂ρδξ)δη ⊗ ∂σ + ∂ρδη ⊗ (∂σδξ)− (ξ ↔ η)
)
= 0. (5.2.24)
By using ∂ρδη⊗ (∂σδξ) =
(
(∂ρδη)+ δη∂ρ
)
⊗ (∂σδξ), one proves the last equation; then (5.2.21)
is proven as well.
Adding the antipode S(δξ) = −δξ leads to a Hopf algebra. The condition for the
antipode (1.3.8) is not difficult to check, but in order to do that we first rewrite (5.2.19) in
a different way
∆δξ = δξ ⊗ 1 + 1⊗ δξ −
i
2
θρσ
(
δ(∂ρξ) ⊗ ∂σ + ∂ρ ⊗ δ(∂σξ)
)
, (5.2.25)
using δ(∂ρξ) = (∂ρδξ). With (5.2.25)
m ◦ (S ⊗ id) ◦∆(δξ) = m ◦ (S ⊗ id) ◦
(
δξ ⊗ 1 + 1⊗ δξ −
i
2
θρσ
(
δ(∂ρξ) ⊗ ∂σ + ∂ρ ⊗ δ(∂σξ)
)
)
= m ◦
(
− δξ ⊗ 1 + 1⊗ δξ −
i
2
θρσ
(
− δ(∂ρξ) ⊗ ∂σ − ∂ρ ⊗ δ(∂σξ)
)
)
= −δξ + δξ +
i
2
θρσ
(
δ(∂ρξ)∂σ − ∂σδ(∂ρξ)
)
= +
i
2
θρσ
(
δ(∂ρξ)∂σ − (∂σ∂ρδξ)− δ(∂ρξ)∂σ
)
= 0 = η ◦ ε(δξ),
where we have used S(∂ρ) = −∂ρ, (∂σδ(∂ρξ)) = (∂σ∂ρδξ) and the antisymmetry of θρσ.
We have shown that the Hopf algebra of deformed diffeomorphisms exists and that it
is given by
δξδη − δηδξ = δ[ξ,η], ε(δξ) = 0, S(δξ) = −δξ,
∆δξ = δξ ⊗ 1 + 1⊗ δξ −
i
2
θρσ
(
δ(∂ρξ) ⊗ ∂σ + ∂ρ ⊗ δ(∂σξ)
)
. (5.2.26)
The algebra sector is undeformed, while the coalgebra sector becomes deformed. In the limit
θ → 0 (commutative space), this Hopf algebra reduces to the Hopf algebra of undeformed
diffeomorphisms (5.1.4), (5.1.6) and (5.1.7).
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All the calculations done here are up to first order in θ. However, the result up to all
orders in θ is known [36] and we cite it here for completeness
δξδη − δηδξ = δ[ξ,η],
∆δξ = e
− i
2
θρσ∂ρ⊗∂σ
(
δξ ⊗ 1 + 1⊗ δξ
)
e
i
2
θρσ∂ρ⊗∂σ
= δξ ⊗ 1 + 1⊗ δξ −
i
2
θρσ
(
δ(∂ρξ) ⊗ ∂σ + ∂ρ ⊗ δ(∂σξ)
)
+ . . . ,
ε(δξ) = 0, S(δξ) = −δξ. (5.2.27)
As in the case of classical diffeomorphisms, one has to consider the full enveloping algebra
of diffeomorphisms in order to be (mathematically) precise.
5.2.3 Consequences of the deformed coproduct
In (5.2.18) the Leibniz rule for δξ acting on the ?-product of two scalar fields is given. When
writing down effective actions one expands all the ?-products between fields. Therefore, we
should also know how to transform expanded expressions like
δξ(φ1 ? φ2) = δξ
(
φ1φ2 +
i
2
θρσ(∂ρφ1)(∂σφ2) + . . .
)
. (5.2.28)
Let us for the moment forget about the nontrivial Leibniz rule for the operator δξ and
calculate (5.2.28) as we would do it in the classical case, by using δξ(∂ρφ) = ∂ρ(δξφ). We
obtain
δξ(φ1 ? φ2) = (δξφ1)φ2 + φ1(δξφ2) +
i
2
θρσ
(
(∂ρ(δξφ1))(∂σφ2) + (∂ρφ1)(∂σ(δξφ2)) + . . .
= −ξµ∂µ(φ1 ? φ2)−
i
2
θρσ(∂ρξ
µ)
(
(∂µφ1)(∂σφ2)− (∂σφ1)(∂µφ2)
)
, (5.2.29)
which is not the transformation law of a scalar field since there is one additional term
compared to (5.2.14). But we know that φ1 ? φ2 is a scalar field so we must have done
something wrong calculating this. The answer is the following. The nontrivial Leibniz rule
for the operator δξ will also affect the expanded expressions like (5.2.28). The classical
transformations do not apply there anymore: one has to change them in a way ”dictated”
by the deformed comultiplication. Coming back to the concrete example one sees that the
problem arises when commuting δξ(∂ρφ) = ∂ρ(δξφ), or equivalently when treating ∂ρφ as a
vector field. This has to be changed to
δξ(∂ρφ) = −ξµ∂µ∂ρφ. (5.2.30)
One says that either δξ and ∂ρ do not commute anymore, or that the derivatives contracted
with θρσ do not transform like the usual derivatives. However this might look unnatural, we
always remember that this is the rule dictated by the comultiplication.
Having this in mind we analyse the transformation properties of objects (fields, equa-
tions, Lagrangians,. . . ) before expanding the ?-product, when possible. Analysis can also
be done after the expansion but then one has to be very careful about the rules one uses.
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5.3 Tensor calculus
In the previous section we defined a scalar field by its transformation law (5.2.12). In this
section we generalise this transformation law to vector and tensor fields. As an example of
a tensor of the second rank we discuss the properties of the metric tensor. Once again we
mention that all calculations are done up to first order in θ, but some of them can be written
to all orders [36].
5.3.1 Fields
In analogy with (5.2.12), the transformation law of a covariant vector field is given by
δξVµ = −ξλ(∂λVµ)− (∂µξλ)Vλ = −X?ξ . Vµ −X?(∂µξλ) . Vλ (5.3.1)
= −ξλ ? (∂λVµ) +
i
2
θρσ(∂ρξ
λ) ? (∂σ∂λVµ)
−(∂µξλ) ? Vλ +
i
2
θρσ(∂ρ∂µξ
λ) ? (∂σVλ) + . . . ,
where in the last two lines X?ξ and X
?
(∂µξλ)
are expanded. This we generalise to the transfor-
mation law of an arbitrary covariant tensor
δξTµ1...µr = −ξλ(∂λTµ1...µr)− (∂µ1ξλ)Tλµ2 ...µr − · · · − (∂µrξλ)Tµ1...µr−1λ
= −X?ξ . Tµ1...µr −X?(∂µ1ξλ) . Tλµ2 ...µr − · · · −X
?
(∂µr ξ
λ) . Tµ1 ...µr−1λ. (5.3.2)
It is not difficult to check that this transformation close in the algebra (5.2.13).
By demanding that the ?-product of two scalar fields should be a scalar field again
we derived the Leibniz rule for the operator δξ (5.2.18) and then abstracted the coproduct
(5.2.19). Now we check if this was the correct thing to do. Namely, the coproduct is a
representation-independent concept so our result (5.2.19) should also apply to vector and
tensor fields. For example, the ?-product of two covariant vector fields should transform as
a second rank tensor if we use (5.2.19)
δξ(Vµ ? Vν) = (δξVµ) ? Vν + Vµ ? (δξVν)−
i
2
θρσ
(
(δ(∂ρξ)Vµ)(∂σVν) + (∂ρVµ)(δ(∂σξ)Vν)
)
.
Expanding the ?-product in first two terms and cancelling some of the terms coming from
that expansion with the nontrivial terms in the coproduct leads to
δξ(Vµ ? Vν) = −ξλ∂λ(VµVν)− (∂µξλ)VλVν − (∂νξλ)VµVλ
− i
2
θρσ
(
ξλ∂λ
(
(∂ρVµ)(∂σVν)
)
+ (∂µξ
λ)(∂ρVλ)(∂σVν) + (∂νξ
λ)(∂ρVµ)(∂σVλ)
)
= −ξλ∂λ(Vµ ? Vν)− (∂µξλ)(Vλ ? Vν)− (∂νξλ)(Vµ ? Vλ)
= −X?ξ . (Vµ ? Vν)−X?(∂µξλ) . (Vλ ? Vν)−X
?
(∂νξλ)
. (Vµ ? Vλ), (5.3.3)
which we wanted to prove. This means that (5.2.19) is the correct coproduct.
All that has been done for the covariant vectors (tensors) can also be done for the
contravariant ones. We just summarise the results
δξV
µ = −X?ξ . V µ +X?(∂λξµ) . V
λ, (5.3.4)
δξT
µ1...µr = −X?ξ . T µ1...µr +X?(∂λξµ1 ) . T
λµ2...µr + · · ·+X?(∂λξµr ) . T
µ1...µr−1λ. (5.3.5)
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Again, V µ ? V ν transforms like a second rank tensor due to the coproduct (5.2.19). Also,
having covariant and contravariant vectors and tensors one can construct invariants. For
example,
δξ(Vµ ? V
µ) = (δξVµ) ? V
µ + Vµ ? (δξV
µ)− i
2
θρσ
(
(δ(∂ρξ)Vµ)(∂σV
µ) + (∂ρVµ)(δ(∂σξ)V
µ)
)
= . . .
= −ξλ∂λ(Vµ ? V µ) = −X?ξ . (Vµ ? V µ). (5.3.6)
To summarise, we know now how to multiply vector and tensor fields and how to
construct invariants under the transformations (5.2.26).
5.3.2 Metric tensor
An important example of a tensor is the metric tensor. Classically, it is a symmetric tensor
of rank two
δclξ gµν = −ξρ(∂ρgµν)− (∂µξρ)gρν − (∂νξρ)gµρ. (5.3.7)
Its inverse gµν is defined by
gµνgνρ = δ
µ
ρ . (5.3.8)
In analogy to the classical case, we define the noncommutative metric tensor Gµν as a
symmetric tensor of rank two
δ̂ξGµν = −X?ξ . Gµν −X?(∂µξρ) . Gρν −X?(∂νξρ) . Gµρ, (5.3.9)
with the condition that it reduces to the classical metric tensor in the θ → 0 limit,
Gµν
∣
∣
∣
θ=0
= gµν . (5.3.10)
However, these conditions do not determine Gµν uniquely and in the following we present a
few different solutions.
Looking at the transformation law of Gµν we see that the choice Gµν = gµν, that is the
noncommutative metric equals the classical metric, is consistent with (5.3.9). The condition
(5.3.10) is automatically fulfilled and we obtain the θ-independent metric tensor. Our final
aim is the construction of the deformed Einstein-Hilbert action. Varying this action with
respect to the metric one should obtain deformed equations of motion. By solving these
equations we should obtain the noncommutative metric in terms of the classical one and
the θ-dependent corrections. Therefore, starting with the commutative metric and saying
later that it becomes θ-dependent might look a little odd8. Instead, one can choose from the
beginning a θ-dependent metric tensor. Then one expands it in orders of the deformation
parameter θ
Gµν = gµν +G
1
µν + . . . , (5.3.11)
where G1µν is the first order correction which one calculates by solving the equations of
motion.
8However, this is just the problem of interpretation. Starting with the classical fields and finding out later
that they have to have θ-dependent corrections is normally done in the framework of the Seiberg-Witten
map, see Chapter 3 and Chapter 4.
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On the other hand, we remember that the classical metric tensor can be expressed in
terms of the vierbein e aµ
gµν = ηabe
a
µ e
b
ν , (5.3.12)
where ηab is the flat Minkowski metric and a and b are local Lorentz indices. This we
generalise to the noncommutative metric tensor
Gµν =
1
2
(
E aµ ? E
b
ν + E
a
ν ? E
b
µ
)
ηab, (5.3.13)
where E aµ is the noncommutative vierbein. In order to fulfil (5.3.9), E
a
µ has to transform
as a vector field (5.3.1) and the coproduct (5.2.19) has to be used. Because of (5.3.10) in
the limit θ → 0 it has to reduce to the classical vierbein
E aµ = e
a
µ + E
a 1
µ + . . . . (5.3.14)
Note that one can also start with the classical vierbein (it is consistent with both (5.3.9) and
(5.3.10)) and after solving the equations of motion obtain that it becomes θ-dependent. The
arguments pro and contra are the same as for choosing gµν as the noncommutative metric
and we do not repeat them.
For the moment we do not specify the metric tensor. Instead, we look at the inverse
metric. Starting with the noncommutative metric tensor Gµν, one can introduce two inverses.
The inverse with respect to the pointwise multiplication (classical inverse) we denote by Gµν
Gµν ·Gνρ = δρµ, (5.3.15)
and the inverse with respect to the ?-multiplication with Gµν?
Gµν ? G
νρ? = δρµ. (5.3.16)
Expanding Gνρ? in the deformation parameter θ and inserting the expansion in (5.3.16) gives
the ?-inverse in terms of the classical inverse
Gµν? = Gµν +
i
2
θρσ(∂ρG
µα)(∂σGαβ)G
βν
= 2Gµν −Gµα ? Gαβ ? Gβν. (5.3.17)
This result is valid up to first order in θ. The exact result will of course depend on the choice
of Gµν . From (5.3.16), using the comultiplication (5.2.19), it follows that G
µν? transforms
like a tensor of rank two
δξG
µν? = −X?ξ . Gµν? +X?(∂ρξµ) . Gρν? +X?(∂ρξν) . Gµρ?. (5.3.18)
Although Gµν is a symmetric tensor, its ?-inverse is not symmetric
Gµν? 6= Gνµ?. (5.3.19)
5.4 Curvature and torsion
In this section we define geometrical objects like curvature tensor, torsion,. . . . They do not
have the geometrical interpretation like in the commutative case, but we use them to obtain
the deformed Einstein-Hilbert action in the next section.
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5.4.1 Covariant derivative
Let us proceed as in the commutative case, by observing that the partial derivative of a
vector field transforms as
δξ(∂µVν) = (∂µδξVν)
= −X?ξ ? .(∂µVν)−X?(∂µξλ) . (∂λVν)−X
?
(∂νξλ)
. (∂µVλ)−X?(∂µ∂νξλ) . Vλ
= −ξλ∂λ(∂µVν)− (∂µξλ)(∂λVν)− (∂νξλ)(∂µVλ)− (∂µ∂νξλ)Vλ. (5.4.1)
Here we have used
(∂µX
?
ξ ) =
∑
n
(−i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρn∂µξ
λ
)
∂σ1 . . . ∂σn∂λ = X(∂µξλ)∂λ (5.4.2)
and similarly ∂µX(∂νξλ) = X(∂µ∂νξλ). Because of the last term in (5.4.1) this is not the
transformation law of a tensor. To repair this we introduce the covariant derivative
DµVν = (∂µVν)− Γαµν ? Vα, (5.4.3)
where Γαµν is the noncommutative connection. From the demand that (5.4.3) transforms as
a tensor of rank two
δξ(DµVν) = −X?ξ ? .(DµVν)−X?(∂µξλ) . (DλVν)−X
?
(∂νξλ)
. (DµVλ) (5.4.4)
one calculates the transformation law of the connection Γαµν
δξ(DµVν) = ∂µ(δξVν)− δξ(Γαµν ? Vα). (5.4.5)
To calculate the last term in (5.4.5) we have to use the coproduct9 (5.2.19). We write this
term explicitly
δξ(Γ
α
µν ? Vα) = (δξΓ
α
µν) ? Vα + Γ
α
µν ? (δξVα)
− i
2
θρσ
(
(δ(∂ρξ)Γ
α
µν)(∂σVα) + (∂ρΓ
α
µν)(δ(∂σξ)Vα)
)
. (5.4.6)
To calculate δξΓ
α
µν we proceed in the usual way. We expand δξΓ
α
µν in orders of the deformation
parameter and expand all ?-products in (5.4.6). This gives
δξΓ
α
µν = −X?ξ . Γαµν −X?(∂µξλ) . Γ
α
λν −X?(∂νξλ) . Γ
α
µλ +X
?
(∂λξα)
. Γλµν − ∂µ∂νξα. (5.4.7)
Expanding all ?-products and the operators X? gives the classical transformation law, as
expected.
In analogy with (5.4.3) one defines the covariant derivative of a contravariant vector
and of an arbitrary tensor
DµV
ν = (∂µV
ν) + Γνµα ? V
α, (5.4.8)
DλT
ν1...νr
µ1...µp
= (∂λT
ν1...νr
µ1...µp
)− Γαλµ1 ? T
ν1...νr
αµ2...µp
− · · · − Γαλµp ? T ν1...νrµ1...µp−1α
+Γν1λα ? T
αν2...νr
µ1...µp + · · ·+ Γ
νr
λα ? T
ν1...νr−1α
µ1...µp . (5.4.9)
9This step is not straightforward, since the coproduct applies to tensors, but we know that Γαµν is not a
tensor.
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5.4.2 Curvature tensor, Ricci tensor and scalar curvature
The ?-commutator of two covariant derivatives applied on a vector field gives the
curvature tensor and torsion
[Dµ ?, Dν] ? Vρ = Rµνρ
σ ? Vσ + T
α
µν ? DαVρ. (5.4.10)
By using (5.4.9) one obtains
DµDνVρ = (∂µ(DνVρ))− Γαµν ? DαVρ − Γαµρ ? DνVα
= . . .
and finally
Rµνρ
σ = (∂νΓ
σ
µρ)− (∂µΓσνρ) + Γβνρ ? Γσµβ − Γβµρ ? Γσνβ, (5.4.11)
T αµν = Γ
α
νµ − Γαµν. (5.4.12)
From (5.4.11) it follows
Rµνρ
σ = −Rνµρσ (5.4.13)
like in the commutative case, but
Rµνρσ
def
= Rµνρ
α ? Gασ 6= Rµνσρ, (5.4.14)
Rµνρσ 6= Rρσµν . (5.4.15)
This is a consequence of having the ?-product in (5.4.11).
The Ricci tensor is defined as
Rµν = Rµσν
σ. (5.4.16)
Contracting the first and the fourth index gives the same result because of (5.4.13). Unlike
in the classical case, here it is also possible to contract the third and the fourth index since
the curvature tensor is not antisymmetric with respect to these two indices. However, the
commutative limit of this result10 will not give the commutative Ricci tensor, so we do not
consider this possibility. From this analysis it follows that we can define the Ricci tensor
uniquely. One should also note that it is not symmetric
Rµν 6= Rνµ. (5.4.17)
However, there are more possible definitions of the scalar curvature. Some of them are
R = Gµν? ? Rνµ, (5.4.18)
R = Rνµ ? G
µν?, (5.4.19)
R =
1
2
(
Gµν? ? Rνµ +Rνµ ? G
µν?
)
. (5.4.20)
We choose (5.4.18) to be our working definition, but one should keep in mind that there are
other possibilities.
10In the deformed case from (5.4.14) we have Rµνσ
σ = O(θ) and in the limit θ → 0, Rµνσσ → 0.
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Finally, from (5.4.12) we see that if the connection is symmetric, the torsion vanishes.
In the following we analyse only the torsion-free case, that is
Γανµ = Γ
α
µν. (5.4.21)
In order to relate the connection with the metric tensor in the commutative case one
imposes the metricity condition (5.1.18). We generalise this construction to the θ-deformed
case. Namely, we demand that
DαGβγ = (∂αGβγ)− Γραβ ? Gργ − Γραγ ? Gβρ = 0. (5.4.22)
By writing this equation two more times, cyclicly permuting the indices and adding all three
equations we obtain
2Γραβ ? Gργ = (∂αGβγ) + (∂βGαγ)− (∂γGαβ). (5.4.23)
Now it is clear why we insisted on having the ?-inverse of Gµν. Using the classical inverse
we can not extract Γραβ from (5.4.23), we have to use the ?-inverse. Then the unique result
follows
Γσαβ =
1
2
(
(∂αGβγ) + (∂βGαγ)− (∂γGαβ)
)
? Gγσ?. (5.4.24)
To obtain this result we have used that the metric tensor and connection are symmetric.
In analogy with the commutative case, we call the connection (5.4.24) Christoffel symbol.
Using the transformation properties of Gµν and G
µν?, (5.3.9) and (5.3.18) respectively, and
the coproduct (5.2.19), from (5.4.24) the transformation law (5.4.7) of the Christoffel symbol
follows.
Using the result (5.4.24) one expresses the curvature tensor, Ricci tensor and scalar
curvature in terms of the metric tensor and its inverse.
5.5 Deformed Einstein-Hilbert action
In the commutative case, the Einstein-Hilbert action is given by (5.1.21). In the following
we generalise this to the θ-deformed space. Our aim is to construct an action invariant under
the deformed diffeomorphisms which in the zeroth order limit reduces to (5.1.21).
We need an integral with the cyclic property (see also Section 4.1),
∫
d4x (f1 ? f2 ? · · · ? fk) =
∫
d4x (fk ? f1 ? f2 ? · · · ? fk−1). (5.5.1)
Fortunately, the θ-deformed space is simple enough and the usual commutative integral has
this property. In the previous section we obtained the scalar curvature, so the only thing
left to generalise is the density
√−g.
We need a ?-density E? that transforms like
δξE
? = −X?ξ . E? −X?(∂λξλ) . E
?. (5.5.2)
This gives
δξ(E
? ? R) = −∂?µ .
(
X?ξµ . (E
? ? R)
)
(5.5.3)
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and the action
S =
∫
d4x E? ? R (5.5.4)
is invariant under the deformed diffeomorphisms
δξ
(
∫
d4x E? ? R
)
= 0. (5.5.5)
The problem with this so far undetermined ?-density is that the transformation law
(5.5.2) does not give enough conditions to fix E? uniquely. Adding the requirement of the
proper commutative limit does not help. For example, we can take
E? =
√−g, (5.5.6)
that is the classical object. It transforms like (5.5.2) and (of course) has the good commu-
tative limit. Also, following the arguments from Section 5.2, one can take
E? =
√
−G, G = detGµν = det(gµν +G1µν + . . . ), (5.5.7)
where G1µν is the first order correction to the noncommutative metric tensor.
Let us consider this possibility in more detail. The deformed Einstein-Hilbert action
is then
S =
∫
d4x
√
−G ? R (5.5.8)
and we suppose that R is expressed in terms of Gµν and its inverse using (5.4.11), (5.4.18)
and (5.4.24). Varying the action (5.5.8) with respect to Gµν leads to
δS =
∫
d4x
(
(δ
√
−G) ? R +
√
−G ? (δR)
)
=
∫
d4x
(
(1
2
√
−GGµν(δGνµ)
)
? R +
√
−G ? (δR)
)
. (5.5.9)
Here we have used that
δG = δ(det(Gµν)) = GG
µν(δGνµ). (5.5.10)
The problem with (5.5.9) is that in the first term we have a mixture of the-?-product and the
usual pointwise product. This makes it difficult (impossible) to write (5.5.9) in the following
form
δS =
∫
d4x δGµν ?
(
. . .
)
. (5.5.11)
In order to have ?-product everywhere one should know how to define (
√
−G)?. Unfortu-
nately, the square root is a concept which is hard to generalise, so we have to try something
else.
The classical action (5.1.21) can be written in a different way
S =
∫
d4x eR0, (5.5.12)
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where e = det e aµ is the determinant of the classical vierbein. In Section 5.2 we have
already introduced the noncommutative vierbein and we have to generalise the concept of a
determinant. This is not too difficult, we define the ?-determinant as
E? = det?E
a
µ =
1
4!
εµ1...µ4εa1...a4E
a1
µ1
? · · · ? E a4µ4 , (5.5.13)
where εµ1...µ4 is the totally antisymmetric tensor of rank 4. By using the comultiplication
(5.2.19) one checks that (5.5.13) has the right transformation property (5.5.2) and (5.3.14)
ensures the good commutative limit.
Finally, the deformed Einstein-Hilbert action we define as
S =
∫
d4x (E? ? R + c.c. ),
=
∫
d4x (E? ? R + R̄ ? E?). (5.5.14)
In order to have a real action we added the complex conjugated part also. The action (5.5.14)
can be varied with respect to E aµ to give the equations of motion. Of course, this fixes our
choice of the noncommutative metric tensor to (5.3.13) and all the quantities like Rµν , R,
. . . have to be expressed in terms of E aµ .
5.6 Equations of motion
In this section we calculate the equations of motion coming from the action (5.5.14). We
vary the action only with respect to E aµ , equations coming from the variation with respect
to Ē aµ are the complex conjugate of the equation coming from variation with respect to E
a
µ .
Therefore, we ignore the second term in (5.5.14),
δS =
∫
d4x
(
(δE?) ? R + E? ? (δR)
)
= I + II. (5.6.1)
The first term is not difficult to calculate, it follows from (5.5.13)
I =
∫
d4x (δE?) ? R
=
1
4!
εµ1µ2µ3µ4εa1a2a3a4
∫
d4x (δE a1µ1 ) ?
(
E a2µ2 ? E
a3
µ3
? E a4µ4 ? R (5.6.2)
+E a3µ3 ? E
a4
µ4
? R ? E a2µ2 + E
a4
µ4
? R ? E a2µ2 ? E
a3
µ3
+R ? E a2µ2 ? E
a3
µ3
? E a4µ4
)
.
The second term is more complicated and we do it in a few steps. We write it in terms of
the variation of the metric tensor,
II =
∫
d4x E? ? (δR) = . . .
=
∫
d4x (δGαβ) ?Mαβ, (5.6.3)
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whereMαβ is a complicated function of Gµν (or of E aµ ) which we have to calculate. Finally,
one inserts δGαβ in terms of δE
a
µ which follows from (5.3.13).
From (5.3.16) and (5.4.24) it follows
δGµν? = −Gµα? ? (δGαβ) ? Gβν?, (5.6.4)
δΓ αµν =
1
2
(
(∂µδGνγ) + (∂νδGµγ)− (∂γδGµν)
)
? Gγα? − Γ λµν ? (δGλω) ? Gωα?. (5.6.5)
By using this results we obtain
δR = −Gµα? ? (δGαβ) ? Gβν? ? Rνµ +Gµν? ?
(
(∂αδΓ
α
µν)− (∂νδΓ αµα)
+(δΓ βαµ) ? Γ
α
βν + Γ
β
αµ ? (δΓ
α
βν)− (δΓ βµν) ? Γ αβα − Γ βµν ? (δΓ αβα)
)
. (5.6.6)
Inserting this into (5.6.3) gives (after some cyclic permutation and partial integration)
II =
∫
d4x (δGβγ) ?
(
−Gγν? ? Rνµ ? E? ? Gµβ? +Gγα? ? E? ? Gµν? ? Rανµβ
+
(
Gγλ? ? Γ αλα − (∂αGγα?)
)
? E? ? Gµν? ? Γ βµν
−
(
Gγλ? ? Γ αλν − (∂νGγα?)
)
? E? ? Gµν? ? Γ βαµ
+
1
2
∂α∂µ
(
Gγα? ? E? ? Gµβ? −Gµα? ? E? ? Gγβ?
−Gγβ? ? E? ? Gµα? +Gµβ? ? E? ? Gγα?
)
−1
2
∂µ
(
(
(∂αG
γα?)−Gγλ? ? Γ αλα
)
? E? ? (Gβµ? +Gµβ?)
−
(
(∂αG
µα?)−Gµλ? ? Γ αλα
)
? E? ? Gγβ?
−
(
(∂λG
γµ?)−Gγα? ? Γ µλα
)
? E? ? Gβλ?
−
(
(∂λG
γβ?)−Gγα? ? Γ βλα
)
? E? ? Gµν?
−
(
(∂λG
µβ?)−Gµα? ? Γ βλα
)
? E? ? Gγλ?
−
(
3Gγµ? −Gµγ?
)
? E? ? Gαλ? ? Γ βλα
−Gµα? ? E? ? Gλγ? ? Γ βλα −Gγβ? ? E? ? Gαλ? ? Γ
µ
λα
+Gγα? ? E? ?
(
Gλµ? ? Γ βλα +G
λβ? ? Γ µλα
)
)
)
(5.6.7)
def
=
∫
d4x (δGβγ) ?Mβγ.
Inserting
δGαβ =
1
2
ηab
(
(δE aα ) ? E
b
β + E
a
α ? (δE
b
β ) + (δE
a
β ) ? E
b
α + E
a
β ? (δE
b
α )
)
(5.6.8)
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into (5.6.7) and adding (5.6.2) to it, gives finally
δS =
∫
d4x (δE aβ ) ?
(
1
4!
εβµ2µ3µ4εaa2a3a4
(
E a2µ2 ? E
a3
µ3
? E a4µ4 ? R + E
a3
µ3
? E a4µ4 ? R ? E
a2
µ2
+E a4µ4 ? R ? E
a2
µ2 ? E
a3
µ3 +R ? E
a2
µ2 ? E
a3
µ3 ? E
a4
µ4
)
+
1
2
ηab
(
E bγ ? (Mβγ +Mγβ) + (Mβγ +Mγβ) ? E bγ
)
)
. (5.6.9)
The equation of motion is then
1
4!
εβµ2µ3µ4εaa2a3a4
(
E a2µ2 ? E
a3
µ3
? E a4µ4 ? R + E
a3
µ3
? E a4µ4 ? R ? E
a2
µ2
+E a4µ4 ? R ? E
a2
µ2 ? E
a3
µ3 +R ? E
a2
µ2 ? E
a3
µ3 ? E
a4
µ4
)
+
1
2
ηab
(
E bγ ? (Mβγ +Mγβ) + (Mβγ +Mγβ) ? E bγ
)
= 0. (5.6.10)
Unfortunately, this result is very complicated and it is difficult to make any conclusions just
by looking at it. The expansion in the deformation parameter might be of some help here,
so we proceed in that way in the next section.
5.7 Expansion in the deformation parameter
In this section we expand some of the results from the previous sections up to first order in
the deformation parameter θ and in terms of the classical fields, vierbein e aµ , metric gµν and
the inverse metric gµν11 . We start with the basic object, the vierbein. It is given by
E aµ = e
a
µ + E
a 1
µ + . . . , (5.7.1)
where E a 1µ is linear in θ
ρσ. Note that this differs from the approach that was taken in the
paper [36]. There the vierbein is taken to be the classical object, keeping in mind that after
solving the equations of motion it becomes θ-dependent. Here we start from the beginning
with the θ-dependent object. Using (5.7.1) and (5.5.13) one calculates E?
E? = e +
1
3!
εµ1µ2µ3µ4εa1a2a3a4E
a1 1
µ1
e a2µ2 e
a3
µ3
e a4µ4 . (5.7.2)
From (5.3.13) and (5.3.16) it follows
Gµν = gµν + ηab
(
E a 1µ e
b
ν + e
a
µ E
b 1
ν
)
, (5.7.3)
Gµν? = gµν − i
2
θρσgµα(∂ρgαβ)(∂σg
βν)
−ηabgµα
(
E a 1α e
b
β + e
a
α E
b 1
β
)
gβν. (5.7.4)
11Since one can express gµν and g
µν in terms of e aµ , what we obtain might not be the final form for the
results.
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For the Christoffel symbol from (5.4.24) we obtain
Γαµν = Γ
0 α
µν +
i
4
θρσ
(
∂ρ∂µgγν + ∂ρ∂νgγµ − ∂ρ∂γgµν
)
(∂σg
γα)
− i
4
Γ0 γµν
(
θρσ(∂ρgγω)(∂σg
ωα)− 2iηab
(
E a 1γ e
b
ω + e
a
γ E
b 1
ω
)
gωα
)
+ηab
(
∂µ
(
E a 1ν e
b
γ + e
a
ν E
b 1
γ
)
+∂ν
(
E a 1µ e
b
γ + e
a
µ E
b 1
γ
)
− ∂γ
(
E a 1µ e
b
ν + e
a
µ E
b 1
ν
)
)
gγα
= Γ0 αµν + Γ
α 1
µν . (5.7.5)
We see that already this result is long and not very readable. Therefore, we just give the
implicit result for the curvature tensor
Rµνα
β = R0µνα
β + (∂νΓ
β 1
µα)− (∂µΓβ 1να) +
i
2
θρσ
(
(∂ρΓ
0 λ
να)(∂σΓ
0 β
λµ)− (∂ρΓ0 λµα)(∂σΓ
0 β
λν )
)
+Γλ 1ναΓ
0 β
λµ + Γ
0 λ
ναΓ
β 1
λµ − Γλ 1µαΓ
0 β
λν − Γ0 λµαΓ
β 1
λν . (5.7.6)
One can continue like this and calculate Rµν and R in terms of the classical fields and
corrections. This results can be inserted into the equation of motion (5.6.10) obtained in
the previous section. Solving that equation one finds the corrections to the classical vierbein
and sees how the noncommutativity influences the classical solutions. However, we are not
going to do these calculations here, they will be the subject of future research.
5.8 The θ-deformed Poincaré algebra
In this section we consider one special example of the deformed diffeomorphisms. Namely,
we take the vector field ξ to be linear in the coordinates
ξω = x
µω λµ ∂λ, (5.8.1)
where ωµν is a constant antisymmetric matrix. One obtains in this way the global θ-deformed
Lorentz transformations.
The transformation law of a scalar field is
δωφ = −X?ω . φ = −xµω λµ (∂λφ), (5.8.2)
where12
X?ω = x
µω λµ ∂
?
λ −
i
2
θρσω λρ ∂
?
λ∂
?
σ. (5.8.3)
Since ξω is linear in x, formula (5.8.3) is already the exact expression to all orders in θ. We
rewrite (5.8.2) in a more familiar way
δωφ = −
1
2
ωαβLαβφ, (5.8.4)
12In this section we write ∂?µ to stress that the derivatives are the elements of the θ-deformed Poincaré
algebra. However, one can also use the ∂µ notation, results are the same.
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where Lαβ is the orbital part of the Lorentz generator Mαβ given by
Lαβ = xα∂β − xβ∂α,
= xα ? ∂
?
β − xβ ? ∂?α +
i
2
θρσ
(
ηρα∂
?
β − ηρβ∂?α
)
∂?σ. (5.8.5)
The first line of (5.8.5) tells us that Lαβ is the same like in the classical case. In the second
line this result is rewritten in terms of the ?-product such that it also has a meaning in the
abstract algebra13 . In order to include the spin part of Mαβ we look at the transformation
law of a vector field
δωVµ = −X?ω . Vµ −X?ω αµ . Vα
= −1
2
ωαβ(xα∂β − xβ∂α)Vµ −
1
2
ωαβ(ηµαVβ − ηµβVα)
= −1
2
ωαβ(Lαβ + Σαβ)Vµ, (5.8.6)
where Σαβ is the constant matrix in the index space of fields. Again, the obtained result is
equal to the classical one.
From (5.2.13) it follows
[δω, δω′ ] = δ[ω,ω′], (5.8.7)
or in terms of the generators Mαβ
[Mρσ,Mαβ] = ηρβMσα + ησαMρβ − ηραMσβ − ησβMρα. (5.8.8)
If derivatives are included as well,
[δω, ∂
?
µ] = ω
α
µ ∂
?
α, (5.8.9)
or
[Mαβ, ∂
?
µ] = ηµα∂
?
β − ηµβ∂?α and [∂?µ, ∂?ν ] = 0 (5.8.10)
we see that the algebra sector of the θ-deformed Poincaré transformations is undeformed.
Let us now look at the coprodut for this transformations. From (5.2.19) it follows
∆δω = δω ⊗ 1 + 1⊗ δω −
i
2
θρσ
(
(∂?ρ ? δω)⊗ ∂?σ + ∂?ρ ⊗ (∂?σ ? δω)
)
, (5.8.11)
or
∆Mαβ = Mαβ⊗ 1+1⊗Mαβ +
i
2
θρσ
(
(ηρα∂
?
β− ηρβ∂?α)⊗∂?σ +∂?ρ ⊗ (ησα∂?β− ησβ∂?α)
)
. (5.8.12)
13In the abstract algebra Lαβ reads
Lαβ = x̂α∂̂β − x̂β ∂̂α +
i
2
θρσ
(
ηρα∂̂β − ηρβ ∂̂α
)
∂̂σ .
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Splitting Mαβ into orbital and spin parts gives (looking at (5.8.11) and noticing that Σαβ is
constant matrix)
∆Lαβ = Lαβ ⊗ 1 + 1⊗ Lαβ
+
i
2
θρσ
(
(ηρα∂
?
β − ηρβ∂?α)⊗ ∂?σ + ∂?ρ ⊗ (ησα∂?β − ησβ∂?α)
)
, (5.8.13)
∆Σαβ = Σαβ ⊗ 1 + 1⊗ Σαβ. (5.8.14)
We see that the coproduct for the orbital part of the generator Mαβ is deformed, while for
the spin part we obtain the undeformed coproduct. The coassociativity follows from the
coassociativity of (5.2.19), as well as the consistency with the algebra. Adding counits and
antipods defines the θ-deformed Poncaré Hopf algebra
[Mρσ,Mαβ] = ηρβMσα + ησαMρβ − ηραMσβ − ησβMρα,
[Mαβ, ∂
?
µ] = ηµα∂
?
β − ηµβ∂?α, [∂?µ, ∂?ν ] = 0,
∆Mαβ = Mαβ ⊗ 1 + 1⊗Mαβ +
i
2
θρσ
(
(ηρα∂
?
β − ηρβ∂?α)⊗ ∂?σ + ∂?ρ ⊗ (ησα∂?β − ησβ∂?α)
)
,
∆∂?µ = ∂
?
µ ⊗ 1 + 1⊗ ∂?µ,
ε(∂?µ) = 0, ε(Mαβ) = 0,
S(∂?µ) = −∂?µ, S(Mαβ) = −Mαβ. (5.8.15)
One should notice that the generators Mαβ do not close the Hopf algebra themselves since
in (5.8.12) derivatives appear. Using different approaches, this result was obtained in [37]
[39], [40] also.
Having the θ-deformed Poincaré symmetry at hand, one can construct theories that
are invariant under this symmetry and analyse their properties. We give one very simple
example. Let us consider φ3 theory
L = 1
2
(∂?µ ? φ) ? (∂
?µ ? φ)− m
2
2
φ ? φ− λφ ? φ ? φ. (5.8.16)
One checks that under (5.8.15) this Lagrangian density transforms as
δωL = −X?ω . L = −xαω λα (∂λL). (5.8.17)
To construct the action we use the usual integral as in Section 5.5 and obtain
S =
∫
d4x
(1
2
(∂?µ ? φ) ? (∂
?µ ? φ)− m
2
2
φ ? φ− λφ ? φ ? φ
)
. (5.8.18)
From (5.8.17) it follows that this action is invariant. Using the variational principle as in
Section 5.6
δS = δ
(
∫
d4x
(
− 1
2
φ ? (∂?µ∂?µφ)−
m2
2
φ ? φ− λφ ? φ ? φ
)
)
=
∫
d4x δφ(x) ?
(
− 21
2
(∂?µ∂?µφ)− 2
m2
2
φ− 3λφ ? φ
)
(5.8.19)
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we obtain the following equation of motion
(∂?µ∂?µφ) +m
2φ+ 3λφ ? φ = 0. (5.8.20)
The other way to obtain (5.8.20) (expanded in the deformation parameter) is to first expand
the ?-products in the action (5.8.18) and then vary it with respect to the field φ.
Since we have an action invariant under the θ-deformed Poincaré symmetry, the next
step is to look at the conserved quantities. Unfortunately, this does not seem to be straight-
forward. It looks as the energy momentum tensor is either conserved or symmetric and not
both. This remains as an open question and will be considered in the future.
5.9 Noncommutative gauge theory, revisited
At the end of this chapter we return to the noncommutative gauge theory.
The starting point for our construction of the noncommutative gauge theory in Chapter
3 was the consistency condition for the noncommutative gauge parameter
δαΛβ − δβΛα − iΛα ? Λβ + iΛβ ? Λα = Λ−i[α,β], (5.9.1)
or expanded up to first order in the deformation parameter
θ0 : −i[Λ0α,Λ0β] = Λ0−i[α,β] ⇒ Λ0α = α
θ1 : δαΛ
1
β − δβΛ1α − i[Λ1α, β]− i[α,Λ1β]− i[α ?,1 β] = Λ1−i[α,β]. (5.9.2)
Because of the inhomogeneous term −i[α ?,1 β] in the last equation we said that δαΛ1β must
be different from zero in order to cancel this term and that led to the Seiberg-Witten map
construction. However, this is true only if we do not allow Λα to be derivative-valued, that is
a differential operator. But we can try to follow the strategy from the previous sections now.
Namely, one can lift the commutative gauge transformations to the ?-product representation
as we have done for the diffeomorphisms.
The transformation
δαψ = iαψ (5.9.3)
can be written as
δαψ = iX
?
α . ψ, (5.9.4)
where
X?α =
∑
n
(−i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnα
)
∂σ1 . . . ∂σn
= α− i
2
θρσ(∂ρα)∂σ + . . . . (5.9.5)
By inserting Λ1α = − i2θρσ(∂ρα)∂σ in (5.9.2) we see that, although now δαΛ1β = 0, this equation
is satisfied due to the derivative valuedness of Λ1α. Both
Λ1α = −
i
2
θρσ(∂ρα)∂σ
def
= Λ1 dvα (5.9.6)
Λ1α = −
1
4
θρσ{A0ρ, ∂σα}
def
= Λ1 eaα (5.9.7)
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are the first order hermitian solutions of the consistency condition (5.9.2). While (5.9.7) is
enveloping algebra-valued, (5.9.6) is derivative-valued. One can always change from one to
the other adding terms which are solutions of the homogeneous equation
δαΛ
1
β − δβΛ1α − i[Λ1α, β]− i[α,Λ1β] = Λ1−i[α,β]. (5.9.8)
One checks explicitly that
Λ1 eaα = Λ
1 dv
α +
i
2
θρσ(∂ρα)D0σ −
1
4
θρσ[∂ρα,A
0
σ]. (5.9.9)
But there is an important difference. With the enveloping algebra-valued gauge pa-
rameter we have
δα(ψ̄ ? ψ) = (δαψ̄) ? ψ + ψ̄ ? (δαψ)
= −iψ̄ ? Λα ? ψ + iψ̄ ? Λα ? ψ = 0,
that is ψ̄ ? ψ is invariant under the noncommutative gauge transformation. The situation is
different with the derivative-valued gauge parameter
δα(ψ̄ ? ψ) = (δαψ̄) ? ψ + ψ̄ ? (δαψ)
= −i(ψ̄ / X?α) ? ψ + iψ̄ ? (X?α . ψ),
where (ψ̄ / X?α) means that the derivatives from X
?
α act on ψ̄. Expanding this up to first
order in θ
δα(ψ̄ ? ψ) = −i
(
ψ̄ ? α− i
2
θρσ(∂ρψ̄) ? (∂σα)
)
? ψ
+iψ̄ ?
(
α ? ψ − i
2
θρσ(∂ρα) ? (∂σψ)
)
6= 0
one sees that the first order terms do not cancel and ψ̄ ? ψ is not invariant. Continuing
to higher orders does not improve this. We had the same problem when analysing the
diffeomorphisms. There we deformed the coproduct of transformations in order to achieve
the invariance of the ?-product of two scalar fields for example. It is possible to do the same
here. However, we do not want to change the coproduct of the gauge transformations since
that is not in the agreement with the philosophy of the Seiberg-Witten map (the commutative
gauge transformations induce the noncommutative ones). Instead, one observes that under
the integral the term ψ̄ ? ψ becomes invariant
δα
∫
d4x ψ̄ ? ψ = . . .
=
∫
d4x
(
− 1
2
θρσ(∂ρψ̄)(∂σα)ψ +
1
2
θρσψ̄(∂ρα)(∂σψ)
)
=
1
2
∫
d4x θρσ
(
(∂ρψ̄)(∂σα)ψ + ∂σ(ψ̄(∂ρα))ψ)
−(∂σψ̄)(∂ρα))ψ − ψ̄(∂ρ∂σα))ψ
)
= 0.
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We partially integrated the second term in the first line, dropped one surface term, cancelled
θρσψ̄(∂ρ∂σα))ψ term due to the antisymmetry of θ
ρσ and by using again the antisymmetry
of θρσ we changed indices ρ and σ in the third term.
One can continue to higher orders and the conclusion is the same, ψ̄ ? ψ is invariant
under the integral only. That means that the Lagrangian
Lm = ψ̄ ?
(
iγµDµψ −mψ
)
is not gauge invariant as before (with the enveloping algebra-valued transformations), but
the action
Sm =
∫
d4x ψ̄ ?
(
iγµDµψ −mψ
)
is gauge invariant. This situation we have already met in the case of the Lagrangian (action)
for the gauge field. Namely,
Lg = −
1
4
Tr(Fµν ? F
µν)
is only gauge covariant, δαLg = i[Λα ?, Lg], but the action
Sg = −
1
4
∫
d4x Tr(Fµν ? F
µν)
is gauge invariant provided that the integral has the cyclic property (see Section 4.1).
From this perspective it looks like there is no need to deform the coproduct for (5.9.4)
transformations. One can do that of course, but we do not consider that possibility here.
Instead we continue as usual, by introducing the covariant derivative.
From the definition of the covariant derivative it follows
δα(Dµψ) = iX?α . (Dµψ) = iX?α . (∂µψ − iVµ . ψ),
δαVµ . ψ = (∂µX
?
α) . ψ + i
(
X?α ? Vµ − Vµ ? X?α
)
. ψ,
or
δαVµ = (∂µX
?
α) + i
(
X?α ? Vµ − Vµ ? X?α
)
. (5.9.10)
Here Vµ is the noncommutative gauge field and writing Vµ . ψ we are taking into account
that it might be derivative valued. Expanding (5.9.10) to first order gives
θ0 : δαV
0
µ = ∂µα+ i[α, V
0
µ ] (5.9.11)
θ1 : δαV
1
µ = −
i
2
θρσ(∂ρ∂µα)∂σ + i[α, V
1
µ ]
+
1
2
θρσ
(
(∂ρα)V
0
µ − (∂ρV 0µ )α+ α(∂ρV 0µ )− V 0µ (∂ρα)
)
∂σ. (5.9.12)
The zeroth order solution is the commutative gauge field V 0µ = A
0
µ, the first order solution
(up to the solutions of the homogeneous equation) is
V 1µ = −
i
2
θρσ(∂ρA
0
µ)∂σ. (5.9.13)
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Continuing to higher orders leads to the following result
Vµ = A
0
µ −
i
2
θρσ(∂ρA
0
µ)∂σ + . . .
=
∑
n
(−i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnA
0
µ
)
∂σ1 . . . ∂σn = X
?
A0µ
. (5.9.14)
The field-strength tensor is
Fµν = i[Dµ ?, Dν] = F 0µν −
i
2
θρσ(∂ρF
0
µν)∂σ + . . .
=
∑
n
(−i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnF
0
µν
)
∂σ1 . . . ∂σn = X
?
F 0µν
. (5.9.15)
Its transformation law is given by
δαFµν = i[Xα ?, Fµν] = Xi[α,F 0µν ]. (5.9.16)
From (5.9.15) it is obvious that Fµν is derivative-valued, just as in the case of the
κ-deformed space. There we split it into the curvature-like and torsion-like terms and used
only the curvature-like terms to construct the action for the gauge field. One would expect
that the same could be done here. Unfortunately, this seems not to be the case. One can do
the splitting, up to first order the result is
Fµν = F 0µν +
1
2
θρσ(∂ρF
0
µν)A
0
σ −
i
2
θρσ(∂ρF
0
µν)D0σ + . . .
= Fµν + T
ρ
µνDρ + . . . . (5.9.17)
The problem with this result is that Fµν (or equivalently T
ρ
µν) does not transform covariantly,
δαFµν 6= i[Xα ?, Fµν ].
This is far from being understood properly. However, one has to find the way to solve this
since we can not construct the Lagrangian (action) for the gauge field otherwise.
Concerning the action for the matter field we can speculate that it will remain classical
(commutative) since
Sm =
∫
d4x ψ̄ ?
(
iγµDµψ −mψ
)
=
∫
d4x ψ̄
(
iγµ(∂µψ − iVµ . ψ)−mψ
)
=
∫
d4x ψ̄
(
iγµ(∂µψ − iA0µψ)−mψ
)
,
where we have used the cyclicity property to remove one ? and the solution (5.9.14) for the
Vµ field.
Another interesting problem in relation to the enveloping algebra-valued vs. derivative-
valued gauge transformations is the application to the diffeomorphisms. There we have the
reversed situation: the derivative-valued parameter and the connection come out naturally.
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The question would be if one can find the enveloping algebra analogue of these solutions.
Additional difficulty is that in the case of the diffeomorphisms partial derivatives are at
the same time the generators of transformations (they play the role of the gauge group
generators T a) so solution (5.9.14) is in a way already enveloping algebra-valued. However,
better understanding of this is needed.
Additional motivation for studying this problem comes from the fact that the local
Lorentz transformations can be treated as the usual gauge transformations. If one wants to
study deformation of the classical local Lorentz transformations (and that is necessary in
order to have a more general theory of gravity, not only General Relativity), the question is
which approach to take. In some recent papers [53], [97] the local Lorentz transformations
were analysed using the enveloping algebra approach. On the other hand, if one wants to
treat the deformed local Lorentz transformations and the deformed diffeomorphisms in the
same way, then to use the derivative-valued transformations looks like a natural thing to do.
All this will be the subject of further research.
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Appendix A
Vector fields in the κ-deformed space
In Section 2.5 we have defined the transformation law of a covariant vector field using the
transformation law of the Dirac derivative of a scalar field. It was also said that this is not
the only way to define vector fields since derivatives on the κ-deformed space are not unique.
Here we continue this discussion and as an example derive the transformation law of a vector
field related with the derivative ∂̂ρ introduced in (2.1.10).
For the convenience we use the abstract algebra approach. The transformation law of
a scalar field (2.5.5), rewritten in the abstract algebra notation, is
δωφ̂(x̂) = −
1
2
ωαβL̂αβφ̂(x̂), (A.1)
where L̂αβ is given by (2.2.9). The transformation law of a vector field Vµ (2.5.8) has been
obtained by generalising the transformation law of the Dirac derivative of a scalar field. In
the abstract algebra notation (2.5.8) reads
δωV̂µ = −
1
2
ωαβ
(
L̂αβV̂µ − ηβµV̂α + ηαµV̂β
)
= −1
2
ωαβL̂αβV̂µ +
1
2
ωαβ[Mαβ, V̂µ]. (A.2)
Now we introduce a vector field Âµ associated with the derivatives ∂̂µ (2.1.10). The
transformation law of the ∂̂µ derivative of a scalar field is
δω∂̂µφ̂ = −
1
2
ωαβL̂αβ∂̂µφ̂+
1
2
ωαβ[L̂αβ, ∂̂µ]φ̂, (A.3)
where for [L̂αβ, ∂̂µ] (2.2.7) should be inserted. The transformation law of a vector field
Âµ should be such that it reproduces (A.3) when Âµ is replaced with ∂̂µφ̂. The central
assumption is that in this transformation law vector fields appear linearly on the right hand
side. Also, we choose that derivatives are always to the left of the vector field Âµ. Since on
the right hand side of (2.2.7) complicated expression of derivatives appears, the generalisation
of (2.2.7) to the transformation law of a vector field Âµ is not straightforward. However,
demanding that this transformations close in the algebra
δωδω′ − δω′δω = δ[ω,ω′] (A.4)
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one finds the following solution
δωÂµ = −
1
2
ωαβL̂αβÂµ +
1
2
ωαβ[Mαβ, Âµ], (A.5)
with
[Mij, Âl] = ηjlÂi − ηilÂj, [Mij, Ân] = 0,
[Min, Âl] = ηil
e2ia∂̂n − 1
2ia∂̂n
Ân −
ia
2
ηil∂̂mÂ
m +
ia
2
(
∂̂lÂi + ∂̂iÂl
)
−ηil
a
2∂̂n
tan
(a∂̂n
2
)(
∂̂n∂̂mÂ
m − ∂̂m∂̂mÂn
)
+
( 1
∂̂2n
− a
2∂̂n
cot
(a∂̂n
2
)
)
(
∂̂n∂̂iÂl + ∂̂n∂̂lÂi − 2∂̂l∂̂iÂn
)
,
[Min, Ân] = −Âi. (A.6)
To calculate (A.6) one makes an ansatz in terms of the power series expansion in a and
inserts it into (A.4). This gives a recursion formula which can be solved and the solution1 is
given by (A.6).
The square of the vector field corresponding to the Dirac derivative V̂ µV̂µ is an invariant
under the κ-deformed Poincaré transformations. To form an invariant from the vector field
Âµ, we have to define a vector field Ă
µ such that
δω(ÂλĂ
λ) = −1
2
ωαβL̂αβ(ÂλĂ
λ). (A.7)
Using (A.6) we construct the transformation law for Ăµ
δωĂ
µ = −1
2
ωαβL̂αβĂ
µ +
1
2
ωαβ[Mαβ, Ă
µ] (A.8)
and
[Mij, Ă
l] = δljĂi − δliĂj, [Mij, Ăn] = 0,
[Min, Ă
l] = −δliĂn +
ia
2
Ăi∂̂
l − ia
2
Ăl∂̂i −
ia
2
δliĂ
m∂̂m
+
a
2
Ăi tan
(a∂̂n
2
)
∂̂l − (δliĂm∂̂m + Ăl∂̂i)
( 1
∂̂n
− a
2
cot
(a∂̂n
2
)
)
, (A.9)
[Min, Ăn] = Ăi
1− e2ia∂̂n
2ia∂̂n
− Ăi
a
2∂̂n
tan
(a∂̂n
2
)
∂̂m∂̂
m + 2Ăm
( 1
∂̂2n
− a
2∂̂n
cot
(a∂̂n
2
)
)
∂̂i∂̂m.
The transformation (A.8) represents the algebra (A.4).
All the relations considered up to now are invariant under the conjugation
¯̂xµ = x̂µ,
¯̂
∂µ = −∂̂µ,
M
ij
= −M ij , M in = −M in. (A.10)
1This solution is not unique. If the symmetrisation in the third term of [Min, Âl] is not performed, the
last term of [Min, Âl] vanishes.
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Comparing (A.6) and (A.9), we see that Ăµ transforms with the derivatives on the right
hand side, but Ă
µ
6= Âµ, they transform differently. The transformation law of Âµ is:
δωÂµ = −
1
2
ωαβL̂αβÂµ +
1
2
ωαβ[Mαβ, Âµ], (A.11)
with
[Mij, Âl] = ηjlÂi − ηilÂj, [Mij, Ân] = 0,
[Min, Âl] = Ânηil
e2ia∂̂n − 1
2ia∂̂n
− ia
2
ηilÂ
m
∂̂m +
ia
2
(
Âi∂̂l + Âl∂̂i
)
−ηil
(
Â
m
∂̂n∂̂m − Ân∂̂m∂̂m
) a
2∂̂n
tan
(a∂̂n
2
)
+
(
Âl∂̂n∂̂i + Âi∂̂n∂̂l − 2Ân∂̂l∂̂i
)
( 1
∂̂2n
− a
2∂̂n
cot
(a∂̂n
2
)
)
,
[Min, Ân] = −Âi. (A.12)
The dual of Âµ is Ă
µ
,
δω(ÂλĂ
λ
) = −1
2
ωαβL̂αβ(ÂλĂ
λ
). (A.13)
Its transformation law is
δωĂ
µ
= −1
2
ωαβL̂αβĂ
µ
+
1
2
ωαβ[Mαβ, Ă
µ
] (A.14)
and
[Mij, Ă
l
] = δljĂi − δliĂj, [Mij, Ă
n
] = 0,
[Min, Ă
l
] = −δliĂn +
ia
2
∂̂lĂi −
ia
2
∂̂iĂ
l
− ia
2
δli∂̂mĂ
m
+
a
2
tan
(a∂̂n
2
)
∂̂lĂi −
( 1
∂̂n
− a
2
cot
(a∂̂n
2
)
)
(δli∂̂mĂ
m
+ ∂̂iĂ
l
), (A.15)
[Min, Ăn] =
1− e2ia∂̂n
2ia∂̂n
Ăi −
a
2∂̂n
tan
(a∂̂n
2
)
∂̂m∂̂
mĂi + 2
( 1
∂̂2n
− a
2∂̂n
cot
(a∂̂n
2
)
)
∂̂i∂̂mĂ
m
.
All the vector fields introduced so far Âµ, Ă
µ, Âµ and Ă
µ
can be obtained from the
vector field V̂µ corresponding to the Dirac derivative via the derivative-valued map
V̂µ = E
ν
µ Âν , Âµ = (E
−1) νµ V̂ν . (A.16)
The matrix E νµ = E
ν
µ (∂) in (A.16) depends only on derivatives. To find its explicit form
one expands the transformation laws of V̂µ, Âµ and ∂̂µ, (A.2), (A.6) and (2.2.7) in powers of
a. In the zeroth order we assume that
V̂µ
∣
∣
O(a0)
= Âµ
∣
∣
O(a0)
. (A.17)
98 A. Vector fields in the κ-deformed space
In this way a recursion formula in a is obtained and its solution is given by
E nn =
1
a∂̂n
sin(a∂̂n)− e−ia∂̂n
( ia
2
+
i
∂̂n
tan
(a∂̂n
2
)
) ∂̂m∂̂
m
∂̂n
,
E jn =
i
∂̂n
e−ia∂̂n tan
(a∂̂n
2
)
∂̂j,
E nj =
(
e−ia∂̂n − 1− e
−ia∂̂n
ia∂̂n
) ∂̂j
∂̂n
,
E ji = δ
j
i
1− e−ia∂̂n
ia∂̂n
. (A.18)
One can also construct the inverse of this map. Here we write result expanded up to second
order in the deformation parameter, the full expression is given in [56]
(E−1) nn = 1−
(ia)2
6
∂̂2n −
(ia)2
4
∂̂m∂̂
m +O(a3),
(E−1) jn = −
ia
2
∂̂j +
(ia)2
4
∂̂n∂̂
j +O(a3),
(E−1) nj =
ia
2
∂̂j −
(ia)2
12
∂̂n∂̂j +O(a3),
(E−1) ji = δ
j
i
(
1 +
ia
2
∂̂n +
(ia)2
12
∂̂n∂̂n
)
− (ia)
2
4
∂̂i∂̂
j +O(a3). (A.19)
Appendix B
The κ-deformed symmetry from the
inversion of the ?-product
Here we apply the technique from Chapter 5 to construct a deformed symmetry for the κ-
deformed space introduced in Chapter 2. The underlying idea is to compare the symmetry
obtained in this way with the already known κ-Poincaré symmetry analysed in Chapter 2.
We use the symmetrically ordered ?-product (2.4.4) and derivatives defined in (2.4.21) and
(2.4.24).
The transformation law of a scalar field up to second order in the deformation parameter
a is
δξφ = −ξµ∂µφ = −X?ξ . φ
= −
(
ξµ∂µ −
i
2
Cρσλ x
λ(∂ρξ
µ)∂σ∂µ −
1
8
Cρσλ C
αβ
γ x
λxγ(∂ρ∂αξ
µ)∂σ∂β∂µ
− 1
12
Cρσλ C
αβ
ρ x
λ(∂σ∂αξ
µ)∂β∂µ −
1
6
Cρσλ C
αβ
ρ x
λ(∂αξ
µ)∂σ∂β∂µ +O(a3)
)
. φ. (B.1)
For the special case of translations, ξµ = bµ = const. (B.1) gives
δtξφ = −bµ ? (∂µφ) = −bµ(∂µφ). (B.2)
For Lorentz rotations, ξµ = xνω µν we have
δlξφ = −xλω µλ ? (∂µφ) +
i
2
Cρσλ x
λω µρ ? (∂σ∂µφ) +
1
6
Cρσλ C
αβ
ρ x
λω µα ? (∂σ∂β∂µφ)
= −1
2
ωαβ(Lαβφ), (B.3)
where Lαβ = xα∂β − xβ∂α.
Transformations (B.2) and (B.3) close in the undeformed algebra
[Lµν , Lρσ] = ηµσLνρ + ηνρLµσ − ηµρLνσ − ηνσLµρ,
[∂ρ, ∂σ] = 0,
[Lµν , ∂ρ] = ηνρ∂µ − ηµρ∂ν . (B.4)
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Their coproducts are
∆∂n = ∂n ⊗ 1 + 1⊗ ∂n,
∆∂j = ∂j ⊗
(
1− ia
2
∂n −
a2
12
∂n∂n
)
+
(
1 +
ia
2
∂n −
a2
12
∂n∂n
)
⊗ ∂j
+
a2
12
(
∂n ⊗ ∂n∂j + ∂n∂j ⊗ ∂n
)
+O(a3). (B.5)
∆Lαβ = Lαβ ⊗ 1 + 1⊗ Lαβ
−
(
ia
2
δnα(∂β ⊗ xλ∂λ − xλ∂λ ⊗ ∂β)
−5a
2
12
δnα(∂n∂β ⊗ xλ∂λ + xλ∂λ ⊗ ∂n∂β) (B.6)
+
a2
4
δnα
(
xλ∂λ∂n ⊗ xλ∂λ∂β − ∂n∂β ⊗ (xλ∂λ)2
−(xλ∂λ)2 ⊗ ∂n∂β + xλ∂λ∂β ⊗ xλ∂λ∂n
)
+
a2
6
δnα
(
xλ∂λ∂n ⊗ ∂β + ∂β ⊗ xλ∂λ∂n + ∂n ⊗ xλ∂λ∂β
+xλ∂λ∂β ⊗ ∂n
)
− α←→ β
)
+O(a3).
From (B.6) it is obvious that ∆Lαβ does not close in the algebra of derivatives and Lorentz
generators (Poincaré algebra). Therefore, we have to enlarge the algebra and include coor-
dinates as well. Before proceeding further we make one remark concerning the uniqueness of
solution (2.2.3) for the commutator of Lorentz generators and coordinates. From equations
(B.3) and (B.6) we see that the solution
[Mρσ, x̂µ] = ηµσx̂ρ − ηµρx̂σ (B.7)
is also possible, that is it fulfils (2.2.2) conditions. However, it leads to the coproduct of M ρσ
generators that does not close in M ρσ and ∂̂µ only, but also includes the coordinates. This
is the reason why this solution has not been considered in Chapter 2.
The way that coordinates appear in (B.6) suggests introducing the generator of di-
latations. Inserting ξµ = εxµ with ε real constant in (B.1) gives for infinitesimal dilatations
δdξφ = −εxµ ? (∂µφ) = −εxµ(∂µφ) = −εDφ. (B.8)
As the next step we check that generators ∂µ, Lαβ and D close in the undeformed
algebra1. In addition to (B.4) we obtain
[D,D] = 0,
[D, ∂µ] = ∂µ,
[D,Lµν ] = 0. (B.9)
1This step is obvious. The transformations (B.2), (B.3) and (B.8) are classical transformations and
therefore the algebra is undeformed.
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Coproduct of the generator of dilatations is
∆D = D ⊗ 1 + 1⊗D − ia
2
(
∂n ⊗D −D ⊗ ∂n
)
+
a2
12
(
∂2n ⊗D +D ⊗ ∂2n
)
+
a2
4
(
∂2n ⊗D2 +D2 ⊗ ∂2n − 2D∂n ⊗D∂n
)
+
a2
6
(
D∂n ⊗ ∂n + ∂n ⊗D∂n
)
+O(a3). (B.10)
Coproduct of the Lorentz generators (B.6) can now be rewritten as
∆Lαβ = Lαβ ⊗ 1 + 1⊗ Lαβ
−
( ia
2
δnα(∂β ⊗D −D ⊗ ∂β)−
5a2
12
δnα(∂n∂β ⊗D +D ⊗ ∂n∂β) (B.11)
+
a2
4
δnα(D∂n ⊗D∂β − ∂n∂β ⊗D2 −D2 ⊗ ∂n∂β +D∂β ⊗D∂n)
+
a2
6
δnα(D∂n ⊗ ∂β + ∂β ⊗D∂n + ∂n ⊗D∂β +D∂β ⊗ ∂n)− α←→ β
)
+O(a3).
From (B.11) we see that ∆Lαβ closes in the algebra of ∂µ, Lαβ and D generators. Adding
counits and antipodes
ε(∂µ) = ε(D) = ε(Lαβ) = 0. (B.12)
S(∂µ) = −∂µ, (B.13)
S(D) = −D + ia
2
∂n −
5a2
12
a2∂2n +O(a3), (B.14)
S(Lαβ) = −Lαβ −
ia
2
(ηαn∂β − ηβn∂α)−
a2
3
∂n(ηαn∂β − ηβn∂α) +O(a3) (B.15)
we obtain the κ-deformed Weil Hopf algebra.
In this way we have constructed another deformed symmetry for the κ-deformed space.
Comparing this result with the κ-Poincaré Hopf algebra discussed in Chapter 2, we see that
this two quantum symmetries are not equal. The problem is that in the ”?-product inversion”
approach coordinates naturally appear and one is forced to replace the Poincaré algebra with
a larger one (in this case with the deformed Weil algebra).
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Appendix C
The general κ-deformed space
In this appendix we concentrate on the general κ-deformed space, that is we do not specify
an = a and aj = 0 in equation (2.1.1).
C.1 Derivatives
Starting from the defining relation for the general κ-deformed space
[x̂µ, x̂ν] = iaµx̂ν − iaνx̂µ, µ = 0, . . . n, (C.1.1)
we obtain three families of the linear derivatives
[∂̂µ, x̂
ν] = δνµ + ia
ν ∂̂µ,
[∂̌µ, x̂
ν] = δνµ(1− iaλ∂̌λ),
[∂̃µ, x̂
ν] = δνµ + ia
ν ∂̃µ + iηµρη
νσaρ∂̃σ. (C.1.2)
Here ηµν = diag(1,−1, . . . ,−1) is the formal metric. The last two solutions can be expressed
in terms of ∂̂µ derivative
1
∂̌µ =
∂̂µ
1 + iaρ∂̂ρ
,
∂̃µ = ∂̂µ +
i
2
ηµρη
αβaρ∂̂α∂̂β. (C.1.3)
Derivatives commute among themselves
[∂̂µ, ∂̂ν] = 0 (C.1.4)
as well as for the other two solutions. Leibniz rules for (C.1.2) derivatives are given by
∂̂µ(f̂ · ĝ) = (∂̂µf̂) · ĝ + ((1 + iaν ∂̂ν)f̂) · (∂̂µĝ),
∂̌µ(f̂ · ĝ) = (∂̌µf̂) · ((1− iaν ∂̌ν)ĝ) + f̂ · (∂̌µĝ),
∂̃µ(f̂ · ĝ) = (∂̃µf̂) · ĝ + ((1 + iaν ∂̃ν)f̂) · (∂̃µĝ) + iaρηρµηαβ(∂̃αf̂)(∂̃β ĝ), (C.1.5)
1One can chose any of this three solutions to work with and express the other two in terms of it. Here
we have chosen to work with the first one for no special reason but the simplicity of some formulas.
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or in terms of the coproduct
∆∂̂µ = ∂̂µ ⊗ 1 + (1 + iaν ∂̂ν)⊗ ∂̂µ,
∆∂̌µ = ∂̌µ ⊗ (1− iaν ∂̌ν) + 1⊗ ∂̌µ,
∆∂̃µ = ∂̃µ ⊗ 1 + (1 + iaν ∂̃ν)⊗ ∂̃µ + iaρηρµηαβ∂̃α ⊗ ∂̃β. (C.1.6)
C.2 Deformed symmetry
Deformed symmetry is introduced like the map on the abstract algebra given by generators
Mµν . The commutation relation between the generators and coordinates is given by
[Mρσ, x̂µ] = ησµx̂ρ − ηρµx̂σ − iaρMσµ + iaσMρµ. (C.2.1)
Using this result one checks that Mµν generators close the undeformed Lorentz algebra
[Mµν ,Mρσ] = ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ. (C.2.2)
From (C.2.1) the Leibniz rule follows
Mρσ(f̂ · ĝ) = (Mρσ f̂) · ĝ + f̂ · (Mρσ ĝ) + (iaρ∂̂λf̂) · (Mλσ ĝ)− (iaσ∂̂λf̂) · (Mλρĝ), (C.2.3)
or in the terms of the abstract comultiplication
∆Mρσ = Mρσ ⊗ 1 + 1⊗Mρσ + iaρ∂̂λ ⊗Mλσ − iaσ∂̂λ ⊗Mλρ. (C.2.4)
Again we see that the comultiplication does not close on the generators M ρσ, derivatives
have to be added. Therefore, we have to define the commutator of M ρσ with derivatives.
This can be done by first representing the generators M ρσ by coordinates and derivatives.
Just like in Section 2.2 we call the generators M ρσ in this realisation L̂ρσ
L̂ρσ = ηρλx̂σ∂̂λ − ησλx̂ρ∂̂λ +
i
2
(aρx̂σ − aσx̂ρ)ηκλ∂̂κ∂̂λ. (C.2.5)
From (C.2.5) the action of Mρσ on the derivatives follows immediately
[Mρσ, ∂̂µ] = δ
σ
µη
ρλ∂̂λ − δρµησλ∂̂λ + i(aσηρλ − aρησλ)∂̂λ∂̂µ +
i
2
(δσµa
ρ − δρµaσ)∂̂κηκλ∂̂λ. (C.2.6)
The κ-Poincaré Hopf algebra is defined by the relations (C.1.4), (C.2.2), (C.2.6),
(C.2.4), (C.1.5) and we have to add the counit and antipode:
ε(Mρσ) = 0, ε(∂̂µ) = 0,
S(Mρσ) = −Mρσ + iaρMλσ ∂̂λ
1 + iaν ∂̂ν
− iaσMλρ ∂̂λ
1 + iaν ∂̂ν
− i(n− 1)(a
ρ∂̂σ − aσ∂̂ρ)
1 + iaν ∂̂ν
,
S(∂̂µ) = −
∂̂µ
1 + iaν ∂̂ν
. (C.2.7)
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Like in Section 2.3 we introduce the Dirac derivative and the deformed D’Alambert operator.
The relevant formulas are
[Mρσ, D̂µ] = (δ
σ
µη
ρν − δρµησν)D̂ν , D̂µ =
∂̂µ +
i
2
aµηκλ∂̂κ∂̂λ
1 + iaρ∂̂ρ
, (C.3.1)
[Mρσ, ̂] = 0, ̂ =
ηκλ∂̂κ∂̂λ
1 + iaρ∂̂ρ
, (C.3.2)
ηµνD̂µD̂ν = ̂(1−
ηµνa
µaν
4
̂). (C.3.3)
The map from ∂̂µ to D̂µ is invertible:
∂̂µ =
D̂µ − iηµρa
ρ
ηαβaαaβ
(
1−
√
1− ηστaσaτηλωD̂λD̂ω
)
−iaγD̂γ +
√
1− ηγδaγaδηλνD̂λD̂ν
. (C.3.4)
From the commutation relations
[D̂µ, x̂
ν] = δνµ
(
− iaρD̂ρ +
√
1− ηστaσaτηλωD̂λD̂ω
)
+ iηµρη
νσaρD̂σ (C.3.5)
the Leibniz rule and comultiplication for the Dirac derivative follow
D̂µ(f̂ · ĝ) = (D̂µf̂) ·
1
1 + iaν ∂̂ν
ĝ + ((1 + iaν ∂̂ν)f̂) · (D̂µĝ)
+(iηµρa
ρηκλ∂̂κf̂) ·
∂̂λ
1 + iaν ∂̂ν
ĝ − (iaλ∂̂λf̂) ·
∂̂µ
1 + iaν ∂̂ν
ĝ,
∆D̂µ = D̂µ ⊗
1
1 + iaν ∂̂ν
+ (1 + iaν ∂̂ν)⊗ D̂µ
+iηµρa
ρηκλ∂̂κ ⊗
∂̂λ
1 + iaν ∂̂ν
− iaλ∂̂λ ⊗
∂̂µ
1 + iaν ∂̂ν
. (C.3.6)
Equation (C.3.4) has to be used to express ∂̂µ by D̂µ on the righthand side of (C.3.6).
It is now convenient to define the κ-Poincaré Hopf algebra in terms of the Dirac deriva-
tives and Mµν generators.
Algebra sector
[D̂µ, D̂ν] = 0,
[Mρσ, D̂µ] = (δ
σ
µη
ρν − δρµησν)D̂ν
[Mµν ,Mρσ] = ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ. (C.3.7)
Coproducts
∆D̂µ = D̂µ ⊗
1
1 + iaν ∂̂ν
+ (1 + iaν ∂̂ν)⊗ D̂µ
+iaµηκλ∂̂κ ⊗
∂̂λ
1 + iaν ∂̂ν
− iaλ∂̂λ ⊗
∂̂µ
1 + iaν ∂̂ν
,
∆Mρσ = Mρσ ⊗ 1 + 1⊗Mρσ + iaρ∂̂λ ⊗Mλσ − iaσ∂̂λ ⊗Mλρ. (C.3.8)
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Counits and antipodes
ε(D̂µ) = 0,
ε(Mρσ) = 0
S(D̂µ) = −D̂µ +
iaµηκλ∂̂κ∂̂λ − iaλ∂̂λ∂̂µ
1 + iaν ∂̂ν
,
S(Mρσ) = −Mρσ + iaρMλσ ∂̂λ
1 + iaν ∂̂ν
−iaσMλρ ∂̂λ
1 + iaν ∂̂ν
− i(n− 1)(a
ρ∂̂σ − aσ∂̂ρ)
1 + iaν ∂̂ν
. (C.3.9)
Casimir operators are again given by the deformed d’Alembert operator (C.3.2) and
the generalisation of the square of the Pauli-Lubanski vector
W 2i+1 = Wµ1...µ2i−1W
µ1...µ2i−1 , i = 1, . . .
d− 2
2
, d = n + 1 = (2k + 1) + 1,
Wµ1...µ2i−1 = εµ1...µnM
µ2iµ2i+1 . . .Mµn−2µn−1D̂µn . (C.3.10)
C.4 Fields
Transformation law of a scalar field under the κ-deformed Lorentz transformations is given
by
δωφ̂(x̂) = −
1
2
ωαβL̂αβφ̂(x̂), (C.4.1)
where L̂αβ is given by (C.2.5). For a vector field V̂µ associated with the Dirac derivative
(C.3.1) we have
δωV̂µ = −
1
2
ωαβ
(
L̂αβV̂µ − ηβµV̂α + ηαµV̂β
)
= −1
2
ωαβL̂αβV̂µ +
1
2
ωαβ[Mαβ, V̂µ]. (C.4.2)
Also, for a vector field Âµ related with the derivative ∂̂µ we have
δωÂµ = −
1
2
ωαβL̂αβÂµ +
1
2
ωαβ[Mαβ, Âµ], (C.4.3)
with
[Mαβ, Âµ] = ηβµÂα − ηαµÂβ +
i
2
(aβ∂̂α − aα∂̂β)Âµ +
i
2
∂̂µ(aβÂα − aαÂβ)
+
i
2
(ηβµaα − ηαµaβ)∂̂λÂλ +
1
4
(ηβµaα − ηαµaβ)
aλ(∂̂λ∂̂ωÂ
ω − ∂̂ω∂̂ωÂλ)
1 + i
2
aγ ∂̂γ
+
aλ
iaγ ∂̂γ
(
1 +
i
2
aω∂̂ω −
iaω∂̂ω
log(1 + iaτ ∂̂τ )
)
(
aα(2∂̂β∂̂µÂλ − ∂̂λ∂̂µÂβ − ∂̂λ∂̂βÂµ)
−aβ(2∂̂α∂̂µÂλ − ∂̂λ∂̂µÂα − ∂̂λ∂̂αÂµ)
)
. (C.4.4)
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The last two terms vanish if Âµ is replaced by ∂̂µφ̂. In (C.4.4) they are needed for the
representation property (A.4).
The transformation law of a vector field B̂µ dual to Âµ vector field follows from
δω(ÂλB̂
λ) = −1
2
ωαβL̂αβ(ÂλB̂
λ) (C.4.5)
and it is given by
δωB̂
µ = −1
2
ωαβL̂αβB̂
µ +
1
2
ωαβ[Mαβ, B̂
µ], (C.4.6)
and
[M̂αβ, B̂
µ] = δµβB̂α − δµαB̂β +
i
2
(aβB̂α − aαB̂β)∂̂µ −
aµB̂λ∂̂λ
iaγ ∂̂γ
(aβ∂̂α − aα∂̂β)
+
1
4
(aβB̂α − aαB̂β)
aλ∂̂λ∂̂
µ − aµ∂̂λ∂̂λ
1 + i
2
aγ ∂̂γ
+
1
(iaγ ∂̂γ)2
(
1− ia
ν ∂̂ν
log(1 + iaτ ∂̂τ )
)
(
2aµB̂λ∂̂λ(aβ∂̂α − aα∂̂β)− B̂µaλ∂̂λ(aβ∂̂α − aα∂̂β)
−B̂ωaλ∂̂ω∂̂λ(δµαaβ − δµβaα)
)
. (C.4.7)
The derivatives D̂µ and ∂̂µ can be transformed into each other using (C.3.1) and (C.3.4).
Such a map exists between Âµ and V̂µ as well. We demand that
V̂µ = E
ρ
µ Âρ, Âρ = (E
−1) µρ V̂µ, (C.4.8)
such that it is consistent with (C.4.2) and (C.4.3). The solution is given by
E µα = δ
µ
α
iaω∂̂ω
(1 + iaρ∂̂ρ) log(1 + iaσ∂̂σ)
− aα∂̂µ
aω∂̂ω
(1 + iaρ∂̂ρ)(2 + iaγ ∂̂γ) log(1 + iaλ∂̂λ)
+
iaµ∂̂α
1 + iaρ∂̂ρ
( 1
iaω∂̂ω
− 1
log(1 + iaω∂̂ω)
)
− aαa
µ∂̂ρ∂̂
ρ
(1 + iaσ ∂̂σ)(2 + iaγ ∂̂γ)
(1
2
+
1
iaω∂̂ω
− 1
log(1 + iaω∂̂ω)
)
. (C.4.9)
It depends only on derivatives and not on coordinates.
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