ABSTRACT. In this paper, we construct polynomial growth harmonic maps from once-punctured Riemann surfaces of any finite genus to any even-sided, regular, ideal polygon in the hyperbolic plane. We also establish their uniqueness within a class of maps which differ by exponentially decaying variations. Previously, harmonic maps from once-punctured spheres to H 2 have been parameterized by holomorphic quadratic differentials on C ([WA94], [HTTW95], [ST02]). Our harmonic maps, mapping a genus g > 1 domain to a k-sided polygon, correspond to meromorphic quadratic differentials having one pole of order (k + 2) and (4g + k − 2) zeros (counting multiplicity). In this way, we can associate to these maps a holomorphic quadratic differential on the punctured Riemann surface domain. As an example, we specialize our theorems to obtain a harmonic map from a punctured square torus to an ideal square, and deduce the five possibilities for the divisor of its Hopf differential.
This paper begins an investigation of the question: what is the shape of a harmonic map between surfaces from higher topological complexity to lower topological complexity? In order to focus this question, we first consider the special class of harmonic maps between compact hyperbolic surfaces of different genera. This family of maps has the appealing property that harmonic maps between surfaces are in bijection with homomorphisms between their fundamental groups.
For, any smooth map u ∈ C ∞ (Σ g , Σ h ) between compact hyperbolic surfaces (Σ g , σ) and (Σ h , ρ) of any genera induces a homomorphism u * : π 1 (Σ g ) → π 1 (Σ h ) between their fundamental groups. Conversely, since compact surfaces are K(π 1 , 1) spaces, any homomorphism µ between their fundamental groups can be induced by a continuous map f between them, i.e., f * ≡ µ. Negative curvature of the target metric ρ ensures a unique harmonic representative exists in the homotopy class of that continuous map, if the map is non-constant ( [ES64] , [Har67] ). In the case the map is constant, the trivial homomorphism u * π 1 (Σ g ) = e is induced. We state this correspondence as
{[u] |u ∈ C
∞ (Σ g , Σ h ), harmonic, non-constant}
Furthermore, any smooth map u defines a symmetric 2-tensor u * (ρ) on Σ g by pulling back the target metric. We use the complex structure induced by σ on Σ g to extract the (2, 0)-component of this pullback metric, called the Hopf differential of u,
Hopf observed that the harmonicity of u implies holomorphicity of Φ u with respect to this complex structure [Hop51] . Thus, there is a map
where QD(Σ g ) is the vector space of holomorphic quadratic differentials on Σ g . In this way, the complex analytic object Φ u captures some of the differential topology of the harmonic map u and equivalently the algebraic information of the homomorphism u * between their fundamental groups π 1 (Σ g ) and π 1 (Σ h ). That Φ u captures some differential topology of the map is not a new concept. The dual measured foliations of Φ u describe the maximal and minimal stretch directions of the harmonic map u ( [Min92] , [HTTW95] ).
It is our present aim to create a local model to study the handle-crushing harmonic maps from higher genus to lower genus surfaces, and then characterize their Hopf differentials. Such handle crushing maps can be locally described as mapping a surface of positive genus and with boundary onto a disk, non-injectively taking interior to interior and monotonically taking boundary to boundary. These induce the trivial homomorphism on fundamental groups of punctured surfaces. We produce a model of handle crushing harmonic maps in the following: Theorem 1.1. (Existence) For any once punctured genus g ≥ 0 surface Σ g and for any regular ideal ksided polygon P k in H 2 for k > 2 even, there exists a harmonic map h : Σ g → H 2 whose image h (Σ g ) is the interior of P k and whose closure h(Σ g ) = P k . For this harmonic map, the Hopf differential has (4g + k − 2) zeros and one pole of order (k + 2) at the puncture.
Here, we say P k is regular if it has a dihedral isometry group D k of order 2k. We remark that the g = 0 case of this theorem concerns harmonic maps u : C → H 2 , and has already been established in [HTTW95] for a more general target -any ideal polygon in H 2 . Our Theorem 1.1 generalizes to the g > 0 domains from which a harmonic map to an ideal hyperbolic polygon can be found.
Our proof of Theorem 1.1 is by approximation on compacta of a punctured Riemann surface. The evenness of k ensures a convenient reflectional symmetry. To obtain convergence of the approximating sequence, we introduce and analyze parachute maps, each of which is a harmonic map from a compact cylinder and each of which solves a toy harmonic mapping problem constrained by a partially free boundary condition. The regularity of P k provides rotational symmetries which simplifies the analysis of the parachute maps' Hopf differentials.
The key techniques in our proof lie in the comparison of the energy of a harmonic map on a compactum of the punctured surface to the energy of a parachute map on the appropriate cylinder. We exploit the non-injectivity of the parachute map to bound the image distance in terms of the pointwise norm of its Hopf differential. We bound the Hopf differential, in turn, through studying its Laurent series.
As a by-product of this comparison to the parachute maps, we are also able to show that the energy densities for the harmonic maps from Theorem 1.1 have polynomial growth (whose degrees determine the finite order pole and the number of sides of the image set P k ). Furthermore, recognizing the parabolic nature (in the complex function theoretic sense) of the punctured Riemann surface domains, we also address uniqueness for these harmonic maps: 
for some some p ∈ (1, +∞], then d(z) ≡ 0, i.e., the maps v and h must agree pointwise.
As an example application, we specialize Theorems 1.1 and 1.2 for a square torus mapped to an ideal square. From the uniqueness provided by Theorem 1.2 and the large amount of symmetry, we are able to deduce the possibilities for the Hopf differential of the resulting harmonic map. In particular, we show that: Corollary 1.3. There exists a harmonic map h from the punctured square torus Σ 1 to the ideal square P 4 in H 2 . Its Hopf differential Φ h has exactly one pole of order 6 and has one of the the following three multiplicities of zeros, as depicted by the five arrangements in Figure 1: (a) three zeros of order 2, (b) or one zero of order 2 and four of order 1, (c) or one zero of order 6.
In arrangement (a), the Hopf differential is a square of a holomorphic one-form. Furthermore, two of these double zeros lie an a subset where J > 0 and orientation is preserved, while the third double zero lies on a subset where J < 0 and the orientation is reversed. Nonetheless, in the arrangements described by (b) and (c), the Hopf differential is not the square of a one-form. By the square punctured torus, we mean the conformally unique punctured torus with a dihedral D 4 symmetry group of order 8 which fixes the puncture. The Scherk map is the harmonic map w : C → H 2 with Hopf differential Φ w (z) = z 2 dz 2 and whose image lies in an ideal square. It is described in more detail in Theorem 2.1. For visualization, it is helpful to realize it as the projection of the Scherk type minimal surface in H 2 × R, discovered by Nelli and Rosenberg, onto H 2 (c.f. section 4 of [NR02] ). We approximate it numerically in Figure 2 .
From only the Existence and Uniqueness Theorems 1.1 and 1.2, we will not be able to conclude precisely which of these three configurations is the unique Hopf differential realized. Nonetheless, we conjecture: Conjecture 1.4. The Hopf differential Φ h of Corollary 1.3 has divisor data described by arrangement (a).
Observe that this configuration has a pole of order 6 at the puncture, fixed by the D 4 symmetry of the square torus, and three zeros of order 2, each on a line of reflectional symmetry. Thus, we can express Φ h in terms of the Weierstrass ℘ and ℘ functions, and in fact as a square of a holomorphic 1-form. Then, we have: 1 Produced using Ken Brakke's Surface Evolver program. Corollary 1.5. If the Hopf differential Φ h of the map h : Σ 1 → H 2 has divisor data as in configuration (a) described in Corollary 1.3, then there exists a harmonic function f : Σ 1 → R for which Φ h = −Φ f . In particular, this provides a minimal suspensionh := (h, f ) :
The construction of a minimal suspensionh is directly adapted from [Wol98] . We numerically approximate a compact subset ofh(Σ 1 ) in Figure 3 . A depiction of the horizontal and vertical foliations is produced in Figure 4 . This approximation of the minimal suspension provides numerical evidence for configuration (a).
1.1. Background. We first describe the development of the theory of harmonic maps from Riemann surfaces, in order to frame the peculiarities of our problem and also put our theorems in context.
1.1.1. Surface harmonic mapping history. Harmonic maps between compact Riemann surfaces of the same topological complexity have been well studied. They are well-behaved -for example, such harmonic maps which are isotopic to the identity are in fact diffeomorphisms ([SY78] , [Sam78] ).
2 Produced using Ken Brakke's Surface Evolver program.
Harmonic maps between surfaces of the same genus have also found applications in Teichmüller theory. Starting with a harmonic diffeomorphism between Riemann surfaces, smoothly deforming the target Riemann surface structure induces a smooth variation of the harmonic map [EL81] . Wolf showed that, under these deformations, the associated Hopf differential on the domain Riemann surface is uniquely determined [Wol89] and, furthermore, that the Teichmüller space T g of a genus g compact Riemann surface is homeomorphic to the vector space QD(Σ g ) of holomorphic quadratic differentials on the fixed Riemann surface domain. Preceding this, Sampson observed that the mapping of the target hyperbolic metric to its corresponding Hopf differential is injective [Sam78] , and Hitchin constructed hyperbolic metrics for each holomorphic quadratic differential [Hit87] .
For harmonic maps between surfaces of different genera, less has been said. At a local scale, Wood gave a classification of admissible folds and cusps for harmonic maps between compact surfaces through a description of the admissible germs of a harmonic map [Woo77] . On a global scale, some examples have been obtained. Non-holomorphic harmonic maps from positive genus surfaces to the sphere CP 1 have been produced by cutting and gluing methods [Lem78] . A qualitative example of a harmonic map from a genus two surface to the torus C/Z 2 was described by integrating a pair of Abelian differentials with appropriate periods [Woo74] . Less is known for harmonic maps between compact negatively curved Riemann surfaces of different genera.
Somewhat tangentially, harmonic maps from C to H 2 have recently received a lot of attention [Wan92] , [WA94] , [HTTW95] , [ST02] . Sparked by Schoen's question on the nonexistence of a harmonic diffeomorphism C → H 2 (see [Sch93] ), considerable effort has been put toward studying the Bochner equation on C, a semi-linear elliptic partial differential equation necessarily satisfied by the holomorphic energy density of a harmonic map from C. It is remarkable that furnishing a solution to this equation satisfying some geometric constraints provides sufficient data to produce a harmonic diffeomorphismof C into an ideal polygon of H 2 , called the Scherk maps, through the methods of [WA94] , [HTTW95] , and [ST02] .
This produces for us many examples of harmonic diffeomorphisms from a simply connected domain onto negatively curved surfaces. In a sense, these maps can be seen as local models for harmonic maps from a punctured sphere to a negatively curved target which are only diffemorphisms. Our task is to extend these models to produce handle collapses, harmonically mapping a punctured Riemann surface to the hyperbolic plane. This paper establishes the existence and uniqueness of harmonic maps from once-punctured Riemann surfaces with arbitrary but finite topology to the interior of a regular ideal polygon in the hyperbolic plane. The existence of these maps can be viewed both as an extension and application of the harmonic mapping theory of C → H 2 . On the one hand, we generalize the punctured sphere domain C to a punctured Riemann surface domain Σ with positive genus. On the other hand, the construction will involve a local blow-up argument; this blow-up forces us to analyze the behavior of these C → H 2 Scherk maps.
1.1.2. Remark on approach. As mentioned, a common approach to exhibiting the existence of a harmonic diffeomorphism from a planar domain is through constructing solutions to the Bochner equation. It is worth noting that the Bochner equation on a punctured Riemann surface has many solutions. The development of these solutions to produce folding, non-injective harmonic maps is not straight-forward, since it is not clear where and how to induce the folding.
For a concrete example of this phenomenon and difficulty, it is enough to compare two harmonic maps whose holomorphic energy densities solve the same Bochner equation: Fix a Riemann surface domain Σ g . Choose any harmonic map v : Σ g → Σ h which is non-injective, and denote its Hopf differential by Φ v . Since QD(Σ g ) ≈ T g , there exists a Riemann surface Σ g also of genus g and for which there exists a harmonic diffeomorphism u :
Since the Hopf differentials agree, their Bochner equations are the same, so we cannot foresee the folding behavior from the information of the holomorphic energy densities (the solutions to the Bochner equation) alone.
So, we abandon the approach of solving for and developing a solution of the Bochner equation, and choose instead the approach for proving existence by compact exhaustion. The main difficulties arise in estimating the energy of the harmonic maps on compacta from above and below, along a sequence of compact exhaustion. Our energy estimates of the handle crushing harmonic map on a compactum revolves around comparing two other harmonic maps to each other -the Scherk maps and the parachute maps (introduced in §6).
Heuristically, we describe the reasoning of our approach as follows: We remove a disk from the Scherk map (which is to say: an open disk of C and its image under the Scherk map), and deform this mapping of an annulus to the unique energy minimizer in its homotopy class with the same ideal boundary conditions (the parachute map). We show that the boundary of the removed disk does not need to move very far relative to its image under the Scherk map. This suggests that, if we replaced the disk with a compact surface with non-trivial topology, the map would be nearly harmonic.
1.1.3. Remark on technique. This paper presents at least four methods for dealing with proper noninjective harmonic maps from non-compact surfaces:
(1) To obtain a lower bound on the energy of a harmonic map on a compact subset, we observe that a partially-free boundary value harmonic mapping problem solution has less energy than its completely Dirichlet boundary value harmonic mapping problem counterpart (see the Doubling Lemma 3.5). (2) To estimate the length of the image of the free boundary for harmonic maps solving a partially-free boundary value problem, we relate the pointwise Hopf differential norm on the free boundary to the energy density on the free boundary (see Proposition 6.6).
In our proof, we need to show that a sequence of harmonic mappings from a sequence of nested compact domains to a regular ideal polygon of H 2 (solving a sequence of Dirichlet boundary value problems) have locally bounded Hopf differentials. We achieve this through an analysis of the Laurent series expansions for their sequence of Hopf differentials (see Proposition 6.2):
3. We bound the infinite tails of the Laurent series (in norm) by applying the Cauchy integral formula along the prescribed Dirichlet boundaries. This uniformly bounds all but finitely many coefficients, so that divergence of the Hopf differentials could only occur by divergence of these central coefficients. 4. We control the central terms of the Laurent series using a blow-up argument on large disks in the Hopf differential norm.
Using these methods, we are able to compare the energy of a harmonic map on a compactum of the punctured Riemann surface to the difference between energy of two different harmonic maps, the Scherk map and the parachute map, on an annular domain. We are able to bound this difference because the energy of the parachute map can be estimated in terms of its energy density on the free boundary, which in turn we are able to bound by showing that the Laurent series for its Hopf differential is bounded.
1.2. Organization of paper. Throughout the paper, we will assume that g > 1 and k > 2 an even positive integer have been fixed.
In §2, we recall definitions and previous results on harmonic maps. In §3, we prove Theorem 1.1 (Existence). This section begins with a brief outline of the proof. We will assume the Energy Estimate (Lemma 6.7) and the results on harmonic maps recalled in §2. The Energy Estimate will be proven in §6,
In §4, we prove Theorem 1.2 (Uniqueness), describing the senses in which the harmonic maps from Theorem 1.1 are unique.
In §5, we specialize Theorems 1.1 and 1.2 to the case of a punctured square torus mapped to an ideal square. We investigate the Hopf differential of this map, deducing Corollary 1.3.
In §6, we study a toy problem: does there exist a symmetric harmonic map from an infinite cylinder to the hyperbolic plane? After a brief outline, we pose and solve this problem, whose solutions we call parachute maps. The section closes with a derivation of the Energy Estimate (6.7).
PRELIMINARIES AND NOTATION
In this section, we recall basic definitions and collect some results on harmonic maps for later use. For these results, we expound on the relevant background and also briefly mention the context of our application. We also include a glossary of the notation we will utilize throughout this discussion.
2.1. Definitions. Let (M 2 , σ) be a Riemann surface and (N n , ρ) be a smooth Riemannian n-manifold. Let u : (M, σ) → (N, ρ) be a C ∞ mapping. The energy of the map u is defined as
Critical points of this energy functional are characterized by its Euler-Lagrange equation, a system of elliptic semi-linear partial differential equations which form the components of the tension field of u:
Adopting a local complex coordinate z ∈ M, the tension field for u reduces to
We call these critical points harmonic maps.
The Riemann surface structure on (M 2 , σ) defines a natural complex structure z on M. Using this complex structure, the boundary operator d :
This allows us to decompose the vector bundles of symmetric tensors M into types. In particular, we have the decomposition
into the types (2, 0), (1, 1), and (0, 2), where dz dz denotes the C ∞ (M) span of dz dz in T * M T * M, etc. Note that a (2, 0) tensor field is not necessarily holomorphic (for example, f (z)dz 2 is not holomorphic for any f = 0 holomorphic with respect to z).
is the (2, 0)-part of the pullback metric:
The holomorphic and anti-holomorphic energies, H u and L u , of the map u are given by
Using a complex coordinate z on M, we have the following formulae:
These curvatures are related to the holomorphic and anti-holomorphic energies of a harmonic map. Recall that J u = H u − L u . We have the following Bochner formulae for harmonic maps:
We remark that orientation preserving harmonic maps u can be analyzed a priori through their Bochner equations by imposing the ansatz J u ≥ 0. Using the change of variables w = for which e 2W − |Φ| 2 e −2W ≥ 0 and e 2W |dz| 2 is a complete Riemannian metric on C. Furthermore, these solutions are in bijection with harmonic maps w : C → H 2 for which the Hopf differential Φ w of w is identically Φ. Furthermore, w(C) forms the interior of an ideal (k + 2)-gon.
This statement is an application of theorems from [WA94] , [HTTW95] , and [ST02] . In [WA94] , the Bochner equation is solved to produce constant mean curvature cuts in Minkowski space. These are graphical, totally space-like surfaces of constant meant curvature in R 2,1 parameterized by W : C → R, where we identify C ∼ = {(x, y, 0)|x, y ∈ R} ⊂ R 2,1 . Their generalized Gauss maps w : C → H 2 have image in the space-like sphere H 2 = {(x, y, z)|x 2 + y 2 − z 2 = −1}. Furthermore, w is harmonic precisely when the graph of W has constant mean curvature [Mil83] .
The proof of Theorem 2.1 exploits the fact that the partial differential equation solved by W coincides with the Bochner equation for the holomorphic energy of a harmonic map w. It is remarkable that a solution to the Bochner equation is sufficient to produce a harmonic map w : C → H 2 , since this H w = 1 2 log||∂w|| necessarily solves the Bochner equation when w is harmonic. In [HTTW95] , the closure of the image of a Scherk map is characterized to be an ideal polygon. In fact, they also prove that any harmonic map C → H 2 × R with image lying in the convex hull of finitely many ideal points (i.e., an ideal polygon) must have a polynomial Hopf differential.
2.2.2. Courant-Lebesgue Lemma. Classically, harmonic maps from a fixed surface domain into a compact target space have been shown to exist by the direct method: consider a sequence of maps with decreasing energy in a fixed homotopy class of continuous maps, and show that the limit exists. The uniform bound on the energy of the maps leads to a uniform bound on the modulus of continuity by the Courant-Lebesgue Lemma [Cou37] :
, where d N denotes the intrinsic distance on N.
For our non-compact setting, we will look at a sequence of harmonic maps on a compact exhaustion. In order to get them to uniformly sub-converge, it will be required to restrict them onto a common compact domain. We will apply the Courant-Lebesgue Lemma to obtain equicontinuity of these restrictions.
2.2.3.
Wood's analysis of images of harmonic maps. The following two results are contained in [Woo74] , but we recall their cleaner statements from different sources. The following was adapted from the proof of Theorem 5.1 (and its corollary) of [Woo77] , and places restrictions on the Euler characteristic of the image of a harmonic map: 
In particular, if ∑ γ∈∂M κ γ = 0 and if the metric ρ on N has non-positive curvature, then u(M) cannot be contractible.
This adaptation is proven exactly as the original theorem, without omitting the prescribed boundary value terms.
2.2.4. Dumas-Wolf's uniqueness of orientation-preserving harmonic maps through Hopf differentials. We will consider parachute maps to study the energies of the harmonic maps from compacta Σ s to H 2 . In studying the behavior of the quadratic differentials of these parachute maps, we will use a blow-up analysis of the parachute maps, leading to harmonic maps from C → H 2 . We will characterize the possibilities for those blow-ups using the following result which holds in the simply connected domain setting (Theorem 5.3 of [DW15] ): Theorem 2.4. For any polynomial holomorphic differential Φ of degree k, there is a unique complete and non-positively curved metric σ(z)|dz| 2 on C for which the curvature satisfies
This theorem leads to a characterization of harmonic maps because the pull-back metric of a harmonic map from C to H 2 has a metric with Gaussian curvature expressed by this formula.
2.2.5. Cheng's Lemma. The classical Liouville Theorem states that a bounded entire function on C must be constant. Yau extended the Liouville theorem by generalizing the domain of the harmonic function: any bounded harmonic function on a manifold of non-negative Ricci curvature must be constant [Yau75] . Cheng takes this a step further by generalizing the target manifold: if M is a Riemannian manifold on non-negative Ricci curvature, and N is a simply connected Riemannian manifold of non-positive sectional curvature, then any harmonic map u : M → N whose image u(M) lies in a compact subset of N must be constant [Che80] .
This final generalization was obtained in [Che80] as a consequence of a gradient estimate for harmonic maps: Theorem 2.5. (An interior gradient estimate) Let M be an m-dimensional Riemannian manifold with Ricci curvature bounded below by −K ≤ 0. Let B a (x 0 ) be the closed geodesic ball of radius a and center x 0 in M, and let r be the distance function from x 0 . Let f : M → N be a harmonic map into N which is simply connected and having non-positive sectional curvature. Let y 0 lie outside of f (B a (x 0 )) and let ρ denote the distance from y 0 . Let b > sup{ρ( f (x))|x ∈ B a (x 0 )}. Then we have on B a (x 0 ):
where c m is a constant depending only on the dimension of M and
2.2.6. Choe's iso-energy inequality. The parachute maps we will introduce solve a partially-free boundary value harmonic mapping problem. In order to estimate its 1-dimensional energy on the free boundary, we can relate this energy to the energy of a harmonic map from a disk "filling in" the free boundary image. We will be able to do this via (Theorem 2.4 of [Cho98] ):
Theorem 2.6. (Iso-energy inequality) Let u be harmonic map from a ball B in R n into a non-positively curved manifold. Let E(u, B) denote the energy of u and E(u| ∂B , ∂B) denote the energy of u| ∂B . Then
Glossary of notation.
Throughout the construction, we will compare so many maps to each other that it may be useful to have a dossier for the maps, their domains, and some associated quantities. We collect below the many symbols used throughout our discussion. In this section, we prove Theorem 1.1, assuming the The Energy Estimate (Lemma 6.7), along with the previous results on harmonic maps from §2. The proof will proceed by producing a subconverging sequence of harmonic maps from compact domains exhausting a genus g punctured Riemann surface to an ideal k-sided polygon in H 2 . To organize ideas, we structure the proof in stages. Each sub-section is devoted to a stage of the proof: §3.1: We will define harmonic maps h s on compacta of a punctured Riemann surface Σ.
(1) Define a genus g Riemann surface domain Σ and a compact exhaustion ∪ s Σ s of Σ.
(2) Define a k-sided ideal polygon P k ⊂ H 2 .
(3) Define harmonic maps h s from these compacta Σ s to P k ⊂ H 2 . §3.2: We will determine conditions for sub-convergence for these maps h s .
(1) Aiming to diagonalize, fix r > 0 and restrict all maps h s (for s > r) to the domain Σ r .
(2) Bound the energies E(Σ r , h s ) of these restrictions h s | Σ r in terms of the energies on annuli Ω r,s of the Scherk map and the h s away from the handles. (3) Deduce a sufficient condition for uniform sub-convergence of the restrictions, expressed as a difference between the energies of the restrictions h s | Σ r and the Scherk map w on annuli Ω r,s . §3.3: We will produce comparison maps u s to obtain a more amenable Relaxed Sufficient Condition (Lemma 3.6), so that we only need to bound the difference between the energies of the u s and the Scherk map w on annuli Ω r,s . Then, we cite the Energy Estimate to verify that the Relaxed Sufficient Condition this is satisfied by the restrictions h s | Σ r .
(1) Define the parachute maps u s . Their analysis is deferred to §6.
(2) The energies of these u s are compared to the energies of the restrictions h s | Σ r via the Doubling Lemma (Lemma 3.5). (3) Use the Energy Estimate (Lemma 6.7) to estimate the energy of the parachute maps. §3.4: We will provide a proof of Theorem 1.1.
(1) Use the estimates from §3.3 to show that the restrictions h s | Σ r satisfy the Relaxed Sufficient Condition (Lemma 3.6) for sub-convergence from §3.2. (2) Check for non-collapsing of the limit. (3) Analyze the Hopf differential and finish proof of 1.1.
Set-up for construction.
3.1.1. Notation and set-up. Let us begin by establishing some notation for various domain and range spaces involved, and collect some required known results. For H 2 , we will use the Poincaré unit disk model
Scherk map: There is a harmonic map w : C → H 2 having Hopf differential Φ w (z) = z k−2 dz 2 whose image is the ideal k-gon in H 2 and which is symmetric with respect to the x-axis, in the sense that pre-and post-composition with the x-axis reflectional symmetries on C and H 2 leaves the map invariant (existence by Theorem 2.1).
This map can be realized as the composition of the projection of the Scherk-type minimal surface in H 2 × R onto H 2 following the parameterization from C of the minimal surface [Wol07] . The minimal surface is conformally of type C because it has finite total curvature. The Scherk surface exists [MRR11] and has a polynomial Hopf differential [Wol07] . That its Hopf differential is −z k−2 dz 2 follows by study of symmetric maps in [ST02] and [AW05] .
Domain data: The punctured Riemann surface serving as our domain is constructed as an identification space, and is denoted by Σ = Σ g . The conformal model for Σ used in this construction is obtained by identifying 2g + 1 subsets of C by translation:
The identifications are depicted in Figure 5 , with decorations indicating opposite sides of a geodesic segment in the identification. We will denote by Σ s the compact subset
of Σ obtained by the same identifications. Note that
provides a compact exhaustion of Σ.
Other domains: Let Ω r be the disk {z | |z| ≤ r} ⊂ C, so that it has boundary γ r = ∂(Ω r ). Let Γ s denote the image of γ s under w. The curves Γ s := w(γ s ) parameterized by w| γ s will serve as boundary data for the sequence of harmonic mappings h s on compacta of the punctured Riemann surface Σ. The Scherk map is defined on Ω r , and the parachute map will be defined on the cylinder Ω r,s . We will also identify Σ s \ Σ r by Ω r,s for all s > r. A depiction of the Scherk map is provided in Figure 6 . 
Target data: The regular ideal k-sided polygon P k we will use as the target for our harmonic maps is given by the convex hull of the the ideal points
where we are using the Poincare disk model for H 2 and
It is fixed set-wise by the involution reflecting over the x-axis and also by the rotations about the origin by integer multiples of 2π k . Note the factor of e 2πi 1 2k to create the reflectional symmetry over the x-axis. The polygon P k is depicted in Figure 7 for various values of k.
(A) P 4 (B) P 6 (C) P 8 FIGURE 7. Example P k for k = 4, 6, and 8.
Comparison model (the parachute maps): Along the way, we will study harmonic maps u s from cylinders into H 2 which have comparable energy to the harmonic mappings h s of Σ s on the subsets Ω r,s ≡ Σ s \ Σ r (for r < s). This allows us to pass from studying the (energy of the) harmonic mapping of Ω s to harmonic mappings of Ω r,s -reducing the consideration of a punctured torus domain to an analytically and topologically simpler annular domain. 
2 ; the precise size of r will be chosen later, when it matters in estimating the geometry of the boundary values Γ r we will prescribe.
For each s > r, we pose the Dirichlet harmonic mapping problem
noting the parameterized boundary condition. This boundary condition makes sense to impose because, although the domains for h s and w| Ω s (being Σ s and Ω s ) are different, their charts have γ s as identical boundaries. There is a unique solution h s to (Ds) which minimizes energy in its homotopy class fixing the boundary, shown to exist by Lemaire in [Lem82] .
This sequence of harmonic mappings
is the focus of our construction, from which we will extract a sub-convergent sequence. We note that this sequence of harmonic maps has an increasing amount of energy E(Σ s , h s ) +∞, so that it is not immediate that there should exist a convergent subsequence.
3.2. Conditions for sub-convergence. Since we wish to show that h s converges uniformly on compact subsets, we now restrict the maps h s to a common compact domain Σ r , for a fixed r and for all s > r. We appeal to the Arzela-Ascoli Theorem to guarantee a convergent subsequence of {h s | Σ r } on each Σ r , i.e., it suffices to show that {h s | Σ r } is uniformly bounded and equicontinuous. These will both follow from an application of the Courant-Lebesgue Lemma 2.2 and a geometric consideration of h s . We can pin down one point so that its image does not escape to infinity along the entire subsequence:
and mathcalO is the origin in H 2 . In particular, using the Poincare disk model for H 2 , we have that 0 ∈ L maps to a point of {x
Proof. Recall that the polygon P k has the ideal points Indexed this way, the involution
Note that k is even, so there are no ideal fixed points.
Observe that the maps h s (z) and h s (z) agree pointwise for all z ∈ γ s = Σ s . Since there is a unique energy minimizing solution to the Dirichlet boundary value problem (Ds), it must be that
on the interior of Σ s as well. Thus, we must have
This implies that h s (0) is real. Since h s (Σ s ) ⊂ P k , the image of 0 ∈ L must lie in the geodesic segment
along the x-axis is fixed by the isometry i. That the endpoints are these follows from an elementary exercise in hyperbolic geometry. Finally, note that the length of this line segment is
and that O is the midpoint of this line segment.
We now deduce a sufficient condition for sub-convergence of our sequence of restrictions h s | Σ r :
Proposition 3.2. If E(Ω r , h s ) < M(r) is bounded for all s > r, then {h s | Ω r } is precompact.
In the following sections, the bulk of our work will be toward obtaining an energy bound of the form E(Ω r , h s ) < M(r) for all s > r.
Proof. With the energy bound in hand, the Courant-Lebesgue Lemma implies that h s | Ω r is equicontinuous and uniformly bounded, because E(Ω r , h s ) < M gives us the inequality
.
By applying the triangle inequality and Proposition 3.1, the uniform bound
for all z, w ∈ Ω r , and where the constants µ = µ(r) is defined as in Theorem 2.2 depending only on the diameter of Σ r and C(k) is defined in Proposition 3.1. Thus, we can apply the Arzela-Ascoli theorem to the family {h s | Ω r }. 
where the constant K = K(g, k) depends only on g and k (through w) and is given by
To estimate E(Ω s , h s ), let us construct a map v s : Ω s → H 2 satisfying the boundary conditions for the Dirichlet harmonic mapping problem (Ds), and whose energy we can compute.
Since v s will be a candidate to the mapping problem (Ds), and h s minimizes energy among all candidates to (Ds), we will have
To define an appropriate v s , recall that the conformal model for Σ (and Σ s by restriction) is given by identifying the 2g + 1 pieces: 
where the constant K is defined by 
Proof. The proof is entirely algebraic. Observing that Σ s = Σ r ∪ Σ r,s , we deduce:
Taking G(r) := E(Ω r , w) + K, where K was defined in Proposition 3.3, we have our desired result.
This inequality estimates the growth of E(Ω r , h s ) for all s > r. Observe that the right hand side compares the energies of the Scherk map w and the Dirichlet solution h s , both restriction to the common domain Ω r,s . Note that Ω r,s ≡ Σ s \ Σ r = Σ r,s , so we will begin to use these symbols interchangeably. In the following, we work toward bounding the difference E(Ω r,s , w) − E(Ω r,s , h s ).
3.3. A comparison map for h s away from the handles. We will now construct a comparison map whose energy will bound E(Σ r,s , h s ) from below. This is desirable because such a lower bound in turn bounds E(Ω r,s , w) − E(Ω r,s , h s ) from above.
Loosely speaking, we will show that h s | Ω r,s has almost as much energy as w| Ω r,s (or, said differently: we are trying to show that h s does not concentrate most of its energy in Σ r around the handles, and that it spreads out its energy as well as w does over the annulus Σ s \ Σ r ≡ Ω r,s ). It is well known (see, for example, [Ham75] ) that critical points u s of the energy functional (which are critical with respect to variations of the map fixing the Dirichlet boundary γ s , without restriction on the free boundary γ r ) satisfy
where ν is the outward pointing normal of Ω r,s along γ r . A priori, it is not evident that h s satisfies this condition on γ r .
In any case, we call the unique solution of our toy problem (PFDrs) a parachute map u s . Note that it is an energy minimizer among all candidates to the harmonic mapping problem (PFDrs), so that the energy of h s | Ω r,s is no greater than that of u s .
Here, we note that, but uniqueness of the solution to (PFDrs), the parachute maps respects the same D k dihedral symmetries that the boundary curve Γ s respects. In particular, we have the identities
for all z ∈ Ω r,s and for all ξ j = e 2πi j k , for j = 0, 1, . . . , k − 1.
Comparison models estimate E Ω r,s (h s ).
The crux of the argument is a doubling lemma which allows us to recast the partially-free/Dirichlet boundary value problem as a Dirichlet/Dirichlet boundary value problem on a doubled domain and appropriately reproduced boundary conditions (where the boundary conditions correspond to the inner/outer boundary components).
Lemma 3.5. (Doubling Lemma) Any critical point of (PFDrs) can be reflected to define a critical point of a Dirichlet harmonic mapping problem (defined below) that only has one critical point (which also minimizes energy).
Hence, producing a critical point of (PFDrs), actually produces an energy minimizer among candidates to (PFDrs). We will apply this lemma after its proof.
Proof. This is proven by a series of observations.
(0) The domain Ω r,s is conformally equivalent to Ω 1, is equivalent to (PFDrs) by parameterizing the boundary appropriately under the rescaling, i.e., f | γ s/r (r · z) = w| γ s (z).
(1) The critical points f : Ω 1, Observe that the orientation is reversed on the boundary γ r/s to preserve the dihedral symmetry (in the target) of the mapping problem. It is automatically satisfied by definition off by reflection of f across γ 1 .
(3) Observe that (Drs) has a unique solutionF which, in particular, minimizes energy among all maps satisfying the Dirichlet boundary condition. Furthermore, it is the unique critical point. So, it must be thatf =F.
(4) Thus, there is a unique critical point F of the (PFDrs) mapping problem. This critical point F minimizes energy, and can be realized as a rescaling by r of the restrictionF| Ω 1, s r since the domains are conformal, i.e., Ω r,s = r · Ω 1,
In other words, the solution to (PFDrs) is given by
since (∇u s )| γ 1 (ν) = 0. This completes the proof of the Doubling Lemma.
Let us return to studying the energies of the restrictions h s | Σ r . Denote by u s the solution to (Drs). The Doubling Lemma 3.5 implies
Recall from Proposition 3.4 that
Combining these, we finally arrive at Lemma 3.6. (Relaxed Sufficient Condition) For each s > r, and the for the maps h s , parachute map u s , and Scherk map w defined above, we have
where G(r) is the function defined in 3.4.
This inequality allows us to finally control the energies of the restrictions solely in terms of a comparison between the energies of the Scherk map w and the parachute maps u s . We will now use the Energy Estimate to bound E(Ω r,s , w) − E(Ω r,s , u s ):
Lemma 6.7. (The Energy Estimate) There is a continuous increasing function F(r) such that, when r is large enough, for any s > r, the following inequality holds:
We defer its proof to §6.5.
3.4.
Putting it all together. With this in hand, we are finally able to diagonalize {h s } s≥r on the domains Ω r to obtain a convergent subsequence.
Proof. Fix r > 1 large enough to satisfy the hypotheses of the Energy Estimate (Lemma 6.7). For each s > r, the energy of the map { h s | Σ r } s≥r can be bounded by
by Proposition 3.6
≤ F(r) + G(r) by the Energy Estimate (Lemma 6.7)
where F(r) is defined in the Energy Estimate (Lemma 6.7) and G(r) is defined in Proposition 3.6. Thus, by Proposition 3.2, the family { h s | Σ r } s≥r is precompact.
3.4.1. Non-collapsing of the limit h s → h. With the uniform energy upper bound E(Ω r , h s ) < M(r), we can take a limit of the harmonic maps using a diagonalization process. However, we face the possibility of h s collapsing a subset of the domain Ω. The classification of local singularities for maps between surfaces by Wood is collected in his paper [Woo77] , although the derivations are more thorough in his thesis [Woo74] . We have to rule out the degenerate possibility that the limiting map has an image which does not contain any open disk, i.e., that h is a piecewise constant map (with a 0−dimensional image) or maps to a union of geodesic segments. It suffices to exhibit an energy growth rate of E(Σ s , h s ) bound from below.
Recall that the comparison models u s satisfy:
by Lemma 6.7
Combining these, we see that there is a lower bound on E(Ω r,s , h s ): 
σ(z) respectively denote the holomorphic and anti-holomorphic energies of h. Observe that we have a pointwise inequality which helps us bound the norm of ||Φ h ||:
So, we have at most polynomial growth of
of order k as a function of r. With the lower bound on energy growth rate from the non-collapsing discussion above, we see that in fact the polynomial growth rate is k (otherwise, the map must limit to strictly fewer than k ideal geodesics). This implies that Φ h has a pole of order k + 2. Let us apply the Riemann-Roch theorem to deduce the number of zeros of Φ h . The degree of the square of the canonical line bundle is equal to the number of zeros minus the number of poles of a non-vanishing meromorphic quadratic differential. Thus,
where g is the genus of the compact surface. Hence, there are (4g − 4) + (k + 2) zeros of Φ h on Σ. This proves the final assertion of Theorem 1.1, describing the Hopf differential Φ h of h : Σ g → P k .
UNIQUENESS: PROOF OF THEOREM 1.2
Let us now turn to discussing the existence of the maps established in Theorem 1.1. We prove: Theorem 1.2. Suppose h, v : Σ g → H 2 are two harmonic maps. Denote their pointwise distance function
Proof. Suppose we have two harmonic maps h, v : Σ → H 2 and denote their pointwise distance function by d(z) := dist H 2 (h(z), v(z)). Our goal is to show that d ≡ 0. Observe that it is equivalent to show that the function Q(z) := cosh(d(z)) − 1 vanishes identically on Σ. Since the target manifold H 2 is non-positively curved and simply connected, Q is smooth as a function of z. We will now recall a computation from [HW97] to obtain a sign on the Laplacian of Q, using the Riemannian chain rule.
Recall that the Riemannian chain rule states, for a map
Let us choose a convenient basis for the computation. Given two points p and q in H 2 , there is a unique geodesic segment γ pq between them. There are natural frames associated to the tangent spaces T p H 2 and T q H 2 associated to γ pq : T p H 2 = span(Tan p , N p ) and T q H 2 = span(Tan q , N q ), where Tan p and Tan q are unit tangent vectors to γ pq at the points p and q, respectively, and where N p and N q are unit normal vectors orthogonal to Tan p and Tan q , respectively.
Then, using the local orthonormal frames {e 1 , e 2 } for TΣ and {(Tan p , 0), (0, N p ), (Tan q ), (0, N q )} for T (p,q) H 2 × H 2 , we have:
where A is a 4 × 4 matrix whose only non-zero entries are −1 at ((N p , 0), (0, N p ) ) and ((N q , 0), (0, N q ) ), and a −cosh • d at ((Tan p , 0), (0, Tan q )) and ((Tan q , 0), (0, Tan p )).
Thus, the Laplacian of Q can be bounded:
where ∇u, Tan u(z) denotes the projection of du(e 1 ) + d(e 2 ) onto Tan u(z) . Since h and v are harmonic, the vector field (τ h , τ v ) vanishes. This implies that the function Q(z) is subharmonic on Σ. Now, notice that Σ g is non-compact and yet we have
Hence, we investigate the conditions under which d is forced to be a constant. It is a classical fact from complex analysis that all bounded, non-negative sub-harmonic functions on a parabolic domain must be constant. In particular, Σ g is a parabolic domain because its conformal model for the puncture can be described by C \ {0}. So, if p = +∞, then Q must be constant. Since Q is also in L p , it must be that Q vanishes identically.
For p ∈ (1, +∞), it was shown in [Yau75] that any non-negative sub-harmonic function on a complete Riemannian manifold must be constant. It similarly follows that, in this case, Q vanishes identically.
EXAMPLE: PUNCTURED SQUARE TORUS SQUASHED ONTO IDEAL SQUARE
In the following, we will consider the special case of the square torus in which we can determine the location of the zeros of the Hopf differential, proving Corollary 1.3. After this section, the remainder of the paper is devoted to the details of the energy estimate Lemma 6.7.
Proof of Corollary 1.3. Let g = 1 and k = 4 in the hypotheses of Theorem 1.1, and let h : Σ 1 → P 4 denote the harmonic handle crushing map of the square punctured torus to the ideal square. By the D 4 dihedral symmetry of Σ 1 , each of the maps h s in the construction of h is symmetric with respect to the same D 4 symmetries. So, the limiting map h also respects the D 4 symmetry group. This is depicted in Figure 8 ; note the domain identification space Σ 1 .
h FIGURE 8. Lines of symmetries for h : Σ 1 → P 4 from Corollary 1.3.
By the Riemann-Roch theorem, we establish that there are 6 zeros, counting multiplicity, of Φ h on Σ 1 . Observe that any point p not on a line of symmetry of Σ 1 cannot be a zero of Φ h because the D 4 symmetry of the map would yield 7 other zeros of Φ h (the orbit of p under the 8 symmetries of D 4 would yield 7 other zeros). Hence, the zeros of Φ h must lie on the lines of symmetry. Thus, there are five possible locations for a zero of Φ h . We draw the possibilities in Figure 9 , in a triangular fundamental domain of a conformal model of Σ 1 with respect to the D 4 symmetries. We label the possible locations P, Q, R, S, and T. Note that each of the edges of the triangular fundamental domain lies on a line of symmetry of Σ 1 .
If a zero P of order n P lies on a vertical line of symmetry, but not on the diagonal line of symmetry, and in the interior of the vertical line of symmetry (depicted on the vertical edge of the triangular fundamental domain), there would be 3 other zeros of order n P by the diagonal symmetries of D 4 .
If a zero Q of order n Q lies on a diagonal line of symmetry, but not on the vertical and horizontal lines of symmetry, then there would be 3 other zeros of order n Q by the horizontal and vertical symmetries of D 4 .
If a zero R of order n R lies on the vertical or horizontal line of symmetry, but not on the diagonal line of symmetry, and on the endpoint of the vertical or horizontal line of symmetry (depicted at the right angle of the triangular fundamental domain), there would be 1 other zero of order n R by the diagonal symmetries of D 4 .
If a zero S is at the fixed point of the D 4 symmetries (depicted at the top vertex of the triangular fundamental domain). Such a zero of order n S does not necessitate other zeros of Φ h by the D 4 symmetry, for example, if n S = 6. However, the foliation must respect the D 4 symmetry, so n S − 2 must be a multiple of 4.
Finally, if a zero T of order n T lies on the horizontal line of symmetry, but not on the diagonal line of symmetry, and in the interior of the horizontal line of symmetry (depicted on the horizontal edge of the triangular fundamental domain), there would be 3 other zeros of order n T by the diagonal symmetries of D 4 .
Hence, we must have 4n P + 4n Q + 2n R + n S + 4n T = 6. Note that n P , n Q , n R , n S , and n T must be non-negative integers. Observe that the order n S must be such that n S − 2 is divisble by 4, since the foliation of Φ h near S must be fixed by the D 4 symmetries. Hence, n S is either 2 or 6. So, n P , n Q , and n T are at most 1. Similarly, n R is at most 2. By a case by case analysis, the only possibilities are given by the following five arrangements:
(a) three zeros of order 2, with (n P , n Q , n R , n S , n T ) = (0, 0, 2, 2, 0) (b1) or one zero of order 2 and four of order 1, with (n P , n Q , n R , n S , n T ) = (0, 0, 2, 0, 1), (b2) or one zero of order 2 and four of order 1, with (n P , n Q , n R , n S , n T ) = (1, 0, 2, 0, 0), (b3) or one zero of order 2 and four of order 1, with (n P , n Q , n R , n S , n T ) = (0, 1, 2, 0, 0), (c) or one zero of order 6, with (n P , n Q , n R , n S ) = (0, 0, 0, 6, 0).
This establishes the three possible configurations of multiplicities of zeros.
If Φ h has divisor data in arrangement (a). Let us study the orientation of the map h at the zeros of Φ h , supposing that Φ h has the divisor given by arrangement (a). In arrangement (a), the Hopf differential Φ h has a zero of order two at each of the midpoints 0 in L, H + , and H − . Let us analyze the orientation of the map at each of these zeros. Consider the curves
These curves generate the homology of Ω. Furthermore, by the symmetries of the map, we have
Since the diagonal isometry of Σ 1 taking 0 ∈ L to 0 ∈ H + and the diagonal isometry on H 2 are both orientation-reversing, and since pre-and post-composition of h by these maps preserves h, the orientation of h at both of these points are the same. By this, we mean J ≥ 0 at these points. Now, consider the Jacobian along the curve η h .
We argue that the sign at 0 ∈ H − is opposite to the sign at 0 ∈ H + (and 0 ∈ L). Consider mapping half of η h , which connects 0 ∈ H + to 0 ∈ H − along the right side. It gets mapped into a curve along the positive real axis of H 2 which is a loop at 0 ∈ H 2 . Tracing the derivative of this curve, we see that the tangent vector to the curve must change sign upon returning to 0 ∈ L. Hence, J h ≤ 0 here. Hence, the orientation of h at two of its zeros (each of order two) are the same, while the orientation of h at its other zero (of order two) is reversed.
Only arrangement (a) is a square of a holomorphic 1-form. It is clear that none of the configurations of the Hopf differential Φ h descibed by arrangement (b) can be the square of a holomorphic 1-form η, since the simple zeros of Φ h cannot be realized by η 2 . If Φ h is in configuration (c), and if η is a holomorphic 1-form such that η 2 = Φ h , then η has a zero of order 3 at the fixed point of the D 4 symmetry group. By the Abel-Jacobi theorem, such a holomorphic 1-form η does not exist.
THE TOY PROBLEM AND THE ENERGY ESTIMATE
This section is devoted to studying the solution of a toy problem. This solution, the parachute map, was introduced in §3.3 to establish a priori bounds on the energy of the harmonic mapping of a compactum of the punctured Riemann surface. The energy bound hinges on the geometric quality that the free boundary of the parachute maps u s stays in a bounded set independent of s.
In §6.2 and §6.3, we describe the geometry of the parachute map and also derive restrictions on the Laurent expansion of the Hopf differential. These will be applied in conjunction in §6.4, which is the heart of this section. We provide an outline of this section: §6.1: Define the parachute maps.
(1) Pose and solve the toy problem whose solutions are the parachute maps.
(2) Describe symmetries of parachute maps.
(3) Observe that the boundary condition at the core curve is free. §6.2: Describe the injectivity of the maps.
(1) Use Theorem 2.3 (Wood's Gauss-Bonnet formula for the image of harmonic maps) to show that the parachute maps are local diffeomorphisms. (2) Note that this lets us find disks of increasing radius in the domain along the sequence of parachute maps, from which the parachute maps are diffeomorphisms. §6.3: Analyze Hopf differentials of the parachute maps through their symmetries.
(1) Express the Hopf differential as a Laurent expansion. by considering those three coefficients. §6.4: Show that the core curve mapped by any parachute map stays in a bounded set.
(1) Observe that the Hopf differential norm equals the energy density on the core curve.
(2) Show that the sequence of Hopf differentials have bounded norm on the core curve.
This involves an argument by contradiction: we use a blow up argument on a sequence of disks of increasing radii in the Hopf differential norm, provided by §6.2. (3) Use the uniform bound on Hopf differentials on the core curve to obtain the Bounded Core Lemma. §6.5: Use this pointwise bound on the free boundary to derive the Energy Estimate (Lemma 6.7).
(1) Use the Bounded Core Lemma to deduce that the pointwise distance between the parachute map and the Scherk map is uniformly bounded (compared on any common annular domain). (2) Obtain a gradient norm estimate for the parachute map along the core curve by Cheng's interior gradient estimate, which relies on the uniform bound between the images of the parachute map and the Scherk map to choose appropriate constants. (3) Observe that the parachute map energy density on the core curve reduces to simply the tangential energy of the core curve, since the core curve is a free boundary. (4) Bound the energy of an auxilliary harmonic map from a disk which "fills in" the core curve using Choe's Iso-energy inequality for harmonic maps (relating interior 2-dimensional energy to 1-dimensional energy of the boundary). (5) Observe that the Scherk map on Ω s has less energy than a "filled in" harmonic extension of u s | Ω r,s into Ω r . (6) Re-arrange the Scherk map energy bound to deduce the Energy Estimate (Lemma 6.7).
6.1. Parachute maps. Recall the partially free boundary value harmonic mapping problem
whose solutions u s we call parachute maps. These parachute maps were introduced in §3.3 as comparison maps for h s | Ω r,s , having the same image on the γ s boundary component. In this section, we analyze the discrepancy of energy between the parachute maps and the Scherk map, E(u s , Ω r,s ) − E(w, Ω r,s ), as a function of s, for all s greater than any given fixed r > 1. Without loss of generality, we rescale Ω r,s by a factor of 1 r to avoid the factor of s r in the following analysis. The parachute maps u s are closely tied to the Scherk map w because the Dirichlet boundary condition on γ s for u s is obtained from w| γ s . Note that the energy of u s is less than that of w on their common domain of definition, since u s solves the partially free boundary value problem. We are interested in the magnitude of this difference.
One can imagine the sequence of restrictions w| Ω 1,s of the Scherk map converging (identically) to the Scherk map as s ∞. On the other hand, the sequence of parachute maps u s (defined on Ω 1,s ) agree with w| Ω 1,s on the γ s boundary component, but disagree on the γ 1 boundary component. For this reason, we chose the moniker parachute, since we are reminded of the children's toy parachute getting stretched along its outer boundary twoards infinity, and the inner boundary moves freely to minimize the overall stretching of the fabric.
In comparing the energy of the parachute map to the Scherk map, then, we have a heuristic geometric description: this suggests their energies should be comparable from a geometric description: if u s (γ 1 ) remains a bounded distance from w(γ 1 ) for all s, then the difference in energy between the parachute maps and the Scherk map (on their common domains of definition) should be small; if u s (γ 1 ) approaches u s (γ s ) as s ∞, then the difference in energy will be great. Our analysis involves studying the Hopf differential Φ u s of u s . However, it is prudent to study the Hopf differential of the doubled parachute maps, since an extra symmetry imposes a convenient analytic condition (see Proposition 6.3). Recall that the Doubling Lemma 3.5 realizes the parachute maps u s as restrictions of the solutions of a Dirichlet-Dirichlet boundary value harmonic mapping problem
We use the names u s to mean either the parachute map or its double without ambiguity, since we will always specify the required domain of definition. We abbreviate Φ s ≡ Φ u s . The curve γ 1 will be referred to as the core curve.
Geometry of images.
In this section, we study the behavior of the parachute maps.
Proposition 6.1. The parachute maps u s have a non-negative Jacobian on int (Ω 1,s ).
Proof. Observe that the cylinder Ω 1,s has Euler characteristic 0. Let us denote the subsets on which u s has positive, zero, and negative functional Jacobian by Ω 
Observe that the parachute map u s restricts onto Ω 
We arrive at a contradiction, since u s Ω − 1,s has negative Gauss curvature. Therefore Ω − 1,s must be empty, and J u ≥ 0 on Ω 1,s .
Hopf differentials of parachute maps.
In this section, we analyze the pointwise norm of the Hopf differential of the parachute maps along the core curve. The aim of the analysis is to obtain the following: Proposition 6.2. For the parachute maps u s described above, there exists a positive constant M < ∞ and a sequence of indices {s} ∞ so that, for all z ∈ γ 1 , we have
We will study the Hopf differential through its Laurent expansion. So, it will be useful to observe a symmetry of Φ s induced by the reflectional symmetries: Proposition 6.3. Each parachute map u s respects the two reflectional symmetries u s 1 z = u s (z) and u s (z) = u s (z). These symmetries induce a symmetry on the Hopf differential Φ s (z) ≡ φ s (z)dz 2 :
Proof. Fix any s. We will drop the index s in this proof since it is not essential, and only clutters notation. First, note that φ(z) = u z (z) · u z (z). Thus, it is equivalent to show that
We will proceed in polar coordinates. First, note that the symmetries re-expressed as:
Combining these, we obtain one polar identity
Then, taking r and θ derivatives, we deduce the polar derivative identities: Thus, their product forms the right-hand side:
Finally, we will verify that
by using the polar derivative identities. Note that the identities (1) and (2) hold for all r and θ, so in particular we can compare term by term:
using (r, θ) for (r, −θ) in equation (2) Thus, we see that: the first factor of the left hand side coincides with the second factor of the right hand side, and the second factor of the left hand side coincides with the first factor of the right hand side (with the equal summands of each factor appearing in the same order). Now we will prove Proposition 6.2. We recall its statement here:
Proposition 6.2. For the parachute maps u s described above, there exists a positive constant M < ∞ and a sequence of indices {s} ∞ so that, for all z ∈ γ 1 , we have for all l = 0, . . . , k − 1. In particular, for all indices n for which k does not divide n + 2, the coefficient c s n must vanish. This leaves us with an expansion given by
We separate the series into three parts as indicated by the parenthetical grouping: respectively, the negative tail, the central terms being the sum of the index −(k + 2), −2, and k − 2 terms, and the positive tail. Our plan of attack will be to bound the norm of each of these parts, with the bounds holding for every point on the core curve and along a sequence of indices {s j }. Recalling the Cauchy integral expression for c s n , we will choose appropriate contours to bound the norms of the infinite tails. Then, we will control the central terms by analyzing the possibilities for those three coefficients.
First, let us focus on the positive tail. For the coefficients indexed by n > 0, we can adopt the contour γ ρ := {ρe iθ |0 ≤ θ ≤ 2π} in their Cauchy integral expressions, valid for ρ ∈ 1 s , s , to obtain:
Multiplying both sides by 2ρ and integrating over the interval ρ ∈ (s − s , s), we see that: 
The right hand side can be controlled because the energy density of the Scherk map w obeys the estimate
Here, C J w dA = 2π(k − 2) since the area of w(C) is given by the area of an ideal k-gon. Thus,
log(s) = 1. Hence, there exists D > 0 so that, for s large enough, we have
This inequality can be used to obtain a bound on the norm of the positive tail on the core curve. We have:
Next, let's consider the negative tail. By Proposition 6.3, since the parachute maps satisfy theFrom this procedure, for each θ we obtain a harmonic map from C to the hyperbolic plane. As each domain was obtained by using the Φ s l -metric, the maps always have a constant (depending on θ), non-zero Hopf differential. Here, we can apply Dumas-Wolf's uniqueness Theorem 2.4: by interpreting the theorem as a statement yielding uniqueness of harmonic immersions from the plane into H 2 , we know that each of these maps must be maps onto a geodesic.
Furthermore, we have a whole circle's worth of maps from C to H 2 whose images must be contained in the ideal k-sided polygon which bounds the images of u s l . In particular, we can choose θ to lie in the direction of one of the ideal corners of the polygon. However, we cannot obtain such a limiting map whose image is a geodesic perpendicular to this direction (as the horizontal foliation lies orthogonal to this direction) since such a geodesic cannot be contained in the regular ideal polygon. 
Thus, it follows that the energy density of u s can be bounded from below by
where D(k) is the constant from the proof of Proposition 6.2. This suggests that the energy density is growing at a rate of ρ k−2 , with a proportional constant |C s l |. However, comparing to the Scherk map, we necessarily have
where T := E(w, Ω 1 ). Furthermore, the energy density of the Scherk map satisfies
for which J w > 0 and Ω 1,s J dA ≤ 2πk. Note that the energy estimate is supposed to hold on the domain Ω 1,s Hence, for all s > 1, We now have enough to assemble the proof of the Bounded Core Lemma 6.4.
Proof. We aim to show that there exists M > 0 such that, for all s large enough, we have
By Proposition 6.5, each parachute map u s satisfies
By Proposition 6.6, for each z ∈ γ 1 , we have
By Proposition 6.2, for r large enough, for all s > r, there exists a positive constant M < ∞ such that, for all z ∈ γ 1 , we have |φ
Combining these, we arrive at our desired conclusion. 
where the constant L = L(k, r) is simply the energy of the Scherk map on the disk Ω r : L(k, r) := (Ω r , w). Hence, it suffices to exhibit a bound on E(Ω r , p s ) in terms of r alone. To do this, we will use the Bounded Core Lemma 6.4 in addition to the iso-energy inequality (Theorem 2.6) and Cheng's interior gradient estimate (Theorem 2.5). We apply the iso-energy inequality (Theorem 2.6) first. Since Ω r is a ball, the iso-energy inequality allows us to conclude E(Ω r , p s ) ≤ E(γ r , p s | ∂∆r )
for which we know the right-hand side is uniformly bounded. Recalling that E(Ω r,s , w) − E(Ω r,s , u s ) ≤ E(∆ r , p s ) − K r , we also arrive at E(Ω r,s , w) − E(Ω r,s , u s ) being uniformly bounded in s for all s > r. Let us now specialize Cheng's interior gradient estimate (Theorem 2.5) to our situation. We use M = Ω r,s and N = H 2 , so that we can take K = 0. A choice for the points x 0 , y 0 and the constants a, b will be chosen momentarily. We are guided by the following application of the Bounded Core Lemma. Fix a constant a > r, choose x 0 ∈ γ r fix any point y 0 ∈ H 2 at a distance R of at least M + P from the set w(∆ r ). Then there exist constants b > 1 and β > 0 are some independent of s j , all of which are finite (although their admissible values are dependent on k and the map w on ∆ r )). Choosing such b and β, Cheng's Lemma 2.5 states that |∇u s (x 0 )| 2 ≤ c m b 2 (b 2 − ρ 2 • u s ) 2 a 2 β Because y 0 is chosen to be a distance R from w(Ω r ), for each p ∈ Ω r,s , we have:
Hence it follows that ρ 2 • u s (x 0 ) ≤ (M + P + R) 2 and that
This shows that |∇u s (x 0 )| 2 is uniformly bounded for all x 0 ∈ γ r , for all s j . Finally, observe that ∇u s has zero ∂ n component along γ r , so that |∇u s |(x 0 ) = |∇u s (∂ θ )|(x 0 )
for all x 0 ∈ γ r . Since p s | γ r ≡ u s | γ r is the parameterized Dirichlet boundary condition for p s , it is thus true that |∇p s (∂ θ )|(x 0 ) = |∇u s |(x 0 ).
As we have shown that |∇u s (x 0 )| 2 is uniformly bounded for all x 0 ∈ γ r , for all s j , it follows that E(∂Ω r , p s | ∂Ω r ), and hence E(Ω r , p s ) is bounded independently of s.
CONCLUDING REMARKS
We return to addressing the original investigation of harmonic maps between compact hyperbolic surfaces. Theorem 1.1 describes a harmonic map locally around a handle collapse. We describe below two procedures which suggest the maps from Theorem 1.1 are indeed the local model for handle crushing harmonic maps between compact surfaces, in that they approximate well a neighborhood of the handle collapsing.
One process considers a sequence of handle crushing harmonic maps h t : (Σ g , σ t ) → (Σ h<g , ρ) between compact surfaces. Adopting an appropriate sense for a limiting harmonic map, we take t → ∞ and obtain a harmonic map h : (Σ * g , σ) → (Σ h , ρ) from a noded surface (Σ * g , σ) = (Σ * h , σ) ∨ (Σ * g−h , σ). We expect to recover (away from the node point) a harmonic diffeomorphism h : (Σ * h , σ) → (Σ h , ρ) on one part and a handle crushing map h : (Σ * g−h , σ) → (Σ h , ρ) (of the type we have produced in Theorem 1.1) on the other part. Algebraically, we describe this as a decomposition of the domain on which the limiting harmonic map induces an isomorphism or maps trivially on fundamental groups.
The second process suggests our non-compact handle crushing map can be built up as part of an almost harmonic map, and a singular perturbation argument (or more specifically, a bridge principle) can be employed to correct it to become harmonic. We expect the correction to be small, so that our model is a close approximate on the handle crushing component. This correction is expected to be small by relating the data of the Hopf differentials near the bridged components.
We describe these two processes in more detail, below.
Limit of compact maps to a diffeomorphism and a handle crushing model: Let us first describe an example of a family of holomorphic quadratic differentials Φ t on a genus two surface which limits to a holomorphic quadratic differential Φ on a noded surface of genus two (which is topologically a union of two punctured genus one surfaces away from the node point). This example is borrowed from sec A.4 of [McM89] .
Fix a torus with holomorphic quadratic differential dz 2 . Cut open two segments of its horizontal foliation, each of length L and away from the singularities, and glue in a Euclidean cylinder of height H and circumference t := 2L with its foliation by circles. This results in a holomorphic quadratic differential Φ t on a genus two surface with four zeros at the endpoints of the slits. Suppose the slits are the sides of a square and let t → 0 while H L is fixed. Fixing a basepoint, the limit quadratic differential Φ lives on the punctured torus with a fourth order pole.
Let us adopt this notion of a limiting pair (Σ g , Φ t ) of Riemann surface Σ g with holomorphic quadratic differential Φ t in the following construction. Let h t : (Σ g , σ t ) → (Σ g−1 , ρ) be a sequence of handle crushing harmonic maps in which σ t is an unbounded ray in the Teichmüller metric on T g . Suppose h t induces the same homomorphism on fundamental groups for all t. Note that a single handle is being crushed for each t. Fixing a basepoint in a neighborhood of the crushed handle, we consider the limit of (Σ g , Φ h t ), and ask: Question 7.1. Can this process be carried out to produce our handle crushing map of a square punctured torus onto an ideal square from Corollary 1.3?
