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ABSTRACT
Massive Open Online Courses are educational programs that are
open and accessible to a large number of people through the inter-
net. To facilitate learning, MOOC discussion forums exist where
students and instructors communicate questions, answers, and
thoughts related to the course.
The primary objective of this paper is to investigate tracing
discussion forum posts back to course lecture videos and readings
using topic analysis. We utilize both unsupervised and supervised
variants of Latent Dirichlet Allocation (LDA) to extract topics from
course material and classify forum posts. We validate our approach
on posts bootstrapped from five Coursera courses and determine
that topic models can be used to map student discussion posts
back to the underlying course lecture or reading. Labeled LDA
outperforms unsupervised Hierarchical Dirichlet Process LDA and
base LDA for our traceability task. This research is useful as it
provides an automated approach for clustering student discussions
by course material, enabling instructors to quickly evaluate student
misunderstanding of content and clarify materials accordingly.
CCS CONCEPTS
• Information systems→Document topic models; •Applied
computing→ E-learning; • Software and its engineering→
Traceability.
KEYWORDS
massive open online course (MOOC), latent Dirichlet allocation
(LDA), discussion forum, topic analysis, traceability
1 INTRODUCTION AND MOTIVATION
The primary feature distinguishing a Massive Open Online Course
(MOOC) and a traditional course is the MOOC’s capacity to scale
to a seemingly limitless number of concurrent students [13]. The
scalability of the MOOC can be represented by the ratio of instruc-
tors and students. When students vastly outnumber the instruc-
tional staff, the opportunity for a student to interact meaningfully
with the instructors diminishes [10]. Furthermore, the instructional
staff’s ability to gauge student understanding is also hampered. It
is impractical for a fixed number of instructors to respond to the in-
dividual needs of an unbounded, growing number of students [11].
One method for students and instructors to interact is through
the discussion forums. This medium allows relevant conversation
where students ask questions, express their thoughts, and seek
help from their peers and instructors about the course material.
Stephens-Martinez et al.’s research surveyed 92 MOOC instructors
and determined that the conversations students have on course
TF-IDF suggested: (cos_sim: 0.641)
Module 2: Project Planning > Lesson 1: Story Points > Lecture 1A: Story Points
L-LDA suggested: (cos_sim: 0.0988)
Module 2: Project Planning > Lesson 1: Story Points > Lecture 1A: Story Points
HDP-LDA suggested: (cos_sim: 0.0622)
Module 2: Project Planning > Lesson 1: Story Points > Discussion: User Story Points
LDA suggested: (cos_sim: 0.0180)
Module 3: Iteration Planning > Lesson 5: Iteration Planning > Lecture 5: Iteration Planning
A-T suggested: (cos_sim: 0.0232)
Module 1: Introduction to Planning > Lesson 3: Work Breakdown Structure > Lecture 3: 
Work Breakdown Structure
Title: Story Point
Body: Story point approach is powerful because you may not have 
enough information to estimate the time to create a feature, but you 
can immediately begin to compare the sizes of features to each other 
to determine a relative size.
Figure 1: Sample discussion post from "Agile Planning for
Software Products" classified by our topic models. TF-IDF
and Labeled-LDA models matched researcher given label.
discussion forums are a useful repository of data for course self-
evaluation [19]. Unfortunately, basic visualizations showing discus-
sion board summary statistics are not useful to instructors, as the
rich semantic information about the discussions is lost [19].
This paper presents a methodology to trace discussion forum
activity back to the underlying course material, as demonstrated in
Figure 1. One motivation is to show instructors potential areas of
misunderstanding with respect to a given lecture video or reading.
Instructors could view discussions grouped by lecture and ordered
by post count. This would allow instructors tomore quickly respond
to multiple students struggling with the same issue. Our approach
has the additional benefit that no additional labelling or overhead is
required to perform this mapping. We restrict ourselves to data that
is readily available in the course material and discussion forum.
In this paper, we define a topic as similar words that occur in
a collection of text documents. A topic model like LDA receives
a set of input documents, a pre-defined number of topics n, and
some additional set of prior parameters. LDA then attempts to
find a set of n topics that describe the input documents. A linear
combination of all n discovered word distributions can then be
mapped to each input document. Topics themselves can be thought
of as a ranked list of words, ordered from high topic relevance to
low topic relevance.
We utilize four different variants of Latent Dirichlet Allocation
(LDA) to extract topic-document distribution feature vectors from
discussion forum content and course material [4]. Term Frequency
Inverse Document Frequency (TF-IDF), a normalization approach
extracting number of times a word appears in the document divided
by the total number of words in the document, is used as the baseline
model for forum content feature extraction [18].
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We compare the effectiveness of unsupervised LDA approaches
with labeled extensions of LDA for discussion traceability. For labels,
we utilize the defined course module, lesson, and item headings
already associated with each course document. Author Topic mod-
els train on text with associated authors, enabling association of
extracted topics to the individuals that wrote the document [17].
Labeled LDA trains on text with a set of tags, which enables in-
ferring word association to the defined tags that exist within the
input corpus [14]. Our study aims to answer the following research
questions:
RQ1: Are course materials an appropriate corpus for training dis-
cussion forum evaluating topic models?
RQ2: Are topic extraction models useful in tracing discussion fo-
rum conversations back to MOOC content?
RQ3: Do supervised topic models outperform unsupervised topic
models in tracing and classifying forum activity?
2 METHODOLOGY
We first relate MOOC discussion forum posts to topics extracted
from MOOC course content. Afterwards, we evaluate if topic map-
ping vectors are appropriate features to use for discussions and
course material traceability.
Our methodology is to extract course material from the Coursera
platform and convert the unstructured text into a natural language
processing (NLP) ready format. Then we perform topic analysis us-
ing unsupervised LDA, unsupervisedHDP-LDA, supervised Author-
Topic models, and Labeled LDA. We perform topic model inference
on discussion posts. A post is given weights indicating topic contri-
butions to the post. We compare our topic models to our baseline
TF-IDF model to determine the utility of topic extraction models to
create features from discussion posts and course material. Finally,
we present our results and analysis.
2.1 Data Mining Coursera
Coursera is an online learning platform that allows universities and
other organizations to offer MOOCs, specializations, and degrees.
A MOOC can be versioned by branches or be composed of a single
branch. Figure 2 shows the structure of course material within a
branch. A branch is composed of modules, which are groups of
lessons intended to encompass a week’s worth of material. A lesson
is amore focused group containing items on a specific subjectmatter.
An item is the smallest document for Coursera MOOCs. Items are
used to encapsulate specific lecture videos, readings, quizzes, or
assignments.
Multiple forums may exist for a single course. The forums are
curated by the instructional staff and exist to tailor discussion to
a general domain. Common course forum titles include "Introduc-
tions", "General Course Discussion", and "Technical Issues". When
interacting with the forums, students are limited to either posting
Questions or Answers. Questions are top level discussion entities
that exist immediately underneath a forum, usually seeking subject
matter clarification and help. Answers are replies to Questions and
typically contain hints and guidance for the related question. In
our study, we did not distinguish between the forums a user posted
in or the type of discussion.
Coursera Course Name Num. Num. Num.Modules Lessons Items
Agile Planning for Software Prod. 4 20 38
Client Needs and Software Reqs. 4 21 42
Design Patterns 4 9 37
Introduction to SPM 3 19 30
Object Oriented Design 4 15 43
Table 1: Five analyzed Coursera courses and corresponding
number of extracted modules, lessons, and items.
Modules
LessonsLessons
ItemsItems
Topic
Topic
Question
Answer
Answer
Course 
Material
Extracted 
Topics
Discussion 
Board Activity
Question
Figure 2: Course material consists of modules, lessons, and
items. Topics infer discussion board activity. Topics have a
many-to-many relationship to course material.
Only the most recent, active branch was evaluated for each
course. We extracted the hierarchical structure for each course,
adding lecture video subtitles and readings to our available cor-
pus. Unstructured text from quizzes and assignments were ignored
due to limitations arising from converting interactive student ex-
periences into static documents. All mined textual data was pre-
processed by stripping XML tags (characters encapsulated by "<",
and ">"), punctuation, consecutive white-spaces, numeric digits(0
to 9), stop words ("this", "and", "the", etc.), and words less than
three characters in length. The remaining words were then porter-
stemmed to their root form (removal of "-ing", "-s", "-ed", "-ly", etc.).
The hierarchical structure of the course was obtained through
privileged access to course material by course administrators. The
raw document information, such as lecture video subtitles and
readings, was mined through polling the Coursera On-Demand API
endpoint as an authenticated user enrolled in all of the relevant
courses. Figure 2 shows the scope of our data model for our research.
We performed supervised and unsupervised topic extraction on
five MOOCs run on the Coursera platform, described in Table 1.
All courses studied were related to Computer Science and Software
Engineering. After pre-processing the course material, we obtained
190 documents, with 8,805 unique stemmedword stubs. The average
document contained 158 word stubs. An example of the document
structure and label hierarchy can be found in Figure 3.
Tracing Forum Posts to MOOC Content using Topic Analysis
M Module 2: Project Planning
L Lesson 5: Release Plans
I Lecture 5: Release Plans
D ['music', 'welcom', 'final', 'lesson', 'modul', 
'lesson', 'introduc', 'gantt', 'chart', 'tool', 
'plan', 'project', 'great', 'wai', ...]
I Supplemental Module Resources
D ['list', 'select', 'resourc', 'relat', 'topic', 
'present', 'modul', 'stori', 'point', 'explain', 
'fibonacci', 'number', 'term', 'estim', ...]
Figure 3: Two documents (D) from "Agile Planning for Soft-
ware Products" with corresponding labels (M, L, I).
2.2 Topic Analysis Approaches
Topics were extracted from the course content material using unsu-
pervised and supervised LDA. New models were trained for each
course.
We used the gensim@3.7.1 implementation of LDA, Hierarchi-
cal Dirichlet Process LDA (HDP-LDA) and Author-Topic model [16].
To form our unsupervised set of topics, we used both LDA and HDP-
LDA. All LDA parameters were set as the library provided defaults
(num_topics = 100, α = 0.01, β = 0.001). HDP-LDA addresses
one shortcoming of traditional LDA by using a Dirichlet process
to capture the number of topics, rather than defining the number
of topics a priori [21]. We ran HDP-LDA with the default config-
uration provided by the library (κ = 1, τ = 64, K = 15, T = 150,
α = 0.01, γ = 1, η = 0.01).
The Author-Topic model, an extension of base LDA, was in-
troduced by Rosen-Zvi et al. to correlate documents with author-
ship information to provide more details on the subject knowledge
of the given author [17]. The Author component of the Author-
Topic model is classically represented by labeling an existing corpus
of documents with the author(s) of the document. However, we
modified the standard usage and replaced Author with modules,
lessons, and items. The underlying assumption was course sub-
ject knowledge labeled by subject headings could be analogous
to course content labeled by the content author. The parameter
choices for the Author-Topic model was left as the library provided
defaults (num_topics = 100, α = 0, 01, β = 0.001).
Additional topic analysis using Labeled LDA was run. Unlike
Author-Topic models, Labeled LDA outputs topics constrained to
the labels defined in the corpus [14]. Classical applications of La-
beled LDA are analyzing tagged blog entries, where a given blog
may have multiple associated tags. We extend an existing imple-
mentation of Labeled LDA found on GitHub, with slight modifica-
tion for topic inference without training 1. Our parameter choices
for Labeled LDA are α = 0.01, beta = 0.001, with 50 iterations.
The differences between the four studied models are defined in
Table 2. We use the module, lesson, and item names as labels for
our Author-Topic and Labeled LDA approaches.
2.3 Relating Topics to Discussion Activity
To derive a relationship between discussion forum activity and
the course material, we used our trained topic models to infer
topic distribution of the discussion form posts. We inferred the
1Labeled LDA in Python. https://github.com/fann1993814/llda
Model Labels Feature Characteristic Vector Size
TF-IDF False # unique words/all words # words
LDA False topics: bounded, latent set 100
HDP-LDA False topics: unbounded, latent cap 150
Author-Topic True topics: label distributed set 100
Labeled LDA True topics: restricted to labels # labels
Table 2: Comparison of the baseline and four different topic
analysis models used in our study.
relationship between the word distribution within the discussion
post and the word distribution within the topic. We applied the
same pre-processing step from the course material on the discussion
forum activity. We removed tags, punctuation, consecutive white-
space, numbers, stop words, and words less than three characters
in length before stemming all remaining words to their root word.
LDA inference takes as input a set of documents and estimates
the topic weight distribution for each document. Because LDA in-
ference does not modify the existing model and no learning occurs,
we performed inference using only the subset of words in the dis-
cussion entity that have appeared in our course material vocabulary.
No out of vocabulary tokens are used for evaluation. These dis-
cussion questions and answers were related to pre-existing topics
extracted from the course material.
Cosine Distance = 1 − A · B| |A | |2 | |B | |2 (1)
If a discussion post has similar topics to a given lecture, we want
to suggest that lecture as a likely candidate for the post. Specifi-
cally, the document-topic vector of the discussion post is compared
with the document-topic vector of the course item. To determine
topic similarity, we used cosine distance as defined in Equation 1.
The cosine distance function returns a floating value between 0
and 1. As the cosine distance approaches 1, the two elements are
more distinct. The two elements are more similar as the cosine dis-
tance approaches 0. We choose cosine distance as our measurement
due to its success in prior literature in ranking topically-similar
documents [2].
2.4 Evaluating Discussion Classification
To determine the effectiveness of our models in tracing discussion
forum text back to the underlying course content, we randomly
sampled from the discussion activity and manually assigned the
discussion to the underlying course item. Posts were queried for
manual labelling using sqlite "ORDER BY RANDOM()". Only the
primary author labeled the discussion posts. Discussion posts were
assigned a module, lesson, and item name. Labelling the discus-
sion posts was challenging as there were many discussions that did
not have a clear mapping to one course item. Discussion posts that
were blatantly off topic were excluded from topic model traceabil-
ity evaluation, using the researcher’s judgment. We evaluated our
models on 100 manually classified posts for each of the 7 courses.
Mean Reciprocal Rank = 1|Q |
|Q |∑
i=1
1
ranki
(2)
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Figure 4: Reciprocal rank violin plot for "Agile Planning for
Software Products". Horizontal line indicates model MRR.
We evaluated each model-provided forum post ordering with
our manually labeled discussion data using mean reciprocal rank
(MRR), as shown in Equation 2. Given a sample number of queries
Q , we return the multiplicative inverse of the rank for the correct
answer. For example, if a model ranked a discussion question with
our value in the first place, the MRR would be 1. Second and third
place would be 12 and
1
3 respectively.
To evaluate performance we produced test sets (not training sets)
by bootstrapping 1000 samples from 100 discussion-material docu-
ment pairs that we had manually labeled for each of the five courses.
We bootstrap in order to provide a better estimate of performance
based on limited manual labelling and sampling.
2.5 Qualitative Course Vocabulary Evaluation
To help answer the first research question, we summarized the
underlying themes of manually labeled off-topic discussions in the
course context. We looked at the vocabulary intersection of words
used by students with words used in the lecture videos and readings.
Given common words used by students that did not appear in the
course material, we used our judgment to explain the recurring
off-topic themes that did not map cleanly back to course material.
3 RESULTS
The calculated MRRs derived from our analyzed courses are shown
in Table 3. The baseline TF-IDF model outperforms topic models in
all courses except for "Introduction to Software Product Manage-
ment". The least effective model for discussion forum traceability
was the Author-Topic model, as it had the lowest MRR for four of
the five courses.
A sample violin plot for one of our courses is shown in Figure 4.
With the MRR closest to 1, the plot indicates that TF-IDF is the
most accurate model for tracing discussion posts back to relevant
course material. Labeled LDA, HDP-LDA, and base LDA have MRRs
around 0.4, meaning that the correct output is frequently ranked as
the second or third place in the output.
3.1 Course Vocabulary Applicability to Forums
We looked at the frequently occurring words used by students that
were not encompassed within our course vocabulary. Within "Agile
Planning for Software Products", these common words included:
peer, coursera, thank, gykcv, rntxi, submiss, ukr, submit, upload,
kindli, gui, dev, lectur, regard, bug, request, happi, amazonaw, pdf
The five courses that were analyzed in our study contained peer
assessments. Other students were required to evaluate student sub-
mitted assignments. The majority of discussion forum posts were
requests to trade peer assessment grading. These types of posts
could still be mapped back to course material manually, as assign-
ment grading requests usually included plain text urls containing
the associated module and lesson.
Other student discussion posts often included clarifications about
lecture videos and readings, and applicability of course learned
material on real world scenarios. Many students expressed their
fondness for the Agile methodology and gave concrete examples
of their experiences with Agile after introducing the approach in
their workplace and daily lives. These two types of posts could
also be mapped to relevant course lecture videos and readings, as
there were clearly defined terminology used that gave appropriate
context for their conversation.
Students also created many posts where they introduced them-
selves to the other members of the course. These types of posts
were manually labelled as off topic, as no course material existed
for individual student introductions.
RQ1: For peer assessment requests and lecture video &
readings discussion, course material derived vocabulary
was adequate for performing our traceability task.
3.2 Topic Model Utility in Forum Traceability
We compared the MRRs of our models with random chance using
the Wilcoxon Rank Sum Test with Continuity Correction. Across
all of the five courses, our trained topic models outperform random
mapping with a p-value < 2.2 ∗ 10−16.
Topic models are less effective than the baseline TF-IDF model,
however the correctly labeled output is still consistently within the
top three ranks for the LDA, HDP-LDA, and Labelled LDA models.
Author-Topic models performed the worst of all models, where the
appropriate label was usually ranked ten places lower.
Our result suggests that overall, topic models are a promising
candidate for generating features from discussion forum activity
which allow mapping back to the course material.
RQ2: Topic models outperform randomly mapping dis-
cussion posts to course material. This suggests that topic
models are an effective candidate for traceability analysis.
3.3 Supervised vs. Unsupervised Topic Models
To validate the effectiveness of supervised versus unsupervised
topic models, we compared the Labeled LDA MRRs with the LDA
and HDP-LDA models. We ignored comparison tests using Author-
Topic models due to their relatively poor performance.
Tracing Forum Posts to MOOC Content using Topic Analysis
TF-IDF LDA HDP-LDA Author-Topic Labeled LDA
Agile Planning for Software Products 0.824 0.388 0.400 0.072 0.436
Client Needs and Software Requirements 0.654 0.163 0.478 0.362 0.246
Design Patterns 0.654 0.266 0.173 0.066 0.390
Introduction to Software Product Management 0.187 0.077 0.172 0.050 0.217
Object Oriented Design 0.927 0.400 0.292 0.087 0.432
All Courses Combined 0.649 0.259 0.303 0.127 0.344
Table 3: Bootstrapped mean reciprocal ranks for the baseline and topic models on our courses. Best values are bolded.
Comparison W p-value
Labeled LDA, LDA 6478600 2.2 ∗ 10−16
Labeled LDA, HDP-LDA 5589900 4.322 ∗ 10−9
Table 4: Wilcoxon rank sum test results for Labelled LDA
against HDP-LDA and LDA using combined course data.
We compared Labelled LDA with base LDA and HDP-LDA for
each course using Wilcoxon Rank Sum Test with Continuity Cor-
rection. All calculated p-values are displayed in Table 4. This table
shows that the means for our three models are statistically different
from each other.
Labelled LDA provided statistically significant higher mean re-
ciprocal ranks compared with HDP-LDA and base LDA. These
results suggest that the use of labels for topic model analysis is
important for traceability. Although supervised topic models do not
always outperform unsupervised approaches, labelled topic models
appear to better infer traceability features for student discussion
posts.
RQ3: Properly labeled, supervised topic models perform
better than unsupervised topicmodels in tracing discussion
posts back to MOOC content.
4 DISCUSSION
Topic models have shown promise in mapping student discussion
posts back to the underlying course material. Compared to TF-IDF,
our study showed that topic models could not achieve the same
level of performance. However topic models are advantageous in
that their outputted vectors have constant size as defined by the
number of topics used. TF-IDF models output vectors that have
a length upper bound equal to the size of the entire vocabulary.
It is more efficient to use topic models for documents with large
vocabularies, as computing the document vector and performing
the cosine similarity comparison is much slower using TF-IDF.
We did not attempt to label any of the model extracted topics
directly, as they were only proxies for our traceability evaluation.
Additionally, we did not train a comprehensive model on the entire
set of course material and discussion forum documents, as we
wanted comparable baselines between our labelled and unlabelled
topic models.
5 THREATS TO VALIDITY
We acknowledge construct validity threats, namely we used courses
from a single institution that discussed computer science and soft-
ware engineering material. We mitigated this threat by using multi-
ple courses rather than one single course. The primary threat to our
research validity was the fact that only a single author labeled the
evaluation dataset, therefore evaluation relied on a single author’s
judgment. Potential bias could have been mitigated with multiple
individuals labelling the dataset and reporting inter-rater reliability.
6 RELATEDWORK
This paper contributes to research in software engineering trace-
ability and discussion forum topic analysis.
6.1 Traceability & Topic Analysis
Tracing discussion forum content back to course material has simi-
larities to the problem of tracing source code back to the specified
requirements. Prior work done by Abadi et al. showed that term
frequency-inverse document frequency (TF-IDF) models can encode
documents into a rich vector space model, allowing for specification
traceability across software artifacts [1]. Tata and Patel presented
an approach for using TF-IDF models to compare two documents
through cosine similarity [20]. Hindle et al.’s research showed that
topics extracted from LDA on software requirements documenta-
tion can be traced to corresponding version control commits [9].
Our research extends the state of the art in software engineering
traceability by showing empirical results using labeled topic models
for the same task.
6.2 Discussion Forum Analysis
The analysis of discussion forums in an educational context is a
well-studied domain, spanning insight from sentiment analysis,
social network interactions, user reputation, content popularity,
and forum usage semantics [5, 7, 12, 22, 23].
Of prior work utilizing topic analysis, Ezen-Can et al. explored
an unsupervised approach for clustering MOOC discussion board
activity. Their strategy involved using the k-medoids clustering
algorithm on bag-of-words inputs derived from discussion forum
entities, then applying LDA to extract topics that the researchers
could assign instructor meaningful labels to [8]. Atapattu et al. used
LDA to capture influential topic clusters and isolate discussions
requiring intervention on Coursera MOOCs [3]. Ramesh et al.’s
research predicted MOOC student survival using features extracted
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from seeded topicmodels on discussion forum posts [15]. Topic anal-
ysis was performed by Chen et al. on students’ reflection journals,
showing exploration of underlying themes and enabling prediction
of journal grades [6].
7 FUTUREWORK
One limitation of our current approach is the inability to handle off
topic discussions. Many discussions were either unrelated to the
course, or were too general to be mapped appropriately to a single
course item. Future relevant work includes investigating how to
best model "Off-Topic" discussion posts, and how to accommodate
course material relevance granularity.
We provide the source code used to perform this experiment in
the intent that replication studies of this work can be performed on
otherMOOCs 2. Our study focuses entirely on computer science and
software engineering courses. Another potential replication study
could measure if discussion topicality matches course material
across courses in Arts and Humanities, Business, Mathematics,
Science, and other varying domains.
8 CONCLUSION
We performed an evaluation of using multiple variants of LDA topic
models to trace discussion forum posts back to its corresponding
course material in five MOOCs. We investigated the traceability ac-
curacy and found that although topic models could not surpass the
TF-IDF model baseline, our trained topic models were significantly
better than random chance.
We have provided results demonstrating that topic models can
be used as a feature extraction step for unstructured text trace-
ability. These topic models do not require any additional data that
does not already exist in MOOCs. Unlike TF-IDF, they are fast and
generate constant size feature vectors for similarity comparisons.
Our research can benefit MOOC stakeholders and advance other
domains dealing with traceability.
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