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Abstract
We develop and analyze a procedure for gradient-based optimization that we
refer to as stochastically controlled stochastic gradient (SCSG). As a member of
the SVRG family of algorithms, SCSG makes use of gradient estimates at two
scales and the number of updates is governed by a geometric random variable.
Unlike most existing algorithms in this family, both the computation cost and the
communication cost of SCSG do not necessarily scale linearly with the sample size
n; indeed, these costs are independent of n when the target accuracy is low. The
experimental evaluation on real datasets confirms the effectiveness of SCSG.
1 Introduction
Optimizing the finite-sum convex objectives is ubiquitous in different areas:
min
x∈Rd
f(x) =
1
n
n∑
i=1
fi(x), (1)
where each fi(x) is a convex function. These problems are often solved by algorithms that either
make use of full gradients (obtained by processing the entire dataset) or stochastic gradients (obtained
by processing single data points or mini-batches of data points). The use of the former provides
guarantees of eventual convergence and the latter yields advantages in terms of rate of convergence
rate, scalability and simplicity of implementation [12, 24, 35]. An impactful recent line of research
has shown that a hybrid methodology that makes use of both full gradients and stochastic gradients
can obtain the best of both worlds—guaranteed convergence at favorable rates, e.g. [2, 9, 17, 21, 33].
The full gradients provide variance control for the stochastic gradients.
While this line of research represents significant progress towards the goal of designing scalable,
autonomous learning algorithms, there remain some inefficiencies in terms of computation. With
the definition of computation and communication cost in Section 2.1, the methods referred to above
require O(n · C(, d)) computation to achieve an -approximate solution, where n is the number of
data points,  is a target accuracy and d is the dimension of the parameter vector. Some methods incur
a O(nd) storage cost [9, 31]. The linear dependence on n is problematic in general. Clearly there will
be situations in which accurate solutions can be obtained with less than a single pass through the data;
indeed, some problems will require a constant number of steps. This will be the case, for example,
if the data in a regression problem consist of a fixed number of pairs repeated a large number of
times. For deterministic algorithms, the worst case analysis in [1] shows that scanning at least a
fixed proportion of the data is necessary; however, learning algorithms are generally stochastic and
real-world learning problems are generally not worst case.
∗We correct mistakes in the earlier version of the paper; See footnote 4 (p. 4) and footnote 18 (p. 7), both in
red, for details.
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An equally important bottleneck for learning algorithms is the cost of communication. For large data
sets that must be stored on disk or distributed across many computing nodes, the communication cost
can be significant, even dominating the computation cost. For example, SVRG makes use of full
gradient over the whole dataset which can incur prohibitive communication cost. There is an active
line of research that focuses on communication costs; see, e.g. [5, 16, 18, 41].
In this article, we present a variant of the stochastic variance reduced gradient (SVRG) method that we
refer to as stochastically controlled stochastic gradient (SCSG). The basic idea behind SCSG—that
of approximating the full gradient in SVRG via a subsample—has been explored by others, but we
present several innovations that yield significant improvements both in theory and in practice. In
contradistinction to SVRG, the theoretical convergence rate of SCSG has a sublinear regime in terms
of both computation and communication. This regime is important in machine learning problems,
notably in the common situation in which the sample size is large, (n ∈ [104, 109]), while the required
accuracy is low,  ∈ [10−4, 10−2]. The analysis in this article shows that SCSG is able to achieve the
target accuracy in this regime with potentially less than a single pass through the data.
In the regime of low accuracy, SCSG is never worse than the classical stochastic gradient descent
(SGD). Although SCSG has the same dependence on the target accuracy as SGD, it has a potentially
much smaller factor. In fact, the theoretical complexity of SGD depends on the uniform bound
of ∇fi(x) over the domain and the component index. This might be infinite even in the most
common least square problems. By contrast, the complexity of SCSG depends on a new measure
H(f), defined in Section 2 and discussed in Section 4, which is finite and small for a large class
of practical problems. In particular, H(f) = O(1) in many cases where SGD does not have
theoretical guarantees to converge. The measureH(f) sheds light upon characterizing the difficulty
of optimization problems in the form of a finite sum and reveals some intrinsic difference between
finite-sum optimization and stochastic approximation, which is considered by other relevant works;
e.g., streaming SVRG [10] and dynaSAGA[8].
The remainder of the paper is organized as follows. In Section 2, we review SVRG, discuss several
of its variants and we describe the SCSG algorithm. We provide a theoretical convergence analysis in
Section 3. In Section 4, we give a comprehensive discussion on the difficulty measure H(f). The
empirical results on real datasets are presented in Section 5. Finally, we conclude our work and
discuss potential extensions in Section 6. All technical proofs are relegated to the Appendices.
2 Notation, Assumptions and Algorithm
We write min{a, b} as a ∧ b and max{a, b} as a ∨ b for brevity and use ‖ · ‖ to denote the Euclidean
norm throughout the paper. We adopt the standard Landau’s notation (O(·), o(·), Op(·), op(·),Ω(·)).
In some cases, we use O˜(·) to hide terms which are polynomial in parameters. The notation O˜ will
only be used to maximize the readibility in discussions but not be used in the formal analysis. For
convenience, we use [n] to denote the set {1, . . . , n} and for any subset I ⊂ [n], we write ∇fI(x)
the batch gradient 1|I|
∑
i∈I ∇fi(x) for short. Finally, given random variables Y and Z and a random
variable X = f(Y,Z), denote by EXY the conditional expectation of Y given Z, i.e. E(Y |Z). Note
that when Y is independent of Z, then EXY is equivalent to the the expectation of Y holding Z
fixed. Furthermore, we use the symbol E, without the subscript, to denote the expectation over all
randomness.
The assumption A1 on the smoothness of individual functions will be used throughout this paper.
A1 fi is convex with L-Lipschitz gradient
fi(x)− fi(y)− 〈∇fi(y), x− y〉 ≤ L
2
‖x− y‖2,
for some L <∞ and all i ∈ {1, . . . , n};
The following assumption will be used in the context of strongly-convex objectives.
A2 f is strongly-convex with
f(x)− f(y)− 〈∇f(y), x− y〉 ≥ µ
2
‖x− y‖2,
for some µ > 0.
2
Note that we only require the strong convexity of f instead of each component.
Let x∗ denote the minimizer of f that minimizesH(f) in (2), thenH(f) can be written as
H(f) = arg min
x∗∈arg min f(x)
1
n
n∑
i=1
‖∇fi(x∗)‖2. (2)
We will abbreviateH(f) asH when no confusion can arise. Note that x∗ is unique in many situations
where d < n. When there are multiple minimum, we select x∗ be the one that minimizes the RHS of
(2). Further let x˜0 denote the initial value (possibly random) and
∆x = E‖x˜0 − x∗‖2, ∆f = E(f(x˜0)− f(x∗)). (3)
Then µ2 ∆x ≤ ∆f ≤ L2 ∆x under assumption A1 and A2. A point y, possibly random, is called an
-approximated solution if
E(f(y)− f(x∗)) ≤ .
In terms of the computation complexity, we assume that sampling an index i and computing the pair
(fi(x),∇fi(x)) incurs a unit of cost. This is conventional and called IFO framework in literature
([1, 28]). We use use Comp() to denote the cost to achieve an -accurate solution. In some contexts
we also consider Compx() as the cost to reach a solution y with E‖y − x∗‖2 ≤  2.
Finally, since our analysis heavily relies on geometric distributions, we formally define them here.
We say a random variable N ∼ Geom(γ) if N is supported on non-negative integers 3 with
P (N = k) = (1− γ)γk, ∀k = 0, 1, . . .
The expectation of the above distributions satisfy that
EN =
γ
1− γ . (4)
Algorithm 1 Stochastic Variance Reduced Gradient (SVRG) Method
Inputs: Stepsize η, number of stages T , initial iterate x˜0, number of SGD steps m.
Procedure
1: for j = 1, 2, · · · , T do
2: gj ← ∇f(x˜j−1) = 1n
∑n
i=1∇fi(x˜j−1)
3: x(j)0 ← x˜j−1
4: Nj ← m
5: for k = 1, 2, · · · , Nj do
6: Randomly pick ik ∈ [n]
7: ν(j)k−1 ← ∇fik(x(j)k−1)−∇fik(x(j)0 ) + gj
8: x(j)k ← x(j)k−1 − ην(j)k−1
9: end for
10: x˜j ← x(j)Nj
11: end for
Output: (Option 1): x˜T (Option 2): x¯T = 1T
∑T
j=1 x˜j .
2.1 SVRG and Other Related Works
The stochastic variance reduced gradient (SVRG) method blends gradient descent and stochastic
gradient descent, using the former to control the effect of the variance of the latter [17]. We summarize
SVRG in Algorithm 1.
Using the definition from Section 2.1, it is easy to see that the computation cost of SVRG is
O((n+m)T ). As shown in the convergence analysis of [17], m is required to be Ω(κ) to guarantee
convergence. Thus, the computation cost of SVRG is O((n+κ)T ). The costs of the other algorithms
2We only consider this quantity in the strongly convex case in which x∗ is uniquely defined.
3Here we allow N to be zero to facilitate the analysis.
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considered in Table 1 can be obtain in a similar fashion. For comparison, we only present the results
for smooth case (assumption A1).
A number of variants of SVRG have been studied. For example, a constrained form of SVRG can
be obtained by replacing line 8 with a projected gradient descent step [39]. A mini-batch variant of
SVRG arises when one samples a subset of indices instead of a single index in line 6 and updates the
iterates by the average gradient in this batch in line 7 [26]. Similarly, we can consider implementing
the full gradient computation in line 2 using a subsample. This is proposed in [11], which calculates
gj as 1B
∑
i∈I ∇fi(x˜) where I is a subset of size B uniformly sampled from {1, . . . , n}. [11]
heuristically show the potential for significant complexity reduction, but they only prove convergence
for B = Ω(n) under the stringent condition that ‖∇fi(x)‖ is uniformly bounded for all x and that all
iterates are uniformly bounded. Similar to Nesterov’s acceleration for gradient descent, momentum
terms can be added to the SGD steps to accelerate SVRG [2, 27].
Much of this work focuses on the strongly convex case. In the non-strongly convex setting one way
to proceed is to add a L2 regularizer λ2 ‖x‖2. Tuning λ, however, is subtle and requires multiple runs
of the algorithm on a grid of λ [4]. For general convex functions an alternative approach has been
presented by [4] (they generate Nj by a different scheme in line 4), which proves a computation com-
plexity O
(
n

)
. Another approach is discussed by [28], who improve the complexity to O
(
n+
√
n

)
by scaling the stepsize as O
(
1√
n
)
. However, their algorithm still relies on calculating a full gradient.
Other variants of SVRG have been proposed in the distributed computing setting [19, 29] and in the
stochastic setting [8, 10].
2.2 SCSG
Algorithm 2 Stochastically Controlled Stochastic Gradient (SCSG) Method
Inputs: Stepsize η, batch size B, number of stages T , initial iterate x˜0.
Procedure
1: for j = 1, 2, · · · , T do
2: Uniformly sample a batch Ij ∈ {1, · · · , n} with |Ij | = B
3: gj ← 1B
∑
i∈Ij ∇fi(x˜j−1)
4: x(j)0 ← x˜j−1
5: Generate Nj ∼ Geom
(
B
B+1
)
6: for k = 1, 2, · · · , Nj do
7: Randomly pick ik ∈ [n]
8: ν(j)k−1 ← ∇fik(x(j)k−1)−∇fik(x(j)0 ) + gj
9: x(j)k ← x(j)k−1 − ην(j)k−1
10: end for
11: x˜j ← x(j)Nj
12: end for
Output: (Strongly convex case): x˜T (Non-strongly convex case): x¯T = 1T
∑T
j=1 x˜j .
SCSG 4is similar to [11] in that it implements the gradient computation on a subsample I of size
B; See Algorithm 2. However, instead of being fixed, the number of SGD updates of SCSG is a
geometrically distributed random variable (line 5). Surprisingly, this seemingly technical modification
enables the analysis in the non-strongly convex case and a much tighter convergence analysis without
imposing unrealistic assumptions like the boundedness of iterates produced by the algorithm; See
Section 3 for details. Recently we found that [13] also implicitly uses the geometric size of the inner
loop. However, they do not use the iterate at the end of each epoch, i.e. x˜j and hence cannot prove
the non-strongly convex case.
4The earlier paper samples ik from Ij in line 7 of Algorithm 2.
5Theorem 6 of [28] for the non-strongly convex case and Theorem 5 of [35] for the strongly convex case.
6In the non-strongly convex case, the stepsize is either set to be ∆x/
√
T for given number of total steps T .
In the strongly convex case, the stepsize is set to be c
µt
.
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Non-Strongly Convex Strongly Convex Const. η? Dep. ∆x, T ? fi Lip.?
SCSG O
(
1
2 ∧ n
)
O
(
(κ ∧ n+ κ) log 1
)
Yes No No
SGD[28, 35]5 O
(
1
2
)
O
(
1
µ
)
Yes / No No / Yes6 Yes
SVRG[17]7 - O
(
(n+ κ) log 1
)
Yes No No
MSVRG[28]8 O
(
n+ 12 ∧
√
n

)
- Yes Yes Yes
SAGA[9]9 O
(
n

)
O
(
(n+ κ) log 1
)
Yes No No
APSDCA[34]10 - O
(
(n+ κ) log 1
)
Yes No No
APCG[22]11 O
(
n√

)
O
(
n√
µ log
1

)
Yes No No
SPDC[42]12 - O
(
(n+
√
nκ) log 1
)
Yes No No
Catalyst[21]13 O
(
n√

)
O
(
(n+
√
nκ) log 1
)
No Yes No
SVRG++[4]14 O
(
n log 1 +
1

)
- Yes Yes No
AMSVRG[27]15 O
((
n+ n
n+
√

)
log 1
)
O
((
n+ nκ
n+
√
κ
)
log 1
)
Yes No No
Katyusha[2]16 O
(
n log 1 +
√
n

)
O
(
(n+
√
nκ) log 1
)
No No No
Table 1: Comparison of the computation cost of SCSG and other algorithms for smooth convex
objectives. The third column indicates whether the algorithm uses a fixed stepsize η; the fourth
column indicates whether the tuning parameter depends on unknown quantities, e.g. ∆x,∆f , T ;
the last column indicates whether fi is required to be Lipschitz or (almost) equivalently ‖∇fi‖ is
required to be bounded.
The average computation cost of SCSG is BT +
∑n
j=1Nj . By the law of large numbers and the
expectation formula (4), this is close to 2BT . Table 1 summarizes the computation complexity as
well as some other details of SCSG and 11 other existing popular algorithms. The table includes
the computation cost of optimizing non-strongly-convex functions (column 1) and strongly convex
functions (column 2). In practice, the amount of tuning is of major concern. For this reason, a fixed
stepsize is usually preferred to a complicated stepsize scheme and it is better that the tuning parameter
does not depend on unknown quantities; e.g., ∆x or the total number of epochs T . These issues are
documented in column 3 and column 4. Moreover, many algorithms requires ‖∇fi‖ to be bounded,
i.e. fi to be Lipschitz. However, this assumption is not realistic in many cases and it is better to
discard it. To address this issue, we document it in column 5. To highlight the dependence on  and κ
(or µ), we implicitly assume that other parameters, e.g. ∆x, L, are O(1) as a convention.
As seen from Table 1, SCSG and SGD are the only two methods which are able to reach an -
approximate solution with potentially less than a single pass through the data; moreover, the number
of accesses of the data is independent of the sample size n. Comparing to SCSG, SGD requires each
fi to be Lipschitz, which is not satisfied by least-square objectives. By contrast, as will be shown
in Section 3, the computation cost of SCSG only depends on the quantityH(f), which is relatively
small in many cases. Furthermore, SGD either sets the stepsize based on unknown quantities like
the total number of epochs T or needs to use a time-varying sequence of stepsizes. This involves
intensive tuning as opposed to a fixed stepsize.
7No result for the non-strongly convex case and Theorem 1 of [17] for the strongly convex case.
8Corollary 13 of [28] for the non-strongly convex case and no result for the strongly convex case. The
complexity bound O
(
1
2
∧
√
n

)
claimed in the paper is incorrect since it does not account for the cost of
computing the full gradient.
9Section 2 of [9] for both cases.
10No result for non-strongly convex case and Theorem 1 of [34] for the strongly convex case.
11Theorem 1 of [22] for both cases.
12No results for the non-strongly convex case and Section 1 of [42] for Empirical Risk Minimization.
13Table 1 of [21] for both cases
14Theorem 4.1 of [4] for the non-strongly convex case and no result for the strongly convex case.
15Theorem 2 of [27] for the non-strongly convex case and Theorem 3 of [27] for the strongly convex case.
16Corollary 4.3 of [2] for the non-strongly convex case and Theorem 3.1 for the strongly convex case.
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On the other hand, SCSG is communication-efficient since it only needs to operate on mini-batches
as SGD. This is particularly important in modern large-scale tasks. By contrast, those algorithms that
require full gradients evaluation either need extra communication for synchronization or need extra
computational cost for the asynchronous version to converge; See e.g. [29, 19].
3 Convergence Analysis
In this section we present a convergence analysis of SCSG. We first state the following key lemma
that connects our algorithm with the measureH defined in (2).
Lemma 3.1 Let I ∈ {1, · · · , n} be a random subset of size B, and define the random variable
g = ∇fI(x∗). Then Eg = 0 and
E‖g‖2 = (n−B)H
(n− 1)B ≤
H · I(B < n)
B
.
The proof, which appears in Appendix B, involves a standard technique for analyzing sampling
without replacement. Obviously,H = O(1) if ‖∇fi(x)‖ is uniformly bounded as is often assumed
in the literature. In section 4 we will present various other situations whereH = O(1).
Note that the extra variation vanishes when B = n and in general is inversely proportional to the
batch size. In the rest of this section, we will first discuss the case B = n, which we refer to as
R-SVRG (Randomized SVRG), to compare with the original SVRG. Later we will discuss the general
case.
3.1 Analysis of R-SVRG
We start from deriving the sub-optimality bound for x¯T and x˜T respectively.
Theorem 3.2 Let B = n and assume that ηL ≤ 13 , then
(1) under the assumption A1,
E(f(x¯T )− f(x∗)) ≤ 1
T
· 4η
2Ln∆f + ∆x
2ηn(1− 2ηL) ;
(2) under the assumption A1 and A2,
E‖x˜T − x∗‖2 + 2ηnE(f(x˜T )− f(x∗)) ≤ λT (∆x + 4ηn∆f ) ,
where
λ = max
{
2ηL,
1
1 + µηn(1− 3ηL)
}
.
Based on Theorem 3.2, we first consider a constant stepsize η scaled as 1L .
Corollary 3.3 Let η = θL with θ <
1
3 . Then under the assumption A1, with the output x¯T ,
EComp() = O
(
n∆f + L∆x

)
. (5)
If further the assumption A2 is satisfied, then the output x˜T satisfies that
EComp() = O
(
(n+ κ) log
(
∆f

+
L∆x
n
))
, ECompx() = O
(
(n+ κ) log
(
n∆f
L
+
∆x

))
.
(6)
The above theorem is appealing in three aspects: 1) in the strongly convex case, no parameter
depends on µ. This is in contrast to the original SVRG where the number of SGD updates should be
proportional to κ in order to guarantee the theoretical convergence [17]. 17 Being agnostic to µ is
17In [17], the algorithm is guaranteed to converge only if 1
µη(1−2Lη)m +
2Lη
1−2Lη < 1 where m is the number
of SGD updates. This entails that m = Ω(κ).
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useful in that µ is hard to estimate in practice; 2) the same setup also guarantees the convergence
of E‖x˜T − x∗‖2 in the strongly convex case with an almost identical cost up to a log n factor. This
is important especially in statistical problems but unfortunately not covered in existing literature to
the best of our knowledge; 3) the same stepsize guarantees the convergence in both the non-strongly
convex and the strongly convex case and the only requirement is η < 13L , which is quite mild. Note
that the requirement for the convergence of gradient descent is η < 1L .
By scaling η as 1√
n
, R-SVRG is able to achieve the same complexity of [28], which is the best bound
in the class of SVRG-type algorithms without acceleration techniques.
Corollary 3.4 Let η = θ
L
√
n
with θ ≤ 13 . Then under the assumption A1, with the output x¯T ,
EComp() = O
(
n+
√
nL∆x

)
. (7)
3.2 Analysis of SCSG 18
Due to the technical complications, we discuss the non-strongly convex case and the strongly convex
cases separately in the general case. Similar to R-SVRG, we first derive the sub-optimality bound for
x¯T .
Theorem 3.5 Assume that ηL < 113 . Under the assumption A1,
E(f(x¯T )− f(x∗)) ≤ 1
T
· 4ηB∆f + ∆x
2ηB(1− 13ηL) +
9ηH · I(B < n)
2(1− 13ηL) .
Note that the bound in Theorem 3.5 can be simplified as O
(
∆f
T +
∆x
TηB + ηH
)
while the bound in
Theorem 3.2 can be simplified as O
(
η∆f
T +
∆x
Tηn
)
. Despite the more stringent requirement on η
(η < 113L ), these two bounds have two qualitative difference: 1) SCSG has an extra term O(ηH),
which characterizes the sampling variance of the mini-batch gradients; 2) SCSG loses an η in the first
term, which is due to the bias of ν(j)k . In fact, recall the definition of Eik at the beginning of Section
2, a simple calculation shows that
Eikν
(j)
k = ∇f(x(j)k ) +
(
∇fIj (x(j)0 )−∇f(x(j)0 )
)
which does not equal∇f(x(j)k ) in general. Most novelty of our analysis lies in dealing with the extra
bias. Fortunately, we found that the extra terms do not worsen the complexity by scaling η as 1B .
Corollary 3.6 Assume A1 holds. Set
B =
⌈
γH
L
∧ n
⌉
and η =
θ
LB
,
Assume that
θ
1− 13θ/B ·
9
2γ
< 1, then with the output x¯T ,
EComp() = O
(H∆x
2
∧ nL∆x

)
. (8)
Corollary 3.6 shows that SCSG is never worse than SGD and SVRG (with constant stepsize scaled as
1
L ). Compared with SGD whose complexity is O
(
H∗∆x
2
)
[20] where
H∗ = sup
x
1
n
n∑
i=1
‖∇fi(x)−∇f(x)‖2,
18Our complexity bound O
(
1

+ κ
)
in the earlier version for the strongly convex case violates the lower
bound O
(
κ

)
by [38] because our proof relies on a wrong statement that Eikν
(j)
k = ∇f(x(j)k ). We correct the
mistake in this version by using a more delicate derivation. The results for the non-strongly convex case still
hold while the results for the strongly convex case is worsen to O˜
(
κ

)
.
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SCSG has a factorH which is strictly smaller thanH∗. It will be shown in Section 4,H can be much
smaller thanH∗ even in the case whereH∗ =∞.
Next we consider the strongly convex case. Similarly, we start from deriving a bound for the
sub-optimality of the output x˜T .
Theorem 3.7 Assume that
φ , 2− 8ηL− (1 + 13ηL)(1 + µηB) > 0
Under the assumption A1 and assumption A2 with µ > 0, the last iterate x˜T satisfies that
E(f(x˜j)− f(x∗)) ≤ 2∆f
µηB(1 + µηB)T
+
9H · I(B < n)
2µB
. (9)
and
E‖x˜j − x∗‖2 ≤ 4
µ
∆f
(1 + µηB)T
+
9ηH · I(B < n)
µ
, (10)
Unlike R-SVRG which guarantees the convergence of Ef(x˜T )− f(x∗) and E‖x˜T − x∗‖2 simulta-
neously, SCSG needs to use different batch sizes for the two purposes since the second term in (9)
and that in (10) are in different scales. The following two corollaries show the setups for these two
purposes.
Corollary 3.8 Assume A1 and A2 hold. Set
B =
⌈
γ(H ∨ L)
µ
∧ n
⌉
and η =
θ
µ(B ∨ γκ) .
Assume that θ ≤ γ22 , γ > 92 , then with the output x¯T ,
EComp() = O
((H
µ
∧ n+ κ
)
log
(
∆f

· n ∨ κ
n
))
. (11)
Corollary 3.9 Under the same settings of Corollary 3.8 except that setting
B =
⌈
γ(H ∨ L)
µ2
∧ n
⌉
it holds that
ECompx() = O
(( H
µ2
∧ n+ κ
)
log
(
∆f
µ
))
. (12)
For large , ignoring the log-factors, the complexity results (11) and (12) can be simplified as O˜
(
H
µ
)
and O˜
(
H
µ2
)
. By contrast, the complexity results of SGD are O
(
H∗
µ
)
and O
(
H∗
µ2
)
, respectively
[35]. Thus, SCSG is not worse than SGD up to a log-factor and could significantly outperform SGD
when H << H∗ in terms of the theoretical complexity. For small , SCSG is equivalent to SVRG
provided κ = O(n), which is usually the case in practice.
4 More Details onH(f)
The problem (1) we considered in this paper is a finite-sum optimization. It is popular to view it
under the framework of stochastic approximation (SA) [30] by rewriting f(x) as EJ fJ (x) where J
is a uniform index on [n] and setting the first-order oracle as drawing ∇fJ (x) in every step. Then it
is necessary to assume thatH∗(f) = EJ ‖∇fJ (x)−∇f(x)‖2, as the variance of the oracle output,
is uniformly bounded over the domain. However, one should expect that the finite-sum optimization
is strictly easier than the general SA due to the special structure. This paper provides an affirmative
answer by introducing a new measure H(f) to characterize the difficulty of a generic finite-sum
optimization problem and developing the SCSG algorithm to adapt to this measure.
Before delving into the details ofH(f), we briefly review the existing difficulty measures for problem
(1). To the best of our knowledge, the existing measures fall into four categories: initialization,
8
Table 2: Existing difficulty measures of problem (1) in four categories
Categories Measures
Initialization ∆x = ‖x0 − x∗‖2,∆f = f(x0)− f(x∗)
Curvature κ = L/µ (when µ > 0)
Gradient Regularity G2 = maxi supx ‖∇fi(x)‖2
Heterogeneity G = supx maxi ‖∇fi(x)‖/‖∇f(x)‖,
H∗ = supx 1n
∑n
i=1 ‖∇fi(x)−∇f(x)‖2
curvature, gradient regularity and heterogeneity; see Table 2 for corresponding measures. The
first three categories of measures are used in almost all types of problems while the heterogeneity
measures are specific to the form (1). To illustrate the importance of heterogeneity, consider a toy
example where fi(x) = (x− bi)2 with b1, . . . , bn ∈ R. Now consider two classes of problem where
the first class assumes the prior knowledge that all bi’s are equal and the second class assumes that
bi’s are all free parameters. A simple calculation shows that ∆x,∆f , κ,G2 are all equal for both
classes of problems. However, it is clear that the second class of problems are much easier using
stochastic gradient methods since each single function has an exactly the same behavior as the global
function. In fact, G andH∗ are zero for the second class of problems while are non-zero for the first
class. This suggests that heterogeneity between single functions and the global function increases the
difficulty of problem (1).
The first attempt to describe the heterogeneity is through an unrealistic condition, called strong growth
condition([32]), which requires
max
i
‖∇fi(x)‖ ≤ G · ‖∇f(x)‖. (13)
Under (13), [32] proves that the stochastic gradient methods have the same convergence rate as the
full gradient methods. However, (13) is unrealistic since it implies for any minimizer x∗ of f , x∗ is
the stationary point of all individual loss functions.
Later [20] proposed a more realistic measure
H∗ = sup
x
1
n
n∑
i=1
‖∇fi(x)−∇f(x)‖2 (14)
and proved that (mini-batch) SGD is adaptive toH∗. The conditionH∗ <∞ is always weaker than
assuming ‖∇fi‖ are uniformly bounded in that H∗ ≤ G2. However, in many applications where
the domain of x is non-compact,H∗ =∞. This can be observed even in our toy example when the
domain of x is R. One might argue that a projection step may be involved to ensure the boundedness
of the iterates. However this argument is quite weak in that 1) the right size of the set that is projected
onto is unknown; 2) the projection step is rarely implemented in practice. Therefore,H∗ is still not a
desirable measure.
By contrast, our proposed measureH is well-behaved in most applications without awkward assump-
tions such as the bounded domain. Recall that
H = inf
x∗∈arg min f(x)
1
n
n∑
i=1
‖∇fi(x∗)‖2. (15)
It can be viewed as a version ofH∗ which replaces the supremum by the value at a single point, when
the optimum of f(x) is unique. As a consequence, H ≤ H∗. In addition, when the strong growth
condition (13) holds, ‖∇fi(x∗)‖ = 0 for all i and henceH∗ = 0. These simple facts show thatH is
strictly better than G and H∗ as a measure of difficulty. We will show in the next two subsections
thatH can be controlled and estimated in almost all problems and is well-behaved in a wide range of
applications.
4.1 BoundingH(f) in General Cases
Although being unrealistic, it is often assumed that ‖∇fi(x)‖ is uniformly bounded over the domain.
This implies the boundedness ofH directly and hence provides an example where the problem (1) is
“easy”.
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Proposition 4.1 Let G2 andH∗ be defined in Table 2, then
H ≤ min{G2,H∗} .
Surprisingly, H can be bounded even without any assumption other than A1 by using an arbitrary
reference point.
Proposition 4.2 Under Assumption A1, for any x ∈ Rd
H ≤ 2
n
n∑
i=1
(‖∇fi(x)‖2 + 2L(fi(x)− fi(x∗))) (16)
A natural choice is to set the reference point x = x˜0. Under the streaming settings where fi are
i.i.d. functions with E‖∇fi(x˜0)‖2 <∞ and E|fi(x)| <∞ for x ∈ {x˜0, x∗}, the strong law of large
number implies that
1
n
n∑
i=1
(‖∇fi(x˜0)‖2 + 2fi(x)− 2fi(x∗)) a.s.→ E (‖∇f1(x˜0)‖2 + 2f1(x)− 21(x∗)) <∞
=⇒ H = Op(1) (17)
This entails that problem (1) with i.i.d. individual functions is “easy”. This is heuristically reasonable
since the i.i.d. assumption, plus the moment conditions, forces the data to be highly homogeneous.
In fact, (17) can be proved under much broader settings. For example, when solving a linear equation
Ax = b, fi(x) can be set as 12 (a
T
i x− bi)2 and no randomness is involved. If we set x = 0, then (16)
implies that
H ≤ 2
n
n∑
i=1
(2b2i − fi(x∗)) ≤
4‖b‖2
n
.
ThenH = O(1) provided ‖b‖2 = O(n).
Another type of problems withH = O(1) involves pairwise comparisons, i.e.
f(x) =
m∑
j,k=1
fjk(Zj , Zk;x)
where Z1, . . . , Zm are independent samples. For example, in preference elicitation or sporting
competitions where the data is collected as pairwise-comparisons, one can fit a Bradley-Terry model
to obtain the underlying “score” that represents the quality of each unit. The objective function of
the Bradley-Terry model is
∑
j,k[Wj,kβj −Wj,k log(eβj + eβk)] where Wj,k is the number of times
that the unit j beats the unit k ([6], [15]). Other examples that involve a similar structure are metric
learning ([40], [37]) and convex relaxation of graph cuts ([7]). In these cases, we can also boundH
under mild conditions.
Proposition 4.3 Let Ujk = ‖∇fjk(Zj , Zk; x˜0)‖2 + 2L(fjk(Zj , Zk; x˜0)− fjk(Zj , Zk;x∗)). Then
max
j,k
EU2jk = O(1) =⇒ H = Op(1).
Finally, it is worth mentioning that (17) cannot be established forH∗ unless the domain is compact
and more regularity conditions, than the existence of second moment, are imposed to ensure that a
certain version of uniform law of large number can be applied.
4.2 EstimatingH(f) in Generalized Linear Models
Optimzation problems in machine learning are often generalized linear models where fi(x) =
ρ(yi, a
T
i x), with ai being the covariates and yi being the responses, for some convex loss function ρ.
Let ρ2(z, w) = ∂∂wρ(z, w). Then by definition
H = 1
n
n∑
i=1
ρ2(yi, a
T
i x
∗)2 · ‖ai‖2.
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If ρ2(yi, aTi x) is uniformly bounded with ρ2(yi, a
T
i x
∗)2 ≤M1, then
H ≤M1 · 1
n
n∑
i=1
‖ai‖2.
We will show in appendix E that M1 = 2 for multi-class logistic regression, regardless of the number
of classes. The same bound can also be derived for Huber regression [14], Probit model ([23]), etc..
When the domain is unbounded, the (penalized) least square regression has an unbounded ρ2(z, w).
However notice that x∗ = (ATA)−1AT y where A = (a1, . . . , an)T , one can easily show that
H ≤ max
i
sup ‖ai‖2 · ‖y‖
2
n
.
4.3 H(f) in Pathological Cases
The last two subsections exhibit various examples where H is well controlled. Indeed, there exist
pathological cases whereH is large. For instance, let n be an even number and fi(x) = 12‖x−α(i)‖2,
where α(i) ∈ Rn with α(i)i+1 = α(i)i+2 = . . . = α(i)i+n/2 = 1 (α(i)n+k = α(i)k ) and all other elements
equal to 0. 19 In this case, x∗ = 121 and by symmetryH = ‖∇f1(x∗)‖2 = n4 . Another example is a
quadratic function with fi(x) = 12 (x− i)2, in which case x∗ = (n+1)4 and henceH = Ω(n2).
The first example is due to the high dimension. When the dimension is comparable to n, even the
i.i.d. assumption cannot guarantee a good behavior ofH, without further conditions, since the law of
large number fails. The second example is due to the severe heterogeneity of components. In fact
the i-th component reaches its minimum at x = i while the global function reaches its minimum at
x = n+14 and thus most components behaves completely different from the global function.
Nevertheless, it is worth emphasizing that SGD also faces with the same issue in these two cases.
More importantly, SCSG does not suffer from these undesirable properties since it will choose B = n
automatically; See Corollary 3.6 to Corollary 3.9.
5 Experiments
In this section, we illustrate the performance of SCSG by implementing it for multi-class logistic
regression on the MNIST dataset 20 We normalize the data into the range [0, 1] by dividing each entry
by 256. No regularization term is added and so the function to be minimized is
f(x) =
1
n
n∑
i=1
(
log
(
1 +
K−1∑
k=1
ea
T
i xk
)
−
K−1∑
k=1
I(yi = k)a
T
i xk
)
,
where n = 60000,K = 10, yi ∈ {0, 1, . . . , 9}, ai ∈ R785 including 28 × 28 = 784 pixels plus
an intercept term 1 and x = (x1, . . . , x9) ∈ R785×9 = R7065. Direct computation shows that
H = 174.25 whileH∗ = 585.64.
The performance is measured by log10 ‖∇f(x)‖2 versus the number of passes of data 21. For each
algorithm mentioned later, we selects the best-tuned stepsize and then implement the algorithm for
10 times and report the average to avoid the random effect.
Here we compare SCSG with mini-batch SGD, with the batch size B, and SVRG. Moreover, we
consider three variants of SCSG:
(1) (SCSGFixN) set Nj ≡ B, instead of generated from a geometric distribution;
(2) (SCSGNew) randomly pick ik ∈ Ij , instead of from the whole dataset [n];
(3) (SCSGNewFixN) set Nj ≡ B and randomly pick ik ∈ Ij .
19We thank Chi Jin for providing the example.
20http://yann.lecun.com/exdb/mnist/.
21Although beging ideal to report f(x)− f(x∗), it is not feasible in that f∗ is unknown.
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The first variant is to check whether geometric random variable is essential in practice; the second
variant is to check whether running SGD from the whole dataset is necessary; and the third variant is
the combination.
For all the variants of SCSG and SGD, we consider three batch sizes B ∈ {0.01n, 0.05n, 0.25n}.
The results are plotted in Figure 1, from which we make the following observations:
1) SCSG is able to reach an accurate solution very fast since all versions of SCSG are more efficient
than SGD and SVRG in the first 5 passes. This confirms our theory;
2) SCSG with fixed Nj is slightly more effective than the original SCSG. Thus the geometric random
variable might not be essential in practice;
3) It makes no difference whether sampling from the whole dataset or sampling from the mini-batch
when running the SGD steps in SCSG.
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Figure 1: Performance plots on SCSG and other algorithms. Each column represents a (initial )batch
size (0.01n, 0.05n and 0.25n)
Based on our observations, we recommend implementing SCSGNewFixN as the default since 1) the
fixed number of SGD steps stablizes the procedure; 2) sampling from the mini-batch reduces the
communication cost incurred by accessing data from the whole dataset.
6 Discussion
We propose SCSG as a member of the SVRG family of algorithms, proving its superior performance
in terms of both computation and communication cost. Both complexities are independent of sample
size when the required accuracy is low, for various functions which are widely optimized in practice.
The real data example also validates our theory.
We plan to explore several variants of SCSG in future work. For example, a non-uniform sampling
scheme can be applied to SGD steps to leverage the Lipschitz constants Li as in SVRG. More
interestingly, we can consider a better sampling scheme for Ij by putting more weight on influential
observations. The proximal settings are also straightforward extensions of our current work.
As a final comment, we found that the previous complexity analysis focuses on the high-accuracy
computation for which the dependence on the sample size n and condition number κ is of major
concern. The low-accuracy regime is unfortunately under-studied theoretically even though it is
commonly encountered in practice. We advocate taking all three parameters, namely n, κ and ,
into consideration and distinguishing the analyses for high-accuracy computation and low-accuracy
computation as standard practice in the literature.
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A Lemmas
Lemma A.1 Let g be a convex function that satisfies the assumption A1,
‖∇g(x)−∇g(y)‖2 ≤ 2L(g(x)− g(y)− 〈∇g(y), x− y〉)
Proof This is the standard Co-coercivity argument; See e.g. [43], Theorem 2.1.5 of [25].
Lemma A.2 Let N ∼ Geom(γ) for some γ > 0. Then for any sequence {Dn} with E|DN | <∞,
E(DN −DN+1) =
(
1
γ
− 1
)
(D0 − EDN ) .
Proof By definition,
E(DN −DN+1) =
∑
n≥0
(Dn −Dn+1) · γn(1− γ)
=(1− γ)
D0 −∑
n≥1
Dn(γ
n−1 − γn)
 = (1− γ)
 1
γ
D0 −
∑
n≥0
Dn(γ
n−1 − γn)

=(1− γ)
 1
γ
D0 − 1
γ
∑
n≥0
Dnγ
n(1− γ)
 = ( 1
γ
− 1
)
(D0 − EDN ),
where the last equality follows the condition that E|DN | <∞.
Lemma A.3 Let a, b > 0 and c ∈ R. Then for any x ≥ 0,
ax2 ≤ bx+ c =⇒ ax2 ≤ b
2
a
+ 2c.
Proof An elementary computation shows that
ax2 ≤ bx+ c =⇒ x ≤ b
2a
+
√
c
a
+
b2
4a2
.
Using the fact that (z + w)2 ≤ 2z2 + 2w2, we have
x2 ≤ 2
(
b
2a
)2
+ 2
(
c
a
+
b2
4a2
)
=
b2
a2
+
2c
a
. =⇒ ax2 ≤ b
2
a
+ 2c.
B One-Epoch Analysis
First we prove a lemma that generalizes Lemma 3.1.
Lemma B.1 Let z1, . . . , zM ∈ Rd be an arbitrary population of M vectors with
M∑
j=1
zj = 0.
Further let J be a uniform random subset of [M ] with size m. Then
E
∥∥∥∥∥∥ 1m
∑
j∈J
zj
∥∥∥∥∥∥
2
=
M −m
(M − 1)m ·
1
M
M∑
j=1
‖zj‖2 ≤ I(m < M)
m
· 1
M
M∑
j=1
‖zj‖2.
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Proof Let Wj = I(j ∈ J ), then it is easy to see that
EW 2j = EWj =
m
M
, EWjWj′ =
m(m− 1)
M(M − 1) . (18)
Then the sampling mean can be reformulated as
1
m
∑
j∈J
zj =
1
m
n∑
i=1
Wjzj .
This implies that
E
∥∥∥∥ 1m∑
j∈J
zj
∥∥∥∥2 = 1m2
 M∑
j=1
EW 2j ‖zj‖2 +
∑
j 6=j′
EWjWj′〈zj , zj′〉

=
1
m2
m
M
M∑
j=1
‖zj‖2 + m(m− 1)
M(M − 1)
∑
j 6=j′
〈zj , zj′〉

=
1
m2
(m
M
− m(m− 1)
M(M − 1)
) M∑
j=1
‖zj‖2 + m(m− 1)
M(M − 1)
∥∥∥∥∥∥
M∑
j=1
zj
∥∥∥∥∥∥
2

=
1
m2
(
m
M
− m(m− 1)
M(M − 1)
) M∑
j=1
‖zj‖2
=
M −m
(M − 1)m ·
1
M
M∑
j=1
‖zj‖2.
Proof [Lemma 3.1] Let zi = ∇fi(x∗). Then
n∑
i=1
zi = n∇f(x∗) = 0.
By Lemma B.1 we prove the result.
As all other algorithms, we start from deriving a bound for the stochastic gradients ν(j)k . For
convenience, we define ej as the bias of ν
(j)
k , i.e.
ej = ∇fIj (x(j)0 )−∇f(x(j)0 ). (19)
By definition,
Eikν
(j)
k = ∇f(x(j)k ) + ej .
Lemma B.2 Under the assumption A1 and A2 with µ possibly equal to 0,
Eik‖ν(j)k ‖2 ≤ −4L
(
f(x
(j)
k )− f(x∗)
)
+ 4L
(
f(x
(j)
0 )− f(x∗)
)
+ 4L〈∇f(x(j)k ), x(j)k − x∗〉
+ ‖∇f(x(j)k ) + ej‖2. (20)
Proof Using the fact that E‖Z‖2 = E‖Z − EZ‖2 + ‖EZ‖2 (for any random variable Z), we have
Eik‖ν(j)k ‖2 = Eik‖ν(j)k − Eikν(j)k ‖2 + ‖Eikν(j)k ‖2
=Eik‖∇fik(x(j)k )−∇fik(x(j)0 )− (∇f(x(j)k )−∇f(x(j)0 ))‖2 + ‖∇f(x(j)k ) + ej‖2
≤Eik‖∇fik(x(j)k )−∇fik(x(j)0 )‖2 + ‖∇f(x(j)k ) + ej‖2
16
≤2Eik‖∇fik(x(j)k )−∇fik(x∗)‖2 + 2Eik‖∇fik(x(j)0 )−∇fik(x∗)‖2 + ‖∇f(x(j)k ) + ej‖2.
By Lemma A.1 with g = fik , x = x
∗, y = x(j)k ,
Eik‖∇fik(x(j)k )−∇fik(x∗)‖2 ≤ 2LEik
(
fik(x
∗)− fik(x(j)k ) + 〈∇fik(x(j)k ), x(j)k − x∗〉
)
= 2L
(
f(x∗)− f(x(j)k ) + 〈∇f(x(j)k ), x(j)k − x∗〉
)
where the last line uses the fact that ik is independent of (x
(j)
k , x
(j)
0 ). Similarly, by Lemma A.1 with
g = fik , x = x
(j)
0 , y = x
∗,
Eik‖∇fik(x(j)0 )−∇fik(x∗)‖2 ≤ 2LEik
(
fik(x
(j)
0 )− fik(x∗)− 〈∇fik(x∗), x(j)0 − x∗〉
)
= 2L
(
f(x
(j)
0 )− f(x∗)
)
.
where the last line uses the smoothness of f . Putting the pieces together, we conclude that
Eik‖ν(j)k ‖2 ≤ −4L
(
f(x
(j)
k )− f(x∗)
)
+ 4L
(
f(x
(j)
0 )− f(x∗)
)
+ 4L〈∇f(x(j)k ), x(j)k − x∗〉
+ ‖∇f(x(j)k ) + ej‖2.
Note that ej = 0 when B = n. Thus, in the analysis of R-SVRG, the last term of (20) reduces to
E‖∇f(x(j)k )‖2. For general case B < n, we will relax the last term of (20) by using the simple
inequality that ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2.
Corollary B.3 Under the same setting as Lemma B.2,
Eik‖ν(j)k ‖2 ≤ −4L
(
f(x
(j)
k )− f(x∗)
)
+ 4L
(
f(x
(j)
0 )− f(x∗)
)
+ 4L〈∇f(x(j)k ), x(j)k − x∗〉
+ 2‖∇f(x(j)k )‖2 + 2‖ej‖2.
To apply the property of geometric random variables (Lemma A.2), we need to justify the condition
E|DN | <∞ for different choices of {Dk}. The proof is distracting and relegated to the end of this
subsubsection.
Lemma B.4 Assume that ηL ≤ 1/2. Then for any j,
E‖x˜j − x∗‖2 <∞, E‖ν(j)Nj ‖22 <∞, E|〈ej , x˜j − x˜j−1〉| <∞.
The next step is to bound the dual gap [3]. Due to the bias of ν(j)k , we will have an extra term
2ηB
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2 compared to the standard analysis.
Lemma B.5 Let u ∈ Rd be any variable that is independent of Ij and subsequent random indices
within the j-th epoch, i0, i1, . . .. Then
2ηBE〈∇f(x˜j), x˜j − u〉 ≤ E‖x˜j−1 − u‖2 − E‖x˜j − u‖2 + 2ηB
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2
+ η2BE‖ν(j)Nj ‖2.
Proof By definition,
Eik‖x(j)k+1 − u‖2 = ‖x(j)k − u‖2 − 2ηEik〈ν(j)k , x(j)k − u〉+ η2Eik‖ν(j)k ‖2
= ‖x(j)k − u‖2 − 2η〈Eikν(j)k , x(j)k − u〉+ η2Eik‖ν(j)k ‖2
= ‖x(j)k − u‖2 − 2η〈∇f(x(j)k ), x(j)k − u〉 − 2η〈ej , x(j)k − u〉+ η2Eik‖ν(j)k ‖2.
17
Let Ej denote the expectation with respect to Ij and i0, i1, . . .. Then
Ej‖x(j)k+1−u‖2 = Ej‖x(j)k −u‖2−2ηEj〈∇f(x(j)k ), x(j)k −u〉−2ηEj〈ej , x(j)k −u〉+η2Ej‖ν(j)k ‖2.
Since u is independent of Ij and EIjej = 0, we have
Ej〈ej , u〉 = EjEIj 〈ej , u〉 = Ej〈EIjej , u〉 = 0.
Similarly, since x(j)0 is also independent of Ij ,
Ej〈ej , x(j)0 〉 = 0.
Therefore,
Ej〈ej , x(j)k − u〉 = Ej〈ej , x(j)k − x(j)0 〉.
Now let k = Nj and taking expectation with respect to Nj , by Lemma A.2 and B.4,
2ηENjEj〈∇f(x(j)Nj ), x
(j)
Nj
− u〉 = ENj
(
Ej‖x(j)Nj − u‖2 − Ej‖x
(j)
Nj+1
− u‖2
)
− 2ηENjEj〈ej , x(j)Nj − x
(j)
0 〉+ η2ENjEj‖ν(j)Nj ‖2
=
1
B
(
Ej‖x(j)0 − u‖2 − ENjEj‖x(j)Nj − u‖2
)
− 2ηENjEj〈ej , x(j)Nj − x
(j)
0 〉+ η2ENjEj‖ν(j)Nj ‖2.
Replacing x(j)Nj (x
(j)
0 ) by x˜j(x˜j−1) by definition and taking further expectation over all past random-
ness, the above equality can be rewritten as
2ηBE〈∇f(x˜j), x˜j−u〉 = E‖x˜j−1−u‖2−E‖x˜j−u‖2−2ηBE〈ej , x˜j−x˜j−1〉+η2BE‖ν(j)Nj ‖2. (21)
The Cauchy-Schwartz inequality implies that
−2ηBE〈ej , x˜j − x˜j−1〉 ≤ 2ηB
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2.
Therefore, we prove the result.
Applying the Lemma B.5 with u = x∗, we obtain the key inequality that connects x˜j , x˜j−1 and x∗,
which is a standard step in the convergence analysis of other algorithms.
Corollary B.6
2ηB(1− 2ηL)E〈∇f(x˜j), x˜j − x∗〉 ≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 4η2LBE(f(x˜j−1)− f(x∗))
− 4η2LBE(f(x˜j)− f(x∗)) + 2η2BE‖∇f(x˜j)‖2 + 2ηB
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2 + 2η2BE‖ej‖2.
Proof Let u = x∗. By Lemma B.2 and Lemma B.5, we have
2ηBE〈∇f(x˜j), x˜j − x∗〉 ≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 2ηB
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2
+ η2B
(
− 4LE(f(x˜j)− f(x∗)) + 4LE(f(x˜j−1)− f(x∗)) + 4LE〈∇f(x˜j), x˜j − x∗〉 (22)
+ 2E‖∇f(x˜j)‖2 + 2E‖ej‖2
)
. (23)
To bound the term E‖x˜j − x˜j−1‖2, we let u = x˜j−1 in Lemma B.5.
Corollary B.7
E‖x˜j − x˜j−1‖2 ≤ 4ηB (1 + 2ηL)E (f(x˜j−1)− f(x∗))− 4ηB (1 + 2ηL)E(f(x˜j)− f(x∗))
+ 8η2LBE〈∇f(x˜j), x˜j − x∗〉+ 4η2BE‖∇f(x˜j)‖2 + 4η2B2
(
1 +
1
B
)
E‖ej‖2.
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Proof Let u = x˜j−1, then it is independent of Ij and i0, i1, . . .. By Lemma B.5, we have
E‖x˜j− x˜j−1‖2 ≤ 2ηB
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2−2ηBE〈∇f(x˜j), x˜j− x˜j−1〉+η2BE‖ν(j)Nj ‖2.
By Lemma A.3, we have
E‖x˜j − x˜j−1‖2 ≤ −4ηBE〈∇f(x˜j), x˜j − x˜j−1〉+ 2η2BE‖ν(j)Nj ‖2 + 4η2B2E‖ej‖2.
Using the convexity of f , we have
〈∇f(x˜j), x˜j − x˜j−1〉 ≥ f(x˜j)− f(x˜j−1) = (f(x˜j)− f(x∗))− (f(x˜j−1)− f(x∗)).
By Corollary B.3,
E‖ν(j)Nj ‖2 ≤ −4LE(f(x˜j)− f(x∗)) + 4LE(f(x˜j−1)− f(x∗)) + 4LE〈∇f(x˜j), x˜j − x∗〉
+ 2E‖∇f(x˜j)‖2 + 2E‖ej‖2.
Therefore, we prove the result.
The last term to bound is E‖ej‖2. This is a simple consequence of Lemma B.1.
Lemma B.8
E‖ej‖2 ≤ 4L · I(B < n)
B
E(f(x˜j−1)− f(x∗)) + 2H · I(B < n)
B
.
Proof Using the fact that ‖z + w‖2 ≤ 2‖z‖2 + 2‖w‖2, we have
E‖ej‖2 ≤ 2E‖ej −∇fIj (x∗)‖+ 2E‖∇fIj (x∗)‖2
= 2E
∥∥∥∥∥∥ 1B
∑
i∈Ij
(∇fi(x˜j−1)−∇fi(x∗))− (∇f(x˜j−1)−∇f(x∗))
∥∥∥∥∥∥
2
+ 2E
∥∥∥∥∥∥ 1B
∑
i∈Ij
∇fi(x∗)
∥∥∥∥∥∥
2
.
Noticing that∇f(x∗) = 0, by Lemma B.1,
E
∥∥∥∥∥∥ 1B
∑
i∈Ij
(∇fi(x˜j−1)−∇fi(x∗))− (∇f(x˜j−1)−∇f(x∗))
∥∥∥∥∥∥
2
≤ I(B < n)
B
· 1
n
n∑
i=1
‖∇fi(x˜j−1)−∇fi(x∗)− (∇f(x˜j−1))−∇f(x∗)‖2
=
I(B < n)
B
·
(
1
n
n∑
i=1
‖∇fi(x˜j−1)−∇fi(x∗)‖2 − ‖∇f(x˜j−1)−∇f(x∗)‖2
)
≤ I(B < n)
B
· 1
n
n∑
i=1
‖∇fi(x˜j−1)−∇fi(x∗)‖2
≤ I(B < n)
B
· 2L
n
n∑
i=1
(fi(x˜j−1)− fi(x∗))
=
I(B < n)
B
· 2L(f(x˜j−1)− f(x∗)).
On the other hand, by Lemma B.1 again, we obtain that
E
∥∥∥∥∥∥ 1B
∑
i∈Ij
∇fi(x∗)
∥∥∥∥∥∥
2
≤ H · I(B < n)
B
.
Putting the pieces together we prove the result.
Putting all the pieces together, we can derive the key inequality on the performance of SCSG within a
single epoch.
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Theorem B.9 Suppose ηL ≤ 18 and B ≥ 8. Then under the assumption A1 and A2,
(1 + µηB(1− 8ηL))E‖x˜j − x∗‖2 + 4ηBE(f(x˜j)− f(x∗))
≤ E‖x˜j−1 − x∗‖2 + 2ηB (1 + 4ηL+ 9ηL · I(B < n))E(f(x˜j−1)− f(x∗)) + 9η2B · H · I(B < n).
Proof By Corollary B.6,
2ηB(1− 2ηL)E〈∇f(x˜j), x˜j − x∗〉 ≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 4η2LBE(f(x˜j−1)− f(x∗))
− 4η2LBE(f(x˜j)− f(x∗)) + 2η2BE‖∇f(x˜j)‖2 + 2ηB
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2 + 2η2BE‖ej‖2.
Using the fact that 2zw ≤ β−1z2 + βw2 for any β > 0, we have
2
√
E‖ej‖2 ·
√
E‖x˜j − x˜j−1‖2 ≤ 2ηBE‖ej‖2 + 1
2ηB
E‖x˜j − x˜j−1‖2. (24)
Then by Corollary B.7 and Lemma B.8, we obtain that
2ηB(1− 2ηL)E〈∇f(x˜j), x˜j − x∗〉
≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 4η2LBE(f(x˜j−1)− f(x∗))− 4η2LBE(f(x˜j)− f(x∗))
+ 2η2B2
(
1 +
1
B
)
E‖ej‖2 + 2η2BE‖∇f(x˜j)‖2 + 1
2
E‖x˜j − x˜j−1‖2
≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 4η2LBE(f(x˜j−1)− f(x∗))− 4η2LBE(f(x˜j)− f(x∗))
+ 2η2B2
(
1 +
1
B
)
E‖ej‖2 + 2η2BE‖∇f(x˜j)‖2
+ 2ηB(1 + 2ηL)E(f(x˜j−1)− f(x∗))− 2ηB(1 + 2ηL)E(f(x˜j)− f(x∗)) + 4η2LBE〈∇f(x˜j), x˜j − x∗〉
+ 2η2BE‖∇f(x˜j)‖2 + 2η2B2
(
1 +
1
B
)
E‖ej‖2 (Corollary B.7)
= E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 2ηB (1 + 4ηL)E(f(x˜j−1)− f(x∗))− 2ηB(1 + 4ηL)E(f(x˜j)− f(x∗))
+ 4η2B2
(
1 +
1
B
)
E‖ej‖2 + 4η2LBE〈∇f(x˜j), x˜j − x∗〉+ 4η2BE‖∇f(x˜j)‖2
= E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 2ηB (1 + 4ηL)E(f(x˜j−1)− f(x∗))− 2ηB(1 + 4ηL)E(f(x˜j)− f(x∗))
+ 4η2B
(
1 +
1
B
)
(4LE(f(x˜j−1)− f(x∗)) + 2H) · I(B < n) + 4η2LBE〈∇f(x˜j), x˜j − x∗〉
+ 4η2BE‖∇f(x˜j)‖2 (Lemma B.8)
= E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 2ηB
(
1 + 4ηL+ 8ηL
(
1 +
1
B
)
I(B < n)
)
E(f(x˜j−1)− f(x∗))
− 2ηB(1 + 4ηL)E(f(x˜j)− f(x∗)) + 4η2LBE〈∇f(x˜j), x˜j − x∗〉+ 4η2BE‖∇f(x˜j)‖2
+ 8η2B
(
1 +
1
B
)
· H · I(B < n) (25)
The above equation (25) implies that
2ηB(1− 4ηL)E〈∇f(x˜j), x˜j − x∗〉+ E‖x˜j − x∗‖2 + 2ηB(1 + 4ηL)E(f(x˜j)− f(x∗))
≤ E‖x˜j−1 − x∗‖2 + 2ηB
(
1 + 4ηL+ 8ηL
(
1 +
1
B
)
I(B < n)
)
E(f(x˜j−1)− f(x∗))
+ 4η2BE‖∇f(x˜j)‖2 + 8η2B
(
1 +
1
B
)
· H · I(B < n) (26)
By Lemma A.1 with g = f, x = x∗, y = x˜j ,
‖∇f(x˜j)‖2 ≤ 2L (f(x∗)− f(x˜j) + 〈∇f(x˜j), x˜j − x∗〉) .
This together with (26) imply that
2ηB(1− 8ηL)E〈∇f(x˜j), x˜j − x∗〉+ E‖x˜j − x∗‖2 + 2ηB(1 + 8ηL)E(f(x˜j)− f(x∗))
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≤ E‖x˜j−1 − x∗‖2 + 2ηB
(
1 + 4ηL+ 8ηL
(
1 +
1
B
)
I(B < n)
)
E(f(x˜j−1)− f(x∗))
+ 8η2B
(
1 +
1
B
)
· H · I(B < n). (27)
Since ηL ≤ 18 , the assumption A2 implies that
2ηB(1− 8ηL)E〈∇f(x˜j), x˜j − x∗〉 ≥ 2ηB(1− 8ηL)
(
E(f(x˜j)− f(x∗)) + µ
2
E‖x˜j − x∗‖2
)
.
Therefore,
(1 + µηB(1− 8ηL))E‖x˜j − x∗‖2 + 4ηBE(f(x˜j)− f(x∗))
≤ E‖x˜j−1 − x∗‖2 + 2ηB
(
1 + 4ηL+ 8ηL
(
1 +
1
B
)
I(B < n)
)
E(f(x˜j−1)− f(x∗))
+ 8η2B
(
1 +
1
B
)
· H · I(B < n). (28)
Finally, since B ≥ 8, we conclude that
(1 + µηB(1− 8ηL))E‖x˜j − x∗‖2 + 4ηBE(f(x˜j)− f(x∗))
≤ E‖x˜j−1 − x∗‖2 + 2ηB (1 + 4ηL+ 9ηL · I(B < n))E(f(x˜j−1)− f(x∗)) + 9η2B · H · I(B < n).
Proof [of Lemma B.4] We prove the first claim by induction. When j = 0, the claim is obvious.
Suppose we prove the claim for j − 1, i.e.
E‖x(j)0 − x∗‖22 = E‖x˜j−1 − x∗‖22 <∞.
Let y(j)k be another sequence constructed as follows:
y
(j)
0 = x
(j)
0 , y
(j)
k = y
(j)
k−1 − ηζ(j)k , where ζ(j) = ∇fik−1(y(j)k−1)−∇fik−1(y(j)0 ) +∇f(y(j)0 ).
In other words, y(j)k is a hypothetical sequence of iterates produced by SVRG initialized at x
(j)
0 and
updated using the same sequence of random subsets. Let Id denote the identity mapping. Then
x
(j)
k − y(j)k =
(
Id− η∇fik−1
)
(x
(j)
k−1)−
(
Id− η∇fik−1
)
(y
(j)
k−1)− ηej .
where we use the fact that µj = ∇f(x(j)0 ) + ej = ∇f(y(j)0 ) + ej . Since fik−1 is L-smooth and
convex and η ≤ 1/2L, it is well known that Id− η∇fik−1 is a non-expansive operator. Thus,
‖x(j)k − y(j)k ‖2 ≤ ‖
(
Id− η∇fik−1
)
(x
(j)
k−1)−
(
Id− η∇fik−1
)
(y
(j)
k−1)‖2 + η‖ej‖2
≤ ‖x(j)k−1 − y(j)k−1‖2 + η‖ej‖2.
As a result,
‖x(j)k − y(j)k ‖2 ≤ ‖x(j)0 − y(j)0 ‖2 + ηk‖ej‖2 = ηk‖ej‖2. (29)
On the other hand, [17] showed in the proof of their Theorem 1 that
2η(1− 2ηL)E(f(y(j)k )− f(x∗)) + E‖y(j)k+1 − x∗‖22
≤ 4η2LE(f(y(j)0 )− f(x∗)) + E‖y(j)k − x∗‖22.
Since f(y(j)k )− f(x∗) ≥ 0 and 1− 2ηL ≥ 0, we have
E‖y(j)k+1 − x∗‖22 ≤ 4η2LE(f(y(j)0 )− f(x∗)) + E‖y(j)k − x∗‖22.
As a result,
E‖y(j)k − x∗‖22 ≤ 4kη2LE(f(y(j)0 )− f(x∗)) + E‖y(j)0 − x∗‖22
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≤ (4kη2L2 + 1)E‖y(j)0 − x∗‖22 ≤ (k + 1)E‖x(j)0 − x∗‖22. (30)
Putting (29) and (30) together, and using the fact that ‖a+ b‖22 ≤ 2‖a‖22 + 2‖b‖22, we obtain that
E‖x(j)k − x∗‖22 ≤ 2E‖x(j)k − y(j)k ‖22 + 2E‖y(j)k − x∗‖22
≤ k2
(
η2E‖ej‖22 + E‖x(j)0 − x∗‖22
)
. (31)
By Lemma B.8,
E‖ej‖22 ≤ 4LE(f(x(j)0 )− f(x∗)) + 2H ≤ 2L2E‖x(j)0 − x∗‖22 + 2H. (32)
By (31),
E‖x(j)k − x∗‖22 ≤ 2k2
(
E‖x(j)0 − x∗‖22 + η2H
)
.
By the induction hypothesis,
E‖x˜j − x∗‖22 ≤ 2EN2j
(
E‖x(j)0 − x∗‖22 + η2H
)
<∞,
and
E‖ej‖22 <∞.
By Corollary B.3,
E‖ν(j)k ‖22 ≤ 4L(f(x∗)− f(x(j)k )− 〈∇f(x(j)k ), x∗ − x(j)k 〉) + 4L
(
f(x
(j)
0 )− f(x∗)
)
+ 2E‖∇f(x(j)k )‖2 + 2E‖ej‖22
≤ 2L2‖x(j)k − x∗‖22 + 2L2‖x(j)0 − x∗‖22 + 2E‖∇f(x(j)k )‖2 + 2E‖ej‖22
≤ 4L2‖x(j)k − x∗‖22 + 2L2‖x(j)0 − x∗‖22 + 2E‖ej‖22
Then the first claim yields
E‖ν(j)Nj ‖22 ≤ 4L2E‖x˜j − x∗‖22 + 2L2E‖x˜j−1 − x∗‖22 + 2E‖ej‖22 <∞.
Finally,
E|〈ej , x˜j − x˜j−1〉| ≤ 1
2
E‖ej‖22 +
1
2
E‖x˜j − x˜j−1‖22
≤ 1
2
E‖ej‖22 + E‖x˜j − x∗‖22 + E‖x˜j−1 − x∗‖22 <∞.
C Analysis of R-SVRG
Throughout the rest of appendices, we will denote T () and Tx() by
T () = min{T ′ : E(f(x˜j)− f(x∗)) ≤ , ∀T ≥ T ′}, (33)
and
Tx() = min{T ′ : E‖x˜j − x∗‖2 ≤ , ∀T ≥ T ′}. (34)
Then we have
EComp() = 2nT (), ECompx() = 2nTx(). (35)
Although we can directly apply Theorem B.9 with B = n, the constants involved in the analysis are
compromised. To sharpen the constants, we derive a counterpart of Theorem B.9 for R-SVRG.
Theorem C.1 Let B = n and assume that ηL ≤ 13 . Under the assumption A1 and A2,
(1 + µηn(1− 3ηL))E‖x˜j − x∗‖2 + 2ηnE(f(x˜j)− f(x∗))
≤ E‖x˜j−1 − x∗‖2 + 4η2LnE(f(x˜j−1)− f(x∗))
22
Proof In this case, ej ≡ 0. By Lemma B.5 with u = x∗ and Lemma B.2,
2ηnE〈∇f(x˜j), x˜j − x∗〉 ≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2
+η2n
(−4LE(f(x˜j)− f(x∗)) + 4LE(f(x˜j−1)− f(x∗)) + 4LE〈∇f(x˜j), x˜j − x∗〉+ E‖∇f(x˜j)‖2) .
By Lemma A.1 with g = f, x = x∗, y = x˜j ,
‖∇f(x˜j)‖2 ≤ 2L (f(x∗)− f(x˜j) + 〈∇f(x˜j), x˜j − x∗〉) .
Thus,
2ηnE〈∇f(x˜j), x˜j − x∗〉 ≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2
+η2n (−6LE(f(x˜j)− f(x∗)) + 4LE(f(x˜j−1)− f(x∗)) + 6LE〈∇f(x˜j), x˜j − x∗〉) .
Rearranging the terms we obtain that
2ηn(1− 3ηL)E〈∇f(x˜j), x˜j − x∗〉 ≤ E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2
+ η2n (−6LE(f(x˜j)− f(x∗)) + 4LE(f(x˜j−1)− f(x∗))) .
Since ηL ≤ 13 , the assumption A2 implies that
2ηn(1− 3ηL)E〈∇f(x˜j), x˜j − x∗〉 ≥ 2ηn(1− 3ηL)
(
E(f(x˜j)− f(x∗)) + µ
2
‖x˜j − x∗‖2
)
.
This entails that
(1 + µηn(1− 3ηL))E‖x˜j − x∗‖2 + 2ηnE(f(x˜j)− f(x∗))
≤ E‖x˜j−1 − x∗‖2 + 4η2LnE(f(x˜j−1)− f(x∗))
Based on Theorem C.1, we can prove the results in Section 3.1.
Proof [Theorem 3.2]
(1) By Theorem C.1, we have
2ηnE(f(x˜j)− f(x∗)) ≤ 4η2LnE(f(x˜j−1)− f(x∗)) + E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2.
Summing the above inequality for j = 1, . . . , T , we have
2ηn(1− 2ηL)
T∑
j=1
E(f(x˜j)− f(x∗)) ≤ 4η2Ln∆f + ∆x.
By convexity,
T∑
j=1
E(f(x˜j)− f(x∗)) ≥ T (E(f(x¯T )− f(x∗))) .
Therefore,
E(f(x¯T )− f(x∗)) ≤ 1
T
· 4η
2Ln∆f + ∆x
2ηn(1− 2ηL) .
(2) Let Qj = (1 + µηn(1− 3ηL))E‖x˜j − x∗‖2 + 2ηnE(f(x˜j)− f(x∗)), then by Theorem C.1,
Qj ≤ max
{
2ηL,
1
1 + µηn(1− 3ηL)
}
·Qj−1 = λQj−1.
This implies that
QT ≤ λTQ0.
The result is then proved by noticing that
QT ≥ E‖x˜T − x∗‖2 + 2ηnE(f(x¯T )− f(x∗))
and
Q0 ≤ E‖x˜0−x∗‖2 +2ηn(2−3ηL)E(f(x˜0)−f(x∗)) ≤ E‖x˜0−x∗‖2 +4ηnE(f(x˜0)−f(x∗)).
23
Proof [Corollary 3.3] In the non-strongly convex case, by part (1) of Theorem 3.2,
E(f(x¯T )− f(x∗)) ≤ 1
T
· 4(ηL)
2n∆f + L∆x
2(ηL)n(1− 2ηL) = O
(
∆f
T
+
L∆x
Tn
)
.
Recalling the definitions of T () and Tx() in (33) and (34), this implies that
T () = O
(
∆f

+
L∆x
n
)
,
and hence
EComp() = O (nT ()) = O
(
n∆f + L∆x

)
.
In the strongly convex case, by part (2) of Theorem 3.2,
E‖x˜j − x∗‖2 + 2ηnE(f(x˜j)− f(x∗)) ≤ λTQ0.
This implies that
T () = O
(
log
LQ0
n
/
log
1
λ
)
, and Tx() = O
(
log
Q0

/
log
1
λ
)
By definition,
log
1
λ
= log
((
1 +
nθ(1− 3θ)
κ
)
∧ 3
2
)
.
This implies that (
log
1
λ
)−1
= O
(κ
n
+ 1
)
.
Note that LQ0 = L∆x + 2θn∆f , we obtain that
T () = O
((κ
n
+ 1
)
log
(
n∆f + L∆x
n
))
=⇒EComp() = O (nT ()) = O
(
(n+ κ) log
(
n∆f + L∆x
n
))
.
Similarly,
Tx() = O
((κ
n
+ 1
)
log
(
n∆f + L∆x
L
))
=⇒ECompx() = O (nTx()) = O
(
(n+ κ) log
(
n∆f + L∆x
L
))
.
Proof [Corollary 3.4] By part (1) of Theorem 3.2, we have
E(f(x¯T )− f(x∗)) ≤ 1
T
· 4(ηL)
2n∆f + L∆x
2(ηL)n(1− 2ηL) =
1
T
· 4θ
2∆f + L∆x√
n · 2θ(1− 2θ) = O
(
∆f + L∆x
T
√
n
)
.
The assumption A1,
∆f ≤ L
2
∆x.
Thus,
E(f(x¯T )− f(x∗)) = O
(
L∆x
T
√
n
)
.
This implies that
T () = O
(⌈
L∆x√
n
⌉)
= O
(
1 +
L∆x√
n
)
,
and hence
EComp() = O(nT ()) = O
(
n+
√
nL∆x

)
.
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D Analysis of SCSG
D.1 Convergence Analysis for Non-Strongly Convex Objectives
Proof [Theorem 3.5] By Theorem B.9, we have
4ηBE(f(x˜j)− f(x∗))
≤2ηB(1 + 13ηL)E(f(x˜j−1)− f(x∗)) + E‖x˜j−1 − x∗‖2 − E‖x˜j − x∗‖2 + 9η2BH · I(B < n).
Telescoping the above inequality for j = 1, . . . , T , we have
2ηB(1− 13ηL)
T∑
j=1
E(f(x˜j)− f(x∗)) ≤ 2ηB(1 + 13ηL)∆f + ∆x + 9η2BTH · I(B < n)
≤ 4ηB∆f + ∆x + 9η2BTH · I(B < n),
where the last inequality uses 13ηL ≤ 1. By convexity,
T∑
j=1
E(f(x˜j)− f(x∗)) ≥ T (E(f(x¯T )− f(x∗))) .
Therefore,
E(f(x¯T )− f(x∗)) ≤ 1
T
· 4ηB∆f + ∆x
2ηB(1− 13ηL) +
9ηH · I(B < n)
2(1− 13ηL) .
Before proving the results in Section 3.2, we derive the computation complexity for arbitrary batch
size B with an appropriately scaled stepsize η in the non-strongly convex case.
Corollary D.1 Assume A1 holds. Set η = αL with
α
1− 13α ·
9H · I(B < n)
2L
< ,
then with the output x¯T ,
EComp() = O
(
B∆f

+
L∆x
α
)
.
Proof Let
φ =
α
1− 13α ·
9H · I(B < n)
2L
.
By part (1) of Theorem 3.5,
E(f(x¯T )− f(x∗)) ≤ 1
T
· 4ηB∆f + ∆x
2ηB(1− 13ηL) +
9ηH · I(B < n)
2(1− 13ηL) ,
1
T
D1 +D2 (36)
Under these conditions, D2 is bounded by
D2 =
α
1− 13α ·
9H · I(B < n)
2L
= φ < .
Let
T˜ () =
D1
(1− φ)
then for any T ≥ T˜ (),
E(f(x¯T )− f(x∗)) ≤ (1− φ)+ φ = .
This implies that
T () ≤ T˜ () = O
(
D1

)
.
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By definition,
D1 = O
(
∆f +
∆x
ηB
)
= O
(
∆f +
L∆x
αB
)
.
Therefore,
EComp() = O
(
BT˜ ()
)
= O
(
BD1

)
= O
(
B∆f

+
L∆x
α
)
.
Proof [Corollary 3.6] Let α = θ/B. Then
α
1− 13α ·
9H · I(B < n)
2L
=
θ
1− 13θ/B ·
9H · I(B < n)
2LB
≤ θ
1− 13θ/B ·
9
2γ
< .
By Corollary D.1,
EComp() = O
(
B∆f

+
L∆x

· B
θ
)
= O
(
BL∆x

)
,
where the last equality uses the fact that ∆f ≤ L∆x2 and θ = Θ(1). As a consequence,
EComp() = O
(H∆x
2
∧ nL∆x

)
D.2 Convergence Analysis for Strongly Convex Objectives
Proof [Theorem 3.7] For convenience, let
∆e = 9η
2H · I(B < n), ξ = µηB, α = Lη
By Theorem B.9, we have
(1 + ξ(1− 8α))E‖x˜j − x∗‖2 + 4ξ
µ
E(f(x˜j)− f(x∗))
≤E‖x˜j−1 − x∗‖2 + 2(1 + 13α)ξ
µ
E(f(x˜j−1)− f(x∗)) + ∆e.
The assumption A2 implies that f(x˜j)− f(x∗) ≥ µ2 ‖x˜j − x∗‖2. Thus,
(1 + ξ)E‖x˜j − x∗‖2 + 2 (2− 8α) ξ
µ
E(f(x˜j)− f(x∗))
≤(1 + ξ(1− 8α))E‖x˜j − x∗‖2 + 4ξ
µ
E(f(x˜j)− f(x∗))
≤E‖x˜j−1 − x∗‖2 + 2(1 + 13α)ξ
µ
E(f(x˜j−1)− f(x∗)) + ∆e. (37)
On the other hand,
2 (2− 8α) ξ
µ
=
2 ((1 + 13α)(1 + ξ) + φ) ξ
µ
≥ 2(1 + 13α)(1 + ξ)ξ
µ
. (38)
Putting (37) and (38), we obtain that
(1 + ξ)
{
E‖x˜j − x∗‖2 + 2 (1 + 13α) ξ
µ
E(f(x˜j)− f(x∗))
}
≤E‖x˜j−1 − x∗‖2 + 2(1 + 13α)ξ
µ
E(f(x˜j−1)− f(x∗)) + ∆e. (39)
Multiplying both sides of (37) by (1 + ξ)j−1 and summing over j = T, T − 1, . . . , 1, we obtain that
(1 + ξ)T
{
E‖x˜T − x∗‖2 + 2ηBE(f(x˜T )− f(x∗))
}
26
≤(1 + ξ)T
{
E‖x˜T − x∗‖2 + 2 (1 + 13α) ξ
µ
E(f(x˜T )− f(x∗))
}
≤∆x + 2 (1 + 13α) ξ
µ
∆f + ∆e
T∑
j=1
(1 + ξ)j−1.
≤ 2
µ
∆f +
2(1− 21α− φ)
µ
∆f + ∆e
(1 + ξ)T
ξ
≤ 4
µ
∆f + ∆e
(1 + ξ)T
ξ
. (40)
Proof [Corollary 3.8] By definition, B ≥ γκ, and
µηB ≤ θ, ηL ≤ θκ
B
≤ θ
γ
.
As a result,
φ ≥ 2− 8θ
γ
−
(
1 +
13θ
γ
)
(1 + θ) > 2− 8
22
−
(
1 +
13
22
)(
1 +
2
9
· 1
22
)
> 0.029 > 0.
By (9) in Theorem 3.7,
E(f(x˜T )− f(x∗)) ≤ 2∆f
µηB(1 + µηB)T
+
9H · I(B < n)
2µB
, D1
(1 + ξ)T
+D2. (41)
where ξ = µηB. Then
D2 ≤ 9
2γ
< .
Define T˜ () as
T˜ () = log
((
1− 9
2γ
)
2∆f
ξ
)/
log (1 + ξ)
then for any T ≥ T˜ (),
E(f(x˜T )− f(x∗)) ≤
(
1− 9
2γ
)
+
9
2γ
= .
Therefore,
T () ≤ T˜ () = O
(
log
(
∆f
ξ
)/
(ξ ∧ 1)
)
.
Note that
ξ = θ · B
B ∨ γκ =⇒
1
ξ ∧ 1 = O
(
1 +
κ
B
)
,
and whenever B < n, B ≥ γκ > κ. Thus,
1
ξ ∧ 1 = O
(
1 +
κ
n
)
= O
(n ∨ κ
n
)
Therefore,
EComp() = O (BT ()) = O
(
(B + κ) log
(
∆f

· n ∨ κ
n
))
= O
((H
µ
∧ n+ κ
)
log
(
∆f

· n ∨ κ
n
))
.
Proof [Corollary 3.9] Using the same argument as in the proof of Corollary 3.8, φ > 0. By (10) in
Theorem 3.7,
E‖x˜T − x∗‖2 ≤ 2∆f
µ(1 + µηB)T
+
9ηH · I(B < n)
µ
, D1
(1 + ξ)T
+D2. (42)
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where ξ = µηB. Then
D2 ≤ 9θ
µ2B
≤ 9θ
γ
< .
Define T˜ () as
T˜ () = log
((
1− 9θ
γ
)
2∆f
µ
)/
log (1 + ξ)
then for any T ≥ T˜ (),
E(f(x˜T )− f(x∗)) ≤
(
1− 9
2γ
)
+
9
2γ
= .
Therefore,
T () ≤ T˜ () = O
(
log
(
∆f
µ
)/
(ξ ∧ 1)
)
.
Similar to the proof of Corollary 3.8,
EComp() = O
(( H
µ2
∧ n+ κ
)
log
(
∆f
µ
))
.
E Proof of Results in Section 4
Proof [Proposition 4.2] By Lemma A.1 in Appendix A
fi(x)− fi(x∗) ≥ 〈∇fi(x∗), x− x∗〉+ 1
2L
‖∇fi(x∗)−∇fi(x)‖2.
Averaging the above inequality for all i results in
f(x) ≥ f(x∗) + 1
2nL
n∑
i=1
‖∇fi(x∗)−∇fi(x)‖2. (43)
Noticing that for any a, b ∈ Rp,
‖a− b‖2 = ‖a‖2 + ‖b‖2 − 2〈a, b〉 = 1
2
‖a‖2 − ‖b‖2 + 1
2
‖a− 2b‖2 ≥ 1
2
‖a‖2 − ‖b‖2,
we obtain that
1
4n
n∑
i=1
‖∇fi(x∗)‖2 − 1
2n
n∑
i=1
‖∇fi(x)‖2 ≤ 1
2n
n∑
i=1
‖∇fi(x∗)−∇fi(x)‖2 ≤ L(f(x)− f(x∗)).
Proof [Proposition 4.3] In this case, the RHS of (16) is a form of order-two V-statistics ([36]) which
can be written as
H ≤ 2
m2
n∑
j,k=1
Ujk.
it holds that
E
 2m2
m∑
j,k=1
Ujk
 = O(1),
and
Var
 2m2
m∑
j,k=1
Ujk
 = O
 1
m4
m∑
j,k,l=1
Cov(Ujk, Ukl)

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= O
 1
m4
m∑
j,k,l=1
√
Var(Ujk) Var(Ukl)

= O
(
1
m4
)
= O
(
1
m4
·m3
)
= O
(
1
m
)
= o(1).
The above inequalities imply thatH = Op(1) in this case. The conclusion can be easily extended to
the case where f(x) can be written as a higher-order V-statistics.
Proposition E.1 Denote by x the concatenation of x1, . . . , xK−1 as in Section 5. For multi-class
logistic regression loss
ρ(yi; a
T
i x) = log
(
1 +
K−1∑
k=1
ea
T
i xk
)
−
K−1∑
k=1
I(yi = k)a
T
i xk,
it holds that
M1 , sup
x
ρ2(yi; a
T
i x)
2 ≤ 2.
Proof For any k = 1, . . . ,K − 1,
∂fi(x)
∂xk
=
(
ea
T
i xk
1 +
∑K−1
k=1 e
aTi xk
− I(yi = k)
)
· ai
and thus
∇fi(x) = Hi(x)⊗ ai =⇒ ‖∇fi(x)‖2 = ‖Hi(x)‖2 · ‖ai‖2,
where
Hi(x) =
(
ea
T
i x1
1 +
∑K−1
k=1 e
aTi xk
− I(yi = 1), . . . , e
aTi xK−1
1 +
∑K−1
k=1 e
aTi xk
− I(yi = K − 1)
)T
.
It is easy to see that for any i and x
‖Hi(x)‖2 ≤ ‖Hi(x)‖1 ≤ 2.
This entails that
H ≤ 2
n
n∑
i=1
‖ai‖2.
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