The lunar landing stage can be divided into three phases: de-orbit, powered descent and terminal approach. Most fuel is consumed during the powered descent phase. Therefore, the optimization problem of minimum energy is typically focused on this phase. In this paper, a highly precise three-dimensional descent dynamics model is derived, and the main constraints for a manned lunar mission are presented. To solve this complex optimization problem with strict constraints, a hybrid optimization method which combines the collocation method-Gauss pseudospectral method (GPM) and shooting method is proposed. In this approach the GPM is used to provide an initial guess for the shooting method, which is then used to obtain the final optimal solution. The simulation results show that the proposed method can solve the lunar powered descent optimization problem effectively with the solution obtained satisfying all the input constraints and having high precision.
Nomenclature m: initial mass of lunar lander I sp : specific impulse g 0 : gravitational acceleration on the Earth surface (9.81 m/s 2 ) H 0 : altitude of LLO " L : gravity constant of the Moon i: orbit inclination !: rotation angular velocity of the Moon h: altitude from lunar surface of lunar lander r: position vector of lunar lander t: flight time V 1 : velocity vector of lunar lander in the Moon centered inertial (MCI) coordinate system V : velocity vector of lunar lander in the Moon centered fixed (MCF) coordinate system u, v, w: velocity coordinates of lunar lander in body centered frame of reference : angle between axis oy and north direction of the Moon , 0: longitude and latitude T : thrust , : thrust direction angle Subscripts 0: initial f: final
Introduction
Soft landing is one of the most critical phases for a manned lunar mission. Following the trans-lunar orbit, soft landing can be achieved through different approaches. The first involves the spacecraft following a trans-lunar orbit which intersects the Moon, and when in its vicinity, activating the retroboosters to ensure the lunar module reaches the Moon surface. The second approach requires the spacecraft to first enter a low lunar orbit (LLO) and then land on the lunar surface from LLO. Due to the limits of current launch systems, a lunar orbit rendezvous (LOR) mode is always used for manned lunar missions as occurred with the Apollo program.
1) The powered descent and landing on the lunar surface from LLO is therefore perhaps the only realistic near-term approach for manned lunar-landing missions.
There is no atmosphere on the Moon, and the velocity of the lunar module can therefore only be reduced by retropack. To minimize the payload weight, thus allowing for reduced launch costs, we need to minimize the amount of fuel required for the lunar landing maneuver. The lunar landing stage can be divided into three phases: de-orbit, powered descent and terminal approach. The majority of the fuel is consumed during the powered descent phase, so the problem of optimal powered descent trajectory design has been studied by many researchers.
A traditional optimization method for this problem is the indirect optimization method. The Pontryagin maximum principle is applied to the problem of optimal thrust programming for the least fuel consumption of the lunar soft landing.
2) This approach, however, becomes rapidly intractable when increasing the complexity of the dynamical model and considering uncertainties and constraints. For this reason, in recent years, direct solution methods, such as shooting methods and collocation methods, have been used extensively in a variety of trajectory optimization problems. Using this method, the continuous-time optimal control Ó 2013 The Japan Society for Aeronautical and Space Sciences problem is converted into a nonlinear programming problem (NLP), and many different algorithms, such as sequential quadratic programming (SQP), the Newton iterative method and the intelligent optimization algorithm, [3] [4] [5] [6] [7] [8] [9] can be employed to solve the NLP. Cho et al. 4) applied the shooting method to the lunar soft-landing problem; Huang et al. 5) proposed a hybrid strategy combining genetic algorithms (GA) and SQP to optimize the lunar landing trajectory; Tu et al. 7) proposed a direct collocation method for lunar soft-landing trajectory optimization; Park et al. 8) used the Legendre pseudospectral method to convert the optimal control problem with SQP used as the NLP solver. To make the optimization problem easier to solve, the dynamical system considered in most of these studies involves two-dimensional dynamics. The descent trajectory of the lunar lander is assumed to remain in a vertical plane without any provision for possible lateral movements. Additionally, in these studies, engineering constraints for manned lunar missions and the influence of the Moon rotation are not taken into account. However, for standard trajectory design or simulation before launching the rocket, the error cannot be ignored.
To provide preliminary answers to the above unresolved questions, in this paper, we at first derive high-precision, three-dimensional descent dynamics, and a hybrid optimization strategy combining GPM with the shooting method is then proposed to solve the complex optimization problem with strict constraints. The solutions indicate that this method has quick convergence and good accuracy, while showcasing robustness against unknown initial conditions.
Problem Formulation
The lunar lander is in a circular orbit with an initial altitude H 0 . A Hohmann transfer orbit is used to decrease the altitude from H 0 to the pericynthion (altitude 15 km). From here the powered descent begins. The powered-descent phase of the lunar-landing mission is initiated at or near the pericynthion of the free descent orbit and finishes near the lunar surface (approximate altitude 2 km). It is a continuous thrust maneuver lasting several minutes. The largest part of fuel is consumed during this phase.
10) The trajectory design during this phase is therefore the main focus of this paper.
Dynamics equations
The following frame of reference is established to describe the powered descent maneuver.
The origin is at the center of the moon; the OX 1 axis is along the direction of the Moon's revolution, and the OY 1 axis is pointing at the ascending node of the Moon's orbit relative to the equator.
2) Moon centered fixed (MCF) coordinate system O-XYZ The origin is at the center of the moon; the OX axis is along the direction of the Moon's revolution, and the OY axis is in the Moon's equatorial plane, pointing at the Sinus-Medii.
3) Orbit coordinate system o-xyz
The origin is at the center of gravity of the lunar lander; the ox axis is along the radial direction, and the oy axis is along the direction of the horizontal velocity at the initial state of powered-descent.
It is assumed that the Moon has a homogeneous gravity field and a constant rotation angular velocity. The coordinate systems and defined parameters are shown in Fig. 1 .
The acceleration equation in the MCF coordinate system is derived as
A set of orthogonal unit vectors i, j, k is selected for the coordinate system o-xyz. The following parameters can therefore be expressed as:
The thrust T is expressed as
The differential coefficient of unit
where is the rotation angular velocity from O-XYZ to O-xyz, and
where M 1 and M 3 are the rotation matrices, which are 
Thus, the velocity V is derived as
Comparing Eq. (10) with Eq. (3), we obtain the scalar components uð_ r rÞ, vð _ Þ, wð _ 0 0Þ of the velocity vector. The derivative of velocity V can also be written from Eq. (3) as follows:
Combining Eqs. (1)- (11), the scalar elements _ u u, _ v v, _ w w of the acceleration can be obtained.
To improve the solution efficiency, the dynamics equations should be normalized. The normalization parameters are given as follows.
Thus, the normalized dynamics equations become:
Objectives
The aim of optimal trajectory design is to minimize the amount of fuel required to perform a free end-time descent from the given initial state to the given terminal state. The objective function is:
The magnitude of thrust T is defined as a constant in this paper, so the objective is to minimize the total powered descent time. The objective function can therefore be expressed as
Constraints
Firstly, the boundary conditions including position and velocity constraints of the lunar lander at initial time ( 0 and final time ( f are considered.
The constraints at the initial time are
The constraints at the final time are
Unlike unmanned lunar exploration, safety will certainly be the most important issue for a future manned lunar missions. Some engineering constraints should therefore also be considered.
The deceleration of the lunar lander during descent should be smaller than a predefined value. This constraint can be defined as:
where g max is the maximum deceleration during the descent and k is a coefficient. Should the mission be compromised, the lunar lander should have the capability to abort and return to lunar orbit and rendezvous with the command module. This constraint is formulated as follows:
where u min and w min are the minimum allowable velocity, and u max and w max are the maximum allowable velocity. Constrained by the propulsion system, the thrust direction angle should be subject to 2 ½ min ; max ; 2 ½ min ; max ð 22Þ
where min , max , min and max are the boundary of thrust direction angle.
Trajectory Optimization Method
To solve this complex optimization problem with strict constraints, a hybrid optimization method is proposed in this section. It is a combination of a collocation method-GPM and a single shooting method. Here the GPM is used to find an initial guess, then the single shooting method is employed to obtain the optimal solution. The detailed optimization method is given as follows.
Initial values solution with GPM
The Gauss pseudospectral method, like the Legendre and Chebyshev methods, is based on approximating the state and control trajectories using interpolating polynomials. In the case of the GPM, the Lagrange interpolating polynomials are used to approximate the state and control. Using GPM, the continuous-time optimal control problem is converted into a NLP. The GPM for the powered descent control problem is summarized as follows. 11, 12) First, the original time interval t 2 ½t 0 ; t f is transformed in the time interval t 2 ½À1; 1 via the affine transformation:
The cost function, constraints and boundary conditions can be given in terms of ( (. Then, the state is approximated using a basis of N þ 1 Lagrange interpolating polynomials L,
where
Additionally, the control is approximated using a basis of N Lagrange interpolating polynomialsL
Differentiating Eq. (24), we obtain
where D ki ðD 2 R NÂðNþ1Þ Þ is known as the differentiation matrix. In the GPM, the dynamics are collocated at the N Legendre-Gauss (LG) points ( ( k ðk ¼ 1; Á Á Á ; NÞ. The derivative of each Lagrange polynomial at the LG points can be represented in a differential approximation matrix D 2 R NÂðNþ1Þ . The elements of the differential approximation matrix are determined offline as follows:
Uð ( (Þ; t 0 ; t f Þ is transcribed into an algebraic constraint using the differential approximation matrix as follows:
In addition, X 0 XðÀ1Þ and X f is defined using the Gauss quadrature given by
where w k are the Gauss weights. The continuous cost function
gðX; UÞ dt is approximated as
The boundary constraints are also discretized at the LG points as
Furthermore, the path constraints are evaluated at the LG points as
The cost function in Eq. (32) and the algebraic constraints in Eqs. (30), (31), (33) and (34) define an NLP whose solution is an approximate solution to the continuous Mayer problem. Finally, it is noted that discontinuities in the state or control can be handled efficiently by dividing the trajectory into phases, where the dynamics are transcribed within each phase and then connected together by additional phase interface constraints. Here, the SQP algorithm is employed to solve this NLP. SQP is one of the most popular and robust algorithms for nonlinear continuous optimization. The method is based on solving a series of subproblems designed to minimize a quadratic model of the objective subject to a linearization of the constraints. 13, 14) It is widely used to solve the NLP, 15) and the interested readers can consult the bibliography for references to the principles of SQP.
It is shown that GPM performed well for global searching due to the capability of good robustness and fast convergence, but its solution precision is lower when less LG points are used. If more LG points are used, such as N ¼ 10, the number of design variables for this optimization will be 6N þ 2N þ 1 ¼ 81, and the SQP algorithm takes a long time to converge because of the large number of design variables.
For this reason, we use GPM to provide an initial value for the powered descent trajectory optimization. So fewer LG points N (N ¼ 6 in the paper) are chosen, and GPM is employed to solve the optimization problem. It is indicated that the GPM has good robustness in this condition. The dispersed optimal results of state and control variables at LG points are obtained.
Final optimization with single shooting method
The single shooting method is a method for solving a boundary value problem by reducing it to the solution of an initial value problem. First, an initial guess is made at the control parameter values. Then, the initial state vector values are specified and the trajectory propagated forwards in time, using the control variable values obtained from the parameterized representation. At the end of the propagation, some of the required final states may be satisfied and others not. Using this method, the continuous-time optimal control problem is also converted into a NLP. 16) The single shooting method is conceptually the simplest method, and it is widely applied in industry and academia. But this method is highly sensitive to initial guess. Convergence to local or global optima is not guaranteed if the initial control profile is far away from them. Accordingly, the guess of initial values for trajectory optimization with the single shooting method will be based on the results solved by GPM introduced in the previous section. The optimization strategy is now explained in the following:
We divide the flight time between the two LG points into K segments, so the total flight time t is divided into ðN þ 1Þ ÁK segments ðt 1 ; t 2 ; Á Á Á ; t ðNþ1ÞÁK Þ, where t i 2 ½t 0 ; t f ði ¼ 1; Á Á Á ; ðN þ 1Þ Á KÞ. u i represents the control variable at discretization time points. The control variable between two discretization time points can be obtained from linear interpolation:
After discretization of the control variables, the dynamic optimization problem is reformulated as an NLP, with the discretization parameters U ¼ u 
where J is the objective function, 0 is the boundary constraint, and g and h are the path constraints. SQP is also employed to solve this NLP. The initial guess of control variables u i0 are obtained by the spline interpolation function based on the values at LG points calculated using GPM. The optimization strategy is shown in Fig. 2. 
Numerical Results
In this section, a test case scenario is given to validate the optimization method.
The initial and final conditions-treated as boundary conditions by the optimization algorithm-are given by Eq. (37) LG points N=6
Give initial values by spline interpolation function based on GMP solution Firstly, considering N ¼ 6 LG points, the initial values of state and control variables at LG points can be solved using GPM. The results of the dispersed control variables are shown in Table 1 .
The trajectory between two LG points is then divided into five segments, and the initial values of control variables in each segment are obtained using the spline interpolation function based on the results shown in Table 1 . The SQP is used to solve the new nonlinear programming problem.
The results show that the optimal flight time for lunar landing is 473.33 s, and requires a fuel mass of 5,954.7 kg. The trajectory of the lunar lander is shown in Fig. 3 .
Furthermore, the velocity of the lunar lander in the orbit coordinate system o-xyz is shown in Fig. 4 , while the time history of the thrust direction angle during landing is shown in Fig. 5 . The figures show that the calculated powered descent trajectory can satisfy all the equality and inequality constraints.
Discussion
For numerical optimization methods, it is always advisable to verify solution feasibility, optimality, robustness and so on.
Demonstration of computational feasibility
The feasibility of the computational solution can be validated by comparing the results to the propagated states via a separate ODE Runge-Kutta propagator. By interpolating the values of the control function, uðt i Þ, at the discretization time points and then integrating the differential dynamical Eq. (13) via MATLAB's ode45 solver, a comparison of error norms can be made with the results of methodology outlined in this paper, as shown in Fig. 3 . Results show that powered descent trajectory does satisfy the endpoint conditions within an input constraint.
Demonstration of computational optimality
To demonstrate the necessary conditions needed for optimality, the first step requires the formulation of the Hamiltonian 
and
It can be shown that HðÁÞ is constant with respect to time, with boundary conditions
To determine the final value of the Hamiltonian, the endpoint Lagrangian, given as,
is substituted into the Hamiltonian value condition:
where, " i , i ¼ 1; Á Á Á ; 6 is Lagrange multipliers. This indicates that the Hamiltonian should be 0 at all times in this problem. Figure 6 gives the Hamiltonian from the hybrid optimization solution in this paper. Figure 6 indicates that the Hamiltonian is almost 0 with respect to time, and it can be used to verify that the numerical results satisfy the necessary Karush-Kuhn-Tuhker (KKT) conditions for optimality.
Demonstration of computational robustness
The computational robustness can be validated by repetitious simulations in different initial values.
For the optimization, the initial values that should be guessed are terminal time, state and control variables at each LG point. For the N ¼ 6 LG points, the number of initial values is 6N þ 2N þ 1 ¼ 49, which is X 0 ¼ ðr i0 ; i0 ; 0 i0 ; u i0 ; v i0 ; w i0 ; i0 ; i0 ; t f Þ;
All the bounds of the design variables are given in the example, and the random function via Matlab is employed to create different initial values within the range. Figure 7 gives the optimal fuel consumption simulation results in 100 different groups of initial values.
It shows that the calculation converges rapidly even when the initial values for GPM are chosen at random in the bounds. Less than 2 minutes are needed for a result to be ob- The results indicate that the method in this paper is robust against unknown initial conditions, and provides good performance on fast convergence.
Conclusions
A hybrid optimization algorithm combining GPM with the shooting method was presented to design the optimal descent trajectory of a manned lunar lander. The results of a numerical simulation verified the validity of the proposed optimization method. The results indicated that the method is robust against unknown initial conditions, provides good performance in accuracy and fast convergence. It is expected that this method can also be used to solve similar nonlinear optimization problems.
