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均の特徴差の明確な 4 分割のケースを採用した．




























3. NN による CA の分類の学習







































































タの認識率は 99.24%，損失は 0.02 となった.
学習および分類プログラムは基礎言語に Python，



















る．8 行目で分類結果を Excel でも開ける CSV ファ
イルとして保存する．このように Keras ライブラリ
を用いることでAIプログラムが簡潔に記述できる．
図 2 CA の分類結果を利用した NN による分類
リスト 1 Keras を用いた分類プログラム
1: import numpy as np
2: from keras.models import load_model
3: from keras.utils import np_utils
4: d = np.loadtxt('data.csv', delimiter=',')
5: model = load_model('model.dat')
6: out = model.predict(d)
7: result = np.argmax(out, axis=1)
8: np.savetxt('result.csv', result, delimiter=',')
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4. NN 方式の評価










た CA と NN における RMSE 分布を分類別に示してお
り，横軸は RMSE，縦軸は出現頻度である．また，表
2 は分類ごとの RMSE 平均，標準偏差および CA に対
する NN による分類の一致率を示している．図 3 お
よび表 2から，特にプログラミング・多科目は RMSE
のばらつきが大きく凝集性と一致率が低いことが
わかる．また，表 3 は CA と NN 間での分類結果の合
致性に着目した RMSE 平均である．両手法とも一致























ビギナー 0.54±0.23 0.54±0.24 96.2%
早期経験 0.51±0.22 0.51±0.23 99.2%
基礎実習重点 0.71±0.23 0.72±0.22 92.4%
プログラミン
グ・多科目 1.31±0.36 1.31±0.40 90.6%






































デルを CA の分類結果から構築しており，CA の分類























類を行った．CA の分類変動および NN の誤認識によ
り分類境界付近のサンプルで分類精度が低くなる
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図 5 シルエット係数分布（今年度，CA）
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