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TWO DIMENSIONAL SUBSONIC FLOWS WITH SELF-GRAVITATION
IN BOUNDED DOMAIN
MYOUNGJEAN BAE, BEN DUAN, AND CHUNJING XIE
Abstract. We investigate two dimensional steady Euler-Poisson system which describe
the motion of compressible self-gravitating flows. The unique existence and stability of
subsonic flows in a duct of finite length are obtained when prescribing the entropy at
the entrance and the pressure at the exit. After introducing the stream function, the
Euler-Poisson system can be decomposed into several transport equations and a second
order nonlinear elliptic system. We discover an energy estimate for the associated elliptic
system which is a key ingredient to prove the unique existence and stability of subsonic
flow.
1. Introduction and Main Results
The motion of self-gravitating flows can be described by the Euler-Poisson system

ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u+ pI) = −ρ∇Φ,
(ρuE)t + div(ρu(E +
p
ρ
)) = −ρu · ∇Φ,
∆Φ = ρ,
(1.1)
where div,∇, and ∆ are the divergence, gradient, and Laplacian operators with respect
to spatial variables x ∈ Rn. The unkowns ρ,u, p, E and Φ in (1.1) represent the density,
velocity, pressure, total energy of the fluid and gravitational potential function, respec-
tively. I is an n× n identity matrix. For ideal polytropic gas, (1.1) is closed with the aid
of definition of total energy E by
E =
|u|2
2
+
p
(γ − 1)ρ
,
where γ > 1 is the adiabatic constant.
The blowup of classical solutions and the existence of global weak radial solutions for
the system (1.1) were obtained in [20, 24]. The global well-posedness for (1.1) in general
Date: June 18, 2018.
2010 Mathematics Subject Classification. 35J47, 35J57, 35J66, 35M10, 76N10.
Key words and phrases. Euler-Poisson system, subsonic flow, gravitational, stream function, existence,
stability, elliptic system, C1,α regularity, Lipschitz boundary.
1
2 MYOUNGJEAN BAE, BEN DUAN, AND CHUNJING XIE
multidimensional setting is an outstanding challenging problem. Two important classes
of isentropic steady solutions of (1.1) were studied extensively previously. The first is the
non-rotating star solutions which have zero velocity, see [6]. The second is the rotating
star solutions whose velocity fields are axially symmetric, [5, 7, 9, 13, 17, 18, 21], etc. The
stability and instability of non-rotating and rotating star solutions were investigated in
[11, 15, 19, 22], and references therein.
In this paper we focus on structural stability of steady subsonic solutions to (1.1) when
the boundary data are two dimensional small perturbations of one dimensional solutions.
In R2, let u and v denote the horizontal and vertical components of the velocity u = (u, v).
Then, the steady Euler-Poisson system is written as

(ρu)x + (ρv)y = 0,
(ρu2 + p)x + (ρuv)y = −ρΦx,
(ρuv)x + (ρv
2 + p)y = −ρΦy,
(ρuB)x + (ρvB)y = −ρu · ∇Φ,
∆Φ = ρ,
(1.2)
where the Bernoulli function B is given by
B = E +
p
ρ
=
|u|2
2
+
γp
(γ − 1)ρ
.
Set
S = ln
p
ργ
and K = B + Φ. (1.3)
S is the entropy, and we call K the pseudo-Bernoulli function. (ρ, u, v, p,Φ) ∈ (C1)4×C2
solve (1.2) if and only if they solve
(ρu)x1 + (ρv)x2 = 0, (1.4)
(ρuv)x1 + (ρv
2 + p)x2 = −ρΦx2 , (1.5)
u · ∇S = 0, (1.6)
u · ∇K = 0, (1.7)
∆Φ = ρ, (1.8)
for u = (u, v) provided that ρ > 0 and u > 0.
As a nonlinear system for (ρ, u, v, p), (1.4)–(1.7) form a mixed type system, and its type
depends on the Mach number M which is given by M = |u|
c
with c(ρ, p) =
√
γp
ρ
. Here, c
is called the local sound speed. If M < 1, the flow is said to be subsonic, then (1.4)–(1.7)
form an elliptic-hyperbolic coupled system. If M > 1, the flow is said to be supsersonic
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and (1.4)–(1.7) form a hyperbolic system. In addition, the Poisson’s equation (1.8) has a
nonlocal effect to the other equations (1.4)-(1.7), and it makes the fluid variables ρ,u, p
and gravitational potential Φ interact in a highly nonlinear way.
The goal of this paper is to prove unique existence and stability of subsonic flows for
(1.4)-(1.8) in a duct when the entrance entropy and the exit pressure are prescribed by
two dimensional small perturbations of one dimensional solutions. For that purpose, we
first study the one dimensional solutions of (1.4)-(1.8).
1.1. One dimensional solutions of (1.4)-(1.8). Consider a solution (ρ, u, v, p,Φ) of
(1.4)-(1.8) with v = 0 = Φx2 , ρ > 0 and u > 0. Set G := Φx1 . Then (ρ, u, S,G) satisfy
(ρu)′ = 0, (1.9)
S ′ = 0, (1.10)
B
′ = −G, (1.11)
G′ = ρ, (1.12)
where ′ denotes the derivative with respect to x1. It follows from (1.9) and (1.10) that
one has
u =
m0
ρ
and S = S0 (1.13)
with the constants m0 > 0 and S0 > 0 determined by the data at the entrance. Then
(1.11) and (1.12) can be written as

ρ′ = −ρG
γeS0ργ−1−
m2
0
ρ2
,
G′ = ρ.
(1.14)
For fixed constants γ > 1, m0 > 0, and S0 > 0, set
ρc =
(
m20
γeS0
) 1
γ+1
.
Proposition 1.1. Fix constants γ > 1, m0 > 0 and S0 > 0.
(a) For any given ρ0 ∈ R+ \ {0, ρc} and G0 ∈ R, there exists an L¯ > 0 depending on
γ, m0, S0, ρ0, G0 such that the ODE system (1.14) with initial conditions
ρ(0) = ρ0 and G(0) = G0 (1.15)
has a unique smooth solution (ρ,G) on the interval [0, L] whenever L ≤ L¯, and
lim
x1→L¯−
(ρ,G) = (ρc, GM)
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with
GM =
√√√√2
(
eS0ρ
γ
0 +
m20
ρ0
−
γ + 1
γ
(
m0
γeS0
)− 1
γ+1
m20
)
+G20. (1.16)
(b) Let L¯(ρ0, G0) be the lifespan of the initial value problem (1.14) and (1.15). If
γ > 2, then
lim
ρ0→∞
L¯(ρ0, G0) =∞.
In other words, if γ > 2, for any L > 0, there exists a nonempty set P1 ⊂
(ρc,∞)×R depending on γ, m0, S0, L so that whenever (ρ0, G0) ∈ P1, the problem
(1.14) and (1.15) has a unique smooth solution (ρ,G) on the interval [0, L].
Proof. The right hand sides of (1.14) are smooth functions of (ρ,G) unless ρ = ρc. So
the unique existence theorem of ODEs implies that if ρ0 6= ρc, then (1.14) with (1.15) is
uniquely solvable on [0, L] for a small L > 0.
If (ρ,G) ∈ (C1([0, L]))2 solve (1.14) and (1.15), then
H(ρ) +
1
2
G2 = H(ρ0) +
1
2
G20 (1.17)
holds on [0, L] for H(ρ) defined by
H(ρ) =
∫ ρ
ρc
γeS0̺γ−1 −
m20
̺2
d̺ = eS0ργ +
m20
ρ
−
γ + 1
γ
(
m20
γeS0
)− 1
γ+1
m20. (1.18)
It is easy to check that
H(ρ) > 0 and sgnH ′(ρ) = sgn(ρ− ρc) for ρ > 0. (1.19)
Thus we can draw the phase plane as Figure 1.
0
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Figure 1. Left: ρ0 > ρc, Right: 0 < ρ0 < ρc
It follows from (1.19) that there exists a unique ρM satisfying
H(ρM) = H(ρ0) +
1
2
G20 and (ρM − ρc)(ρ0 − ρc) > 0.
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It is obvious that (ρM , 0) and (ρc, GM) with GM defined in (1.16) lie on the curve of
(1.17). Suppose that ρ0 > ρc. Then the initial value problem (1.14) and (1.15) has a
unique smooth solution (ρ,G) as long as G < GM . Fix a small constant ε > 0 such that
ε < 1
2
(GM − G0). Then the initial value problem (1.14) and (1.15) has a unique smooth
solution on the interval [0, Lε] where G(Lε) = GM − ε and ρ(Lε) > ρc. Since ρ > ρc, it
follows from the equation (1.12) that
Lε <
GM −G0
ρc
.
Note that Lε continuously increases as ε > 0 decreases to 0. Therefore, there exists a
constant L¯ ∈ (0, GM−G0
ρc
] depending on γ, m0, S0, ρ0, G0 such that
L¯ = sup
ε>0
Lε.
Since G tends to GM as x1 converges to L¯−, the identity (1.17) implies that ρ tends to ρc
at the same time. This proves (a) for the case ρ0 > ρc. The case ρ0 < ρc can be proved
similarly to obtain (a), so we omit details.
To prove (b), we need to estimate a lower bound of L¯. Fix γ > 2 and ρ0 > ρc. For a
small ε > 0, it follows from G′ = ρ that
Lε ≥
1
ρM
∫ Lε
0
ρ(x1) dx1 =
GM −G0 − ε
ρM
(1.20)
Letting ε > 0 go to 0 in (1.20) yields
L¯(ρ0) ≥
GM −G0
ρM
≥
GM
ρM
−
G0
ρ0
where ρM > ρ0 is used. It follows from (1.17) and (1.18) that
GM
ρM
can be represented as
GM
ρM
=
√
2H(ρM)
ρ2M
.
Fix G0 and let ρ0 tend to infinity. Then, ρM tends to infinity as well. The explicit form
of H(ρ) in (1.18), together with γ > 2, gives
lim
ρM→∞
GM
ρM
=∞.
This proves (b).

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Lemma 1.2. Given ρ0 ∈ R+ \ {0, ρc} and G0 ∈ R, let L¯ be from (a) of Proposition 1.1.
Then the solution (ρ,G) of (1.14) and (1.15) satisfies
sgn(ρ− ρc) = sgn(ρ0 − ρc) on [0, L¯).
Therefore, for any L ∈ (0, L¯), there exists a constant ν0 > 0 depending on γ, m0, S0, ρ0,
G0 and L such that
(γeS0ργ−1 −
m20
ρ2
)sgn(ρ0 − ρc) ≥ ν0 on [0, L]. (1.21)
Proof. The lemma is a direct consequence of the equation (1.12), the identity (1.17), and
the property (1.19). 
1.2. Main theorems. Given γ > 1, S0 > 0 and m0 > 0, let (ρ,G) solve (1.14) and (1.15)
with ρ0 > ρc on [0, L] for some L < L¯. Define ΩL := (0, L)× (−1, 1). The boundary ∂ΩL
consists of
Γ0 = ∂ΩL ∩ {x1 = 0}, ΓL = ∂ΩL ∩ {x1 = L}, Γw = ∂ΩL \ (Γ0 ∪ ΓL).
For x = (x1, x2) ∈ ΩL, set
(ρ¯(x), u¯(x), p¯(x)) := (ρ(x1), u(x1), 0, p(x1)) (1.22)
where u is given in (1.13) and p = eS0ργ . Define
Φ0(x) :=
∫ x1
0
G(t)dt−
(
m20
2ρ20
+
γeS0ρ
γ−1
0
γ − 1
)
. (1.23)
Then (ρ¯, u¯, p¯,Φ0)(x) satisfy (1.4)–(1.8) in ΩL. Also, u¯ and Φ0 satisfy
u¯ · nw = 0 and ∇Φ0 · nw = 0 on Γw
where nw is the inward unit normal of Γw. Furthermore, by the definition (1.23) of Φ0,
we have
B¯ + Φ0 ≡ 0 in ΩL,
for
B¯ =
1
2
|u¯|2 +
γp¯
(γ − 1)ρ¯
, B0 = B¯(0).
Definition 1.3. For fixed γ > 1, (ρ¯, u¯, p¯,Φ0) given by (1.22) is called the background
solution corresponding to (S0, m0, ρ0, G0).
Our aim is to prove stability of the background solution (ρ¯, u¯, p¯,Φ0) under two dimen-
sional small perturbations of boundary data. Before we state our main problem and main
theorems, weighted Ho¨lder norms are introduced first. For a bounded connected open set
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O ⊂ R2, let Γ be a closed portion of ∂O. For x, y ∈ O, set
δx := dist(x,Γ) and δx,y := min(δx, δy).
For k ∈ R, α ∈ (0, 1) and m ∈ Z+, define the standard Ho¨lder norms by
‖u‖m,O :=
∑
0≤|β|≤m
sup
x∈O
|Dβu(x)|, [u]m,α,O :=
∑
|β|=m
sup
x,y∈O,x6=y
|Dβu(x)−Dβu(y)|
|x− y|α
,
and the weighted Ho¨lder norms by
‖u‖(k,Γ)m,0,O :=
∑
0≤|β|≤m
sup
x∈O
δmax(|β|+k,0)x |D
βu(x)|,
[u]
(k,Γ)
m,α,O :=
∑
|β|=m
sup
x,y∈O,x6=y
δmax(m+α+k,0)x,y
|Dβu(x)−Dβu(y)|
|x− y|α
,
‖u‖m,α,O := ‖u‖m,O + [u]m,α,O, ‖u‖
(k,Γ)
m,α,O := ‖u‖
(k,Γ)
m,0,O + [u]
(k,Γ)
m,α,O,
where Dβ denotes ∂β1x1∂
β2
x2
for a multi-index β = (β1, β2) with βj ∈ Z+ and |β| = β1 + β2.
C
m,α
(k,Γ)(O) denotes the completion of the set of all smooth functions whose ‖ · ‖
(k,Γ)
m,α,O norms
are finite. For simplicity of notations, let ‖ · ‖α,O denote ‖ · ‖0,α,O. For a vector function
v = (v1, · · · , vn), define ‖v‖
k,Γ
m,α,O =
∑n
i=1 ‖vi‖
k,Γ
m,α,O and ‖v‖W k,p(O) =
∑n
i=1 ‖vi‖W k,p(O).
Main Problem. Fix a constant α ∈ (0, 1). For given functions (Φbd, pex,Ben, Sen) sat-
isfying
‖Gen −G0‖
(−α,∂Γ0)
1,α,Γ0
+ ‖Ben −B0‖
(−α,∂Γ0)
1,α,Γ0
+ ‖Sen − S0‖1,α,Γ0
+ ‖Φbd − Φ0‖
(−1−α,Γw)
2,α,ΓL
+ ‖pex − p¯(L)‖
(−α,∂ΓL)
1,α,ΓL
≤ σ
(1.24)
for a sufficiently small constant σ > 0, find a solution (ρ, u, v, p,Φ) of (1.2) in ΩL with
boundary conditions
v = 0, Φx1 = Gen, S = Sen, B = Ben on Γ0, (1.25)
(u, v) · nw = ∇Φ · nw = 0 on Γw, (1.26)
p = pex, Φ = Φbd on ΓL, (1.27)
where nw is the inward unit normal vector on Γw.
Before stating our main results, we introduce the following notations. Fix constant
α ∈ (0, 1), µ > 1. For functions (Φbd, Gen, Sen,Ben, pex) ∈ C2(ΩL)× [C1(Γ0)]3 × C1(ΓL),
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set
ω1(Gen,Φbd, Sen,Ben, pex) := ‖Gen −G0‖
(−α,∂Γ0)
1,α,Γ0
+ ‖Sen − S0‖1,α,Γ0 + ‖Ben −B0‖
(−α,∂Γ0)
1,α,Γ0
+ ‖Φbd − Φ0‖
(−1−α,∂ΓL)
2,α,ΓL
+ ‖pex − p¯(L)‖
(−α,∂ΓL)
1,α,ΓL
,
ω2(Φbd, Sen,Ben) := ‖Sen − S0‖W 2,µ(Γ0) + ‖Ben + Φbd‖W 2,µ(ΓL).
The main results of this paper is as follows:
Theorem 1. Fix γ > 1, and let (ρ¯, u¯, p¯,Φ0) be the background solution corresponding to
(S0, m0, ρ0, G0) in ΩL with ρ0 > ρc. Suppose that the background solution satisfies
ρ¯L2
2(γeS0 ρ¯γ−1 −
m2
0
ρ¯2
)
≤ 1− δ0 in ΩL (1.28)
for some constant δ0 ∈ (0, 1).
(a)[Existence] Suppose that Φbd satisfies the compatibility condition
∂x2Φbd = 0 on Γw ∩ ΓL. (1.29)
Then there exists a small constant σ1 depending on γ, m0, S0, ρ0, G0, L, δ0 and α such
that if
ω1(Gen,Φbd, Sen,Ben, pex) ≤ σ1 (1.30)
for some α ∈ (0, 1), then the nonlinear boundary value problem (1.2) with boundary
conditions (1.25)–(1.27) has a solution (ρ, u, v, p,Φ) ∈ [C(ΩL) ∩ C1(ΩL)]4 × (C1(ΩL) ∩
C2(ΩL)) satisfying the estimate
‖(ρ, u, v, p)−(ρ¯, u¯, 0, p¯)‖(−α,Γw)1,α,ΩL +‖Φ−Φ0‖
(−1−α,Γw)
2,α,ΩL
≤ Cω1(Gen,Φbd, Sen,Ben, pex), (1.31)
where the constant C is determined by γ, m0, ρ0, G0, S0, L, δ0 and α.
(b) [Uniqueness] There exists σ2 > 0 depending on γ, m0, ρ0, G0, S0, L, δ0, α and µ
such that if
ω1(Gen,Φbd, Sen,Ben, pex) + ω2(Φbd, Sen,Ben) ≤ σ2,
with α ∈ (1
2
, 1) and µ ∈ (2,∞), then the solution (ρ,u, p,Φ) obtained in (a) is unique.
Remark 1.4. There are a large class of background solutions for which the condition
(1.28) holds. For example, we can obtain background solutions satisfying (1.28) in the
following two cases.
(i) For any given m0 > 0, γ > 1, G0 and ρ0(> ρc), if L is suitably small, then the
condition (1.28) holds.
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(ii) Suppose that γ > 2. Let (ρ¯, G¯) be a background solution with ρ0 > ρc. If G¯ ≤ 0 in
ΩL, then
max
ΩL
ρ¯
γeS0 ρ¯γ−1 −
m2
0
ρ¯2
≤
ρ0
γeS0ρ
γ−1
0 −
m2
0
ρ2
0
→ 0 as ρ0 →∞.
Therefore, one can choose ρ0 > ρc large depending on γ, m0, S0, G0, L so that
(1.28) holds.
Remark 1.5. Theorem 1 is proved by a fixed point method, and (1.28) is needed to
guarantee the well-posedness of a linear elliptic system boundary value problem (3.1)–
(3.3) related to (1.4)–(1.8). If the condition (1.28) is violated, in general, the associated
boundary value problem with linear elliptic system may not be wellposed.
The main idea to prove Theorem 1 is to introduce a stream function ψ which reduces
(1.2) to a nonlinear elliptic system for (ψ,Ψ) and two transport equations for (S,K ). The
second order elliptic system for (ψ,Ψ) is solved with the aid of its elaborate structure.
The technique of this work was inspired by the study on two dimensional subsonic Euler
equations [25] and subsonic Euler-Poisson system modeling the flows in semiconductor
devices [2].
In the rest of the paper, we say that a constant C depends on the background data
if C is chosen depending on γ, m0, S0, ρ0, G0, and L. Hereafter, any constant C > 0
appearing in various estimates is presumed to depend on the background data unless
otherwise specified.
The rest of the paper is organized as follows. Using a stream function ψ, (1.2) is reduced
to a nonlinear second order elliptic system for (ψ,Φ) and transport equations for S and
K in Section 2. Various a priori estimates and the existence of solutions to the linear
boundary value problems are given in Section 3. We give the proof for Theorem 2, an
equivalence of Theorem 1, in Section 4.
2. Stream function formulation for the problem
2.1. Stream function formulation and Proof of Theorem 1. We will prove Theorem
1 for σ1 sufficiently small so that any solution (ρ, u, v, p,Φ) satisfying (1.31) satisfies
ρ > 0, u > 0. In that case, (1.2) is equivalent to (1.4)–(1.8).
Suppose that (ρ, u, v, p,Φ) ∈ [C1(Ω)]4 × C2(Ω) is a solution to (1.4)–(1.8). By (1.4),
there is a C2 function ψ satisfying
ρ(u, v) = ∇⊥ψ where ∇⊥ := (∂x2 ,−∂x1). (2.1)
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Note that there is a freedom of choice for the value of ψ(0,−1). Without loss of generality,
we assume ψ(0,−1) = 0. It follows from (1.3) and (2.1) that
G(ρ,∇ψ,Φ, S,K ) = 0 in ΩL, (2.2)
where for q = (q1, q2), G is defined by
G(ς, q, z, s, η) =
|q|2
ς2
+
γςγ−1 exp(s)
γ − 1
+ z − η. (2.3)
If ρ > 0 and u > 0, (1.5) is equivalent to
vx1 − ux2 =
(
eSργ−1Sx2
γ − 1
−Kx2
)
1
u
.
This, together with (2.1), gives
div
(
∇ψ
ρ
)
=
(
Kx2 −
Qγ−1 exp(S)Sx2
γ − 1
)
ρ
ψx2
. (2.4)
It follows from (2.1) that if ρ > 0, then the equations (1.6) and (1.7) can be written as
∇⊥ψ · ∇S = 0 and ∇⊥ψ · ∇K = 0, (2.5)
respectively. Finally, the boundary conditions (1.25)–(1.27) can be formulated as the
boundary conditions for (ρ, ψ,Φ, S,K ) as follows:

ψx = 0, Φx1 = Gen, S = Sen, K = Ben + Φbd on Γ0,
ψx1 = 0, Φx2 = 0 on Γw,
eSργ = pex, Φ = Φbd on ΓL.
(2.6)
Under the condition of ρ > 0, u > 0, (ρ, u, v, p,Φ) solve (1.2) in ΩL with (1.25)–(1.27) if
and only if (ρ, ψ,Φ, S,K ) solve (1.8), (2.4), (2.5) in ΩL with (2.6).
Define
ψ0(x1, x2) = m0(x2 + 1) in ΩL. (2.7)
Then, (ψ,Φ, ρ, S,K ) = (ψ0,Φ0, ρ¯, S0, 0) satisfy the system (1.8), (2.4), and (2.5) with
boundary conditions (2.6) where (Gen,Φbd, Sen,Ben, pex) = (G0,Φ0, S0,B0, p¯(L)).
Theorem 2. Fix γ > 1, and let (ρ¯, u¯, p¯,Φ0) be the background solution corresponding to
(S0, m0, ρ0, G0) in ΩL with ρ0 > ρc. Suppose that the background solution satisfies (1.28).
(a) [Existence] Suppose that Φbd satisfies (1.29). Then there exist σ3 > 0 small and
C > 0 depending on the background data, δ0 and α such that if ω1(Gen,Φbd, Sen,Ben, pex) ≤
σ3 holds, then the nonlinear boundary value problem (1.8), (2.4), (2.5), and (2.6)
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has a solution (ψ,Φ, ρ, S,K ) ∈ [C2(ΩL)]2 × [C1(ΩL)]3, which satisfies
‖(ψ − ψ0,Φ− Φ0)‖
(−1−α,Γw)
2,α,ΩL
+ ‖(ρ− ρ¯, S − S0,K )‖
(−α,Γw)
1,α,ΩL
≤Cω1(Gen,Φbd, Sen,Ben, pex).
(2.8)
(b) [Uniqueness] There exists a constant σ4 > 0 depending on the background data,
δ0, α and µ such that if
ω1(Gen,Φbd, Sen,Ben, pex) + ω2(Φbd, Sen,Ben) ≤ σ4, (2.9)
with α ∈ (1
2
, 1) and µ ∈ (2,∞), then the solution (ρ, ψ,Φ, S,K ) obtained in (a)
is unique.
Once Theorem 2 is proved, then Theorem 1 easily follows from Theorem 2.
Proof of Theorem 1. Suppose that Theorem 2 is true, then fix (σ1, σ2) = (σ3, σ4) for
(σ3, σ4) from Theorem 2. Given (Gen,Φbd, Sen,Ben, pex) satisfying (1.29) and (1.30), let
(ψ,Φ, ρ, S,K ) be a solution to (1.8), (2.4), (2.5), and (2.6). Since σ3 is suitably small,
the estimate (2.8) implies that ρ > 0. Set u = ∇
⊥ψ
ρ
and p = eSργ. Then, (ρ,u, p,Φ) solve
(1.2) with (1.25)–(1.27), and satisfy (1.31).
Given (Gen,Φbd, Sen,Ben, pex) satisfying (1.29) and (2.9), let (ρ1, u1, v1, p1,Φ1) and
(ρ2, u2, v2, p2,Φ2) be two solutions of (1.2), (1.25)–(1.27) satisfying (1.31). For each
k = 1, 2, define
ψk(x1, x2) =
∫ x2
−1
ρkuk(x1, s) ds,
Sk = ln
pk
ρ
γ
k
, Kk =
1
2
(u2k + v
2
k) +
γpk
(γ − 1)ρk
+ Φk.
Then, each (ψk,Φk, ρk, Sk,Kk) is a solution to (1.8), (2.4), (2.5), (2.6), and satisfies (2.8).
Then, Theorem 2(b) implies (ψ1,Φ1, ρ1, S1,K1) = (ψ2,Φ2, ρ2, S2,K2) in ΩL from which
Theorem 1(b) follows. ✷
The rest of the paper is devoted to prove Theorem 2.
2.2. Problem for the perturbations. Let (ρ¯, u¯, p¯,Φ0) be a background solution sat-
isfying all the assumptions in Theorem 2. By (2.3) and Lemma 1.2, there is a constant
κ0 > 0 depending on the background data to satisfy
Gς(ρ¯,∇ψ0,Φ0, S0, 0) =
1
ρ¯
(
γρ¯γ−1 exp(S0)−
m20
ρ¯2
)
≥ κ0 > 0 in ΩL. (2.10)
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For a constant d > 0, define
Nd(∇ψ0,Φ0, S0, 0) := {(q, z, S,K ) ∈ [C
0(ΩL)]
5 :
‖(q, z, S,K )− (∇ψ0,Φ0, S0, 0)‖C0(ΩL) < d}.
Applying the implicit mapping theorem yields that there exists a constant d0 > 0 de-
pending on the background data so that for any (q, z, S,K ) ∈ Nd0(∇ψ0,Φ0, S0, 0), there
exists a unique Q(q, z, S,K ) such that
G(Q(q, z, S,K ), q, z, S,K ) = 0 in ΩL. (2.11)
Therefore, if (∇ψ,Φ, S,K ) ∈ Nd0 , then (2.2) yields ρ = Q(∇ψ,Φ, S,K ).
The transport equations for S and K in (2.5) can be solved in a similar way. Further-
more, S and K paly the similar role in the system (1.8) and (2.4). Therefore, to simplify
the presentation, we assume
Ben + Φbd ≡ 0 on Γ0 (2.12)
so that K = 0 and we focus on the study for the transport equation for S later on.
For x = (x1, x2) ∈ ΩL and (q, z, S, 0) ∈ Nd0(∇ψ0,Φ0, S0, 0), define
Aj(x, q, z, S) =
qj
Q(q, z, S, 0)
for j = 1, 2, B(x, q, z, S) = Q(q, z, S, 0) (2.13)
where (q, z, S) are evaluated at x. From now on, we denoteA(x, q, z, S) = (A1, A2)(x, q, z, S)
and B(x, q, z, S) by
If Cω1(Gen,Φbd, Sen,Ben, pex) ≤
d0
2
in Theorem 2, then it follows from (2.11) that (1.8)
and (2.4) can be written as

div (A(x,∇ψ,Φ, S)) = −
Bγ(x,∇ψ,Φ, S)eSSx2
(γ − 1)ψx2
,
∆Φ = B(x,∇ψ,Φ, S)
(2.14)
There exist d1 ∈ (0, d0) and C > 0 depending only on the background data such that
if (q, z, S, 0) ∈ Nd1(∇ψ0,Φ0, S0, 0), then (A, B)(x, q, z, S) are continuously differentiable
with respect to (q, z, S), and they satisfy
|D(q,z,S)(A, B)(x, q, z, S)| ≤ C.
Set
(φ,Ψ) := (ψ,Φ)− (ψ0,Φ0) in ΩL.
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Suppose that (∇ψ,Φ, S, 0) ∈ Nd1(∇ψ0,Φ0, S0, 0). Then (ψ,Φ) satisfy (2.14) if and only
if (φ,Ψ) satisfy
L1(φ,Ψ) = f(x,∇φ,Ψ, S, Sx2) + divF (x,∇φ,Ψ, S), (2.15)
L2(φ,Ψ) = g(x,∇φ,Ψ, S), (2.16)
where L1, L2, f , F = (F1, F2) and g are defined as follows:
L1(φ,Ψ) =
2∑
i=1
∂i
(
2∑
j=1
∂qjAi(x,∇ψ0,Φ0, S0)∂jφ+Ψ∂zAi(x,∇ψ0,Φ0, S0)
)
, (2.17)
L2(φ,Ψ) = ∆Ψ−Ψ∂zB(x,∇ψ0,Φ0, S0)−∇φ · ∂qB(x,∇ψ0,Φ0, S0), (2.18)
f(x, q, z, S, Sx2) =
(S − S0)x2B
γ(x,∇ψ0 + q,Φ0 + z, S)eS0+(S−S0)
(γ − 1)(m0 + q2)
, (2.19)
Fi(x, q, z, S) =
2∑
j=0
qj
∫ 1
0
[∂qjAi(x,∇ψ0 + τq,Φ0 + τz, S0 + τ(S − S0))]
0
τ=t dt
− (S − S0)
∫ 1
0
∂SAi(x,∇ψ0 + tq,Φ0 + tz, S0 + t(S − S0)) dt,
(2.20)
g(x, q, z, S) =
2∑
j=0
qj
∫ 1
0
[∂qjB(x,∇ψ0 + τq,Φ0 + τz, S0 + τ(S − S0))]
t
τ=0 dt
+ (S − S0)
∫ 1
0
∂SB(x,∇ψ0 + tq,Φ0 + tz, S0 + t(S − S0)) dt
(2.21)
with q0 = z. Here ∂1 and ∂2 denote ∂x1 and ∂x2, respectively. And, [k(τ)]
t
τ=0 denotes
k(t)− k(0).
The transport equation for S in (2.5) and the associated boundary condition at Γ0 can
be written as
∇⊥(φ+ ψ0) · ∇S = 0 in ΩL, S = Sen on Γ0. (2.22)
Next, we compute boundary conditions for (φ,Ψ) corresponding to (2.6). Solve (2.2)
for |∇ψ|2 and substitute (ρ,Φ,K ) = ((pex
eS
)1/γ ,Φbd, 0) given from (2.6) so that we obtain
the expression
|∇ψ|2 = −2
(pex
eS
) 2
γ

Φbd − γeS/γp
1− 1
γ
ex
γ − 1

 on ΓL. (2.23)
It follows from (2.7) that (2.23) can be written as a boundary condition for φ as follows:
φx2 = −
1
m0
(
h1(x, S) +
1
2
|q|2
)
=: h(x,∇φ, S) on ΓL (2.24)
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with h1(x, S) defined by
h1(x, S) =
(pex
eS
) 2
γ

Φbd − γp
1− 1
γ
ex eS/γ
γ − 1

− ( p¯(L)
eS0
) 2
γ
(
Φ0 −
γeS0/γ p¯
1− 1
γ (L)
γ − 1
)
. (2.25)
The rest of boundary conditions for (ψ,Φ) in (2.6) is written in terms of (φ,Ψ) as follows:{
Ψx1 = Gen −G0 =: gen on Γ0, Ψ = Φbd − Φ0 =: Ψbd on ΓL, Ψx2 = 0 on Γw,
φ(0,−1) = 0, φx1 = 0 on Γ0, φx1 = 0 on Γw.
(2.26)
If (∇ψ,Φ, S, 0) ∈ Nd1(∇ψ0,Φ0, S0, 0) and ψy ≥
m0
10
in ΩL, then (ψ,Φ, S, 0) solve (1.8),
(2.4), (2.5), and (2.6) if and only if (φ,Ψ, S) solve (2.15), (2.16), (2.22), and (2.26). To
prove Theorem 2, it suffices to solve the nonlinear boundary value problem (2.15), (2.16),
(2.22), and (2.26) for (φ,Ψ, S) for Cω1(Gen,Φbd, Sen,Ben, pex) ≤ min(
d1
2
, m0
2
).
Given S, the equations (2.17) and (2.18) form a nonlinear elliptic system for (φ,Ψ)
provided that ‖φ‖C1(ΩL) + ‖Ψ‖C0(ΩL) is sufficiently small. Given φ with ‖φ‖C1(ΩL) small,
(2.22) can be regarded as an initial value problem for S. Based on this observation, we
prove solvability of (2.15), (2.16), (2.22), (2.26) by the method of iteration. For that
purpose, it is crucial to study the boundary value problem for a linear elliptic system
associated with (2.15), (2.16), and (2.26).
3. Linear boundary value problem
Fix α ∈ (0, 1). Given f ∈ Cα(ΩL), g ∈ C
α(ΩL), gen ∈ C
α(Γ0), h ∈ C
α(ΓL) and
F ∈ (C1,α(−α,Γw)(ΩL))
2, consider the linear boundary value problem,
L1(φ,Ψ) = f+ divFL2(φ,Ψ) = g in ΩL (3.1)
with boundary conditions
Ψx1 = gen on Γ0, Ψ = Ψbd on ΓL, Ψx2 = 0 on Γw, (3.2)
φ(0,−1) = 0, φx1 = 0 on Γ0, φx1 = 0 on Γw, φx2 = h on ΓL. (3.3)
If φ ∈ C1(ΩL), then the boundary conditions (3.3) are equivalent to

φx1 = 0 on Γ0,
φ(x1,−1) = 0, φ(x1, 1) =
∫ 1
−1
h(z) dz on Γw,
φ(L, x2) =
∫ x2
−1
h(z) dz on ΓL.
(3.4)
So we consider the boundary value problem (3.1), (3.2) and (3.4) in the rest of this section.
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Proposition 3.1. Let L1 and L2 be defined by (2.17) and (2.18) for a background solution
(ρ¯, u¯, p¯,Φ0) satisfying the assumptions in Theorem 2. Then there exists a unique solution
(φ,Ψ) ∈ [C1,α(ΩL) ∩ C2(ΩL)]2 to (3.1), (3.2) and (3.4) satisfying
‖(φ,Ψ)‖(−1−α,Γw)2,α,ΩL ≤C
(
‖(f, g)‖α,ΩL + ‖F‖
(−α,Γw)
1,α,ΩL
+ ‖gen‖
(−1−α,∂Γ0)
1,α,Γ0
+‖Ψbd‖
(−1−α,Γw)
2,α,ΩL
+ ‖h‖(−α,∂Γw)1,α,ΓL
) (3.5)
where the constant C depends only on the background data and α.
For x = (x1, x2) ∈ ΩL, define
Ψ∗bd(x) := Ψbd(L, x2), H(x1, x2) =
∫ x2
−1
h(z) dz.
If Ψbd ∈ C
2,α
(−1−α,∂ΓL)
(ΓL) satisfies (1.29), then one has
(Ψ−Ψ∗bd)x1 = gen on Γ0, Ψ−Ψ
∗
bd = 0 on ΓL, ∂x2(Ψ−Ψ
∗
bd) = 0 on Γw.
Set
u(x1, x2) := φ(x1, x2)− H(x1, x2), V(x1, x2) := Ψ(x1, x2)−Ψ
∗
bd(x1, x2). (3.6)
To simplify notations, we write
aij(x) = ∂qjAi(x,∇ψ0,Φ0, S0), bi(x) = ∂zAi(x,∇ψ0,Φ0, S0)
ci(x) = ∂qiB(x,∇ψ0,Φ0, S0), d(x) = ∂zB(x,∇ψ0,Φ0, S0)
(3.7)
for i, j = 1, 2. Note that aij , bi, ci and d are independent of x2 for x = (x1, x2) ∈ ΩL.
Then (φ,Ψ) solve (3.1), (3.2) and (3.4) if and only if (u,V) solve
L1(u,V) = f+ divF− L1(H,Ψ
∗
bd) =: f+ divF
∗
L2(u,V) = g−L2(H,Ψ∗bd) =: g
∗ + divG∗
in ΩL (3.8)
with boundary conditions
Vx1 = gen on Γ0, V = 0 on ΓL, Vx2 = 0 on Γw, (3.9)
ux1 = 0 on Γ0, u = 0 on Γw ∪ ΓL, (3.10)
where
F∗ = F− (0, a22∂2H)− (b1, b2)Ψ
∗
bd, G
∗ = −∇Ψ∗bd, g
∗ = g+Ψ∗bdd+ c2∂2H. (3.11)
To prove Proposition 3.1, it suffices to show that (3.8)-(3.10) is uniquely solvable.
Lemma 3.2. Let aij, bi, ci, and d be defined by (3.7) for a background solution (ρ¯, u¯, p¯,Φ0)
satisfying the assumptions in Theorem 2. Then, they satisfy the following properties:
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(a) The matrix [aij ]
2
i,j=1 is diagonal, and there exists a constant λ0 > 0 satisfying
λ0|ξ|
2 ≤
2∑
i,j=1
aij(x)ξiξj ≤
1
λ0
|ξ|2 for all x ∈ ΩL and ξ = (ξ1, ξ2) ∈ R
2. (3.12)
(b) For each k ∈ Z+, there exists a constant Ck satisfying
2∑
i,j=1
‖aij‖k,ΩL +
2∑
i=1
‖(bi, ci)‖k,ΩL + ‖d‖k,ΩL ≤ Ck.
(c) For each i = 1, 2, we have
bi(x) + ci(x) = 0 in ΩL.
(d) For δ0 ∈ (0, 1) from (1.28), d satisfies
−
2
L2
(1− δ0) ≤ d < 0 in ΩL.
Here, λ0 depends on the data, and Ck depends on k and the data.
Proof. The direct computations using (2.3), (2.13) and (3.7) give
aij =
1
γeS0 ρ¯γ −
m2
0
ρ¯
(
(γeS0 ρ¯γ−1 −
m20
ρ¯2
)δij +
m20δi2δj2
ρ¯2
)
,
bi = −ci =
m0δi2
γeS0 ρ¯γ −
m2
0
ρ¯
, d =
−ρ¯
γeS0 ρ¯γ−1 −
m2
0
ρ¯2
(3.13)
for i, j = 1, 2, where δij is the Kronecker symbol satisfying δij = 1 for i = j, δij = 0 for
i 6= j. Then (a)–(d) easily follow from (1.21), (1.28), (3.13) and Proposition 1.1. 
Define H = {(ζ, ω) ∈ [H1(ΩL)]2 : ζ = 0 on Γw ∪ ΓL, ω = 0 on ΓL}, which is a Hilbert
space. If (u,V) ∈ H satisfy
L[(u,V), (ζ, ω)] = 〈(f,F∗, g∗,G∗, gen), (ζ, ω)〉 (3.14)
for all (ζ, ω) ∈ H, where L and 〈·, ·〉 are defined as follows:
L[(u,V), (ζ, ω)] =
∫
ΩL
2∑
i=1
(aii∂iu+ biV)∂iζ +∇V · ∇ω + (dV +
2∑
i=1
ci∂iu)ω dx (3.15)
and
〈(f,F∗, g∗,G∗), (ζ, ω)〉 =
∫
ΩL
F
∗ ·∇ζ+G∗ ·∇ω dx−
∫
ΩL
fζ+g∗ω dx+
∫
Γ0
(F∗1ζ−genω) dx2,
then we say that (u,V) is a weak solution of (3.8)–(3.10). If (u,V) ∈ [C1(ΩL) ∩C2(ΩL)]2
solve (3.8), then they must be a weak solution.
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Lemma 3.3. Let aij, bi, ci, and d be defined by (3.7) for a background solution (ρ¯, u¯, p¯,Φ0)
satisfying the assumptions in Theorem 2. Then (3.8)–(3.10) has a unique weak solution
(u,V) ∈ H satisfying the estimate
‖(u,V)‖H1(ΩL) ≤ C(‖(f, g
∗,G∗,F∗‖C0(ΩL) + ‖gen‖C0(Γ0)) (3.16)
where the constant C depends only on the data and δ0.
Proof. By Lemma 3.2(c),
L[(ζ, ω), (ζ, ω)] =
∫
ΩL
2∑
i=1
aii(∂iζ)
2 + |∇ω|2 + dω2 dx
holds for all (ζ, ω) ∈ H. For each w ∈ H1(ΩL) with w = 0 on Γ0, fundamental theorem
of calculus and C1-approximations of H1 functions give∫
ΩL
w2 dx ≤
1
2
L2
∫
ΩL
w2x1 dx (3.17)
from which we get
L[(ζ, ω), (ζ, ω)] ≥
∫
ΩL
2∑
i=1
aii(∂iζ)
2 + (1−
L2
2
‖d‖C0(ΩL))|∇ω|
2 dx.
It follows from (3.12) and (1.28) that
L[(ζ, ω), (ζ, ω)] ≥
∫
ΩL
λ0|∇ζ |
2 + δ0|∇ω|
2 dx for all (ζ, ω) ∈ H. (3.18)
Combining (3.18) with Poincare´ inequality yields
L[(ζ, ω), (ζ, ω)] ≥ C‖(ζ, ω)‖2H1(ΩL) for all (ζ, ω) ∈ H
for a constant C depending only on the data and δ0. This implies that the bilinear
operator L : H×H → R is coercive. Furthermore, it follows from Ho¨lder inequality, trace
inequality, and Poincare´ inequality that
|〈(f,F∗, g∗,G∗, gen), (ζ, ω)〉| ≤ Cˆ‖(ζ, ω)‖H1(Ω)(‖(f, g
∗,G∗,F∗‖C0(ΩL) + ‖gen‖C0(Γ0))
holds where the constant Cˆ > 0 is independent of the data. Hence we can apply Lax-
Milgram theorem to (3.14) to conclude that, for any given (f, g∗,G∗,F∗, gen) ∈ [C0(ΩL)]6×
C0(Γ0), there exists a unique (u,V) ∈ H satisfying (3.14). Furthermore such (u,V) satisfy
(3.16). 
Lemma 3.4. For any α ∈ (0, 1), there exists a constant CB > 0 depending only on the
background data, δ0 and α such that whenever (F
∗,G∗, gen) ∈ [Cα(ΩL,R2)]4×Cα(Γ0), the
18 MYOUNGJEAN BAE, BEN DUAN, AND CHUNJING XIE
weak solution (u,V) ∈ H of (3.8)–(3.10) satisfy
‖(u,V)‖1,α,ΩL ≤ CBM(f,F
∗, g∗,G∗, gen) (3.19)
for
M(f,F∗, g∗,G∗, gen) = ‖(f, g
∗)‖L∞(ΩL) + ‖(F
∗,G∗)‖α,ΩL + ‖gen‖α,Γ0 . (3.20)
Proof. This lemma can be proved by adjusting arguments in [2], so we outline the idea of
proof. For details, one can refer to [2, Lemmas 3.5 and 3.6].
Step 1. One can adjust the proof of [2, Lemma 3.5] to find constants R ∈ (0, min{1,L}
10
]
and C > 0 depending only the background data, δ0 and α so that∫
Br(x0)∩ΩL
|∇u|2 + |∇V|2 dx ≤ Cr2α[M(f,F∗, g∗,G∗, gen)]
2 (3.21)
holds for all x0 ∈ ΩL and r ∈ [0, R]. Combining (3.21) with Lemma 3.3 gives
‖u‖α,ΩL + ‖V‖α,ΩL ≤ CM(f,F
∗, g∗,G∗, gen). (3.22)
Step 2. Substituting ω = 0 into (3.15), u ∈ {ζ ∈ H1(ΩL) : ζ |Γw∪Γ0 = 0}(=: H1) is
regarded as a solution to∫
ΩL
2∑
i=1
aii∂iu∂iζ dx =
∫
ΩL
F♯ · ∇ζ − fζ dx +
∫
Γ0
F
♯
1ζ dx2 for all ζ ∈ H1 (3.23)
where we set
F♯ = (F♯1,F
♯
2) = F
∗ − (b1, b2)V. (3.24)
We use this expression, (3.22) and adjust the proofs of [10, Lemma 1.41, Theorems 3.1
and 3.13] to obtain
‖u‖1,α,ΩL ≤ CM(f,F
∗, g∗,G∗, gen) (3.25)
where the constant C is chosen depending only on the background data, δ0 and α.
Step 3. Substituting ζ = 0 into (3.15), V ∈ {ω ∈ H1(Ω) : ω|ΓL = 0}(=: H2) is regarded
as a solution to∫
Ω
∇V · ∇ω dx =
∫
Ω
G∗ · ∇ω − g˜∗ω dx−
∫
Γ0
genω dx2 for all ω ∈ H2
where we set g˜∗ = g∗+ (c1, c2) · ∇u+ dV. Combining Lemma 3.2, (3.22) and (3.25) yields
‖g˜∗‖L∞(ΩL) ≤ CM(f,F
∗, g∗,G∗, gen).
With the help of the compatibility condition (1.29), we can extend V evenly with respect
to the insulated boundary near the corner points Γ¯w ∩ Γ¯L. Adjusting the proofs of [10,
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Lemma 1.41, Theorems 3.1 and 3.13] again, we obtain
‖V‖1,α,ΩL ≤ CM(f,F
∗, g∗,G∗, gen).

Remark 3.5. According to [10, Theorem 3.13], for α ∈ (0, 1), Lemma 3.4 is still valid
when the definition of M(f,F∗, g∗,G∗, gen) in (3.20) is replaced by
M(f,F∗, g∗,G∗, gen) = ‖(f, g
∗, gen)‖Lq(ΩL) + ‖(F
∗,G∗)‖α,ΩL + ‖gen‖α,Γ0
with q = 2
1−α
. This will be used in Section 4.
Now we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. Given (f, g, h,F), let F∗,G∗, g∗ be given by (3.11). Then, Lem-
mas 3.3 and 3.4 imply that there exists unique weak solution (u,V) ∈ H of the problem
(3.8)–(3.10) which satisfies (3.19). It follows from (3.11) that F♯ given by (3.24) satisfies
the estimate
‖F♯‖(−α,Γw)1,α,ΩL ≤ C
(
‖F‖(−α,Γw)1,α,ΩL + ‖h‖1,α,ΓL + ‖Ψbd‖
(−1−α,∂ΓL)
2,α,ΓL
+ ‖gen‖α,Γ0
)
. (3.26)
According to (3.23), u is a weak solution of the problem

2∑
i=1
∂i(aii∂iu) = divF
♯ + f in ΩL
u = 0 on ∂ΩL \ Γ0, ux1 = 0 on ΓL.
(3.27)
Therefore, we can follow the argument of the proof of [2, Proposition 3.1] to conclude
that u ∈ C2(ΩL) and u satisfies (3.27) pointwisely in ΩL \Γw. For any fixed x0 ∈ ΩL \Γw,
define d = 1
2
dist(x0,Γw) and a scaled function
u(x0)(y) :=
1
d1+α
(u(x0 + dy)− u(x0)− d∇u(x0) · y)
for y ∈ {y ∈ B1(0) : x0 + dy ∈ ΩL} =: B1(x0). Applying the standard elliptic estimate
[8] and Lemma 3.4 yields
‖u(x0)‖2,α,B1/2(x0) ≤ C
(
‖F♯‖(−α,Γw)1,α,ΩL + ‖f‖α,ΩL
)
.
This, together with (3.26), gives
‖u‖(−1−α,Γw)2,α,ΩL ≤ C
(
‖F‖(−α,Γw)1,α,ΩL + ‖h‖1,α,ΓL + ‖Ψbd‖
(−1−α,∂ΓL)
2,α,ΓL
+ ‖gen‖α,Γ0
)
. (3.28)
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Furthermore, it follows from (3.11) and (3.28) that
‖V‖(−1−α,Γw)2,α,Ω
≤ C
(
‖F‖(−α,Γw)1,α,Ω + ‖h‖1,α,ΓL + ‖Ψbd‖
(−1−α,Γw)
2,α,Ω + ‖g‖α,Ω + ‖gen‖
(−α,∂Γ0)
1,α,Γ0
)
.
(3.29)
The estimate constant C in (3.28) and (3.29) depends only on the background data, δ0
and α.
Finally, (3.5) easily follows from (3.6), (3.28) and (3.29). 
4. Existence and uniqueness for nonlinear problems
We prove Theorem 2 by Schauder fixed point theorem. Since Eq.(2.15) is coupled with
the transport equation (2.22) through a derivative of S, the uniqueness is proved under
additional condition (2.9).
Fix α ∈ (0, 1). Given a constant δ > 0 to be determined later, define
Kδ := {(φ,Ψ) ∈ [C
1,α(ΩL)]
2 : φ(x1,−1) = 0, ∂x1φ(x1, 1) = 0,
‖(φ,Ψ)‖(−1−α,Γw)2,α,ΩL ≤ δ}.
Lemma 4.1. Suppose that Sen ∈ C1,α(Γ0). There exist a constant δ1 > 0 such that if
δ ≤ δ1 and (φ˜, Ψ˜) ∈ Kδ, then the problem
∇⊥(ψ0 + φ˜) · ∇S = 0 in ΩL, S = Sen on Γ0 (4.1)
has a unique solution S ∈ C1,α(ΩL). Furthermore, S satisfies
‖S − S0‖1,α,ΩL ≤ C‖Sen − S0‖1,α,Γ0 (4.2)
for a constant C > 0 depending only on the background data.
Proof. Fix (φ˜, Ψ˜) ∈ Kδ and set ψ˜ = ψ0 + φ˜. Let δ1 =
m0
4
. If δ ∈ (0, δ1), then
3
4
m0 ≤ ψ˜x2 ≤
5
4
m0 in ΩL. (4.3)
The boundary condition ψ˜x1(x1,±1) = 0 combined with (4.3) yields
ψ˜(0,−1) ≤ ψ˜(x1, x2) ≤ ψ˜(0, 1) in ΩL.
Set Iψ˜ := [ψ˜(0,−1), ψ˜(0, 1)]. The implicit function theorem implies that for any x1 ∈
[0, L] and ξ ∈ Iψ˜, there exists a unique π(x1, ξ) ∈ [−1, 1] satisfying
ψ˜(x1, π(x1, ξ)) = ξ,
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and π(x1, ξ) is continuously differentiable with respect to x1 and ξ. Therefore, for any
(x1, x2) ∈ ΩL, there exists a unique θ ∈ [−1, 1] such that
ψ˜(x1, x2) = ψ˜(0, θ) (4.4)
holds. Note that F(ψ˜)(θ) := ψ˜(0, θ) is an invertible function from [−1, 1] onto Iψ˜. Thus
(4.4) gives
θ(x1, x2) = F
−1
(ψ˜)
◦ ψ˜(x1, x2) =: L
(ψ˜)(x1, x2) in ΩL (4.5)
and
∇L (ψ˜)(x1, x2) =
∇ψ˜(x1, x2)
ψ˜x2(0,L
(ψ˜)(x1, x2))
. (4.6)
It follows from (4.1) and (4.5) that S is given by
S(x1, x2) = Sen ◦L
(ψ˜)(x1, x2).
It is easy to see that L (ψ˜) is well defined by (4.5) for all (φ˜, Ψ˜) ∈ Kδ whenever 0 < δ ≤ δ1.
Moreover, by the choice of δ1 and (4.6), L
(ψ˜) satisfies the estimate
‖L (ψ˜)‖1,α,ΩL ≤ Cm0. (4.7)
Since S0 is a constant, S − S0 can be written as S − S0 = (Sen − S0) ◦L (ψ˜) in ΩL. Thus
the estimate (4.2) is a direct consequence of (4.7). 
Now we are in position to prove Theorem 2.
Proof of Theorem 2 (a): If δ ∈ (0, m0
4
), then for any given (φ˜, Ψ˜) ∈ Kδ, the problem
(4.1) has a unique solution in C1,α(ΩL). Let S˜ be the solution of (4.1). there exists a
constant δ2 > 0 depending on the background data and α such that if max{δ, ‖Sen −
S0‖1,α,Γ0} ≤ δ2, then
F˜ = F(x,∇φ˜, Ψ˜, S˜), f˜ = f(x,∇φ˜, Ψ˜, S˜, S˜x2),
g˜ = g(x,∇φ˜, Ψ˜, S˜), h˜ = h(x,∇φ˜, S˜)
(4.8)
are well defined in ΩL where F, f , g and h are defined by (2.19)–(2.21) and (2.24).
Moreover, there exists a constant C depending only on the background data and α such
that
‖F˜‖(−α,Γw)1,α,ΩL + ‖f˜‖α,ΩL + ‖g˜‖α,ΩL ≤ C
(
‖Sen − S0‖1,α,Γ0 + δ‖(φ˜, Ψ˜)‖
(−1−α,Γw)
2,α,ΩL
)
,
‖h˜‖(−α,∂ΓL)1,α,ΓL ≤ C
(
‖pex − p¯(L)‖
(−α,∂ΓL)
1,α,ΓL
+ ‖Sen − S0‖1,α,Γ0 + δ‖(φ˜, Ψ˜)‖
(−1−α,Γw)
2,α,ΩL
)
.
(4.9)
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By Proposition 3.1 and (4.9), the boundary value problem for the elliptic system{
L1(φ,Ψ) = f˜ + divF˜
L2(φ,Ψ) = g˜
in ΩL (4.10)
with boundary conditions
Ψx1 = gen on Γ0, Ψ = Ψbd on ΓL, Ψx2 = 0 on Γw (4.11)
and
φx1 = 0 on Γ0, φ =
∫ x2
−1
h˜(z) dz on ΓL,
φ(x1,−1) = 0, φ(x1, 1) =
∫ 1
−1
h˜(z) dz
(4.12)
has a unique solution (φ,Ψ) ∈ [C1,α(ΩL) ∩ C2(ΩL)]2. Furthermore, we have
‖(φ,Ψ)‖(−1−α,Γw)2,α,ΩL ≤ C
∗
(
ω1(Gen,Φbd, Sen,Ben, pex)
δ
+ ‖(φ˜, Ψ˜)‖(−1−α,Γw)2,α,ΩL
)
δ, (4.13)
where the constant C ∗ > 0 depends on the background data, δ0 and α.
Suppose that ω1(Gen,Φbd, Sen,Ben, pex) ≤ σ with σ > 0 to be determined. Set
δ = Mσ
for M ≥ 1 to be determined. Then, (4.13) implies
‖(φ,Ψ)‖(−1−α,Γw)2,α,ΩL ≤ C
∗(
1
M
+Mσ)δ.
Choose σ1 < 1 and M > 1 as follows:
M = 4(C ∗ + 1), σ1 = min{
1
M
,
δ1
M
,
δ2
M
,
1
M2
,
1
2C ∗M
}. (4.14)
Under such choices of M and σ1, if ω1(Gen,Φbd, Sen,Ben, pex) ≤ σ ≤ σ1, then we have
‖(φ,Ψ)‖(−1−α,Γw)2,α,ΩL ≤
δ
2
.
Thus we can define a mapping J : Kδ → Kδ by
J (φ˜, Ψ˜) = (φ,Ψ)
for the solution (φ,Ψ) to (4.10)–(4.12). Once we show that J has a fixed point in Kδ,
then Theorem 2 (a) is proved.
Suppose that a sequence {(φk,Ψk)}∞k=1 ⊂ Kδ converges to (φ∞,Ψ∞) in [C
1,α
2 (ΩL)]
2,
then we have (φ∞,Ψ∞) ∈ Kδ. For each k ∈ N, set
Lk := L
(ψ0+φk), L∞ := L
(ψ0+φ∞), Sk := Sen ◦Lk, S∞ := Sen ◦L∞ (4.15)
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where L (ψ) is defined by (4.5). By (4.4) and (4.5), Lk −L∞ can be expressed as
(Lk −L∞)(x) =
(φk − φ∞)(x)− (φk − φ∞)(0,Lk(x))∫ 1
0
∂x2(ψ0 + φ∞)(0,L∞(x) + t(Lk −L∞)(x)) dt
. (4.16)
Thus lim
k→∞
‖Lk −L∞‖0,ΩL = 0. Furthermore, using (4.6) gives
lim
k→∞
‖Lk −L∞‖1,ΩL ≤ C lim
k→∞
(
(‖Lk −L∞‖0,ΩL)
α/2 + ‖φk − φ∞‖1,α/2,ΩL
)
= 0. (4.17)
This, together with (4.15), yields
lim
k→∞
‖Sk − S∞‖α/2,ΩL = lim
k→∞
‖∂x2Sk − ∂x2S∞‖0,ΩL = 0 (4.18)
It follows from (2.19)–(2.21), (2.25), (4.8), (4.10), (4.18) and Lemma 3.4 that we have
lim
k→∞
‖J (φk,Ψk)−J (φ∞,Ψ∞)‖1,α/2,ΩL = 0.
Therefore, the mapping J : Kδ → Kδ is continuous in [C1,α/2(ΩL)]2. Since Kδ is a closed,
compact and convex subset of [C1,α/2(ΩL)]
2, Schauder fixed point theorem implies that J
has a fixed point (φ∗,Ψ∗) in Kδ. Let S∗ be the solution to (2.22) associated with φ = φ∗.
Then, (φ∗,Ψ∗, S∗) is a solution to (2.15), (2.16), (2.22), (2.25), and (2.26). In addition,
the estimate (4.13) together with the choices of M and σ yields the estimate (2.8).
Proof of Theorem 2 (b): Let (φ1,Ψ1, S1) and (φ2,Ψ2, S2) be two solutions to (2.15),
(2.16), (2.22), (2.25), and (2.26) which satisfy
‖(φj,Ψj)‖
(−1−α,Γw)
2,α,ΩL
+ ‖Sj − S0‖1,α,ΩL ≤ Cω1(Gen,Φbd, Sen,Ben, pex). (4.19)
By the assumption (2.12), we have ω2(Φbd, Sen,Ben) = ‖Sen − S0‖W 2,µ(Γ0). Given α ∈
(1
2
, 1) and µ > 2, choose µ1 ∈ (2,min(µ,
1
1−α
)) and denote β = 1
2
min(α, 1− 2
µ
).
For each j = 1, 2, Sj can be represented as
Sj(x) = Sen ◦L
(ψ0+φj)(x) in ΩL. (4.20)
For j = 1, 2, one has
fj = f(x,∇φj,Ψj, Sj, ∂x2Sj), (gj,Fj) = (g,F)(x,∇φj,Ψj, Sj), hj = h(x,∇φj, Sj).
Then (φˆ, Ψˆ) = (φ1 − φ2,Ψ1 −Ψ2) satisfy the system
L1(φˆ, Ψˆ) = (f1 − f2) + div(F1 − F2)L2(φˆ, Ψˆ) = g1 − g2 in ΩL
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with boundary conditions
Ψˆx1 = 0 on Γ0, Ψˆ = 0 on ΓL, Ψˆx2 = 0 on Γw,
φˆx1 = 0 on Γ0, φˆ(x) =
∫ x2
−1
(h1 − h2)(z) dz on Γw ∪ ΓL.
Suppose that ω1(GenΦbd, Sen,Ben, pex)+ω2(Φbd, Sen,Ben) ≤ σˆ for σˆ > 0 to be determined
later. It follows from (4.16) and (4.20) that
‖S1 − S2‖β,ΩL ≤ Cσˆ‖φ1 − φ2‖1,β,ΩL, (4.21)
for C > 0 depending on the background data, α, and µ. For the rest of the section, a
constant C may vary but depends only on the background data, α, and µ unless otherwise
specified. For convenience, denote L (ψ0+φj) by Lj. Then ∂x2(S1 − S2) can be written as
∂x2(S1 − S2) = (S
′
en(L1)− S
′
en(L2)) ∂x2L1 + S
′
en(L2)∂x2(L1 −L2). (4.22)
It follows from (4.16) that
‖S ′en(L1)− S
′
en(L2)‖Lµ(ΩL) ≤Cω2(Φbd, Sen,Ben)‖L1 −L2‖L∞(ΩL)
≤Cσˆ‖φ1 − φ2‖0,ΩL.
If α > 1
2
, then
‖∂x2φ2(0,L2)− ∂x2φ2(0,L1)‖Lµ1 (ΩL) ≤ C‖φ2‖
(−1−α,Γw)
2,α,ΩL
‖L1 −L2‖0,ΩL . (4.23)
Combining (4.22)–(4.23) with (4.19) gives
‖∂x2(S1 − S2)‖Lµ1(ΩL) ≤ Cσˆ‖φ1 − φ2‖1,β,ΩL.
This, together with (4.21), gives
‖(f1 − f2, g1 − g2)‖Lµ1 (ΩL) + ‖F1 − F2‖β,ΩL + ‖h1 − h2‖β,ΓL ≤ Cσˆ‖(φˆ, Ψˆ)‖1,β,ΩL. (4.24)
Hence it follows from Lemma 3.4, Remark 3.5 and (4.24) that
‖(φˆ, Ψˆ)‖1,β,ΩL ≤ C♮σˆ‖(φˆ, Ψˆ)‖1,β,ΩL (4.25)
for C♮ depending on the background data, α, µ and δ0. Choose σ2 = min(σ1,
3
4C♮
) so that,
whenever σˆ ≤ σ2, (4.25) implies
(φ1,Ψ1) = (φ2,Ψ2) in ΩL.
This finishes the proof for Theorem 2. ✷
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