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ABSTRACT
Hand gestures are the most natural and intuitive non-verbal communication medium while interacting
with a computer, and related research efforts have recently boosted interest. Additionally, the iden-
tifiable features of the hand pose provided by current commercial inexpensive depth cameras can be
exploited in various gesture recognition based systems, especially for Human-Computer Interaction.
In this paper, we focus our attention on 3D dynamic gesture recognition systems using the hand pose
information. Specifically, we use the natural structure of the hand topology – called later hand skeletal
data – to extract effective hand kinematic descriptors from the gesture sequence. Descriptors are then
encoded in a statistical and temporal representation using respectively a Fisher kernel and a multi-level
temporal pyramid. A linear SVM classifier can be applied directly on the feature vector computed over
the whole presegmented gesture to perform the recognition. Furthermore, for early recognition from
continuous stream, we introduced a prior gesture detection phase achieved using a binary classifier be-
fore the final gesture recognition. The proposed approach is evaluated on three hand gesture datasets
containing respectively 10, 14 and 25 gestures with specific challenging tasks. Also, we conduct an
experiment to assess the influence of depth-based hand pose estimation on our approach. Experimen-
tal results demonstrate the potential of the proposed solution in terms of hand gesture recognition and
also for a low-latency gesture recognition. Comparative results with state-of-the-art methods are re-
ported.
1. Introduction
Among human body parts, the hand is an effective and in-
tuitive interaction tool in most Human-Computer Interaction
(HCI) applications. Consequently, hand gesture recognition is
becoming a central key for different types of applications such
as virtual game control, sign language recognition, HCI, robot
control, etc.
Using the hand gesture as a HCI modality introduces intu-
itive and easy-to-use interfaces for a wide range of applications
in virtual and augmented reality systems, as well as offering
e-mail: hazem.wannous@univ-lille.fr (Hazem Wannous)
support for the hearing-impaired and providing solutions for all
environments using touchless interfaces. However, the hand is
an object with a complex topology and has endless possibilities
to perform the same gesture. For example, Feix et al. [8] sum-
marize the grasping taxonomies and found 17 different hand
shapes to perform a grasp. The grasp is a hand gesture where
we need precise information about the hand shape if we want
to recognize its type. Other gestures, such as swipes, which
are more defined by the hand motion than its shape, are already
commonly used in tactile HCI. This heterogeneity between use-
ful gestures have to be taken into account in a hand gesture
recognition algorithm.
2To date, the most reliable tools used to capture 3D hand ges-
tures are motion capture devices, which have sensors attached
to a glove delivering real-time measurements of the hand. How-
ever, they present several drawbacks in terms of the natural-
ness of hand gesture and cost, in addition to their complex
calibration setup process. Recently, effective and inexpensive
depth sensors, like the Microsoft Kinect, have been increas-
ingly used in the domain of computer vision. By adding a
third dimension into the game, depth images offer new op-
portunities to many research fields, one of which is the hand
gesture recognition area. In recent years, many researchers
[52, 41, 14, 44, 33, 2, 42, 31, 13, 50, 19, 6, 24, 17, 18] studied
hand gesture recognition challenges using color and/or depth
images.
In the field of action recognition, Shotton et al. [35] proposed
a real-time method to accurately predict the 3D positions of 20
body joints, together called body skeleton, from depth images.
Hence, several descriptors in the literature proved how the posi-
tion, the motion, and the orientation of joints could be excellent
descriptors for human actions. Following this statement, hand
skeletal data could handle precise information of the hand shape
that HCI need in order to use the hand as a manipulation tool.
Very recently, new devices, such as the Intel RealSense or
the Leap Motion Controller (LMC), provide precise skeletal
data of the hand in the form of a full 3D skeleton correspond-
ing to 22 joints in R3 labeled as shown in Fig. 1. Potter et
al. [29] presented an early exploration of the suitability of us-
ing such data from a LMC in order to recognize and classify
precise hand gestures of Australian Sign Language. However,
hand pose estimation from depth images remains a prominent
field of research. Many issues still have to be solved: prop-
erly recognizing the skeleton when the hand is either closed or
perpendicular to the camera, without an accurate initialization,
or when the user performs a quick gesture. The hand contains
more joints than there are in the rest of the human body model
of Shotton et al. [35] and is a smaller object. The hand has
also a more complex structure. If an arm, a head or a leg can
have different shapes, the hand is composed of a palm and five
Fig. 1: Depth and hand skeletal data returned by the Intel RealSense camera.
The 22 joints include: one for the center of the palm, one for the wrist and four
joints for each finger representing the tip, the two articulations and the base. All
joints are represented in R3. The Leap Motion Controller also provides a very
similar hand skeleton.
similar fingers making its pose estimation more difficult.
As a new field of study, there are few 3D hand gesture
datasets providing skeletal data [15, 3]. We created the lat-
est one, called Dynamic Hand Gesture, in a previous work to
study the use of hand skeletal data to perform gesture recogni-
tion. Volunteers performed each hand gesture using either only
one finger or the whole hand. In this paper, we investigate the
use of a hand skeleton model in a novel dynamic hand gesture
recognition solution. We propose to capture the motion and the
hand shape variations based on the skeletal joints from gesture
frames. Our overall approach is sketched in Fig. 2.
We emphasize our analysis of the use of skeletal data on hand
gesture recognition to meet four main challenges: (1) Classify-
ing hand gestures when the dataset contains gestures defined
by the hand shape and/or by the hand motion through the se-
quence; (2) Performing the same gesture in various ways due
to the endless possibilities of using a different number of fin-
gers. This happens mainly because of the complex topology of
the hand. (3) Investigating the impact of the hand pose estima-
tor on the recognition process; (4) Evaluating the recognition in
terms of latency, enabling early recognition of gestures.
The rest of this paper is structured as follows. Related work
on 3D hand gestures in terms of datasets and recognition ap-
proaches are reviewed in Section 2. Our recognition approach
is described in Section 3. In Section 4, the strengths of our ap-
proach in terms of accuracy and latency on three datasets are
3Fig. 2: Overview of the approach. The illustrated pipeline is composed of four modules: (1) features extraction, (2) temporal modeling using a pyramid, (3)
statistical representation using a Fisher vector, (4) SVM classifier.
demonstrated before concluding in Section 5.
2. Related Work
Hand gesture recognition has been an active research field
for the past 20 years, where a variety of approaches have been
proposed. Over the past six years, advances in commercial 3D
depth sensors have substantially promoted the research of 3D
hand gesture detection and recognition. The approaches re-
viewed below focus on 3D hand gesture recognition, and can
be gathered into three main categories: static and dynamic
hand gesture recognition using depth images and/or hand skele-
tal data.
In most of the static approaches, 3D depth information is
used to recognize hand silhouettes or simply hand areas in order
to extract features from a segmented hand region. Features are
usually based on global information as proposed by Kuznetsova
et al. [14], where an ensemble of shape function is computed
on the hand point cloud. Other local descriptors are expressed
as the distribution of points in the divided hand region into cells
[44]. Instead of using the distribution of points in the region
of the hand, Ren et al. [33] represented the hand shape as
a time-series curve and used a distance metric called Finger-
Earth Mover Distance to distinguish one hand gesture from a
collected dataset of 10 different gestures. The time-series curve
representation is also used by Cheng et al. [2], to generate a
set of fingerlet representing the hand gesture. Wang et al. [42]
proposed a superpixel earth mover distance metric of depth and
color images acquired with a Microsoft Kinect, which effec-
tively retains the overall shapes of hand gestures. They tested
their method on a dataset which contains 10 different gestures
performed by five subjects. Additionally, sign language recog-
nition has been widely investigated. Pugeault and Bowden [31]
proposed a method using Gabor filter for hand shape represen-
tation and a Random Forest for gesture classification. They ap-
plied their method to a collected ASL Finger Spelling dataset,
containing 48000 samples of RGB-D images labeled according
to 24 static gestures of the American Sign Language.
Unlike the static approaches which work on hand description
based on a single image, dynamic methods work on the tem-
poral aspect of hand motion, by considering the gesture as a
sequence of hand shapes. Kurakin et al. [13] presented the
MSRGesture3D dataset containing 12 dynamic gesture from
the American Sign Language. They recorded 360 sequences
of hand depth images from a Microsoft Kinect. Their recog-
nition algorithm is based on a hand depth cell occupancy and
a silhouette descriptor. They used an action graph to represent
the dynamic aspect of the gestures. Recently, using a histogram
of 3D facets to encode 3D hand shape information from depth
maps, Zhang et al. [50] outperformed latest results obtained
on the MSRGesture3D dataset using a dynamic programming-
based temporal segmentation. One of the tracks of the Chalearn
2014 [6] consists of using a multimodal database of 4000 ges-
tures drawn from a vocabulary of 20 dynamic Italian Sign Lan-
guage gesture categories. They provided sequences of depth
images of the whole human body and body skeletons. From
4this dataset, Monnier et al. [19] employed both body skeleton
and Histogram of Oriented Gradients (HOG) features computed
on the depth map cropped around the hand to perform a ges-
ture classification using a boosted cascade classifier. Recently,
the use of deep learning has changed the paradigm of many re-
search fields in computer vision. Recognition algorithms using
specific neural network – like Convolutional Neural Network
(CNN) – obtained previously unattainable performance. On the
Chalearn 2014 [6] dataset, Neverova et al. [20] used stacked
CNNs applied to raw intensity and depth sequences around the
hand and a multilayer perceptron on body skeletons.
In order to study hand gesture recognition in a real-time
scenario for automotive interfaces, Ohn-Bar and Trivedi [24]
made a publicly available dataset of 19 gestures performed in
a car captured with the Microsoft Kinect. The initial resolu-
tion obtained by such a sensor is 640×480 and the final region
of interest is 115×250. Moreover, at some distance from the
camera, with the illumination varying in the car, the resulting
depth is very noisy, making the challenge of gesture recognition
tougher. They compared the accuracy of gesture recognition
using several known depth features (HOG, HOG3D, HOG2).
Using stacked 3D CNNs combining multiple spatial scales,
Molchanov et al. [17] improved earlier results. Very recently,
Molchanov et al. [18] introduced a new challenging multi-
modal dynamic hand gesture dataset captured with depth, color
and stereo-IR sensors. They acquired 1532 sequences of 25
gesture types intended for Human-Computer Interfaces. They
trained a recurrent 3D CNN that performs simultaneous detec-
tion and classification of dynamic hand gestures. They used a
connectionist temporal cost function in order to predict class
labels from in-progress gestures in unsegmented input streams.
In the field of action recognition, using the body skeletal data
has shown promising results. Vemulapalli et al. [40] utilize
rotations and translations to represent the 3D geometric rela-
tionships of body skeleton parts in the Lie group, and then em-
ploy Dynamic Time Warping and a Fourier Temporal Pyramid
to model the temporal (FTP) dynamics. The FTP is also used by
Wang et al. [45] with local occupancy pattern features extracted
from depth maps. They applied a data mining framework to
discover the most discriminative combinations of body joints.
Recently, Devanne et al. [4] represented the spatio-temporal
human motions by a full human skeleton trajectory. This mo-
tion trajectory are extracted from 3D joints and expressed on a
Riemannian manifold.
In the field of hand gesture recognition, the use of hand skele-
tal data is at its beginning. A pioneering work from Keskin
et al. [12] is the Random Decision Forests (RDF) based hand
skeleton tracking. It performs per-pixel classification, assigns
each pixel to a hand part and a mean shift is used to estimate
the centers of hand parts, together called a hand skeleton. In ad-
dition, this algorithm is enhanced by adding an upstream RDF
hand shape classifier which serves as an intermediate layer to
bridge pixels to specific RDF hand pose estimators.
Later, Dong et al. [5] outperformed the results obtained on
the static hand gesture ASL Finger Spelling dataset. They went
in depth into the hand representation. They proposed a hierar-
chical mode-seeking method to locate positions of hand joints
under kinematic constraints, segmenting the hand region into
11 natural parts (one for the palm and two for each finger). A
Random Forest classifier is then built to recognize ASL signs
using a feature vector of joint angles.
Thanks to recent devices, such as the Leap Motion Controller
(LMC) or the Intel RealSense, we can now employ skeletal in-
formation without regard for the hand pose estimation phase in
order to create fast and accurate hand gesture recognition algo-
rithms. Potter et al. [29] proved the potential to recognize hand
gesture with skeletal data obtained by the LMC. Following this
statement, Marin et al. [16] mixed depth and skeletal data de-
scriptors, respectively using a Microsoft Kinect and a LMC, in
order to recognize ASL. They computed distances and angles
between the hand joints and also curvatures on the hand depth,
coupled with a multi-class SVM for classification. Xu et al.
[46] captured the information of hand motion trajectory using a
LMC to recognize ten simple dynamic hand gestures. In 2016,
Lu et al. [15] built a dataset called Handicraft-Gesture using
the LMC. This dataset is made of 10 gestures which originate
5from pottery skills. There were 10 volunteers helping to build
the dataset and each one performed every gesture three times
resulting in 300 sequences of hand skeleton gestures. Using
angles and distance-based features coupled with a Hidden Con-
ditional Neural Field classifier, they obtained 95% recognition
accuracy. We introduced in a previous work [3] a challenging
skeleton based dynamic hand gesture dataset containing 14 ges-
tures, made by 20 volunteers performing the same gesture with
two different sets of fingers. It results in 2800 sequences. In
this paper, we go further into the hand gesture description using
hand skeletal data and study its impact on the different types of
gesture.
3. Hand Gesture Recognition approach
Using 3D hand skeletal data depicted in Fig. 1, a dynamic
gesture can be seen as a time series of hand skeletons. It de-
scribes the motion and the hand shapes along the gesture. For
each frame t of the sequence, the position in the camera space
of N j joint which are represented by three coordinates, i.e.
ji(t) = [ xi(t) yi(t) zi(t) ]. N j is the number of joints which
compose the hand skeleton. The skeleton at frame t is then rep-
resented by the 3N j dimension row vector:
s(t) = [ x1(t) y1(t) z1(t) ... xN j (t) yN j (t) zN j (t) ] (1)
With N f representing the number of frames in the sequence, the
final representation of the sequence is a matrix of size N f × 3N j
where each line t is the row vector s(t):
M =

s(1)
...
(N f )
 (2)
This new type of data handles a lot of information on the motion
and the shape of the hand along the sequence. In order to fully
represent the gesture, we propose to mainly capture the hand
shape variations based on skeleton joints, but also the direction
of the movement and the rotation of the hand with three distinct
features.
Fig. 3: An example of the SoCJ descriptor constructed around the thumb tu-
ple. Let be T = ( j1, j2, j3, j4, j5) where ji ∈ R3. We compute the displace-
ments from points to their respective right neighbor resulting in the SoCJ vector[
~d1, ~d2, ~d3, ~d4
]
.
3.1. Feature Extraction
3.1.1. Motion features
Some gestures are defined almost only by the way the hand
moves in space (e.g. swipes). To take this characteristic into
account, we compute a direction vector in R3 for each frame t
of our sequence using the position of the palm joint noted jpalm:
−→
d dir(t) =
jpalm(t) − jpalm(t − c)∥∥∥ jpalm(t) − jpalm(t − c)∥∥∥ (3)
where c is a constant value chosen experimentally. We normal-
ize the direction vector by dividing it by its norm.
For a sequence of N f frames, we have the set SD:
SD =
{ −→
d dir(t)
}
[ 1 < t < N f ]
(4)
The rotation of the wrist during the gesture describes also
how the hand is moving. For each frame t, we compute the
vector from the wrist node to the palm node to get the rotational
information in R3 of the hand:
−→
d rot(t) =
jpalm(t) − jwrist(t)∥∥∥ jpalm(t) − jwrist(t)∥∥∥ (5)
For a sequence of N f frames, we have the set SR:
SR =
{ −→
d rot(t)
}
[ 1 < t < N f ]
(6)
3.1.2. Hand shape feature
To represent the shapes of the hand during the sequence using
skeleton data, we propose a descriptor based on sets of joints,
denoted as Shape of Connected Joints (SoCJ).
6Hand skeletons returned from sensors consists of 3D coordi-
nates of hand joints, represented in the camera coordinate sys-
tem. Therefore, they vary with the rotation and translation of
the hand with respect to the camera. To make our hand shape
descriptor invariant to hand geometric transformations, we pro-
pose a normalization phase. Firstly, in order to take into ac-
count the differences of hand size between performers, we esti-
mate the average size of each bone of the hand skeleton using
all hands in the dataset. Secondly, carefully keeping the angles
between bones, we change their size by their respective average
size found previously.
Indeed, in order to be consistent with the translation and ro-
tation transformations, we create a reference skeleton hand H f
corresponding to an open hand in front of the camera with its
palm node at [0 0 0] as the root joint. Then, we define a
new base with origin in the root joint, which includes the wrist
node vector −→w , the base of the thumb node vector −→t , and their
cross product −→nB = −→w × −→t . This new base is then translated
and rotated, so as to be aligned with a reference base B0 com-
puted from H f . The calculation of the optimal rotation between
the two bases B1 of a current skeleton and B0 of the reference
skeleton H f , is performed using Singular Value Decomposition
(SVD). This process results in a new hand which keeps its shape
but centered around [0 0 0] with the palm facing the camera.
For each gesture sequence, we compute the translation and the
rotation of the first hand skeleton with respect to the H f and
then apply the same transformations to all other hand skeletons
of the sequence. This guarantees the invariance of the represen-
tation to the position and orientation of the hand in the scene.
Fig. 4 shows an example of alignment of two different hand
skeletons.
Let x represent the coordinates of a joint in R3 and T =
[x1 x2 x3 x4 x5] a tuple of five ordered different joints from the
hand skeleton s. To describe the shape of the joint connections,
we compute the displacement from one point to its right-hand
neighbor:
S oCJ(T ) = [ x2 − x1 ... x5 − x4 ] (7)
This results in a descriptor in R12. Fig. 3 shows an example
(a) (b) (c)
Fig. 4: The calculation of the optimal rotation between the two hand skeletons
using S VD: (a) Two skeletons with different orientations: the reference one on
the left side and on the right side, the first skeleton of a sequence; (b) Bases B1
and B2 are built from the two corresponding wrists, the bases of the thumb joint
vectors and their cross products. The base B′2 corresponds to B2 aligned with
respect to B1; (c) The resulting skeleton (right) is now aligned with respect to
the first one (left). The transformations computed between these two bases are
applied to all the skeletons of the sequence.
of a particular SoCJ using the palm joint and the thumb’s. We
remind that the skeleton of the Intel RealSense camera is com-
posed of 22 joints. Theoretically, we can compute C(22, 5) =
26334 different SoCJs for the hand skeleton s where C is the
binomial coefficient function resulting in the set:
ssoc j = { S oCJ(i) }[ 1 < i < 26334 ] (8)
For a sequence of N f frames, we have the set Ssoc j:
Ssoc j =
{
ssoc j(t)
}
[ 1 < t < N f ]
(9)
3.2. Fisher Vector Representation
The Fisher Vector (FV) coding method was first introduced
for large-scale image classification. Its superiority against the
Bag-Of-Word (BOW) method has been analyzed in the image
classification [34]. It also has been used over the past five years
in action recognition [7, 27, 49, 43].
First, we train a K-component Gaussian Mixture Model
(GMM). Then, can compute our FV which is given by the
derivatives of gradient. We normalize the final vector with a l2
and power normalization to eliminate the sparseness of the FV
and increase its discriminability. We refer the reader to Sanchez
et al. [28] for more details.
It is interesting to notice that the final size of a FV is 2dK
where d is the size of the feature data and K the number of
clusters in the classification process. This observation is a draw-
back compared to BOW, which has a size of K, when applied
7Fig. 5: An example of a Temporal Pyramid of size 3.
to a long descriptor. However, this effect can be ignored in our
case where K is relatively small.
At the end of the feature extraction, we represent a sequence
of hand skeletons by three sets of different features describing
the direction of the hand (SD), its rotation (SR) and its shape
(Ssoc j) during the sequence.
3.3. Temporal Representation and Classification
The descriptors explained previously in section 3.1 describe
the hand shape and the motion variation inside the sequence
but they do not take into consideration the dynamic nature of
a gesture. To add the temporal cue, we use a Temporal Pyra-
mid (TP) representation already employed in action and hand
gesture recognition approaches [7, 50].
The principle of the TP is to divide the sequence into n sub-
sequences at each nth level of the pyramid (shown in Fig. 5).
We compute our three descriptors and their statistical represen-
tations for each sub-sequence and concatenate them. Adding
more levels to the pyramid gives more temporal precision but
increases substantially the size of the final descriptor and the
computing time.
For gesture classification, we use a supervised learning clas-
sifier SVM with a linear kernel as it easily deals with our high-
dimensional representation. We employ a one-vs-rest strategy
resulting in G binary classifiers, where G is the number of dif-
ferent gestures in the experiment. We make use of the imple-
mentation contained in the LIBSVM library [1].
Fig. 6: Swipe Right gesture performed (top) with one finger and (bottom) with
the whole hand from the DHG-14/28 dataset.
4. Experiments
In this section, we first evaluate our proposed approach on
two datasets and compare it with four state-of-the-art methods
using depth images and skeletal data. We then explore its capa-
bility to reduce the latency of the recognition process by evalu-
ating the trade-off between accuracy and latency. We also study
the impact of the hand pose estimation on a third dataset and
finally discuss the promising potential of our approach and lim-
itations.
4.1. Datasets
4.1.1. Dynamic Hand Gesture 14-28 dataset
In a preliminary work conducted recently, we presented the
Dynamic Hand Gesture (DHG) 14/281 dataset [3]. It contains
14 dynamic hand gestures performed in two ways: using one
finger or the whole hand (an example is given in Fig. 6). Each
gesture is performed five times by 20 volunteers in two ways,
resulting in 2800 sequences. Sequences are labeled following
their gesture, the number of fingers used and the performer. The
Intel RealSense short range depth camera is used to collect the
dataset. Each frame contains a depth image and the coordinates
of 22 positions of hand joints in the 3D camera space. The depth
images and the hand skeletons were captured at 30 frames per
second. Depth images have a 640 × 480 resolution. The length
of the sample gesture ranges goes from 20 to 150 frames.
All gestures are listed in Table 1 according to this perform-
ing manner, fine or coarse. Fine gestures are usually performed
by fingers, and coarse gestures are mainly performed by hand
movements (e.g. swipe gestures). All have been chosen to be
1Available on: http://www-rech.telecom-lille.fr/DHGdataset
8Table 1: List of the gestures included in the DHG-14/28 dataset.
Gesture Label Tag name
Grab Fine G
Expand Fine E
Pinch Fine P
Rotation CW Fine R-CW
Rotation CCW Fine R-CCW
Tap Coarse T
Swipe Right Coarse S-R
Swipe Left Coarse S-L
Swipe Up Coarse S-U
Swipe Down Coarse S-D
Swipe X Coarse S-X
Swipe V Coarse S-V
Swipe + Coarse S-+
Shake Coarse Sh
close to the state-of-the-art, like the VIVA challenges dataset
[24]. Nevertheless, we removed the differentiation between
normal and scroll swipe, as you can find it in our number-of-
fingers approach, and with the pairs of gestures Pinch/Expand
and Open/Close. In addition, we supplemented this base with
the gesture Grab because of its usefulness in augmented reality
applications, but also for its scientific challenges related to the
potentially high variation among performers. We also added the
gesture Shake, as it is interesting for recognition algorithms to
be able to differentiate gestures composed from other gestures
(the shake gesture is a repetition of opposed swipe gestures).
We focused our dataset on three main challenges: (1)
Studying 3D dynamic hand gesture recognition using depth
and full hand skeleton; (2) Evaluating the effectiveness of the
recognition process following the heterogeneity of the hand
shape depending on the set of fingers used. (3) Distinguishing
between both fine-grained and coarse-grained gestures. Indeed,
dividing the gesture sequences into two categories – coarse
and fine gestures – contributes to increasing difficulties in the
recognition challenge. Gesture categories are given in Table 1.
4.1.2. Handicraft-Gesture dataset
Handicraft-Gesture is a dataset built with a Leap Motion
Controller (LMC) [15]. A LMC is a device providing accurate
information about the hand skeleton which contains the same 22
joints described in Fig. 1. This dataset is made of 10 gestures
which originate from pottery skills: poke, pinch, pull, scrape,
slap, press, cut, circle, key tap, mow. The data are captured at a
rate of 60 frames per second. There were 10 volunteers helping
to build the dataset and each one performed every gesture three
times. Therefore, the Handicraft-Gesture dataset contains 300
sequences of dynamic hand gestures.
4.1.3. NVIDIA Dynamic Hand Gesture dataset
Recently, Molchanov et al. [18] introduced a new challeng-
ing multimodal dynamic hand gesture dataset captured with
depth, color and stereo-IR sensors in a car simulator. Using
multiple sensors, they acquired a total of 1532 gestures of 25
hand gesture class annotated respectively 1 to 25 for: mov-
ing the hand left, right, up, or down; moving two fingers left,
right, up, or down; clicking with the index finger; calling some-
one (beckoning with the hand); opening and shaking the hand;
showing the index finger, two fingers or three fingers; pushing
the hand up, down, out or in; rotating two fingers clockwise or
counter-clockwise; pushing forward with two fingers; closing
the hand twice; and showing thumb up or OK. Similarly to the
DHG dataset, this set contains coarse and fine gestures. A total
of 20 subjects participated in data collection, performing ges-
tures with their right hand. The SoftKinetic DS325 sensor is
used to acquire frontal view color and depth videos.
4.2. Experimental settings
4.2.1. Descriptor encoding
We choose the number of levels Lpyr of our TP equal to 4
as it provides a satisfactory compromise between the temporal
representation of the gestures and the final size of our descrip-
tor. The final size of our descriptor computed from each gesture
sequence is then (
∑Lpyr
i=1 i) × (sizeΦD + sizeΦR + sizeΦS oCJ). Note
9that sizeΦ = 2dK, where K is the number of model trained in
the GMM and d the size of the feature. d is the dimensions of
descriptors, represented in R3, R3, R12 respectively for the di-
rection, the rotation and the SoCJ features. For Fisher Vector
encoding, we map our descriptors into a K-component GMM
with K equal to 8, 8 and 256 gaussians respectively for the
direction, the rotation and the SoCJ features. For all experi-
ments conducted on the previous datasets, we use a Leave-One-
Subject-Out cross-validation protocol.
4.2.2. Intuitive versus automatic selection of SoCJ descriptors
On a hand skeleton composed of 22 joints, we can compute
26334 different SoCJs. Using all of them is not mandatory as
they provide redundant information and cost computing time.
We propose to evaluate two ways to choose our feature set as
a combination of the most relevant SoCJs. We first evaluate a
SoCJ set chosen intuitively and, second, by using an automatic
suboptimal deterministic feature selection algorithm called Se-
quential Forward Floating Search (SFFS). In this section, the
evaluation criterion J of each feature set is the classification ac-
curacy obtained using only fine gestures of the DHG dataset.
We choose this subset of gestures as the SoCJs are meant to de-
scribe the hand shape (50% of the dataset is used for test while
using the remainder as training observations). Firstly, to repre-
sent the hand shape, we intuitively divide the hand skeleton into
nine tuples of five joints representing the hand’s physical struc-
ture as presented in Fig. 7 and from which we will compute our
SoCJ descriptor. This subset of nine tuples is chosen as it forms
a grid on the hand skeleton and each joint appears at least once.
We obtain on this subset a score J of 73.22%.
Secondly, we use the SFFS algorithm proposed by Pudil et
al. [30] in order to automatically choose a relevant subset X
following the criterion J(X) laid down above. Starting with an
empty set of features X, this algorithm works in three steps:
1. Inclusion: select the most significant feature with respect
to J and include it in X.
2. Conditional exclusion: find the least significant feature k
in X. If it is the feature just added, then keep it and return
Fig. 7: The nine tuples chosen intuitively to construct the SoCJ descriptors. On
the left side are the five constructed with the four joints of each finger plus the
palm. On the right side, the one using the five tips, the five first articulations,
the five second articulations and the five finger bases.
to step 1. Otherwise, exclude the feature k and continue to
step 3.
3. Continuation of conditional exclusion: again find the least
significant feature in X. If its removal (a) leave X with at
least 2 features, and (b) the value of J(X) is greater than
the criterion value of the best feature subset of that size
found so far, then remove it and repeat step 3. When these
two conditions are no longer satisfied, return to step 1.
We conducted several experiments in order to choose the bet-
ter combinations of SOCJs, using 4, 5, 6 and 7 joints. The
better J score of 75.73% is obtained with a combination of 10
SoCJs using 5 joints for each, while adding more SoCJ seems
irrelevant as the accuracy does not increase. This combination
provides a good compromise between time complexity and ac-
curacy. Results of the SFFS algorithm are shown in Fig. 8.
Fig. 9 shows the first three SoCJs selected by the SFFS al-
gorithm. It is interesting to see that the first one is composed of
joints which belong to the thumb and the index, thus providing
the necessary information about the hand ”clamp”. The second
one gathers one joint of each finger and the information of the
general shape of the hand (i.e. ”open” or ”close”). If we use
all the 26334 possible combinations (SoCJ is represented by 5
joint), the accuracy decreased to 74.30% as a misclassification
due to the lack of precision and the redundancy. We note that
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Fig. 8: SoCJ selection using SFFS algorithm on the fine gesture subset of the
DHG dataset. The y-axis accuracy is obtained using the number of SOCJ on
the x-axis. Best accuracy is obtained with 10 SoCJs, each one represented by
5 joints. Using more that 10 SOCJs is not relevant as the accuracy does not
increase.
the computation of all the 26334 SoCJs for a sequence of 35
frames takes 6.24 seconds, and only 0.0022 seconds for the 10
SoCJs chosen by the SFFS. We use these SoCJs in the follow-
ing experiments as this subset improves the score compared to
the one chosen intuitively.
Fig. 9: The first three SoCJ chosen by the Sequential Forward Floating Search
algorithm.
4.3. Influence of hand pose estimation on gesture recognition
The introduction of commodity depth sensors and the mul-
titude of potential applications have stimulated new advances
inside the hand pose estimation community. However, it is still
challenging to achieve efficient and robust estimation perfor-
mance because of large possible variations of hand poses, se-
vere self-occlusions and self-similarities between fingers in the
depth image. The current state-of-the-art methods mostly em-
ploy deep neural networks to estimate hand pose from a depth
image [38, 22, 51, 9, 48]. The availability of a large-scale, accu-
rately annotated dataset is a key factor for advancing this field
of research. Consequently, numerous RGB-D datasets have
been made publicly available last years. The different hand
pose datasets differ in the annotation protocol used, the num-
ber of samples, the number of joints in the hand skeleton repre-
sentation, the view point and the depth image resolution. Cur-
rently, the widely used datasets in the literature benchmarking
purposes are IVCL [37], NYU [38] and MSRA15 [36]. The
IVCL [37] and the MSRA15 [36] datasets are captured using
the Intel Creative depth sensor (time-of-light), and composed
respectively of 180K and 76.5K ground truth annotated depth
images with the 3D joint locations of the hand. The NYU [38]
comprises 72K frames of multi-view depth images captured us-
ing the Primesense Carmine camera (structured light).
4.3.1. Estimator evaluation
In order to measure the effect of pose estimation on gesture
recognition, we performed several experiments on the two first
datasets as their capture technology corresponds to the used
hand gesture datasets in this work. First, we evaluate three hand
pose estimators on DHG dataset, using the methods proposed
by Oberweger et al. [22] and Ge et al. [10] in addition to the
Intel RealSense estimator [11]. We used in these experiments
the region-of-interest of the hand returned by Intel RealSense
camera as input to the hand pose estimator algorithms instead
of a particular hand extraction algorithm, without any prepro-
cessing step. Both estimators [22, 10] were trained on both
datasets to select the best training one. Tests showed an im-
provement of 4% of the recognition accuracy for Oberweger et
al.’s estimator using IVCL dataset for training. However, they
did not reveal any significant effect of the used dataset for Ge
et al.’s estimator, used for training the pose estimator, on the
gesture recognition result. Thus, we choose the IVCL dataset
for all the training phase of the two estimators. Fig. 10 shows
11
Fig. 10: Recognition accuracies per class of gesture on the DHG-14 dataset
following three hand pose estimators.
the recognition accuracies on our DHG-14 dataset per class of
gestures. The average accuracies by estimator, available in Ta-
ble 2, show that our method performs well independently to the
pose estimation method.
Table 2: Average recognition accuracies obtained on the DHG-14 dataset using
three hand pose estimators.
Hand pose estimation algorithm Accuracy (%)
Ge et al. [10] 86.92
Oberwerger et al. [22] 86.24
Intel Realsense [11] 86.86
4.3.2. Assessment of the estimation error impact
To measure how good is the used hand pose estimation for
recognizing hand gesture by our approach, we need to swap
the estimated 3D hand joints by the ground truth labels in the
test set. The only dataset that provides all this information and
has significant gestures is MSRA dataset [36]. It contains 9
subjects performing 17 gestures chosen mostly from American
Sign Language and each of them varies little in a 500-frame se-
quence. This dataset, introduced for the hand pose estimation
issue, has a large view point coverage, but it has small variations
in articulation. However, it is the only available public dataset
that contains significant hand gestures with provided annota-
tion. The ground truth of 3D joint hand pose was annotated
in a semi-automatic manner, where an optimization method
[32] was used and manual refinements were done until conver-
gence. We evaluated our method on the MSRA15 dataset us-
ing, both in testing, the hand pose labels and the estimated ones
by each hand pose estimator. We used the Leave-One-Subject-
Out cross-validation protocol for evaluation, where 8 subjects
were used for training and the remaining subject for test in turn.
Totally 9 experiments are repeated, and the average accuracies
is reported in Table 3. For a challenging purpose, the gesture
recognition accuracies are computed using the first 100, 200
and all frames of each gesture sequence. Several observations
Table 3: Recognition accuracies obtained by our approach on the MSRA15
dataset using two hand pose estimators compared to the ground truth labels.
Hand pose estimator 100F 200F Whole sequence
Ground truth 76.4% 96.9% 98%
Ge et al. [10] 71.2% 92.8% 98%
Oberwerger et al. [22] 72.3% 93% 98%
may be highlighted. First, the recognition accuracies obtained
by the two estimation algorithms are very close. Certainly, a
larger estimation error lead to worse gesture recognition results.
However, a difference of average 3D estimation error lower than
20mm, measured on subsets of IVCL and MSRA15 datasets as
reported in [22, 10], obviously has no important effect on our
gesture recognition results. Second, a significant difference in
hand gesture recognition is observed between using the hand
pose labels (ground truth) and using the estimated ones in test
set for small subsequence of the gesture. This difference de-
creases with using more frames until getting the same result
when the whole sequence of 500 frames is used. Furthermore,
the results obtained show the effectiveness of our approach to
recognize gestures from American Sign Language, without ig-
noring that the gestures in MSRA15 dataset have small varia-
tions in articulation and do not show any heterogeneity or strong
similarity between classes. We note the absence of results from
the state-of-the-art methods in terms of gesture recognition on
this dataset since it was introduced for pose estimation issues.
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4.4. Hand Gesture Recognition Analysis
4.4.1. DHG 14-28 dataset
To assess the effectiveness of our algorithm to classify the
gestures of the DHG dataset into 14 classes, we compare the
results obtained by the hand shape and motion descriptors sepa-
rately. Table 4 presents the accuracies of our approach obtained
using each of our descriptors independently and by combining
them. For clarity, we divide the results by coarse and fine ges-
tures according to the labels from Table 1, allowing us to an-
alyze the impact of each descriptor on each gesture category.
Table 4: Accuracy comparison fine / coarse / both gesture for the DHG-14
dataset.
Features Fine (%) Coarse (%) Both (%)
Direction 44.60 88.50 72.79
Rotation 50.30 50.61 50.50
SoCJ 67.84 63.12 64.88
SoCJ + Dir. + Rot. 74.43 93.77 86.86
Using all descriptors (direction + rotation + SoCJ) presented
in Section 3, the final accuracy of our algorithm on the DHG-
14 is 86.86%. It rises to 93.77 % recognition for the coarse
gestures, but for the fine ones the accuracy drops below 75%.
Using only the direction, a large difference can be observed be-
tween accuracies obtained for the fine and the coarse gestures,
respectively 44.60% and 88.50%. The analysis of the results
obtained using only the SoCJ descriptor shows that the hand
shape is the most effective feature for the fine gestures with an
accuracy of 67.84%. On the other hand, this result shows that
the hand shape is also a way to describe coarse gestures with a
fair accuracy of 63.12%. If the rotation descriptor shows a low
mean accuracy of 50.50% for both fine and coarse gestures, it
is a valuable feature for pairs of similar gestures such as Rota-
tion CW and Rotation CCW. These results confirm the interest
of using several descriptors in order to completely describe the
hand gestures.
Fig. 11: The confusion matrix of the proposed approach for the DHG-14
dataset.
To better understand the behavior of our approach according
to the recognition per class, the confusion matrix is illustrated in
Fig. 11. The first observation is that 11 gestures out of 14 have
scored higher than 85.00%. The second observation is the low
accuracy obtained for certain gestures such as Grab is mainly
due to the great confusion with Pinch gesture. By analyzing
their sequences, we find that the algorithms of the hand pose
perform well the 3D join estimation. However, we observe that
these gestures are very similar and difficult to distinguish even
by the human eye. The main difference between them is the
hand movement amplitude and our approach does not take this
characteristic into account.
With a final accuracy of 86.86% obtained on DHG-14
dataset, we noticed that the recognition of dynamic hand ges-
tures is still challenging. The recognition system has to deal
with the considerable differences between gestures performed
by different people, resulting in a challenging heterogeneity of
the gestures.
Finally, in order to meet the challenge of gesture recogni-
tion when performed with different numbers of fingers existing
in the DHG-28 dataset, we consider the hand gestures to be-
long to 28 classes related to the gesture and the way it has been
performed (with one finger or the whole hand). The resulting
confusion matrix is shown in Fig. 12. Using our approach, we
obtain an accuracy of 84.22%. As shown in Table 8, by multi-
plying the number of classes by two, we lose 2.64% accuracy.
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Fig. 12: The confusion matrix obtained by the proposed approach for the DHG-28 dataset. The gestures annotated (1) and (2) were performed respectively using
one finger and with the whole hand.
The impact of using a Temporal Pyramid, a Fisher Vector and
their combinations in our processing pipeline are also measured
and evaluation results of the DHG-14 dataset are shown in Ta-
ble 5. We note that using SVM directly on features requires the
descriptor to have a fixed size. Indeed, we use a linear inter-
polation to resize the sequence dimension to 35 frames which
is the average number of frame of the sequences in the DHG
dataset. Obtained results show that adding the FV representa-
tion increases the accuracy by 2.87%. The temporal informa-
tion is very important because it encodes the dynamics of the
gesture. Taking this into account in our pipeline – by adding
the Temporal Pyramid step – increases the final accuracy by
7.10%.
4.4.2. Handicraft-Gesture dataset
To evaluate our approach on the Handicraft-Gesture dataset,
we follow the experimental protocol proposed by Lu et al. [15],
Table 5: Recognition accuracies obtained on the DHG-14 gesture dataset fol-
lowing different pipeline configurations.
Pipeline Accuracy (%)
Features + SVM 76.89
Features + FV + SVM 79.76
Features + TP + FV + SVM 86.86
i.e. Leave-One-Subject-Out cross-validation. They compute
several features based on palm direction, palm normal, finger-
tip positions, and palm center position. For the classification
of temporal sequences they use a Hidden Conditional Neural
Field classifier. In Table 6 shows an increase in hand gesture
recognition accuracy by 2.11% using our approach.
In order to investigate the impact of each of our descrip-
tors (direction, rotation and SoCJ) on the Handicraft-Gesture
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Table 6: Recognition accuracies obtained on the Handicraft-Gesture dataset.
Method Accuracy (%)
Lu et al. [15] 95.00
Ours 97.11
Table 7: Recognition accuracies obtained on the Handicraft-Gesture for each
descriptor of our approach.
Features Accuracy (%)
Direction 71.66
Rotation 62.67
SoCJ 92.35
SoCJ + Direction + Rotation 97.11
dataset, Table 7 presents the accuracy obtained using each of
those descriptors independently and by concatenating them in
only one descriptor. The direction and the rotation of the hand
through the movement gave us fair results, respectively 71.66%
and 62.67%. However, the score increases to 92.35% using
only the SoCJ descriptor. In particular, pottery skills require
fine hand gestures which do not contain a lot of motion infor-
mation, such as the fine gestures of the DHG dataset. These
gestures are better described by the hand shape variation, so,
that is the reason why the SoCJ will be considered as the most
effective feature.
We also note that, as shown in Table 4, combining the
descriptors leads to a significant gain in performance. This
combination is more useful for the DHG dataset than for the
Handicraft-Gesture dataset where adding the motion features
improves the recognition rate by only 4.76%. That is explained
by the nature of the gestures included in the datasets. The DHG
dataset is more heterogeneous as it also contains coarse ges-
tures for which our motion features are important. In fact, both
coarse and fine gestures are useful in a human-computer inter-
face. Future gesture recognition algorithms will have to take
this difference into account.
4.4.3. Pre-segmented sequences of NVIDIA dataset
To evaluate our approach on the challenging NVIDIA dataset
[18], we use the Ge et al. hand pose estimator [10] which gives
the best recognition accuracy on DHG-14 dataset (see Table 2).
We performed the hand region-of-interested extraction step us-
ing the same algorithm proposed by [22, 10]. The extracted 3D
joint positions of hand from depth images are used as input for
our gesture recognition method. Following the same protocol
proposed in [18], we randomly split the data by subject into
training (70%) and test (30%) sets, resulting in 1050 training
and 482 test videos. When considering the pre-segmented se-
quences of the dataset, our approach obtain an accuracy of 74%.
First, with such a recognition accuracy, we went beyond the
two handcrafted methods [24, 47] which extract descriptors on
the sequence of depth images and obtained respectively 36.3%
and 70.7%. Second, deep learning methods outperformed re-
cent results in many domains in computer vision. Following
this statement, 3D convolutional layers presented in [39, 18]
show particularly reliable accuracies on the task of 3D hand
gesture recognition, obtaining, respectively, 78.8% and 80.3%
accuracy. Finally, in addition to the recognition challenges, the
NVIDIA dataset [18] has been created to study the detection of
gestures. Indeed, an unsegmented stream of gestures contains a
lot of unwanted and meaningless hand motions that do not be-
long to none of the gesture categories. A prior gesture detection
is required before the recognition process.
4.4.4. Comparison with state-of-the-art methods
We compare our approach with four state-of-the-art methods
on the DHG dataset. We chose two depth-based descriptors:
HOG2 proposed by Ohn-Bar et al. [23] and HON4D proposed
by Oreifej et al. [26]. We also compare our approach to a
skeleton-based method proposed by Devanne et al. [4] show-
ing a good accuracy for human action recognition. Devanne’s
approach is based on a similarity metric of human trajectories
using the shape of 3D body skeleton in a Riemannian mani-
fold. Finally, we compare the hand shape descriptor SoCJ with
a similar state-of-the-art feature called Skeletal Quad defined
by Evangelidis et al. [7]. The publicly available source codes
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of these methods are used in our experiments.
For the two depth-based descriptors [23, 26], pre-processing
steps on the depth sequences are needed. First, using a suitable
threshold, we clean the image by removing the background and
the body of the subject keeping only the region-of-interest of
the hand. Then, we crop the size of the images by removing
all regions where the hand does not appear along the sequence.
For the HON4D method, we choose a spatio-temporal grid of
size 5 × 5 × 3 since it gives the best accuracy. For Evangelidis
et al. method [7], in order to properly compare the hand shape
descriptors, we use our approach by swapping our SoCJ de-
scriptor with the Skeletal Quad one while keeping the rotation
and direction features.
Table 8 analyzes the results obtained by the methods cited
previously using 14 and 28 gestures on the DHG dataset. We
note that our approach outperformed, with an accuracy of
86.86%, the two depth-based descriptors showing the promis-
ing direction of using skeletal data for hand gesture recognition.
The accuracy of the action recognition method [4] applied for
3D hand joints trajectories obtained a score of 76.61% of recog-
nition. It shows that an action recognition approach is unsuit-
able for hand gesture recognition as hand trajectories are not
distinctive features for different gestures.
Table 8: accuracy comparison 14 / 28 gestures for the DHG dataset.
Method 14 gestures (%) 28 gestures (%)
Ohn-Bar et al. [23] 81.85 76.53
Oreifej et al. [26] 75.53 74.03
Devanne et al. [4] 76.61 62.00
Evangelidis et al. [7] 84.50 79.43
Xu et al. [46] 50.32 30.85
Ours 86.86 84.22
When we apply these methods on 28 classes, the HOG2 de-
scriptor [23], which had a good result on 14 gestures, obtains
76.53% of accuracy. The depth-based methods do not han-
dle enough hand shape information to deal with the challenge
of classifying hand gestures performed with different numbers
of fingers. We note that Devanne’s approach loses 14.61% of
recognition rate on this experiment showing that the method, if
it gives good result on action recognition dataset, it is unsuitable
for fine and dynamic hand gesture recognition.
Evangelidis et al. [7] propose a local body skeleton descrip-
tor that encodes the relative position of joint quadruples. It re-
quires a Similarity Normalization Transform (SNT) that leads
to a compact (6D) view-invariant skeletal feature, referred to as
Skeletal Quad. Because of the SNT, their descriptor takes more
computation time and is less suitable for hand shape descrip-
tion as they lost information about the distance between joints.
The accuracy of the DHG-28 dataset using their hand shape de-
scriptor decreases by 4% compared to the SoCJ descriptor on
this task.
Xu et al. [46] propose a method to recognize dynamic hand
gestures (Arabic numbers from 0 to 9) using Leap Motion con-
troller. They use only the three-dimensional space trajectories
of the palm position, from which they construct their features as
a vector of 81 items representing the orientation angles, the rel-
ative direction angles and the distance between the starting and
the end point of the gesture sequence. The elements of the fea-
ture vector are sorted according to two criteria: the amplitude
of the variation and the appearance of the features. A multi-
class SVM classifier with RBF kernel is then used to perform
the recognition after a training phase. The results obtained by
this method on the DHG-14 dataset show the insufficiency of
3D-trajectory of palm joint to characterize our heterogeneous
gestures. Only 50.32% of 14 gestures are correctly recognized,
with an accuracy of 63.17% for coarse gestures versus 27.20%
for fine gestures. This insufficiency is due to the type of the ges-
tures performed with important variations of both hand motion
and shape. It is interesting to note that with an accuracy around
63%, Xu et al.’s descriptor [46] shows a performance compara-
ble to our SOCJ descriptor alone for coarse gestures, but it fails
with fine gestures giving only an accuracy of 30% compared to
67.84% obtained with SOCJ. Finally, their approach encounters
difficulties to discriminate the same gestures made by a finger
or by the whole hand, where the overall accuracy drops from
50% for 14 gestures to 30% for 28 gestures.
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Table 9: accuracy comparison coarse / fine gestures for the DHG-14 dataset.
Method Coarses (%) Fines (%)
Ohn-Bar et al. [23] 86.00 71.60
Oreifej et al. [26] 83.88 60.50
Devanne et al. [4] 86.61 58.60
Evangelidis et al. [7] 92.22 70.62
Xu et al. [46] 63.17 27.20
Our approach 93.77 74.43
In Table 9, we investigate the impact of the different meth-
ods on the fine and coarse gestures separately. We remind that
coarse gestures are defined by the motion of the hand in space
and fine gestures are more perceptible by the variation of the
hand shape along the sequence. The statement of a need of pre-
cision in the field of dynamic hand gesture recognition is also
shown in this experiment. Except for the HOG2 descriptor [23],
if [26] and [4] give honorable results in the task of coarse ges-
ture classification, they show a lack of precision generating a
recognition rate below 61% when trying to classify fine ges-
tures. If our approach gives the best results with 74.43% of
correctly labeled fine gestures, we note it also needs improve-
ments.
4.5. Latency Analysis and Computation Time
For many applications, making a potentially unreliable
forced decision based on partial available frames is a real chal-
lenge. The goal of the following experiments is to automatically
determine when a sufficient number of frames are observed to
provide a reliable recognition of the occurring gesture, hence
the term low-latency recognition. The latency can be defined as
the time lapse between the moment when a sequence is given
to the algorithm and the instant when the system recognizes the
performed gesture. We will study two characteristics: compu-
tational and observational latency. The computational latency
is the time the system takes to perform the recognition process.
The observational latency represents the percentage of a contin-
uous gesture needed by a system in order to perform its recog-
nition.
4.5.1. Computational latency
The computational time is a very important characteristic of
a hand gesture recognition algorithm as it should be working in
real time for some HCI applications. We evaluate the compu-
tational latency of our approach on the DHG-14 dataset, using
a MATLAB implementation with an Intel Xeon CPU E3 3.40
GHz and 8 GB RAM. Since the proposed approach is based
only on skeletal joint coordinates, it is simple to calculate and it
needs only a small computation time. Table 10 reports the mini-
mum, average and maximum computation time for each step of
our approach. For the whole recognition process, the average
computation time is 0.2502s for a sequence of 35 frames. This
time makes our approach suitable for real-time recognition. We
note that 88.49% of this time is taken by the classification pro-
cess.
4.5.2. Observational latency
To analyze the observational latency of our approach, we
show how the accuracy depends on the percentage of the se-
quence we currently have. New recognition rates are computed
by processing only a percentage of the sequence. In each case,
we cut the training sequences into shorter ones to create a new
training set. During the classification step, we also cut the test
sequences to the corresponding length and apply our method
with the same learning protocol Leave-One-Subject-Out cross
validation. Fig. 13 shows the observational latency of our ap-
proach on the DHG-14 and the Handycraft dataset. We see that
accuracy close to the maximum is obtained using 60% on the
sequences on both datasets. In other words, the evaluations in
terms of latency have revealed the efficiency of our approach for
rapid gesture recognition. It is possible to recognize a gesture
from DHG-14 dataset composed of 50 frames up to 80.82%
seeing only 30 frames (versus 86.86% using all the frames).
Thus, our approach can be used for interactive systems, no-
tably, in entertainment applications to resolve the problem of
lag and improve some gesture-based games. This shows that
the computational latency can be masked by the observational
latency in the cases where sequences are nearly twice as long
as the computational latency.
17
Table 10: Computation time in second for each step of our approach on the DHG-14 dataset. We note that some steps are dependent of the size of the sequence. We
report the time for the smallest sequence (N f = 8), the mean size over all the sequence (N f = 35) and the biggest sequence (N f = 150).
Step Mins (sec) Averages (sec) Maxs (sec)
Normalization of hand size 0.0038 0.0154 0.0640
Direction descriptor 0.0002 0.0011 0.0045
Rotation descriptor 0.0001 0.0005 0.0026
Registration of the hand 0.0009 0.0038 0.0157
SoCJ descriptor 0.0005 0.0022 0.0089
FV and TP construction 0.0033 0.0058 0.0188
Classification 0.1905 0.2214 0.2150
Total 0.1993 0.2502 0.3295
Fig. 13: Observationnal latency analysis on the DHG-14 and Handicraft-
Gesture datasets. The accuracy of the y-axis is obtained by processing only
the percentage of the sequence shown in the x-axis.
4.6. Online recognition of continuous streams
An unsegmented stream of gestures contains a lot of un-
wanted and meaningless hand motions that do not belong to
none of the gesture categories. First, hand gesture movements
are often composed of three phases: (1) the pre-stroke phase
which occurs before the relevant gesture when the user needs
to put its hand in a starting position. For example, it is the
movement the user performs to move the hand from its restful
position to a place where the camera can see the hand. (2) The
nucleus phase, where the hand gesture is performed and have
meanings. (3) The post-stroke phase, which occurs after the
relevant gesture when the user wants to move back its hand to a
restful position.
Additionally, a stream of gestures contains motions between the
gestures.For example, in a human-computer interface based on
hand gestures in a car scenario, while the user is not perform-
ing a gesture, his hands are still moving to control the vehicle
and, so, contains a lot of parasitical hands motions. A chal-
lenge of online hand gesture recognition is to detect and extract
only hand motions from nucleus phases in order to improve the
gesture recognition accuracy.
4.6.1. Extension of our approach to the online scenario
In real applications, we do not have information about when
and where the hand gesture is going to be performed. Neverova
et al. [21] added a binary classification phase before the classi-
fication process using {gesture, no gesture} labels. Following
this reasoning, we propose to learn a prior light binary classifier
trained with the same feature vector proposed in our approach,
to perform a gesture localization task before the final classifi-
cation. Contrary to Neverova et al.’s frame-based method, we
employ a temporal sliding window on which our feature vector
will be computed to feed the binary classifier. If the localization
stage classifies a current sliding window as gesture, it is fed to
the final classification phase, it is rejected otherwise.
4.6.2. Gesture detection from NVIDIA dataset
The NVIDIA dataset [18] has been captured following a
human-computer interaction based on hand gestures in a car
scenario. While the user is not performing a gesture, its
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hands still move to control the vehicle and, so, is highly
suitable to study gesture detection. The ground-truth anno-
tations of the NVIDIA dataset provide additional informa-
tions about the nucleus locations. We use the nucleus anno-
tations as a ground truth following a binary categorical variable
{gesture, no gesture}, to learn our prior binary classifier, cho-
sen here as a linear SVM. In practice, we experimented candi-
date windows of different size 20, 30 and 40 frames, by sliding
the window in step of 50% of its size. To measure the perfor-
mance, we compute the average precision score as in [25] con-
sidering a detection as correct when it overlaps by at least 20%
with a ground truth annotation. On the task of window-wise bi-
nary classification following labels {gesture, no gesture}, our
localization phase has obtained an accuracy of 85.45% with
windows of size 20 sliding in step of 10 frames, following
the same protocol as in [18]. This accuracy reveals that some
sequence windows, which are nucleus phases in certain ges-
ture sequences are detected as No-gesture, which are then com-
pletely rejected before the gesture recognition phase. Further-
more, the detected sequences as Gesture may contain false pos-
itive ones
4.6.3. Online recognition from NVIDIA dataset
The gesture localization phase allows the elimination of the
no gesture} portions, and consequently to detect the isolated
gestures which will form the entry of the final multi-class clas-
sifier. We compare in Table 11 our approach to two handcrafted
methods (HOG+HOG2 [24] and Super Normal Vector (SNV)
[47]) and two deep learning methods (C3D [39] and R3DCNN
[18]). Molchanov et al. [18] used a recurrent layer after a
3D convolution in order to model the global temporal infor-
mation. To tackle the detection challenges, they used a Con-
nectionist Temporal Classification (CTC) loss function to dis-
tinguish unwanted and meaningful hand motions and, so, to
detect gestures along the stream. It must be noticed that we
show results obtained by the state-of-the-art methods using only
the depth information. Despite a moderate gesture detection
phases (85.45%), we went through the entire recognition pro-
cess. Compared to our previous results in Section 4.4.3, we
Table 11: Comparison of our method to the state-of-the-art methods on depth
images of the NVIDIA Dynamic Hand Gestures dataset. HC: Hand-Crafted,
DL: Deep Learning
Method Type Data Acc. (%)
HOG+HOG2 [24] HC Depth 36.3
SNV [47] HC Depth 70.7
C3D [39] DL Depth 78.8
R3DCNN [18] DL Depth 80.3
Ours (online) HC 3D Hand Skeletal 78.0
Ours + manual detection HC 3D Hand Skeletal 83.3
obtain an overall recognition accuracy of 78.0% comparable to
those obtained by the deep learning method C3D [39], on the
NVIDIA dataset. The recognition accuracies per class of ges-
ture obtained by our approach and by the R3DCNN method
[18] are also presented in Fig. 14. The first observation is that
static gestures (e.g. Show up one, two or three fingers (12 -
14), or yet closing the hand twice (23), Ok sign (24) and Thumb
up (25)) show accuracy higher than 80%. An other interest-
ing statement is that Swipe up, Swipe 2 Fingers Left and Right
gestures (3, 5 and 6) reach accuracies higher than 80%. While
Swipe Right and Down gestures (2 and 4) show weak results, re-
spectively, 65% and 49%. Different phases of inverse gestures
contain high similarities, which leads to false positive detec-
tions. Indeed, some sequence windows, which belong to either
No-gesture or pre-stroke (or post-stroke) phases in certain ges-
ture sequences, were detected in this case as nucleus phase, be-
fore being sent to the gesture recognition phase. For example,
the pre-stroke phase of a Swipe left gesture consists in moving
the hand to the right so that the camera is able to see the entire
gesture. However, this movement to the right can be seen as
a Swipe right gesture nucleus by the localization algorithm and
not as a pre-stroke phase of a Swipe left gesture. This may partly
explains the low accuracy of 65% obtained for Swipe Right ges-
ture. Despite the overall superiority of the R3DCNN method,
our approach provided more accurate recognition accuracy for
eight gestures: hand up (69% to 85%), two fingers left (68% to
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Fig. 14: Comparison of recognition accuracies per class of gestures on the NVIDIA Dynamic Hand Gestures dataset. The corresponding class labels are given in
the Subsection 4.1.3
83%), two fingers down (65% to 94%), showing one (65% to
90%) or two (66% to 90%) fingers, one (63% to 74%) or two
(74% to 100%) fingers forward , ”OK” sign (73% to 96%). It
is interesting to note that the R3DCNN method outperformed
our approach mostly on gestures with an open hand and where
the gesture can be described mainly by the movement in space.
In contrast, our method surpasses the recognition of same ges-
ture types performed with a different number of fingers. In Fig.
14, we show accuracies obtained by our method with a prior
manual gesture detection step compared to manual detection in
addition to R3DCNN methods. The manual detection experi-
ment consists of providing the ground truth of nucleus to our
multi-class classifier. This experiment reveals that the detec-
tion step for hand gesture recognition is essential as it improves
our previous result on presegmented streams presented in Fig.
9 by 3.57%. However, there is room to improve the effective-
ness of gesture detection phase as shown from Fig. 14, where a
recognition of 83.3% can be reached with a manual detection of
gesture. Moreover, the R3DCNN presented in [39] is composed
of a large neural network with more than 70 million parameters.
They use a NVIDIA DIGITS DevBox with four Titan X GPUs
to train and predict a new incoming gesture. Currently, this
configuration, imposing constraints in terms of computational
resources, is not always available and therefore not necessar-
ily suitable for real applications. Comparatively, with a single
stream of skeletal data, minimal preprocessing, limited mem-
ory, little parameter tuning and without any data augmentation,
we have obtained promising results with our approach.
5. Conclusion
In this work, we explore a way to classify dynamic hand ges-
tures using hand skeletal representation. We proposed a method
using three gestural features representing the hand shape and
the motion information computed on these new data in addition
to a temporal encoding of the gesture dynamics. The evalua-
tion of our approach shows a promising way to perform hand
gesture recognition with a skeletal-based approach. Experi-
ments are carried out on three hand gesture datasets, contain-
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ing a set of fine and coarse heterogeneous gestures captured
in different scenarios. Furthermore, the evaluation of our ap-
proach in terms of latency demonstrates improvements for a
low-latency hand gesture recognition systems, where an early
recognition is needed. Comparative results with state-of-the-art
methods demonstrate that our approach outperforms existing
handcrafted depth-based approaches. In the future, we plan to
focus on neural networks (LSTM, HCNF, CNN, etc.) in order
to better represent the complex dynamic and temporal informa-
tion of a hand gesture. Gesture detection phase in on-line sce-
nario could also be improved for more efficient early gesture
recognition.
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