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a b s t r a c t
We examine competitive location problems where two competitors serve a good to users
located in a network. Users decide for one of the competitors based on the distance induced
by an underlying tree graph. The competitors place their server sequentially into the
network. The goal of each competitor is tomaximize his benefit which depends on the total
user demand served. Typical competitive location problems include the (1, X1)-medianoid,
the (1, 1)-centroid, and the Stackelberg location problem.
An additional relaxation parameter introduces a robustness of the model against small
changes in distance. We introduce monotonous gain functions as a general framework to
describe the above competitive location problems as well as several problems from the
area of voting location such as Simpson, Condorcet, security, and plurality.
In this paper we provide a linear running time algorithm for determining an absolute
solution in a tree where competitors are allowed to place on nodes or on inner points.
Furthermore we discuss the application of our approach to the discrete case.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and preliminaries
Location theory deals with problems of optimally placing facilities to serve the individual demands of a given set of
users. Many problems in that area consider the case where one monopolistic provider places all of the facilities. In contrast,
competitive location investigates scenarios where two (ormore) providers place their facilities and users can decide between
the providers. It is assumed that all competitors provide the same type of good or service, hence the user preference can be
expressed solely in terms of distance to the locations of the servers.
In our scenario the universe is modeled by a tree graph with weighted edges inducing distances. Weighted nodes of the
tree represent users and their demand which is to be served by the competitors.
The benefit of each competitor is measured by the size of his party, i.e., the total demand (or weight) of the users
connecting to the competitor. The providers act in a non-cooperative way and only aim at maximizing their own benefit.
In the competitive location scenario investigated here, two competitors, called leader and follower, sequentially place one
server each. Once the leader has chosen his position, the follower is able to determine an optimal location. Hence the
follower’s reaction is predictable, which the leader can take into account when he makes the initial decision.
Similar questions arise in voting location problems on graphs. Here a set of users is asked to decide between two
candidates by means of an election, while the user preference is determined by graph distances. Interesting solutions are
particularly stable candidates, i.e., where there is no strong party of users who agree in preferring the same opposition over
that candidate. It turns out that finding an optimal leader in competitive location is closely related to finding a most stable
candidate in voting location.
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Campos andMoreno [2] introduced a relaxation parameter α into the voting scenariowhich specifies a grade of reluctance
of users againstmoving over to the opposition: a user votes for the opposition only if this underbids the distance to the leader
candidate by at least α. This relaxation parameter can also be interpreted in a competitive scenario known as mill pricing:
here the two competitors sell the good at a fixed price specific to this competitor and the individual user costs are determined
by the sum of the distance and the service price of the server connected to. The relaxation parameter α is closely related to
the difference of the fixed service prices.
The paper is organized as follows: Below we introduce monotonous gain functions as a general model to uniformly
describe several competitive and voting location problems. In Section 2 we state a linear time algorithm to compute an
optimal placement of the follower, given a fixed leader position. Albeit finding an optimal location for the leader seems to
be significantly harder at first glance, we are able to develop in Section 3 an algorithm which has also linear running time
and hence is asymptotically optimal. Section 4 discusses differences between absolute and discrete placement, i.e., when the
competitors are allowed to be located on inner points or on nodes only, respectively.
1.1. Problem formulation
Consider a tree T = (V , E)with a positive edgeweight function d: E → Q+ denoting the length of each edge. A point x on
an edge e = (u, v) is determined by the distance 0 ≤ d(u, x) ≤ d(u, v) and satisfies the invariant d(u, x)+d(x, v) = d(u, v).
For a tree T (or an edge e) we use T (or e) to denote both the tree (or the edge) and the set of all of its points, as the meaning
will be clear from the context. This induces a distance function d: T × T → Q+0 on the set of all points.
The input instance of the problem under investigation is given as a tree T0 = (V , E)with edge lengths d: E → Q+. Non-
negative node weights w: V → Q+0 specify the demand of individual user nodes. (Without loss of generality we assume
that there are no zero weight nodes of degree 1 or 2.) A non-negative number α ∈ Q+0 is used as a parameter to describe the
users’ tolerance against small differences in distances. The definition of relaxed user preference follows the work of Campos
and Moreno [2,3].
Definition 1.1 (Relaxed User Preference). A user u prefers point x over point y, denoted by x≺u y, if
d(u, x) < d(u, y)− α.
The user u is undecided, x∼u y, if |d(u, x)− d(u, y)| ≤ α.
We use the following notation: The set of users preferring x over y is denoted by U(x ≺ y) := {u ∈ V | x≺u y } and called
the x-party. We usew(x ≺ y) := w(U(x ≺ y)) to denote its weight. Similar notations apply to the set U(x ∼ y) of undecided
users and the y-party U(y ≺ x).
Based on the above defined relaxed user preference, Campos andMoreno investigate in [2] theα-Simpson andα-security
problem. In this paper we introduce the notion of monotonous gain functions which handles those problems in a more
general framework.
A gain function Φ: T × T → Q maps a point pair (y, x) to the value Φ(y, x) (written as Φ(y ≺ x) in the sequel) which
measures in some sense the influence of a follower point y after leader point x has already been placed into the graph. There
is a natural monotonicity requirement which relates the influence of the follower to theweights of the parties:Φ should not
decrease if wemove the points x, y in such a way that the follower influencew(y ≺ x) increases and/or the leader influence
w(x ≺ y) decreases.
Definition 1.2 (Monotonous Gain Function). A gain function Φ: T × T → Q is called monotonous, if there is a function
ϕ:Q× Q→ Q such that
1. Φ(y ≺ x) = ϕ(w(y ≺ x), w(x ≺ y)) for all points x, y ∈ T
2. ϕ is monotonously increasing in the first parameter and monotonously decreasing in the second parameter
3. ϕ can be evaluated in constant time.
It will turn out later that property 1 implies that the value of Φ only depends on the total weight of subtrees. Notice that
the requirement 3 can also be achieved after a preprocessing phase which itself may need more than O(1) time.
Given a gain function, the notions absolute score and absolute solution are defined as follows:
Definition 1.3 (Absolute Φ-Score and Witness of a Point). For any monotonous gain function Φ , the absolute Φ-score of a




Any point y ∈ T whereΦ(y ≺ x) = Φ(x) is called aΦ-witness (or witness for short) of leader x.
Definition 1.4 (AbsoluteΦ-Score andΦ-Solution of a Tree). The absoluteΦ-score of a tree is defined as
Φ∗ := min
point x∈T Φ(x).
An absoluteΦ-solution of a tree is a point x ∈ T withΦ(x) = Φ∗.
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Fig. 1. Example where median {m}, relaxed strong1 security solution {u} and relaxed Simpson solution {v} are unique and pairwise different. The edge
lengths are 1, the indifference parameter is α = 4.
Discrete Φ-score, discrete Φ-solution, and discrete witness are defined as above, where x, y ∈ V are restricted to nodes of
the input tree.
There are several problems known in literature [2,3] which can be modeled by means of particular monotonous gain
functions Γ ,∆,Σ:
Γ (y ≺ x) := w(y ≺ x) (α-Simpson)
∆(y ≺ x) := w(y ≺ x)− w(x ≺ y) (α-security)
Σ(y ≺ x) := w(y ≺ x)+ 1
2
w(x ∼ y) (α-Stackelberg).
In the definition of the Simpson score Γ (x) of a point x only voters against x are taken into account while all undecided
users are actually treated as if they voted for x. This can pretend a high stability of a solution which does not actually exist.
The security score∆(x) is a way to deal with this situation as only the difference between decided users is respected.
We make use of the following notation: The number of nodes and edges of the input tree is denoted by n := |V | and
m := |E|, respectively. By Tu(v) we denote the subtree below node v (including v as its root) when the tree is rooted at u,
and bywu(v) its weight. This notation is easily extended to the case where u or v are points, namely by temporarily adding
a new node at the position of the point. The (closed) α-ball around point x is the point set Sα(x) := {y ∈ T | d(x, y) ≤ α }.
1.2. Related work and contribution of this paper
The absolute Simpson and Stackelberg problems in the case α = 0 have been investigated in the framework of single
voting location problems in [8]: For general graphs there are no fast algorithms known albeit the fact that the problems are
polynomial time solvable. If the underlying graph is a tree, the problems become equivalent to theweightedmedian problem
which can be solved in linear time on a tree [5]. This equivalence is no longer true (see Fig. 1 for an example) if we turn over
to the relaxed user preference model (i.e., α > 0) which has been introduced in [2] and further investigated in [10].
We remark that in the terminology of [6] (which only applies to the case α = 0) aΓ -witness is called a (1, X1)-medianoid
while a Γ -solution is called a (1, 1)-centroid.
We briefly report previous results on relaxed voting and competitive location problems on trees: In [4] Pérez and Pelegrín
investigate the problem of determining the set of all absolute Stackelberg solutions with parametric prices (akin to α-
Simpson problem) of a tree. The running time of their algorithm is O(n3 log n). In [10] an O(n log n) algorithm for computing
all discrete α-Simpson solutions of a tree is provided.
In this paper we investigate the problem of computing the Φ-score of a tree (or an arbitrary element of the set of all
Φ-solutions) where Φ is an arbitrary monotonous gain function. In the absolute case (Sections 2 and 3) we develop an
algorithm with optimal running time O(n). The approach is then applied to the discrete case (Section 4) where it yields an
algorithm with running time O(n (log n)2).
Computing the set of all absolute Φ-solutions turns out to be of different complexity depending on the type of the
monotonous gain function [11]: If the function is leader-independent (e.g. the Simpson problem) the problem can be solved
in time O(n), otherwise an O(n log n) algorithm is provided and shown to be optimal.
2. Relaxed absolute score of a point
We first investigate the problem of computing the relaxedΦ-score of a leader point x in a tree. Consider the case where
two points x, y are given. By definition the three sets U(x ≺ y), U(x ∼ y), and U(y ≺ x) form a partition of the tree T . We
show in the following lemma that each of the three sets is actually a connected subtree (in the case d(x, y) ≤ α the sets
U(x ≺ y) and U(y ≺ x) are empty as all users are undecided). Confer Fig. 2.
Lemma 2.1 (Front Nodes). Let x, y ∈ T be points such that d(x, y) > α and P be the shortest node terminated path containing
P(x, y) as a subpath. Then there are nodes x˜, y˜ on P such that U(x ≺ y) = Ty˜(x˜) and U(y ≺ x) = Tx˜(y˜).
The nodes x˜, y˜ are called front nodes. These nodes are of special importance since they completely characterize the above
mentioned partition of the tree, from which the desired valueΦ(y ≺ x) can be derived. We remark that x˜ = x or y˜ = y can
occur. It is even possible that x 6∈ Ty˜(x˜) or y 6∈ Tx˜(y˜) (confer Fig. 3).
1 A strong solution excludes the slightly pathological case of all users being undecided. See Definition 5.2.
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Fig. 2. Any tree is partitioned in x-party, y-party, and the set of undecided users. Each of the three parties induces a subtree unless it is empty. Notice that
x, y do not necessarily fall into their respective party if they are inner points of edges.
Fig. 3. Characterization of front nodes if y is an α-neighbor of x.
Proof of Lemma 2.1. Let x0 be the end node of the path P enclosing P(x, y) which is closer to x than to y. For any node z,
let the projection of z be the node z¯ on P where d(z, z¯) is minimal. Since d(z, x)− d(z, y) = d(z¯, x)− d(z¯, y) it follows that
preferences x≺z y and x≺z¯ y are identical. Choose node x˜ ∈ P such that x≺x˜ y and d(x0, x˜) is maximal. Then the nodes on
path P which prefer x are exactly those on the subpath P(x0, x˜). If v ∈ T is an arbitrary node, then x≺v y if and only if its
projection v¯ prefers x, i.e., v¯ ∈ P(x0, x˜). This is equivalent with v ∈ Ty(x˜) = Ty˜(x˜). The situation for y˜ is symmetric. 
Consider that a leader x is fixed and a follower y moves in the tree approaching the leader. As long as d(x, y) > α, the
movement of y can affect the weights of the parties in two ways: The influence w(y ≺ x) of the follower can increase
(e. g. when y reaches a user node) or the influence w(x ≺ y) of the leader can decrease (e. g. when y reaches a position
in distance d(y, u) = α of a node u member of the leader party, thus turning u into an undecided node). By monotonicity
propertyΦ increases with decreasing d(x, y); however when the distance reaches α all users become suddenly undecided.
Hence a local maximum of Φ(y ≺ x) is attained when the follower has reached a distance d(x, y) ‘‘slightly larger than α’’.
More formally this means that all inner nodes on the path P(x, y) are part of the intersection Sα(x) ∩ Sα(y) of the α-balls
around x and y (observe that any user within an α-ball either belongs to party of its center or is undecided); in other words
if there is no longer a node u on the path P(x, y) such that 0 < d(x, u) < d(x, y) − α or α < d(x, u) < d(x, y). To this end
we define
ε(x) := min({d(x, u), d(x, u)− α | u ∈ V } ∩ Q+)
and observe that a point y in distance d(x, y) = α + ε(x) satisfies the above condition.
Definition 2.2 (α-Neighborhood). Let x be a leader point. Any point y with d(x, y) = α + ε(x) is called an α-neighbor of x.
The set of all α-neighbors of x is denoted by Nα(x).
We remark that the auxiliary definition of ε(x) helps us construct a well-defined and finite set of α-neighbors for the
purpose of theoretical investigations. Later in Lemma 2.4 we will give a simple characterization of front nodes which avoids
an explicit calculation of α-neighbors.
An alternative way to define the user preference (cf. Definition 1.1) would be to set x≺u y : ⇐⇒ d(u, x) ≤ d(u, y)− α.
This would slightly simplify the definition of the α-neighborhood with the drawback that there were no longer a fixed α to
model the unrelaxed case.
From the above observations we can conclude that in order to compute Φ(x) it suffices to consider nodes y in the α-
neighborhood of x:
Lemma 2.3 (Witness). For each leader x there is a witness y ∈ Nα(x) ∪ {x}.
Proof. Let y′ be a follower node such thatΦ(x) = Φ(y′ ≺ x). If d(x, y′) ≤ α, then all nodes are undecided, i.e., U(y′ ∼ x) =
V . Since also U(x ∼ x) = V we can concludeΦ(x ≺ x) = Φ(y′ ≺ x) = Φ(x) and hence x itself is a witness.
If d(x, y′) > α, then consider the α-neighbor y of x on path P(x, y′). Obviously, w(y ≺ x) ≥ w(y′ ≺ x) and
w(x ≺ y) ≤ w(x ≺ y′). Thus by monotonicity of Φ we have Φ(y ≺ x) ≥ Φ(y′ ≺ x). Since Φ(y′ ≺ x) was maximal
this showsΦ(y ≺ x) = Φ(x). 
Consider a pair (x, y) of leader and follower. Once the pair (x˜, y˜) of associated front nodes is known, the value Φ(y ≺
x) = ϕ(wx˜(y˜), wy˜(x˜)) can be easily computed as it only depends on the weights of the subtrees hanging from the front
nodes. For the sake of easier presentation we write ϕ(y, x) := ϕ(wx(y), wy(x)) in the sequel. If we assume that the weights
of all possible subtrees {Tu(v), Tv(u) | (u, v) ∈ E } have already been computed as a preprocessing step (which needs two
depth first search traversals and therefore runs in O(n)) the function value Φ(y ≺ x) = ϕ(y˜, x˜) can be evaluated in O(1)
when the front nodes (x˜, y˜) are known. The following lemma provides how front nodes can be constructed (see Fig. 3 for an
illustration).
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Fig. 4. Example for collapsing subtrees outside of the α-ball. If x is optimal in the left tree then it remains so in the right.
Fig. 5. Example of a terminal tree with terminals u, v.
Lemma 2.4 (Characterization of Front Nodes). Let x be a candidate point and y be an α-neighbor of x. Then the front nodes x˜, y˜
are characterized as: The path P(x˜, y˜) is the shortest node terminated path which contains P(x, y) as a subpath.
Proof. Consider an arbitrary node z and its projection z¯ onto P(x˜, y˜). If z¯ is an inner node on P(x˜, y˜), it is undecided by
definition. Otherwise, z is part of one of the subtrees Tx˜(y˜) or Ty˜(x˜) and clearly prefers x or y, respectively. 
Wenow argue that during the process of determining front nodes it is not necessary to actually execute a computation of
α-neighbors using the above outlined ε(x) function. Observe that for a given point x, any edge (u, v) contains an α-neighbor
of x if and only if d(x, u) ≤ α < d(x, v); if that condition is met, v is the desired front node. Obviously the set of all front
nodes can be enumerated by a simple depth first search traversal starting at x.
Theorem 2.5 (AbsoluteΦ-Score of a Point). The absolute scoreΦ(x) of a point x can be computed in time O(n) on a tree for all
monotonous gain functions Φ . 
3. Relaxed absolute score of a tree
In this sectionwe develop an algorithmwhich computes the absoluteΦ-score of a tree in linear time for anymonotonous
gain functionΦ . The rough idea of the algorithm is tomaintain a leader treewhich is always a subtree of the input tree and is
guaranteed to contain aΦ-solution, i.e., an optimal placement for the leader. The leader tree is initializedwith the input tree
and iteratively decreased during the execution of the algorithm. When the number of remaining nodes has reached O(1),
the iteration stops and a solution can be found and output in constant time.
Consider a point x with a witness y as drawn in Fig. 4. The value Φ(x) depends only on wx(y) and wy(x) and hence does
not change when the subtree below y is collapsed; other subtrees can even be replaced by one single node located at the
border of the α-ball. On the other hand the valueΦ(x)may change if nodes outside of the α-ball were basically removed.
Therefore during the process of decreasing the leader tree as described above we cannot simply delete uninteresting
nodes from the current tree. However the example in Fig. 4 suggests that it is possible to maintain a more sparse version of
the input tree which essentially keeps aggregated weights in certain nodes organized in so called follower trees. This way we
can guarantee the invariant that each point with minimum Φ-score in the current leader tree has also minimum Φ-score
in the initial tree and both scores are identical.
The actual data structure employed by the algorithm is called a terminal tree and defined as follows (see Fig. 5 for an
illustration):
Definition 3.1 (Terminal Tree). A terminal tree is a tree T = (V , E) with two distinguished nodes u, v ∈ V , called the
terminals. The maximal subtree of T containing both terminals as leaves is called the leader tree. The trees Fu := Tv(u)
and Fv := Tu(v) are called follower trees.
The linear running time is achieved since first each iteration takes a time linear in the size of the current tree and secondly
that size decreases bounded from above by a falling geometric sequence during all iterations. To this end we employ two
procedures (confer Fig. 6): procedureHalveLeader reduces the size of the leader tree by identifying new terminals and thus
moving some nodes from the leader tree into the follower trees. Procedure HalveFollower discards nodes from a follower
tree, maintaining the weights accordingly.
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Fig. 6. (a) Current terminal tree, follower trees shaded gray. (b) Terminal tree after HalveLeader. (c) Terminal tree after HalveFollower (discard near).
(d) Terminal tree after HalveFollower (discard far).
3.1. Sparsen the leader tree
The first ingredient is a subroutine which decreases the size of the leader tree by almost half of the nodes contained.
Before we describe the algorithm we formulate a technical property: If we have identified a witness y of a point x which
lies outside the α-ball (such that the case of all users being undecided is excluded), then in order to find optimal points it
suffices to narrow the search on the subtree hanging from x in the direction of the witness y.
Let x be a node or point in a tree T (if x is not a node then add it to the node set). Let y 6= x be another point. The
y-component of T at x, denoted by Cx(y), is the subtree induced by the node set (V − Ty(x)) ∪ x.
Lemma 3.2 (Guide Rule). Let T be a tree, x ∈ T be a point in the tree, and y ∈ T be a witness of x where y 6∈ Sα(x). If there is an
x′ ∈ T withΦ(x′) < Φ(x) then x′ ∈ Cx(y). If on the other hand x is a witness of itself, thenΦ(x) = Φ∗.
Proof. Let x′ ∈ Ty(x) be an arbitrary point. Then Φ(x′) ≥ Φ(y ≺ x′) ≥ Φ(y ≺ x) = Φ(x) by the monotonicity of Φ . On
the second claim observe that if x is a witness of itself then all nodes are undecided, thus Φ(x) = Φ(x ≺ x) = ϕ(0, 0).
Moreover, ϕ(0, 0) = Φ(x′ ≺ x′) ≤ Φ(x′) for all other points x′, henceΦ(x) is optimal. 
As a consequence of the guide rule, if x is a point and y 6∈ Sα(x) a witness, then we can narrow the search for points with
optimalΦ-score to the component Cx(y).
An x-split of T is the collection {Cx(y) | y ∈ N(x) } of components induced by the neighborhood of x. For a finite set S
of points of tree T the S-split is declared by the result of iteratively splitting at all x ∈ S. Observe that any S-split forms a
partition of the edge set of the tree T , and nodes of S always appear as leaves in the resulting subtrees. We call a node set S
to be a valid split if none of the resulting subtrees contains more than two nodes of S.
A valid split set is helpful for the development of a divide and conquer algorithm: given a current leader tree and a valid
split set, any of the generated subtrees can serve as a new leader tree since it is surrounded by atmost two split nodes which
can be used to define a new terminal tree. (If such a subtree contains only one split node then choose an arbitrary leaf as the
second terminal.)
Consider the current leader tree L with terminals u, v (and ignore the follower trees). Let m be an unweighted median
node of L and letm′ be the projection ofm onto the path P(u, v) (confer Fig. 8). Now it is easy to see that {u, v,m,m′} forms
a valid split set and (by the properties of an unweightedmedian [5]) each of the generated subtrees consists of nomore than
1
2 |L| + 1 nodes.
Consider that y, y′ are witnesses and α-neighbors of m,m′, respectively. From the guide rule we deduce that a point x
with minimumΦ-score in L (i. e.,Φ(x) = minz∈LΦ(z)) must lie in the intersection of the components, i.e., the subtree
L′ := Cm(y) ∩ Cm′(y′) ∩ L. (1)
This is exactly one of the subtrees generated by the valid split set.
Lemma 3.3 (Halve Leader Tree). Let T be a terminal tree with leader tree L. Then we can identify in linear time O(|T |) a new
leader tree L′ ⊆ L of size |L′| ≤ 12 |L| + 1 which satisfiesminx∈L′ Φ(x) = minx∈LΦ(x).
Proof. We claim that the algorithm HalveLeader depicted in Fig. 7 performs the desired construction. The correctness of
the algorithm is an immediate consequence of the fact that we restrict the leader set according to the guide rule. For the
bound on the running time it suffices to observe that the unweighted median can be determined in linear time employing
Goldman’s algorithm [5]. 
Wepoint out that the size of the current tree T is not changed by an execution of algorithmHalveLeader since it basically
shifts nodes from the leader tree into the follower trees.
The above algorithm is repeated iteratively on the current terminal tree until its leader tree consists only of a single edge.
At this time we know that there is a point on that edge being aΦ-solution. This situation is dealt with in the sequel.
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Fig. 7. Algorithm HalveLeader.
Fig. 8. Example of the execution of HalveLeader algorithm. Left: start of phase with the leader tree separated by a valid split set {u, v,m,m′}; Right:
possible states at end of phase. The shaded areas depict the follower trees.
3.2. Finding an optimum on a single remaining edge
Wenow investigate the casewherewe have identified (e.g. by iteration of algorithmHalveLeader) a single edge carrying
the desired point ofminimumΦ-score.We reduce this case to a computation of an optimal point in amodified tree. Observe
that the functionΦ(·) is piece-wise constant on any edge. To this end, we identify the set of critical points on the remaining
edge e = (u, v), i.e., those points where the value of Φ can change. Clearly, this set of critical points includes points with a
distance of exactly α to a node of T . Let
X := {point x ∈ e | d(x, z) = α for some node z ∈ V } ∪ {u, v}
be a set of points on e. We sort point set X such that for X = {x0, . . . , xk} we have x0 = u, xk = v, and d(u, xi) < d(u, xi+1)
for all i. Notice that |X | ≤ n+ 2.
We claim that there are no more critical points on the edge e; in detail, the value of Φ is constant on each of the open
intervals (xi, xi+1). This follows from applying Lemma 2.4: For any two inner points x′, x′′ of the same interval, the sets of
edges which α-neighbors of x′ and x′′ lie on are identical. Moreover, also the sets of corresponding front nodes coincide.
Hence the user preferences and finally theΦ-scores must be the same.
As a result, the problem of finding an optimal solution within all points of a single edge has been reduced to finding an
optimal solution on a discrete set of nodes.
3.3. A first O(n log n) algorithm
We compute the absolute Φ-score of a tree in two phases: Start with the input tree T0 and choose two arbitrary leaves
as terminals. This defines T0 to be the initial leader tree. Execute algorithm HalveLeader repeatedly until the current leader
tree consists of exactly two nodes connected by one edge. Lemma 3.3 guarantees that this edge always contains an optimal
leader point.
At begin of phase 2 determine the set of critical points as outlined in the previous section. Add this set as real nodes on
the edge. Now continue iteratingHalveLeader until we terminate again with a subedge, at which time an optimal point has
been found.
Lemma 3.4. An absoluteΦ-solution can be found in time O(n log n) in a tree for all monotonous gain functions Φ . 
We are going to improve this result in the sequel by developing an algorithm with linear running time.
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Fig. 9. Illustration of the sets used in the construction.
3.4. Sparsen the follower tree
We now describe an operation which discards nodes in the follower tree. As motivated above we require the terminal
tree to reflect the actual Φ-scores at least for those nodes in the leader tree. In contrast to the operation HalveLeader
described in the preceding section, the new operation HalveFollower must take special care during removal of nodes, as
theΦ-score of a leader node can decreasewhen itswitness happens to reside in the follower tree and is selected for removal.
The desired invariant is formalized by the notion ofΦ-equivalence. In this section we use subscript notationΦT and ϕT (y, x)
to denote the scores in a tree T , when the underlying function ϕ mentioned in Definition 1.2 is fixed. Recall that the latter is
an abbreviation ϕT (y, x) := ϕ(wx(y), wy(x)), where the subtree weights wx(y) and wy(x) are computed with respect to T .
NotationΦ and ϕ(y, x)without subscripts denotes the values in the input tree T0.
Definition 3.5 (Φ-Equivalent Terminal Tree). Let T be a terminal tree such that its leader tree L is a subtree of the input tree
T0. Tree T is calledΦ-equivalent to T0 if
(i) ΦT (x) ≥ ΦT0(x) for all points x ∈ L and
(ii) minx∈LΦT (x) = Φ∗T0 .
Let T be a terminal tree with leader tree L and assume that it is Φ-equivalent to input tree T0. A point x∗ ∈ L with
ΦT (x∗) = minx∈LΦT (x) is called an L-optimum. Each L-optimum in the current tree is also an optimal point in the original
tree T0 with respect toΦT0 . (Notice that the converse does not hold in general.) Moreover, the set of L-optima induces always
a connected subtree which is a consequence of the guide rule (Lemma 3.2) since any inner point of a path never has a Φ-
score larger than that of any endpoint of the path. To find an optimum placement for the leader (with respect to the original
tree) it thus suffices to restrict the view to the current leader tree L.
The main purpose of the follower tree is to collect nodes removed from the leader tree which may be needed to furnish
certain nodes of the leader tree with a suitable witness in order to prevent that theirΦ-score decreases. To this end it is not
required that the follower trees be actually subtrees of T0 and in fact their structure can be completely different from that
of the corresponding part of the input tree.
Lemma 3.6. Let x ∈ L be a point in the leader tree, F be one of the follower trees, F ′ := F − Sα(x), and y ∈ F ′ chosen such that
wx(y) is maximal. Thenmaxy′∈F ′ Φ(y′ ≺ x) = ϕ(y, x).
Proof. Let y∗ ∈ F ′ be an α-neighbor of x which attains maxy′∈F ′ Φ(y′ ≺ x). Let y˜ be the front node of the follower party
U(y∗ ≺ x). From Lemmas 2.1 and 2.4 we deduce that Φ(y∗ ≺ x) = ϕ(y˜, x). Let y be chosen as stated above, and let y′′ be
the α-neighbor of x on the path P(x, y). ThenΦ(y∗ ≺ x) ≥ Φ(y′′ ≺ x) = ϕ(y′′, x) ≥ ϕ(y, x) by monotonicity. Furthermore,
ϕ(y, x) ≥ ϕ(y˜, x) = Φ(y∗ ≺ x) since ywas chosen maximal and the subtrees Ty(x) and Ty˜(x) are identical; here we exploit
the fact that y, y˜ are part of the same follower tree. 
From this statement we can learn that property (i) ofΦ-equivalence is tantamount to the property that the weight of the
heaviest subtree with distance at least α to a given point x ∈ L is never decreased by a sparsening modification made to the
follower trees during our algorithm.
In the sequel we describe a linear time operation which halves the size of a follower tree but does not affect the Φ-
equivalence of the current terminal tree T . To this end let T be the current terminal tree, L be its leader tree, u be one of its
terminals, and δ > 0 be an arbitrary number specifying a distance. As previously stated Fu denotes the follower tree incident
with terminal u. We define subsets F+, F− ⊆ Fu of far and near points (cf. Fig. 9) by
F+ := {y ∈ Fu | d(u, y) ≥ δ } and F− := {y ∈ Fu | d(u, y) ≤ δ }.
Wewill later choose δ as the median of the distances of all nodes of the follower tree to its terminal and this way divide the
set of follower nodes in two almost equal sized parts, V ∩ F+ and V ∩ F−. (It is guaranteed in particular that both F+ and F−
are nonempty.)
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Fig. 10. Algorithm HalveFollower.
Fig. 11. Algorithm DiscardFar to discard most nodes in F+ .
Fig. 12. Algorithm DiscardNear to discard most nodes in F− .
Themain idea is to reduce the size of the follower tree by essentially discarding either the nodes in F+ or in F− from it. To
this end we employ two subroutines DiscardFar (see Fig. 11) and DiscardNear (see Fig. 12) which discard the nodes (and
incident edges) in F− or F+, respectively, while taking further care that theΦ-scores of leader points do not decrease which
is a main ingredient to maintain the Φ-equivalence property. For technical reasons the algorithms do not use the infinite
point sets F−, F+ but similarly defined node sets F˜−, F˜+ (confer Step 3 in Fig. 10).
We first determine a point h ∈ F+ with d(u, h) = δ such thatwu(h) is maximal. This defines a partition
L− := {x ∈ L | d(h, x) > α }
L= := {x ∈ L | d(h, x) = α }
L+ := {x ∈ L | d(h, x) < α }.
The following lemma states that always one of the operations DiscardFar or DiscardNear can be applied while
maintaining theΦ-equivalence.
Lemma 3.7 (DiscardFar). The execution of DiscardFar does not decrease the Φ-score of points in L+ and leaves the Φ-score
of points in L− ∪ L= unchanged.
Proof. Let T be the current terminal tree and T ′ be the new terminal tree after the execution of DiscardFar. Observe that
for any point y the execution of the algorithm leaves all weightswx(y) unchanged as long as y is not removed.
Consider a point x ∈ L+ with a witness y. If y 6∈ F+ thenΦ(x) does not change. Assume y ∈ F+. If y lies within Sα(x) then
ΦT ′(x) ≥ ΦT ′(x ≺ x) = ΦT (x ≺ x) = ΦT (x). Otherwise wemay assume that y is an α-neighbor of x. ThenΦT (x) = ϕT (y, x).
Since in tree T we have wx(y) ≤ wx(h′) we can conclude ϕT (y, x) ≤ ϕT (h′, x) which equals ϕT ′(h′, x) since we only collect
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the weight of the subtree in the node h′. For dT ′(x, h′) > α (confer Step 5 in DiscardFar) by Lemma 3.6 there must be a
y′ ∈ T ′ such thatΦT ′(y′ ≺ x) ≥ ϕT ′(h′, x). ClearlyΦT ′(x) ≥ ΦT ′(y′ ≺ x)which finally showsΦT ′(x) ≥ ΦT (x).
It remains to show that ΦT ′(x) = ΦT (x) for all x ∈ L− ∪ L=. At first consider x ∈ L= and let y′ be its witness in T ′. If y′ ∈
T − F+ then the claim follows from the above stated observation that the weights of subtrees are never changed. Otherwise
by construction of T ′ the point ymust lie on the new edge incident with h′. Hence ΦT ′(y′ ≺ x) = ϕT ′(h′, x) = ϕT (h′, x). By
Lemma 3.6 this equalsΦT (x).
The arguments for x ∈ L− are similar with h′ replaced by hwhich concludes the proof. 
Lemma 3.8 (DiscardNear). The execution of DiscardNear does not decrease theΦ-score of points in L− and leaves theΦ-score
of points in L= ∪ L+ unchanged.
Proof. Let T be the current terminal tree and T ′ be the new terminal tree after the execution of DiscardNear. Observe that
for any x ∈ L and y 6= h the execution of the algorithm leaves all weights wx(y) and distances d(u, y) unchanged as long as
y is not removed.
Consider a point x ∈ L− with a witness y. If y 6∈ F− then Φ(x) does not change. Assume y ∈ F− − u. Clearly
wx(y) ≤ w(Fu − u). On the other handwx(h) = w(Fu − u) in T ′ and henceΦT (x) = ϕ(y, x) ≤ ϕ(h, x) ≤ ΦT ′(x).
Now assume that x ∈ L= ∪ L+ and y is a witness of x. If y ∈ F− then d(x, y) ≤ α and hence also x is a witness of itself.
The case y ∈ F+ − F− is trivial due to the above observation. 
The preceding lemmas show that both discard operations are suited to maintain property (i) in the definition of Φ-
equivalence. However we do not know so far whether the L-optimum is contained in L+ or L= or L− and hence which
operation to apply. The following lemma states a criterion to distinguish those cases.
Lemma 3.9 (Φ-Equivalence). Let T be a terminal tree which is Φ-equivalent to the input tree T0. If there is an x ∈ L= which
has a witness y ∈ Th(x) then T remains Φ-equivalent after the execution of DiscardFar. Otherwise, if such an x does not exist,
DiscardNearmaintainsΦ-equivalence.
Proof. Assume there are x ∈ L= and y ∈ Th(x) as stated. Due to the guide rule the subtree Th(x) contains an L-optimum. On
the other hand Th(x) is contained in L− ∪ L=. Then the claim follows immediately from Lemma 3.7.
Otherwise, if there is no such x, then L=∪L+must contain an L-optimum: Let x′ be a point in L− and x be the closest point
in L=. Then Φ(x′) ≥ Φ(x) by the guide rule, since the witness of x lies outside of Th(x). The claim follows from Lemma 3.8.

A straightforward implementation of a test which distinguishes both cases of the above lemma would be too expensive:
L=might containΘ(n)manypoints, and for each point determining awitness needs a linear time depth first search traversal.
We will now describe a faster test routine with overall running time O(n) and establish that this is still correct. The test
traverses for each point x ∈ L= only the subtree Th(x) and determines a ‘‘quasi-witness’’ of x local to this tree. Since all those
trees are node disjoint, the linear running time is obvious.
Definition 3.10 (Quasi-Witness). Let x ∈ L=. An α-neighbor y ∈ Th(x) is called a quasi-witness of x ifΦ(y ≺ x) is maximum
under all points in Th(x). The set Xq consists of all points in L= which have quasi-witnesses and Yq is a set which contains for
each x ∈ Xq an arbitrary representative quasi-witness.
Observe that the set Xq and a corresponding set Yq can be computed in O(n).
Lemma 3.11 (Test Criterion). Assume that L= ∪ L+ 6= ∅ contains no L-optimum. Then there is an xc ∈ Xq with quasi-witness
yc ∈ Yq such that all L-optima are contained in Th(xc). Moreover, (xc, yc) is the only pair (x, y) with x ∈ Xq and corresponding
quasi-witness y ∈ Yq such that
ϕ(y, x) = max
y′∈Yq
ϕ(y′, x). (2)
With the help of Lemma 3.11 we are able to formulate the algorithm HalveFollower (cf. Fig. 10). It remains to describe
how Step 8 of that algorithm is carried out. We first determine y1, y2 ∈ Yq such that the weightswh(y1), wh(y2) are the two
heaviest ones. Let x1, x2 be the corresponding points in Xq. For each x ∈ Xq, in order to examine if the pair (x, y) satisfies
condition (2) we only need to compare ϕ(y1, x) with ϕ(y, x) (with the exception of the case x = x1 where we compare
ϕ(y2, x)with ϕ(y, x) instead).
Proof of Lemma 3.11. If L=∪L+ contains no L-optimum then all L-optima are contained in one single subtree Th(x) for some
x ∈ L=. Clearly x has no witness outside of Th(x) by the guide rule (Lemma 3.2). Since x ∈ L= ∪ L+ and x is not an L-optimum
by premise, x cannot be a witness of itself; therefore we can assume the witness to be an α-neighbor. We can conclude that
x ∈ Xq and that the corresponding quasi-witness y ∈ Yq is in fact a proper witness.
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Consider x′ ∈ Xq− x and let y′ ∈ Yq−y be the corresponding quasi-witness. Let y′′ be an α-neighbor of x on path P(x, y′).
Then Φ(y′′ ≺ x) < Φ(y ≺ x) for otherwise Th(x) could not contain points with Φ-scores strictly smaller than Φ(x) by the
guide rule. Since
ϕ(y, x′) ≥ ϕ(y, x) = Φ(y ≺ x) > Φ(y′′ ≺ x) = ϕ(y′′, x) ≥ ϕ(y′, x) ≥ ϕ(y′, x′)
we can conclude ϕ(y, x) > ϕ(y′, x) and ϕ(y, x′) > ϕ(y′, x′). This completes the proof. 
Lemma 3.12 (Halve Follower Tree). Let T be a terminal treeΦ-equivalent to the input tree T0, let Fu be its follower tree. Then the
algorithmHalveFollower constructs a follower tree F ′u with size |F ′u| ≤ 12 |Fu|+2 such that replacing Fu by F ′u does not invalidate
theΦ-equivalence of T . The running time is O(|T |).
Proof. At first consider the case where Xq is not empty and the condition in Step 9 is met. By the guide rule Th(xc) and
therefore L− ∪ L= contains an L-optimum and by Lemma 3.7 the invocation of DiscardFarmaintainsΦ-equivalence.
Now assume that Xq 6= ∅ but the condition in Step 9 is not satisfied, i.e., S contains at least two pairs or Th(xc) contains
no witness of xc. By Lemma 3.11 L= ∪ L+ contains an L-optimum which allows the execution of DiscardNear in Step 13.
It remains to consider the case Xq = ∅. Then either L= ∪ L+ is empty and δ > α; in this case DiscardFar is applicable.
Otherwise by Lemma 3.11 L= ∪ L+ must contain an L-optimum and DiscardFarmaintainsΦ-equivalence.
The claim on the running time of the algorithm is clear since the computation of the median in line 3 can be carried out
in linear time with the well known median-of-medians algorithm [1]. 
3.5. The main algorithm
Wenowdescribe themain algorithm. During the execution the algorithmmaintains a current terminal tree T with leader
tree L, terminals u, v, and follower trees Fu, Fv . The terminal tree is initialized with the input tree T0 and two arbitrary leaves
playing the role of the terminals (thus initially the leader tree L is identical with T0 and the follower trees are empty).
Iteratively the algorithm determines a maximum among the sizes |L|, |Fu|, |Fv| (ties are broken with a preference for a
follower tree) and halves that component using one of the subroutines HalveFollower or HalveLeader described above.
The algorithm ends at last when the size of T falls below 6 (then neither the leader tree nor the follower tree can further
be reduced by the subroutines) at which time the L-optimum solution in the resulting leader tree can be determined in
constant time using the algorithm from Section 3.3. The correctness of this algorithm follows from Lemmas 3.12 and 3.3.
We now analyze the running time. To this end we subdivide the sequence of iterations into phases; each operation
HalveFollower terminates a current phase. Let ni denote the size of the terminal tree after the ith phase. Observe that
HalveLeader does not change the terminal tree’s total size. If HalveFollower is executed this is because there is a follower
tree of size f ≥ 13ni; the resulting size f ′ satisfies f ′ ≤ 12 f +2. Hence we can deduce that ni+1 ≤ 56ni+2 for all i. Moreover in
each phase we can have at most two calls to HalveLeader before an HalveFollwer intervenes. Therefore the running time
of phase i is linear in O(ni−1). Since the sequence (ni)i is bounded from above by a geometrically decreasing sequence this
yields an overall linear running time:
Theorem 3.13 (Absolute Φ-Solution of a Tree). For all monotonous gain functions an absolute Φ-solution can be found in time
O(n) in a tree with n nodes.
Corollary 3.14. An absolute Simpson, security, or Stackelberg solution in a tree can be computed in linear time. 
4. Discussion of the relaxed discrete score
In this section we are investigating the problem of computing a discreteΦ-score, i.e., the case where leader and follower
are restricted to place on nodes of the tree only. It turns out that in many aspects the problem is similar to the absolute case
discussed above so that it suffices to report the main differences here.
The first difference affects the definition of the α-neighborhood.
Definition 4.1 (α-Neighborhood). Let x ∈ V be a leader node. A node y ∈ V is called an α-neighbor of x if it is the only node
on the path P(x, y)whose distance to x is strictly greater than α. The set of all α-neighbors of x is denoted by Nα(x).
It is easy to see that we still can assume without loss of generality that for a leader x a witness can always be found in the
set Nα(x) ∪ {x} (cf. Lemma 2.3).
A consequence of α-neighbors being nodes only is that the distance from a leader to its witness can actually exceed α by
far. In this case the leader party grows in direction to the witness and the front node is no longer necessarily in the vicinity
of the leader.
Theorem 4.2 (Characterization of Front Nodes). Let x be a leader node and y be an α-neighbor of x. Then the front node x˜ is
the d(x,y)+α2 -neighbor of y on P(x, y), and the front node y˜ is y itself.
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Proof. As in the proof of Lemma 2.1 we only consider projections of nodes on P(x, y). A node z ∈ P(x, y) prefers x if and
only if
d(z, y)− d(z, x) > α ⇐⇒ 2 · d(z, y)− d(x, y) > α ⇐⇒ d(z, y) > d(x, y)+ α
2
.
The node z on P(x, y) which satisfies this condition and maximizes d(x, z) is the front node x˜. Since it simultaneously
minimizes d(z, y), it is the d(x,y)+α2 -neighbor of y on the path.
The remaining claim, y˜ = y, is clear since y is chosen to be an α-neighbor of x. 
To determine all α-neighbors of x, we perform a depth first search traversal from x and maintain distances d(x, y) to the
root where y is the currently traversed node. If y is an α-neighbor, the corresponding front node x˜ can be found as follows:
Let x = v0, v1, . . . , vk = y be the path of nodes on the stackwhen the depth first search traversal arrives at the α-neighbor y.
Then x˜ = viwhere i is themaximum index such that d(vi, x) < (d(x, y)−α)/2. This node can be found inO(log k) ⊆ O(log n)
by binary search in the array (vi)i.
Theorem 4.3 (DiscreteΦ-Score of a Node). For a given node x, the discrete scoreΦ(x) can be computed in time O(n log n) on a
tree for all monotonous gain functions. 
Observe that a guide rule (confer Lemma 3.2) holds similarly in the discrete case with the only difference that the
operation HalveLeader takes now O(n log n) time. This yields the following result:
Theorem 4.4 (DiscreteΦ-Solution of a Tree). A discreteΦ-solution can be computed in O(n (log n)2) on a tree for allmonotonous
gain functions. 
5. Further remarks
In the original model of [8] (this is the unrelaxed scenario, i.e., α = 0) it has been shown that on a tree the absolute
Simpson solution, the absolute security solution, and the absolute Stackelberg solution all coincidewith the absolutemedian
and hence can be computed in linear time [5]. In fact this result can be extended to any monotonous gain function:
Theorem 5.1. If α = 0, for any monotonous gain functionΦ the absolute weighted median of a tree is always aΦ-solution.
Proof. Letm be the weighted median with witness y, and x 6= m. Then









≤ Φ(m ≺ x) ≤ Φ(x)
which follows from the property that the weight of any subtree of the forest T −m is at most 12w(T ). 
In contrast to that we have given in Fig. 1 an example which demonstrates that in the case α > 0 all those solutions
may actually be disjoint. In the current paper we have provided an algorithm for these more general problems which still
has linear running time. This leads in particular to linear time algorithms for the relaxed and absolute Simpson, security,
Condorcet, and plurality problems (see [2] for a definition of the latter problems). All of these algorithms compute the
optimal score of the tree and output an arbitrary point (or node) of the solution set. In contrast, computing the set of all
Φ-solutions is more complex in general and has been investigated in [11].
5.1. StrongΦ-solution
Observe that w(y ≺ x) = 0 if and only if d(x, y) ≤ α. In this case the monotonicity property of a gain function requires
that Φ(y ≺ x) equals the same constant Φ0 for all pairs (x, y) with distance at most α. The relation Φ(x ≺ x) = Φ0 thus
establishes a lower bound on Φ(x) for each point x. However the value Φ0 ∈ Q is not uniquely determined and can in fact
be chosen arbitrarily without violating the monotonicity property. One can observe that while the constantΦ0 is decreased
the set ofΦ-solutions shrinks simultaneously.
From a certain point of view the observation that the follower y can always locate at x and enforce the gain Φ(y ≺
x) = Φ(x ≺ x) = Φ0 yields somewhat uninteresting solutions: it provides no further information on the stability of x as
this placement is possible for each point. This suggests to fade out the impact of location duplication and require that the
follower places at a location substantially different from the leader, i.e., in distance larger than α. This is enforced by setting
Φ0 := −∞. The resulting set of solutions is called strong solution set:
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Definition 5.2 (Strong Φ-Solution). Let Φ be a monotonous gain function induced by a function ϕ:Q × Q → Q. Let Φ ′ be
the monotonous gain function defined by
Φ ′(y ≺ x) :=
{
ϕ(w(y ≺ x), w(x ≺ y)) if d(x, y) > α
−∞ otherwise.
Then theΦ ′-solutions are called strong Φ-solutions.
Consider the security score of a tree. It can easily be shown that the security score of a tree is always zero and that the
weighted median of the tree is always a security solution. This is no longer true for the strong security score.
5.2. Relation to Nash solution
A pair (x, y) of points in a graph is called an (absolute) Nash solution if no party can increase its payoff by moving to
another location where the payoff is given asΣ(y ≺ x) [8] (recall from the introductionΣ to denote the Stackelberg score
problem). Formally, the pair (x, y)must satisfy
Σ(y ≺ x) ≥ Σ(y′ ≺ x) and Σ(x ≺ y) ≥ Σ(x′ ≺ y) for all x′, y′.
Obviously these conditions are equivalent toΣ(x) = Σ(y ≺ x) ∧Σ(y) = Σ(x ≺ y), or, in other words, x and y are mutual
witnesses of each other. From Theorem 2.5 it follows that we can decide in time O(n)whether a point pair is a Nash solution.
5.3. Competitor sensitive gain functions
An intrinsic property of the suggestedmodel ofmonotonous gain functions as specified in Definition 1.2 is that the leader
and the follower share the same estimations on the weights of users. An obvious extension of the model is hence to have
two different weight functionswL, wF for the leader and the follower, respectively, and to change Definition 1.2 to
Φ(y ≺ x) := ϕ(wF(y ≺ x), wL(x ≺ y)) (3)
whichwe call a competitor sensitive gain function. Albeit strictly speaking this is not amonotonous gain function it can easily
be seen that the approach outlined in this paper can be adapted to also handle this extended model.
This can be applied to a generalization of the Stackelberg problem. Normally, when a user is undecided, its demand is
split equally amongst the two competing providers [8]. However there can be situations where undecided users split their
demand on a per user basis among the two competitors. This can formally modeled by introducing a function f : V → [0, 1]
which specifies the individual user demand gained by the follower in the case where the user is undecided. (The original
Stackelberg problem is then the special case of f ≡ 12 .) Thus we end up with a gain function
Φ(y ≺ x) := w(y ≺ x)+ (f · w)(y ∼ x). (4)
This can be modeled by a competitor sensitive gain function: to this end define wF := (1 − f ) · w and wL := f · w and
ϕ(µ, ν) := (f · w)(T )+ µ− ν for all µ, ν ∈ Q; it is easy to verify that plugging this into (3) yields (4).
5.4. Conclusions
In this paper we have suggested the model of monotonous gain functions as a general way to describe competitive
and voting location problems which are based on relaxed user preferences. Algorithms with optimal linear running time
have been provided for computing the absolute score of individual points and determining an optimal point in a tree.
For the discrete score, we provide an algorithm with O(n (log n)2) running time to determine an optimal node; it is left
as an open question whether the logarithmic factor is necessary. On general graphs the best known algorithms for the
Simpson problem (which is a special case of the Φ-score problems investigated in the current paper) have running time
O(n4m2 log(nm) logw(G)) in the unrelaxed absolute case [7] and O(n3) in the relaxed discrete case [2]; there are further
indications [10] that the problems are substantially harder on general graphs than on trees.
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