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Abstract
Bapat et al. previously described a class of nonnegative matrices dominated by a nonnegative idempotent
matrix under the minus partial order. In this paper, we improve upon that description by ﬁrst presenting a
more general result that gives the precise structure of nonnegative matrices dominated by a group-monotone
matrix under the minus partial order. As a special case we derive the complete class of nonnegative matrices
dominated by a nonnegative idempotent matrix that includes the class obtained by Bapat et al.
© 2008 Published by Elsevier Inc.
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1. Introduction
Matrix partial orders have proven to be a fruitful area of research. In this paper, our focus is on
the minus partial order studied by several authors [5,10,11,12]. We continue our investigation into
the structure of nonnegative matrices A that are dominated by a given nonnegative λ-monotone
matrixB under theminus partial order. The present paper studies the case whenB is a nonnegative
matrix that possesses a nonnegative group inverse. In [1], Bapat et al. considered the case when
the matrix B is an idempotent matrix.
We provide necessary and sufﬁcient conditions for a nonnegative matrix A dominated by a
nonnegative matrix B that has a nonnegative group inverse (Theorem 3.1). In the special case
∗ Corresponding author.
E-mail addresses: blackwood@math.ohiou.edu (B. Blackwood), jain@ohio.edu (S.K. Jain).
0024-3795/$ - see front matter ( 2008 Published by Elsevier Inc.
doi:10.1016/j.laa.2008.07.011
122 B. Blackwood, S.K. Jain / Linear Algebra and its Applications 430 (2009) 121–132
when B is an idempotent matrix, Theorem 4.1 provides an explicit description of the class of
nonnegative matrices A dominated by a nonnegative idempotent matrix B.
For some applications of decompositions of nonnegative matrices, one may refer to the fol-
lowing recent papers: [6,9].
2. Definitions and preliminary results
In this paper, all matrices have real entries. A matrix A = [aij ] is nonnegative if aij  0 for
all i, j which is denoted A  0. Likewise, A = [aij ] is positive if aij > 0 for all i, j which is
written A > 0. The transpose of A is denoted by AT.
Let A be an m × n matrix. Consider the following equations: (1) AXA = A, (2) XAX = X,
(3) (AX)T = AX, (4) (XA)T = XA and (5)AX = XAwhereX is an n × mmatrix. For a matrix
A and a non-empty subset λ of {1,2,3,4,5}, X is called a λ-inverse of A if X satisﬁes equations
(i) for i ∈ λ. A {1}-inverse of A will be written as A−. The system of equations (1), (2) and
(5) has a unique solution X, called the group inverse of A, if and only if rank(A) = rank(A2).
The group inverse of A is denoted by A#. A matrix A is group monotone if A# exists and is
nonnegative.
A matrix J is a direct sum of matrices J1, . . . , Jr , written J = J1 ⊕ · · · ⊕ Jr , if
J =
⎡
⎢⎢⎢⎢⎣
J1 0 · · · 0
0 J2
. . .
...
...
. . .
. . . 0
0 · · · 0 Jr
⎤
⎥⎥⎥⎥⎦ .
If A,B are m × n matrices then we say that A is dominated by B in the minus partial order,
written A − B, if rankB = rank A + rank(B − A). Theorem 2.1 will provide us with several
equivalent statements.
We begin by stating some of the known facts and preliminary results that are referred to
throughout the paper.
Theorem 2.1 [10, Lemma 1.2]. Let A and B be m × n matrices. Then the following conditions
are equivalent:
1. A − B.
2. There exists a {1}-inverse A− of A such that (B − A)A− = 0 and A−(B − A) = 0.
3. Every {1}-inverse of B is a {1}-inverse of A.
4. Every {1}-inverse B− of B satisﬁes AB−(B − A) = 0 and (B − A)B−A = 0. In other
words, the parallel sum of A and B − A is the zero matrix.
Theorem 2.2 [4, Theorem 2]. If E is a nonnegative idempotent matrix of rank r, then there exists
a permutation matrix P such that
PEP T =
⎡
⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
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where the diagonal blocks are square; J is a direct sum of matrices xiyTi , xi > 0, yi > 0 and
yTi xi = 1, i = 1, 2, . . . , r; and C,D are nonnegative matrices of suitable sizes.
Lemma 2.1 [1, Lemma 3]. Let A,E be n × n matrices such that E2 = E, and suppose that
A − E. Then A is idempotent and AE = A = EA.
The next lemma gives the converse when A is also an idempotent.
Lemma 2.2. Let A and B be n × n idempotent matrices. A − B if and only if AB = A = BA.
Proof. Let A,B be idempotent where AB = A = BA. As A is idempotent, AAA = A2A =
AA = A2 = A so A is its own {1}-inverse. Now by Theorem 2.1, we will prove the
equivalent condition that there exists a {1}-inverse A− of A such that (B − A)A− = 0 and
A−(B − A) = 0 to show that A − B. So choose A = A−. Then (B − A)A− = (B − A)A =
BA − A2 = BA − A = 0 as BA = A. Also A−(B − A) = A(B − A) = AB − A2 =
AB − A = 0 as AB = A. Thus by Theorem 2.1, A − B as required. The converse follows
by the previous lemma. 
Theorem 2.3 [7, Theorem 5.2]. Let A be a nonnegative matrix and let A(1,2) = p(A)  0, where
p(A) = ∑ki=1 αiAmi , αi /= 0, mi  0. Then there exists a permutation matrix P such that
PAP T =
⎡
⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
where C,D are nonnegative matrices of appropriate sizes and J is a direct sum of matrices of
the following types (not necessarily both):
(I) βxyT, where x and y are positive unit vectors with yTx = 1 and β is a positive root of∑k
i=1 αitmi+1 = 1
(II)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 β12x1yT2 0 · · · 0
0 0 β23x2yT3
. . .
...
...
. . .
. . . 0
...
. . . βd−1,dxd−1yTd
βd1xdy
T
1 0 · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where xi ,yi are positive unit vectors of the same order with yTi xi = 1; xi and xj , i /= j are
not necessarily of the same order. The numbers β12, . . . , βd1 are arbitrary positive with
d > 1 and d|mi + 1 for some mi such that the product β12β23 · · ·βd1 is a common root of
the following system of at most d equations in t
∑
d∈0
αit
(mi+1)
d = 1,
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∑
d∈k
αi t
(mi+1−k)
d = 0, k ∈ {1, 2, . . . , d − 1},
where
k = {d : d|mi + 1 − k, d /= 1}, k ∈ {0, 1, . . . , d − 1}
with the understanding that if some k = ∅ then the corresponding equation is absent.
Conversely, suppose we have, for some permutation matrix P
PAP T =
⎡
⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
where C,D are arbitrary nonnegative matrices of appropriate sizes and J is a direct sum of
matrices of the following types (not necessarily both)
(I′) βxyT, β > 0 where x, y are positive vectors with yTx = 1,
(II′)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 β12x1yT2 0 · · · 0
0 0 β23x2yT3
. . .
...
...
. . .
. . . 0
...
. . . βd−1,dxd−1yTd
βd1xdy
T
1 0 · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where βij  0, xi and yi are positive vectors with yTi xi = 1. Then A(1,2)  0 and is equal
to some polynomial in A with scalar coefﬁcients.
3. Group-monotone matrices
Theorem 3.1. LetA,B ben × nnonnegativematrices such thatB#  0, rank B = r and rank A =
s, s  r. Then A − B if and only if there exists a permutation matrix P such that
PBP T =
⎡
⎢⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎥⎦ and PAP T =
⎡
⎢⎢⎢⎣
A11 A11D 0 0
0 0 0 0
CA11 CA11D 0 0
0 0 0 0
⎤
⎥⎥⎥⎦ ,
where C,D are nonnegative matrices of appropriate sizes and J is a direct sum of the following
types (not necessarily both):
(I) βxyT, where x and y are positive unit vectors with yTx = 1, β > 0,
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(II)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 β12x1yT2 0 · · · 0
0 0 β23x2yT3
. . .
...
...
. . .
. . . 0
...
. . . βd−1,dxd−1yTd
βd1xdy
T
1 0 · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
with βij > 0 where xi ,yi are positive unit vectors of the same order with yTi xi = 1; xi and xj ,
i /= j are not necessarily of the same order and
A11 =
⎡
⎢⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
α11 α12 · · · α1r
...
. . .
...
...
. . .
...
αr1 αr2 · · · αrr
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎥⎦ ,
where αij  0 and A11 − J.
Proof. Let A,B be n × n nonnegative matrices such that rank B = r and rank A = s, s  r . As
B#  0, by Theorem 2.3 [7] there exists a permutation matrix P such that
PBP T =
⎡
⎢⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎥⎦ ,
where J is of type (I) or (II). For any {1}-inverse B− of B, PBP T = PBB−BP T =
PBP TPB−P TPBP T. It is straightforward that
[
J− J−D 0 0
0 0 0 0
CJ− CJ−D 0 0
0 0 0 0
]
is a {1}-inverse of
[
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
]
because J− is a {1}-inverse of J . Furthermore, we choose a {1}-inverse
PB−P T of PBP T as given below:
PB−P T =
⎡
⎢⎢⎣
J− J−D 0 0
0 0 0 0
CJ− CJ−D 0 0
0 0 0 0
⎤
⎥⎥⎦ .
As A − B, by Theorem 2.1 [10], AB−B = AB−A = BB−A = A. Partitioning PAP T in
conformity with PBP T yields
PAP T =
⎡
⎢⎢⎣
A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44
⎤
⎥⎥⎦ .
Now PBB−AP T = PBP TPB−P TPAP T = PAP T gives
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⎡
⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎦
⎡
⎢⎢⎣
J− J−D 0 0
0 0 0 0
CJ− CJ−D 0 0
0 0 0 0
⎤
⎥⎥⎦
⎡
⎢⎢⎣
A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44
⎤
⎥⎥⎦
=
⎡
⎢⎢⎣
JJ−A11 + JJ−DA21 JJ−A12 + JJ−DA22
0 0
CJJ−A11 + CJJ−DA21 CJJ−A12 + CJJ−DA22
0 0
JJ−A13 + JJ−DA23 JJ−A14 + JJ−DA24
0 0
CJJ−A13 + CJJ−DA23 CJJ−A14 + CJJ−DA24
0 0
⎤
⎥⎥⎦
=
⎡
⎢⎢⎣
A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44
⎤
⎥⎥⎦ .
Then it follows that A2j = 0 and A4j = 0 for j = 1, 2, 3, 4.
Similarly, PAB−BP T = PAP TPB−P TPBP T = PAP T gives, Ai3 = 0 and Ai4 = 0 for
i = 1, 2, 3, 4. Thus
PAB−BP T =
⎡
⎢⎢⎣
A11J
−J A11J−JD 0 0
0 0 0 0
A31J
−J A31J−JD 0 0
0 0 0 0
⎤
⎥⎥⎦ and
PBB−AP T =
⎡
⎢⎢⎣
JJ−A11 JJ−A12 0 0
0 0 0 0
CJJ−A11 CJJ−A12 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
where PAB−BP T = PAP T = PBB−AP T.
We will now use the following list (1) of equations to determine PAP T:
A11 = A11J−J = JJ−A11,
A12 = A11J−JD = JJ−A12,
A31 = A31J−J = CJJ−A11,
A32 = A31J−JD = CJJ−A12. (1)
From the relations above,A11 = A11J−J = JJ−A11,A12 = A11D,A31 = CA11, andA32 =
CJJ−A12 = CA11J−JD = CA11D. As a result
PAP T =
⎡
⎢⎢⎣
A11 A11D 0 0
0 0 0 0
CA11 CA11D 0 0
0 0 0 0
⎤
⎥⎥⎦ .
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We claim: A11 − J or equivalently rank(J ) = rank(A11) + rank(J − A11). First note that
rank(J ) = rank(B) = rank(PBP T) and rank(A11) = rank(A) = rank(PAP T) . Because
rank(PBP T) = rank(PAP T) + rank(PBP T − PAP T) it follows that rank(J ) = rank(A11) +
rank(J − A11). Thus we obtain A11 − J .
Recall that A11 = A11J−J = JJ−A11 where J is a direct sum of matrices of type (I) or (II).
Now if J ′ is any type (I) summand of J , then J ′ = βxyT where β is a positive scalar and x, y
are positive unit vectors. Choose (J ′)− = 1
β
xyT. Thus
(J ′)−J ′ =
(
1
β
xyT
)
(βxyT) = xyT = (βxyT)
(
1
β
xyT
)
= J ′(J ′)−.
Now if J ′′ is any type (II) summand of J , then
J
′′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 β12x1yT2 0 · · · 0
0 0 β23x2yT3
. . .
...
...
. . .
. . . 0
...
. . . βd−1,dxd−1yTd
βd1xdy
T
1 0 · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
for some positive integer d . Now
(J
′′
)− =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · · · · 1
βd1
x1y
T
d
1
β12
x2y
T
1 0 0
0 1
β23
x3y
T
2
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1
βd−1,d xdy
T
d−1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Then
(J
′′
)(J
′′
)− =
⎡
⎢⎢⎢⎢⎣
x1y
T
1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xdyTd
⎤
⎥⎥⎥⎥⎦ = (J
′′
)−(J ′′).
Thus
J−J = JJ− =
⎡
⎢⎢⎢⎢⎣
x1y
T
1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xryTr
⎤
⎥⎥⎥⎥⎦
is a block diagonal matrix such that each diagonal block is of rank one where the summands of J
are of types (I), (II), or both. Note that the list of Eq. (1) is valid for any given choice of {1}-inverse
of J . We have chosen J # for J−. Now partition A11 in conformity with J−J = JJ−. So
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A11 =
⎡
⎢⎢⎢⎢⎣
A′11 · · · · · · A′1r
...
. . .
...
...
. . .
...
A′r1 · · · · · · A′rr
⎤
⎥⎥⎥⎥⎦ .
From A11J−J = A11 = JJ−A11, it follows that xiyTi A′ij = A′ij = A′ij xj yTj . Clearly, each
A′ij must be of rank 0 or 1. Now A′ij = xiyTi A′ij xj yTj . Thus, we may write A′ij = αij xiyTj . Hence
A11 =
⎡
⎢⎢⎢⎢⎣
α11x1y
T
1 α12x1y
T
2 · · · α1rx1yTr
α21x2y
T
1
. . .
...
...
. . .
...
αr1xry
T
1 · · · · · · αrrxryTr
⎤
⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
α11 α12 · · · α1r
α21
. . .
...
...
. . .
...
αr1 · · · · · · αrr
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎦ .
The converse is clear. 
The following example demonstrates that when A − B, with B# nonnegative, A# need not be
nonnegative.
Example 3.1. LetB=
[
0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 0
]
andA=
[
0 1 1 0
1 1 0 0
0 0 0 0
0 0 0 0
]
where rank(B)=3and rank(A) =
2. Obviously bothA,B  0. NowB# =
[
0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 0
]
 0.We proceed to show thatA is of the
form stated in the theorem and A − B. There exists a permutation matrix P =
[
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
]
such that
PBP T =
⎡
⎢⎢⎣
0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 0
⎤
⎥⎥⎦ and PAP T =
⎡
⎢⎢⎣
1 1 0 0
1 0 1 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ where C,D = 0,
J =
⎡
⎣0 1 00 0 1
1 0 0
⎤
⎦ is a type (II) matrix
and A11 =
⎡
⎣1 0 00 1 0
0 0 1
⎤
⎦
⎡
⎣1 1 01 0 1
0 0 0
⎤
⎦
⎡
⎣1 0 00 1 0
0 0 1
⎤
⎦ =
⎡
⎣1 1 01 0 1
0 0 0
⎤
⎦ .
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In addition, J − A11 =
[
0 1 0
0 0 1
1 0 0
]
−
[
1 1 0
1 0 1
0 0 0
]
=
[−1 0 0
−1 0 0
1 0 0
]
.
Therefore, rank A11 + rank(J − A11) = 2 + 1 = 3 = rank J. Thus A − B. Furthermore,
rank(A2) = 2 = rank(A) and so A# exists. But A# =
[−1 1 2 0
1 0 −1 0
0 0 0 0
0 0 0 0
]
 0.
4. Idempotent matrices
As a special case of the previous theorem, we provide necessary and sufﬁcient conditions
that give the structure of a nonnegative matrix A satisfying A − B where B is a nonnegative
idempotent. The condition obtained in this situation is simpler to verify.
Theorem 4.1. Let A,B be n × n nonnegative matrices such that B2 = B, rank B = r and
rank A = s. Then A − B if and only if there exists a permutation matrix P such that
PBP T =
⎡
⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎦ and PAP T =
⎡
⎢⎢⎣
A11 A11D 0 0
0 0 0 0
CA11 CA11D 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
where C,D are nonnegative matrices of appropriate sizes and J is a direct sum of matrices xiyTi
where xi, yi are positive unit vectors of the same order with yTi xi = 1; xi and xj , i /= j are not
necessarily of the same order and
A11 =
⎡
⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎦E
⎡
⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎦ ,
where E is a nonnegative idempotent r × r matrix.
Proof. As B  0 and B is idempotent, B is its own group inverse. By assumption A − B and
so by Theorem 3.1
PBP T =
⎡
⎢⎢⎣
J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0
⎤
⎥⎥⎦ and PAP T =
⎡
⎢⎢⎣
A11 A11D 0 0
0 0 0 0
CA11 CA11D 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
where C,D are nonnegative matrices of appropriate sizes and J is a direct sum of matrices xiyTi
where xi, yi are positive unit vectors of the same order with yTi xi = 1; xi and xj , i /= j are not
necessarily of the same order and
A11 =
⎡
⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
α11 α12 · · · α1r
...
. . .
...
...
. . .
...
αr1 αr2 · · · αrr
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎦ .
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As B is idempotent, it follows from Lemma 2.1 that A is idempotent and hence PAP T is idem-
potent. Thus A211 = A11 because PAP T is idempotent. Furthermore, since
⎡
⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
.
.
.
.
.
.
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎦
has a left inverse and
⎡
⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
.
.
.
.
.
.
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎦ has a right inverse
E =
⎡
⎢⎢⎢⎢⎣
α11 α12 · · · α1r
...
. . .
...
...
. . .
...
αr1 αr2 · · · αrr
⎤
⎥⎥⎥⎥⎦
is also an idempotent matrix because yTi xi = 1.
To prove the converse, we ﬁrst show that A11 − J , i.e. rank(J ) = rank(A11) + rank(J −
A11). We have by assumption that rankB = r and rank A = s. It follows that rank PBP T = r
and rank PAP T = s. Now as the rank PBP T is completely determined by J and rank PAP T is
completely determined by A11, rank J = r and rank A11 = s. Now
J − A11 =
⎡
⎢⎢⎢⎢⎢⎣
x1y
T
1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xryTr
⎤
⎥⎥⎥⎥⎥⎦−
⎡
⎢⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎥⎦
× E
⎡
⎢⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎥⎦
−
⎡
⎢⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎥⎦E
⎡
⎢⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎥⎦
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=
⎡
⎢⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎥⎦
× [I − E]
⎡
⎢⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎥⎦ .
Thus rank
⎛
⎜⎜⎝
⎡
⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
.
.
.
.
.
.
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎦[I − E]
⎡
⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
.
.
.
.
.
.
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎦
⎞
⎟⎟⎠  rank([I − E]). But as
⎡
⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎦
× [I − E]
⎡
⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎦ = [I − E],
rank
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
x1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xr
⎤
⎥⎥⎥⎥⎦ [I − E]
⎡
⎢⎢⎢⎢⎣
yT1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 yTr
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠ = rank([I − E]).
Since an idempotent matrix is diagonalizable, there exists an invertible matrix U such that
U−1EU =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · · · · · 0
0
. . .
. . .
...
...
. . . 1 0
...
0 0 0
...
0 · · · · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where there are exactly s 1’s ones along the diagonal as rankE = s. Now U−1[I − E]U = I −
U−1EU . Hence the rank(J − A11) = r − s. Thus rank(J ) = r = s + (r − s) = rank(A11) +
rank(J − A11). This yields A11 − J and hence A − B as required. 
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We present the following example to demonstrate the structure described in the previous
theorem. In this case, B is a doubly stochastic idempotent matrix.
Example 4.1. Let B =
⎡
⎣1 0 0 00 12 12 0
0 12
1
2 0
0 0 0 1
⎤
⎦ and A =
[
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
]
. Clearly A − B. Following
the notation in the theorem P = I . We may express
B =
⎡
⎣x1yT1 0 00 x2yT2 0
0 0 x3yT3
⎤
⎦ =
⎡
⎣x1 0 00 x2 0
0 0 x3
⎤
⎦
⎡
⎣yT1 0 00 yT2 0
0 0 yT3
⎤
⎦
=
⎡
⎢⎢⎢⎢⎣
1 0 0
0 12 0
0 12 0
0 0 1
⎤
⎥⎥⎥⎥⎦
⎡
⎣1 0 0 00 1 1 0
0 0 0 1
⎤
⎦
and clearly A =
⎡
⎢⎣
1 0 0
0 12 0
0 12 0
0 0 1
⎤
⎥⎦[1 0 00 0 0
0 0 1
][
1 0 0 0
0 1 1 0
0 0 0 1
]
, where E =
[
1 0 0
0 0 0
0 0 1
]
is an idempo-
tent.
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