We study the existence and uniqueness of solutions for a nonlinear system of coupled fractional differential equations equipped with nonlocal coupled integro-multistrip-multipoint boundary conditions.
Introduction
Fractional calculus is found to be more practical and effective than the classical calculus in the mathematical modeling of several real world phenomena. The topic of fractional differential equations has evolved as an important and significant area of investigation in view of its numerous applications in viscoelasticity, electroanalytical chemistry, and many physical problems [1] - [4] . In recent years, many works have been devoted to the study of the mathematical aspects of fractional order differential equations. Many advanced and efficient methods have been applied to develop the existence theory for fractional differential equations.
One of the powerful tools for developing the existence crireria for solutions to such equations is based on the fixed point theory. Many authors applied fixed point theorems to establish the existence theory for nonlinear fractional differential equations; for example, see [5] - [13] and the references cited therein.
On the other hand, the coupled systems of nonlinear fractional differential equations also received considerable attention. Such systems appear in various disciplines of applied nature, for instance, see [14, 15] .
The tools of the fixed point theory also played a key role in developing the existence theory for the coupled systems of fractional differential equations [18] - [20] .
In [21] , the authors investigated a coupled system of nonlinear fractional differential equations:
x(t), y(t), D γ y(t)), t ∈ [0, T ], 1 < α ≤ 2, 0 < γ < 1, c D β y(t) = g(t, x(t), D δ x(t), y(t)), t ∈ [0, T ], 1 < β ≤ 2, 0 < δ < 1, equipped with coupled nonlocal and integral boundary conditions of the form: In [22] , the existence of solutions for the following boundary value problem of coupled system of nonlinear fractional differential equations was discussed:
x(t), y(t), c D σ1 y(t)), 1 < q ≤ 2, 0 < σ 1 < 1, t ∈ [0, 1], c D p y(t) = g(t, x(t), c D σ2 x(t), y(t)), 1 < p ≤ 2, 0 < σ 2 < 1, t ∈ [0, 1],
where c D j (j = p, q, σ 1 , σ 2 ) denote the Caputo fractional derivative of order j, f, g : 1] , R) → R are given appropriate functions, a 1 , a 2 , b 1 and b 2 are real constants and α i , β i , i = 1, 2, . . . , m − 2, are positive real constants.
In this paper, we are concerned with existence of solutions for a nonlinear system of coupled fractional differential equations:
subject to integro-multistrip-multipoint boundary conditions:
where D σ , D φ are the standard Riemann-Liouville fractional derivatives of order σ and φ respectively, f, g :
The rest of the paper is organized as follows. In Section 2, we recall some basic definitions of fractional calculus and present an auxiliary lemma, which plays a pivotal role in obtaining the main results presented in Section 3. We also discuss an example for illustration of the existence-uniqueness result.
Preliminaries
First of all, we recall some basic definitions of fractional calculus [2] .
Definition 2.1. The fractional integral of order r with the lower limit zero for a function f is defined as
provided the right hand-side is point-wise defined on [0, ∞), where Γ(·) is the gamma function, which is defined by Γ(r) = ∞ 0 t r−1 e −t dt.
Definition 2.2. The Riemann-Liouville fractional derivative of order r > 0, n − 1 < r < n, n ∈ N, is defined as
where the function f has absolutely continuous derivatives upto order (n − 1).
The following lemma is of great importance in the proof of our main results. and
Then the solution of the linear fractional differential system
supplemented with the boundary conditions (1.2) is equivalent to the system of integral equations
Proof. As argued in [2] , the general solution of the equations D σ x(t) = h(t), n − 1 < σ < n and D φ y(t) = k(t), m − 1 < φ < m, can be written as
where b i , i = 1, 2, . . . , n, and d j , j = 1, . . . , m are arbitrary constants. Using the conditions x ( i ) (0) = 0, i = 0, 1, 2, . . . , n − 2, and y ( j ) (0) = 0, j = 0, 1, 2, . . . , m − 2, we find that b 2 = b 3 = · · · = b n = 0 and
. . = d m = 0. Thus (2.4) and (2.5) become
(2.7)
Using the conditions , we get
Solving the above system for b 1 and d 1 , we find that
Inserting the above values of b 1 and d 1 in (2.6) and (2.7) leads to the solutions (2.2) and (2.3). The converse follows by direct computation. The proof is completed.
Main Results
Let us introduce the space X = {x(t)|x(t) ∈ C([0, 1], R)} endowed with the norm x = sup{|x(t)|, t ∈ [0, 1]}. Obviously (X, · ) is a Banach space. Then the product space (X × X, (x, y) ) is also a Banach space equipped with norm (x, y) = x + y .
In view of Lemma 2.1, we define an operator T : X × X → X × X by
For the sake of computational convenience, we define
,
In the first result, we prove the existence and uniqueness of solutions for the system (1.1)-(1.2) via Banach contraction mapping principle.
Theorem 3.1. Assume that: such that for all t ∈ [0, 1] and x i , y i ∈ R, i = 1, 2, we have Proof. Define sup t∈[0,1] f (t, 0, 0) = N 1 < ∞ and sup t∈[0,1] g(t, 0, 0) = N 2 < ∞ and r > 0 such that
We
By the assumption (
which lead to
In a similar manner, one can find that
Consequently, we have
Now, for (x 2 , y 2 ), (x 1 , y 1 ) ∈ X × X, and for any t ∈ [0, 1], we get
which implies that
Similarly, we obtain
Thus it follows from (3.7) and (3.8) that In the following theorem, we prove the existence of solutions for the system (1.1)-(1.2) by means of Leray-Schauder alternative. 
where M i (i = 1, 2, 3, 4) are given by (3.3)-(3.6), then there exists at least one solution to the system (1.1)-
Proof. First we show that the operator T : X × X → X × X is completely continuous. By continuity of functions f and g, it is easy to show that the operator T is continuous.
Let Ω ⊂ X × X be bounded. Then there exist positive constants L 1 and L 2 such that |f (t, x(t), y(t))| ≤ L 1 , |g(t, x(t), y(t))| ≤ L 2 , ∀(x, y) ∈ Ω.
Then, for any (x, y) ∈ Ω, we have
In a similar manner, we can get
Thus, it follows from the above inequalities that the operator T is uniformly bounded, since T (x, y)|| ≤
Next, we show that T is equicontinuous. Let t 1 , t 2 ∈ [0, 1] with t 1 < t 2 . Then we have
Analogously, we can obtain |T2(x(t2), y(t2)) − T2(x(t1), y(t1))|
From the preceding inequalities, we deduce that the operator T (x, y) is equicontinuous, and thus the operator T (x, y) is completely continuous.
Finally, it will be verified that the set
For any t ∈ [0, 1], we have
Then
and
Hence we have
which imply that
Consequently, has at least one solution. The proof is complete.
Our last result is based on Krasnoselskii fixed point theorem [24] . (c) B is a contraction mapping.
Then there exists z ∈ M such that z = Az + Bz. and x i , y i ∈ R, i = 1, 2,
then the problem (1.1)-(1.2) has at least one solution on [0, 1].
Proof. In order to verify the hypotheses of Lemma 3.2, we decompose the operator T into four operators 
Notice that T 1 (x, y)(t) = T 1,1 (x, y)(t) + T 1,2 (x, y)(t) and T 2 (x, y)(t) = T 2,1 (x, y)(t) + T 2,2 (x, y)(t) on B δ and that the ball B δ is a closed, bounded and convex subset of the Banach space X × X. Let us select Setting x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ B δ , and using condition (3.9), we obtain
Likewise, we can find that
Clearly the above two inequalities lead to the fact that T 1 (x, y) + T 2 (x,ŷ) ∈ B δ . Now we establish that the operator (T 1,2 , T 2,2 ) is a contraction satisfying condition (c) of Lemma 3.2. For (x 1 , y 1 ), (x 2 , y 2 ) ∈ B δ , we have
It follows from (3.11) and (3.12) that
which is a contraction by (3.10) . Therefore, the condition (c) of Lemma 3.2 is satisfied.
Next we will show that the operator (T 1,1 , T 2,1 ) satisfies the condition (b) of Lemma 3.2. By applying the continuity of the functions f, g on [0, 1] × R × R, we can conclude that the operator (T 1,1 , T 2,1 ) is continuous.
For each (x, y) ∈ B δ , we have
which lead to the fact that (T 1,1 , T 2,1 )(x, y) ≤ P * + Q * .
Thus the set (T 1,1 , T 2,1 )B δ is uniformly bounded. In the next step, we will show that the set (T 1,1 , T 2,1 )B δ is equicontinuous. For t 1 , t 2 ∈ [0, 1] with t 1 < t 2 and for any (x, y) ∈ B δ , we obtain
Analogously, we can obtain
Thus |(T 1,1 , T 2,1 )(x, y)(t 2 ) − (T 1,1 , T 2,1 )(x, y)(t 1 )| tends to zero as t 1 → t 2 independent of (x, y) ∈ B δ .
Therefore the set (T 1,1 , T 2,1 )B δ is equicontinuous. Thus it follows by the Arzelá-Ascoli theorem that the operator (T 1,1 , T 2,1 ) is compact on B δ . By the conclusion of Lemma 3.2, we deduce that the problem (1.1)-(1.2) has at least one solution on [0, 1]. This completes the proof.
Example 3.1. Consider the following system of fractional boundary value problems 
Conclusions
In this paper we introduced and solved a new boundary value problem consisting of nonlinear coupled fractional differential equations and nonlocal coupled integro-multistrip-multipoint boundary conditions.
Assuming different conditions on the nonlinear functions involved in the given problem, we have presented the criteria ensuring the existence of solutions for the problem at hand by applying Banach contraction mapping principle, Leray-Schauder alternative and Krasnoselskii fixed point theorem. The obtained results are of quite general nature and lead to several interesting special cases (new results) by fixing the values of the parameters involved in the problem appropriately. For example, if we take all β i−1 = 0, i = 2, . . . , p in the results of this paper, we obtain the ones associated with the boundary conditions of the form:
x ( i ) (0) = 0, Letting all β i−1 = 0, i = 2, . . . , p, our results correspond to the ones with the boundary conditions:
x ( i ) (0) = 0, In case all β i−1 = 0, i = 2, . . . , p and β i−1 = 0, i = 2, . . . , µ, the results of this paper lead to the ones for the integro-multipoint boundary conditions: where i = 0, 1, 2, . . . , n − 2 and j = 0, 1, 2, . . . , m − 2.
Fixing all γ j = 0, j = 1, . . . , q and γ j = 0, j = 1, . . . , λ in the results of this paper, we get the ones associated with coupled integro-multistrip conditions of the form:
x ( i ) (0) = 0, 
