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GOTZMANN’S PERSISTENCE THEOREM FOR FINITE MODULES
GUSTAV SÆDÉN STÅHL
Abstract. We prove a generalization of Gotzmann’s persistence theorem in the case of
modules with constant Hilbert polynomial. As a consequence, we show that the defining
equations that give the embedding of a Quot scheme of points into a Grassmannian are
given by a single Fitting ideal.
Introduction
One of the main results of this paper is the following.
Theorem A. Let A be a ring, let S = A[X0, . . . ,Xr], let M =
⊕p
i=1 S, and let N be a
graded S-submodule of M , generated in degrees at most d. Write Q = M/N and let n ≤ d.
If Qt is locally free of rank n for t = d and t = d + 1, then Qt is locally free of rank n for
all t ≥ d.
This theorem concerns homogeneous submodules N ⊆
⊕p
i=1A[X0, . . . ,Xr] generated in
degrees at most d, for some d. A special case of such a submodule is a homogeneous ideal
I ⊆ A[X0, . . . ,Xr] generated in degrees at most d. In that case, when A is noetherian,
we have Gotzmann’s persistence theorem [Got78] which states that if the graded compo-
nent Qt of the quotient Q = A[X0, . . . ,Xr]/I is flat over A for t = d and t = d + 1, and
rankAQd+1 = (rankAQd)
〈d〉, then there are two implications. Firstly, the graded component
Qt is flat over A for all t ≥ d, so Q has a Hilbert polynomial P (t). Secondly, the theorem
states that P (t+ 1) = rankAQt+1 = (rankAQt)
〈t〉 for all t ≥ d.
We have here used Macaulay representations to describe the assumption on the rank in
Gotzmann’s persistence theorem, see [BH98, Section 4.2]. It basically says that the rank
has a certain polynomial growth from degree d to degree d+ 1. Thus, the theorem implies
that if the Hilbert function of Q behaves like a polynomial in two consecutive degrees,
then the homogeneous components in all higher degrees are flat and the Hilbert function
h(t) = rankAQt equals the Hilbert polynomial P (t) for all degrees t ≥ d. In the case when
rankAQd = n ≤ d, we have that (rankAQt)
〈t〉 = n for all t ≥ d. Thus, Theorem A is a
generalization of this result for the case with constant Hilbert polynomial P (t) = n.
Note that Gasharov [Gas97] has proved a generalization of Gotzmann’s persistence theo-
rem to modules in the case of polynomial rings over fields, where the flatness is trivial, and
that our result extends this to polynomial rings over arbitrary rings.
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Our interest in the result of Theorem A comes from its application to Quot schemes. In
algebraic geometry, Gotzmann’s persistence theorem has been used to find defining equa-
tions of Hilbert schemes, see, e.g., [Got78] and [IK99, Appendix C]. The Quot scheme is a
generalization of both Hilbert schemes and Grassmannians, and is therefore a natural object
to study. It was first introduced by Grothendieck who also proved its existence using an em-
bedding into a Grassmannian [Gro61]. This embedding was however only given abstractly.
For the case with constant Hilbert polynomials, Skjelnes proved that the embedding of the
Quot scheme of points into a Grassmannian is given by an infinite intersection of closed sub-
schemes defined by certain Fitting ideals [Skj14]. Moreover, Skjelnes mentions that proving
a generalization of Gotzmann’s persistence theorem to modules would also prove that only
one of those closed subschemes suffices to describe the embedding. We make this statement
precise by showing the following consequence of Theorem A.
Theorem B. Let V be a projective and finitely generated module over a noetherian ring A.
Let O⊕p
P(V ) denote the free sheaf of rank p on f : P(V ) → Spec(A) = S. Fix two integers
n ≤ d, and let g : G→ S denote the Grassmannian scheme parametrizing locally free rank n
quotients of f∗O
⊕p
P(V )(d). We let
0 −→ Rd −→ g
∗f∗O
⊕p
P(V )(d) −→ Ed −→ 0
denote the universal short exact sequence on the Grassmannian G, and let Ed+1 be the
cokernel of the induced map Rd⊗OG g
∗f∗OP(V )(1)→ g
∗f∗O
⊕p
P(V )(d+1). Then, we have that
Quotn
O⊕p
P(V )
/P(V )/S
= V
(
Fittn−1(Ed+1)
)
,
where Quotn
O⊕p
P(V )
/P(V )/S
is the Quot scheme parametrizing flat quotients of O⊕p
P(V ) with con-
stant Hilbert polynomial P (t) = n on the fibers, and V
(
Fittn−1(Ed+1)
)
denotes the closed
subscheme defined by the (n− 1):th Fitting ideal of the sheaf Ed+1.
Our proof of Theorem A depends on the study of Fitting ideals. In particular, we introduce
a technique for calculating these ideals for modules with constant Hilbert polynomial. This
technique makes it possible to relate Fitting ideals of different graded components of a
quotient. Another approach that could give a less explicit proof of Theorem A would be to
combine the results of Gasharov [Gas97] with the techniques of Gotzmann [Got78, Section 1]
after finding an upper bound on the regularity of the associated subsheaves. One such bound
is given by the Gotzmann number studied in [Del14], but for modules with arbitrary Hilbert
polynomial this number can exceed the degree in which the corresponding submodule is
generated. An interesting future approach would be to study if the regularity is in fact
bounded by the degree, as is the case for ideals.
However, our method does not only give a constructible proof of Theorem A but also gives
a computer efficient algorithm for computing these Fitting ideals. This algorithm is imple-
mented in the package FiniteFittingIdeals [Stå15] for the computer program Macaulay2 [GS].
Acknowledgement. I am thankful to Roy Skjelnes for introducing me to the problem
and for sharing his ideas on this work. David Rydh has given invaluable comments and
has helped with the presentation of the results. Finally, I thank Aron Wennman for our
discussions that helped with this paper.
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1. Fitting ideals of quotients in degree d+ 1
Let A be a ring and consider a finitely generated A-module L with a free presentation
F2
ψ
→ F1 → L → 0, where F1 has rank r. Then, the i:th Fitting ideal Fitti(L) of L is
the ideal generated by the (r − i)-minors of the matrix corresponding to ψ. This ideal is
independent of the choice of presentation. The reason that we are interested in these ideals
is due to the following result.
Proposition 1.1 ([Eis95, Proposition 20.8]). Let A be a local ring and L a finitely generated
A-module. Then, L is free of constant rank n if and only if Fittn(L) = A and Fittn−1(L) = 0.
In this section and the next, we will have the following assumptions.
1.2. Let A be a local ring, let S = A[x0, . . . , xr], and let M =
⊕p
i=1 S. Let N ⊂ M be a
graded submodule, generated in degrees at most d, and write Q = M/N . Suppose that Qd
is free of rank n, with a basis given by the images of the elements of a set of monomials
Λd = {µ1, . . . , µn} ⊂Md, where Λd has the following two properties:
(∗)
{
if µ ∈ Λd, then x0 divides µ,
if xi divides µ ∈ Λd, then
x0
xi
µ ∈ Λd.
We denote the first of these (∗1), and the second (∗2). By a monomial, we mean a product
m = xd00 · · · x
dr
r ei of the variables x0, . . . , xr in the i:th component S of M for i = 1, . . . , p.
Remark 1.3. Sets with property (∗) corresponds to modules with simple Hilbert functions. In
Gotzmann’s original statement of the theorem, see [Got78], he considered an ideal generated
by the first number of monomials in a lexicographic order. If we choose a lexicographic order
where x0 is smallest, then the set of the first n monomials in this order has property (∗). A
set with property (∗) is also related to the notion of Gotzmann sets, which has been used to
give a combinatorial proof of Gotzmann’s persistence theorem for monomial ideals [Mur08].
Our goal of this section will be to study the (n − 1):th Fitting ideal of Qd+1. Write Λ
c
d
for the set of monomials in Md \ Λd. Then, the kernel Nd of Md → Qd is free with a basis
consisting of elements
αm = m−
n∑
ν=1
aν(m)µν ,
for some aν(m) ∈ A, for all monomials m ∈ Λ
c
d. In the sequel, we will write aν(m) = aν .
Let Φd+1 = {(i,m) | m ∈ Λ
c
d, i = 0, . . . , r}, and let A
Φd+1 be the free module on Φd+1.
Lemma 1.4. With the assumptions of 1.2, the module Qd+1 has a free presentation
AΦd+1
ϕd+1
// Md+1 // Qd+1 // 0,
where ϕd+1(ei,m) = xiαm for every (i,m) ∈ Φd+1.
Proof. The module S1 ⊗A Nd is free with the basis {xi ⊗ αm | m ∈ Λ
c
d, i = 0, . . . , r} and,
since N is generated in degress at most d, gives a free presentation of Qd+1 as
S1 ⊗A Nd // Md+1 // Qd+1 // 0.
The canonical isomorphism S1 ⊗A Nd ∼= A
Φd+1 gives the map ϕd+1. 
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The Fitting ideals of Qd+1 are therefore generated by minors of given sizes of the matrix
corresponding to ϕd+1. As Fitting ideals are independent of the choice of presentation, we
will now do a particular change of basis of AΦd+1 , giving a new presentation of Qd+1, which
simplifies the calculation of the Fitting ideal. For any monomial m′′ ∈ Md+1, we define
ι(m′′) = i, where i is the smallest integer such that xi divides m
′′. We also define
Ωd+1 = {(i,m) | m ∈ Λ
c
d, ι(xim) = i} ⊂ Φd+1
and Ψd+1 = Φd+1 \ Ωd+1. Then there is a canonical isomorphism A
Φd+1 ∼= AΩd+1 ⊕AΨd+1 .
Furthermore, we let Λd+1 = {x0µ1, . . . , x0µn}.
Proposition 1.5. With the assumptions of 1.2. Let 〈Ωd+1〉 = ϕd+1
(
AΩd+1
)
⊆ Md+1, and
let 〈Λd+1〉 ⊆Md+1 denote the submodule generated by Λd+1. Then, the free A-module Md+1
splits as
Md+1 = 〈Ωd+1〉 ⊕ 〈Λd+1〉.
Proof. By property (∗2), we have that any monomial of Md+1 lies in precisely one of the
sets Λd+1 and {xim | (i,m) ∈ Ωd+1}. The submodule 〈Ωd+1〉 is generated by the elements
xiαm = xim −
∑n
ν=1 aνxiµν , where aν ∈ A, for all (i,m) ∈ Ωd+1. If i = 0, then we define
q0,m = x0αm. On the other hand, if i 6= 0, then, by property (∗1), any monomial xiµν of
xiαm is of the form x0mν where mν =
xiµν
x0
. By subtracting the terms where mν 6∈ Λd, we
define
qi,m = xiαm −
∑
mν∈Λcd
aνx0αmν = xim−
n∑
ν=1
bνx0µν ,
where bν ∈ A. Thus, the image 〈Ωd+1〉 is free with basis qi,m = xim−
∑n
ν=1 bνx0µν for all
(i,m) ∈ Ωd+1. Now, as any monomial of Md+1 either lies in Λd+1 or is equal to a difference
of qi,m and a linear combination of monomials in Λd+1, the result follows. 
Letting π2 : 〈Ωd+1〉 ⊕ 〈Λd+1〉 → 〈Λd+1〉 denote the projection, we get the following imme-
diate consequence.
Corollary 1.6. The composition ψd+1 = π2 ◦ ϕd+1 : A
Ψd+1 → 〈Λd+1〉 gives a presentation
of Qd+1 as
AΨd+1
ψd+1
// 〈Λd+1〉 // Qd+1 // 0.
By Proposition 1.1 and the fact that 〈Λd+1〉 is free of rank n, we get the following.
Corollary 1.7. The A-module Qd+1 is free of rank n if and only if ψd+1 : A
Ψd+1 → 〈Λd+1〉
is the zero map. Hence, the (n− 1):th Fitting ideal is generated by the entries of the matrix
corresponding to ψd+1.
1.8. We will now describe a technique for computing the (n − 1):th Fitting ideal of Qd+1
by explicitly writing down the sums ψd+1(ej,m′) for all (j,m
′) ∈ Ψd+1. Consider a pair
(j,m′) ∈ Ψd+1. Let ι(xjm
′) = i < j and write m =
xjm′
xi
∈ Λcd, so that (i,m) ∈ Ωd+1. Then
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we define
βj,m′ = xjαm′ − xiαm = xj
(
m′ −
n∑
ν=1
aνµν
)
− xi
(
m−
n∑
ν=1
bνµν
)
=
=
n∑
ν=1
bνxiµν −
n∑
ν=1
aνxjµν .
By property (∗1), every monomial in this sum is either of the form x0µν for some ν, or of
the form x0m
′′ for some m′′ ∈ Λcd. Thus,
βj,m′ =
n∑
ν=1
cνx0µν +
∑
m′′∈Λc
d
cm′′x0m
′′,
for some cν , cm′′ ∈ A. Therefore, we write σj,m′ =
∑
m′′∈Λc
d
cm′′x0αm′′ , and define
γj,m′ = βj,m′ − σj,m′ =
n∑
ν=1
f (j,m
′)
ν x0µν ,
where f
(j,m′)
ν ∈ A. It follows that ψd+1(ej,m′) = γj,m′ for all (j,m
′) ∈ Ψd+1. Hence, we have
proved the following.
Corollary 1.9. The ideal Fittn−1(Qd+1) is generated by all the coefficients f
(j,m′)
ν of γj,m′
for all (j,m′) ∈ Ψd+1.
Example 1.10. Let S = A[x, y] and let M = Se1 ⊕ Se2. Assume that N ⊆M is a graded
S-submodule generated in degree d = 2, and write Q = M/N . Suppose that Q2 is free of
rank n = 2 and that we can choose a basis of Q2 such that the quotient M2 → Q2 is given
by the matrix (
1 a2 a3 0 a5 a6
0 b2 b3 1 b5 b6
)
,
where the columns correspond to the basis elements x2e1, xye1, y
2e1, x
2e2, xye2, y
2e2 of M2.
Thus, with the notation of this section, we have that Λ2 = {x
2e1, x
2e2}. Then, the inclusion
N2 →֒M2 is given by the matrix

x2 a2 a3 a5 a6
xy − 1 0 0 0
y2 0 −1 0 0
x2 b2 b3 b5 b6
xy 0 0 −1 0
y2 0
xye1
0
y2e1
0
xye2
−1
y2e2


where we have drawn a line to illustrate the two components of M2. The rows above
the line correspond to the monomials in the first component Se1 of M and the rows below
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the line correspond to the monomials of the second component Se2. Then, we consider the
module Q3 as the cokernel of the map S1 ⊗A N2 →M3 given by the matrix

x3 a2 0 a3 0 a5 0 a6 0
x2y − 1 a2 0 a3 0 a5 0 a6
xy2 0 −1 −1 0 0 0 0 0
y3 0 0 0 −1 0 0 0 0
x3 b2 0 b3 0 b5 0 b6 0
x2y 0 b2 0 b3 −1 b5 0 b6
xy2 0 0 0 0 0 −1 −1 0
y3 0
x⊗ xye1
0
y ⊗ xye1
0
x⊗ y2e1
0
y ⊗ y2e1
0
x⊗ xye2
0
y ⊗ xye2
0
x⊗ y2e2
−1
y ⊗ y2e2


.
The algorithm that we presented to calculate the Fitting ideals corresponds to column
reductions in this matrix: If we have two (−1):s in the same row, we delete the one to
the left, since such a (−1) corresponds to an element of Ψ3. After that, we use the other
columns to reduce the column without a (−1) to have zeros in every row except the rows
corresponding to Λ3 = {x
3e1, x
3e2}. Doing these reductions gives the new matrix

a2 −a3 + a5b2 + a
2
2 a3 0 a5 −a6 + a5b5 + a2a5 a6 0
−1 0 0 a3 0 0 0 a6
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
b2 −b3 + b2b5 + a2b2 b3 0 b5 −b6 + b
2
5 + b2a5 b6 0
0 0 0 b3 −1 0 0 b6
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1


.
From here, we can immediately read of the generators of Fitt1
(
Q3
)
as
−a3 + a5b2 + a
2
2, −b3 + b2b5 + a2b2, −a6 + a5b5 + a2a5, −b6 + b
2
5 + b2a5. N
2. Fitting ideals of quotients in higher degree
With the notation of the previous section, we will now study the (n− 1):th Fitting ideal
of Qd+s for s ≥ 1.
Definition 2.1. For s ≥ 1, we let Is be the set of ordered s-tuples i = (i1, . . . , is) such
that 0 ≤ i1 ≤ · · · ≤ is ≤ r. We give Is the lexicographical order. Given i ∈ Is, we write
xi = xi1 · · · xis ∈ S = A[x0, . . . , xr].
Let Φd+s = {(i,m) | i ∈ Is,m ∈ Λ
c
d}, and let A
Φd+s be the free module on Φd+s.
Lemma 2.2. With the assumptions of 1.2, the module Qd+s has a free presentation
AΦd+s
ϕd+s
// Md+s // Qd+s // 0,
where ϕd+s(ei,m) = xiαm for every (i,m) ∈ Φd+s.
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Proof. The module Ss ⊗Nd is free with basis elements xi ⊗ αm, where i = (i1, . . . , is) ∈ Is
and m ∈ Λcd. The quotient Qd+s is the cokernel of the induced map Ss⊗Nd →Md+s. From
the canonical isomorphism AΦd+s ∼= Ss ⊗A Nd we get the desired presentation. 
For any monomial m′′ ∈Md+s, we define ιs(m
′′) = i = (i1, . . . , is) where i1 ≤ · · · ≤ is are
the minimal integers such that xi divides m
′′. Let
Ωd+s = {(i,m) | m ∈ Λ
c
d, ιs(xim) = i} ⊆ Φd+s
and Ψd+s = Φd+s \Ωd+s. Also, we let Λd+s = {x
s
0µ1, . . . , x
s
0µn}.
Proposition 2.3. Take the assumptions of 1.2. Let 〈Ωd+s〉 = ϕd+s
(
AΩd+s
)
⊆ Md+s and
let 〈Λd+s〉 ⊆Md+s denote the submodule generated by Λd+s. Then, the free A-module Md+s
splits as
Md+s = 〈Ωd+s〉 ⊕ 〈Λd+s〉.
Proof. By property (∗2), any monomial of Md+s lies in precisely one of the sets Λd+s
and {xim | (i,m) ∈ Ωd+s}. The submodule 〈Ωd+s〉 is free with basis xiαm for m ∈ Λ
c
d
and ιs(xim) = i. We introduce the preorder on the basis elements of 〈Ωd+s〉 defined by
xi1αm1 < xi2αm2 if i1 < i2.
Given (i,m) ∈ Ωd+s, we write
xiαm = xim− Σi,m,
where Σi,m =
∑n
ν=1 aνxiµν for some aν ∈ A. Consider the monomials in Σi,m. Suppose
xiµν is a monomial of Σi,m that is not an element of Λd+s. Let iν = ιs(xiµν), and let
mν =
xiµν
xiν
∈ Λcd. Note that iν < i so xiναmν < xiαm. Furthermore, every monomial of
xiµν − xiναmν is of the form xiνµξ with ιs(xiνµξ) < i for ξ = 1, . . . , n. Write
xiαm − aνxiναmν = xim− Σ
′
i,m.
By construction we have that the Σ′i,m is given by replacing the monomial xiµν in Σi,m with
a linear combination of elements xiνµξ with iν < i. Thus, we can iteratively remove the
monomials of Σi,m that are not in Λd+s by subtracting elements of the form aνxiναmν that
are smaller in our preorder. By property (∗1), this procedure will terminate with an element
of the form qi,m = xim−
∑n
ν=1 bνx
s
0µν , for some bν ∈ A.
Using the preorder on the basis elements of 〈Ωd+s〉 and iteratively replacing the largest
basis elements xiαm by qi,m, we obtain a change of basis of 〈Ωd+s〉. Thus, 〈Ωd+s〉 is free
with a basis consisting of elements of the form
qi,m = xim−
n∑
ν=1
bνx
s
0µν ,
for all monomials xim in Md+s \ Λd+s. The result now follows. 
Remark 2.4. This proof reduces to the proof of Proposition 1.5 in the case s = 1.
Letting π2 : 〈Ωd+s〉 ⊕ 〈Λd+s〉 → 〈Λd+s〉 denote the projection, we get the following.
Corollary 2.5. The composition ψd+s = π2 ◦ ϕd+s : A
Ψd+s → 〈Λd+s〉 gives a presentation
of Qd+s as
AΨd+s
ψd+s
// 〈Λd+s〉 // Qd+s // 0.
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From this result, and the fact that 〈Λd+s〉 is free of rank n, we get a simple description
of the (n− 1):th Fitting ideal of Qd+s.
Corollary 2.6. The A-module Qd+s is free of rank n if and only if ψd+s : A
Ψd+s → 〈Λd+s〉
is the zero map. Hence, the (n− 1):th Fitting ideal is generated by the entries of the matrix
corresponding to ψd+s.
Proposition 2.7. With the assumptions of 1.2, there is an equality of ideals
Fittn−1(Qd+1) = Fittn−1(Qd+s)
for all s ≥ 1. Furthermore, FittN (Qd+s) = A for all N ≥ n and s ≥ 1.
Proof. The second part follows immediately from Corollary 2.5 since 〈Λd+s〉 is free of rank n.
For the first part we have, by Corollary 2.6, that the (n − 1):th Fitting ideal of Qd+s is
generated by the entries of the matrix corresponding to ψd+s = π2 ◦ ϕd+s. We will now do
certain column reductions of this matrix to help us relate the Fitting ideals.
For any (j,m′) ∈ Ψd+s, with j = (j1, . . . , js), we define i = ι(jsm
′) < js. Then, we let j
′
be the ordered s-tuple where we remove js from j and replace it with i. Letting m =
xjm
′
xj′
,
we have that xjm
′ = xj′m with j > j
′ and (j′,m) ∈ Ωd+s∪Ψd+s. Writing xj\js = x1 · · · xjs−1 ,
and using the notation of 1.8, we consider the difference
βj,m′ = xjαm′ − xj′αm = xj\js(xjsαm′ − xiαm) = xj\jsβjs,m′ =
= xj\js
n∑
ν=1
cνx0µν + xj\js
∑
m′′∈Λc
d
cm′′x0m
′′,
where cν , cm′′ ∈ A. Then, we let σjs,m′ =
∑
m′′∈Λc
d
cm′′x0αm′′ , and define
γj,m′ = xj\jsβjs,m′ − xj\jsσjs,m′ = xj\jsγjs,m′ = xj\js
n∑
ν=1
f (js,m
′)
ν x0µν ,
where f
(js,m′)
ν ∈ Fittn−1(Qd+1). Every monomial xj\jsx0µν in γj,m′ can, by Proposition 2.3,
be expressed uniquely as a sum ων + λν , where ων ∈ 〈Ωd+s〉 and λν ∈ 〈Λd+s〉. Hence,
xj\jsγjs,m′ =
n∑
ν=1
f (js,m
′)
ν (ων + λν),
and π2(xj\jsγjs,m′) =
∑n
ν=1 f
(js,m′)
ν λν .
Now, consider the preorder on the elements xiαm defined by xi1αm1 < xi2αm2 if i1 < i2.
Then, we see that γj,m′ was constructed from starting with xjαm′ and subtracting linear
combinations of elements of smaller order. As π2(xiαm) = 0 for any (i,m) ∈ Ωd+s, it follows
that substituting the element xjαm′ for γj,m′ is equivalent to column reductions in the matrix
corresponding to ψd+s = π2 ◦ ϕd+s. Thus, we get a new presentation
AΨd+s
ψ′
d+s
// 〈Λd+s〉 // Qd+s // 0,
where ψ′d+s(ej,m′) = π2(γj,m′) =
∑n
ν=1 f
(js,m′)
ν λν for all (j,m
′) ∈ Ψd+s. Thus, the entries of
the matrix corresponding to ψ′d+s are linear combinations of elements of Fittn−1(Qd+1). As
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the matrix of ψ′d+s was obtained by column reductions in the matrix of ψd+s, we have that
the ideal Fittn−1(Qd+s) is generated by the entries of the matrix corresponding to ψ
′
d+s.
Hence, it follows that Fittn−1(Qd+s) ⊆ Fittn−1(Qd+1).
On the other hand, the ideal Fittn−1(Qd+1) is generated by the coefficients of γj,m′ for
(j,m′) ∈ Ψd+1. The coefficients of γj,m′ are trivially obtained as coefficients of ψd+s(ej,m′)
where j = (0, . . . , 0, j). Thus, we also have that Fittn−1(Qd+1) ⊆ Fittn−1(Qd+s), so the
result follows. 
3. Generalizing the results
In this section, we will explain why a basis with property (∗) of 1.2 is natural to consider,
and use this fact to generalize the results on Fitting ideals to more general cases.
Consider a polynomial ring S = k[x0, . . . , xr] over a field k. We let V+(x0) denote the
hyperplane in Prk = Proj(S) defined by x0. Furthermore, given a module Q over S, we let
Supp+(Q) = {p ∈ Proj(S) = P
r
k | Qp 6= 0} denote the support of Q in P
r
k. The subscript +
is here used to emphasize that these objects lie in Prk, rather than in A
r+1
k = Spec(S).
Proposition 3.1. Let k be a field, let S = k[x0, . . . , xr], and let M =
⊕p
i=1 S. Let N ⊆M
be a graded S-submodule generated in degrees at most d. Suppose that Q = M/N has
constant Hilbert polynomial P (t) = n ≤ d and that Qd is a k-vector space of dimension n.
If V+(x0)∩ Supp+(Q) = Ø, then there is a set of monomials Λd = {µ1, . . . , µn} in Md such
that their images in Q constitute a basis of Qd, and Λd has property (∗) from 1.2.
Proof. Consider the open set D+(x0) in P
r
k where x0 is invertible. By the assumption on x0
it follows, since P (t) = n, that the k-vector space Q(x0) has dimension n. With some abuse
of notation, we write M(x0) =
⊕p
i=1 k [x1, . . . , xr] ei. Then, as Q(x0) is an n-dimensional
quotient of M(x0), it is generated by the images of monomials in M(x0) of degrees at most n.
Introduce a lexicographical order on M(x0) such that x1 < · · · < xr < e1 < · · · < ep,
and let B be the set of the smallest n monomials in M(x0) that gives a basis of Q(x0). By
construction, B will have the property, for any monomial m ∈ M(x0), that m 6∈ B implies
that xim 6∈ B for any i.
Now we note that the image of the composition Md →M →M(x0) is precisely the vector
space generated by all monomials of degrees at most d in M(x0). As d ≥ n, it follows that
the composition Md →M(x0) → Q(x0) is surjective, hence so is the map Qd → Q(x0). Since
Qd and Q(x0) are n-dimenisonal vector spaces, the map Qd → Q(x0) is even an isomorphism.
Thus, by homogenizing the monomials in B using x0, we get a set Λd with property (∗2),
that maps to a basis of Qd.
Finally, if µ ∈ Λd is a degree d monomial not divisible by x0, then it follows from (∗2) that
Λd must contain at least d+1 elements. Since d+1 > d ≥ n, this contradicts the assumption
that the images of the elements of Λd should constitute a basis of an n-dimensional vector
space. Thus, Λd also has property (∗1). 
Example 3.2. Let S = C[X,Y,Z] and let I = (XY,Z). The graded component of the
quotient Q = S/I in degree 2 is free with basis X2 and Y 2. This corresponds to two points
in P2, namely (1 : 0 : 0) and (0 : 1 : 0). The linear form x = X + Y defines a hyperplane of
P
2 that contains none of these points. We do a change of variables of S to x = X+Y, y = Y
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and z = Z. Then, I = (y2 − xy, z) and we see that µ1 = x
2 and µ2 = xy is a basis of Q2
corresponding to a set with property (∗). N
Lemma 3.3. Let A be a ring and let I, J ⊂ A be two ideals. Consider a faithfully flat ring
homomorphism A→ A′. If I ⊗A A
′ = J ⊗A A
′, then I = J .
Proof. Consider the A-module (I + J)/I. As A→ A′ is flat, we have that(
(I + J)/I
)
⊗A A
′ = (I ⊗A A
′ + J ⊗A A
′)/(I ⊗A A
′) = (I ⊗A A
′)/(I ⊗A A
′) = 0.
By faithful flatness, see, e.g., Theorem 7.2 in [Mat89], it follows that (I + J)/I = 0. There-
fore, J ⊆ I, and, by symmetry, I = J . 
Lemma 3.4. Let A be a local ring with residue field k. Given a finite field extension k →֒ k′,
such that k′ is generated by one element over k, then there is a ring A′ lifting this extension
such that A→ A′ is faithfully flat.
Proof. Let k′ = k[x]/(xn + a1x
n−1 + · · · + an) for some n ≥ 2 and ai ∈ k. Let bi ∈ A be a
lift of ai and write A
′ = A[x]/(xn + b1x
n−1 + · · · + bn). Then, A
′ is a free A-module so the
result follows. 
We are now ready to prove our main theorem.
Theorem 3.5. Let A be a ring, let S = A[X0, . . . ,Xr], let M =
⊕p
i=1 S and let N be a
graded S-submodule of M , generated in degrees at most d. Write Q = M/N and suppose that
the fibers Q⊗Ak(p) have constant Hilbert polynomial P (t) = n ≤ d, for every prime p ⊂ A. If
the d:th-graded component Qd is locally free of rank n, then Fittn−1(Qd+s) = Fittn−1(Qd+1)
for all s > 0. Furthermore, FittN (Qd+s) = A for all N ≥ n and s ≥ 0.
Proof. As Fitting ideals commutes with localization [Eis95, Corollary 20.5], we can assume
that A is local with maximal ideal m, and that Qd is free of rank n. Considering k = A/m,
we have an n-dimensional vector space Qd ⊗A k. By assumption, the Hilbert polynomial of
Q ⊗A k is constant, P (t) = n. Now, we iteratively add elements to k, giving a finite field
extension k →֒ k′, such that k′ has enough elements to find a hyperplane V+(x0) that does not
intersect the support of Q⊗A k
′ in Prk′ . By Lemma 3.4, this field k
′ can be lifted to a ring A′,
giving a faithfully flat map A→ A′. Fitting ideals commute with base change, also by [Eis95,
Corollary 20.5], so Fittn−1(Qd+s)⊗A A
′ = Fittn−1(Qd+s ⊗A A
′). Thus, since A → A′ is
faithfully flat, it follows by Lemma 3.3, that if Fittn−1(Qd+s ⊗A A
′) = Fittn−1(Qd+s′ ⊗A A
′)
for any s, s′ > 0, then Fittn−1(Qd+s) = Fittn−1(Qd+s′).
We can therefore assume that k has enough elements to find a hyperplane V+(x0) that
does not intersect the support of Q⊗A k in P
r
k. After a change of variables of S1 we then, by
Proposition 3.1, get a set of monomials Λd = {µ1, . . . , µn} ⊂ Md with property (∗), giving
a basis of Qd ⊗A k. By Nakayama’s lemma, this basis is also a basis of Qd.
Thus, we have reduced the problem to the assumptions of 1.2, so the result follows from
Proposition 2.7. 
4. A generalization of Gotzmann’s persistence theorem
In the case of polynomial rings over fields, Gasharov, in [Gas97], proved a generalization
of Gotzmann’s persistence theorem to modules. When working over fields, the flatness
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condition is immediate, but we will use his result to prove Theorem A over arbitrary rings.
We state here a simplified version of one of his main theorems.
Theorem 4.1 ([Gas97, Theorem 4.2]). Let k be a field, let S = k[X0, . . . ,Xr], and let
M =
⊕p
i=1 S be a free S-module of rank p. Let N ⊆ M be a submodule, generated in
degrees at most d, and consider the quotient Q = M/N . If dimkQd+1 = (dimkQd)
〈d〉, then
dimkQd+2 = (dimkQd+1)
〈d+1〉.
This theorem uses the notation of Macaulay representations defined as follows: for any
integer d, the d:th Macaulay representation of an integer a is
a =
(
md
d
)
+
(
md−1
d− 1
)
+ · · ·+
(
m1
1
)
,
where md, . . . ,m1 are the unique integers satisfying md > md−1 > · · · > m1 ≥ 0. Then, we
define
a〈d〉 =
(
md + 1
d+ 1
)
+
(
md−1 + 1
d− 1 + 1
)
+ · · ·+
(
m1 + 1
1 + 1
)
,
see also [BH98, Section 4.2]. In the case with constant Hilbert polynomials, this theorem
reduces to the following, see also [Skj14, Remark 2.4].
Corollary 4.2. Let k be a field, let S = k[X0, . . . ,Xr], and let M =
⊕p
i=1 S be a free
S-module of rank p. Let N ⊆M be a submodule, generated in degrees at most d, and write
Q = M/N . If Qt has dimension n ≤ d over k for t = d and t = d + 1, then Qt has
dimension n for all t ≥ d.
Proof. If n ≤ d, then the d:th Macaulay representation of n is
n =
(
d
d
)
+
(
d− 1
d− 1
)
+ · · ·+
(
d− n+ 1
d− n+ 1
)
.
Therefore, n〈t〉 = n for all t ≥ d, and the result follows by Theorem 4.1. 
We now get the generalized version of Gotzmann’s persistence theorem, that we called
Theorem A in the introduction, as an immediate consequence.
Corollary 4.3. Let A be a ring, let S = A[X0, . . . ,Xr], let M =
⊕p
i=1 S, and let N be a
graded S-submodule of M , generated in degrees at most d. Write Q = M/N and let n ≤ d.
If Qt is locally free of rank n for t = d and t = d + 1, then Qt is locally free of rank n for
all t ≥ d.
Proof. By Corollary 4.2, we have that Q⊗A k(p) has constant Hilbert polynomial P (t) = n
for all prime ideals p ⊂ A. Thus, since Qd is locally free of rank n it follows, by Theorem 3.5,
that Fittn(Qd+s) = A and
Fittn−1(Qd+s) = Fittn−1(Qd+1),
for all s > 0. Furthermore, since Qd+1 is locally free of rank n, we have Fittn−1(Qd+1) = 0.
Hence, Fittn−1(Qd+s) = 0 for all s > 0, so Qd+s is locally free of rank n for all s ≥ 0. 
Remark 4.4. Note that it follows, with the assumptions of Corollary 4.3, that if Λd gives a
basis of Qd with property (∗), then Λd+s gives a basis of Qd+s for every s ≥ 0.
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5. The Quot scheme of points
We will end by showing an application of these results to Quot schemes of points. Let
S be a scheme and let F be a coherent sheaf on Pr → S. The Quot functor QuotPF/Pr/S
was first introduced by Grothendieck in [Gro61]. It parametrizes quotient sheaves of F
that are flat over the base with Hilbert polynomial P (t) on the fibers. A classical result is
that this functor is representable by a projective scheme, which we denote by QuotPF/Pr/S .
This was originally proved using an embedding into a Grassmannian. See also [Mum66] and
[FGI+05]. The existence of this embedding was only proved abstractly, and there exist no
easy description of the defining equations of the embedding in general.
In the special case with constant Hilbert polynomial P (t) = n, we get the Quot scheme of
points, see, e.g., [GLS07]. In [Skj14], Skjelnes finds the locus that defines the Quot scheme
of points as a closed subscheme of a Grassmannian.
Theorem 5.1 ([Skj14, Theorem 4.7]). Let V be a projective and finitely generated module on
a noetherian ring A. Let O⊕p
P(V ) denote the free sheaf of rank p on f : P(V )→ Spec(A) = S.
Fix two integers n ≤ d, and let g : G → S denote the Grassmann scheme parametrizing
locally free rank n quotients of f∗O(d)
⊕p
P(V ). We let
0 −→ Rd −→ g
∗f∗O
⊕p
P(V )(d) −→ Ed −→ 0
denote the universal short exact sequence on the Grassmann G, and let Ed+s denote the
cokernel of the induced map Rd ⊗OG g
∗f∗OP(V )(s)→ g
∗f∗O
⊕p
P(V )(d+ s). Then, we have that
Quotn
O⊕p
P(V )
/P(V )/S
=
⋂
s≥1
V
(
Fittn−1(Ed+s)
)
,
where V
(
Fittn−1(Ed+1)
)
denotes the closed subscheme defined by the (n− 1):th Fitting ideal
of Ed+1.
A consequence of this, using Corollary 4.2, is that only one Fitting ideal is necessary for
describing the underlying topological spaces
∣∣Quotn
O⊕p
P(V )
/P(V )/S
∣∣ = ∣∣V (Fittn−1(Ed+1))∣∣, see
[Skj14, Corollary 4.8]. We can now prove that the whole scheme structure is given by only
one Fitting ideal, which was Theorem B of our introduction.
Theorem 5.2. With the notation of Theorem 5.1, we have that
Quotn
O⊕p
P(V )
/P(V )/S
= V
(
Fittn−1(Ed+1)
)
.
Proof. The result follows directly from applying Corollary 4.3 to Theorem 5.1. 
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