Reuso orientado a dominios: hacia un enfoque integral de familias de procesos y productos by Buccella, Agustina et al.
Reuso orientado a dominios: Hacia un enfoque integral de familias de
procesos y productos
Agustina Buccella, Juan Luzuriaga, Alejandra Cechich,
Matias Pol’la, Maximiliano Arias, Marcos Cruz
Rodolfo Martínez, Rafaela Mazalu
GIISCO Research Group
Departamento de Ciencias de la Computación




La gestión de procesos de negocio (Business
Process Management -BPM) es un conjunto de mé-
todos, herramientas y tecnologías utilizadas para
diseñar, representar, analizar y controlar los pro-
cesos operacionales de las organizaciones. Cuando
trabajamos con organizaciones grandes o media-
nas, se debe considerar que los procesos no pue-
den ser deﬁnidos en forma estática y ﬁja, sino que
deben poder adaptarse o personalizarse a los cam-
bios y contextos en donde se ejecutan los mismos.
Para lograr esta adaptación, se aplican mecanismos
similares a los utilizados en el área de las Líneas
de Productos de Software (LPS) en donde la deﬁ-
nición, modelado, implementación e instanciación
de la variabilidad son actividades fuertemente in-
vestigadas en la actualidad.
Nuestro proyecto actual se basa principalmente
en el área de las Líneas de Productos de Software
proponiendo enfoques, métodos, técnicas y recur-
sos para lograr mejoras dentro de un proceso inte-
gral de desarrollo. Dicho proceso ha sido aplicado
dentro de una jerarquía de dominios que compar-
ten generalidades y particularidades en forma de
servicios comunes y variables. En base a esta lí-
nea de investigación proponemos extender y crear
los mecanismos y recursos necesarios para la deﬁ-
nición de modelos de procesos de negocio con va-
riabilidad dentro de los dominios ya analizados de
manera de fomentar el reuso en ambos niveles. En
particular, en una primera etapa nos centraremos en
el análisis de los modelos de negocio variables en
cuanto a las anomalías, redundancias e inconsisten-
cias que se pueden encontrar.
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2. Contexto
La línea presentada se inserta en el contexto
del Programa: Desarrollo de Software Basado en
Reuso - Parte II (04/F009). Directora: Dra. Ale-
jandra Cechich, y SubProyecto: Reuso Orientado
a Dominios - Parte II. Incluído dentro del Progra-
ma. Directora: Dra. Agustina Buccella, Codirector:
Mg. Juan Manuel Luzuriaga.
3. Introducción
La gestión de procesos de negocio (Business
Process Management -BPM) [30, 31] es una área
de la ingeniería de software ampliamente investiga-
da en la actualidad. Existen muchas deﬁniciones en
la literatura del signiﬁcado de lo que ésta área sig-
niﬁca, por ejemplo en [30] se deﬁne como: Asistir
a los procesos de negocios utilizando métodos, téc-
nicas y software para diseñar, promulgar, contro-
lar y analizar procesos operacionales que involu-
cran a personas, organizaciones, aplicaciones, do-
cumentos y otras fuentes de información. A su vez,
cuando se realiza un proceso de BPM sobre orga-
nizaciones medianas y grandes, es muy común que
los procesos de negocios posean variantes basadas
en requisitos comerciales especíﬁcos, por ejemplo,
diferentes procesos de venta según el tipo de pro-
ductos o el método de pago, o diferentes pasos de
rendición de cuentas según el país en el que se eje-
cuta el proceso [12]. La deﬁnición de estas varian-
tes en etapas tempranas del desarrollo de un BPM
brindarán ﬂexibilidad y adaptabilidad dentro de los
procesos para contemplar las diferentes conﬁgura-
ciones que pueden existir según el contexto de im-
plementación de un modelo de proceso de negocio
en particular. Lograr la ﬂexibilidad para adaptarse
a los contextos dinámicos se denomina variabili-
dad de procesos de negocios, el cual es un campo
emergente en BPM con muchas de sus propuestas
inspiradas en el área de las Líneas de Productos de
Software (LPS) [11, 24] pero aplicadas a manejar
la variabilidad en procesos. Así, la gestión de la va-
riabilidad es, tanto para LPS como para BPM, un
conjunto de tareas o actividades dedicadas a pro-
porcionar ﬂexibilidad y un alto nivel de reutiliza-
ción durante el desarrollo de software o deﬁnición
de procesos de negocio, respectivamente. Dentro
del enfoque de las Líneas de Productos de Softwa-
re, las actividades relacionadas con la gestión de
variabilidad son las encargadas de proveer la ﬂe-
xibilidad necesaria para desarrollar un conjunto de
aplicaciones similares basadas en un rango mane-
jable de funcionalidades variables según las nece-
sidades de los usuarios expertos. En este sentido,
dentro de BPM la gestión de la variabilidad invo-
lucra también un conjunto de actividades que per-
mitan la deﬁnición, modelado, implementación y
derivación de la variabilidad desde las fases tem-
pranas del ciclo de vida de BPM. De esta forma
se permite la creación de familias de procesos, es
decir, un conjunto de procesos de negocios que se
basan en un proceso base (también conocido como:
proceso personalizable) y un conjunto de puntos de
variación que son elementos del proceso base que
se pueden personalizar según el contexto. Así, la
variabilidad en los procesos de desarrollo de soft-
ware permite la personalización de actividades, ar-
tefactos, roles y otros elementos para proyectos es-
pecíﬁcos, en lo que se denomina una variante de
proceso.
Existen varios trabajos en la literatura que pro-
ponen metodologías para incluir variabilidad en las
etapas tempranas del ciclo de vida de BPM. En ge-
neral, los lenguajes de modelado de procesos, co-
mo por ejemplo, el estándar BPMN 2.01 (Modelo
de Proceso de Negocio y Notación), no admite ex-
plícitamente la especiﬁcación de familias de pro-
cesos, es decir, no permite deﬁnir procesos perso-
nalizables con un conjunto de puntos de variación
[27]. Sin embargo, hay varias propuestas recientes
que extienden o crean nuevos lenguajes y notacio-
nes que incluyen variabilidad [4, 17, 27, 28, 29].
Por ejemplo en [27, 29] los autores presentan una
revisión literaria y un survey sobre variabilidad en
1http://www.bpmn.org/
procesos de negocio.
A su vez hay propuestas de enfoques de varia-
bilidad en procesos basados en dominios especíﬁ-
cos como es el caso de procesos software, es decir
procesos de negocio involucrados en el desarrollo
de software. Dentro de este dominio un lenguaje
estándar de alto nivel es SPEM (Software Process
Engineering Metamodel)2. A pesar de que el es-
tándar deﬁne elementos especíﬁcos para modelar
la variabilidad, deﬁniendo varios tipos de variabili-
dad entre dos elementos relacionados, posee limita-
ciones desde la perspectiva de un proceso software
[13]. En este sentido han surgido varias extensiones
en la literatura para solucionar dichas limitaciones
y proponer mejoras en varios aspectos de la gestión
de la variabilidad [2, 13, 18, 19, 22].
Por otro lado, otro aspecto a ser analizado den-
tro de la variabilidad en procesos de negocio son
aquellas propuestas que analizan especíﬁcamente
los aspectos centrados en el campo del análisis au-
tomático de la variabilidad [5]. Dicho campo, que
surge del área de las Líneas de Producto de Soft-
ware, se centra especíﬁcamente en validar modelos
de variabilidad de acuerdo con un conjunto prede-
ﬁnido de escenarios de validación [5, 16, 26]. En
la literatura, existen muchos trabajos sobre el aná-
lisis (automatizado) de modelos de variabilidad en
el campo de las LPSs. Por ejemplo, en el trabajo de
Benavides etal. [5] se presenta un proceso general
que deﬁne un conjunto de tareas para evaluar mo-
delos de variabilidad, especíﬁcamente modelos de
características (feature models - FMs). En la Figura
1 podemos ver este proceso, en la cual se identiﬁ-
can cinco componentes principales, deﬁniendo un
proceso general que sienta las bases de la actividad
de la veriﬁcación automática de modelos de varia-
bilidad.
El primer componente es el modelo de variabi-
lidad que puede deﬁnirse siguiendo cualquiera de
los diferentes enfoques de modelado. El segundo
componente es el traductor, que realiza el proceso
de transformación entre el modelo y la represen-
tación formal teniendo en cuenta el enfoque selec-
cionado. El tercer componente es el modelo formal
o representación formal, que incluye la variabili-
dad en términos lógicos. El cuarto componente es
un solver, responsable de validar el modelo formal.
Este componente también recibe el conjunto de es-
cenarios o consultas de validación, que determinan




Figura 1. Proceso general para analisis automatico de modelos de variabilidad en LPS
En el área de variabilidad en procesos de nego-
cio, hay también varios avances que aplican un pro-
ceso para el análisis/veriﬁcación de variabilidad en
modelos de características aplicados a los procesos
de negocio. Es decir, propuestas como [1, 3, 20]
deﬁnen la variabilidad de los procesos de negocio
mediante el uso de diagramas de características. En
estos casos, se aplican varias de las técnicas ya co-
nocidas en las LPSs para analizar variabilidad tam-
bién para estos modelos. Luego, otras propuestas
en la literatura que se centran especíﬁcamente en
el análisis de los modelos de procesos y su variabi-
lidad utilizando otros lenguajes de modelado pue-
den ser vistos en [14, 15, 21] de los cuales [14, 21]
representan surveys o revisiones sistemáticas.
4. Líneas de Investigación y Desarrollo
En los últimos años hemos realizado varios
avances en el modelado de LPS para el dominio
geográﬁco general y en los subdominios de eco-
logía marina y paleontología en particular. Dentro
de estos avances hemos deﬁnido la base para la di-
visión o jerarquía de dominios en subdominos más
manejables [7, 8] que mejoraron la complejidad in-
herente del dominio geográﬁco general. Para esto,
se ha trabajado dentro de los subdominios de eco-
logía marina y paleontología, en los cuales hemos
desarrollado una taxonomía de servicios [8, 23] ba-
sada en los estándares geográﬁcos deﬁnidos por el
OGC3 y la ISO4.
Al mismo tiempo hemos deﬁnido una metodolo-
gía de desarrollo [7, 9], la cual se basa en la cons-
trucción de artefactos de software para cada una
de las actividades, comenzando con la taxonomía
previamente mencionada. Son justamente estos ar-
tefactos los que guían a las actividades de manera
de mejorar el desarrollo de sistemas en el dominio
geográﬁco y en sus subdominios incluidos.
A su vez, dentro del campo del análisis de los
modelos de variabilidad, hemos desarrollado dos
3http://www.opengeospatial.org/
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herramientas basadas en diferentes representacio-
nes lógicas y solucionadores [6, 25]. Ambos, to-
man modelos de variabilidad como entradas (cons-
truidos por nuestro propio enfoque, llamados mo-
delo SeVaTax [7]) y hacen diferentes traducciones
para ser evaluadas por diferentes solucionadores.
En [25] se presenta una implementación en CNF
(Conjuntive Normal Form) junto con SAT solver
(SAT4j5); y en [6], presentamos otra implemen-
tación en DL (Description Logic) y usando DL
Reasoners (RACER6). Sin embargo, estas compo-
siciones de herramientas son solo dos posibles im-
plementaciones que se pueden usar bajo requisi-
tos especíﬁcos. Así, por último en [10] hemos pro-
puesto un framework para combinar herramientas
de análisis de variabilidad automáticas, que pueden
adaptarse a los requisitos especíﬁcos de un caso de
gestión de variabilidad.
5. Resultados Obtenidos/Esperados
El objetivo principal de la línea de investigación
es Desarrollar técnicas y herramientas que mejo-
ren el desarrollo de software basado en reuso a ni-
vel de dominios, favoreciendo el desarrollo de am-
bientes inteligentes que permitan crear LPSs según
taxonomías de servicios.
Dentro de este objetivo, se deﬁnen dos líneas de
investigación especíﬁcas. En la primera, hemos ob-
tenido resultados concretos y continuaremos traba-
jando dentro del área de Líneas de Productos de
Software. Como se ha descripto los trabajos pre-
vios de la sección anterior, hemos avanzado en el
desarrollo de artefactos de software y herramientas
que sirven de soporte para las actividades dentro de
la metodología de LPS deﬁnida (meta-modelos, ta-
xonomías de servicio, etc.), hemos deﬁnido y apli-
cado nuevos métodos y técnicas para la creación
de LPSs con soportes inteligentes dentro del domi-
nio geográﬁco que contemplen las particularidades




formalizaciones de reglas y patrones para soportar
el desarrollo asistido, de manera que sean lo suﬁ-
cientemente generales para ser aplicados en otros
subdominios geográﬁcos.
En la segunda línea derivada del objetivo prin-
cipal, se comenzará a trabajar en la deﬁnición de
los modelos de procesos de negocios con variabili-
dad bajo el mismo contexto con el que se deﬁnie-
ron los dominios y subdominios de las LPSs. Se
deberá analizar la forma en que la taxonomía de
servicios puede ser utilizada para la deﬁnición de
los procesos y la necesidad de crear otros artefac-
tos de software o recursos útiles para incrementar
el reuso asistiendo a la creación de otros modelos
para otros subdominios. Al mismo tiempo, conti-
nuaremos trabajando en el campo del análisis de la
variabilidad deﬁniendo modelos de procesos de ne-
gocio con variabilidad y proponiendo la incorpora-
ción de mecanismos que permitan analizar automá-
ticamente la variabilidad dentro de dichos modelos.
De esta manera, el proceso general para el análisis
automático de los modelos de variabilidad de las
LPS ( Figura 1) deberá ser adaptado en base a las
consultas o escenarios de validación que se deﬁ-
nan de forma de tener identiﬁcadas y formalizadas
las anomalías inconsistencias y redundancias que
se puedan encontrar en los modelos de procesos y
que perjudiquen la correcta implementación de un
BPM. Especíﬁcamente trabajaremos en el subdo-
minio de paleontología.
De esta manera, ambas líneas contribuyen a la
creación de ambientes inteligentes que permitan
fomentar el reuso de artefactos de software en el
ámbito de los productos y de los procesos.
6. Formación de Recursos Humanos
El proyecto reúne aproximadamente a 13 in-
vestigadores, entre los que se cuentan docentes y
alumnos de UNComa, y colaboradores. A su vez,
el proyecto cuenta actualmente con un doctor y un
magister. Varios de los docentes-investigadores de
GIISCo-UNComa han terminado o se encuentran
próximos a terminar carreras de postgrado. Uno de
ellos se encuentra ﬁnalizando su doctorado en el
transcurso de este año. A su vez varios de los inte-
grantes se encuentran ﬁnalizando sus tesis de gra-
do. Por último, este año contaremos con la incor-
poración de 2 becarios EVC-CIN.
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