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Kapitel 2
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
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
uberwachung
Rainer Hartmann
2.1 Einf

uhrung in das OSI-Basis-
referenzmodell
2.1.1 Aufgabenstellung
In den letzten Jahrzehnten wurden nicht nur immer
mehr Rechnersysteme eingesetzt, sondern es stieg auch
der Bedarf an deren Vernetzung. Ein wichtiges Pro-
blem bei der Vernetzung verschiedener Rechnersysteme
ist die Heterogenit

at, die Unterschiedlichkeit der zahl-
reichen Systeme. Eine naheliegende L

osung f

ur dieses
Problem ist Standardisierung. Wobei eine Standardi-
sierung der Rechnersysteme zu groe Einschr

ankungen
in der weiteren Rechnerentwicklung mit sich br

achten.
Deshalb wandte man sich der Standardisierung von Te-
lekommunikationssystemen zu.
Die International Organization for Standardization (ISO)
begann 1977 mit der Festlegung einer prinzipiellen Ar-
chitektur von Telekommunikationssystemen. Die Er-
gebnisse wurden 1984 als ISO/OSI-Basisreferenzmodell
ver

oentlicht und sollen als Ger

ust f

ur die Entwicklung
von Standards dienen. OSI ist die Abk

urzung f

ur Open
System Interconnection und bedeutet Kommunikation of-
fener Systeme.
2.1.2 Das Modell
Die dem Modell zugrundeliegende Idee ist die Auf-
teilung der komplexen Gesamtaufgabe in

uberschauba-
re Teilaufgaben. Dies f

uhrte zu einer hierarchischen
Gliederung eines Telekommunikationssystems in sieben
Schichten, die gemeinsam die Kommunikation verschie-
dener Rechnersysteme

uber r

aumliche Distanzen hinweg
erm

oglichen sollen. Dabei war die Anzahl sieben ein
Kompromi folgender zwei Grundprinzipien: zum einen
wollte man m

oglichst wenig Schichten, um die

Uber-
sichtlichkeit des Gesamtsystems zu bewahren, zum an-
deren aber auch nicht zu wenig Schichten, um die Aufga-
ben der einzelnen Schichten

uberschaubar spezizieren
zu k

onnen.
Dienstnehmer (Initiator)
       (Schicht N)
X.REQUEST t1
  Dienstgeber
  (Schicht N−1)
Dienstnehmer (Beantworter)
         (Schicht N)
X.INDICATION
X.RESPONSE
X.CONFIRM
t2
t3
t4
a) best. Dienstleistung
Dienstnehmer
  (Schicht N)
Dienstgeber
(Schicht N−1)
Dienstnehmer
  (Schicht N)
X.REQUEST
X.INDICATION
t1
t2
b) unbest. Dienstleistung
Abbildung 2.1: Dienstleistungsmodell nach OSI
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Abbildung 2.2: Datenu durch die OSI-Schichten
In diesem Modell realisiert also jede Schicht eine Men-
ge von Funktionen zur Unterst

utzung der Telekommuni-
kation. Sie stellt ihre Dienste der n

achst h

oheren Schicht
zur Verf

ugung und nimmt dazu Dienste der jeweils
n

achst niedrigeren Schicht in Anspruch. Die Dienstfunk-
tionen werden der n

achst h

oheren Schicht an sogenann-
ten Dienstzugangspunkten angeboten. Die Menge aller
Dienstzugangspunkte einer Schicht bildet die Schnitt-
stelle zwischen den beiden beteiligten Schichten. Diese
Schnittstellen sind genormt. Somit haben

Anderungen
an Standards einer Schicht keinen Einu auf die ande-
ren Schichten, da die Art, wie die Dienste einer Schicht
an ihrer Schnittstelle in Anspruch genommen werden,
sich aufgrund der Normung nicht

andern darf.
Es gibt zwei Arten von Dienstleistungen, best

atigte
und unbest

atigte. Bei beiden Arten fordert ein Dienst-
nehmer, der sogenannte Initiator, eine Dienstleistung
beim Dienstgeber an (request). Daraufhin erzeugt der
Dienstgeber bei einem oder mehreren anderen Dienst-
nehmern (je nach Wunsch des Initiators) eine Anzeige
(indication). Damit w

are nun die unbest

atigte Dienstlei-
stung abgeschlossen. Bei der best

atigten Dienstleistung
hat nun zus

atzlich der benachrichtigte Dienstnehmer
noch die M

oglichkeit, eine Dienstleistung in umgekehr-
ter Richtung anzufordern, d.h. zu antworten (response).
Die Antwort wird schlielich dem Initiator vom Dienst-
geber angezeigt, sozusagen als Best

atigung seiner an-
fangs angeforderten Dienstleistung (conrmation) (siehe
Bild 2.1). Als Dienstgeber fungiert entsprechend den
obigen Ausf

uhrungen die n

achst niedrigere Schicht, bzw.
deren Instanzen.
Das Verhalten und das Zusammenspiel der m

oglicher-
weise r

aumlich weit voneinander entfernten Instanzen
einer Schicht wird durch ein sogenanntes Telekommu-
nikationsprotokoll geregelt. Zu diesem Zweck tauschen
die Instanzen Kontrollinformationen aus. Das kann
man sich folgendermaen vorstellen: Eine Instanz der
Schicht i m

ochte Nutzdaten zu einer anderen Instanz
der Schicht i

ubertragen. Dazu nimmt sie die Nutz-
daten, f

ugt die oben erw

ahnten Kontrollinformationen
hinzu und

ubergibt beides zusammen an der (i   1)-
Schnittstelle einer Instanz der Schicht (i   1). Diese
so entstandene Dateneinheit heit Protokolldateneinheit
oder kurz PDU (Protocol Data Unit). Um auszudr

ucken,
da die Kontrollinformationen in dieser Dateneinheit
das Zusammenspiel von Instanzen der Schicht i regeln
soll, bezeichnet man sie auch mit i-PDU. Die Instanz der
Schicht (i   1), der diese i-PDU

ubergeben wurde, soll
nun die

Ubertragung der PDU f

ur die dar

uberliegende
Schicht im Zusammenspiel mit anderen Instanzen der
Schicht (i   1) durchf

uhren. Zu diesem Zweck f

ugt sie
der erhaltenen i-PDU ihre Kontrollinformationen hinzu,
bildet so eine (i 1)-PDU und

ubergibt diese der n

achst
niedrigeren Schicht (i   2). Diese Prozedur wiederholt
sich bis zur untersten Schicht, in der dann die Daten
mit Hilfe des physikalischen Mediums wirklich

ubertra-
gen werden (siehe Bild 2.2).
Zusammenfassend kann man sagen, da ein Tele-
kommunikationsprotokoll daf

ur sorgen soll, da die In-
stanzen einer Schicht den an ihrer Schnittstelle ge-
forderten Dienst leisten. Typische Protokollmechanis-
men dienen der Fehlererkennung, der Fehlerbehebung,
der L

angenanpassung, der Flukontrolle, der

Ubertra-
gungsleistungsanpassung, der Zuteilung geteilter Medi-
en und/oder dem Routing (siehe Abschnitt 2.2.3).
2.1.3 Die einzelnen Schichten
1 Bit

ubertragungsschicht (Physical Layer) Die-
se Schicht soll eine zu

ubertragende Bitfolge an
das physikalische Medium anpassen. Dazu mu ei-
ne Verst

arkung eines gegebenen elektrischen Signals
(Basisband

ubertragung) oder eine Umformung (z.B.
Frequenz-, Amplituden- oder Phasenmodulation) in
ein anderes elektrisches, elektromagnetisches, optisches,
usw. Signal vorgenommen werden.
2 Sicherungsschicht (Data Link Layer) Protokoll-
mechanismen dieser Schicht dienen vor allem der Feh-
lerkennung und Fehlerbehebung mittels Hinzuf

ugen und
Auswerten zus

atzlicher Bits.
3 Vermittlungsschicht (Network Layer) Die In-
stanzen dieser Schicht sind zust

andig f

ur das Finden
eines Weges vom Rechnerknoten des Senders zum Rech-
nerknoten des Empf

angers und f

ur das Weiterleiten in-
nerhalb dieses Weges. Diese Mechanismen nennt man
Routing.
4 Transportschicht (Transport Layer) Hier wird die
Verbindung von Teilnehmer zu Teilnehmer, d. h. von
Anwendungsproze zu Anwendungsproze hergestellt.
Falls n

otig (bei unzuverl

assiger Vermittlungsschicht),
werden noch zus

atzlich Fehlererkennungs- und Fehler-
behebungsmechanismen angewandt.
5 Kommunikationssteuerungsschicht (Session
Layer) Diese Schicht steuert den Ablauf der Kom-
munikation, d. h. sie regelt z. B. wer wann senden
darf.
6 Darstellungsschicht (Presentation Layer) F

ur
den Fall, da die miteinander kommunizierenden An-
wendungen mit unterschiedlichen Datenformaten arbei-
ten, wird hier eine Anpassung vorgenommen.
7 Anwendungsschicht (Application Layer) Im Rah-
men dieser Schicht werden verschiedene Anwendungs-
dienstelemente angeboten, die in die Anwendungs-
prozesse eingebunden werden k

onnen und diese un-
terst

utzen sollen. Dazu geh

oren z. B. Elemente zur Un-
terst

utzung von Dateitransfers und zum Aufruf entfern-
ter Operationen.
2.2 Einblick in die Internet-
Protokollwelt
TCP (Transport Control Protocol) und IP (Internet Pro-
tocol) sind Elemente eines Satzes von Protokollstan-
dards, die vom US-Verteidigungsministerium im Zusam-
menhang mit dem ARPANET (Advanced Research Pro-
jects Agency NET) herausgegeben wurden. TCP/IP sind
die weltweit am weitesten verbreiteten Telekommunika-
tionsprotokolle.
Application
Presentation
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Network
Data link
Physical
Process
Host−to−host
Internet
Network
 access
OSI TCP/IP
Abbildung 2.3: Vergleich: OSI-Modell | TCP/IP
2.2.1 Die Schichten
1 Network Access Layer Die Protokolle dieser Schicht
erf

ullen die Aufgaben der OSI-Schichten 1 und 2
(Bit

ubertragung und Sicherung) und zus

atzlich den
Netzwerkzugang, der in OSI der Schicht 3 zugeordnet
wird. Allerdings stellt die TCP/IP-Serie in der Net-
work Access Layer meist keine eigenen Protokolle zur
Verf

ugung, sondern st

utzt sich auf vorhandene Imple-
mentierungen, wie z. B. X.25.
2 Internet Layer Diese Schicht sorgt daf

ur, da die
Daten ihren Weg vom Rechnerknoten des Senders zum
Rechnerknoten des Empf

angers nden, d. h. sie erledigt
das Routing (siehe OSI-Schicht 3). Die Dienste der Inter-
net Layer sind unzuverl

assige Datagramm-Dienste (ver-
bindungslos).
3 Host-to-Host Layer Im Rahmen dieser Schicht wird
eine zuverl

assige Ende-zu-Ende-Verbindung (d. h. von
Teilnehmer zu Teilnehmer) zur Verf

ugung gestellt. Das
Protokoll dieser Schicht heit transport control protocol
(TCP) und sieht auch Manahmen zur Fehlererkennung
und -behebung vor, da IP wie gesagt einen unzuverl

assi-
gen Dienst anbietet.
4 Process Layer Hier werden verschiedene Protokolle
f

ur zahlreiche spezielle Anwendungen angeboten. Eine
kleine Auswahl wird in Abschnitt 2.2.3 vorgestellt. Ein

Uberblick

uber die verschiedenen Schichten und der Ver-
gleich mit den OSI-Schichten ist in Bild 2.4 dargestellt.
2.2.2 TCP/IP-Operationen
TCP ist nur in den Endsystemen implementiert, IP da-
gegen auch in den sogenannten Routern, die die Auf-
gabe haben, Daten zwischen verschiedenen Subnetzen
weiterzuleiten (siehe Bild 2.4). Jeder Rechner hat eine
weltweit eindeutige Netzadresse (IP-Adresse) und jeder
Proze eine auf dem ausf

uhrenden Rechner eindeutige
Adresse (Port).
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Abbildung 2.4: IP-Kommunikation
Das Versenden einer Nachricht geht nun wie schon
beim OSI-Modell beschrieben vor sich (Beispiel in Bild
2.2):
Ein mit Port 15 assoziierter Proze auf Rechner A
m

ochte Daten an einen mit Port 20 assoziierten Proze
auf Rechner B senden. Die Dateneinheit wird wieder
vertikal weitergereicht, wobei jede Schicht wiederum ihre
Kontrollinformationen (hier mit Header bezeichnet) an
die Daten anh

angt. TCP ist zust

andig f

ur die Ende-zu-
Ende-Verbindung und f

ur zus

atzliche Sicherungsma-
nahmen. Deshalb enth

alt der TCP-Header die Adresse
des Empf

angerprozesses (Port 20) und redundante Bits
zur Fehlererkennung und -behebung. Die host-to-host
layer

ubergibt nun die Daten an die Internet Layer mit
dem Hinweis, da diese f

ur Rechner B bestimmt sind.
Die Internet Layer f

ugt die Adresse des Zielrechners (B)
als IP-Header hinzu und beauftragt die Network Access
Layer, die Daten an den Router zu

ubertragen. Dieser
packt den IP-Header auf der Internet Layer wieder aus
und wei damit, da die Daten f

ur Rechner B bestimmt
sind und gibt der Network Access Layer daraufhin den
Auftrag, die Daten an Rechner B zu

ubertragen. In
Rechner B packt dann jeweils die zust

andige Instanz die
f

ur sie bestimmten Header wieder aus und gibt die Da-
ten nach oben weiter bis sie schlielich beim Zielproze
(Port 20) ankommen.
Im Gegensatz zum ISO/OSI-Modell k

onnen hier
Schichten

ubersprungen werden, d. h. ein Anwendungs-
proze kann z. B. direkt einen Dienst der Internet Layer
in Anspruch nehmen (siehe Bild 2.5).
2.2.3 Anwendungen
Typische Protokolle der Process Layer sind SMTP, FTP
und TELNET.
SMTP (Simple Mail-Transfer Protocol) erm

oglicht den
Transfer elektronischer Post zwischen verschiedenen
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IP
TCP
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M
T
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T
E
L
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Abbildung 2.5: IP-Anwendungsarchitektur
Rechnern. Zum Angebot geh

oren auch Empfangs-
best

atigungen, Weiterleitung und Lagern von elektro-
nischen Briefen.
Das File-Transfer Protocol (FTP) bietet das Versenden
von Bin

ar- und Textdateien an. Es regelt dazu auch
den Benutzerzugri, d. h. es gew

ahrleistet, da unbe-
rechtigte Benutzer keinen Zugri auf die zu versenden-
de Datei haben. FTP benutzt zwei Verbindungen, eine
Kontroll- und eine Datenverbindung.

Uber die Kontroll-
verbindung werden die

Ubertragungsmodalit

aten festge-
legt und

uber die Datenverbindung werden die Dateien
dann schlielich

ubertragen.
Mithilfe von TELNET kann man sich an entfernten
Rechnern einloggen und an diesen arbeiten.
2.3 Netzwerk

uberwachung (Net-
work Monitoring)
Netzwerkmanagement kann in zwei Kategorien von Auf-
gaben eingeteilt werden, in die Netzwerk

uberwachung
und die Netzwerkkontrolle. Die Netzwerk

uberwachung
ist sozusagen die \read"-Funktion oder, anschaulicher
ausgedr

uckt, die \Diagnose", w

ahrend die Netzwerkkon-
trolle einer \write"-Funktion bzw. der \Therapie" ent-
spricht.
2.3.1 Bestimmung und Gewinnung der
ben

otigten Informationen
Um ein Netzwerk sinnvoll

uberwachen zu k

onnen, mu
man zuerst einmal

uber die folgenden Fragen nachden-
ken:
 Welche Informationen ben

otige ich zur Netz-
werk

uberwachung ?
 Wo und wie erhalte ich diese ?
Informationsklassen
Man unterscheidet drei Informationsklassen: statische,
dynamische und statistische Informationen.
statische Informationen Zu dieser Klasse geh

oren
Daten, die sich selten

andern, so z. B. die Gr

oe und die
Anzahl von Hardwarebausteinen. Diese Daten werden
in der jeweiligen Komponente erzeugt und meist auch
dort verwaltet. Sie werden dem Netzwerkmonitor mit-
tels einer in der Komponente installierten Vermittlungs-
software (agent function) zug

anglich gemacht.
dynamische Informationen In diesen Bereich fallen
ereignisabh

angige Daten, z. B. Daten

uber Protokollzu-
standswechsel, etc. Diese werden entweder ebenso wie
die statischen Daten in der jeweiligen Komponente ver-
waltet oder bei LANs auch h

aug in einem sogenannten
remote monitor. Dieser beobachtet den Datenverkehr im
Netz und sammelt die erhaltenen Informationen.
statistische Informationen Die statistischen Infor-
mationen werden aus den dynamischen Informationen
abgeleitet. Hierbei handelt es sich z. B. um Durch-
schnittswerte oder andere statistische Gr

oen. Es gibt
f

ur den Monitor zwei Wege, die gew

unschten Daten zu
erhalten. Entweder er sammelt die dynamischen Da-
ten und erzeugt daraus die statistischen Daten oder die
f

ur die dynamischen Daten verantwortliche Komponen-
te berechnet die statistischen Daten selbst und sendet
sie an den Monitor.
Funktionsstruktur der Netzwerk

uberwachung
Ueberwachungs−
 anwendung
manager function
agent function
ueberwachte
  Objekte
Ueberwachungs−
  anwendung
manager function
monitoring agent
agent function
ueberwachte
   Objekte
agent function
ueberwachte 
   Objekte
a) Manager−agent model bei
    Netzwerkueberwachung
b) Netzwerkueberwachung mit zwischen−
    geschaltetem monitoring agent
 . . . .
Abbildung 2.6: Netzwerk

uberwachung
Im Allgemeinen baut ein Netzwerk

uberwachungssystem
auf den in Bild 2.6 dargestellten Funktionen auf. In
den

uberwachten Komponenten (managed objects) ist ei-
ne Vermittlungssoftware (agent function) installiert, die
Daten

uber die

uberwachte(n) Komponente(n) sammelt
und dem Monitor mittels eines Netzes

ubermittelt. Auf
Monitorseite werden die Daten von einer

Uberwachungs-
software (manager function) empfangen, bzw. beschat.
Darauf setzt dann die eigentliche

Uberwachungsanwen-
dung (monitoring application) auf. Typische

Uberwa-
chungsanwendungen sind Leistungs

uberwachung, Feh-
ler

uberwachung und Benutzungs

uberwachung, die in
Abschnitt 2.2.3 beschrieben werden. Manchmal ist
zus

atzlich noch ein monitoring agent zwischengeschaltet,
der Zusammenfassungen und statistische Analysen er-
stellt (siehe Bild 2.6b). Er kann entweder beim Monitor
oder in der

uberwachten Komponente installiert sein.
Die Station, auf der der Netzwerkmonitor installiert
ist, ist nat

urlich selbst wieder ein Netzwerkelement und
mu deshalb ebenfalls

uberwacht werden. D. h. auf ihr
ist eine entsprechende Vermittlungssoftware eingerich-
tet.
Zur

Uberwachung von Netzwerkelementen, die ein
anderes Netzwerkmanagementprotokoll benutzen, wer-
den besondere Vermittlungsmodule, sogenannte \Stell-
vertreter" , eingesetzt, die die n

otigen Anpassungen vor-
nehmen.
Informationsgewinnung
Zur Informationsgewinnung gibt es zwei Methoden, die
Ereignisbericht-Methode und die Polling-Methode (Um-
frage).
Beim Polling richtet der Netzwerkmonitor eine An-
frage an eine bestimmte agent function mit der Bitte um

Ubermittlung von Informationen. Wenn der Monitor die
daf

ur n

otige Berechtigung hat, versorgt ihn die agent
function daraufhin mit den gew

unschten Daten aus sei-
ner MIB (management information base). Diese Methode
ndet besonders in der Kongurationsanalyse Verwen-
dung. Auerdem ist sie hilfreich bei detaillierter Unter-
suchung eines Teilbereichs nach Auftreten eines Fehler-
alarms.
Im Gegensatz zur Polling-Methode liegt bei der
Ereignisbericht-Methode die Initiative bei der agent
function. Sie sendet periodisch oder beim Eintreten von
bestimmten Ereignissen (z. B. Zustandswechsel, Fehler,
etc.) einen Bericht an den Monitor. Vorteil dieser Me-
thode ist vor allem, da Probleme schneller erkannt wer-
den. Auerdem wird ein unn

otig h

auges Abfragen bei
Objekten, deren Zust

ande sich selten

andern, vermie-
den.
Meist werden in Netzwerk

uberwachungssystemen bei-
de Methoden mit unterschiedlicher Gewichtung einge-
setzt. Welche der Methoden st

arker gewichtet werden
soll, h

angt unter anderem von den folgenden Faktoren
ab:
 Gr

oe des Datenverkehrs, den jede Methode im
Netzwerk verursacht
 Zeitverz

ogerung bei der Benachrichtigung des Netz-
werkmonitors
 Verarbeitungsaufwand in den

uberwachten Kompo-
nenten
 unterst

utzte Anwendung
2.3.2 Anwendung der erhaltenen Infor-
mationen
Die diesem Kapitel zugrundeliegende Frage ist, wie
man die erhaltenen Informationen in den verschiedenen
Bereichen des Netzwerkmanagements benutzt. Wobei
sich diese Arbeit auf die Anwendungen Leistungs

uber-
wachung, Fehler

uberwachung und Benutzungs

uberwa-
chung beschr

ankt.
Leistung

uberwachung
Leistungsindikatoren F

ur den Umgang mit Indi-
katoren ist es wichtig, besser nur eine kleinere An-
zahl, daf

ur aber weit verbreite Indikatoren zu benutzen.
Das erleichtert den Vergleich anhand der Indikatoren.
Dar

uberhinaus sollte man bei der Wahl eines Indika-
tors darauf achten, da er sich gut f

ur Vergleiche eignet,
d. h. da er z. B. gut zu quantizieren ist. Auerdem
sollte sich ein Indikator ezient berechnen lassen. Typi-
sche Leistungsindikatoren sind Verf

ugbarkeit, Antwort-
zeit, Zuverl

assigkeit, Durchsatz und Auslastung.
Verf

ugbarkeit Die Verf

ugbarkeit (A) einer Kompo-
nente setzt die Zeitdauer zwischen zwei Ausf

allen
(t
v
) ins Verh

altnis zur Summe aus t
v
und der durch-
schnittlichen Zeitdauer der Fehlerbehebung (t
r
). D.
h. die Verf

ugbarkeit errechnet sich aus A =
t
v
t
v
+t
r
.
Die Verf

ugbarkeit eines Systems kann dann aus der
Verf

ugbarkeit seiner Komponenten berechnet wer-
den. Wobei die Verf

ugbarkeitsanalyse nat

urlich
umso komplexer ist, je komplexer die Kongura-
tion des Systems ist. Ein kleines Beispiel f

ur die
Erh

ohung der Verf

ugbarkeit eines Systems ist fol-
gendes: Eine Komponente habe die Verf

ugbarkeit
A = 0,9. Man nehme eine zweite gleichartige Kom-
ponente und schalte diese zur ersten parallel. Zur
Erf

ullung der Aufgabe reiche es, wenn eine der
beiden Komponenten funktioniert. Die Verf

ugbar-
keit des Systems aus den zwei parallel geschalteten
Komponenten errechnet sich aus A
p
= 1   (1  
A)
2
= 0; 99 . D. h. die Verf

ugbarkeit dieser Funkti-
on konnte durch Parallelschaltung einer redundan-
ten Komponenten von 0,9 auf 0,99 erh

oht werden.
Zur Bedeutung der Verf

ugbarkeit bedenke man fol-
gendes: Ein einst

undiger Ausfall z. B. eines Bank-
netzwerkes kann einen Verlust von mehreren Millio-
nen Dollar verursachen.
Antwortzeit Die Antwortzeit ist die Zeitdauer, die ein
System ben

otigt, eine Anfrage zu bearbeiten und
zu beantworten.
Sie setzt sich zusammen aus sieben Gr

oen,
1. der Eingabeverz

ogerung des Terminal (Trans-
portdauer vom Terminal zur Kommunikati-
onsleitung), welche direkt abh

angt von der

Ubertragungsrate (Beispiel: bei einer

Ubert-
ragungsrate von 2400 bps erh

alt man bei 100
Zeichen eine Eingabeverz

ogerung von 0,33 s);
2. der Wartezeit bei der Eingabe ins Netz, falls
mehrere Terminals

uber einen Controller auf
das Netz zugreifen;
3. der Zeit f

ur die

Ubertragung der Eingabe vom
Controller zum Host;
4. der Verarbeitungszeit im Hostrechner;
5. der Wartezeit vor der

Ubertragung des Ergeb-
nisses (siehe 2);
6. der Zeit f

ur die

Ubertragung des Ergebnisses
(siehe 3);
7. der Ausgabeverz

ogerung des Terminal (sie-
he 1).
Die Antwortzeit ist eine relativ einfach zu berech-
nende Gr

oe und dar

uberhinaus sehr wichtig f

ur
das Netzwerkmanagement. Die Forderung nach ei-
ner kurzen Antwortzeit verursacht leider meist ho-
he Kosten, z. B. wegen der geforderten h

oheren
Prozessor- und

Ubertragungsleistung. Ein typi-
scherweise gew

unschter Wert ist eine Antwortzeit
von zwei Sekunden.
Zuverl

assigkeit Die Gew

ahrleistung der Zuverl

assig-
keit einer Verbindung ist eigentlich Aufgabe der
Protokollmechanismen (siehe Teil 2.1.3). Dennoch
ist eine Fehler

uberwachung wichtig f

ur die Ent-
deckung fehlerhafter Leitungen und anderer Feh-
ler, die die Protokollmechanismen nicht verdecken
k

onnen.
Durchsatz F

ur den Durchsatz gibt es verschiedene De-
nitionen, z. B. die Anzahl an Transaktionen in ei-
ner gegebenen Zeitspanne, die Anzahl an Benut-
zersitzungen bzgl. einer bestimmten Anwendung in
einer gegebenen Zeitspanne, etc.
Auslastung Die Auslastung ist die Antwort auf die
Frage, wie lange eine Komponente in einer be-
stimmten Zeitspanne wirklich gebraucht wird (An-
gabe in Prozent). Ziel ist das Aunden von \Fla-
schenh

alsen" und Stauungsgebieten und die an-
schlieende Systemanpassung. Diese Aufgabe ist
sehr wichtig, da die Antwortzeit eines Systems
exponentiell mit der Auslastung der Ressourcen
w

achst.
Leistungs

uberwachungsfunktionen Die Lei-
stungs

uberwachung l

at sich in drei Teilbereiche
gliedern, die Leistungsmessung, die Leistungsanalyse
und die k

unstliche Lasterzeugung.
Die Leistungsmessung wird meist von der agent func-
tion in der jeweiligen Komponente durchgef

uhrt. Sie be-
obachtet den Datenverkehr in den Knoten hinein, aus
dem Knoten heraus und die Anzahl der Verbindungen.
Dies geht nat

urlich auf Kosten der Verarbeitungslei-
stung im Knoten. Deshalb werden in LANs h

aug re-
mote monitors eingesetzt, die einfach den Datenverkehr
auf dem Netzwerk beobachten und damit die anderen
Komponenten entlasten. Bei starkem Datenverkehr ist
es dem remote monitor allerdings nicht m

oglich, alle Da-
tenpakete zu registrieren. Aus diesem Grund nimmt er
dann nur Stichproben und wertet diese statistisch aus.
Die Leistungsanalyse wird von einem Programm
durchgef

uhrt, das Daten zusammenfat und darstellt.
Die k

unstliche Lasterzeugung dient der Beobachtung des
Netzwerkes unter einer kontrollierten Last.
Als Ergebnis erh

alt man Aussagen

uber die Vertei-
lung des Datenverkehrs im Netz, die H

augkeit einzel-
ner Datenpakettypen, das Verh

altnis zwischen Last und
Leistung, die Kapazit

at, die Auswirkung verschiedener
Paketgr

oen, man erh

alt Leistungsindikatoren, usw. .
Fehler

uberwachung
Ziel der Fehler

uberwachung ist, Fehler m

oglichst schnell
zu identizieren, ihre Ursache zu bestimmen und Kor-
rekturmanahmen einzuleiten.
Dabei stellen sich allerdings einige grundlegende Pro-
bleme. So gibt es unbeobachtbare Fehler, z. B. man-
gels unterst

utzender Software. Globale Verklemmun-
gen sind h

aug ebenfalls lokal nicht zu entdecken. Au-
erdem kann ein beobachteter Fehler seine Ursache in
mehreren Komponenten haben, da ja mehrere Kompo-
nenten an einer

Ubertragung beteiligt sind. Umgekehrt
kann ein Fehler mehrere Fehlerbeobachtungen hervorru-
fen. Ebenfalls m

oglich ist eine st

orende

Uberlagerung
zwischen Diagnose und lokaler Wiederherstellungspro-
zedur. So k

onnen lokale Wiederherstellungsprozeduren
wichtige Hinweise auf Fehler zerst

oren und somit eine
Diagnose unm

oglich machen. Auf eine vollst

andige Auf-
listung aller Probleme wird hier nat

urlich verzichtet.
Meist wird im Rahmen der Fehler

uberwachung die
Ereignisbericht-Methode zur Benachrichtigung des Mo-
nitors angewandt. Um eine

Uberlastung des Netzwerkes
zu vermeiden, sind die Kriterien f

ur die Ausgabe eines
Berichts angemessen streng. Verwendet man die Polling-
Methode, so f

uhrt die agent function ein Logbuch

uber
Fehler und andere signikante Ereignisse.
Ein gutes Fehler

uberwachungssystem soll auch Fehler
vorausahnen k

onnen. Zu diesem Zweck werden Schwell-
werte eingerichtet, bei deren

Uberschreiten ein Alarm
ausgel

ost wird. Wenn z. B. der Anteil fehlerhaft

ubert-
ragener Datenpakete einen gewissen Schwellwert

uber-
steigt, dann kann das ein Hinweis auf einen entstehenden
Fehler sein und es kann evtl. das Eintreten eines schlim-
meren Fehlers noch verhindert werden. Ein gutes Feh-
ler

uberwachungssystem f

uhrt dar

uberhinaus verschiede-
ne Tests zum Isolieren und Diagnostizieren von Feh-
lern durch, so z. B. Konnektivit

ats-, Datenkorrektheits-,
Antwortzeit-, Verbindungss

attigungstests, usw. .
Bei Fehler

uberwachungssystemen ist die Kooperation
zwischen Benutzer und

Uberwachungssoftware beson-
ders ausgepr

agt, so da eine eektive Benutzerschnitt-
stelle von hoher Wichtigkeit ist.
Benutzungs

uberwachung
Mithilfe der Benutzungs

uberwachung (accounting moni-
toring) kann man feststellen, wer welche Netzwerkres-
sourcen wie oft und wie lange genutzt hat. Ziel ist
nat

urlich meist die Berechnung der Kosten der Nutzung
f

ur ein Institut, eine Projektgruppe, eine Einzelperson,
etc. .
Typische Ressourcen in diesem Zusammenhang sind
LANs, WANs, Server, gemietete Leitungen, Workstati-
ons, bestimmte Software, Kommunikationsdienste, In-
formationsdienste, usw. Wichtige Daten, die im Rah-
men der Benutzungs

uberwachung gesammelt werden
m

ussen, sind die Initiator-ID, die Empf

anger-ID, die An-
zahl der Datenpakete, die Sicherheitsstufe, Zeitstempel,
die betroenen Ressourcen, etc.
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Kapitel 3
OSI Systemmanagementkonzepte -
Management Information Base
Ulrike Ahlf
3.1 Einleitung
Die folgende Ausarbeitung befat sich mit den OSI Sy-
stemmanagementkonzepten und der OSI Management
Information Base. Im ersten Teil werden die OSI Sy-
stems Management Standards vorgestellt, insbesonde-
re das Architekturmodell und die System Management
Funktionen. Der zweite Teil umfat die Ablage der Ma-
nagementdaten in der sogenannten MIB
1
. Hier ndet
sich die Denition von Managementinformation sowie
deren Beschreibung in der Datenbank wieder.
3.2 Systemmanagementkonzepte
3.2.1 Systems Management Standards
Unter allen Standards die von OSI entworfen wurden,
sind die OSI Systems Management Standards die um-
fangreichsten und komplexesten. Der erste Standard,
der sich auf Netzwerkmanagement bezog, beschreibt das
OSI Managementarchitekturmodell und wurde von ISO
2
unter dem Namen OSI Management Framework and Over-
view herausgegeben. Die folgenden Standardisierungen
bez

uglich des Managements wurden von ISO und dem
internationalen Organ aller Postgesellschaften ITU
3
zu-
sammen herausgegeben. Die Standards gliedern sich in
f

unf Kategorien:
- OSI Management Framework and Overview:
ISO 7498-4 gibt eine allgemeine Einf

uhrung in Ma-
nagementkonzepte, ISO 10040 gibt einen

Uberblick

uber die restlichen Dokumente,
- CMIS/CMIP: ISO 9595/6 beschreibt den Com-
mon Management Information Service, der Dienste
f

ur Managementanwendungen sowie das zugeh

orige
Protokoll bereitstellt,
1
MIB = Management Information Base
2
ISO = International Organization for Standardisation
3
ITU = International Telecommunication Union, fr

uher
CCITT
- Systems Management Functions:
ISO 10164-1/-14 deniert spezielle Funktio-
nen, die vom OSI Systemmanagement ausgef

uhrt
werden k

onnen,
- Management Information Modell:
ISO 10165-1/-6 beschreibt die Management
Information Base MIB, die alle OSI Objekte
bez

ugl. des Netzwerkmanagements repr

asentiert,
- Layer Management: deniert Managementinfor-
mationen, Dienste und Funktionen bezogen auf
bestimmte OSI Schichten.
tutorial
Systems managing Management Framework
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Systems management
overview
10040 X.701
Management information
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Abbildung 3.1: OSI Managementstandards
Die Standards basieren nat

urlich alle auf dem
ISO/OSI Schichtenmodell. Ihr Zusammenwirken unter-
einander ist in Abbildung 3.1 dargestellt.
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3.2.2 Architekturmodell
Das Architekturmodell eines OSI Teilnehmers ist in Ab-
bildung 3.2 dargestellt.
Systems−management application process
SMAP
MIB
LME
LME
LME
LME
LME
LME
LME
Systems−management
application entity
Presentation layer
Session layer
Transport layer
Network layer
Data−link layer
Physical layer
systems−management
interface
Layer−management
interface
Abbildung 3.2: OSI Architekturmodell
Es bilden sich vier Kernelemente heraus:
 SMAP Systems-management application process
Dies ist die lokale Software innerhalb eines Systems,
die f

ur die Ausf

uhrung der Systemmanagement-
funktionen zust

andig ist. Von hier aus wird das
System verwaltet und die Koordination mit ande-
ren SMAP's gesteuert.
 SMAE Systems-management application entity
Dieser Dienst bendet sich in der Anwendungs-
schicht. SMAE ist verantwortlich f

ur der Austausch
von Managementinformationen sowohl mit Part-
neranwendungsinstanzen als auch mit der Netz-
werkzentrale. Zum Datenaustausch wird CMIS als
Standard verwendet.
 LME Layer-management entity
Dieses Kernelement stellt Netzwerkfunktionen f

ur
die jeweiligen Schichten bereit.
 MIB Management information base
Jeder Knoten im Netzwerk enth

alt spezische Ma-
nagementdaten, die hier abgelegt sind.
SMAE besteht aus einer Sammlung von mehreren
ASE's
4
. Neben den Standardelementen ACSE
5
und
ROSE
6
sind in SMAE noch zwei Elemente enthalten,
die speziell das Netzwerkmanagement betreen: Com-
mon Management information service elementCMISE und
System management application service element SMASE.
Die Hauptaufgabe von SMASE besteht darin, Dienste
f

ur den Netzwerkmanager und auch f

ur Anwendungen
verf

ugbar zu machen, die Netzwerkmanagementfunktio-
nen implementieren. SMASE implementiert Manage-
mentfunktionen in den folgenden f

unf Bereichen:
4
ASE = Application Service Element
5
ACSE = association-control-service element
6
ROSE = remote-operation-service element
 Fault Management
 Accounting Management
 Conguration and Name Management
 Performance Management
 Security Management
Auf die Funktionalit

aten dieser Bereiche wird im
n

achsten Unterkapitel noch eingegangen.
Das Element CMISE hat die Aufgabe Basismana-
gementfunktionen bereitzustellen, um SMASE zu un-
terst

utzen. Es soll hier jedoch nur am Rande erw

ahnt
bleiben.
SMAP kann unterschiedliche Rollen im System ein-
nehmen. Entweder agiert der Prozess als Manager oder
als Agent, dem Manager unterstellt. In der Rolle als
Netzwerkmanagers gibt der SMAP Anweisungen, Ope-
rationen und Anforderungen an die unter ihm liegen-
den Agenten aus. Diese leiten Managementinformatio-
nen weiter und sind f

ur die R

uckantworten sowie Mel-
dungen verantwortlich. Die Ablage der Daten ist nicht
standardisiert, lediglich der Datenaustausch.
3.2.3 Management Funktionsbereiche
Die Aufgaben des OSI Systemmanagements werden in
f

unf Teilbereiche gegliedert. Im folgenden werden diese
kurz vorgestellt.
Das OSI Fault Management ist ein Teilbereich des
Netzwerkmanagements, der es dem Systemmanager
erm

oglicht Fehler im Netzwerk und in der OSI Um-
gebung zu behandeln. Dazu werden Mittel zur Ent-
deckung, Eliminierung und Korrektur der auftretenden
Fehler bereitgestellt. Die zugeh

origen Prozeduren bein-
halten die Manahmen:
 Fehlerentdeckung und Protokollierung
 Ausf

uhren von Diagnosetests zur Fehlerndung
 Fehlerkorrektur
F

ur die Berechnung der entstehenden Kosten und In-
formation der Anwender bei Benutzung von Systemres-
sourcen stellt das Accounting Management Prozeduren
bereit um:
 den Benutzer

uber entstandene Kosten zu informie-
ren
 Abrechnungskosten festzulegen
 Abrechnungsinformation zu protokollieren
Das Ziel des Conguration and Name Managements ist es
dem Netzwerkmanager die M

oglichkeit zu geben, die Sy-
stemtopologie zu kontrollieren und zu ver

andern. Dazu
bieten Prozeduren folgende Funktionalit

aten:
 Sammlung und

Anderung von Ressourcendaten
 Setzen und Ver

andern von Netzwerkparametern
 Kongurations

anderungen
Die Leistungs

uberwachung des Netzes f

allt in den Teil-
bereich Performance Managements. Dazu dienen die
Netzwerkmanagementprozeduren:
 Sammeln von Daten zur Leistungsanalyse von Res-
sourcen
 Analyse und Planung anhand von Protokollen be-
z

uglich der Eektivit

at
Der f

unfte Teilbereich des Netzwerkmanagements wird
vom Security Managements gebildet. Dieser Bereich um-
fat die Verwaltung sicherheitsrelevanter Informationen:
 Zugangskontrolle
 Verschl

usselung von Managementinformationen
 Archivierung von Sicherheitsinformationen
3.2.4 System Managementfunktionen
Die Bereiche des Netzwerkmanagements, die im OSI
Framework deniert sind, sind nicht als solche stan-
dardisiert. Sie nehmen bezug auf die System Manage-
ment Functions. Jeder Funktionsbereich nutzt einen oder
mehrere dieser Funktionen. Im folgenden werden die
Funktionen kurz benannt, die Erkl

arung der Funktiona-
lit

aten erfolgt in sp

ateren Unterkapiteln:
 Object management  Security audit trail
 State management  Access control
 Relationship management  Accounting meter
 Alarm reporting  Workload monitoring
 Event-report management  Test management
 Log control  Summarization
 Security alarm reporting
3.3 Management Information
Base
Grundlage jedes Managementsystems bildet eine Daten-
bank, in der die Informationen

uber Ressourcen und zu
verwaltende Elemente abgelegt sind. In OSI wird die so-
genannte MIB Management Information Base verwendet.
Der Rahmen zum Entwurf der MIB und zur Festle-
gung von Datentypen wird von SMI
7
gestellt. Im OSI
Systemmanagement wird stark mit objektorientierten
Konzepten gearbeitet.
Die Datenbankelemente, die verwaltet, kontrolliert
und gesteuert werden sollen werden als Managed Ob-
jects MO bezeichnet. Die MIB stellt eine Sammlung
von MO's dar. Es k

onnen sowohl Softwareressourcen,
wie Speicherverwaltungen oder Wartschlangenprogram-
me als auch Hardwareressourcen, z.B. Workstations,
Drucker durch MO's repr

asentiert werden. Manage-
mentobjekte, die nur eine spezielle Schicht betreen,
werden als (N)-Layer-MO's,

ubergreifende MO's dage-
gen als System MO's bezeichnet. Eine Systemressource
7
SMI = Structure of management information
kann durch ein oder mehrere Managed Objects darge-
stellt werden, ebenso kann ein MO mehrere Ressourcen
umfassen. Liegen Ressourcen im System vor, die nicht
in der MIB enthalten sind, so sind diese f

ur das OSI
Management nicht zug

anglich und k

onnen somit nicht
verwaltet werden.
3.3.1 Management Informationsmodell
Der Standard ISO 10165-1, siehe auch Abbildung 3.1,
liefert im Managementmodell einen Beschreibungsrah-
men f

ur Managementinformationen. Dort werden fol-
gende Punkte festgelegt, die im weiteren Verlauf n

aher
betrachtet werden sollen:
 Modell f

ur Managed Objekts und deren Attribute
 Prinzipien der Benennung der MO's
 Denition von SMI
 Konzepte von MO-Klassen und deren Beziehung zu-
einander
Das Modell eines Managed Objects
Ein Managed Objekt beinhaltet Attribute, Operationen,
die darauf angewendet werden k

onnen, Meldungen, die
ausgegeben werden k

onnen, und Verhaltensweisen. In
Abbildung 3.3 ist das Modell eines MOs dargestellt:
Behaviour
Attribute
Management
Notifications
Operations
Managed Object
Abbildung 3.3: Managementobjekt
Das Managementobjekt ist Teil einer Klasse, die
durch gleiche Eigenschaften charakterisiert ist. Die vier
Eigenschaften eines MOs beinhalten folgendes:
Attribute: Jedes Attribut spiegelt die Eigenschaft ei-
ner Systemressource wieder. Es ist ein aktuelles
Datenelement, welches den momentanen Status der
Ressource wiedergibt. Durch Wert

uberschreitung
eines Attributes kann auch eine Status

anderung im
System erfolgen.
Management Operation: Eine Managementoperati-
on auf Managementobjekte macht nat

urlich nur
Sinn, wenn die Datenkonsistenz nicht verletzt ist,
und die entsprechenden Zugrisrechte bestehen.
Managementoperationen werden in attributorien-
tierte und objektorientierte Operationen gegliedert.
Attributorientierte Operationen beeinussen nur
ein einzelnes Attribut, z.B. durch Setzen eines Wer-
tes, w

ahrend die zweite Variante das ganze Objekt
betrit, beispielsweise L

oschen eines MOs.
Behaviour: Ein MO beinhaltet gewisse Verhaltenswei-
sen je nachdem wie es auf Ein

usse reagiert. Da-
bei wird zwischen internen und externen Stimuli
unterschieden. Hinter dem Begri Interne Stimu-
li verbergen sich Vorg

ange, die direkt zwischen der
Ressource und dem MO ablaufen. Es w

are denk-
bar sich einen abgelaufenen Timer als einen solchen
internen Ansto vorzustellen. Externe Stimuli da-
gegen treten auf, wenn Systemmanagementopera-
tionen von anderen Stationen

uber CMIP auf das
Managementobjekt wirken, und dieses dann durch
denierte Verhaltensweisen reagiert.
Meldungen: Meldungen m

ussen immer dann ausgege-
ben werden, wenn Ereignisse auftreten, die auf das
Managementobjekt einwirken. Die Meldungen wer-
den in Protokollen an den Netzwerkmanager wei-
tergeleitet oder in einem Ereignisbericht abgelegt.
Nutzung objektorientierter Methoden
In den Standardisierungen ist keine explizite Forderung
nach objektorientierter Datenablage in der Management
Information Base vorhanden. Dennoch bieten sich die-
se Konzepte an, da sie die Repr

asentation der Ressour-
cen einfach verwirklichen k

onnen. Die drei wichtigsten
in der MIB benutzten objektorientierten Methoden sind
Kapselung, Vererbung und Allomorphismus.
Kapselung hat im Zusammenhang mit Netzwerkma-
nagement die folgende Bedeutung: Jeder Ressourcen-
typ wird durch eine Managementobjektklasse, jede In-
stanz dieser Ressource wird durch ein Managementob-
jekt dargestellt. Die Managementinformation und die
Managementoperation, die auf das MO ausgef

uhrt wer-
den k

onnen, sind im Managementobjekt zusammenge-
packt. Managementanwendungen haben somit nur

uber
das MO Zugang zur Ressource, um diese zu

uberwa-
chen und zu verwalten. Daraus ergibt sich der Vorteil,
das das Innere des MOs nach auen unsichtbar ist. Nur
Informationen, die freigegeben sind, werden durch die
Objektgrenze hinweg sichtbar.
Die Methode der Vererbung erm

oglicht die Unterklas-
senbildung aus bereits vorhandenen Klassen. Oftmals
entstehen neue Klassen durch Hinzunahme weiterer At-
tribute oder Meldungen. Neugenerierung von Klassen
durch L

oschen von Eigenschaften ist jedoch nicht er-
laubt. Die Nutzung des Unterklassenprinzips bringt
zwei Vorteile mit sich. Es erm

oglicht die Bildung ei-
ner Hierarchie, die die Ressourcen wiederspiegeln. Au-
erdem wird der Beschreibungsaufwand verringert, da
vererbte Charakteristiken nicht erneut deniert werden
m

ussen.
Die dritte objektorientierte Methode ist die des Al-
lomorphismus. Allomorphismus bietet die M

oglichkeit
verschiedenartige Managementobjekte zu implementie-
ren, die aber das selbe Verhalten gegen

uber der Ma-
nagementstation aufweisen. So k

onnen beispielsweise
alte Ressourcenmodelle durch neue ersetzt werden, in-
dem das Verhalten der alten Elemente weiterhin simu-
liert wird.
3.3.2 Benennung der Objekte in der
MIB
Im vorigen Abschnitt wurde deutlich, da mittels der
objektorientierten Methode der Vererbung Klassenhier-
archien aufgebaut werden k

onnen. Jede Klasse ist durch
einen eindeutigen Identikator gekennzeichnet. Dieser
Bezeichner ist eine Kette von Integerzahlen, die der je-
weiligen Klasse einen eindeutigen Platz im sogenannten
ISO Registration-Tree zuordnet. In diesem Baum sind
die Denitionen f

ur
 Managementklassen
 Attributdenitionen
 Aktionen
 Meldungen
 Packages
abgelegt.
Ein weiterer ebenfalls klassenbezogener Baum ist der
Inheritance-Tree. Dieser zeigt wie Denitionen von Ob-
jektklassen durch Verwendung von objektorientierten
Methoden aus anderen Objektklassen abgeleitet werden
k

onnen.
Die beiden Baumarten spiegeln das Verh

altnis der
Klassen zueinander wieder. Die aktuelle MIB Struktur
wird jedoch durch das sogenannte Containment (engl.
Enthaltensein) wiedergespiegelt. Die M

oglichkeit des
Containment erlaubt, da ein Managementobjekt ein
oder mehrere andere Objekte beinhaltet. Die Zuord-
nung erfolgt mit Hilfe einer Referenz in Form eines
Objektbezeichners vom h

oheren zum enthaltenen Ob-
jekt. Das

ubergeordnete Objekt speichert diesen Ob-
jektbezeichner als Attributwert ab. Es entsteht ein
Containment-Tree wie er in Abbildung 3.4 dargestellt ist.
Cons-Id="XYZ"
CONS provider
Virtual curcuit
L3 entity
L3-Id="0"
Managed System
L4-Id="0"
L4 entity
T Connection
TCon="SMK"
NSAP
VC-Id="6" NSAP-Id="3647"
      MS-ID="BDC"
       ROOT
Abbildung 3.4: Beispiel eines Containmentbaumes
Jedes Managementobjekt enth

alt zur Benennung ein
relative distinguished name und ein distinguished name.
Der erstere korrespondiert mit einem bestimmten Attri-
butwert. Dieser Wert ist f

ur alle Objekte gleich, die aus
dem selben Objekt abgeleitet wurden. In Abbildung 3.4
ist beispielsweise MS-Id der Attributname, BDC der Wert
und beide Angaben zusammen bilden den relative distin-
guished name. Der relative name eines Objektes setzt
sich aus dem relative distinguishes names von der Wurzel
des Containmentbaumes bis zum betrachteten Objekt
zusammen. Im betrachteten Beispiel setzt sich der re-
lative name des rechten Teilbaumes aus Ms-Id='BDC',
L4-Id='0', TCON-Id='MSK' zusammen.
3.3.3 Denition von Managementinfor-
mation
ISO 1065-2 (X.720) deniert Basiselemente f

ur die MIB
Entwicklung. Zu diesen Elementen geh

oren Attribute,
Objektklassen und Meldungstypen.
Oft werden im Netzwerkmanagement Z

ahlfunktionen
ben

otigt, diese k

onnen aus Attributen entwickelt wer-
den. Man unterscheidet Basisattribute und die verfei-
nerten speziellen Attribute.
Zu den generischen Attributen geh

oren Z

ahler und Pe-
gel. Z

ahler sind Abstraktionen eines z

ahlenden Prozes-
ses im System. Sie sind nicht negative Integerwerte und
nur inkrementierbar. Erreicht ein Z

ahler das Maximum
so springt sein Wert auf Null zur

uck.
Zwei Typen von Z

ahlern sind deniert, um un-
terschiedliche Managementanforderungen zu erf

ullen.
Nichtsetzbare Z

ahler ver

andern nur ihren Wert, wenn
ein Z

ahlereignis auftritt. Managementoperationen ha-
ben keinen Einu auf diesen Typ. Den Haupteinsatz
ndet dieser Z

ahltyp in Situationen bei denen mehrere
Managementstationen Zugang zu diesem Z

ahler haben.
Der setzbare Z

ahler kann auch durch Managementope-
rationen beeinut werden, und wird daher eher von
einzelnen Managementstationen benutzt.
Um eine oder mehrere Meldungen in Abh

angigkeit ei-
nes Z

ahlers auszugeben, kann ein Schwellwertattribut ge-
nutzt werden. Die Grundeigenschaft dieses Typs ist es,
Meldungen bei Erreichen von Vergleichswerten auszuge-
ben. Es kann auch Oset mit angegeben werden. Bei-
spielsweise wenn eine Meldung nach einer bestimmten
Anzahl von angekommenen Datenpaketen ausgegeben
werden soll. Diese Menge wird dann als Oset deniert
und jeweils zum erreichten Vergleichswert dazuaddiert.
Die Z

ahler sind noch nicht standardisiert. Es liegen
jedoch Vorschl

age vor wie z.B. PDU received, Outgoing
Connection Requests oder Incoming Protokoll Error.
Unter einem Pegel versteht man die Abstraktion ei-
ner zugrundeliegenden dynamischen Variablen. Pegel
sind nichtnegative Integerwerte, die sowohl in- als auch
dekrementierbar sind. Auerdem besitzen sie einen
Minimal- und einen Maximalwert. Ein Pegel ist stets
ein nicht setzbares Attribut. Zur Meldungsausgabe kann
ein Pegelschwellwert benutzt werden. Diese Pegeltypen
geben pro Schwellwert zwei Meldungen aus. Den ersten
wenn der Schwellwert in positiver Richtung

uberschrit-
ten wird, den zweiten bei Unterschreitung des Wertes
zuz

uglich eines Osets, um zu h

auge Meldungen zu ver-
meiden, falls der Pegel genau um den Schwellwert steigt
und f

allt. Ein weiteres Attribut ist das sogenannte Tide-
markattribut. Es dient zu Speicherung von Minimal- und
Maximalwerten des Pegels bei einer Messung. Das Ti-
demarkattribut ist dreiwertig. Es enth

alt den aktuellen
Wert, den Wert vor dem letzten Reset und die Resetzeit.
Die speziellen Attribute sind im Gegensatz zu den ge-
nerischen Attributen v

ollig speziziert. Sie sind in der
Abstract Syntax Notation One (ASN.1) beschrieben, und
sind direkt in einem Managementobjekt einsetzbar. Ei-
nige Beispiele sind die speziellen Attribute Event Time,
System Id, Member, Security Alarm Cause.
Ein weiteres Basiselement zur Entwicklung einer MIB
stellen die Meldungstypen. ISO 10165 (X.720) stellt ei-
ne Menge von Meldungen bereit. Sie sind auf mehrere
Objektklassen anwendbar, und jede Denition enth

alt
dabei:
 Format der Meldung im Managementprotokoll
 Vehalten der Meldung
 Format der Ergebnisdaten des Protokolls
 Objektbezeichner, Wert der die Meldung identi-
ziert
Als Beispiel sei hier der Meldungstyp Time domain
Violation mit den Attributen securityAlarmCause, secu-
rityAlarmSeverity, securityAlarmdetector usw. genannt.
Die Meldungen erscheinen dann, wenn ein unerwartetes
Ereignis eintritt.
Als drittes Element zur Entwicklung der Managemen-
tinformationsdatenbasis dienen die Objektklassen. ISO
10165 (X.720) stellt eine Reihe von Basisklassen zur
Verf

ugung. Die Objektklassen k

onnen von den System-
managementfunktionen genutzt werden oder treten als
Superklassen auf, von denen andere Klassen durch Ver-
erbung abstammen. Beispielsweise ist TOP die Klasse
aus der alle anderen Klassen entspringen.
3.3.4 Templates - Beschreibungsstruk-
tur f

ur Managementinformation
ISO 10165-1 schl

agt Richtlinien f

ur das Format von De-
nitionen von MO's, Attributen, Packages und Meldun-
gen vor. Dieses Richtlinien liegen in Form von Tem-
plates, einer Beschreibungssprache dargestellt durch
ASN.1, vor. Es existieren insgesamt neun verschiedene
Templatestrukturen. Das Template der Objektklassen
ist das oberste, welches alle anderen beinhalten kann.
Deshalb soll es an dieser Stelle stellvertretend erw

ahnt
werden.
Derived From gibt die Oberklasse, aus der die Klasse
abstammt, bzw. TOP an. Charakteristiken, die Meldun-
gen, Attribute usw. werden nicht nochmal erw

ahnt, es
sei denn es liegen

Anderungen vor.
Der Konstrukt Characterized by erm

oglicht es, eine
oder mehrere Packages in die Objektklasse einzubinden.
Ein Package enth

alt Verweise auf Verhalten, Attribute
und Meldungen. Weiterhin ist es m

oglich Conditional
Packages anzugeben, die in die Klasse eingebunden wer-
den, wenn bestimmte Voraussetzungen gegeben sind.
<class-label> MANAGED OBJECT CLASS
[DERIVED FROM       <class-label>
<,<class-label>]*;]
[CHARACTERIZED BY <package label>
[,<package label>]*;]
[CONDITIONAL PACKAGE <package label>
PRESENT IF condition-definition
[,<package label>
PRESENT IF condition-definition]*;]
REGISTERED AS object-identifier;
ISO-Registrierbaum
MO-Klassenidentifikator im
Pflichtmerkmale
Verweis auf Superklasse
bed. Merkmale
Abbildung 3.5: Template f

ur Objektklassen
Registered as gibt den Identikator der Objektklasse
im Registrationsbaum an.
3.4 Literaturverzeichnis
[Sta93d]
Kapitel 4
OSI Managementprotokoll -
CMIS und CMIP
Markus Hering
4.1 Einleitung
Diese Ausarbeitung befasst sich mit dem Thema Com-
mon Management Information Service und Common Ma-
nagement Information Protocol. Dabei wird zuerst ei-
ne Begriserkl

arung vorgenommen und anschlieend ei-
ne Einordnung in die OSI-Welt gegeben. Nachdem die
Dienste von CMIS und CMIP dargestellt worden sind,
werde ich als Erweiterung noch auf zus

atzliche Dienste
wie ACSE
1
und ROSE
2
eingehen.
Die wichtigste Funktionalit

at im OSI Systemmanage-
ment (OSI = Open System Interconnection) ist der Aus-
tausch von Managementinformationen zwischen zwei In-
stanzen mit Hilfe eines Protokolls. Diese Funktionalit

at
spiegelt sich wieder im Common Management Informati-
on Service Element(CMISE). Dieses Element l

at sich in
zwei Teile untergliedern: CMIS und CMIP.
4.2 Was macht CMIS?
In Abbildung 4.1 erkennt man die Anordnung von CMIS
und CMIP in der Schicht 7 des OSI Modells eingebettet
in das CMISE. Deutlich zu erkennen ist, da CMIS und
CMIP Gebrauch von ROSE und ACSE machen. Doch
dazu mehr in Kapitel 4.3.2 bzw. Kapitel 4.4.1. Alle hier
aufgez

ahlten Elemente geh

oren zur Klasse der Applica-
tion Service Elements (ASEs).
Durch CMIS werden Dienste deniert, die f

ur das
OSI Systemmanagement durch jede Netzwerkkompo-
nente vorgesehen sind. Die Dienste sind aufrufbar durch
Dienstprimitive.
CMIS kennt drei Dienstklassen:
 Management-Notication-Services
 Management-Operation-Services
 Management-Association-Services
Diese drei Klassen wollen wir jetzt n

aher betrachten.
1
ACSE = Application Control Service Element
2
ROSE = Remote Operation Service Element
Information Processing Information Processing
SMASE SMASE
CMISE CMISE
ROSE ROSE
ACSE ACSE
andere
 ASEs
andere
 ASEs
SMAE SMAE
Schicht 6 Schicht 6
SACF
SACF
MAPDU
CMIPDU
Abbildung 4.1: CMIS in der Anwendungsschicht
4.2.1 Management-Notication-Service
Aufgabe dieser Dienstklasse ist es, in einem Netz-
werk

uber Ereignisse zwischen zwei Partnerinstanzen
zu berichten. Diese Instanzen fungieren dabei in einer
Manager/Agenten-Beziehung. In Abbildung 4.1 wird
das deutlich durch die identische Anordnung der bei-
den groen K

asten. Wenn die linke H

alfte zum Beispiel
die Managerrolle

ubernimmt, dann kommt der rechten
die Rolle des Agenten zu.
Als einziges Dienstprimitiv dieser Klasse ndet man
M-EVENT-REPORT. Dieses Primitiv wird vom Agenten
aufgerufen und vom Manager beantwortet. Dieser Ge-
sichtspunkt bildet eine Ausnahme, denn bei allen ande-
ren Diensten des CMIS ist der Manager der Aufrufende.
Die Operation mit M-EVENT-REPORT kann best

atigt
oder unbest

atigt ablaufen. Jedem Aufruf k

onnen mehre-
re Parameter beigef

ugt werden. Wenn die

Ubertragung
milingt, werden beim Antwortprimitiv Fehlerparame-
ter beigef

ugt, die Auskunft dar

uber geben, was falsch
gelaufen ist und wo der Fehler liegt.
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4.2.2 Management-Operation-Service
In dieser Dienstklasse werden durch CMIS f

unf Dienst-
primitive zur Verf

ugung gestellt:
 M-GET
 M-SET
 M-ACTION
 M-CREATE
 M-DELETE
Stellvertretend f

ur die anderen Dienste wollen wir jetzt
den M-GET-Dienst etwas n

aher durchleuchten. Dieses
ist ausreichend, denn die Art des Dienstablaufes ist bei
den anderen Diensten nahezu identisch.
M-Get-Service
Die wichtigste Aufgabe des M-Get-Dienstes ist es,
Daten von der Management-Informations-Datenbasis
(MIB) der Partnerinstanz zu holen. Hierbei werden vom
Manager aus beim Request ein oder mehrere \Managed
Objects" (MOs) von der MIB des Agenten angespro-
chen. Dabei kann f

ur jedes MO der Wert von einem,
mehreren oder allen Attributen verlangt werden. Der
M-Get-Dienst ist immer best

atigt.
Abbildung 4.2 zeigt Weg/Zeit-Diagramme f

ur den Ab-
lauf einer Get-Operation. Teil b zeigt den einfachen
Fall. Die Operation beginnt mit einem M-Get.request
des Managers, wobei er eine Parameterliste mitschickt,
die n

ahere Informationen

uber die Operation und
die zu holenden Daten gibt. Auf der Agentenseite
kommen diese Parameter unver

andert in Form eines
M-Get.indication an. Daraufhin wei der Agent, auf
welches MO in seiner MIB zugegrien werden soll und
f

uhrt die Operaion aus. Nach erfolgreicher Beendi-
gung teilt er dem Manager die Ergebnisse in Form eines
M-Get.response mit. Diese kommen in unver

anderter
Art bei ihm mit Hilfe eines M-Get.confirmation an. In
diesem Beispiel wurde nur auf ein MO in der Agenten-
MIB zugegrien.
Teil c zeigt den umgekehrten Fall. Hier wird jetzt
durch den Manager auf mehrere MOs zugegrien. Die
Operation beginnt wie oben mit einem Request, nur be-
kommen hier die Aufrufparameter (Invoke Identier (II))
eine Nummer zugewiesen, die die Anzahl der anzuspre-
chenden MOs wiederspiegelt. Dabei ist II0 ein Initia-
lisierungsparameter, der die Operation startet, worauf
dann die Operationen auf die 1 bis n MOs ausgef

uhrt
werden. Der Parameter Linked Identier (LI) sorgt f

ur
die richtige Abfolge der M-Get.response Operationen.
Jeder Response hat einen eindeutigen Wert bzgl. des II.
Abgeschlossen wird die Operation mit der R

uckgabe des
II0-Parameters an den Manager.
Man nennt diese Art der mehrfachen Antworten Mul-
tiple Reply.
Wenn die erfolgreiche Ausf

uhrung einer Operation
milingt, dann wird vom Agenten ein Fehlerparameter
Parameter Name Request/ Response/
Indication Conrm
Invoke identier M M
Linked identier - C
Base-object class M -
Base-object instance M -
Scope U -
Filter U -
Access control U -
Synchronization U -
Attribute-identier list U -
Managed-object class - C
Managed-object instance - C
Current time - U
Attribute list - C
Errors - C
Tabelle 4.1: Parameter des M-GET-Dienstes
mit in den M-Get.response gegeben. Diese Situation
ndet man in Teil a. Dieser Fehlerparameter (Error (E))
kommt dann unver

andert beim Manager an, so da die-
ser das Problem analysieren kann.
Jetzt schauen wir uns noch etwas genauer die Para-
meter an, die bei einer solchen Get-Operation auftreten
k

onnen. Tabelle 4.1 zeigt diese detailliert. Den Invoke-
und Linked Identier haben wir schon vorgestellt. Das
c bei LI bedeutet conditional, der Parameter tritt nur
beim Multiple Reply auf. Das m bei II steht f

ur manda-
tory, das ist ein Pichtparameter, dieser ist also bei jeder
Get-Operation dabei. Die n

achsten beiden, BC und BI,
w

ahlen das oder die MOs f

ur die Operation aus. Zur
weiteren MO-Auswahl stehen die Parameter Scope, Fil-
ter und Synchronization zur Verf

ugung. Darauf werde
ich gleich noch ausf

uhrlicher eingehen. Das u steht f

ur
User-optional. Der Nutzer entscheidet also

uber den Ge-
brauch des Parameters. Access control ist von OSI bisher
nicht belegt worden. In der AI werden weitere Attribu-
te

ubergeben. Die jetzt noch ausstehenden Parameter
treten nur auf der response/conrm-Seite auf. MC und MI
geben an, auf welche MOs zugegrien wurde. CT gibt
den Zeitpunkt der

Ubertragung an und AL beinhaltet
die Werte von Attributen. Den Fehlerparameter habe
ich schon weiter oben vorgestellt.
Als n

achstes wollen wir uns mit den noch fehlenden
Parametern Scope, Filter und Synchronization befassen.
Alle drei sind als Hilfsmittel zur Auswahl von MOs ge-
dacht.
Den Parameter Scope k

onnte man mit Wirkungsbe-
reich

ubersetzen. Managed Objects werden durch Na-
men identiziert und sind diesbez

uglich hierarchisch in
Form eines Baumes in der MIB angeordnet. Scoping
funktioniert nun folgendermaen: Man betrachtet ein
MO innerhalb des Baumes, das als Basisobjekt deniert
wird. Alle in der Hierarchie nachfolgenden Objekte bil-
den einen Teilbaum. F

ur den Teilbaum sind vier Wir-
kungsbereiche deniert:
 nur das Basisobjekt,
 die n-te Stufe des Teilbaumes vom Basisobjekt an
CMISuser CMISuserCMIS
M−Get.request
(II,BC,BI,S,F,Y,AI)
M−Get.indication
(II,BC,BI,S,F,Y,AI)
M−Get.response
(II,MC,MI,E)
M−Get.confirm
(II,MC,MI,E)
CMISuser CMIS CMISuser
M−Get.request
(II,BC,BI,S,F,Y,AI)
M−Get.indication
(II,BC,BI,S,F,Y,AI)
M−Get.confirm
(II,MC,MI,AL)
M−Get.response
(II,MC,MI,AL)
(a) Operation kann nicht ausgefuehrt werden
(b) Einfacher response
CMISuser CMIS CMISuser
M−Get.request
(II0,BC,BI,S,F,Y,AI)
M−Get.indication
(II0,BC,BI,S,F,Y,AL)
M−Get.confirm
(II1,LI,MC,MI,AL)
M−Get.response
(II1,LI,MC,MI,AL)
M−Get.response
(II2,LI,MC,MI,AL)
M−Get.response
(IIn,LI,MC,MI,AL)
M−Get.response
(II0)
M−Get.confirm
(II2,LI,MC,MI,AL)
M−Get.confirm
(IIn,LI,MC,MI,AL)
M−Get.confirm
(II0)
(c) Mehrfache responses
Abbildung 4.2: Weg/Zeit-Diagramm f

ur M-Get-Service
(BO = 0-te Stufe),
 das Basisobjekt und alle nachfolgenden Objekte bis
zu einer n-ten Stufe,
 das Basisobjekt und der gesamte Teilbaum.
Durch Auswahl des entsprechenden Parameters ist es
dann m

oglich, eine gewie Anzahl von MOs anzuspre-
chen.
Um das Netz nicht unn

otig zu belasten oder bestimm-
te MOs gezielt ansprechen zu k

onnen, wird ein Filterme-
chanismus eingef

uhrt. Ein Filter ist ein boolescher Aus-
druck, der aus einer oder mehrerer Forderungen

uber
das Vorhandensein von Attributen oder deren aktuel-
len Wert besteht. Nur die MOs, die die angegebenen
Bedingungen erf

ullen, werden von den Diensten direkt
angesprochen.
Es fehlt noch die Synchronization. Bei Zugri auf meh-
rere MOs werden geeignete Synchronisationsbedingun-
gen ben

otigt:
atomic: Alle f

ur die Operation ausgew

ahlten MOs wer-
den untersucht, ob sie die Operation erfolgreich
ausf

uhren k

onnen. Wenn ein oder mehrere MOs
das nicht k

onnen, wird die Operation von keinem
ausgef

uhrt.
best eort: Alle ausgew

ahlten MOs werden ersucht,
die Operation auszuf

uhren.
M-Set-Service
Die Hauptaufgabe dieses Dienstes ist es, Daten in der
MIB des Agenten zu modizieren. Es k

onnen Werte von
einem oder mehreren Attributen in einem oder mehre-
ren MOs ver

andert werden. Dieser Dienst ist entwe-
der best

atigt oder unbest

atigt. Desweiteren ist Multi-
ple Reply m

oglich. Probleme k

onnen bei M-Set auf-
tauchen, wenn bei Auswahl von mehreren MOs diese
nicht die gleiche Menge an Attributen haben. Dadurch
k

onnen recht komplexe Operationen entstehen. Abhilfe
k

onnen hier Mechanismen wie Filtering und Synchroni-
zation schaen.
M-Action-Service
Der M-Action-Dienst erlaubt den Aufruf einer vorde-
nierten Action-Prozedur, als Teil eines MOs. Al-
so die Ausf

uhrung einer Aktion von der Partnerin-
stanz, normalerweise des Agenten. Auch dieser Dienst
kann best

atigt oder unbest

atigt sein. Ebenfalls kennt
M-Action das schon weiter oben angesprochene Multi-
ple Reply.
M-Create-Service
Die Basisaufgabe dieses Dienstes ist es, in einer Objekt-
klasse eine neue Instanz zu erzeugen, also praktisch ein
neues MO. Dabei k

onnen die Attributwerte f

ur die neue
Instanz mit in den Request gegeben werden oder man
bezieht sich auf eine schon existierende Instanz als Mo-
dell. Wichtig ist, da dieser Dienst immer best

atigt ist.
M-Delete-Service
Dieser Dienst verh

alt sich komplement

ar zu M-Create.
Er sorgt daf

ur, da ein oder mehrere MOs von der MIB
gel

oscht werden. Auch dieser Dienst ist immer best

atigt.
Zus

atzlich kennt M-Delete auch Multiple Reply.
M-Cancel-Get-Service
Dieser Dienst ist eigentlich nur ein Hilfsdienst. Denn
er hat nur die Aufgabe, sehr lange Get-Operationen zu
stoppen. Seine Ausf

uhrung ist immer best

atigt.
4.2.3 Management-Association-Service
Die Dienste dieser Klasse kontrollieren die Anwendungs-
assoziationen zwischen den beteiligten Systemen. In er-
ster Linie sind das Assoziationsaufbau und -abbau. Be-
teiligte Dienste sind:
M-INITIALIZE: Richtet eine Assoziation mit einem
Partner-CMIS-Nutzer ein,
M-TERMINATE: Beendet eine Assoziation mit ei-
nem Partner auf normalem Wege,
M-ABORT: Bricht die Verbindung ab, wenn etwas
Unvorhergesehenes passiert.
Alle beschriebenen Dienste greifen auf ACSE
(Association Control Service Element) zu
3
. Dabei
vereinbaren zwei Nutzer schon w

ahrend des Aufbaus
einer Assoziation, welche CMIS-Eigenschaften in dieser
benutzt werden sollen. Diese Eigenschaften werden in
Funktionseinheiten (functional units) erkl

art.
4.3 Common Management Infor-
mation Protocol (CMIP)
4.3.1 CMIP - Was ist das ?
CMIP ist das Protokoll, das CMIS-Dienste implemen-
tiert. Dabei werden von CMIP Prozeduren zur

Uber-
mittlung von Managementinformationen deniert. Dies
passiert konkret in der Form von Protocol Data Units
(PDUs), die zwischen zwei kooperierenden CMISEs aus-
getauscht werden, um einen CMIS-Dienst auszuf

uhren.
CMIP benutzt die Dienste von ROSE (Remote Operation
Service Element)
4
. ROSE und ACSE beziehen sich auf
die Darstellungsschicht (Schicht 6) der OSI-Welt. CMIP
kennt elf verschiedene PDU-Typen.
4.3.2 CMIP im Detail
Jetzt m

ochten wir zeigen, wie CMIP einen CMIS-Dienst
implementiert. Als Beispiel w

ahlen wir den schon vo-
her ausf

uhrlich besprochenen Dienst M-Get (siehe Ab-
bildung 4.3.2).
Der Manager schickt einen M-Get.request an seine
CMIP-Machine (CMIPM) (1), das ist ein St

uck Soft-
ware, das den Request in PDUs umwandelt. Dabei
bleiben die Parameter erhalten (2). CMIPM benutzt
ROSE in Form eines RO-INVOKE.requests, um die
PDUs weiterzuschicken (3). ROSE liefert die PDUs
zur korrespondierenden CMIPM des Agenten in einem
RO-INVOKE.indication (4). Sind die PDUs akzeptier-
bar, dann sckickt die CMIPM ein M-Get.indication
zum Agenten, wobei die Ausgangsparameter un-
ver

andert

ubertragen werden (5). Danach f

uhrt der
Agent die geforderte Operation aus und schickt ein
M-Get.response an seine CMIPM mit den Ergebnispa-
rametern (6). Jetzt wird wieder der Response in PDUs
umgewandelt (7) und mit Hilfe von ROSE mit einem
RO-RESULT.request zum anfragenden System zur

uck-
geschickt (8). Die CMIPM des Managers empf

angt die
Daten in Form eines RO-RESULT.indication (9) und
wandelt diese wiederum um und schickt sie mit einem
M-Get.conrmation zur

uck zum Manager (10).
3
siehe Abbildung 4.1
4
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4.4 Zus

atze
4.4.1 Remote Operation Service Ele-
ment (ROSE)
Die Dienste dieser Klasse sind alle Bestandteil der Sy-
stems Management Application Entity (SMAE), die in
Abbildung 4.1 gezeigt wird. Der Basisdienst von RO-
SE ist der Aufruf einer Operation in einem abgesetzten,
oenen System. ROSE deniert f

unf Operationsklassen:
1. synchron mit R

uckmeldung im Erfolgs- u. Fehler-
fall,
2. asynchron mit R

uckmeldung im Erfolgs- u. Fehler-
fall,
3. asynchron mit R

uckmeldung nur im Fehlerfall,
4. asynchron mit R

uckmeldung nur im Erfolgsfall,
5. asynchron ohne R

uckmeldung.
CMIP benutzt bei best

atigten CMIS-Operationen die
Klassen 1 + 2. Bei unbest

atigten Operationen wird die
Klasse 5 benutzt. Weiterhin deniert ROSE drei Asso-
ziationsklassen:
1. nur der Assoziationsinitiator ruft eine Operation
auf,
2. nur der Assoziationsbeantworter ruft eine Operati-
on auf,
3. beide k

onnen aufrufen (verbundene Operationen
mit parent/child-Beziehung).
CMIP benutzt immer die Assoziationsklasse 3.
4.4.2 Association Control Service Ele-
ment (ACSE)
Auch ACSE ist Bestandteil von SMAE. Diese Dienst-
klasse ist in erster Linie verantwortlich f

ur den Auf- und
Abbau einer Anwendungsassoziation. Darunter versteht
man die logische Verbindung zwischen gleichberechtig-
ten Anwendungen. ACSE benutzt folgende Dienstele-
mente:
 A-ASSOCIATE: baut die logische Verbindung zwi-
schen gleichberechtigten Anwendungen auf,
 A-RELEASE: beendet die Verbindung sanft,
 A-ABORT: bricht die Verbindung unsanft ab.
4.5 Zusammenfassung
CMIS stellt einen Basisdienst zum Managementinfor-
mationsaustausch zwischen Systemmanagementfunktio-
nen zur Verf

ugung. CMIS besteht aus den Primitiven:
M-EVENT-REPORT, M-GET, M-SET, M-ACTION,
M-CREATE, M-DELETE und M-CANCEL-GET. Zur
MO-Auswahl stehen zur Verf

ugung: Scoping, Filtering,
Synchronization. CMIP implementiert die Dienste von
CMIS. CMIP besteht aus einer Menge von PDUs und
benutzt ACSE, ROSE und die Darstellungsschicht.
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Kapitel 5
OSI Systemmanagementfunktionen
(Teil 1)
Sonia Pascual Romero
5.1 Einleitung
5.1.1 System Management Functional
Areas
ISO (International Organisation for Standardization)
hat die Anforderung, die an das Mangement gestellt
wurde, in Funktionsbereiche, den sogenannten System
management functional areas (SMFAs) zusammenge-
fat. Managementaktivit

aten werden so verschiedenen
Funktionsbereichen zugeordnet. OSI (Open Systems In-
terconnection) kennt f

unf solche Funktionsbereiche:
 Abrechnung
 Leistung
 Fehler
 Sicherheit
 Konguration
5.1.2 Abrechnungsmanagement
(Accounting Management)
Ziel des Abrechnungsmangement ist es, Kosten zu spa-
ren: deswegen mu Buch gef

uhrt werden

uber s

amtliche
Dienstleistungen. Dazu geh

ort die Benutzerverwaltung,
Festlegung und Abrechnen von MO-Nutzung und Be-
triebsmittelverbrauch.
5.1.3 Leistungsmanagement
(Performance Management)
Hier werden statische Daten, wie zum Beispiel Durch-
satz, Anzahl von

Ubertragungsfehlern gesammelt und
ausgewertet. Die Ergebnisse dienen zur Verbesserung
des Leistungsverhalten von Betriebsmitteln.
5.1.4 Fehlermanagement
(Fault Management)
Fehlermanagement ist zust

andig f

ur die Erkennung, Lo-
kalisierung und Behebung von St

orungen und Fehlern.
Weiterhin werden Ereignisse protokolliert, die in irgend-
einer Weise mit Fehlern zu tun haben k

onnten, um diese
m

oglichst fr

uh zu erkennen.
5.1.5 Sicherheitsmanagement
(Security Management)
Durch Authentisierung, Zugangs

uberwachung und
Schl

usselverwaltung wird versucht, illegale Zugrie
m

oglichst fr

uh zu erkennen und zu verhindern.
5.1.6 Kongurationsmanagement
(Conguration Management)
Betriebsmittel / MOs werden deniert, benannt, initia-
lisiert oder beendet. MO-Attribute werden eingestellt
oder ver

andert. Zustandsdaten werden gesammelt. All
diese Daten werden ben

otigt zur Planung des Gesamt-
systems, wie z.B. Erweiterung des Systems durch neue
Rechner.
5.2 Systemmanagementfunktionen
(System Management Func-
tions)
Auf diesen SMFAs wurden eine Reihe von System Ma-
nagement Functions (SMFs) entwickelt, die als allgemei-
ne Netzwerkmanagement-Hilfsfunktionen den Manage-
mentanwendungen zur Verf

ugung stehen. Die Aufga-
ben der SMFA werden im System Mangement Appli-
cation Process (SMAP) wahrgenommen. Der SMAP
hat die M

oglichkeit, die Parameter aller Instanzen in
allen Schichten zu ver

andern.

Uber die Common Ma-
nagement Information Protocols kann der SMAP mit
anderen Prozessen kommunizieren. Alle sieben Schich-
ten des ISO/OSI-Modells k

onnen auf diese Funktionen,
den SMFs, zugreifen.
Im folgenden wird nur auf einen Teil dieser Funktionen
n

aher eingegangen:
 Objekt-Management Function
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 State-Management Function
 Relationship-Management Function
 Alarm-Reporting Function
 Event-Reporting Function
 Log-Control Function
 Security-Alarm-Reporting Function
 Security-Audit-Trail Function
5.2.1 Object-Management Function
Object-Management Function behandelt im Wesentli-
chen mit der Verwaltung von MOs, d.h. geh

ort zum
Bereich des Conguration Management. MOs k

onnen
erzeugt und gel

oscht, die Werte ihrer Attribute k

onnen
gelesen oder ver

andert werden.

Anderung des Namens
eines MOs oder dessen Attribut k

onnen gemeldet wer-
den, sowie die Erzeugung und das L

oschen eines solchen.
Aktionen der MOs k

onnen gestartet werden und dessen
Meldungen werden

ubertragen.
Es gibt neun Dienste die von der Object Management
Function unterst

utzt werden. Bei sechs davon handelt
es sich um Pass-Through Services, d. h. die Dienste
werden nicht direkt von der Funktion zur Verf

ugung ge-
stellt, sondern an untere Schichten weitergegeben. Dies
sind:
 PT-CREATE: Erzeugen eines neuen Objektes
 PT-DELETE: L

oschen eines Objektes
 PT-ACTION: Ausf

uhren einer Aktion auf einem
oder mehreren Objekten
 PT-SET: Modikation eines Attributwertes durch
einen Dienstnehmer
 PT-GET: Wiedererlangen eines Attributes von ei-
nem Dienstnehmer
 PT-EVENT-REPORT: Berichtet einem Dienstneh-
mer ein Ereignis
Die

ubrigen drei Dienste sind Direct Services, diese
benutzen zwar CMIS Dienste, f

ugen aber noch eigene
Werte hinzu:
 Object-creation reporting: Meldet das Erzeugen ei-
nes MOs
 Object-deletion reporting: Meldet das L

oschen eines
MOs.
 Attribute-value-change-reporting: Meldet

Anderun-
gen an Attributen.
5.2.2 State Management Function
Stellt ein allgemeines Modell f

ur die Beschreibung des
Managementzustands eines MO dar. Das Modell er-
laubt dem Nutzer die Abfrage und Modikation des
Management-Zustandes eines MO und Meldungen von
Zustands

anderungen zu empfangen, die nicht durch
Management-Aktivit

aten hervorgerufen worden sind.
Zur Beschreibung des Managementzustands gibt es zum
einen State Attribute und zum anderen Status Attribu-
te.
State Attribute
Der Management Zustand eines MOs gibt aus der Sicht
des Management an, ob eine Operation auf diesem MO
ausf

uhrbar oder ob es

uberhaupt verf

ugbar ist, beispiels-
weise welchen Zustand ein Ger

at wie der Drucker einneh-
men kann. Entsprechend der drei wichtigsten Faktoren,
die sich auf den Zustand eines Objekts auswirken, sind
drei Zustandsdiagramme deniert worden.
1. Ausf

uhrbarkeit
2. Anwendung
3. Verwaltung/Organisation
In jedem dieser Gebiete gibt es ein Zustandsattribut,
dessen Wert der laufende Zustand des Objektes ist, ent-
sprechend dem Gebiet.
Ausf

uhrbarkeit hat die Zust

ande:
 belegt
 freigegeben
Anwendung hat die Zust

ande:
 inaktiv
 aktiv
 belegt
Hier werden teilbare und unteilbare Objekte unter-
schieden. Ein unteilbares Objekt ist zum Beispiel ein
Drucker, wenn dieser inaktiv war und nun belegt wird,
ger

at er sofort in den Zustand inaktiv, da kein weiterer
Benutzer zur selben Zeit den Drucker belegen darf. Ein
teilbares Objekt ist ein Speicher auf dem mehrere Nut-
zer arbeiten k

onnen, so da bei belegen eines Speichers
zun

achst der Zustand aktiv eingenommen wird. Nun
k

onnen noch weitere Benutzer belegen, bis die Kapa-
zit

at ersch

opft ist.
Verwaltung/Organisation hat die Zust

ande:
 gesperrt
 auer Betrieb nehmen
 frei verf

ugber
Ein Beispiel f

ur den \auer Betrieb nehmen"-Zustand
w

are ein Netzwerk an dem mehrere Benutzer an ver-
schiedenen Rechnern arbeiten. Das System soll runter-
gefahren werden, bevor es aber nun in den \gesperrt"-
Zustand

ubergehen kann, m

ussen sich erst alle Benut-
zer des Systems ausloggen, das w

are der \auer Betrieb
nehmen"-Zustand.
Status Attibutes
Zus

atzlich zu den State Attributes gibt es die Status
Attributes, die detailliertere Informationen

uber den Zu-
stand des Objektes geben.
 Alarm status: Stellt eine Anzeige zur Verf

ugung von
der Anwesenheit verschiedener Alarme. Kann die
Werte annehmen
{ under repair: Wird gerade repariert
{ critical: Einer oder mehrere Fehleralarme wur-
den gemeldet und sind noch nicht gekl

art wor-
den.
{ major: Ein oder mehrere gr

oere Fehler wur-
den gemeldet, sind aber noch nicht gekl

art.
{ minor: Ein oder mehrere kleinere Fehler wur-
den gemeldet, sind aber noch nicht gekl

art.
{ Alarm outstanding: Ein oder mehr Fehler wur-
den gemeldet.
 Procedural status unterst

utzt nur jene Objektklas-
sen, die Prozeduren darstellen, welche eine Anzahl
von Phasen durchlaufen m

ussen, um ausgef

uhrt zu
werden. Kann folgende Werte annehmen
{ Initialization required: Initialisierung durch den
Manager notwendig, Initialisierungsprozedur
wurde nicht aufgerufen.
{ not initialized: Autonome Initialisierung not-
wendig, Initialisierungsprozedur wurde nicht
aufgerufen.
{ Initialized: Initialisierungsprozedur wurde auf-
gerufen, ist aber noch nicht beendet.
{ Reporting: Objekt hat eine Operation aus-
gef

uhrt und meldet die Ergebnisse.
{ Terminating: Objekt ist in der Endphase.
 Availability status gibt den Ausf

uhrbarkeitszustand
eines Objektes an. Zust

ande:
{ In test: Mittel unterliegt einer Testprozedur.
{ Failed: Fehler vorhanden, der die Durchf

uhr-
barkeit verhindert.
{ Power o: Objekt ist ausgeschaltet.
{ O-line: Objekt ist an, aber auer Betrieb.
{ O duty: Objekt wurde durch einen internen
Kontrollproze inaktiviert.
{ Dependency: Objekt kann nicht arbeiten, da
notwendiges Mittel nicht verf

ugbar ist.
{ Degraded: Reduziert, Komponenten nicht
komplett verf

ugbar.
{ Not installed: Objekt ist nicht vorhanden.
{ Log full: Bedingung ist aufgetreten, die wert-
voll genug ist, da sie protokolliert wird.
 Controll status informiert detaillierter

uber den Ver-
waltungszustand eines Objektes. Zust

ande:
{ Subject to test: Objekt ist verf

ugbar, es sollte
aber noch getestet werden.
{ Part of services locked: Teile der Dieste sind
durch die Verwaltung eingeschr

ankt.
{ Reserved for test: Objekt ist nicht verf

ugbar,
da es gerade einer Testprozedur unterliegt.
{ Suspended: Dienst ist f

ur Nutzer des Objekts
eingestellt.
 Standby status gibt den Uebernahmezustand an und
enth

alt die Zust

ande:
{ Hot standby: Komponente ist bereit zur sofor-
tigen

Ubernahme
{ Cold standby: Zur

Ubernahme nur unter Vor-
behalt bereit, d. h. nicht synchron.
{ Providing service: Diensterbringend
 Unknown status beschreibt, ob der Zustand des Ob-
jekts bekannt ist oder nicht. M

oglicher Zustand ist:
{ True: Zustand des Objektes ist unbekannt
{ False: Zustand ist bekannt.
State-Management Services
Die State-Management Function unterst

utzt folgende
Dienste:
 das Berichten der

Anderungen im State Attribute
 Lesen des State Attribute


Andern des State Attribute
Das Berichten der

Anderungen im State Attribute be-
nutzt den CMIS Befehl M-EVENT-REPORT. Der Er-
eignisinformationsparameter enth

alt eine Reihe von Ele-
menten, wobei aber nur zwei obligatorisch sind: Bei der
Zustandswechseldenition:
 Attribut-identier
 new attribute value
Die weiteren Element sind freiwillig wie zum Beispiel die
Quellenbezeichnung.
5.2.3 Relationship-Management Func-
tion
Organisiert Beziehungen, die zwischen den MOs existie-
ren k

onnen. Dienste sind deniert zum Gr

unden, Pr

ufen
und Abfragen der Beziehungen zwischen den Objekten,
so da es m

oglich ist einen

Uberblick zu gewinnen, wel-
che Abh

angigkeiten zwischen Teilen des Systems herr-
schen.
Eine Beziehung wird durch eine Menge von Regeln
beschrieben, die angeben, wie sich eine Operation eines
MOs auf die Operationen eines anderen MOs auswirken.
Relationship Model
Beziehungen sind durch Beziehungsattribute deniert.
Es gibt verschiedene Typen von Beziehungen, die jeweils
eigene Beziehungsattribute haben (role). Ein Bezie-
hungsattribut ist ein Mengenwertattribut, dessen Werte
die Namen anderer MOs sind, mit denen das Objekt in
Beziehung steht. Es werden 1 : 1, 1 : n, n : 1 und m : n
Beziehungen unterst

utzt.
Drei Kategorien von Beziehungen sind von OSI aner-
kannt:
 Containment relationship: Ein MO enth

alt ein ande-
res MO, ohne das es nicht existieren kann.
 Reciprocal relationship: Dies ist eine Verbindung
zwischen zwei Objekten. Um diese Verbindung dar-
zustellen, enth

alt jedes Objekt ein Attribut dessen
Wert der Name des anderen Objektes ist (Bild ??).
 One-way relationship: Dies ist eine asymmetrische
Beziehung zwischen zwei Objekten, die nur im Be-
ziehungsattribut eines Objekts dargestellt wird.
Beziehungstypen
Beziehungen werden in f

unf verschiedene Klassen einge-
teilt:
 Service relationship: Hierbei handelt es sich um eine
asymtrische Beziehung, wobei eines der Objekte die
Dienstgeberrolle und das andere Objekt die Nutzer-
rolle hat.
 Peer relationship: Ist eine symmetrische Beziehung
zwischen seinesgleichen.
 Fallback relationship: Redundanzbeziehung, d. h. es
gibt ein zweites ausgesuchtes Objekt, das die Rolle
des Ersten

ubernehmen kann, falls dieses nicht zur
Verf

ugung steht.
 Backup Relationship: Echte Redundanzbeziehung,
eine Ersatzbeziehung.
 Group relationship: Beziehung zwischen zwei Ob-
jekten, wobei ein Objekt (member role) zu einer
Grupppe geh

ort, die durch das andere Objekt dar-
gestellt wird (owner role).
Relationship-Management Services
Der relationship-change-reporting Dienst gibt einem Nut-
zer die M

oglichkeit

uber die

Anderungen des Managed-
object Relationship Attribut zu berichten. Der Dienst
benutzt den CMIS Befehl M-EVENT-REPORT: Der Er-
eignisinformationsparameter enth

alt wie beim state ma-
nagement service eine Reihe freiwilliger und obligatori-
scher Elemente. Auch hier sind die obligatorischen Ele-
mente:
 Attribute identier und
 New attribute value.
5.2.4 Alarm-Reporting Function
Fehler sollen erkannt werden bevor sie sich auf das Netz
auswirken. Komponenten des Netzwerkes

ubertragen
Fehlermeldungen an ihre Manager. Die Denition dieser
Meldungen ist Aufgabe der Alarm Reporting Function.
Fehlerbenachrichtigungen beziehen sich haupts

achlich
auf Verwaltungsfehler. Die Benachrichtigung beinhaltet
Fehlertypen und m

ogliche Gr

unde.
Alarmdenition
Ein Alarm ist eine spezielle Benachrichtigung

uber einen
aufgetretenen Fehler. Welche Information ein Alarm
beinhaltet ist nicht vorgegeben, es ist vielmehr dem MO-
Entwickler

uberlassen, welche er bei Fehlermeldungen
einf

ugen m

ochte.
Es sind f

unf Kategorien deniert:
1. Kommunikationsfehler
2. Qualit

at eines Dienstes
3. Vearbeitungsfehler (Fehler innerhalb der Software)
4. Ausstattungsfehler (Komponentenfehler)
5. Umgebungsfehler (z.B L

uftung eines Rechners)
M

ogliche Gr

unde f

ur Alarme sind:
 Verlust eines Signals


Ubermittlungsfehler
 Antwortzeit ist zu lang
 Bandbreite ist reduziert
 Softwarefehler
 Zeitproblem
 Prozessorproblem
 Feuer
 L

uftungsproblem, usw.
Es folgt ein Ausschnitt der wichtigsten Attribute:
 m

oglicher Grund
 angenommener Schwierigkeitsgrad, es wurden sechs
Stufen deniert:
1. kritisch
2. schwerwiegend
3. weniger schwerwiegend
4. Warnung
5. unentscheidbar
6. gekl

art
 Spezikation des Problems
Alarm-Reporting Service
Alarm-Reporting Service gibt einem Nutzer die M

oglich-
keit einen anderen Nutzer

uber einen Alarm zu informie-
ren. Es wird der CMIS Befehl M-EVENT-REPORT ver-
wendet. Ein Ereignistypparameter bezeichnet den Typ
des Alarms. Der Alarminformationsparameter enth

alt
eine Reihe obligatorischer, freiwilliger, bedingter Ele-
mente. Obligatorisch sind:
 m

ogliche Gr

unde
 angenommener Schwierigkeitsgrad
Ein bedingtes Element w

are zum Beispiel Grenzwert-
information. Wenn kein Grenzwert vorhanden ist, kann
hier auch keiner angegeben werden.
5.2.5 Event-Reporting-Management
Function
Ziel der Event-Reporting-Management Funcion ist es,
Meldungen

uber Ereignisse im Netz zu erhalten. Aufga-
ben:
 Die zu

ubertragenden Meldungen beschreiben und
diese Beschreibung auch w

ahrend des Betriebs

an-
dern zu k

onnen.
 Das Ziel der Meldungen angeben zu k

onnen.
 Die Weiterleitung von Meldungen auch tempor

ar
unterbinden zu k

onnen.
Damit eine Meldung zu einem bestimmten System
weitergeleitet wird, mu diese bestimmte Bedingungen
erf

ullen. Diese Bedingungen sind im Event Forwarding
Discriminator gespeichert, um sie hier zu

uberpr

ufen.
Modell des Event Reporting Management
Folgendes Bild zeigt das konzeptionelle Modell des Event
Report Management:
Die MOs sind in der Lage, Nachrichten zu erzeugen
und zu senden. Diese Nachrichten werden von einer lo-
kalen Instanz Event Detection and Processing empfangen.
Die Event Detection and Processing formt die Nachrich-
ten in Ereignisberichte um, indem sie z.B. zur schon vor-
handenen Information die Ereigniszeit und Objektklasse
hinzuf

ugt. Diese Ereignisse werden an alle Event Forwar-
ding Discriminators verteilt, wo sie an die angegeben Zie-
ladressen weitergeleitet werden, wenn sie angegebenen
Bedingungen erf

ullt. Der Event Forwarding Discrimina-
tor wirkt wie ein Filtermechanismus. Der Diskriminator
besteht somit aus Booleanausdr

ucken, die entscheiden

uber welche Ereignisse berichtet werden soll. Es werden
beispielweise folgende Attribute getestet:
 MO-Klasse
 MO-Instanz
 Ereignistyp
 spezielle Ereignistypattribute, z. B. der Schwere-
grad einer Fehlermeldung.
 Startzeit
 Endzeit
Event-Report-Mangement Sevices
 Erzeugen eines Diskriminators
 L

oschen eines Diskriminators
 Ver

andern der Diskriminatorattribute
 Einstellen einer Diskriminatoraktivit

at
 Wiederaufnahme einer Diskriminatoraktivit

at
5.2.6 Log-Control Function

Ahnlich wie bei der Verwaltung im Alltag, wie z. B.
Haushaltsverwaltung, ist es manchmal notwendig ge-
wisse Ereignisse

uber l

angere Zeit hinweg zu speichern.
Aufgabe der Log-Control Funktion ist es, Auswahlkrite-
rien zu setzen oder zu ver

andern, die entscheiden, ob ein
Ereignis gespeichert werden soll. Es

ahnelt einem Fil-
ter, der entscheidet, was aufgezeichnet wird oder nicht.
Der Speicher, der diese Auzeichunungen enth

alt, wird
als MO dargestellt, das Log-Objekt, die einzelnen Ein-
tr

age in diesem Speicher sind die Log-Records. Die Log-
Control Funktion erf

ullt folgende Punkte:
 Denition eines Log-Control Dienstes, der eine Aus-
wahl trit

uber die Aufzeichnungen.
 Die M

oglichkeit eines externen Systems das Kriteri-
um, welche Ereignisse aufgezeichnet werden sollen,
zu ver

andern.
 Die M

oglichkeit f

ur externe Systeme zu bestimmen,
ob Merkmale ver

andert wurden oder Aufzeichnun-
gen verloren gegangen sind.
 Spezikation eines Mechanismus, der die Zeit der
Aufzeichnungen kontrolliert.
 M

oglichkeit f

ur ein externes Systems Aufzeichnun-
gen zu l

oschen und wiederzuerlangen.
 M

oglichkeit f

ur ein externes System Log-Objects zu
erzeugen und zu l

oschen.
Jedes Log-Object besteht aus einer Menge von Re-
cords, f

ur jedes Ereignis eins. Jede aufgezeichnete In-
formation wird als Ereignisbericht empfangen und un-
terst

utzt durch die Event-Report Funktion. Schl

usse-
lattributes Log-Objects sind
 zeitliche Information, wann eine Aufzeichnung vor-
genommen wurde
 Diskriminatorkonstrukt
Weitere Attribute sind
 Log ID
 Zustand
 maximale Aufzeichnungsgr

oe
 aktuelle Aufzeichnungsgr

oe
 Verhalten bei

Uberlauf: zwei M

oglichkeiten
{ Stop
{

Alteste Aufzeichnung wird

Uberschrieben
(Wrap-Around)
 Alarm bei Schwellen

uberschreitung der Kapazit

at
 Benachrichtigungen: bei Erzeugen, L

oschen, Ein-
stellen, Wiederaufnehmen und Ver

andern.
Log-Control services
Die Log-Control Funktion unterst

utzt folgende Dienste:
 Erzeugen eines Log-Objects
 L

oschen eines Log-Objects
 Ver

andern eines Log-Objects
 Einstellen einer Log Aktivit

at
 L

oschen eines Log-Records
 Wiedererlangen eines Log-Records
 Wiederaufnahme einer Log Aktivit

at
5.2.7 Security-Alarm-Reporting Func-
tion
Die Security-Alarm Function berichtet

uber sicherheits-
relevante Ereignisse und Fehloperationen in Sicherheits-
diensten. Sie unterst

utzt Dienste zum
 Erzeugen
 L

oschen
 Ver

andern des Diskriminators,
der entscheidet, welche Sicherheitsalarme wohin gesen-
det werden.
Hauptaufgabe der Security-Alarm Function besteht
darin, den Nutzer

uber Angrie auf die Systemsicher-
heit zu warnen.
Sicherheitsalarme
Sicherheitsbezogene Ereignisse werden

uber einen Dis-
kriminator ausgew

ahlt. Diese Ereignisse werden Sicher-
heitsalarme genannt und werden in f

unf Typen einge-
teilt:
1. Integrity violation: Unterbrechung eines Informati-
onsusses, d. h. illegales Ver

andern, Hinzuf

ugen
oder L

oschen einer Information. M

oglicher Grund
w

are z. B. fehlende Information.
2. Operational violation: die Bereitstellung eines
gew

unschten Dienstes war nicht m

oglich aufgrund
von Nichtverf

ugbarkeit, Fehlfunktion oder inkorrek-
ter Aufruf des Dienstes.
3. Physical violation: L

ucke der physikalischen Mittel.
4. Security-service or mechanism violation: Angri
auf Sicherheitsdienst oder Sicherheitsmechanismus.
Ein Beispiel w

are Versuch eines Zugris von nicht
autorisiertem Nutzer.
5. Time-domain violation: es fand ein Ereignis auer-
halb der erlaubten Zeitspanne statt. Z. B. eine ver-
sp

atete Information.
5.2.8 Security-Audit-Trail Function
Die Security-Audit-Trail Function ist im Grunde ei-
ne Verfeinerung der oben schon erkl

arten Log-Control
Function, d. h. sie zeichnet Ereignisse auf, wo-
bei aus Sicherheitsgr

unden s

amtlich Diensterbringungen
und Dienstverweigerungen aufgezeichnet werden. Si-
cherheitsalarme sind hier in feinere Klassen unterteilt:
 Authentizierungsfehler
 Vertrauensversto
 physikalischer Fehler
 versp

atete Information
 Ablehnung eines Dienstes
 doppelte Information
 Informationsverlust
 Information wurde ge

andert
 Nicht-Zur

uckweisung einer Nachricht durch nicht-
authorisierten Benutzer
 Information nicht in geordneter Reihenfolge
 St

orung in der Ausr

ustung
 falscher Schl

ussel wurde benutzt
 Aktivit

at, die auerhalb der erwarteten Zeit statt-
ndet
 auer Betrieb
 Prozedurfehler
5.3 Anmerkung
Die bisher vorgestellten Systemmanagementfunktionen
sind von OSI sehr ausf

uhrlich ausgearbeitet worden, vor
allem was die Sicherheit des Systems anbelangt. Diese
Ausf

uhrlichkeit bringt aber eine hohe Komplexit

at mit
sich, die die

Ubersichtlichkeit der Aufgaben/Dienste der
Funktionen enorm einschr

ankt. Sinnvoller w

are es ge-
wesen einige Funktionen, wie z. B. Log-Control Funk-
tion und Audit-Trail Funktion zusammenzufassen um
eine vor allem kompaktere Darstellung der angebotenen
Dienste zu erreichen.
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Gerhard Sch

al
6.1 Einleitung
In diesem Kapitel m

ochte ich 5 weitere OSI Systemma-
nagementfunktionen vorstellen. Im einzelnen handelt es
sich um folgende:
 Access-Control-Management Function:
Dient der Zugangskontrolle zu Managementinfor-
mationen und -operationen.
 Accounting-Meter Function:
Dient der Buchf

uhrung von Ressourcenbenutzungs-
daten und der Festsetzung von Ressourcenbenut-
zungslimits.
 Workload-Monitoring Function
Dient der Anzeige der Systemleistung, zur Vermei-
dung von Ressourcen

uberlastungen.
 Test-Management Function
Dient der Durchf

uhrung von Diagnose- und Ver-
trauenstests entfernter Systeme.
 Summarization Function
Dient der Ausf

uhrung und Zusammenfassung stati-
stischer Analysen auf Verwaltungsinformationen.
6.2 Access-Control-Management
Function
X.741/ISO 10164-9 speziziert MOs
1
und Attribute,
die benutzt werden, um den Zugri, gem

a der durch
die Zugriskontrollverwaltungsinformation repr

asentier-
ten Zugriskontrolltaktik, zu gew

ahren bzw. zu verwei-
gern.
Die Ziele der Zugangskontrolle sind die folgenden:
 Vermeidung der Versendung von Verwaltungsmel-
dungen an nicht autorisierte Empf

anger
 Zugrisschutz der Managementoperationen vor
nicht autorisierten Aufrufern,
1
MO = Managed Object
 Schutz der Managementinformationen vor nicht
vorgesehener Ver

oentlichung
6.2.1 Das Zugriskontrollmodell
Eine Zugrisanforderung auf ein Objekt wird durch
eine Zugriskontrollfunktion, die gem

a einer Zugris-
kontrolltaktik den Zugri gew

ahrt oder verweigert, ge-
rechtfertigt. F

ur drei Zugrisarten m

ochte ich die Kon-
trollschritte erl

autern:
1. Zugriskontrolle bei Einrichtung einer Verwal-
tungsverbindung [Abb.6.1.(a)]
(a) Ein AP
2

ubergibt seine Anforderung der
AEF
3
.
(b) AEF gibt die ACI
4
an die ADF
5
weiter.
(c) Die ADF vergleicht die ankommende ACI mit
der Target ACI. pr

uft Zusammenhangsinfor-
mationen und die entsprechenden Regeln der
Zugriskontrolltaktik.
(d) Danach sendet die ADF die Zugrisentschei-
dung an die AEF zur

uck.
(e) Bei einer positiven Entscheidung wird die ACI
f

ur zuk

unftige Entscheidungen in der AEF ge-
speichert und die AEF erteilt dem AP den Zu-
gri.
2. Zugriskontrolle beim Zugri auf Verwaltungsope-
rationen [Abb.6.1.(b)]
(a) Eine Zugrisanforderung auf ein MO, aus-
gel

ost durch eine CMIP Aktion f

uhrt zu einer
Verwaltungsanforderung bei der AEF.
(b) Die AEF unterst

utzt die ADF bei der Ent-
scheidungsndung durch die

Ubermittlung fol-
gender Informationen:
2
AP = association process
3
AEF = Access-Control-Enforcement Function
4
ACI = Access-Control Information
5
ADF = Access-Decision Function
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(c) Zugriskontrolle bei einer Managementmeldung
Abbildung 6.1: Zugriskontrollmodelle
- ACI des Initiators
- die Verwaltungsoperation (action, create,
delete, get, set)
- ACI der Daten
- Identikation des Targets (Objektklasse
und Instanz, Aktionsidentikator, Attri-
butsidentikator).
(c) Die ADF pr

uft die gespeicherten ACIs der Ver-
bindung, die die Anforderung erzeugt hat, die
ACI des Targets, Zusammenhangsinformatio-
nen und die Regeln der Zugriskontrolltaktik.
(d) Bei Gew

ahrung erlaubt die AEF der Verwal-
tungsanforderung den Zugri auf das entspre-
chende MO.
3. Zugriskontrolle bei Verwaltungsmeldungen
[Abb.6.1.(c)]
(a) Eine Meldung wird von einem MO an einen
EFD
6
geleitet.
(b) Hat eine Meldung den Filter durchlaufen, wird
ein Bericht mit m

oglichen Ereignissen erzeugt
und an die AEF geschickt.
(c) Die AEF unterst

utzt die ADF bei der Ent-
scheidungsndung durch

Ubersendung der an-
geforderten Informationen, bestehend aus Er-
eignisbericht des Filters und vorgesehener Be-
stimmung des Berichts.
(d) Die ADF pr

uft diese Informationen und die
Regeln der Meldungszugristaktik.
(e) Bei Gew

ahrung erlaubt die AEF die Aussen-
dung der Meldung.
6.2.2 Zugangskontrollmechanismen
Die Zugriskontrollverwaltungsfunktion unterst

utzt den
Gebrauch folgender Zugangskontrollmechanismen:
 Zugriskontrolllisten
 F

ahigkeitstickets
 Sicherheitsmarken
Zugriskontrolllisten und F

ahigkeitstickets ergeben
sich aus der Zugrismatrix. In dieser Matrix sind auf
der einen Achse die Initiatoren
7
und auf der anderen
Achse die Targets
8
aufgelistet. Im gemeinsamen Feld
von einem Initiator und einem Target sind die Zugris-
rechte des Initiators auf das entsprechende Target einge-
tragen. Die Zugriskontrolliste listet nun f

ur jedes Tar-
get die Initiatoren mit den zugeh

origen Zugrisrechten
auf. Die Liste kann einen Defaulteingang f

ur jedermann
6
EFD = Event-Forwarding Discriminator (ein Filter)
7
Initiator = Wesen mit Zugangsf

ahigkeit zu einem Target, z.B.
ein Benutzer, eine Gruppe von Benutzern, Prozesse etc.
8
der Zugang zu einem Target soll kontrolliert werden. Als Tar-
get kommen Dateien, Mengen von Dateien, Programme, Speicher-
segmente etc in Frage.
mit beschr

ankten Zugrisrechten (z.B. nur lesen) haben.
Weitere Listenelemente k

onnen einzelne Benutzer oder
Benutzergruppen sein.
Ein F

ahigkeitsticket speziziert f

ur jeden Initiator
Ziele mit den erlaubten Operationen. Jeder Benutzer
hat mehrere Tickets. Er kann sich Tickets borgen, oder
selbst welch verleihen. Dadurch k

onnen sich Tickets

uber das gesammte Netz verteilen. Man hat somit kei-
ne Kontrolle dar

uber, wer nun welche Zugrisrechte auf
bestimmte Targets hat. Sie stellen ein gr

oeres Sicher-
heitsproblem als Zugriskontrollisten dar.
Der dritte Mechanismus ist der der Sicherheitsmarken.
Dabei bekommt jedes Ziel einen classication level und
jeder Initiator einen clearance level. Anwendungsgebiet
sind hoch sichere Systeme, z.B. im milit

arischen Bereich.
M

ogliche Einstufungen der Levels ist z.B.

oentlich, ver-
traulich, geheim, streng geheim. Die Zugangskontroll-
taktik mu dabei dem clearance level den entsprechenden
classication level zuordnen. Das geschieht nach folgen-
den Regeln:
 No read up
Ein Subjekt kann nur Objekte lesen, deren classi-
cation level kleiner oder gleich dem clearance level
des Subjekts ist.
 No write down
Ein Subjekt kann nur Objekte beschreiben, deren
classication level kleiner oder gleich dem clearance
level des Subjekts sind.
6.2.3 Zugangskontrollobjekte
Ein Zielvorhaben der Zugriskontrollverwaltungsfunkti-
on ist die Trennung der Elemente der Verwaltungsin-
formation von der Spezikation der Mechanismen, die
zum Schutz der Verwaltungsinformation benutzt wer-
den. Dazu ist die Zugriskontrollinformation als Menge
von MOs modelliert. Diese MOs werden vom Zugangs-
kontrollmechanismus benutzt, um den Zugang zur Ver-
waltungsinformation des Systems zu regeln. Folgende
MO-Klassen werden in der Zugriskontrollverwaltungs-
funktion benutzt:
 Objekte der Zugriskontrolltaktik
 Zielobjekte
 Objekte autorisierter Initiatoren
Abbildung 6.2 zeigt die Beziehungen zwischen den MO-
Klassen.
Zum Verst

andnis der 3 MO-Klassen und ihrer Bezie-
hungen untereinander wird deniert:
Denition 6.1
1. Security policy: Eine Menge von Kriterien oder Re-
geln, zur Einhaltung der Sicherheitsanforderungen.
2. Security domain: Eine Menge von Elementen, die
unter einer security policy f

ur bestimmte Klassen si-
cherheitsrelevanter Aktivit

aten, von einer einzigen
Autorit

at verwaltet wird.
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Abbildung 6.2: Beziehungen zwischen verwalteten Objekten
Jedes verwaltete oene System hat mindestens eine
domain. Um Sicherheit f

ur verschiedene Mengen zu be-
schreiben kann ein System mehrere Domains haben.
Die security policy beschreibt die Bedeutung der Si-
cherheit im Zusammenhang mit der domain, die Sicher-
heitsregeln f

ur die Elemente in der domain und die Ak-
tivit

atsklassen, auf die sich die Regeln beziehen. Mit
jeder security domain ist ein access-control-policy object
verbunden. Dieses Objekt identiziert die Regeln und
Typen der Zugangskontrollmechanismen, die zur domain
geh

oren. Die domain wird durch eine Menge von tar-
gets objects speziziert, die im access-control-policy ob-
ject enthalten ist. Jedes targets object identiziert MOs,
auf die sich die Zugangskontrolle bezieht und spezi-
ziert die Initiatoren, die auf die gesch

utzten Objekte
durch einen Zeiger auf die Liste autorisierter Initiato-
ren (authorized-initiators object) zugreifen. Die in einem
access-control-policy object enthaltene Menge von Ziel-
objekten denieren die Menge der Objekte, die unter
die zugeh

orige security domain fallen. Das access-control-
policy object enth

alt ebenfalls eine Menge von authorized-
initiator objects. Jedes authorized-initiator object identi-
ziert dieZugrisrechte einer Initiatormenge und enth

alt
Zeiger auf eine Liste mit den Targets, auf die zugegrien
werden darf.
access-control-policy objects
Eine Zugangskontrolltaktik kann folgende Informatio-
nen enthalten:
 Zugrisregeln:
Denieren die Taktik bei
- der Einrichtung von Verwaltungsverbindun-
gen,
- der Kontrolle von Verwaltungsmeldungen
- der Ausf

uhrung von Operationen auf MOs.
 den Namen der security domain
 die Identit

at der Autorit

at in der security domain
 Informationen zur Rechtsg

ultigkeit
 Schutzinformationen
Die Taktitk speziziert die Art der Zugriskontrollen,
die angewendet werden k

onnen. Die spezischen Zu-
griskontrollen sind im target object deniert.
targets objects
Targets objects enthalten folgende Informationen:
 Mengen von MOs, ausgew

ahlt durch Name, Inhalt
oder Filter
 Operationen, die auf dem MO ausgef

uhrt werden
d

urfen
 Initiatoren, die die Operationen aufrufen d

urfen.
authorized-initiators objects
Dieses Objekt speziziert autorisierte Initiatoren, die
folgendermaen identiziert werden k

onnen:
 F

ahigkeit:
Durch den Besitz einzelner F

ahigkeiten bekommt
ein Initiator bestimmte Zugrisrechte.
 Label:
Der Initiator legt Zeugnis

uber die Zugrisberechti-
gung auf Verwaltungsinformationen durch denWert
eines security labels ab.
 Identit

at:
Der Initiator wird durch eine access-control list an-
hand seines Individualnamens, seiner Gruppenken-
nung oder als unbekannt identiziert.
6.3 Accounting-Meter Function
Diese Funktion bietet Buchf

uhrungsmae und Services
zur Aufzeichnung und Wiedergabe von Daten

uber die
Benutzung von Ressourcen und zur Entscheidung, wel-
che von den Daten zu sammeln sind und unter welchen
Voraussetzungen

uber sie ein Bericht angefertigt werden
soll. Dazu deniert die Accounting-Meter Function drei
Objekte:
 accounting-meter-control object
Dieses Objekt speziziert die Regeln zur Sammlung
von Daten

uber die Benutzung spezieller Ressour-
cen. Es kann als Teil der Ressource-Objekt Instanz
oder erst wenn eine Verwaltungsanforderung an die
Buchhaltungsfunktion vorliegt erzeugt werden. Die
accounting-management Kontrolle erlaubt dem ver-
waltenden System
1. Die Sammlung von Ressourcenbenutzungs-
daten einer Ressource, und die Steuerung
der Sammlung durch Operationen auf dem
accounting-meter-control Object.
2. Die Auswahl, welche Ressourcenbenutzungs-
daten gesammelt werden sollen, und unter wel-
chen Umst

anden

uber sie berichtet werden soll.
 accounting-meter-data object
Dieses Objekt enth

alt Informationen

uber die Iden-
tit

at des Benutzers der Ressource, und ein quanti-
tatives Ma der Benutzung.
 accounting-record object
Die Daten der accounting records werden entwe-
der durch das Lesen von Buchhaltungsdaten ei-
nes accounting-meter-data Objects, oder aus Mel-
dungen, die von accounting-meter-data Instances er-
zeugt werden, abgeleitet. Sie werden nach einem
Auswahlverfahren aufgezeichnet.
6.4 Workload-Monitoring Func-
tion
Diese Funktion wird eingesetzt, um potentielle Res-
sourcen

uberlastungssituationen, wodurch Fehler auftre-
ten k

onnen, festzustellen. Dazu deniert sie MOs,
die die Systemleistung reektieren. Der Service, den
die Workload-Monitoring Funktion zur Verf

ugung stellt,
l

at sich durch folgende Dimensionen charakterisieren:
 Ressourcenbenutzungsmodell:
Die Funktion erlaubt dem Verwalter zur Erreichung
seiner Anforderungen das Benutzen eines oder meh-
rerer der folgenden Modelle.
- Ressourcenbenutzung: zeigt den allgemeinen
Kapazit

atsbedarf an,
- Ressourcenzur

uckweisungsrate: mit die Rate,
bei der Ressourcenanforderungen wegen

Uber-
lastung zur

uckgewiesen werden und
- Ressourcenanforderungsrate: mit den Res-
sourcenbedarf.
Bei der Verwendung mehrerer Modelle f

ur eine Res-
source besteht ein Zusammenhang zwischen den ge-
messenen Parametern.
 Attribut des MOs:
Folgende Attribute reektieren die Leistung einer
Ressource:
- nichtsetzbare Z

ahler (simple counter): ist nicht
durch Verwaltungsoperationen beeinubar.
Er z

ahlt von 0 bis zu einem Maximalwert,
springt von dort wieder auf 0 zur

uck und f

angt
wieder an zu z

ahlen.
- setzbare Z

ahler: z

ahlt wie der simple counter,
kann jedoch von Verwaltungsaktionen zur

uck-
gesetzt (reinitialisiert) werden und
- Gauge: zeigt den Mittelwert einer dynami-
schen Variablen an.
 Metrisches Objekt:
- gauge-monitor metric object und
- mean-monitor metric object.
6.4.1 Metric-Monitoring Process
Der der Workload-Monitoring Function zugrunde liegen-
de Prozess enth

alt folgende Schritte
1. Datenerfassung:
In der Basic-Monitoring Function werden Daten von
den beobachteten Objekten entnommen. Die Beob-
achtungswerte werden durch Testen von Attributs-
werten in Intervallen, die durch die Granularit

ats-
periode speziziert werden, berechnet.
2. Datenumformung:
Zur Beobachtung der Ver

anderung eines Z

ahlers
wird der Z

ahler durch das Conditional-Counter-
Dierence Package in einen Gauge transformiert.
3. Datenerh

ohung:
Zur Trendfeststellung mit den Daten wird ein Data-
Enhancement Algorithm zur Gl

attung der beobach-
teten Daten benutzt. Die Ergebnisse werden in ei-
nem Gauge gespeichert.
4. Datenanalyse:
Die berechneten Mewerte k

onnen zur Alarmausl

o-
sung mit Grenzwerten verglichen werden.
6.4.2 Monitor Objects
Die Workload-Monitoring Function benutzt viele MOs,
um Statistiken

uber die angezeigte Ressource zu spei-
chern. Jedes (metrische Objekt kann alle 3 leistungs-
abh

angigen Attribute (simple counter, settable coun-
ter, gauge) anzeigen, und eines der 3 Leistungsmodelle
angezeigtes Object
'
&
$
%
angezeigtes
Attribut

metrisches Object
'
&
$
%
- angezeigtes Objekt
- angezeigtes Attribut
- Testzeit
- metrische Berechnung
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?
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Abbildung 6.3: Metrische Objekte
(ressource utilization, ressource-rejection rate, ressource-
request rate) unterst

utzen. Der Zusammenhang zwi-
schen metrischem Objekt und angezeigtem Objekt ist
in Abbildung 6.3 dargestellt.
Ein Metrisches Objekt holt sich Daten von einem
einzelnen beobachteten Attribut. Das Gaugeattribut
enth

alt die neueste Beobachtung und wird nach folgen-
den Regeln berechnet:
 Ist das beobachtete Attribut ein Gauge, so ist der
abgeleitete Gaugewert der zuletzt beobachtete Gau-
gewert.
 Ist das Attribut ein simple counter, so ist der abge-
leitete Gaugewert gleich der Dierenz zwischen den
suxessiven Beobachtungen des Z

ahlers.
 * ist das Attribut ein settable counter, so ist der
abgeleitete Gaugewert gleich dem Wert des Z

ahlers
vor der letzten R

ucksetzung.
Beim simple counter mu bei der Berechnung das Um-
setzen vom Maximum auf Null ber

ucksichtigt werden.
Gauge-Monitor Metric Object
Das Gauge-Monitor object liefert einen Wert, der von ei-
nem counter oder einem gauge unter Beobachtung ab-
geleitet wird. Als spezisches Ressourcenattribut kann
ein gauge jeden Wert zwischen 0 und der Kapazit

at der
Ressource annehmen.
Mit dem gauge metric object sind zwei Schwellenpaare
zur Ausgabe von Meldungen verbunden. Eine scharfe
Schwelle zeigt an, da die Ressource nahe an ihrer Ka-
pazit

at arbeitet. Eine fr

uhwarnende Schwelle zeigt an,
da die Ressource sich ihrer Kapazit

at n

ahert.
Jede Schwelle sendet zwei Arten von Meldungen aus:
- Bei

Uberschreiten der Schwelle in positiver Rich-
tung, da die Bedingung erf

ullt ist.
- Bei

Uberschreiten der Schwelle in negativer Rich-
tung, da die Bedingung nicht mehr zutrit.
Zur Vermeidung wiederholter Aussendung von Meldun-
gen, z.B. bei einem gauge, der geringf

ugig um den
Schwellenwert schwankt, werden die Schwellen in Paaren
speziziert.
Mean-Monitor Metric Object
Dieses Objekt kann benutzt werden, um Meldungen zu
erzeugen, die zu

uber der Zeit gemittelten Ressourcenbe-
nutzungswerten geh

oren. Wie der gauge-monitor leitet
der mean-monitor seinen Wert von einem counter oder
gauge nach obigen Regeln ab. Der abgeleitete Wert
dient hier jedoch als Eingabe f

ur die Ermittlung eines
gesch

atzten Mittels benutzt wird. Zur Ausl

osung von
Meldungen werden auch hier Schwellen benutzt.
Es gibt drei Typen von mean-monitor metric objects:
 Movingaveragemeanmonitor object:
Diese Objekt bietet nur eine Sch

atzung des Mittel-
wertes an. Dazu speziziert es eine von zwei Tech-
niken:
1. uniformly weightedmoving average (uwma):
Der Mittelwert wird aus Beobachtungen

uber
einem Zeitraum ermittelt, die alle gleiche Ge-
wichtung bekommen.
2. exponentially weigted moving average (ewma):
Bei der Mittelwertberechnung werden hier alle
vergangenen Werte ber

ucksichtigt, wobei wei-
ter zur

uckliegende Werte geringere Gewich-
tung bekommen.
 ewma-mean variancemonitor object:
Diese Objekt bietet die Sch

atzung von Mittelwert
und Varianz der abgeleiteten Megr

oe nach expo-
nentiellen Algorithmen.
 ewma-mean percentilemonitor object:
Diese Objekt bietet exponentielle Sch

atzungen von
Mittelwert, Median, n-ten Percentile und den
gr

oten und kleinsten Wert der abgeleiteten Me-
gr

oe.
6.5 Test-Management Function
Diese Funktion speziziert ein Modell zur Verwal-
tung von Vertrauens- und Diagnosetestprozeduren. Sie
enth

alt MO-Klassen zur Kontrolle der Tests, die inter-
aktiv oder asynchron gef

uhrt werden und deren Ergeb-
nisse sp

ater geliefert werden. Ferner bietet sie folgende
Testoptionen:
 Synchroner oder asynchroner Test
 Gelieferter oder anzufordernder Bericht
 Implizite oder explizite Testbeendigung
6.5.1 Testmodell
Abbildung 6.4.(a) zeigt das allgemeine Testmo-
dell. Ein Anwendungsproze im verwaltenden System
(Testf

uhrer) gibt eine Testanforderung an einen Anwen-
dungsproze im verwalteten System (Testausf

uhrer).
6.5.2 Berichtung von Testergebnissen
 Synchroner Test:
Abbildung 6.4.(b) zeigt einen synchronen Test. Die
Testergebnisse werden in der Testbest

atigung an die
initiierende Funktion zur

uckgeliefert.
 Asynchroner Test:
Abbildung 6.4.(c) zeigt den asynchronen Test. Die
letzten Testergebnisse m

ussen erst durch vorher-
gehende Verwaltungsoperationen oder Meldungen
zug

anglich gemacht werden. Der Bericht wird dann
entweder automatisch durch Meldungen geliefert,
oder mu vom Testf

uhrer durch Senden einer Re-
pr

asentationsanforderung an ein TO angefordert
werden. Schl

usselelemente des asynchronen Tests
sind:
- test-action-request receiver (TARR):
Ein MO mit dieser F

ahigkeit kann auf Testan-
forderungen reagieren. Es kann eine Instanz
einer bestimmten Testobjektklasse erzeugen,
die einen bestimmten Testaufruf repr

asentiert.
- Testobjekt (TO):
Dieses Objekt ist erforderlich, um Tests zu
kontrollieren und anzuzeigen, und zur Ausga-
be von Testmeldungen.
- managed object under test (MOT):
Dieses Objekt bietet einen Verwaltungsblick
auf Testsubjekte.
6.5.3 Testbeendigung
 explizite Testbeendigung:
Der Testf

uhrer fordert die Beendigung des Tests
an (in asynchronen Tests). Unabh

angig von seiner
Vollst

andigkeit wird der Test bei Eingang der Be-
endigungsanforderung von Testausf

uhrer beendet.
Er best

atigt die Beendigung und liefer die g

ultigen
Ergebnisse an den Testf

uhrer zur

uck.
 implizite Testbeendigung:
Bei der Erf

ullung vorherbestimmter Kriterien wird
der Test beendet (in synchronen Tests). In diesem
Fall ist der Test vollst

andig durchgef

uhrt worden.
6.6 Summarization Function
Diese Funktion deniert ein Modell und eine MO-Klasse
zur Anwendung statistischer Analyse auf und zur Zu-
sammenfassung von Verwaltungsinformationen. Die
Services umfassen die Spezizierung von Verwaltungs-
objekten und Attributen, die in die Zusammenfassungs-
berichte mit aufgenommen werden sollen, das Aufzeich-
nen von Beobachtungen dieser Objekte und Attribute
und das Aufstellen der Zusammenfassungsreporte.
Die Zusammenfassungsfunktion zieht Informationen
aus MOs und bringt sie in Zusammenfassungsobjekten
unter. Informationsquellen sind Attribute von MOs,
die unterlegene Ressourcen repr

asentieren, von metri-
schen Objekten und von log records. Das Zusammen-
fassungsobjekt speziziert den Algorithmus zur Berech-
nung der Zusammenfassungsinformation aus den beo-
bachteten Attributen. In Abbildung 6.5 ist die Zusam-
menfassungfunktion skizziert.
Alle Zusammenfassungsfunktionen basieren auf dem
Scannerkonzept. Ein Scanner ist ein Testproze zur
Beobachtung von Attributswerten zu bestimmten Zeit-
punkten.
6.6.1 Summarization-Function Object
Die Scanner-Object Klasse ist eine Oberklasse, von
der andere Zusammenfassungsobjekte abgeleitet wer-
den. Ein Scannerobjekt deniert Vereinfachungen zum
periodischen Testen der Werte einer spezizierten At-
tributmenge zusammen mit einem gegebenen MO. Es
kann Attributswerte anderer Objekte wiederherstellen
und eine Zusammenfassungsinformation aus diesen Wer-
ten produzieren.
6.6.2 Homogeneous Scanners
Diese Scanner beobachten eine Menge von Attributen,
die f

ur viele Objektklassen g

ultig sind. Die zubeobach-
tenden Objektinstanzen werden durch eine Liste, durch
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Abbildung 6.5: Zusammenfassungsfunktion
Eingrenzung oder durch Filterung festgelegt. Die zu be-
obachtenden Attribute in allen ausgew

ahlten Objektin-
stanzen werden durch eine Liste identiziert. Folgende
Typen von Scannerobjekten sind deniert:
 simple scanner: liefert die Werte der gescannten At-
tribute
 mean scanner: liefert Werte und Testmittelwerte der
gescannten Attribute
 mean-variance scanner: liefert die Werte und Test-
varianz der gescannten Attribute.
 percentile scanner: liefert die Werte und Testprozen-
anteile der gescannten Attribute.
 min max scanner: liefert die Werte und das Mini-
mum und Maximum der gescannten Attribute.
6.6.3 Heterogeneous Scanners
Dieser Scanner liefert am Ende jeder Granularit

atspe-
riode die getesteten Werte einer Menge von Attribu-
ten, die aus MOs gesammelt wurden. Er enth

alt einen
observation-identier-list parameter, der eine Menge von
Objektklassen, von Objektinstanzen und von zugeh

ori-
gen Attributsidentikatoren ist. Es k

onnen unterschied-
liche Attribute aus verschiedenen Objektinstanzen be-
obachtet werden. Die Ergebnisattributswerte werden im
Bericht den Attributsidentikatoren zugeordnet.
6.6.4 buered Scanners
Dieses Scannerobjekt arbeitet wie ein heterogener Scan-
ner. Er speichert jedoch die gescannnten Attributswerte
und gibt sie in einer von der Granularit

atsperiode un-
abh

angigen Reportperiode aus.
6.6.5 Dynamic Scanner
Dieser Scanner wird durch eine Aktionsanfrage, spezi-
zierte Attribute zu beobachten und Ergebnisse zur

uck-
zuliefern, aktiviert. Der bislang einzige dynamische
Scanner ist der dynamic simple scanner, der nur die be-
obachteten Werte zur

uckliefert.
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Kapitel 7
Simple Network Management Protocol
(SNMP) - Konzepte und Datenbasis
Hajo Brunne
7.1 Einf

uhrung
Mit dem Begri SNMP wird eine Menge von Spezi-
kationen im Bereich Netzwerkmanagement bezeichnet,
wie einmal das Protokoll selbst, sowie die Denition der
Datenbasis und die mit SNMP verbundenen Konzepte.
SNMP ist ein Teil der TCP/IP (transmission con-
trol protocol/internet protocol) Protokollsuite, deshalb
zun

achst ein kurzer R

uckblick auf die Entwicklung von
TCP/IP.
7.1.1 Die Entwicklung von TCP/IP
Etwa 1969 begann die advanced research projects agency
(ARPA) im Auftrag des amerikanische Verteidigungsmi-
nisterium ein Rechnernetz aufzubauen, um die Daten-
komunikation f

ur eigene Zwecke untersuchen zu k

onnen.
Aus dieser Entwicklung ging das sog. ARPANET her-
vor, eines der ersten Paketvermittlungsnetze

uberhaupt.
Innerhalb des ARPANET mute zun

achst f

ur ver-
schiedenste Rechner entsprechende Kommunikations-
software entwickelt werden, um Ger

ate verschiedenster
Hersteller im Netz vereinigen zu k

onnen. Als sp

ater das
ARPANET sich in das heutige Internet (ARPANET ver-
einigt mit vielen wide area networks (WAN) und loka-
len Netzwerken) wandelte, wurde das Problem immer
gr

oer. Um die Kommunikationsprobleme zu l

osen, ent-
wickelten die Forscher beim ARPANET eine standari-
sierte Protokollfamilie, aus der 1970 TCP/IP hervor-
ging. Dieses Protokoll wurde sp

ater vom DoD (engl.:
Department of Defence) als Standard akzeptiert.
Ab 1980 begann TCP/IP seinen Siegeszug im kom-
merziellen Bereich und ein Aussterben ist im Mo-
ment nirgendwo zu beobachten. Dies ist auch auf
die Tr

agheit der oziellen Normungsgremien (ISO: In-
ternational Standard Organisation) zur

uckzuf

uhren, die
eine schnelle Standardprotokolleinf

uhrung unm

oglich
macht. TCP/IP ist (im Gegensatz zu

uberladenen OSI-
Protokollen) schnell und einfach zu implementieren und
ndet deshalb bei Herstellern wesentlich gr

oere Akzep-
tanz.
7.1.2 Urspr

unge des TCP/IP Netzwerk-
managements
Bis Ende der siebziger Jahre gab es kein Netzwerkma-
nagement in dem Sinne, wie wir es heute betrachten.
Die einzigen M

oglichkeiten Kontrollinformationen aus-
zutauschen waren durch das internet-control message pro-
tocol (ICMP) gegeben. ICMP ist auf allen Ger

aten, die

uber TCP/IP kommunizieren, verf

ugbar. Damit ist es
m

oglich, einfache Kontrollinformationen zwischen Rou-
tern und/oder Rechnern auszutauschen. Aus der Sicht
des Netzwerkmanagement ist die M

oglichkeit der Er-
reichbarkeitsanalyse die einzige Anwendung von ICMP.
Mit einem bestimmten Nachrichtentyp ist es m

oglich ei-
ne IP-Netzverbindung auf Existenz hin zu

uberpr

ufen,
d.h. ob ein Rechner

uberhaupt im Netz erreichbar ist.
Damit ist es aber nicht m

oglich zu

uberpr

ufen, ob die
dar

uber liegenden Protokollschichten arbeiten.
Da in den Jahren 1988 bis 1992 eine Verzehnfa-
chung der Internetteilnehmer stattgefunden hat, wurde
die Dringlichkeit eines standarisierten Netzwerkmanage-
mentprotokolls mit umfangreicheren M

oglichkeiten als
ICMP immer gr

oer.
Es wurden f

ur ein neues Protokoll folgende Vorschl

age
gemacht:
 High-level entity-management system (HEMS): Ver-
allgemeinerung des ersten Netzwerkmanagement-
protokolls

uberhaupt, dem Host monitoring protocol
(HMP)
 SNMP: Eine Erweiterung des simple gateway moni-
toring protocol (SGMP)
 CMIP over TCP/IP (CMOT): war ein Versuch
das von der ISO standarisierte common manage-
ment information protocol (CMIP), Dienste und Da-
tenbankstruktur f

ur das Netzwerkmanagement zu

ubernehmen
Anfang 1988 entschied man sich f

ur folgende L

osung:
es wurde SNMP als kurzfristige und CMOT als lang-
fristige L

osung empfohlen. Man ging davon aus, da
41
fr

uher oder sp

ater die TCP/IP-Welt sich in Richtung
OSI-Protokolle entwickeln w

urde. SNMP ist schnell zu
implementieren und kann so f

ur das Management ge-
nutzt werden. In der Zwischenzeit sollte versucht wer-
den CMIP auf TCP aufzusetzen, um so dem k

unftigen
Standard ein St

uck n

aher zu kommen. Wenn dann der
Wechsel zu OSI-orientierten Protokollen vorgenommen
w

urde, w

are der Aufwand entsprechend geringer.
Auerdem wurde festgelegt, da SNMP und CMOT
die selbe Datenbasis der gemanageden Objekte verwen-
den sollte. Eine einzige Managementstruktur (structure
of management (SMI)) und eine einzige Datenbasis
(management information base (MIB)) wurden f

ur beide
Protokolle deniert.
7.2 Grundlegende Konzepte
7.2.1 Netzwerkmanagement-
Architektur
Das Modell, welches f

ur TCP/IP Netzwerkmanagement
benutzt wird, bedient sich folgender Schl

usselelemente:
 Management Station
 Management Agent
 Management Datenbank (MIB)
 Management Protokoll
Die Management Station ist als ein herausgehobener
Knoten im Netz zu sehen, der als Schnittstelle f

ur den
Netzwerkmanager (als Person) dient. Im Minimalfall
hat der Management-Knoten
 eine Menge von Applikationen zur Datenanalyse,
Fehlererkennung und -behebung etc.
 ein Interface,

uber das der Netzwerk-Manager das
Netz beobachten und kontrollieren kann (z.B. gra-
phisch unterst

utzt)
 eine Datenbasis mit Informationen aus den MIB's
aller im Netz verwalteten Knoten
Im Prinzip f

allt aber nur der letzte Punkt unter das
Thema SNMP.
Die andere wichtige Komponente neben dem Mana-
ger ist der Management-Agent. Alle wichtigen Kompo-
nenten im Netz (Rechner, Hubs, Bridges) k

onnen mit
SNMP ausgestattet sein (als Agent), so da sie von ei-
nem Manager im Netz verwaltet werden k

onnen.
Der verwaltete Agent antwortet dem Manager auf von
ihm gesendete Anforderungen, der Agent kann wieder-
um unaufgefordert wichtige Informationen an den Ma-
nager senden (trap).
Die Architektur von SNMP sieht den strukturellen
Aufbau, wie in Abb. 7.1 dargestellt, vor.
Die Idee einzelne Resourcen im Netz zu verwalten ist,
sie als Objekte darzustellen. Jedes Objekt ist letztend-
lich ein Variablenwert, der eine bestimmte Gr

oe wie-
dergibt, die von Interesse ist (als Beispiel sei die An-
zahl der eingegangenen TCP-Packete in einem Rechner
Manager
Agent
TrapRequestResponse
Agent
Abbildung 7.1: Struktur des SNMP Konzepts
genannt). Die Sammlung dieser Objekte wird MIB ge-
nannt. Die MIB fungiert als eine Sammlung von Zu-
grispunkten des Agents f

ur den Manager. Die Objekte
der MIB sind netzwerkweit standarisiert, d.h. z.B. alle
Bridges halten die selben Objekte bereit. Die Mana-
gementaktivit

at der Management Station besteht nun
darin einzelne Objektwerte aus der MIB eines Ger

ates
zu lesen, zu beurteilen und ggf. eine Umkongurierung
eines Knotens vorzunehmen, in dem der Manager einen
Wert (oder mehrere) in der MIB des Agents

andert.
Diese Kommunikation wird mit Hilfe des Netzwerk-
managementprotokolls abgewickelt, in dem im Wesent-
lichen folgende Schl

usselfunktionalit

aten zur Verf

ugung
stehen:
 Get: erm

oglicht der Management Station den Wert
eines Objektes von einem Agent zu lesen
 Set: erm

oglicht der Management Station den Wert
eines Objektes von einem Agenten zu setzen
 Trap: erm

oglicht einem Agenten die Management
Station

uber ein wichtiges Ereignis zu informieren.
Bez

uglich dem Verh

altnis verwaltete Agenten zu Ma-
nagement Stationen gibt es keine Richtlinien. Es ist
aber sicherlich vern

unftig, Ausfallsicherheit durch die
Pr

asenz von mindestens zwei Management Stationen im
Netz zu realisieren.
7.2.2 Netzwerk Management Protokoll
Architektur
SNMP wurde als Protokoll in der Anwendungsschicht
entworfen und ist Teil der TCP/IP Protokollklasse. Es
setzt im Allgemeinen auf dem user datagram protocol
(UDP) auf. Die Abbildung 7.2 verdeutlicht die typische
Protokollkonguration.
Jeder Agent mu also Implementierungen der Ebenen
SNMP, UDP und IP zur Verf

ugung haben.
Zus

atzlich gibt es einen Agenten-Proze, der die
SNMP-Nachrichten interpretiert und die MIB des Agen-
ten verwaltet.
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Abbildung 7.2: Protokollkonguration
Die Abbildung 7.3 bietet einen etwas detaillierte-
ren Einblick in den Protokollaufbau und die Rolle von
SNMP.
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Abbildung 7.3: SNMP Architektur
Die Management Applikation schickt an den SNMP-
Manager drei Typen von Nachrichten: GetRequest,
GetNextRequest und SetRequest. Alle drei Nach-
richten werden vom SNMP-Agent mit GetResponse
beantwortet. Dar

uberhinaus kann ein Agent eine
Trap-Nachricht verschicken, wie bereits erw

ahnt. An-
la f

ur einen Trap k

onnten beispielsweise der Reboot
des Ger

ates, Agentenabsturz, Netzschnittstellenversa-
gen oder eine

Uberlastsituation sein.
Da UDP ein verbindungsloser Dienst ist, ist die
Verbindung zwischen Management Station und einem
Agent ebenfalls verbindungslos. Jeder einzelne Nach-
richtenaustausch ist somit eine eigene Transaktion.
7.2.3 Stellvertreter-Mechanismus
(Proxy)
Die Benutzung von SNMP erfordert es, da alle Agen-
ten UDP und IP unterst

utzen. Diese Tatsache schliet
zun

achst manche Ger

ate (wie manche Bridges oder
Modems) vom Netzwerkmanagement aus. Auerdem
kann es in einem Netz Ger

ate geben, die zwar

uber
TCP/IP vernetzt sind, auf Grund ihrer technischen
Leistungsdaten nicht in der Lage sind, die zus

atzliche
Last von SNMP, der Agentenlogik inklusive einer MIB-
Verwaltung zu bew

altigen.
Um nun Ger

ate ohne SNMP-Implementierung mit
einbeziehen zu k

onnen, wurde das Proxy-Prinzip (engl.:
Proxy = Stellvertreter) entwickelt.
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Abbildung 7.4: Proxy Mechanismus
Die in Abb. 7.4 dargestellte Konguration zeigt das
Prinzip. Die Management-Station sendet Anfragen,
die das Proxy-Ger

at betreen, an den Proxy-Agenten.
Der Proxy-Agent konvertiert nun diese Anfrage in das
vom Ger

at benutzte Management-Protokoll. Wenn der
Agent eine Antwort vom Proxy-Ger

at erh

alt, schickt der
Agent eine SNMP-Antwort zur

uck zum Manager.
Durch diese Konguration ist es nun auch
m

oglich, Ger

ate mit einem von SNMP verschiedenen
Netzwerkmanagement-Protokoll in ein gemeinsames
Management einzubeziehen.
7.3 Management Information
Base
Wie in jedem Netzwerkmanagementsystem ist auch im
TCP/IP-Netzwerkmanagement die Datenbasis, die die
zu verwaltenden Elemente enth

alt, wesentlich. Sowohl
in TCP/IP, als auch in OSI Umgebungen wird diese als
Management Information Base (MIB) bezeichnet. Jede
Resource, die verwaltet werden soll, wird in der MIB
durch ein Objekt repr

asentiert. Jeder Knoten im Netz
verwaltet seine eigene MIB, die den Status der f

ur ihn
relevanten Objekte enth

alt. Die Management Instanz
(Management Station) kann nun die Resourcen beob-
achten, in dem sie sie liest, bzw. kann Resourcen kon-
trollieren, in dem sie Werte modiziert. Um diesen An-
forderungen gerecht werden zu k

onnen, mu die MIB
zwei Operationsanforderungen erf

ullen:
1. Das Objekt bzw. die Objekte, die eine bestimmte
Information repr

asentieren, m

ussen in jedem Kno-
ten gleich sein.
2. Eine gemeinsame Darstellungsform mu benutzt
werden, um die Interoperabilit

at (von Ger

aten ver-
schiedenster Hersteller) realisieren zu k

onnen.
Der zweite Punkt wird durch die Denition der SMI
(structure of management information) erreicht. Die
Erf

ullung der ersten Forderung erreicht man durch die
Denition der Objekte und der Struktur in der MIB.
7.3.1 SMI
Die structure of management information, welche im RFC
1155 (request for comments) speziziert wird, deniert
die Rahmenbedingungen, unter denen eine MIB konstru-
iert und deniert werden kann. Auerdem identiziert
die SMI Datentypen, die in der MIB Verwendung nden
und deniert, wie Resourcen in der MIB dargestellt und
benannt werden.
Die Philosophie bei der SMI ist Einfachheit und Er-
weiterbarkeit innerhalb einer MIB. Deshalb k

onnen in
der MIB nur einfache Datentypen: Skalare und Ar-
rays aus Skalaren gespeichert werden. Die SMI er-
laubt es nicht, komplexe Datenstrukturen zu kreieren
bzw. sie abzufragen; komplexe Datenstrukturen werden
zwecks einfacherer Implementierbarkeit und Kompatibi-
lit

at vermieden.
Um eine standarisierte Darstellungsform f

ur Daten
anbieten zu k

onnen, mu die SMI standarisierte Techni-
ken f

ur
 Strukturdenition einer MIB
 Objektdenition (inklusive Syntax und Wertebe-
reich)
 Kodierung der Objektwerte
anbieten. Der letzte Punkt wird mit den BER (Basic En-
coding Rules) abgedeckt, auf die hier nicht eingegangen
wird.
Struktur der MIB
Verbunden mit jedem Objekttyp in der MIB ist eine Be-
zeichner vom ASN.1-Typ (abstract syntax notation one)
OBJECT IDENTIFIER. Diese Variable dient dazu, das Ob-
jekt zu benennen. Zus

atzlich dient die Namenskonventi-
on zur Identikation von Objekttypen, da der Wert, der
mit dem Typ OBJECT IDENTIFIER verbunden ist, hier-
archisch ist.
Die Menge der denierten Objekttypen wird als Baum
organisiert, bei dem die Wurzel sich auf den ASN.1 Stan-
dard bezieht.
Von der Wurzel ausgehend identiziert jeder Wert ei-
ner Objektvariable einen Teilbaum.
Wurzel
iso(1)
org(3)
joint-iso-ccitt(2)
ccitt(0)
egp(8)
at(3)
mib-2(1)
mgmt(2)
directory(1)
dod(6)
internet(1)
experimental(3)
private(4)
smmp(11)
transmission(10)
interfaces(2)
system(1)
ip(4)
icmp(5)
tcp(6)
udp(7)
Abbildung 7.5: MIB Struktur
Im Teilbaum iso gibt es einen weiteren Teilbaum org
f

ur andere Organisationen, wie z.B. dod (departement
of defence). RFC 1155 gibt nun die Empfehlung, da
ein Teilbaum unterhalb von dod f

ur die Administrierung
durch das IAB (internet activities board) reserviert wer-
den soll. In der ASN.1 lautet diese Denition:
internet OBJECT IDENTIFIER ::= f iso org(3)
dod(6) 1 g
Der Knoten internet hat also den Wert 1:3:6:1, wo-
durch er eindeutig identiziert ist. Dieser Wert dient als
Pr

ax f

ur alle Objekte, die eine Ebene tiefer liegen. Wie
auch in Abb. 7.5 zu sehen, deniert das SMI-Dokument
vier Knoten unterhalb des Internetknotens:
 directory: reserviert f

ur k

unftige OSI-
Anwendungen (X.500)
 mgmt: f

ur vom IAB best

atigte Objekte
 experimental: enth

alt Objekte, die bei Internet
Experimenten verwendet werden
 private: f

ur private pers

onliche Objekte
Im mgmt-Unterbaum bended sich auch die MIB, die
vom IAB verabschiedet wurde. Zur Zeit existieren
MIB-I und MIB-II, wobei letztere eine Obermenge von
MIB-I darstellt. Beide haben den selben Variablenna-
men; es kann im gesamten Baum immer nur eine mib
(1.3.6.1.2.1) vorhanden sein.
Objektdenitionen in der MIB
Alle Objekte in der MIB werden mit Hilfe von ASN.1
deniert. Da allerdings die Einfachheit gefordert wurde,
wird nur eine begrenzte Teilmenge von Elementen und
Leistungsmerkmalen von ASN.1 genutzt.
Es werden zwei Klassen von Typen benutzt, einmal
UNIVERSAL und APPLICATION.
Zur Denition von MIB-Objekten d

urfen aus der
Klasse UNIVERSAL nur folgende Typen verwendet wer-
den:
 INTEGER (UNIVERSAL 2)
 OCTET STRING (UNIVERSAL 4)
 OBJECT IDENTIFIER (UNIVERSAL 6)
 SEQUENCE, SEQUENCE OF (UNIVERSAL 16)
Ein Objekt Bezeichner (OBJECT IDENTIFIER) ist
ein eindeutiger Bezeichner eines Objektes, der aus einer
Folge von Integer-Zahlen besteht (Unter-Bezeichner).
Durch Lesen einer solchen Folge von links nach rechts
wird der Ort eines Objektes in der MIB-Baumstruktur
eindeutig deniert. Der Objekt Bezeichner f

ur das Ob-
jekt tcpMaxConn leitet sich her, wie folgt:
461631 2 1
orgiso dod internet mgmt mib-2 tcp tcpMaxConn
Diesen Bezeichner w

urde man normaler Weise
1.3.6.1.2.1.6.4 schreiben.
Die beiden Typen SEQUENCE und SEQUENCE OFwerden
benutzt, um Tabellen zu konstruieren.
Nun zu den Typen der Klasse APPLICATION, welche
im RFC1155 deniert werden:
 NetworkAddress: Universeller Typ f

ur Netzwerk-
adressen, im Moment wird nur der Typ IpAddress
unterst

utzt.
 IpAddress: 32-Bit-Adresse gem

a IP-Spezikation
 Counter: Ein nicht negativer Z

ahler, der nur inkre-
mentiert, jedoch nicht dekrementiert werden kann.
Wird der Z

ahlerstand 2
32
  1 erreicht, springt der
Z

ahler wieder auf Null.
 Gauge: Ein nicht negativer Z

ahler, der dekremen-
tiert und inkrementiert werden kann. Er springt
beim Inkrementieren bei Z

ahlerh

ochststand von
2
32
  1 nicht auf Null, sondern verharrt mit diesem
Wert bis zu einem Reset.
 TimeTicks: ein nicht negativer Z

ahler, der im Ab-
stand von einer Hundertstel Sekunde erh

oht wird.
Der Z

ahler beginnt bei seiner Denition mit einem
beliebigen Wert zu laufen.
 Opaque: beliebige ASN.1 Syntax kann durch Ko-
dierung in einen OCTET STRING transparent

ubert-
ragen werden.
Der Typ Counter ist auch als Rollover Counter be-
kannt. Typische Anwendungen sind das Z

ahlen von Da-
tenpaketen oder Bytes, die gesendet oder empfangen
wurden. Ein Problem hierbei ist eben die

Uberlauf-
charakteristik, die zu Fehlinterpretationen f

uhren kann.
Bei einem Z

ahlerstand von x kann genauso der Wert
(2
32
  1)  n + x gemeint gewesen sein. Da der Z

ahler
aber eine Breite von 32 Bit hat, sollte dieser Fall recht
selten auftreten.
Der Typ Gauge wird typischer Weise verwendet, um
den momentanen Wert eines Objektes, wie zum Beispiel
die momentane Anzahl von Packeten in einer Warte-
schlange. Gauge kann ebenfalls dazu benutzt werden,
um die maximale Wertdierenz eines Objektes in einem
Zeitraum zu speichern. In diesem Fall kann man so die

Anderungsrate eines Objektwertes in einem Zeitraum
beobachten.
Der Typ TimeTicks ist ein relativer Timer. Die Zeit
wird relativ zu einem Ereignis gemessen, z.B. System-
initialisierung. Es macht daher keinen Sinn, Timer-
Werte mit den Werten aus anderen Systemen zu verglei-
chen. Es w

are eigentlich w

unschenswert, einen Absolut-
timer zu haben (um dann auch Timer zu vergleichen),
jedoch unterst

utzt TCP/IP kein exaktes Zeitsynchroni-
sationsprotokoll.
Ein wichtiger Typ der OSI SMI wurde in der SNMP
SMI weggelassen, n

amlich der Typ threshold (Schwell-
wert). Dieser Typ arbeitet wie folgt:

ubertritt der Wert
des Objektes den Schwellwert in negativer oder posi-
tiver Richtung (je nach Denition), wird ein Ereignis
ausgel

ost und eine Nachricht an die Manager Station
geschickt. Dieses Verhalten kann aber im Zweifelsfall
zu einer

Uberutung des Netzes mit solchen Nachrich-
ten f

uhren, wenn der Schwellwert ung

unstig ausgew

ahlt
wurde. In SNMPv2 ist der Schwellwerttyp trotzdem ent-
halten.
In der SMI wird ein Makro deniert, welches die De-
nition von Objekten vereinheitlichen soll. Ein Aus-
schnitt aus diesem Makro ist in der Abb. 7.6 wieder-
gegeben.
Mit Hilfe dieses Makros wird festgelegt, welche Syn-
tax ein Objekt haben soll, wie die Zugrism

oglichkeiten
auf ein Objekt aussehen sollen (lesbar, schreibbar, nicht
zugreifbar etc.). Auerdem wird der Status eines Ob-
jektes festgelegt. Ein Objekt kann den Status manda-
tory (engl. zwingend) haben, dann mu das Objekt an
der entsprechenden Stelle in der MIB in jedem Fall im-
plementiert sein. Ebenso sind die Werte obsolete bzw.
optional zu sehen. Des Weiteren wird mit jedem Objekt
eine Beschreibung des Objektes im Klartext deniert.
Diese Beschreibung dient dazu die Bedeutung der Ob-
jektinformation in Form eines Kurztextes festzuhalten.
Weitere Details sind u.a. in RFC112 zu nden.
In der Abb. 7.8 ist eine Beispieldenition eines MIB-
Objektes zu sehen (entnomen aus RFC1213).
Hier wird das Object tcpConnRemAddress als vier-
ter Eintrag unter dem Baum tcpConnEntry deniert.
Die Syntax dieses Objektes ist eine IP-Adresse, es be-
steht Nur-Lese-Zugri und der Status dieses Objektes
ist mandatory, bei einer Implementierung des TCP-
MIB-Teibaumes ist die Implementierung dieses Objektes
Picht.
Objekt Syntax Zu-
gri
Sta-
tus
Beschreibung
udpInDatagrams Counter RO M Summe der ausgelieferten UDP-Datagramme
udpNoPorts Counter RO M Anzahl der empf. Datagramme, f

ur die am
Zielport keine Applikation existierte
udpInErrors Counter RO M Anzahl der nicht ausgelieferten Datagramme
aus einem anderen Grund
udpOutDatagrams Counter RO M Anzahl der gesendeten Datagramme
udpTable SEQUENCE OF UdpEntry NA M Enth

alt Informationen

uber UDP-Empf

anger
udpEntry SEQUENCE NA M Informationen

uber einen einzelnen UDP-Em-
pf

anger
udpLocalAddress IpAddress RO M Lokale IP-Adresse des UDP-Empf

angers
udpLocalPort Integer RO M Lokale Portnummer des UDP-Empf

angers
Abbildung 7.7: Die Gruppe udp im

Uberblick
BEGIN
TYPE NOTATION ::=
"SYNTAX" type(ObjectSyntax)
"ACCESS" Access
"STATUS" Status
VALUE NOTATION ::= value (VALUE ObjectName)
Access ::= "read-only"
| "read-write"
| "write-only"
| "not-accessible"
Status ::= "mandatory"
| "optional"
| "obsolete"
| "deprecated"
DescrPart ::=
"DESCRIPTION" value
(description DisplayString)
| empty
..... (Weiteres in RFC1212)
Abbildung 7.6: Macro zur Denition on Objekten (aus
RFC1212)
tcpConnRemAddress OBJECT-TYPE
SYNTAX IpAddress
ACCESS read-only
STATUS mandatory
DESCRIPTION
"The remote IP address for this TCP
connection."
::= { tcpConnEntry 4 }
Abbildung 7.8: Beispiel einer Objektdenition
7.3.2 MIB-II
In diesem Kapitel werden die einzelnen Gruppen des
Teilbaumes mib-2 (RFC 1213) kurz vorgestellt und eine
Gruppe exemplarisch herausgenommen und ihre Objek-
te etwas genauer beleuchtet.
Gegen

uber der MIB-I (RFC 1156) wurden f

ur Objekte
in der MIB-II folgende Einschr

ankungen vorgegeben:
 Ein Objekt geh

ort entweder zum Bereich Fehler-
oder Kongurationsmanagement
 Es d

urfen nur Kontrollobjekte aufgenommen wer-
den, die beschr

ankten Schaden durch unsach-
gem

ae Benutzung verursachen k

onnen. Dieses
Kriterium deutet darauf hin, da die aktuellen
Managementprotokolle nicht hinreichend sicher f

ur
umfangreichere Kontrolloperationen sind.
 Nachweis der Benutzbarkeit und Brauchbarkeit
wird gefordert.
 Die maximal zul

assige Anzahl von 100 Objekten
wurde angehoben.
 Um redundante Variablen zu vermeiden wurde ge-
fordert, da kein Objekt hinzugenommen wird, was
aus anderen Objekten der MIB abgeleitet werden
kann.
 Betriebssystemspezische Objekte wurden ausge-
klammert.
Die Objekte der MIB-II werden in folgende Gruppen
aufgeteilt:
 system: Globale Systeminformationen
 interfaces: Informationen

uber jede Schnittstelle
von einem System zu einem Teilnetz
 at (address translation): beschreibt die Adres-
sen

ubersetzungstabelle zur ISO/OSI Schicht 3 auf
2 Adressenumsetzung (z.B. IP auf Ethernet)
 ip, icmp, tcp, udp, egp: Informationen zur
Implementierung und zu lokalen Gegebenheiten
bzgl. des entsprechenden Protokolls
 transmission: Bietet Informationen

uber

Uber-
tragungsverfahren und Zugrisprotokolle f

ur jede
Schnittstelle
 snmp: Informationen

uber die Implementierung und
Ablaufverhalten von SNMP auf diesem System
Alle Gruppen der MIB-II hier genauer zu behandeln,
w

urde den Umfang dieses Beitrages sprengen.
Rein exemplarisch will ich nun kurz die einzelnen Ob-
jekte der Gruppe udp vorstellen.
Die Objekte der Gruppe udp beschreiben verschiedene
Attribute im Zusammenhang mit dem User Datagram
Protocol, wie in Abb. 7.7 zusammenfassend dargestellt
ist.
In der ersten Spalte ist der Objektname angegeben,
unter dem das Objekt in der MIB referenziert werden
kann. In der zweiten Spalte ist die Syntax wiedergege-
ben. Hier ndet der oben genannte Typ Counter seine
Anwendung. In der dritten Spalte ist der Zugrismo-
dus angegeben. RO steht f

ur read only, NA f

ur not ac-
cessable. Dieses Attribut ist hier bei den beiden Objek-
ten udpTable und udpEntry auf NA gesetzt, weil diese
Objekte lediglich dazu dienen, eine Tabelle von UDP-
Verbindungen zu denieren. Die eigentliche Informa-
tion wird jedoch durch die Objekte udpLocalAddress
und udpLocalPort repr

asentiert, welche die Tabellen-
eintr

age bilden.
F

ur den interessierten Leser sei hier auf RFC 1213
(Management Information Base for Network Manage-
ment of TCP/IP-based internets: MIB-II) verwiesen.
Dieses Dokument enth

alt die gesamte Denition der
MIB-II in ASN.1.
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Kapitel 8
SNMP - Simple Network Management
Protocol
Holger Wilhelm
8.1 Grundlagen
8.1.1 SNMP Operationen
SNMP unterst

utzt nur drei Operationen. Zwei davon
sind f

ur die Management Stationen:
 Get/GetNext - Informationen von einem Agenten
empfangen
 Set - Informationen bei einem Agenten ver

andern
Mit diesen beiden Operationen lassen sich nur Wer-
te aus einer Management Datenbank (MIB - Manage-
ment Information Base) lesen oder ver

andern. Es ist
nicht m

oglich, die Struktur der MIB durch L

oschen oder
Setzen von Objekten zu ver

andern. Es ist auch nicht
m

oglich, eine Aktion des Agenten direkt auszul

osen (z.B.
Neustart des Agenten).
Die dritte Operation ist f

ur die Agenten:
 Trap - Ein Agent sendet unaufgefordert einen Wert
an die Management Station
Mit dieser Operation kann ein Agent ein Ereignis an die
Management Station melden.
8.1.2 Gemeinschaften (Communities)
Beim SNMP basierten Netzwerkmanagement kann es
mehrere Verwalter geben, die alle oder eine Teilmen-
ge der Agenten steuern. Die Teilmengen k

onnen sich
auch

uberschneiden. Jeder Agent kann von mehreren
Verwaltern gesteuert werden. Deshalb mu er den Zu-
gri auf seine MIB kontrollieren k

onnen. Das SNMP,
wie es im RFC1157 deniert wurde, enth

alt nur eine
primitive und beschr

ankte M

oglichkeit dies zu realisie-
ren, n

amlich das Gemeinschaftskonzept: Jeder Agent
deniert f

ur jede n

otige Kombination von Zugrisrech-
ten einen eindeutigen Gemeinschaftsnamen. Dieser mu
dem Verwalter bekannt sein, denn bei jeder Operation
mu der Gemeinschaftsname als Identikation mit

uber-
geben werden. Die Gemeinschaftsnamen m

ussen nur bei
jedem einzelnen Agenten eindeutig sein. Gleiche Namen
k

onnen bei verschiedenen Agenten vorkommen, haben
aber keinerlei Beziehung zueinander.
Authentication Service
Beim SMNP gibt es nur eine primitive M

oglichkeit, die
Authorisierung der anderen Stelle festzustellen. Bei je-
der Get- oder Set-Operation des Verwalters mu er den
Gemeinschaftsnamen mitsenden. Dieser Gemeinschafts-
name funktioniert als Passwort.
Zugrisrechte (Access Policy)
Durch die Denition mehrerer Gemeinschaften mit ver-
schiedenen Zugrisrechten kann ein Agent den Zugri
mehrerer Verwalter auf die MIB steuern. Um die Zu-
grisrechte einer Gemeinschaft auf die MIB zu steuern,
hat der Agent zwei M

oglichkeiten:
 MIB-Sicht - Eine Gemeinschaft darf nur auf be-
stimmte Objekte der MIB zugreifen
 SNMP-Zugrisrecht - F

ur jede Gemeinschaft kann
ein Zugrisrecht vergeben werden. Entweder \nur
lesen" oder \lesen und schreiben".
Die MIB-Sicht und das SNMP-Zugrisrecht einer Ge-
meinschaft wird als SNMP Gemeinschaftsprol (SNMP
community prole) bezeichnet.
Jeder Eintrag in der MIB hat unabh

angig vom SNMP-
Zugrisrecht ein Zugrisrecht, das beachtet werden mu.
Aus diesen beiden Zugrisrechten ergeben sich folgende
Zugrism

oglichkeiten:
SNMP-Zugrisrecht
MIB-Zugrisklasse
nur lesen lesen-schreiben
NUR LESEN get,trap get,trap
LESEN-SCHREIBEN get,trap get,set,trap
NUR SCHREIBEN get,trap get,set,trap
KEIN ZUGRIFF kein Zugri kein Zugri
Stellvertreter Betrieb (Proxy Service)
F

ur jedes repr

asentierte Ger

at wird ein Zugrisprol er-
stellt. Dadurch wei der Stellvertreter durch die MIB-
Sicht, mit welchen MIB-Objekten das Ger

at gesteuert
wird.
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8.1.3 Instanzidentikatoren
Jedes Objekt in der MIB hat einen eigenen Identikator.
Bei einem Zugri auf die MIB will man aber nicht das
Objekt, sondern die Instanz zu diesem Objekt.
Skalare Objekte
Bei skalaren Objekten gibt es keine Unklarheiten zwi-
schen Objektidentikator und Instanzidentikator, da
jedes skalare Objekt nur eine Instanz besitzt. Um
aber zwischen Objektidentikator und Instanzidenti-
kator unterscheiden zu k

onnen und um eine einheitliche
Adressierung zu den Tabellenobjekten zu erreichen, wird
an den Objektidentikator eine Null (.0) angeh

angt, um
den Instanzidentikator zu erhalten.
Beispiel:
Objektname Objektidentikator Instanzidentikator
tcpMaxConn 1.3.6.1.2.1.6.4 1.3.6.1.2.1.6.4.0
Spaltenobjekte
Bei Objekten in einer Tabelle, die auch Spaltenobjek-
te genannt werden, reicht der Objektidentikator nicht
aus, um die Instanz zu identizieren, da eine Spalte aus
mehreren Instanzen besteht. Beim SNMP gibt es zwei
M

oglichkeiten, diese Instanzen anzusprechen: den seri-
ellen Zugri und den wahlfreien Zugri. Zun

achst wird
nur der wahlfreie Zugri betrachtet.
tcpConn tcpConn tcpConn tcpConn tcpConn
State LocalAddress LocalPort RemAddress RemPort
(x.1) (x.2) (x.3) (x.4) (x.5)
5 10.0.0.99 12 9.1.2.3 15
2 0.0.0.0 99 0 0
3 10.0.0.99 14 89.1.1.42 84
" " " "
INDEX INDEX INDEX INDEX
Abbildung 8.2: tcpConnTable
tcpConn tcpConn tcpConn tcpConn tcpConn
State LocalAddress LocalPort RemAddress RemPort
(x.1) (x.2) (x.3) (x.4) (x.5)
x.1.z1 x.2.z1 x.3.z1 x.4.z1 x.5.z1
x.1.z2 x.2.z2 x.3.z2 x.4.z2 x.5.z2
x.1.z3 x.2.z3 x.3.z3 x.4.z3 x.5.z3
 z1 = 10.0.0.99.12.9.1.2.3.15
 z2 = 0.0.0.0.99.0.0
 z3 = 10.0.0.99.14.89.1.1.42.84
Abbildung 8.3: Instanzidentikatoren
Jede Spalte hat den gleichen Objektidentikator. Um
die einzelnen Spalten zu unterscheiden, werden einfach
die Werte der INDEX-Objekte angeh

angt. Als einfaches
Beispiel betrachten wir die ifTable aus der Interface-
Gruppe. Die Tabelle hat nur ein INDEX-Objekt, if-
Index, dessen Wert zwischen 1 und dem Wert von
ifNumber.0 liegt. Jedes Interface erh

alt eine eindeutige
Nummer. Wir wollen jetzt den Interfacetyp des zweiten
Interfaces wissen. Der Objektidentikator von ifType
ist 1.3.6.1.2.1.2.2.1.3. Der Wert von ifIndex, der
uns interessiert, ist 2. Also ist der entsprechende Instan-
zenidentikator 1.3.6.1.2.1.2.2.1.3.2. Es wird also
einfach der Wert des INDEX-Objektes angeh

angt. Bei
mehreren INDEX-Objekten werden diese der Reihenfol-
ge nach angeh

angt. Ein Beispiel hierf

ur ist die Tabelle
tcpConnTable aus der TCP-Gruppe. Diese Tabelle hat
vier INDEX-Objekte. Also setzt sich der Instanzeniden-
tikator aus dem Objektidentikator und den Werten
der vier INDEX-Objekte der entsprechenden Spalte zu-
sammen.
Die Abbildungen 8.2 und 8.3 zeigen die Tabelle
tcpConnTable und die dazugeh

origen Instanzenidenti-
katoren.
Tabellen- und Spaltenobjekte
Da Tabellen- und Spaltenobjekte keine Bl

atter der
Baumstruktur sind, besitzen sie auch keine Instanzen.
Dadurch lassen sie sich aber nicht

uber SNMP anspre-
chen. Deshalb wird ihre MIB Zugrisklasse in der MIB
Denition auf 'kein Zugri' (not accessible) gesetzt.
Lexikographische Sortierung
Die Identikatoren sind eine Folge von nicht negativen,
ganzen Zahlen. Ein Identikator (x
1
; x
2
; :::; x
n
) kommt
nach der Lexikographischen Sortierung vor einem Iden-
tikator (y
1
; y
2
; :::; y
m
), wenn gilt:
[(81  j < k : x
j
= y
j
) ^ (x
k
< y
k
)] _ [(81  j  n :
x
j
= y
j
) ^ (n < m)]
Wenn man die Objekte in einem Baum darstellt, des-
sen Bl

atter von links nach rechts aufsteigend sortiert
sind, dann l

at sich die lexikographische Sortierung als
Tiefensuche realisieren.
Der Baum wird folgendermaen rekursiv durchsucht:
1. Nehme die Wurzel
2. Gehe zu jedem Blatt von links nach rechts
Daraus ergibt sich die Lexikographische Sortierung:
1 2
1.1 2.1
1.2 2.1.1
1.2.1 2.1.1
2.1.1.2
2.1.1.3
Durch die lexikographische Sortierung kann ein Ver-
walter, der nicht wei, welche Objekte der MIB von ei-
nem Agent unterst

utzt werden, die MIB in lexikographi-
scher Reihenfolge durchsuchen, ohne die Objektnamen
zu kennen.
8.2 Protokollspezikation
8.2.1 PDU Formate
Beim SNMP werden Informationen zwischen einem Ver-
walter und einem Agenten

uber Nachrichten ausge-
x.i.(tcpConnLocalAdress).(tcpConnLocalPort).(tcpConnRemAddress).(tcpConnRemPort)
wobei
 x = 1.3.6.1.2.1.6.13.1: Objektidentikator f

ur tcpConnEntry
 i = Identikator f

ur die Spalte der Tabelle
 (name) = Wert des Objektes name
Abbildung 8.1: Beispiel eines Instanzidentikators
1.1
Wurzel
2.11.2
2.1.11.2.1
2.1.1.1 2.1.1.2 2.1.1.3
1 2
Abbildung 8.4: Beispiel eines MIB-Baums
tauscht. Jede Nachricht enth

alt SNMP Versionsnum-
mer, einen Gemeinschaftsnamen, der f

ur diesen Zugri
verwendet wird und einen der f

unf Protokolldatenein-
heiten (protocol data unit - PDU). Das Bild 8.5 zeigt
den Aufbau der SNMP Nachricht und der PDUs:
Man kann erkennen, da die GetRequest, GetNextRe-
quest und SetRequest PDU das gleiche Format wie die
GetResponse PDU haben, nur die Felder error-status
und error-index werden auf Null gesetzt. Dies verrin-
gert die Anzahl der verschiedenen PDU Formate und
macht die Entschl

usselung damit einfacher.
8.2.2 Senden einer SNMP Nachricht
Eine SNMP Einheit f

uhrt folgende Schritte aus, um eine
der f

unf PDU Typen einer anderen SNMP Einheit zu

ubertragen:
1. Die PDU wird nach der ASN.1 Struktur, die im
RFC 1157 deniert ist, zusammengesetzt.
2. Zusammen mit der Quell-, der Zieladresse und dem
Gemeinschaftsnamen passiert die PDU einen Be-
rechtigungsdienst. Dieser f

uhrt die n

otigen Trans-
formationen wie Verschl

usselung und Einf

ugen ei-
nes Berechtigungscodes ein und liefert das Ergebnis
zur

uck.
3. Die Protokolleinheit setzt die Nachricht aus der
SNMP Versionsnummer, dem Gemeinschaftsnamen
(ASN.1)
PDU erzeugen
(+Versionsnummer,
Gemeinschaftsname)
Nachricht erzeugen
Transportdienst
nach BER kodieren
(basic encoding rules)
Berechtigunsdienst
(Gemeinschaftsname, PDU,
Quell-,Zieladresse)
Senden einer SNMP Nachricht
Abbildung 8.6: Ablauf beim Senden einer SNMP Nach-
richt
SNMP Nachricht:
version community SNMP PDU
GetRequest PDU, GetNextRequest PDU, SetRequest PDU:
PDU type request-id 0 0 variable-bindings
GetResponse PDU:
PDU type request-id error-
status
error-index variable-bindings
Trap PDU:
PDU type enterprise agent-addr generic-
trap
specic-
trap
time-stamp variable-
bindings
variable-bindings Feld:
name 1 value 1 name 2 value 2    name n value n
Abbildung 8.5: PDU Formate
und dem Ergebnis von (2) zusammen.
4. Dieses neue ASN.1 Objekt wird nach den Grund-
kodierungsregeln (basic encoding rules - BER)
kodiert und zum Transportdienst weitergeleitet.
In der Praxis wird der Berechtigungsdienst (Schritt 2)
nicht verwendet.
8.2.3 Empfangen einer SNMP Nach-
richt
Beim Empfang einer Nachricht werden von einer SNMP-
Einheit folgende Schritte ausgef

uhrt:
1. Es wird eine grunds

atzliche BER-Konforme Syntax-
pr

ufung durchgef

uhrt. Wenn die Pr

ufung nicht er-
folgreich war, wird die Nachricht verworfen.
2. Die Versionsnummer wird

uberpr

uft; wenn diese
falsch ist, wird die Nachricht verworfen.
3. Dann wird der Gemeinschaftsname, die PDU-
Einheit der Nachricht und die Quell- und Zieladres-
se, die vom Transportdienst geliefert werden, einem
Berechtigungsdienst zugef

uhrt. M

ogliche Ergebnis-
se:
keine Berechtigung: SNMP Protokolleinheit
sendet einen Trap (authentication Failure)
und die Nachricht wird verworfen.
Berechtigung erfolgreich: Es wird eine PDU im
ASN.1 Format zur

uckgeliefert.
4. Es wird eine Syntaxpr

ufung der PDU durchgef

uhrt.
Wenn diese Pr

ufung nicht erfolgreich war, wird die
Nachricht verworfen. Andernfalls wird mit dem Ge-
meinschaftsnamen das SNMP-Zugrisrecht gew

ahlt
und die PDU ausgef

uhrt.
In der Praxis

uberpr

uft der Berechtigungsdienst nur,
ob der Gemeinschaftsname dazu berechtigt, Nachrich-
ten von der SNMP Quelleinheit zu empfangen.
PDU im
ASN.1 Format
Versionsnummer
ueberpruefen
PDU
Syntax Pruefung
SNMP Zugriffsrecht
waehlen
(Gemeinschaftsnamen)
PDU ausfuehren
Syntax Pruefung
Trap senden
(authenticationFailure)
Nachricht
verwerfen
Empfangen einer SNMP Nachricht
SNMP Nachricht
falsch
falsch
falsch
richtig
richtig
richtig
falsch
richtig
Berechtigungsdienst
Quell-, Zieladresse)
(Gemeinschaftsname, PDU,
Abbildung 8.7: Ablauf beim Empfangen einer SNMP
Nachricht
8.2.4 Variable-bindings Feld
In der Baumstruktur kann nur auf Bl

atter des MIB-
Baumes zugegrien werden, d.h. nur auf Objektinstan-
zen, also skalare Werte. SNMP bietet aber auch die
M

oglichkeit, auf mehrere Werte mit nur einem Befehl
zuzugreifen (Set,Get,Trap). Dies verringert den Netz-
werkaufwand f

ur die Managementfunktionen.
Um einen solchen Zugri zu machen, enth

alt jede
PDU ein Feld, welches eine Reihe von Referenzen auf
Objektinstanzen mit ihren zugeh

origen Werten enth

alt.
Bei PDUs, die keinen Wert ben

otigen (z.B. Get), wird
der Eintrag f

ur dieses Feld von der Protokolleinheit des
Empf

angers ignoriert. RFC 1157 schreibt vor, da in
diesem Fall das Wertfeld als NULL (deniert in ASN.1)
gesetzt wird.
Zu beachten ist, da SNMP nur den Zugri auf
Bl

atter des MIB-Baumes erlaubt, es ist also auch nicht
m

oglich, durch Angabe z.B. eines Tabellenobjektes (z.B.
ipRouteTable), eine ganze Tabelle abzufragen. Um dies
zu realisieren, mu jeder Wert der Tabelle einzeln abge-
fragt werden.
8.2.5 GetRequest
Eine SNMP Einheit, die eine GetRequest Nachricht sen-
det, f

ullt folgende Felder der GetRequest PDU aus:
 PDU type: Kennzeichnung, da es sich um eine
GetRequest PDU handelt
 request-id: Eine Nummer, die die PDU eindeu-
tig kennzeichnet, so da die R

uckantwort eindeu-
tig der Anfrage zugeordnet werden kann. Dadurch
k

onnen verlorengegangene Anfragen und duplizier-
te Antworten erkannt und richtig behandelt werden.
 variable-bindings: Eine Liste der Objektnamen,
deren Werte angefordert werden.
Der Agent, der die Nachricht erh

alt, antwortet mit
einer GetResponse-PDU, die die gleiche request-id
enth

alt. Die GetRequest-Nachricht ist atomar, d.h.
entweder werden alle Werte zur

uckgeliefert oder, wenn
nur ein Wert der angeforderten Objekte nicht zur

uck-
geliefert werden kann, keiner. In diesem Falle
wird eine GetResponse-Nachricht gesendet die im Feld
error-status den Fehlertyp und im Feld error-index
die Nummer des Objektes enth

alt, das den Fehler ver-
ursacht hat. M

ogliche Fehler sind:
 noSuchName: Der Objektinstanzname existiert
nicht in der MIB-Sicht oder das Objekt ist keine
Instanz, d.h. es ist kein Blatt des MIB-Baumes.
 tooBig: Es werden alle Werte zur Verf

ugung
gestellt, aber aufgrund lokaler Beschr

ankungen
k

onnen nicht so viele Werte gleichzeitig zur

uckge-
liefert werden.
 genError: Ein Wert wird aus irgendeinem anderen
Grund nicht unterst

utzt.
8.2.6 GetNextRequest
Die GetNextRequest-PDU ist identisch mit der
GetRequest-PDU, der einzige Unterschied ist der Wert,
der zur

uckgeliefert wird. Es wird nicht der Wert des
Objektes zur

uckgeliefert, der in dem variable-bindings
Feld steht, sondern die Instanz, die in lexikographischer
Reihenfolge danach steht. Das Interessante daran ist,
da das

ubergebene Objekt nicht

uberpr

uft wird, also
auch nicht unbedingt ein Blatt des MIB-Baumes oder in
der MIB-Sicht vorhanden sein mu. Dadurch ergeben
sich interessante Anwendungsm

oglichkeiten dieser Ope-
ration.
Mehrere skalare Objekte abfragen
Angenommen, ein Verwalter will alle skalaren Werte
der UDP (User Datagram Protocol) Gruppe mit einer
SNMP-Nachricht abfragen, dann h

atte die GetRequest
Nachricht folgende Form:
GetRequest(udpInDatagrams.0, udpNoPorts.0, udpInErrors.0,
udpOutDatagrams.0)
Wenn jetzt aber auf einen Wert nicht zugegrien wer-
den kann, liefert der Agent keinen einzigen Wert, son-
dern nur eine Fehlermeldung. W

urde man dagegen fol-
gende GetNextRequest Nachricht verwenden:
GetNextRequest(udpInDatagrams, udpNoPorts, udpInErrors,
udpOutDatagrams)
werden alle Werte, auf die zugegrien werden darf,
zur

uckgeliefert. Bei allen anderen Werten wird der
Wert, der in lexikographischer Reihenfolge als n

achstes
kommt, zur

uckgeliefert. Darf z.B. in vorigem Beispiel
auf den Wert udpNoPorts nicht zugegrien werden,
w

urde folgende Nachricht zur

uckgeliefert:
GetResponse((udpInDatagrams.0 = 100), (udpInErrors.0 =
2), (udpInErrors.0 = 2), (udpOutDatagrams.0 = 200))
Man braucht nicht eine neue Nachricht zu senden, son-
dern erh

alt alle Werte, auf die zugegrien werden darf.
Die Werte, auf die nicht zugegrien werden darf, lassen
sich leicht durch die verschiedenen Objektnamen bei der
Anfrage und der Antwort erkennen.
Unbekannte Objekte abfragen
Dadurch, da die Objektnamen nicht

uberpr

uft werden,
sondern nur der n

achste Wert in lexikographischer Rei-
henfolge gesucht wird, lassen sich Objekte abfragen, de-
ren Namen nicht bekannt sind. Es l

asst sich so z.B. auch
die gesamte MIB-Sicht durchsuchen.
Tabellenwerte abfragen
Die GetNextRequest-Nachricht l

at sich auch g

unstig
einsetzen, um Tabellenwerte oder ganze Tabellen auszu-
lesen, auch wenn nicht bekannt ist, wieviele Zeilen die
Tabelle enth

alt.
Als Beispiel wollen wir folgende Tabelle abfragen:
ipRouteDest ipRouteMetric1 ipRouteNextHop
9.1.2.3 3 99.0.0.3
10.0.0.51 5 89.1.1.42
10.0.0.99 5 89.1.1.42
Die Abfrage der Tabelle l

auft folgendermaen ab:
GetNextRequest(ipRouteDest, ipRouteMetric1,
ipRouteNextHop)
GetResponse((ipRouteDest.9.1.2.3 = 9.1.2.3),
(ipRouteMetric1.9.1.2.3 = 3), (ipRouteNextHop.9.1.2.3
= 99.0.0.3))
GetNextRequest(ipRouteDest.9.1.2.3,
ipRouteMetric1.9.1.2.3, ipRouteNextHop.9.1.2.3)
GetResponse((ipRouteDest.10.0.0.51 = 10.0.0.51),
(ipRouteMetric1.10.0.0.51 = 5), (ipRouteNextHop.10.0.0.51
= 89.1.1.42))
GetNextRequest(ipRouteDest.10.0.0.51,
ipRouteMetric1.10.0.0.51, ipRouteNextHop.10.0.0.51)
GetResponse((ipRouteDest.10.0.0.99 = 10.0.0.99),
(ipRouteMetric1.10.0.0.99 = 5),
(ipRouteNextHop.10.0.0.99 = 89.1.1.42))
GetNextRequest(ipRouteDest.10.0.0.99,
ipRouteMetric1.10.0.0.99, ipRouteNextHop.10.0.0.99)
GetResponse((ipRouteMetric1.9.1.2.3 = 3),
(ipRouteNextHop.9.1.2.3 = 99.0.0.3),
(ipNetToMediaIfIndex.1.3 = 1))
Die Abfrage der Tabelle l

auft folgendermaen ab: Bei
der letzten Abfrage wei der Verwalter nicht, da die
Tabelle zu Ende ist. Der Agent liefert die Werte, die
in lexikographischer Reihenfolge als n

achstes kommen.
Wenn die Objektnamen in der Anfrage und der Antwort
(ipRouteDest 6= ipRouteMetric1) nicht gleich sind, er-
kennt der Verwalter, da das Ende der Tabelle erreicht
ist.
8.2.7 SetRequest
Die SetRequest-PDU wird verwendet, um Werte zu
ver

andern, neue Zeilen in Tabellen einzuf

uen und aus
einer Tabelle zu l

oschen. Der Aufbau einer SetRequest-
PDU ist gleich mit dem einer GetRequest-PDU. Der
einzige Unterschied ist, da zu jedem Objektnamen ein
Wert mit

ubergeben wird. Die SetRequest-PDU ist auch
atomar, also werden entweder alle

ubergebenen Werte
ver

andert oder keiner. Wenn kein Wert ver

andert wird,
liefert der Agent die gleichen Fehlermeldungen wie bei
der GetRequest PDU zur

uck (noSuchName, tooBigErr,
genError). Zus

atzlich gibt es noch die Fehlermeldung
badValue (Falscher Wert). Diese wird zur

uckgegeben,
wenn der

ubergebene Wert nicht zu dem Objekt pat
(Typ, L

ange, aktueller Wert des Objektes).
Tabellenwert ver

andern
Um einen Tabellenwert zu

andern, der kein INDEX-
Objekt ist, mu nichts Besonderes beachtet werden.
Neue Tabellenzeile einf

ugen
Wenn man z.B. in die ipRouteTable aus 2.3.3 eine Zeile
mit den Werten (11.3.3.12, 9, 91.0.0.5) einf

ugen will,
mu folgende Nachricht gesendet werden:
SetRequest((ipRouteDest.11.3.3.12 = 11.3.3.12),
(ipRouteMetric1.11.3.3.12 = 9),
(ipRouteNextHop.11.3.3.12 = 91.0.0.5))
Der Wert von ipRouteDest.x mu immer x sein, da
dies ein INDEX Objekt der Tabelle ist. Der Name
ipRouteDest.11.3.3.12 ist dem Agenten unbekannt.
RFC1212 bietet dem Agenten 3 M

oglichkeiten, auf die-
se Anfrage zu reagieren:
1. Nachricht abweisen und Fehlermeldung NoSuchNa-
me zur

uckgeben.
2. Versucht die Operation auszuf

uhren, entdeckt aber
einen ung

ultigen Wert und gibt deshalb die Fehler-
meldung badValue zur

uck.
3. F

uhrt die Operation aus und erzeugt eine neue Zei-
le. Als Antwort liefert er (bezogen auf obiges Bei-
spiel):
GetResponse((ipRouteDest.11.3.3.12 = 11.3.3.12),
(ipRouteMetric1.11.3.3.12 = 9),
(ipRouteNextHop.11.3.3.12 = 91.0.0.5))
Es wird von SNMP nicht vorgeschrieben, ob eine neue
Zeile eingef

ugt werden soll oder nicht.
Es besteht aber auch die M

oglichkeit, eine neue Zeile
mit folgendem Befehl einzuf

ugen:
SetRequest(ipRouteDest.11.3.3.12 = 11.3.3.12)
dann hat der Agent 2 M

oglichkeiten zu reagieren:
1. Eine neue Zeile einf

ugen mit Standardwerten f

ur die
Werte, die nicht

ubergeben wurden.
2. Nachricht abweisen, z.B. wenn der Agent f

ur ein
Objekt der Tabelle einen Wert ben

otigt und keinen
Standardwert verwenden kann.
Auch hier schreibt SNMP dem Agenten nicht vor, wie
er reagieren mu.
Tabellenzeile l

oschen
Um eine Tabellenzeile aus einer Tabelle zu l

oschen, be-
sitzt die Tabelle ein spezielles Objekt, welches f

ur die
Tabellenzeile auf ung

ultig (invalid) gesetzt wird.
Beispiel f

ur die ipRouteTable:
SetRequest(ipRouteType.11.3.3.12 = invalid)
Ob die Zeile physikalisch gel

oscht wird oder nur
als ung

ultig markiert wird, ist implementations-
abh

angig. Es gibt allerdings nur zwei Tabellen in
der MIB II (ipRouteTable, ipNetToMediaTable), die

uber ein spezielles Objekt verf

ugen (ipRouteType,
ipNetToMediaType), um eine Zeile aus der Tabelle zu
l

oschen. Bei den anderen Tabellen gibt es keine M

oglich-
keit, eine Zeile zu l

oschen.
Operation auf einem Agenten ausf

uhren
Normalerweise unterst

utzt SNMP keine Befehls-
ausf

uhrung auf einem Agenten, sondern nur Get- und
Set-Befehle. Man kann aber den Agenten durch Setzen
bestimmter Werte Befehle ausf

uhren lassen. Zum
Beispiel kann ein Agent ein Feld reBoot, mit dem
Initialwert 0, in seine MIB einf

ugen. Wenn nun ein
Verwalter den Wert auf 1 setzt, bootet der Agent sein
System neu und setzt den Wert von reBoot wieder auf
0.
8.2.8 Trap
Mit einer Trap-Nachricht kann ein Agent einen Verwal-
ter

uber eine besonderen Vorfall informieren. Der Auf-
bau unterscheidet sich stark von den anderen PDUs.
Die Trap-PDU besteht aus folgenden Feldern:
 PDU type: Kennzeichnet die PDU als Trap PDU
 enterprise: Kennzeichnet das Netzwerkmana-
gement Subsystem, das den Trap erzeugt hat.
(sysObjectID aus der System Gruppe).
 agent-addr: Die IP-Adresse des Agenten, der den
Trap erzeugt hat.
 generic-trap: Einer der vordenierten Trap-
Typen.
 specic-trap: Ein Code, der den Trap genauer be-
schreibt.
 time-stamp: Die Zeit zwischen der letzten Initia-
lisierung der Netzwerk-Einheit und der Trap Erzeu-
gung.
 variable-bindings: Zus

atzliche Informationen zur
Trap-Nachricht. Die Bedeutung dieses Feldes ist
implementierungsabh

angig.
M

ogliche Werte f

ur das generic-trap Feld sind:
 coldStart (0): Die sendende SNMP Einheit hat
sich neu initialisiert, so da sich die Konguration
des Agenten oder die Protokolleinheit sich ge

andert
haben k

onnte. Normalerweise handelt es sich um
einen unerwarteten Neustart wegen einem Crash
oder einem schwerwiegenden Fehler.
 warmStart (1): Die SNMP-Einheit hat sich neu
initialisiert, ohne dabei etwas an der Konguration
des Agenten oder der Protokolleinheit zu

andern.
Normalerweise ist dies ein Routineneustart.
 linkDown (2): Signalisiert einen Fehler in einer
Komunikationsverbindung des Agenten. Im ersten
Element des variable-bindingsFeld wird der Na-
me und der Wert der IfIndex Instanz des betref-
fenden Schnittstelle

ubergeben.
 linkUp (3): Signalisiert, da eine Komunikations-
verbindung des Agenten aufgebaut wurde. Im er-
sten Element des variable-bindings Feldes wird
der Name und der Wert der IfIndex Instanz des
betreenden Interfaces

ubergeben.
 authenticationFailure (4): Signalisiert, da die
sendende Protokolleinheit eine Protokoll Nachricht
empfangen hat, die nicht die richtige Berechtigung
hatte.
 egpNeighbourLoss (5): Signalisiert, da der
EGP (external gateway protocol) Nachbar, f

ur den
die sendende Protokolleinheit ein EGP Partner war,
sich abgeh

angt hat und dadurch die Partnerbezie-
hung nicht mehr besteht.
 enterpriseSpecic (6): Signalisiert, da die sen-
dende Protokolleinheit einen herstellerspezischen
Fehler erkannt hat. Das specific-trap Feld
enth

alt die Fehlernummer des Traps.
Anders als die anderen Nachrichten erh

alt die Trap
Nachricht keine R

uckantwort.
8.3 Probleme in der Praxis
Es gibt groe Unterschiede bei der Unterst

utzung des
SNMP. Manche Ger

ate lassen nur Lesezugrie auf ihre
MIB zu oder sie lassen mit dem Gemeinschaftsnamen
'public' den Zugri auf die gesamte MIB zu (lesen und
schreiben). Dadurch kann im ersten Fall

uberhaupt kein
schreibender Zugri auf die MIB erfolgen, und im zwei-
ten ist die MIB dagegen total ungesch

utzt.
Bei einem Test von Routern und Bridges wurde der
Strom der Ger

ate abgeschaltet und dann wieder einge-
schaltet. Normalerweise m

uten die Ger

ate einen Cold-
Start Trap senden. Die wenigsten Ger

ate waren in der
Lage, diesen Trap zu erzeugen. Dies macht das Verhal-
ten des Netzwerks sehr schwierig, da der Verwalter den
Kaltstart des Ger

ates nicht mitgeteilt bekommt.
Die MIB- und MIB-II-Spezikation schreibt vor, da
ein Ger

at alle Objekte einer Gruppe unterst

utzen mu.
Ein Ger

at kann also nicht nur einen Teil der Objekte
einer Gruppe unterst

utzen. Leider haben ein paar Her-
steller die Idee gehabt, Objekten, die nicht unterst

utzt
werden, den festen Wert 0 zu geben, das heit, bei jedem
Zugri wird der feste Wert 0 zur

uckgeliefert. Dies kann
aber, zum Beispiel bei einem Fehlerz

ahler, sehr unvor-
teilhaft sein.
8.4 Einschr

ankungen von SNMP
Bei Verwendung von SNMP mu man folgende Ein-
schr

ankungen beachten:
 SNMP eignet sich nicht f

ur sehr groe Netzwerke,
da der Kommunikationsaufwand sehr hoch ist (man
mu eine Nachricht senden, um eine Nachricht mit
Informationen zu erhalten).
 SNMP ist nicht geeignet, um groe Datenmengen,
wie z.B. eine ganze Routing Tabelle, zu empfangen.
 SNMP-Traps werden nicht best

atigt. Deshalb kann
ein Agent, der einen wichtigen Trap gesendet hat,
sich nicht sicher sein, ob die Nachricht angekommen
ist.
 SNMP unterst

utzt nur eine einfache Berechtigungs-
kontrolle.
 SNMP unterst

utzt keine direkte Befehlsausf

uhrung
auf einem Agenten.
 SNMP unterst

utzt keine Verwalter - Verwalter
Kommunikation. Dadurch kann ein Verwalter
nichts dar

uber erfahren, welche Ger

ate von einem
anderen Verwalter verwaltet werden.
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Kapitel 10
Remote Network Monitoring
Tobias Rothfuchs
10.1 Grundkonzept und Ziele des
Remote Monitoring
Die nun im folgenden vorgestellte RMON-Spezikation
ist als wichtigste Erg

anzung zu den SNMP-Standards
SMI, MIB und SNMP anzusehen.
Die in den vorhergehenden Kapiteln vorgestellte MIB-
II ist nicht ausdr

ucklich zur Leistungs- und Fehler

uber-
wachung in lokalen Netzwerken geeignet. Durch In-
tegration der RMON MIB

uber SNMP bzw. MIB-
II in Netzwerk-Devices wird f

ur einen Netzwerkmana-
ger eine eziente

Uberwachung erm

oglicht. In einer
Netzwerkumgebung kann diese

Uberwachung mit einer
oder mehreren zentralen Managementstationen und so-
genannten Remote Monitors { in jedem Teilnetzwerk
wird ein f

ur das Monitoring geeignetes Device mit eini-
gen durch RMON erm

oglichten

Uberwachungsfunktio-
nen ausgestattet { stattnden. Durch das selbst

andi-
ge Arbeiten und der Ereignismeldung { dem O-Line-
Operieren, durch Pr

aventiv

uberwachung und Problem-
erkennung, d.h. automatischem Diagnostizieren des
Leistungsverhaltens bei passiver Beobachtung des Ver-
kehrs, und durch lokale Datenanalyse der Remote Mo-
nitors werden Kommunikationskosten erspart und zen-
trale Managementstationen, die zur Erh

ohung der Zu-
verl

assigkeit, f

ur verschiedene Aufgaben oder Organisa-
tionsstellen im Netzwerk vorhanden sein k

onnen, in ihrer
Auswertungst

atigkeit entlastet.
10.2 Monitorsteuerung,
Mehrfach- und Tabellen-
management
Die Implementierung des Monitors kann zum einen als
dediziertes Device und zum anderen als Funktion auf ei-
nem System, das das Monitoring unterst

utzt erfolgen.
Die Integration kann u.a. auf einer Workstation, einem
PC, Server oder Router erfolgen. Zur Steuerung der
Monitore werden die einzelnen Funktionen des Monito-
rings, die durch RMON unterst

utzt werden, in Form
von Kontroll- und Datentabellen konguriert. Hier-
bei entsprechen einzelne Terme in den Kontrolltabel-
lenzeilen den auszuf

uhrenden Funktionen, die dadurch
deniert und implementiert werden. Mit Organisation
der RMON MIB in funktionale Gruppen, werden diese
Gruppen i.a. durch je eine Kontrolltabelle, in der die
gew

unschten Funktionen festgelegt werden, und mehre-
re Datentabellen, in denen die vom Monitoragent er-
mittelten Verkehrsdaten abgelegt werden, beschrieben.
Aktionsaufrufe seitens der Managementstation werden
durch Objektwert

anderungen { Objekte repr

asentieren
zum Teil Aktionsstati { in den Kontrolltabellen veran-
lat.
Ein eventuelles Mehrfachmanagement in der Netz-
werkumgebung, d.h. ein Arbeiten mit mehreren Ma-
nagementstationen, kann zum Erreichen der Kapazit

ats-
grenzen, zum Blockieren von Monitorresourcen f

ur wich-
tigere Arbeiten und bei Absturz von Managementsta-
tionen zum Nichtwiederfreigeben von Recourcen f

uhren.
Diese Probleme werden durch Zuordnung eines Objek-
tes, dem OwnerShipLabel, das die funktionsbesitzende
Managementstation identiziert, zu jeder Kontolltabel-
lenzeile gel

ost. Hierdurch ist ein Netzwerkoperateur in
der Lage nicht ben

otigte Monitorresourcen freizugeben.
Diese Freigabe kann auch durch eine Managementstati-
on bei einer Reinitialisierung nach deren Absturz erfol-
gen. Durch Zuordnung dieses Objekts ist es einer Mana-
gementstation m

oglich, bereits vorhandene Monitoring-
funktionen mittels Scanning

uber die jeweilige Kontroll-
tabelle zu erkennen und durch Beobachtung der zuge-
ordneten Datentabellen die entsprechenden Verkehrsda-
ten zu erhalten.
Zum Tabellenmanagement sind in der RMON-
Spezikation, aufgrund der beim Mehrfachmanagement
m

oglichen Problematiken, die zum SNMP-Rahmen
zus

atzlichen Datentypen OwnerString, als Objekt-
typ des oben vorgestellten OwnerShipLabels, und
EntryStatus hinzugef

ugt. Zus

atzlich ist ein Index-
Objekt zur Referenzierung von Datentabellenzeilen zu
den zugeh

origen Kontrolltabellenzeilen und zur Zeile-
nidentizierung erg

anzt. Eine Zeilenaddition wird wie
unter SNMP durch Sendung einer SetRequest-PDU mit
den entsprechenden Objektidentikatoren und deren In-
stanziierungswerten, mit anschlieender Konsistenzkon-
trolle bez

uglich der Spezikation durch den Monitor-
agenten, durchgef

uhrt. Das EntryStatus-Objekt wird
zur Zeilenaddition unter Konkurrenz bei Mehrfachma-
nagement ben

otigt, da hier Konikte bei Anforderung
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gleicher Funktionen, d.h. Zeilen mit gleichen Parame-
tern, durch unterschiedliche Manager auftreten k

onnen.
Mit Durchf

uhrung der sogenannten \RMON Polka" las-
sen sich Kontrolltabellen konsistent anlegen:
1. Falls eine Managementstation eine nicht bereits vor-
handene Zeile erzeugen will, wird der zugeh

orige
EntryStatus auf createRequest gesetzt und die
Zeile kreiert.
2. Unmittelbar nach Abschlu der Zeilenkreation setzt
der Agent den EntryStatus auf underCreation.
3. Der Status underCreation bleibt in allen Zeilen
erhalten, solange die Managementstation weitere
Funktionen anfordert. Hiernach setzt die Manage-
mentstation den EntryStatus auf vaild.
4. Falls mit Status createRequest eine Zeile kreiert
werden soll, die bereits existiert, wird der anforden-
den Managementstation ein Fehler zur

uckgegeben.
Mit

Ubergang auf den EntryStatus valid beginnt
der Agent mit der so spezizierten

Uberwachung.
Zeilen werden durch Setzen des EntryStatus zu
invalid und Senden einer entsprechenden SetRequest-
PDU gel

oscht oder mittels Laden neuer Zeilenwerte mo-
diziert.
10.3 Die RMON MIB
10.3.1 Struktur der RMON MIB
Die RMONMIB ist in der MIB-II als Teilbaum mit Iden-
tikator 16 aufgenommen. Die MIB ist in neun Gruppen
gegliedert:
1. statistics: Dient zur Erfassung von low-level
Nutzungs- und Fehlerstatistiken,
2. history: Dient zur periodischen Aufzeichnung sta-
tistischer Daten,
3. alarm: Dient zum Festlegen von Erfassungs-
zeitr

aumen und Alarmschwellwerten,
4. host: Dient zum Erfassen des Hostverkehrs in ein-
zelnen Teilnetzwerken,
5. hostTopN: Dient zur geordneten Darstellung von
stark-aktiven Hosts,
6. matrix: Dient bei Paaren miteinander kommuni-
zierender Hosts zur Informationsdarstellung,
7. filter: Dient zur Beobachtung bestimmter lter-
passierender Packete,
8. packet capture: Dient zur Regelung der Da-
ten

ubertragung zu einer Managementstation,
9. event: Dient zur Aufzeichnung der Ereignisse
durch den Agenten
Rising
threshold
Falling
threshold
Sampled−object
    value
Time
Entry first
set to valid
*
*
*
*
*
* = alarm event generated
Abbildung 10.1: Generierung von Alarm Events
Jede dieser Gruppen wird zur Speicherung der
vom Monitor erfassten Daten und Statistiken genutzt.
Da Monitore mehrere physikalische Interfaces haben
k

onnen, ist ein Anschlu an mehrere Teilnetzwerke
m

oglich. Die Nutzung der einzelnen Gruppen ist unter
Einschr

ankungen { bspw. setzt die Nutzung der Packet-
Capture-Gruppe die Implementierung der Filter-Gruppe
voraus { optional.
10.3.2 Die Statistics-Gruppe
Die Statistics-Gruppe besteht aus einer einzigen Tabelle,
die Kontrollparameter und Daten gleichzeitig h

alt und
in jeder Zeile Statistiken bzgl. eines Teilnetzwerks in
Form von Z

ahlern f

uhrt. Erfat werden u.a. Auslastung
durch Erfassen der einzelnen Packetgr

oen, CRC-Fehler
und Over- bzw. Undersizepackete. Zur Zeit ist die De-
nition nur f

ur Ethernet-Interfaces ausgelegt.
10.3.3 Die History-Gruppe
In der History-Gruppe, die sich in eine Kontroll-
und Datentabelle gliedert, werden durch Angabe der
DataSource, die das zu betrachtende Teilnetzwerk iden-
tiziert, der BucketsRequested bzw. BucketsGranted
und Interval { die Anzahl der Erfassungsintervalle und
die Erfassungszeitdauer in Sekunden pro Interval { die
Rahmen zur periodischen Aufzeichnung des Verkehrs ge-
setzt. Bei Gew

ahrung der Defaultwerte durch den Mo-
nitor werden bspw. in Form eines zirkul

aren Puers
die letzten 50 Zeilen der Datentabelle gehalten. Da-
bei werden pro Zeile die Verkehrsstatistiken der letzten
1800 Sekunden, d.h. der letzten 30 Minuten, erfat. Die
History-Gruppe ndet bspw. ihre Anwendung in der Be-
obachtung von Teilnetzwerken in kurzen Zeitr

aumen {
um pl

otzliche Wechsel in Verkehrsh

augkeiten zu erken-
nen { und, zur Betrachtung des globalen Netzwerkver-
haltens, in l

angeren Erfassungszeitr

aumen. Diese An-
wendung wird durch die Denition mehrerer Erfassungs-
intervalle pro Teilnetzwerk erm

oglicht.
10.3.4 Die Alarm-Gruppe
Die Alarm-Gruppe wird zur Denition von Schwellwer-
ten zur Alarmausl

osung verwendet. Neben den Ob-
jekten Interval, zur Festlegung des Beobachtungszeit-
raums, Variable { Objektidentikator der zu beobach-
tenden Variable der korrespondierenden lokalen MIB {
dienen SampleType, StartupAlarm und Rising- bzw.
FallingTreshold zur Festlegung der Kriterien f

ur eine
Alarmausl

osung. Mit SampleType AbsoluteValue wird
ein laufender Vergleich mit den gesetzten Schwellwer-
ten durchgef

uhrt und bei

Uber- bzw. Unterschreitung
der Alarm ausgel

ost. Mit SampleType DeltaValue wird
hingegen ein Vergleich mit der Dierenz zum Wert im
letzten Beobachtungsintervall durchgef

uhrt. Dieser Typ
eignet sich bei kleinen Beobachtungsintervallen zum Er-
kennen zwischenzeitlicher Spitzen im Aufkommen bzgl.
der betrachteten Variablen. Der StartupAlarm legt
den Zeitpunkt einer ersten Alarmausl

osung, bspw. bei
risingAlarm Triggerung des Alarms erst bei

Uber-
schreiten des RisingTresholds, fest. Ein Alarm wird
durch eine neue Zeile in der Alamtabelle deniert. Um
die Last des Monitors durch eventuell zu bestimmten
Zeitpunkten h

aug eintretenden

Uberschreitungen von
Schwellwerten bzgl. der Alarmmeldung zu reduzieren,
ndet eine Alarmtriggerung erst wieder nach erfolg-
tem Unter- bzw.

Uberschreiten der entgegengesetzten
Schwellwerte statt. Dieser Mechanismus wird in Abbil-
dung 10.1 verdeutlicht.
Mit Festlegung eines Alarmgenerierungsstatus {
rising-alarm-state und falling-alarm-state {
wird dieser Mechanismus in der RMON Spezikation
auch als Hysterese Mechanismus bezeichnet.
Die Nutzung der Alarm-Gruppe selbst erfordert die
Implementierung der Event-Gruppe, da das Ereignis des
Alarms in den dortigen Tabellen aufgezeichnet wird.
10.3.5 Die Host-Gruppe
In der Erfassung statistischer Daten wie bspw. die An-
zahl ein- und ausgehender Datenpackete bei spezischen
Hosts ndet die Host-Gruppe ihren Einsatz. Die Grup-
pe besteht aus einer Kontrolltabelle und zwei Datenta-
bellen. In der Kontrolltabelle k

onnen

uber DataSource
wiederum verschiedene, an den Interfaces des Monitors
bendliche Teilnetzwerke erreicht werden. In den Da-
tentabellen werden durch den Monitor automatisch ent-
deckte und hinzukommende Hosts durch Zeilenadditi-
on und Speicherung der statistischen Daten erfat. Ein
Host wird hierbei durch seine Aktivit

at im Netz er-
kannt. Im Falle der Resourcenknappheit werden die Zei-
len der Datentabellen vom Monitor wiederum als zir-
kul

arer Puer verwaltet. Die Zeilen der Datentabel-
le hostTable werden vom Monitor nach aufsteigenden
MAC-Hostaddressen angelegt. Mit einer Sortierung die-
ser Art ist eine

Ubersicht

uber

ortlich benachbarte Hosts
und deren Auslastung leicht m

oglich. Mit der Sortierung
nach der Zeit des Eintretens in das Netz, d.h. durch
den Zeitpunkt des Beginns von Netzaktivit

aten eines
Hosts, in der Datentabelle hostTimeTable, ist hinge-
gen eine Informationsgewinnung

uber hinzugekommene
Hosts und eine eziente

Ubertragung von Informationen
mittels GetRequest- oder GetNextRequest-PDU durch
Kenntnis der Tabellengr

oe einfacher. Physikalisch kann
hier durchaus eine Tabelle implementiert werden, wobei
dann die beiden Datentabellen durch logische Views rea-
lisiert werden.
10.3.6 Die HostTopN-Gruppe
Die HostTopN-Gruppe dient zur Herstellung sogenann-
ter Top-N-Reports. Dies sind in sortierter Form Infor-
mationen

uber Hosts, die nach einem bestimmten Kri-
terium im Netz die st

arksten Aktivit

aten zeigen. Die
mit GrantedSize zur Verf

ugung gestellte Gr

oe N gibt
hierbei die Anzahl der gelisteten Hostinformationen an.
Beispielsweise ist es mittels dieser Funktion m

oglich, ei-
ne Liste

uber die N Hosts zu erhalten, die in einem ge-
wissen Zeitintervall die meisten Daten

ubermitteln. Die
hierf

ur ben

otigten Daten stammen direkt aus den Ta-
bellen der Host-Gruppe. Die Top-N-Reports k

onnen f

ur
jedes durch den Monitor betrachtete Teilnetzwerk an-
gefordert werden und werden dann jeweils durch den
Monitor unter L

oschung der vorherigen Tabelle neu be-
stimmt.
10.3.7 Die Matrix-Gruppe
Mit der Implementierung der Matrix-Gruppe ist f

ur
einen Netzwerkmanager ein

Uberblick zu Paaren mit-
einander kommunziernder Hosts auf einfache Art und
Weise zu erhalten. Einen Einsatz kann diese Grup-
pe daher bspw. bei der Fragestellung \Welche Devi-
ces haben den meisten Gebrauch eines Servers ?" n-
den. Neben einer Kontrolltabelle bestehen hier wie-
derrum zwei Datentabellen: Zum einen die SD-Tabelle
{ Source-Destination-Table { f

ur eine rasche Infor-
mationsgewinnung bei Fragen der Art \Welcher Ver-
kehr iet von einem bestimmten Host zu allen an-
deren Hosts ?" und zum anderen die DS-Tabelle {
Destination-Source-Table { f

ur Informationen bzgl.
des Verkehrs von allen Hosts zu einem bestimmten Host.
Die Zeilen in den beiden Datentabellen werden wieder-
um vom Monitor bei Neuauftreten von Kommunikation
zwischen Hosts erg

anzt und sollten bei Resourcenknapp-
heit nach der Spezikationsempfehlung mit der Least-
Recently-Used-Methode entfernt werden.
10.3.8 Die Filter-Gruppe
Unter Einsatz der Filter-Gruppe ist es einer
Managementstation m

oglich, den Monitor zur Beobach-
tung selektierter Packete zu veranlassen. Die Selekti-
on kann hierbei bzgl. der Packetdaten durch Datenl-
ter und/oder der Packetstati durch Statuslter erfolgen.
Die verschiedenen Filter k

onnen mittels logischem UND
und ODER zu Kan

alen verkn

upft werden. Zur Selekti-
on wird hierf

ur eine Filter- und Kanal-Logik zugrunde-
gelegt.
Abbildung 10.2 soll einen Teil des Tests zur Filterpas-
sierung mittels der Filter-Logik bei einem Datenlter
verdeutlichen.
Hier wird durch filterPktDataOffset die gew

unsch-
te Position, d.h. der Beginn des Bitmusters, im zu
testenden Packet festgelegt. Der input wird bitweise
filterPktDataOffset
input
filterPktData filterPktDataMask
bitwise XOR
bitwise AND
relevant_bits_different
Abbildung 10.2: Ausschnitt der Datenlter-Logik
mit dem zu testenden Bitmuster filterPktData durch
ein logisches XOR-Element verglichen. Dies f

uhrt an
nicht

ubereinstimmenden Bitpostionen zu einem Bitwert
von 1. Durch anschlieenden Vergleich mit der Maske
filterPktDataMask, die mittels dem Bitwert 1 f

ur den
Test relevante Bitpositionen festlegt (der Bitwert 0 ent-
spricht dann don't-care-Bits), werden die Bitpositionen
bestimmt, die an den relevanten Stellen des Packetda-
tenteils nicht dem entsprechenden Muster gen

ugen.
Durch nachgeschaltete Vergleiche mit einer
filterDataNotMask, in der durch die einzelnen
Bits die Positionen speziziert sind, an denen ein Test
auf Matching oder Mismatching stattndet, ergibt sich
der abschlieend zusammengefate dreistuge Test:
1. Test auf L

ange des Packets. Das Packet mu min-
destens die im Muster filterPktData vorgegebene
L

ange zuz

uglich filterDataOffest haben.
2. Test auf Matching an den mittels
filterPktDataMask festgelegten relevanten
Bitpositionen durch filterDataNotMask.
3. Test auf Mismatching an den mittels
filterPktDataMask festgelegten relevanten
Bitpositionen durch filterDataNotMask.
Ein Paket passiert den Filter nur im Falle des Passie-
rens aller drei Testteile.
Kan

ale werden wie oben erl

autert durch Filter-
kombinationen deniert. Hierbei werden durch das
Objekt channelAcceptType zwei M

oglichkeiten zur
Steuerung gegeben: Im Falle der Objektauspr

agung
acceptMatched passieren Packete den Kanal, wenn sie
sowohl den Daten- als auch den Statuslter eines die-
sem Kanal zugeordneten Filter passieren. Liegt hin-
gegen acceptFailed vor, passieren Packete den Ka-
nal nur, falls in allen assoziierten Filtern der Test im
Daten- oder Statuslter fehlschl

agt. Nach Passieren ei-
nes Kanals f

uhrt der Monitor eine abschlieende Ka-
naloperation durch. Hier wird zum ersten im Objekt
Matches die Anzahl der passierten Packete durch In-
krementierung eines Z

ahlers aktualisiert. Falls eine
Eventbehandlung gew

unscht ist { in diesem Falle hat
channelDataControl den Wert on { folgt hiernach eine
Erfassung des Events in der Event-Gruppe. Hierbei ist
mittels dem Objekt channelEventStatus und dessen
Wert eventReady eine R

uckmeldung der Management-
station zur Best

atigung des Kanalereignisses m

oglich.
Durch den Wert eventAlwaysReady wird hingegen auf
diese Best

atigung verzichtet und der Monitor ist zur un-
abh

angigen Eventerfassung in der Lage.
Die Filter-Gruppe selbst besteht aus zwei Kontrollta-
bellen. Die Zeilen der channelTable denieren hierbei
einen Kanal, der sich { durch referenzierte Zeilen { aus
den einzelnen Filtern der filterTable zusammensetzt.
10.3.9 Die Packet-Capture-Gruppe
Die Packet-Capture-Gruppe dient zu einer eventuellen
Speicherung der Packete, die Kan

ale der Filter-Gruppe
passieren, und regelt die

Ubertragung einzelner Packete
{ das Downloading { vom Monitor zur Managementsta-
tion. Hierbei werden in der bufferControlTable u.a.
mit ChannelIndex der Kanal, der Quelle der zu spei-
chernden Packete ist, festgelegt und in CapturedPkts
die Anzahl der in den Zeilen der captureBufferTable
unter BufferPacketData abgelegten aktuell gespeicher-
ten Packete gehalten. Bei Erreichen der Puerka-
pazit

at l

at sich mittels FullAction wrapWhenFull
durch L

oschen fr

uher gespeicherter Packete wieder frei-
er Puerplatz schaen. Ist der Wert von FullAction
lockWhenFullwerden neuankommende Packete verwor-
fen. F

ur den Fall, da die gespeicherten Packetda-
ten f

ur einen einzigen SNMP-Retrival mittels Get- oder
GetNextRequest zu umfangreich sind, l

at sich durch
die Objekte DownloadSliceSize, das die L

ange der
zu

ubertragenden Daten in Oktetten beschreibt, und
DownloadOffset, das den Oset des ersten zu

ubert-
ragenden Oktetts im Puer angibt, ein sukzessives,
vollst

andiges Downloading { eben durch gleichm

aiges
Erh

ohen des Osetwerts { erreichen.
10.3.10 Die Event-Gruppe
Die Event-Gruppe unterst

utzt die Denition von Events.
Events werden hierbei durch bestimmte Konditionen in
der MIB ausgel

ost und k

onnen ihrerseits Aktionen trig-
gern und SNMP-Traps erzeugen. Der Zusammenhang
mit den anderen Gruppen der RMON MIB wurde be-
reits bei deren Beschreibungen aufgezeigt. Bei Ein-
treten eines Events wird gem

a dem Objektwert von
eventType in der Kontrolltable das eingetretene Ereig-
nis in die Datentabelle logTable eingetragen (log), ein
SMNP-Trap an die in eventCommunity spezizierten
Managementstationen

ubermittelt (snmp-trap), oder
bei log-and-trap beide vorher beschriebenen Aktio-
nen durchgef

uhrt. Als m

ogliches Einsatzbeispiel der
Event-Gruppe mag die Regelung der Kanalaktivit

aten
in der Filter-Gruppe in Abh

anigigkeit der bereits erfa-
ten Packete dienen. Durch die Eventtriggerung kann
eine Managementstation Kan

ale entsprechend an- und
ausschalten, um so Detailbetrachtungen zu erm

oglichen.
10.4 Praktische Aspekte
Zum Abschlu der Betrachtungen im Bereich des Remo-
te Network Monitoring sollen noch einige m

ogliche Pro-
blematiken und Einsatzm

oglichkeiten der RMON MIB
kurz aufgef

uhrt werden.
Durch die im vorherigen Abschnitt vorgestellte breite
Funktionalit

at und M

achtigkeit der RMON MIB kann
bei extensivem Funktionseinsatz ein Remote Monitor
rasch

uberlastet werden. Auch f

uhrt eine h

auge In-
formations

ubertragung zur Managementstation zu ei-
ner Reduzierung der Netzleistung. Aus diesen Gr

unden
ist durch sorgf

altige Funktionsauswahl und lokale Ver-
kehrsanalyse auf dem Monitor, mit anschlieender zu-
sammengefasster Ergebnis

ubermittlung, eine eziente-
re Netzwerk

uberwachung erreichbar. Besonders im Be-
reich der Filter-Gruppe sollten Restriktionen bzgl. der
Filteranzahl zur Lastreduktion angewendet werden.
Neben dem Einsatz zur Lokalisierung von bestimm-
ten Ereignissen im Netzwerk mittels Filter- und Packet-
Capture-Funktionen kann mit RMON ein Netzwerk-
verzeichnis, durch automatisches Erkennen von aktiven
Hosts, ezient erhalten werden.
Die Integration von RMON ndet bei Einsatz in aus-
gelasteten Netzen vorzugsweise in dedizierten Devices
und bei wenig ausgelasteten Netzen auch als Funktion
auf nichtdedizierten Devices statt.
Diese Aspekte machen deutlich, da erst durch Ein-
satz der RMON MIB als wichtigster SNMP-Zusatz mit
den zur Verf

ugung gestellten Funktionen zum Remo-
te Monitoring eine eziente Netzwerk

uberwachung und
Prolgewinnung m

oglich ist.
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Kapitel 11
SNMP Version 2
Bui Anh Tuan
11.1 Motivation
Nach der Ver

oentlichung der Standarddokumente des
SNMP im Juli 1992 wurde herausgefunden, da SNMP
M

angel an Funktionalit

at, Leistung sowie Sicherheit hat
und damit seine Anwendung auch beschr

ankt ist. Folg-
lich kann SNMP nur minimale Netzwerke unterst

utzen.
Aus diesen Gr

unden wurde versucht, ein Protokoll zu
entwickeln, das auf SNMP basiert und gegen

uber SNMP
mehr Funktionalit

at, mehr Leistung, so wie mehr Si-
cherheit besitzt, damit es auch gr

oere Netzwerke un-
terst

utzen kann. Dieses Protokoll wurde SNMPv2 ge-
nannt.
11.2 Gliederung von SNMPv2
SNMPv2 wird in f

unf Kategorien gegliedert:
11.2.1 Structure of Management Infor-
mation (SMI)
Der Aufbau SNMPv2 SMI ist auf der SNMPv1 SMI ba-
siert. Auerdem umfat SMIv2 gegen

uber SMIv1 mehr
Sorgf

altigkeit bei der Spezikation und Dokumentation
von verwalteten Objekten. SNMPv2 SMI wird in vier
Teilen aufgebaut:
Not
Exist
Not
Ready
Active
NotIn
Service
CreateAndWait
Delete
Active
Delete CreateAndGo
NotInService
Active
CreateAndGo
Delete
Abbildung 11.1:

Ubergangsdiagamm RowStatus
Objektdenition
Wie in SNMP SMI k

onnen die verwalteten Objekten
in SNMPv2 mit Objektdenition beschrieben werden.
In SNMPv2 SMI werden einige Objekttypen zus

atzlich
eingef

uhrt:
 bit string: ist ein Aufz

ahlungstyp und wird beispiels-
weise f

ur die Erkennung von Vorhanden von Cha-
rakteristika eingesetzt.
 Counter64: ist eine Z

ahler mit der Obergrenze von
2
64
-1. Dieser Typ wird zum Beispiel verwendet,
um die Anzahl von Paketen in schnellen Netzwerken
anzugeben.
 UInteger32: ist ein positive Z

ahler mit Obergrenze
von 2
32
-1. Dieser Typ wird beispielsweise verwen-
det f

ur die Anzahl von Benutzern, Hauptspeicher,
usw.
 max access: gibt den maximalen m

oglichen Zu-
grien auf die verwalteten Objekte an: Im Ver-
gleich mit SNMP MAX--ACCESS erlaubt SNMPv2
MAX--ACCESS einen zus

atzlichen Zugri auf das ver-
waltete Objekt:
{ read--create: Lesen, Schreiben und die Neu{
Instanzierung von Objekten
SNMPv2 Tabellen
In SNMPv2 werden die Tabellen f

ur komplexe Informa-
tionen verwendet. Die Denitionen der Tabellen sind
schon in SNMP zu nden. Im Gegensatz zu SNMP ist
es in SNMPv2 m

oglich, die Tabellen mit zus

atzlicher
Typdenition AUGMENTS zu erweitern. Auerdem exi-
stiert es in SNMPv2 zwei Operationen, mit denen kann
die Tabellen erzeugen bwz. l

oschen:
 Tabellen erzeugen (CreateAndGo , CreateAndWait)
 Tabellen l

oschen (Delete)
Erzeugen und L

oschen der Tabellenzeilen funktionie-
ren nach dem Zustand

ubergangsdiagramm RowStatus
(siehe Abb. 11.1).
Die Werte von RowStatus teilen sich in zwei(nicht dis-
junkte) Gruppen: Befehle und Zust

ande. Zust

ande
k

onnen nur gelesen werden, Befehle k

onnen nur geschrie-
ben werden.
Folgende Zust

ande gibt es:
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 Not Exist: Keine Objekt der Zeile wurde instan-
ziiert.
 Active: Die Zeile ist komplett und wird vom Agent
benutzt.
 NotInService: Die Zeile ist zwar komplett, im Mo-
ment jedoch \auer Betrieb".
 NotReady: Die Zeile ist nicht komplett und kann
auch nicht benutzt werden.
Des weiteren existieren folgende Kommandos:
 Active: Versetzt eine (komplette) Zeile in den akti-
ven Zustand. Wurden noch nicht alle Instanzen der
Spalten gesetzt, kann der Agent entweder die de-
nierten Standardwerte einsetzen oder einen Fehler
zur

uckmelden.
 NotInService: Nimmt eine aktive Zeile \auer Be-
trieb".
 CreateAndGo: Erzeugt eine neue Zeile und ver-
sucht sie in den Zustand active zu versetzen. Falls
dies wegen fehlender oder inkonsister Werte nicht
m

oglich ist, wird der Fehler inconsistentValue
zur

uckgeliefert.
 CreateAndWait: Erzeugt ebenfalls eine neue Zeile,
versetzt sie jedoch, je nachdem ob alle Spaltenob-
jekte instanziiert wurden, entweder in den Zustand
NotReady (es fehlt noch Werte) oder NotInService
(alle Werte vorhanden).
 Destroy: L

oscht eine Zeile aus der Tabelle.
Um die Zeilenerzeugen und {l

oschen zu unterst

utzen,
m

ussen innerhalb einer Tabelle Objekte mit der SYNTAX
RowStatus, MAX-ACCESS read-create deniert werden.
evalStatus Object-Type
SYNTAX RowStatus
MAX{ACCESS read-create
STATUS current
DESCRIPTION \The status column used for creating,
modifying , and delecting instance
of the columnar objects in the evalution table"
DEFVAL factiveg
:= fevalEntry4g
11.2.2 Protokoll Operationen
Es existieren in SNMPv2 insgesamt drei Zugristypen
auf die Managementinformationen:
1. Manager-agent request-response:
2. Agent-Manager unconfirmed: Die oben genannten
Zugritypen sind auch in SNMPv1 zu nden.
3. Manager-Manager request-response: Dieser Zu-
gristyp ist neu in SNMPv2. Mit diesem Typ
k

onnen Manager Informationen zwischeneinander
austauschen.
In SNMPv2 sind viele Operationen vorhanden, die
bez

uglich ihrer Funktionalit

at und Semantik identisch
wie die Operationen von SNMPv1. Insbesondere gilt
dies f

ur:
 GetNextRequest PDU,
 SetRequest PDU
Zwischen GetRequest PDU von SNMP und
GetRequest PDU von SNMPv2 existiert ein Un-
terschied: Bei der GetRequest PDU von SNMP k

onnen
entweder alle denierten Objektenwerte, die als Para-
meter mitgegeben werden, zuruckgeliefert werden, oder,
wenn ein Objektwert undeniert ist, keine Objektwerte
zur

uckgeliefert. In SNMPv2 werden bei GetRequest
PDUs immer die einzelnen Objektwerte (ggf. mit ihren
Zust

anden) zur

uckgeliefert.
In SNMPv2 deniert zus

atzlich zwei Operationen:
 InformRequest: Mit dieser Funktion k

onnen zwei
Manager Informationen miteinander austauschen.
 GetBulkNextRequest: ist eine wichtige Erweite-
rung in SNMPv2. Mit dieser Operation werden
alle m

ogliche Objektwerten auf einmal nach lexiko-
graphischer Reihenfolge selektiert. Diese Operation
kann also als eine Mischung aus den Operationen
GetRequest und GetNextRequest betrachtet wer-
den.
11.2.3 SNMPv2 Management Infor-
mantion Base (MIBv2)
MIBv2 ist eine Ansammlung von Objekten, die die Ei-
genschaften von SNMPv2 beschreiben (siehe Abb. 11.2).
Diese Objekten werden in f

unf Gruppen geteilt.
1. SNMPv2 Statistikgruppe: enth

alt die Objekte, die
die rein statistischen Werte beschreiben.
Bsp: das Objekt snmpStatsPackets gibt die ange-
kommenen Nachrichten von dem TransportService
an.
2. SNMPv1 Statistikgruppe: enth

alt die Objekte, die
schon in der SNMPv1-Statistikgruppe implemmen-
tiert sind.
Bsp: das Objekt snmpV1BadCommunityNames gibt
die Anzahl von SNMP Nachrichten an, die zu einem
SNMPv2 Agenten gelangten, deren Kommunikati-
onsname aber nicht bekannt ist.
3. Object Resource-Gruppe: dient zur Beschreibung
von den Objekten, die unter der dynamischen Kon-
guration eines Managers stehen.
Bsp: Das Objekt snmpORTable ist die Tabelle
von dynamischen Kongurationsobjekten in einem
Agenten.
snmpMIBObjects(snmp 1)
snmpStats (1)
snmpV1 (2)
snmpV1BadCommunityNames (1)
snmpV1BadCommunityUses (2)
snmpOR(3)
snmpORLastChange (1)
snmpORTable (2)
snmpOREntry (1)
snmpORID (2)
snmpORDescr (3)
snmpTrap (4)
snmpTrapOID(1)
snmpTrapTable(2)
snmpTrapEnty (1)
snmpTrapNummers(1)
snmpTrapEnterprise (3)
snmpV2EnableAuthenTraps (4)
snmpSet (6)
snmpSerialNo (1)
snmpStatsPackets (1)
snmpStats30Something (2)
snmpStatsEncodingErrors (3)
snmpStatsUnknowDstPartie (4)
snmpStatsDstPartyMismatches (5)
snmpStatsUnknowScrParties (6)
snmpStatsWrongDigestValues (9)
snmpStatsUnknownCOntexts (10)
snmpStatsBadOperations (11)
snmpStatsSilentDrops (12)
snmpStatsNotInLifetimes (8)
snmpStatsBadAuths (7)snmpORIndex (1)
Abbildung 11.2: SNMPv2 MIB
4. Trap-Gruppe: enth

alt die Objekte, die die Ereig-
nisse zwischen Agent und Manager beschreiben.
Bsp: Das Objekt snmpTrapOID ist die Objektiden-
tit

at von dem Ereignis bei dem Senden.
5. Set-Gruppe: besteht aus einem einzigen Objekt,
welches daf

ur sorgt, da Objektdaten konsistent
bleiben, beispielsweise bei gleichzeitigem Zugri
von verschiedenen Managern auf ein Objekt. Dieses
Objekt ist snmpSetSerialNo.
11.2.4 Manager{zu{Manager MIBv2
ist eine Menge von Objekten, die das Verhalten von Ma-
nagern beschreiben. Diese MIB besteht aus zwei Grup-
pen, der Alarmgruppe, und der Ereignisgruppe. Die bei-
de Gruppen sind schon aus dem RMON-Standard be-
kannt.
Snmpv2 enviroment                                 Snmp enviroment
GetRequest 
                 GetRequest
GetNextRequest GetNextRequest
SetRequest SetRequest
GetbulkRequest GetNextRequest
Response GetResponse
SNMPv2 Trap Trap
SNMPv2 agent
    and proxy
SNMPv2
manager
SNMP
agent
SNMPv2 manager−to−agent
  PDUs
SNMP manager−to−agent
PDUs
SNMPv2 agent−to−manager
PDUs
SNMP agent−to−manager
PDUs
Abbildung 11.3: Coexistence by Means of Proxy Agent
11.2.5 Conformance Statements
Hier handelt es sich um eine minimale Anforderungen
sowohl an die Objektdenitionen als auch Objektimple-
mentierungen.
Daf

ur gibt es drei Makrodenitionen:
Objektgruppe{Makro
Hier handelt es sich um eine Gruppierung von Objekten,
die in einer Beziehung stehen.
snmpV1Group OBJEKT-GROUP
OBJECTS fsnmpV1BadCommunityNames,
snmpV1BadCommunityUsesg
STATUS current
GROUPS snmpV1Group
DESCRIPTION \A collection of objects providing basic
instrumentation of an SNMPv2 entity which
also implements SNMPv2."
:= fsnmpMIBGroups 2g
Die OBJECT-Klausel enth

alt die zu einer Gruppe zu-
sammenzufassenden Objekte.
Die DESCRIPTION{Klausel ist eine verbale Be-
schreibung der Gruppe und soll eventuell eine Beschrei-
bung von Beziehung zu anderen Gruppen beinhalten.
Modul

ubereinstimmung
Hier handelt es sich um die Festlegung minimaler An-
forderungen an Objekte der MIB.
snmpMIBCompliance MODULE{COMPLIANCE
STATUS current
MANDATORY-GROUPS fsnmpStatsGroup, snmpORGroup
snmpTrapGroup, snmpSetGroupg
GROUPS snmpV1Group
DESCRIPTION \The snmpV1 group is mandatory only
for those SNMPv2 entities which also
implement SNMPv1."
:= fsnmpMIBCompliances 1g
 MANDATORY{GROUPS: Diese Klausel kann
h

ochstens einmal vorkommen. Die Objekte in die-
ser Gruppe sind unbedingt zu implementieren.
 GROUP: Diese Klausel kann mehrfach vorkommen.
Die Objekte einer so bezeichneten Gruppe sind ent-
weder nur unter bestimmten Bedingung, die in einer
DESCRIPTION-Klausel angeben werden m

ussen,
notwendig; oder sie sind optional.
11.2.6 Koexistenz mit SNMP
Um die beiden SNMPv1 und SNMPv2 mit einander
kommunizieren zu k

onnen , ben

otigt es ein Manager,
der die Nachrichten von einer Protokoll in anderer Pro-
tokoll konvertiert, oder die Nachrichten von den beiden
Protokollen verstehen.
SNMPv2
manager
SNMPv2
agent
Bilingual
manager
SNMP
agent
InformRequest
InformRequest
SNMPv2 Trap,Response
GetRequest,GetNextRequest,
GetBulkRequest , SetRequest
GetRequest,GetNextRequest,
         SetRequest
GetResponse,Trap
Abbildung 11.4: Coexistence by Means of Bilingual Ma-
nager
1. M

oglichkeit: Aus der Abbildung 11.3 ist ersichtlich,
da die Funktionen GetRequest, GetNextRequest,
SetRequest von SNMPv2 werden durch Stellvertre-
ter (Proxy) in SNMP agent gesendet und die Funk-
tionen von SNMPv2 GetResponse, Trap von SNMP
in SNMPv2 unge

andert gesendet. Nur die Funkti-
on GetBulkRequest von SNMPv2 mu in eine Folge
von GetNextRequest-Nachrichten konvertiert wer-
den.
2. M

oglichkeit: Bei dieser M

oglichkeit \spricht" ein
Manager zu beiden Protokollen (biliguage). Wenn
der \zweisprachige" Manager eine Nachricht von
SNMPv2- Manager oder -Agent bekommt, analy-
siert er diese Nachricht und schickt er seine eige-
ne Nachricht zum SNMP-agent und wartet auf die
von SNMP Antwort. Und zuletzt schickt der 'zwei-
sprachige'Manager seine eigene Antwort entspre-
chend zu SNMPv2{Manager oder SNMPv2{Agent
zur

uck.
11.3 Zusammenfassung
SNMPv2 ist eine zweite Generation von SNMP. Die
SNMPv2 SMI stellt gr

undlichere Spezikationen und
Dokumentationen f

ur verwaltete Objekten auf. Die
SNMPv2 SMI erweitert einige Typdenitionen: BIT
STRING, Counter64 , UInteger,. . .
Ebenso ist SNMPv2 um zwei wichtige zus

atzliche
Funktionen GetBulkRequest und InfoRequest erwei-
tert. Auerdem stellt SNMPv2 die bessere Spezikation
und Dokumentationsm

oglichkeit f

ur verwaltete Objekte
zur Verf

ugung.
SNMPv2 kann die

Ubertragung gr

oer Datenmengen
vereinfachen und die Zugrikontrolle verbessern.
11.4 Literaturverzeichnis
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Kapitel 12
SNMPv2 Security
J

org Fischer
12.1 Einleitung
Das Protokoll SNMP (Simple Network Management Pro-
tocol) und das darauf basierende SNMP-Management
haben sich in den letzten Jahren zu einem De-
facto-Standard f

ur das Management von lokalen Net-
zen entwickelt.
1
Als besondere Vorz

uge des SNMP-
Management sind seine Einfachheit und seine Imple-
mentierungsfreudigkeit zu nennen. Allerdings zeigte
sich im praktischen Einsatz recht bald, da das SNMP-
Management neben seinen vielen Vorteilen an verschie-
denen Stellen extreme L

ucken aufweist. Als Beispiel ist
in diesem Zusammenhang die mangelnden Sicherheits-
manahmen in der Interaktion beispielsweise zwischen
Manager und Agent zu nennen.
Dieses Kapitel
2
zeigt auf, wie diese M

angel des SNMP
in SNMPv2 behoben werden. Die daraus resultierenden
Sicherheitsmanahmen wurden als SNMPv2 zusammen-
gefat.
Der n

achste Abschnitt befat sich mit dem Begri des
Sicherheitsmanagements im allgemeinen und den dar-
aus resultierenden Aspekten, die im SNMPv2 Security
umgesetzt wurden. Der darauf folgende Abschnitt be-
schreibt kurz die Entwicklungsgeschichte des SNMPv2.
Daraufhin werden Erweiterungen und Verbesserungen
des SNMPv2 gegen

uber SNMP aufgezeigt. Im Ab-
schnitt 12.5 wird auf die Spezikation der Sicherheitsa-
spekte von SNMPv2 eingegangen. Im einzelnen werden
hier zwei Dokumente besprochen: Das des administrative
model und das Dokument der Sicherheitsprotokolle. Ab-
schlieend werden die Verbesserungen der Sicherheits-
verfahren von SNMPv2 gegen

uber SNMP zusammenge-
fat.
12.2 Das Sicherheitsmanagement
F

ur das Sicherheismanagement als integrierter Bestand-
teil des Netzwerkmanagements lassen sich folgende,
grundlegende Aufgaben und Funktionen nennen
3
:
 Die Verwaltung von sicherheitsrelevanter Informa-
tion
1
Vgl. [Spr92] und [Abe93]
2
Es st

utzt sich im wesentlichen auf [Stall]
3
Vgl. [HS92]
 Das Melden von sicherheitsbezogenen Ereignissen
(events)
 Die Schaung, Steuerung und Beseitigung von si-
cherheitsrelevanten Diensten und Mechanismen
Bei der Entwicklung des SNMPv2 wurde in diesem
Zusammenhang auf folgende Aspekte des Sicherheitsma-
nagement besonders Wert gelegt:
 Regelung der Zugrissteuerung (access control) auf
sicherheitsrelevante Dienste
 Schaung einer Sicherheitsverwaltung (security ad-
ministration)
Eine Regelung der Zugrissteuerung bezieht sich beson-
ders auf die Art und Weise, wie mit der Management-
information, die der Agent in seiner MIB (Management
Information Base) h

alt, umzugehen ist.
Die Sicherheitsverwaltung wurde durch das admini-
strative model in SNMPv2 verwirklicht. In diesem Mo-
dell sind die Sicherheitsverfahren des SNMPv2 Security
eingebettet.
Als Sicherheitsverfahren sind in SNMPv2 gegen

uber
SNMP ein verbessertes Authentizierungsverfahren so-
wie ein Verfahren zur verschl

usselten

Ubertragung der
Managementinformation neu aufgenommnen worden.
12.3 Entwicklung des SNMPv2
SNMP besteht aus einer minimalen, aber sehr m

achti-
gen Menge von Managementfunktionen, die zur

Uber-
wachung und Steuerung von Netzwerkelementen dienen.
Unter Netzwerkelemente versteht man dabei Devices wie
zum Beispiel Hostrechner, Terminalserver sowie Gate-
ways etc. Das SNMP ist zust

andig f

ur die Kommunika-
tion zwischen den Netzwerkmanagementstationen und
den agents, die sich innerhalb der Netzwerkelemente be-
nden.
Da SNMP die Anzahl und Komplexit

at der Mana-
gementfunktionen minimieren soll, sind in SNMP eine
Reihe von M

angel aufgetreten, die durch die Entwick-
lung einer zweiten Version von SNMP behoben werden
sollten. Der Entwicklungsstrang ist in Abbildung 12.1
dargestellt.
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SNMP
RMON MIB Secure SNMP
SNMPv2
working group
SNMPv2 Security
working group
SNMPv2
Abbildung 12.1: Entwicklungsgeschichte des SNMPv2
Als unzul

anglich erwies sich in SNMP die Netz-
werk

uberwachung. Diese Schwierigkeiten wurden da-
durch behoben, da eine Menge von standardisierten
Managementobjekten deniert wurden, die dann in die
remote monitoring MIB (RMON MIB) eingegangen sind.
Als weit aus gravierender erwies sich, da Sicherheits-
verfahren in SNMP v

ollig fehlten. Um diesem Problem
abzuhelfen, wurde ein Satz von Dokumenten deniert,
der dann als Secure SNMP
4
herausgegeben wurde.
Schlielich wurden zwei Arbeitsgruppen ins Leben ge-
rufen, die sich zum einen mit nicht sicherheitsrelevanten
Aspekten und zum anderen mit Sicherheitsaspekten aus-
einandersetzten. Die Ergebnisse beider Arbeitsgeruppen
wurden als SNMPv2 herausgegeben.
12.4 Verbesserungen durch
SNMPv2
Die ungen

ugenden Sicherheitsverfahren in SNMP wa-
ren f

ur viele Kritiker der gr

ote Mangel dieses Internet-
Managementkonzeptes. Die strikt verfolgte Devise, das
Management m

oglichst einfach zu halten, stellte sich im
nachhinein als schwerwiegender Fehler dar. Besonders
die nicht vorhandene Verschl

usselungsm

oglichkeit f

uhr-
te dazu, da man keinen schreibenden Zugri auf den
Agenten-MIB zulie.
Alle Verbesserungen des SNMPv2 gegen

uber SNMP
sind in Abbildung 12.2 dargestellt.
Wie oben schon erw

ahnt, sind in SNMPv2 als neue
Sicherheitsverfahren die M

oglichkeit der Verschl

usse-
lung einer Nachricht sowie ein verbessertes Authenti-
zierungsverfahren neu hinzugekommen.
12.5 Sicherheitsaspekte von
SNMPv2
Die Spezikation der SNMPv2 Security ist in drei Do-
kumente festgelegt worden:
4
Kurz: S-SNMP
Protokoll−
Verbesserungen
Manager−to−Manager−
Unterstuetzung
Informationsmodell−
Erweiterungen
Sicherheits−
vorkehrungen
Manager Manager
MIB
Agent
Abbildung 12.2: Erweiterungen und Verbesserungen
durch SNMPv2
1. SNMPv2 administrative model
2. SNMPv2 Sicherheitsprotokolle
3. SNMPv2 Party MIB
Die ersten beiden Dokumente werden im fortfolgenden
besprochen. Bei dem Dokument der Party MIB sei auf
die Literatur verwiesen.
5
12.5.1 Das administrative model
In diesem Modell agiert jede am Management betei-
ligte Instanz als eine sogenannte SNMPv2 Party. Ei-
ne SNMPv2 Party legt dabei neben anderem die in
seinem domain zu benutzenden Sicherheitsmechanismen
fest. Die Beschreibung erfolgt in Form einer Party MIB.
Die Denition einer SNMPv2 Party l

at sich wie
folgt angeben:
SnmpParty ::= SEQUENCE f
partyIdentity OBJECT IDENTIFIER,
partyTDomain OBJECT IDENTIFIER,
partyTAddr OCTET STRING,
partyMaxMessageSize INTEGER,
partyAuthProtocol OBJECT IDENTIFIER,
partyAuthClock INTEGER,
partyAuthPrivate OCTET STRING,
partyAuthPublic OCTET STRING,
partyAuthLifetime INTEGER,
partyPrivProtocol OBJECT IDENTIFIER,
partyPrivPrivate OCTET STRING,
partyPrivPublic OCTET STRING g
AclEntry ::= SEQUENCE f
aclTarget OBJECT IDENTIFIER,
aclSubject OBJECT IDENTIFIER,
aclResources OBJECT IDENTIFIER,
aclPrivileges INTEGER g
Das Partykonzept, das in S-SNMP entwickelt wurde,
wird im wesentlichen

ubernommen. In SNMPv2 fehlen
allerdings drei Variablen in der Denition einer einer
Party im Vergleich zu S-SNMP.
5
Vgl. [Stall]
Die Variablen PartyAuthLastMsg und PartyNonce
fehlen, da es in SNMPv2 keinen ordered delivery mecha-
nism mehr gibt. Der ordered delivery mechanism ist ein
Verfahren, das sicherstellt, da Datenpakete von einer
empfangenden Party nur in aufsteigender Reihenfolge
angenommen werden.
Die Variable PartyProxyFor fehlt, weil in SNMPv2
das Konzept des context neu eingef

uhrt wurde.
SNMPv2 context
Unter einem SNMPv2 context versteht man eine Samm-
lung von zu verwaltenden Resourcen, die von einer
SNMPv2 Instanz aus zug

anglich sind. Der SNMPv2
context gibt an, wo diese Resourcen gehalten werden.
Es werden hierbei zwei verschiedene context-Typen
unterschieden: Der remote SNMPv2 context und der
local SNMPv2 context. Im folgenden werden beide con-
text-Typen erl

autert.
Management party agent party
local context
Abbildung 12.3: Beispiel einer Interaktion eines local
context
Ein local SNMPv2 context repr

asentiert eine MIB view.
Eine MIB view stellt dabei eine Untermenge aller m

ogli-
chen Objekte der agent MIB dar. Im Falle eines local
context benutzt eine SNMPv2 Instanz nur lokale Mecha-
nismen, um auf die Managementinformation zugreifen
zu k

onnen, die durch den SNMPv2 context repr

asentiert
wird.
Ein remote SNMPv2 context repr

asentiert eine Stell-
vertreterbeziehung. In diesem Fall handelt eine
SNMPv2 Instanz als ein Stellvertreter-Agent, um auf die
Managementinformation zugreifen zu k

onnen, die von
diesem SNMPv2 context identiziert werden.
Der context ist also ein Konzept, das sowohl mit der
Zugrissteuerung als auch mit denMIB views zu tun hat.
Dies soll nun anhand eines Beispiels erl

autert werden:
Eine management station interagiert mit einem agent ei-
nes Netzwerkelementes, um auf die Managementinfor-
mation beim agent zugreifen zu k

onnen.
F

ur den Fall eines local context ist diese Interaktion
in Abbildung 12.3 dargestellt. Verbunden mit dem local
context ist eine MIB view beim Agenten. Der context
referenziert diese MIB view, die angibt, welche Objekte
nun zug

anglich sind. Der Agent entscheidet mit einer
access control policy, welche Operationen erlaubt sind.
Die Managementparty ist in diesem Fall die Quellparty,
die agent party ist die Zielparty.
F

ur den Fall eines remote context ist dies Interaktion
in Abbildung 12.4 dargestellt. Die Managementparty in-
teragiert hier mit einem Stellvertreter-Agenten, der die
Instanz, die die eigentliche, gesuchte Managementinfor-
mation enth

alt, vertritt.
remote context
management
party proxy agent proxied agent
Abbildung 12.4: Beispiel einer Interaktion eines remote
context
access control policy
Management party agent party
local context
subject party target party
Abbildung 12.5: Darstellung einer access control policy
Eine access control policy besteht aus vier Elementen:
1. Das target f

uhrt angeforderte Managementopera-
tionen aus.
2. Das subject fordert diese Managementoperationen
an.
3. Die Resourcen stellen den gew

ahlten context dar
und sind die Managementinformation, auf die die
angeforderten Managementoperationen ausgef

uhrt
werden.
4. Die Privilegien repr

asentieren die erlaubten Ope-
rationen, die das target im Auftrag des subject
ausf

uhren darf. Sie geh

oren zu einem bestimmten
context.
Abbildung 12.5 stellt diese subject/target-Beziehung
anhand des vorigen Beispiels dar. Die access control po-
licy wird also durch die drei Parameter subject, target
und context bestimmt. F

ur ein subject/target-Paar las-
sen sich also verschiedene access control policies unter-
scheiden, indem der context von Fall zu Fall variiert.
Der Vorteil des Konzeptes des context gegen

uber
dem S-SNMP-Konzept
Wie schon erw

ahnt, ist beim S-SNMP der Platz
f

ur die Managementinformation in der Variablen
PartyProxyFor der Partytabelle.
6
Dies hat zur Folge,
da diese Tabelle unn

otig gro und komplex wird. Fer-
ner mu bei den Stellvertreterbeziehungen f

ur gleiche
subject/target-Paare eigene proxy parties, also separate
Eintr

age in die Party-Tabelle, geschaen werden, da die
variierende Managementinformation in der Partytabelle
festgehalten werden mu.
Die Vorteile des SNMPv2-Konzeptes liegen auf der
Hand:
1. Einerseits wird zwischen einer direkten (local
context) und indirekten (remote context) Beziehung
unterschieden, aber andererseits wird aus der Sicht
6
Vgl. S. 71
der manager party davon abstrahiert.
Das bedeutet, da es dem Manager nicht bekannt
ist, ob der Agent, von dem er Operationen auf der
gesuchten Managementinformation ausf

uhren las-
sen will, diese Information selber h

alt, oder ob der
Agent eine Instanz, die diese Information h

alt, ver-
tritt. Ist letzteres der Fall, so ist dem Manager die
Identit

at des proxy agent nicht bekannt.
2. Da die Managementinformation nicht in der Par-
tytabelle, sondern f

ur jeden context als Eintrag in
der context-Tabelle gehalten wird, ergibt sich aus
den genannten Gr

unden eine erhebliche Speicher-
platzersparnis.
Context-Typen
Zusammenfassend werden die verschiedenen context-
Typen unterschieden. Wie schon erw

ahnt, unterschei-
det man im wesentlichen zwei Hauptgruppen: Der local
context und der remote context.
Beim letzteren gibt es wiederum zwei Arten von Stell-
vertreterbeziehungen:
 Foreign proxy relationship
 Native proxy relationship
source party destinationparty
management station proxy agent proxieddestination
SNMPv2−Welt andere Protokollwelt
remote
context
Abbildung 12.6: Foreign proxy relationship
source party destinationparty
management station proxy agent
proxied
destination
SNMPv2−Welt
remote
context
local
context
proxy source
party
proxy  destination
party
MIB
Abbildung 12.7: Native proxy relationship
Die Abbildungen 12.6 und 12.7 stellen nun beide Stell-
vertreterbeziehungen dar. Als Beispiel wurde hier ei-
ne Interaktion von einer manager party zu einer agent
party gew

ahlt. Wie zu sehen ist, besteht der Hauptun-
terschied zwischen beiden Beziehungen darin, da die
Managementinformation im vom proxy agent vertrete-
nen Ziel einmal auerhalb der SNMPv2-Protokollwelt
(foreign proxy relationship) das andere Mal innerhalb der
SNMPv2-Welt (native proxy relationship) gehalten wird.
Beiden gemeinsam ist nat

urlich, da der remote context
keine MIB view im proxy agent repr

asentiert. Der proxy
agent vermittelt vielmehr zwischen manager station und
dem Ziel, das die Information h

alt.
Beide Beziehungen ben

otigen ferner Zugrissteue-
rungsinformation. Denn die access control policy zeigt
an, welche Operationen zwischen manager station und
dem proxy agent ausgef

uhrt werden k

onnen.
Bei der foreign proxy relationship ist zu beachten, da
hier die Protokollgrenzen verlassen werden.
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Das bedeu-
tet, da der proxy agent in der Lage sein mu, auf die Ma-
nagementinformation im Ziel ohne SNMPv2-verwandte
Mittel zuzugreifen.
Bei der native proxy relationship greift der proxy agent
mittels eines local context auf die Managementinforma-
tion bei der Zielparty zu. Das bedeutet, da der proxy
agent zwei Rollen bei dieser Interaktion annimmt: Zum
einen bei derInteraktion mit der Zielparty die Rolle des
Managers, zum anderen bei der Interaktion mit der ma-
nager station die Rolle eines Agenten. Diese Rollentei-
lung dr

uckt sich dadurch aus, da beim proxy agent zwei
verschiedene Parties laufen.
Zusammenfassend l

at sich also sagen, da mit Hilfe
der foreign proxy relationship eine Interaktion mit pro-
tokollfremden Zielen erm

oglicht wird. Bei der native
proxy relationship wird hingegen

uber eine indirekte Be-
ziehung auf eine MIB view zugegrien. Mit Hilfe dieser
Beziehung lassen sich verteilte Managementstrukturen
erm

oglichen.
12.5.2 SNMPv2 Sicherheitsprotokolle
Ein weiteres Dokument der Spezikation der SNMPv2
Security, das hier besprochen werden soll, ist das der
Sicherheitsprotokolle.
Die SNMPv2 Sicherheitsprotokolle stimmen im we-
sentlichen mit denen

uberein, die in S-SNMP deniert
sind. Die einzigen, bedeutsamen Unterschiede zwischen
SNMP und S-SNMP sind folgende:
 Kein ordered delivery mechanism
 Vereinfachte clock-Synchronisation
 Context-Parameter in Nachrichten, um u. a. clock-
Synchronisation zu erm

oglichen
Im folgenden werden alle Punkte erl

autert.
ordered delivery mechanism
Bei diesem Verfahren werden Datenpakete von der emp-
fangenden Party nur in aufsteigender Reihenfolge ange-
nommen. Hierzu ist im header einer Nachricht ein soge-
nannter nonce value, eine monoton wachsende Funkti-
on vorhanden, mit der die Nachrichten mit einem soge-
nannten Zeitstempel versehen werden. Beim Empfang
der Pakete werden nur solche angenommen, die in Rei-
henfolge ankommen. Diese Reihenfolge ergibt sich aus
der Kombination von nonce value und Zeitstempel.
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Beispielsweise in die \alte" Protokollwelt des SNMP
Dieses Verfahren hat den Nachteil, da bei hoher Last
des Netzes die Reihenfolge der Pakete nicht gew

ahrlei-
stet werden kann. Daher wird in SNMPv2 versucht, auf
dieses Konzept zu verzichten, zumal sich aus diesem Ver-
fahren auch kein zus

atzlicher Sicherheitsgewinn ergibt.
Auf die nonce value wird in SNMPv2 folglich verzich-
tet.
Der clock-Synchronisationsalgorithmus
Nun wird darauf eingegangen, wie die Uhrensynchroni-
sation in SNMPv2 funktioniert. Jede Nachricht enth

alt
in ihrem header Authentizierungsinformation. Diese
Authentizierung beruht unter anderem auf der Uh-
rensynchronistion zwischen beispielsweise Manager und
Agent.
Die Authentizierungsinformation im header einer
Nachricht ist wie folgt deniert:
AuthInformation := IMPLICIT SEQUENCE f
authDigest OCTET STRING
authDstTimestamp UInteger32
authSrcTimestamp Uinteger32 g
Auf die Funktion der Variablen authDigest wird
sp

ater eingegangen. Jede Nachricht enth

alt ferner einen
Zeitstempel sowohl von der sendenden als auch von der
empfangenden Party. Ferner ist in der Partytabelle f

ur
eine Nachricht zwischen zwei Parties eine Lebenszeit ver-
einbart.
partyAuthClock.M partyAuthClock.A partyAuthClock.ApartyAuthClock.M
massage(authDstTimestamp,
authSrcTimestamp)
authDstTimestamp:= partyAuthClock.A
authSrcTimestamp:= partyAuthClock.M
if authSrcTimestamp + partyAuth−
   Lifetime.M < partyAuthClock.M
then <recect as unauthentic>
if auth DstTimestamp >
   partyAuthClock.A
then
partyAuthClock.A:= authDstTimestamp
if authSrcTimestamp > 
   partyAuthClock.M
then
partyAuthClock.M:= authSrcTimestamp
Manager party Agent party
Abbildung 12.8: Uhrensynchronisation und Authenti-
zierung anhand der Zeitstempel
Wie Abbildung 12.8 am Beispiel einer Interaktion
zwischen Manager und Agent zeigt, laufen in jeder
der beteiligten Parties zwei Uhren sowohl der senden-
den, als auch der empfangenden Party. Die senden-
de Party liest die Uhren und weist sie den Zeitstem-
peln zu. Mit Hilfe der Bedingung authSrcTimestamp +
partyLifetime.a < partyAuthclock.a wird gepr

uft,
ob die Nachricht angenommen oder zur

uckgewiesen
wird. Problematisch wird dieses Authentizierungsver-
fahren, wenn die beteiligten Uhren
8
nicht synchron zu-
einander sind. Hierzu gibt es vier Bedingungen, die eine
Uhrenkorrektur erforderlich machen:
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Zum Beispiel die Manager Version der Agenten-Uhr und die
Agenten Version der Agenten-Uhr
1. Die Manager Version der Agenten-Uhr ist gr

oer als
die Agenten Version der Agenten-Uhr. Bei dieser
Bedingung besteht das Risiko einer falschen Zur

uck-
weisung einer Nachricht vom Agent zum Manager.
2. Die Manager Version der Manager-Uhr ist gr

oer
als die Agenten Version der Manager-Uhr. Bei die-
ser Bedingung besteht das Risiko einer falschen An-
nahme einer Nachricht vom Manager zum Agenten.
3. Die Agent Version der Agent-Uhr ist gr

oer als die
Manager Version der Agent-Uhr. Bei dieser Bedin-
gung besteht das Risiko einer falschen Annahme ei-
ner Nachricht vom Agent zum Manager.
4. Die Agent Version der Manager-Uhr ist gr

oer als
die Manager Version der Manager-Uhr. Bei dieser
Bedingung besteht das Risiko einer falschen Zur

uck-
weisung einer Nachricht vom Manager zum Agen-
ten.
Wie man sieht, sind die ersten beiden Bedingungen zu
den letzten beiden symmetrisch.
In Abbildung 12.8 ist nun dargestellt, wie sich die-
se Bedingungen korregieren lassen. Durch die Be-
dingung authDstTimestamp > PartyAuthclock.Agent
wird Bedingung 1 korregiert. Durch authSrcTimestamp
> PartyAuthclock.Manager wird obige Bedingung 2
korregiert. Die Bedingungen 3 und 4 lassen sich kor-
regieren, wenn man eine Nachricht vom Agenten zum
Manager schickt.
Auf diese Weise l

at sich die Uhrensynchronit

at wie-
derherstellen. Dennoch gibt es noch ein Problem. Nor-
malerweise l

auft eine Interaktion zwischen Manager und
Agent in der Weise ab, da der Manager eine Anfra-
ge an den Agenten richtet und der Agent dann ant-
wortet. Die Uhrensynchronit

at ist durch ein solches
Nachrichtenpaar
9
wiederhergestellt. Sollte aber zwi-
schen zwei solchen Anfragen eine erhebliche Zeitspan-
ne liegen, so kann aufgrund der mangelnden Synchro-
nit

at der beteiligten Uhren Bedingung 4 automatisch
erf

ullt sein. Das bedeutet, da jede authentizierte
Nachricht vom Manager zum Agenten zur

uckgewiesen
werden w

urde.
Um dieses Dilemma zu vermeiden, mu der Manager
nach folgendem Verfahren die manager clock bei der ma-
nager party und allen beteiligten agent parties periodisch
synchronisieren:
1. Der Manager sichert seinen Wert von der manager
clock
2. Der Manager benutzt ein nichtauthentiziertes Get,
um den Wert der manager clock beim Agent zu
holen.
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3. Wenn der Agentwert den Managerwert von der ma-
nager clock

ubersteigt, wird der Agentwert in die
manager clock beim Manager

ubernommen.
9
Dies ist also eine Anfrage
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Die Nachricht darf nicht authentiziert sein, weil sie nach Be-
dingung vier zur

uckgewiesen werden k

onnte
4.

Uberpr

ufung der Synchronisierung mit authenti-
ziertem Get
context-Information
Im Gegensatz zum S-SNMP mu der header einer Nach-
richt beim SNMPv2 context-Parameter beinhalten.
Damit lat sich nun die vollst

andige Nachrichten-
struktur von SNMPv2 angeben. Abbildung 12.9 gibt
dabei zwei der m

oglichen Formate einer SNMPv2-
Nachricht an.
privDst authInfo dstParty srcParty context pdu
privDst dstParty srcParty context pdudigest dstTimestamp srcTimestamp
allgemeines Format
codiert
privat und authentifiziert
Abbildung 12.9: Zwei Formate einer SNMPv2-Nachricht
Hiermit kann man das Verfahren zur Erzeugung einer
Nachricht angeben:
1. Zun

achst wird der Variablen srcParty der Bezeich-
ner der sendenden Party, der Variablen dstParty
die Identit

at der empfangenden Party zugewiesen.
Ferner wird in context der verlangte SNMPv2 con-
text geschrieben. Pdu repr

asentiert die verlangten
Managementoperationen.
2. Den Zeitstempeln werden nach dem oben beschrie-
benen Verfahren die St

ande der clocks zugewiesen.
Der Variablen authDigest wird dann der priva-
te Authentizierungsschl

ussel der sendenden Party
zugewiesen. Dieser Schl

ussel ist bei der Partyinfor-
mation sowohl der sendenden als auch der empfan-
genden Party abgespeichert.

Uber die gesamte Nachricht wird dann mit Hilfe
eines Checksummenalgorithmus
11
ein 16-Bit-langer
Wert berechnet. Dieser Wert wird dann der Va-
riablen digest zugewiesen und stellt den \Finger-
abdruck" dieser Nachricht dar, weil der Algorith-
mus verhindert, da eine zweite Nachricht mit glei-
cher Summe erzeugt wird. Der in die Berechnung
mit eingeossene, aber nicht mit der Nachricht ver-
schickte Authentizierungsschl

ussel verhindert, da
eine beliebige, vom Empf

anger als g

ultig erkannte
Nachricht durch Zufall durch einen Dritten erkannt
wird. Der Empf

anger kann anhand des Schl

ussel
auch erkennen, ob die Nachricht vom richtigen Sen-
der

ubertragen wurde.
3. Die Nachricht wird verschl

usselt.
4. Der Zielparty-Bezeichner wird in privDst gesetzt.
Eine Nachricht nach dem SNMPv2-Format kann nun
nach dem folgenden Verfahren empfangen werden:
11
Vgl. [KK93]
1. Wenn der privDst-Schl

ussel nicht g

ultig ist, wird
die Nachricht abgewiesen.
2. Falls die Authentizierungsinformation fehlerhaft
ist oder falls dstParty nicht zu privDst pat oder
srcParty unbekannt ist, wird die Nachricht abge-
wiesen.
3. Nun erfolgt die Authentizierung anhand der Zeit-
stempel:
partyauthClock.a authSrcTimestamp partyAuthLifetime.a
Wenn dieses Kriterium nicht erf

ullt ist, wird die
Nachricht verworfen.
4. Hier erfolgt die Authentizierungspr

ufung anhand
des authDigest-Wertes.
Der Authentizierungsschl

ussel der sendenden Par-
ty ist ebenfalls in der Partyinformation der emp-
fangenden Party abgespeichert. Anhand dieses
Schl

ussel wird der Checksummenalgorithmus noch
einmal

uber die Nachricht ausgef

uhrt. Der dann
erhaltene Wert wird mit dem Wert der Nachricht
in der Variablen authDigest verglichen. Nur wenn
beide Werte gleich sind, wird die Nachricht akzep-
tiert.
5. Falls der context unbekannt ist, wird die Nachricht
abgewiesen.
6. Anhand der Zeitstempel werden die clocks in der
empfangenden Party aktualisiert.
7. Die weitere Bearbeitung h

angt von dem gew

ahlten
context ab.
12.6 Verbesserungen durch
SNMPv2
In SNMP h

angt die gesamte Authentizierung von ei-
nem einzigen string, dem sogenannten community string
ab. Dieser string repr

asentiert folgende sicherheitsrel-
vante Information:
 Die Identit

at der anfordernden Instanz
(management station)
 Die Identit

at der ausf

uhrenden Instanz (agent)
 Die Identit

at der Speicherstelle der Managementin-
formation, auf die zugegrien werden soll.
 Die Authentizierungsinformation
 Die Zugrissteuerungsinformation
 Die MIB view-Information
In SNMP h

angt somit die gesamte Authentizierung da-
von ab, ob der community string eines SNMPv2-Paketes
mit einem dem Agenten bekannten

ubereinstimmt oder
nicht. Derjenige, der das Netzwerk beobachtet und die
Struktur eines SNMP-Paketes kennt, ist damit nach dem
ersten beobachteten Paket in der Lage, den communi-
ty string zu identizieren. Damit hat er alles, was er
braucht, um eigene Netzwerkmanagementnachrichten zu
erzeugen. Als Folge davon haben viele Netzwerkbetrei-
ber den schreibenden Zugri auf die agent MIB v

ollig
verboten.
Die gleiche sicherheitsrelevante Information wird in
SNMPv2 verteilt repr

asentiert:
 Anfordernde InstanzFeld im header einer Nachricht
 Ausf

uhrende InstanzFeld im header einer Nachricht
 Speicherstelle der Managementinformation in
context-Tabelle
 usw.
Abschlieend mu festgestellt werden, da die Verwen-
dung eines privaten Authentizierungsschl

ussels, der
nur dem Sender und Empf

anger bekannt ist, sowie
die M

oglichkeit zur Verschl

usselung einer Nachricht bei
SNMPv2 einen erheblichen Sicherheitsgewinn bedeu-
ten. Der verwandte Checksummenalgorithmus stellt
wiederum in SNMPv2 nicht sicher, da die Datenpake-
te in korrekter Reihenfolge beim Empf

anger ankommen.
Da jedoch eine Reihenfolgevertauschung eine Folge der
normalen Netzwerk

ubertragung von UDP-Paketen ist,
stellt eine erzwungene Reihenfolge jedoch auch keinen
zus

atzlichen Sicherheitsgewinn dar.
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