In this paper, we study the problem of mining for frequent trajectories, which is crucial in many application scenarios, such as vehicle traffic management, hand-off in cellular networks, supply chain management. We approach this problem as that of mining for frequent sequential patterns. Our approach consists of a partitioning strategy for incoming streams of trajectories in order to reduce the trajectory size and represent trajectories as strings. We mine frequent trajectories using a sliding windows approach combined with a counting algorithm that allows us to promptly update the frequency of patterns. In order to make counting really efficient, we represent frequent trajectories by prime numbers, whereby the Chinese reminder theorem can then be used to expedite the computation.
INTRODUCTION
In this paper, we address the problem of extracting frequent patterns from trajectory data streams. Due to its many applications and technical challenges, the problem of extracting frequent patterns has received a great deal of attention since the time it was originally introduced for transactional data [1, 4] . For trajectory data the problem was studied in [3, 12] . The challenge posed by data stream systems and data stream mining is that, in many applications, data must be processed continuously, either because of real time requirements or simply because the stream is too massive for a store-now & process-later approach. However, mining of data streams brings many challenges not encountered in database mining, because of the real-time response requirement and the presence of bursty arrivals and concept shifts (i.e., changes in the statistical properties of data). In order to cope with such challenges, the continuous stream is often divided into windows, thus reducing the size of the data that need to be stored and mined. This allows detecting concept drifts/shifts by monitoring changes between subsequent windows. Even so, frequent pattern mining over such large windows remains a computationally challenging Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. IDEAS '13, October 09 -11 2013, Barcelona, Spain Copyright Âl'2013 ACM 978-1-4503-2025-2/13/10 $15.00 .
problem requiring algorithms that are faster and lighter than those used on stored data. Thus, algorithms that make multiple scans of the data should be avoided in favor of singlescan, incremental algorithms. In particular, the technique of partitioning large windows into slides (a.k.a. panes) to support incremental computations has proved very valuable in DSMS [11] and will be exploited in our approach. We will also make use of the following key observation: in real world applications there is an obvious difference between the problem of (i) finding new association rules, and (ii) verifying the continuous validity of existing rules. In order to tame the size curse of point-based trajectory representation, we propose to partition trajectories using a suitable regioning strategy. Indeed, since trajectory data carry information with a detail not often necessary in many application scenarios, we can split the search space in regions having the suitable granularity and represent them as simple strings. The sequence of regions (strings) define the trajectory traveled by a given object. Regioning is a common assumption in trajectory data mining [9, 3] and in our case it is even more suitable since our goal is to extract typical routes for moving objects as needed to answer queries such as: which are the most used routes between Los Angeles and San Diego? thus extracting a pattern showing every point in a single route is useless.
The partitioning step allow us to represent a trajectory as string where each substring encodes a region, thus, our proposal for incremental mining of frequent trajectories is based on an efficient algorithm for frequent string mining. As a matter of fact, the extracted patterns can be profitably used in systems devoted to traffic management, human mobility analysis and so on. Although a real-time introduction of new association rules is neither sensible nor feasible, the on-line verification of old rules is highly desirable for two reasons. The first is that we need to determine immediately when old rules no longer holds to stop them from pestering users with improper recommendations. The second is that every window can be divided in small panes on which the search for new frequent patters execute fast. Every pattern so discovered can then be verified quickly. Therefore, in this paper we propose a fast algorithm, called verifier henceforth, for verifying the frequency of previously frequent trajectories over newly arriving windows. To this end, we use sliding windows, whereby a large window is partitioned into smaller panes [11] and a response is returned promptly at the end of each slide (rather than at the end of each large window). This also leads to a more efficient computation since the frequency of the trajectories in the whole window can be computed incrementally by counting trajectories in the new incoming (and old expiring) panes.
Our approach in a nutshell..
As trajectories flow we partition the incoming stream in windows, each window being partitioned in slides. In order to reduce the size of the input trajectories we pre-process each incoming trajectory in order to obtain a smaller representation of it as a sequence of regions. We point out that this operation is well suited in our framework since we are not interested in point-level movements but in trajectories shapes instead. The regioning strategy we exploit uses PCA to better identify directions along which we should perform a more accurate partition disregarding regions not on the principal directions. The rationale for this assumption is that we search for frequent trajectories so it is unlikely that regions far away from principal directions will contribute to frequent patterns (in the following we will use frequent patterns and frequent trajectories as synonym). The sequence of regions so far obtained can be represented as a string for which we can exploit a suitable version of well known frequent string mining algorithms that works efficiently both in terms of space and time consumption. We initially mine the first window and store the frequent trajectories mined using a tree structure. As windows flow (and thus slides for each window) we continuously update frequency of existing patterns while searching for new ones, This step require an efficient method for counting (a.k.a verification). Since trajectories data are ordered we need to take into account this feature. We implement a novel verifier that exploits prime numbers properties in order to encode trajectories as numbers and keeping order information, this will allow a very fast verification since searching for the presence of a trajectory will result in simple (inexpensive) mathematical operations.
Remark. In this paper we exploit techniques that were initially introduced in some earlier works [14, 13, 15] . We point out that in this work we improved those approaches in order to make them suitable for sequential pattern mining. Moreover, data mining approaches validity relies in their experimental assessment, in this respect the experiments we performed confirmed the validity of the proposed approach.
TRAJECTORY SIZE REDUCTION
For transactional data a tuple is a collection of features, instead, a trajectory is an ordered set (i.e., a sequence) of timestamped points. We assume a standard format for input trajectories, as defined next. Let P and T denote the set of all possible (spatial) positions and all timestamps, respectively. A trajectory T r of length n is defined as a finite sequence s1, · · · , sn, where n ≥ 1 and each si is a pair (pi, ti) where pi ∈ P and ti ∈ T . We assume that P and T are discrete domains, however this assumption does not affect the validity of our approach. For continuous locations, a viable approach is to partition the space into regions in order to map the initial locations into discrete regions labeled with a timestamped symbol. The problem of finding a suitable partitioning for both the search space and the actual trajectory is a core problem when dealing with spatial data. Every technique proposed so far, somehow deals with regioning and several approaches have been proposed such as partitioning of the search space in several regions of interest (RoI) [3] and trajectory partitioning (e.g. [10] ) by using polylines. In this section, we describe the application of Principal Component Analysis (P CA) [6] in order to obtain a better partitioning. Indeed, P CA finds preferred directions for data being analyzed. We refer as preferred directions the (possibly imaginary) axes where the majority of the trajectories lie. Once we detect the preferred directions we perform a partition of the search space along these directions. Due to space limitations, instead of giving a detailed description of the mathematical steps implemented in our prototype we will present an illustrating (real life) example, that will show the main features of the approach. Fig. 1(a) 
Example 1. Consider the set of trajectories depicted in

FREQUENT TRAJECTORIES MINING
The regioning schema presented in previous section allows a compact representation of trajectories by the sequences of regions crossed by each trajectory, i.e. as a set of strings, where each substring encodes a region. It is straightforward to see that this representation transform the problem of searching frequent information in a (huge) set of multidimensional points into the problem of searching frequent (sub)strings in a set of strings representing trajectories. We point out that our goal is to mine frequent trajectories tackling the "where is" problem, i.e. we are interested in movements made by objects disregarding time information (such as velocity). Moreover, since the number of trajectories that could be monitored in real-life scenarios is really huge we need to work on successive portion of the incoming stream of data called windows. Let T = {T1, · · · , Tn} be the set of regioned trajectories to be mined belonging to the current window; T contains several trajectories where each trajectory is a sequence of regions. Let S = {S1, · · · , Sn} denotes the set of all possible (sub)trajectories of T . The frequency of a (sub)trajectory Si is the number of trajectories in T that contain Si, and is denoted as Count(Si, T ). The support of Si, sup(Si, T ), is defined as its frequency divided by the total number of trajectories in T. Therefore, 0 ≤ sup(Si, T ) ≤ 1 for each Si. The goal of frequent trajectories mining is to find all such Si, whose support is greater than (or equal to) some given minimum support threshold α. The set of frequent trajectories in T is denoted as Fα(T ). We consider in this paper frequent trajectories mining over a data stream, thus T is defined as a sliding window over the continuous stream. Each window either contains the same number of trajectories (count based or physical window), or contains all trajectories arrived in the same period of time (time-based or logical window). T moves forward by a certain amount by adding the new slide (δ + ) and dropping the expired one (δ − ). Therefore, the successive instances of T are shown as W1, W2, · · · . The number of trajectories that are added to (and removed from) each window is called its slide size. In this paper, for the purpose of simplicity, we assume that all slides have the same size, and also each window consists of the same number of slides. Thus, n = |W |/|S| is the number of slides (a.k.a. panes) in each window, where |W | denotes the window size and |S| denotes the size of the slides.
Mining trajectories in W. As we obtain the string representation of trajectories, we focus on the string mining problem. In particular, given a set of input strings, we want to extract the (unknown) strings that obey certain frequency constraints. The frequent string mining problem can be formalized as follows. Given a set T of input strings a given frequency threshold α , find the set SF s.t.
∀s ∈ SF , count(s, T ) > α
Many proposal have been made to tackle this problem [7, 2] . We exploit in this paper the approach presented in [7] . The algorithm works by searching for frequent strings in different databases of strings, in our paper we do not have different databases, we have different windows instead. We first briefly recall the basic notions needed for the algorithm, more details can be found in [7, 2] .
The suffix array SA of a string s is an array of integers in the range [1. . n], which describes the lexicographic order of the n suffixes of s. The suffix array can be computed in linear time [7] . In addition to the suffix array, we define the inverse suffix array SA −1 , which is defined by
The LCP table is an array of integers which is defined relative to the suffix array of a string s. It stores the length of the longest common prefix of two adjacent suffixes in the lexicographically ordered list of suffixes. The LCP table can be calculated in O(n) from the suffix array and the inverse suffix array. The ω-interval is the longest common prefix of the suffixes is s. The algorithm is reported in Figure 2 and its features can be summarized as follows.
Function extractStrings arrange the the input strings in the window Wi in a string S aux consisting of the concatenation of the strings in Wi, using # as a separation symbol and $ as termination symbol. Functions buildSuffixes and buildPrefixes computes respectively the suffixes and prefixes of S aux and store them using SA and LCP variables. Function computeRelevantStrings first compute the number of times that a string s occurs in Wi and then subtract so Figure 2 : The frequent string mining algorithm called correction terms which take care of multiple occurrences within the same string of Wi as defined in [7] . The output frequent strings are arranged in a tree structure that will be exploited for incremental mining purposes as will be explained in next section. Incremental Mining of Frequent Trajectories. As the trajectories stream flows we need to incremental update the frequent trajectories pattern so far computed (that are inserted in a Trajectory Tree (T T )). Our algorithm always maintains a union of the frequent trajectories of all slides in the current window W in T T , which is guaranteed to be a superset of the frequent pattern over W . Upon arrival of a new slide and expiration of an old one, we update the true count of each pattern in T T , by considering its frequency in both the expired slide and the new slide. To assure that T T contains all patterns that are frequent in at least one of the slides of the current window, we must also mine the new slide and add its frequent patterns to T T . The difficulty is that when a new pattern is added to T T for the first time, its true frequency in the whole window is not known, since this pattern wasn't frequent in the previous n − 1 slides. To address this problem, we uses an auxiliary array (aux) for each new pattern in the new slide. The aux array stores the frequency of a pattern in each window starting at a particular slide in the current window. In other words, the auxiliary array stores frequency of a pattern for each window, for which the frequency is not known. The key point is that this counting can either be done eagerly (i.e., immediately) or lazily. Under the laziest approach, we wait until a slide expires and then compute the frequency of such new patterns over this slide and update the aux arrays accordingly. This saves many additional passes through the window. The pseudo code for the the algorithm is given in Figure 3 . At the end of each slide, it outputs all patterns in T T whose frequency at that time is ≥ αṅ|S|. However we may miss a few patterns due to lack of knowledge at the time of output, but we will report them as delayed when other slides expire. The algorithm starts when the first slide has been mined and its frequent trajectories are stored in T T .
Herein, function updateF requencies updates the frequencies of each pattern in T T if it is present in S. As the new frequent patterns are mined (and stored in T T ′ ), we need to annotate the current slide for each pattern as follows: if a given pattern t already existed in T T we annotate S as the last slide in which t is frequent, otherwise (t is a new pattern) we annotate S as the first slide in which t is frequent and create auxiliary array for t and start monitoring it. When a slide expires (denote it Sexp) we need to update 
A very fast verifier for trajectories..
In the following, we first define the verifier notion and propose our novel verifier for trajectories data.
Definition 2. Let T be a trajectories database, P be a given set of arbitrary patterns and min f req a given minimum frequency. A function f is called a verifier if it takes T , P and min f req as input and for each pattern p ∈ P returns one of the following results: a) p's true frequency in T if it has occurred at least min f req times or otherwise; b) reports that it has occurred less than min f req times (frequency not required in this case).
It is important to notice the subtle difference between verification and simple counting. In the special case of min f req = 0 a verifier simply counts the frequency of all p ∈ P , but in general if min f req > 0, the verifier can skip any pattern whose frequency will be less than min freq. This early pruning can be done by the Apriori property or by visiting more than |T | − min f req trajectories. Also, note that verification is different (and weaker) from mining. In mining the goal is to find all those patterns whose frequency is at least min f req , but verification simply verifies counts for a given set of patterns, i.e. verification does not discover additional patterns. Therefore, we can consider verification as a concept more general than counting, and different from (weaker than) mining. The challenge is to find a verification algorithm, which is faster than both mining and counting algorithms, since the algorithm for extracting frequent trajectories will benefit from this efficiency. In our case the verifier needs to take into account the sequential nature of trajectories so we need to count really fast while keeping the right order for the regions being verified. To this end we exploit an encoding scheme for regioned trajectories based on some peculiar features of prime numbers.
ENCODING PATHS FOR EFFICIENT COUNTING AND QUERYING
A great problem with trajectory sequential pattern mining is to control the exponential explosion of candidate trajectory paths to be modeled because keeping information about ordering is crucial. Indeed, our regioning step heavily reduce the dataset size so the number of regions we have to deal with is of hundreds of regions instead of thousands of points. Since our approach is stream oriented we also need to be fast while counting trajectories and (sub)paths. To this end, prime numbers exhibit really nice features that for our goal can be summarized in the following two theorems. They have also been exploited for similar purposes for RFID tag encodings [8] , but in that work the authors did not provide a solution for paths containing cycles as we do in our framework.
Theorem 1 (The Unique Factorization Theorem).
Any natural number greater than 1 is uniquely expressed by the product of prime numbers.
As an example consider the trajectory T1 = ABC crossing three regions A,B,C. We can assign to regions A, B and C respectively the prime numbers 3,5,7 and the position of A will be the first (pos(A) = 1), the position of B will be the second (pos(B) = 2), and the position of C will be the third (pos(C) = 3). Thus the resulting value for T1 (in the following we refer to it as P1) is the product of the three prime numbers, P1 = 3 * 5 * 7 = 105 that has the property that does not exist the product of any other three prime numbers that gives as results 105.
As it is easy to see this solution allows to easily manage trajectories since containment and frequency count can be done efficiently by simple mathematical operations. Anyway, this solution does not allow to distinguish among ABC, ACB, BAC, BCA, CAB, CBA, since the trajectory number (i.e. the product result) for these trajectories is always 105. To this end we can exploit another fundamental theorem of arithmetics.
Theorem 2 (Chinese Remainder Theorem). Suppose that n1, n2, · · · , n k are pairwise relatively prime numbers. Then, there exists W (we refer to it as witness) between 0 and N = n1 · n2 · · · n k solving the system of simultaneous congruences:
Then, by Theorem 2, there exists W1 between 0 and P1 = 3 * 5 * 7 = 105. In our example, the witness W1 is 52 since 52%3 = 1 = pos(A) and 52%5 = 2 = pos(B) and 52%7 = 3 = pos(C). We can compute W1 efficiently using the extended Euclidean algorithm. From the above properties it follows that in order to fully encode a trajectory (i.e. keeping the region sequence) it suffices to store two numbers its prime number product (we refer to it as trajectory number) and its witness. As a nice side-effect in order to obtain any information about region positions in the trajectory we can test with the maximum efficiency containment relationships (a simple division) and order checking (a sequence of divisions). In order to assure that no problem will arise in the encoding phase and witness computation we assume that the first prime number we choose for encoding is greater than the trajectory size. So for example if the trajectory length is 3 we encode it using prime numbers 5,7,11. A devil's advocate may argue that multiple occurrences of the same region leading to cycles violate the injectivity of the encoding function. To this end the following example will clarify our strategy.
Dealing with cycles. Consider the following trajectory T2 = ABCAD, we have a problem while encoding region A since it appears twice in the first and fourth position. We need to assure that the encoding value of A is such that we can say that both pos(A) = 1 and pos(A) = 4 hold(we do not want two separate encoding value since the region is the same and we are interested in the order difference). Assume that A is encoded as (41)5 (i.e. 41 on base 5, we use 5 base since the trajectory length is 5)) this means that A occurs in positions 1 and 4. The decimal number associated to it is A = 21, and we chose as the encoding for A = 23 that is the first prime number greater than 21. Now we encode the trajectory using A = 23, B = 7, C = 11, D = 13 thus obtaining P2 = 23023 and W2 = 2137 (since the remainder we need for A is 21). As it easy to see we are still able to properly encode even trajectories containing cycles. As a final notice we point out that the above calculation is made really fast by exploiting a parallel algorithm for multiplication operation. We do not report here the pseudo code for the encoding step explained above due to space limitations. Finally, one may argue that the size of prime numbers could be large, however in our case it is bounded since the number of regions is small as confirmed by several empirical studies [5] (always less than a hundred of regions for real life applications we investigated). Once we encode each trajectory as a pair E(T ) we can store trajectories in a binary search tree making the search, update and verification operations quite efficient since at each node we store the E(T ) pair. It could happen that there exists more than one trajectory encoded with the same value P but different witnesses. In this case, we store once the P value and the list of witnesses saving space for pointers and for the duplicate P 's value. Consider the following set of trajectories along with their encoding values (we used region encoding values: A = 5, B = 7, C = 11, D = 13, E = 15): (ABC, ⟨385, 366⟩), (ACB, ⟨385, 101⟩), (BCDE, ⟨15015, 3214⟩), (DEC, ⟨2145, 872⟩). ABC and ACB will have the same P value (385) but their witnesses are W1 = 366 and W2 = 101, so we are still able to distinguish them.
EXPERIMENTAL RESULTS
In this section we will show the experimental results for our algorithms. We used the GPS dataset [16] (this dataset being part of GeoLifeproject). It records a broad range of users outdoor movements, thus, the dataset allows a severe test for our frequent sequential pattern mining. In order to compare the effectiveness of our approach we compared it with T-Patterns system described in [3] . In particular since 
