Abstract. In this paper, the notion of conditionally bi-free independence for pairs of algebras is introduced. The notion of conditional (ℓ, r)-cumulants are introduced and it is demonstrated that conditionally bi-free independence is equivalent to mixed cumulants. Furthermore, limit theorems for the additive conditionally bifree convolution are studied using both combinatorial and analytic techniques. In particular, a conditionally bi-free partial R-transform is constructed and a conditionally bi-free analogue of the Lévy-Hinčin formula for planar Borel probability measures is derived.
Introduction
The basic framework in non-commutative probability theory is a pair (A, ψ), called a non-commutative probability space, where A is a (complex) unital algebra and ψ is a unital linear functional on A. Subalgebras of A are said have a certain independence with respect to ψ if there is a specific rule of calculating the joint distributions. There are several important notions of independence in the literature. According to [13, 14] there are exactly five notions of universal/natural independence: classical, free, Boolean, monotone, and antimonotone. These notions of independence have very similar theories such as the combinatorics of cumulants and the analytic aspects of convolutions on probability measures. On the other hand, Bożejko, Leinert, and Speicher [4] introduced conditionally free independence as a notion of independence with respect to a pair of unital linear functionals (ϕ, ψ) on a unital algebra A. Although mainly intended as a generalization of free independence, it turned out (see [4, 7] ) that Boolean and monotone independences, especially their relative convolutions, can also be unified in terms of conditionally free independence.
Free probability for pairs of faces, or bi-free probability for short, is a generalization of free probability introduced by Voiculescu [20] in order to study the non-commutative left and right actions of algebras on a reduced free product space simultaneously. Again, the basic framework is a non-commutative probability space (A, ψ), but the corresponding independence, called bi-free independence, is defined for pairs of subalgebras of A instead. Since its inception, bi-free probability has received a lot of attention as many old results from free probability have been extended to the bi-free setting and new results have been developed. In particular, it was noticed in [20] that both classical and free independences can be viewed as specific cases of bi-free independence and it was noticed in [16] that Boolean and monotone independences also occur in bi-free probability. Thus bi-free probability is in a certain sense another unifying theory. It is then natural to combine the two mentioned unifying theories together and develop a notion of conditionally bi-free independence, which is the main focus of this paper. This paper contains six sections, including this introduction, which are structured as follows. In Section 2, basic notions and results from bi-free and conditionally free probability theories are recalled, with an emphasis on the combinatorial aspects.
In Section 3, two notions of conditionally bi-free independence are provided. The first arises naturally by combining the constructions of bi-free and conditionally free independences. The second is defined as the vanishing of certain cumulants. More precisely, as bi-free independence can be characterized by the vanishing of mixed (ℓ, r)-cumulants, and as conditionally free independence can be characterized by the vanishing of mixed free and c-free cumulants, we introduce the family of c-(ℓ, r)-cumulants and define combinatorially c-bi-free independence as the vanishing of mixed (ℓ, r)-and c-(ℓ, r)-cumulants.
In Section 4, it is demonstrated that a collection of pairs of algebras is conditionally bi-free independent if and only if it is combinatorially conditionally bi-free independent. To achieve this result, moment formulae for joint distributions for conditionally bi-free independent pairs are obtained. These formulae are along similar lines to those obtained in [6] and make use of a diagrammatic approach. It is then shown that combinatorially c-bi-free independence implies a priori different moment formulae for joint distributions which are then shown to coincide with those for conditionally bi-free independence.
In Section 5, a conditionally bi-free partial R-transform is constructed which, along with Voiculescu's bi-free partial R-transform [21] , linearize the additive c-bi-free convolution. A functional equation is also derived relating said R-transform with the Cauchy transform.
Finally, Section 6 studies various limit theorems using both combinatorial (which relies heavily on the relations between moments and cumulants) and analytic (which uses complex analysis methods to deal with measures without any assumption on finite moments) techniques. In particular, infinite divisibility with respect to the additive c-bi-free convolution is defined and studied, and a conditionally bi-free Lévy-Hinčin formula is presented.
Preliminaries
In this section, we briefly review bi-free independence and conditionally free independence, and develop notation that will be used throughout the paper.
2.1. Bi-free independence. Recall a pair of algebras in a non-commutative probability space (A, ψ) is an ordered pair (A ℓ , A r ) of unital subalgebras of A. We call A ℓ the left algebra and A r the right algebra. A family of pairs of algebras is said to be bi-freely independent with respect to ψ if the joint distributions can be realized using non-commutative left and right actions of the algebras on reduced free product spaces (see [20, Section 2] for more precision). Below we recall the combinatorial theory of bi-free probability developed in [5, 6, 12] . χ · π ∈ N C(n) (the set of noncrossing partitions of [n]); that is, π is a non-crossing partition on [n] under the ≺ χ -ordering. The set of all bi-non-crossing partitions with respect to χ is denoted by BN C(χ) and the minimum and maximum (with respect to the order that π ≤ σ if π is a refinement of σ) elements of BN C(χ) are denoted by 0 χ and 1 χ respectively.
Bi-non-crossing partitions corresponding to a given χ : [n] → {ℓ, r} can be represented diagrammatically by placing n nodes labelled 1 to n on two parallel vertical transparent lines from top to bottom in increasing order with node k on the left or right depending on whether χ(k) = ℓ or χ(k) = r, and drawing the partition in a non-crossing way between the vertical lines on the n nodes. Moreover, given a bi-non-crossing partition π ∈ BN C(χ), it is possible to draw the diagram of π using only horizontal and vertical lines. The vertical segment of a block V ∈ π will be referred to as the spine of V and the horizontal segments connecting the nodes to the spine of V will be referred to as the ribs of V . We refer to [6, Section 2] for more details.
Definition 2.2 ([12]
). Let (A, ψ) be a non-commutative probability space. The family of (ℓ, r)-cumulants with respect to ψ is the family of multilinear functionals {κ χ : A n → C} n≥1,χ:[n]→{ℓ,r} uniquely determined by the requirement that ψ(a 1 · · · a n ) = π∈BN C(χ) V ∈π κ χ|V ((a 1 , . . . , a n )| V ) for all n ≥ 1, χ : [n] → {ℓ, r}, and a 1 , . . . , a n ∈ A.
Since BN C(χ) inherits a special lattice structure from the set of all partitions of [n] , an equivalent formulation of the above moment-cumulant formula is given for π ∈ BN C(χ) by κ π (a 1 , . . . , a n ) = σ∈BN C(χ) σ≤π ψ σ (a 1 , . . . , a n )µ BN C (σ, π)
where ψ σ (a 1 , . . . , a n ) = V ∈π ψ i∈V a i (the product in increasing order of the elements of V ) and µ BN C is the bi-non-crossing Möbius function on the lattice of bi-non-crossing partitions. Due to the similar lattice structures, one obtains µ BN C (σ, π) = µ N C (s Inspired by the characterization of free independence in terms of the vanishing of mixed free cumulants, Mastnak and Nica defined a family {(A k,ℓ , A k,r )} k∈K of pairs of algebras in a non-commutative probability space (A, ψ) to be combinatorially bi-free with respect to ψ if for all n ≥ 2, χ : [n] → {ℓ, r}, ω : [n] → K, and a 1 , . . . , a n ∈ A with a i ∈ A ω(i),χ(i) for 1 ≤ i ≤ n, κ χ (a 1 , . . . , a n ) = 0 whenever ω is not constant.
It was proved by Charlesworth, Nelson, and Skoufranis in [6] that the two notions of bi-free independence are equivalent via a diagrammatic argument. Since the diagrams constructed in [6] will be used again later, we briefly review their results. Definition 2.3. Given a set K, assign a shade (or colour) to each k ∈ K. For n ≥ 1, χ : [n] → {ℓ, r}, and ω : [n] → K, the set LR(χ, ω) of shaded LR-diagrams is recursively constructed as follows.
(1) For n = 1, LR(χ, ω) consists of two parallel vertical transparent lines with a single node shaded ω(1) on the left or right depending on whether χ(1) = ℓ or χ(1) = r. Then either this node remains isolated or a rib and spine shaded ω(1) are drawn connecting to the top of the diagram. (2) For n ≥ 2, let χ 0 = χ| {2,...,n} and ω 0 = ω| {2,...,n} . Each diagram D ∈ LR(χ 0 , ω 0 ) extends to two diagrams in LR(χ, ω) via the following process: Add to the top of D a node shaded ω(1) on the side corresponding to χ(1) and extend all spines of D to the top. If at least one spine was extended and the one nearest the new node is shaded ω(1), then connect it to the node with a rib and choose to either extend the spine to the top or not. Otherwise leave the new node isolated, or connect the new node with a rib to a new spine shaded ω(1) to the top. For 0 ≤ t ≤ n, let LR t (χ, ω) denote the subset of LR(χ, ω) with exactly t spines reaching the top. Definition 2.4. Given χ : [n] → {ℓ, r} and π, σ ∈ BN C(χ) such that π ≤ σ, the partition π is said to be a lateral refinement of σ, denoted π ≤ lat σ, if the bi-non-crossing diagram of π can be obtained from that of σ by making lateral cuts along the spines of blocks of σ between their ribs; that is, by removing some portion of the vertical lines and then any horizontal lines that are no longer attached to a vertical line in the diagram of σ.
For a bi-non-crossing partition π, let |π| denote the number of blocks of π. Given ω : [n] → K, we may view ω as a partition of [n] with blocks {ω −1 ({k})} k∈K . Thus σ ≤ ω denotes σ is a refinement of the partition induced by ω.
The following combinatorial result and moment type characterization were established in [6, Section 4] as a crucial step in connecting bi-free independence with (ℓ, r)-cumulants.
Theorem 2.6. A family {(A k,ℓ , A k,r )} k∈K of pairs of algebras in a non-commutative probability space (A, ψ) is bi-free with respect to ψ if and only if for all n ≥ 1, χ : [n] → {ℓ, r}, ω : [n] → K, and a 1 , . . . , a n ∈ A with
. . , a n ).
Equivalently, the family {(A k,ℓ , A k,r )} k∈K is bi-free with respect to ψ if and only if it is combinatorially bi-free with respect to ψ.
2.2.
Conditionally free independence. The notion of conditionally free independence was introduced in [4] . Given a family of unital * -algebras {A k } k∈K such that each A k is equipped with a pair of states (ϕ k , ψ k ) and A k is decomposes as
, consider the algebraic free product A = * k∈K A k , which can be identified as a vector space with C1 ⊕ A
• where
The conditionally free product (or c-free product for short) of the pairs of states {(ϕ k , ψ k )} k∈K is defined as (ϕ, ψ) = * k∈K (ϕ k , ψ k ) where ψ = * k∈K ψ k is the free product state of the states {ψ k } k∈K and ϕ = * k∈K {ϕ k , ψ k } is the linear functional on A such that ϕ(1) = 1 and
As shown in [4, Theorem 2.2], the unital linear functional ϕ is also a state on A. Thus (A, ϕ, ψ) is referred to as a two-state non-commutative probability space.
In the general case where each A k is simply a unital algebra and ϕ k , ψ k are unital linear functionals on A k , we can still construct the c-free product (A, ϕ, ψ) = * k∈K (A k , ϕ k , ψ k ) except now ϕ and ψ are just unital linear functionals on A. By an abuse of terminology, any triple (A, ϕ, ψ) such that A is a unital algebra and ϕ, ψ are unital linear functionals on A will be referred to as a two-state non-commutative probability space in the sequel. Definition 2.7. Let (A, ϕ, ψ) be a two-state non-commutative probability space. A family {A k } k∈K of unital subalgebras of A is said to be conditionally free (or c-free for short) with respect to (ϕ, ψ) if
It is well-known that a family is c-free if and only if it can be represented using left regular representations on a conditionally free product space. Observe also that c-free independence implies free independence and the two notions of independence coincide when ϕ = ψ. Furthermore, if ψ| A • k = 0 for all k, then cfree independence with respect to (ϕ, ψ) is equivalent to Boolean independence (a notion of independence introduced by Speicher and Woroudi in [19] ) with respect to ϕ.
On the level of cumulants, it is clear that c-free independence implies the vanishing of mixed free cumulants, but these two assertions are not equivalent because the free cumulants, which are defined using ψ only, provide no information about the moments with respect to ϕ. Thus for a full characterization of c-free independence another family of cumulants is required (see [4, Section 3] ). These cumulants use non-crossing partitions that are divided into two types. Definition 2.8. Given π ∈ N C(n), a block V of π is said to be inner if there exists another block W of π and a, b ∈ W such that a < v < b for some (hence all) v ∈ V . A block of π is said to be outer if it is not inner.
Definition 2.9. Let (A, ϕ, ψ) be a two-state non-commutative probability space. The family of conditionally free cumulants (or c-free cumulants for short) with respect to (ϕ, ψ) is the family of multilinear functionals
uniquely determined by the requirement that
for all n ≥ 1 and a 1 , . . . , a n ∈ A where {κ n : A n → C} n≥1 denotes the family of free cumulants with respect to ψ. . A family {A k } k∈K of unital subalgebras in a two-state non-commutative probability space (A, ϕ, ψ) is c-free with respect to (ϕ, ψ) if and only if κ n (a 1 , . . . , a n ) = K n (a 1 , . . . , a n ) = 0 whenever n ≥ 2, a i ∈ A ki , k i ∈ K, and there exist i and j such that k i = k j .
Definitions of conditionally bi-free independence
In this section, the notion of conditionally bi-free independence for pairs of algebras in a two-state noncommutative probability space and conditional (ℓ, r)-cumulants are introduced.
3.1. Free products of two-state vector spaces. We being with a modification of Voiculescu's construction for bi-free independence in terms of actions on reduced free product spaces. Definition 3.1. A two-state vector space with a specified state-vector is a quadruple (X , X
• , ξ, ϕ) where X is a vector space, X
• ⊂ X is a subspace of co-dimension 1, 0 = ξ ∈ X is a vector such that X = Cξ ⊕ X • , and ϕ : X → C is a linear functional such that ϕ(ξ) = 1.
If (X , X
• , ξ, ϕ) is a two-state vector space with a specified state-vector, then the triple (X , X • , ξ) consisting of the first three elements is referred to as a vector space with a specified state-vector. For such a triple, there is another linear functional ψ : X → C defined by ψ(x)ξ = p(x) for every x ∈ X where p : X → X is the projection such that p(ξ) = ξ and ker(p) = X
• . Note that ψ(ξ) = 1, ker(ψ) = X • , and it is possible that ker(ϕ) = X
• . Given a vector space X , we denote by L(X ) the algebra of linear operators on X . In the case of a two-state vector space with a specified state-vector (X , X
• , ξ, ϕ), there are two states ϕ ξ , ψ ξ : L(X ) → C defined by ϕ ξ (T ) = ϕ(T ξ) and ψ ξ (T ) = ψ(T ξ) for all T ∈ L(X ). Since ϕ ξ (I) = ψ ξ (I) = 1 for the identity operator I on X , the triple (L(X ), ϕ ξ , ψ ξ ) is a two-state non-commutative probability space.
Given a family of vector spaces with specified state-vectors
In the case of a family of two-state vector spaces with specified state-vectors
• , ξ) is same as above and ϕ : X → C is the linear functional uniquely determined by the requirement that ϕ(ξ) = 1 and
There are natural identifications
Consequently, the algebra L(X k ) has a left representation λ k and a right representation ρ k on L(X ) given by
3.2. Conditionally bi-free independence. Like Voiculescu's definition of bi-free independence, conditionally bi-free independence is defined via an equality of joint distributions.
} k∈K is a family of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ), then its joint pair-distribution (µ Γ , ν Γ ) consists of the unital linear functionals
, and y ∈ A k,r .
Definition 3.3. Ifâ = ((a i ) i∈I , (a j ) j∈J ) is a two-faced family in a two-state non-commutative probability space (A, ϕ, ψ), then its pair-distribution (µâ, νâ) consists of the unital linear functionals
Definition 3.4. A family Γ = {(A k,ℓ , A k,r )} k∈K of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ) is said to be conditionally bi-freely independent (or c-bi-free for short) with respect to (ϕ, ψ) if there is a family of two-state vector spaces with specified state-vectors
such that the joint pair-distribution (µ Γ , ν Γ ) of Γ is equal to the joint pair-distribution of the family
A priori the definition of c-bi-free independence may not be well-defined as it must be demonstrated that the joint pair-distribution does not depend on the particular choice of
One direct way to achieve this is to use morphisms of conditionally reduced free product spaces along the lines used to show bi-free independence is well-defined in [20] . Instead, the fact that Definition 3.4 is well-defined follows directly from Theorem 4.8 which explicitly computes the joint pair-distributions independent of which representations are used.
Example 3.5. For the same motivation as in [4] , let {G k } k∈K be a family of discrete groups, G = * k∈K G k be their free product, and {C[G k ]} k∈K and C[G] be the group algebras of {G k } k∈K and G respectively. Suppose each C[G k ] is endowed with a pair of states (ϕ k , ψ k ) such that ϕ k (e k ) = 1 and ψ k is the von Neumann trace on C[G k ]; that is,
where e k denotes the identity element of
, ϕ e , ψ e ) with respect to (ϕ e , ψ e ). Indeed, for k ∈ K, we can choose Since Theorem 4.8 shows the joint pair-distribution of a c-bi-free family is completely determined by the pair-distributions of the individual pairs, it is possible to define the following.
are c-bi-free two-faced families in a two-state non-commutative probability space (A, ϕ, ψ) with pair-distributions (µ (â,b) , ν (â,b) ) and (µ (ĉ,d) , ν (ĉ,d) ) respectively, then the additive, multiplicative, and additive-multiplicative c-bi-free convolutions of (µ (â,b) , ν (â,b) ) and (µ (ĉ,d) , ν (ĉ,d) ) are defined to be the pair-distributions of the two-faced families
respectively. These operations are denoted ⊞⊞ c , ⊠⊠ c , and ⊞⊠ c respectively.
The additive c-bi-free convolution will be studied extensively in Section 6.
3.3.
Combinatorial c-bi-free independence and c-(ℓ, r)-cumulants. Due to the combinatorial structures for the c-free cumulants and (ℓ, r)-cumulants, it is natural to hypothesize that the desired cumulants should be given by summing over bi-non-crossing partitions with a distinction on the blocks. To this end, we need the following analogues of inner and outer blocks. where min ≺χ and max ≺χ denote the minimum and maximum elements with respect to ≺ χ respectively. A block of π is said to be exterior if it is not interior.
Note that if χ is constant, then every bi-non-crossing partition is a non-crossing partition on [n] and interior and exterior blocks are inner and outer blocks respectively. The c-(ℓ, r)-cumulants can now be recursively defined as follows using both ϕ and ψ.
Proposition 3.8. Let (A, ϕ, ψ) be a two-state non-commutative probability space. There exists a family of multilinear functionals
[n] → {ℓ, r}, and a 1 , . . . , a n ∈ A where {κ χ : A n → C} n≥1,χ:[n]→{ℓ,r} denotes the family of (ℓ, r)-cumulants with respect to ψ.
Proof. For every n ≥ 1 and χ : [n] → {ℓ, r}, the partition 1 χ ∈ BN C(χ) contains only one block, which is exterior. For χ ℓ : [1] → {ℓ} and χ r : [1] → {r} define K χ ℓ = K χr = ϕ, and recursively define
[n] → {ℓ, r}, and a 1 , . . . , a n ∈ A. Definition 3.9. The functionals from the family {K χ : A n → C} n≥1,χ:[n]→{ℓ,r} defined above will be referred to as the conditional (ℓ, r)-cumulants (or c-(ℓ, r)-cumulants for short) with respect to (ϕ, ψ). For notational simplicity, for π ∈ BN C(χ) define
. . , a n ). Definition 3.10. A family Γ = {(A k,ℓ , A k,r )} k∈K of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ) is said to be combinatorially c-bi-free with respect to (ϕ, ψ) if for all n ≥ 2, χ : [n] → {ℓ, r}, ω : [n] → K, and a 1 , . . . , a n ∈ A with a i ∈ A ω(i),χ(i) for 1 ≤ i ≤ n, we have κ χ (a 1 , . . . , a n ) = K χ (a 1 , . . . , a n ) = 0 whenever ω is not constant.
Equivalence of c-bi-free and combinatorial c-bi-free independence
The main goal of this section is to prove the following. Theorem 4.1. A family Γ = {(A k,ℓ , A k,r )} k∈K of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ) is c-bi-free with respect to (ϕ, ψ) if and only if it is combinatorially c-bi-free with respect to (ϕ, ψ).
4.1.
A moment formula for c-bi-free independence. Our first goal is to explicitly describe the joint pair-distributions of c-bi-free families. To do so, we note [5] generalized bi-free probability theory to an amalgamated setting over a unital algebra B from which we will make use of the following definitions and results for the special case B = C. 
} k∈K be a family of two-state vector spaces with specified state-vectors,
, and let λ k and ρ k be the left and right representations of (µ 1 (a 1 ) , . . . , µ n (a n )) will be a product of scalar terms with one vector term; one scalar from each V i and the vector from all of the W j . For each V i write V i = {s 1,i < s 2,i < · · · < s ri,i }. Then V i contributes the scalar
to the product (as all elements of V i share the same colour). On the other hand, write each W j as W j = {s 1,j < s 2,j < · · · < s rj ,j }. Then W 1 , . . . , W q contribute the vector
to the product. If q = 0 (that is, D ∈ LR lat 0 (χ, ω)), multiply the product by ξ.
Under the above assumptions and notation, it was demonstrated in [5, Lemma 7 
where |D| is the number of blocks in the partition induced by D. For later purposes, note that we can re-define |D| as |D| = (number of blocks of D) + t where t denotes the number of spines of D that reach the top. In [5] only the terms with D ∈ LR lat 0 (χ, ω) in equation (2) mattered as the focus was on ψ. To obtain the necessary information for ϕ, further diagrams and notation will be required. Note that capping elements of LR(χ, ω) need not produce elements of LR(χ, ω) nor LR lat (χ, ω). However, if we denote
then LR latcap (χ, ω) is closed under both lateral refinement and capping. Consequently, we can extend the partial orders ≥ lat and ≥ cap to this set.
Note that an alternative approach to the above definitions is to permit lateral refinements to cutting spines that reach the top. We will use the above approach as our techniques will involve first laterally refining, and then capping.
For a 1 ) , . . . , µ n (a n )) ∈ X as such diagrams may have spines reaching the top which do not alternate in colour.
Observe that although it is possible
• , it is still true that every X j belongs to some X
• kj , and thus the above expression makes sense.
Finally for D ∈ LR latcap (χ, ω), define ϕ D (a 1 , . . . , a n ) as follows. View D as a partition of [n] with blocks V 1 , . . . , V p , W 1 , . . . , W q where V 1 , . . . , V p are blocks with spines that do not reach the top and W 1 , . . . , W q are blocks with spines that reach the top ordered from left to right. Then ϕ D (a 1 , . . . , a n ) is a product of scalar terms; one from each V i and W j . Each V i = {s 1,i < s 2,i < · · · < s ri,i } contributes the scalar
to the product and each W j = {s 1,j < s 2,j < · · · < s rj ,j } contributes the scalar
(as all elements of the same block share the same colour).
In that which follows, the elements of a c-bi-free family will be identified as operators acting on the appropriate spaces via some fixed representation in Definition 3.4. Lemma 4.6. Let Γ = {(A k,ℓ , A k,r )} k∈K be a c-bi-free family of pairs of algebras in a two-state noncommutative probability space (A, ϕ, ψ).
Recursively, starting with t = n, define
Proof. Note that each C ′ D is a well-defined integer. Since Γ is a c-bi-free family,
where the first ϕ represents the unital linear functional on A and the last ϕ represents the c-free product state on X . Note that ϕ(µ 1 (a 1 ) · · · µ n (a n )ξ) is obtained by applying ϕ to equation (2), thus to complete the lemma, we only show that we can correctly modify the right-hand side of equation (2) after applying ϕ to it.
Indeed for each spine of D that reaches the top, in half of the cappings of D a factor of ψ ξ (•) will appear while in the other half a factor of ϕ(
will appear. Adding up these terms produces the product of all necessary
. . , µ n (a n ))) occurs in the sum, then we can replace it with C D ϕ D (a 1 , . . . , a n ) provided we subtract
from the current expression. Note that all of the D ′ in the above sum have fewer spines that reach the top. To change the right-hand side of equation (2) after applying ϕ to the expression in this lemma, modify all of the t terms starting with t = n and working downwards. For t = n and D ∈ LR 
Proof. Note the two sums in the assertion are trivially equal. We proceed by induction on the number of spines of D that reach the top, starting with n spines where the result is trivial as if
To proceed, suppose D ∈ LR latcap t (χ, ω) and the formula holds for all
Notice that the C D term in this expression gives the r = t term in the assertion of the lemma since if
and if we can show that
then the proof will be complete as we can replace the sum
have the same number of spines that reach the top). Note that the desired sum is clearly zero if the sum is empty. Hence assume the sum is not empty.
Thus there exists a
e., D and D ′′ determine which spines not reaching the top are cut and then the only options for D ′ are which spines reaching the top to cap). Hence
However, the sum on the right is clearly zero as it is the binomial expansion of Combining these results, we have the following moment type characterization of c-bi-free independence. Note that due to the nature of D ∈ LR latcap (χ, ω) and ϕ D , the right-hand side of equation (4) only involves ϕ applied to elements of alg(A k,ℓ , A k,r ) for exactly one k at a time. Hence, as the following is proved independent of the choice representation, Definition 3.4 is well-defined. and a 1 , . . . , a n ∈ A with a i ∈ A ω(i),χ(i) for all 1 ≤ i ≤ n,
Proof. The fact that Γ is bi-free with respect to ψ if and only if equation (3) holds was obtained in [6, Section 4] . On the other hand, if Γ is c-bi-free with respect to (ϕ, ψ), then equation (4) follows immediately from the previously two lemmata.
Conversely, suppose equations (3) and (4) hold. Consider the universal representations of Γ; that is, for
by the left actions of A k,ℓ and A k,r on X k respectively. Consequently, by the above work, the joint pair-distribution of (3) and (4) and thus agree with the joint pair-distribution of Γ. Hence Γ is a c-bi-free family by definition.
4.2.
Equivalence with combinatorial c-bi-freeness. Suppose Γ = {(A k,ℓ , A k,r )} k∈K is a family of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ), n ≥ 1, χ : [n] → {ℓ, r}, ω : [n] → K, and a 1 , . . . , a n ∈ A with a i ∈ A ω(i),χ(i) for 1 ≤ i ≤ n. Using equation (1), we obtain that
Since every κ π|V ((a 1 , . . . , a n )| V ) can be written as a sum involving products of ψ-moment expressions indexed by bi-non-crossing partitions with respect to χ| V , and every K π|V ((a 1 , . . . , a n )| V ) can be written as a sum involving products of both ψ-moment and ϕ-moment expressions indexed by bi-non-crossing partitions with respect to χ| V , an expression for K χ (a 1 , . . . , a n ) can be written (independent of the choice of a 1 , . . . , a n ) as a sum involving products of both ψ-moment and ϕ-moment expressions indexed by bi-non-crossing partitions with respect to χ. However, for each bi-non-crossing partition π ∈ BN C(χ) with V being a block of π, it is possible that both ψ π|V ((a 1 , . . . , a n )| V ) and ϕ π|V ((a 1 , . . . , a n )| V ) appear in different products in the sum. In order to write the final sum in a unified way, we introduce the following notation. Let BN C(χ, ie) denote the set of all pairs (π, ι) where π ∈ BN C(χ) is a bi-non-crossing partition and ι : π → {i, e} is a function on the blocks of π. Then, independent of Γ and the choice of a 1 , . . . , a n , there exist integer coefficients d(χ; π, ι) such that
where
Remark 4.9. Notice that φ (π,ι) (a 1 , . . . , a n ) and ϕ D (a 1 , . . . , a n ) agree for certain (π, ι) ∈ BN C(χ, ie) and D ∈ LR latcap (χ, ω). Indeed, given D ∈ LR latcap (χ, ω), defining π via the blocks of D and ι via ι(V ) = e if the spine of V reaches the top and ι(V ) = i otherwise will produce such an equality.
Note that the coefficients d(χ; π, ι) play a similar role to that of the bi-non-crossing Möbius function, but less is known about their structure and properties. However, since the expansion of the above formulae depended only on the lattice structure of BN C(χ), we obtain that
where χ ℓ : [n] → {ℓ} is the constant map (that is, the tuple (χ ℓ ; s −1 χ · π, ι • s χ ) which corresponds to the non-crossing partition with the same selection of {i, e} on left nodes obtained by using the ≺ χ -ordering on π must produce the same coefficient).
Consequently, if Γ is combinatorially c-bi-free with respect to (ϕ, ψ), then
Hence, by equation (5), we obtain that
where c(χ, ω; π, ι) is an integer-valued coefficient. As only the lattice structure affects the expansions of the above formulae, we obtain the following.
As combinatorial c-bi-free independence implies equation (6) , to show combinatorial c-bi-free independence implies c-bi-free independence, our goal is to show that equation (6) is equation (4) . Due to Lemma 4.10, we will follow an idea of [6] and try to 'reduce to the case that every node is on the left' via the following two operations:
and letπ ∈ BN C(χ) be the unique bi-non-crossing partition with the same blocks as π andι :π → {i, e}. The operation of changing (π, ι, ω) to (π,ι, ω) is called a changing (from left to right). (2) Suppose χ(i 0 ) = ℓ and χ(i 0 + 1) = r for some
and letπ ∈ BN C(χ) be the unique bi-non-crossing partition andι :π → {i, e} be the unique function obtained by swapping i 0 and i 0 + 1. The operation of changing (π, ι, ω) to (π,ι,ω) is called a swapping (a left and a right). Note these same operations may be applied to elements of LR latcap (χ, ω), but may produce diagrams outside of LR latcap (χ, ω).
To implement these operations on the LR-diagrams, we will require some terminology from [6] .
Definition 4.12. Two blocks V and W of the induced partition of some element D from LR latcap (χ, ω) are said to be piled if max (min(V ), min(W )) ≤ min (max(V ), max(W )). In terms of the diagram of D, there is some horizontal level at which both the spines of V and W are present.
Given blocks V and W , a third block U separates V from W if it is piled with both, and its spine lies in-between the spines of V and W . Note that V and W need not be piled with each other to have a separator and given any three piled blocks, one always separates the other two.
Finally, piled blocks V and W are said to be tangled if there is no block which separates them.
Lemma 4.13. Let Γ = {(A k,ℓ , A k,r )} k∈K be a family of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ). If Γ is combinatorially c-bi-free with respect to (ϕ, ψ), then Γ is c-bi-free with respect to (ϕ, ψ).
Proof. As Γ is combinatorially c-bi-free with respect to (ϕ, ψ), Γ is bi-free with respect to ψ so equation (3) holds. Furthermore, equation (6) holds. To conclude Γ is c-bi-free with respect to (ϕ, ψ), it suffices by Theorem 4.8 to show that equation (4) holds for any choice of n ≥ 1, χ : [n] → {ℓ, r}, ω : [n] → K, and a 1 , . . . , a n ∈ A with a i ∈ A ω(i),χ(i) for 1 ≤ i ≤ n. Suppose first that χ = χ ℓ : [n] → {ℓ} is the constant map. Since all random variables are from left algebras, the c-(ℓ, r)-cumulants are the c-free cumulants. Hence the vanishing of mixed c-(ℓ, r)-cumulants implies that {A k,ℓ } k∈K are c-free with respect to (ϕ, ψ). Consequently the conclusions of Theorem 4.8 must hold for these particular χ and ω by the same arguments and thus equation (4) holds in this setting. Therefore, combining equations (4) and (6) produces
. . , a n ) in this setting. However, as the above must hold for any selection of {A k,ℓ } k∈K (independent of A k,r ), it is possible using non-commutative polynomials in n determinates to force at most one φ (π,ι) (a 1 , . . . , a n ) to be non-zero at a time. Consequently, the equality of the above sums, for the case that χ = χ ℓ : [n] → {ℓ} is the constant map, implies that the only (π, ι) ∈ BN C(χ, ie) with π ≤ ω and c(χ, ω; π, ι) = 0 corresponds to some D ∈ LR latcap (χ, ω) as in Remark 4.9 and, in this case,
To complete the proof, it suffices to verify that the previous sentence holds for arbitrary χ. Consequently, as any such tuple (χ, ω; π, ι) can be obtained using the operations of changing from left to right and swapping a left and a right, the proof will be complete provided this sentence is preserved under these operations.
As observed in Lemma 4.10, the coefficients c(χ, ω; π, ι) are invariant under the two operations of changing and swapping. On the other hand, the property that (π, ι) corresponds to a D ∈ LR latcap (χ, ω) and the value of the sum in equation (7) are invariant under the operation of changing since lateral refinements and cappings are not affected by this operation.
For the swapping operation, suppose for a fixed χ for which there exists a q ∈ [n − 1] with χ(q) = ℓ and χ(q + 1) = r that the only (π, ι) ∈ BN C(χ, ie) with π ≤ ω and c(χ, ω; π, ι) = 0 corresponds to some D ∈ LR latcap (χ, ω) and equation (7) holds for such (π, ι). We desire to show the analogous statement forχ (as in Definition 4.11) holds. The proof will be divided into several cases and follow along the lines of the proof of [6, Lemma 4.2.4] (which has pretty pictures).
First suppose ω(q) = ω(q + 1). In this case, the swapping operation is a bijection which preserves lateral refinements followed by cappings. Consequently, this swapping is a bijection from LR latcap (χ, ω) to LR latcap (χ,ω). Therefore the property that (π, ι) corresponds to a D ∈ LR latcap (χ, ω) and the value of sum in equation (7) are invariant in this case.
Suppose D ∈ LR latcap (χ, ω) has the properties that ω(q) = ω(q + 1) and that q and q + 1 are in the same block of D. In this case, the swapping operation is a bijection which preserves lateral refinements followed by cappings. Therefore the property that (π, ι) corresponds to a D ∈ LR latcap (χ, ω) and the value of sum in equation (7) are invariant in this case.
Suppose D ∈ LR latcap (χ, ω) has the properties that ω(q) = ω(q + 1) and that q and q + 1 are not in the same block of D. We require some observations about the sum in equation (7) in this case. Let V 1 and V 2 be the blocks in D of q and q + 1 respectively. Note that V 1 contains a left node and V 2 contains a right node and the sum in equation (7) becomes
To see this, the discussion will be divided into two cases: when V 1 and V 2 are piled and when they are not.
If V 1 and V 2 are piled it is easy to see that any D ′ ∈ LR(χ, ω) such that D ′ ≥ latcap D and q and q + 1 are not in separated blocks of D ′ must be such that V 1 and V 2 are contained in the same block of D ′ . This implies that D ′ cannot produce D via a lateral refinement followed by a capping as joining piled blocks cannot be undone by a lateral refinement. Hence the sum is zero in this case.
Otherwise V 1 and V 2 are not piled. This implies q is the lowest element of V 1 in D and q + 1 is the highest element of 
|D|−|D ′′ | = 0. As we may pair up diagrams in this fashion, the sum in equation (8) is zero.
LetD be the diagram obtained from D by swapping nodes q and q + 1. A moment's thought shows such a diagram exists, but may not be an element of LR latcap (χ,ω). First, supposeD is an element of LR latcap (χ,ω). ThenD also has the properties that q and q + 1 are in different blocks ofD andω(q) =ω(q + 1). Hence repeating the same argument above yields
As the map taking D ′ ∈ LR(χ, ω) with q and q + 1 in separated blocks of D ′ and D ′ ≥ latcap D toD ′ ∈ LR(χ,ω) with q and q + 1 in separated blocks ofD ′ andD ′ ≥ latcapD is a bijection, the value of the sum in equation (8) is preserved in this case.
OtherwiseD is not an element of LR latcap (χ,ω) so there cannot exist a D ′ ∈ LR(χ, ω) such that q and q + 1 are in separated blocks of D ′ and D ′ ≥ latcap D for otherwiseD ′ would be an element of LR(χ,ω) that can be laterally refined and capped toD. Consequently, we obtain that the sum in equation (7) is zero in this case.
To complete the proof, suppose (π, ι) ∈ BN C(χ, ie) with π ≤ ω corresponds to some D ∈ LR latcap (χ, ω) as in Remark 4.9. If (π,ι) ∈ BN C(χ, ie) corresponds to some element of LR latcap (χ,ω) (which then must beD), the above work implies the sum in equation (7) is preserved under the operation of swapping in this situation as desired. If (π,ι) ∈ BN C(χ, ie) does not correspond to some element of LR latcap (χ,ω), thenD is not an element of LR latcap (χ, ω). Hence it must be the case that q and q + 1 are in different blocks of D and that ω(q) = ω(q + 1). The above work demonstrates that the sum in equation (7) is zero for D. Therefore as we are assuming the result for χ, equation (7) and Lemma 4.10 yield 0 = c(χ, ω; π, ι) = c(χ,ω;π,ι), which was the desired value for c(χ,ω;π,ι). Finally, suppose there exists a (π, ι) ∈ BN C(χ, ie) that does not correspond to some element of LR latcap (χ, ω). Hence c(χ, ω; π, ι) = 0 by assumption and thus c(χ,ω;π,ι) = 0 by Lemma 4.10. If (π,ι) corresponds to someD ∈ LR latcap (χ,ω), then, by reversing the above proofs, it must be the case that q and q + 1 are in different blocks ofD and thatω(q) =ω(q + 1) as if D is the diagram obtained fromD by swapping q and q + 1, then D is not an element of LR latcap (χ,ω) for otherwise it would correspond to (π, ι). Applying a mirror to the above work then implies
as desired.
Proof of Theorem 4.1. If Γ is combinatorially c-bi-free with respect to (ϕ, ψ), then Γ is c-bi-free with respect to (ϕ, ψ) by Lemma 4.13. Suppose Γ is c-bi-free with respect to (ϕ, ψ). Thus equations (3) and (4) (3) is equivalent to the vanishing of mixed (ℓ, r)-cumulants. Thus we need only show that mixed c-(ℓ, r)-cumulants vanish.
For fixed a 1 , . . . , a n ∈ A with a i ∈ A ω(i),χ(i) for 1 ≤ i ≤ n, construct a two-state non-commutative probability space (
The above is possible by using an algebra of non-commutative polynomials in n determinates and defining ϕ ′ and ψ ′ using the moment-cumulant formulae. By the second part of the construction, the proof of Lemma 4.13 implies a ′ 1 , . . . , a ′ n satisfy equations (3) and (4). However, since for each i ∈ [n] the joint distribution of {a ′ j | ω(j) = ω(i)} with respect to (ϕ ′ , ψ ′ ) equals the joint distribution of {a j | ω(j) = ω(i)} with respect to (ϕ, ψ), equations (3) and (4) imply the joint distribution of a 1 , . . . , a n with respect to (ϕ, ψ) equals the joint distribution of a ′ 1 , . . . , a ′ n with respect to (ϕ ′ , ψ ′ ). Hence, the moment-cumulant formulae imply that a 1 , . . . , a n and a ′ 1 , . . . , a ′ n have the same (ℓ, r)-and c-(ℓ, r)-cumulants. Consequently, Γ is combinatorially c-bi-free with respect to (ϕ, ψ).
Additional properties.
There are several additional properties of the c-bi-free independence and c-(ℓ, r)-cumulants, some of which will be used later when studying limit theorems and infinite divisibility. 
. . , b n ∈ B, and c 1 , . . . , c n ∈ C. Proposition 4.15. Let Γ = {(A k,ℓ , A k,r )} k∈K be a family of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ). If Γ is c-bi-free with respect to (ϕ, ψ), then A k1,ℓ and A k2,r are classically independent with respect to both ϕ and ψ for all k 1 , k 2 ∈ K such that k 1 = k 2 .
Proof. Let n ≥ 1, b 1 , . . . , b n ∈ A k1,ℓ , and c 1 , . . . , c n ∈ A k2,r for some k 1 , k 2 ∈ K with k 1 = k 2 . The fact that A k1,ℓ and A k2,r are classically independent with respect to ψ was shown in [20, Proposition 2.16] . On the other hand, since Γ has vanishing mixed (ℓ, r)-and c-(ℓ, r)-cumulants,
where χ alt,2n : [2n] → {ℓ, r} and ω alt,2n :
. Since every partition π ∈ BN C(χ alt,2n , ω alt,2n ) has the property that if V is a block of π, then either
alt,2n ({r}), and since any pair (π 1 , π 2 ) of non-crossing partitions on the odd and even numbers respectively produces a π ∈ BN C(χ alt,2n , ω alt,2n ) via π = π 1 ∪ π 2 , we obtain that
Proposition 4.16. Let (A, ϕ, ψ) be a two-state non-commutative probability space. If n ≥ 2, a 1 , . . . , a n ∈ A, χ : [n] → {ℓ, r}, and a i = 1 for some 1 ≤ i ≤ n, then κ χ (a 1 , . . . , a n ) = K χ (a 1 , . . . , a n ) = 0.
Proof. The assertion that κ χ (a 1 , . . . , a n ) = 0 is an immediate consequence of [5, Proposition 6.4 .1] applied to the scalar-valued setting. The other assertion will be proved by induction. The base case n = 2 holds as 
by the first assertion and the induction hypothesis. Since ψ(a i ) = ψ(1)
Hence K χ (a 1 , . . . , a n ) = 0.
The following demonstrate how the swapping and changing operations affect c-(ℓ, (2) for all c 1 , . . . , c n−1 ∈ A.
Proof. By the same arguments as the previous lemma, we have
for all π ∈ BN C(χ) whereπ ∈ BN C(χ) is obtained from π by changing the last node from a left node to a right node. Consequently, the proof is complete.
As an immediate consequence of Lemma 4.17, we have the following result which shows that, like with the bi-free case, the family of ordered c-free cumulants of a commuting two-faced pair contains all the information about its c-(ℓ, r)-cumulants. Consequently, when studying (pairs of) planar Borel probability measures later in Section 6, it is enough to know their free and c-free cumulants. (1) A m,ℓ and A n,r commute for all m, n ∈ K, and (2) for every b ∈ A k,r there exists an a ∈ A k,ℓ such that ϕ(ca) = ϕ(cb) and ψ(ca) = ψ(cb) for all c ∈ A, then {(A k,ℓ , A k,r )} k∈K is c-bi-free with respect to (ϕ, ψ) if and only if {A k,ℓ } k∈K is c-free with respect to (ϕ, ψ). Therefore, if {A k,ℓ } k∈K is c-free with respect to (ϕ, ψ), then {A k,r } k∈K is c-free with respect to (ϕ, ψ).
Proof. Clearly, the c-bi-free independence of {(A k,ℓ , A k,r )} k∈K implies the c-free independence of {A k,ℓ } k∈K and {A k,r } k∈K .
The converse amounts to the fact that the c-free independence of {A k,ℓ } k∈K implies the vanishing of mixed (ℓ, r)-and c-(ℓ, r)-cumulants. As the analogues of the previous two lemmata also hold with κ replacing K (see [17, Lemmata 2.16 and 2.17]), one may reduce each mixed κ or K involving elements from {(A k,ℓ , A k,r )} k∈K to a mixed κ or K involving elements from {A k,ℓ } k∈K by the changing and swapping operations. Since {A k,ℓ } k∈K is assumed to be c-free with respect to (ϕ, ψ), the proof is complete.
To end this section, we analyze c-(ℓ, r)-cumulants of products. Given χ : [n] → {ℓ, r}, π ∈ BN C(χ), and q ∈ [n], denote by χ| \ q the restriction of χ to the set [n] \ {q}. If q = n, define π| q=q+1 ∈ BN C(χ| \ q ) to be the bi-non-crossing partition which results from identifying q and q + 1 in π (i.e., if q and q + 1 are in the same block as π, then π| q=q+1 is obtained from π by just removing q from the block in which q occurs, while if q and q + 1 are in different blocks, π| q=q+1 is obtained from π by merging the two blocks and then removing q).
Lemma 4.21. Let (A, ϕ, ψ) be a two-state non-commutative probability space. If a 1 , . . . , a n ∈ A and q ∈ [n − 1], then K π (a 1 , . . . , a q−1 , a q a q+1 , a q+2 , . . . a n ) = σ∈BN C(χ) σ|q=q+1=π K σ (a 1 , . . . , a n ) for all π ∈ BN C(χ| \ q ).
Proof. We proceed by induction on n. If n = 1, there is nothing to check. If n = 2, then a 2 ) as required.
Suppose the assertion holds for n − 1. Using the induction hypothesis and the analogous result for κ/ψ from [5, Theorem 6.3.5], we see for all π ∈ BN C(χ| \ q ) \ {1 χ| \ q } that K π (a 1 , . . . , a q−1 , a q a q+1 , a q+2 , . . . , a n ) = σ∈BN C(χ) σ|q=q+1=π K σ (a 1 , . . . , a n ). \ q (a 1 , . . . , a q−1 , a q a q+1 , a q+2 , . . . , a n ) = ϕ 1 χ| \ q (a 1 , . . . , a q−1 , a q a q+1 , a q+2 , . . . , a n ) − a q a q+1 , a q+2 , . . . , a n )
By recursively applying Lemma 4.21, it is possible to obtain a stronger result. Given two partitions π, σ ∈ BN C(χ), let π ∨ σ denote the smallest element of BN C(χ) greater than π and σ. Furthermore, suppose m, n ∈ N with m < n are fixed, and consider a sequence of integers . Recursively applying Lemma 4.21 yields the following. Theorem 4.22. Let (A, ϕ, ψ) be a two-state non-commutative probability space. With the above notation
K σ (a 1 , . . . , a n ).
The conditionally bi-free partial R-transform
Let (a ℓ , a r ) be a two-faced pair in a two-state non-commutative probability space (A, ϕ, ψ). The goal of this section is to define the c-bi-free partial R-transform R c (a ℓ ,ar) of (a ℓ , a r ) and derive a functional equation involving R c (a ℓ ,ar ) via combinatorics such that the two-variable Cauchy transform of (a ℓ , a r ) with respect to ϕ can be obtained from the said functional equation.
Single-variable transforms.
We begin by recalling some notation and single-variable results.
Definition 5.1. Let a be a random variable in a two-state non-commutative probability space (A, ϕ, ψ). For m ≥ 1, let κ m (a) and K m (a) denote the m th free and c-free cumulants of a respectively; that is, in the notation of (ℓ, r)-and c-(ℓ, r)-cumulants, κ m (a) = κ χ (a, . . . , a) and K m (a) = K χ (a, . . . , a) where χ : [m] → {ℓ, r} is constant.
(1) The ψ-moment and ϕ-moment series of a are respectively
(2) The free and c-free R-transforms of a are respectively
(3) The free and c-free cumulant series of a are respectively
Note that if a 1 and a 2 are c-free with respect to (ϕ, ψ), then
a2 (z). Moreover, the following relations are well-known (see [18] ):
We also have the following additional relations.
Lemma 5.2. Let a be a random variable in a two-state non-commutative probability space (A, ϕ, ψ). Then
.
Proof. The first equation is part of [4, Theorem 5.1] under different notation. Replacing z with
z Ca(z) in the first equation produces
, which is the second equation.
Two-variable transforms.
Note that all series below are in two commuting variables. Definition 5.3. Let (a ℓ , a r ) be a two-faced pair in a two-state non-commutative probability space (A, ϕ, ψ). The bi-free and c-bi-free partial R-transforms of (a ℓ , a r ) are defined respectively as
where κ m,n (a ℓ , a r ) and K m,n (a ℓ , a r ) denote the (ℓ, r)-and c-(ℓ, r)-cumulants κ χm,n (a χm,n(1) , . . . , a χm,n(m+n) ) and K χm,n (a χm,n(1) , . . . , a χm,n(m+n) ) respectively with χ m,n : [m + n] → {ℓ, r} and χ
. The c-bi-free partial R-transform plays a similar role as the c-free R-transform when it comes to the additive c-bi-free convolution. Indeed, if (a 1,ℓ , a 1,r ) and (a 2,ℓ , a 2,r ) are c-bi-free with respect to (ϕ, ψ), then
Definition 5.4. Let (a ℓ , a r ) be a two-faced pair in a two-state non-commutative probability space (A, ϕ, ψ).
(1) The left-then-right ψ-moment and ϕ-moment series of (a ℓ , a r ) are respectively (2) The two-variable ψ-Cauchy and ϕ-Cauchy transforms of (a ℓ , a r ) are respectively
It is easy to verify that
We now derive a functional equation for R Definition 5.5. Given n ≥ 1 and χ : [n] → {ℓ, r}, a bi-non-crossing partition π ∈ BN C(χ) is said to be vertically split if whenever V is a block of π, either V ⊂ χ −1 ({ℓ}) or V ⊂ χ −1 ({r}). The set of vertically split bi-non-crossing partitions in BN C(χ) is denoted by BN C vs (χ).
Theorem 5.6. Let (a ℓ , a r ) be a two-faced pair in a two-state non-commutative probability space (A, ϕ, ψ). Then 
and then summing over all π ∈ BN C(χ m,n ) \ BN C vs (χ m,n ) such that V π = V . The result is 
On the other hand, we also have
Combining these equations, we have
, which is the desired formula.
Corollary 5.7. Let (a ℓ , a r ) be a two-faced pair in a two-state non-commutative probability space (A, ϕ, ψ) . The c-bi-free partial R-transform R c (a ℓ ,ar ) of (a ℓ , a r ) is given by R 
Proof. Replacing z and w with z Ca ℓ (z) and w Ca r (w) respectively, in equation (9) and using the second equation from Lemma 5.2, we obtain that
Using the equations C a ℓ (z) = 1 + zR a ℓ (z), C In view of Corollary 5.7, we define the c-bi-free partial R-transforms of pairs of Borel probability measures on R 2 as follows. Note that for a Borel probability measure σ on R 2 , let σ (1) and σ (2) be the marginal distributions defined by
for all Borel sets B on R.
Definition 5.8. Let (µ, ν) be a pair of Borel probability measures on R 2 . The c-bi-free partial R-transform of (µ, ν) is defined for (z, w) = (0, 0) in some neighbourhood of (0, 0) by
where R (µ (1) ,ν (1) ) and R (µ (2) ,ν (2) ) are the c-free R-transforms of the marginal pairs (µ (1) , ν (1) ) and (µ (2) , ν (2) ) respectively, and R (µ,ν) (z, w) equals
The function R (µ,ν) will be referred to as the reduced c-bi-free partial R-transform of (µ, ν).
As in the single-variable case, it is sometimes more convenient to consider the function Φ (µ,ν) defined by Φ (µ,ν) (z, w) = R (µ,ν) (1/z, 1/w) instead. If µ and ν are compactly supported, then Φ (µ,ν) can be written as
for |z|, |w| sufficiently large. We shall refer to Φ (µ,ν) as the c-bi-free partial Voiculescu transform of the pair (µ, ν). In the next section, we will give the precise domain and an alternative definition of Φ (µ,ν) in terms of analytic functions when studying limit theorems and infinite divisibility from an analytic point of view.
Additive limit theorems and infinite divisibility
In this section, limit theorems and infinite divisibility for the additive c-bi-free convolution are studied 6.1. Combinatorial aspects of the additive c-bi-free convolution. Most of the results below are cbi-free analogues of known results in free and/or bi-free probability theories. The first result is analogous to Voiculescu's algebraic bi-free central limit theorem [20, Theorem 7.9] . In view of [20, Definition 7.3 and Theorem 7.4] , it is clear that the following definition is the natural c-bi-free analogue of bi-free central limit distribution.
Definition 6.1. A two-faced familyâ = ((a i ) i∈I , (a j ) j∈J ) in a two-state non-commutative probability space (A, ϕ, ψ) is said to have a c-bi-free central limit distribution (or centred c-bi-free Gaussian distribution) with covariance matrices
Theorem 6.2 (The algebraic c-bi-free central limit theorem). Let {((a n,i ) i∈I , (a n,j ) j∈J )} ∞ n=1 be a sequence of c-bi-free two-faced families in a two-state non-commutative probability space (A, ϕ, ψ) such that
(1) ϕ(a n,k ) = ψ(a n,k ) = 0 for all n ≥ 1 and k ∈ I ⊔ J, (2) sup n≥1 |ϕ(a n,k1 · · · a n,km )| < ∞ and sup n≥1 |ψ(a n,k1 · · · a n,km )| < ∞ for all k 1 , . . . , k m ∈ I ⊔ J,
For N ∈ N, letŜ N = ((S N,i ) i∈I , (S N,j ) j∈J ) be the two-faced family defined by
ThenŜ N converges in distribution as N → ∞ to a centred c-bi-free Gaussian distribution with covariance matrices (C ϕ , C ψ ).
Proof. The fact that the corresponding (ℓ, r)-cumulants, and hence the ψ-moments, converge is precisely the content of [20, Theorem 7.9] . On the other hand, since the ϕ-moments are polynomials in (ℓ, r)-and c-(ℓ, r)-cumulants, it suffices to show
for all α : (1) to (3), the additivity and multilinearity properties of the c-(ℓ, r)-cumulants, along with the definition that K χα = ϕ for all χ α : [1] → I ⊔ J, the arguments for these limits are exactly the same as the ones presented in the proof of [20, Theorem 7.9] .
The following result is a c-bi-free version of the Kac/Loeve theorem, which we state for the sake of completeness as its proof is same as the bi-free Kac/Loeve theorem [16, Theorem 3.3.1]. (a 1,ℓ , a 1,r ) and (a 2,ℓ , a 2,r ) be c-bi-free twofaced pairs in a two-state non-commutative probability space (A, ϕ, ψ) such that ϕ(a n,k ) = ψ(a n,k ) = 0 for n ∈ {1, 2} and k ∈ {ℓ, r}. Let θ ∈ (0, π/2), a 3,k = cos(θ)a 1,k + sin(θ)a 2,k , and a 4,k = − sin(θ)a 1,k + cos(θ)a 2,k for k ∈ {ℓ, r}. The two-faced pairs (a 3,ℓ , a 3,r ) and (a 4,ℓ , a 4,r ) are c-bi-free with respect to (ϕ, ψ) if and only if the two-faced pairs (a 1,ℓ , a 1,r ) and (a 2,ℓ , a 2,r ) are identically distributed with a centred c-bi-free Gaussian distribution.
Theorem 6.3 (The c-bi-free Kac/Loeve theorem). Let
In what follows, we prove a general c-bi-free limit theorem analogous to [15, Theorem 13 .1] for free probability theory and [8, Theorem 2.3 and Corollary 2.4] for bi-free probability theory.
Lemma 6.4. For every N ∈ N, let ((a N,i ) i∈I , (a N,j ) j∈J ) be a two-faced family in a two-state non-commutative probability space (A N , ϕ N , ψ N ) . The following are equivalent:
Moreover, if these assertions hold, then
Proof. The equivalence and equality of the corresponding limits of ψ-moments and (ℓ, r)-cumulants is the content of [8, Lemma 2.2], thus we only have to take the limits of ϕ-moments and c-(ℓ, r)-cumulants into account. Suppose assertion (2) holds. Then
be c-bi-free and identically distributed two-faced families in a two-state non-commutative probability space (A N , ϕ N , ψ N ). LetŜ N = ((S N,i ) i∈I , (S N,j ) j∈J ) be the two-faced family defined by
The following are equivalent:
(1) There exists a two-faced familyŝ = ((s i ) i∈I , (s j ) j∈J ) in a two-state non-commutative probability space (A, ϕ, ψ) such thatŜ N converges in distribution toŝ as N → ∞.
exist and are independent of n. Moreover, if these assertions hold, then the free and c-(ℓ, r)-cumulants ofŝ are given by
Proof. Suppose assertion (1) holds. For d ≥ 1 and
which is independent of n by the assumption of identical distribution, exists and is equal to κ χα (s α(1) , . . . , s α(d) ) by [8, Corollary 2.4] . On the other hand, we have
where the last expression, which is independent of n, follows from the assumptions of c-bi-free independence and identical distribution. Since
exist for all π ∈ BN C(χ α ). In particular, choose π = 1 χα and apply Lemma 6.4, assertion (2) follows. Conversely, suppose assertion (2) 
exist as well. One concludes assertion (1) by abstractly constructing a two-faced familyŝ = ((s i ) i∈I , (s j ) j∈J ) in a two-state non-commutative probability space (A, ϕ, ψ) and defining ψ(
to be the corresponding limit in equation (10) and equation (11) respectively. Finally, for d ≥ 1 and
and hence
) for all π ∈ BN C(χ α ) since the c-(ℓ, r)-cumulants are uniquely determined by equation (1) . In particular, for π = 1 χα , we have
by Lemma 6.4.
6.2.
Examples of c-bi-free distributions. If (µ, ν) is a pair of compactly supported Borel probability measures on R 2 , then µ and ν can be identified as states on the * -algebra C[X, Y ] where X * = X and
for m, n ≥ 0 with m+n ≥ 1. In this case, we denote the (m, n) th moment of µ and
and the (m, n) th c-free cumulant of (µ, ν) is denoted by
Definition 6.6. Let ν be a compactly supported Borel probability measure on R 2 . A Borel probability measure µ on R 2 is said to have a c-bi-free Gaussian distribution with marginal means (η 1 , η 2 ), covariance matrix a c c b , a, b ≥ 0, |c| ≤ √ ab, and accompanying distribution ν if the c-bi-free partial Voiculescu transform of the pair (µ, ν) is given by
In other words, the only non-vanishing c-free cumulants of (µ, ν) are
, then µ is said to be centred. If, in addition, a = b = 1 and c ∈ [−1, 1], then µ is said to be standard. In this case, we also denote this distribution by µ (a,b,c),ν .
The following corollary is an immediate consequence of Theorem 6.2 applied to centred Borel probability measures on R 2 . For λ > 0, let D λ ν denote the dilation of the measure ν by the factor λ; that is,
for all Borel sets B on R 2 .
Corollary 6.7 (The probabilistic c-bi-free central limit theorem). Let (µ, ν) be a pair of compactly supported Borel probability measures on R 2 with zero mean marginal distributions and covariance matrices a c c b and
and lim
where ν (a ′ ,b ′ ,c ′ ) denotes the centred bi-free Gaussian distribution with covariance matrix
Note also that the first assertion is a special probabilistic version of the algebraic bi-free central limit theorem [20, Theorem 7.9] . Definition 6.8. Let λ ≥ 0, (0, 0) = (α, β) ∈ R 2 , and ν be a compactly supported Borel probability measure on R 2 . A Borel probability measure π on R 2 is said to have a c-bi-free Poisson distribution with rate λ, jump size (α, β), and accompanying distribution ν if the c-free cumulants of the pair (π, ν) are given by
For such a pair (π, ν), the c-bi-free partial Voiculescu transform is given by
for |z|, |w| sufficiently large where Φ (π (1) ,ν (1) ) and Φ (π (2) ,ν (2) ) denote the c-free Voiculescu transforms (see the next subsection for an analytic review) of the marginal pairs (π (1) , ν (1) ) and (π (2) , ν (2) ) respectively. Note that µ
(1) and µ (2) have c-free Poisson distributions with rate λ, jump sizes α and β, and accompanying distributions ν (1) and ν (2) respectively.
Theorem 6.9 (The c-bi-free Poisson limit theorem). Let λ, λ
is the bi-free Poisson distribution with rate λ ′ and jump size (α
We omit the proof of Theorem 6.9 as it will follow from Theorem 6.11 which studies the larger class of compound c-bi-free Poisson distributions. Definition 6.10. Let λ ≥ 0, and let δ (0,0) = σ and ν be compactly supported Borel probability measures on R 2 . A Borel probability measure π on R 2 is said to have a compound c-bi-free Poisson distribution with rate λ, jump distribution σ, and accompanying distribution ν if the c-free cumulants of the pair (π, ν) are given by
for all m, n ≥ 0 with m + n ≥ 1. This distribution is denoted by π λ,σ,ν .
For such a pair (π, ν), the c-bi-free Voiculescu transform is given by
for |z|, |w| sufficiently large where Φ (π (1) ,ν (1) ) and Φ (π (2) ,ν (2) ) are the c-free Voiculescu transforms of the marginal pairs (π (1) , ν (1) ) and (π (2) , ν (2) ) respectively. Note that µ (1) and µ (2) have compound c-free Poisson distributions with rate λ, jump distributions σ (1) and σ (2) , and accompanying distributions ν (1) and ν (2) respectively.
Theorem 6.11 (The compound c-bi-free Poisson limit theorem). Let λ, λ ′ ≥ 0 and let δ (0,0) = σ, δ (0,0) = σ ′ be compactly supported Borel probability measures on R 2 . For N ∈ N, let
If π λ ′ ,σ ′ denotes the compound bi-free Poisson distribution with rate λ ′ and jump distribution σ ′ (see [9, Example 3.13] or [10, Example 3.5]), then
Proof. The first assertion is the compound bi-free Poisson limit theorem [9, Example 3.13]. For the second assertion, since moments are polynomials in free and c-free cumulants, and the first assertion implies the convergence of the corresponding free cumulants, it suffices to show the convergence of the corresponding c-free cumulants. Assume N is large enough so that µ N is a Borel probability measure on R 2 . For m, n ≥ 0 with m + n ≥ 1, we have
as N → ∞.
6.3.
Analytic aspects of the c-bi-free partial Voiculescu transform. Given a finite positive Borel measure ν on R, its (one-dimensional) Cauchy transform is defined by
Observe that G ν : C + → C − (where C + and C − are the upper and lower half planes respectively) and
Gν (z) for z ∈ (C \ R). Definition 6.12. For α, β > 0, the Stolz and truncated Stolz angels are defined by Γ α = {z = x + iy ∈ C + | |x| < αy} and Γ α,β = {z = x + iy ∈ Γ α | y > β} respectively. Moreover, let Γ α,β = {z | z ∈ Γ α,β } and set
As shown in [3] , for every α > 0, there exists a β > 0 such that F −1 ν (the inverse under composition) is defined on Γ α,β ∪ Γ α,β . Define the free Voiculescu transform of ν by
Then the additive free convolution ⊞ is characterized by
on the common domain of the involved functions. Given a pair (µ, ν) of Borel probability measures on R, the c-free Voiculescu transform of (µ, ν) is defined by The study of the analytic aspects of the additive bi-free convolution was initiated in [10] . Given a finite positive Borel measure ν on R 2 , the (two-dimensional) Cauchy transform of ν is defined by
which satisfies G ν (z, w) = G ν (z, w). To study limit theorems and infinite divisibility, we need to discuss weak convergence of measures, which requires the notion of tightness. Following [10, Section 2], a family F of finite signed Borel measures on R 2 is said to be tight if
Moreover, the family F is tight if and only if the family {|ν| (1) , |ν| (2) | ν ∈ F } of marginal distributions is a tight family of finite signed Borel measures on R. The following results were obtained in [10, Section 2], which will be useful later. Note that by z → ∞ non-tangentially we mean |z| → ∞ but z stays within a Stolz angel Γ α for some α > 0. 
hold uniformly in n for all (z, w) ∈ (C \ R) 2 and α > 0.
Proposition 6.14. Let {µ n } ∞ n=1 be a sequence of Borel probability measures on R 2 . The following assertions are equivalent:
(1) The sequence {µ n } ∞ n=1 converges weakly to a Borel probability measure µ on R 2 .
(2) There exist two open sets U ⊂ C + × C + and V ⊂ C + × C − such that the pointwise limits lim n→∞ G µn (z, w) = G(z, w) exist for all (z, w) ∈ U ∪ V , and the limit zwG µn (z, w) → 1 holds uniformly in n as |z|, |w| → ∞ non-tangentially. Moreover, if these assertions hold, then G = G µ on (C \ R)
2 .
Recall from [3] that if ν is a Borel probability measure on R 2 with marginal distributions ν (1) and ν (2) , then for every α > 0, there exists a β > 0 such that F −1 ν (1) and F −1 ν (2) are defined on Γ α,β ∪ Γ α,β , and
as |z|, |w| → ∞ non-tangentially. By enlarging β if necessary, we may assume zwG ν (F −1
ν (2) (w)) never vanishes on Ω α,β . Then [10] defined the bi-free partial Voiculescu transform of ν by
for some α, β > 0 where φ ν is the reduced bi-free partial Voiculescu transform of ν given by
As with the free case, the additive bi-free convolution ⊞⊞ is characterized by
on the common domain of the involved functions.
Note that the original linearizing transform of ⊞⊞, introduced in [21] and studied in [10] , was the bifree partial R-transform (which is defined for |z|, |w| sufficiently small) and is related to the bi-free partial Voiculescu transform by the change of variables (z, w) → (1/z, 1/w). Moreover, at the time of writing this paper, the operation ⊞⊞ is only defined for compactly supported and/or infinitely divisible measures. Consequently, these restrictions are also in place for ⊞⊞ c as below. Once these operations have been extended to arbitrary measures, it is expected that the same results also hold in the general case.
Definition 6.15. Let (µ, ν) be a pair of Borel probability measures on R 2 . The c-bi-free partial Voiculescu transform of (µ, ν) is defined by
for some α, β > 0 where
The function Φ (µ,ν) will be referred to as the reduced c-bi-free partial Voiculescu transform of (µ, ν).
By taking non-tangential limits, some basic properties of Φ (µ,ν) immediately follow.
Lemma 6.16. If Φ (µ,ν) : Ω α,β → C is the c-bi-free partial Voiculescu transform of some pair (µ, ν) of Borel probability measures on R 2 , then
, and lim |z|,|w|→∞
Proof. For the first limit, since 1 z Φ (µ (1) ,ν (1) ) (z) → 0 as |z| → ∞ non-tangentially (see [22] ), it is enough to show Φ (µ,ν) (z, w) → 0 as |z| → ∞ non-tangentially. Since F −1
as |z| → ∞ non-tangentially (see [3] ), we have
as |z| → ∞ non-tangentially (see [10] ). Since F µ (2) is the reciprocal of G µ (2) by definition, the first limit follows. The second limit can be shown similarly. Hence the third limit holds. Corollary 6.17. If (µ 1 , ν 1 ) and (µ 2 , ν 2 ) are two pairs of Borel probability measures on R 2 such that φ ν1 = φ ν2 and Φ (µ1,ν1) = Φ (µ2,ν2) , then (µ 1 , ν 1 ) = (µ 2 , ν 2 ).
Proof. The fact that φ ν1 = φ ν2 implies ν 1 = ν 2 was shown in [10, Proposition 2.5] . If, in addition, Φ (µ1,ν1) = Φ (µ2,ν2) , then µ
2 by taking non-tangential limits as in Lemma 6.16 . By the definition of the c-bi-free partial Voiculescu transform, we have
Therefore G µ1 = G µ2 first on an open set Ω α ′ ,β ′ for some α ′ , β ′ > 0, and then on the whole space (C \ R) 2 by analytic continuation. Since the (two-dimensional) Cauchy transform uniquely determines the underlying measure (see [10] ), the result follows.
The next proposition is a continuity result for the c-bi-free partial Voiculescu transform, analogous to [22, Proposition 2.4] for the c-free case and [10, Proposition 2.6] for the bi-free case.
Proposition 6.18. Let {µ n } ∞ n=1 and {ν n } ∞ n=1 be two sequences of Borel probability measures on R 2 such that the sequence {ν n } ∞ n=1 converges weakly to a Borel probability measure ν on R 2 . The following are equivalent:
(1) The sequence {µ n } ∞ n=1 converges weakly to a Borel probability measure µ on R 2 . (2) There exist α, β > 0 such that all Φ (µn,νn) are defined on Ω α,β , the pointwise limits Φ(z, w) := lim n→∞ Φ (µn,νn) (z, w) exist for all (z, w) ∈ Ω α,β , and the limit Φ (µn,νn) (z, w) → 0 holds uniformly in n as |z|, |w| → ∞ non-tangentially.
Moreover, if these assertions hold, then Φ = Φ (µ,ν) on Ω α,β .
Proof. The existence of a common domain Ω α,β for all Φ (µn,νn) is guaranteed by the assumption that the sequence {ν n } ∞ n=1 converges weakly to ν (see [10, Proposition 2.6] ). Suppose assertion (1) holds. Then the sequences {µ 
n ) (w) → 0 uniformly in n as |z|, |w| → ∞ non-tangentially. Moreover, by [10, Lemma 2.1], we have
and hence Φ (µn,νn) (z, w) → 0 uniformly in n as |z|, |w| → ∞ non-tangentially. Conversely, suppose assertion (2) holds and fix α > 0. Then for every ε > 0 there exists a β > 0 such that
for all n ≥ 1 and (z, w) ∈ (Γ α,β ) 2 . Fixing z and letting |w| → ∞ non-tangentially, Lemma 6.16 implies lim n→∞ Φ (µ
(z) → 0 uniformly in n as |z| → ∞ non-tangentially. Therefore by [22, Proposition 2.4] , the sequence {µ
is weakly convergent, and thus is tight. Similarly, the sequence {µ (2) n } ∞ n=1 is tight. Hence the sequence {µ n } ∞ n=1 is tight. Being probability measures, the sequence {µ n } ∞ n=1 has a subsequence {µ nj } ∞ j=1 converging weakly to some Borel probability measure µ on R 2 . Therefore
Finally, the assumption Φ (µn,νn) → 0 uniformly in n as |z|, |w| → ∞ non-tangentially, together with the assumption on the sequence {ν n } ∞ n=1 imply zwG µn (z, w) → 1 uniformly in n as |z|, |w| → ∞ non-tangentially, and the result follows from Proposition 6.14.
6.4. Analytic aspects of the additive c-bi-free convolution. We now begin the study of limit theorems and infinite divisibility with respect to the additive c-bi-free convolution ⊞⊞ c . Like other additive convolutions, one of the main goals is to define and characterize pairs of Borel probability measures on R 2 which are ⊞⊞ c -infinitely divisible. For this purpose, the following limit theorem is crucial. a sequence of positive integers with lim n→∞ k n = ∞. Assume there is a common domain Ω α,β and a Borel probability measure ν on R 2 such that lim n→∞ k n φ νn = φ ν pointwise on Ω α,β and the sequences
converge weakly to ν (1) and ν (2) respectively. Assume furthermore that the sequences {ζ
converge weakly to some Borel probability measures µ (1) and µ (2) on R respectively. The following are equivalent:
(1) There exists a common domain Ω α,β such that the pointwise limits
converge weakly to a finite signed Borel measure ρ on R 2 .
Moreover, if these assertions hold, then the function Φ from assertion (2) has a unique integral representation
and the function Φ from assertion (1) can be written as
Proof. Note first that the existence of a common domain Ω α,β for all Φ (µn,νn) is guaranteed by the assumption that lim n→∞ k n φ νn = φ ν on Ω α,β . Moreover, the equivalence of assertions (2) and (3) was proved in [10, Theorem 3.2] under the conditions that the sequences {σ
n (s) and dσ 
n (t), n ≥ 1, are weakly convergent, which follow since the sequences {[µ
are weakly convergent. By [22, Theorem 3.5] , these conditions also follow from our assumptions that the sequences {ζ
and {ζ (2) n } ∞ n=1 are weakly convergent, thus assertions (2) and (3) are equivalent. As seen in the proof of [10, Theorem 3.2] , it is enough to assume that the function Φ from assertion (2) exists on Ω α,β in order to deduce the weak convergence of { ρ n } ∞ n=1 to ρ and to conclude Φ(z, w) = lim
This also ensures the uniqueness of the integral representation of Φ as it is the Cauchy transform of the measure √ 1 + s 2 √ 1 + t 2 dρ(s, t). On the other hand, assertion (3) implies that
exists for all bounded continuous functions f . Letting
For the equivalence of assertions (1) and (2), notice the assumptions that the sequences {[ν
, and {ζ
are weakly convergent imply the infinitesimality of the sequences {ν
, and {µ 
n ) (w) + Φ (µn,νn) (z, w)
exists for (z, w) ∈ Ω α,β if and only if the limit
exists for (z, w) ∈ Ω α,β . In this case, we would have
for (z, w) ∈ Ω α,β . By the infinitesimality of the sequences {ν n } ∞ n=1 , {ν
n } ∞ n=1 , and {µ
Using the definitions φ ν
n )
as n → ∞ (see [22] ), we conclude that assertions (1) and (2) are equivalent. Combining everything together, we have
first on the open set Ω α,β , and then on the whole space (C \ R) 2 by analytic continuation. This completes the proof.
If the measures in Theorem 6.19 are compactly supported, then (µ n , ν n ) ⊞⊞ckn would be the k th n -fold additive c-bi-free convolution of (µ n , ν n ) which, depending on context, can be viewed either as a measure or a pair of measures where the second component is the k th n -fold additive bi-free convolution of ν n . In this case, the following proposition provides some necessary and sufficient conditions for the weak convergence of the sequence
Proposition 6.20. Let {ν n } ∞ n=1 and {k n } ∞ n=1 be sequences of measures and positive integers satisfying the assumptions of Theorem 6.19 and let {µ n } ∞ n=1 be a sequence of compactly supported Borel probability measures on R 2 . Assume furthermore that each ν n is compactly supported. The sequence {ξ n } ∞ n=1 defined by
converges weakly to a Borel probability measure on R 2 if and only if the sequences {ζ
n } ∞ n=1 , and { ρ n } ∞ n=1 , as defined in Theorem 6.19, are weakly convergent. Furthermore, if the sequences {ξ n } ∞ n=1 , {ζ
, and { ρ n } ∞ n=1 converge weakly to µ, µ 1 , µ 2 , and ρ respectively, then
, and
Proof. Suppose the sequence {ξ n } ∞ n=1 converges weakly to µ. Then the sequences {ξ
converge weakly to µ (1) and µ (2) respectively. By Lemma 6.16 and [10, Lemma 2.4], we have ξ
n and ξ
n for n ≥ 1. In view of the assumptions on the sequence {ν n } ∞ n=1 , Proposition 6.18 implies
on Ω α,β . The weak convergence of the sequence { ρ n } ∞ n=1 then follows from Theorem 6.19. Conversely, suppose the sequences {ζ and {[ν
are weakly convergent and lim n→∞ nφ νn = φ ν on Ω α,β for some α, β > 0. Moreover, let λ ≥ 0 and δ (0,0) = σ be a Borel probability measure on R 2 . For n ≥ 1 consider
The sequences {[(µ (1) n , ν
n )] ⊞cn } ∞ n=1 converge weakly to compound c-free Poisson distributions with rate λ, jump distributions σ (1) and σ (2) , and accompanying distributions ν (1) and ν (2) respectively (see [11, Proposition 6.4] ). Moreover, the sequence { ρ n } ∞ n=1 defined by
converges weakly to the finite signed Borel measure
By Theorem 6.19, the pointwise limits lim n→∞ nΦ (µn,νn) (z, w) = Φ(z, w) exist for all (z, w) ∈ Ω α,β and the function Φ can be written as
−(z − s)(w − t) + zw (z − s)(w − t) dσ(s, t)
for all (z, w) ∈ (C \ R) 2 . Note that the function Φ is same as the c-bi-free partial Voiculescu transform of the pair (π λ,σ,ν , ν) where π λ,σ,ν denotes the compound c-bi-free Poisson distribution with rate λ, jump distribution σ, and accompanying distribution ν as defined in Definition 6.10. The existence of such a distribution can be shown analytically by the same truncation method and limiting process used in [10, Example 3.5] to show the existence of the compound bi-free Poisson distribution with rate λ and jump distribution σ.
6.5. Conditionally bi-free additively infinitely divisible distributions. As mentioned earlier, the operations ⊞⊞ and ⊞⊞ c have not been defined for all Borel probability measures on R 2 yet. In order to discuss infinite divisibility, we take the idea from [10, Definition 3.7] and define it in terms of the corresponding linearizing transforms. To this end, we need the following result. , and {k n } ∞ n=1 be as in Theorem 6.19 . If the pointwise limits lim n→∞ k n Φ (µn,νn) (z, w) = Φ(z, w) exist for all (z, w) ∈ Ω α,β , then there exists a unique Borel probability measure µ on R 2 such that Φ = Φ (µ,ν) on Ω α,β .
Proof. The uniqueness part follows from Corollary 6.17. Thus we show the existence part. As shown in the proof of [10, Theorem 3.2], the sequences {ρ 1;n } ∞ n=1 and {ρ 2;n } ∞ n=1 , defined by dρ 1;n (s, t) = k n s 2 1 + s 2 dµ n (s, t) and dρ 2;n (s, t) = k n t 2 1 + t 2 dµ n (s, t), n ≥ 1, are tight and uniformly bounded sequences of finite positive Borel measures on R 2 . By dropping to subsequences if necessary, we may assume they are both weakly convergent. Let η 1;n = k n R 2 s 1 + s 2 dµ n (s, t) and η 2;n = k n R 2 t 1 + t 2 dµ n (s, t), n ≥ 1.
By [22, Theorem 3.5 ] the assumptions that the sequences {(µ (1) n , ν
and {(µ (2) n , ν
converge weakly to (µ (1) , ν (1) ) and (µ (2) , ν (2) ) respectively implies that Φ (µ (1) ,ν (1) ) (z) = lim n→∞ η 1;n + R 2 1 + sz z − s dρ 1;n (s, t) and Φ (µ (2) ,ν (2) ) (w) = lim n→∞ η 2;n + R 2 1 + tw w − t dρ 2;n (s, t) , as well as the existence of the limits lim n→∞ η 1;n and lim n→∞ η 2;n . The existence of the pointwise limits lim n→∞ k n Φ (µn,νn) (z, w) = Φ(z, w) on Ω α,β is equivalent to the weak convergence of the sequence { ρ n } ∞ n=1
by Theorem 6.19. Hence if π kn,µn,ν denotes the compound c-bi-free Poisson distribution with rate k n , jump distribution µ n , and accompanying distribution ν, then Φ(z, w) = 1 z Φ (µ (1) ,ν (1) ) (z) + 1 w Φ (µ (2) ,ν (2) ) (w) + lim for all (z, w) ∈ (C \ R) 2 . By the same estimates used in the proof of [10, Theorem 3.6 ] to show that the family of compound bi-free Poisson distributions with rates k n and jump distributions µ n is tight, the same property also holds for the family {π kn,µn,ν } ∞ n=1 and Φ (π kn ,µn ,ν ,ν) (z, w) → 0 uniformly in n as |z|, |w| → ∞ non-tangentially. Therefore by Proposition 6.18 (with {ν n } ∞ n=1 in the assumption being the constant sequence {ν}), the sequence {π kn,µn,ν } ∞ n=1 converges weakly to a Borel probability measure µ on R 2 and Φ = Φ (µ,ν) on (C \ R) 2 .
Definition 6.24. A pair (µ, ν) of Borel probability measures on R 2 is said to be ⊞⊞ c -infinitely divisible if for every n ∈ N there exists a pair (µ n , ν n ) of Borel probability measures on R 2 such that φ ν = nφ νn and Φ (µ,ν) = nΦ (µn,νn) on a common domain where the involved functions are defined. Note that ν is ⊞⊞-infinitely divisible in this case.
Let ν be a ⊞⊞-infinitely divisible Borel probability measure on R 2 . In view of the definition above, it is easy to see that the pair (µ, ν) is ⊞⊞ c -infinitely divisible if µ is a point mass or µ is the product measure of its marginal distributions µ (1) and µ (2) such that (µ (1) , ν (1) ) and (µ (2) , ν (2) ) are ⊞ c -infinitely divisible. More generally, Theorem 6.23 implies that limits of k n Φ (µn,νn) is the class of c-bi-free partial Voiculescu transforms of ⊞⊞ c -infinitely divisible pairs. Theorem 6.25. Let (µ, ν) be a pair of Borel probability measures on R 2 such that ν is ⊞⊞-infinitely divisible. The pair (µ, ν) is ⊞⊞ c -infinitely divisible if and only if there exist a sequence {µ n } ∞ n=1 of Borel probability measures on R 2 and a sequence {k n } ∞ n=1 of positive integers with lim n→∞ k n = ∞ such that the sequences {ζ (1) n } ∞ n=1 and {ζ (2) n } ∞ n=1 , as defined in Theorem 6.19, converge weakly to µ (1) and µ (2) respectively, and lim n→∞ k n Φ (µn,νn) = Φ (µ,ν) on Ω α,β .
Proof. If the pair (µ, ν) is ⊞⊞ c -infinitely divisible, then for every n ∈ N, there exists a pair ( µ n , ν n ) of Borel probability measures on R 2 such that Φ (µ,ν) = nΦ ( µn, νn) on Ω α,β for some α, β > 0. For n ≥ 1, simply choose µ n = µ n , ν n = ν n , and k n = n.
Conversely, the assumptions on ν, µ (1) , and µ (2) imply ν (1) and ν (2) are ⊞-infinitely divisible, (µ (1) , ν (1) ) and (µ (2) , ν (2) ) are ⊞ c -infinitely divisible. For m ≥ 1, let ν
m , µ
m , and µ exist for all (z, w) ∈ (C \ R) 2 by assumption, Theorem 6.23 and the assumption that ν is ⊞⊞-infinitely divisible together imply the existence of a pair (µ m , ν m ) of Borel probability measures on R 2 such that φ ν = mφ νm and Φ (µ,ν) = mΦ (µm,νm) on Ω α,β .
As seen in the proof of Theorem 6.23, we also have the following Poisson type characterization of ⊞⊞ cinfinite divisibility.
Proposition 6.26. Let (µ, ν) be a pair of Borel probability measures on R 2 such that ν is ⊞⊞-infinitely divisible. The following are equivalent:
(1) The pair (µ, ν) is ⊞⊞ c -infinitely divisible.
(2) There exist a sequence {µ n } ∞ n=1 of Borel probability measures on R 2 and a sequence {k n } ∞ n=1 of positive integers with lim n→∞ k n = ∞ such that the sequence of compound c-bi-free Poission distributions with rate k n , jump distribution µ n , and accompanying distribution ν converge weakly to µ.
Proof. If assertion (2) holds, then (µ, ν) is ⊞⊞ c -infinitely divisible as (π kn,µn,ν , ν) is ⊞⊞ c -infinitely divisible for all n ≥ 1. On the other hand, the converse follows from Theorem 6.25 and the proof of Theorem 6.23, along with the discussion in [10] preceding [10, Proposition 3.11] that the c-bi-free Poisson approximation to µ holds without passing to subsequences. 6.6. A c-bi-free Lévy-Hinčin formula. If (µ, ν) is a ⊞⊞ c -infinitely divisible pair, then the marginal pairs (µ (1) , ν (1) ) and (µ (2) , ν (2) ) are ⊞ c -infinitely divisible. Recall from [22, Theorem 4.1] that there exist real numbers η 1 , η 2 and finite positive Borel measures ρ 1 , ρ 2 on R such that Φ (µ (1) ,ν (1) ) and Φ (µ (2) ,ν (2) ) admit c-free Lévy-Hinčin representations determined by (η 1 , ρ 1 ) and (η 2 , ρ 2 ) respectively. On the other hand, we have Φ (µ,ν) (z, w) = 1 z Φ (µ (1) ,ν (1) ) (z) + 1 w Φ (µ (2) ,ν (2) ) (w) +
where ρ is the weak limit of the sequence { ρ n } ∞ n=1 as defined in Theorem 6.19. Thus, for a fixed ⊞⊞-infinitely divisible measure ν, every ⊞⊞ c -infinitely divisible pair (µ, ν) has a unique quintuple (η 1 , η 2 , ρ 1 , ρ 2 , ρ) associated to µ. In fact, as we will see in the next result, ρ 1 , ρ 2 , and ρ cannot be arbitrary. In particular, if (µ ′ , ν ′ ) and (µ ′′ , ν ′′ ) are ⊞⊞ c -infinitely divisible pairs with quintuples (η Proposition 6.27. Let ν be a ⊞⊞-infinitely divisible Borel probability measure on R 2 and Φ be an analytic function on Ω α,β for some α, β > 0. The function Φ is the c-bi-free partial Voiculescu transform of some ⊞⊞ c -infinitely divisible pair (µ, ν) of Borel probability measures on R 2 if and only if there exists a unique quintuple (η 1 , η 2 , ρ 1 , ρ 2 , ρ) where η 1 and η 2 are real numbers, ρ 1 and ρ 2 are finite positive Borel measures on R 2 , ρ is a finite signed Borel measure on R 2 such that and the total masses are given by
