This paper deals with the average expected reward criterion for continuous-time Markov decision processes in general state and action spaces. The transition rates of underlying continuous-time jump Markov processes are allowed to be unbounded, and the reward rates may have neither upper nor lower bounds. We give conditions on the system's primitive data and under which we prove the existence of the average reward optimality equation and an average optimal stationary policy. Also, under our conditions we ensure the existence of -average optimal stationary policies. Moreover, we study some properties of average optimal stationary policies. We not only establish another average optimality equation on an average optimal stationary policy, but also present an interesting "martingale characterization" of such a policy. The approach provided in this paper is based on the policy iteration algorithm. It should be noted that our way is rather different from both the usually "vanishing discounting factor approach" and the "optimality inequality approach" widely used in the previous literature.
Introduction
As lots of optimization models such as those telecommunication networks, computer systems, manufacturing processes and queueing systems are based on the processes involving continuous time, continuous-time Markov decision processes (CTMDPs) have received considerable attention. As is well known, the long-run average expected criterion is one of the most popular performance criteria in CTMDPs and it has been studied by many authors, and will further be considered in this paper. The main purpose that is concerned with is to find optimality conditions (i.e. the conditions for the existence of average optimal policies). To do this, existensive literature have been presented, for instance, see [14, 16, 19] for finite CTMDPs, [2, [5] [6] [7] [8] 10, 15, 17, [20] [21] [22] 24, 25] for denumerable CTMDPs, and [3, 9, 11, 27] for CTMDPs in Polish spaces. The approaches provided in those works above may be classified as three groups:
(1) The first one is the "optimality equation approach" widely used in the previous literature (see [2, 3, 5, 8, 10, 15, 17, [20] [21] [22] 24, 25] for instance). ( 2) The second one is the "optimality inequality approach" widely used in CTMDPs (see [6, 7, 11, 27] for instance). It should be noted that this approach is via the Tauberian theorem relating the average reward (or cost) criterion to the discounted reward (or cost) criterion [6, 7, 11, 27] , but to guarantee the application of the Tauberian theorem, the reward (or cost) rates have to be nonpositive (or nonnegative). (3) The last one is the so-called "two optimality inequalities approach" recently developed by Guo and Rieder [9] .
The main idea of this approach is first to establish two optimality inequalities, and then to ensure the existence of average optimal stationary policies by using the two inequalities.
However, those approaches above require some results about discounted CTMDPs and [3, 6, 7, 9, 15, 22] also need the hypothesis imposed on the relative difference h α (x) := V * α (x) − V * α (x 0 ) of the discounted optimal value function, where V * α (x) is the discounted optimal value function, α is a discount factor and x denotes a state. To avoid this situation, in this paper we give conditions on the system's primitive data rather different from the hypothesis imposed on h α (x) [3, 6, 7, 9, 15, 22] , and under which we prove the existence of the average reward optimality equation and an average optimal stationary policy. Moreover, we present a "martingale characterization" of an average optimal stationary policy. More precisely, we first borrow the "drift" condition from [9] to ensure the regularity of a Q-process (it is not necessarily the minimum Q-process), whereas the Q-process in [6, 7] is restricted to only the minimum Q-process. Then under the standard continuity-compactness condition and the uniform exponential ergodicity condition, we use the policy iteration algorithm to establish the average optimality equation. Moreover, from the average optimality equation we prove the existence of average optimal stationary policies by using the Dynkin formula (see Theorem 4.1(a)-(c)). In addition, under our conditions we also ensure the existence of -average optimal stationary policies (see Theorem 4.1(d)). Finally, we further study some properties of average optimal stationary policies. We not only provide another average optimality equation on an average optimal stationary policy (see Theorem 4.2), but also provide an interesting "martingale characterization" of such a policy (see Theorem 4.3).
The approach provided in this paper is based on the policy iteration algorithm rather different from those approaches above because we do not require any result about discounted CTMDPs. In particular, the well-known "optimality inequality approach" via the Tauberian theorem is not applied to our case because the reward (or cost) rates in our model may have neither upper nor lower bounds. It should be mentioned that the policy iteration algorithm was originally introduced by Howard [14] , and then had been studied by many authors. Recently, Guo and Hernández-Lerma [5] also have addressed this issue, but the treatment in [5] is restricted to only denumerable CTMDPs. To the best of our knowledge, this is the first paper to use the policy iteration algorithm to study the average expected criterion for CTMDPs in Polish spaces. On the other hand, the conditions and results in this paper are very similar to those in [12] on discrete-time Markov decision processes. Hence, this paper extends recent works to CTMDPs. In addition, a key feature of this paper is that the conditions are imposed on the model itself and can be easily verified.
The rest of this paper is organized as follows. In Section 2, we introduce the control model and the optimal control problem that we are interested in. After the statements of optimality conditions and some technical preliminaries provided in Section 3, we use the policy iteration algorithm to prove the existence of the average optimality equation and average optimal stationary policies in Section 4. We conclude in Section 5 with some general remarks.
The optimal control problem
Notation. If X is a Polish space (that is, a complete and separable metric space), we denote by B(X) the Borel σ -algebra.
In this section we first introduce the control model
where S and A are the state and the action spaces, respectively, which are assumed to be Polish spaces, and A(x) is a Borel set which denotes the set of available actions at state x ∈ S. We suppose that the set
is a Borel subset of S × A. Also, the model is assumed to be stable, i.e.,
Finally, r(x, a), the reward rate, is assumed to be a real-valued measurable function on K. (As r(x, a) is allowed to take positive and negative values, it can also be interpreted as a cost rate rather than a "reward" rate.)
To introduce the optimal control problem that we are concerned with, we need to introduce the classes of admissible control policies. Let Π m be the family of function π t (B|x) such that (1) For each x ∈ S and t 0, B → π t (B|x) is a probability measure on B(A(x)), and (2) for each x ∈ S and B ∈ B(A(x)), t → π t (B|x) is a Borel measurable function on [0, ∞).
A family π = (π t , t 0) ∈ Π m is said to be a randomized Markov policy. In particular, if there exists a measurable function f on S with f (x) ∈ A(x) for all x ∈ S, such that π t ({f (x)}|x) ≡ 1 for all t 0 and x ∈ S, then π is called a (deterministic) stationary policy and it is identified with f . The set of all stationary policies is denoted by F .
For each π = (π t , t 0) ∈ Π m , we define the associated transition rates q(D|x, π t ) and the reward rates r(x, π t ), respectively, as follows:
For each x ∈ S, D ∈ B(S) and t 0,
In particular, we will write q(D|x, π t ) and r(x, π t ) as q(D|x, f (x)) and r(x, f (x)), respectively, when π := f ∈ F .
Definition 2.1. A randomized Markov policy is said to be admissible if q(D|x, π t ) is continuous in t 0, for all D ∈ B(S) and x ∈ S.
We shall denote by Π the family of all such policies. Noting that Π is nonempty because it contains F . Moreover, for each π ∈ Π, there exists a Q-process (e.g., see Lemma 2.1 in [9] )-that is, a possibly substochastic and nonhomogeneous transition function P π (s, x, t, D) with transition rates q(D|x, π t ). To ensure the regularity of a Q-process, we will borrow the following "drift" condition from [9, 27] . 
Remark 2.1 in [9] gives a discussion of Assumption A. Moreover, Assumption A is similar to conditions in the previous literature (see [18] for instance). In particular, Assumption A (2) is not required when the transition rate is uniformly bounded, i.e., sup x∈S q(x) < ∞.
For each initial state x ∈ S at time s 0 and π ∈ Π , we denote by P π s,x and E π s,x the probability measure determined by P π (s, x, t, D) and the corresponding expectation operator, respectively. Thus, there exists a Borel measure Markov process {x t } with value in S and the transition rates q(D|x, π t ). In particular, if s = 0, we write E π 0,x and P π 0,x as E π x and P π x , respectively. For each x ∈ S and π ∈ Π , the average expected reward criterion V (x, π) as well as the corresponding optimal reward value functions V * (x) are defined as
A 0-average optimal policy is simply called an average optimal policy. The main goal of this paper is to give conditions on the system's primitive data that ensure the existence of average reward optimality equation and average optimal stationary policies.
Optimality conditions
In this section we state conditions for the existence of the average optimality equation, and give two preliminary lemmas that are needed to prove our main results.
To obtain the average optimality equation, in addition to Assumption A, we need two additional Assumptions B and C. 
Remark 3.1. Assumption B is the same as Assumption B in [9, 27] and it is similar to the standard continuitycompactness hypotheses for discrete-time MDPs; see, for instance, [12, 20, 26, [28] [29] [30] [31] and their references. In particular, Assumption B(4) is used to ensure the applying of the Dynkin formula. Obviously, Assumption B(4) is not required when q(x) is bounded on S.
To prove the existence of the average optimality equation, in addition to Assumptions A and B, we also require the following uniform exponential ergodicity condition.
Assumption C. For each f ∈ F , the Markov process {x t } (with the transition rate q(·|x, f (x))) is irreducible and uniform w 1 -exponentially ergodic; that is, there exists a probability measure μ f such that
where positive constants R and ρ are independent of f , and μ f (u) := S u(y)μ f (dy).
Remark 3.2.
(a) Assumption C is slightly stronger than Assumption C in [27] because the irreducible condition is removed in [27] , but to establish the average optimality equation, an additional irreducible condition is required in this paper. (b) Assumption C is similar to the uniform w 1 -exponentially ergodic hypothesis for discrete-time MDPs; see [12, 28, 30, 31] for instance. The valid of Assumption C can be obtained in several ways. For instance, [5] uses Assumption A above together with a monotonicity condition from [18] to verify Assumption C. Other approaches that yield exponential ergodicity can be seen in Chen [1] , Down et al. [4] and Tweedie [23] , for instance.
Under Assumptions A-C, we can obtain two lemmas, which are needed to prove our main results. To state these two lemmas, we need to introduce the concept of the weighted norm used in [12, 13, [26] [27] [28] 30, 31] (a) For each x ∈ S, the function 
for which the μ f -expectation of h f is zero, i.e.,
Proof. (a) By (3.1) and Assumption B(3) we have
and so 5) which implies that h f is in B w 1 (S).
(b) From the proof of Lemma 5.1 in [5] we see that (3.3) is satisfied. We now prove (3.4). In fact, under Assumptions A-C, for each f ∈ F the corresponding Markov process {x t } has a unique invariant probability measure μ f for which
Main results
In this section we present our main results, Theorems 4.1-4.3 below. (a) There exist a unique constant g * , a function h * ∈ B w 1 (S) and a stationary policy f * ∈ F satisfying the average reward optimality equation
(c) Any stationary policy f ∈ F realizing the maximum of (4.1) is average optimal, and so f * in (4.2) is average optimal.
thenf is -average optimal.
Proof. (a) Given a sequence {f n } in F , let h f n ∈ B w 1 (S) be the solution to the Poisson equation (3.3) and (3.4) for f n . Then, for any real-valued function u on S, we define the dynamic programming operator T as follows:
r(x, a) +
S u(y)q(dy|x, a) , ∀x ∈ S.
Let g * ∈ R, f 0 ∈ F be as in Theorem 4.2 in [27] . Then as in the proof of Theorem 4.2 in [27] we have
So it follows from (3.3) and (4.4) that
The last equality follows from the well-known "measurable selection" theorem (for instance, see Lemma 8.3.8 in [12] or Lemma 3.5 in [9] ). Moreover, by (4.5) and the proof of Theorem 4.2 in [9,27] we obtain
which together with (3.3) yields
Hence, combining (4.5) and (4.6) we have
Using the Dynkin formula, from (4.7) we obtain
Then, letting t → ∞ in (4.8) and by Assumption C we get
Then from (4.9) we have 
1 , where N c 1 := S − N 1 denotes the complement of N 1 . Repeating this procedure we obtain sequences {f n } in F , {h f n } in B w 1 (S) and {N n } in B(S) for which the following statements are true: For each x ∈ S and n 0,
where
In addition, we claim that the set
is nonempty because the Markov process {x t } is irreducible. Now take x * ∈ N * . Then, (4.13) yields 
On the other hand, take any real-valued measurable function m of S such that m(x) > q(x) 0 for all x ∈ S. Then, for each x ∈ S and a ∈ A(x), by the properties (Q 1 )-(Q 3 ) we can define P (·|x, a) as follows:
Obviously, P (·|x, a) is a probability measure on S. Thus, it follows from (4.19) and (4.17) that 
Also, for each fixed x ∈ S and n 1, by Assumption B, there exists a n (x) ∈ A(x) such that
Thus, under Assumption B, by (4.15), (4.21) and (4.22) as well as the "extension of Fatou's lemma" 8.3.7 in [12] we obtain
which implies
The rest is to prove the reverse inequality, i.e.,
To do this, we write (4.12) with h * f n−1 and f n in lieu of h f n and f n+1 , respectively, to obtain
which together with (4.16) yields
Thus, combining (4.19) and (4.25) we obtain
which together with (4.14) gives
and so
Thus, by (4.15) and (4.26) as well as the "extension of Fatou's lemma" 8.3.7 in [12] we have
which gives
Hence, combining (4.24) and (4.27), we have
Moreover, under Assumption B, the well-known "measurable selection" theorem (for instance, see Lemma 8.3.8 in [12] or Lemma 3.5 in [9] ) gives the existence of f * ∈ F satisfying (4.2). Thus, the proof of part (a) is completed.
(b) For each x ∈ S and T 0, by (4.2) and the Dynkin formula we have
Letting T → ∞ in (4.28), by Lemma 3.1(b) we obtain
On the other hand, for each π = (π t ) ∈ Π , from (4.1) we get 
and so Thus, similar to the proof of (4.10), it follows from (4.36) that Theorem 4.1 ensures the existence of the average optimality equation and an average optimal stationary policy, whereas Theorem 4.2 establishes another average optimality equation on such a policy. We will further study some properties of an average optimal stationary policy and provide an interesting "martingale characterization" of such a policy.
For each x ∈ S, f ∈ F, h ∈ B w 1 (S) and any constant g, let Proof. For each x ∈ S, f ∈ F, h ∈ B w 1 (S) and some constant g, under Assumptions A-C, from the proof of Theorem 4.3 in [9] we have 
x -martingale for all x ∈ S. This completes the proof of part (a).
We now prove (b). From part (a) we only need to prove that for each f ∈ F , if there exist a function h ∈ B w 1 (S) and a constant g such that {M t (g, h, f ), F t } is a P f x -martingale for all x ∈ S, then f is an average optimal stationary policy. Now suppose that {M t (g, h, f ), F t } is a P Thus, from the proof of Theorem 4.1(b) and (4.44) we obtain g * = V (x, f ) = sup π∈Π V (x, π) for all x ∈ S, which implies that f is an average optimal stationary policy. And so part (b) follows. 2
Concluding remarks
In the previous sections we have studied the average optimality problem for CTMDPs in Polish spaces. Under suitable assumptions we have shown the existence of the average reward optimality equation and an average optimal stationary policy. Also, under our conditions we ensure the existence of -average optimal stationary policies. Moreover, we establish another average optimality equation on an optimal stationary policy, and present an interesting "martingale characterization" of such a policy. The approach provided in this paper is based on the policy iteration algorithm, which is rather different from both the usually "vanishing discounting factor approach" and the "optimality inequality approach" widely used in the previous literature. In particular, it should be mentioned that the "optimality inequality approach" used in the previous literature is via the Tauberian theorem but we do not use it at all. To guarantee the applicability of the Tauberian theorem, the reward (or cost) rates have to be nonpositive (or nonnegative). Thus, the Tauberian theorem used in the "optimality inequality approach" in the previous literature, is not applied to our case because the reward (or cost) rates in our model may have neither upper nor lower bounds.
