Neutron texture measurements on YBCO bulk samples show a very sharp texture of the superconducting phase YBa2Cu3OT_x with half-widths of less than 5. Even with a rather coarse measurement grid of only 722 points per complete pole figure, satisfactory results for the recalculated (002) pole figures could be obtained. However, for a reliable calculation of a complete ODF, finer grids will have to be used. Due to the importance of a good alignment of the c-axes in the material, a quantitative analysis of the (002) pole figures, including an error estimation due to measurement grid and counting statistics, was made.
INTRODUCTION
Bulk samples of the superconducting ceramic phase YBa2Cu307_x (orthorhombic, a= 3.821, b= 3.888, c= 11.693 for x=0.2 (JCPDS-ICDD, 1996) ) with other phase additions (e.g. Y203, Y2BaCuOs, PtO2, CeO2) are potentially useful in magnetic applications. The levitation force between such an YBCO sample and a permanent magnet depends on what is referred to as the "domain structure" of YBa2Cu307_x (G6rnert, 1997) . A domain in this sense is a part of the sample where superconducting currents can flow without being hindered e.g. by cracks, oxygen-deficient zones or large-angle grain boundaries. Each domain can be characterised by scanning the remnant magnetic field with a Hall probe. A domain may be smaller than a crystallographic grain.
While Hall-probe scans along a sample surface immediately measure the remnant magnetic field with good local resolution (cf. G6rnert, 1997) , neutron texture analysis has the drawback of not providing any information about the spatial distribution of the potential domains in the sample. Neither can it detect intragranular cracks. It has, however, the great advantage of being a non-destructive means to analyse the whole (or at least a large part) of the bulk. With the total absorption cross sections given in the literature (Sears, 1992) , the penetration depth of thermal neutrons in YBaECU307_x is found to be greater than 3 cm at A-1.344,, which is more than three orders of magnitude larger than for X-rays at the Cui wavelength. The Hall-probe method (Frangi et al., 1994) has a penetration depth of the order of a few mm.
Although neutron texture analysis cannot reveal the actual domain structure, it allows to make hypotheses about the grain structure. Melttextured YBCO samples frequently have grains with diameters in the cm scale (cf. G6rnert, 1997; Marinel et al., 1997) . In terms of texture analysis, the orientations of these grains are visible as strong texture components. Since grain boundaries with a misorientation angle greater than 10 always act as domain boundaries (Dimos et al., 1988) , an upper limit of the sizes as well as a lower limit of the number of domains in the sample can be determined by quantitative neutron texture analysis.
EXPERIMENTAL
All experiments were made on the TEX2-beamline of the GKSS Forschungszentrum GmbH with a neutron wavelength of A 1.344 using a primary Cu- (111) figure. There is also a squared structure factor difference of a factor of roughly two between (013) and (103).
RECALCULATION METHOD
The iterative series expansion method proposed by Dahms and Bunge (1989) Bunge, 1969) .
In the plots, the angle denoted by "Phi" is the angle commonly referred to as "" (see Bunge, 1986) . For the angle "a", the goniometer angle X will be used synonymously. The solid circles in the pole figure plots are at X 30 and X 60. (005) + (014) + (104) (right) of the sample "hzj". In Fig. ( Another feature of the texture is the overlap of the recalculated (014) poles with the (104) poles. The overlap of these two poles shows that there are two texture components which have a common c-axis orientation but differ from each other by a 90orotation around (001). This will be a result ofthe formation oftwin lamellae along planes ofthe (110) type, which is frequently observed in the material (Diko et al., 1996) . However, Fig 2 ). However, as will be discussed below, this is more likely to be an effect of a too coarse measurement grid.
The samples "hzj" and "m209" have been reexamined in a later experimental period, using more accurate data collection grids, i.e. 2.5 x 2.5 for sample "hzj" and 2 2 for sample "m209". For reasons of limited allocated time, the measured areas were restricted to the maxima of the (013)+ (103) intensity distribution (these poles can be distinguished from the (110) poles with the help of the (002) pole figure) as well as to those of (014) + (104) and (005). The aim was to determine the half-widths and intensities of these maxima with greater accuracy. (013) and (103) maxima (left (1)
Here, h (002). P(y-') is then the (002) pole density normalised over the measured hemisphere (thus, the normalisation factor in Eq. (1) is (1/270 instead of (1/470 as in (Bunge, 1986) ). fi is the marked solid angle area in the (002) pole figure, f is a direction in the sample, given by the two pole figure angles (c, fl), and df is a solid angle element around .
When the data are collected at discrete points, Eq. (1) 
k where I0-is the total intensity measured at grid point "f'. BK is the background intensity, which is assumed to be constant all over the pole figure. A geometrical consideration revealed that due to the low absorption ofthermal neutrons in our material, there was no necessity to correct the measured intensities for effects like absorption or secondary beam broadening at the sample and instrument geometries used here. The volume fractions of the solid angle areas marked in Fig. 4 (3), an error analysis can be attempted. Its results were denoted by "or" in Table II . Two effects were taken into account: (a) the coarseness of the 722 points measurement grid leading to wrong values of the integrated intensities, and (b) the error due to counting statistics. The two aspects are considered as uncorrelated, and the resulting total cr is then given by (dd + O'c2ount) 1/2" The individual contributions of (a) and (b) are shown in Table III .
For the quantitative estimation of (a), a simulation method was used. It was assumed that the intensity data shown in Fig. 2 (left) and in Fig. 3 for (013)+ (013) were measured with the best possible grid resolution. Measurements using the 722 points grid were then simulated by (002) intensities will be assumed.
In order to apply this result to the calculated volume fractions, it was assumed that only in a few distinct areas of the (002) pole figure, like those marked in Fig. 4 , the pole density is greater than zero. The sum of the volume fractions attributed to these areas will then be one. Each of these areas should contain exactly one maximum. All maxima should have equal half-widths, so that the effect ofa coarse measurement grid is the same for all of them. In practice, these conditions will not always be strictly fulfilled (cf. Fig. 4) . Thus, it has to be stressed here that the O'grid values shown in Table III should be taken as estimates, and not as exact In order to estimate the effect of (b), i.e. the counting statistics, as a source of error for the determination of volume fractions, all the measured intensities were taken as uncorrelated variables. Also, the background intensity at each grid point was considered as an independent variable. The error-propagation rule was then applied to Eq. (2).
The Influence of an Inaccurately Determined Mean Background Value
The crucial importance of an accurate knowledge of the mean background intensity (assumed to be constant all over the pole figure) can be seen by inserting Eq. (3) into Eq. (2) and then deriving Eq. (2) with respect to BK, i.e. the mean background intensity (of. Appendix). The following quantitative relationship is also illustrated in Fig. 5: v ---. B----" \BK-1 1- (5) Equation (5) is approximately valid only for small values of ABK/BK, where the change of BK in the denominator can be neglected. It shows the effect of a shift in the background estimate, denoted by ABK, on the volume fraction attributed to the area No. "t", vi. As in Eq. (2), fli is the solid angle over which the intensity was integrated., i.e. l)i/2r is the fraction of the pole figure hemisphere occupied by the maximum in question. (I) is the mean value of intensity measured on the pole figure, including the background. As Fig. 5 illustrates, the change of v is always to the negative when ABK/BK is negative, i.e. when the background is estimated too low. In this case, the excess of intensity that remains in a (002) pole figure after the background correction will be interpreted as a -"
