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ABSTRACT 
A simple algorithm for computing the first n powers of an n X n Hessenberg 
matrix with unit codiagonal or for evaluating a polynomial of degree s n in such a 
matrix is proposed in this paper. Several applications of the algorithm are mentioned, 
including the solution of Lyapunov matrix equations associated with stability prob- 
lems. 
1. INTRODUCTION 
An algorithm has been recently proposed by Roychoudhury [12] for 
computing the powers of a companion matrix. Similar algorithms were 
developed earlier by Roy and Choudhury [ 111 and Krishnamurthy [8]. There 
is also an efficient procedure due to Barnett [l] for evaluating a polynomial 
matrix 
P(A)=A”+b,,A”-1+b,_,A”-2+.*~ +b,l 
in the companion matrix A. Since a companion matrix is a special case of a 
Hessenberg matrix with unit codiagonal, it is natural to investigate whether a 
similar algorithm can be developed for such a matrix. 
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In this paper, a simple algorithm for computing any integral power k 
( < n) of a lower Hessenberg matrix with unit codiagonal is proposed. The 
chief characteristic of the algorithm is that the computation of A k does not 
depend upon the computation of the previous powers of A, in contrast to the 
existing methods for matrix multiplications. The algorithm is also found to be 
computationally more efficient. Several applications are given. 
2. DEVELOPMENT OF THE ALGORITHM 
Let A = (uii) be a lower Hessenberg matrix with unit codiagonal, that is, 
‘ii+1 = 1 for all i = 1,2,. . . , n - 1, and uii = 0 whenever i > i + 1. Let ai be the 
ith row of A, and e, the ith row of an n X n identity matrix. Let it be 
required to compute A k for a positive integer k < n. If ri, ra, . . . , rn are the 
successive n rows of A k and B, = A - qiZ, then 
r2 = e,A k = e,B,A k = e,A kB1 = rIBI, (1) 
and since eiBiA k = riBi, we have 
ri+ 1 =ei+iAk 
Thus 
i-l 
‘i+l= ri B, - 2 uiirj, 
f=l 
where i=3,4 ,..., n-l. 
To compute the first row ri, let 
Then defining 
y; = +1+ a;,, 
(2) 
(3) 
POWERS OF A HESSENBERG MATRIX 275 
m+t-1 m+t-2 
+a,+t-lm IZ YY+am+t-2m E Y! 
i=l i=l 
m+l 
+ ... +Q+~~ iTl yr2+ %n 5 y,‘-‘+ y y;, (4 
i=l i=l 
it can be shown’ that 
k-l k-2 
rlP 
=ab+ak_lp 
+aw $j y~-P-2+ap_lp I+; yk-+ (p=1,2 )...) n). (5) 
i=l 
The order in which the quantities XySr y/ in (4) are to be computed is 
then 
and so on. It is interesting to note that when k < n, substitution of p = k + 
l,k+2 ,..., n in (5) gives Trk+l= 1, ~r~+~= rlkf3= . . . =rln=O. 
The algorithm now can be stated as follows. Let r1,r2,. . , ,rn be n 
successive rows of A k (k < n); then: 
(i) Compute rr = (rll,rr2,. . . ,rln) using (3)-(5). 
(ii) Compute r,, rS,. . . , r,, recursively using (1) and (2). 
‘A proof of (5) is given in the appendix. 
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i 2 1 2 12  0 31 0 I’ 
4, 
Let it be required to compute A4. Then using (3), (4) and (5), rl 
=(r 11, r12, r13,r14) can be constructed as follows: 
= a,,+ a22(a,, + a22) + Qzl+ J-c 
=1+2(2+2)+1+2.2 
= 14, 
Y: = a31 + a21 (a11 + a221 + a11 (a21 + &) 
=2+1(2+2)+2(1+4) 
= 16, 
fll = a41 + a31 5 
s=l 
%s+~21i~l Yo+%IY: 
=1+2(2+2+2)+1x14+2x16 
= 59, 
3 2 
T12 = u42 + u32 x Q+a22 c Y*?+%,Y: 
s=l i=l 
=2+1(2+2+2)+2x14+16=52, 
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3 
r,,=a,,+u, x a,,+a, $ y;=3+2(2+2+2)+14 
s=l i=l 
= 29, 
3 
T14 = a43 + a34 Ix % 
s=l 
=4+1(2+2+2)=10, 
so 
ri=(59 52 29 10) 
Then using (1) and (2), 
r,=r,B,= (120 108 82 49), 
r3 = r2B, - uzlrl = (282 248 226 170), 
r4 = r3B3 - u,,g, - u31r, = (632 616 618 497). 
Thus 
A4= 
59 52 29 10 
120 108 82 49 
269 248 226 170 
632 616 618 497 
3. EVALUATION OF A POLYNOMIAL MATRIX 
If P(A)=A”+b,A”-l+... + b,Z is a polynomial matrix in a Hessen- 
berg matrix A with unit codiagonal, and if rl, rz, . . . , rn are the rows of P(A), 
then since P(A) and Bi commute with each other, it follows from the 
development of the relations (1) and (2) that they can be used to evaluate 
rows ra, rs, . . . , rn of P(A). The first row ri, of course, can be easily computed 
by computing the first rows of the first n powers of A using (3)-(5). 
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4. COMPARISON OF THE ALGORITHM WITH OTHER 
METHODS OF MATRIX MULTIPLICATIONS 
The number of multiplications needed to compute the first row of Ak 
using (3)-(5) is (k- l)k(k+ 1)/6, and that to compute the second to nth rows 
using (1) and (2) is 
r?+(r?+n)+ -. . +n2+(n-2)n= 
n(n- 1)(3n-2) 
2 ’ 
Thus total number of multiplications needed in the whole operation of 
computing A k is 
6 
In Table 1 a comparison is now made, for a fixed value of n = 10 and a few 
values of k from 1 to 10, with two other methods of matrix multiplication: 
one the normal method [3], and the other Winograd’s method for the inner 
product [16], noting that former takes n3 multiplications and the latter 
2n2 + (n2 - 2n)(n + 1)/2 multiplications to compute A2. 
TABLE 1 
Comparison of numbers of multiplications. 
k Normal method Winograd’s method Proposed method 
2 1000 640 1261 
3 2000 1280 1270 
5 3000 1920 1295 
8 4000 2560 1344 
10 5000 3200 1425 
The method therefore can be used profitably rather than existing 
methods of matrix multiplication for higher values of k, especially for values 
of k close to n. This is because, in contrast with other methods, in the 
proposed method, for a given n, the number of multiplications needed to 
compute the second to nth rows is the same for every k. 
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5. APPLICATIONS 
A. Computation of the Characteristic Polynomials 
The proposed algorithm can be used to compute the characteristic 
polynomial of a Hessenberg matrix A with unit codiagonal and that of each 
of its submatrices Ai obtained from A by deleting the first i rows and i 
columns. Once the first n powers of A are computed, its characteristic 
polynomial 
(P,(x)=x”-plxn-1-p2X”-2-. . . -p, 
can be determined by using the Newton sums: 
kpk=S,-p,S,_,-‘.. -P~-~S~ (k=l,2 ,..., n), 
where S, = trA k. Again, since each submatrix Ai is also a Hessenberg matrix 
of the same type as A, the corresponding characteristic polynomial Qi can be 
computed similarly. 
REMARK, It is interesting to note that to compute trA k, one need not 
compute the full matrix Ak; only the first row of Ak, the last n - 1 elements 
of the second row, the last n - 2 elements of the third row and so on need to 
be computed. 
B. Solution of the Lyapunov Matrix Equations 
It is well known [7, 61 that the Lyapunov matrix equations 
AX+XA*=-I, (6) 
X-AXA*=I (7) 
play significant roles in the study of the stability of systems of differential 
and difference equations. Further, it has been shown by several authors [5, 
10, 13-151 in recent years that the Hermitian solutions X of these two 
equations can be used to obtain information on the location of the eigenval- 
ues of A inside or outside a half plane and the unit circle respectively. There 
is therefore a considerable amount of interest in solving these two equations. 
A simple numerical algorithm was proposed recently by one of the authors in 
his Ph.D. thesis [4] for the case where A is a companion matrix. 
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In what follows it will be shown that the same method can be applied to 
solve these equations for a lower Hessenberg matrix with unit codiagonal, 
and the algorithm proposed in this paper can be effectively used for this 
purpose. 
Let A = (aii) be a lower Hessenberg matrix with unit codiagonal, and let 
xi, x,, . * * , x, be the n successive rows of X. Then equating rows on both sides 
of (6) gives 
x,A * + uilrl + ai2x2 + . . . + ai,xi + xi + 1 = - ei 
(i=1,2 )...) n-l), (8) 
x,,A* + a,,ixr + un2x2 + . . . + u,,x,, = - e,, 
where ei stands for the ith row of the identity matrix I. Eliminating 
xa,~s,, . . .,x,, one gets 
- \k,(A)x,T= c, (9) 
where 
C= -e,‘+‘k,_l(A)e,T_l-~‘,_,(A)e,T_,+ ... +(-l)Vi(A)e,T 
and \ki (x) = Qi ( - x), Qi (z) being th e characteristic polynomial of the sub- 
matrix of A obtained by deleting the first i rows and i columns, and Q,,(x) 
the characteristic polynomial of A. 
The first row xi of the unique solution matrix X is first computed by 
solving the system (9), and then the remaining row vectors are computed 
recursively from (8). The polynomial matrices ‘Pi(x) and characteristic 
polynomials ai can be computed by using methods described in Sets. 3 
and 5.A. 
REMARKS. 
(a) The matrix equation (7) can be solved in the same way as (6). The 
system of algebraic equations to which (7) is reduced is 
yJA)x,T= C’, 
where 
C’=A”-le,T-\k~_l(A)e,T_l+... +(-l)“-“k;(A)e,T 
(10) 
and ‘ki (x) = x”@~ (l/x), Qi (x) being the same as defined above. xi is com- 
puted first by solving the system (lo), and then ~a.. . .,x, are generated 
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recursively from the following relation: 
(11) 
The polynomial matrices ‘k;(x) and characteristic polynomials Qi(x) can be 
computed as before. 
(b) A similar method to that proposed above has been recently pub- 
lished by Kreisselmeier [7] for the solution of Eq. (6). But as shown above, 
the method works for both (6) and (7). Moreover, Kreisselmeier does not 
show how to compute polynomial matrices of the systems (10) and (11). An 
efficient method for doing this, is, however contained in Sec. 3 of this paper. 
C. Computation of Inverse of a Matrix 
The proposed algorithm can be used to obtain the inverse of a nonsingu- 
lar Hessenberg matrix A with unit codiagonal. By the Cayley-Hamilton 
theorem, 
A”-’ -p,A”-2-p,A”-3-. . . -pn_,z), 
The coefficients of the characteristic polynomial pi, i = 1,. . . ,n, and the 
polynomial matrix in A can be computed by using methods of Sets. 3 and 
5.A. 
D. Separation of Matrix Eigenvalues 
It is reasonable to believe that the polynomial-matrix approach for the 
root-separation problem now available in the literature [l, 2, 41 might be 
extended to solve the matrix eigenvalue separation problem in general. Thus, 
given a Hessenberg matrix A with unit codiagonal (there is no loss of 
generality in this assumption regarding the matrix eigenvalue problem) and a 
specified region of the complex plane, it might be conjectured’ that there 
exists a polynomial P(A), the knowledge of the signs of whose leading 
principal minors supplies information on the number of eigenvalues in that 
region. The process would demand the numerical evaluation of P(A), and 
the proposed method could be effectively used for this purpose. 
?he authors also would like to conjecture that the unique solutions of the equations (6) and 
(7) with A as a Hessenberg matrix with unit codiagonal are polynomial matrices in A. 
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APPENDIX-PROOF OF (5) 
The proof is by induction on k. For k = 1,2 it is very easy to verify that 
(5) holds. Let (5) hold for k = m (< n), that is, 
m-l m-2 
rip = amp +a,-,, C. ass+am-2, 2 Y,P+ _ 
s-l i=l 
+aw 5 yi”-P-2+ap_,p 
p-1 
izl Y?-p-l* 
i=l 
(12) 
Let the pth entry of the first row, when k = m + 1, be denoted by rip; then 
) - 
*lP --(I 
11, r12, . . . , rln) x ( pth column of A) 
=r,p-l+rlpapp+~lp+lap+lp+... +rlmamp 
+r Im+la,+,p+ rlm+2am+2p+. *. + hanpa 
Since rli = 0 for i = m + 2,m + 3,. , . , n and rim+ 1 = 1, we could write 
rip=a,+,, + a,,r,, + . . . + awrlp + rlp-l. (13) 
Substituting now values of rim, . . . , r1 p _ 1 from (12) and noting that a, f + 1 = 1 
and aiit2= aii+3= * * * = ajn = 0 for every i, one gets from (13) 
TlP ’ =am+lp+o,,ja,m+ ~ti~~~~) 
( 
m-l m-2 
+a,-+ amm--l+am--lm--l IZ ass+ IX ~0 
s=l i=l 1 
( 
m-1 
+G-,~ amm-2+am-lm-2 2 ass+am-2m-2 
s=l 
m-1 p-1 
a,,+a,_,p 2 as,+*.* + x yimePel 
s=l i=l 
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i 
m-l p-1 
+ amp-1 +a,_,p-1 x a,,+“* +ap-lp-1 
s=l 
iFl g-p-l+ pi2 g-p) 
i=l 
=%a+1p+%np 5 
77-l 
%+a 
s=l 
m-lp x1 YO 
m-2 P p-1 
+um_2a x y;+ ... +u,c yy-p-l+ -2 yin’-. 
’ i=l 
I , 
i=l i=I 
Thus the formula (5) holds good for every value of k from 1 to r~ 
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