The use of dynamic mathematical models to simulate the behaviour of environmental systems is common practice. However, the output of these models remains uncertain, despite their widespread use and long history of application. This uncertainty arises, amongst other factors, from errors in the data, randomness in natural processes, incorrect assumptions in the model structure with respect to the processes taking place in the natural system, and the inability of calibration procedures to unambiguously identify an optimal parameter set to represent the system under investigation. The latter two problems may be caused by the inability of the calibration procedure to retrieve sufficient information from the model residuals. In this paper, a new approach called Dynamic Identifiability Analysis is presented in order to partly overcome this limitation. A case study shows how the proposed methodology can be applied to increase the identifiability of parameters of a river solute transport model.
INTRODUCTION
River water quality modelling is a fundamental tool in water resource and environmental studies concerned with an effective application of river water quality management and control (e.g. Orlob 1981; Thomann & Mueller 1987; Chapra 1997) . Accurate solute transport modelling underpins all river water quality models and therefore, over the last two decades, research has been concerned with the development of a more appropriate model structure to represent solute transport in natural channels. The distributed Transient Storage (TS) model structure (Bencala & Walters 1983; Jackman et al. 1984; Wö rman 2000) , which appeared as a modified version of the commonly used Advection Dispersion Equation (ADE) (Taylor 1954) , can accurately represent solute transport processes in rivers subject to transient storage or dead-zone effects under steady flow conditions. Recently, the TS model structure has become more popular and widely used via the One-dimensional Transport with Inflow and Storage model structure (OTIS) (Runkel 1998) .
However, it is currently not possible to estimate solute transport parameters reliably from hydraulic variables and channel characteristics, and therefore, successful application of the TS model requires the estimation of model parameters for each particular river stretch of interest, for example using data from tracer experiments. The dependence on tracer experiments presents complications as not all tracer experiments provide good excitations for system identification and parameter estimation purposes and the implementation of an appropriate experimental design is generally required (e.g. Wagner & Harvey 1997) .
In addition, problems of the lack of identifiability of model parameters estimated from tracer data, using currently available optimisation methods based on a single performance criterion, may be frequently encountered (e.g. Lees et al. 2000; Harvey & Wagner 2000; Camacho 2000) .
In this paper a dynamic approach to the identification of reliable solute transport models, i.e. model structure and parameter set combinations, is investigated, ultimately leading to an improved predictive ability of solute transport models. It is believed that a general modelling methodology for dynamic solute transport prediction in rivers needs a sound integrated modelling framework. This modelling framework should incorporate objective methods of system identification and parameter estimation, and elements of uncertainty analysis to quantify the prediction ability of the models.
It is important to stress that the identifiability procedure used here is not restricted to use with solute transport or water quality model structures. Wagener et al. (2001c) developed this approach as a generic tool applicable to any dynamic conceptual model structure in which at least some of the model parameters must be identified from measured system input and output data (Wheater et al. 1993) .
IDENTIFICATION OF DYNAMIC CONCEPTUAL MODELS Background
A general conceptual dynamic model can be written in mathematical form as
where I is a matrix of system inputs, t is the time step, O is a parameter vector or parameter set, g(·) is a collection of usually non-linear functions and ŷ is the simulated system output at time step t using parameter set O. The aim of the calibration procedure is to estimate the parameter set O that represents best the characteristics of the natural system investigated. The calibration procedure is often supported by an automatic search algorithm, which makes the task less time consuming and can, with an appropriate procedure, allow for the estimation of parameter uncertainty and interactions.
The prediction ability obtained with a specific parameter set is typically measured by analysing the model's residuals e, i.e. the distance between simulated and observed time series, which can be calculated as follows:
where y(t) is the observed system output. 
where s (a) The partitioning can be based on experience with a specific model structure (Wheater et al. 1986; Harlin 1991) . Only periods during which a parameter is of particular importance are selected for its calibration.
However, this approach is subjective and requires experience with a specific model structure. (d) The observed system output can also be segmented purely based on similarities in the data using methods like cluster (Boogaard et al. 1998 ) or wavelet analysis. These approaches require an additional step to create a link between identified periods and model parameters.
The problem with all these approaches is that they are either subjective ((a) and (b)), difficult to use in a global optimisation procedure (c), or only solve part of the problem (d), i.e. no link to model components and therefore parameters. It is believed that an approach, which is independent of a specific model structure or time series, accounts for the problem of local minima and uses the strengths of the methods described above, could be highly advantageous. The objective is to develop a calibration and analysis methodology that maximises the use of the information available in the residuals.
Dynamic identifiability analysis
A new method, introduced here, is an extension to the popular Regional Sensitivity Analysis (RSA) method of estimating the sensitivity of the model output to changes in the parameter values . The version used here is based on an investigation of the sensitivity of a parameter distribution when it is conditioned on a given measure of performance, i.e. OF, as introduced by Beven & Binley (1992) . Deviations from an initially uniform distribution, and differences between those parts of the distribution performing well and poorly, indicate the sensitivity of the model response to changes in the parameter.
This approach is extended to measure the changing levels of parameter identifiability over time in a method called DYNamic Identifiability Analysis (DYNIA) (Wagener et al. 2001c) , which consists of the steps shown in Figure 1 . An objective function, e.g. the mean absolute error, is calculated, not over the whole calibration period but as a running mean over a selected window size. The cumulative distribution of the best performing percentile Additionally, the 90% confidence limits can be added to the DYNIA plot. These will be narrow in periods where the parameter is identifiable and wide otherwise. A measure of one minus the normalised distance between the confidence limits can be used to quantify these differences. A small value of this measure, resulting from narrow confidence limits, indicates that this data period contains information about the analysed parameter. These plots are therefore subsequently referred to as information content plots.
THE TRANSIENT STORAGE MODEL Model structure
Comprehensive presentations of the TS model structure are given by Bencala & Walters (1983) and Runkel (1998) . 
where N is the number of observations, c k is the observed 
In the OTIS-P model an adaptive NLS technique that minimises RSS(O |) using an iterative procedure (Dennis et al. 1981 ) is applied. The iterative procedure continues until either a criteria based on the relative change in the parameters or a criteria based on the change in the residual sum of squares is met (Runkel 1998) . 
APPLICATION EXAMPLE River Mimram tracer experiment
Camacho (2000) 
Results and discussion
The analysis performed here is based on 1000 parameter sets, uniformly sampled from the feasible parameter space.
The difficulty of identifying the correct parameter set for the transient storage model structure, i.e. those parameters which represent the characteristics of the natural system under investigation, is demonstrated by the scatter plots in shows a clear peak. However, it has to be considered that this is a univariate analysis and that some structure of the response surface may be lost by the projection into a single parameter dimension (Beven 1998) .
The same 1000 parameter sets were input into the 
CONCLUSIONS
The estimation of parameters of dynamic, conceptual environmental or hydrological models is a difficult 
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