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This thesis studies the stability analysis and distribution control of systems with random
parametric uncertainties. Parametric uncertainties are common in natural and man-made
systems due to inaccurate modeling, manufacturing di®erences, noisy measurements, or
changes in operating conditions, etc. It is important to study the e®ects of the uncertainties
on the performance of these systems, and to analyze the stability and design controllers
accordingly.
Many research e®orts have been made to analyze and design systems with paramet-
ric uncertainties, from robust control to stochastic control. This thesis is set under the
framework of the generalized polynomial chaos (gPC) theory with the aid of orthogonal
polynomials. Using gPC theory, it is su±cient to study only the system of gPC expansion
coe±cients, and deterministic control theory results can be readily applied. Compared to
other works using gPC theory, the novelty of this thesis is that it attempts to interpret the
e®ects of the random uncertainties in terms of the mutual in°uence between the nominal
dynamics of the original system and the variations caused by the uncertainties, instead of
just a numerical analysis.
This thesis begins with the analysis of the relatively simple case of systems with a
single uncertain parameter, which forms the foundation of subsequent analysis. Next, the
analysis is extended to the more complicated case of systems with multiple uncertainties.
Su±cient conditions for asymptotic stochastic stability are derived, and are further analyzed
with two special cases of uncertainties following uniform and Beta distributions. Finally, the
distribution control of system state is studied. This is inspired by applications which require
the control of the probabilistic distribution of the system output, for example, paper making
industry. Convergence in distribution could be achieved through the convergence of the gPC
coe±cients of the system states to those of the desired random variables. Control algorithms
with integral action are proposed for two types of desired random variables. Through our
work, we provide a new approach for studying systems with parametric uncertainties, and
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Throughout this thesis, the following notations and conventions have been adopted:
j ¢ j Euclidean vector norm.
k ¢ k Euclidean matrix norm.
< ¢; ¢ > inner product of the Hilbert space spanned by orthogonal polynomials.
In, I1 n¡dimensional and in¯nite-dimensional identity matrices.
R set of real numbers.
Rn set of n-dimensional real vectors.
R+ set of non-negative real numbers.
R! set of in¯nite-dimensional real vectors.
N the set of all natural numbers including 0 or the set of natural numbers
from 0 to a ¯nite integer N .
K class of all continuous positive-de¯nite and ascending functions.
­ sample space.
F the ¾-algebra of the subsets of ­.
P probability measure.
(­;F ; P ) a probability space.
E[¢] ensemble average or expectation with respect to a probability
distribution.




¢ a R-valued random variable.
¢ Rd-valued random vector.
¢1, ..., ¢d mutually independent random variables in ¢.
d number of the uncertain parameters.
F¢(±), F¢(±) cumulative probability function of ¢ and ¢.
F¢k(±k) marginal cumulative probability function of ¢k.
f¢(±), f¢(±) probability density function of ¢ and ¢.
f¢k(±k) marginal probability density function of ¢k.
¹ mean value of ¢ or ¢.
¹k mean value of the k-th random variable ¢k.
¾2 variance of ¢.
¡^p space of all polynomials in ¢ of degree less than or equal to p.
¡p set of all polynomials in ¡^p that are orthogonal to ¡^p.
Ái(¢) the i-th uni-variate orthogonal polynomial in ¢.
©i(¢) the i-th orthogonal polynomial in ¢.
Áki (¢k) uni-variate orthogonal polynomial of degree ik in the k-th random
variable ¢k.
°(¢) a real positive measure associated with the family of orthogonal
polynomials fÁi(¢)g.
w(¢) weighting function or weight function of the measure °(¢).
w(¢) weighting function or weight function of ©i(¢).
h2i the normalization constant of the i-th orthogonal polynomial.
Ai, Bi, Ci recurrence coe±cients associated with Ái(¢).
e^ikj a constant generated from Ái(¢), Ák(¢) and Áj(¢).
ªk in¯nite-dimensional matrix with the ij-th element being e^ikj .
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Stability analysis and controller design of systems with parametric uncertainties have been
an active research area in system and control theory. Parametric uncertainties are common
in natural and man-made systems, where the governing physics is known, but the parameters
are not known exactly. For example, modeling errors may occur when the model of the
system is obtained from system identi¯cation processes; slight variations in parameters
may be introduced from manufacturing uncertainties; and parameters may vary due to
wear-out in system components over a long period or changes in the operating conditions.
These uncertainties can cause signi¯cant degradation to system performance if not handled
properly. In order to achieve satisfactory performance in the presence of these variations,
it is important to analyze the stability and design controllers for systems with parametric
uncertainties.
1.1.1 Robust Stability and Control Theory
Systems with bounded uncertainties have been studied extensively in the robust stability
and control theory, for example, H2 and H1 control [2, 3], quantitative feedback theory
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[4, 5, 6], ¹-analysis and linear fractional transformation [7, 8], etc, wherein the uncertainties
are assumed to be both parametric and unstructured. More detailed discussions on this topic
can be found in the special issue on robust control of Automatica [9].
In this thesis, we focus on linear time-invariant systems with real parametric uncertain-
ties. In this area, stability of interval polynomials (i.e. polynomials whose coe±cients are
bounded within known intervals) has been an important area of study. The well-known
Kharitonov Theorem [10] provides a simple test for the Hurwitz stability of an interval
polynomial by checking the Hurwitz stability of four specially constructed polynomials.
This theorem was later extended to the "Edge Theorem" [11] which studied problems with
a±ne-dependent uncertain parameters. This theorem showed that it su±ces to check the
stability of one-dimensional exposed edges. For interval polynomials with more complicated
dependence relations, a survey report can be found in [12]. The study of the stability of
interval polynomials has led to extensions of classical control techniques in the frequency
domain, see for example references [13, 14, 15, 16].
In state space, when the parametric uncertainties enter the system linearly, the trans-
formation matrices of the system can be represented by interval matrices (matrices whose
elements are bounded within known intervals). Robust stability of interval matrices has
been studied in many literatures, for example, references [17, 18, 19, 20, 21], where various
tests for checking the robust stability of interval matrices were proposed. However, there is
no uni¯ed approach available to solve this problem.
Another important research area for dealing with uncertainties is robust optimization.
Started by Taguchi's robust design methodology in quality engineering [22], robust optimiza-
tion theory gained popularity through the works by Ben-Tal and Nemirovski [23, 24, 25],
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El-Ghaoui and Lebret [26], El-Ghaoui et al [27] and Bertsimas and Sim [28]. It can account
for a wide variety of uncertainties, such as uncertainties from changing operation conditions,
production tolerances, actuator imprecision, measuring and approximation errors and fea-
sibility uncertainties [29]. This theory aims at ¯nding the right design parameters which
can both optimize the performance speci¯cations and reject the in°uences of these uncer-
tainties. In practice, the methods of performing robust optimization include mathematical
programming [30], deterministic nonlinear optimization [31], direct search methods [32] and
evolutionary computation [33]. A comprehensive review on this theory can be found in [29].
However, focused on the design of parameters, robust optimization theory cannot provide
an analytical prediction for the e®ects of the uncertain parameters on the stability of the
system. Therefore, we need to look for approaches which could address this issue.
1.1.2 Probabilistic Robust Control Theory
In the above robust control results, the parametric uncertainties are assumed to be uniformly
distributed in the given bounded intervals, and only the worst-case scenario is considered,
which causes the results to be rather conservative. However, in practice, most uncertainties
possess some probabilistic properties and the statistical information on these properties can
be obtained statistically. For example, the wingspan of airplanes of the same model can
vary, but it is reasonable to assume that it can be seen as a random variable following
certain distributions. This additional information on the probabilistic properties of the
uncertainties could help to develop less conservative results and gain more insights into the
mutual in°uences between system dynamics and the stochastic parameters. This has given




Under the framework of probabilistic robust control, the notion of probabilistic robust-
ness was proposed [34, 35, 36]. By combining robust control with probabilistic information,
the robustness margin can be enlarged at a small well-de¯ned level of risk, and controllers
can be designed with respect to the distributions of the uncertainties. Overall, probabilistic
robust control is more practical and produces less conservative results compared to designs
which only consider the ranges of the uncertainties.
In the area of stochastic control, probability theory has also been applied [37, 38, 39, 40]
to stochastic equations of motion from Ito^'s formula [41]. This theory studies deterministic
systems of which the inputs are stochastic processes, e.g. white noise processes, without
considering parametric uncertainties. Besides, it should be noted that, in robust optimiza-
tion theory, although early results only consider non-stochastic uncertainties with known
ranges, to reduce the conservativeness, distributional properties such as the mean, support
and variance of the uncertainties are also considered in stochastic optimization problems
discussed in later results [42, 43, 44, 45].
In probabilistic robust control, researchers adopt a di®erent approach, i.e. sampling-
based methods, e.g. Monte-Carlo methods [46, 47], to approximate the distribution of the
uncertainties. This is achieved by generating a large amount of samples of the uncertainties
according to their distribution functions, and perform simulation and analysis for each sam-
ple. Stengel introduced the concept of probability of stability in [48] and ensured robustness
and stability in a probability sense [49]. In a similar way, Barmish et al [34, 35, 36] studied
systems with parametric uncertainties in frequency domain, and showed that the robustness
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margin could be increased at a small risk. However, these analysis were restricted to multi-
dimensional uniformly distributed uncertainties. To overcome this restriction, the approach
of randomized algorithms was proposed [50], which utilizes random search and uncertainty
randomization for probabilistic robustness analysis and controller design. In [51], the au-
thors studied randomized algorithms for probabilistic robustness of systems described by
a general linear fractional transformation model. Polyak and Tempo [52] studied proba-
bilistic robust design with guaranteed worst-case cost with bounded uncertain parameters.
Randomized algorithms are also applied to the gain synthesis and robustness analysis for
the control of mini unmanned aerial vehicles [53], which are subject to uniform or Gaus-
sian uncertainties. A comprehensive survey of the application of probabilistic methods for
controller design can be found in [54].
1.1.3 Generalized Polynomial Theory
Sampling based methods are very e®ective for probabilistic robust control theory. However,
due to the large amount of samples needed for analysis, they are also quite computationally
expensive. Therefore, non-sampling based approaches, which demand less computation,
become an alternative for the study of probabilistic robust control. Generalized Polynomial
Chaos (gPC) theory is one of such methods. Introduced byWiener [55], gPC theory provides
a spectral expansion for stochastic processes on the basis of orthogonal polynomials, which
are complete basis on the Hilbert space of the support of the uncertainties [1]. It has been
shown that gPC expansion can converge to any stochastic process with ¯nite variance in
the L2 sense [56], thus gPC theory is a good assumption for such processes.
One of the bene¯ts of the gPC framework is that stochastic systems can be transformed
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into deterministic systems of the gPC expansion coe±cients, since the dynamics of the
stochastic process is governed solely by the trajectories of the deterministic gPC expansion
coe±cients. Therefore, deterministic control theories can be readily applied, without the
troubles of dealing with the otherwise di±cult stochastic systems. Moreover, the trajectories
of the gPC coe±cients can be obtained after a single round of calculation or simulation.
Therefore, the computational burden is greatly reduced. It has been shown that gPC based
methods are computationally advantageous compared to sampling based methods [1, 57].
Due to these reasons, gPC theory has become a popular tool for the analysis and design
of stochastic systems. Applications of gPC theory include uncertainty quanti¯cation [58],
random oscillator [59], stochastic °uid dynamics [57, 60, 61], and solid mechanics [62, 63].
There have been many applications of gPC in system and control theory as well, which was
¯rst discussed by Hover and Triantafyllo [64] for the stability analysis and controller design
of nonlinear system with Gaussian uncertain parameters. Nagy and Braatz [65] analyzed
the robustness of open-loop optimal control solution for nonlinear systems, but stochastic
stability and controller design were not discussed. Li and Xiu [66] proposed Kalman ¯lter
design algorithms based on gPC theory. In particular, Fisher et al [67, 68] analyzed the
stochastic stability and proposed linear quadratic regulator design algorithms for systems
with parametric uncertainties by extending the Lyapunov theory to the system of the gPC
expansion coe±cients of the original states.
1.2 Contents of This Dissertation
In this thesis, we study the stability analysis and distribution control of stochastic systems
under the framework of gPC theory. In particular, we assume that the systems are linear,
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time-invariant and contain random parametric uncertainties. The parametric uncertainties
are assumed to be mutually independent and enter the system linearly. Through our work,
we wish to investigate the in°uences of both the structure of the original system and the
random uncertain parameters on the stability and performance of the system, and demon-
strate the application of this ¯nding to the control of the probability distribution of the
system states.
The main contribution of this thesis is the application of the gPC theory to the analysis
and control of systems with random parametric uncertainties. The subsequent contents of
this thesis are organized as follows: Chapters 2 and 3 study the stability analysis of systems
with random parameters. In particular, Chapter 2 serves as an illustration of applying gPC
expansion theory to stability analysis. For this purpose, in this chapter, a brief overview
of gPC expansion theory is ¯rst provided and the system is assumed to have only one
uncertain parameter. The procedure of modeling the linear system in gPC expansion is
then outlined, and it is proved that the asymptotic stability of the the higher-dimensional
system formed by the gPC coe±cients is equivalent to the asymptotic stochastic stability
of the original systems. A su±cient condition for the asymptotic stability of the higher-
dimensional system is derived using Lyapunov theory, which in turn implies the stochastic
stability of the original system. Numerical examples with uniform distribution and Beta
distribution are presented to illustrate the results.
Chapter 3 investigates the stability analysis of systems with multiple mutually inde-
pendent stochastic parametric uncertainties of arbitrary distribution. Similar to the single
7
Chapter 1. Introduction
uncertainty case, the original system is transformed to a deterministic system of the gPC ex-
pansion coe±cients of the original state variables, and a su±cient condition for the stochas-
tic stability of the original system is derived. This condition can be made more speci¯c if
the type of distribution of the uncertainties is known. Therefore, two special cases of the
uncertainties following uniform and Beta distributions are studied, and stability conditions
are derived respectively. We will show that the stability condition is dependent on both the
nominal dynamics of the original system and the range of variation of the uncertainties.
Chapter 4 focuses on the controller synthesis for systems with parametric uncertainties.
The control objective is to control the state variables to converge in distribution to desired
reference random variables. This is achieved by the convergence of the gPC coe±cients of
the state variables to those of the reference variables using integral control. Two types of
reference variables are considered: variables which can be represented as polynomials of
the parametric uncertainties and general variables. Algorithms for controller design with
integral action are presented. Numerical examples are shown to illustrate the results.
Finally, Chapter 5 concludes this thesis and discusses the limitations of the current work.
Based on that, possible directions for future works are proposed. Appendix A presents some
additional knowledge on orthogonal polynomials and gPC theory which are not included in
the main text.
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Chapter 2
Stability Analysis of Systems with
A Single Uncertain Parameter
In this thesis, we study the stability analysis and controller design of systems with random
parametric uncertainties under the framework of generalized Polynomial Chaos (gPC) ex-
pansion theory. This theory provides a spectral expansion of the stochastic process de¯ned
by the system dynamics, on the basis of orthogonal polynomials in the uncertain parame-
ters. The expansion coe±cients then form a deterministic system and deterministic stability
and control theories can be applied. The main di®erence between our analysis and other
results using gPC expansion theory is that all the terms in the gPC expansion are kept up to
in¯nity, instead of a ¯nite truncation. This chapter serves as an illustration of applying gPC
expansion theory to the study of systems with random parameters. For this purpose, we
will ¯rst provide a brief overview of gPC expansion theory, and then focus on the stability
analysis of the relatively simple case of systems with a single uncertain parameter.
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2.1 Introduction
Generalized Polynomial Chaos (gPC) theory is a recently developed method to study sys-
tems with uncertainties. It is a generalization of the classical polynomial chaos theory and
can be viewed as an extension of Volterra's theory of nonlinear functionals for stochastic
systems [69, 70]. In this theory, the uncertainties are treated as random variables and
the system solution is represented spectrally in the random space spanned by orthogonal
polynomials in the random parameters. The original stochastic system is then transformed
into a deterministic system of the expansion coe±cients, which are easier to analyze than
stochastic systems. Therefore, gPC theory has become a popular method when studying
stochastic systems.
The concept of Polynomial Chaos was ¯rst introduced by Wiener [55]. Stochastic pro-
cesses with Gaussian random variables are represented as a spectral expansion on Hermite
polynomials, which are orthogonal with respect to the probability density function of Gaus-
sian random variables. The Cameron-Martin theorem [56] later proved that this polynomial
chaos expansion can converge to any stochastic process with ¯nite variance in the L2 sense.
Therefore, Polynomial Chaos can be used to approximate any second-order random pro-
cesses and has been applied to study stochastic systems in [69].
Xiu and Karniadakis [1] extended this spectral expansion to a group of hypergeometric
polynomials from the Askey scheme [71, 72], where the polynomials are orthogonal with
respect to several well-known probability distributions. These polynomials, together with
the probability distributions, form theWiener-Askey scheme, and the expansion is called the
generalized Polynomial Chaos (gPC) expansion. It was also shown that optimal convergence
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rate can be achieved by matching di®erent distributions with orthogonal polynomials chosen
from the Wiener-Askey scheme [1]. Distributions not included in the Wiener-Askey scheme
were also studied as generalizations of this theory, see for example extension to arbitrary
distributions [73, 74], adaptive gPC [75] and time-dependent gPC [76].
gPC expansion theory has been applied to the stability analysis and controller design
for systems with random parametric uncertainties, see for example, stability analysis and
control with Gaussian random variables [64], linear quadratic regulator [68], PID controller
design [77], etc. One common feature of these results is that the gPC expansion is truncated
at a ¯nite term and becomes an approximation of the random variable it represents. Al-
though the computation burden with increasing number of terms could be avoided, this also
introduces errors between the actual stochastic solution and the truncated gPC expansion.
To the best of our knowledge, there has not been any analytical estimations of the magni-
tude, thus the dynamics of expansion coe±cients become inequivalent to the dynamics of
the original stochastic system. On the other hand, the accuracy of gPC expansion improves
in some metrics as additional terms are added [78]. Therefore, in our analysis, all terms in
the gPC expansion are kept.
Besides, it is still not quite clear how the structure of the original system and the random
uncertain parameters can in°uence each other. Therefore, although exactly calculating an
in¯nite number of expansion terms may be unrealistic, it is still non-trivial to question
what conclusions we can draw by keeping all terms in the expansion. We have in mind the
following two questions: 1) what properties of the original stochastic system are necessary
for the determination of its stability? 2) Will these properties change if the distribution of
random uncertain parameters changes? Some properties of orthogonal polynomials, such as
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recurrence relations, can be used to analytically represent the in¯nite-dimensional system
of the expansion coe±cients in an interconnected way, hence providing a way to analyze its
properties. Through our analysis, we aim at answering these questions as an attempt to
provide an insight of the mutual in°uence of the system structure and the distribution of
random parameters.
The main purpose of this chapter is to illustrate the use of gPC expansion theory in
system analysis, thus we will only consider systems with only one uncertain parameter. The
more complicated case of multiple parameters will be discussed in the next chapter. The
contents of this chapter are thus organized as follows: ¯rstly, a brief overview of uni-variate
gPC theory is presented in Section 2.2; Next, the problem is formulated in Section 2.3
and the procedure of converting the original system to the system of expansion coe±cients
is described in Section 2.4; Section 2.5 establishes that the in¯nite-dimensional system
of coe±cients has a unique solution and presents a su±cient condition for the asymptotic
stability of the original system in the presence of an uncertain parameter. Finally, numerical
examples with uniform and Beta distributions are presented to illustrate the results.
Notations: Let n denote a positive integer. In and I1 denote the n-dimensional and
the in¯nite-dimensional identity matrices. In this thesis, the following de¯nitions of norms
will be used. For all n-dimensional vectors x 2 Rn, j ¢ j1, j ¢ j2 and j ¢ j1 denote the 1-norm,









jxj1 , max(jx1j; : : : ; jxnj):
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The relationship of the above three norms is
jxj1 · jxj2 · jxj1 ·
p
njxj2: (2.1.1)
Corresponding to the p-norms for vectors, the induced p-norm on the space of n-by-n






; x 2 Rn:
By this de¯nition, induced matrix norms of square matrices are compatible with the corre-
sponding p-norms of vectors, i.e.
jAxjp · kAkpjxjp
for all A 2 Rn£n and x 2 Rn. Note that 1p
n
kAk1 · kAk2 ·
p
nkAk1 [79]. When no
subscript is speci¯ed, jxj and kAk denote general vector or matrix norms.
2.2 Preliminaries: Uni-Variate gPC Theory
In this section, we present a brief overview of orthogonal polynomials and uni-variate gPC
theory. We mainly focus on information related to our analysis and controller design. For
a more detailed account on orthogonal polynomials and gPC theory, the reader is referred
to Appendix A of this thesis, or the paper by Xiu and Karniadakis [1], and the books
[80, 81, 82, 83, 84, 85] on orthogonal polynomials, and numerical analysis.
2.2.1 Uni-Variate Orthogonal Polynomials
Let Ái(¢), i 2 N , N = f0; 1; 2; : : :g or N = f0; 1; 2; : : : ; Ng, ¢ ½ R, denote a polynomial
of degree i in a real variable ¢. A family of polynomials fÁi(¢)g are said to be orthogonal
13
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with respect to a real positive measure °(¢) if they satisfy
Z
D(¢)
Ái(¢)Áj(¢)d°(¢) = h2i ±ij ; 8i; j;2 N (2.2.1)
where D(¢) is the support of °(¢), ±ij is the Kronecker delta, i.e.
±ij =
8<: 0; i 6= j;1; i = j; (2.2.2)





In general, °(¢) has a constant weighting function w(¢) or discrete weight values w(¢k)
at points ¢k. Therefore, the orthogonality relation (2.2.1) becomes
Z
D(¢)
Ái(¢)Áj(¢)w(¢)d¢ = h2i ±ij (2.2.4)
for continuous-valued ¢, or
NX
k=1
Ái(¢k)Áj(¢k)w(¢k) = h2i ±ij ; (2.2.5)
for discrete-valued ¢. Note that N in the above equation can either be ¯nite or N =1.
The orthogonal polynomials fÁi(¢)g form a complete orthogonal basis on the Hilbert
space of their corresponding support of ¢, with the inner product < ¢; ¢ > between two
functions p(¢) and q(¢) de¯ned as




for continuous-valued ¢, or
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for discrete-valued ¢. Therefore, the orthogonal relation (2.2.4) can also be written as
< Ái(¢); Áj(¢) > = h2i ±ij : (2.2.8)
The following properties of orthogonal polynomials fÁi(¢)g are important in subsequent
analysis [81, 82]:
(i) If p(¢) is a polynomial of degree less than i, then p(¢) is orthogonal to Ái(¢), i.e.
< p(¢); Ái(¢) > = 0: (2.2.9)
(ii) The orthogonal polynomials fÁi(¢)g satisfy a three-term recurrence relation:
AiÁi+1(¢) = (¢¡ Bi)Ái(¢)¡ CiÁi¡1(¢); (2.2.10)
where Ai, Bi and Ci are the recurrence coe±cients, Ai > 0 and Ci > 0. Let ®i be the leading








8<: arbitrary; i = 0;Ai¡1<Á2i>
<Á2i¡1>
; i > 0:
(2.2.13)
According to the above de¯nition, we have C1 = A0 < Á2i >. Generally, Á¡1(¢) and
Á0(¢) are set to 0 and 1, respectively, and the leading coe±cients ®i can be chosen to
match the distribution of the associated random variable ¢. Thus, subsequent orthogonal
polynomials Ái can be generated according to equation (2.2.10) recursively. For example,


















A0A1B1 ¡ C1: (2.2.15)
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2.2.2 Generalized Polynomial Chaos Expansion
Let (­;F ; P ) be a probability space, where ­ is the sample space, F is the ¾-algebra of the
subsets of ­, and P is the probability measure. Let ¢(!) : (­;F)! (R; B) be an R-valued
random variable, where ! is the random event, and B is the ¾-algebra of the Borel subsets of
R. ¢(!) can be either continuous-valued or discrete, with cumulative distribution function
F¢(±) = P (¢ · ±) and f¢(±). The mean value and variance of ¢ are denoted as ¹ and ¾2,
respectively. For simplicity of notation, we write ¢(!) as ¢ for short in the sequel.
Let ¡^p be the space of all polynomials in ¢ of degree less than or equal to p, and ¡p the
set of all polynomials in ¡^p that are orthogonal to ¡^p¡1. We call ¡p the polynomial chaos
of order p.
Wiener ¯rst introduced the concept of Homogeneous Chaos, which utilizes Hermite
polynomials to approximate Gaussian random processes [55]. Based on Wiener's theory,
Cameron and Martin showed that Hermite functionals can approximate any functionals with
¯nite second moment in L2, and will converge in the L2 sense [56]. Since most physical
processes satisfy the ¯nite second moment requirement, Hermite Chaos can be used to
expand any second-order process in orthogonal polynomials. Let X 2 L2(­; F; P ) denote a





where xi are termed as the expansion coe±cients, Hi(¢) is the Hermite polynomial in ¢ of
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which is exactly equal to the probability density function of a normal Gaussian random
variable.
When the uncertain input follows Gaussian distribution, the convergence rate of Hermite
Chaos is exponential, due to the orthogonality of Hermite polynomials with respect to the
probability distribution of the random input. However, when the input is non-Gaussian,
the convergence rate will be signi¯cantly degraded [1]. To overcome this problem, Xiu and
Karniadakis introduced a generalization of Wiener's Hermite-Chaos, which is the genera-
lized Polynomial Chaos [1]. It is shown that optimal convergence speed can be reached for a
group of hypergeometric orthogonal polynomials in the Askey-scheme. The Askey-scheme
[71, 72] is a classi¯cation of hypergeometric orthogonal polynomials, among which some
polynomials are orthogonal with respect to several well-known probability distribution.






where Ái(¢) denotes the i-th degree orthogonal polynomial from the Askey-scheme with
weighting function w(¢) equal to the probability density function or the probability mass
function of ¢. Table 2.1 shows some of the polynomials from the Askey-scheme and their
corresponding probability distributions.
Each family of orthogonal polynomials from the Askey-scheme form a complete basis in
the Hilbert space de¯ned by their support, thus the Wiener-Askey Chaos will converge to an
L2 functional in the L2 sense as well. Besides, due to the correspondence between orthogonal
polynomials in Askey-scheme and probability distributions, the inner products (2.2.6) and
(2.2.7) now becomes equal to the ensemble average with respect to the distribution of ¢,
17
Chapter 2. Stability Analysis of Systems with A Single Uncertain Parameter









Table 2.1: Correspondence between types of orthogonal polynomials and given distributions
of ¢
i.e.
< p(¢); q(¢) > = E[p(¢)q(¢)]; (2.2.19)
The orthogonality relations (2.2.4) and (2.2.5) then become
< Ái(¢); Áj(¢) > = E[Ái(¢)Áj(¢)] = E[Á2i (¢)]±ij ; (2.2.20)
Note that due to the orthogonality between Á0(¢) and Ái(¢), i 6= 0, the ensemble average
of Ái(¢), i 6= 0 is 0, i.e.
E[Ái(¢)] = < Ái(¢); Á0(¢) > = 0: (2.2.21)
Besides, according to the de¯nition of B0 in equation (2.2.12), we also have B0 = E[¢].
2.3 Problem Formulation
Consider the following uncontrolled system:
_x(t;¢) = A(¢)x(t;¢); x(0;¢) = c (2.3.1)
where x(t;¢) = [x1(t;¢); ¢ ¢ ¢ ; xn(t;¢)]T 2 Rn are the state variables, the initial condition
c 2 Rn is assumed to be deterministic, and the elements of the system transformation
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matrix A(¢) 2 Rn£n are functions of a random variable ¢, which has certain stationary
distribution. ¢ 2 D(¢) ½ R represents an uncertainty in the system parameters, and has





Uncertainties in system parameters may come from measurement errors, inaccurate
system identi¯cation or approximation. In most cases, a nominal value of the uncertainties
and a range of variation can be obtained. Therefore, we assume that the matrix A(¢) is
linear in ¢, i.e.
A(¢) = A0 +A1¢; A0; A1 2 Rn£n; (2.3.3)
where A0 represents the nominal value of the system matrix, and A1 represents the range
of variation of the uncertainty.
In this chapter, we are interested in ¯nding conditions on the asymptotic stability of
system (2.3.1) in the presence of only one uncertain parameter ¢. Since ¢ is assumed to
possess probabilistic characteristics, it is necessary to analyze the stability of system (2.3.1)
in a stochastic sense.
De¯nition 2.3.1. [40] The zero equilibrium point of system (2.3.1) is said to be stable in
the p-th moment if 8 " > 0, 9± > 0 such that
sup
t¸0
E[jx(t; c)jp] · "; (2.3.4)
for all c satisfying jcj · ±.
De¯nition 2.3.2. [40] The zero equilibrium point of system (2.3.1) is said to be asympto-
tically stable in the p-th moment if it is stable in the p-th moment and
lim
t!1E[jx(t; c)j
p] = 0; (2.3.5)
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for all c in the neighborhood of the zero equilibrium.
For linear autonomous systems, stability in moments is equivalent to almost sure sta-
bility [37, 40]. The following several sections are then dedicated to applying gPC theory in
the stability analysis of system (2.3.1).
2.4 Representation of Systems using gPC Expansion
Let xi(t;¢) and Aij(¢) denote the elements of x(t;¢) and A(¢), respectively. According








Aij;kÁk(¢); Aij;k 2 R: (2.4.2)
where the coe±cients xi;k and Aij;k are obtained via Galerkin projection onto fÁk(¢)g:
xi;k =




< Aij(¢); Ák(¢) >
< Ák(¢)2 >
; (2.4.4)





Through this expansion, the randomness is captured by the gPC basis functions fÁk(¢)g,
leaving xi;k and Ak deterministic. Since Ák(¢) is time-invariant, the trajectories of xi(t;¢)
are then entirely governed by the evolutions of the deterministic expansion coe±cients
xi;k(t). Therefore, we can study the system formed by xi;k(t), instead of the original stochas-
tic system (2.3.1). Substituting (2.4.1) and (2.4.5) back into (2.3.1), the dynamics of xi(t;¢)
20












for i = 1; 2; : : : ; n. Taking the inner product < ¢; Ál(¢) > to both sides of (2.4.6), we can
obtain







Aij;kxj;q(t) < Ák(¢)Áq(¢); Ál(¢) >; (2.4.7)
due to the orthogonality between the family of polynomials fÁi(¢)g. The deterministic ex-
pansion coe±cients _xi;l(t), xj;q(t) and Aij;k can be taken out of the inner product. Therefore,












. De¯ne the following in¯nite-dimensional matrix ªk as
ªk =
266666666664
e^0k0 e^0k1 ¢ ¢ ¢ e^0kn ¢ ¢ ¢






e^nk0 e^nk1 ¢ ¢ ¢ e^nkn ¢ ¢ ¢
...
...
. . . . . . . . .
377777777775
; k = 0 and 1:
Then we can construct the augmented system of xi;l(t), l = 0; 1; 2; : : :, as
_x(t) = Ax(t); x(0) = c; (2.4.8)





with Ak , [Aij;k], k = 0; 1, given by




A1 = A0A1; (2.4.11)
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and we have
R! = Rn £ Rn £ ¢ ¢ ¢ ;
x = [xT0 x
T
1 ¢ ¢ ¢ ]T 2 R!;
xi = [x1;i x2;i ¢ ¢ ¢ xn;i]T 2 Rn;
c = [cT0 c
T
1 ¢ ¢ ¢ ]T 2 R!;
ci = [c1;i c2;i ¢ ¢ ¢ cn;i]T 2 Rn;
where R! is the topological product of Rn. The last equality in equation (2.4.11) is due
to the de¯nition of C1 in (2.2.13). Note that the initial condition of the augmented system
(2.4.8), c, is also obtained via Galerkin projection of c onto fÁi(¢)g:
ci =
< c; Ái(¢) >
< Á2i (¢) >
: (2.4.12)
Because c is deterministic, its expansion coe±cients are zero except the one corresponding
to Á0(¢), i.e.
ci =
8<: c; i = 0;0; i > 0: (2.4.13)
The evaluation of e^lkq, k = 0; 1, can also be done. When k = 0, Á0(¢) = 1, thus,
e^l0q = ±lq and ª0 becomes the in¯nite-dimensional identity matrix, i.e. ª0 = I1. When




A0 < Á2l >
(< Ál;¢Áq > ¡B0 < Ál; Áq >) (2.4.14)
=
1
A0 < Á2l >
£




A0 [Al±l;q+1 + (Bl ¡ B0)±lq + Cl±l;q¡1] :
22
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The second equality in the above equation is due to the recurrence relation (2.2.10):
¢Áq(¢) = AqÁq+1(¢) + BqÁq(¢) + CqÁq¡1(¢); (2.4.15)
Further simpli¯cation of equation (2.4.14) gives that
e^l1l =
Bl ¡ B0
A0 ; e^l1(l+1) =
Cl+1
A0 ; e^l1(l¡1) =
Al¡1
A0 ;
and e^l1q = 0 if q > l+ 1 or q < l¡ 1. This shows that the in¯nite matrix ª1 is tridiagonal,
i.e. the elements of ª1 are all zero except those on the main diagonal, the ¯rst diagonal
below it, and the ¯rst diagonal above it.
Therefore, by substituting all related expressions into equation (2.4.9), we can obtain:
A =
266666666664
A0 + B0A1 C1A1 0 0 ¢ ¢ ¢
A1 A0 + B1A1 C2A1 0 . . .
0 A1A1 A0 + B2A1 C3A1 . . .
0 0 A2A1 A0 + B3A1 . . .
...
. . . . . . . . . . . .
377777777775
: (2.4.16)
Remark 2.4.1. In system (2.4.8), both x and A are in¯nite-dimensional. Therefore, the
n-dimensional stochastic system (2.3.1) is converted into an in¯nite-dimensional determin-
istic system. This formation is di®erent from existing literature on gPC expansion and
application, where the gPC expansion is truncated at a ¯nite term p. That is, the gPC








Aij;kÁk(¢); Aij;k 2 R: (2.4.18)
The truncation order p is determined by the number of uncertain parameters, d, and the
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The truncated gPC expansions (2.4.17) and (2.4.18) are only approximations of x(t;¢) and
A(¢), and the resultant augmented system becomes ¯nite-dimensional. Truncation pro-
vides an e±cient analysis method and avoids the di±culty of in¯nite-dimensional systems.
However, it also introduces truncation errors, which can only be reduced by increasing
truncation terms. Moreover, truncation errors cause the augmented system of expansion
coe±cients to be inequivalent to the original system, which weakens the validity of the
results obtained based on gPC expansion theory. Therefore, to obtain a more accurate
stability result, it is bene¯cial to investigate the evolutions of all the expansion coe±cients,
as shown in the next proposition on the relation of the stability de¯nitions of the original
system and the augmented system of gPC coe±cients.
For the in¯nite system (2.4.8), we have the following stability de¯nitions:
De¯nition 2.4.1. [86] The zero equilibrium of system (2.4.8) is stable with respect to a
set D if for any " > 0 and any integer J0 ¸ 0, there exists ± > 0 and an integer J1 ¸ 0
such that when c 2 D and jcij < ± for all 0 · i · J1, then jxi(t; c)j < " for all t ¸ 0 and
i = 0; 1; : : : ; J0.
De¯nition 2.4.2. [86] The zero equilibrium of system (2.4.8) is asymptotically stable with
respect to D if it is stable with respect to D and if for any initial condition c 2 D, the
solution x(t; c)! 0 as t!1.
The next proposition shows that the asymptotic stability of system (2.3.1) is equivalent
to that of system (2.4.8).
Proposition 2.4.1. The origin of system (2.3.1) is asymptotically stable in all the moments
if and only if system (2.4.8) is asymptotically stable.
Proof: For simplicity, we only prove the case when x(t) is a scalar. This proof can be
easily extended to higher-dimension case.
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. Take ensemble average on both sides of the above inequality.
The p-th moment of xN (t) thus satis¯es


















jxk1 ¢ ¢ ¢xkp j £
Z
D(¢)
jÁk1(¢) ¢ ¢ ¢Ákp(¢)jf(¢)d¢;
since jxk1 ¢ ¢ ¢xkp j is deterministic. If system (2.4.8) is asymptotically stable, it implies that
x(t)! 0 as t!1. Thus, xN (t;¢) is bounded, and limt!1 xk = 0 for all k. Consequently,
limt!1mNp (t) = 0 for all N and p.
By the de¯nition of gPC expansion, we have
lim
N!1
xN (t) = x(t): (2.4.21)
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Then limt!1mp(t) = 0 as well, x(t;¢) is bounded and (2.3.5) is satis¯ed.
Necessity: Assume that system (2.3.1) is asymptotically stable in all the moments. Then
the second moment of x(t;¢) converges to 0 as well, i.e. m2(t)! 0. Substituting the gPC




























Since < Á2k > is positive for all k, it follows that limt!1 x
2
k = 0 for all k 2 N . Thus,
system (2.4.8) is asymptotically stable. 2
Remark 2.4.2. The su±ciency part of Proposition 2.4.1 comes from Proposition 1 of
the paper [68], which only provided a su±cient condition. With the in¯nite-dimensional
representation of the original system, we are able to extend it to the necessity part.
Remark 2.4.3. Note that in order for all xi to be bounded, it is necessary that all Ai, Bi
and Ci are bounded. However, if truncation is used, this requirement is not necessary.
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2.5 Asymptotic Stability Analysis
System (2.4.8) belongs to the class of in¯nite-dimensional systems, which have been stud-
ied extensively using semigroup and operator theories. For an introduction, the reader is
referred to the books [87, 88, 89, 90]. There are many results on the spectrum of in¯nite-
dimensional matrices as well, see for example, references [91, 92, 93], especially papers
[94, 95, 96, 97, 98] on tridiagonal in¯nite-dimensional matrices. However, the structure of
matrix A is more complicated than the matrices studied in these papers, and hence these
results are not suitable to apply to the stability analysis of system (2.4.8).
On the other hand, the tridiagonal structure of the matrix ª1 implies that the dynam-
ics of xi(t) in system (2.4.8) are dependent on a ¯nite number of neighboring expansion
coe±cients only. This special structure resembles the interconnected systems or composite
systems, which are systems consisting of ¯nitely or in¯nitely many subsystems interacting
with each other. For a general overview on interconnected systems, see the book [99] and
the special issue on large scale systems by IEEE Transactions on Automatic Control [100].
There have been many results on the stability of interconnected systems as well, see for
example references [101, 102, 103], paper [104] on input-output stability, [105] on internal
stability and [106] on robust stability.
System (2.4.8) can be viewed as an interconnected system with countably in¯nitely
many subsystems. The well-posedness and stability of such systems have been studied in
papers [86, 89, 107, 108, 109]. In this chapter, we will develop our results based on the work
in [86] using Lyapunov function theory.
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The dynamics of system (2.4.8) can be decomposed into the following form:8<: _xi = ¥ixi +Ai¡1A1xi¡1 + Ci+1A1xi+1; i = 1; 2; : : : ;_x0 = ¥0x0 + C1A1x1; (2.5.1)
where
¥i , A0 + BiA1: (2.5.2)
The in¯nite-dimensional system (2.4.8) can be viewed as an interconnection of coun-tably
in¯nitely many ¯nite-dimensional subsystems in the form of
_xi = ¥ixi; i = 0; 1; 2; : : : ; (2.5.3)
These subsystems are termed as the isolated subsystems or free subsystems. The rest of the
dynamics, termed as the interconnecting structure, represents the coupling or interaction
between free subsystems:
gi(x) =
8<: Ai¡1A1xi¡1 + Ci+1A1xi+1; i = 1; 2; : : : ;C1A1x1; i = 0: (2.5.4)
We call system (2.5.1) the interconnection form of system (2.4.8). System (2.5.1) is said to
be row-¯nite since for each i ¸ 0, gi(x) depends on a ¯nite number of terms of xi only.
2.5.1 Well-Posedness
It is necessary to discuss separately whether there exist unique solutions of in¯nite-dimensional
systems, i.e. the well-posedness. This subsection focuses on ¯nding conditions for system
(2.4.8) to be well-posed. Consider the following general interconnected system:
_xi = fi(t; xi) + gi(t; x); xi(0) = ci; i = 0; 1; 2; : : : ; (2.5.5)
The conditions on the existence of unique solution for system (2.5.5) have been studied:
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Lemma 2.5.1. [86] For system (2.5.5), de¯ne the set D = fx = [xT0 xT1 ¢ ¢ ¢ ]T 2 R! : jxij ·
ri; 8 i = 0; 1; 2; : : :g, where ri > 0 are constants. Assume that fi(t; xi) is locally Lipschitz
continuous with Lipschitz constant L¤i independent of t. If gi(t; 0) = 0 for all t ¸ 0, and if




Lij jxi ¡ x¤i j; 8 x; x¤ 2 ¢; (2.5.6)
1X
j=0




Lijrj · Mri; (2.5.8)
then system (2.5.5) has a unique solution x(t) for all t ¸ 0.
Proof: See the proofs of Theorem 1 and Corollary 1 of [86]. 2
Applying Lemma 2.5.1 to system (2.4.8), we can obtain the following theorem of well-
posedness for system (2.4.8):
Theorem 2.5.2. System (2.4.8) has a unique solution x(t) for all t ¸ 0.
Proof: For system (2.4.8), it is easy to see that all the free subsystems (2.5.3) are
Lipschitz continuous with Lipschitz constants L¤i = k¥ik, and each interconnecting structure
gi(x) are such that gi(0) = 0. Since
jgi(x)¡ gi(x¤)j
= jAi¡1A1(xi¡1 ¡ x¤i¡1) + Ci+1A1(xi+1 ¡ x¤i+1)j
· Ai¡1kA1k ¢ jxi¡1 ¡ x¤i¡1j+ Ci+1kA1k ¢ jxi+1 ¡ x¤i+1j;
the constants Lij can be found as
Lij =
8>>><>>>:
Ai¡1kA1k; j = i¡ 1;
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Therefore, it can be easily seen that
1X
j=0
Lijrij = Ai¡1kA1kri;i¡1 + Ci+1kA1kri;i+1 <1; (2.5.10)




Lijrj = L¤i ri + Li;i¡1ri¡1 + Li;i+1ri+1
= k¥ikri +Ai¡1kA1kri¡1 + Ci+1kA1krn+1
· (k¥ik+Ai¡1kA1k+ Ci+1kA1k)¹ri;




thus, condition (2.5.6) in Lemma 2.5.1 holds, and hence system (2.4.8) has a unique solution
for all t ¸ 0. 2
2.5.2 Asymptotic Stability Analysis
The last subsection has shown that system (2.4.8) has a unique solution. This forms the
foundation for the stability analysis. We ¯rst de¯ne the ¯nite approximation of system
(2.4.8).
_xi = ¥ixi + gi((x0;x1; : : : ;xN )); xi(0) = ci; (2.5.11)
where i = 0; 1; : : : ; N , xi(t) = 0 if i > N . Let xN (t; cN ) , [xT0 ¢ ¢ ¢ xTN 0 0 ¢ ¢ ¢ ]T denote the
solution of (2.5.11) with initial condition cN = [cT0 ¢ ¢ ¢ cTN 0 0 ¢ ¢ ¢ ]T .
Lemma 2.5.3. [89] Under the conditions of Lemma 2.5.1, we have
lim
N!1
xN (t; cN ) = x(t; c);
uniformly for t in [0; T ].
30
Chapter 2. Stability Analysis of Systems with A Single Uncertain Parameter
Lemma 2.5.3 enables analyzing the stability through studying a ¯nite version of the
in¯nite-dimensional system and extending the properties of the ¯nite approximation to the
overall system. In the sequel, we will make the following assumptions.
Assumption 2.5.1. For the i-th free subsystem (2.5.3), there exists a function vi : Rn !
R+, constants ½i 2 R and Li ¸ 0, and functions ¡li 2 K; l = 1; 2; 3, such that
¡1i(jxij1) · vi(xi) · ¡2i(jxij1); (2.5.12)
Dvi(xi) · ½i¡3i(jxij1); (2.5.13)
jvi(xi)¡ vi(x¤i )j · Lijxi ¡ x¤i j1; (2.5.14)
for all t ¸ 0 and xi;x¤i 2 Rn, where K is the class of all continuous functions with domain
R+ and range in R+ such that for any ¡ 2 K, ¡(0) = 0 and ¡(r1) > ¡(r2) where r1 > r2.
Dvi(xi) denotes the derivative of vi(xi) along the solution of the free subsystem (2.5.3).
If ½i < 0, then vi(xi) becomes the Lyapunov function for the i-th free subsystem. For
the overall system (2.4.8), we can choose the Lyapunov function candidate as the weighted





where constants ¸i > 0 will be selected such that the time derivative of the function v(x(t))
is non-positive along the solution of system (2.4.8).
Assumption 2.5.2. There are constants °ij ¸ 0 such that for all i 2 N and N ¸ 1, the
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Assumption 2.5.3. De¯ne the vector ¤N = [¸0 ¸1 ¢ ¢ ¢ ¸N ] and matrix RN = [¯ij ] such
that:
¯ij =
8><>: ¡(½i + Li°ii); if i = j;¡Li°ij ; if i 6= j: (2.5.17)
For each N su±ciently large, ¤NRN > 0, i.e.,
PN
j=0 ¸j¯ji > 0 for all 0 · i · N and
0 · j · N .
Then we have the following lemma:
Lemma 2.5.4. [86] If Assumptions 2.5.1-2.5.3 are true and
P1
i=0 ¸i¡2i(ri) <1, then the
zero equilibrium x = 0 of system (2.4.8) is asymptotically stable.
Proof: Choose the Lyapunov function candidate (2.5.15). Compute its time derivative










Denote the elements of the interconnecting structure gi(xN ) as gi(xN ) = [g1;i(xN ); ¢ ¢ ¢ ; gn;i(xN )]T















vi(xi(t)) = rvi(xi(t)) _xi(t)
= rvi(xi)
£
¥ixi + gi(xN )
¤






























¢ ¯¯gj;i(xN )¯¯ :
De¯ne a vector x¤i = [x1;i; ¢ ¢ ¢ ; x¤j;i; ¢ ¢ ¢ ; xn;i]T , i.e. x¤i di®ers from xi only in the j-th




























Together with Assumption 2.5.2, the last inequality in (2.5.20) becomes
d
dt






= ½i¡3i(jxij1) + Lijgi(xN )j1 (2.5.22)
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where ¡N (jxj) , [¡30(jx0j1); ¢ ¢ ¢ ;¡3N (jxN j1)]T . By Assumption 2.5.3 it follows that ¤NRN >
0. Thus, by Lemma 2.5.3, the derivative of v(x) along the solution of system (2.4.8)









1A¡3i(jxij1) = ¡W (x); (2.5.23)
where W (x) is positive de¯nite with respect to the set fx = [xT0 ; xT1 ; ¢ ¢ ¢ ]T : xi = 0g.
Therefore, the zero equilibrium x = 0 of the system (2.4.8) is asymptotically stable. 2
With Lemma 2.5.4, we can propose the su±cient condition for the asymptotic stability
of systems (2.4.8) and (2.3.1):
Theorem 2.5.5. For the in¯nite-dimensional system (2.4.8) with matrix A =
P1
k=0ªk ­
Ak, choose the Lyapunov function candidate (2.5.15). Let ½i be equal to the largest eigen-
value of 12(¥i+¥
T
i ). If ¸i > 0 in (2.5.15) can be selected such that
P1







¢ Ci + ¸i+1¸i ¢ Ai
´







hold, then (2.5.15) is a Lyapunov function for system (2.4.8). Consequently, system (2.4.8)
is asymptotically stable, which in turn guarantees that the original stochastic system (2.3.1)
is asymptotically stable in all the moments.
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Proof: For each free subsystem (2.5.3), de¯ne the Lyapunov function candidates vi :
Rn ! R+ as
vi(xi) = jxij2 =
q
xTi xi: (2.5.25)
Then the stability of system (2.4.8) can be checked according to Lemma 2.5.4:
(i) To check Assumption 2.5.1: De¯ne ¡li 2 K, l = 1; 2; 3 as
¡1i(jxij1) = 1p
n
jxij1; ¡2i(jxij1) = ¡3i(jxij1) = jxij1: (2.5.26)





i (¥i + ¥
T
i )xi · ½ijxij2 · ½ijxij1;
which satis¯es (2.5.13). In addition, for all xi;x¤i 2 Rn, we have
jvi(xi)¡ vi(x¤i )j · jxi ¡ x¤i j2 · jxi ¡ x¤i j1:
Clearly, all the conditions in Assumption 2.5.1 are satis¯ed by setting Li = 1 for all i =
0; 1; 2; : : :.
(ii) To check Assumption 2.5.2: Recall the de¯nition of gi(x) in (2.5.4), gi(x) = Ai¡1A1xi¡1+
Ci+1A1xi+1, thus,
jgi(x)j1 · jAi¡1A1xi¡1j1 + jCi+1A1xi+1j1:
Therefore, Assumption 2.5.2 is satis¯ed with constants °ij found to be:
°ij =
8>>><>>>:
Ai¡1kA1k1; j = i¡ 1;
Ci+1kA1k1; j = i+ 1; i < N;
0; otherwise:
(iii) To check Assumption 2.5.3: Given ½i, Li and °ij , the N £N matrices RN = [¯ij ]
can then be constructed according to (2.5.17).
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j=0 ¸j¯ji)¡3i(jxij1) is positive-de¯nite with respect only
to fx = [xT0 ; xT1 ; ¢ ¢ ¢ ]T : xi = 0g, we require that
NX
j=0
¸j¯ji = ¡¸i¡1CikA1k1 ¡ ¸i½i ¡ ¸i+1AikA1k1 > 0;
for i = 1; 2; : : :, and
NX
j=0
¸j¯j0 = ¡¸0½0 ¡ ¸1A0kA1k1 > 0;
which are equivalent to condition (2.5.24) to hold. Therefore, the conclusion follows and
the stability of system (2.3.1) follows from Proposition 2.4.1. 2
Theorem 2.5.5 provides a su±cient condition for the asymptotic stability of systems
(2.4.8) and (2.3.1). ½i is partially determined by the mean of A(¢), which can be viewed as
the nominal value of the system dynamics, while A1 represents the variation of ¢. Therefore,
the left side of condition (2.5.24), ½i=kA1k1, can be viewed as the relative magnitude ratio of
the nominal value of A(¢) and its variation. This shows that condition (2.5.24) can reveal
the interaction between the nominal dynamics and the variation caused by the uncertainty.
The right side of condition (2.5.24) is given in a form dependent on the Lyapunov
function coe±cients ¸i and the recurrence coe±cients Ai, Bi and Ci. Preferably, ¸i are
chosen to ensure the magnitude of the required bound of ½i=kA1k1 to be small in order to
reduce the conservativeness of the stability condition. For di®erent distributions of ¢, the
choice of ¸i may be selected di®erently as well.
Remark 2.5.1. Theorem 2.5.5 can be extended to the non-linear case where the elements
of A(¢) are polynomials in ¢ of higher degrees. It can be shown that A is still row-¯nite
and hence Lemmas 2.5.1 and 2.5.4 can still be applied.
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2.6 Examples
In this section, we consider a numerical example of a second-order system:
_x(t;¢) = (A0 +A1¢)x(t;¢); x 2 R2; (2.6.1)








and the initial condition is set to x(0;¢) = [¡3; 2:5]T . The uncertain parameter ¢ is
assumed to be probabilistic with known distribution. The following two subsections study
the cases of uniform and Beta distributions respectively. Theorem 2.5.5 is applied with
di®erent probability distributions to test if system (2.6.1) is asymptotically stable. The
state trajectories and the moments are plotted for illustration. For simplicity, the derivation
of the augmented systems and proofs of stability are omitted, but will be studied in more
details in Chapter 3.
2.6.1 Uniform Distribution
In this subsection, we consider the case that ¢ is uniformly distributed in the interval [¡1; 1]
with the probability density function
f(¢) =
8<: 0:5; ¡1 · ¢ · 1;0; otherwise. (2.6.3)
In the Wiener-Askey scheme, the type of polynomial chaos corresponding to uniform dis-
tribution is Legendre chaos, which satisfy the following recurrence relation:
i+ 1
2i+ 1
Ái+1(¢) = ¢Ái(¢)¡ i2i+ 1Ái¡1(¢): (2.6.4)
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Then the augmented system of system (2.6.1) is given as


















0 0 0 47A1 A0
. . .
...
. . . . . . . . . . . . . . .
377777777777775
:
For this augmented system, we can apply Theorem 2.5.5 to obtain its stability condition:
Theorem 2.6.1. For system (2.4.8) with uniformly distributed ¢ 2 [¡1; 1], select Lya-
punov candidate (2.5.15). Let ½ denote the largest eigenvalue of 12(A0+A
T
0 ). If the following
inequality
½
kA1k1 < ¡1 (2.6.6)
holds, then there always exist constants ¸i > 0 such that (2.5.15) is a Lyapunov function of
system (2.4.8), and hence system (2.3.1) with uniformly distributed ¢ are asymptotically
stable in all the moments.
Proof: For each free subsystem (2.5.3), de¯ne the Lyapunov function vi : Rn ! R+ as
(2.5.25), and form the Lyapunov function candidate (2.5.15) for the overall system (2.6.5).






¢ i2i+1 + ¸i+1¸i ¢ i+12i+1
´






















Apparently, (2.5.24) holds if
½
kA1k1 < ¡´; (2.6.9)
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in Lemma 2.5.4, set ¸i = z
¡i
r , where z > 1, r = supifrig. The boundedness of
P1
i=0 ¸iri

















The above equation gives an upper bound for the ratio between ½ and kA1k which is











kA1k1 = ² < ¡´ < ¡1; (2.6.12)
we can always ¯nd a z > 1 such that (2.5.24) holds, hence guaranteeing the asymptotic





and is found to be
z 2 (1;¡²+
p
²2 ¡ 1): (2.6.14)
Therefore, system (2.4.8) is asymptotically stable and the stability of system (2.3.1)
with uniformly distributed ¢ then follows from Proposition 2.4.1. 2
Back to the numerical example with matrices A0 and A1 given in (2.6.2), it can be
found that ½ = ¡1:55 and kA1k1 = 1. It is clear that system (2.6.1) satisfy condition
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Figure 2.1: Uniform Distribution: Range of x1 with randomly generated samples of ¢.
(2.6.6). This further implies that system (2.6.1) with uniform ¢ is asymptotically stable
in all the moments. Figures 2.1 and 2.2 show the ranges of x1(t;¢) and x2(t;¢) with
randomly generated samples of ¢. Clearly, both x1(t;¢) and x2(t;¢) can converge to the
zero equilibrium point asymptotically.
The moments of x(t;¢) are also plotted using Monte Carlo simulation, as shown in
Figure 2.3, up to the fourth moment. It can be seen that the moments all converged to zero
asymptotically.
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Figure 2.2: Uniform Distribution: Range of x2 with randomly generated samples of ¢.













Figure 2.3: Uniform Distribution: Plot of the ¯rst to the fourth moments, by Monte Carlo
simulation.
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2.6.2 Beta Distribution
In this subsection, the uncertain parameter ¢ 2 [¡1; 1] is assumed to follow Beta distribu-
tion, with probability density function
f(¢) =
(x+ 1)¯(1¡ x)®
2®+¯+1B(®+ 1; ¯ + 1)
; ¡ 1 · ¢ · 1; ® > ¡1; ¯ > ¡1; (2.6.15)
where B(®; ¯) is the Beta function. Pick ® = 1 and ¯ = 1, thus mean ¹ = 0 and variance
¾2 = 0:2. The polynomial chaos corresponding to Beta distribution in the Wiener-Askey




Ái+1(¢) = ¢Ái(¢)¡ i+ 12i+ 3Ái¡1(¢): (2.6.16)
The in¯nite-dimensional augmented system of system (2.6.1) is given as


















0 0 0 815A1 A0
. . .
...
. . . . . . . . . . . . . . .
377777777777775
:
Like the uniform case, for this augmented system, we can also apply Theorem 2.5.5 to
obtain its stability condition:
Theorem 2.6.2. For system (2.4.8) with ¢ 2 [¡1; 1] following Beta distribution (2.6.15),





kA1k1 < ¡1 (2.6.18)
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holds, then there always exist ¸i > 0 such that (2.5.15) is a Lyapunov function of system
(2.4.8), and hence system (2.3.1) with uniformly distributed ¢ are asymptotically stable in
all the moments.
Proof: For each free subsystem (2.5.3), de¯ne the Lyapunov function vi : Rn ! R+
as (2.5.25) to form the Lyapunov function candidate (2.5.15) for the overall system (2.6.5).










; 8i = 1; 2; 3; : : : ;
½0




















Apparently, (2.5.24) holds if
½
kA1k1 < ¡´; (2.6.21)
which is dependent on the choice of the coe±cients ¸i. Similarly, we choose ¸i as ¸i = z
¡i
r ,


























kA1k1 = ² < ¡´; (2.6.24)
we can always ¯nd a z > 1 such that (2.5.24) holds, hence guaranteeing the asymptotic
stability of system (2.6.5). The stability of system (2.3.1) with ¢ following Beta distribution
(2.6.15) then follows from Proposition 2.4.1. 2
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Figure 2.4: Beta Distribution: Range of x1 with randomly generated samples of ¢.
As in the last subsection, ½ = ¡1:55 and kA1k1 = 1. Then it is clear that system
(2.6.1) under Beta distribution satisfy the stability condition (2.6.18) and is asymptotically
stable in all the moments. Figures 2.4 and 2.5 show the ranges of x1(t;¢) and x2(t;¢) with
samples of ¢ generated according to Beta distribution. Clearly, both x1(t;¢) and x2(t;¢)
can converge to the zero equilibrium point asymptotically.
Figure 2.6 shows the ¯rst to the fourth moments of x(t;¢). It can also be seen that the
moments all converged to zero asymptotically.
2.7 Summary
In this chapter, we have proposed a framework of analyzing the stochastic stability of
linear systems with random uncertain parameters based on generalized Polynomial Chaos
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Figure 2.5: Beta Distribution: Range of x2 with randomly generated samples of ¢.













Figure 2.6: Beta Distribution: Plot of the ¯rst to the fourth moments, by Monte Carlo
simulation.
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expansion theory. We considered the special case where the system is assumed to have
only one uncertain parameter. Using gPC expansion theory, the state variables and system
transformation matrices could be represented as polynomials of the uncertain parameter.
The resultant expansion coe±cients of the state variables are deterministic and formed
a new in¯nite-dimensional deterministic system. It has been shown that the stability of
the new system is equivalent to the stability of the original system and it has a unique
solution. Lyapunov stability theory of interconnected systems are then applied to this new
system. A su±cient asymptotic stability condition has been given in terms of the ratio of
magnitude of the nominal dynamics of the original system and the range of variation of
the uncertain parameter. For illustration, numerical examples have been given where the
uncertain parameter follows uniform distribution and Beta distribution. These stability
results will be generalized to systems with multiple uncertain parameters in Chapter 3.
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Chapter 3
Stability Analysis of Systems with
Multiple Uncertain Parameters
3.1 Introduction
In Chapter 2, we illustrated the application of gPC expansion theory to the stability analysis
of systems with single parametric uncertainty. In practice, the single-uncertainty assump-
tion may be unrealistic. Therefore, this chapter is dedicated to the more complicated case
of systems with multiple mutually independent stochastic parameters using multi-variate
gPC expansion theory.
To deal with systems with multiple parametric uncertainties, multi-variate gPC theory
should be used, which relies on the theories of multi-variate orthogonal polynomials. The
study of multi-variate orthogonal polynomials started with the work of Jackson [110] on
orthogonal polynomials in two variables. However, the orthogonal bases for multi-variate
orthogonal polynomials are not unique, due to the fact that there are many orderings of
a multiple sequence [111]. This adds to the complexity of the generalization from uni-
variate orthogonal polynomials to multi-variate orthogonal polynomials. In [112], Krall
and She®er observed that uniqueness of orthogonal bases can be "restored" by classifying
47
Chapter 3. Stability Analysis of Systems with Multiple Uncertain Parameters
multi-variate orthogonal polynomials according to their degrees. Therefore, multi-variate
orthogonal polynomials with the same degree are grouped into polynomial vectors [113],
of which the dimensions vary according to the number of variables and the polynomial
degree. These orthogonal polynomial vectors thus form the orthogonal bases. With this
vector representation, orthogonality is then de¯ned with respect to the vector as a whole,
instead of to individual orthogonal polynomials. Moreover, similar to the uni-variate case, a
three-term recurrence relation between these polynomial vectors is also de¯ned with unique
recurrence coe±cient matrices.
In the approach we adopted in this thesis, the three-term recurrence relation between or-
thogonal polynomials is crucial to the stability analysis. However, with the above-mentioned
vector representation, it is not guaranteed that the polynomials in the same vector are or-
thogonal to each other, and this causes some di±culty to use the vector form of multi-variate
orthogonal polynomials in our analysis. On the other hand, it has been shown that if the
random variables in the orthogonal polynomials are mutually independent, the multi-variate
orthogonal polynomials are simply the product of individual uni-variate orthogonal polyno-
mials [80]. As a result, we can make use of the recurrence relation for uni-variate orthogonal
polynomials in our analysis instead of the relation in vector form. Therefore, in this chapter,
we will not use vector representation of multi-variate orthogonal polynomials. Instead, we
will treat them as products of uni-variate orthogonal polynomials by assuming the mutual
independence between the uncertain parameters.
For the stability analysis, the multi-variate orthogonal polynomials are ordered in graded
lexicographic order, and gPC expansions on the state variables and uncertain systems ma-
trices are then made with corresponding multi-variate orthogonal polynomial bases. Similar
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to Chapter 2, the original system is transformed to the in¯nite-dimensional system of gPC
expansion coe±cients of the original state variables. It will be shown that the stability de¯-
nitions of the two systems are equivalent, and by viewing the in¯nite-dimensional system as
an interconnected system, Lyapunov function method from [86] is used to derive a su±cient
condition for asymptotic stability in moments for arbitrarily distributed uncertainties. This
stability condition is given in a general form, but with the exact knowledge of the distribu-
tion, the general stability condition can be made more speci¯c. Two special cases, uniform
and Beta distributions, are studied in detail. It is shown that for distributions with the
recurrence coe±cients Bi = 0 (including uniform distribution and some Beta distributions),
the ¯nal stability condition can be given as a ratio between the magnitudes of the nominal
dynamics of the original system and the variation of the uncertain parameters.
For Beta distributions with Bi 6= 0, the nominal dynamics of the original system is
represented by the largest eigenvalue of a sub-matrix from the transformation matrix of
the augmented system, which varies with the corresponding orthogonal polynomials. To
solve this problem, Gershgorin circle theorem [114] is applied to ¯nd an upper bound of
this largest eigenvalue. Finally the stability condition is given in terms of the ratio between
this upper bound and the variations of the uncertain parameters.
The contents of this chapter are organized as follows: ¯rstly, in Section 3.2, some pre-
liminaries on multi-variate gPC theory is presented; Section 3.3 presents the problem for-
mulation and the gPC transformation from the original system with stochastic parametric
uncertainties to the in¯nite-dimensional deterministic system of the gPC expansion coe±-
cients; Next, the stability analysis is performed in Section 3.4 based on Lyapunov function
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method for interconnected systems, and a su±cient condition is derived for asymptotic sta-
bility in moments of systems with arbitrarily distributed uncertain parameters; Sections 3.5
and 3.6 study two special cases of uniform and Beta distributions, respectively; Numerical
examples are provided in Section 3.7 and ¯nally Section 3.8 summarizes the whole chapter.
3.2 Preliminaries: Multi-Variate gPC Theory
In this subsection, some preliminaries of multi-variate gPC theory are presented. For a
more detailed account, the reader is referred to Chapter 5 of [80] and the book [113].
Let ¢ = (¢1; : : : ;¢d) 2 D(¢) ½ Rd be a random vector, where integer d > 1 and
¢k's are mutually independent random variables with mean values ¹k, respectively. The
marginal distribution functions of ¢k, k = 1; : : : ; d, are given as F¢k(±k) = P (¢k · ±k).
Since ¢k's are mutually independent, the cumulative distribution function of ¢ becomes
the product of the marginal distribution functions F¢k(±k), i.e.




Similarly, the probability density function of ¢ is the product of the individual proba-
bility density functions of ¢k, k = 1; 2; : : : ; d, i.e.




Let i = (i1; : : : ; id) 2 N d0 be a multi-index and de¯ne the integer jij , i1 + ¢ ¢ ¢+ id. For
two multi-indices i and j, we say that i = j if ik = jk for all k = 1; : : : ; d; otherwise we
say i 6= j. Let ©i(¢) denote a multi-variate polynomial in ¢ of degree exactly jij. Then
multi-variate orthogonal polynomials are de¯ned as a family of multi-variate polynomials
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f©i(¢)g satisfying the following orthogonality relation:Z
D(¢)
©i(¢)©j(¢)w(¢)d¢ = h2i ±ij; (3.2.3)





and ±ij is the d-variate Kronecker delta:
±ij =
8<: 1; i = j;0; i 6= j (3.2.5)
and w(¢) is the weighting function or weight function of f©i(¢)g, depending on if ¢ is
continuous-valued or discrete-valued. For simplicity, in the sequel, we will not di®erentiate
whether ¢ is continuous- or discrete-valued.
Since ¢k, k = 1; 2; : : : ; d, are mutually independent, the multi-variate orthogonal poly-
nomials ©i(¢) with multi-index i = (i1; : : : ; id) are given as the product of the uni-variate
orthogonal polynomials of ¢k [80]. Let fÁki (¢k)g, i = 0; 1; 2; : : : ; denote the uni-variate
orthogonal polynomials in ¢k of degree i, i.e.
< Áki (¢k); Á
k




Note that the distributions of ¢k, k = 1; 2; : : : ; d, may be di®erent. Therefore, the uni-
variate orthogonal polynomials fÁki (¢k)g may be di®erent as well, and this is denoted by





where 0 · ik · jij is the k-th entry of i, and
Pd
k=1 ik = jij. It is also the degree of each
uni-variate orthogonal polynomial Ákik(¢k). The total degree of ©i(¢) is thus jij.
51
Chapter 3. Stability Analysis of Systems with Multiple Uncertain Parameters
Like uni-variate orthogonal polynomials, each family of multi-variate orthogonal poly-
nomials also form a complete basis in the Hilbert space of their corresponding support with
inner product




for two functions p(¢) and q(¢). equation (3.2.3) then becomes
< ©i;©j > = < ©2i > ±ij: (3.2.9)
The ordering of the multi-index i follows the graded lexicographic order [80], which
de¯nes that i > j if and only if jij ¸ jjj and the ¯rst nonzero entry in the di®erence, i ¡ j,
is positive. With this de¯nition, we can de¯ne a one-one mapping £(i) = i : N d0 ! N
between a multi-index i and a single-index i. Therefore, the multi-index i can be treated as
a single-index i. For simplicity of notation, we will replace i by i and use these two notations
interchangeably in the sequel. Note that i = 0 if and only if jij = 0; when i = 1; : : : ; d,
the corresponding multi-index i satisfy jij = 1. ©i(¢), i = 1; : : : ; d, are the ¯rst-order
orthogonal polynomials of ¢.
The following notations are also de¯ned: Given two indices i, j, if the k-th elements of
the corresponding multi-indices i and j are such that ik = jk + 1 (or ik = jk ¡ 1), while all
the other elements are equal, i.e. im = jm, m 6= k, then the index j is denoted as i(k¡) (or
i(k+), respectively).
Property (2.2.9) of uni-variate orthogonal polynomials also holds for multi-variate or-
thogonal polynomials: If p(¢) is a polynomial of degree less than ©i(¢), then p(¢) is
orthogonal to ©i(¢), i.e.
< p(¢);©i(¢) > = 0: (3.2.10)
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The recurrence relation for multi-variate orthogonal polynomials is more complicated
and is not included in our analysis. However, by making use of the recurrence relation
(2.2.10) of uni-variate orthogonal polynomials, the ¯rst several multi-variate orthogonal
polynomials can still be found. For example, the zeroth-order and ¯rst-order orthogonal
polynomials are given as
©0(¢) = 1; (3.2.11)







; k = 1; : : : ; d: (3.2.12)
Note that the ¯rst-order multi-variate orthogonal polynomials are exactly the ¯rst-order
uni-variate orthogonal polynomials.
3.3 Problem Formulation and Representation of Systems
3.3.1 Problem Formulation
Consider the following uncontrolled system:
_x(t;¢) = A(¢)x(t;¢); x(0;¢) = c; (3.3.1)
where x(t;¢) = [x1(t;¢); ¢ ¢ ¢ ; xn(t;¢)]T 2 Rn are the state variables. A(¢) are matrix
functions of the random vector ¢ = (¢1; ¢2; : : : ;¢d) with stationary distribution, which
represents uncertainties in system parameters, and contains mutually independent elements
¢1; ¢2; : : : ;¢d. The cumulative distribution function F¢(¢) and the probability density
function f¢(¢) are assumed to be known. Like the uni-variate case, we assume that the
initial condition c 2 Rn is deterministic, and the matrix A(¢) is linear in ¢, i.e.
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where matrices Ak 2 Rn£n, k = 1; : : : ; d are deterministic, and Ak 6= 0 for k > 0.
The stability and asymptotic stability in moments of system (3.3.1) are also de¯ned by
De¯nitions 2.3.1 and 2.3.2. In the following sections, we will apply gPC expansion theory
to study the stability of system (3.3.1).
3.3.2 Conversion to Systems of gPC Expansion Coe±cients








Ak©k(¢); Ak 2 Rn£n; (3.3.4)





Similar to uni-variate case, due to property (3.2.10), for all ©k(¢) of degree higher than 1,








since ©0(¢) = 1 and the ¯rst-order ©k(¢) is equal to the ¯rst-order uni-variate orthogonal
polynomials Ák1(¢k). Performing Galerkin projection with ©0(¢) and ©k(¢), k = 1; : : : ; d,
which are given in (3.2.11) and (3.2.12), we can de¯ne the following matrices:




where ¹k is the mean value of ¢k, and for k = 1; : : : ; d,
Ak , [Aij;k] = Ak0Ak: (3.3.7)
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The following procedure describes the transformation of system (3.3.1) in order to obtain


















Take the inner product < ¢;©l(¢) > to both sides of the above equation. By the orthogo-












< ©2l (¢) >
: (3.3.9)
When k = 0, the corresponding orthogonal polynomial is ©0(¢) = 1, thus e^l0q =
<©l;©q>
<©2l>
= ±lq. When k = 1; : : : ; d, the corresponding orthogonal polynomial is ©k(¢) =





. Recall the de¯nitions of the ¯rst-order uni-variate
orthogonal polynomial Ák1(¢k) in (2.2.14) and multi-variate orthogonal polynomial ©q(¢)





Besides, by the recurrence relation (2.2.10) of uni-variate orthogonal polynomials, we have
¢kÁkqk(¢k) = AkqkÁqk+1(¢k) + BkqkÁqk(¢k) + Ckqk¡1Áqk¡1(¢k): (3.3.11)
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Then we can evaluate e^lkq by substituting the above two equations inside:
e^lkq =
< ©l;¢k©q >
Ak0 < ©2l >
¡ B
k
0 < ©l;©q >








































xi = [x1;i x2;i ¢ ¢ ¢ xn;i]T 2 Rn; i = 0; 1; 2; : : : ; (3.3.12)
as the augmented state sub-vectors, and form the in¯nite-dimensional vector




2 ; ¢ ¢ ¢ ]T 2 R!: (3.3.13)
Then we can obtain the augmented system of system (3.3.1):
_x(t) = Ax(t); x(0) = c; (3.3.14)
where the in¯nite-dimensional initial condition c is obtained via Galerkin projection of c
onto the basis f©i(¢)g:
ci =
8<: c; if i = 0;0; if i > 0: (3.3.15)
The in¯nite-dimensional matrix A has a more complex structure than in the uni-variate
case. To represent its structure, A is decomposed into blocks of n-by-n matrices. Its ij-th
56
Chapter 3. Stability Analysis of Systems with Multiple Uncertain Parameters








(Bkik ¡ Bk0)Ak; if j = i;
Ak
Ak0
Akik¡1; if j = i(k¡);
Ak
Ak0
Ckik+1; if j = i(k+);
0; otherwise:
(3.3.16)
Recall the de¯nitions of A0 and Ak, k = 1; : : : ; d, in equations (3.3.6) and (3.3.7), and that





k=1 BkikAk; if j = i;
Akik¡1Ak; if j = i(k¡);
Ckik+1Ak; if j = i(k+);
0; otherwise:
(3.3.17)
Through the above process, the n-dimensional stochastic system (3.3.1) is converted
into an in¯nite-dimensional deterministic system of x.
Similar to the uni-variate case, system (3.3.14) can be written in its interconnection
form:
_xi(t) = ¥ixi(t) + gi(x); xi(0) = ci 2 Rn (3.3.18)
where ci is the initial condition, and








£Akik¡1xi(k¡) + Ckik+1xi(k+)¤ ; i 6= 0;Pd
k=1AkCk1xk; i = 0:
(3.3.20)
System (3.3.18) is also row-¯nite because xi is dependent on a ¯nite number of other state
vectors only.
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3.4 Stability Analysis
The de¯nitions of stability and asymptotic stability of the in¯nite-dimensional system
(3.3.14) are the same as De¯nitions 2.4.1 and 2.4.2. By the same rationale of Proposi-
tion 2.4.1, the asymptotic stability of the original system (3.3.1) in all the moments is also
equivalent to the asymptotic stability of of the augmented system 3.3.14. Then we can
re-write Proposition 2.4.1 in the following corollary:
Corollary 3.4.1. The origin of system (3.3.1) is asymptotically stable in all the moments
if and only if system (3.3.14) is asymptotically stable.
Proof: The proof is similar to that of Proposition 2.4.1 and is omitted. 2
The same Lyapunov function method from [86] is used to derive a su±cient condition on
the stability of system (3.3.14). Similarly, we can view system (3.3.14) as an interconnected
system, and de¯ne the free subsystem or the isolated subsystem of system (3.3.14) as
_xi = ¥ixi; i = 0; 1; 2; : : : ; (3.4.1)
and the interconnecting structure as gi(x), which represents the in°uence of neighboring
state vectors.
3.4.1 Well-Posedness
Before analyzing stability, we need to discuss whether the in¯nite-dimensional system
(3.3.14) has a unique solution. The analysis of well-posedness of the multi-variate case
is essentially similar to the uni-variate case. Therefore, we can apply Lemma 2.5.1 in Sec-
tion 2.5.1 to prove the following theorem:
Theorem 3.4.2. System (3.3.14) has a unique solution x(t) for all t ¸ 0.
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Proof: The proof follows Lemma 2.5.1. In system (3.3.14), it is obvious that for any






Akik¡1jxi(k¡) ¡ x¤i(k¡) j+ Ckik+1jxi(k+) ¡ x¤i(k+) j
´
: (3.4.2)
We can then obtain the constants Lij as
Lij =
8>>><>>>:
Akik¡1kAkk; j = i(k¡);
Ckik+1kAkk; j = i(k+);
0; otherwise:
(3.4.3)






[Lii(k¡)ri(k¡) + Lii(k+)ri(k+) ] <1 (3.4.4)
The Lipschitz constant of the i-th free subsystem is L¤i = k¥ik. By substituting the values





= L¤i ri +
dX
k=1


































condition (2.5.6) in Lemma 2.5.1 holds, and hence the conclusion follows. 2
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3.4.2 Asymptotic Stability Analysis
In this subsection, the asymptotic stability of system (3.3.14) is analyzed using the Lyapunov
function method from [86]. The same assumptions as the uni-variate case are made:
Assumption 3.4.1. For the i-th free subsystem (3.4.1), there exists a function vi : Rn !
R+, constants ½i 2 R and Li ¸ 0, and functions ¡li 2 K; l = 1; 2; 3, such that
¡1i(jxij1) · vi(xi) · ¡2i(jxij1); (3.4.6)
Dvi(xi) · ½i¡3i(jxij1); (3.4.7)
jvi(xi)¡ vi(x¤i )j · Lijxi ¡ x¤i j1; (3.4.8)
for all t ¸ 0 and xi;x¤i 2 Rn. Again, Dvi(xi) denotes the derivative of vi along the solution
of the i-th free subsystem (3.4.1).




¸ivi(xi); ¸i > 0: (3.4.9)
Assumption 3.4.2. There are constants °ij ¸ 0 such that jgi(xN (t))j1 ·
PN
j=0 °ij¡3j(jxj j1),
for all i 2 N and N ¸ 1, where xN = [xT0 xT1 ¢ ¢ ¢ xTN 0 0 ¢ ¢ ¢ ] is the solution of the ¯nite
approximation of system (3.3.14).
Assumption 3.4.3. De¯ne vector ¤N , [¸0; ¸1; ¢ ¢ ¢ ; ¸N ] and matrix RN , [¯ij ] as
¯ij =
8><>: ¡(½i + Li°ii); if i = j;¡Li°ij ; if i 6= j: (3.4.10)
For each N su±ciently large, the elements of ¤NRN are all positive, i.e.
NX
j=0
¸j¯ji > 0; 80 · i · N: (3.4.11)
Lemma 2.5.4 still applies to the multi-variate case, hence we re-write it here:
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Lemma 3.4.3. If Assumptions 3.4.1-3.4.3 are true and
P1
i=0 ¸i¡2i(ri) <1, then the origin
of system (3.3.14) is asymptotically stable.
Proof: See the proof of Lemma 2.5.4 in Section 2.5.2.
The following theorem then presents the su±cient condition for the asymptotic stability
of systems (3.3.14) and (3.3.1).
Theorem 3.4.4. For system (3.3.14), choose the Lyapunov function candidate (3.4.9). Let
½i denote the largest eigenvalue of 12(¥
T
i +¥i). If ¸i > 0 in (3.4.9) can be selected such thatP1













; 8 i = 1; 2; 3; : : : ;
½0 < ¡
Pd
k=1 kAkk1 ¢ Ak0 ¸k¸0 ;
(3.4.12)
hold, then (3.4.9) is a Lyapunov function for system (3.3.14). Consequently, system (3.3.14)
is asymptotically stable, and the original stochastic system (3.3.1) is asymptotically stable
in all the moments.
Proof: For the i-th free subsystem (3.4.1), de¯ne the Lyapunov function candidate
vi : Rn ! R+ as
vi(xi) = jxij2 =
q
xTi xi: (3.4.13)
The stability condition (3.4.12) can be proved by checking Assumptions 3.4.1 - 3.4.3.
(i) To check Assumption 3.4.1: De¯ne the functions ¡li 2 K, l = 1; 2; 3 as
¡1i(jxij1) = 1p
n
jxij1; ¡2i(jxij1) = ¡3i(jxij1) = jxij1: (3.4.14)







i + ¥i)xi · ½ijxij2 · ½ijxij1:
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Besides, for any xi;x¤i 2 Rn, we have jvi(xi) ¡ vi(x¤i )j · jxi ¡ x¤i j2 · jxi ¡ x¤i j1. Clearly,
Assumption 3.4.1 can be satis¯ed by setting Li = 1.






Akik¡1¡3i(k¡)(jxi(k¡) j1) + Ckik+1¡3i(k+)(jxi(k+) j1)
i
: (3.4.15)
Therefore, Assumption 3.4.2 is satis¯ed with constants °ij de¯ned as
°ij =
8>>><>>>:
Akik¡1kAkk1; j = i(k¡);
Ckik+1kAkk1; j = i(k+); i < N;
0; otherwise:
(iii) To check Assumption 3.4.3: It is essential to ensure that the constants
1X
j=0
¸j¯ji = ¡¸i(½i + Li°ii)¡
1X
j=0;j 6=i
¸j°ji > 0: (3.4.16)













which are equivalent to condition (3.4.12). Therefore, the assumptions in Lemma 3.4.3 are
all satis¯ed, and the conclusion on stability follows. 2
3.5 Special Case: Uniform Distribution
Theorem 3.4.4 provides a su±cient condition to determine the asymptotic stability in mo-
ments for system (3.3.1). It is possible to further simplify condition (3.4.12) with additional
information of the distribution of ¢. In this section and the next, we consider two special
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cases where ¢ follows uniform and Beta distributions, respectively, in order to gain more
insights of condition (3.4.12). This section focuses on uniform distribution ¯rst.
We are particularly interested in systems with uniformly and Beta distributed uncer-
tain parameters because of their connections to interval systems, which are systems with
uncertain parameters ranged in bounded intervals. With the bounded domain of the uncer-
tainties, these systems are similar to interval systems. Robust stability of interval systems
has been studied extensively, e.g. the Kharitonov's theorem [10], which examines the Hur-
witz stability of interval polynomials by testing the stability of the Kharitonov polynomials.
Besides, there are also results on systems described by interval matrices, see [18, 19, 20], etc.
These results aim at determining the Hurwitz stability for all the polynomials or matrices
in the range. However this section provides an analysis from a probabilistic perspective
using gPC expansion approach.
3.5.1 Uniform Distribution and Legendre Polynomials
Consider system (3.3.1) with d random parameters ¢ = (¢1; ¢2; : : : ; ¢d). Assume
that all ¢k are independently and identically distributed in the interval [¡1; 1] following a
uniform probability density function
f(¢k) =
8<: 0:5; ¢k 2 [¡1; 1];0; otherwise: (3.5.1)
The probability density function of ¢k is shown in Figure 3.1. The mean of ¢k is ¹ = 0,
and the variance is ¾2 = 13 . In the Wiener-Askey scheme, uniform distribution corresponds
to Legendre polynomial chaos. Uni-variate Lengendre orthogonal polynomials satisfy the
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Probability Density Function of Uniform Distribution




Ái+1(¢k) = ¢kÁi(¢k)¡ i2i+ 1Ái¡1(¢k): (3.5.2)
That is, Ai = i+12i+1 , Bi = 0, and Ci = i2i+1 . In particular, we note that A0 = 1. The ¯rst-
to the third-order uni-variate Legendre polynomials in ¢k are













Due to the mutual independence among ¢k, the multi-variate Legendre polynomials are
found as the product of the uni-variate polynomials. For example, when d = 2, the ¯rst- to
the second-order multi-variate Legendre polynomials in ¢ = (¢1; ¢2) are given as
©1(¢) = Á1(¢1) = ¢1; ©2(¢) = Á1(¢2) = ¢2; (3.5.4)
©3(¢) = Á2(¢1); ©4(¢) = Á1(¢1)Á1(¢2); ©5(¢) = Á2(¢2): (3.5.5)
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3.5.2 Asymptotic Stability of Systems under Uniform Distribution
System (3.3.1) is transformed into the augmented system of gPC expansion coe±cients
using Legendre Chaos. Performing Galerkin projection of A(¢) onto the basis f©i(¢)g,
we have
A0 = A0; (3.5.6)
Ak = Ak; k = 1; 2; : : : ; d: (3.5.7)
Hence, the interconnected form of the augmented system is
_xi(t) = ¥ixi(t) + gi(x); xi(0) = ci 2 Rn (3.5.8)
where
¥i = A0 +
dX
k=1
BikAk = A0; (3.5.9)












; i > 0;Pd
k=1
1
3Akxk; i = 0:
The stability condition of system (3.5.8) is derived by applying Theorem 3.4.4:
Theorem 3.5.1. For system (3.5.8) where ¢k's are uniformly distributed with marginal
probability density function (3.5.1), select the Lyapunov function candidate (3.4.9). Let ½
denote the largest eigenvalue of 12(A0 +A
T





holds, then there always exist constants ¸i > 0 such that (3.4.9) is a Lyapunov function
of system (3.5.8). Hence system (3.5.8) is asymptotically stable and system (3.3.1) with
uniformly distributed ¢ is asymptotically stable in all the moments.
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Proof: De¯ne vi(xi) and ¡li(jxij1), l = 1; 2; 3 as in the proof of Theorem 3.4.4. It can




2ik¡1kAkk1; j = i(k¡);
ik+1
2ik+3
kAkk1; j = i(k+); i < N
0; otherwise:
























in Lemma 3.4.3. Let SN (d) denote the number of d-variate Legendre polynomials of degree
exactly N , i.e. those polynomials with multi-index i such that jij = N . Then
SN (d) =
0@ N + d¡ 1
N
1A : (3.5.12)





(N +N¤)(N +N¤ + 1)
; (3.5.13)
where r = supifrig, N = jij, N¤ >> d is a positive integer. Note that all ¸i with the same
jij are equal, and SN+N¤(d) > SN (d). In this way,
P1
i=0 ¸iri is ¯nite because for positive
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N +N¤ + d
¢ N +N
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N +N¤ + 2




for all N 2 N and 0 · ik · N . Therefore, condition (3.5.11) can be guaranteed by the


















N +N¤ + 1
N +N¤ + d
¢ N +N
¤
















N +N¤ + 1
N +N¤ + d
¢ N +N
¤





For each su±ciently large N¤, it can be seen that ´ can be reached when N ! 1 and
i!1, and is found to be
´ = 1;
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which results in (3.5.10). Therefore, whenever condition (3.5.10) holds, we can select the
Lyapunov parameters ¸i as in (3.5.13) such that condition (3.4.12) is satis¯ed. Therefore,
the asymptotic stability of system (3.5.8) is guaranteed. By Corollary 3.4.1, it also follows
that the original system (3.3.1) is asymptotically stable in all the moments. 2
3.6 Special Case: Beta Distribution
3.6.1 Beta Distribution and Jacobi Polynomials
In this section, we consider system (3.3.1) with all d random parameters ¢k in ¢ =
(¢1; ¢2; : : : ; ¢d) following Beta distribution. Assume that all ¢k are independently
and identically distributed in the interval [¡1; 1] with a probability density function
f(¢k) =
(¢k + 1)¯(1¡¢k)®
2®+¯+1B(®+ 1; ¯ + 1)
; (3.6.1)




ta¡1(1¡ t)b¡1dt;Re(a) > 0;Re(b) > 0: (3.6.2)
If a and b are positive integers, B(a; b) are given as
B(a; b) =
(a¡ 1)!(b¡ 1)!
(a+ b¡ 1)! : (3.6.3)
The probability density functions of ¢k with di®erent (®; ¯) values are shown in Figure
3.2. The mean of ¢k is ¹ =
¯¡®




Wiener-Askey scheme, Beta distribution corresponds to Jacobi polynomial chaos of which
the orthogonal condition is given as
Z 1
¡1
©i(¢)©j(¢)f(¢)d¢ = h2i ±ij ; (3.6.4)
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Figure 3.2: Probability density functions of Beta distribution with di®erent (®; ¯) values.
where the normalization constant is
h2i =
1
i!(2i+ ®+ ¯ + 1)
¢ ¡(®+ ¯ + 2)¡(i+ ®+ 1)¡(i+ ¯ + 1)
¡(®+ 1)¡(¯ + 1)¡(i+ ®+ ¯ + 1)
: (3.6.5)




e¡tta¡1dt;Re(a) > 0: (3.6.6)
If a is a positive integer, then ¡(a) is given as
¡(a) = (a¡ 1)!: (3.6.7)
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Uni-variate Jacobi orthogonal polynomials satisfy the following recurrence relation:
¢kÁi(¢k) =
2(i+ 1)(i+ ®+ ¯ + 1)








(2i+ ®+ ¯)(2i+ ®+ ¯ + 1)
Ái¡1(¢k):
That is,
Ai = 2(i+ 1)(i+ ®+ ¯ + 1)(2i+ ®+ ¯ + 1)(2i+ ®+ ¯ + 2) ;
Bi = ¯
2 ¡ ®2
(2i+ ®+ ¯)(2i+ ®+ ¯ + 2)
; and
Ci = 2(i+ ®)(i+ ¯)(2i+ ®+ ¯)(2i+ ®+ ¯ + 1) :
The ¯rst- and the second-order uni-variate Jacobi polynomials in ¢k are
Á1(¢k) =
®+ ¯ + 2
2
¢k ¡ ¯ ¡ ®2 ; (3.6.10)
Á2(¢k) =
(®+ ¯ + 3)(®+ ¯ + 4)
8
¢2k ¡




(¯ ¡ ®)(¯2 ¡ ®2)(®+ ¯ + 3)¡ 4(®+ 1)(¯ + 1)(®+ ¯ + 4)
8(®+ ¯ + 2)2
: (3.6.11)
Due to the mutual independence among ¢k, multi-variate Jacobi polynomials are found as
the product of the uni-variate polynomials.
3.6.2 Asymptotic Stability of Systems with Beta Distribution
With Beta distribution, system (3.3.1) can be transformed into the system of gPC expansion
coe±cients using Jacobi Chaos. Performing Galerkin projection of A(¢) onto the basis
f©i(¢)g, we have




Ak = A0Ak = 2
®+ ¯ + 2
Ak; k = 1; 2; : : : ; d: (3.6.13)
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Hence, the interconnected form of the augmented system is
_xi(t) = ¥ixi(t) + gi(x); xi(0) = ci 2 Rn (3.6.14)
where the matrix ¥i is given as








k=1Ak [Aik¡1xi(k¡) + Cik+1xi(k+) ] ; i 6= 0;Pd
k=1
2(®+1)(¯+1)
(®+¯+2)(®+¯+3)Akxk; i = 0:
Depending on the values of the parameters ® and ¯, Beta distribution can be classi¯ed
into two cases: j®j = j¯j and j®j 6= j¯j. In the former case, all recurrence coe±cients Bi = 0,
and the matrix ¥i = A0 is the same for all free subsystems. In the latter case, Bi 6= 0, and
hence ¥i varies with di®erent free subsystems. We discuss the stability analysis for these
two cases separately.
Case 1: j®j = j¯j
In this case, Bi = 0 and ¥i = A0, Therefore, the constant ½i in condition (3.4.7) is the
same to all free subsystems. The stability condition of system (3.6.14) is then derived by
applying Theorem 3.4.4:
Theorem 3.6.1. For system (3.6.14) where the elements of ¢ follow Beta distribution
with marginal probability density function (3.6.1) and parameters j®j = j¯j, select the
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holds, then there always exist constants ¸i > 0 such that (3.4.9) is a Lyapunov function of
system (3.6.14). Hence system (3.6.14) is asymptotically stable and system (3.3.1) with ¢
following Beta distribution is asymptotically stable in all the moments.
Proof: De¯ne vi(xi) and ¡li(jxij1), l = 1; 2; 3 as in the proof of Theorem 3.4.4. It can








®+ ¯ + 2
; (3.6.17)








¢ 2(ik + 1)(ik + ®+ ¯ + 1)




¢ 2(ik + ®)(ik + ¯)
(2ik + ®+ ¯)(2ik + ®+ ¯ + 1)
¶
; (3.6.18)
for all i = 1; 2; 3; : : : and all the associated multi-indices i(k¡); i(k+) 2 N d0 and all the












(N +N¤)(N +N¤ + 1)
; (3.6.20)
where r = supifrig, N = jij, N¤ >> d is a positive integer, and SN+N¤(d) now denotes the
number of d-variate Jacobi polynomials of degree exactly N + N¤. Thus, all ¸i with the
same jij are equal. In this way, P1i=0 ¸iri is ¯nite as shown in the proof of Theorem 3.5.1.











®+ ¯ + 2
; (3.6.21)
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N +N¤ + 1
N +N¤ + d
¢ N +N
¤
N +N¤ + 2
¢ 2(ik + 1)(ik + ®+ ¯ + 1)
(2ik + ®+ ¯ + 1)(2ik + ®+ ¯ + 2)
+




N +N¤ ¡ 1 ¢
2(ik + ®)(ik + ¯)
(2ik + ®+ ¯)(2ik + ®+ ¯ + 1)
¸
; (3.6.22)
for all N 2 N and 0 · ik · N . Therefore, with a change of notation, conditions (3.6.17)












N +N¤ + 1
N +N¤ + d
¢ N +N
¤
N +N¤ + 2
¢ 2(ik + 1)(ik + ®+ ¯ + 1)
(2ik + ®+ ¯ + 1)(2ik + ®+ ¯ + 2)
+




N +N¤ ¡ 1 ¢
2(ik + ®)(ik + ¯)
(2ik + ®+ ¯)(2ik + ®+ ¯ + 1)
¸
: (3.6.24)
It can be seen that the above supremum can be reached when N ! 1 and i ! 1, and
hence ´ is found to be
´ = 1: (3.6.25)
It is then obvious that (3.6.16) can be obtained. Therefore, whenever (3.6.16) holds, we
can select the parameters ¸i as (3.6.20) such that (3.4.12) in Theorem 3.4.4 is satis¯ed.
Consequently, the asymptotic stability of system (3.6.14) is guaranteed. By Corollary 3.4.1,
this also implies that the original system (3.3.1) is asymptotically stable in all the moments.
2
Case 2: j®j 6= j¯j
In this case, Bi 6= 0, ¥i varies for di®erent free subsystems. Therefore, the maximum
eigenvalue ½i is not a constant. It is necessary to ¯nd an estimate for the range of ½i
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through the Gershgorin circle theorem.
Let A = [aij ] be a complex n-by-n matrix. For i 2 f1; : : : ; ng, let Ri =
Pn
j=1;j 6=i jaij j
be the sum of the absolute values of the non-diagonal entries in the i-th row. Let D(aii; Ri)
be a closed disc centered at aii with radius Ri. Such a disc is called a Gershgorin disc.
Lemma 3.6.2. Gershgorin Circle Theorem: [114] Every eigenvalue of A lies within at
least one of the Gershgorin discs D(aii; Ri).
Similarly, Gershgorin circle theorem applies to Gershgorin discs formed with column
sums as well. Let Cj =
Pn
i=1;i6=j jaij j be the sum of the absolute values of the non-diagonal
entries in the j-th column. Then we have the following corollary from Lemma 3.6.2
Corollary 3.6.3. The eigenvalues of A must also lie within the Gershgorin discs D(ajj ; Cj)
corresponding to the columns of A.
Gershgorin circle theorem can be used to give a rough estimate of the range of the
eigenvalues of a square matrix. In our stability analysis, since ½i is the largest eigenvalue of
the symmetric real matrix
1
2










then ½i must be real. Let »
(i)






















2 ; p 6= q;
where a(k)pq is the pq-th entry of matrices Ak, k = 0; 1; 2; : : :. Then we can obtain the p-th

















Chapter 3. Stability Analysis of Systems with Multiple Uncertain Parameters




p is equal to the p-th column sum C
(i)
p . By
Gershgorin circle theorem, we can obtain an estimate for the range of ½i:
Proposition 3.6.4. Let ¹½i , maxp(»(i)pp +R(i)p ). Then ½i · ¹½i.
Proof: This follows directly from Gershgorin circle theorem. 2
Therefore, we have the following theorem:
Theorem 3.6.5. For system (3.6.14) where the elements of ¢ follow Beta distribution
with marginal probability density function (3.6.1) and parameters j®j 6= j¯j, select the










holds, then there always exist constants ¸i > 0 such that (3.4.9) is a Lyapunov function
of system (3.6.14). Hence system (3.6.14) is asymptotically stable and system (3.3.1) is
asymptotically stable in all the moments.
Proof: De¯ne the same vi(xi) and ¡li(jxij1), l = 1; 2; 3 as in the proof of Theorem 3.4.4.







®+ ¯ + 2
; (3.6.27)








¢ 2(ik + 1)(ik + ®+ ¯ + 1)




¢ 2(ik + ®)(ik + ¯)
(2ik + ®+ ¯)(2ik + ®+ ¯ + 1)
¸
; (3.6.28)
for all i = 1; 2; 3; : : : and all the associated multi-indices i(k¡); i(k+) 2 N d0 and all the





(N +N¤)(N +N¤ + 1)
; (3.6.29)
75
Chapter 3. Stability Analysis of Systems with Multiple Uncertain Parameters



















N +N¤ + 1
N +N¤ + d
¢ N +N
¤
N +N¤ + 2
¢ 2(ik + 1)(ik + ®+ ¯ + 1)
(2ik + ®+ ¯ + 1)(2ik + ®+ ¯ + 2)
+




N +N¤ ¡ 1 ¢
2(ik + ®)(ik + ¯)
(2ik + ®+ ¯)(2ik + ®+ ¯ + 1)
¸
;
for all N 2 N and 0 · ik · N . Therefore, with a change of notation, (3.6.27) and (3.6.28)








where constant ´ is de¯ned as the supremum (3.6.24) and is evaluated to be equal to 1.
Since ½i · ¹½i, The above condition (3.6.31) can be guaranteed by (3.6.26). The conclusion
then follows. 2
Remark 3.6.1. Since Bik diminishes to zero as ik approaches in¯nity, it can be seen that
the supremum ¹½i always exists. However, the exact value of ¹½i depends on the elements of
matrices Ak as well.
3.6.3 Discussions on Uniform Distribution and Beta Distribution
In Section 3.5, Theorem 3.5.1 provides a su±cient condition for the asymptotic stability in
all the moments of system (3.3.1) in terms of two quantities ½ and
Pd
k=1 kAkk1. The former
represents the nominal dynamics of system (3.3.1), while the latter represents the range of
variation in the nominal values of system parameters due to uncertainties.
Since ½ is totally determined by matrix A0, condition (3.5.10) then actually implies
that the nominal dynamics of system (3.3.1) should be su±ciently stable to tolerate the
76
Chapter 3. Stability Analysis of Systems with Multiple Uncertain Parameters
variations in its parameters. Therefore, given the nominal dynamics of a system, (3.5.10)
can also be viewed as a measure of the variation level in the system parameters without
causing instability.
For systems with uncertain parameters following Beta distribution, the case of j®j = j¯j
is very similar to the case of uniform distribution, due to the fact that ½ is the same for
all free subsystems. Therefore, the role of (3.6.16) is also the same as (3.5.10), and it can
be expected that in this case, the output of system (3.3.1) should resemble its output in
the case of uniform distribution as well. This is due to the choice of the Lyapunov function









condition with su±ciently large integer N¤. Therefore, for all distributions with recurrence
parameters Bi = 0 and Ai; Ci < 1, if the same set of ¸i is selected, we can expect a
stability condition similar to conditions (3.5.10) and (3.6.16).
For the case of Beta distribution with j®j 6= j¯j, the stability analysis is more complicated
because the parameter ½i is di®erent for di®erent free subsystems. Therefore, instead of
using ½i, an upper bound of ½i has to be used to derive the stability condition. However,
this can cause the stability condition to be more conservative.
3.7 Examples
In this section, we consider a numerical example of a third-order system with three mutually
independent random parameters, taken from [68]:
_x(t;¢) = A(¢)x(t;¢); (3.7.1)
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where ¢ = f¢1; ¢2; ¢3g with all ¢k 2 [¡1; 1] being mutually independent and following
either uniform or Beta distribution, the matrix A(¢) = A0+
P3
k=1Ak¢k with the nominal











¡1:5679 ¤ v1 0 0
0 0 0
37775 ; A2 =
26664
0 0 0
0 ¡0:8791 ¤ v2 0
0 0 0
37775 ; A3 =
26664
0 0 0
0 0 ¡0:1137 ¤ v3
0 0 0
37775 :
Three parameters in the system matrix, A21, A22 and A23 are uncertain subject to the
random variables ¢1, ¢2 and ¢3. The constants vk 2 R+, k = 1; 2; 3, represent the
percentage of variations in the uncertain parameters compared to the nominal value. For
example, v1 = 10% means that the parameter a21 = ¡1:5679 is expected to vary with a
10% deviation from its nominal value. For simplicity, we assume that v1 = v2 = v3 = v > 0
for the random variables ¢1 to ¢3.
The nominal system is Hurwitz stable with three poles located at [¡0:7594+1:2067i; ¡
0:7594¡1:2067i; ¡20:2]. The initial condition of the above system is x(0) = [¡3; 2:5; 1]T .
When all ¢k = 0, k = 1; 2; 3, the nominal dynamics of the system is plotted in Figure 3.3.
In the next two subsections, we will assume that ¢ follows uniform and Beta distribu-
tions, respectively, with di®erent variation percentages.
3.7.1 Uniform Distribution
Firstly, assume ¢1, ¢2 and ¢3 are uniformly distributed in the interval [¡1; 1] with prob-
ability density function (3.5.1). In this case, the stability of system (3.7.1) can be checked
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Figure 3.3: The nominal trajectories of x1(t), x2(t) and x3(t) for system (3.7.1).




kAkk1 = 2:5607v: (3.7.2)
The variation v should be less than 16:5% in order for system (3.7.1) to be asymptotically
stable in all the moments. Figures 3.4 and 3.5 show the ¯rst to the fourth moments of x
generated using Monte Carlo simulation with v = 10% and v = 50% respectively.
Indeed, it can be seen from Figure 3.4 that all the moments converges to 0 in 10 seconds,
when the variation is 10%. When the variation increases to 50%, the third and fourth
moments diverges very fast, as shown in Figure 3.5, and the ¯rst and the second moments
also diverges over a longer period, as shown in Figure 3.6. Therefore, with 50% variation
in parameters, condition (3.5.10) does not hold, and system (3.7.1) is not asymptotically
stable in the moments.
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Figure 3.4: Plots of the 1st to the 4th moments of system (3.7.1) with 10% variation in
parameters under uniform distribution.



















Figure 3.5: Plots of the 1st to the 4th moments of system (3.7.1) with 50% variation in
parameters under uniform distribution.
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Figure 3.6: Plots of the 1st to the 2nd moments of system (3.7.1) with 50% variation in
parameters under uniform distribution over 200 seconds.
3.7.2 Beta Distribution with j®j = j¯j
In this subsection, the random variables ¢1, ¢2 and ¢3 are assumed to follow Beta distri-
bution (3.6.1) with parameters j®j = j¯j. In this case, Bi = 0, and ½i = ½ = 12(A0 + AT0 )
in Theorem 3.4.4 is the same to all free subsystem. Therefore, the stability condition in
this case is the same as the case of uniform distribution, i.e. v should be less than 16:5% in
order for system (3.7.1) to be asymptotically stable in all the moments.
Set ® = ¯ = 1, Figures 3.7 and 3.8 show the Monte-Carlo-generated plots of the ¯rst to
the fourth moments of x with v = 10% in 10 seconds in linear scale, and v = 50% in 200
seconds in log scale, respectively.
It can be seen from Figure 3.7 that when the variation is 10%, all the moments converges
to 0 in 10 seconds. When the variation increases to 50%, the moments becomes diverging,
as shown in Figure 3.8. Therefore, with 50% variation in parameters, condition (3.6.16) is
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Figure 3.7: Plots of the 1st to the 4th moments of system (3.7.1) with 10% variation in
parameters under Beta distribution with ® = ¯ = 1, t = 10 sec.
violated, and system (3.7.1) is not asymptotically stable in the moments. This behavior is
similar to the case of uniform distribution.
Tables 3.1 and 3.2 show the values of the ¯rst to the fourth moments with di®erent ®
and ¯ values at time t = 10s and t = 100s for variations of 10% and 50%, respectively.
It can be seen that when v = 10%, the moments all converge to zero as t increases, but
when v = 50%, all the moments increase with t. Therefore, Theorem 3.6.1 is consistent for
di®erent ® and ¯ values.
For simplicity, the plots of system trajectories for these combinations of ® and ¯ are not
included.
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Figure 3.8: Plots of the 1st to the 4th moments of system (3.7.1) with 50% variation in
parameters under Beta distribution with ® = ¯ = 1, t = 200 sec, in log scale.
3.7.3 Beta Distribution with j®j 6= j¯j
In this case, Bi 6= 0. Therefore, ½i varies with di®erent free subsystems, and its upper
bound, supi(¹½i), derived from Gershgorin circle theorem, is used in the stability condition.
We studied several di®erent combinations of ® and ¯, and the results are summarized below.
When the variation in parameters is 10%,
Pd
k=1 kAkk1 = 0:2561; for 50% variation,Pd
k=1 kAkk1 = 1:2804. Therefore, if supi(¹½i) is found to be less than ¡0:2561 and ¡1:2804,
respectively, system (3.7.1) is then guaranteed to be asymptotically stable in all the mo-
ments. Table 3.3 lists the values of supi(¹½i) for several combinations of ® and ¯ with
di®erent variations.
From Table 3.3, it can be seen that with 10% variation, supi(¹½i) < ¡
Pd
k=1 kAkk1, and
hence condition (3.6.26) is satis¯ed, which implies that system (3.7.1) is asymptotically sta-
ble in all the moments. For example, for (®; ¯) = (0:5; 1), the moments with 10% variation
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10% Variation (v = 10%)
t = 10s
(®; ¯) (0:5; 0:5) (¡0:5;¡0:5) (0:5;¡0:5) (¡0:5; 0:5)
m1 6:1726£ 10¡2 6:7428£ 10¡2 5:0247£ 10¡2 7:7121£ 10¡2
m2 4:4423£ 10¡3 5:9361£ 10¡3 3:1048£ 10¡3 6:6751£ 10¡3
m3 3:6608£ 10¡4 6:2849£ 10¡4 2:3877£ 10¡4 6:3038£ 10¡4
m4 3:3708£ 10¡5 7:4740£ 10¡5 2:2117£ 10¡5 6:3855£ 10¡5
t = 100s
(®; ¯) (0:5; 0:5) (¡0:5;¡0:5) (0:5;¡0:5) (¡0:5; 0:5)
m1 0 0 0 0
m2 0 0 0 0
m3 0 0 0 0
m4 0 0 0 0
Table 3.1: Moments with di®erent ® and ¯ values at time t = 10s and t = 100s for 10%
variation.
are plotted in Figure 3.9 and it can be seen that the moments are indeed asymptotically
stable.
However, with 50% variation, supi(¹½i) > ¡
Pd
k=1 kAkk1, which violates (3.6.26). For
the case of (®; ¯) = (0:5; 1), the moments with 50% variation are plotted in log scale in
Figure 3.10 and it can be seen that the moments increases with time and become unstable.
For the other ® and ¯ values, Tables 3.4 and 3.5 list the values of moments at time
t = 10s and t = 100s for 10% and 50% variations, respectively. For these combinations of
® and ¯, when v = 10%, all moments are asymptotically stable, while when v = 50%, all
moments are unstable.
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Figure 3.9: Plots of the 1st to the 4th moments of system (3.7.1) with 10% variation in
parameters under Beta distribution with (®; ¯) = (0:5; 1), over 10 seconds.





















Figure 3.10: Plots of the 1st to the 4th moments of system (3.7.1) with 50% variation in
parameters under Beta distribution with (®; ¯) = (0:5; 1), over 200 seconds, in log scale.
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50% Variation (v = 50%)
t = 10s
(®; ¯) (0:5; 0:5) (¡0:5;¡0:5) (0:5;¡0:5) (¡0:5; 0:5)
m1 0:40947 1:3371 0:33969 0:77631
m2 1:4867 13:199 1:8415 3:3860
m3 12:033 189:71 18:129 31:997
m4 136:23 3128:3 225:74 405:82
t = 100s
(®; ¯) (0:5; 0:5) (¡0:5;¡0:5) (0:5;¡0:5) (¡0:5; 0:5)
m1 9:8000£ 103 8:0683£ 105 2:2469£ 104 5:1315£ 104
m2 1:5241£ 1011 6:4648£ 1013 6:6227£ 1011 2:7170£ 1012
m3 3:2949£ 1018 6:7488£ 1021 2:7757£ 1019 2:3594£ 1020
m4 8:0941£ 1025 7:7350£ 1029 1:2824£ 1027 2:4318£ 1028
Table 3.2: Moments with di®erent ® and ¯ values at time t = 10s and t = 100s for 50%
variation.
3.8 Summary
In this chapter, we considered the stability of systems with multiple parametric uncertainties
under the framework of gPC expansion theory. This is an extension of Chapter 2. The
original stochastic system is transformed into an in¯nite-dimensional deterministic system
through gPC expansion. A su±cient condition for the stochastic asymptotic stability of
the original system is derived, which is dependent on the nominal dynamics of the original
system, the variation in parameters and the choice of Lyapunov function candidate.
To better demonstrate the stability theorem, we studied two special cases of systems
under uniform and Beta distributions. In particular, the case of Beta distribution is further
divided into two situations depending on the parameters ® and ¯ of the Beta distribution.
It has been shown that for the cases of uniform distribution and Beta distribution with
j®j = j¯j, the stability condition is given in terms of the eigenvalues of the nominal dynamics
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Variation v = 10% v = 50%
(®; ¯) = (¡0:5; 1) -0.277 -0.0889
(®; ¯) = (1;¡0:5) -0.3241 -0.2435
(®; ¯) = (0; 1) -0.2979 -0.1934
(®; ¯) = (1; 0) -0.3241 -0.3241
(®; ¯) = (0:5; 1) -0.3129 -0.2681
(®; ¯) = (1; 0:5) -0.3241 -0.3241
(®; ¯) = (2; 1) -0.3241 -0.3241
(®; ¯) = (1; 2) -0.3084 -0.2457
Table 3.3: Values of supi(¹½i) with di®erent ® and ¯ values for 10% and 50% variations.
and the variation of parameters due to uncertainties. For Beta distribution with j®j 6= j¯j,
the stability may be more conservative compared to the previous cases.
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10% Variation (v = 10%)
t = 10s
(®; ¯) m1 m2 m3 m4
(¡0:5; 1) 7:8790£ 10¡2 6:7521£ 10¡3 6:1809£ 10¡4 5:9811£ 10¡5
(1;¡0:5) 4:6782£ 10¡2 2:5666£ 10¡3 1:7015£ 10¡4 1:3591£ 10¡5
(0; 1) 7:0800£ 10¡2 5:6218£ 10¡3 4:8989£ 10¡4 4:6031£ 10¡5
(1; 0) 5:3339£ 10¡2 3:3280£ 10¡3 2:4306£ 10¡4 2:0419£ 10¡5
(0:5; 1) 6:5437£ 10¡2 4:8413£ 10¡3 3:9821£ 10¡4 3:5765£ 10¡5
(1; 0:5) 5:7248£ 10¡2 3:7641£ 10¡3 2:8187£ 10¡4 2:3612£ 10¡5
(2; 1) 5:4873£ 10¡2 3:3458£ 10¡3 2:2644£ 10¡4 1:6892£ 10¡5
(1; 2) 6:5760£ 10¡2 4:7349£ 10¡3 3:6953£ 10¡4 3:0930£ 10¡5
t = 100s
(®; ¯) m1 m2 m3 m4
(¡0:5; 1) 0 0 0 0
(1;¡0:5) 0 0 0 0
(0; 1) 0 0 0 0
(1; 0) 0 0 0 0
(0:5; 1) 0 0 0 0
(1; 0:5) 0 0 0 0
(2; 1) 0 0 0 0
(1; 2) 0 0 0 0
Table 3.4: Moments with di®erent ® and ¯ values at time t = 10s and t = 100s for 10%
variation.
88
Chapter 3. Stability Analysis of Systems with Multiple Uncertain Parameters
50% Variation (v = 50%)
t = 10s
(®; ¯) m1 m2 m3 m4
(¡0:5; 1) 0.64843 1.9196 14.461 159.44
(1;¡0:5) 0.18437 0.65916 5.2016 56.258
(0; 1) 0.50745 1.3899 8.8713 84.463
(1; 0) 0.25170 0.74931 4.6183 37.522
(0:5; 1) 0.38795 0.95664 5.5822 49.512
(1; 0:5) 0.26012 0.56332 2.6012 16.695
(2; 1) 0.16062 0.19999 0.60514 2.6175
(1; 2) 0.29221 0.38799 1.1400 5.0895
t = 100s
(®; ¯) m1 m2 m3 m4
(¡0:5; 1) 11307 2:4534£ 1011 7:9447£ 1018 2:8955£ 1026
(1;¡0:5) 3682:6 5:5792£ 1010 1:1541£ 1018 2:5417£ 1025
(0; 1) 2996:3 2:0557£ 1010 2:1475£ 1017 2:5262£ 1024
(1; 0) 337:18 2:6732£ 108 3:3234£ 1014 4:5796£ 1020
(0:5; 1) 1283:3 5:6530£ 109 3:6858£ 1016 2:5660£ 1023
(1; 0:5) 50:899 6:9177£ 106 1:4899£ 1012 3:5218£ 1017
(2; 1) 0:46651 290:92 2:6109£ 105 2:6639£ 108
(1; 2) 3:8005 6:8421£ 104 1:6485£ 109 4:1347£ 1013
Table 3.5: Moments with di®erent ® and ¯ values at time t = 10s and t = 100s for 50%
variation.
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Distribution Control of Systems
with Random Parametric
Uncertainties
In the last two chapters, we have studied the stability analysis of systems with a single and
multiple random parametric uncertainties, respectively. In this chapter, we will study the
controller synthesis for such systems.
4.1 Introduction
The study of controller design in the presence of uncertainties has been an active research
area, and there have been many well-established results such as robust control and adaptive
control theories. Robust control [2, 3] can ensure the system's own stability and performance
with the same controller when the uncertainties are bounded, but the probabilistic charac-
teristics of the uncertainties are not concerned. When the system parameters change within
certain intervals during the operation, adaptive control can ensure the performance by ad-
justing the control method [115, 116]. However, it may not be suitable for non-Gaussian
uncertainties.
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When considering the probabilistic characteristics of the uncertainties, stochastic control
theory studies deterministic systems subject to stochastic forcing [37, 38, 39, 40]. The
dynamics of these systems are usually a di®usion process with white noise input, and can be
modeled as stochastic di®erential equations. The key design requirements are on the mean
and the variance or covariance of the output. However, stochastic control theory does not
consider parametric uncertainties. Besides, when the uncertainties are non-Gaussian, the
output is probably non-Gaussian as well, and it is not enough to describe the characteristics
of the output using only its mean and variance. Therefore, it is necessary to consider
the control of the distribution of the output rather than the mean and variance alone.
Moreover, there are applications which require the control of the probabilistic distribution
of the system output, see for example retention in the wet end of paper making [117, 118],
combustion °ame temperature control in boilers [119, 120] and molecular weight distribution
in polymerization processes [121, 122]. This has also made the distribution control necessary.
One of the main di±culties in distribution control is how to obtain a model between
the control inputs and the probability distribution of the output. For di®usion processes,
an ideal approach is to apply the Fokker-Planck-Kolmogorov (FPK) equation [123], which
governs the dynamics of the output probability density functions. This approach for dis-
tribution control was studied in [124, 125]. However, in general, the exact solutions of
FPK equation are very di±cult to ¯nd, which hinders its application to distribution con-
trol. K¶arn¶y [126] proposed a randomized controller to minimize the mismatch between the
output probability density function to the desired one. However, this model turned out to
be unfeasible in real applications. This was followed by the approach using B-spline neural
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network [127, 128, 129, 130], where the output probability density functions are approxi-
mated using B-spline functions and controllers are designed to make the output probability
density functions to converge to the desired ones. Other approaches include nonlinear
AutoRegressive and Moving Average with eXogenous (ARMAX) model [131, 132], discon-
tinuous nonlinear feedback law [133] and regulatory controller synthesis [134, 135, 136, 137].
However, in these results, the explicit expressions of the feedback controllers are di±cult to
obtain, and the computational loads are very high.
In this chapter, we adopt gPC theory to control the distribution of the state variables in
the presence of parametric uncertainties. Besides stability analysis, gPC expansion theory
has also been applied to controller designs, see for example, linear quadratic regulation, [68],
optimal trajectory generation [138, 139], controller design for power converters [140], robust
control [141] and PID controller design [77]. However, none of these results considered the
distribution control. It should be noted that the approach of modeling probability density
functions in [134, 135] is quite similar to gPC expansion, which studies discrete-time systems
subject to disturbances where the probability density function is expressed as an expansion
on Hermite polynomials.
In this chapter, we will study the distribution control by examining the stochastic con-
vergence between the state variables and the desired reference variables. Speci¯cally, the
control objective is the convergence in distribution of the state variables to the reference
variables. This is achieved by the convergence of the gPC coe±cients of the state vari-
ables and the reference variables, which implies the convergence in mean square between
the states and the reference and consequently the convergence in distribution. Both the
state and the reference variables are expanded through gPC expansion, and the augmented
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system of the gPC coe±cients is formed. Integral control is adopted to drive the gPC co-
e±cients of the state variables to converge to the coe±cients of the reference variables. In
this way, the original state variables can converge to the reference variables in mean square,
and the convergence in distribution then follows.
Two types of reference variables are considered: variables which can be represented as
polynomials of the parametric uncertainties, and general types of variables. For the former,
the augmented system is decomposed into coupled subsystems according to the order of the
reference variables, and these subsystems could be decoupled and then controlled separately.
For the latter, the decoupling cannot be done, and hence the gPC expansions of the state
variables have to be truncated, resulting in a ¯nite-dimensional augmented system. Integral
control is also applied to drive the gPC coe±cients of the state variable to converge to those
of the reference variables. Algorithms for controller design are proposed and numerical
examples are presented for better illustration.
The contents of this chapter are organized as follows: Section 4.2 de¯nes the control
problem. The gPC representations of the reference variables and the state variables are
presented in Section 4.3. Sections 4.4 and 4.5 present the controller design for polynomial-
type reference variables using two di®erent decoupling methods, respectively. Section 4.6
presents the controller design for general reference variables. Numerical examples and sim-
ulation results are presented in Section 4.7 and Section 4.8 concludes this chapter.
4.2 Problem Formulation
Let¢ = (¢1; : : : ;¢d) 2 D(¢) ½ Rd be a random vector, d is an integer, and the mean of ¢k
is ¹k. The distribution function of¢ is given as F¢(±1; : : : ; ±d) = P (¢1 · ±1; : : : ;¢d · ±d),
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and the marginal distribution function of ¢k is F¢k(±k) = P (¢k · ±k). We assume that





Consider the following system with ¢ representing the random parameter uncertainties:
_x(t;¢) = A(¢)x(t;¢) +B(¢)u(t;¢); x(0;¢) = c; (4.2.2)
where x = [x1; ¢ ¢ ¢ ; xn]T 2 Rn is the state variable, and u = [u1; ¢ ¢ ¢ ; um]T 2 Rm is
the control input. Matrices A(¢) = [Aij(¢)] 2 Rn£n and B(¢) = [Bij(¢)] 2 Rn£m are
matrix functions of the d-dimensional random vector ¢. The initial condition x(0;¢) = c
is assumed to be deterministic.
The objective of this chapter is to study the control of the distribution of the state
variable x(t;¢) of system (4.2.2). Assume that an n-dimensional random vector r ,
[r1; r2; ¢ ¢ ¢ ; rn]T 2 Rn is given, and its i-th element ri has a probability density function
fri(Ri). In this chapter, we will study the stochastic convergence of x(t;¢) to r. Therefore,
we present a brief overview of several types of stochastic convergence and their relationships.
Let X be an n-dimensional random variable, and denote its joint distribution function as
F (X). Let X(1), X(2), : : : be a sequence of n-dimensional random variables. Then we have
the following de¯nitions for the convergence of X(1), X(2), : : : to X:
De¯nition 4.2.1. [142] If X, X(1), X(2), : : : are n-dimensional random variables, we say
that fX(k)g converges in distribution to X and writeX(k) Ã X as k !1 if limk!1 F (X(k)) =
F (X).
De¯nition 4.2.2. [142] If X, X(1), X(2), : : : are n-dimensional random variables, we say
that fX(k)g converges in probability to X and write X(k) P¡! X if and only if for every
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" > 0
P [jX(k) ¡Xj ¸ "]! 0 (4.2.3)
as k !1.
De¯nition 4.2.3. [142, 143] If X, X(1), X(2), : : : are n-dimensional random variables, we
say that fX(k)g converges in mean square to X and write X(k) m:s:¡! X if E[jXj2] <1 and
E[jX(k) ¡Xj2]! 0 (4.2.4)
as k !1.
Convergence in distribution is weaker than convergence in probability and convergence
in mean square, as shown in the following lemmas:
Lemma 4.2.1. [142] If X, X1, X2, ... is a sequence of n-dimensional random variables,
and if X(k) P¡! X, then F (X(k))! F (X).
Proof: See the proof of Theorem 6, Section 4.4 of [142]. 2
Lemma 4.2.2. If X, X1, X2, ... is a sequence of n-dimensional random variables, and if
X(k) m:s:¡! X, then X(k) P¡! X
Before we show the proof for Lemma 4.2.2, we need the following lemma:
Lemma 4.2.3. [142] (Markov Inequality) If X is a random variable and if E[jXjs] <1
for s > 0 not necessarily an integer, then for every " > 0,




Proof: See the proof of Theorem 2, Section 2.4 of [142]. 2
Proof of Lemma 4.2.2: According to the Markov Inequality (4.2.5), we have for every
" > 0
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by letting s = 2. Since X(k) m:s:¡! X, E[jXj2] < 1 and E[jX(k) ¡Xj2] ! 0. Consequently,
P [jX(k) ¡Xj ¸ "]! 0 as well and the conclusion then follows. 2
Corollary 4.2.4. If X(k) m:s:¡! X, then F (X(k))! F (X).
Proof: This directly follows Lemmas 4.2.1 and 4.2.2. 2
In our analysis, x(t;¢) is said to converge to r in distribution if their cumulative density
functions satisfy
lim
t!1F (x(t;¢)) = F (r); (4.2.7)
and converge to r in mean square if E[jrj2] <1 and
lim
t!1E[jx(t;¢)¡ rj
2] = 0: (4.2.8)
These are denoted by x(t;¢)Ã r and x(t;¢) m:s:¡! r, respectively.
Formally, we de¯ne the distribution control problem as
Problem 1. For system (4.2.2), ¯nd an admissible control signal u(t;¢) such that x(t;¢)
converges to r in distribution, i.e. limt!1 F (x(t;¢)) = F (r).
Corollary 4.2.4 has shown that x(t;¢) can converge in distribution to r if x(t;¢) m:s:¡!
r. Therefore, the above distribution control problem is converted to the mean square
convergence problem of x(t;¢) to the reference variable r, and we de¯ne the following
problem:
Problem 2. For system (4.2.2), ¯nd an admissible control signal u(t;¢) such that x(t;¢)
converges to r in mean square.
The natural consequence of solving Problem 2 is the convergence of the distribution
function of x(t;¢) to that of r. Therefore, we can focus on solving Problem 2 only since its
conclusion implies the solution of Problem 1. In this chapter, both the actual state variable
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x(t;¢) and the reference random vector r are expanded through generalized Polynomial
Chaos expansion and the higher-dimensional augmented system is obtained. Then Problem
2 can be solved by driving the coe±cients of x(t;¢) to those of r, such that the convergence
of the expansion coe±cients will result in the mean square convergence of x(t;¢) to r.
4.3 Representation of Reference Variable and System in gPC
Expansion
This section describes the representation of reference variable r and system (4.2.2) in gPC
expansion. Related knowledge of multi-variate gPC theory has been presented in Section
3.2.
4.3.1 Representation of Reference Random Variable
The reference random variable r = [r1; r2; ¢ ¢ ¢ ; rn]T may not be in the same probability
space of ¢. Therefore, we need to transform r and ¢ using their distribution functions to
the uniformly distributed probability space [144].
Since the elements of ¢ are mutually independent, the joint density function of ¢





We can transform r and ¢ element-wise. De¯ne a uniformly distributed random variable
½ 2 [0; 1]. Observe that the distribution function of ri
Fri(¿i) = Prob(ri · ¿i) (4.3.2)
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is a map from the image of random variable ri to the interval [0; 1]. The marginal distri-
bution function F¢i(±i) of ¢i is also a map from the image of ¢i to [0; 1]. These maps are
bijections over the support of the respective density functions, so we have
½ = Fri(¿i); and ½ = F¢i(±i); (4.3.3)
and by inversion,
ri = F¡1ri (½) , µi(½); ¢i = F
¡1
¢i
(½) , li(½): (4.3.4)
In this way, ri and ¢i are transformed to the probability space de¯ne by ­¤ = [0; 1] with
Borel ¾-algebra F ¤ and probability measure given by the Lebesgue measure. The gPC




ri;k©k(¢); i = 1; : : : ; n; (4.3.5)















µi(½)©k(l1(½); l2(½); : : : ; ld(½))d½: (4.3.6)
The coe±cients ri;j are then augmented to form the transformed reference vector r:
r , [r0; r1; r2; ¢ ¢ ¢ ]T 2 R!;
ri , [r1;i; r2;i; ¢ ¢ ¢ ; rn;i]T 2 Rn:
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4.3.2 Representation of System

















Bij;k©k(¢); Bij;k 2 R: (4.3.10)
The following procedure describes how to obtain the dynamics of xi;k(t) through system
transformations on system (4.2.2).









Performing Galerkin projection with ©0 and ©k, k = 1; : : : ; d, and grouping coe±cients
Aij;k and Bij;k according to the associated orthogonal polynomial ©k, we can de¯ne the
following matrices:
Ak , [Aij;k]; Bk , [Bij;k]; k = 0; 1; 2; : : : : (4.3.13)
Substituting the gPC expansions (4.3.7), (4.3.8), (4.3.9) and (4.3.10) back into (4.2.2), the
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Take the inner product < ¢;©l(¢) > de¯ned in (3.2.8) to both sides of the above equation.


















De¯ne the following in¯nite-dimensional matrix ªk as
ªk =
266666666664
e^0k0 e^0k1 ¢ ¢ ¢ e^0kn ¢ ¢ ¢






e^nk0 e^nk1 ¢ ¢ ¢ e^nkn ¢ ¢ ¢
...
...
. . . . . . . . .
377777777775
; k = 0; 1; 2; : : : :
Then we can construct the augmented system of the gPC expansion coe±cients fxi;l(t)g as
_x(t) = Ax(t) +Bu(t); x(0) = c; (4.3.16)
where
R! = Rn £ Rn £ ¢ ¢ ¢ ;
R¶ = Rm £ Rm £ ¢ ¢ ¢ ;
x = [xT0 x
T
1 ¢ ¢ ¢ ]T 2 R!; xi = [x1;i x2;i ¢ ¢ ¢ xn;i]T 2 Rn;
c = [cT0 c
T
1 ¢ ¢ ¢ ]T 2 R!; ci = [c1;i c2;i ¢ ¢ ¢ cn;i]T 2 Rn;
u = [uT0 u
T
1 ¢ ¢ ¢ ]T 2 R¶; ui = [u1;i u2;i ¢ ¢ ¢ um;i]T 2 Rm;
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where Ak and Bk, k = 0; 1; 2; : : :, are already de¯ned in (4.3.13).
The initial condition of the augmented system (4.3.16) is also obtained via Galerkin
projection of the original system's initial condition:
ci =
< x(0);©i(¢) >
< ©2i (¢) >
: (4.3.19)
Because the initial condition x(0) is deterministic, its expansion coe±cients are zero except
the one corresponding to ©0(¢), i.e.
ci =
8<: x(0); i = 0;0; i > 0: (4.3.20)
De¯nition 4.3.1. For system (4.3.16), we say that the augmented state x asymptotically
converges to the reference vector r, if for all i = 1; : : : ; n, and j = 0; 1; 2 : : :,
lim
t!1 jxi;j ¡ ri;j j = 0; (4.3.21)
and denote as limt!1 x = r.
With the gPC expansions of xi and ri, we can now solve Problem 2 by solving the
following problem:
Problem 3. For the augmented system of gPC expansion coe±cients (4.3.16), ¯nd a control
signal u(t) such that x asymptotically converges to r.
Problem 3 can solve Problem 2 because the convergence of the gPC coe±cients x to r
is equivalent to the convergence of xi(t;¢) to ri in mean square.
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Proposition 4.3.1. x(t;¢) converges to r in mean square if and only if limt!1 x = r.
Proof: The proof is quite similar to the proof of Proposition 2.4.1 in Chapter 2. Recall
the de¯nition of convergence in mean square, we have


















































where h2k > 0 is the normalization constant associated with the orthogonal polynomials
f©k(¢)g.
Su±ciency: Consider E[jx(t;¢) ¡ rj2] with a truncation in the gPC expansions of
x(t;¢) and r(t;¢) at the N -th term:






If xN ! rN , i.e. for all i = 1; 2; : : : ; n and k = 0; 1; 2; : : :, xi;k ! ri;k for all k = 0; 1; : : : ; N ,
then xNi;k(t)¡rNi;k ! 0. Therefore, we have limt!1E[jxN (t;¢)¡rN j2] = 0. By the de¯nition
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of gPC expansion, limN!1 xN (t;¢) = x(t;¢) and limN!1 rN = r. Therefore,
lim
N!1
E[jxN (t;¢)¡ rN j2] = E[jx(t;¢)¡ rj2] (4.3.24)
and hence limt!1E[jx(t;¢)¡ rj2] = 0 as well.







(xi;k(t)¡ ri;k)2h2k = 0:
Since h2k > 0 for all k = 0; 1; 2; : : :, there must be
lim
t!1(xi;k(t)¡ ri;k) = 0; 8 i = 1; 2; : : : ; n and k = 0; 1; 2; : : : ;
which is equivalent to x! r. The conclusion then follows. 2
In the following sections, we aim to design the augmented control signal u(t) to solve
Problem 3. We adopt the following feedback form for u(t):
u(t) = Kx(t); (4.3.25)
where K is the deterministic gain to be designed.
Remark 4.3.1. The gPC expansion coe±cients x(t) can be determined from the current
probability density function. Estimation algorithms of probability density functions can be
found in [145].
4.4 Controller Design with Polynomial-Type Reference Vari-
ables: Decoupling Method I
In this section and the next, we ¯rst study a special type of reference random variable:
the gPC expansion of r over the basis f©k(¢)g has only ¯nitely many non-zero terms, i.e.
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there exists an integer p > 0, such that 8 i > p, ri = 0. In this case, the elements of r
can be represented as polynomials of ¢. We refer to this type of reference variables as the
polynomial type variables in the sequel. Re-write r as r = [¹rT ; 0; 0; ¢ ¢ ¢ ]T 2 R!, where ¹r
is a ¯nite-dimensional vector and is given by
¹r , [rT0 ; rT1 ; ¢ ¢ ¢ ; rTp ]T 2 Rn(p+1); (4.4.1)
In the following two sections, we make the following assumption on the structures of
A(¢) and B(¢):
Assumption 4.4.1. In the original system (4.2.2), A(¢) is linear in ¢ and B(¢) is
deterministic.




Aij;k©k(¢); Aij;k 2 R; (4.4.2)
Bij(¢) = Bij;0Á0(¢) = Bij ; (4.4.3)





B = ª0 ­B0 = ª0 ­B; (4.4.5)
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4.4.1 Controller Design for Uni-variate Case
We start with the relatively simple uni-variate case, i.e. d = 1 and ¢ = ¢. Divide the





Âc = [xT0 ; x
T
1 ; ¢ ¢ ¢ ;xTp ]T 2 Rn(p+1); (4.4.6)




p+3; ¢ ¢ ¢ ]T : (4.4.7)





uc = [uT0 ; u
T
1 ; ¢ ¢ ¢ ;uTp ]T 2 Rm(p+1); (4.4.8)




p+3; ¢ ¢ ¢ ]T : (4.4.9)
According to Chapter 2, the dynamics of the i-th block of x with control is given as8<: _xi = ¥ixi +Ai¡1A1xi¡1 + Ci+1A1xi+1 +Bui; i = 1; 2; : : : ;_x0 = ¥0x0 + C1A1x1 +Bu0; (4.4.10)
where
¥i , A0 + BiA1: (4.4.11)
Therefore, we can obtain the dynamics of the two subsystems of Âc and Âa as:
² Subsystem 1:
_Âc = McÂc + Lcuc + Cc; (4.4.12)
Âc(0) = [cT 0 0 ¢ ¢ ¢ 0]T 2 Rn(p+1);
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² Subsystem 2:
_Âa = MaÂa + Laua + Ca; (4.4.13)
Âa(0) = 0:
In the above, the matrices Mc, Lc, Ma and La are determined from the dynamics of x.
In particular, Lc and La are given as
Lc = Ip+1 ­B; La = I1 ­B; (4.4.14)
where I1 is the in¯nite-dimensional identity matrix. The vectors Cc and Ca represent the


















where the zero entries are of compatible sizes.
Remark 4.4.1. Matrix B(¢) is assumed to be deterministic because otherwise subsystems
(4.4.12) and (4.4.13) will be coupled through u as well, and it becomes very di±cult to
eliminate the coupling.
The control objective of Problem 3, x ! r, can now be achieved in two steps: the
regulation of Subsystem 1, Âc ! ¹r, and the stabilization of Subsystem 2, such that Âa ! 0.
If the coupling dynamics Cc and Ca could be eliminated, it would be easier to design the
controllers for Subsystems 1 and 2 separately. Therefore, the control signal u is designed
to contain two parts: the decoupling control signal and the regulating/stabilizing control
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signal, i.e.
u = ud + ur; (4.4.16)
with the in¯nite-dimensional vectors ud and ur representing the decoupling and the regu-
lating/stabilizing controls, respectively. Similar to the division of x, ud and ur can also be








where udc 2 Rm(p+1) and uda 2 R¶ are the decoupling control inputs to Subsystems 1 and 2,
respectively, and urc 2 Rm(p+1) and ura 2 R¶ are the regulating or stabilizing control inputs













































a are m-dimensional vectors.
Decoupling Control Signal
The key factors for the design of decoupling control of subsystems (4.4.12) and (4.4.13) are
ud(p)c (i.e. the p-th block of udc) and u
d(p+1)
a (i.e. the ¯rst block of ua). They could be
designed to cancel with vectors Cp+1A1xp+1 and ApA1xp, respectively. Form the following
equations
Bud(p)c + Cp+1A1xp+1 = 0; (4.4.18)
Bud(p+1)a +ApA1xp = 0; (4.4.19)
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and solve for ud(p)c and u
d(p+1)
a . The following proposition shows the condition for the
solutions of the above two equations to exist:
Proposition 4.4.1. Given the n£m matrix B, if rank(B) = n, then it is always possible
to ¯nd control signals ud(p)c and u
d(p+1)
a to decouple subsystems (4.4.12) and (4.4.13).
Proof: rank(B) = n implies that for any vector b 2 Rn, the linear equation system
Bx = b (4.4.20)
is always solvable. Then the conclusion follows. 2
The overall decoupling control signals udc and u
d
















Remark 4.4.2. In the case of rank(B) 6= n, there will be some b¤ 2 Rn for which no
solution exists for equations (4.4.18) and (4.4.19). However, it is possible for A1xp+1 to
take the values of b¤ as well. Therefore, the condition rank(B) = n can guarantee the
existence of udc(p) and u
d
a(p+ 1) for any b 2 Rn.
Stabilization of Subsystem 2
With the decoupling control signal uda, Subsystem 2 becomes
_Âa =MaÂa + Lcura; (4.4.22)
which is completely decoupled from Subsystem 1. By observing that the initial condition
of Âa is zero in equation (4.3.20), we can set
ura = 0; (4.4.23)
108
Chapter 4. Distribution Control of Systems with Random Parametric
Uncertainties
such that Subsystem 2 becomes
_Âa =MaÂa; Âa(0) = 0; (4.4.24)
thus Âa(t) = 0 for all t ¸ 0.
Regulation of Subsystem 1
Substituting udc from (4.4.21) into subsystem (4.4.12), we can obtain the decoupled subsys-
tem as:
_Âc =McÂc + Lcurc (4.4.25)
In order to have Âc ! ¹r, we choose to use control with integral action. Let the error
between Âc and ¹r be given as
_ec(t) , ¹r(t)¡ Âc(t); (4.4.26)
and denote the elements of ec as
ec = [eT0 e
T
1 ¢ ¢ ¢ eTp ]T 2 Rn(p+1);
ek = [e1;k e2;k ¢ ¢ ¢ en;k]T 2 Rn;
with _ei;k = ri;k ¡ xi;k. Let X , [ÂTc ; eTc ]T , of which the dynamics with decoupling is given
by





35 ; G =
24 Lc
0




The augmented control signal urc is designed using the following feedback law:
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Then we have the following proposition for the asymptotic convergence of Âc to r:
Proposition 4.4.2. The augmented state Âc can asymptotically converge to ¹r if the matrix
pair (F;G) of system (4.4.27) is stabilizable.
Proof: With urc = KX, system (4.4.27) becomes
_X(t) = (F +GK)X+H¹r: (4.4.30)
The stabilizability of (F;G) guarantees the existence of a stabilizing control gain K,
such that F +GK is Hurwitz, and system (4.4.27) is then asymptotically stable. Moreover,
with the integral action, the error between Âc and ¹r will diminish to 0, and hence Âc can
converge to ¹r asymptotically. 2
A stabilizing K can be found by many approaches, for example, pole placement, LQR
control, etc.
Overall Feedback Control
The augmented control signal u is built from the designed decoupling and regulating/stabilizing
control signals ud and ur. The following algorithm describes how to obtain the overall feed-
back control for system (4.2.2) with the polynomial-type reference variable r.
Algorithm 1:
1. Construct the decoupling control signal ud according to equations (4.4.17) and (4.4.21),
where the sub-vectors ud(p)c and u
d(p+1)
a are the solutions of equations (4.4.18) and
(4.4.19).
2. Set the stabilizing control ura = 0 for Subsystem 2.
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3. Find a stabilizing control gain K for the augmented system (4.4.27) such that the
regulating control signal urc = KX.
4. The augmented control signal u is then given as
u = ud + ur; (4.4.31)
where ur = [(urc)
T ; (ura)
T ]T . In this way, the elements of u, ui;k, where i = 1; 2; : : : ;m
and k = 0; 1; 2; : : :, can be obtained.
5. For this feedback law with di®erent feedback gain for di®erent subsystems, the most
suitable method to construct the actual control signal u(t;¢) is to utilize its gPC
expansion (4.3.8) with the coe±cients ui;j(t) obtained from (4.3.25). The gPC expan-
sion (4.3.8) de¯nes a control signal u(t;¢) = [u1; u2; ¢ ¢ ¢ ; um]T parameterized by ¢
back from its gPC expansion (4.3.8). Since the ura = 0 and the elements of u
d
a are all





which is possible to implement in practice.
In this way, we can obtain an easy-to-implement control signal, since it only involves a
¯nite number of gPC expansion coe±cients.
Remark 4.4.3. The dynamics of many systems contain uncertainties caused by random
or changing factors. For these systems, one mathematical model alone is not su±cient to
account for all the changes in its dynamics and their models have to be updated in real time
when new measurement data are available. This is termed as the recursive identi¯cation
[146], through which the uncertain parameters could be updated with the recently available
data, and used in the controller design.
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In this chapter, we assume that all possible ¢ are taken from a sample space, which
obeys a certain probability measure, i.e. statistically, ¢ possess some probabilistic char-
acteristics, and can be modeled as random variables so that gPC theory can be applied.
Though the exact value of ¢ may not be available, it is still possible to estimate it through
recursive identi¯cation. More discussions will be provided on situations where ¢ is not
available in Sections 4.6.3 and 4.7.4.
4.4.2 Controller Design for Multi-variate Case
When ¢ = (¢1; ¢2; ¢ ¢ ¢ ; ¢d), the controller can be designed in a similar way to the
uni-variate case. According to Chapter 3, the dynamics of the i-th block of the augmented
state in the multi-variate case with control is given as
_xi(t) = ¥ixi(t) + gi(x) +Bui(t); xi(0) = ci 2 Rn (4.4.33)
where ci is the initial condition, and







k=1Ak(Akik¡1xi(k¡) + Ckik+1xi(k+)); i 6= 0;Pd
k=1AkCk1xk; i = 0:
(4.4.35)
Similarly, the augmented state x is divided into two sub-vectors Âc and Âa, and obtain
the following two subsystems:
² Subsystem 1:
_Âc =McÂc + Lcuc + Cc (4.4.36)
² Subsystem 2:
_Âa =MaÂa + Laua + Ca (4.4.37)
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The matrices Mc, Lc, Ma and La are obtained according to system (4.4.33). Recall the
de¯nition of x in the de¯nition of system (4.3.16), and de¯ne the following sets
S» = fxi 2 Rn : jij = pg; and
S³ = fxi 2 Rn : jij = p+ 1g; (4.4.38)
of which the cardinalities are
· , jS»j =
0@ p+ d¡ 1
p




respectively. We can now de¯ne the vectors
» , [»T1 ; »T2 ; ¢ ¢ ¢ ; »T· ]T ;
³ , [³T1 ; ³T2 ; ¢ ¢ ¢ ; ³Tº ]T ;
where »i 2 S» and ³i 2 S³ are ordered in graded lexicographic order. Therefore, the coupling





































Remark 4.4.4. The superscript i = £(i) indicates the mapping to a single index de¯ned
by the graded lexicographic order from a multi-index i = (i1; : : : ; id). ik is the k-th element
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of i, while i(k+) and i(k¡) refer to the multi-indices which di®er from i by 1 in the k-th
element.
Similarly, the control objective x! r can be achieved by Âc ! ¹r and Âa ! 0, and the
augmented control signal u can be designed to contain two parts: decoupling control and
regulating/stabilizing control, i.e. u = ud + ur, where ud is the decoupling control and ur
is the regulating/stabilizing control. Then we have the following proposition:








is stabilizable, then there exists an augmented control signal u such that in system (4.3.16)
derived from system (4.2.2) with d uncertain parameters, x can converge to r asymptotically.
Proof: The proof is similar to the controller design in the uni-variate case. To construct
a satisfactory control signal u, we can adopt the following algorithm:
Algorithm 2:





















The control signals ud» and u
d
³ are found by solving the following equations:
(I· ­B)ud» = ¡¨c³; (4.4.45)
(Iº ­B)ud³ = ¡¨a»: (4.4.46)
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Clearly, if rank(B) = n, the above two equations are solvable. Therefore there exist
ud» and u
d
³ such that subsystems (4.4.36) and (4.4.37) can be decoupled.
2. Stabilization of Subsystem 2: With the decoupling control signal ud³ , Subsystem
2 becomes:
_Âa =MaÂa: (4.4.47)
The initial condition of Âa is zeros, therefore, by setting
ura = 0; (4.4.48)
Âa becomes zero for all t ¸ 0.
3. Regulation of Subsystem 1: Control with integral action is again adopted. By
de¯ning the error as _ec = ¹r¡Âc, the augmented system can be formed, which has the
same form as system (4.4.27). Therefore, if the matrix pair (4.4.42) is stabilizable, then
a stabilizing control gain K can be found, and the regulating control for Subsystem 1
can be found as
urc = KX: (4.4.49)
With this control, Âc can asymptotically converge to ¹r.






a, we can obtain
the augmented control u.
The above algorithm shows how to construct the control u such that x can converge to
r asymptotically. Therefore the conclusion then follows. 2
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The actual control signal u(t;¢) can be determined from its gPC expansion with its







4.5 Controller Design with Polynomial-Type Reference Vari-
ables: Decoupling Method II
In the last section, the decoupling control signals udc and u
d
a are obtained by solving equa-
tions (4.4.18) and (4.4.19) in the uni-variate case, or equations (4.4.45) and (4.4.46) in the
multi-variate case. The existence of the solutions to these equations depends on the rank
of the matrix B. The condition rank(B) = n implies that m ¸ n, i.e. there should be
more control signals than the state variables in order to ¯nd the decoupling control signals
for subsystems (4.4.12) and (4.4.13). However, in real applications, the full row rank re-
quirement for B may not be practical. Therefore, in this section, we present a decoupling
controller design independent of the rank of B. Assumption 4.4.1 still holds in this section.
For simplicity, we only consider the uni-variate.
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4.5.1 Decomposition of System







Âc = [xT0 ; x
T
1 ; ¢ ¢ ¢ ;xTp ]T 2 Rn(p+1); (4.5.1)
Âv = [xTp+1; x
T
p+2; ¢ ¢ ¢ ;xTq ]T 2 Rn(q¡p); q > p (4.5.2)




q+3; ¢ ¢ ¢ ]T ; (4.5.3)







uc = [uT0 ; u
T
1 ; ¢ ¢ ¢ ;uTp ]T 2 Rm(p+1); (4.5.4)
uv = [uTp+1; u
T
p+2; ¢ ¢ ¢ ;uTq ]T 2 Rm(q¡p); (4.5.5)




q+3; ¢ ¢ ¢ ]T : (4.5.6)
Recall system (4.4.33), the dynamics of the three subsystems of Âc, Âv and Âa are found
as:
² Subsystem 1:
_Âc =McÂc + Lcuc + Cc; Âc(0) = [cT 0 0 ¢ ¢ ¢ 0]T 2 Rn(p+1); (4.5.7)
² Subsystem 2:
_Âv =MvÂv + Lvuv + Cv; Âv(0) = 0; ; (4.5.8)
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² Subsystem 3:
_Âa =MaÂa + Laua + Ca; Âa(0) = 0: (4.5.9)
In the above, the matrices Mc, Mv and Ma are determined from system (4.3.16). Lc =
Ip+1­B, Lv = Iq¡p­B and La = I­B. The vectors Cc, Cv and Ca represent the coupling
between Âc, Âv and Âa:
Cc = [0; 0; ¢ ¢ ¢ ; 0; Cp+1(A1xp+1)T ]T 2 Rn(p+1); (4.5.10)
Cv = [Ap(A1xp)T ; 0; ¢ ¢ ¢ ; 0; Cq+1(A1xq+1)T ]T 2 Rn(q¡p); (4.5.11)
Ca = [Aq(A1xq)T ; 0; 0; 0; ¢ ¢ ¢ ]T 2 R!: (4.5.12)
The control objective of Problem 3, x ! r, now becomes the regulation of Subsystem
1, i.e.
Âc ! ¹r;
and the stabilization of the rest of the state variables, i.e.
Âv ! 0; and Âa ! 0:
In equations (4.5.10) and (4.5.12), it can be seen that only the state variables xp+1 and
xq are present in Cc and Ca, which are both from Subsystem 2. If xp+1 and xq can converge
to zero, all the three subsystems will be decoupled from the other subsystems. This is the
central idea of the new decoupling method.
Design u as
u = ud + ur; (4.5.13)
with ud and ur representing the decoupling and the regulating/stabilizing controls, respec-
tively. However, in this case, the decoupling is implemented only in Subsystem 2. Therefore,
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where udv 2 Rm(q¡p) is the decoupling control implemented in Subsystem 2, urc 2 Rm(p+1),
urv 2 Rm(q¡p) and ura 2 R¶ are the regulating/stabilizing control inputs to Subsystems 1, 2,













































a are m-dimensional vectors.
4.5.2 Decoupling Control in Subsystem 2
The decoupling of subsystems (4.5.7), (4.5.8) and (4.5.9) are carried out by driving xp+1
and xq to zero, which is consistent with the goal Âv ! 0. Therefore, the decoupling problem
becomes the stabilization problem of Subsystem 2 in the presence of additional inputs Cv,
which can then be viewed as a disturbance input to Subsystem 2.
To eliminate the e®ects of Cv, we adopt control with integral action. De¯ne the error
between Âv and 0 as
_ev = ¡Âv: (4.5.15)
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Proposition 4.5.1. If the matrix pair (Fv; Gv) is stabilizable, then Âv can asymptotically
converge to 0 and Subsystems 1 and 3 can then be decoupled.
Proof: If (Fv; Gv) is stabilizable, then there exists a stabilizing control gain Kv such







system (4.5.16) is stabilized, and the conclusion then follows. 2
The feedback control (4.5.18) also stabilizes Subsystem 2, thus
urv = 0: (4.5.19)
In this design method, it is not necessary to have rank(B) = n. It is also possible to select
an integer q such that the matrix pair (Fv; Gv) is stabilizable. Therefore, this decoupling
method is less restrictive than the previous one.
4.5.3 Stability of Subsystem 3
After Âv converges to zero, Subsystem 3 becomes decoupled from Subsystems 1 and 2.
However, unlike the previous case, it is necessary to discuss the stability of Subsystem 3
given in the form of (4.5.9), because the state variable Âa of Subsystem 3 may become
non-zero before it is completely decoupled, even though its initial condition Âa(0) = 0.
Set the control signal ua as:
ua = 0; (4.5.20)
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and substitute ua into (4.5.9). Then subsystem (4.5.9) becomes:
_Âa =MaÂa; (4.5.21)







e^(q+1)k0 e^(q+1)k1 ¢ ¢ ¢ e^(q+1)kn ¢ ¢ ¢






e^(q+n)k0 e^(q+n)k1 ¢ ¢ ¢ e^(q+n)kn ¢ ¢ ¢
...
...
. . . . . . . . .
377777777775
:
It can be seen that Ma is a sub-matrix of A in equation (4.4.4), thus subsystem (4.5.9)
has a structure similar to that of system (2.4.8) in the uni-variate case, or system (3.3.14)
in the multi-variate case. The conditions for the asymptotic stability of these two systems
have already been given in Theorems 2.5.5 and 3.4.4. Therefore, by applying these two
theorems, the condition for the asymptotic convergence of Âa to zero can be determined. In
this section, we only consider the uni-variate case, but the conclusion can be easily extended
to the multi-variate case.





where vi(xi) = jxij. Let ¾i denote the largest eigenvalue of 12(¥Ti +¥i), i = q+1; q+2; : : :.
Then we have the following corollary:
Corollary 4.5.2. Âa can asymptotically converge to 0, if the positive constants ¸i in
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(2.5.15) can be selected such that the inequalities8><>: ¾i < ¡kA1k1 ¢ Ai
¸i+1
¸i
; i = q + 1;




¢ Ci + ¸i+1¸i ¢ Ai
´
; i = q + 2; q + 3; q + 4 : : : ;
(4.5.24)
hold.
Proof: The proof follows directly from the proof of Theorem 2.5.5. 2
In the multi-variate case, a similar condition to (4.5.24) can also be found by modifying
condition (3.4.12).
4.5.4 Regulation of Subsystem 1
The regulation of Subsystem 1 is the same as in the previous method. Therefore the details
are omitted and only the conclusion is stated here. The error between Âc and ¹r is de¯ned
as _ec = ¹r ¡ Âc, and the augmented system has the same form as system (4.4.27). If the
matrix pair (4.4.42) is stabilizable, then a stabilizing control gain K can be found, and the
regulating control for Subsystem 1 can be found as
urc = KX: (4.5.25)
With this control, Âc can asymptotically converge to ¹r.
4.5.5 Overall Controller Design
The overall augmented control signal u is built from the decoupling and regulating/stabilizing
control signals ud and ur. The following algorithm describes how to obtain the overall feed-
back control for system (4.2.2) with the polynomial-type reference variable r.
Algorithm 3:
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1. Construct the decoupling control signal ud according to (4.5.14). The sub-vector udv
is found from the feedback law (4.5.18).
2. Set the stabilizing control urv and u
r
a for Subsystems 2 and 3 to zero. For Subsystem
1, let the regulating control urc = KX with a stabilizing control gain K. Together, urc,
urv and u
r
a form the control signal u
r.
3. The augmented control signal u is then given as
u = ud + ur: (4.5.26)
In this way, the elements of u, ui;k, i = 1; 2; : : : ;m and k = 0; 1; 2; : : :, are obtained.
4. The actual control signal u(t;¢) = [u1; u2; ¢ ¢ ¢ ; um]T is obtained from its gPC





The new decoupling method proposed in Section 4.5.2 avoids the restrictive condition
rank(B) = n and the decoupling control is easier to implement. However, in this case, the
asymptotic stability of subsystem 3 has to be considered. Like the discussions of Chap-
ters 2 and 3, further simpli¯cation of Corollary 4.5.2 depends on the distribution of the
uncertainties ¢.
4.6 Controller Design with General Reference Variables
In the last two sections, we have discussed controller design for reference random variables
which can be represented as polynomials in¢. In this section, we consider general reference
random variables which are not restricted to the polynomial type.
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4.6.1 Representation of System and Reference Variable
In the previous case, all the expansion terms in the gPC expansion of x(t;¢) and u(t;¢)
are kept, resulting in an in¯nite-dimensional augmented system (4.3.16). However, when
the reference variable r is not a polynomial of ¢, its gPC expansion will have in¯nitely
many terms. In this case, it is impossible to divide system (4.3.16) into several coupled
subsystems and design decoupling control signals. Besides, in practice, it is very di±cult
to design a control signal which involves calculations with in¯nitely many state variables.
Therefore, in this section, the gPC expansions of x(t;¢), u(t;¢) and r have to be truncated
at a ¯nite term.








ui;k(t)©k(¢); ui;k 2 R: (4.6.2)





with d being the dimension of¢ and N being the required degree of the polynomials ©k(¢)




e^0k0 e^0k1 ¢ ¢ ¢ e^0kp





e^pk0 e^pk1 ¢ ¢ ¢ e^pkp
37777775 ; k = 0; 1; : : : ; p:
Then the augmented system (4.3.16) of the gPC expansion coe±cients becomes
_x(t) = Ax(t) +Bu(t); x(0) = c; (4.6.4)
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where
x = [xT0 x
T
1 ¢ ¢ ¢ xTp ]T 2 Rn(p+1);
c = [cT0 c
T
1 ¢ ¢ ¢ cTp ]T 2 Rn(p+1);
u = [uT0 u
T
1 ¢ ¢ ¢ uTp ]T 2 Rm(p+1);









and the initial conditions ci are also obtained via Galerkin projection of the original system's
initial condition:
ci =
8<: x(0); i = 0;0; i = 1; 2; : : : ; p: (4.6.7)
Remark 4.6.1. In this section, Assumption 4.4.1 is no longer needed. Therefore, in (4.6.5)
and (4.6.6), the summation is up to the p-th term.




ri;j©j(¢); i = 1; : : : ; n; (4.6.8)
and the augmented reference vector r is
r , [r0; r1; ¢ ¢ ¢ ; rp]T 2 Rn(p+1);
ri , [r1;i; r2;i; ¢ ¢ ¢ ; rn;i]T 2 Rn:
De¯nition 4.6.1. For the ¯nite-dimensional augmented system (4.6.4), we say that the
augmented state x asymptotically converges to the reference vector r, if for all i = 1; : : : ; n
and j = 0; : : : ; p,
lim
t!1 jxi;j ¡ ri;j j = 0: (4.6.9)
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With the truncated gPC expansions of xi and ri, Problem 2 is now solved through the
following problem:
Problem 4. For the augmented system of gPC expansion coe±cients (4.6.4), ¯nd a control
signal u(t) such that x asymptotically converges to r.
In general, Problem 4 is not equivalent to Problem 2 due to the truncation errors.
Though this error cannot be totally eliminated, it can be reduced with larger p, i.e. keep-
ing more terms in the truncated gPC expansion. This will be illustrated with numerical
examples in Section 4.7.3.
4.6.2 Controller Design with Integral Action: Stochastic Control
The augmented state vector x and integral action control are used to design the feedback
law. Denote the error between x and r as
_e(t) , r(t)¡ x(t): (4.6.10)
The elements of e are denoted as
e = [eT0 e
T
1 ¢ ¢ ¢ eTp ]T 2 Rn(p+1); (4.6.11)
ek = [e1;k e2;k ¢ ¢ ¢ en;k]T 2 Rn: (4.6.12)
Then we can form the augmented vector X , [xT ; eT ]T and apply feedback control with
integral action. The dynamics of X is given by





35 ; G =
24 B
0
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Similar to the discussion on polynomial-type reference variables, we have the following
proposition:
Proposition 4.6.1. For system (4.6.4), the augmented state x can asymptotically converge
to r if the matrix pair (F;G) is stabilizable.
Proof: The proof is similar to the proofs of Propositions 4.4.3 and 4.4.2 and hence is
omitted. 2
A stabilizing augmented control signal u can be found using the following feedback law:




where KS 2 Rm(p+1)£n(p+1), and KI 2 Rm(p+1)£n(p+1) are deterministic feedback gains.
The control gain K is designed such that the matrix F ¡ KG is Hurwitz, and system
(4.6.13) is stabilized.





4.6.3 Controller Design with Integral Action: Deterministic Control
To address situations where the information of ¢ is not available, we adopt a feedback
structure of deterministic control with augmented state feedback [68] in this subsection.
That is, the control signal u(t;¢) is deterministic with elements ui(t;¢) = ui;0(t), and is
derived using the augmented state variable X(t) directly. Therefore, we have
u(t) = u(t) = KX; K 2 Rm£2n(p+1); X 2 R2n(p+1): (4.6.17)
with the deterministic feedback gain K to be designed. In the sequel, we refer to this
control strategy as deterministic control, and the one in Section 4.6.2 as stochastic control
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; k = 0; 1; 2; : : : ;
with ±ik being the Kronecker delta. Note that B^ andK are only partially in¯nite-dimensional,
since each row vector of B^ has a dimension of 1 £m, and each column vector of K has a
dimension of m£ 1.
Therefore, with integral action, the augmented system with error _e = r¡x then becomes
_X(t) = FX(t) + G^u+Hr; (4.6.19)





Similar to the previous case, we can also design the control gain K to stabilize system
(4.6.19). Therefore, we have:
Corollary 4.6.2. For system (4.6.4), the augmented state x can asymptotically converge
to r if the matrix pair (F; G^) is stabilizable.
Proof: The conclusion follows directly from Proposition 4.6.1, with matrix G replaced
by G^. 2
The control signal (4.6.17) is not dependent on the values of ¢. Therefore, the deter-
ministic control strategy is especially useful for situations where it is di±cult to estimate the
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values of ¢. A Comparison between stochastic control and deterministic control strategies
is done with numerical examples in Section 4.7.4.
4.7 Examples
In this section, we consider a second-order system:
_x(t;¢) = (A0 +A1¢1 +A2¢2)x(t;¢) +Bu(t;¢); x 2 R2;




35 ; A1 =
24 0 0:1
0 0
35 ; A2 =
24 0 0
0:1 0:5




The nominal matrix A0 is the same as system (2.6.1), but there are two uncertain parameters
¢ = (¢1; ¢2). The initial condition is set to x(0) = [¡3; 1]T . ¢1, ¢2 2 [¡1; 1] are assumed
to be independent uniform random variables with the corresponding Legendre Chaos.
As introduced in Chapter 3, multi-variate orthogonal polynomials are ordered in the
graded lexicographic order. With two independent variables, the order of the multi-indices
of the ¯rst several Legendre chaos are shown Table 4.1.
When no control input is applied to system (4.7.1), x(t;¢) may not converge to a
random variable. To show this, the trajectories of x1(t) and x2(t) with zero control input
are computed with 10; 000 pairs of randomly generated samples of (¢1; ¢2). At each time
t, the maximum and minimum values of x1(t) and x2(t) among the samples are obtained
and plotted in Figures 4.1 and 4.2.
It can be seen from the ¯gures that both x1(t;¢) and x2(t;¢) ¯nally converges to
zero. In the sequel, we will apply the algorithms proposed in Sections 4.4 to 4.6 to design
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Figure 4.1: Plot of the range of x1(t;¢) for 10,000 samples without control.






















Figure 4.2: Plot of the range of x2(t;¢) for 10,000 samples without control.
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Order of polynomial jij Multi-index i Single index i
0 (0; 0) 0
1 (1; 0) 1
(0; 1) 2
2 (2; 0) 3
(1; 1) 4
(0; 2) 5




¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
Table 4.1: Graded lexicographic ordering of the multi-index i with two variables (d = 2).
controllers such that the distributions of the state variables can match with the distributions
of desired reference random variables.
4.7.1 Polynomial Type Reference Variables: Decoupling Method I
In this subsection, we illustrate the controller design using the ¯rst decoupling method with















r2 = 3©2(¢) + ©0(¢) = 3Á1(¢2) + Á0(¢2); (4.7.3)
where ©3(¢), ©2(¢) and ©0(¢) represent the multi-variate Legendre polynomials in ¢
arranged in graded lexicographic order, while Á2(¢), Á1(¢) and Á0(¢) represent the uni-
variate Legendre polynomials in ¢.
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The probability density functions of r1 and r2 are given as
fr1(¿1) =
8<: 1p2¿1 ; 0 < ¿1 · 0:5;0; otherwise. (4.7.4)
fr2(¿2) =
8<: 16 ; ¡2 · ¿2 · 40; otherwise. (4.7.5)
The augmented reference vector containing the gPC coe±cients of r1 and r2 are given
as:










35 ; r1 =
24 0
0
35 ; r2 =
24 0
3




It can be seen from Table 4.1 that for Legendre chaos with two variables, there are in fact
3 second-order polynomials, i.e. ©3(¢) = Á2(¢1), ©4(¢) = Á1(¢1)Á1(¢2) and ©5(¢) =
Á2(¢2). Therefore, two additional vectors r4 and r5 should be included in the vector ¹r:












with r4 = r5 = [0; 0]T . Then we can form the augmented system, and design the controller
u. Since ¹r contains only the zeroth- to the second-order gPC coe±cients of r, the sub-vectors
Âc and Âa are given as















8 ; ¢ ¢ ¢ ]T : (4.7.9)
Therefore, Subsystem 1 is a 12-dimensional system, while Subsystem 2 is in¯nite-dimensional.
The components of the augmented control u(t) are found according to Algorithm 2. The
decoupling controls ud» 2 R6 and ud³ 2 R8 in (4.4.45) and (4.4.46) are found with matrices
¨c 2 R6£8 and ¨a 2 R8£6. For Subsystem 1, the regulating control gain K = [KS ; KI ] 2
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Figure 4.3: Plot of trajectories for the gPC coe±cients of u1(t;¢) up to the second order.
R12£24 from urc(t) in (4.4.49) is designed to be stabilizing. The values of ¨c, ¨a, KS and
KI are recorded in Section B.1 of Appendix B. Figures 4.3 and 4.4 show the plots of ui;k(t)
contained in uc. Figures 4.5 and 4.6 show the plots of ui;k(t) in ua up to the ¯fth order.
The trajectories of the augmented state variable x obtained with the designed control
signal u are plotted in Figures 4.7 to 4.10. Figure 4.7 shows the trajectories of the gPC
coe±cients of x1 up to the second order, where only the coe±cients x1;0 and x1;3 can
converge to non-zero values of 13 and
1
6 , respectively, which are equal to r1;0 and r1;3. In
Figure 4.9, all the coe±cients converge to 0. Similarly, for x2(t), only the gPC coe±cients
x2;0 and x2;2 converge to 1 and 3, respectively, while the rest of its coe±cients are all 0, as
shown in Figures 4.8 and 4.10. Therefore, it can be seen that in this example the augmented
state variable x indeed converges to r.
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Figure 4.4: Plot of trajectories for the gPC coe±cients of u2(t;¢) up to the second order.























Plot of the gPC coefficients of u1(t,∆) from 3
rd















Figure 4.5: Plot of trajectories for the gPC coe±cients of u1(t;¢) from the third to the
¯fth order.
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Plot of the gPC coefficients of u2(t,∆) from 3
rd
















Figure 4.6: Plot of trajectories for the gPC coe±cients of u2(t;¢) from the third to the
¯fth order.




































Figure 4.7: Plot of trajectories of the gPC coe±cients of x1 up to the second order.
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Figure 4.8: Plot of trajectories of the gPC coe±cients of x2 up to the second order.












Plot of the gPC coefficients of x1 from 3
rd













Figure 4.9: Plot of trajectories for the gPC coe±cients of x1 from the third to the ¯fth
order.
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Plot of the gPC coefficients of x2 from 3
rd













Figure 4.10: Plot of trajectories for the gPC coe±cients of x2 from the third to the ¯fth
order.
The actual control signal u(t;¢) is built from u(t) according to equation (4.4.50) with
samples of uniform random variables ¢1 and ¢2. Figures 4.11 and 4.12 show u1(t;¢)
and u2(t;¢) plotted with 20 pairs of samples of ¢. It can be seen that u(t;¢) becomes
stochastic, since it depends on the values of ¢.
The trajectories of x(t;¢) with 10; 000 samples of ¢ are obtained with u(t;¢) applied
to system (4.7.1), and the mean square di®erence between x(t;¢) and r, E[jx(t;¢)¡ rj2],
can then be computed. Figure 4.13 shows the plot of E[jx(t;¢)¡ rj2] against time. It can
be seen that E[jx(t;¢)¡ rj2] converges to 0 as t!1. Therefore, x(t;¢) can converge to
r in mean square, and Problem 2 is solved.
In this example, it can also be seen that the probability density functions of x1(t;¢) and
x2(t;¢) also converge to the probability density functions of r1 and r2 asymptotically. Using
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Figure 4.11: Plot of u1(t;¢) with 20 samples.












Figure 4.12: Plot of u2(t;¢) with 20 samples.
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Plot of mean square difference between r and x(t,∆)
Figure 4.13: Plot of E[jx(t;¢)¡ rj2] with 10; 000 samples.
the kernel estimator algorithm from [145], the probability density functions of x1(t;¢) and
x2(t;¢) at t = 50 seconds are obtained. However, the accuracy of the estimation depends
on the number of samples used to generate the trajectories of x1(t;¢) and x2(t;¢). We use
jfr1(t)(¿1)¡fx1(t)(¿1)j and jfr2(t)(¿2)¡fx2(t)(¿2)j to track the errors between the probability






2(t) to denote the mean values and
variances of jfr1(t)(¿1) ¡ fx1(t)(¿1)j and jfr2(t)(¿2) ¡ fx2(t)(¿2)j at time t, respectively. The






2 are shown in Figures 4.14 to 4.17, plotted with di®erent







with time and become stationary. Therefore, we only have to compare the values of errors
at the last time instant.
At t = 50 seconds, the mean values and variances of jfr1(t)(¿1)¡fx1(t)(¿1)j and jfr2(t)(¿2)¡
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Figure 4.14: Plot of ¹e1(t) with di®erent number of samples against time.
fx2(t)(¿2)j with di®erent number of samples are listed in the following table:
Number of samples 1; 000 5; 000 10; 000
¹e1 0.3672 0.1663 0.1295
¹e2 0.0300 0.0139 0.0097
¾21 0.0920 0.0330 0.0222
¾22 6:0485£ 10¡4 1:0488£ 10¡4 6:0330£ 10¡5
Table 4.2: Mean values and variances of jfr1(t)(¿1) ¡ fx1(t)(¿1)j and jfr2(t)(¿2) ¡ fx2(t)(¿2)j
at t = 50 seconds with di®erent number of samples
The mean values and variances of the errors decreas as the number of samples increases.
Therefore, we will use 10; 000 samples in the sequel. The estimated probability density
functions of x1(t) and x2(t) at t = 50 seconds are plotted in Figures 4.18 and 4.19, with the
respective reference probability density functions. It can be seen that the output probability
density functions can match with the reference probability density functions.
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Figure 4.15: Plot of ¹e2(t) with di®erent number of samples against time.


















Figure 4.16: Plot of ¾21(t) with di®erent number of samples against time.
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Figure 4.17: Plot of ¾22(t) with di®erent number of samples against time.














Figure 4.18: Plot of the estimated probability density function of x1(t;¢) at t = 50 seconds
with the probability density function of r1.
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Figure 4.19: Plot of the estimated probability density function of x2(t;¢) at t = 50 seconds
with the probability density function of r2.
4.7.2 Polynomial Type Reference Variables: Decoupling Method II
In this subsection, we illustrate the controller design for system (4.7.1) using the second
decoupling method with a polynomial-type reference variable r = [r1; r2]T , where the gPC














r2 = ¡©2(¢) + 3©1(¢) + ©0(¢) = ¡Á1(¢2) + 3Á1(¢1) + Á0(¢1): (4.7.11)
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The probability functions of r1 and r2 are given as
fr1(¿1) =




12(¿2 + 3); ¡3 · ¿2 < ¡1;
1
6 ; ¡1 · ¿2 < 3;
1
12(¡¿2 + 5); 3 · ¿2 < 5;
0; otherwise.
(4.7.13)
The augmented reference vector r is then given as:














35 ; r1 =
24 0
3
35 ; r2 =
24 0
¡1
35 ; r3 =
24 13
0




With the augmented reference random variable, we can decompose the augmented system
of the gPC coe±cients of x(t;¢) into three subsystems with the following state vectors,
respectively:




























14; ¢ ¢ ¢ ]T ; (4.7.17)
where Âc in Subsystem 1 contains the gPC coe±cients xi;j(t) up to the second order, Âv in
Subsystem 2 are the gPC coe±cients of the third order, and Âa in Subsystem 3 contains the
rest of the coe±cients. Therefore, Subsystem 1 is a 12-dimensional system, and Subsystem
2 is an 8-dimensional system, while Subsystem 3 is an in¯nite-dimensional system.
Following Algorithm 3, the decoupling control signal ud can be obtained from equations
(4.5.14) and (4.5.18), and the regulating control signal ur from equations (4.5.14) and
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Figure 4.20: Plot of trajectories for the gPC coe±cients of u1(t;¢) in Subsystem 1.
(4.5.25) with urv and u
r
a being zero. The values of the control gains Kv in (4.5.18) and
K = [KS ; KI ] in (4.5.25) are recorded in Section B.2.
From these control gains, we can obtain the augmented control input u(t). The gPC
coe±cients u1;k(t) and u2;k(t) in uc are plotted in Figures 4.20 and 4.21, respectively. The
coe±cients contained in uv for u1(t;¢) and u2(t;¢) are plotted in Figures 4.22 and 4.23,
respectively. Since ua = 0, it is not plotted.
Under the designed augmented control u(t), the trajectories of x can also be obtained.
The control objective for Problem 3 is to have Âc ! ¹r, Âv ! 0 and Âa ! 0. Figures 4.24
and 4.25 show the plots of Âc for x1(t;¢) and x2(t;¢), respectively, and the plots of Âv for
x1(t;¢) and x2(t;¢) are shown in Figures 4.26 and 4.27, respectively. It can be seen that
Âc can converge to ¹r and Âv to zero.
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Figure 4.21: Plot of trajectories for the gPC coe±cients of u2(t;¢) in Subsystem 1.






























Figure 4.22: Plot of trajectories for the gPC coe±cients of u1(t;¢) in Subsystem 2.
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Figure 4.23: Plot of trajectories for the gPC coe±cients of u2(t;¢) in Subsystem 2.


































Figure 4.24: Plot of trajectories for the gPC coe±cients of x1(t;¢) in Subsystem 1.
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Figure 4.25: Plot of trajectories for the gPC coe±cients of x2(t;¢) in Subsystem 1.





























Figure 4.26: Plot of trajectories for the gPC coe±cients of x1(t;¢) in Subsystem 2.
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Figure 4.27: Plot of trajectories for the gPC coe±cients of x2(t;¢) in Subsystem 2.
The state variable Âa in Subsystem 3 can converge to zero only if Subsystem 3 is
asymptotically stable. Therefore, we have to discuss the stability of Subsystem 3. Ac-
cording to Theorem 3.5.1 for the stability of systems with multiple uniformly distributed
random parameters, the augmented system for system (4.7.1) satis¯es condition (3.5.10)
with ¾ = ¡1:1554 and P2k=1 kAkk1 = 0:6, which implies that the whole augmented system
is asymptotically stable. Since
P2
k=1 kAkk1 is actually the worst-case upper bound for ¾,
it follows that Subsystem 3 is also asymptotically stable, and hence Âa should converge to
0 asymptotically.
The plots of Âa for x1(t;¢) and x2(t;¢) up to the ¯fth order are shown in Figures
4.28 and 4.29, respectively. It can be seen that Âa can converge to zero. Thus the control
objective for Problem 3 is achieved.
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Plot of the gPC coefficients of x1(t,∆) of 4
th

























Figure 4.28: Plot of the gPC coe±cients of x1(t;¢) in Subsystem 3 up to the ¯fth order.
The actual control signal u(t;¢) is built from its gPC coe±cients, and becomes stochas-
tic since it depends on the values of ¢. Therefore, we only show the plots of u1(t;¢) and
u2(t;¢) plotted with 20 pairs of samples of ¢, in Figures 4.30 and 4.31.
The trajectories of x(t;¢) with 10; 000 samples of ¢ are obtained with the actual
control u(t;¢), and E[jx(t;¢)¡ rj2] can then be computed. Figure 4.32 shows the plot of
E[jx(t;¢)¡ rj2] against time, and it can be seen that E[jx(t;¢)¡ rj2] converges to zero as
t!1. Therefore, Problem 2 is also solved.
Similarly, we also studied the di®erences between the probability density functions of
x(t;¢) and r. The probability density functions of x1(t;¢) and x2(t;¢) are estimated using
the kernel estimator [145]. Table 4.3 shows the mean values and variances of jfr1(t)(¿1) ¡
fx1(t)(¿1)j and jfr2(t)(¿2)¡ fx2(t)(¿2)j with di®erent number of samples at t = 50 seconds:
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Plot of the gPC coefficients of x2(t,∆) of 4
th

























Figure 4.29: Plot of the gPC coe±cients of x2(t;¢) in Subsystem 3 up to the ¯fth order.










Figure 4.30: Plot of u1(t;¢) with 20 samples.
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Figure 4.31: Plot of u2(t;¢) with 20 samples.
























Figure 4.32: Plot of E[jx(t;¢)¡ rj2] with 10,000 samples.
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Number of samples 1; 000 5; 000 10; 000
¹e1 0.3673 0.1665 0.1296
¹e2 0.0231 0.0095 0.0073
¾21 0.0920 0.0331 0.0224
¾22 0.0004 0.0001 2:7653£ 10¡5
Table 4.3: Mean values and variances of jfr1(t)(¿1) ¡ fx1(t)(¿1)j and jfr2(t)(¿2) ¡ fx2(t)(¿2)j
at t = 50 seconds with di®erent number of samples














Figure 4.33: Plot of the estimated probability density function of x1(t;¢) at t = 50 seconds
with the probability density function of r1.
It can be seen that the mean values and variances decreases as the number of samples
increases. The probability density functions of x1(t;¢) and x2(t;¢) at t = 50 seconds are
plotted in Figures 4.33 and 4.34 with the respective reference probability density functions
of r1 and r2. It can be seen that the probability density functions of x1(t;¢) and x2(t;¢)
can ¯nally match with those of the reference variables r1 and r2.
153
Chapter 4. Distribution Control of Systems with Random Parametric
Uncertainties


















Figure 4.34: Plot of the estimated probability density function of x2(t;¢) at t = 50 seconds
with the probability density function of r2.
4.7.3 General Reference Variables: Stochastic Control
In this section, we use numerical examples to illustrate the stochastic control strategy for
general reference variables. For simplicity, we assume there is only one uncertain parameter
in system (4.7.1), with ¢2 and matrix A2 removed, but A1 is unchanged. The initial
condition of x is still x(0) = [¡3; 1]T . When there is no control input added, the ranges
of x1(t;¢) and x2(t;¢) are plotted in Figures 4.35 and 4.36. It can be seen that x(t;¢)
converges to zero without control.
The reference variable r = [r1; r2]T is such that through the conversion (4.3.4), its
elements could be expressed as functions of ¢ with r1 =
pj¢1j and r2 = 0. Then only r1
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Plot of minimum and maximum of x1(t,∆) for 2,000 samples
min(x1)
max(x1)
Figure 4.35: Plot of the range of x1(t;¢) for 2,000 samples without control.






















Figure 4.36: Plot of the range of x2(t;¢) for 2,000 samples without control.
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Plot of mean square difference between r and x(t,∆)
Figure 4.37: Plot of the mean square di®erence E[jx(t;¢)¡ rj2] for 2,000 samples without
control.
is random and r2 is deterministic. The probability density function of r1 is given as
fr1(¿) =
8<: 2¿; 0 · ¿ · 1;0; otherwise. (4.7.18)
The mean square di®erence E[jx(t;¢) ¡ rj2] is plotted with 2; 000 samples of ¢1 in
Figure 4.37. E[jx(t;¢)¡ rj2] = 0:5007 at time t = 10 seconds.
Since r1 is not a polynomial of ¢1, its gPC expansion has in¯nitely many terms, and
the gPC expansions for x1(t;¢) and r1 have to be truncated at a ¯nite term. The ¯rst
several gPC coe±cients of r1 are listed in Table 4.4.
r1;0 0.66667 r1;12 -0.040258
r1;2 0.2381 r1;14 0.034648
r1;4 -0.11688 r1;16 -0.030415
r1;6 0.078788 r1;18 0.027106
r1;8 -0.059649 r1;20 -0.024448
r1;10 0.048055
r1;k = 0 if k is odd.
Table 4.4: List of gPC coe±cients of r1 up to the 20th order.
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Plot of the mean square difference between x1(t,∆) and r at t = 50 seconds with 2,000 samples
Figure 4.38: Plot of E[jx(t;¢)¡ rj2] for di®erent p with control at t = 50 seconds.
Adopting the stochastic control strategy in Section 4.7.3, feedback controllers are de-
signed according to equation (4.6.15) with di®erent truncated gPC expansion orders p =
5; 10; 15 and 20, respectively. In each case, E[jx(t;¢)¡rj2] is obtained with 2; 000 samples
of ¢. Figure 4.38 plots the values of E[jx(t;¢) ¡ rj2] at t = 50 seconds against di®erent
gPC expansion orders. It can be seen that E[jx(t;¢) ¡ rj2] decreases as the order p in-
creases. Therefore, in the sequel, we only show the results obtained with gPC expansion
order p = 20.
When p = 20, the dimension of system (4.6.4) is 42 and a controller gain K in (4.6.15)
can be found to stabilize this system. The value ofK is recorded in Section B.3 in Appendix
B.
Figures 4.40 and 4.41 show the trajectories of the gPC coe±cients of x1(t;¢) and x2(t;¢)
up to the 20th order, and Table 4.5 lists the values of x1;k(t) at t = 50 seconds. It can be
seen that x1;k(t) can converge to r1;k.
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x1;0 0.66667 x1;12 -0.040258
x1;2 0.2381 x1;14 0.034648
x1;4 -0.11688 x1;16 -0.030415
x1;6 0.078788 x1;18 0.027106
x1;8 -0.059649 x1;20 -0.024448
x1;10 0.048055
x1;k = 0 for k = 1; 3; 5; : : : ; 19.
Table 4.5: List of gPC coe±cients of x1;k(t) for k = 0; 1; : : : ; 20 at t = 50 seconds.























Plot of mean square difference between r and x(t,∆)
Figure 4.39: Plot of E[jx(t;¢)¡ rj2] for p = 20 against time.
Figure 4.39 shows the evolution of E[jx(t;¢) ¡ rj2] against time when p = 20, and at
t = 50 seconds E[jx(t;¢)¡ rj2] = 0:01386, which is greatly reduced compared to the value
without control. However, it cannot be completely eliminated due to the truncation in gPC
expansion, even though both x1;k(t) and x2;k(t) have converged to r1 and r2. This error
could be further reduced with higher gPC expansion orders.
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Plot of the gPC coefficients x1, k(t) of x1(t,∆) up to the 20
th
 order

































Figure 4.40: Plot of the gPC coe±cients of x1(t;¢) up to the 20th order .
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Plot of the gPC coefficients x2, k(t) of x2(t,∆) up to the 20
th
 order




































Figure 4.41: Plot of the gPC coe±cients of x2(t;¢) up to the 20th order.
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Plot of the range of x(t,∆) for 2,000 samples
min(x)
max(x)
Figure 4.42: Plot of the range of x(t;¢) for 2,000 samples without control.
4.7.4 Comparison between Stochastic and Deterministic Control Strate-
gies for General Reference Variables
In this example, we compare the two di®erent control strategies for general reference vari-
ables from Sections 4.6.2 and 4.6.3. For simplicity, we consider a 1-dimensional system with
only one uncertain parameter:
_x(t;¢) = A(¢)x(t;¢) +B(¢)u(t;¢); (4.7.19)
where x(t;¢) 2 R, x(0) = ¡3, u(t;¢) 2 R2 is a 2-dimensional control input, and
A(¢) = ¡2e¢; B(¢) = [5; e¢]: (4.7.20)
Again, the uncertainty ¢ is assumed to be uniformly distributed in the interval [¡1; 1].
When u(t;¢) = 0, the dynamics of system (4.7.19) is obtained with 2,000 samples of ¢.
The range of x(t;¢) is plotted in Figure 4.42.
In this example, the reference random variable r is such that after the conversion (4.3.4),
r = e¢. Its gPC expansion coe±cients are given in Table 4.6.
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r0 0.66667 r1 -0.040258
r2 0.2381 r3 0.034648
r4 -0.11688 r5 -0.030415
r6 0.078788
Table 4.6: List of gPC coe±cients of r up to the sixth order.
























Figure 4.43: Plot of the mean square di®erence E[jx(t;¢)¡ rj2] for 2,000 samples without
control.
Without control input, E[jx(t;¢)¡ rj2] is plotted with 2; 000 samples of ¢, as shown in
Figure 4.43. E[jx(t;¢)¡ rj2] = 1:866 at time t = 50 seconds.
Feedback controllers are designed according to the stochastic feedback law (4.6.15) and
the deterministic feedback law (4.6.17) with di®erent gPC expansion orders p = 0; 2; 3
and 6. In each case, E[jx(t;¢) ¡ rj2] is obtained with 2; 000 samples of ¢. The values of
E[jx(t;¢) ¡ rj2] at time t = 50 seconds for di®erent gPC expansion orders are listed in
Table 4.7 and plotted in Figure 4.44.
From Figure 4.44, it can be seen that when p = 0, E[jx(t;¢) ¡ rj2] is the same in the
two control strategies, but is higher than the value without control; When p > 0, both
control strategies can e®ectively reduce E[jx(t;¢)¡ rj2]. However, with stochastic control,
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p 0 2 3 6
Stochastic Feedback 2.3742 0.0576 0.0023 1:2301£ 10¡7
Deterministic Feedback 2.3742 0.1077 0.1042 0.1043
Table 4.7: List of E[jx(t;¢)¡ rj2] at t = 50 seconds for stochastic and deterministic control
strategies, p = 0; 2; 3; 6.





















Plot of the mean square difference between x(t,∆) and r at t = 50 seconds with 2,000 samples














Figure 4.44: Plot of E[jx(t;¢) ¡ rj2] against p with di®erent control strategies at t = 50
seconds.
E[jx(t;¢)¡rj2] is always smaller than the value obtained with deterministic control (4.6.17),
and decays almost exponentially as p increases. This shows that the deterministic control
(4.6.17) is not as e®ective in reducing E[jx(t;¢)¡ rj2] as the stochastic control (4.6.15).
Moreover, with deterministic control strategy, E[jx(t;¢) ¡ rj2] does not change much
as p increases. This could be due to the deterministic control input u(t) = u(t) = KX =
[KS ; KI ][xT ; eT ]T . In this example, the numerical values of the control gain K for deter-
ministic control are shown in Table 4.8. It can be seen that the values of KS and KI are
decreasing for gPC coe±cients of higher-order p. Therefore, the e®ects of higher expansion
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terms on the control signal u(t) are diminishing. In fact, u(t) does not change much as p
increases, as shown in Figure 4.45.
KS 2 R2£(p+1)





0.93164 -0.55389 0.1245 -0.0022174
0.10559 0.48054 -0.16268 0.016999
p = 6:
0.9316 -0.55332 0.1222 0.0049223 -0.010135 0.0019038 0.00029198
0.10563 0.47978 -0.1596 0.0084411 0.011455 -0.0031908 -0.00010228
KI 2 R2£(p+1)





-0.75364 0.67587 -0.056987 -0.027289
-0.65728 -0.77164 0.076243 0.034947
p = 6:
-0.75385 0.67513 -0.057747 -0.028306 0.0045424 0.0021744 -0.00087809
-0.65704 -0.77139 0.077277 0.037448 -0.0091667 -0.0019163 0.001176
Table 4.8: Values of K = [KS ; KI ] for deterministic control, p = 2; 3; 6.
Through simulation, it is also observed that the matrix pair (F; G^) in system (4.6.19)
becomes uncontrollable beyond a certain expansion order p. When p = 1, the controllability
matrix of (F; G^) is of full row rank; but when p = 2, it is not of full rank, and system (4.6.19)
becomes uncontrollable. As a result, when p = 2, the ¯nal value of x is not equal to r, as
shown in Table 4.9.
k 0 1 2
rk 1.1752 1.1036 0.3578
xk 1.1758 1.1087 0.3014
Table 4.9: Values of r and x at t = 50 seconds, p = 2.
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Figure 4.45: Plot of u(t) against time, p = 2; 3; 6 with deterministic control.
This is due to the fact that u(t) does not vary much as p changes, and is always 2-
dimensional. Meanwhile, the dimension of system (4.6.19) increases as p increases. With
almost unchanged control input, system (4.6.19) loses its controllability with increasing
dimension. However, if additional control inputs can be added to system (4.7.19), and
the corresponding elements in matrix B(¢) are dependent on higher-order Ák(¢), then
the controllability of system (4.6.19) can be improved. To show this, we assume that u(t)
becomes 3-dimensional and the matrix B(¢) is assumed to be
B(¢) = [5; e¢; ¡ 1:5¢]: (4.7.21)
In this case, when p = 2, the controllability matrix of (F; G^) becomes full rank, and
system (4.6.19) is then controllable. The values of r and x at t = 50 seconds are listed in
Table 4.10, and it can be seen that there x = r.
However, due to the additional dependence on ¢ in B(¢), E[jx(t;¢) ¡ rj2] increases
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k 0 1 2
rk 1.1752 1.1036 0.3578
xk 1.1752 1.1036 0.3578
Table 4.10: Values of r and x at t = 50 seconds, p = 2, with 3 control inputs.





























Figure 4.46: Plot of E[jx(t;¢)¡rj2] with p = 2 for 2-dimensional and 3-dimensional control
inputs.
from 0:1077 to 0:9021, as shown in Figure 4.46. Although adding an additional control
input could enhance the controllability of the augmented system, the performance of the
controller is degraded. Therefore, it is not necessary to introduce additional control inputs
provided that the performance is satisfactory.
4.8 Summary
This chapter applies gPC expansion theory to the distribution control of the state variables
of systems with random parametric uncertainties. The control objective is the convergence
in distribution of the state variable x(t;¢) to a given reference variable r. Both x(t;¢) and
166
Chapter 4. Distribution Control of Systems with Random Parametric
Uncertainties
r are expanded through gPC expansions, and algorithms for controller design with integral
action are proposed to drive the resultant gPC expansions of the state variables to converge
to the coe±cients of the reference variables. This is equivalent to the convergence in mean
square of x(t;¢) to r, which also implies that x(t;¢) can converge in distribution to r.
Controller design algorithms are proposed for two types of reference variables: the poly-
nomial and the general types. For the former, it is possible to decompose the augmented
system into subsystems that could be decoupled, and to design controllers separately. How-
ever, for the latter, decoupling is not possible, and hence truncations in the gPC expansions
of x(t;¢) and r are used. The controllers are ¯rst designed under the assumption that
the augmented state x and estimated values of ¢ are known during implementation. The
actual control signal is stochastic since it is constructed from its gPC expansion. This is
termed as the stochastic control strategy. Numerical examples have shown that the error in
distribution can be decreased as the number of gPC expansion terms kept in the truncation
increases.
In situations where the information of ¢ is not available, another feedback structure is
employed, which feeds the augmented state directly back to the original system. This is
termed as the deterministic control strategy. In this case, numerical examples have shown
that although deterministic control is more realistic in real applications, it is not as e®ective






This thesis studied the stability analysis and distribution control of linear time-invariant
systems with stochastic parametric uncertainties. The presence of parametric uncertainties
in natural and man-made systems are quite common, and has to be taken into consideration
when analyzing and designing controllers for these systems. The sources of parametric
uncertainties include modeling errors, noisy measurements, variation to changes in operating
conditions. Usually, these uncertainties possess some probabilistic characteristics, which
could be obtained by statistics. This additional information can be helpful in the study of
systems with parametric uncertainties, and this motivated us to study this topic.
There have seen many results in robust control theories which deal with both structured
and unstructured uncertainties. However, robust control theories consider only the worst-
case scenario and become very conservative. To reduce the conservativeness, robust control
theory is combined with the probabilistic distribution of these uncertainties. This approach
then becomes the so-called probabilistic robust control, where the robust performance of
systems is studied in a stochastic sense. Unlike the traditional stochastic control theory,
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probabilistic robust control can be applied to parametric uncertainties by making use of
sampling based methods such as Monte-Carlo methods. Properties of systems are obtained
from samples of uncertainties generated using randomized algorithms and controllers can
be designed accordingly.
Although sampling based methods are e®ective, the large amount of sampling and equa-
tion solving make these methods computationally expensive. Therefore, in this thesis, we
adopted the non-sampling based approach: the generalized Polynomial Chaos theory. The
states and system matrices containing stochastic uncertainties of the original stochastic sys-
tem are expanded on orthogonal polynomials, which form a complete basis on the Hilbert
space of the support of the uncertainties. The resultant gPC expansion coe±cients of
the states and the system matrices then form a higher-dimensional deterministic system
and theories on deterministic system and control can be readily applied. Compared with
sampling-based methods, gPC theory has the advantages of computational e±ciency and
simplicity of application. Therefore, this theory has become more popular in analysis and
control of systems with stochastic uncertainties.
The main contribution of this thesis is the application of the gPC theory to the analysis
and control of systems with stochastic parametric uncertainties. We provided a stability
analysis framework of such systems. The parametric uncertainties are modeled as mutually
independent random variables, and the system matrices were assumed to be linear functions
of the uncertainties. A procedure of modeling the linear system in gPC expansion was
outlined. Unlike other results using gPC theory, all the terms in the gPC expansion were
kept, resulting in an in¯nite-dimensional system of the gPC coe±cients. It has been shown
that the asymptotic stability of the the higher-dimensional system formed by the gPC
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coe±cients is equivalent to the asymptotic stochastic stability of the original systems, which
is an improvement to other stability results using truncated gPC expansion.
Although the dimension was increased, theories on interconnected system can be readily
applied for the stability analysis. Su±cient conditions for asymptotic stochastic stability
were given in terms of the mutual in°uence of the nominal dynamics of the original system
and the range of variation of the uncertainties. The stability results were ¯rst illustrated by
a simple case of systems containing a single uncertainty, and then studied in full details with
the more complicated case of systems with multiple uncertainties. The results were further
illustrated with two types of uncertainty distributions: uniform and Beta distributions, and
stability conditions for systems with uniform and Beta uncertainties were derived. Moreover,
these results were given without truncation in the gPC expansion, thus the resultant higher-
dimensional system is actually in¯nite-dimensional. This made our results more accurate
compared to other works using gPC theory in this area.
Controller design was also studied with the objective of convergence in distribution of
the stochastic state variables to desired reference random variables. This was motivated by
applications which require the control of the probabilistic distribution of the system output.
Both the state variables and the reference variables were expanded through gPC expansion,
and the convergence of the gPC coe±cients to the desired ones implied convergence in dis-
tribution. Two types of reference variables, i.e. the polynomial type and the general type,
were considered, and algorithms for control with integral action were proposed, which con-
sists of decoupling control and regulating control. Two feedback structures were considered





5.2.1 Improvement on Stability Analysis
The stability conditions in Theorems 2.5.5 and 3.4.4 were obtained using Lyapunov theories.
To improve on the stability conditions, the Lyapunov function candidates for each free
subsystems can be chosen to have more general forms. For example, a positive-de¯nite
matrix could be introduced into the Lyapunov function candidates 2.5.25 and 3.4.13 instead,
such that the stability conditions could be extended to systems with matrices failing the
current one. It can be predicted that the new stability condition will involve the ratio of
the minimum and maximum eigenvalues of the positive-de¯nite matrix.
5.2.2 Control of Probability Density Function
The feedback control signal in Chapter 4 is calculated using the augmented state variables
and the uncertainties under the assumption that these values are available. However, in
real applications, this may not be the case. Moreover, generally, convergence in distribution
cannot imply the convergence of probability density functions. Therefore, it is non-trivial
to consider controller design with direct feedback of the actual state variables. In this case,
the actual probability density function of the state variables have to be estimated in real
time and be expanded in gPC expansion. The convergence of the gPC coe±cients of the
estimated probability density function to those of the desired probability density function
will result in the convergence of the actual probability density function to the desired one.
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Appendix A
The Askey-Scheme and Common
Orthogonal Polynomials
This appendix presents a brief overview of the Askey-scheme of hypergeometric orthogo-
nal polynomials, and gives examples of some common orthogonal polynomials. For more
literature on orthogonal polynomials, the reader is referred to references [84, 83, 1].
A.1 Hypergeometric Series
Most orthogonal polynomials can be expressed in a uni¯ed way using hypergeometric series
and incorporated in the Askey-scheme. We ¯rst introduce the Pochhammer symbol (a)n
de¯ned by
(a)n =
8<: 1; n = 0;a(a+ 1) ¢ ¢ ¢ (a+ n¡ 1); n = 1; 2; 3; : : : : (A.1.1)
If a 2 N is an integer, then
(a)n =
(a+ n¡ 1)!
(a¡ 1)! ; n > 0; (A.1.2)
and for general a 2 R,
(a)n =
¡(a+ n¡ 1)
¡(a¡ 1) ; n > 0; (A.1.3)
where ¡(¢) is the Gamma Function. The generalized hypergeometric series rFs is de¯ned by
rFs(a1; : : : ; ar; b1; : : : ; bs; z) =
1X
k=0
(a1)k ¢ ¢ ¢ (ar)k
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where the parameters bi, i = 1; : : : ; s are such that the denominator factors in the terms of
the series are non-zero. The orders of the parameters ai, i = 1; : : : ; r, and bi, i = 1; : : : ; s,
are immaterial.
For example,






is the power series for an exponential function.
The radius of convergence ½ of the hypergeometric series is
½ =
8>>><>>>:
1; r < s+ 1;
1; r = s+ 1;
0; r > s+ 1:
(A.1.6)
Some elementary cases of the hypergeometric series are:
² Exponential series 0F0,
² Binomial series 1F0,
² Gauss hypergeometric series 2F1.
If one of the numerator parameters ai, i = 1; : : : ; r is a negative integer, say a1 = ¡n,
then the hypergeometric series (A.1.4) terminates at the n-th term because (a1)k = (¡n)k =
0 for k = n+ 1, n+ 2; : : : ; and becomes a polynomial in z,
rFs(¡n; ¢ ¢ ¢ ; ar; b1; ¢ ¢ ¢ ; bs; z) =
nX
k=0
(¡n)k ¢ ¢ ¢ (ar)k





The Askey-scheme is a classi¯cation of the hypergeometric orthogonal polynomials and
indicates the limit relations between them. It can be represented as a tree structure shown
in Figure A.1 [1], which starts with the Wilson polynomials and the Racah polynomials
on the top. They both belong to the class 4F3 of hypergeometric orthogonal polynomials.
The Wilson polynomials are continuous, and the Racha polynomials are discrete. The lines
connecting di®erent polynomials denote the limit transition relationships between them,
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Figure A.1: The Askey-scheme of orthogonal polynomials [1].
which imply that polynomials at the lower end of the lines can be obtained by taking the
limit of one parameter from their counterparts on the upper end. For example, the limit


















) = Cn(x; a): (A.2.2)
For a detailed account of the limit relations of Askey-scheme, the reader is referred to
references [72, 147].
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A.3 Additional Properties of Orthogonal Polynomials
Besides the three-term recurrence relation, it is well known that continuous orthogonal
polynomials also satisfy the second-order di®erential equation
s(x)y00 + ¿(x)y0 + ¸y = 0; (A.3.1)
where s(x) and ¿(x) are polynomials of at most second and ¯rst degree, respectively, and
¸ = ¸n = ¡n¿ 0 ¡ 12n(n¡ 1)s
00 (A.3.2)
are the eigenvalues of the di®erential equation; the orthogonal polynomials y(x) = yn(x)
are the eigenfunctions.
In the discrete case, we introduce the forward and backward di®erence operator, respec-
tively
¢f(x) = f(x+ 1)¡ f(x) and rf(x) = f(x)¡ f(x¡ 1): (A.3.3)
The di®erence equation corresponding to the di®erential equation (A.3.1) is
s(x)¢ry(x) + ¿(x)¢y(x) + ¸y(x) = 0: (A.3.4)
Again s(x) and ¿(x) are polynomials of at most second and ¯rst degree, respectively; ¸ = ¸n
are the eigenvalues of the di®erential equation, and the orthogonal polynomials y(x) = yn(x)
are the eigenfunctions.








where w(x) is the weighting function of f©n(x)g. In the discrete case, the di®erential
operator (d=dx) is replaced by the backward di®erence operator r. A constant factor can
be introduced for normalization. Equation (A.3.5) is referred as the generalized Rodriguez
formula.
A.4 Examples of Common Orthogonal Polynomials
This section introduces some common orthogonal polynomials from the Askey-scheme.
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A.4.1 Hermite Polynomials Hn(x) and Gaussian Distribution
De¯nition:

















Hm(x)Hn(x)dx = 2nn!±mn: (A.4.2)
Recurrence relation:












The weighting function is w(x) = e¡x2 , which, after rescaling x by
p
2, is the same as the
probability density function of a standard Gaussian random variable with zero mean and
unit variance.
A.4.2 Jacobi Polynomials P
(®;¯)
n (x) and Beta Distribution
De¯nition:















2n+ ®+ ¯ + 1
¡(n+ ®+ 1)¡(n+ ¯ + 1)
¡(n+ ®+ ¯ + 1)n!
: (A.4.7)
Recurrence relation:
xP (®;¯)n (x) =
2(n+ 1)(n+ ®+ ¯ + 1)
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Rodriguez formula:






(1¡ x)n+®(1 + x)n+¯
i
: (A.4.9)
The Beta distribution has the probability density function
f(x) =
(x¡ a)¯(b¡ x)®
(b¡ a)®+¯+1B(®+ 1; ¯ + 1) ; a · x · b; (A.4.10)





It is clear that despite of a constant factor, the weighting function of Jacobi polynomial
w(x) = (1¡x)®(1+x)¯ from (A.4.6) is the same as the probability density function of Beta
distribution de¯ned in domain [¡1; 1]. When ® = ¯ = 0, the Jacobi polynomials become
the Legendre polynomials and the weighting function is a constant which corresponds to
the uniform distribution.
A.4.3 Charlier Polynomials Cn(x; a) and Poisson Distribution
De¯nition:











Cm(x; a)Cn(x; a) = a¡nean!±mn; a > 0: (A.4.13)
Recurrence relation:










The probability function of Poisson distribution is
f(x; a) = e¡a
ax
x!
; k = 0; 1; 2; : : : : (A.4.16)
Despite a constant factor e¡a, it is the same as the weighting function of Charlier polyno-
mials.
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A.4.4 Krawtchouk Polynomials Kn(x; p;N) and Binomial Distribution
De¯nition:
















±mn; 0 < p < 1:
(A.4.18)
Recurrence relation:







Kn(x; p;N) = rn





Clearly, the weighting function from (A.4.18) is the probability function of binomial
distribution.
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Appendix B
Record of Feedback Gains in
Distribution Control Examples
This appendix records the numerical values of the control gains designed in the examples
in Section 4.7 of Chapter 4.
B.1 Polynomial Type Reference Variables: I
This section records the values of feedback gains for the examples in Section 4.7.1.
The matrices ¨c 2 R6£8 and ¨a 2 R8£6 for the calculation of the decoupling control
signals ud» and u
d
³ are given as:
¨c =
26666666666664
0 0:0429 0 0 0 0 0 0
0 0 0:0333 0:1667 0 0 0 0
0 0 0 0:04 0 0 0 0
0 0 0 0 0:04 0:2 0 0
0 0 0 0 0 0:0333 0 0








0 0:06 0 0 0 0
0 0 0 0 0 0
0 0 0 0:0667 0 0
0:1 0:5 0 0 0 0
0 0 0 0 0 0:1
0 0 0:0667 0:3333 0 0
0 0 0 0 0 0
0 0 0 0 0:06 0:3
377777777777777777775
: (B.1.2)




0:6237 0:1865 ¡0:0013 0:0025 0:0035 0:0089
0:1865 0:4387 0:0084 0:0047 0:0170 0:0384
¡0:0013 0:0084 0:6237 0:1865 0 0:0002
0:0025 0:0047 0:1865 0:4386 0:0002 0:0006
0:0035 0:0170 0 0:0002 0:6237 0:1865
0:0089 0:0384 0:0002 0:0006 0:1865 0:438
0 0 ¡0:0010 0:0055 0 0
0 0:0001 0:0032 0:0037 0 0
0:0001 0:0007 0:0035 0:0169 ¡0:0013 0:0084
0:0001 0:0006 0:0088 0:0381 0:0025 0:0046
0:0002 0:0011 0 0 0:0028 0:0119
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KS;2 =
266666666666666666666666666666664
0 0 0:0001 0:0001 0:0002 0:0006
0 0:0001 0:0007 0:0006 0:0011 0:0029
¡0:0010 0:0032 0:0035 0:0088 0 0
0:0055 0:0037 0:0169 0:0381 0 0
0 0 ¡0:0013 0:0025 0:0028 0:0087
0 0 0:0084 0:0046 0:0119 0:0306
0:6234 0:1855 0 0:0001 0 0
0:1855 0:4342 0 0:0001 0 0
0 0 0:6235 0:1859 0 0:0002
0:0001 0:0001 0:1859 0:4354 0 0:0002
0 0 0 0 0:6236 0:1859
0 0 0:0002 0:0002 0:1859 0:4356
377777777777777777777777777777775
;
and KI = [KI;1; KI;2], where
KI;1 =
266666666666666666666666666666664
¡0:9586 0:2848 0:0024 0:0037 ¡0:0022 ¡0:0010
¡0:2845 ¡0:9577 ¡0:0127 0:0024 ¡0:0181 ¡0:0370
0:0024 0:0127 ¡0:9585 0:2848 0:0001 0:0005
¡0:0037 0:0024 ¡0:2845 ¡0:9578 ¡0:0002 0:0003
0:0037 0:0059 0:0001 0:0001 ¡0:9584 0:2855
0:0131 0:0385 0 0 ¡0:2849 ¡0:9575
0 0 0:0019 0:0084 0 0
0 0 ¡0:0047 0:0019 0 0
0:0003 0:0004 0:0037 0:0060 0:0025 0:0128
0:0001 0:0001 0:0131 0:0385 ¡0:0037 0:0024
0:0001 0:0001 0 0 0:0018 0:0034
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KI;2 =
266666666666666666666666666666664
0 0 ¡0:0001 0:0001 ¡0:0002 ¡0:0003
0 0 ¡0:0010 0:0001 ¡0:0009 ¡0:0019
0:0019 0:0047 ¡0:0022 ¡0:0010 0 0
¡0:0084 0:0019 ¡0:0181 ¡0:0370 0 0
0 0 0:0024 0:0037 ¡0:0006 0:0006
0 0 ¡0:0127 0:0024 ¡0:0083 ¡0:0145
¡0:9584 0:2852 0:0001 0:0004 0 0
¡0:2852 ¡0:9585 0 0:0001 0 0
0 0 ¡0:9582 0:2856 0:0002 0:0004
¡0:0001 ¡0:0001 ¡0:2851 ¡0:9576 0:0001 0:0001
0 0 0 0 ¡0:9584 0:2853
0 0 ¡0:0003 0 ¡0:2852 ¡0:9583
377777777777777777777777777777775
:
B.2 Example for Controller Design with Polynomial Refer-
ence: II
This section records the values of feedback gains for the examples in Section 4.7.2. The
decoupling control gain Kv in (4.5.18) for Subsystem 2 is found to be








Appendix B. Record of Feedback Gains in Distribution Control Examples
The regulating control gain K = [KS ; KI ] in (4.5.25) for Subsystem 1 is found to be
KS = [KS;1; KS;2], where
KS;1 =
266666666666666666666666666666664
0:6237 0:1865 ¡0:0013 0:0025 0:0035 0:0089
0:1865 0:4387 0:0084 0:0047 0:0170 0:0384
¡0:0013 0:0084 0:6237 0:1865 0 0:0002
0:0025 0:0047 0:1865 0:4386 0:0002 0:0006
0:0035 0:0170 0 0:0002 0:6237 0:1865
0:0089 0:0384 0:0002 0:0006 0:1865 0:438
0 0 ¡0:001 0:0055 0 0
0 0:0001 0:0032 0:0037 0 0
0:0001 0:0007 0:0035 0:0169 ¡0:0013 0:0084
0:0001 0:0006 0:0088 0:0381 0:0025 0:0046
0:0002 0:0011 0 0 0:0028 0:0119





0 0 0:0001 0:0001 0:0002 0:0006
0 0:0001 0:0007 0:0006 0:0011 0:0029
¡0:0010 0:0032 0:0035 0:0088 0 0
0:0055 0:0037 0:0169 0:0381 0 0
0 0 ¡0:0010 0:0025 0:0028 0:0087
0 0 0:0084 0:0046 0:0119 0:0306
0:6234 0:1855 0 0:0001 0 0
0:1855 0:4342 0 0:0001 0 0
0 0 0:6235 0:1859 0 0:0002
0:0001 0:0001 0:1859 0:4354 0 0:0002
0 0 0 0 0:6236 0:1859
0 0 0:0002 0:0002 0:1859 0:4356
377777777777777777777777777777775
;
and KI = [KI;1; KI;2], where
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KI;1 =
266666666666666666666666666666664
¡0:9586 0:2848 0:0024 0:0037 ¡0:0022 ¡0:001
¡0:2845 ¡0:9577 ¡0:0127 0:0024 ¡0:0181 ¡0:037
0:0024 0:0127 ¡0:9585 0:2848 0:0001 0:0005
¡0:0037 0:0024 ¡0:2845 ¡0:9578 ¡0:0002 0:0003
0:0037 0:0059 0:0001 0:0001 ¡0:9584 0:2855
0:0131 0:0385 0 0 ¡0:2849 ¡0:9575
0 0 0:0019 0:0084 0 0
0 0 ¡0:0047 0:0019 0 0
0:0003 0:0004 0:0037 0:0060 0:0025 0:0128
0:0001 0:0001 0:0131 0:0385 ¡0:0037 0:0024
0:0001 0:0001 0 0 0:0018 0:0034





0 0 ¡0:0001 0:0001 ¡0:0002 ¡0:0003
0 0 ¡0:0010 0:0001 ¡0:0009 ¡0:0019
0:0019 0:0047 ¡0:0022 ¡0:0010 0 0
¡0:0084 0:0019 ¡0:0181 ¡0:0370 0 0
0 0 0:0024 0:0037 ¡0:0006 0:0006
0 0 ¡0:0127 0:0024 ¡0:0083 ¡0:0145
¡0:9584 0:2852 0:0001 0:0004 0 0
¡0:2852 ¡0:9585 0:0001 0 0 0
0 0 ¡0:9582 0:2856 0:0002 0:0004
¡0:0001 ¡0:0001 ¡0:2851 ¡0:9576 0:0001 0:0001
0 0 0 0 ¡0:9584 0:2853
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B.3 Example for Controller Design with General Reference
Variables using Stochastic Control
This section records the value of the gain K for the example in Section 4.7.3, which is given
as KS = [KS;1; KS;2; KS;3; KS;4] and KI = [KI;1; KI;2; KI;3; KI;4], where
199
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KS;1 =
266666666666666666666666666666666666666666666666666666666666666664
0:6235 0:1855 ¡0:0010 ¡0:0004 ¡0:0003 0:0028 0 0 0 0
0:1855 0:4343 0:0085 0:0034 ¡0:0001 0:0011 0 0 0 0:0001
¡0:001 0:0085 0:6234 0:1855 0 0 0 0 ¡0:0004 0:0034
¡0:0004 0:0034 0:1855 0:4341 0 0 0 0 ¡0:0001 0:0014
¡0:0003 ¡0:0001 0 0 0:6221 0:1909 0 0 0 0
0:0028 0:0011 0 0 0:1909 0:4388 0 0 0 0
0 0 0 0 0 0 0:6234 0:1855 ¡0:0006 0:0051
0 0 0 0 0 0 0:1855 0:4341 ¡0:0002 0:0021
0 0 ¡0:0004 ¡0:0001 0 0 ¡0:0006 ¡0:0002 0:6234 0:1855
0 0:0001 0:0034 0:0014 0 0 0:0051 0:0021 0:1855 0:4342
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 ¡0:0004 ¡0:0002 0 0 ¡0:0006 ¡0:0002
0 0 0 0 0:0036 0:0015 0 0 0:0048 0:0020
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 ¡0:0004 ¡0:0002 0 0
0 0 0 0 0 0 0:0038 0:0015 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 ¡0:0004 ¡0:0002
0 0 0 0 0 0 0 0 0:0038 0:0016
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
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KS;2 =
266666666666666666666666666666666666666666666666666666666666666664
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 ¡0:0004 0:0036 0 0 0 0 0 0
0 0 ¡0:0002 0:0015 0 0 0 0 0 0
0 0 0 0 0 0 ¡0:0004 0:0038 0 0
0 0 0 0 0 0 ¡0:0002 0:0015 0 0
0 0 ¡0:0006 0:0048 0 0 0 0 0 0
0 0 ¡0:0002 0:0020 0 0 0 0 0 0
0:6234 0:2852 0 0 0 0 ¡0:0005 0:0047 0 0
0:1855 ¡0:9585 0 0 0 0 ¡0:0002 0:0019 0 0
0 0 0:6234 0:1855 0 0 0 0 0 0
0 0 0:1855 0:4342 0 0 0 0 0 0
0 0 0 0 0:6234 0:1855 0 0 0 0
0 0 0 0 0:1855 0:4341 0 0 0 0
¡0:0005 ¡0:0004 0 0 0 0 0:6234 0:1855 0 0
0:0047 0:001 0 0 0 0 0:1855 0:4342 0 0
0 0 0 0 0 0 0 0 0:6234 0:1855
0 0 0 0 0 0 0 0 0:1855 0:4341
0 0 ¡0:0005 ¡0:0002 0 0 0 0 0 0
0 0 0:0046 0:0019 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
¡0:0005 ¡0:0003 0 0 ¡0:0005 ¡0:0002 0 0 0 0
0:0039 0:0008 0 0 0:0046 0:0018 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 ¡0:0005 ¡0:0002 0 0 ¡0:0005 ¡0:0002 0 0
0 0 0:0040 0:0016 0 0 0:0045 0:0018 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 ¡0:0005 ¡0:0002 0 0 ¡0:0005 ¡0:0002
0 0 0 0 0:0040 0:0016 0 0 0:0045 0:0018
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 ¡0:0005 ¡0:0002 0 0
0 0 0 0 0 0 0:0040 0:0016 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 ¡0:0005 ¡0:0002
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KS;3 =
266666666666666666666666666666666666666666666666666666666666666664
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
¡0:0004 0:0038 0 0 0 0 0 0 0 0 0
¡0:0002 0:0016 0 0 0 0 0 0 0 0 0
0 0 0 0 ¡0:0005 0:0039 0 0 0 0 0
0 0 0 0 ¡0:0002 0:0016 0 0 0 0 0
¡0:0005 0:0046 0 0 0 0 0 0 ¡0:0005 0:0040 0
¡0:0002 0:0019 0 0 0 0 0 0 ¡0:0002 0:0016 0
0 0 0 0 ¡0:0005 0:0046 0 0 0 0 0
0 0 0 0 ¡0:0002 0:0018 0 0 0 0 0
0 0 0 0 0 0 0 0 ¡0:0005 0:0045 0
0 0 0 0 0 0 0 0 ¡0:0002 0:0018 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0:6235 0:1855 0 0 0 0 0 0 0 0 0
0:1855 0:4342 0 0 0 0 0 0 0 0 0
0 0 0:6234 0:1855 0 0 0 0 0 0 0
0 0 0:1855 0:4342 0 0 0 0 0 0 0
0 0 0 0 0:6235 0:1855 0 0 0 0 0
0 0 0 0 0:1855 0:4342 0 0 0 0 0
0 0 0 0 0 0 0:6235 0:1855 0 0 0
0 0 0 0 0 0 0:1855 0:4342 0 0 0
0 0 0 0 0 0 0 0 0:6235 0:1855 0
0 0 0 0 0 0 0 0 0:1855 0:4342 0
0 0 0 0 0 0 0 0 0 0 0:6235
0 0 0 0 0 0 0 0 0 0 0:1855
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
¡0:0005 ¡0:0002 0 0 0 0 0 0 0 0 0
0:0045 0:0018 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 ¡0:0005 ¡0:0002 0 0 0 0 0 0 0
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KS;4 =
266666666666666666666666666666666666666666666666666666666666666664
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 ¡0:0005 0:0040 0 0 0 0 0 0 0 0
0 ¡0:0002 0:0016 0 0 0 0 0 0 0 0
0 0 0 0 0 ¡0:0005 0:0040 0 0 0 0
0 0 0 0 0 ¡0:0002 0:0016 0 0 0 0
0 ¡0:0005 0:0045 0 0 0 0 0 0 ¡0:0005 0:0040
0 ¡0:0002 0:0018 0 0 0 0 0 0 ¡0:0002 0:0016
0 0 0 0 0 ¡0:0005 0:0045 0 0 0 0
0 0 0 0 0 ¡0:0002 0:0018 0 0 0 0
0 0 0 0 0 0 0 0 0 ¡0:0005 0:0044
0 0 0 0 0 0 0 0 0 ¡0:0002 0:0018
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0:1855 0 0 0 0 0 0 0 0 0 0
0:4342 0 0 0 0 0 0 0 0 0 0
0 0:6235 0:1855 0 0 0 0 0 0 0 0
0 0:1855 0:4342 0 0 0 0 0 0 0 0
0 0 0 0:6235 0:1855 0 0 0 0 0 0
0 0 0 0:1855 0:4342 0 0 0 0 0 0
0 0 0 0 0 0:6235 0:1855 0 0 0 0
0 0 0 0 0 0:1855 0:4342 0 0 0 0
0 0 0 0 0 0 0 0:6235 0:1855 0 0
0 0 0 0 0 0 0 0:1855 0:4342 0 0
0 0 0 0 0 0 0 0 0 0:6235 0:1855
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KI;1 =
266666666666666666666666666666666666666666666666666666666666666664
¡0:9585 0:2852 0:0018 ¡0:0006 0:0006 0:0043 0 0 0 0
¡0:2852 ¡0:9584 ¡0:0129 0:0018 0:0002 0:0006 0 0 0 0
0:0018 0:0129 ¡0:9584 0:2852 0 0 0 0 0:0007 0:0052
0:0006 0:0018 ¡0:2852 ¡0:9585 0 0 0 0 0:0003 0:0007
0:0006 ¡0:0002 0 0 ¡0:9560 0:2933 0 0 0 0
¡0:0043 0:0006 0 0 ¡0:2933 ¡0:9560 0 0 0 0
0 0 0 0 0 0 ¡0:9584 0:2852 0:0011 0:0078
0 0 0 0 0 0 ¡0:2852 ¡0:9585 0:0004 0:0011
0 0 0:0007 ¡0:0003 0 0 0:0011 ¡0:0004 ¡0:9584 0:2852
0 0 ¡0:0052 0:0007 0 0 ¡0:0078 0:0011 ¡0:2852 ¡0:9584
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0:0008 ¡0:0003 0 0 0:0011 ¡0:0004
0 0 0 0 ¡0:0055 0:0008 0 0 ¡0:0074 0:0010
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0:0008 ¡0:0003 0 0
0 0 0 0 0 0 ¡0:0057 0:0008 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0:0008 ¡0:0003
0 0 0 0 0 0 0 0 ¡0:0059 0:0008
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
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KI;2 =
266666666666666666666666666666666666666666666666666666666666666664
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0:0008 0:0055 0 0 0 0 0 0
0 0 0:0003 0:0008 0 0 0 0 0 0
0 0 0 0 0 0 0:0008 0:0057 0 0
0 0 0 0 0 0 0:0003 0:0008 0 0
0 0 0:0011 0:0074 0 0 0 0 0 0
0 0 0:0004 0:0010 0 0 0 0 0 0
¡0:9584 0:2852 0 0 0 0 0:0010 0:0072 0 0
¡0:2852 ¡0:9585 0 0 0 0 0:0004 0:0010 0 0
0 0 ¡0:9584 0:2852 0 0 0 0 0 0
0 0 ¡0:2852 ¡0:9584 0 0 0 0 0 0
0 0 0 0 ¡0:9584 0:2852 0 0 0 0
0 0 0 0 ¡0:2852 ¡0:9585 0 0 0 0
0:0010 ¡0:0004 0 0 0 0 ¡0:9584 0:2852 0 0
¡0:0072 0:001 0 0 0 0 ¡0:2852 ¡0:9584 0 0
0 0 0 0 0 0 0 0 ¡0:9584 0:2852
0 0 0 0 0 0 0 0 ¡0:2852 ¡0:9585
0 0 0:0010 ¡0:0004 0 0 0 0 0 0
0 0 ¡0:0070 0:0010 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0:0008 ¡0:0003 0 0 0:0010 ¡0:0003 0 0 0 0
¡0:006 0:0008 0 0 ¡0:0070 0:0010 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0:0009 ¡0:0003 0 0 0:0010 ¡0:0003 0 0
0 0 ¡0:006 0:0009 0 0 ¡0:0069 0:0010 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0:0009 ¡0:0003 0 0 0:0010 ¡0:0003
0 0 0 0 ¡0:0061 0:0009 0 0 ¡0:0068 0:0010
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0:0009 ¡0:0003 0 0
0 0 0 0 0 0 ¡0:0061 0:0009 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0:0009 ¡0:0003
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KI;3 =
266666666666666666666666666666666666666666666666666666666666666664
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0:0008 0:0059 0 0 0 0 0 0 0 0 0
0:0003 0:0008 0 0 0 0 0 0 0 0 0
0 0 0 0 0:0008 0:0060 0 0 0 0 0
0 0 0 0 0:0003 0:0008 0 0 0 0 0
0:0010 0:0070 0 0 0 0 0 0 0:0009 0:0060 0
0:0004 0:0010 0 0 0 0 0 0 0:0003 0:0009 0
0 0 0 0 0:0010 0:0070 0 0 0 0 0
0 0 0 0 0:0003 0:0010 0 0 0 0 0
0 0 0 0 0 0 0 0 0:0010 0:0069 0
0 0 0 0 0 0 0 0 0:0003 0:0010 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
¡0:9585 0:2852 0 0 0 0 0 0 0 0 0
¡0:2852 ¡0:9584 0 0 0 0 0 0 0 0 0
0 0 ¡0:9585 0:2852 0 0 0 0 0 0 0
0 0 ¡0:2852 ¡0:9585 0 0 0 0 0 0 0
0 0 0 0 ¡0:9585 0:2852 0 0 0 0 0
0 0 0 0 ¡0:2852 ¡0:9584 0 0 0 0 0
0 0 0 0 0 0 ¡0:9585 0:2852 0 0 0
0 0 0 0 0 0 ¡0:2852 ¡0:9585 0 0 0
0 0 0 0 0 0 0 0 ¡0:9585 0:2852 0
0 0 0 0 0 0 0 0 ¡0:2852 ¡0:9584 0
0 0 0 0 0 0 0 0 0 0 ¡0:9585
0 0 0 0 0 0 0 0 0 0 ¡0:2852
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0:0010 ¡0:0003 0 0 0 0 0 0 0 0 0
¡0:0068 0:0010 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0:0010 ¡0:0003 0 0 0 0 0 0 0
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KI;4 =
266666666666666666666666666666666666666666666666666666666666666664
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0:0009 0:0061 0 0 0 0 0 0 0 0
0 0:0003 0:0009 0 0 0 0 0 0 0 0
0 0 0 0 0 0:0009 0:0061 0 0 0 0
0 0 0 0 0 0:0003 0:0009 0 0 0 0
0 0:0010 0:0068 0 0 0 0 0 0 0:0009 0:0062
0 0:0003 0:0010 0 0 0 0 0 0 0:0003 0:0009
0 0 0 0 0 0:0010 0:0068 0 0 0 0
0 0 0 0 0 0:0003 0:0010 0 0 0 0
0 0 0 0 0 0 0 0 0 0:0010 0:0068
0 0 0 0 0 0 0 0 0 0:0003 0:0010
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0:2852 0 0 0 0 0 0 0 0 0 0
¡0:9585 0 0 0 0 0 0 0 0 0 0
0 ¡0:9585 0:2852 0 0 0 0 0 0 0 0
0 ¡0:2852 ¡0:9584 0 0 0 0 0 0 0 0
0 0 0 ¡0:9585 0:2852 0 0 0 0 0 0
0 0 0 ¡0:2852 ¡0:9585 0 0 0 0 0 0
0 0 0 0 0 ¡0:9585 0:2852 0 0 0 0
0 0 0 0 0 ¡0:2852 ¡0:9584 0 0 0 0
0 0 0 0 0 0 0 ¡0:9585 0:2852 0 0
0 0 0 0 0 0 0 ¡0:2852 ¡0:9585 0 0
0 0 0 0 0 0 0 0 0 ¡0:9585 0:2852
0 0 0 0 0 0 0 0 0 ¡0:2852 ¡0:9584
377777777777777777777777777777777777777777777777777777777777777775
:
207
