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Abstract—This paper proposes a novel asynchronous consensus
algorithm which is based on a continuous update rule and an
energy efficient event triggered duty (wake-sleep) cycle based
on a discrete Markov chain model. The system model of the
proposed algorithm is formulated and analyzed. The conditions
for convergence and stability of the algorithm are derived and
the algorithm is proved to converge to an average consensus.
Numerical simulations on random, circular, chain and star
graphs show stability in consensus and convergence to network
global state average.
I. INTRODUCTION
A set of nodes in a distributed network can communicate
through the exchange of information where each node initially
holds a measured or computed parameter and wants to learn in
a distributive way, the average of all the measurements of the
other nodes in the network. Distributed average consensus al-
gorithms are designed to solve this problem. Node units in the
network do not necessarily have a thorough global knowledge
about the network. For example nodes might not be aware
of the number of nodes, the network topology, or the type
of quantities collected at other nodes, etc. Moreover, in some
applications or network frameworks, the network topology can
vary with time due to link instability or node mobility. The
goal of the average consensus algorithm is to reach consensus
in a reliable and robust manner. Average consensus algorithms
operate iteratively and the instantaneous value at each node is
an estimate of the measurements’ average. These algorithms
are designed such that all the estimates in a particular network
converge to the sought average up to any desired level of
precision. The iterative process is classed into three parts.
1) First one or several nodes wake up.
2) Then the woken nodes send their estimates to one or
several neighbors in the network.
3) Finally each receiving node updates its estimate to a
value which depends on its current estimate and on the
estimates it has received from the woken nodes.
In a synchronous algorithm, all the nodes in the network
wake up at each instance of iteration and broadcast their
estimates. All nodes in the network then update their estimates
before the next iteration instance can begin. On the other
hand, in an asynchronous algorithm, only one node or a
subset of nodes wake up at each iteration. These node(s)
call some chosen neighbors. Only a subset of nodes in the
network update their estimates at the end of each iteration.
This work follows the asynchronous approach to consensus.
Asynchronous consensus or gossip algorithms have received
quite a fair attention in several areas such as distributed sys-
tems, network optimization, robotics and multi-agent wireless
systems. Traditional gossip algorithms include, the pairwise
gossip [1], neighborhood gossip [2], geographic gossip and
path averaging [3] algorithms. Most recent algorithms are
variants of these conventional algorithms [4], where authors
have focused on optimizing algorithm performance in terms
of energy utilization and convergence time where node with a
randomized duty cycling of nodes.
In a WSN, each network node always possesses its ini-
tial measurement(s), with no knowledge of the measurement
of other nodes. To relay information about the state of a
sensor field, the WSN is required to transmit each node’s
measurements to a certain control station at each instant of
measurement, which requires frequent communication, which
in-turn depletes node energy and hence network lifetime [5].
To address this problem, average consensus and gossip or
asynchronous distributed algorithms are designed to compute
neighborhood averages of node measurements iteratively until
converging to a consensus, which is transmitted as the state
of the sensor field. In this research, we propose a novel
improved neighborhood gossip algorithm, which models the
neighborhood of each node as a subsystem and uses a discrete
switching mechanism to select nodes to compute neighbor-
hood measurements in an asynchronous manner until a global
network consensus is reached. The performance of the method
is evaluated using both numerical simulations on different
network topologies.
The key contributions of this paper are outlined below.
1) Proposal of a novel method for gossip algorithm for
wireless sensor networks
2) Discuss the stability and convergence analysis of the
proposed algorithm
3) Experimental numerical evaluation on the performance
of our suggested algorithm.
The rest of the paper is organized as follows. Section II dis-
cusses the system model. Section III presents the generalized
gossip algorithm and section IV presents our proposed algo-
rithm. Convergence analysis of the algorithm is presented in
section VI. Numerical comparative evaluation of the proposed
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2gossip algorithm is then presented in Section VII. The paper
concludes in Section VII.
II. SYSTEM MODEL
In a sparsely distributed Wireless Sensor Network (WSN),
ordinary nodes spread across a relatively localized area or
sensor field periodically report their measurements’ or data to
an anchor or gateway node [6]. Unlike the ordinary nodes with
limited energy, bandwidth and memory, most gateway nodes
have a bulk of these resources. Additionally in many wireless
sensor network architectures, the gateway node has access
to a stable and precise clock reference, for example a GPS
receiver [7], [8]. These intermediate or anchor nodes normally
broadcast beacons to nodes within their neighborhood for
some network establishment or management services as shown
in Figure ??. The gossip algorithm considered in this work
utilizes this beaconing to regulate the wakeup of ordinary
nodes so as to minimize collisions and redundant updates
which depletes node energy.
Figure 1: Typical Sensor Network Arrangement
Assume a WSN has symmetric links and hence can be
represented by an undirected graph g = (v, e). In this model,
we represent the sensor nodes of the network as the vertex
set, v = {i |i = 1, 2, . . . , N}, where N = |v| is the cardinality
of v and the working network connectivity between these
nodes as an edge set, e such that(i, j) ∈ e if nodes i and j
can send information to each other. Such nodes that directly
communicate with node i are referred to as the neighborhood
nodes of i and represented by the set, ni = { j |ei, j ∈ e}.
III. GENERALIZED GOSSIP ALGORITHM
A gossip algorithm is a distributed iterative algorithm, where
at each iteration k, a random subset s(k) of nodes update their
estimates to the average of the estimates of s(k): for all j ∈
s(k)
xi(k) = 1|s(k)|
|ni |∑
j∈s(k)
xj(k − 1) (1)
In both standard gossip and geographic gossip, s(k) always
has two nodes, whereas in neighborhood gossip and in path
averaging, where whole neighborhoods and paths are being
averaged at each iteration, s(k) has a random number of nodes.
A. Distributed Gossip Algorithms as Switched Systems
In our conception of distributed consensus algorithms, we
consider the facts that, in sparsely or randomly distributed
WSN, there exist a high chance that, if ordinary node positions
are partitioned based on 1-hop communication to the anchor
node, nodes lying within nearly the same range as the anchor
node at any instant k communicate with the gateway node
as the same time. Utilizing this feature, we design a wakeup
protocol, regulated by the anchor node, where all nodes in
the same synchronous layer or within similar distances to the
anchor node, carry out state updates at the same time. Hence
we formulate the state update of a node i as:
xi(k) = φi(k)|ni |
[∑
j∈ni
xj(k − 1)
]
(2)
where,
φi =
{
1, if node i updates at time k
0, otherwise
Hence at time instant, k a generalized update equation can
be written as [
xk
Φk1
]
=
[
ΦkAxk−1
F (Φk−11)
]
(3)
where
Φk =

φ1(k) 0 . . . 0
0 φ2(k) . . . 0
...
...
. . .
...
0 0 . . . φN (k)

, xk which is a vector of the entire network state estimates
also expressed as: xk = [x1(k) x2(k) x3(k) · · · xN (k)]T and 1
is a vector of ones.
From 3, we can describe a generalized gossip algorithm
as a dynamic system with a finite number of subsystems
represented by the nodes updating at k and a logical rule
that triggers switching between these subsystems represented
by the wake-up protocol used to wake op nodes lying within
the same synchronous layer. This framework of asynchronous
update is reminiscent of a linear switched control system [4].
IV. PROPOSED GOSSIP ALGORITHM
Consider the described network model, let vG be the
anchor and number of ordinary nodes, N . Assume the
network has L layers with qm nodes per layer. Let node
vmn be the n
th node in the mth synchronous layer, where
n = 1, . . . , qm and m = 1, . . . , L. A conceptual partition of
a network into L synchronous layers based on proximity to
anchor node is given by Figure 2 and the wake-up update
schedule for each node for the first cycle of update is given
3by Figure 3.
First we define the following parameters. Let:
d be 1-hop communication delay, d ∼ N(0, σ2
d
)
tC be the time needed to receive and compute average
tW be the time between sleep and wake-up
And the following events:
Transition of φi from 1 −→ 0 at time tC
Transition of φi from 0 −→ 1 at time tW = (L −m)(d + tC)
vG broadcasts a beacon packet every Ts = L(d + tC)σ2d
Without loss of generality, an arbitrary network node, vi
is referred to as node i for the rest of our presentation. We
outline the stages of operation of our proposed algorithm in
the pseudo-code Algorithm 1 which are described as follows:
1) Each node, i has a binary status variable φi that is set to,
φi = 0. Let us assume an upper bound L on the number
of connectivity layers, where L depends on the network
size and topology.
2) The gateway node initializes update timer Ts and triggers
the update of the nodes connected to it.
3) Once a node i updates, it triggers the update of its nearest
neighbor nodes, j whose status bit variable, φ j are a
complement of its own, i.e., φi = φ´ j . Once the flooding
of the status bits variable begin, if i receives < φ j = 1 >
or when a beacon node is received from the anchor node,
node i awakes and switches to active mode.
4) Once node i awakes, it requests for states values from
its neighbors (in 1-hop), and upon receiving state values
from ni nodes, it computes the current estimate from the
received states.
5) Once the update is computed, node i sets φ to 1,
broadcast a wake-up and goes back to inactive mode.
It then sets its φ to 0 after switching to inactive mode.
6) Node i however listens for wake-up signal and state
request packets. When a state request packet is received
from another node l which lies within 1-hop to node i,
i.e., l ∈ ni , node i replies with an acknowledgment with
xi as payload.
7) This process continues until the timer of the anchor node
is Ts seconds. When this event is true, the anchor node
initializes its update time Ts and trigger the update of
the nearest nodes and hence the whole process begins
again.
A. Event Triggered Wake-Up Model
Where node i is activated for update when φi(k) is ′1′
and inhibited from update when φi(k) is ′0′. The activation
variables are used to control the state update of each node and
is determined by the graph of the wireless sensor network.
The subset of nodes that update at any time instant also
depend on their respective virtual clock values in the previous
instant. Based on the wake-up protocol, the event triggered
wake-up activation behavior is reminiscent to death-birth
process with two binary states ′0′ and ′1′ as shown in Figure 4.
Algorithm 1 Pseudo-code for Node i
1: For any node i, let xi(0) be its measurement, and let K be
a number of iterations.
2: φi ← 0; . Binary status activation parameter
3: if φ j is received from j such that φ j = 0 OR Beacon
packet is received from anchor node then
4: Node i wake up to update
5: else Node i remains in inactive mode . conserves energy
6: for k = 1 : K do
7: Node i request state estimates from ni nodes
8: Say node j, is such that { j ∈ ni |ni ∈ v and ei, j ∈ e}
9: if «xj» request is received at node j then
10: j sends an acknowledgment with payload «xj»
11: Let ni be the set of nodes that send state estimates to
12: node i at time instant k. Node i computes
13:
xi(k + 1) ← 1|ni |
∑
j∈ni
xj(k − 1) + xi(k − 1)
14: Set 1← φi and broadcast φi wake-up message to ni
15: nodes in next layer
16: Node i switches to inactive mode . conserves energy
17: Upon receiving «xi» estimates request from node l
18: . Given that i ∈ nl
19: Node i transmits acknowledgment «xi» to node l
Figure 2: Network Partitioning into Synchronous Layers
Lemma 1:
Let z = [z(k) : k ≥ 1] be a sequence of iid Rd-valued
random variables. Consider the sequence φ = [φ(k) : k ≥ 0]
defined through the recursion:
φi(k) = φi(k − 1) + z(k) (4)
where φi(0) is independent of z and z(k) is updated based
on (5), with d = 1;
zi(k + n) =
{
+1, n = 1, 3, 5, . . .
−1, n = 2, 4, 6, . . . (5)
This recursion represents a special Markov chain called the
random walk. The system presented by (4) and (5) can be used
4Figure 3: Node Update Times and Wake-up Schedule
to represent the event triggered wake-up model presented in
Algorithm 1.
Based on Lemma 2 the dynamics of the activation parameter
φi for node i is given by (6) and generalized for the whole
network in (7).
φi(k) = φi(k − 1) + zi(k) (6)
Φk1 = Φk−11 + Zk (7)
Figure 4: Event Triggered Wake-up Model as a Markov Chain
(Random Walk)
Assuming the transition between an inactive state φi(k) = 0
to and active state φi(k) = 1 occurs with a probability, pi
occurs within tW seconds and the probability of the converse
event occurring denoted as qi occurs within the time tC
seconds, i.e., P[zi(k) = 1] = pi = 1 − P[zi(k) = −1] = qi .
From the birth-death Markov process, these probabilities can
be related by:
pitW = tCqi (8)
B. Proposed Algorithm Model
From Algorithm 1, we can write an update equation for a
node i can be given by:
xi(k) = φi(k)|ni |
|ni |∑
j=1
xj(k − 1) + xi(k − 1) (9)
Based on (9) we derive a state space discrete linear equa-
tions for the nodes states values and activation equation given
by (10) and (7). The entire asynchronous (gossip) average
consensus algorithm based on Markovian switching is then
given by (11).
xk = ΦkAxk−1 (10)[
xk
Φk1
]
=
[
ΦkA 0
0 I
] [
xk
Φk1
]
+
[
0
Zk
]
(11)
where A is the connectivity matrix.
Equation (11) can be simplified as:
Yk = WkYk−1 + Dk (12)
And has a solution,
Yk = WkY0 +
k−1∑
j=0
Wk−j−1Dk (13)
where:
the weight matrix of (11) is:
W(k) =
[
ΦkA 0
0 I
]
,
Yk =
[
xk
Φk1
]
, and
Dk =
[
0
Zk
]
Let x(0) be the vector of measurements, xavg be the average
of x(0), and x(k) be the vector of estimates at time k. The
vector of all ones is denoted by 1. The convergence question
in distributed averaging algorithms is twofold:
1) Do the estimates converge to a consensus? In other
words, is there a scalar c such that
x(k) = c1? (14)
2) If there is such a consensus scalar c, is it equal to the
average xavg?
V. STABILITY AND CONVERGENCE OF PROPOSED
ALGORITHM
A. Convergence
To address the first question of consensus, we look at the
solution of (11). According to (12) consensus of the form (14)
will be achieved if limk→∞Wk exists. For this to be verified,
a general rule for asymptotic stability and convergence in
consensus will be if the spectral radius ρ of the weight matrix,
W is such that [1]:
ρ(W(k)) = max
i
|λi(W(k))| ≤ 1, i = 1, 2, . . . , N . (15)
where N = |v| =
L∑
l=1
ql
Theorem 2: An asynchronous average consensus algorithm
of the form described in Algorithm 1, operating on a graph,
g = (v, e) and represented by the state equation (11) will drive
the state measurements of nodes xk in a WSN to consensus.
Proof. From (11) we observe that, the lower modal block
has constant eigenvalues of λi(I) = 1, which is a stable mode.
5Therefore the network achieves stable consensus if and only
if:
ρ(AΦ) ≤ 1 (16)
where AΦ = ΦkA Assuming we can obtain the SVD decom-
position of AΦ given by
AΦ = QΛV
, where V = Q−1. This can also be represented by:
AkΦ =
N∑
i=1
λki (ΦkA)qivTi (17)
where Q = [q1, q2, . . . , qN ] and V = [v1, v2, . . . , vN ]
x(k) converges asymptotically to c = 1N 1Tx(0) if and only
if [[9]]:
AΦ1 = 1 , and (18)
ρ(AΦ − 1vT1 ) < 1 (19)
where ρ(AΦ−1vT1 ) is the second largest eigenvalue associated
with AΦ.
For (18) first note that the connectivity matrix, A is such that
AΦ = 1 for average consensus algorithm. This is because for
average synchronous average consensus, the row-sums of the
connectivity matrix A is always 1. Further, the state transition
matrix, Φ is such that, If only one node in the network updates
at a time as in our algorithm, then one element in the diagonals
of Φ is 1 say in an arbitrary row m. Hence the same elements
in row m of A will be retained in ΦA. Therefore all row-sums
of ΦA will be zero except for row, m which will be one.
Furthermore, to prove (19), we decompose the matrix, ΦA.
For our algorithm where only one node, i updates at a time,
k, the diagonal matrix, ΛM×N of eigenvalues has entries;
λm,n(k) =

φiλi(A), m = n = i
1, m = n , i
0, elsewhere
Hence at time k, when only node i is updating, the second
largest eigenvalue is always zero, i.e.,
ρ(AΦ − 1vT1 ) = 0
This statement also hold for all nodes in the graph, g
This proves theorem 2.
B. Convergence to Average Consensus
From [10], the conditions for convergence of our distributed
consensus algorithm to the average, xavg can be given as:
1TAΦ = 1T (20)
ρ(AΦ − J) < 1 (21)
where J = 11T /N
Due to randomized nature of the event triggered duty-
cycling of nodes in this algorithm, the matrix AΦ is time
variant, i.e. AΦ = AΦ(k). Due to the time variant nature of AΦ,
conditions (20) and (21) might not hold. In [11], the weight
matrix, W presented for pairwise-gossip [10], has entries
given by (22) which is similar to the generalized structure
of AΦ, except AΦ j i = 1 , AΦ j i = β if and only if j is in
the neighborhood, ni of node i, including node i itself, and
AΦii = 0 , AΦ j j = 1.
Wi j
Wii
Wkk
Wkl
 =

Wji = α
Wj j = 1 − α
1, if k , i j
on all other edges
 (22)
where α = 12 and β =
1
ni
The matrix E[AΦi j ] is however more
similar to that presented for neighborhood gossip algorithm
[11] except AΦii = 1. Since the scheduled nature of our
algorithm ensures that nodes wake up uniformly in sequential
form and choose a neighbor uniformly at random based on
neighborhood topology, then,
E[AΦi j ] =
1
N
∑
j∈ni
1
|nj | , i , j (23)
where E[.] indicate an expectation (mean) operator. It is also
stated in [10] that convergence is sufficiently and necessarily
ensured if λ2(E[AΦi j ]) < 1. However, this also depends on
whether E[AΦi j ] is doubly stochastic. In any case, the proves
of these two conditions depends on the nature of the graph.
In [10], the convergence of both pairwise and neighborhood
gossip algorithms are proved for random graphs. Since we
have proved the the proximity in entries and structure of
AΦ to W for both algorithms, it suffices to assume that our
algorithm with also converge to consensus. A more rigorous
proofs of convergence to consensus and convergence times and
speeds for different graphs will be presented in later studies.
Convergence of states to consensus in further investigated
through numerical simulations.
VI. NUMERICAL SIMULATIONS
In this section, we present a numerical evaluation of our
algorithm. To measure the performance of the algorithm using
simulations, first we define an error measure named the drift
from the mean, which is defined as:
d(k) :=
 1|v|∑
l
xl(k) − xavg
 (24)
This parameter gives a general indication of the deviation
of the states values of each node from the expected mean,
which is reminiscent of asymptotic variance. In addition to this
metric, we define another error parameter, called neighborhood
consensus error or disagreement, denoted as  that shows the
performance of the system as the number of nodes increase.
This parameter is calculated as:
(k) :=
√
1
|v|
∑
i, j
Ai j
[
xi(k) − xj(k)
]2
(25)
We also look at evolution of the states of nodes within the
graph. We run simulations on graphs of 50 nodes in circular
(directed and undirected), random, star and chain topologies as
shown in Figures 7, 6, 5, 8, and 9 respectively. We observe a
fine convergence in states for the random graph as compared
6to the other graphs. The desired average, xave is shown by
a ‘red line’. Further, we observe drift values below 10−15
for all topologies. Further more we notice a general decay
of disagreement towards zero for all networks. Consensus id
observed to be achieved within some margin of deviation for
all networks. General convergence time was less than 400
iterations for all networks, with a minimum of 20 iteration
for the undirected random graph.
VII. CONCLUSION
In this work, we presented a method of achieving asyn-
chronous average consensus for wireless sensor networks
which conserves node energy through a randomized controlled
duty cycling of nodes. We formulated the asynchronous al-
gorithm in form of a linear switched control system. The
convergence and stability of the proposed algorithm was
analyzed. Numerical simulations were carried on different
graphs to evaluate the proposed algorithm. Numerical results
show convergence and very low drift values below others of
10−15. Future work may focus on effects of quantization noise
on the the proposed algorithm. A more thorough convergence
analysis (speed and time) in mean sense and in probability
could be researched.
Figure 9: Performance of an Undirected Chain Graph
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