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Abstract
We study a ﬁltration model for which a hysteresis effect is accounted in the saturation versus
pressure constitutive relation. The problem is formulated in a quasi-variational inequality. We
prove the existence of a time global solution.
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1. Introduction
In this paper, we prove the existence of a time global solution of the following
system (1.1)–(1.4), which, in a special case (kðwÞ ¼ ð0;y; 0; wÞ; g  0Þ; is proposed
by Visintin [23, p.239] as a model of unsaturated ﬂow of a compressible ﬂuid through
a porous medium with a hysteresis effect taken into account:
ðu þ wÞt r 	 ½ru þ kðwÞ ¼ hðx; tÞ in Q :¼ O ð0; TÞ; ð1:1Þ
wt þ @IuðwÞ þ gðu; wÞ{0 in Q; ð1:2Þ
n 	 ½ru þ kðwÞ ¼ 0 in S :¼ G ð0; TÞ; ð1:3Þ
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where OCRN ; NX1; is a bounded domain with smooth boundary G :¼ @O; T40 is
a ﬁxed time, n is the outward normal vector on G; and u0 and w0 are given initial
values of the unknown functions u and w; respectively. Also k : R-RN is a given
vector valued function and hðx; tÞ is a given function.
Physically, the region O is supposed to be occupied with a porous medium and the
unknown functions u and w are, respectively, the pressure and the saturation of the
ﬂuid.
In (1.2), @Iuð	Þ is the subdifferential of the indicator function Iuð	Þ of the interval
½ faðuÞ; fdðuÞ for two prescribed non-decreasing, smooth and bounded functions fa;
fd : R-R with fdXfa on R (see Fig. 1), and gð	; 	Þ is a given (smooth) function on
R R:
The subdifferential @Iuð	Þ of the indicator function Iuð	Þ is a set-valued mapping,
speciﬁed for wAR by
@IuðwÞ :¼
| if w4fdðuÞ or wofaðuÞ;
½0;þNÞ if w ¼ fdðuÞ4faðuÞ;
f0g if fdðuÞowofaðuÞ;
ðN; 0 if w ¼ faðuÞofdðuÞ;
R if w ¼ fdðuÞ ¼ faðuÞ:
8>>>><
>>>:
Eqs. (1.1) and (1.2) are, respectively, interpreted as the balance law of the ﬂow and
the hysteretic relation between the pressure u and the saturation w: The term u in
u þ w of Eq. (1.1) represents the compressibility effect of the ﬂuid and the term kðwÞ
is related, in a simpliﬁed sense, to the gravitational effect for the ﬂow. The
subdifferential @Iuð	Þ represents the hysteretic effect of a generalized play type
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(cf. [23, Chapter III]), and the additional term gðu; wÞ refers to a more general
relation between u and w:
System (1.1)–(1.4) is a special class of quasi-variational inequalities (cf. [9,21]),
since the constraint faðuÞpwpfdðuÞ in (1.2) depends on an unknown function u
which, in turn, depends on w via (1.1) and (1.3).
In the present paper, we prove the existence of a time global solution having a
sufﬁcient regularity so that Eqs. (1.1)–(1.4) are satisﬁed almost everywhere. In order
to construct a solution, we do not use any abstract machinery related to the general
theory of quasi-variational inequalities, instead we proceed directly on the problem
and use the methods developed in [13] and a ﬁxed point argument.
In [13], similar problems without the term of gravitational effect have been studied
(i.e., k  0). For the case k  0 and g  0; a detailed study has been done in the
monograph by Visintin [23].
When the hysteretic effect is neglected, there are a lot of works concerning
the evolution problem of ﬂows in porous media. We refer, for instance,
[1,2,4,6,11,14,15,17,22]. In actual ﬂows through porous media, various hysteretic
effects are observed experimentally (cf. [7] and references quoted in [5]), however,
only a few papers apparently have been published so far, for which we brieﬂy review
in what follows, comparing them to our result.
In mathematical analysis of ﬁltration problem, one couples the balance law of the
ﬂow with the relation between saturation and pressure. Various choice of the balance
law and the saturation versus pressure relation have been studied so far.
When the hysteretic effect is neglected, equations of the following type are used as
a model of the balance low (cf. [2,11]):
ðu þ wÞt r 	 ½ru þ kðwÞ ¼ 0 in Q :¼ O ð0; TÞ: ð1:5Þ
Here the term r 	 kðwÞ refers to the convection effect caused by gravitational force.
In a simpliﬁed situation, one puts
kðwÞ ¼ ð0;y; 0; wÞ: ð1:6Þ
For the saturation versus pressure relation, when the hysteretic effect is neglected,
one uses, for instance, w ¼ u1=m; m40 (the porous medium equation) (cf. [8]),
wAHðuÞ; H being the Heaviside graph (the dam problem) (cf. [11]) or w ¼ bðuÞ; b
being a bounded, continuous and non-decreasing function (cf. [2]).
When the hysteretic effect is taken into account, Visintin [23, p.239] proposed a
system consisting of the balance law (1.5) with k given by (1.6) and the saturation
versus pressure relation:
w ¼ Eðu; w0Þ; ð1:7Þ
where E is a hysteresis operator which maps the function u and the initial state w0 to
a function w in a way in which causality and rate independence are fulﬁlled (cf. [23,
Chapter III]). When the hysteresis operator is of a type called generalized plays,
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relation (1.7) is expressed in a form of a quasi-variational inequality (1.2) with g  0
(together with the initial condition w ¼ w0).
In [23, p.239], Visintin states (without a detailed proof) that system (1.5)–(1.7)
can be handled within the framework of L1-contraction semigroup theory
and the existence as well as the uniqueness of solution can be proved in
that framework by showing the m-accretiveness of the corresponding stationary
operator.
Our problem corresponds to the one proposed by Visintin [23, p.239] when kðwÞ ¼
ð0;y; 0; wÞ and g  0: For our problem, in general, the technique suggested by
Visintin does not work. Moreover, one does not know the regularity of the solution
directly from the L1-contraction semigroup theory, when it works.
Recently, Beliaev [8] studied another type of balance law:
wt  Du ¼ 0; ð1:8Þ
which models a ﬂow of incompressible ﬂuid with gravitational force neglected. He
uses, in connection with the porous medium equation, a special form of generalized
play which corresponds to our (1.2) with g  0; faðuÞ ¼ fð1þ kÞ1ug1=m; fdðuÞ ¼
fð1 kÞ1ug1=m; k40 being a constant. For this system, Beliaev gives a family of
explicit self-similar solutions, proves the existence and uniqueness in L1-contraction
semigroup theory and show the differentiability of solution.
In these models (including ours), one presupposes a physically unjustiﬁed
simpliﬁcation in introducing the hysteretic effect into the system, since in physical
modeling of the problem, the balance laws such as (1.1), (1.5) and (1.8) are derived
with hysteretic effect neglected.
In this respect, physically more realistic model has been studied by Bagagiolo
and Visintin [5], which apparently is the ﬁrst and pioneering mathematical
paper for hysteresis in ﬁltration problems. The balance law they consider is, in a
simple case,
wt r 	 KðwÞr½u þ e ¼ 0; ð1:9Þ
where KðwÞ is the hydraulic conductivity and e ¼ ð0;y; 0; 1Þ: In deriving the
balance laws such as (1.1), (1.5) or (1.8), one applies an appropriate integral
transformation (Kirchhoff transformation) to the equation like (1.9), and then the
effect of KðwÞ disappears in the principal (second order) term (cf. [2]). However, as
noticed in [5], this transformation is not possible due to memory, when hysteresis
occurs in the pressure–saturation relation.
In order to overcome the difﬁculty caused by the hysteresis effect in the principal
part, Bagagiolo and Visintin [5] introduce a dynamic relaxation term in the
saturation versus pressure relation and prove the existence of a weak solution to this
revised problem. The boundary condition they consider is also physically realistic
(mixed-boundary condition).
In comparison with [5], the present paper deals with a compressible ﬂuid ﬂow with
a Neumann boundary condition and a simpliﬁed balance law (1.1). Due to these
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simpliﬁcation, we are able to handle a genuine hysteresis effect of generalized play
type in the saturation versus pressure relation. In particular, the lack of the hysteresis
in the principal term enables us to obtain a good estimates of solution.
The source term h in the right-hand side of (1.1) and the perturbative term g in
(1.2) are introduced from an interest of mathematical analysis rather than physical
motivation.
We might add that our system may be considered as a kind of model for phase
transition with hysteresis, in which the unknown functions u and w refer to the
temperature and the order parameter of the system, respectively. Although, in this
case too, we have no physically realistic system in mind.
In any case, this paper is intended to be a small step toward full understanding of
mathematical aspects of hysteresis in ﬁltration or other phenomena.
In the next Section 2, an a priori bound of solutions (Theorem 2.1) is proved and
the main theorem (Theorem 2.2) concerning the existence of a solution is stated. In
Section 3, by employing the methods in [13], we solve an auxiliary problem in which
the gravity term is replaced by a given function. In the ﬁnal Section 4, we prove the
existence of a solution by a ﬁxed point argument applied to the problem solved in
Section 3.
1.1. Preliminaries
Throughout this paper, we denote by H the Hilbert space L2ðOÞ and by ð	; 	Þ and
j 	 jH its inner product and its norm, respectively, and by V the Sobolev space H1ðOÞ
equipped with the natural norm jujV :¼ ðu; uÞ1=2V ; where
ðu; vÞV :¼ ðu; vÞ þ
Z
O
ruðxÞ 	 rvðxÞ dx; u; vAV :
Identifying H with its dual space, we have that V+H+V  with dense and compact
injections. We denote the pairing between V  and V by





jDiuj2H for uAV :
In general, for a Banach space E; j 	 jE denotes its norm. If E is a Hilbert space,
then its inner product will be indicated by ð	; 	ÞE : Various LN-norms (e.g., norms in
LNðOÞ; LNðQÞ;y) are all denoted by the same symbol j 	 jN:
Let j : E-ðN;þN be a proper l.s.c. (lower semicontinuous) convex function
on a Hilbert space E: By deﬁnition, its effective domain DðjÞ is
fuAE; jðuÞoþNg
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and the subdifferential @j of j is a (possibly multi-valued) operator in E as follows:
uA@jðuÞ if and only if uADðjÞ and the following inequality holds
ðu; v  uÞEpjðvÞ  jðuÞ for all vAE:
The domain Dð@jÞ of @j is
fuAE; @jðuÞa|g:
A maximal monotone graph g in R R is (the graph of) the subdifferential of a
proper l.s.c. convex function #g : R-R,fþNg; i.e., g ¼ @ #g: The subdifferential g ¼
@ #g and its graph are always identiﬁed.
For the maximal monotone graph @Iu deﬁned above, an operator, denoted by the
same symbol @Iu; in H is deﬁned as follows: for z; z
AH
zA@IuðzÞ; if zðxÞA@IuðzðxÞÞ for a:e: xAO:
Finally, let us refer to Bre´zis [10] for basic deﬁnitions and properties of proper
l.s.c. convex functions and their subdifferentials.
2. Quasi-variational formulation and main result
We denote by (P) problem {(1.1)–(1.4)} introduced in Section 1. In this section, we
give a quasi-variational formulation of problem (P) and state the main result
concerning the existence of a time global solution.
The following items are the assumptions on data.
(A1) k : R-RN is a locally Lipschitz continuous mapping.
(A2) hALNðQÞ:
(A3) fa; fdAC2ðRÞ are non-decreasing, 0pfaðuÞpfdðuÞp1 for all uAR and there
exists a constant M040 such that fa  fd  0 on ðN;M0 and  1 on
½M0;NÞ:
(A4) g is a locally Lipschitz continuous function on R R:
(A5) u0; w0ALNðOÞ-V and faðu0Þpw0pfdðu0Þ a.e. in O:
Since we have the constraint 0pwp1 in problem (P), we may assume without loss
of generality
k : R-RN is bounded and Lipschitz continuous: ð2:1Þ
Also, by virtue of Theorem 2.1 below, assumption (A4) can be replaced by a stronger
one (cf. (2.8)).
We now introduce a notion of solution in a quasi-variational sense.
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Deﬁnition 2.1. A pair of functions fu; wg is called a solution of (P) if the following
(i)–(vi) are fulﬁlled.
(i) uAW 1;2ð0; T ; HÞ-LNð0; T ; VÞ-L2ð0; T ; H2ðOÞÞ:
(ii) wAW 1;2ð0; T ; HÞ-LNð0; T ; VÞ:
(iii) u0 þ w0  r 	 ½ru þ kðwÞ ¼ h in H a.e. in ð0; TÞ:
(iv) w0 þ @IuðwÞ þ gðu; wÞ{0 in H a.e. in ð0; TÞ:
(v) n 	 ½ru þ kðwÞ ¼ 0 in L2ðGÞ a.e. in ð0; TÞ:
(vi) uð0Þ ¼ u0 and wð0Þ ¼ w0:
Here, u0 :¼ d
dt
u and w0 :¼ d
dt
w are the time-derivatives of u and w; respectively. Note
that by the regularity properties (i) and (ii), the boundary trace n 	 ½ru þ kðwÞ exists
and belongs to L2ð0; T ; H1=2ðGÞÞ; and therefore condition (v) makes sense.
It is clear that inclusion (iv) in the above deﬁnition is equivalent to the following
two conditions.
(iv)(a) faðuÞpwpfdðuÞ a.e. in O ð0; TÞ:
(iv)(b) ðw0ðtÞ þ gðuðtÞ; wðtÞÞ; wðtÞ  zÞp0 for all zAH with faðuðtÞÞpzpfdðuðtÞÞ a.e.
in O for a.e. tAð0; TÞ:
Before giving our main result on the existence of a solution to (P), we shall prove
that the problem has an a priori LN-bound on solutions.
Theorem 2.1. There exists a constant M140 depending only on T ; jkjN; jhjN; ju0jN
and M0 (cf. assumptions (A1)–(A5) and (2.1)) such that any (possible) solution fu; wg
of (P) satisfies
jujN; jwjNpM1:
In order to prove this theorem, we use the following auxiliary lemma.
Lemma 2.1. Let KAðLNðO ð0; TÞÞÞN and p0ALNðOÞ be given. Then there exists a
constant L140 depending only on T ; jK jN; jhjN and jp0jN such that the solution




½rp þ K  	 rz dx ¼ ðh; zÞ for all zAV ; a:e: tAð0; TÞ; ð2:2Þ
pð0Þ ¼ p0 a:e: in O; ð2:3Þ
satisfies
jpjNpL1:
This lemma can be proved by a standard technique of linear parabolic PDEs. We
refer, for instance, to [18, pp.189–191].
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Proof of Theorem 2.1. First, notice that we have jwjNp1 by the deﬁnition of
solution. Therefore, it is enough to show the bound for u:
Let p1 be the solution of {(2.2),(2.3)} with K ¼ kðwÞ and p0 ¼ ju0jN; then by
Lemma 2.1 we have that
jp1jNpL1;
where L140 depends only on T ; jkjN and ju0jN: Now put
p :¼ p1 þ M0 þ L1;
then we can see without difﬁculty that p is the solution of {(2.2),(2.3)} with K ¼ kðwÞ
and p0 ¼ ju0jN þ M0 þ L1 and that
M0pppM0 þ 2L1: ð2:4Þ
Next, we observe from (iii) and (v) of Deﬁnition 2.1 that
ðu0 þ w0; zÞ þ
Z
O
½ru þ kðwÞ 	 rz dx ¼ ðh; zÞ ð2:5Þ
for all zAV and a.e. tAð0; TÞ:
Therefore by (2.2) (with K ¼ kðwÞ) and (2.5), we obtain
ððu  pÞ0; zÞ þ ðw0; zÞ þ
Z
O
rðu  pÞ 	 rz dx ¼ 0 ð2:6Þ
for all zAV and a.e. tAð0; TÞ:





j½u  pþj2H þ ðw0; ½u  pþÞ þ jr½u  pþj2H ¼ 0: ð2:7Þ
Here, we notice that if u4p (XM0; cf. (2.4)), then faðuÞ  w  fdðuÞ  1: Hence,
w0 ¼ 0 a.e. on the set f½u  pþ40g; so that
ðw0; ½u  pþÞ ¼ 0 for a:e: tAð0; TÞ:
Therefore by integrating (2.7) and noting (2.4), we obtain
j½uðtÞ  pðtÞþj2Hpj½u0  pð0Þþj2H ¼ 0:
Hence, we have upppL2 :¼ M0 þ 2L1:
Similarly we can prove uX L2; and hence we can take M1 :¼ L2 þ 1: &
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By virtue of Theorem 2.1 and by cutting off outside the set fjujpM1; jwjpM1g if
necessary, we may assume without loss of generality that
the function g is bounded and Lipschitz continuous on R R: ð2:8Þ
In what follows, we always assume (2.1) and (2.8).
Now, the main result of this paper is given below.
Theorem 2.2. There exists a solution fu; wg of (P).
We shall prove Theorem 2.2 in the next two sections.
We notice that the uniqueness question for our problem (P) remains unsolved. In
the case k  0; uniqueness holds by virtue of [13, Theorem 2.3], which is based on the
Hilpert method [16]. That technique does not work unfortunately when we have the
term kðwÞ of the gravitational effect in Eq. (1.1).
3. Auxiliary problems
In this section, we study the following problem (3.1)–(3.4), in which we replace the
term kðwÞ in the original problem (P) by kð %wÞ with a given function %w:
ðu þ wÞt  Du ¼ hðx; tÞ þ r 	 kð %wÞ in Q; ð3:1Þ
wt þ @IuðwÞ þ gðu; wÞ{0 in Q; ð3:2Þ
@u
@n
¼ n 	 kð %wÞ in S; ð3:3Þ
uðx; 0Þ ¼ u0ðxÞ; wðx; 0Þ ¼ w0ðxÞ in O: ð3:4Þ
For a given function %w; we denote by ðP; %wÞ the system {(3.1)–(3.4)}. The precise
deﬁnition is given below.
Deﬁnition 3.1. Let %wAL2ð0; T ; VÞ be given. Then, a pair of functions fu; wg is called
a solution of (P; %w) if the following (i)–(vi) are fulﬁlled.
(i) uAW 1;2ð0; T ; HÞ-LNð0; T ; VÞ-L2ð0; T ; H2ðOÞÞ:
(ii) wAW 1;2ð0; T ; HÞ-LNð0; T ; VÞ:
(iii) u0 þ w0  Du ¼ h þr 	 kð %wÞ in H a.e. in ð0; TÞ:
(iv) w0 þ @IuðwÞ þ gðu; wÞ{0 in H a.e. in ð0; TÞ:
(v) @u
@n ¼ n 	 kð %wÞ in L2ðGÞ a.e. in ð0; TÞ:
(vi) uð0Þ ¼ u0 and wð0Þ ¼ w0:
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The purpose of this section is to prove the existence and uniqueness of solution of
problem ðP; %wÞ (cf. Proposition 3.1), as well as the continuous dependence of the
solution upon the data %w (cf. Proposition 3.3 at the end of this section).
Proposition 3.1. For any given %wAW 1;2ð0; T ; HÞ-L2ð0; T ; VÞ; there exists a unique














for all tA½0; T ; where the constant N1 depends only on the data in assumptions
(A1)–(A5) and is independent of %w and of fu; wg as well.
In order to prove this proposition, we employ the results and methods of [13], in
which problem (1.1)–(1.4) with k  0 is studied.
The uniqueness part of Proposition 3.1 can be proved exactly in the same way as
[13, Theorem 2.3]. In fact, the difference of two possible solutions of ðP; %wÞ satisﬁes
the same equation as satisﬁed by the difference of two solutions of problem (1.1)–
(1.4) with k  0:
The proof of the existence part of Proposition 3.1 is based on the arguments in [13,
Sections 3 and 4].
We study ﬁrst an approximate problem of ðP; %wÞ; which we denote by ðP; %wÞlk for
approximation parameters l40 and k40:
To this purpose, let us regularize the function h in (A2) by introducing a family of
smooth functions fhlg; l40; such that
jhljNpjhjN for all l40;
hl-h in L
2ðQÞ as lr0:
The construction of such a family fhlg is a standard process. Moreover, for all
u; wAR we set




½w  fdðuÞþ  1l ½ faðuÞ  w
þ;
noting that @Ilu coincides with the Yosida regularization of the subdifferential @Iu
and Ju is the resolvent of @Iu; namely Ju ¼ ðI þ l@IuÞ1 for all l40:
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Problem ðP; %wÞlk consists of the following (3.6)–(3.10):
ðu þ JuwÞt  Du ¼ hlðx; tÞ þ r 	 kð %wÞ in Q; ð3:6Þ
wt  kDw þ @Ilu ðwÞ þ gðu; wÞ ¼ 0 in Q; ð3:7Þ
@u
@n
¼ n 	 kð %wÞ in S; ð3:8Þ
@w
@n
¼ 0 in S; ð3:9Þ
uðx; 0Þ ¼ u0ðxÞ; wðx; 0Þ ¼ w0ðxÞ in O: ð3:10Þ
In order to solve the original problem (P) by a ﬁxed point argument (cf. Section 4),
we need not only the existence–uniqueness result of ðP; %wÞ but also some
compactness property (implicit in inequality (3.5)) of the solution mapping %w/w:
To this purpose, the regularizing term kDw in (3.7) plays a crucial role.
The precise deﬁnition of the approximate problem ðP; %wÞlk is given as follows. For
the sake of simplicity, we still use the notation fu; wg (instead of the more natural
fuk;l; wk;lg) for the solution.
Deﬁnition 3.2. Let %wAL2ð0; T ; VÞ; k40 and l40 be given. Then, a pair of functions
fu; wg is a solution of ðP; %wÞlk if the following (i)–(vii) are fulﬁlled.
(i) uAW 1;2ð0; T ; HÞ-LNð0; T ; VÞ-L2ð0; T ; H2ðOÞÞ:
(ii) wAW 1;2ð0; T ; HÞ-LNð0; T ; VÞ-L2ð0; T ; H2ðOÞÞ:
(iii) u0 þ ðJuwÞ0  Du ¼ hl þr 	 kð %wÞ in H a.e. in ð0; TÞ:
(iv) w0  kDw þ @Ilu ðwÞ þ gðu; wÞ ¼ 0 in H a.e. in ð0; TÞ:
(v) @u
@n ¼ n 	 kð %wÞ in L2ðGÞ a.e. in ð0; TÞ:
(vi) @w
@n ¼ 0 in L2ðGÞ a.e. in ð0; TÞ:
(vii) uð0Þ ¼ u0 and wð0Þ ¼ w0:
Now the following is the starting point of the existence proof.
Proposition 3.2. For each %wAW 1;2ð0; T ; HÞ-L2ð0; T ; VÞ; k40 and l40; there exists
a unique solution of ðP; %wÞlk: Moreover, we have the following a priori bound for the
function u:
jujNpM1; ð3:11Þ
where the constant M1 is as defined in the statement of Theorem 2.1.
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Proof. The existence and uniqueness are consequences of the result in [12]. In fact,
the variational form of (iii) and (v) of Deﬁnition 3.2 is as follows:
ðu0 þ ðJuwÞ0; zÞ þ
Z
O
ru 	 rz dx ¼ /Fl; zS for all zAV and a:e: tAð0; TÞ;
where the V-valued function Fl is deﬁned by
/Fl; zS ¼ ðhl; zÞ 
Z
O
kð %wÞ 	 rz dx:
Then, by the assumption of hl and kð %wÞ; we have FlAW 1;2ð0; T ; V Þ: Therefore, as
in [13, Proof of Proposition 3.1], we can apply [12, Theorem 1] to conclude the
existence and uniqueness of the solution of ðP; %wÞlk:
Finally, the bound (3.11) is proved in the same way as that of Theorem 2.1. In fact,
we only have to notice that Juw  1 (and hence ðJuwÞ0 ¼ 0) a.e. on the set
fu4pg: &
Bound (3.11) will be used later in the proof of Lemma 3.2.
In order to derive uniform bounds of approximate solutions obtained in
Proposition 3.2, we need the following lemma.
Lemma 3.1. Let uAW 1;2ð0; T ; HÞ-LNð0; T ; VÞ-L2ð0; T ; H2ðOÞÞ; KAðW 1;2
ð0; T ; HÞÞN and fAL2ð0; T ; HÞ satisfy the following:
Z
O










K 	 ru dx










K 	 ru dx
 
¼ ð f ; u0Þ þ
Z
O
K 0 	 ru dx
for a.e. tAð0; TÞ:
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ru 	 ru0 dx þ
Z
O
K 	 ru0 dx þ
Z
O
K 0 	 ru dx
¼ ð f ; u0Þ þ
Z
O
K 0 	 ru dx:


















ð f ðtÞ; u0ðtÞÞ þ
Z
O
K 0ðtÞ 	 ruðtÞ dx
 
dt ð0psptpTÞ;
which can be veriﬁed for any function u belonging to the class in the statement of this
lemma by a standard process of regularizing and limiting. Therefore we have the
conclusion. &
In the following lemma, we list some ‘tools’ used in deriving uniform bounds of
approximate solutions.
Lemma 3.2. Let fu; wg be the solution of ðP; %wÞlk; then the following (i)–(iv) hold:
(i) The function t/ðJuwÞðtÞ is in W 1;2ð0; T ; HÞ and
ððJuwÞ0; u0ÞX  fkjDwjH þ jgðu; wÞjHgju0jH ;
jðJuwÞ0jHp jw0jH þ C1ju0jH ;





j½w  fdðuÞþj2H þ
1
2l
j½ faðuÞ  wþj2H
is absolutely continuous on ½0; T  and
d
dt
Ilu ðwÞpð@Ilu ðwÞ; w0Þ þ C1ju0jH j@Ilu ðwÞjH :
(iii) The following inequality holds:
ð@Ilu ðwÞ;DwÞX 14 j@Ilu ðwÞj2H  jDfdðuÞj2H  jDfaðuÞj2H :
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(iv) There exists a constant C240 depending only on the domain O; the functions fa;
fd and k; and the constant M1 in (3.11) such that
jDfdðuÞj2H þ jDfaðuÞj2HpC2ðjDuj2H þ jr %wj2H þ 1Þ:
Proof. Assertions (i)–(iii) are proved in [13, (4.3) Lemmas 3.2, 4.1, (4.7)]. The
inequality in (iv) can be proved as follows (cf. [13, p.682]).
Note ﬁrst that
DfiðuÞ ¼ f 00i ðuÞjruj2 þ fi 0ðuÞDu; i ¼ a; d;
so that
jDfiðuÞj2HpCð fa; fdÞðjruj4L4 þ jDuj2HÞ; i ¼ a; d;
for Cð fa; fdÞ :¼ 2 maxfj f 00a j2N; j fa0j2N; j f 00d j2N; j fd 0j2Ng:
Furthermore, by a Gagliardo–Nirenberg inequality (cf., e.g., [24, Chapter 21,
p.287]) and bound (3.11) in Proposition 3.2, we derive
jruj4L4pCðOÞjuj2H2ðOÞjuj2NpCðO; M1Þjuj2H2ðOÞ;
where Cð	Þ40 denote various constants depending only on their arguments.
On the other hand, by elliptic a priori estimates for non-homogeneous Neumann
boundary problems (cf. [20, Chapter 2, Theorem 5.1]), we have







and furthermore by (3.11) and (2.1)
pCðO; M1ÞfjDujH þ jn 	 kð %wÞjH1=2ðGÞ þ 1g
pCðO; M1ÞfjDujH þ jkð %wÞjH1ðOÞ þ 1g
pCðO; k; M1ÞfjDujH þ jr %wjH þ 1g:
Combining these inequalities, we obtain the desired (iv). &
Proof of Proposition 3.1. We shall ﬁrst derive uniform bounds for solutions of
ðP; %wÞlk: In order to clarify the arguments, we divide the calculation into the following
seven steps (I)–(VII).
(I) Multiply (3.6) by u0 and use Lemma 3.1 with f ¼ r 	 ½ru þ kð %wÞ and (i) of











kð %wÞ 	 ru dx
 
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kð %wÞ 	 ru dx
 
pC3fj %w0jH jrujH þ k2jDwj2H þ 1g; ð3:12Þ
where C3 :¼ jhj2NjOj þ jk0jN þ 2ðjgj2NjOj þ 1Þ:











kð %wÞ 	 ru dx
 
þ jr 	 ½ru þ kð %wÞj2H



















jr 	 ½ru þ kð %wÞj2H
pC4fjw0j2H þ ju0j2H þ j %w0jH jrujH þ 1g;
where C4 :¼ 2ð1þ C21Þ þ jk0jN þ jhj2NjOj:
Here note that
















pC5fjw0j2H þ ju0j2H þ j %w0jH jrujH þ jr %wj2H þ 1g; ð3:13Þ
where C5 :¼ C4 þ 12 jk0j2N:
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pjgðu; wÞjH jw0jH þ C1ju0jH j@Ilu ðwÞjH
pjgjNjOj1=2jw0jH þ C1ju0jH jw0  kDw þ gðu; wÞjH
pjgjNjOj1=2jw0jH þ C1ju0jHfjw0jH þ kjDwjH þ jgjNjOj1=2g:











Ilu ðwÞpC6fju0j2H þ k2jDwj2H þ 1g; ð3:14Þ
where C6 :¼ 2jgj2NjOj þ 2C21 þ 1:











X  CðgÞðjruj2H þ jrwj2HÞ;
















þ jDfdðuÞj2H þ jDfaðuÞj2H : ð3:15Þ
(V) Multiply (3.7) by @Ilu ðwÞ and use (ii) and (iii) of Lemma 3.2, then we have
d
dt
Ilu ðwÞ þ j@Ilu ðwÞj2H þ ðgðu; wÞ; @Ilu ðwÞÞ
pC1ju0jH j@Ilu ðwÞjH þ
k
4
j@Ilu ðwÞj2H þ kjDfdðuÞj2H þ kjDfaðuÞj2H :










pC21 ju0j2H þ kjDfdðuÞj2H þ kjDfaðuÞj2H þ jgj2NjOj: ð3:16Þ
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pC21 ju0j2H þ CðgÞðjruj2H þ jrwj2HÞ
þ ð1þ kÞjDfdðuÞj2H þ ð1þ kÞjDfaðuÞj2H þ jgj2NjOj
pC7ð1þ kÞfju0j2H þ jruj2H þ jrwj2H þ jDuj2H þ jr %wj2H þ 1g; ð3:17Þ
where C7 :¼ C21 þ CðgÞ þ jgj2NjOj þ C2:
(VII) Now, for ei40; i ¼ 1; 2; 3; speciﬁed later, calculate































jrwj2H þ ðe2 þ e3ÞIlu ðwÞ
 
pC8ð1þ kÞfjruj2H þ jrwj2H þ j %w0jH jrujH þ jr %wj2H þ 1g; ð3:18Þ
where C8 :¼ C3 þ e1C5 þ e2C6 þ e3C7:
Here, choose e2; e1; e3 and k0 successively as follows
e2 :¼ 18 C16 ; e1 :¼ min 18 C15 ; 14 C15 e2
 
;
e3 :¼ min 116 C17 ; 116 C17 e1
 
; k0 :¼ min 12; 12 ðC3 þ e2C0Þ1e3
n o
:
Then, we conclude from (3.18) that there exist positive constants M2;y; M7 such
that for any 0okpk0 and l40 the following inequality holds:









kð %wÞ 	 ru dx
 
þ ðM4kþ M5Þjrwj2H þ M6Ilu ðwÞ
 
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kð %wÞ 	 ru dxX14 jruj2H  jkj2NjOj: ð3:20Þ
Then, we can apply Gronwall’s inequality to (3.19) and conclude that for
0okpk0; l40
fuk;lg is bounded in W 1;2ð0; T ; HÞ-LNð0; T ; VÞ-L2ð0; T ; H2ðOÞÞ; ð3:21Þ
fwk;lg is bounded in W 1;2ð0; T ; HÞ-LNð0; T ; VÞ ð3:22Þ
and that the limiting l-0 and k-0 can be taken to obtain a solution of ðP; %wÞ by a
standard procedure (cf. [13, p.684]).
Finally we shall derive (3.5) as follows. Put





kð %wÞ 	 ru dx
 
þ ðM4kþ M5Þjrwj2H þ M6Ilu ðwÞ;
then by (3.20) we have
jruj2H þ jrwj2Hpð4M13 þ M15 ÞF þ 4jkj2NjOj: ð3:23Þ
Therefore we have by (3.19)
M2fju0j2H þ jDuj2H þ jw0j2Hg þ
d
dt
FpM8fF þ j %w0jH jrujH þ jr %wj2H þ 1g;
where M8 :¼ M7fð4M13 þ M15 Þ þ 4jkj2NjOj þ 1g:
Hence, by integration we obtain for all 0ptpT ;Z t
0




M8fj %w0jH jrujH þ jr %wj2H þ 1g ds: ð3:24Þ
Now note that for appropriate subsequences of l-0 and k-0
uk;l converges strongly in L
2ð0; T ; VÞ
by a standard compactness lemma (cf. [19, p.58]) and the uniform bounds (3.21).
This convergence property can be used to take limits in the right-hand side of (3.24),
and then, with the help of (3.23) we obtain the desired inequality (3.5). Thus we
complete the proof of Proposition 3.1. &
We next show the continuous dependence of the solution of ðP; %wÞ upon the
data %w:
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Proposition 3.3. Let wn; %wAW 1;2ð0; T ; HÞ-L2ð0; T ; VÞ; n ¼ 1; 2;y; and let fun; wng;
fu; wg be the solutions of ðP; wnÞ and of ðP; %wÞ; respectively. Assume that fwng is
bounded in W 1;2ð0; T ; HÞ-L2ð0; T ; VÞ and that
wn- %w in L
2ð0; T ; HÞ:
Then, we have that
un-u weakly in W
1;2ð0; T ; HÞ-L2ð0; T ; H2ðOÞÞ
and weakly-  in LNð0; T ; VÞ;
wn-w weakly in W
1;2ð0; T ; HÞ and weakly-  in LNð0; T ; VÞ:
Proof. From the proof of Proposition 3.1, we see that the sequence fun; wng have the
same uniform bounds as (3.21) and (3.22), and hence that it converges to some pair
of functions fu; wg in the sense stated in the proposition. We have to show that the
limit fu; wg is the solution of ðP; %wÞ: To this end we need to show that the limiting of
the equations and boundary conditions (iii)–(v) of Deﬁnition 3.1 can be taken.
First it is not difﬁcult to see that
kðwnÞ-kð %wÞ in L2ð0; T ; HÞ and weakly in L2ð0; T ; VÞ:
Therefore, we can take limits in (iii) and (v) of Deﬁnition 3.1.
Next note that
wn
0 þ gðun; wnÞ-w0 þ gðu; wÞ weakly in L2ð0; T ; HÞ
and it is easy to see that
faðuÞpwpfdðuÞ a:e: in Q:
Take any function vAL2ð0; H; HÞ such that
faðuÞpvpfdðuÞ a:e: in Q
and put
vn :¼ maxf faðunÞ;minfv; fdðunÞggðAL2ð0; T ; HÞÞ:
Then, we have
faðunÞpvnpfdðunÞ a:e: in Q
and hence by virtue of the variational inequality (iv) of Deﬁnition 3.1 for fun; wng
there holds Z T
0
ðwn0 þ gðun; wnÞ; wn  vnÞ dtp0:
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Now we can take a limit n-N in this inequality to obtainZ T
0
ðw0 þ gðu; wÞ; w  vÞ dtp0
for any function v as above. This implies that the variational inequality (iv)
holds for fu; wg by virtue of the theory of proper l.s.c. convex functions and
their subdifferentials in L2ð0; T ; HÞ (cf. [3, Proposition 3.3], [10, Proposition
2.16]).
Thus we have shown that the limit function fu; wg is the solution of (P; %w). &
4. Proof of existence
4.1. Local solution
Here, we show the existence of a time local solution of (P) by applying a
ﬁxed point argument to problem ðP; %wÞ: To this end, deﬁne a convex set S ¼ SðT ; LÞ
by
S ¼ %wAE; j %wjp1 a:e: in Q and
Z T
0





E :¼ W 1;2ð0; T ; HÞ-LNð0; T ; VÞ;
where the time length T40 and the constant L40 will be speciﬁed later.
Clearly, the set S is a compact and convex subset of L2ð0; T ; HÞ: From
Proposition 3.1, we can deﬁne a map F : S-L2ð0; T ; HÞ by
Fð %wÞ ¼ w;
where the right-hand side is the function w in the solution fu; wg of ðP; %wÞ:
Let us show that one can choose constants T040 and L40 (cf. (4.3) and (4.4)
below) so that F maps the set SðT0; LÞ into itself.
Note that from (3.5) we have for wASðT0; LÞ and 0ptpT0Z t
0
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First, we shall estimate the norm of ru by using this inequality. By integrating (4.1)
and using Schwarz inequality, we obtain
Z T0
0



























jruðsÞj2H dspN21T20L þ 2N1 T0 þ 12 T20L
 
:
Next, combining this inequality with (4.1), we obtain
Z t
0
jw0ðsÞj2H ds þ jrwðtÞj2H
pN1½1þ L1=2fN21T20L þ 2N1ðT0 þ 12 T20LÞg1=2 þ tL:
Henceforth, we have for 0pT0pTZ T0
0
jw0ðtÞj2H dt þ sup
0ptpT0
jrwðtÞj2H
p2N1½1þ L1=2T1=20 fN21T0L þ 2N1ð1þ 12 T0LÞg1=2 þ T0L: ð4:2Þ
Therefore, if we take
LX4N1 ð4:3Þ
and then take T040 so that
L1=2T
1=2
0 fN21T0L þ 2N1ð1þ 12 T0LÞg1=2 þ T0Lp1; ð4:4Þ
then we have by (4.2)
Z T0
0
jw0ðtÞj2H dt þ sup
0ptpT0
jrwðtÞj2Hp2N1ð1þ 1Þ ¼ 4N1pL:
This implies that F maps the set SðT0; LÞ into itself under conditions (4.3) and (4.4).
Next, we shall show that the map F is continuous with respect to the topology of
L2ð0; T0; HÞ: This is a consequence of Proposition 3.3. In fact, if
%wn- %w in L
2ð0; T0; HÞ; %wn; %wASðT0; LÞ;
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then
%wn- %w in L
2ð0; T0; HÞ and weakly in H1ðO ð0; T0ÞÞ
and therefore Proposition 3.3 can be applied to conclude that
wn-w in L
2ð0; T0; HÞ:
Now we can apply Schauder’s ﬁxed point theorem to the map F to conclude that it
admits a ﬁxed point, which is noting but a solution of problem (P) over the time
interval ½0; T0:
4.2. Global solution
Let T040 and fu; wg be a solution of (P) on ½0; T0 as obtained in the previous
Section 4.1. Then, taking fuðT0Þ; wðT0Þg as a new initial value at t ¼ T0; we can show
that there exists a solution of (P) on ½T0; T1 for some T14T0:
Repeating this argument, we have a sequence 0oT0oT1o?oTno? and
solutions of (P) on ½Tn; Tnþ1; n ¼ 0; 1; 2;y : Consequently, putting T :¼
limn-N Tn; we have a solution fu; wg of (P) on ½0; TÞ in the sense that it is a
solution of (P) on ½0; T 0 for any T 0oT
Now, we apply inequality (3.5) of Proposition 3.1 to this solution fu; wg of (P) on
½0; TÞ: Then, since %w ¼ w; we have thatZ t
0















ðju0ðsÞj2H þ jw0ðsÞj2HÞ ds þ jruðtÞj2H þ jrwðtÞj2H
p2N1 þ ðN21 þ 2N1Þ
Z t
0
ðjruðsÞj2H þ jrwðsÞj2HÞ ds
for any 0psoT:
Therefore by Gronwall’s inequality, we conclude that
Z T
0
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From this and Theorem 2.1, it follows that the limit
fuðTÞ; wðTÞg :¼ lim
tmT
fuðtÞ; wðtÞg in H  H;
weakly in V  V and weakly-  in LNðOÞ  LNðOÞ
exists and that
faðuðTÞÞpwðTÞpfdðTÞ a:e: in O:
Therefore, we can prolong the solution beyond the time T by taking
fuðTÞ; wðTÞg as an initial value at t ¼ T: This implies that we can construct a
solution of (P) on the whole time interval ½0; T : Thus the proof of Theorem 2.1 is
completed. &
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