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In this paper, we analyze a model of broad area vertical-cavity surface-emitting lasers subjected to
frequency-selective optical feedback. In particular, we analyze the spatio-temporal regimes arising above
threshold and the existence and dynamical properties of cavity solitons. We build the bifurcation diagram of
stationary self-localized states, finding that branches of cavity solitons emerge from the degenerate Hopf
bifurcations marking the homogeneous solutions with maximal and minimal gain. These branches collide in a
saddle-node bifurcation, defining a maximum pump current for soliton existence that lies below the threshold
of the laser without feedback. The properties of these cavity solitons are in good agreement with those
observed in recent experiments.
DOI: 10.1103/PhysRevE.78.016212 PACS numbers: 42.65.Tg, 42.81.Dp
I. INTRODUCTION
Since design efforts in recent years have significantly im-
proved the performance of vertical-cavity surface-emitting
lasers VCSELs, their applications in lightwave communi-
cations systems and for optical information processing are
now being seriously explored. The most important attributes
of VCSELs include a low threshold current, single-
longitudinal-mode operation, and direct compatibility with
optical fiber waveguides. One of their specific features is
connected with the possibility of creating devices with very
broad area. Due to this, VCSELs can be considered as a
paradigm for investigations of self-organized transverse
structures in lasers, which could lead to novel applications.
In that respect, localized structures in VCSELs are espe-
cially attractive. They belong to the class of dissipative soli-
tons, and more specifically to the cavity solitons CS family
extensively studied in optics see, e.g., 1–4. Due to the
requirement for energy balance in the cavity, their main char-
acteristics have discrete values, ensuring their robustness.
Particularly interesting features are bistability and mobility,
which make them promising for future optical communica-
tion technologies. Laser CS, in contrast to CS in resonators
with external driving 4,5, do not require a monochromatic
input beam of high spatial and temporal coherence, and are
thus more attractive for applications. Cavity solitons were
predicted first in lasers with a saturable absorber 6. Laser
CS based on a VCSEL with frequency-selective feedback,
recently observed in experiment 7,8, offer some extra ad-
vantages. For example, the external optical feedback allows
monitoring and control of many characteristics of the com-
pound system, and is also a potentially useful tool for study
of the internal properties of VCSELs 8.
Some related theoretical considerations were studied in
9. It was shown that bistability between lasing and nonlas-
ing states, inherent to small-area VCSELs with frequency-
selective feedback 10, is also observable in broad area de-
vices with an additional spatial filter in the feedback loop. In
that case, the dominant lasing state was a transverse traveling
wave and, correspondingly and interestingly, the system dis-
played optical dissipative solitons consisting of self-localized
traveling waves, i.e., CS at finite transverse wave numbers.
Here we present theoretical results for systems without such
spatial filtering, thus closer to the experimental situation
7,8 where a system without spatial filtering yielded CS
with the far field centered on axis. In the present work, we
use a somewhat modified feedback model, and operate in a
regime where limitation of spatial bandwidth arises as a
natural consequence of the phase-amplitude coupling inher-
ent in semiconductor lasers. We find and trace out the exis-
tence domain and bifurcation structure of on-axis CS. Our
results are in qualitative agreement with the experimental
observations and so can be useful together with 9 for the
modeling of broad area lasers with different kinds of external
feedback.
The paper is organized as follows: In Sec. II, we present
our system model. In Sec. III, we discuss the stability of the
nonlasing solution, and in Sec. IV we discuss the spatio-
temporal regimes emerging from its instabilities. In Sec. V,
we study the existence and stability properties of the local-
ized solutions. Finally, in Sec. VI, we give some concluding
remarks.
II. SYSTEM AND MODEL
In the experimental system 7,8, which acts as motivation
for our model, a broad area VCSEL is coupled to an external
cavity formed by an afocal telescope and closed by a diffrac-
tion grating in Littrow configuration, which provides fre-
quency filtering. We do not, however, attempt a detailed
model of this grating-feedback system. Instead, with a view
to finding and investigating behaviors that might have a
rather general applicability, we study a simplified model de-
picted in Fig. 1, where the frequency selection is performed
by a Lorentzian filter 11–13. Such a description should also
be approximately valid for a diffraction grating, and indeed
for any frequency selective element with a single dominant
feedback maximum for example, a volume Bragg reflector.
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The carrier dynamics is adiabatically eliminated, since it
does not influence the stationary states which are the main
subject of this work. Moreover, we neglect all internal VC-
SEL wave-number selection mechanisms such as frequency-
dependent losses or gain 14. This assumption is reasonable
in regimes where lasing is possible only with external feed-
back, and where the bandwidth of that feedback is much less
than the gain bandwidth. Nor do we allow for any angular
dependence of the feedback spectrum or efficiency. Note also
that our model does not take thermal effects into account,
which implies that the system is kept at a fixed temperature.
Due to the large number of simplifications, our model is not
intended to provide a quantitative description of any particu-
lar experiment, but may nonetheless capture the general
mechanisms underlying the formation of CS in VCSEL with
frequency-selective feedback.
We describe the laser in terms of the slowly varying am-
plitude E of the electric field E=Eei0t+E*e−i0t where 0 is
a reference frequency, chosen to be that of the filter maxi-
mum. Note that we use the same convention for positive
frequency as in 9 and much of the optical feedback litera-
ture e.g., 12. Much of the CS literature uses the opposite
convention.
Including all the approximations mentioned above, the
rate equations for E and for the feedback field F are
E
t
= − E +
E
1 + E2
+
iE
1 + E2
− iE + F + isE − iE ,
dF
dt
= − F + Et −  , 1
where  is the decay rate of the field in the cavity,  is the
linewidth enhancement factor describing phase-amplitude
coupling,  is the pump current normalized to be 1.0 at the
threshold of the solitary laser, =
2
x2
+ 
2
y2 is the transverse
Laplacian describing diffraction, s is the detuning of the
threshold frequency of the axial mode of the solitary laser
from the filter peak,  is the feedback strength,  is the delay
time in the feedback loop, and  is the bandwidth of the filter
reflection.
Terms on the right-hand side of the E equation describe,
respectively, losses, which make our system dissipative;
saturable gain, proportional to the pump current, where co-
efficient  is presented due to normalization of  see
above; saturable Kerr-like nonlinearity, self-focusing for
positive , which is typical for VCSELs; spatial coupling
due to diffraction in the microcavity; and external feedback
field. The last two terms are linear frequency shifts depen-
dent on our choice of reference frequency.
III. LINEAR STABILITY ANALYSIS
As is typical in lasers without transverse degrees of free-
dom, the nonlasing state, or trivial solution E=0, F=0,
loses its stability via a supercritical Hopf bifurcation on in-
creasing the pump current. External feedback reduces the
laser threshold, most strongly for modes with frequencies
close to the filter reflection maximum. For suitably chosen
values of the parameters, the range of pump values for which
the trivial solution is unstable with respect to the excitation
of external cavity modes may not overlap with the range of
values for which it is unstable with respect to modes with
frequencies close to those of a solitary laser 9. The vertical
axis of Fig. 2 illustrates this scenario for our model param-
eters, with the trivial off state being stable for  in the
range between line B and the black bold line in Fig. 2.
Finite-amplitude solutions still exist in this gap, however, as
can be seen by the obvious scaling of Eq. 1 with  / 1
FIG. 1. Color online Scheme of the system. F1 and F2 are the
focal lengths of the first and second lenses, respectively. The polar-
izer provides feedback only for the field component that is domi-
nant in the solitary laser, so that the field can be treated as a scalar. 0 20 40 60 80 100
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FIG. 2. Color online Marginal stability curves of the nonlasing
state in the VCSEL with external feedback. The inset shows the
frequencies of the modes whose stability boundaries lie between
lines D and B in the main figure. The gray cyan line corresponds
to the boundary of excitation of external cavity modes with frequen-
cies close to =0 the filter maximum; the boundary of excitation
of the modes on either side of the dominant mode, with frequencies
1 these have very nearly equal thresholds for our parameters
follows the thin solid red line; the black bold line corresponds to
the excitation of modes with frequencies close to those of the soli-
tary laser. Parameters: =60, =5.0, =2.71, =5.0, s=250, and
=100. These parameters are kept fixed throughout the paper, and
correspond physically to a time unit around 1 ns.
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+ E2, which describes gain-clamping. In such a region, the
trivial state can coexist stably with the lasing solution, pro-
viding optical bistability 10.
The transverse spatial degrees of freedom complicate the
situation. Above threshold, a continuum of transverse Fourier
modes can grow exponentially in the linear stage of the sys-
tem evolution. For appropriate detunings s, the marginal
stability curve typically looks like the one presented in Fig. 2
for s=250, where the trivial state is unstable to transverse
perturbations between lines D and B as well above the bold
black line. The gray cyan line is the marginal curve for the
external cavity longitudinal mode with frequency closest to
the grating maximum see the inset of Fig. 2. The thin red
line corresponds to the threshold of the adjacent modes see
also the inset of Fig. 2. The black line near =1.0 arises due
to the excitation of transverse modes with frequencies typical
for the solitary laser. If the filter frequency is moved closer to
the VCSEL resonance, the domain bounded by the gray
cyan line is enlarged, and the interval of stability between
line B and the bold black line is reduced and eventually
disappears 9. Conversely, if the filter is tuned further from
the VCSEL resonance, the gray cyan and thin red mar-
ginal curves shift to the left, eventually disappearing. In that
situation, feedback-controlled lasing no longer exists, and
only solitary VCSEL modes black bold line of in Fig. 2
remain.
IV. SPATIO-TEMPORAL REGIMES
In this section, we perform numerical simulations for dif-
ferent pump currents. First we take =0.5 in the feedback-
lasing region and launch simulations starting from the non-
lasing state with a small, random, spatially inhomogeneous
initial field. All other parameters are indicated in the caption
of Fig. 2 and kept fixed throughout this paper. The simula-
tions show the total output growing exponentially out of the
nonlasing state 0	 t	750 in Fig. 3a corresponding to 
=0.5 in Fig. 3b without settling to a constant value. Data
for an extended run at constant =0.5 show no sign of sta-
bilization. Near and far fields shown in Figs. 4a and 4b
show the developed regime to be spatially complex, as is the
dynamics—the temporal evolution and optical spectrum are
presented in Fig. 5. It can be seen from the near field that
there is strong filamentation in the system 15, which can be
attributed to the self-focusing nonlinearity iE / 1+ E2 in
the first equation of Eqs. 1. In this regime, spots i.e., fila-
ments in 3D continuously form, move, and decay in such a
way that on average there is still a preferred length scale in
the system. The far field shows excitation of a ring of trans-
verse wave vectors, the modulus of which is in agreement
with the stability analysis done in Sec. III Fig. 2. In addi-
tion, the optical spectrum of the developed spatio-temporal
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FIG. 3. a Time dependence of the integrated intensity I
=
−

+
Ex ,y2dxdy for the sequence of pump current values shown
in b. The turn-off of the laser when the current is increased
through =0.7 is discussed and explained in Sec. V.
FIG. 4. Spatial distribution of amplitude of the a near and b
far field for the spatio-temporal chaotic regime at =0.5; c and
d for the set of stationary solitons resulting from increasing the
pump current to =0.65. The white arrows in panels b, d indi-
cate the critical wave number point of contact of line D and gray
cyan curve in Fig. 2.
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FIG. 5. Color online a Dynamics of the field at a selected
point of the transverse section for the developed regime at =0.5
run for a longer time than in Fig. 3. Bold red line, amplitude of
the field; thin gray green line, real part; thin black blue line,
imaginary part of the field. b Optical spectrum of the time trace
presented in a Compare with the inset of Fig. 2.
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regime shows pronounced modulation at the external-cavity
mode separation compare Fig. 5b and the inset of Fig. 2.
The thickening of the traces in Fig. 5a is due to this evolv-
ing multimode instability.
Departing from this irregular regime by slowly increasing
the current 750	 t	1000 in Fig. 3b to a value =0.65
above line B in Fig. 2, we observe the spontaneous emer-
gence of a set of stable self-localized structures solitons
from the spatio-temporal chaos. In 16 a similar phenom-
enon was observed, but, instead of an irregular set of spots, a
regular periodic pattern was reached. An intermediate behav-
ior was observed in 17, where an Eckhaus unstable pattern
“cracked” to form irregular patches of stable hexagonal pat-
tern with dark voids in between. There, as here, the dark
state was stable. Figures 4c and 4d show the spatial dis-
tribution of the near- and far-field amplitudes at t=3800,
where the set of cavity solitons has stabilized and the inte-
grated intensity is stationary. Repeating the simulations with
different increment rates and initial field distributions, we
find qualitatively the same behavior, though the number and
positions of the solitons vary between runs. Our system,
therefore, exhibits stable cavity solitons coexisting with a
stable trivial background, but in contrast to 16,17 we have
not observed bistability between any extended pattern and
the background.
The irregular scatter of solitons persists indefinitely at
constant current, but increasing the pump current above 
=0.7 t around 4000 in Fig. 2, all the solitons disappear and
the system falls back to the stable nonlasing state. The reason
for this behavior will become clear in the next section.
The above-described method is an unusual way to excite
cavity solitons, because on increasing a spatially homoge-
neous parameter pump current, we have seen the spontane-
ous appearance of localized states. Here “spontaneous”
means that solitons appear without applying any spatially
localized perturbation, such as a “writing” or “address”
beam. Spontaneous excitation is unexpected in systems
where CS arise through “locking” of fronts between a homo-
geneous state and a subcritical pattern 18, but is observed
experimentally in VCSELs with frequency-selective feed-
back 8, and in some other systems 3,19,20. In the next
section, we will find that the present CS have a very different
bifurcation behavior from those previously studied.
V. LOCALIZED SOLUTIONS
To confirm the existence of localized states and to build
their bifurcation diagram, we compute a single-peaked local-
ized structure solutions using a Newton method 21,22. We
look for steady states of the form
E = E0x,yeit,
F = F0x,yeit. 2
We call this a “steady state” because of its trivial dependence
on time, which drops out from the equations due to the phase
invariance in our system, allowing the Newton method to be
applied in the spatial domain. The lasing frequency  is an
additional, at present undetermined, parameter. We substitute
Eq. 2 into Eq. 1 and derive a quite simple equation for the
steady-state distribution E0x ,y,
AE0 + B
E0
1 + E02
+ E0 = 0, 3
where the following auxiliary coefficients are introduced:
A =  − s +  − i +
 + i
2 + 2
e−i,
B = i1 + i . 4
Note that the state of our system is characterized by the
spatial distribution E0x ,y and the frequency . The field
distribution E0x ,y is discretized: E0xk ,yl, where k
=1, . . . ,N, l=1, . . . ,N with N the number of grid points in
each direction. The state of the system is then defined by
NN complex variables and one real variable. While Eq. 3
gives only NN coupled complex equations, our system has
an arbitrary global phase, which we choose to fix with an
integral condition 22,23 that provides the necessary addi-
tional equation.
Starting from an initial guess based on the solitonic states
found by direct integration of Eqs. 1, we solve the high-
dimensional system of nonlinear equations resulting from
discretizing Eq. 3 using a Newton-Raphson method see
24. We use linear algebra libraries for parallel architec-
tures SCALAPACK 25 and calculate the transverse Laplacian
in Fourier space using fftw libraries 26. Figure 6 shows the
near and far fields of a CS computed in this way. The linear
slope in Fig. 6a indicates an exponential decay of the tails,
thus showing the strong localization expected of a soliton. A
qualitative difference between our localized states and those
observed in externally driven cavities see 5,21 is the ab-
sence of oscillatory tails in the near field or, equivalently, of
a ring around the central lobe in the far field. This feature is
a consequence of the phase invariance in our system, which
means that the trivial state has only one pair of stable or
unstable eigenvalues, not two pairs as in these other systems.
Hence the decay of both amplitude and phase of the soliton
is smooth, as in Fig. 6. This is in agreement with the experi-
mental results reported in 8, where no discernible ripples
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FIG. 6. Color online Section on a semilogarithmic scale of the
near a and far b fields of a cavity soliton. Gray cyan line: direct
integration of Eq. 1. Black points: Newton method. Here 
=0.65.
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are found in the profiles of either near- or far-field intensity
distributions. Note also that the computed CS are centered
around zero wave number, as within experimental reso-
lution are the experimental ones 8.
Continuing the solutions by varying , we built the bifur-
cation diagram for CS solutions presented in Fig. 7. The
grid spacing is automatically adjusted to account for the
variation of the CS width as the control parameter is
changed.
There are three bifurcation points in Fig. 7. At A and B,
branches of CS solutions appear on increasing the pump.
These bifurcation points are also present in the system with-
out spatial dependence but they become degenerate when the
spatial degrees of freedom are added. The third bifurcation
point is saddle-node C, where the two CS branches collide
and annihilate. Beyond C, then, CS no longer exist, in agree-
ment with the simulation results in Fig. 3 of Sec. IV.
The CS computed near A, B have very large width, con-
sistent with asymptoting to infinite width at the bifurcation
points. Width divergence at A,B is consistent with the fact
that the CS emerge from bifurcation points where nontrivial
homogeneous solutions appear see Figs. 2 and 7. On in-
creasing the pump current, however, the FWHM rapidly de-
creases, as shown in Fig. 7c. This can be interpreted as a
self-focusing effect associated with an increase of the central
intensity of the CS, and of its associated amplitude curvature.
Note also that the increase of current is accompanied by a
frequency shift Fig. 7b, positive for the “upper” branch
and negative for the “lower” one.
To fully assess the stability of CS, we would have to solve
the characteristic equation of the linearized system. In the
usual models, this stability problem is a straightforward ei-
genvalue problem, but the present case is a delay-differential
system, and the characteristic quasipolynomial has an infinite
number of roots. The stability problem is therefore much
more complicated see, for example, 27. Therefore, we
have so far only checked CS stability by direct integration of
Eq. 1 at representative points on the CS existence curve.
Beginning with the upper branch, we find that if the initial
point lies in the pump range where the trivial background is
unstable, i.e., between points A and B in Fig. 7a, the system
goes to a spatio-temporal chaotic regime similar to Figs. 4a
and 4b. Between B and C, the trivial background is stable.
We find that the CS are stable between point C and the cross.
Note that the stable stationary CS all have positive frequen-
cies, i.e., are blueshifted with respect to the filter frequency.
This is in agreement with the recent experimental observa-
tions 7,8. The size of the CS in the stable area is about
13 m, in good agreement with the experimental finding of
about 13 m 8.
At the upper-branch point marked with a cross, the CS
develop a motional instability: stable constant-speed drifting
CS are found between the cross and the circle. In Fig. 8, we
plot the spatial structure of the most unstable mode in the
drift-instability regime. It has been computed by starting a
simulation from the drift-unstable stationary CS found using
the Newton method, and calculating the field change after a
small time interval. This mode strongly resembles the trans-
lational neutral mode, i.e., the gradient of the CS, as found in
similar cases of drift instability, e.g., 28.
The lower solitonic branch BC is found to be always
unstable. It acts as a separatrix between the basins of attrac-
tion of the trivial solution and the upper solitonic branch.
That is, starting from a lower branch CS with upwardly per-
turbed amplitude, there is a transition to the upper branch:
with amplitude perturbed downwards, the CS collapses into
the stable background.
We note that the CS bifurcation structure in this system
consists of just two branches indeed a single folded branch.
There is no sign of the homoclinic snaking found in other
systems, such as those with a subcritical modulational insta-
bility 18, or those with bistability between homogeneous
solutions 29. In both of these cases, the snaking is associ-
ated with locking of front due to the presence of oscillatory
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FIG. 7. Color online Dependence of a maximum field ampli-
tude, b frequency, and c width of cavity solitons on pump cur-
rent. Solid thin line “upper,” thick line “lower” branches of CS.
Dashed dash-dotted line in figures a, b corresponds to the ho-
mogeneous external cavity mode with maximal minimal gain. The
vertical lines in figure c correspond to the asymptotes at bifurca-
tion points. Points A,B,C are explained in the text.
FIG. 8. Spatial structure of the most unstable mode of a drift-
unstable CS lying between the circle and cross in Fig. 7.
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tails. Our system does not exhibit such tails because of the
phase symmetry, so the absence of snaking is perhaps to be
expected.
VI. CONCLUDING REMARKS
We have presented and analyzed a model of broad area
VCSELs with frequency-selective external feedback. There
is good qualitative agreement between our theoretically ob-
tained solitons and the localized structures recently observed
experimentally in a system of this kind 7,8. For reasonable
values of our parameters, there is also semiquantitative
agreement, in that the widths of our CS are also in good
accord with the experiments.
Our results also show the existence of stable moving lo-
calized structures, which appear as a result of a drift insta-
bility of the stationary CS. Typical speeds are quite small
about 40 ns for a CS to move a distance equal to its diam-
eter, consistent with ignoring the carrier dynamics. Unlike
systems where the motion of CS is caused by an imposed
transverse inhomogeneity, for instance an inclination of the
holding beam 5,30,31, the motion in our system arises via a
spontaneous breaking of the transverse translational symme-
try, similar to, e.g., 28. In contrast to motion due to Gal-
ilean invariance 2, where the CS can have arbitrary veloc-
ity, in our case the CS seem to have a fixed speed for fixed
parameter values.
The CS branches we have obtained form a single folded
loop, connected to Hopf bifurcation points of the homoge-
neous external cavity modes. This bifurcation structure
shows no sign of the homoclinic snaking found in other sys-
tems. We ascribe this to the absence from our CS of oscilla-
tory tails, because of the phase symmetry. However, the full
CS bifurcation structure, and the question of existence of
other families of localized states, in models like the present
one needs much more investigation, and will be the subject
of future studies.
To build on and extend the present study, we will obvi-
ously have to remove, or at least quantify, some of the ap-
proximations and simplifications that we made in the present
work. For example, an accurate study of temporal regimes
will need to account for carrier dynamics, including diffu-
sion. We should also take into account angular variation of
the feedback efficiency, which can introduce transverse
forces acting on the solitons 8. On the other hand, the novel
and interesting characteristics of the cavity solitons found in
the present model invite investigations into still simpler and
more general models displaying these characteristics.
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