The elucidation of the how and when the cell-fate change occurs implies the sketching of a physically reasonable underlying mechanism allowing to achieve the self-control of on/off switching for thousands of genes in a small and highly packed cell nucleus. In our current works, we have demonstrated that whole genome expression is dynamically self-organized through the emergence of a critical point (CP). It has been confirmed that this happens at both the cellpopulation and single-cell level through the physical principle of self-organized criticality (SOC).
I. Introduction
The core of self-organization mechanism is the presence of massive system changes elicited by minor 'apparent' external causes: Per Bak and colleagues [Bak, P., et al., 1987] proposed self-organized criticality (SOC; the Bak- Tang SOC builds upon the fact that the stochastic perturbations initially propagate locally (sub-critical state), but due to the particularity of the disturbance, the perturbation can spread over the entire system in a highly cooperative manner (super-critical state); as the system approaches its critical point where global behavior emerges in a self-organized manner (see
Discussion).
The above-depicted classical concept of SOC has been extended to propose a conceptual model of the cell-fate decision (critical-like self-organization or rapid SOC) through the extension of minimalistic models of cellular behavior. The cell-fate decision-making model considers gene regulatory networks to adopt an exploratory process, where diverse cell-fate options are generated by the priming of various transcriptional programs, and then a cell-fate gene module is selectively amplified as the network system approaches a critical state [Halley, J. D., et al., 2009] . Such amplification corresponds to the emergence of long-range activation/deactivation of genes across the entire genome.
We investigated whole genome expression and its dynamics to address the following fundamental questions:
-Is there any underlying principle that self-regulates the time evolution of whole-genome expression?
-Does a universal mechanism exist to guides the cell fate decision -how and when the cell-fate change occurs?
Our findings in previous works suggest that at a specific time point on cellular development, a transitional behavior of expression profile occurs in the ensemble of genes (e.g., unimodalbimodal transition in MCF-7 cancer cells [Tsuchiya, M., et al., 2014] ). Such a specific feature exhibits the characteristic of self-similarity around a critical transition point, which is evident when gene expression is sorted and grouped according to temporal variance of expression (normalized root mean square fluctuation: nrmsf: Methods). On the contrary, randomly shuffled gene expression exhibits Gaussian normal distribution across the entire genome, with no evidence of cooperative behavior (no emergence of coordinated motion). This is consistent with the existence of self-organization according to nrmsf, that is, nrmsf acting as an order parameter of self-organization. This implies that the grouping of expressions averages out expression noises coming from biological and experimental processes allows to highlight the self-organizing behavior through distinct response expression domains (critical states). iii)
The sub-critical state as the generator of autonomous SOC control (versus non- iv) The existence of a potential general mechanism of cell-fate change over different biological processes.
Two distinct critical behaviors emerged when gene expression values are sorted and grouped:
(1) sandpile-type criticality and (2) scaling-divergent behavior (genome avalanche). Sandpile criticality is evident in terms of grouping according to expression fold-change between two different time points, whereas scaling-divergent behavior emerges according to grouping by nrmsf. Criticality allows for a perturbation of the self-organization (i.e., change in critical point) due to change in signaling by external or internal stimuli into a cell to induce a global impact on the entire genome expression system.
The link between genome structure and gene expression stems from the recognition of gene expression variability as a proxy of chromatin flexibility [37] [38] [39] . The physical constraints stemming from an approximately 2 meters long molecule packed in the few micron space of cell nucleus makes mandatory such a link and push to consider gene expression transition in terms of folding-unfolding dynamics, including phase-segregations, for an extremely long polymer.
In this report, we update our previous findings and develop a unified model of cell-fate decision as follows: For population of cells, temporal CM correlation shows the timing of activation of the CP, whereas for single cell, specific transition on the higher-order structure of DNA is generated around the point where initial-state criticality is erased, i.e., the timing of genome-state change when sand-pile criticality between initial (or cell state) and different time points (or cell state) disappears.
3) Genome attractor: The change in the CP affects the entire genomic system.
Coherent behavior (i.e., CM dynamics) emerges in stochastic expression (coherent-stochastic behavior) in both critical state and whole-expression level. In the coherent behavior, the dynamics of center of mass (CM) of stochastic expression converges to that of the whole expression, which reveals that the CP acts as the genome attractor. Therefore, activation mechanism of the CP is expected to lead to a novel cell-fate control mechanism. Notably, as shown in Figure 1C , the CP corresponds to zero-expression point in the CM grouping, which explains why the CP is a specific set of genes corresponding to the CM. is increased (Figure 2A) ,
II. Results

A. Fixed Critical Point (CP): A Specific Group of Genes Corresponding to the Center of Mass of Whole Genome Expression
ii) The CM of randomly selected gene ensembles (hundreds of repetitions) must dynamically converge to that of genome expression as the number of elements (n) is increased ( Figure 2B) . i.e., ON/OFF expression states for a set of genes (critical gene set) corresponding to the CP.
In EGF-stimulated MCF-7 cells, the CP is in the inactivated (OFF mode) state, whereas in HRG-stimulated MCF-7 cells, the CP is ON at 10-15min and thereafter turns OFF. A direct evidence in terms of averaging behavior is shown in Figure 3D , where for HRG-stimulation, discrete transition of DNA (15min (ON): swelled coil state; 20min (OFF): compact globule state) occurs at the CP, whereas in the case with the EGF-stimulation, such transition does not occur during the early time points.
It is worth noting (see more in Discussion) that fold changes within expression groups, 
B)
The CP occurs at zero spatial correlation with k = 1 group, which is the same for the MCF-7 cells.
The timing of the cell-fate change [Tsuchiya, M., et al., 2016 ] is indicated by the timing of erasure of initial sandpile criticality.
C)
Erasure happens at 24-48h for atRA, and at 18-24h for DMSO. Additional full erasure of the initialstate criticality for DMSO occurs at 12-18h; thereafter recovering the initial-state criticality at 18h
indicates the existence of two SOC landscapes at 8-12h and 18-12h, respectively.
D)
Transition of the higher-order structure at the CP is suggested to occur at 24-48h for atRA stimulation and at 18-24h for DMSO stimulation, when the initial-state criticality is erased (C). Note:
Singular behaviors at the CP, however, shows sensitivity of the higher-order structural transition in terms of noisy (zigzagging) behaviors around the CP (see Figure 1C -D) due to change in the number of groups (plots for K = 40 groups: n = 420 mRNAs; K = 40 groups: n = 315 mRNAs). Underlined numbers represent the timing just before the cell-fate change.
D. Single Cell: Reprogramming of Embryo Development and Cell Differentiation Through Inversion of Singular Behaviors of the CP
In the case of embryo development, the behavior of the CP is different from cellpopulation (microarray) data. Notice that the CP in single-cell level acts as the genome attractor as well as in cell population (Figure 2 ). In the temporal CM correlation, the CP is a point with no differential (Figure 5A) , while it appears as a divergent point in cell populations. This feature reveals distinct response domains (critical states) in the single-cell genome expression (see below); in the spatial CM correlation (Figure 5B) , the CP is a focal point of spatial CM correlations having no correlation between neighboring groups (vs. focal point with initial group in population).
In the reprogramming event, the temporal CM correlation for the CP traverses zero value (corresponding to random-like behavior) after late 2-cell and 8-cell state for mouse and for human, respectively ( Figure 5A ), which coincides with the erasure of the sandpile-type critical point (CP) ( Figure 5C ). In biological terms, this corresponds to the erasure of the initial stage of embryogenesis (driven by maternal heredity); Thus, an additional condition for the embryonic reprogramming is suggested whether or not the temporal CM correlation passes the zero point. It is important to note that groups of low-nrmsf presenting flattened CM correlations in time (ln<nrmsf> < -8.0: Figure 5A ) do not point to a no-response situation; on the contrary, they behave in a highly coherent manner to generate the autonomous SOC mechanism (see e.g., Figures 10E,F) . D) Singular behavior shown in fold change in neighboring time points is sharply peaked (as in cell-population for cell differentiation: Figure 4D ) at the CP, implying the occurrence of micro-segregations on the higher-order structure between swelled coil and compact globule near the CP (K = 35 groups with n = 375 RNAs). The sensitivity according to the number of groups is observed as occurring in the cell population ( Figure   4D ).
E. Systematic Determination of Critical States
We demonstrate that the CP is a fixed-point relative to a given biological regulation.
Next, based on this fact, we show that critical states in genome expression can be determined systematically for both single-cell and cell-population genome expression: 1) Single-cell level: both temporal and spatial CM correlations (Figures 5A,B, 6A (Figures 5, 6 ).
F. A Universal Genome-Engine Mechanism for SOC-Control of Genome Expression
The existence of distinct critical states with fixed critical point suggests that selforganizing principle of genome expression is the SOC control of overall expression for both population and single-cell levels; this points to the existence of a universal mechanismgenome-engine mechanism for autonomous SOC control of genome expression from embryo to cancer development.
Distinct coherent dynamics in critical states emerge from stochastic expression and the CM of critical state represents its dynamics ( 
G. Cell-Fate Change Through Coherent Perturbation on the GenomeEngine
The key point of genome engine mechanism is that dynamics of distinct coherent behavior emerges from stochastic expression in critical states (coherent-stochastic behavior)
and follows the dynamics of the CM. The CM acts as attractor at both whole genome ( Figure   2 ) and critical state levels (e.g., Table   4 ; cell population). In HL-60 cells (cell population), the genome-engine is enhanced before the cell-fate change and suppressed (enhancement-suppression) thereafter. On the contrary, a reverse process of suppression-enhancement takes place in the MCF-7 cancer cells (see Figures 5C, 6C ). 
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III. Discussion
In this report, we demonstrated the existence of a common underlying genomic mechanism for cell-fate decision. The key finding is that the CP (critical gene set) corresponds As for now, we can safely affirm that the strong interaction among genes with very different expression variance and physiological roles push for a complete re-shaping of the current molecular-reductionist view of biological regulation looking for single 'significantly affected' genes in the explanation of the regulation processes. The view of the genome acting as an integrated dynamical system is here to stay.
IV. Methods
Biological Data Sets
We analyzed mammalian transcriptome experimental data for seven distinct cell fates in different tissues:
Cell population: (t =1h); GSM1004943-SL1852 (t = 3h); GSM1005002-SL1853 (t= 6h); GSM1005003-SL1854 (t= 9h); GSM1004934-SL1855 (t= 12h); GSM1004935,6,7-SL1856, SL8353, SL8355 (t= 16h; average of three data); GSM1004942-SL1857 (t = 24h); GSM1004960-SL1858 (t= 48h).
In reference to the colors used in the various plots throughout this report, they are based on the experimental events and have been assigned as the following: black as the initial event, purple as the 2 nd event, and the subsequent events as blue, dark cyan, dark green, dark yellow, brown, orange, red, dark pink, and pink. In the analysis of sandpile criticality, random real numbers in the interval [0, a] generated from a uniform distribution were added to all expression values (only in Figures 5C,6C ). This procedure avoids the divergence of zero values in the logarithm. The robust sandpile-type criticality through the grouping of expression was checked by changing a positive constant: a (0 < a < 10); we set a = 0.001. Note: The addition of large random noise (a >> 10) destroys the sandpile CP.
Normalized Root Mean Square Fluctuation (nrmsf)
Nrmsf (see more Methods in [Tsuchiya, M., et al., 2015] ) is defined by dividing rmsf (root mean square fluctuation) by the maximum of overall {rmsfi}:
where rmsfi is the rmsf value of the i th RNA expression, which is expressed as εi(sj) at a specific cell state sj or experimental time (e.g., in mouse embryo development, S = 10: s1 = zygote, early 2-cell, middle 2-cell, late 2-cell, 4-cell, 8-cell, morula, early blastocyst, middle blastocyst and s10 = late blastocyst), and 〈 〉 is its expression average over the number of cell states. Note:
nrmsf is a time-independent variable.
CM correlation analysis
To investigate the transition dynamics, the correlation metrics based on the center of 
Expression Flux Analysis
Here, to describe genome engine mechanism on both single cell and population genome expression, the key fact is that dynamics of coherent behavior emerged from stochastic expression in distinct critical states (coherent-stochastic behavior: CSB) follows the dynamics 
where ΔP is the change in momentum with a unit mass (i.e., the impulse: FΔs = ΔP) and natural log of average (<…>) of a critical state,
〉 with the i th expression ( ) at the j th experimental event, s = sj (NC = the number of RNAs in a critical state; refer to Tables 1,2 ); the average of net self-flux over the number of critical states, <f(X)> = <INflux> -<OUTflux>.
Here, scaling and critical behaviors occur in log-log plots of group expression, where the natural log of an average value associated with group expression such as ln<nrmsf> and ln<expression> is taken. Thus, in defining expression flux, the natural log of average expression (CM) of a critical state is considered.
It is important to note that each embryo cell state is considered as a statistical event (note: a statistical event does not necessarily coincide with a biological event) and its development as time arrow (time-development) when evaluating the average of group expression: fold change in expression and temporal expression variance (nrmsf). This implies that an interval in the dynamical system (Equation (2) 
where the kinetic energy of the CM for the critical state with unit mass at s = sj is defined as 
where state ∈ {Super, Near, Sub} with ≠ X, and M is the number of internal interactions (M = 2), i.e., for a given critical state, there are two internal interactions with other critical states. Equation (5) 
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Tables: Table 1 : Critical States of Single-Cell Genome Expression Global Perturbation on Genome-Engine
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SuppressionEnhancement ON after Late 2-cell ON after 8-cell 
