Large-scale computations are required to simulate physical phenomena involving detonation and shock waves in supernova formation, explosions and hypervelocity impact and penetration. The interaction of these waves with multi materials can result in complex wave structures in two and three dimensions. In addition, the embedded materials may experience large motions and deformation under the influence of the high-speed flows. In this paper, the main focus is on parallel implementation of a fixed Cartesian grid flow solver with moving boundaries. A higher order conservation scheme such as ENO is used for calculating the numerical fluxes and level sets are used to define the objects immersed in flow field. A Riemann solver based Ghost fluid method is used for interface treatment of embedded objects. The issues involved in parallelization of the moving boundary solver are presented with emphasis on strong shocks interacting with embedded interfaces (solid-solid) in three-dimensional compressible flow framework. The handling of moving boundaries, tracked using narrow-band levelsets leads to issues peculiar to the multi-processor environment; the solution to object passage between subdomains and treatment of ghost regions for inter-processor communication are also addressed. Example calculations for three-dimensional impact/penetration problems are presented.
I. INTRODUCTION
The levelset [22] based sharp interface methods have been developed for solution of moving boundary problems on fixed Cartesian grids. This treatment reduces the complexity involved in grid generation while defining complicate shapes implicitly using level set fields. In previous papers, a simple and a unified Cartesian grid approach were developed for accurate representation of embedded solid and fluid objects in high-speed compressible multiphase flows [20, 21] .
The methodology formulated was based broadly on the Ghost Fluid Method (GFM) due to Fedkiw and coworkers [19] ; modifications for dealing with strong shocks and arbitrary material pairs were devised in Sambasivam et al. [20, 21] . The central idea in the GFM approach is the definition of a band of ghost points corresponding to each phase of the interacting media. The ghost band, when supplied with appropriate flow conditions, together with the respective real fluid, constitutes a single flow field. Hence higher order numerical schemes such as ENO [13] and WENO [11] , developed for single component flows can be directly employed with no special categorical treatment or reduction in the order of accuracy at the interface.
It has been pointed out in several recent publications [26, 12] that the success of the GFM approach largely depends on the accuracy with which the ghost states are predicted. In order to accurately decouple the interface conditions and the associated impedance mismatch, a Riemann problem [20, 21] was constructed normal to the interface and the solution obtained from solving the Riemann problem were used to define the ghost states. In the case of embedded solid objects, a reflective boundary condition endowed with Riemann correction was employed to capture the interface conditions. The method developed was shown to be effective in solving a wide range of problems involving shocks of varied magnitude interacting with the embedded objects. The Riemann Solver based approach was used with quadtree (octree in three dimensions) based LMR (Local Mesh Refinement) technique developed by S.Krishnan et al [25] . This technique helped in placing the grid points at locations with rich flow field structure. These locations are generally regimes near shock waves, rarefaction waves, contact discontinuities and detonation waves in case of compressible flows. It was shown in our previous works [20, 21] that considerable computation time can be saved using LMR based technique as mesh is only refined at the regions with high gradients and remains coarse where the flow field is smooth.
Although the methods and approaches reported above were effective and robust for wide range of shockinterface interaction problems, the applications reported were limited to two-dimensional simulations. In this work, a distributed computing based algorithm for solving three-dimensional shock-interface is developed. The framework of levelset interface description and tracking combined with ghost fluid treatment leads to certain peculiar aspects of implementation in a multi-processor environment; these issues are presented and addressed in the following.
II. GOVERNING EQUATIONS AND CONSTITUTIVE LAWS
To handle a range of materials, from ideal gases, through deformable solids to rigid solids, a unified framework is constructed by solving hyperbolic conservation laws that include modeling of the materials whose strength depends on the strain (and strain-rate). The response of materials (modeled as exhibiting elasto-plastic response) to high intensity (shock/impact) loading conditions is assumed to follow the additive decomposition of strain rule, viz. [3] where ij  is the Cauchy stress tensor, ij S is the deviatoric component and P is the hydrostatic pressure taken to be positive in compression. Using Eq1, the rate of change of deviatoric stress component can be modeled using hypo-elastic stress strain relation (Hooke's law):
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where G is the modulus of rigidity, ˆi j S is Jaumann derivative [27] .
ˆi j ij ik kj ik kj S S S S      [5] and ij  is the spin tensor. The Jaumann derivative is used to ensure the objectivity of the stress tensor with respect to rotation. The spin tensor used in Eq5 is given by:
The deviatoric strain-rate component in Eq4 is given by:
The isochoric plastic strain-rate component in Eq 1 is modeled assuming a coaxial flow theory (Drucker's Postulate) for strain hardening material [10] :
where
is the outward normal to the yield surface and  is a proportional positive scalar factor.
To solve high strain-rate deformation of materials, the traditional operator splitting algorithm is employed [24] . The integration of mass, momentum and energy balance laws are performed assuming pure elastic deformation to obtain elastic predictor step; this is followed by a radial return procedure [18] to project the predicted stress back to yield surface.
Because of high speeds involved in the interaction process, the governing equations comprise a set of hyperbolic conservation laws cast in cartesian coordinates; the governing equations take the following form:
For the elastic predictor step, in addition to mass, momentum and energy equations, the constitutive models for deviatoric stress terms are evolved. Thus the conservative variable and the fluxes in Eq9 take the form given below: 
The Source term in Eq9 can be written as: 
where 3D
 take the value 0 for two-dimensional problems.
The evolution of effective plastic strain ( p  ) and temperature (T) included in governing equations are given by:
where c is the specific heat, k is thermal conductivity, p W is the stress power due to plastic work and  is the Taylor-Quinney parameter [2] . For the application considered in this work the conduction term
is small compared to other two terms.
Also the stress power due to plastic work is given by:
The effective plastic stress ( e S ) and the effective plastic strain-rate ( P  ) are given by:
Closure of governing equations is obtained by modeling the dilatational (pressure) response of the material using a suitable equation of state such as the Mie-Gruneisen e.o.s. :
, is the Gruneisen parameter and () fV is function to accommodate for negative pressure (tension) and preserving the positivity of square of sound speed.
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There are several methods [8] by which one can return to yield surface as shown in Figure 1 . In this work an algorithm [18] for large deformation of elasto-plastic solids is implemented based on J 2 Von-Mises flow theory, which assumes the existence of yield function ( for isotropic material) of the form: 
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Where S e is the effective plastic stress and   Y is the current yield stress, which is determined from a hardening law given by:
3
Y h   [27] h (plastic modulus) is the slope of effective stress versus effective plastic strain curve under uniaxial loading and   is a proportional positive scalar factor called the consistency parameter. Material models are required to determine the yield stress to enforce consistency condition in radial return algorithm. This work is done using Johnson-Cook material model details of which can be found in our previous work [24] .
III. PARALLEL ALGORITHM
The parallel implementation pursued herein seeks to avoid storage of global information proportional to the size of the overall problem on a single processor; this is in the interest of enabling solution of truly large scale problems where it is imperative to maintain data localization on processors and to exchange of information between processors as necessary. The algorithm is designed to execute on a distributed memory system such an PC clusters where each processor is carries only a designated portion of the overall domain and computational load. The inter-processor communication is handled using MPI libraries [6] . A domain decomposition software that creates balanced partitions is highly desirable for parallel algorithms. In the following setup, METIS [9] , a graph partitioning software is used for load balancing, particularly for the locally refined flow domains which corresponds to an effectively unstructured computational mesh. METIS uses the nodal connectivity as an input to generate partitions which are optimally load balanced. It also minimizes the communication time by minimizing the total edge cuts [9] . The algorithm given here is for a two-dimensional problem but relevant examples and figures are illustrated for transition to three dimensions.
The step-by-step procedure for the parallel algorithm is as follows:
The initial flow domain shown in Figure 2 is divided into horizontal or vertical stripes and is distributed to different processors. The distribution is such that each processor gets allocated with one stripe and none of the processors stores the whole mesh.
ii. The mesh is constructed individually on each processor with cell index running from 1-N max .
Here N max corresponds to maximum number of cells on the individual processor. iii.
Two types of mappings are constructed for easy storage and retrieval of the information. These mappings relate local index on a processor to global index and vice versa. The details on these mappings will be explained later in this section. iv.
These blocks of mesh are fed to METIS to obtain a load-balanced domain. METIS only gives the information about cells that should be removed or added from a particular sub-domain. All cells are tagged with "keep" or "send" status. This status also contains the information about the processor it has to go to. The required information is exchanged using MPI and the final load balanced domain is constructed as shown in Figure 3 . v.
The "global to local" and "local to global" mappings are constructed again due to change in part of domain on individual processor. vi.
A collision detection algorithm is used to find the neighboring processors, which will be used to exchange data across the processor boundary. vii.
A single layer of ghost cells is constructed by tagging the cells on processor boundaries. These are the cells which are on the host processor and will be ghosts for neighboring processors. As the algorithm required for current work uses a third order ENO scheme [1] , a ghost layer consisting of four cells is constructed. Multiple layers of ghost cells shown in Figure 4 are constructed using a Stencil algorithm explained in next section. viii. The cell structure is constructed again with addition of ghost cells. The "global to local" and "local to global" mappings are augmented with addition of new ghost cells. ix.
The embedded objects using level set functions are defined at this point. x.
The initial conditions are prescribed on each processor individually according to the part of domain assigned to that processor. xi.
The boundary conditions are read on one processor and are broadcast to other processors. xii.
The primitive variables for ghost region are communicated across the processor boundaries for the construction of fluxes and source terms for host cells for all the processors. xiii.
The flux terms and source terms are used to compute primitive variables for host cells. xiv.
The process explained in step xii is repeated till the final time step.
IV. ISSUES WITH PARALLELIZING THE SHARP-INTERFACE LEVELSET-BASED APPROACH
In this section, the critical problems while parallelizing the code in the present framework will be explained. These problems are related to handling (storage/retrieval) of global data, definition and construction of ghost layer, special treatment for moving boundaries and handling of GFM at processor boundaries. 
IV.A. HANDLING OF GLOBAL DATA
The efficient handling of global data is the most important aspect of parallelization. The idea is to strictly avoid having any arrays of the size of global flow domain, Ω g . As the flow domain is divided at the outset there does not exist a so-called "master processor" [17] to take care for any global operations. The "global to local",Ω gl and "local to global",Ω lg mappings are used to storage and retrieval of data. The mapping Ω gl will use g i as the global index and will return l i as the local index. Similarly, the mapping Ω lg will use l i as the local index and return g i as the global index.
These mappings, shown in Figure 5 are constructed using a hash table [4] . The hash table [3] is a data structure which maps certain keys (global indices) to related values (local indices). Hash function is used to convert a key to an index of an array where corresponding local index is stored. This arrangement results in quick retrieval of information. Figure 5 . Illustration of "local to global" and "global to local" mappings.
Global indices g i Local indices l i
The integer hash function is used in current implementation. As the ghost layer is being added to each processor, the number of cells on each processor gets augmented with ghost cells. The Ω gl and Ω lg mappings are augmented after the inclusion of ghost layer as every processor gets set a set of ghost cells with new local indices. This is shown in Figure 6 below.
IV.B. DEFINITION AND CONSTRUCTION OF GHOST LAYER
Since the domain is being partitioned amongst the p processors and, hence there exist sets of cells to store information from neighboring processors. These cells are called ghost cells. To ensure the same solution for serial and parallel executions, the set of ghost cells are defined at the processor boundaries. The definition of ghost region can be explained using two processors A and B shown in Figure 7 . If a given domain is divided using two processors A and B, there will be a set of cells called "host cells" where the primitive variables are computed on the processor itself and a set of cells called "ghost cells" where the primitive variables will be communicated from neighboring processor. This section will explain the need for a layer of ghost cells for a numerical scheme such as one-dimensional central difference method. Here the cells with uppercase A and B are called host cells; on these cells to construct a central difference scheme the neighbor information can be obtained on the respective host processor itself. But for the cells having lowercase a and b, one needs information across the processor boundary for accurate construction of fluxes. For this purpose the fluxes for these cells are communicated from the neighboring processor. Hence the information for ghost layer of Processor A comes from host cells of Processor B and vice versa. This ensures that the same solution as serial solution will be achieved in parallel case. In the present study, a third-order ENO scheme is used which requires three layers of ghost cells. The same logic applies for the construction of ENO [1] in all the three dimensions.
Particular attention must be paid to the construction of the ghost layer. The first layer of ghost cells touches the processor boundary and can be tagged easily as shown in Figure 8 (a). In tagging the subsequent layers recursive [25] computation will need to be employed leading to a computationally inefficient procedure. Here, the recursive algorithm is avoided by using a stencil-based construction of ghost layer. In the stencil-based construction the basic layers is constructed by tagging the cells on the processor boundary and then for every cell on processor boundary a set of cells are picked which can be ghost cells for neighboring processors. The stencil based algorithm maps a predefined stencil with symbols "X" on the tagged single layer ghost cell as shown in Figure 8 (b). The cells which lie outside the processor can be easily omitted from the ghost layer structure using the Ω gl mapping. 
IV.C. MOVING BOUNDARY PROBLEMS
In the case of moving boundary problems, an embedded (i.e. immersed) object is free to move across the flow domain. The problem comes when this object enters from one processor to other, as illustrated in Figure 9 . Here an embedded object is defined using a level set field and is given a unit velocity in the negative y-direction shown in Figure 9 . The level set is completely defined in processor A and processor B does not have any information about it. This results in corruption of the levelset field when it crosses the processor boundary as seen in Figure 9 (b).
This problem is resolved by initializing ghost region of neighboring processor with level set value of 0.0. This is done by tagging all the processors having a particular levelset with flag = 1. Now for computation on a particular processor with flag = 1, if the neighboring processor is having flag = 0, the initialization mechanism of ghost layer should be triggered on the neighboring processor. This ensures the allocation of memory for an incoming object. Initially the information will be communicated to the ghost region of neighboring processor and once this is done level set update and generation algorithm on processor will take over and results in smooth entry of object. The Figure 10 below shows the successful entering of level set from one processor to another. 
a) b)
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The above exercise shows how one can handle the moving boundaries in this algorithm. The idea is to have information about the embedded object on the local processor and only initialize the ghost region of neighboring processors so the correct values of level set function can be communicated to the allocated memory It should be noted that this problem will occur only for algorithms where level set function is defined in a narrow band [22] . As in other cases where level set function is defined throughout the domain, it can be just treated like any other flow variable.
IV.D. GFM AT PROCESSOR BOUNDARIES
For the explanations of GFM with Riemann solver in serial algorithm, the readers are suggested to refer S.Sambasivan et al [21] . Here in this section the parallel algorithm will be discussed.
In this framework there are two types of ghost cells, processor ghost cells and GFM ghost cells. Figure  11 (a) shows a processor boundary with parallel ghost cells and GFM ghost cells only corresponding to interface. The entire GFM region with parallel ghost cells is shown in Figure 11 (b). The Figure 11 (a) clearly shows that some of the interface cells required for GFM operation lie in the parallel ghost region. 
a) b)
In the GFM framework ghost flow variables need to be supplied at the interface cells. This is done in the same fashion as in a serial algorithm [20] but only for host cells and the values for ghost interface cells are The interface cells corresponding to that region are in neighboring processor as shown in Figure 13 . For clarity, only GFM cells corresponding to interface are shown in Figure 13 .The communication of GFM ghost region variable values after the extension ensures that Region ∑ gets populated with correct values. 
V. VALIDATION
In this section, validation of the parallel solution of moving boundary problems will be presented. First a standard solid impact test case is solved to demonstrate the successful treatment of the GFM approach with an embedded boundary defined by a levelset. Thereafter, two main types of problems are addressed, viz. 3-dimensional material impact dynamics and ricochet process in thin plates. These two types of problems typically required large scale computing and thus utilize the full functionality of the parallelized solver. The material is assumed to harden linearly with plastic modulus of 100MPa. The calculations are carried up to 80s at which point nearly all the initial kinetic energy has been dissipated as plastic work. Figure15 shows the contours of pressure and effective plastic strain at the final time of 80µs. 
VI. RESULTS
The main numerical result shown in this work is three-dimensional impact of a Taylor bar [23] and shock wave traversing through a dusty gas. These results are obtained by solving the hyperbolic system of equations, Eqs. (9) using a third-order TVD-based Runge-Kutta scheme [1] for temporal discritization and a third-order convex scheme [13] for spatial discretization. These numerical schemes and material parameters are covered in previous work [24] . For the impact problems, two cases of impact of a copper rod on a rigid surface will be shown. The first case is a benchmark problem, impact at 227 m/s and the second case is impact at 400m/s to show the handling of large deformations and strain rates.
VI.A. IMPACT AT 227 M/S
During World War II, Taylor conducted an analysis on specimens deformed at very high rates of strain [14] . These experiments [23] involved impact of a cylindrical specimen over a rigid flat substrate, depicted the deformation process as a sequence of elastic and plastic wave propagation into the cylinder. The Taylor bar impact test is a standard test problem to verify and validate numerical and experimental observations. A copper bar of length 32.4 mm and 3.2 mm radius impacts on a rigid flat surface at 227 m/s. The computational domain consists of cuboid of dimensions 16 mm X 16 mm X 34 mm. The domain decomposition is shown in Figure16 below. The bottom surface of the domain is given reflective boundary conditions and all other surfaces are prescribed with Neumann boundary condition. The standard material properties for copper are used which can be found in high speed impact literature [24, 2] .
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The mesh chosen is uniform with mesh size of 0.15 mm. The numerical simulation is performed to a time of 80 µs which marks the end of deformation process with material being deformed plastically. The results for Y-direction velocity during the course of simulation are shown in Figure 17 . These results give good agreement with experimental analysis. The two key things found in experimental analysis was that the deformed part presents a "mushroom" at the end that is accentuated as the velocity of impact increases and the boundary between the plastically deformed and the undeformed regions cannot be easily seen. The "mushroom" part is observed in following simulations with the radius of the mushroom increasing with increase in impact velocity. As observed by Taylor [23] , the process of deformation is a sequence of elastic and plastic wave propagating to cylindrical bar. Initially the elastic wave is faster than the plastic wave and travels until it reaches the back surface of Taylor bar. It then reflects towards the plastic wave as a relief wave marking the end of deformation process. It was noticed that the jetting phenomenon continued till 40 µs at which point material begins to harden resulting in bulging at the base of material. The other observable 
It was also observed that the effective plastic strain is concentrated mostly at the base of bar,Figure19.
It is a scalar parameter which grows whenever a material is actively yielding i.e. whenever the state of stress is on the yield surface. The advantage of using level set method which accurately defines the interface and can handle large deformation problems can be seen in Figure 20 by mesh containing Taylor American Institute of Aeronautics and Astronautics bar at the beginning and at the end of simulation. This also depicts the advantage of localization of information on each processor as explained in section.IV.
Finally the impact time history of the variation of the dimensions of the bar was compared with LSDYNA 3D code [15] , IPSAP method [15] and parallel 3D PIM code [7] as shown in Table. American Institute of Aeronautics and Astronautics
VI.B.IMPACT AT 400 M/S
This section will briefly show the results at higher impact velocity. This impact simulation at 400m/s shows that the current method can handle large deformations and strain rates. The results from this simulation are shown in Figure 21 . It can be seen that the deformation is very severe in this case with bar reducing to one third of its initial height.
The final value of effective plastic strain has also increased to 4 as the jetting phenomena lasts longer compared to slower impact at 227m/s. American Institute of Aeronautics and Astronautics
VI.C. PERFORATION AND RICOCHET PROCESS IN THIN PLATE
In this section, three-dimensional high speed impact dynamics of two bodies is shown. A mild steel sphere with velocity of 610 m/s is impacted on a mild steel plate at an angle of 60 degrees. The diameter of mild steel is 6.35 mm and the dimensions of plate are 40 mm X 25 mm X 1.5 mm as show in Figure  22 .
The details pertaining to Johnson-Cook material model and Mie-Gruneisen equation of state are given in Table 3 (a) and Table 3 (b) respectively [28] . A uniform mesh size of 0.1 mm is used with total number of grid points close to 16 million. The simulation is done using 64 processors. The initial mesh topology of sphere and plate is shown in Figure 23 . The high speed sphere undergoes a sphere deformation and ricochets from plate as shown by section view in Figure 24 . The velocity vectors shown in Figure 24 illustrate the ricochet phenomena observed during impact at high angles. The section views of final deformation shown in Figure 25 (a) and 25(b) are in excellent agreement with experimental results [5] and Lagrangian numerical computations [28, 16] . 
VII. CONCLUSION
A Cartesian grid-based three dimensional solver for solving impact problem is developed. The method has involved challenging tasks such as implementation of Ghost Fluid method in three dimensions, handling of level set in parallel setting, localization of data with efficient storage and retrieval and efficient construction of ghost layer for inter processor communication. The proposed method shows good agreement with experiments and other numerical techniques. In addition, the three-dimensional results shown in this work are first of a kind in Eulerian framework.
