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Veronese Varieties over Fields with non-zero
Characteristic: A Survey
Hans Havlicek
1 Introduction
Non-zero characteristic of the (commutative) ground field F heavily influences the geometric
properties of Veronese varieties and, in particular, normal rational curves. Best known is
probably the fact that, in case of characteristic two, all tangents of a conic are concurrent.
This has lead to the concept of a nucleus. However, it seems that there are essentially
distinct definitions. Some authors, like J.A. Thas [38], use this term to denote a point which
extends a normal rational curve to an (q + 2)-arc (F a finite field of even order q), others,
like A. Herzer [23], use the same term for the intersection of all osculating hyperplanes of a
Veronese variety. In order to overcome this difference of terminology we introduce the term
(r, k)-nucleus. The two types of nuclei mentioned above are just particular examples fitting
into this general concept.
Each nucleus is an invariant subspace, i.e. a subspace in the ambient space of a Veronese
variety which is fixed (as a set of points) under the group of automorphic collineations of
the variety. However, an invariant subspace needs not be a nucleus.
In the present survey we collect some recent results on nuclei of Veronese varieties and
invariant subspaces of normal rational curves. We must assume, however, that the ground
field is not “too small”, since otherwise a Veronese variety is like dust: “few points” in some
“high-dimensional” space.
Nuclei and invariant subspaces do not appear in classical textbooks on Veronese varieties
(F = R,C), since for characteristic zero all invariant subspaces are trivial. If the ground field
has characteristic p > 0, then geometric properties of invariant subspaces are closely related
tomultinomial coefficients that vanish modulo p and to the representations of certain integers
in base p. In order to illustrate this connection some results on binomial and multinomial
coefficients are gathered in Chapters 2 and 4.
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2 Pascal’s triangle modulo a prime p
2.1 A partition of zero entries
Throughout this section let p be a fixed prime. The representation of a non–negative integer
n ∈ N := {0, 1, 2, . . .} in base p has the form
n =
∞∑
σ=0
nσp
σ =: 〈nσ〉 (1)
with only finitely many digits nσ ∈ {0, 1, . . . , p− 1} different from 0.
Let 〈nσ〉 and 〈jσ〉 be the representations of non–negative integers n and j in base p. By
a Theorem of Lucas [4, 364],
(
n
j
)
≡
∞∏
σ=0
(
nσ
jσ
)
(mod p). (2)
Pascal’s triangle modulo p will be denoted by ∆. The numbering of its rows starts with the
index 0. Also, let ∆i (i ∈ N) be the subtriangle of ∆ that is formed by the rows 0, 1, . . . , pi−1.
From (2) each triangle ∆i+1 (i ≥ 0) has the following form, with products taken modulo p:(
0
0
)
∆i(
1
0
)
∆i ∇i
(
1
1
)
∆i(
2
0
)
∆i ∇i
(
2
1
)
∆i ∇i
(
2
2
)
∆i
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(
p−1
0
)
∆i ∇i . . . ∇i
(
p−1
p−1
)
∆i
Here the ∇i’s are triangles with all entries equal to zero. Observe that the baseline of ∆i
has pi entries, whereas the top line of ∇i is formed by pi − 1 zero entries. So ∇0 is empty.
The binomial coefficients on the left hand side of the ∆i’s are exactly the entries of ∆1.
None of them vanishes modulo p. If i ≥ 2, then each subtriangle
(
n
j
)
∆i from above can be
decomposed into subtriangles proportional to ∆i−1 and subtriangles ∇i−1, and so on. Cf.,
among others, [24, 91–92], [33, Theorem 1], [44].
The zero entries of Pascal’s triangle modulo p fall into (disjoint) maximal subtriangles
∇i (i ∈ N+). We get a partition of all zero entries of ∆ by gluing together all triangles ∇i
of same size to one class, say i. A formal definition of this partition, which is the backbone
of many further considerations, is as follows:
Definition 1 [12] A pair (n, j) = (〈nσ〉, 〈jσ〉) of non–negative integers with j ≤ n,
(
n
j
)
≡ 0
(mod p), and L := max{σ ∈ N | jσ > nσ}, is in class i, if
i = min{σ | σ > L, jσ < nσ} ∈ N
+. (3)
2
2.2 Counting zero entries
The following is taken from [12]. Let n = 〈nσ〉 ∈ N and i ∈ N
+. Then the number of entries
in row n of ∆ belonging to class i equals
Φ(i, n) := #i(n) =
(
pi − 1−
i−1∑
µ=0
nµp
µ
)
· ni ·
∞∏
σ=i+1
(nσ + 1). (4)
The number of entries in row n of ∆ belonging to classes i, (i+ 1), . . . is
Σ(i, n) :=
∞∑
η=i
Φ(η, n) = n+ 1−
(
1 +
i−1∑
µ=0
nµp
µ
) ∞∏
σ=i
(nσ + 1). (5)
For i = 1 this is due to N.J. Fine [7].
When exhibiting “vertical” properties of ∆ the following top line function turns out
useful: Given b ∈ N+ and R ∈ N then let
T (R, b) :=
∞∑
σ=R
bσp
σ. (6)
This function has the following property: If (n, j) ∈ i and b := n + 1 then T (i, b) gives the
“top line” of the triangle ∇i containing the (n, j)-entry of ∆, i.e.
0 ≡
(
n
j
)
≡
(
n− 1
j
)
≡ . . . ≡
(
T (i, b)
j
)
6≡
(
T (i, b)− 1
j
)
(mod p). (7)
We refer to [14], [31], [36] for further properties of ∆.
3 Normal rational curves
3.1 Definition of k-nuclei
Let {b0,b1} be a basis of a 2-dimensional vector space X over a commutative field F (the
parameter space) and let Y be an (n + 1)-dimensional vector space over F with a basis
{c0, c1, . . . , cn}, where n ≥ 2. The Veronese mapping
F (x0b0 + x1b1) 7→ F
( n∑
e=0
xn−e0 x
e
1ce
)
(xi ∈ F ) (8)
maps the point set of the projective line P(X) into the point set of P(Y), i.e. the projective
space on Y. Its image is a normal rational curve Vn1 (sometimes abbreviated as NRC)
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with ambient space P(Y) [1], [2], [3], [5], [26, Chapter 21]. In terms of coordinates and an
inhomogeneous parameter x := x1/x0 we obtain
Vn1 := {F (1, x, . . . , x
n) | x ∈ F ∪ {∞}}. (9)
Recall the non-iterative derivation due to H. Hasse, F.K. Schmidt, and O. Teichmu¨ller
[15], [27, 1.3]. The k-th derivative D(k) : F [X ] → F [X ] is a linear mapping such that
D(k)(Xr) =
(
r
k
)
Xr−k for k ≤ r and D(k)(Xr) = 0 otherwise (r, k ∈ N).
If we fix one u ∈ F then columns of the regular matrix

(
0
0
)
0 0 . . . 0(
1
0
)
u
(
1
1
)
0 . . . 0(
2
0
)
u2
(
2
1
)
u
(
2
2
)
. . . 0
...
. . .
...(
n
0
)
un
(
n
1
)
un−1
(
n
2
)
un−2 . . .
(
n
n
)


(10)
give, respectively, a point of the NRC (9) and its derivative points. The k-osculating subspace
(k ∈ {−1, 0, . . . , n − 1}) of Vn1 at the given point is the k-dimensional projective subspace
spanned by the first k+1 columns of the matrix (10). The derivative points at Fcn (u =∞)
are Fcn−1, Fcn−2 . . . , Fc0.
Formal derivation in F [X ] is in general not an adequate tool to describe osculating
subspaces [35].
The (empty) (−1)-osculating subspace is introduced for formal reasons only. However,
we refrain from calling the entire space an n-osculating subspace. As usual, a 1-osculating
subspace is also called a tangent.
Definition 2 [12] The k-nucleus N (k)Vn1 (k ∈ {−1, 0, . . . , n−1}) of a normal rational curve
Vn1 is the intersection of all its k-osculating subspaces.
Remark 1 Instead of a parametric representation one could also use a generating map [16],
[19], Segre varieties [5], [32], [46], [47] or tools from multilinear algebra [11], [23] in order to
define osculating subspaces.
The NRC (9) has exactly #F + 1 points. Every subset with s ≤ n + 1 points is linearly
independent. If #F ≥ n+ 2 then the NRC is a set with at least n+3 points of which every
n+ 1 are linearly independent.
Suppose now that q := #F is finite. From above, for q ≥ n+ 2 the NRC is a non-trivial
example of a (q + 1)-arc in the n-dimensional projective space P(Y). If q = n + 1 then
the NRC is a frame. Furthermore, un = uq−1 = 1 for all non-zero elements u of F . This
illustrates that here the hyperplane with equation x0 = xn contains all points of the NRC
other than Fc0 and Fcn. Finally, if q ≤ n then the NRC is just a basis of a q-dimensional
projective subspace.
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If #F ≥ n + 2 or n = 2, then each automorphic collineation of the NRC (9) preserves
osculating subspaces. Otherwise, there are automorphic collineations of the NRC that do
not preserve all osculating subspaces, whence the concept of osculating subspaces depends
on the parametric representation of the NRC rather than on the points of the NRC [17], [19,
2.4].
3.2 Number and dimensions of nuclei
The following theorem links nuclei of a NRC with Pascal’s triangle:
Theorem 1 [12] If #F ≥ k + 1, then the k-nucleus N (k)Vn1 of the normal rational curve
(9) equals the subspace spanned by those base points Fcj, where j ∈ {0, 1, . . . , n} is subject
to (
k + 1
j
)
≡
(
k + 2
j
)
≡ . . . ≡
(
n
j
)
≡ 0 (mod charF ). (11)
By Theorem 1, charF = 0 implies that all nuclei of a NRC are empty. Thus we assume in
the remaining part of this section that
charF =: p > 0; n =: 〈nσ〉, n+ 1 =: b =: 〈bσ〉 (in base p). (12)
We are now in a position to describe the (projective) dimension of a k-nucleus:
Theorem 2 [12] If #F ≥ k + 1 and
T (R, b) =
∞∑
µ=R
bµp
µ ≤ k + 1 <
∞∑
σ=Q
bσp
σ = T (Q, b) (13)
with at most one bσ 6= 0 for σ ∈ {Q,Q+1, . . . , R−1}, then the k-nucleus of Vn1 has dimension
n−
(
1 +
R−1∑
µ=0
nµp
µ
) ∞∏
σ=R
(nσ + 1) = Σ(R, n)− 1. (14)
The condition on the digits bσ guarantees that the top line function T does not assume a
value that is properly between T (R, b) and T (Q, b).
If k = n− 1, then (14) turns into Timmermann’s formula [41, 4.15]
dimN (n−1)Vn1 = n−
∞∏
σ=0
(nσ + 1) = Σ(1, n)− 1; (15)
cf. also [40].
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Remark 2 If the ground field F does not meet the richness condition of Theorem 2, then
(14) is a lower bound for the dimension of the k-nucleus, but it seems to be an open problem
to explicitly determine the dimension of the k-nucleus in terms of k, n, and #F . See also
[18] and Example 3.
Next we state a formula for the number of distinct nuclei:
Theorem 3 [12] If #F ≥ n, then there are as many distinct nuclei of Vn1 as non-zero digits
in the representation of b = n + 1 in base p.
Example 1 Let p = 2 and n = 50: The representation of 50 + 1 in base 2 is 〈110011〉;
there are four non-zero digits. So there are four distinct nuclei, including one empty nucleus.
From
T (0, 51) = 〈110011〉 = 51, T (1, 51) = 〈110010〉 = 50,
T (2, 51) = T (3, 51) = T (4, 51) = 〈110000〉 = 48,
T (5, 51) = 〈100000〉 = 32, T (6, 51) = 〈0〉 = 0,
we obtain the following values:
k −1, 0, . . . , 30 31, 32, . . . , 46 47, 48 49
dimN (k)Vn1 −1 12 38 42
Remark 3 Let #F ≥ n. Then
n = 2pi − 2 ≥ 2 (for some i ∈ N) (16)
is necessary and sufficient for the smallest non-empty nucleus to be a single point. In fact,
this point is Fcpi−1. In particular, if F is a finite field of even order q then this point together
with Vn1 is a (q + 2)-arc provided that n = 2 or provided that n = q − 2 ≥ 2 [38]. Cf. also
[8], [37]. In general, however, the geometric meaning of this point seems to be unknown.
From Theorem 3 all nuclei are empty exactly if
n = 〈nJ , p− 1, . . . , p− 1〉 = nJp
J − 1 ≥ 2 (17)
with 1 ≤ nJ < p and J ∈ N. See also [23], [32].
Further properties of nuclei can be found in [9], [12].
3.3 Invariant subspaces
Each NRC Vn1 admits a group of collineations that is similar - via (8) - to PΓL(2, F ) acting
on the projective line P(X). If #F ≥ n+ 2 or n = 2 then this group is the full collineation
group of the curve [17].
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Each nucleus is an invariant subspace i.e. it remains fixed (as a point set) under the full
collineation group of the NRC. In many low-dimensional examples there are no invariant sub-
spaces other than nuclei. Clearly, all invariant subspaces form a lattice with the operations
of “join” and “meet”.
In order to find all invariant subspaces, we follow J. Gmainer [10]: Suppose that the
dimension n is fixed. For j ∈ N let
Ω(j) := {m ∈ N | 0 ≤ m ≤ n,
(
m
j
)
6≡ 0 (mod charF )}. (18)
Given a subset J ⊂ {0, 1, . . . , n} then put
Ω(J) :=
⋃
j∈J
Ω(j), Ψ(J) :=
⋃
j∈J
{j, n− j}. (19)
Both Ω and Ψ are closure operators on {0, 1, . . . , n}. The idea behind these definitions is as
follows: For each a ∈ F \ {0} the mapping
F (x0, x1, . . . , xn) 7→ F (a
0x0, a
1x1, . . . , a
nxn) (20)
describes (in terms of coordinates) an automorphic projective collineation of the NRC (9).
If the ground field is sufficiently large then every subspace, which is invariant under all
collineations (20), is spanned by base points Fcλ. Here λ runs in a subset Λ of {0, 1, . . . , n}.
So it is enough to look for appropriate subsets Λ. Likewise, the projective collineation
F (x0, x1, . . . , xn) 7→ F (xn, xn−1, . . . , x0) (21)
leaves the NRC invariant, whence Λ has to be closed with respect to Ψ. A similar argument
yields the operator Ω.
Now we are able to formulate the main theorem for invariant subspaces.
Theorem 4 [10] Let #F ≥ n+2 or n = 2. A subspace U is invariant under the collineation
group of the normal rational curve (9) if, and only if, U is spanned by base points Fcλ with
λ ∈ Λ ⊂ {0, 1, . . . , n} such that Ψ(Λ) ⊂ Λ and Ω(Λ) ⊂ Λ.
In case of charF = 0 there are only trivial invariant subspaces. Thus we may restrict
ourselves to the case
charF = p > 0. (22)
By Theorem 4 it suffices to find all Ψ-closed index sets Ω(J) ⊂ {0, 1, . . . , n}. To this end we
proceed in four steps:
Firstly, let 〈bσ〉 be the expansion of b = n+ 1 in base p. We define
V (i, b) :=
i−1∑
σ=0
bσp
σ for all i ∈ N. (23)
Secondly, we fix one number i ∈ N. Suppose that Iα, where α ∈ {1, 2, . . . , L}, is a family
of sets such that the following conditions on the sets Iα and the digits bσ of b hold true:
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1. Each non-empty set Iα has the form Iα = {j ∈ N | Hα > j ≥ hα} with i − 1 ≥ Hα >
hα ≥ 0.
2. If α > β and Iα, Iβ 6= ∅, then hα > Hβ.
3. bHα < p− 1 and bhα > 0 for each non-empty set Iα.
For empty subsets Iα no numbers Hα, hα will be defined. Thus
V (i, b) = 〈. . . , bHα, bHα−1, . . . , bhα︸ ︷︷ ︸
Iα 6=∅
, . . .〉 (24)
and blocks of digits belonging to different non-empty sets Iα ∪ {Hα} do not overlap. So we
are in a position to define a number by simultaneously changing the digits of V (i, b) for all
non-empty sets Iα as follows:
V (I1, . . . , IL; i, b) := 〈. . . , bHα + 1, 0, . . . , 0︸ ︷︷ ︸
Iα 6=∅
, . . .〉
(25)
Thirdly, we assign to each (I1, I2, . . . , IL, i, b), such that V (I1, I2, . . . , IL; i, b) is defined,
the set
T (I1 × I2 × · · · × IL) (26)
of all (T1, T2, . . . , TL) satisfying the following conditions:
1. If Tα 6= ∅ then Tα ⊂ Iα and hα = min Tα.
2. V (T1, T2, . . . , TL; i, b) is defined.
Finally, whenever V (I1, I2, . . . , IL; i, b) is defined, put
Λ(I1, . . . , IL; i, b) :=
⋃(
Ω(V (T1, . . . , TL; i, b))
)
, (27)
by taking the union over all (T1, T2, . . . , TL) ∈ T (I1 × I2 × · · · × IL).
Let us say that an invariant subspace is irreducible if it is not spanned by the invariant
subspaces properly contained in it. Then, with all the assumptions made so far, we obtain
the following result:
Theorem 5 [10] Let #F ≥ n+2 or n = 2. An invariant subspace U of the normal rational
curve (9) is irreducible if, and only if, it can be written as
U := span{Fcλ | λ ∈ Λ(I1, . . . , IL; i, b)}. (28)
As the lattice of invariant subspaces has only finitely many elements, each invariant subspace
is a join of irreducible ones.
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Example 2 Let n = 31, p = 3 and #F ≥ 33. From b = 32 = 〈1012〉 we get
V (0, 32) = 〈0〉, V (1, 32) = 〈2〉,
V (3, 32) = 〈012〉, V ({0}; 3, 32) = 〈020〉,
V ({1}; 3, 32) = 〈102〉, V ({0, 1}; 3, 32) = 〈100〉,
V (4, 32) = 〈1012〉.
Note that, for example, V (0, 32) = V (∅; 0, 32). Further V (2, 32) = V (3, 32), V ({0}; 2, 32) =
V ({0}; 3, 32), and V (I1, I2, . . . , IL; 4, 32) ≥ 32. So
Ω(〈0〉) = {〈0〉, 〈1〉, . . . , 〈1011〉},
Ω(〈2〉) = {〈2〉, 〈12〉, 〈22〉, 〈102〉, 〈112〉, 〈122〉, 〈202〉, 〈212〉, 〈222〉, 〈1002〉},
Ω(〈12〉) = {〈12〉, 〈22〉, 〈112〉, 〈122〉, 〈212〉, 〈222〉},
Ω(〈20〉) = {〈20〉, 〈21〉, 〈22〉, 〈120〉, 〈121〉, 〈122〉, 〈220〉, 〈221〉, 〈222〉},
Ω(〈102〉) = {〈102〉, 〈112〉, 〈122〉, 〈202〉, 〈212〉, 〈222〉},
Ω(〈100〉) = {〈100〉, 〈101〉, . . . , 〈222〉},
Ω(〈1012〉) = ∅,
are the relevant index sets and
Λ(∅; 0, 32) = Ω(〈0〉),
Λ(∅; 1, 32) = Ω(〈2〉),
Λ(∅; 3, 32) = Ω(〈12〉),
Λ({0}; 3, 32) = Ω(〈12〉) ∪ Ω(〈20〉)
Λ({1}; 3, 32) = Ω(〈12〉) ∪ Ω(〈102〉)
Λ({0, 1}; 3, 32) = Ω(〈12〉) ∪ Ω(〈20〉) ∪ Ω(〈102〉) ∪ Ω(〈100〉)
Λ(∅; 4, 32) = ∅.
The Hasse diagram of the lattice of invariant subspaces is given in the figure. Filled circles
represent irreducible subspaces and double circles mark nuclei.
s Λ(∅; 0, 32)
❝❣
 
  ❅❅❝ s❣Λ({0, 1}, 3, 32)
 
 
❅
❅
 
 
sΛ(∅; 1, 32) ❝
❅
❅
 
 
❅
❅
sΛ({1}; 3, 32) s Λ({0}; 3, 32)
❅
❅
 
 
s Λ(∅; 3, 32)
s❣Λ(∅; 4, 32)
In many low-dimensional examples the invariant subspaces form a chain. In general, however,
the following holds:
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Theorem 6 [10] Let the positions of the non-zero digits of b := n + 1 in base p be denoted
by N1, N2, . . . , Nd. Then the lattice of invariant subspaces is totally ordered if, and only if,
one of the following cases occurs:
1. d ∈ {1, 2}.
2. d ≥ 3, Nd −N1 = d− 1, and N2 = . . . = Nd−1 = p− 1.
Thus all invariant subspaces can be found, provided that the ground field is sufficiently large.
Also, in specific cases the structure of the lattice of invariant subspaces is known.
Remark 4 If we project a NRC from one of its invariant subspaces other than P(Y), then
a rational curve is obtained; this curve admits a collineation group isomorphic to PΓL(2, F ).
Via (8) and the projection, the group actions on the curve and the projective line P(X) are
similar.
4 Pascal’s simplex modulo a prime
Throughout this section let p be a fixed prime. Given m, t ∈ N then put
Etm := {(e0, e1, . . . , em) ∈ N
m+1 | e0 + e1 + . . .+ em = t}. (29)
The array of multinomial coefficients
(
t
e0,e1,...,em
)
with (e0, e1, . . . , em) ∈ Etm is frequently
called Pascal’s simplex.
The theorem of Lucas (2) can be generalized to multinomial coefficients as follows [4,
364]: If t, e0, e1, . . . , em ∈ N have representations t =
∑
σ tσp
σ and ei =
∑
σ ei,σp
σ in base p
then (
t
e0, e1, . . . , em
)
≡
∏
σ∈N
(
tσ
e0,σ, e1,σ, . . . , em,σ
)
(mod p). (30)
For trinomial coefficients (m = 3) it is possible to illustrate Pascal’s simplex in the form of
a pyramid:
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The picture above shows a part of Pascal’s pyramid modulo 2. It is based upon a tiling of the
space by rhombic dodecahedra. If an entry of the pyramid vanishes, then the corresponding
dodecahedron is omitted. Entries at the same “horizontal” level (t constant) are equally
shaded. Cf. [25].
The following has been established independently by F.T. Howard [30, Theorem 3.1] and
N.A. Volodin [42, Theorem 2]; see also [43]:
The number of (m+1)–tuples (e0, e1, . . . , em) ∈ Etm such that the multinomial coefficient(
t
e0,e1,...,em
)
is divisible by the prime p equals
(
m+ t
t
)
−
∏
σ∈N
(
m+ tσ
tσ
)
. (31)
5 Veronese varieties
5.1 Definition of (r, k)-nuclei
Let {b0,b1, . . . ,bm} be a basis of an (m + 1)-dimensional vector space X over F (the
parameter space) and let Y be an
(
m+t
t
)
-dimensional vector space over F with a basis
{ce0,e1,...,em | (e0, e1, . . . , em) ∈ E
t
m}; cf. (29). We shall always assume that m ≥ 1 and
t ≥ 2 in order to avoid trivialities.
Generalizing (8), the Veronese mapping is given by
F
( m∑
i=0
xibi
)
7→ F
(∑
Et
m
xe00 x
e1
1 . . . x
em
m ce0,e1,...,em
)
(xi ∈ F ). (32)
Its image is a Veronese variety V tm with ambient space P(Y), i.e. the projective space on Y.
(By putting m := 1 and n := t a NRC Vn1 is obtained.)
The Veronese image of each r-dimensional subspace of P(X) (0 ≤ r < m) is a sub-
Veronesean V tr of V
t
m. (For r = 0 we get just one point, for r = 1 a normal rational curve,
etc. Cf. also [6].) For each k ∈ {−1, 0, . . . , t− 1} there exists a k-osculating subspace of V tm
along V tr. We call it an (r, k)-osculating subspace of V
t
m. Its dimension equals
t∑
i=t−k
(
r + i
i
)(
m+ t− r − i− 1
t− i
)
− 1; (33)
cf. [23] and the papers cited in Remark 1. We are thus led to the following definition:
Definition 3 The (r, k)-nucleus of a Veronese variety V tm is the intersection of all its (r, k)-
osculating subspaces.
The k-nuclei of a normal rational curve are the (0, k)-nuclei according to the present defini-
tion.
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Remark 5 A geometric characterization of quadratic Veronese mappings (t = 2) can be
found in [22]. Combinatorial characterizations of the Veronese surface (m = t = 2) over a
finite field and further references on this particular subject are given in [29]. Applications of
Veronese varieties over finite fields in coding theory and authentication systems can be found
in [13], [20], [21], [28], [37], [39], [45]. Partial linear spaces derived from Veronese varieties
are discussed in [34].
5.2 Intersection of osculating hyperplanes
From (33), each (t− 1, m− 1)-osculating subspace of a Veronese variety V tm is a hyperplane
of P(Y) which is called an osculating hyperplane (or contact hyperplane) of the Veronese
variety V tm. Thus to each hyperplane of the parameter space there corresponds an osculating
hyperplane of the Veronesean. In terms of dual bases this dual Veronese mapping is given
by
F
( m∑
i=0
aib
∗
i
)
7→ F
(∑
Et
m
(
t
e0,e1,...,em
)
ae00 a
e1
1 . . . a
em
m c
∗
e0,e1...,em
)
(ai ∈ F ). (34)
See also [5, pp. 160–163]. The intersection of all osculating hyperplanes of a V tm is its
(m − 1, t − 1)-nucleus. Both A. Herzer [23] and H. Karzel [32] determined all Veronese
varieties where this specific nucleus is empty.
Theorem 7 [11] The (m−1, t−1)-nucleus of a Veronese variety V tm contains exactly those
base points Fce0,e1,...,em satisfying(
t
e0, e1, . . . , em
)
≡ 0 (mod charF ). (35)
If #F ≥ t, then this nucleus is spanned by those base points.
From this and (31) follows
Theorem 8 [11] Let
∑
σ∈N tσp
σ be the representation of t in base p = charF > 0. If
#F ≥ t, then the (m− 1, t− 1)-nucleus of a Veronese variety V tm has dimension(
m+ t
t
)
−
∏
σ∈N
(
m+ tσ
tσ
)
− 1. (36)
Example 3 Let charF = 2.
The (1, 1)-nucleus of the Veronese surface V22 is a plane; cf. [29, Chapter 25].
From Theorem 8 the (1, 2)-nucleus of the Veronese surface V32 is a single point provided
that #F 6= 2. On the other hand, if #F = 2 then, by solving a system of seven linear
equations, the (1, 2)-nucleus of V32 is easily seen to be three-dimensional. In either case V
3
2
carries a family of twisted cubics that arise as Veronese images of the lines in the parameter
plane. For #F 6= 2 the 2-nucleus of a twisted cubic is empty, but for #F = 2 this nucleus
is a single point.
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