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Two possible radar application spaces are explored through the exploitation of high-
dimensional nonrecurrent FM-noise waveforms. The first involving a simultaneous
dual-polarized emission scheme that provides good separability with respect to co- and
cross-polarized terms and the second mimicking the passive actuation of the human
eye with a MIMO emission. A waveform optimization scheme denoted as pseudo-
random optimized (PRO) FM has been shown to generate FM-noise radar waveforms
that are amenable to high power transmitters. Each pulse is generated and optimized
independently and possesses a non-repeating FM-noise modulation structure. Because
of this the range sidelobes of each pulse are unique and thus are effectively suppressed
given enough coherent integration.
The PRO-FM waveform generation scheme is used to create two independent sets of
FM-noise waveforms to be incorporated into a simultaneous dual-polarized emission;
whereby two independent PRO-FM waveforms will be transmitted simultaneously
from orthogonal polarization channels. This effectively creates a polarization diverse
emission. The random nature of these waveforms also reduce cross-correlation effects
that occur during simultaneous transmission on both channels. This formulation is
evaluated using experimental open-air measurements to demonstrate the effectiveness
of this high-dimensional emission.
This research aims to build upon previous work that has demonstrated the ability to
mimic fixational eye movements (FEM) employed by the human eye. To implement
FEM on a radar system a MIMO capable digital array must be utilized in conjunc-
tion with spatial modulation beamforming. Successful imitation of FEM will require
iii
randomized fast-time beamsteering from a two-dimensional array. The inherent ran-
domness associated with FEM will be paired with the PRO-FM waveforms to create
an emission possessing randomness in the space and frequency domains, called the
FEM radar (FEMR). Unlike traditional MIMO, FEMR emits a coherent and time-
varying beam. Simulations will show the inherent enhancement to spatial resolution
in two-dimensional space (azimuth and elevation) relative to standard beamforming
using only the matched filter to process returns.
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Since its inception in the early 1900s radar systems have improved in all aspects quite dramatically,
though the fundamental operation and physics contributing to its continued success and innovation
has not. The advent of arrays and increasingly complex digital signal processing both on transmit
and receive has improved the ability for radar systems to interrogate the environment [2–5]. The
advent of arbitrary waveform generation capabilities and adaptive signal processing techniques has
continued to solve the problems that past generations of radar engineers once thought impossible.
This work explores multiple facets of waveform diversity [6–10] and the applications it has to
polarization diverse [11, 12] and spatially diverse emissions [13, 14] like multiple-input multiple-
output (MIMO) [15–18].
Traditional polarization diverse radar systems transmit LFM (or LFM-like) waveforms using
either an interleaved or simultaneous pulse schedule. There are benefits and hindrances associated
with both emission styles. Transmitting LFMs simultaneously on orthogonal polarizations intro-
duces ambiguity since the transmitted waveforms are very similar. By instead utilizing an emis-
sion that never repeats in the form of FM-noise waveforms the ability to separate co-polarized and
cross-polarized responses is improved. A portion of this work is motivated by biological sensing
animals that exhibit exceptional performance characteristics across a wide breadth of environments
and applications [19]. Observing the product of thousands of years of evolution and mimicking
the functionality and processing techniques employed by biological sensor systems could lead to
better performance in man-made systems. The pseudo-random optimized (PRO) FM waveform
optimization scheme is used throughout this work to create random FM-noise emissions [20]. The
primary motivation for this work stems from exploring the flexibility of the PRO-FM waveform
1
and the many potential applications it has across multiple facets of radar. While this work focuses
only on the application of the PRO-FM waveform (explained in detail in section 2.10) to polar-
ization and and spatial modulation, other FM-noise waveforms could be used in its place ( [21]
for example). The application of FM noise waveforms to cognitive spectrum sensing [22], radar
and communications spectrum cohabitation [23–31], and other various applications have been ex-
plored [32–35].
This work is organized into five main chapters with the second providing background knowl-
edge of basic radar principles and phenomenology required to fully understand the third and fourth,
finishing with a conclusions and future work chapter. Contained within the background chapter
are the concepts used to formulate and evaluate the two applications of FM-noise radar described
within the proceeding chapters. Chapter 2 includes descriptions of basic radar system parameters
and fundamental equations/relationships. Concepts like pulse compression, signal-to-noise ratio,
and bandwidth are considered in detail.
Chapter 3 provides the formulation and analysis of a simultaneous dual-polarized emission
scheme. The approach described within exploits the high-dimensionality of two independently
generated sets of PRO-FM waveforms that provide good cross-correlation between orthogonal
polarization channels. Good cross-correlation equates good co- and cross-polarization separation
[36]. This emission scheme will be compared with traditional full polarimetric emissions. The goal
is to provide an emission that does not require computationally expensive processing on transmit
or receive but instead draws its benefits from coherent integration and high dimensionality. The
benefits of such an approach is estimation of coherent polarimetric scattering matrices that could
potentially lead to enhanced target discrimination.
In Chapter 4 the waveform diverse array is expanded upon to facilitate random fast-time steer-
ing of a coherent beam to mimic the fixational eye movements (FEM) observed by mammals
possessing fovea [37–39]. This fast-time dithering of the coherent mainbeam is referred to spatial
modulation [1, 40–44]. Waveform degrees of freedom will be exploited by pairing random spatial
modulation with the PRO-FM noise waveform to add an additional level of randomness [20, 45].
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This work was motivated by interest in biomimetic radar systems due to the exceptional perfor-
mance demonstrated by natural sensors [19, 46–48]. Just as the human eye aids in cognition, the





To fully understand the concepts and methods described within this work one must first be familiar
with basic radar phenomenology, notation, and functions. This chapter will introduce relevant
fundamentals as well as more narrowed topics leveraged for this research. Specialized derivations
and extrapolations pertaining to the unique emission schemes described in this work are placed
within the corresponding research chapters (3 and 4), but build upon the basic concepts outlined
here. This chapter provides a brief introduction to radar and some of the concepts leveraged for
this work. Though every minute detail of how a radar system functions will not be explained, the
relevant information, theorems, and concepts will. An in-depth commentary on the many facets of
radar can be found in [50–53] with many practical examples of real systems and implementations
therein.
2.1 Pulse Repetition Interval
Radars that transmit pulsed waveforms do so during short time intervals called the pulse width,
designated by Tp. During the pulse width an amplified electromagnetic signal is emitted into the
environment. Unless the radar possesses a separate receive antenna, the receiver of the system
will be switched off during transmission to avoid being damaged by the (typically) high-powered
transmitter. Once the pulse has been sent the radar then listens for an allotted time to collect
reflected target echoes before transmitting another pulse. The time between starting points of
adjacent pulses is called the pulse repeition interval or PRI. To explain this parameter consider
the example transmission schedule shown in Figure 2.1. This figure displays a sequence of time
4
delayed pulses, each possessing pulsewidth, Tp, representing the time that the transmitter is turned











Figure 2.1: A pulsed radar transmission schedule.
The ranging ability of a radar system is determined by the time delay from the moment a pulse
is transmitted to the moment the reflected pulse is received. This time delay is then converted
to range by knowing the propagation rate of the pulse through air (or perhaps dirt/ice for ground
penetrating radars). In Figure 2.1 the pulses (shown in blue) are spaced by the receive time of the
system. The target returns corresponding to each pulse must fall within the proper receive time
for each received echo to be considered unambiguous in range. If a return from pulse ` arrives
during the receive time of pulse `+1, an example situation is shown in Figure 2.2, then the radar
signal processor will think that target is closer than its true range. To avoid this situation the PRI
is determined on a system-specific basis. Long-range radars typically have long PRI’s and short
range radars typically have short PRI’s. Although the previous statement is not always 100%
correct, due to other system constraints and the use of PRI staggering or even multiple PRIs. On
the most basic level, determining the proper PRI is required to reduce or eliminate the possibility
5



















Figure 2.2: A pulsed radar transmission schedule.
Similar to PRI, the number of pulse cycles that the radar system performs per second is called









The use of PRI and PRF is often interchangeable when describing this parameter. The maximum
unambiguous range of a radar system is determined by the propagation time required to receive
the echoes of each transmitted pulse at the maximum range of interest. Typically this parameter is
used when determining a starting point for a system’s PRF . This can be found by solving (2.1) for





As described above, correctly choosing this parameter can determine whether the system performs
as intended. However, as will be described later in section 2.7, there is a trade-space to determining
the PRF for radar system due to its relationship to Doppler frequency.
6
2.2 Radar Cross Section
The radar cross section (RCS) of a scatterer is a fabricated representation of the cross-sectional
area being illuminated as a function of the target’s aspect angle and the transmit center frequency







where R is the range from radar to target, ERx is the scattered (or received) electric field strength,
and ET x is the strength of the incident electric field [53]. From this definition a simple observation
can be made: the RCS of a target is simply the range-dependent ratio of reflected to incident power
densities. A scatterer’s RCS, using the above definition, is the projected area of a metal sphere that
would scatter the incident power identically to the target. From (2.3), note that the determination
of RCS relies heavily on range.
This simple representation relies on the transmitted wavelength being much larger than the
modeled metallic sphere. When considering target aspect angle of even the simplest targets this
model begins to break down because RCS varies greatly depending on the viewing angle of the
scatterer [53]. This, coupled with the reflectivity of the target, creates a characteristic that is unique
to each aspect angle of every target [54]. Accurate modeling and comprehensive analysis of the
RCS of specific objects becomes increasingly important, especially when considering that, at cer-
tain aspect angles, the RCS of a human, artillery round, and fighter jet are the same [55–58].
2.3 Signal-to-Noise Ratio
One of the most important parameters to any radar system is the signal-to-noise ratio (SNR). As
described by its name, the SNR is a ratio of the received signal power to the received noise power,
which measures (at the simplest level) the detectability of an illuminated target. Should the re-
ceived echo possess a power level much lower than that of the received noise then the target will
7
be undetectable without further processing. The simplest form of the SNR equation, for the mono-







where Gt is the gain of the transmit antenna, Gr is the gain of the receive antenna, λ is the wave-
length corresponding to the center frequency, σ is the target RCS, R is the range from the radar to
the target, k is Boltzmann’s constant, Ts is the system noise temperature, and B is the instantaneous
bandwidth of the system. This equation provides a good baseline calculation for initial choices
of radar parameters and simple simulations. This equation can be extrapolated to the bistatic case
as well [59]. To provide more realistic insight into how a system might perform, consider the





which incorporates the use of multiple pulses (np) and system losses (Ls). A processing gain
can be achieved by coherently integrating the responses of adjacent pulses. Most radar systems
implement some form of coherent integration and multiple pulse processing to benefit from this
gain. The number of pulses or length of time over which multiple pulses are processed is called
the coherent processing interval (CPI). This equation can be solved for any number of variables,
such as range, minimum detectable RCS, or required antenna gain, to facilitate determination of
radar numerous system parameters.
2.4 Pulse Compression
The three fundamental parameters of a transmit radar waveform that can be adjusted within the
pulse duration are phase, frequency, and amplitude. Changing one or more of these three attributes
imposes the corresponding modulation type onto said waveform. By introducing an intra-pulse
modulation the pulse is said to be compressed. Amplitude modulation (AM) was one of the first
modulation schemes to be used commercially [60] and primarily for radio communications. The
use of AM in radar introduces several potential problems including range limitations due to time-
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varying transmit power, inability for transmit amplifiers to maintain saturation region operation,
and various target return losses compounding with time-varying power leading less detectable re-
turns. In practice, amplitude modulation is typically not used unless considering the transition
between transmitter on and off states. The next, and most popular, form of pulse compression
involves modulating the frequency of the emission in both intra-pulse and inter-pulse implemen-
tations. Frequency modulation (FM) includes both linear modulations, LFM for example, and
nonlinear modulations, such as nonlinear chirps [10, 61]. Phase modulation or phase coded wave-
forms are created by forming a set of subpulses, called chips, where each chip contains a phase
value. These phase coded waveforms can be poly-phase (such as the implementation described in
section 2.9) or bi-phase where there are only two phase states.
Pulse compression in radar provides a processing gain proportional to the time-bandwidth prod-
uct (BT) of the transmitted pulse. The BT of a signal, like the name suggests, is the product of the
bandwidth and pulse-duration. This value is often used to gauge the dimensionality of the signal
with values ranging from unity to 106 or more [20, 50]. Creating a pulse compressed radar wave-
form involves the imposition of an intra-pulse modulation that maintains the average power budget
while extending the bandwidth, B, beyond the 1/Tp (time-frequency) relationship. The overar-
ching term used to describe the selection of the modulation to be imposed upon the radar signal
given required system constraints and desired performance parameters falls under the umbrella of
waveform design. An exhaustive background on the subject of waveform design and waveform
diversity is given in [6].
2.4.1 The Matched Filter and Correlation
Received signals are filtered within the receiver to enhance target detection by improving the
signal-to-noise ratio. As mentioned above, better SNR equates improved target detectability and
better performance for the radar system. A very desirable property of pulse compression wave-
forms is the ability to create, store, and process returns with a copy of the emission. Filtering a
modulated signal, defined as s(t), with a version of itself is called matched filtering (MF). The use
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of the matched filter assumes that received echoes from targets and clutter are amplitude-scaled
and time-shifted copies of the transmit waveform. Thus we can define the MF as
wMF(t) = s(t). (2.6)










yields a response with markedly better signal-to-noise ratio when compared to other filtering tech-
niques. Note that (•)∗ represents complex conjugation. In fact, the matched filter provides the best
received SNR when the interference mixed with the returned signal is white Gaussian noise.
A standard tool that is used to gauge the performance of a waveform is the autocorrelation
function (ACF). The ACF relates closely to the MF operation with only a single subtle difference:
a normalization term. This autocorrelation is normalized by the energy possessed by the signal, or







and describes the expected response for a single point scatterer in an environment lacking noise and
interference. A waveform’s ACF is typically used as an upper performance bound or "best-case
scenario". From basic Fourier analysis, the Fourier transform of a signal’s autocorrelation function
is the power spectral density (PSD) function






Ra(τ)exp(− j2π f τ)dt (2.9)
where F denotes the Fourier transform. The PSD is used to characterize a signal in the frequency
domain by revealing features like spectral containment, spectral shape, bandwidth, etc. Depending
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on processing constraints the PSD of a waveform can be tweaked or optimized to yield desired
autocorrelation characteristics too. It is often useful to compare the similarity of one waveform
as it relates to a separate waveform. Similar to the ACF, the cross-correlation function (CCF)
compares waveforms s`,1(t) to s`,2(t), where the subscripts (`,n) represent the `th waveform of the
nth set of waveforms. For the sake of brevity the cross-correlation will be defined relative to two







Notice that the power normalization term differs slightly from the ACF in (2.8) because the cross-
correlation must be normalized relative to the total energy contained within both waveforms. The
ACF and CCF will be used throughout this work to gauge the "goodness" of the separability of two
waveforms. This can be seen in section 2.10.
2.4.2 Linear Frequency Modulation
The linear frequency modulated (LFM) radar waveform is one of the most popular and earliest
forms of pulse compression. Though there are many different methods to enhance the character-
istics of a LFM, only basic LFM parameters and processing techniques will be explained here.
Delving into the multitude of different modulation types and processing techniques is beyond the
scope of this document. Linear frequency modulation is created by sweeping the frequency of the
transmit waveform linearly as a function of fast-time. A decoupling of the pulse duration and en-
ergy occurs by doing so, allowing for an extension in bandwidth while maintaining the same pulse
duration. At baseband, the complex representation of a LFM is














where A is the amplitude of the waveform, B is the waveform bandwidth, and Tp is the pulse
duration. Figure 2.3 depicts the time-domain response of an LFM waveform generated using (2.11)
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and possessing a time-bandwidth product of 200. From this, it is easy to observe the time-changing
frequency characteristics of the LFM waveform.
Figure 2.3: The time-domain response of a LFM pulse with a BT of 200.
Next consider the frequency spectrum of the LFM described above. This frequency response
is determined by the inverse Fourier transform of the time-domain signal. Notice the relatively
flat region in the center of the spectrum bounded by regions with steep spectral roll-off. This
characteristic of the LFM makes it a desirable waveform for applications requiring strict spectral
containment and wide functional bandwidths.
12
Figure 2.4: Normalized frequency spectrum of an LFM with a BT of 200.
The autocorrelation of an LFM waveform, calculated using (2.8), is shown in Figure 2.5. The
autocorrelation function can be thought of as a type of compression by compressing a majority
of the signal energy into the mainlobe structure. The remaining energy is distributed within the
sidelobes shown in Figure 2.4. A LFM waveform possesses a peak sidelobe level (PSL) of −13
dB. While a −13 dB PSL may seem acceptable at face value, a functional radar system should
possess a dynamic range in excess of 25−40 dB to ensure that small target returns offset in time
delay (or range) are not masked by the sidelobes. Complex transmit and receive processing can be





Figure 2.5: Normalized autocorrelation of an LFM with a BT of 200.
2.5 Bandwidth and Range Resolution
Up to this point the bandwidth of a radar waveform has not been clearly defined. Since radar
systems transmit time-limited pulses, the complete bandwidth of a waveform would extend across
all frequencies, though severe attenuation will be present when observing frequencies located far
from fc. To better describe the frequency range spanned by the signal of interest one must be able
to describe the bandwidth as a discrete quantity. Though there are many different ways to describe
the bandwidth of a waveform, the 3-dB bandwidth will be considered from this point forward
unless otherwise noted. The 3-dB bandwidth is used ubiquitously in radar literature to describe the
functional bandwidth of a system/emission and is defined as
B3dB = fHI− fLO (2.12)
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where fHI and fLO correspond to the upper and lower half-power points of the waveform spectrum.
Describing the bandwidth of a waveform with respect to the point in the spectrum where the power
is halved provides a good method to gauge spectral containment based on emitted power.
To better describe the 3-dB bandwidth, consider Figure 2.6. Depicted is the frequency spec-
trum of a simple, unmodulated square pulse. The resulting frequency spectrum is a sinc-pattern
with 3-dB bandwidth delimited by fLO and fHI. While this bandwidth may not seem very wide
when observing the rest of the spectrum, it is important to note the steepness of the roll-off and as-
sociated attenuation of frequencies beyond the 3-dB points, meaning that an insignificant amount
of power is observed at frequencies past the 3-dB upper/lower bounds. Note that the ordinate axis
is expressed in terms of dB and that the spectrum is peak normalized to describe sidelobe levels.
Using dB is the preferred method to view a multitude of radar characteristics because it represents


















Figure 2.6: The 3-dB bandwidth of a simple rectangular pulse shown in amplitude and dB.
The range resolution, ρr, of a radar system determines how finely the range dimension of the
received echoes can be sampled in the sense of differentiating closely spaced targets, not increasing
the discrete sample rate of the system. A system with very course range resolution could mistake
two or more targets for a single target if the scatterers are spaced too closely. The range resolution
for radar system is derived from the Rayleigh resolution. The Rayleigh resolution is determined by
the null-to-null width (or duration) of the autocorrelation mainlobe, defined as ∆τ [50]. Refer back
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to Figure 2.5 for an example of the autocorrelation of a LFM. Extending the definition of Rayleigh






where c is the speed of light. This autocorrelation mainlobe width can be approximated to the





Note that it is important for the transmitted signal bandwidth to match the bandwidth of the re-
ceiver. A bandwidth mismatch can cause additional noise to leak into the receiver if the receiver
bandwidth is larger than the transmitter bandwidth or the reduction in range resolution if the re-
ceiver bandwidth is lower. One of the many benefits of pulse compression is the increase in effec-
tive bandwidth, thus increasing the range resolution.
2.6 Polarimetric Radar
Up to this point frequency, phase, amplitude, and time have been discussed as characteristics that
can be set and sensed by a radar system. Since a radar system transmits and receives electromag-
netic waves, polarization of these emissions can be exploited to increase the amount of information
collected. The typical radar system operates using an antenna that supports a single polarization
mode for transmission and reception. While effective, this system will only collect target informa-
tion with respect to that single mode, horizontal for example. To completely recover all informa-
tion from the illuminated scatterer a system must utilize two orthogonal polarization modes [11].
A system must be capable of transmitting and receiving polarization diverse signals to construct
the target scattering matrix and garner all information from the illuminated scene.
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2.6.1 The Polarimetric Scattering Matrix
Referring back to section 2.2 and the definition of radar cross section, it is apparent that polarization
is implied in its calculation by ET X and ERX . The arbitrarily polarized, time-varying, incident wave
can be decomposed into the sum of two orthogonally polarized plane waves as
~ET = ~ET1 +~ET2 (2.15)
where T 1 and T 2 represent any pair of orthogonal polarization modes. Defining the received
electric fields in terms of the associated transmit E-field components and reflection coefficients
yields
~ER1 = a11ET1 +a12ET2 (2.16a)
~ER2 = a21ET1 +a22ET2 (2.16b)
where ~ER1 and ~ER2 represent a superposition of the corresponding components. The reflection
coefficients, shown as aij, represent the amount of the incident wave that is reflected from the
surface of the scatterer. The two number subscript designates the polarization of the received wave
first and the polarization of the transmitted wave second. For example, a12 (shown in (2.16a))
represents the reflection coefficient with respect to receiving polarization 1 based on an incident
wave of polarization 2. It is useful to describe the polarization state in terms of reflection coefficient
because it provides an intuitive understanding into the interaction of the incident wave with the
















is defined as the polarization scattering matrix [62]. There are other methods to describe the scatter-
ing imposed on the incident E-field such as the Jones vector for describing polarized light [63–65],
Stokes parameters for characterizing electromagnetic waves possessing partial polarizations by de-
tectable power levels [66], the Wolf’s coherency matrix [67], among others. The scattering matrix
is desirable due to it describing co/cross-polarization states in terms of amplitude and phase, two
fundamental radar parameters, by
[S] =
|a11|e jφ11 |a12|e jφ12
|a21|e jφ21 |a22|e jφ22
 (2.19)
where |aij| and φij represent the amplitude and phase of the aijth polarized response. The scattering
matrix can thus be related back to the RCS of a coherent scatterer by solving (2.3) in terms of the
scattering parameters for the received and incident E-fields using equations (2.15), (2.16a), (2.16b)









Note that there is a power (or squared) relationship between target RCS and the scattering ma-
trix. From (2.19) all of the scattering characteristics of a target can be recovered. It is imprecise
to assume an ordinary linear transformation of the complex electric components of the propagat-
ing electromagnetic wave when reflecting off of a real object. This assumption presents problems
because it implies that the scattering matrix of the object is the identity matrix, meaning the po-
larization state remains unchanged. All physical scatterers impose some form of change in the
polarization state, in terms of amplitude and phase, of the reflected electromagnetic wave [68].
For example, a flat planar surface oriented normal to the direction of propagation would change a
right-hand circularly polarized wave to left-hand, and vice-versa.
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2.6.2 Polarimetric Radar Implementations and Processing
An addition of a second, orthogonal, polarization state to a radar system greatly increases the com-
plexity of both the hardware and processing needed to handle transmission and interpret returns.
This complexity is especially apparent in the antenna and RF sections of the hardware (waveform
generation and data recording just require an additional channel to handle the additional polariza-
tion mode). A single antenna capable of transmitting and receiving on two orthogonal polarization
modes is required unless two separately polarized antennas are used. A common antenna type is
constructed from a pair of crossed dipoles aligned with the vertical and horizontal axes to per-
mit a dual-pol mode. The antenna will also need two feed ports (one for each polarization) with
good isolation to ensure the cleanest (with regard to polarization) possible signal is delivered and
transmitted. This isolation is determined by the antenna cross-polarization rejection, also called
polarization purity. Should the antenna cross-polarization rejection be insufficient then the orthog-
onality of the two signals will degrade [69]. Any degradation to the signals can lead to losses by
raising the cross-correlation between the orthogonal channels. When operating in a simultaneous
dual-pol mode it is desirable to create waveforms that possess low cross-correlation to facilitate
the separation of co-pol and cross-pol scattering characteristics on receive [36].
The computational complexity of the receive signal processing required for a dual-pol radar
system increases when compared to a traditional single channel system. However, since more
information is gleaned from the illuminated scene the increase in complexity is negated by the
increase in collected scattering characteristics. Receive processing for systems employing a po-
larization diverse emission is matched filtered similar to standard receive processing on a single
polarization mode. The differences stem from the addition of co- and cross-pol terms. Consider






where xi j are the scattering parameters for co- and cross-pol modes. The received signals can be
expressed as
y1(t) = x11(τ)∗ s1(t)+ x12(τ)∗ s2(t)+n1(t) (2.22a)
y2(t) = x21(τ)∗ s1(t)+ x22(τ)∗ s2(t)+n2(t) (2.22b)
where ∗ denotes conjugation, s1(t) and s2(t) are the transmitted signals on orthogonal polarizations
1 and 2, and n1(t) and n2(t) are noise independently added to each channel. The goal is to estimate
the scattering characteristics of X(τ) after being distorted by clutter, noise, and cross-correlation
between orthogonal channels. It has been shown that a form of adaptive pulse compression (APC)
that incorporates orthogonal polarizations called polarimetric adaptive pulse compression (PAPC)
effectively reduces the co- and cross-polarized range sidelobes [70]. This adaptive processing tech-
nique also improves the estimation of receive scattering matrices of polarization diverse emissions.
It has also been shown that APC can be applied to FM waveforms with good effect [71] as well as
multistatic radar processing [72].
2.7 Doppler Processing
Along with utilizing radar systems for ranging, measuring the Doppler shift produced by a moving
target is one of the oldest and most widely used applications. Modern radar signal processors often
implement some form of Doppler processing on the received echoes from scatterers as well as clut-
ter to improve the separability of the desired target from noise or interfering signals. One example
would be the implementation of a ground moving target indicator (GMTI) system mounted on an
airborne moving platform which attempts to tease apart two different Doppler returns: the largest
return being the Doppler produced by the platform motion above the ground (ground moving rel-
ative to radar system) and the much smaller target Doppler characteristics [73]. Air traffic control
(ATC) radar systems use range and Doppler data collected over time to estimate the ground-speed
and heading of nearby aircraft [74, 75].
The received Doppler frequency shift, fD, for a target located in direct line of sight (LOS) of
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where v is the radial velocity component of the target and f is the transmitter center frequency.
Note that (2.23) is defined for a target approaching the radar, hence the positive frequency shift.
A target moving away from the radar system would in turn have a negative Doppler frequency. A









The angle θtarg is defined as the angle between the radar line of sight (LOS) and the velocity
vector of the target. This equation is valid for both approaching and receding targets due to the
cosine function becoming negative once the target breaks the 90◦ (or π/2) plane. Note that a
target moving orthogonally to the radar will have a Doppler shift of zero since the radial velocity
component would be zero.
Similar to the relationship between PRF and unambiguous range, the maximum unambiguous
Doppler is determined by the selected PRF too. The proper PRF is typically determined on an
application specific basis using
PRFmin = 2 fD,max (2.25)
to determine the theoretical lower bound for the PRF . From (2.25) the bounds of the Doppler
frequency spectrum can be found as ±PRF/2. Thus the Doppler spectrum spans a frequency
range the size of the selected PRF . A moving target possessing a Doppler shift outside of this
bound will repeat at frequencies fD−nPRF for some integer n [50]. This presents problems if the
proper PRF is not selected. For example, if an object is moving at a velocity corresponding to a
Doppler shift of 0.7PRF and is illuminated by a radar system, the measured Doppler shift will alias
every PRF Hz with the nearest aliased signals residing at −0.3PRF and 1.7PRF . Since the object
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possesses a Doppler shift greater than 0.5PRF the measured velocity will be calculated incorrectly
and even in the opposite direction. Thus it is wise to select a PRF based on the maximum expected
velocity one might expect to see for the chosen application.










of a radar system determines how finely the system can sample Doppler frequency shifts (or ve-
locities). This resolution is related directly to the number of pulses that are placed on target, as can
be seen in (2.26). Doppler resolution can be converted to velocity resolution by multiplying (2.26)















Figure 2.7: Simple Doppler spectrum for a stationary monostatic radar system.
The Doppler frequency spectrum is created for each range bin by taking the Fourier Transform
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in the slow-time dimension. To aid in the explanation of the Doppler frequency spectrum, consider
Figure 2.7. This figure offers a simplistic look at a rudimentary Doppler frequency spectrum for a
single range sample. Located at digital baseband is the the response with no frequency shift (zero
Doppler) for an arbitrary scene and will typically be much higher than the target returns. The main
contributor to the strength of the peak of the zero Doppler mainlobe is the clutter contained within
the illuminated scene. Examples could be trees, buildings, etc. Though not explicitly described
in Figure 2.7, the width of the mainlobe is determined by the inverse of the coherent processing
interval (CPI), as 1/CPI or the number of pulses divided by the PRF . As described above, the
width of the unaliased Doppler spectrum is determined by the system’s PRF . Similar to Nyquist
zones in a sampled signal’s frequency spectrum repeating as a function of the sampling frequency,
the Doppler spectrum repeats every PRF Hz, extending from [−PRF/2,PRF/2]. This bound is
created from the repeating nature of the sampled receive spectra outside of that area. For this
reason, the PRF must be chosen on an application specific basis to avoid processing ambiguous
Doppler returns. For a target to be detected the magnitude of the response must be higher than
the noise floor in the Doppler spectrum (this is not always true, coherent integration over many
pulses can tease out small returns through the decoherence of noise). Here there are two targets,
one located on either side of the zero Doppler clutter. The Doppler shift associated with each target
is the difference between f = 0 and ftarg, with ftarg,1 possessing a negative Doppler shift and ftarg,2
possessing a positive Doppler shift.
From the PRF constraints described in (2.25) and the definition of PRF from (2.1) the follow-








describing the trade-space between maximum unambiguous range and unambiguous Doppler fre-
quency. Here, vmax is the maximum unambiguous radial velocity and relates to the largest Doppler
frequency shift that does not alias within the Doppler frequency spectrum. Since maximum de-
tectable Doppler frequency and maximum unambiguous range are coupled, trade-offs between the
two must be made depending on the purpose of the system being designed. The only way to in-
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crease both vmax and Rmax is by lowering the transmit center frequency fc. However, doing this is
often not applicable.
When using an LFM (discussed in section 2.4.2) a phenomenon called range-Doppler coupling
occurs. This coupling transpires due to the time-frequency relationship intrinsic to the LFM wave-
form. A LFM can be described as a sinusoid whose frequency linearly increases (or decreases) as
a function of time, called the chirp rate. A frequency shift imposed on the received signal caused
by a moving scatterer will equate a time-shift when processing the received signal, assuming that
a time-shifted and amplitude-scaled version of the transmit waveform was received. The size of
this shift is ( fD/B)Tp. The Doppler tolerance, or how well a received waveform performs with
an uncompensated Doppler frequency shift, is determined by the range-Doppler ambiguity func-
tion [50, 76]. The size of the relative frequency shift must be large to elicit detrimental effects in
the receive processing chain.
The practical implementation of Doppler processing is quite simple. For a single phase cen-
ter monostatic radar, Doppler processing is implemented by chopping up the receive CPI into
individual PRIs and taking the discrete time Fourier transform (DTFT) across the pulses (or in
the slow-time dimension). Doing so determines the frequency shift relative to the other coherent
pulses. To implement this the adjacent pulses must be coherent, otherwise frequency shifts relative
to target-radar motion cannot be isolated.
When processing experimental data, the receive echoes are first range compressed using the
matched filter as described in section 2.4. This process ensures (at the most basic level, without
"fancy" receive processing) that the received data will bear the best SNR. The process of receive
sampling introduces ambiguities within the filters in the radar receiver leading to ringing and ex-
pansion in the Doppler frequency dimension [50]. This ringing causes Doppler sidelobes to appear.
Like sidelobes in other dimensions, Doppler sidelobes can mask weaker returns. Windowing in the
frequency dimension prior to Doppler compression is required to suppress these sidelobes and re-
move (or reduce) Doppler ambiguities. While there are a plethora of window functions being used
in systems today, common ones include the Hamming, Hanning, Tukey, and Blackman-Harris. A
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good resource for in-depth discussion and analysis of many common window types can be found
in [77]. Most window functions conform to a shape that resembles a raised cosine, with each
possessing a different α value. The definition of a raised cosine spectrum can be found in most
communications textbooks like [78]. Each of the window functions possess the same basic shape
with the maximum value at the center of the spectrum and a smooth taper at the edges, examples
can be seen in Figure 2.8. However, note that the tails, or edges, of each window function do not
necessarily always go to zero like the raised cosine.
N−1
Discrete-time samples
Figure 2.8: Various window functions in the discrete-time sample domain.
2.7.1 Clutter Cancellation
When processing radar returns recovering Doppler information from target signatures is used to
help determine speed relative to the radar, trajectories, and discriminate between multiple possible
targets. As described above, this information is recovered by taking the discrete Fourier trans-
form in the slow-time domain, compressing the returned energy of multiple pulses into a single
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range bin. This process separates returns with Doppler from returns without, called zero-Doppler
clutter. Depending on the application the zero-Doppler clutter will possess returns significantly
stronger than the echoes from moving targets. This is particularly apparent in applications like
space-time adaptive processing (STAP) which is used as a method for ground moving-target indi-
cation (GMTI), and other ground-facing radar systems [79]. Refer back to Figure 2.7 for a visual
representation of the large returns from clutter and smaller returns from two targets containing
Doppler. The sidelobes from the clutter returns can severely impact the functional dynamic range
of the receiver and mask targets with low RCS and small Doppler offsets. To combat the detri-
ment to performance caused by large clutter returns radar receivers often implement some form of
zero-Doppler notching to remove the clutter ridge and sidelobes from the range-Doppler processed
returns. This notching can be implemented using several different methods and is completed prior
to Doppler compression.
The width of the frequencies being notched can either be static but some applications require
the Doppler notching filter to be adaptable due to changing environmental conditions and discrete
clutter returns, among various others. Theoretically the clutter contained within the zero Doppler
mainlobe is one frequency sample but due to internal clutter motion this clutter region is widened.
Since the response from the mainlobe clutter is much larger than the target responses a washing
out or covering of the received target echoes can occur. To prevent this from occurring a method
to cancel or "throw away" the zero Doppler return information is needed. The approach used in
this work is called a zero Doppler projection and projects the energy contained within the clutter
ridge data out of the Doppler spectrum. The first step in creation of this projection is determining






where ` is the `th pulse in the CPI and f is the width of digital frequencies being notched. Next a
singular value decomposition (SVD) is performed as
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U∆VH = Azero-Dopp (2.29)
where the columns of U and V contain the left- and right-singular vectors and ∆ is a diagonal matrix
containing the singular values of the matrix A. Next the number of principal values is determined
by plotting the diagonal values of matrix ∆ and observing the number of values that are much larger
than zero. The number of significant singular values, Ps, determines the rank of the filter. Next the
first Ps columns of the left-singular vector matrix U are stored as Us. The zero-Doppler projection





where I is the identity matrix and (•)−1 is the matrix inverse operation. The matrix Wnotch is
used to project the energy contained within the zero-Doppler clutter out of the received data. Note
that this particular projection implements a static width but could be extrapolated to an adaptive
implementation by inserting some form of feedback into the algorithm. The frequency width being
determined in (2.28) by selecting a f that spans the desired width. This notching technique is used
for all Doppler processed returns, whether simulated or experimental, within this work.
As an example consider a short simulation demonstrating the performance gained when us-
ing this zero-Doppler projection. Consider a ground-based monostatic radar illuminating a static
scene containing random stationary clutter and five targets possessing random range and Doppler
information. For this simulation a LFM up-chirp will be transmitted for L = 100 pulses on a single
polarization, each possessing a BT of 200. White Gaussian noise with power proportional to the
BT of the waveforms will be added to the signals on receive for added realism. First consider the
range-Doppler map created when no notching is conducted in Figure 2.9(a). Notice the large strip
of returns populating every range bin at zero-Doppler and with very high sidelobe levels swamp-
ing the entirety of the Doppler dimension. These are the returns from zero-Doppler clutter. Next
consider the effects of the zero-Doppler projection described above. Notice the removal of the
energy from the zero-Doppler clutter in Figure 2.9(b). After the clutter ridge has been projected
27
out of the data a target located close to zero-Doppler around range bin 120 is uncovered and more
easily detected. The zero-Doppler clutter shown in this scene is simulated and widened using a
small and random phase dithering that changes with each pulse. This simulates internal clutter
motion. The clutter observed during experimental measurements shows a much greater variance in
received power and will be wider due to real internal clutter motion and slight phase incoherence
within test equipment.
(a) (b)
Figure 2.9: Range-Doppler plots of simulated target data a) without zero-Doppler notching and b)
with zero-Doppler notching.
2.8 Array Processing
The concept of an arrayed antenna has been studied since the early 1900s but was did not see
wide usage until around World War II. The first countries to widely use phased arrays were the
United States, Britain, and Germany for applications including aerial search, fire control, height
finding, among others [58]. Phased arrays are desirable in that the emission can be steered without
physical movement of the antennas. This is completed by applying a phase shift to each element
corresponding to the desired look direction. The arrays used in WWII were large antennas that
were constructed in fixed positions and steered using mechanical phase shifters. Today, fully
digital arrays are most often steered electronically via digital phase shifters, providing the ability
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to steer along two orthogonal axes. These arrays are called electronically scanned arrays (ESA)
or more recently digital array radar (DAR) and provide many benefits over antennas possessing
only a single phase center (like horn antennas). These many benefits include the ability to produce
multiple beams from a single array for a multifunction mode [18], simultaneous emission of radar
and communications from the same aperture [80, 81], and many other functions unique to digital
arrays [82, 83].
A radar system that utilizes arbitrary waveform generation (AWG) capabilities to transmit in-
dependent waveforms on an element-wise basis falls under the moniker of MIMO (or multiple
input multiple output). This unique type of system provides unmatched flexibility in terms of mul-
tifunction array capabilities on transmit and receive. As will be shown in section 4, the use of a
particular form of MIMO will facilitate a spatially-diverse emission providing flexible emission
structures and enhanced spatial resolution [1, 40, 42, 43]. Note that traditional research on MIMO
waveforms focuses on the design of the aggregate far-field emission using orthogonal waveforms
or similar but that no orthogonal waveform design is present within this work.
Though there are many different array configurations, the uniform linear array (ULA) and uni-
form planar array (UPA) provide the most straight-forward understanding of array characteristics.
The ULA is comprised of equally spaced identical array elements placed in a straight line. An
example of this geometry is shown in Figure 2.10. For this introductory section on array process-
ing all phenomenology will be described relative to the ULA for the sake of brevity and ease of
comprehension. Extrapolation to planar arrays is discussed in detail in section 4 to support related
simulations. The individual elements are also assumed to be ideal isotropic radiators for sake of
simplicity, although in reality perfect isotropic radiators do not exist. Consider the ULA geometry




















Figure 2.10: Uniform linear array geometry with M equally spaced elements located on the x-axis.












and reside on the z-axis, which ensures the array is centered at the origin. Note that orienting the
elements along the z-axis provides convenient simplifications when using the spherical coordinate
system. Array boresight (or broadside) in this configuration is located along the y-axis with the
positive x-axis protruding out of the document. Because the elements are assumed to be ideal
isotropic radiators aligned with the z-axis, the spherical coordinate φ has been omitted since the
radiation patterns for this array does not vary with φ . Spherical variable θ is used to parameterize
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beam steering and is defined relative to the positive z-axis with range [0◦,180◦].
There are two important assumptions that are typically made when simulating arrays that
greatly simplify processing. The first is the narrowband array assumption which presumes that
the propagation time, ∆t, between the end-most array elements is negligible when compared to the




→ ∆tmaxBsignal << 1 (2.32)
where ∆tmax is the maximum delay between the first and last element in the above ULA geometry.





where d is the inter-element spacing of the ULA and c is the propagation speed (assumed to
be the speed of light). Next, the array is assumed to be sufficiently large under the large array
approximation. This assumption addresses edge distortion effects exhibited by small arrays.
2.8.1 Beam Steering and Receive Processing
For an infinitely long ULA, each of the M∞ elements will exhibit identical responses with respect
to each other, leading to an identical transmit pattern for each element [85]. Under the large array
assumption the emission pattern is measured for a single element and is used to approximate the
total pattern for the array. Typically the most central or next-to-center element pattern is used in
this approximation. An array of finite length will exhibit element patterns that vary as a function
of m, with the elements near the edge displaying the most distortion. An array of sufficiently large
size produces an aggregate emission pattern that "drowns out" the distortions imposed by edge
effects [86, 87]. The typically accepted minimum array size should have total length of 5λ with λ
stemming from the center frequency of the emission [88].
For an array to steer to a desired direction in space a phase offset between the elements cor-
31
responding to that center look direction must be applied. This offset is enforced upon the array
emission via the array manifold vector (or steering vector) as
vk(kz) = e jmkzd (2.34)





under the narrowband array assumption. The application of the steering vector to the baseband








which describes directivity of the array pattern under the narrowband assumption. Simplification









sm(t)e jmφ( fc,θ) (2.38)
where φ is referred to as the electrical angle. Transforming from spatial angle θ to electrical
angle φ describes the array pattern as a function of the successive phase differences between the M
antenna elements. The space spanned by φ( fc,θ) is defined from [−π,π] and is used throughout
this work interchangeably with θ when describing emission patterns.
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Transforming the array factor to the frequency domain yields
G( f ,θ) =
1
M ∑m
Sm( f )e jmφ( fc,θ) (2.39)
which represents the mth complex-baseband waveform in the frequency domain. Since this work
employs fast-time beam steering, dubbed spatial modulation, the emitted beam pattern of the array
changes as a function of fast-time [1]. Traditional definitions of array patterns assume the center-
look direction for the array remains constant throughout the pulse (or CW segment) and will not
provide insight into how the spatially modulated mainbeam is moving throughout the pulse. Be-
cause of this, a method to investigate the beam pattern at each fast-time interval is required and
was derived and used in [1, 40–42]. Under the large array approximation and narrowband array






sm(t)e jmφ( fc,θ) (2.40)
and





Sm( f )e jmφ( fc,θ) (2.41)
where Fa(θ ,φ) is the approximate element pattern for the center-most element. The aggregate
response of the spatially modulated emission from the array throughout the pulse length, Tp, is
called the aggregate beam pattern (ABP) and is the integration of the TVBP over the interval Tp.







It is sometimes useful to change the angle-dependent variable sin(θ) to its own variable, con-
verting to ū-space [84]. This new variable is defined as
ū(θ) = sin(θ). (2.43)
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which is defined over [−1,1], the range of the sin(•) function. This change of variables provides a
more succinct definition of electrical angle and a normalization of the spatial beampattern of an ar-
ray. These three coordinate spaces: spatial angle, electrical angle, and ū-space are used throughout
this work to describe various characteristics and results when simulating array emissions.
A plane wave impinging upon a ULA will exhibit the same delay between elements as a trans-
mission from the same ULA pointed in the direction of arrival of the receive signal. From this
characteristic receive beamforming can be defined. Note that receive beamforming is very similar
to transmit beamforming. Assuming that the individual elements of the array have independent
receive chains (including digitizers and filters) the stored signals must be phase-compensated dur-
ing processing to compensate for the inter-element time delay. When operating in receive mode
an array can steer the receive gain pattern by exploiting the same array characteristics that provide
steering of the transmit beam. This can be beneficial during passive operating modes and for ensur-
ing the signal/target of interest remains within the mainlobe of the receive gain pattern. Similar to
how the center-look direction for an array is defined relative to angle θ , the direction of maximum




ym(t)e− jmφ( fc,θRx) (2.45)
and shares the same form as the baseband emission pattern. The receive signal is thus the sum of
the M signals collected by the individual elements, normalized by the number of elements/signals,
and phase-compensated for the direction of arrival. For the purpose of match filtering in a MIMO
mode the individual receive signals collected by mth element will be match filtered with the cor-
responding transmit signal sent by the mth element. However, this greatly increases the amount of
processing required.
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The aggregate beam pattern for a M = 20 element ULA in θ -, φ -, and ū-space is shown in
Figure 2.11. The mainlobe for this emission is located at array broadside, meaning no beam steer-
ing is occurring. Notice the distortion in the sidelobes of the beam pattern in Figure 2.11(a) when
compared to Figures 2.11(b) and (c) when moving away from broadside. This distortion occurs
due to the nonlinear nature of the sin(•) function. The sidelobes depicted in electrical angle (φ
and ū) exhibit uniform spacing compared to the sidelobes plotted in spatial angle which increase
in width when moving away form boresight.
An array of antenna elements that are offset in space can be thought of as a spatial filter that
couples the space and time dimensions. An array exploits this relationship by spatially sampling
signals, assumed to be plane waves in the far-field. The spatial dimension can be more finely or
coarsely sampled by changing the distance between the elements. Increasing the number of ele-
ments broadens the effective aperture in the corresponding dimension. This subsequently improves






is a function of the wavelength, λ , of the radar system’s transmit center frequency. Maintaining
λ/2 spacing ensures that the beam pattern does not contain grating lobes within the visible region
for all angles of θ . The minimum size of an array using this element spacing is 10 under the
large array assumption [84]. Other element spacings are possible but careful consideration must
be exercised with respect to maximum steering angles and the appearance of grating lobes in the
beam pattern. For example, if an array with the beam pattern shown in Figure 2.12 were to steering
to ±90◦ (or ±pi in electrical angle) the nearest grating lobes would not appear within the visible
region. Should the inter-element spacing be increased to λ for example, then the distance between
the grating lobes would be halved and result in grating lobes appearing in the antenna pattern. For







Figure 2.11: Far field aggregate beam patterns for a M = 20 ULA with d = λ/2 in a) θ -space








Figure 2.12: Beam pattern in φ -space for a M = 20 ULA with inter-element spacing of λ/2 ex-
tended beyond visible region.
Increasing the number of elements in an array dimension, while maintaining the same spacing,
effectively increases the resolution in that dimension without any different forms of processing.
Doing so also narrows the null-to-null beamwidth of the mainbeam as proportional to the number














in three popular coordinate spaces [84]. The directivity of the array pattern will also increase as the
beamwidth decreases. Note that the beamwidths from (2.47) are for arbitrary element spacing and
simplify if λ/2 spacing is maintained throughout. However arbitrarily increasing the number of
elements without increasing the size of the array (meaning increased element density) or increasing
transmit frequency fc will widen the main beam and decrease directivity.
For certain applications it is sometimes beneficial to broaden the beamwidth wider than what
can be provided by the constraints of the system using typical array processing. For example, a
widened beamwidth will spread the emission out over a larger area during each CPI, allowing
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the system to scan a sector of the sky or ground using less CPIs, thus decreasing the amount
of time required. Then, once a target or interesting portion of the scanned sector is located the
broadened beam can be switched back to the normal beamwidth to provide greater directivity and
place more power on target. This technique is referred to as spoiling the main beam of the emission
pattern [89]. The beam spoiling employed within this work is completed by injecting small random
phase-dithers across the standard beam pattern. This will broaden the mainlobe as a function of the
mean size of the random phase jumps that are inserted into the standard beamforming equation.
2.9 Polyphase-Coded Frequency Modulated (PCFM) Waveforms
The need for the polyphase-coded frequency modulated (PCFM) waveform generation structure
arose from a sudden and large interest in waveform diversity. While not a new concept, the use of
phase codes in radar waveforms has been around for many years, Barker codes for example [90].
Practically speaking, many phase codes cannot be implemented on hardware due to poor spectral
containment (extended sidelobes) and nonlinear transmitter effects [53]. One of the main draw-
backs limiting the implementation of phase codes to radar transmitters is the nonlinearity and
subsequent bandwidth growth that occurs between adjacent code chips [10]. Stemming from con-
tinuous phase modulation (CPM) in the communication world [91–93], PCFM waveforms convert
an arbitrary phase code into a non-linear FM waveform in a piece-wise manner [94–96].
PCFM addresses the problems listed above by enforcing a constant time envelope and ensuring
that the resulting waveform is continuous, and thus differentiable. These characteristics make
PCFM waveforms highly desirable for applications requiring the use of high power transmitters,
like radar for instance. For the purpose of a radar waveform implementation, the information
carrying requirements of CPM can be eliminated. This greatly simplifies the generation of the
waveform as well. A polyphase radar code is constructed from a sequence of N impulses offset
in time by Tp. The PCFM algorithm is first initialized with a length N + 1 arbitrary phase code
designated [θ1 θ2 . . . θN+1]
T. This creates an impulse train of length NTp in time. The weighting
applied to the nth impulse is represented by αn and is the phase difference between adjacent chips
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within the code sequence. The weights are determined by
αn = Ψ(α̃n) =

α̃n, if |α̃n| ≤ π
α̃n−2π sgn(α̃n) , if|α̃n| ≥ π
(2.48)
where
α̃n = θn−θn-1 for n = 1, . . . ,N. (2.49)
In (2.48) sgn(•) is the signum operator and θn is the phase of the nth code interval. The length



















The shaping filter g(t) can take any form as long as it integrates to unity with full time support over
the length of the pulse, Tp. This requirement is unique to the radar implementation of polyphase
codes so as to avoid any overlap in time.
A step-by-step graphical representation of the PCFM waveform generation scheme from (2.50)
is shown in Figure 2.13. In this figure the polyphase code x is fed into a block that creates a
uniformly spaced sequence of impulses indexed by n. Next the shaping filter g(t) (typically a
rectangular shaping filter) is applied to the impulse train.












Figure 2.13: CPM implementation for generation of polyphase-coded FM waveforms.
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Note that one of the requirements for PCFM to function as intended is ensuring the use of
proper over-sampling to approximate a continuous emission when creating physically realizable
waveforms. The flexibility that PCFM provides allows for optimization of the polyphase code
based on design requirements and system parameters [96–104]. Though this is not a focus of
this work current research efforts utilizing optimized PCFM are ongoing [21, 105]. Instead, this
work uses PCFM to initialize the the waveform generation scheme described in section 2.10 and
to create spatial offset sequences for the purpose of fast-time beam steering in Chapter 4. Though
it is not required for its function, initializing with a waveform that is already constant modulus and
exhibits a Gaussian-like spectrum facilitates a slightly faster spectral optimization time.
Even though there is extensive literature on the use and implementation of PCFM waveforms, a
solid background was provided here due to its ubiquitous use throughout this work. As will be ex-
plained in later sections, the application of PCFM will be expanded to facilitate the implementation
of continuous spatial signals, as well as continuous radar waveforms loaded onto test equipment
for experimental testing.
2.10 Pseudo-Random Optimized Frequency Modulation (PRO-FM)
True noise waveforms possess random amplitude and frequency modulation to imitate white noise
as best as possible. Transmitting these noise waveforms causes several implementation problems
inherent to their design including range limitations and target returns possessing varying magni-
tudes, all stemming from AM effects. Noise is difficult to transmit at high power due to the need
for an amplifier to quickly adjust the output power levels as a function of fast-time. High power RF
transmitters prefer to operate in saturation to deliver consistent power to targets and to avoid signal
distortion. By throwing out the AM portion of noise waveforms only random FM remains. The
pseudo-random optimized FM or PRO-FM waveform generation scheme creates constant mod-
ulus FM-noise waveforms with an optimized spectrum. The spectral optimization ensures good
containment compared to the flat spectrum of an unoptimized FM-noise waveform. This imple-
mentation scheme leverages the large number of waveform degrees of freedom associated with
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FM noise waveforms and avoids the use of traditional computationally expensive receive process-
ing. The high dimensionality afforded by FM-noise radar waveforms provides subsequent high
levels of separability such that, with sufficient coherent processing, return signal echoes will be
separable. The coherent processing gain is proportional to the total number of waveforms in the
CPI. Each waveform segment is independently initialized with a random FM waveform to create a
non-recurrent and non-repeating waveform generation scheme.
The same spectral optimization developed in [20, 106] is used for each waveform segment,
denoted s0,`(t) for `= 1, . . . ,L. A Gaussian was chosen for power spectral density template G( f )
to ensure good spectral containment. Due to the Fourier transform properties of the Gaussian, the
autocorrelation of a waveform with a Gaussian PSD theoretically will have no range sidelobes since
the autocorrelation would, likewise, be a Gaussian. The Gaussian shape will provide theoretically
infinite roll-off from the autocorrelation mainlobe, inherently providing low sidelobes. For u(t), a
rectangular window function is desirable when enforcing the constant modulus condition on each
waveform segment.
Each PRO-FM waveform segment (or pulse) is generated from a length N random phase code
distributed uniformly within [−π,π]. Each sample, n, of the waveform segments represents an
instantaneous frequency value that is then passed through the PCFM architecture, described in
section 2.9, to create a constant amplitude nonlinear FM-noise waveform. Thus, the waveform
generation procedure is: 1) an independent random FM waveform segment is created, 2) a pre-
scribed power spectral density shape is imposed on this random FM waveform, and 3) a window
function u(t) is applied in the time domain to ensure the pulse duration requirements are met. This

















is repeated for K iterations until the signal possesses a power spectral density that sufficiently
resembles a Gaussian. Refer to Figure 2.14 for a step-by-step look at the PRO-FM algorithm.
Here, F and F−1 represents the Fourier and inverse Fourier transforms, respectively, and ∠(•)
extracts the phase from the argument of the complex exponential in (2.51) and (2.52).








Figure 2.14: Flow diagram describing each step of the PRO-FM algorithm.
Notice that there is a fourth step shown in Figure 2.14. This step involves a phase rotation of the
`th optimized PRO-FM segment to avoid phase discontinuities between adjacent segments. The `th
segment is rotated such that the first sample of the waveform possesses the same phase as the last
sample of the (`−1)th segment. This step is only necessary when operating in a continuous wave
(CW) mode, like in [20]. The PRO-FMCW implementation offers several benefits over pulsed
PRO-FM. One such benefit is that the BT (which determines the dimensionality of the waveform)
is extended to 106 or greater. Continuously emitting a non-recurrent FM-noise waveform also
provides inherent robustness to the emission from interference.
42
Figure 2.15: Auto- and cross-correlations of L=1000 coherently integrated PRO-FM waveform
segments.
Figure 2.16: RMS auto- and cross-correlations of L=1000 coherently integrated PRO-FM wave-
form segments.
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As an example of the benefits of high dimensional FM noise radar waveforms, consider the
following example. Using the method described above and (2.51) and (2.52) a set of L=1000
waveforms with BT of 200 was generated. Shown in Figure 2.15 is the auto/cross-correlation
of L coherently integrated PRO-FM waveforms. The benefits of the random nature of these FM
noise waveforms is easily observable here as the random autocorrelation sidelobes combine in a
destructive nature, effectively lowering them as a function of L. In Figure 2.16 is the root-mean-
square (RMS) auto/cross-correlation which shows the average of what one could expect to see
on a pulse-by-pulse basis. Comparing the average levels of auto/cross-correlation reveals that the
benefits of coherent integration follow the dB scale, with an approximate improvement of 30 dB
corresponding to the 1000 averaged pulses/segments.
Figure 2.17: Spectra of a single PRO-FM waveform (blue) and noise waveform (red).
To illustrate the good spectral containment associated with the PRO-FM FM-noise waveform,
consider Figure 2.17. This figure displays a comparison between the peak normalized power spec-
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tra of a random noise waveform (containing AM and FM) and the PRO-FM waveform. As ex-
pected, the pure noise waveform exhibits a flat frequency response across all frequencies and the




A Simultaneous Dual-Polarized PRO-FM Emission
The main motivation driving research on full polarimetric radar is the ability to recover the com-
plete scattering matrix for any arbitrarily shaped object. As described in section 2.6, transmitting
and receiving orthogonally polarized waveforms that possess good separability (also called polar-
ization purity) over a CPI allows for the copolarized (i.e. HH and VV) and cross-polarized (i.e.
HV and VH) responses to be separated. The ability to do this is desirable in many applications,
ranging from target classification and identification to use in remote sensing. The weather sensing
and prediction community has driven a lot of the research behind dual-polarization radar modes.
Having this functionality allows weather radar technicians to better estimate the size and type of
precipitation, including determining precipitation mixes [107].
Many radar systems transmit and receive emissions with a single polarization (often times
horizontal) or utilize a transmission scheme which interleaves orthogonally polarized waveforms
(such has horizontal/vertical or left-/right-hand circular) when utilizing a dual-polarization mode
[11]. Alternating adjacent pulses with different polarizations, following the sequence described in
Figure 3.1, is required to provide proper separability between received responses when the same
underlying waveform is emitted on both polarizations. If, for example, an LFM was to be emitted
simultaneously in horizontal (H) and vertical (V) polarizations the received echoes would provide
poor separation between the two polarization modes (refer to section 3.2 for an example using this
configuration). Another disadvantage when alternating between orthogonal polarizations between
adjacent pulses is a doubling of the PRI if both polarizations utilize the same PRI and avoid PRI
staggering. While this would increase the maximum unambiguous range of the system, it would
also decrease the maximum unambiguous velocity or Doppler (relationship shown in sections 2.1
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and 2.7). Careful consideration must be exercised when selecting the maximum unambiguous
range due to the possibility of multipath or multiple time around pulses being received during the
listening time of the incorrect polarization. An occurrence similar to what is described in Figure
2.2 but when the echoes from a transmitted H pulse are received during the V observation period,
or vice-versa. This issue would equate a degradation in the purity of co- and cross-polarized







Figure 3.1: Example pulse scheduling for interleaved orthogonal polarization modes h(orizontal
and vertical) when both polarization modes emit the same underlying waveform.
There has been some work completed on polarimetric noise radar, such as [108–111], but have
been mostly restricted to short range and low power implementations. Through recent research
efforts [70], a form of adaptive pulse compression (APC) has been applied on receive to aid in the
separation of the co-polarized and cross-polarized responses, though computationally expensive.
This has been applied to arbitrarily shaped FM waveforms. The emission scheme proposed here,
developed in [112], will utilize two independent, but co-located, transmitters to simultaneously
emit orthogonally polarized and independently generated FM-noise waveforms. An example of
the simultaneous pulse schedule is shown in Figure 3.2. Figure 3.3 describes the emission of
orthogonally polarized sinusoids in the Cartesian coordinate system. This emission scheme will
illuminate two dimensions of any scatterer (and the surrounding environment) to provide complete
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Figure 3.2: Example pulse scheduling for simultaneous emission of orthogonal polarization modes
(horizontal and vertical) using the PRO-FM waveform.
Due to the high dimensionality of the PRO-FM waveform, described in detail in section 2.10,
and the random nature of the received range sidelobes, coherent integration over multiple pulses
provides good separability between orthogonally polarized emissions. This separability stems from
the low cross-correlation of the FM-noise waveforms due to their non-repeating structure when
coherently integrated over a CPI.
Collecting target data described by two polarizations improves chances of detection as well as
effectively doubles the amount of information gathered by interrogating the target in orthogonally
polarized dimensions. This leads to a doubling in collected data as well, but with modern data
recording and storage systems data handling is no longer an issue. The trade-off between costly
receive processing and high dimensional waveforms will be investigated briefly in later sections.
The use of presumming, a common processing technique used in SAR to reduce data handling
requirements, will be investigated as well as the benefits it provides when using FM-noise wave-
forms. The main takey-away is that by using two high dimensional waveforms to process over
enough pulses (or CW segments) will yield a lower computational cost when compared to adap-





Figure 3.3: Simultaneous emission of orthogonally polarized sinusoids.
pulses on target compared to potentially less pulses but higher computational cost.
Experimental open-air testing and computer simulations will be used to compare three main
test cases. The first being an implementation of LFM waveforms in a "ping-pong" (or polarization
interleaved) transmission mode similar to what is described in Figure 3.1. This will be used as
the baseline to compare with the results when using simultaneous LFMs and simultaneous PRO-
FM waveforms. The main metric used to compare the results will be the separability between the
co- and cross-polarized terms. This separability is described by how well simple radar processing
techniques can tease apart the different returns for the two orthogonal receive polarizations. The
cross-correlations of the waveform pairs for each test case will be used to determine polarization
separability. The ability to create range-Doppler plots from receive data will also be evaluated.
3.1 Recipe for Simultaneous Emissions
By exploiting the high dimensionality of FM noise waveforms, a simultaneous dual-polarized
radar emission scheme can be formulated such that, over a CPI, orthogonally polarized returns
are sufficiently separable. Here, the chosen polarizations are horizontal (H) and vertical (V) but
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this method could potentially be applied to other orthogonal polarization modes. Utilizing the
alternating projections spectral optimization scheme described in section 2.10, two independent
PRO-FM waveforms are generated with prescribed pulse-length Tp, proportional to the waveform
time-bandwidth product (BT ) for the approximate 3-dB bandwidth. Doing so sets the average
cross-correlation of a single waveform as proportional to BT . Each waveform is then spectrally
optimized independently, which decreases B and increases the level of cross-correlation between
the two waveforms. The spectral optimization involves imposing a desired power spectral density
shape onto the waveforms. For this case a Gaussian is desirable for two main reasons: 1) the Gaus-
sian shape affords good spectral containment while 2) exploiting the Fourier relationship between
PSD and autocorrelation to create an autocorrelation function that theoretically has no range side-
lobes. The PRO-FM waveform generation and optimization is completed independently for the H
































to impose the desired PSD template and enforce the time-domain envelope requirements with a
rectangular window function, u(t). After the Kth iteration of the PRO-FM optimization, the two
independent waveforms possess a PSD that sufficiently resembles a Gaussian, two new indepen-
dent random FM-noise waveforms are then optimized. This process is repeated for the two sets of
L total waveforms. The optimization iteration variable k will be dropped off when referring to the
50
optimized waveforms from here on for the sake of brevity, leaving sH,L(t) and sV,L(t) representing
each set of optimized waveforms.
While the separability of each set of waveforms may not be sufficient on a pulse-to-pulse basis,
the coherent combination of enough pulses provides excellent separability, as shown in the figure
below. The separability of the two sets of waveforms is described by the cross-correlation between
the H and V sets of waveforms, barring all hardware restrictions. As shown in Figure 3.4, a
coherent combination over a CPI containing L = 1000 waveforms yields about 55 dB of separation
between the H and V channels in simulation. Simply put, the cross-correlation determines the
ability to tease apart co- and cross-polarized returns. Notice that the results mirror what is observed
in section 2.10.
Figure 3.4: Comparison of auto- and cross-correlations of two independently generated and coher-
ently integrated PRO-FM waveforms of size L=1000 segments.
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Figure 3.5: Comparison of RMS auto- and cross-correlations of two independently generated and
coherently integrated PRO-FM waveforms of size L=1000 segments.
In Figures 3.4 and 3.5 two sets of coherently integrated waveforms are compared via their
normalized auto and cross-correlations. The two sets of FM-noise waveforms, representing the
H and V transmit channels, exhibit an auto/cross-correlation response that improves relative to
the number of L independent waveforms. Cross-correlation between the two polarization channels
maintains the same benefits as shown in previous work on PRO-FM when comparing a single set of
waveforms to itself. The separability with respect to polarization is then represented as the cross-
correlation between the H and V channels. Figure 3.5 depicts what one might expect the auto/cross-
correlation of a single waveform pair to be on a pulse-to-pulse basis. Despite lacking any coherent
integration, the RMS correlations display good separability with about 25 dB separation between
the H and V channels during each pulse (note that the variation of the pulse-to-pulse response
would vary much more than Figure 3.5 implies).
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Figure 3.6: Spectrum of horizontal and vertical waveforms of size L=1000 segments after coherent
integration.
Figure 3.6 depicts the peak normalized spectra of the H and V channels after coherent integra-
tion of 1000 unique waveform pairs. It is important to note that the waveform pairs occupy the
same portion of the spectrum, as shown in Figure 3.6, and thus rely solely on the non-repeating
structure of the PRO-FM formulation to reduce autocorrelation sidelobes through coherent integra-
tion over the CPI. The simulated spectrum of each polarization mode sufficiently resembles that
of the Gaussian spectral template and exhibits good spectral containment too. The steep roll-off of
the Gaussian provides good attenuation at frequencies outside of the 3-dB bandwidth as well.
In the next section the characteristics of dual-polarized PRO-FM will be investigated via sim-
ulations of various target responses offset in range and Doppler. Each point target will possess
different polarized responses as well.
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3.2 Dual-pol Simulations
Simulating the dual-polarized PRO-FM emission scheme provides a baseline for performance ex-
pectations and analysis before moving to open-air testing. While these simulations do incorporate
a good level of realism, like clutter and noise, experimental testing is required to validate the re-
sults shown in this section. The simultaneous dual-polarized PRO-FM emission scheme will be
compared to two baseline cases. The first being the simultaneous emission of LFMs in a dual-pol
mode to illustrate the poor cross-correlation and separability that they provide. One channel will
transmit an up-chirped LFM while the orthogonal channel will transmit a down-chirped LFM. The
next test case involves the transmission of LFMs in an interleaved or "ping-pong" dual-pol mode,
similar to the pulse schedule described in Figure 3.1. Operating in a pulse interleaved mode has
several drawbacks like lengthening the PRI to accommodate the H and V channel pulses, lack of
coherency between H and V received data, and degradation of signals caused by multiple time
around pulses degrading cross-pol isolation. The final test case will be the simultaneous trans-
mission of independently generated PRO-FM waveforms on orthogonal polarizaitons H and V.
The benefits of utilizing a high-dimensional non-recurrent FM-noise waveform for simultaneous
transmission of orthogonal polarization modes H and V will be investigated.
The scattering matrix for each simulated target will be formulated as described in section 2.6.
Each target will be assigned a unique scattering matrix containing the different scattering charac-
teristics (magnitude and phase) for the associated co- and cross-pol terms. Note that since these
simulations are for a monostatic radar scenario, the cross-pol (VH and HV) terms are identical.
For the sake of clarity the cross-pol terms will still be referred to as separate for the purpose of
identification (but keep in mind that they are equal). The scattering matrix used to describe each





|aHH|e jφHH |aHV|e jφHV
|aVH|e jφVH |aVV|e jφVV
 (3.3)
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where the cross-pol terms |aHV |e jφHV and |aV H |e jφV H are identical. Due to each target now pos-
sessing four individual responses with respect to polarization, four range profiles can be created
and processed. Each simulated emission scheme will illuminate the same range profiles (barring
noise and clutter) for each target and the received signals will be used to reconstruct each respec-
tive scattering matrix. Compared to the initial scattering matrices the received (albeit simulated)
returns should possess distorted versions of the originals. These distortions occur due to the noise
and clutter contained within the range profiles as well as receive processing losses due to window-
ing, etc. The goal is to investigate the changes imposed by transmission, noise and clutter on the
reconstructed scattering matrix for each target.
The two simulated receive channels for the `th transmit pulse pair are determined by their
respective co- and cross-pol terms as
yH,`(t) = xHH(τ)∗ sH,`(t)+ xHV(τ)∗ sV,`(t)+nH,`(t) (3.4a)
yV,`(t) = xVH(τ)∗ sH,`(t)+ xVV(τ)∗ sV,`(t)+nV,`(t) (3.4b)
where x(τ) represents the range profiles for each polarization as a function of time delay, n(t)
is additive white Gaussian noise, and s(t) is the optimized PRO-FM waveforms. These receive
signals contain an additional term compared to traditional transmission simulations that contains
cross-polarized scattering information. Notice how each received channel is a function of the
corresponding transmit polarization mode as well as the orthogonally polarized mode. Note that
the noise power is proportional to the length of the transmitted waveforms and that the noise added
to the ranged profiles is generated independently for H and V.
The generation of a fully polarimetric range profile must contain co- and cross-pol information
just like the scattering matrix for each target, equating four total profiles (one for each polarization
mode HH, HV, VH, VV). The range profiles are formulated such that the response is a function of
range, or delay τ , with target characteristics injected at predetermined ranges. Randomly generated
zero-Doppler clutter is added independently to each of the range profiles to simulate stationary
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clutter. A small, random pulse-to-pulse phase progression is imposed on the zero-Doppler clutter
to simulate internal clutter motion.
The processing used for these simulations is simple and avoids the use of any adaptive filters
or estimators. The receive signals yH,` and yV,` are match filtered using the `th waveform from
the corresponding transmit channel (H or V) and then Gaussian white noise is added to the receive
signals possessing noise power proportional to BT . The pulses are then pre-summed by factor Ppre.
The waveforms are windowed in the pulse domain to reduce Doppler sidelobes and tidy up the
responses from each target. A zero-Doppler clutter projection is then implemented as described in
section 2.7.1 to remove the large received power from stationary clutter. Doppler compression is
then performed.
Simulating the three emission structures in this manner provides good insight into expected
performance as well as an effective upper performance bound. Knowing target ground-truth in-
formation allows for characterization of the effects caused by different emission styles and the
corresponding waveforms. The results of these simulations will be compared to the experimental
results in the next section with discussion on differences due to the ideal nature of simulation vs
the reality of experimentation.
3.2.1 Generation of Waveforms and Target Scenes
Consider table 3.1 where scattering, location, and Doppler information for five targets is displayed.
The target scattering matrices are assembled based on (3.3) such that the magnitude and phase vary
for each polarization mode of each target. These values were generated at random and rounded to
the nearest integer or fractional multiplicative of π for the sake of simplicity and ease of compre-
hension. The phase for each target is distributed on (−π,π) and Doppler is distributed in a similar
fashion on (−π,π) radians per second. The target Doppler characteristics were chosen at random
except for targets 2 and 5 that were assigned the same Doppler shift and only four range bins of
separation. This configuration will allow for the investigation into the ability for each illumination
scheme to resolve closely spaced targets in range. Note that the cross-pol scattering information
56
for each target is the same due to the monostatic configuration of the simulated radar system. Zero-
Doppler clutter is generated at random and injected into the range profiles with a clutter-to-noise
(CNR) of 50 dB, providing a more realistic scene for Doppler processing.
Table 3.1: Simulated target scattering, location, and Doppler characteristics.
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For each simulation L = 1800 waveform pairs will be transmitted and received. The simulta-
neous and interleaved LFM emission scenario will transmit the same up/down-chirp on the H and
V channels respectively, for each of the 1800 pulses (or 900 for interleaved LFM). The simulta-
neous dual-pol PRO-FM simulation will use 1800 independent and randomly generated PRO-FM
waveforms for H and V. Each waveform was generated to possess a BT of 200 and oversampled by
3. Note that highly oversampled versions of these same waveforms will be used in section 3.3 for
open-air experimental testing. The received signals are match filtered and then pre-summed by a
factor of 18 for the simultaneous schemes and a factor of 9 for the interleaved LFM scheme (since
the same CPI is maintained). Next the estimated range profiles are windowed using a Hanning
window (example shown in Figure 2.8) to suppress Doppler sidelobes. The zero-Doppler clutter is
then notched via a zero-Doppler projection. The data is then Doppler compressed and plotted.
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3.2.2 Simultaneous LFM
The first simulation involves simultaneous transmission of up- and down-chirped lfm waveform
pairs on polarized channels H and V respectively. Each waveform was generated to possess a
BT of 200 and is oversampled by a factor of 3 relative to the 3 dB bandwidth of the signal. The
transmission of these waveforms will be simulated as described above in section 3.2 and illuminate
the scene described in section 3.2.1. A total of L = 1800 pulse pairs will be transmitted and
processed to recover estimated scattering matrices and Doppler information for the five targets
described in table 3.1.
First consider figures 3.7 to 3.9 which provide basic analysis of the LFM waveform pairs.
This analysis will aid in the understanding of performance with respect to Doppler tolerance and
recovery of co- and cross-polarized scattering information for each simulated target. The auto and
cross-correlations after coherent integration for the L = 1800 waveforms is shown in Figure 3.7.
As expected for an LFM, the H and V polarized waveforms exhibit an autocorrelation resembling a
sinc2 function shape. Note that the peak-to-sidelobe level (PSL) for both waveforms is 13 dB. The
autocorrelation depicts the ideal response to a single point target at zero delay in the absence of
noise. The autocorrelation for an LFM provides a good "thumbtack-like" mainlobe but relatively
high sidelobes. The sidelobe structure shown in Figure 3.7 will be present for each target and will
potentially mask returns from targets with lower reflected power. The cross-correlation for two
LFM waveforms is mostly flat across the extent of delay τmax with separability between the two
waveforms of about 25 dB.
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Figure 3.7: Simulated auto and cross-correlations for L = 1800 coherently integrated up-chirped
(H) and down-chirped (V) LFM waveform pairs with BT = 200.
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Figure 3.8: Simulated RMS auto and cross-correlations for L = 1800 coherently integrated up-
chirped (H) and down-chirped (V) LFM waveform pairs with BT = 200.
Figure 3.9: Simulated spectra of up-chirped (H) and down-chirped (V) LFM waveform pairs with
BT = 200.
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The cross-correlation of the H and V channels determines how separable the H and V polarized
returns are with respect to the opposite. From Figure 3.7, the cross-polarized returns (HV and VH)
should possess about 25 dB of separability but with flat sidelobe structures extending across all
range. This will cause potential range ambiguities of cross-polarized returns. The RMS auto- and
cross-correlations shown in Figure 3.8 describe the waveform performance on a per-pulse basis.
By comparing figures 3.7 and 3.8 it is apparent that the RMS correlations and coherently integrated
correlations are the same. This means that the auto- and cross-correlation performance of the LFM
waveform does not benefit from coherent integration. The spectra for channels H and V is depicted
in Figure 3.9. As expected both LFM waveforms occupy the same portion of the spectrum with
nearly identical shapes. Note that the power is normalized to zero to better observe spectral roll-off.
Next, consider the co- and cross-polarized range-Doppler plots generated from this emission
scheme. Contained in Figure 3.10 are the co- and cross-polarized responses generated from the
simulated transmission, reception, and processing of simultaneous LFMs illuminating the scene
described in sections sections 3.2 and 3.2.1. These plots are generated after range compression
and Doppler processing. Following range compression 18 pulses were pre-summed to match the
simulations in section 3.2.4 and experimental analysis in section 3.3.3. Pre-summing by this factor
reduces the effective number of pulses to Lpre-sum = 100 which reduces data handling requirements
and decreases the number of Doppler bins. The pulses were then windowed in the slow-time
domain by a length 100 Hanning window. The windowing process is completed to reduce Doppler
sidelobes at cost of slightly reduced SNR. Next a zero-Doppler projection (as described in section
2.7.1) is applied. The width of this projection was determined by the 7 principle values determined
to be much greater than zero. Next the pules are Doppler compressed and plotted.
The co-pol and cross-pol range-Doppler maps display all five targets at the correct locations
and Doppler shifts described in table 3.2. All responses provide good separability between targets
2 and 5 which are separated by only 4 range bins. Upon close inspection of the target returns
in the co-pol plots, very faint sidelobe structure corresponding to the sidelobes observed in the




Figure 3.10: Simulated (a) HH, (b) HV, (c) VH, and (d) VV range-Doppler maps when transmitting
simultaneous dual-pol LFM up/down-chirps with BT = 200.
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sidelobe structure can be seen when observing ranges close to target 1 in Figure 3.10(a). Consider
the cross-pol returns in Figure 3.10(b) and (c). Notice the striations extending from the target
location across all range. These striations are the cross-correlation sidelobes depicted in Figure
3.7. This flat sidelobe structure introduces range ambiguities and possible false targets spread
throughout almost all delay τ .
Table 3.2: Estimated scattering matrices, location, and Doppler information for the five simulated
targets from table 3.1 when using simultaneous dual-pol LFM up/down-chirps.
Target Index Estimated Scattering Matrices Location (Range) Doppler (rad/s)
Target 1
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]
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Table 3.2 quantifies the estimated characteristics for each received target. The losses induced
by this simulated emission scheme are found by comparing Table 3.2 to Table 3.1. The average
losses associated with co-pol transmission/reception are between 6 and 7 dB and the average cross-
pol losses are around 7 dB for each target. Note that there are slight differences between the HV
and VH polarized estimated scattering characteristics. This distortion is induced by mostly noise
and zero-Doppler clutter sidelobes altering the otherwise pristine reflected signal. The largest
contributor to the reduction of received SNR is the Hanning Doppler window, introducing a loss
of about 6.5 dB to the co-pol responses and 5.5 dB to the cross-pol responses. The trade-space to
consider when choosing the appropriate window function is SNR loss vs. sidelobe reduction.
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3.2.3 Interleaved LFM
The next test case involves interleaving the LFM waveforms used for test case 1. This method is
commonly employed with dual-pol radar systems, however, there are some drawbacks to interleav-
ing the pulses. The most detrimental is likely to be the reduced number of pulses-per-polarization
mode placed on target within the same CPI. This limitation is caused by each polarization mode
requiring an independent PRI per pulse, thus halving the number of pulses in a CPI for each polar-
ization compared to a simultaneous emission mode. For this simulation L = 900 H and V polarized
pulses will illuminate the target scene described in sections 3.2 and 3.2.1. Each waveform main-
tains the same BT of 200 and oversampling factor of 3. Each simulated receive pulse will have
independently generated Gaussian white noise added to the signal with noise power proportional
to BT .
Since the same LFM (up-chirped on H channel and down-chirped on V channel) waveforms
were transmitted with this interleaved emission scheme the autocorrelations and spectra will like-
wise be the same as the simultaneous emission scheme. Noting, of course, that the up-chirped and
down-chirped LFMs are not transmitted simultaneously and thus do not simultaneously occupy the
same bandwidth. This should aid in estimation of co-pol and cross-pol target scattering character-
istics at the cost of coherence between the H and V channels. Refer to figures 3.8 and 3.9 for the
RMS autocorrelations as well as the spectra of the two waveforms. Unlike the test case in section
3.2.2 the cross-correlation of the two waveforms does not provide any meaningful information.
The autocorrelation after coherent integration for the interleaved LFM test case is shown in Figure
3.11 for the reader’s reference (even though it matches the autocorrelation for the simultaneous
LFM test case).
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Figure 3.11: Simulated autocorrelations for L = 900 coherently integrated up-chirped (H) and
down-chirped (V) LFM waveforms with BT = 200.
Next, consider the co- and cross-polarized range-Doppler plots generated from the simulated
emission of 900 interleaved H and 900 interleaved V polarized pulses. Perhaps the first observation
that can be made is that the noise floor is slightly higher for both the co-pol and cross-pol responses.
This is due to the coherent integration of only 900 pulses per polarized channel instead of 1800.
The difference is minuscule but noticeable. The next observation is that the cross-pol responses
in Figures (b) and (c) lack the large smeared range sidelobes that occur during simultaneous LFM
transmission. The polarization interleaved pulse schedule does not rely on cross-correlation per-
formance when receiving cross-pol returns, hence the lack of range sidelobes. The responses from
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all targets are significantly lower with respect to all four polarization modes.
Another thing to note is that all four range-Doppler plots are not entirely coherent with respect
to returns shown in the HH-VV and HV-VH plots. Since the transmitter/receiver are switching
between H and V polarizations in adjacent PRIs the exact same clutter and target characteristics
are not illuminated/collected from pulse-to-pulse. This can cause slight inconsistencies when esti-
mating the phase of each target return. The SNR under this configuration is much lower than the
simultaneous dual-pol LFM emission scheme.
(a) (b)
(c) (d)
Figure 3.12: Simulated (a) HH, (b) HV, (c) VH, and (d) VV range-Doppler maps when transmitting
interleaved dual-pol LFM up/down-chirps with BT = 200.
The reconstructed scattering matrices from this emission scheme are listed in table 3.3 with
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associated range and Doppler data for each target. The average losses for the co-pol and cross-pol
target responses is between 11 and 13 dB. Dual-polarized LFMs operating in an interleaved manner
provides significantly worse SNR (about 5-7 dB worse performance on co-/cross-pol component
estimation) when compared to simultaneous LFM.
Table 3.3: Estimated scattering matrices, location, and Doppler information for the five simulated
targets from Table 3.1 when using interleaved dual-pol LFM up/down-chirps.
Target Index Estimated Scattering Matrices Location (Range) Doppler (rad/s)
Target 1
[
−2.28e− j2.81 −13.16e j0.68
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−4.68e j2.35 −13.65e j0.75




The final test case involves the simultaneous emission of 1800 independent PRO-FM pulse pairs
on orthogonal polarizations H and V. Two sets of L = 1800 PRO-FM waveforms were generated
with BT = 200 for each waveform. Each waveform is oversampled by a factor of 3 as well, similar
to the previous two test cases. The simulated transmission and reception of these waveforms is
handled as described in sections 3.2 and 3.2.1. Each pulse pair will be convolved with a range
profile containing zero-Doppler clutter, the five targets and associated scattering, location, and
Doppler information from Table 3.1. Independently generated Gaussian noise will be added to
each receive channel with a noise power proportional to BT .
First consider the auto- and cross-correlations for 1800 coherently integrated PRO-FM wave-
form pairs. The analysis of these characteristics, just like in previous sections 3.2.2 and 3.2.3,
will aid in the understanding of proceeding analysis. As shown in Figure 3.13 the autocorrelation
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sidelobes for both H and V channel waveforms exhibit suppression to nearly −65 dB down from
the peak of the ACF. This performance provides a thumbtack-like appearance to the autocorrela-
tion and delay-Doppler ambiguity function (not shown). A major difference between the PRO-FM
and LFM correlation performance is the improvement from coherent integration (improved as a
funciton of L) seen in the PRO-FM auto- and cross-correlations.
Figure 3.13: Simulated auto and cross-correlations for L = 1800 coherently integrated PRO-FM
waveform pairs with BT = 200.
The RMS auto- and cross-correlations represent the average responses one might expect from
a single received pulse. The PRO-FM RMS correlations display significantly better performance
than the simultaneous LFM RMS correlations. The narrow peaks of the PRO-FM RMS autocor-
relations for channels H and V are shown in Figure 3.14 with much better delay (range) sidelobe
suppression than the RMS correlations for LFM. Compared to the−13 dB down sidelobes of the si-
multaneous LFM emission scheme, the approximately−37 dB sidelobe suppression on a per-pulse
basis is far superior. The cross-correlation performance of the PRO-FM waveform is also better
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than the LFMs presented in earlier sections. Note, however, that the cross-correlation between
two independent PRO-FM waveforms offers the same performance relatively close to τ = 0 (or
zero delay) on a per-pulse basis but improves with increasing τ . The cross-correlation continues to
improve as a function of L given sufficient coherent integration unlike the LFM cross-correlation
which does not change. These performance increases (described in more detail in section 2.10)
arise due to the random nature of the PRO-FM auto/cross-correlation sidelobes which promotes
destructive combining when coherently averaged across many pulses.
Figure 3.14: Simulated RMS auto and cross-correlations for L = 1800 coherently integrated PRO-
FM waveform pairs with BT = 200.
Next, consider Figure 3.15 which depicts the spectra of the H and V channel PRO-FM wave-
forms. The approximated Gaussian shape imposed during the spectrum optimization performed
when generating these waveforms is apparent. Note that both waveforms occupy the same band-
width and portion of the spectrum when simulated. While the Gaussian does provide good spectral
containment the roll-off is slight and only manages about −40 dB at 1.5 times the bandwidth of
the signal. The LFM spectra from Figure 3.9 offers much sharper roll-off and better containment.
69
The downside to the LFM, as explained earlier, is the similarity between the H and V channel
waveforms being quite high and thus offering poor auto/cross-correlation performance.
Figure 3.15: Simulated spectra of PRO-FM waveform pairs with BT = 200.
Next, consider the range-Doppler plots in Figure 3.16 after simulating the transmission and
reception of L = 1800 PRO-FM pulse pairs. Notice that all five targets are displayed in each plot
with good received SNR. The same zero-Doppler notch width is used in all three test cases (si-
multaneous LFM, interleaved LFM, and simultaneous PRO-FM) determined by the 7 significant
principle values observed after performing the SVD of each test case CPI. Notice how there are
no range sidelobe structures apparent around any of the targets. These sidelobes can be observed
in previous range-Doppler plots, especially when observing target 1 in the HH plots for the two
LFM test cases. This is due to the good autocorrelation performance after coherent integration
of 1800 pulses (shown in Figure 3.13). Possessing lower sidelobes reduces potential range ambi-
guities caused by constructive/destructive combining of sidelobes of closely spaced targets when
compared to LFM.
Simultaneous PRO-FM emissions provide a much better estimate of the cross-pol scattering
70
characteristics for each target compared to the previous two test cases. This is especially evident
during comparisons to the simultaneous LFM test case. The suppressed cross-correlation response
provides a good "clean" estimation of the cross-pol target scattering characteristics and lacks the
seemingly infinite range sidelobes of the simultaneous LFM emission.
(a) (b)
(c) (d)
Figure 3.16: Simulated (a) HH, (b) HV, (c) VH, and (d) VV range-Doppler maps when transmitting
simultaneous dual-pol PRO-FM waveform pairs with BT = 200.
Like in the previous sections, table 3.4 provides the estimated target characteristics after being
distorted by the simulated transmission and receive processing. The average losses for the co-pol
and cross-pol returns was about 7 dB. Notice that the phase of the cross-pol terms has less variance
for this emisison scheme than the previous two test cases. The average losses for each channel are
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slightly worse than the simultaneous LFM but markedly better than the interleaved LFM test cases.
Table 3.4: Estimated scattering matrices, location, and Doppler information for the five simulated
targets from table 3.1 for simultaneous dual-pol PRO-FM.
Target Index Estimated Scattering Matrices Location (Range) Doppler (rad/s)
Target 1
[
2.71e− j2.93 −9.74e j0.88
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1.34 j2.11 −4.44e j0.56
−4.77e j0.63 −1.45e− j1.34
]
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The simulated radar data shown above can only provide so much insight into how this im-
plementation would function on real hardware. The next section presents open-air experimental
results collected at the University of Kansas.
3.3 Experimental Results - Free Space Measurements
Utilizing the dual-polarized waveforms pairs discussed in previous sections, free-space measure-
ments were collected from the roof of Nichols Hall on the University of Kansas West Campus.
Shown in Figure 3.17 is the intersection at 23rd and Iowa streets at a straight-line range of ap-
proximately 1050 to 1250 meters. There are many different forms of scatterers contained within
this scene including large buildings, a multitude of trees, and moving motor vehicles. The heavily
cluster of buildings and trees presents a challenging environment due to many sources of multipath
and clutter as well as internal clutter motion induced by branch/leaf movement caused by wind.
The main focus is on the motor vehicles moving in the North- and Southbound lanes because they
provide good sources of Doppler.
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Figure 3.17: Aerial view generated using Google Earth depicting the roof of Nichols Hall and
looking towards the 23rd and Iowa intersection.
3.3.1 Test Setup
Shown in Figure 3.18 is a block diagram depicting transmit and receive signal paths for the open air
testing conducted on the roof of Nichols Hall and overlooking the 23rd St. and Iowa intersection
in Lawrence, KS. Each chain (transmit and receive) utilized a separate offset horn-fed dish antenna
[113], "KPPA-23-3GHZDPFHA" from KP Performance Antennas. These antennas were chosen
due to the relatively high gain of 23.5 dBi and narrow 3-dB beamwidth of 12.3◦. With a port-to-
port isolation of at least 20 dB between the H/V ports and cross-polarization rejection of at least
25 dB these antennas will act a good front-end for the simultaneous dual-polarized emission tests.
The operational frequency range for the parabolic reflectors is 3.3 to 3.8 GHz, offering up to 500
MHz of transmit bandwidth. The center frequency for each emission was chosen to be 3.55 GHz
(directly in the middle of the frequency range supported by the antennas).
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Figure 3.18: Test equipment setup for collection of free-space measurements.
The transmit chain is layed out as follows. The two independent transmit waveforms for H- and
V-polarizations were generated using two channels of a Tektronix AWG70002 waveform generator
[114] providing 10 bits of resolution per channel. A bandpass filter (BPF) with a passband spanning
3 to 4.3 GHz was then applied to each channel. Since the center of the intersection is located at
a distance approximately 1100 m from the test setup, wideband power amplifiers were placed
on both transmit signals to provide sufficient power on target for that range. The output of the
amplifiers was then connected to the transmit parabolic reflector antenna. The receive path follows
a similar structure. Echoes are collected with an identical parabolic reflector antenna that is offset
spatially from the transmit antenna by approximately 2 meters (approximating a monostatic system
for these ranges). Immediately following the receive antenna is an independent low-noise amplifier
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(LNA) for each received polarization (H/V). Next a bandpass filter (the same model as applied on
transmit) is added to the receive chain, one for H and one for V. The two received data channels
were digitized and stored by a Tektronix DPO72304DX oscilloscope with 8 bits of resolution per







Figure 3.19: Hardware used in test location.
Similar to the simulations described in the previous section, three test cases will be evaluated.
The first involving simultaneous emission of LFM waveforms from orthogonal polarizations, the
second being a polarization interleaved LFM (or ping-pong LFM), and the last using two inde-
pendently generated sets of PRO-FM waveforms to be emitted in a simultaneous dual-pol mode.
Each test will utilize the test equipment described above to transmit waveforms and capture the
receive echoes for the corresponding test case. The tests involving simultaneous emissions will
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transmit L = 1800 waveform pairs 1 in a pulsed format with PRF of 50 kHz (equating a CPI of
20 µs), leading to a 5% duty cycle. The resulting CPI for the simultaneous tests is thus 36 ms.
These tests will follow a transmit schedule resembling that of Figure 3.2. The interleaved LFM
test requires a doubling of the PRI since only one polarization mode will be transmitted per PRI,
similar to what is described in Figure 3.1. Thus, only LH = LV = 900 pulses for each polarization
mode will be transmitted when operating in "ping-pong" mode. A comprehensive list of the system
parameters used for each test case is provided in table 3.5. Note the slight differences between the
simultaneous emissions and the interleaved LFM emission.
Table 3.5: Open-air test characteristics for simultaneous dual-pol LFM, interleaved dual-pol LFM,
and simultaneous dual-pol PRO-FM.
Parameters Simultaneous LFM Interleaved LFM Simultaneous PRO-FM
Center frequency ( fc) 3.55 GHz 3.55 GHz 3.55 GHz
Bandwidth (B) 200 MHz 200 MHz 200 MHz
Pulsewidth (Tp) 1 µs 1 µs 1 µs
PRF 50 kHz 25 kHz 50 kHz
Total pulses (L) 1800 900 (each) 1800
CPI 36 ms 36 ms 36 ms
Pre-summing 18 9 18
Unambiguous velocity (vmax) ±58.69 m/s ±58.69 m/s ±58.69 m/s
Velocity resolution (∆v) 1.17 m/s 1.17 m/s 1.17 m/s
Tx sampling frequency ( f Txs ) 10 GHz 10 GHz 10 GHz
Rx sampling frequency ( f Rxs ) 3.125 GHz 3.125 GHz 3.125 GHz
Bb proc. sampling ( f bbs ) 400 MHz 400 MHz 400 MHz
1Exactly 1800 waveforms may seem like a contrived number but due to data collection constraints that was the
maximum number of pulses that our scope could handle. If you refer back to [112] where the original dual-pol PRO-
FM work was documented, we used 5000 pulses. That data was collected using a scope with more on-board memory.




Both receive channels for all cases are processed using basic Doppler processing techniques that
follow this progression (unless otherwise noted). The received echoes are converted from prop-
agating EM waves to line voltages by the receive parabolic reflector antenna. These signals are
then amplified independently by two identical LNAs and subsequently bandpass filtered. The fil-
tered H and V signals are then captured by an oscilloscope via fast-framing. Fast-framing forgoes
traditional receiver sampling by recording only a portion of the total PRI corresponding to the
range of interest. This is accomplished by using a marker channel connected from the AWG to the
scope. The scope then waits for the marker to arrive to initiate data capture. While fast-framing
does decrease the digital footprint of the collected data and increases the number of total pulses
that can be saved, it also abandons the direct path. This could be considered good or bad depend-
ing on the tests being conducted. Fast-framing also provides inherent robustness to multi-path
and multiple-time-around pulse effects by rejecting signals located at time-delays outside of the
sampling window.
Once the received signals are collected they are transferred to a personal computer for process-
ing. Each test scenario transmits L = 1800 waveform pairs and receives/saves 1800 frames for both


















where ypb and ybb represents one frame of the set of passband and baseband receive signals.
Referring back to the system parameter list provided in table 3.5, notice that the receive sample rate
is lower than the transmit center frequency. This mismatch in sampling rate was chosen to further
increase the amount of frames collected over by reducing the number of samples within each frame.
Even though the receiver could theoretically sample as low as 2B to maintain Nyquist sampling,
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the receive sample rate of 3.125 GHz provides the lowest center frequency that avoids overlap of
aliased images in adjacent Nyquist zones [115]. The two orthogonally polarized baseband signals
are then resampled to Nyquist (2B) at f bbs = 400 MHz. This reduces the length of each receive
signal and makes further processing faster.
The matched filters used to range compress the receive signals were generated from loopback
data collection. Loopback experimentation simulates transmission and reception of the waveform
pairs without transmitting in free-space. A typical loopback setup utilizes every piece of the trans-
mit and receive signal chain except the antennas. Instead, H and V feed channels are connected
directly to the receive H and V channels, isolated by only attenuators to avoid damaging expensive
test equipment. Filtering with waveforms distorted by loopback transmission incorporates hard-
ware peculiarities, nonlinearities, and other effects into the matched filter step. This allows for a
characterization of the transmission hardware (barring the antennas) to be filtered out of the open-
air receive data. Since there are four total polarization responses (two co-pol and two cross-pol) to
be determined, four filters are thus required.
Each filter is created by transmitting the L H and V polarized waveforms on two independent
channels simultaneously and receiving first on the co-polarized channel and then on the cross-
polarized channel. This process creates the four filters
wHH = sHH (3.6a)
wHV = sHV (3.6b)
wVH = sVH (3.6c)
wVV = sVV (3.6d)
where sH is the conjugate transpose of the loopback waveforms for each test case and the corre-
sponding co- and cross-polarized channels. The open-air receive data is then match filtered using
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(3.6a-d) to estimate the range profiles corresponding to the `th pulse as
xHH = wHHHyH (3.7a)
xHV = wHHVyH (3.7b)
xVH = wHVHyV (3.7c)
xVV = wHVVyV (3.7d)
where yH and yV are the open-air receive horizontal and vertical channels respectively. Note that
for PRO-FM there will be L total matched filters for H and V since each waveform is unique and
does not repeat.
The moving scatterers in the illuminated scene are motor vehicles traveling at city speeds so
the comparably high PRF can be reduced via pre-summing as described in [116]. Pre-summing
involves summing a certain number of pulses prior to Doppler processing and after pulse compres-
sion, serving as a low-pass filter in the Doppler domain. Pre-summing is a well-known approach
in synthetic aperture radar (SAR) to reduce data handling and storage requirements [116], but here
it provides an additional benefit for these FM noise waveform pairs. It provides greater dimension-
ality for the incoherent combination of sidelobes when integrating these random FM waveforms.
The the number of pulses pre-summed for each test case is listed in table 3.5.
Following pre-summing is the determination of the zero-Doppler projection and Doppler win-
dowing of the data. The four range profiles are windowed, prior to Doppler compression, to sup-
press and/or ideally eliminate Doppler sidelobes. These sidelobes arise due to Doppler compres-
sion via the DFT in the slow-time domain, explained in more detail in section 2.7. The window
type chosen was the Hanning window and its shape can be seen in Figure 2.8. The energy contained
within the zero-Doppler clutter is often much higher than that of the scatterers for a ground-looking
stationary platformed radar system. Because of this targets possessing low relative power can be
missed. A zero-Doppler projection is formulated and applied to the four range profiles as described
in section 2.7.1. Note the Doppler notch is applied after windowing and before Doppler compres-
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sion. The four range profiles are then Doppler compressed by taking the DFT across the slow-time
dimension to compress the Doppler information into a single range bin.
The results presented in this and the following sections are of open-air experimental tests con-
ducted at the University of Kansas on the roof of Nichols Hall. The targets of opportunity are
located at a mean distance of approximately 1100 meters at the intersection of 23rd and Iowa
streets. Test equipment was carried to the roof and assembled similar to Figure 3.19. Unlike the
simulated results presented earlier it is impossible to know ground-truth with respect to the scat-
tering characteristics of an urban environment rich with clutter so the focus of these tests will be
presenting and comparing different dual-pol LFM emission styles with a simultaneous dual-pol
PRO-FM scheme. The figures of merit lie in the ability to resolve closely spaced targets, suppres-
sion of range sidelobes, recovery and separability of co-and cross-pol terms, and whether or not
the emission is coherent with respect to both polarizations.
The proceeding sections detail three experimental test cases that illustrate dual-pol radar per-
formance characteristics operating in simultaneous and pulse-interleaved modes. A comparison
and more detailed observations are offered in section 3.4.
3.3.3 Simultaneous LFM
The first test case involves transmitting two LFM waveforms simultaneously on orthogonal po-
larizations H and V using the equipment shown and described in section 3.3.1. To provide some
variation in the emissions an upchirp will be used for H and a downchirp for V. Each waveform
was generated at baseband using equation 2.11 with amplitude A equal to unity, B = 200 MHz, and
Tp = 1 µs. The H and V channel baseband waveforms are then up-converted to center frequency




















where f Txs = 10 GHz and is the transmit sampling frequency. The waveforms are then significantly
up-sampled to emulate a continuous emission. Since the up-conversion and transmission process
is the same for each test case it will only be explained in detail in this section. Refer to this
description for each case. Dead-time in the form of zero-padding is added at the end of each LFM
to create the appropriate PRI and 5% duty cycle. Next the waveforms are loaded onto two separate
channels of the Tektronix AWG to prepare for transmission.
Since the same waveform pair will be used for all 1800 pulses the AWG must be programmed
to repeat the emission sequence the desired number of times. A marker waveform is then created to
trigger the fast-framing function of the oscilloscope acting as a receiver. Finally, all L = 1800 LFM
pairs are transmitted simultaneously shortly after the traffic light of the north/southbound lanes
turns green. The received echoes are captured by the Tektronix oscilloscope and then transferred
to a computer capable of processing such returns. The processing of the dual-polarized received
signals is described in detail in the preceding section. Note that the pre-summing factor for this
case is 18.
(a) (b)
Figure 3.20: Auto and cross-correlations for 1800 simultaneously transmitted LFM pulse pairs
after coherent integration (a) and RMS correlations (b).
The auto and cross-correlations for the simultaneous LFM test case are presented in Figure
3.20. These plots were generated from loopback captures of the waveforms that were used to match
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filter the target returns. As expected the mainlobe of the autocorrelation is narrow for both H and
V waveforms with the first (and highest) sidelobe appearing at approximately −13 dB down from
the mainlobe. Note that the power is normalized to zero in both Figure 3.20(a) and (b) to better
illustrate waveform characteristics. The cross-correlation between H and V appears relatively flat
and at around−25 dB as expected. The RMS auto and cross-correlations appear very similar to the
correlations post coherent integration just as in Figure 3.8. The waveform characteristics displayed
by the loopback-collected waveforms is very similar to the waveform analysis conducted on the
simulated waveforms in section 3.2.2, as expected. The distortions imposed by the hardware used
to transmit and collected the waveforms is minimal.
Figure 3.21: Spectra of simultaneously transmitted up/down-chirped LFMs after coherent integra-
tion and collected via loopback measurements.
Figure 3.21 depicts the spectra of the H and V channel LFM waveforms. These waveforms
were collected via loopback measurements. Notice that the H and V polarized waveforms occupy
the same bandwidth and maintain the same overall shape. The observable distortions caused by
hardware are negligible when comparing the loopback captured waveforms with the simulated
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wavefrom spectra in Figure 3.9.
Consider the range-Doppler maps presented in Figure 3.22 depicting the co-polarized (HH and
VV) and cross-polarized (HV and VH) responses. First focusing on the responses with respect
to co-polarized returns it is apparent that the simultaneous LFM emission sees multiple targets
displaced in range and moving at different velocities. There also appears to be smearing in the
range-domain. This smearing is the results of range sidelobes caused by matched filtering and
coherently integrating numerous pulses possessing similar range sidelobe structures. The returns
form co-polarized scatterers are readily apparent with multiple targets moving towards and away
from the radar. The vertical co-pol range-Doppler map shown in Figure 3.22(d) appears to have
a higher noise floor and a greater amount of range smearing. This could be caused by potentially




Figure 3.22: (a) HH, (b) HV, (c) VH, and (d) VV range-Doppler maps when transmitting simulta-
neous dual-pol LFM up/down-chirps and illuminating a busy intersection in Lawrence, KS.
Next, consider the cross-polarized (HV and VH) range-Doppler maps in Figures 3.22(b) and
(c). An argument could be made that some targets are visible in the HV range-Doppler map with
distinct peaks located around range 1228 meters through 1090 meters and Doppler−12 m/s. These
peaks in the HV plot correspond to strong returns in the HH and VV plots. The range smearing in
these plots is much worse due to the high levels of cross-correlation between the H and V polarized
channels. High cross-correlation leads to poor polarization separability and inaccurate estimation
of the cross-polarized portions of a target’s scattering matrix. The simultaneous emission structure
does benefit from all range-Doppler maps being coherent in regard to co- and cross-polarization.
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Notice how large some of the return targets are in the co-pol plots. This could be due to range-
Doppler coupling causing a spread in both dimensions.
3.3.4 Interleaved LFM
Next, consider an interleaved LFM emission structure using the same up- and down-chirped LFM
waveforms from the previous section. The emission remains the same as described in section
3.3.3 up to where the dead-time is added to the passband waveforms. Instead the waveforms are
zero-padded to create the emission schedule shown in Figure 3.1. The up-chirped LFM waveform
followed by (2PRI−Tp) zeros at a sampling rate of 10 GHz is placed on the H transmit channel.
The V transmit channel is loaded with a down-chirped LFM sandwiched between (PRI) and PRI−
Tp zeros. This zero-padding structure doubles the PRI of the individual channels to provide enough
listening time for the receiver to collect returns from each pulse.
Receive processing for the interleaved LFM scheme varies slightly from what is discussed in
section 3.3.2. The oscilloscope still collects 1800 frames per channel but for an interleaved transmit
mode every other frame (even frames for the H channel and odd frames for the V channel) will
possess only cross-pol information. However, the cross-pol responses will not be coherent from
pulse to pulse due to lack of transmission simultaneity. The 1800 down-converted and resampled
waveform pairs must be dissected into four sets determined by the odd and even indexed received
pulses. The co-polarized received responses, yHH and yVV, correspond to the odd numbered pulses
from the H receive channel and the even numbered pulses from the V receive channel, respectively.
Thus the total number of pulses is halved (as expected). The cross-pol responses, yHV and yVH, are
thus simply the even numbered H channel pulses and odd numbered V channel pulses, respectively.
Range compression is thus modified from (3.7a-d) by replacing yH and yV with the corresponding
co- and cross-pol pulse sets.
The correlations and spectra for the interleaved LFM test scenario remain the same as for the
simultaneous LFM emisison scheme. Refer back to Figure 3.20 for autocorrelation characteristics
and Figure 3.21 for spectral shape comparisons. Note, of course, that this emission is not simul-
85
taneous and thus the cross-correlation between the two waveforms does not provide any meaning.
The returns observed in the cross-pol range-Doppler plots are entirely from cross-polarized re-
sponses and perhaps from the polarization purity of the test equipment.
Consider Figures 3.23(a)-(d) where the range-Doppler plots for the interleaved LFM scheme
reside. One of the first observations one could make is that the large range sidelobes present in
Figures 3.22(b) and (d) is missing. This is due to the interleaved pulse schedule imposing time
separation between the waveforms instead of relying on the cross-correlation to separate cross-
pol responses. The cross-pol returns also contain a level of ambiguity and uncertainty as to the
purity of the received signals caused by possible leakage between the H and V channels within
the hardware. This presents itself as a possible trade-off between interleaved and simultaneous
dual-pol modes. The main trade-offs being "cleaner" co-pol responses with interleaved at the cost




Figure 3.23: (a) HH, (b) HV, (c) VH, and (d) VV range-Doppler maps when transmitting LFM
waveforms with interleaved orthogonally polarized pulses.
Theoretically there should only be noise and sidelobes from clutter in the cross-pol range-
Doppler maps. However, upon close inspection there appears to be faint peaks that align with
strong peaks from co-polarized targets. This phenomenon is most likely caused by leakage between
the H and V receive channels in the antenna. Every RF device with multiple ports will exhibit some
sort of relationship between each port. The parameter of interest here is the port-to-port isolation
and cross-polarization rejection for the receive antenna. From the datasheet the cross-pol rejection
offered by this antenna is listed as > 25 dB with V/H port isolation of > 20 dB [113]. By displaying
a dynamic range of approximately 35 dB it is possible that the performance limitations of the test
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equipment has been met and strong target returns are leaking between the two receive channels.
3.3.5 Simultaneous PRO-FM
The simultaneous dual-pol PRO-FM emission scheme is formulated almost identical to that of the
simultaneous LFM from section 3.3.3. Each PRO-FM waveform pair is generated with B3dB = 200
MHz at digital baseband using the generation scheme described in section 2.10. The waveforms
are highly oversampled when generated to approximate a continuous emission. Each waveform
pair is independently up-converted to a center frequency Fc = 3.55 GHz and then loaded onto the
AWG for transmission. The key difference between the simultaneous LFM emission is that each
of the 1800 waveforms for both polarization modes is different and never repeats. Because of this,
receive processing requires the generation of 1800 different matched filters for each channel based
upon loopback transmission, described in earlier sections.
First consider the correlations in Figure 3.24(a) and (b) where the auto/cross-correlations after
coherent integration are shown. After coherent integration of 1800 pulses the autocorrelations for
the H and V polarized PRO-FM waveforms has beaten the sidelobe level down to around −60 dB.
The cross-correlation between the pulse pairs has also been reduced to peak at nearly−50 dB after
coherent integration. This performance is to be expected based on previous PRO-FM experimental
results [20, 45, 112]. The RMS auto and cross-correlations of the H and V channels display the
expected performance on a per-pulse basis with autocorrelation sidelobes suppressed to around
−35 dB and cross-correlation peaking at around −25 dB.
However, there are sidelobes that appear at approximately −42 dB in the autocorrelations for
the PRO-FM waveforms. These peaks are believed to be a delayed version of the returns signal
caused by a reflection at the input to the LNA connected to the input of the oscilloscope. The
transmisison line connected between the receive antenna and the oscilloscope is 20 feet long with
a LNA of the same make/model connected at both ends. This reflection travels a total length
of 40 feet, corresponding to the delay between the peak of the autocorrelation and the peak of
the reflected signal. Once the reflected signal has traversed back to the antenna-side LNA it is
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then amplified and sent towards the oscilloscope. The amplification of the two LNAs in series
is believed to have caused this. The sidelobe peaks that are believed to have been created by
reflections in the receive chain between two LNA’s are not present in the autocorrelations of the
LFM pairs. This is due to the 42 dB separation between the mainlobe peak and the peaks from the
reflections.
(a) (b)
Figure 3.24: Auto and cross-correlations for 1800 simultaneously transmitted PRO-FM pulse pairs
via loopback after coherent integration (a) and RMS correlations (b).
(a) (b)
Figure 3.25: Spectra of simultaneously transmitted PRO-FM waveforms on polarizations H and V:
(a) single waveform pair and (b) after coherent integration. Collected via loopback measurements.
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Figure 3.25(a) and (b) depicts the spectra of the simultaneous PRO-FM emission on both or-
thogonally polarized channels for: (a) a single pulse and (b) coherent integration of 1800 wave-
form pairs. The Gaussian shape imposed during the PRO-FM optimization still retains its shape
and good containment properties after loopback transmission. However, since this data was cap-
tured through loopback distortions have been introduced to the signals by hardware (as evident
in the autocorrelations from Figures 3.24(a) and (b)). When comparing the spectra of the H and
V channels after transmission to the simulated spectrum from Figure 2.17 the distortions become
more apparent. A slight frequency up-shift in the V channel spectrum appears in figure 3.25(b).
Small seemingly periodic ripples appear in both the H and V spectra for an unknown reason.
When observing the co-pol responses depicted in Figures 3.26(a)-(d) and comparing to the pre-
vious two transmission schemes many stark differences are apparent. Firstly, there is no smearing
caused by range sidelobes due to pulse-to-pulse changes in sidelobe structure inherent to the PRO-
FM waveform. The different sidelobes coherently integrate and lower as function of L as shown in
Figure 3.24. The range resolution has also improved. Target returns appear much tighter in both
Doppler and range. Note that a different scene was illuminated for each of the three test cases
and direct side-by-side comparison of scatterers across different transmission modes is impossi-
ble. Notice that the noise floor appears to be higher with the PRO-FM test case. This is not noise




Figure 3.26: (a) HH, (b) HV, (c) VH, and (d) VV range-Doppler maps when transmitting simulta-
neous dual-pol PRO-FM waveforms.
The cross-pol responses for 1800 waveforms is lower than expected. A few small targets appear
within the noise, however. The targets that do appear do not exhibit any range smearing due to good
cross-correlation exhibited by the PRO-FM waveforms and provide a much better estimation of the
cross-pol scattering characteristics of those targets. Compared to simultaneous LFM, simultaneous
PRO-FM offers a "tidier" appearance with respect to range sidelobes and range resolution. The
slightly worse HV and VH responses could be attributed to what is thought to be strong reflections
occurring in the receive chain between two LNAs. Removing the Doppler windowing performed




This chapter has presented an emission scheme that simultaneously transmits independent, ran-
dom, non-recurrent FM-noise waveforms on orthogonal polarizations H and V using the PRO-FM
optimization scheme. This effectively implements a polarization diverse emission without the need
for on-the-fly waveform design and expensive receive processing. Results from simulations and
experimental open-air testing is described in earlier sections. The purpose of these simulations
was to better characterize the emission scheme from [112] and set maximum performance criteria
under ideal circumstances. From simulation the separability with respect to polarization purity was
investigated with respect to independently generated pulse pairs. These simulations also provided
a glance at the Doppler performance of this emission scheme. Open-air testing was conducted
using test equipment to verify performance metrics observed in simulations.
The simultaneous dual-pol PRO-FM emission scheme was compared and contrasted to two
baseline cases: simultaneous and interleaved dual-pol LFM. These LFM waveforms were identical
from pulse-to-pulse (or every other pulse for the interleaved mode) and involved the transmission
of a horizontally polarized up-chirp and a vertically polarized down-chirp. Note that each emission
style was processed the same (or similar-enough with the interleaved LFM case). The simultaneous
dual-pol emission scheme (test case 1) provided fully coherent co-/cross-pol responses and was the
best in terms of average SNR. Unfortunately the LFM waveform suffers from high autocorrelation
sidelobes and poor cross-correlation performance. This lead to high range sidelobes that fell off
quickly in the co-pol returns and high cross-pol sidelobes enveloping almost all range in the cross-
pol responses. These sidelobes can present challenges when targets are spaced closely together
(like targets 2 and 5 were).
The interleaved dual-pol LFM emission scheme (test case 2) is similar to what is being im-
plemented in certain fully polarimetric weather radars and others. Interleaved LFMs offer a more
"pure" look at the cross-pol responses since the receiver is only seeing scattering from the cross-pol
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targets. This eliminates the reliance on cross-correlation performance for HV and VH polarized re-
sponses. However, the received data is not be fully coherent due to the interleaved pulse structure.
Full coherence requires simultaneous emission of both orthogonally polarized channels otherwise
small phase discrepancies and different internal clutter motion from pulse-to-pulse will be injected
into the responses. The biggest drawback to this emission scheme is the doubling of the CPI
caused by a doubling of each channel’s PRI to accomodate transmission and listening times for
H and V. Each of the three test cases used the same CPI so the interleaved scheme suffered from
only placing 900 pulses on target for each polarization mode which led to less coherent integration
gain.
The simultaneous dual-pol PRO-FM emission (test case 3) exhibited similar performance in
experimental testing as what was observed in simulation. Good auto- and cross-correlation perfor-
mance carried over from simulation to experimental testing with the exception of what is believed
to be strong reflections occurring in the receive chain. The receive SNR for co-/cross-pol responses
was slightly worse than test case 1 but significantly better than test case 2. The PRO-FM wave-
form provides much better cross-correlation compared to test case 1 which eliminates the large
range sidelobes observed in the cross-pol range-Doppler maps. This means that, while SNR may
be slightly lower with PRO-FM, the estimation of scattering parameters for each target is more
accurate. The strength of the returns from zero-Doppler clutter can significantly impact the ability
for the dual-pol PRO-FM emission scheme to function properly. Extremely large clutter returns
can swamp targets due to the range sidelobe modulation inherent to the random PRO-FM wave-
form. Experimental testing verified the validity of this approach. Transmitting and receiving on
orthogonal polarizations allows for the complete polarimetric scattering matrix to be recreated.
Dual-polarized PRO-FM could facilitate potential enhancements to target discrimination and pos-
sibly identification by better estimating scattering characteristics. This implementation also avoids
the use of complex and computational expensive receive processing.
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Chapter 4
Biomimetic Radar: Imitation of Fixational Eye Movements
Traditional phased array radars transmit waveforms possessing some form of modulation (whether
amplitude, frequency, and/or phase), with a fixed phase offset relative to boresight during a single
PRI. Should the transmission scheme involve beam steering, each subsequent pulse will typically
have a new phase offset applied across the array, corresponding to a new look direction for the
main beam. This method of beam steering allows the array to illuminate a swath the size of the
null-to-null beamwidth and interrogate good information from approximately the 3-dB beamwidth
during each pulse. One technique that is employed to widen the main beam, or to spoil the beam,
is called beamspoiling. Beamspoiling invloves small random weights applied to each element in a
random manner. This effectively reduces the directivity of the main beam and widens the main lobe
providing broader beamwidths without physically changing any hardware. Beamspoiling imposes
negative effects on the radar system like reduced SNR and lowered directivity (gain). What if the
beam could be spread in a different manner?
Here, the waveform diverse array (WDA) [13,14,44,117,118] concept is expanded to combine
FM-noise waveforms with an active multiple-input and multiple-output (MIMO) emission that will
facilitate fast-time steering of the main beam. Simply put, the main beam location of the coherent
MIMO emission will be modulated in fast-time, meaning intra-pulse beam steering. This emis-
sion is formulated to mimic the fixational eye movements (FEM) observed in mammals possessing
fovea, or the portion of the eye in which visual acuity is the highest. The small micro-movements,
called microsaccades, occur during long periods of fixation and are believed to improve visual
acuity by enhancing contrast and aiding in the resolution of spatial ambiguities [37–39]. Better
explained in Figure 4.1, the microsaccade motion involves a modulation of the fovea about the tar-
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get or area of interest in a seemingly random manner. For instance, when staring into the distance,
perhaps trying to identify an object, or even when taking a vision test as part of an eye examination
(black letters on white paper) the eye will produce motions similar to the ones shown in Figure
4.1. These subconscious movements are the center of much debate in the bio-community but the




Figure 4.1: An example of eye movement during periods of fixation [1].
The use of the term MIMO may seem strange for this emission scheme. Significant portions of
the MIMO literature focus on the design of the aggregate emission, whether designing orthogonal
waveforms or some sort of optimization scheme to produce the desired radiation pattern [16] (and
associated references). Because of this traditional MIMO lacks coherency between transmitting
channels. Here, however, the use of multiple independent transmit channels is exploited to facili-
tate the fast-time dithering (or steering) of a coherent mainbeam. Each transmitting element of the
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array (linear and planar arrays are focused here) is fed the same underlying waveform. Thus, the
use of the word MIMO when describing this emission scheme may seem odd to some. However,
the direction of the mainbeam is modulated during the pulse and thus providing the qualification
to reside under the umbrella term: MIMO.
4.1 Motivation Behind Biomimetic Sensing
The technologies driving continued research on the topic of radar and sonar are advancing at a
fast-pace, thus increasing capabilities once thought impossible [119]. From humble beginnings
detecting ships in harbors [120] to mobile complex multifunction systems, the evolution of radar
has come a long way. Similar to the technological evolution of radar systems, biological evolution
has created active bio-sensors possessed by animals. These bio-systems are highly complex and
provide accuracy and fidelity unparalleled by man-made counterparts [19]. These bio-sensors are
used for myriad applications across a multitude of species that are analogous to application spaces
of interest to radar engineers. These applications include but are not limited to tracking, navigation,
target identification and classification, collision avoidance, and capture of prey. When considering
the use of bio-sensors from a predator and prey point of view, fascinating likenesses to modern
man-made systems arise. The evolution of these biological systems has spanned thousands or
even millions of years and has thus been tweaked and optimized to meet a particular need and/or
compensate for other inferior modes of sensing (e.g. eyesight of bats) [121].
Echo-locating bats make use of multiple complex emissions to to aid in the capture of prey.
Bats are particularly interesting due to the high level of system integration contained within such
a small platform. The emitted sonic pulses pulses are used to not only locate and capture prey, but
to navigate complex environments with high levels of precision as well as identify what kind of
prey was illuminated [122]. It has been discovered that bats transmit wideband and narrowband
signals to perform multifunction sensing from an airborne moving platform in real time with great
accuracy and efficiency [123] and even possess the ability to adaptively change the type of sonic
pulse being sent out to meet certain environmental needs [124]. Because of this, using them as
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a template to base man-made radar or sonar systems from should not come as a surprise. Sys-
tem design based off of biological sensors is motivated by exceptional performance observed in
nature and are said to be "biomimetic". However, these biomimetic systems are still unable to com-
pete with the "mediocre equipment" possessed by their biological counterparts despite employing
highly complicated hardware and processing techniques [125].
While there is still much to learn from ever-evolving echo-locating mammals and insects, striv-
ing towards biomimetic system implementations for radar and sonar systems should not be over-
looked. This chapter leverages certain aspects of vision to create a biomimetic radar emission
scheme.
4.2 Spatially Modulated FM Noise Emissions
Typical radar systems transmit a modulated pulse in a single direction. When using an array ca-
pable of electronic steering this is accomplished by setting a fixed inter-element phase shift across
the array, corresponding to the desired look direction. Barring this phase shift, the same underlying
waveform is transmitted by each element. This same concept is used here but is extrapolated to
incorporate the fast-time-varying spatial modulation element. This research aims to explore the
applicability of random and non-repeating emissions to the waveform diverse array (WDA) by
building off of previous research conducted in the area of spatial modulation. The WDA is an
extrapolation of the frequency diverse array (FDA) [?, 13, 14, 117, 118] which describes an array
that emits dissimilar waveforms on each radiating element.
The combination of spatial modulation with FM-noise waveforms creates the fixational eye
movement radar (FEMR) emission scheme. The FEMR emission mimics the subconscious mi-
crosaccade movements performed by the eye through the emission of a coherent beam that dithers
about a chosen center look direction as a function of fast-time. The waveform chosen for this
emission scheme is the PRO-FM waveform due to the non-recurrent and spectral containment
properties it provides. The PRO-FM waveform is designed to provide low range sidelobes through
the use of a spectral shaping optimization. Different forms of spatial modulation are then employed
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in conjunction with the PRO-FM waveform. The idea here is to combine a random FM waveform
with a randomly steered emission to combine the range resolution improvements observed when
transmitting the PRO-FM waveform and the spatial resolution enhancements from spatial modu-
lation. This research begins with spatial modulation in a single spatial dimension to build a good
foundation for the reader and is then extrapolated to a 2nd spatial dimension. The 2-D spatial
modulation most closely mimics microsaccades and as such is the focus of this chapter.
4.2.1 FM-Noise Waveform Choice
While waveforms that better mimic noise in the truest sense of the word do exist, these implemen-
tations suffer from output power limitations due to amplitude modulation. The limitation on trans-
mit power provides an application space confined to short-range radar systems due to high-power
amplifiers requiring operation in the saturation region of their respect gain curves. Because of
this, constant modulus signals are preferred to maintain good efficiency and limit amplifier switch-
ing during operation. The PRO-FM waveform offers a noise-like emission that provides constant
amplitude signals to the transmit power amplifiers to facilitate its use in long-range applications.
The mathematical expressions and methods used to generate each PRO-FM waveform are ex-
plained in detail in section 2.10 but, for the sake of the reader, will be revisited here as well, albeit
brief. The PRO-FM waveform is generated on a segment-by-segment basis, beginning with an in-
dependently generated randomized phase code for each segment. The phase codes are then passed
through the PCFM architecture, outlined in section 2.9, to create the initial random waveform
segments that will then be optimized. The spectral optimization is then completed by project-
ing between a desired spectral template |G( f )|2 and time-domain envelope u(t) in an alternating
projections fashion. This process is shown in (2.51) and (2.52). Once the L segments possess a
spectrum that sufficiently resembles the prescribed spectral template and a time-domain envelope







to avoid phase discontinuities. Here, φend,`−1 is the ending phase of the previous segment. This
step is not required when operating in a pulsed but for simplicity this work will use a continuous
wave (CW) implementation. When operating in CW mode the transition between two adjacent
waveforms must be continuous so as to avoid poor spectral containment caused by periodic abrupt
and "explosive" spectral growth.
4.3 1-D Spatial Modulation
To introduce the concept of spatial modulation and the waveform diverse array (WDA) it is easiest
to begin with a formulation in one spatial dimension. Doing so will allow the reader to develop the
proper understanding before moving on to more complex instantiations, such as a second spatial
dimension. Looking at spatial modulation in one dimension also allows for a simpler analysis of
characteristics such as the time-varying beam pattern (TVBP), aggregate beam pattern (ABP), and
spectral containment, among others.
For spatial modulation in the single dimension, consider a uniform linear array with elements
equally spaced along the z-axis and with boresight being the y-axis. The uniform linear array
(ULA) geometry used in this formulation of spatial modulation is a slightly modified version of
the array shown section 2.8 and is depicted in 4.2. The inter-element spacing d and total number
of elements M remains the same. The center look direction for each pulse (or waveform seg-
ment) is designated by ψC (instead of spherical coordinate θ ) and is defined from [−90◦,90◦] with
ψC = 0 being boresight. Assuming that the waveforms being simulated adhere to the narrowband









Figure 4.2: Uniform linear array geometry.











ensuring that the array centered at coordinate location (0,0). Under the narrowband assumption,





The fast-time beam steering is controlled by generating a spatial offset sequence of length N +1,
defined as {∆0,∆1, . . . ,∆N}. This sequence is defined relative to current center look direction ψC
and contains the spatial degree offsets for each fast-time sample of the steering code. During the nth
code interval the coherent beam will steer from (ψC+∆n−1) to the location described by (ψC+∆n).
To mimic fixational eye movements the offsets are randomly generated within a prescribed bound
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around the center look direction. To implement this direction change on an array the location in






sin(ψC +∆n)− sin(ψC +∆n−1)
)
(4.4)
for n = 1,2, . . . ,N, where the difference between adjacent values in the spatial offset sequence is
calculated. The N total electrical phase changes are stored in the N×1 vector x = [ε1,ε2, . . . ,εN ],
which parameterizes the fast-time beam steering. Leveraging the PCFM architecture described in



























which ensures the signal remains continuous when switching to new center look directions on the





for the `th PRO-FM waveform segment. From this formulation the baseband far-field emission as
















The far-field emission is calculated as the element-normalized summation of the M 1-D MIMO
waveforms multiplied by a complex phaser containing the mth wavenumber. The ABP is found by
integrating the time-varying beampattern (TVBP)
BTV = g(t,ψ)g∗(t,ψ) (4.10)
over the pulsewidth Tp. Here, (•)∗ denotes complex conjugation. The ABP of random spatially
modulated emissions will be compared to a staring beam to observe the amount of main-beam
spoilage. By observing the TVBP a better visual representation of fast-time random beam steering
will be presented. The next section presents some 1-D random spatial modulation simulation
results before moving on to the much more interesting 2-D random spatial modulation, actually
simulating FEM produced by the human eye.
4.4 1-D Spatial Modulation Simulations
All simulation results provided in this section use the same underlying parameters. Shown in
Figure 4.2 is the uniform linear array geometry used, with M = 20 elements centered at the origin
when using the element indexing described in (4.2).
Three steering techniques will be evaluated and compared to compare the effects of random
spatial modulation with previous work, consider the following steering scenarios. The first is a
linear sweep, the next is the sinusoidal sweep, and the last is the randomized beam steering, which
mimics FEM in one dimension. The linear steering pattern sweeps incrementally from −∆max
to +∆max. The sinusoidal pattern traces a cosine shaped path over the same range. The random
steering pattern is generated by sampling a uniform distribution defined over the interval ±∆max
with a mean value of ψC. A single PRO-FM waveform segment with BT = 200 was generated
and emitted using the three steering techniques described above. The spatial modulation code is
generated on a segment-wise basis, similar to the PRO-FM waveform, and is defined relative to the
segment’s center-look direction ψC. The range over which the fast-time beam steering is conducted
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is determined by ∆max.
The TVBP offers an intuitive look into how the fast-time beam steering is conducted. Note
that the vertical axis is in (normalized) fast-time samples, meaning that the instantaneous beam
pattern for that sample is represented by the horizontal cut from the selected figure. Also note that
since the vertical axis is fast-time, and not range, the main beam of the emission is not bending
or contorting out in space. Figure 4.3 displays the TVBP for the three steering patterns discussed,
where Figure 4.3a is linear, Figure 4.3b sinusoidal, and Figure 4.3c random. Each steering pattern
was defined with center look direction ψC = 5◦ and ±∆max = 5◦. Inspecting the TVBPs shown in
Figure 4.3 allows the reader to observe the chaotic random beam steering and contrast it with the
more structured steering techniques. This random structure closely resembles that of the microsac-
cades shown in Figure 4.1. One important thing to note is that spectral containment performance
degrades, especially for the random spatial modulation case, when steering (or dithering) across
intervals larger than 10-25 degrees. Next, consider the impact each beam steering technique has on
the aggregate beampattern, as shown in Figure 4.4. The spreading of the mainbeam and associated
loss in emitted power for the three steering techniques relates directly to the width of the fast-time
beam steering swath, ∆. In this particular case the random steering exhibits the most narrow main
beam and the largest peak power. Note also that the peaks are normalized to show the loss in power
relative to each steering technique. The broadening of the linear and half-wave sinusoid steering
techniques equates less power on target, especially when observing the "dip" in the center of the
half-wave ABP.
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(a) Linear. (b) Sinusoidal.
(c) Randomized.
Figure 4.3: Comparison of time-varying beam patterns for linear (a), sinusoidal (b), and random
(c) fast-time beam steering for center-look direction ψC = 5◦.
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Figure 4.4: Aggregate beampattern comparison between the half-wave sinusoid, linear sweep, and
random fast-time steering patterns for center-look direction ψC = 5◦.
An interesting thing to note is how the main lobe of the randomized spatial modulation emission
is slightly off-center from the center-look direction of 5◦. Due to the steering being generated from
a uniform PDF each new spatial offset can reside at any location bounded by ψC± 5◦. If one
were to look at the mean of the spatial offsets it would be slightly less than the current center
look direction in this case. Over enough pulses or a long enough single segment the peak of the
main lobe would be centered in the proper location. Next consider the peak normalized ABP
responses for the three techniques in Figure 4.5. This figure allows for easy observation of the
enhanced spatial resolution of random spatial modulation when compared to linear and half-wave
sinusoid steering patterns. The tightening (or "slimming") of the mainlobe for the random spatially
modulated emission shows the slight improvement to spatial resolution over the other two steering
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techniques. As will be seen in section 4.6, random spatial modulation improves upon the spatial
resolution of a stationary starring beam too.
Figure 4.5: Peak normalized aggregate beampattern comparison between the half-wave sinusoid,
linear sweep, and random fast-time steering patterns for center-look direction ψC = 5◦.
Next consider the effect of spatial modulation on the spectra of transmitted signals in Figures
4.6 and 4.7. Within each plot is the spectrum of three individual array elements. The three elements
are the outermost elements of the ULA and the center or next to center element. Figure 4.6 depicts
the spectrum of an LFM when linearly steered in fast-time. The purpose of this figure is to offer
insight into how the bandwidth of the transmitted signal expands during linear spatial modulation.
The offset of the yellow and blue traces from the red trace illustrate this expansion. The total
growth in bandwidth can be calculated as the difference between the blue and yellow traces. Due
to the relationship between frequency and phase, the spectrum of each array element will be shifted
slightly lower or higher in frequency than the center-most element.
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Figure 4.6: Transmit spectra of the first, middle (or next-to-middle), and last element of a ULA
when using an LFM and linear spatial modulation.
Next is the spectra of the random spatially modulated signals when transmitting the PRO-FM
waveform. This spectrum appears messy and the slight bandwidth expansion is difficult, if not
impossible to observe with the eye. However, even though the spectrum appears spinous and
messy the Gaussian-like ship is readily apparent. Any bandwidth expansion due to this emission
scheme is difficult to observe also. Please note that all simulation results shown in this section use
only a single pulse or waveforms segments and no coherent processing is implemented. Multiple
pulses could be integrated to show tighter spectra and better responses. Single-pulse performance,
however, is good enough for the sake of simulation and lends better insight into the effects that
random spatial modulation has on the transmitted signal.
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Figure 4.7: Transmit spectra of the first, middle (or next-to-middle), and last element of a ULA
when using the PRO-FM waveform and random spatial modulation.
4.5 2-D Spatially Modulated FM Noise Emissions
This section will further extrapolate the previous spatial modulation formulation to incorporate a
second spatial dimension with a FM noise emission. The 2-D spatially modulated emissions are
forged using a special type of MIMO to form a fast-time-varying coherent beam, as developed
in [1, 40, 41, 43, 44] and further explored in [42]. The PRO-FM waveform formulation described
in detail in 2.10 and a specialized version extrapolated for use with the WDA, expressed in section
4.2. Once the spectral optimization of the L waveform segments is complete, a phase rotation is
completed as described in (4.1). Thus the bank of waveforms sL(t) is prepared to be applied to
spatial modulation.
The array geometry shown in Figure 4.8 describes a uniform planar array (UPA) with elements
Mx and Mz in the x- and z-planes and array center located at the origin, coordinate location (0,0).
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This particular indexing is chosen such that the Azimuth angle, ψ , and elevation angle, θ , are zero
at array boresight, ensuring the center of the array maintains coordinate location (0,0), with range
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hold under the narrowband array assumption [84] with wavelength λ dependent on the center
frequency.
A length N + 1 code containing 2-D spatial offset values defined as {∆az0 , ∆az0 , . . . , ∆az0 } and
{∆el0 , ∆el0 , . . . , ∆el0 } is generated for each waveform pulse (or segment) which designates the fast-
time beam steering relative to array center look direction (ψC, θC). The offsets in azimuth and
elevation are independently generated to avoid possible correlation. During the nth segment of the
spatial code, the beam coherently sweeps from the previous offset location (ψn−1, θn−1) to the
current modified center look direction described by ψn = ψC +∆azn and θn = θC +θ
el
n .
The PCFM architecture (described in detail in section 2.9) is used to transform the spatial
offset codes into continuous phase-offset sequences that can be applied to continuous waveforms.
As described earlier, to point the mainbeam of an array to a certain coordinate location in space
via electronic steering the coordinate values must be transformed into a phase offset to be applied
















for elevation. Indexing is characterized from n = 1, . . . , N− 1 and are stored in N× 1 vectors
xx =
[
εx,1, . . . , εx,N
]T and xz = [εz,1, . . . , εz,N]T which parameterize the azimuth and elevation
spatial modulations. These vectors contain a sequence of phase-offsets that will be applied to the
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signals sent to each array element to control the fast-time steering directions.




































for azimith and elevation respectively, where g(t) is some desired shaping filter over duration Tp,




























































are created by randomly
sampling from a prescribed PDF that is formed to subtend a solid angle in space and is symmetric
about the center look directions mentioned above. By randomly and independently sampling the
chosen PDF, the fast-time steering will mimic FEM produced when staring or focusing on an object
for extended periods of time. To illustrate this implementation consider Figures 4.9 and 4.10. The
center cut of a Gaussian distribution truncated at −5◦ and 5◦ so as to stay within ±5◦ of the center
look direction is shown in Figure 4.9. Figure 4.10 illustrates how the same truncated Gaussian PDF
in 2-D space for a center look direction of (15◦, 10◦). Do note that the bounds on the PDF are
defined with respect to the center look direction and not in absolute azimuth or absolute elevation.
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Figure 4.10: Truncated Gaussian PDF in 2-D for ψC = 15◦ and θC = 10◦.
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Each of the L PRO-FM waveform segments will have L corresponding spatial modulation codes
xx,` and xz,` as well as individually defined center look directions (ψC,θC). The center look di-
rection for this emission scheme can change at a maximum rate equal to the time width Tp of
each segment. If the center look direction lingers in the same direction for multiple segments
then a mismatch in phase and consequent discontinuity will occur if the proceeding waveform







time-adjacent waveform segments require different center look directions a transition stage of










Thus, combining the the spatial modulation signals produced in (4.17) and (4.18) with the `th











that are generated by the array element indexed as m = (mx,mz) for the `th waveform segment.
This normalizaiton term provides unit energy to each transmit antenna element with (•)mx and
(•)mz producing the Vandermonde response, facilitating beam steering in azimuth and elevation.
The PCFM architecture described in section 2.9 can be used to generate MxMz physical 2-D MIMO






























and time-varying beam pattern (TVBP) as
BTV(t,ψ,θ) = g`(t,ψ,θ) g∗`(t,ψ,θ) (4.24)
where (•)∗ denotes conjugation. The ABP of the FEMR emission will be used to display bene-
fits with regard to spatial resolution enhancement at the cost of SNR. The TVBP of a 2-D array
emission is difficult to view in a report format and requires recording and playback of a movie to
effectively describe what is occurring. Because of this the TVBP of the 2-D emission will not be
shown in this report.
4.6 2-D Spatial Modulation Simulations
The assessment of the random spatial modulation employed by the fixational eye movement radar
(FEMR) emission scheme will be completed by comparing the impact of PDF selection and how it
relates spatial resolution enhancement with loss in SNR. The loss in SNR occurs due to the smear-
ing of the main beam when its direction of emission is modulated with fast-time. The examples
shown include changing the look direction of adjacent waveform segments and discrimination of
closely-spaced targets. The FEMR emission will be compared to other array emission types that
do not possess spatial modulation, including a staring beam and spoiled beam.
4.6.1 Relationship Between PDF Choice and SNR
Beginning with the impact on receive SNR determined solely by the fast-time beamsteering PDF,
which can be of any arbitrary shape, consider the following example. Figure 4.11 shows three pos-
sible choices for the spatial offset PDF. The three example PDFs shown are the truncated Gaussian,
complementary truncated Gaussian, and uniform. We define the complementary Gaussian PDF as
an "upside-down" Gaussian in shape which presents a bimodal structure by placing the higher
probabilities toward the limits of the PDF. Doing this will allow for greater diversity in spatial
modulation. Consider a scenario where the target scene contains a single scatterer located at array
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Figure 4.11: Truncated Gaussian, uniform, and complementary truncated Gaussian PDFs for ran-
dom spatial modulation.
boresight and will be illuminated by a Mx = 20 by Mz = 20 UPA. The scene will be illuminated
using the three PDFs shown in Figure 4.11 and the same PRO-FM waveform segment with BT
of 200. Notice that each PDF is truncated to ±5◦ of the center look direction which corresponds
to the null-to-null beamwidth (roughly ±5.7◦) for a starring beam at boresight. Due to the array
having the same number of horizontal and vertical elements the azimuth and elevation responses
will be the same, and as such we show only the azimuth aggregate beampattern responses.
Figure 4.12a illustrates the loss in SNR experienced when using different PDFs to control
spatial modulation as compared to a staring beam. The staring beam displays no loss while the
truncated Gaussian, uniform, and complementary truncated Gaussian PDFs exhibit decreases in
SNR. Next the improvements in spatial resolution can be seen in Figure 4.12b as compared to the
baseline staring case. The spatial resolution enhancement depends largely upon the PDF choice
and, by observation, could be surmised that larger mean spatial modulation deviations equates
better enhancements to spatial resolution. There also seems to be a direct correlation between the
amount of spatial resolution enhancement and the amount of SNR loss. These figures illustrate
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(a) Spatial ambiguity function. (b) Normalized spatial ambiguity function.
Figure 4.12: Center cut of the azimuth-elevation ambiguity function comparing trade-off between
SNR loss (a) and spatial resolution enhancement (b) for staring beam (purple), truncated Gaussian
PDF (blue), uniform PDF (red), and complementary truncated Gaussian PDF (yellow).
the trade-offs between enhanced spatial resolution and SNR loss due to the size of the deviations
with respect to center look direction (ψC,θC). Table 4.1 quantifies the information shown visually
in Figure 4.12 to provide better insight into the benefits and costs associated with each PDF type.
The improvement to spatial resolution is determined by the magnitude of the difference between
the width of the baseline staring beam and the spatially modulated beams. Note that there is a
slight difference between the spatial resolution enhancement in azimuth and elevation in each row
of table 4.1 caused by the independent sampling of the spatial offset codes for each dimension.
These percentage improvements will vary slightly from segment-to-segment caused by this random
sampling.
Table 4.1: Spatial resolution enhancement and SNR loss for different random spatial modulation
PDFs
Spatial Modulation Type Spatial Resolution (%) SNR Loss (dB)
Azimuth Elevation Azimuth/Elevation
Staring beam 100 100 0
Truncated Gaussian 95.47 95.43 0.85
Uniform 90.57 89.85 2.10
Comp. Truncated Gaussian 85.15 85.80 3.25
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4.6.2 Changing Look Directions
Next consider the situation where the center look direction changes from segment to segment. This
function could be useful for tracking multiple targets or when scanning multiple areas simultane-
ously. The spatial modulation was generated using the truncated Gaussian PDF shown in Figure
4.11 with center look direction (ψC,θC) being the mean of the PDF. Two PRO-FM waveform seg-
ments were generated, each with time-bandwidth product 200. Both segments were over-sampled
by 4 relative to the 3-dB bandwidth to ensure ample fidelity in simulation. The two waveform
segments were emitted in different respective spatial look directions (0◦,−25◦) and (15◦,10◦),
meaning one segment was emitted in the first location and the next segment was emitted in the
second location. A short, one code element long (so 4 discrete samples), steering sequence is
embedded between the segments to facilitate continuous steering between the two look directions.
The aggregate beam pattern (ABP) of this simulated emission is shown in Figure 4.13a, calcu-
lated using (4.23), with spatial modulation being controlled by the truncated Gaussian PDF. There
are two distinct mainlobes present in the ABP plot located at the corresponding emission locations.
The transition stage can be seen in Figure 4.13b as the straight line connecting the last sample of
the first segment to the first sample of the proceeding segment. This transition stage is inserted
between adjacent segments so as to provide a continuous transition from one center-look direction
to the next. Figure 4.14 shows how the bimodal nature of the complementary truncated Gaussian
PDF affects the ABP, as compared to the monomodal truncated Gaussian. The differences when
comparing 4.13a and 4.14a are easily observable in that the complementary Gaussian ABP adds
spreading in the spatial sidelobes as well as a widening of the mainlobe.
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(a) (b)
Figure 4.13: Aggregate beampattern (a) and instantaneous mainlobe trace (b) in wavenumber space
for random spatial modulation emitting in two different look directions, controlled by the truncated
Gaussian PDF.
(a) (b)
Figure 4.14: Aggregate beampattern (a) and instantaneous mainlobe trace (b) in wavenumber space
for random spatial modulation emitting in two different look directions, controlled by the comple-
mentary truncated Gaussian PDF.
Figures 4.13b and 4.14b display the instantaneous mainlobe trace for the spatially modulated
emissions. Each figure contains a subfigure that offers a better look at the peak trace for the second
look direction. Due to the mean deviation of the spatial offset step size being much smaller with
the truncated Gaussian PDF, the mainbeam remains closer to the center of each look direction with
very few large fast-time sweeps. The complementary truncated Gaussian displays ubiquitous large
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spatial offset steps, hence the spreading observed in the associated ABP. The comparison of these
two figures offers a brief glimpse at how PDF choice can influence the radiated beam pattern for
each segment. Figure 4.15 displays the ABP as it would appear to an observer located close to the
second center-look direction for these two waveform segments. This figure provides a good look
at the directivity of this emission pattern with associated sidelobe structure.
Figure 4.15: A 3D representation of the aggregate beam pattern for two adjacent 2-D spatially





Figure 4.16: "Jack" configuration of scatterers in range, azimuth, and elevation, where spatial
separation is ±4.5◦ relative to center look direction (0,0).
4.6.3 Discrimination of Closely Spaced Targets
Next, the ability for FEMR to discriminate between closely spaced scatterers will be investigated.
Consider the target configuration in Figure 4.16, which resembles a toy jack, where scatterers
are offset in both spatial dimensions as well as range. This scene will be illuminated using three
different emissions schemes: a staring beam, phase-only beam spoiling [89], and random spatial
modulation controlled by the complementary truncated Gaussian PDF from Figure 4.11. Each
scheme will utilize the same PRO-FM waveform segment with BT = 200, transmitted in center-
look direction (0,0) from a Mx = 20×Mz = 20 uniform planar array. The 6 scatterers were scaled
such that the receive SNR of each would be 20 dB if illuminated directly with a staring beam and
were assigned independent and random phase. The same noise is applied to each scene as well.
To isolate the effects of random fast-time spatial modulation, and to offer an honest comparison
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to the other two techniques, only the matched filter will be used for receive processing. The
ability for each emission scheme to resolve targets spaced closely in range as well as 2-D space
will be compared with azimuth-elevation and range-elevation plots. Note that the reason a range-
azimuth plot is not shown is that the responses in azimuth and elevation are the same due to the
complementary nature of uniform planar arrays.
First, the staring beam will be investigated. Figure 4.17 displays a cut of the azimuth-elevation
response and Figure 4.18 displays a cut of the range-elevation response when matched filtering
using only the far-field emission of a staring beam. Notice that the staring case is unable to resolve
any of the four targets (possibly one, but a possible sidelobe located in the bottom right of the
plot shows a larger response) offset in space. Target separation in spatial angles φ and ψ is poor
as well. The next figure shows the range-elevation cut where the staring beam easily detects the
targets offset in range but seems to miss the two targets offset in elevation, and is assumed to miss
the corresponding targets offset in azimuth but are not shown.
Figure 4.17: Azimuth-elevation cut for a staring beam.
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Figure 4.18: Range-elevation cut for a staring beam.
Next, the static phase-only beam spoiled emission will be evaluated. Figures 4.19 and 4.20
display the azimuth-elevation and range-elevation responses. The phase-only beam spoiling was
administered by applying a relatively small random dithering to a staring transmit beam. Beam
spoiling is employed to provide wider main beam coverage of a target scene. When comparing the
azimuth-elevation cuts of the staring beam with the beam spoiled emission there seems to be better
target visibility when randomly dithering on transmit but all four targets are clearly not discernible
from each other. The improvement in the range-elevation plot is negligible with regard to the
scatterers offset in spatial angle. A loss in SNR is apparent for the targets offset in range as well.
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Figure 4.19: Azimuth-elevation cut for a static spatially-dithered beam.
Figure 4.20: Range-elevation cut for a static spatially-dithered beam.
Lastly, the FEMR emission will be evaluated when utilizing the complementary truncated
Gaussian PDF to control the spatial offset sequences. Note that the same noise vector for the pre-
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vious two emission techniques was also used for this simulation. Since the matched filter is also
randomly changing with respect to spatial angle the sidelobes of the emission combine to form a
a different scene for each waveform segment as long as different spatial offset sequences are used
for each segment. This combining of sidelobes is what causes the azimuth-elevation and range-
elevation plots for the spatially modulated emission to look different from the staring and static
beam spoiled emissions. It is interesting to note that the noise appears to have finer granularity, al-
most appearing like an improvement to the resolution of the azimuth-elevation and range-elevation
plots. Here the targets offset in spatial angle are easily observable with four distinct peaks shown
in Figure 4.21. The separability between each peak is greater than 3 dB as well.
Figure 4.21: Azimuth-elevation cut for a random spatially modulated beam controlled by the com-
plementary truncated Gaussian PDF.
Figure 4.22 displays the range-elevation cut of the match filtered response. While there is a
slight loss in receive SNR for each target, the separability between all four is quite good. The
targets offset in range are easily discernible amongst the noisy background while showing off the
improvement to spatial resolution when compared to Figure 4.18. The targets offset in elevation
are easily observable with good separation and receive SNR.
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Figure 4.22: Range-elevation cut for a random spatially modulated beam controlled by the com-
plementary truncated Gaussian PDF.
4.6.4 Example Steering Shapes
This section serves as a gallery of sorts for various steering patterns or shapes that were extrapo-
lated from the base spatial modulation framework. The purpose of this section is to convey the near
limitless flexibility this emission scheme provides in terms of controlling the aggregate beam pat-
tern and random dithering shape/style. All patterns are generated using the 2-D spatial modulation
formulation described in detail within section 4.5. Each emission uses a corresponding number of
independent PRO-FM waveform segments described in the figure text for each scheme. Note that
some of these patterns may not hold any significance from the standpoint of a practical application
but instead serve to show that any shape is possible given the proper constraints.
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Figure 4.23: Fast-time conical scan (wreath) with random dithering.
Figure 4.23 depicts the aggregate beam pattern (left) and instantaneous peak-trace of what
could be called a fast-time conical scan pattern. This pattern is created by imposing random dither-
ing while the array steers in a circle. This shape is also affectionately referred to as the "wreath"
steering pattern because the random offsets added to the circle give the appearance of a wreath-like
shape. This pattern is constructed from a single PRO-FM waveform segment and corresponding
2-D spatial modulation segment, meaning each pulse (or CW segment) will traverse the entire cir-
cle. This steering pattern could have applications to tracking or large area search because the entire
circle is traversed with a single pulse/segment. This technique would be much more appealing to
standard conical scan due to traditional conical scan requiring many pulses as well as mechani-
cal motion to steer in the complete circle. This method also shows how easy generating arbitrary
shapes and applying random spatial offsets to the underlying structure is.
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Figure 4.24: A double figure-eight steering pattern over two segments with no dithering.
Figure 4.24 displays a steering shape consisting of two spatial modulation segments combined
with two independently generated PRO-FM waveform segments, with the first steering segment
being a horizontal figure-eight and the second steering segment being a larger vertical figure-eight.
The aggregate beampattern can be seen in the left portion of the figure with the instantaneous
mainbeam peak-trace (or "etch-a-sketch") plot shown on the right. No random dithering has been
applied to the "double figure-eight" shape but could easily be done. This shape was made just
to show how simple shapes can easily be made and modified. However, a shape similar to this
could have some use when tracking multiple targets as a form of double fast-time conical scan for
tracking two targets where the center of each figure-eight loop contains a target of interest.
Figure 4.25: A question mark with random dithering.
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Figure 4.25 shows the aggregate beampattern (left) and instantaneous mainbeam peak trace, or
etch-a-sketch, (right). This steering pattern was created to show the flexibility of 2-D spatial mod-
ulation. There are three waveform and steering segments with the first composing 3π/2 radians of
a complete circle, the second steering in a straight line progressing downwards in elevation, and
the final composing the dot at the bottom of the question mark. Note that the short transition code
element can be seen between the second and third segments. The random dithering was generated
via the complementary truncated Gaussian PDF with relatively tight bounds on the PDF steering
range to maintain a recognizably shaped aggregate beampattern.
4.7 Observations
Previous research on spatial modulation [1, 40, 41, 43, 44] laid the foundation for 2-D random
spatial modulation and subsequent FEMR emission scheme [42]. The FEMR emission has been
determined to effectively mimic the passive actuation of the eye with an active, and coherent,
MIMO emission. The fast-time steering of the coherent beam is created by sampling from a pre-
defined and arbitrarily shaped PDF. Examples of possible PDFs are shown in section 4.6.1. The
width (extent of spatial angles) of the PDF as well as the shape can be changed to control the
spread and placement of power within 2-D space. If considering the FEMR emission scheme at
the system level a multimode functionality could be implemented where target returns feed back
into the generation of the spatial offset sequences and switch between a wider "search mode" and
more narrowed "interrogation mode".
The target separation for the simulations in section 4.6.3 was chosen to lie close to the nulls of
a staring beam for the selected array geometry. Because of this, these results displayed poor target
separability when using a static staring beam since very little power was placed on those targets.
The next set of simulations involved broadening the main beam to place more power on the spa-
tially distributed targets. This resulted in slightly improved receive SNR but little in the way of
improved separability. The FEMR emission, when using a modestly wide bounded spatial modu-
lation PDF, was able to place enough power on the spatially offset targets to offer good separability
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and SNR. These simulations demonstrate the detrimental effects on target detection when closely
spaced targets reside slightly outside of the 3 dB beamwidth of a staring and beamspoiled beam.
These detection drawbacks can be mitigated through the use of spatial modulation to ensure power
is placed on target. Keep in mind that these results use only a single pulse (or waveform segment)
and thus no coherent integration is occurring. With inclusion of multiple pulses and subsequent
coherent integration the results would provide performance improvements matching standard co-
herent processing gain. This series of simulations was formulated to emphasize the single pulse
performance of the FEMR.
Unfortunately the simulation results above have not been verified with experimental free-space
measurements due to the lack of a MIMO testbed. This testbed would require arbitrary waveform
generation capabilities at the element level as well as complex phase synchronization between the
transmitting elements to reduce inter-element distortions of the underlying PRO-FM waveform.
However, because such care and attention has been placed into making the emissions constant
modulus and continuous, there is no reason why 2-D random spatial modulation would not be
amenable to hardware in its current formulation. With hardware-in-the-loop emission optimization
detrimental calibration effects could be handled during emisison formulation.
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Chapter 5
Conclusions and Future Work
Current radar technologies utilizing arbitrary waveform generation capabilities provide remark-
able control and on-the-fly tunability to both the transmitter and receiver. This adaptability has
created new research areas and solved problems once thought impossible. This work exploits the
many desirable properties associated with waveform diversity to explore a polarization diverse and
a biomimetic emission schemes employing FM-noise waveforms. Using both simulated and ex-
perimental results two possible applications for FM-noise radar emissions have been presented.
The first offering a relatively computationally efficient implementation for a simultaneous dual-
polarized emission that leverages high dimensionality to avoid expensive adaptive processing tech-
niques. The second mimicking fixational eye movements observed in mammals via a biomimetic
implementation of MIMO involving fast-time beam steering.
This proposed simultaneous dual polarized FM-noise emission scheme leverages the high di-
mensionality of the PRO-FM waveform to provide co/cross-polarization receive separability given
enough transmitted pulses. The benefit to this approach is potentially lower computational cost
by avoiding the use of expensive adaptive receive processing techniques by instead using a large-
enough number of pulses to afford similar results. The chosen FM-noise waveform was the pseudo-
random optimized (PRO) FM noise radar emission due to it being constant modulus, continuous,
and maintaining good spectral spectral containment, unlike traditional noise waveforms with AM
effects. Because the PRO-FM waveforms are randomly and independently formed, the simulta-
neous emission of orthogonal polarizations can be formulated such that with coherent processing
over enough pulses (or CW segments) the orthogonally polarized emissions are separable. This
eliminates the need to alternate illumination modes and avoids the associated reduction in PRF.
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Simultaneous emission also ensures complete coherence between all four co- and cross-polarized
returns (HH, HV, VH, and VV).
The use of pre-summing, typically used to aid in the reduction of data requirements for SAR
processing, was found to enhance the incoherent combination of sidelobes when processing the
received echoes. One thing to note is that the polarization isolation of the test equipment was a
limiting factor on the cross-polarized separation performance. Further investigations into these
hardware-based performance limitations with antennas offering better isolation is required to ex-
perimentally validate the good polarization isolation suggested in simulation. This emission scheme
could be applied to other orthogonal polarization modes like right-hand and left-hand circular or
±45◦, but would be application specific. These other modes could be implemented via hardware
or when designing the waveform pairs. Intuitively, the performance of other polarization modes
should mirror the results shown above but experimental validation of these assumptions is re-
quired. This simultaneous emission mode could be further enhanced with subsequent polarimetric
processing [12, 126] that will be investigated in future work.
An emission scheme mimicking the fixational eye movements observed in mammals was pre-
sented that utilized a particular form of active MIMO emission to steer a coherent mainbeam in
fast-time. This implementation builds upon previous work on spatial modulation and the wave-
form diverse array to include an FM-noise emission. Previous work on spatial modulation has
classified and derived performance metrics for basic steering shapes. The FEMR emission scheme
merged randomness with fast-time beam steering to effectively mimic microsaccades. These mi-
crosaccades (or fixational eye movements) occur duing long periods of fixation and are thought to
enhance visual acuity by aiding in the resolution of spatial ambiguities. The FEMR emission is
formulated to dither about a center-look direction by sampling from any arbitrarily shaped PDF.
An independent spatial offset sequence is generated for each new PRO-FM waveform segment to
be emitted.
From the simulation results displayed in sections 4.6.1 to 4.6.3 the FEMR emission improves
spatial resolution based on the size of the random dithering conducted about the center-look di-
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rection. A trade-off between receive SNR and enhanced spatial resolution was also discovered,
again based on the PDF used. Implementing multiple consecutive center-look directions in a CW
mode was also investigated. The enhanced ability to discriminate between closely spaced targets
was also compared to a staring beam and a beamspoiled beam. Experimentally demonstrating the
FEMR emission emission scheme using some form of MIMO testbed, whether using a linear or
planar array, would provide more insight into the applicability of fast-time beamsteering. Due to
the great care with respect to maintaining a continuous and constant modulus signal to each an-
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