Deliverable D1.4 Visual, text and audio information analysis for hypervideo, final release by Apostolidis, E. (Evlampios) & et al.,
Deliverable D1.4 Visual, text and audio information analysis for hypervideo,
final release
Evlampios Apostolidis / CERTH
Nikolaos Gkalelis / CERTH
Fotini Markatopoulou / CERTH
Damianos Galanopoulos / CERTH
Eftichia Mavridaki / CERTH
Christina Papagiannopoulou / CERTH
Vasileios Mezaris / CERTH
Daniel Stein / FRAUNHOFER
Milan Dojchinovski / UEP
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Milan Šimůnek / UEP
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Abstract (for dissemination) Having extensively evaluated the performance of the technologies
included in the first release of WP1 multimedia analysis tools, using
content from the LinkedTV scenarios and by participating in inter-
national benchmarking activities, concrete decisions regarding the
appropriateness and the importance of each individual method or
combination of methods were made, which, combined with an up-
dated list of information needs for each scenario, led to a new set
of analysis requirements that had to be addressed through the re-
lease of the final set of analysis techniques of WP1. To this end, co-
ordinated efforts on three directions, including (a) the improvement
of a number of methods in terms of accuracy and time efficiency,
(b) the development of new technologies and (c) the definition of
synergies between methods for obtaining new types of information
via multimodal processing, resulted in the final bunch of multimedia
analysis methods for video hyperlinking. Moreover, the different de-
veloped analysis modules have been integrated into a web-based
infrastructure, allowing the fully automatic linking of the multitude of
WP1 technologies and the overall LinkedTV platform.
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1 Introduction
This deliverable describes the final release of the set of multimedia analysis tools for hypervideo, as
designed and developed by WP1 of the LinkedTV project. The starting point for this release was the
group of methods presented in D 1.2. The performance of these techniques was extensively evaluated
during the third year of the project, either using collections of multimedia content from the scenarios of
the LinkedTV project, or by participating in international benchmarking activities, such as TRECVID 1
and MediaEval 2. This evaluation resulted in a set of concrete decisions regarding the appropriateness
and the importance of each individual method or combination of methods, for addressing the analysis
requirements of the LinkedTV scenarios.
The extracted conclusions, combined with an updated list of information needs and demands for
each scenario, led to a set of goals that had to be achieved through the release of the final set of
analysis techniques. So, our target during this year in the project was to implement a new toolbox of
methods that would offer more accurate and meaningful analysis results, while demanding less time for
processing, and for doing so we worked on three directions: (a) we improved a subset of techniques
from the first release both in terms of detection accuracy and time efficiency (e.g., shot segmentation,
concept detection), (b) we introduced new analysis components (e.g., optical character recognition) and
(c) we created synergies between these methods aiming to provide new analysis results (e.g., chapter
segmentation and face tracking) and support multimodal analysis (e.g., topic segmentation). Our efforts
resulted in a new set of techniques and links among them, as illustrated in Fig. 1.
Figure 1: The group of techniques included in the final release of WP1 multimedia analysis tools, and the
synergies among them for supporting multimodal analysis for video hyperlinking. Dashed lines indicate
techniques or connections among them that we developed and tested but decided not to include in the
default automatic analysis pipeline of WP1 that is realized by the WP1 REST service.
The following sections, presenting with the different analysis techniques, are structured in the same
way: they start with a problem statement, including a short review of the current state of the art. Sub-
sequently we introduce the LinkedTV approach we developed for LinkedTV, we explain the advances in
comparison to previous similar LinkedTV technique that were presented in D1.2, if any, and report the
results of experiments conducted for evaluation. Finally we discuss the evaluation results and thereby
give an outlook on future research directions.
The first two sections of the deliverable concentrate on techniques for the temporal decomposition of
a video at different granularity levels. Specifically, Section 2 deals with the segmentation of videos into
shots, which are sequences of frames captured uninterruptedly from a single camera. These temporally
and visually coherent parts of the video can be seen as the most elementary structural units of the video,
thus making shot segmentation the fundamental analysis step of most high-level video content analysis
approaches that were developed in LinkedTV. Section 3 concentrates on methods for segmenting videos
into story-telling parts, called topics or chapters. Three different techniques are presented: (a) a generic
multimodal approach that relies on a combination of audio, text and visual analysis, aiming to identify the
different topics discussed in a video, (b) a method adapted to the needs and characteristics of the videos
from the LinkedTV documentary scenario, which defines chapter segments based on the re-detection of
a visual cue, called “bumper”, and a set of rules about the structure of the videos, and (c) a technique
that is customized for videos from the LinkedTV news show scenario, and defines the different topics of
1http://trecvid.nist.gov/
2http://www.multimediaeval.org/
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the show based on the detection of the anchorperson.
Subsequently we focus on audio analysis, presenting the underlying technology for automatic speech
recognition (ASR) and speaker identification. Section 4 initially describes the three main components of
ASR analysis, i.e., the used acoustic model, the defined dictionary of words and the employed language
model. Then reports the progress made in each of these components since the previous release of
ASR analysis techniques (D1.2), highlighting the achieved improvements based on the new developed
models and the enriched dictionaries. Section 5 briefly discusses methods for distinguishing the differ-
ent speakers in a video. Afterwards, a multimodal approach for speaker identification, that relies on a
database of speakers (created by applying Optical Character Recognition (OCR) on the banners of a
video) and a method for describing the vocal characteristics of each speaker, is presented and evaluated
using data from the LinkedTV project.
The output of ASR can be further processed by the text analysis technique presented in Section 6.
This section deals with methods for identifying important words, termed “keywords”, from textual sources
related to a multimedia content, such as the subtitles or the metadata of a video, or transcripts automati-
cally extracted from ASR analysis. The extracted keywords can be used as tags for annotating either the
overall multimedia content of smaller fragments of it, allowing the retrieval, clustering and categorization
of media fragments with related content.
We proceed in Section 7 with the presentation of a technique for video concept detection, which is
one of the most challenging tasks of high-level multimedia analysis. Using the video keyframes extracted
for each defined fragment by the shot segmentation technique as input, this analysis module focuses on
the detection of concepts depicted in each one of them, aiming to provide a higher level description of
a video and to automatically identify videos belonging to various domains. Moreover, the output of this
analysis is also utilized by the video event detection algorithm presented in Section 8, which can be used
as an advanced technique for more effective ways of indexing, summarizing, browsing, and retrieving
of video content, by enriching the video annotations resulting from concept detection with additional
event-related annotations.
After the presentation of each individual technique from the final release of the set of multimedia anal-
ysis tools, in Section 9 we describe the developed framework for establishing a simplified and automated
communication channel between the multimedia analysis toolbox of WP1 and the overall LinkedTV plat-
form. This web-based framework, termed “WP1 REST Service”, consists of a set of inter-linked REST
services, that cooperate in order to support all the different types of analysis provided by WP1 of the
LinkedTV project.
The deliverable concludes with a discussion in Section 10, on future plans and opportunities for
extending the developed infrastructure for multimedia analysis.
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2 Shot segmentation
2.1 Problem statement and brief overview of the state of the art
Considering a video as a sequence of frames, as illustrated in the first row of Fig 2, its segmentation
into shots can be interpreted as the identification of video fragments that are composed by consecutive
frames captured uninterruptedly from a single camera. The inherent temporal and visual coherence of
these fragments, which are called shots, makes them self-contained visual entities that constitute the
basic building blocks of the video. Based on this, shot segmentation aims to identify the elementary
structure of the video, thus being the basis of a number of high-level video analysis techniques, such as
video semantic analysis, higher-level video segmentation (e.g., into story-telling parts), video summa-
rization, indexing and retrieval.
The decomposition of the video into the shot level is depicted in the second row of Fig. 2, and is
performed by detecting the transition between pairs of consecutive shots of the video. The most com-
monly used visually-related shot transition techniques in the post-production process of the video editing
phase can be divided in two general classes. The first class includes abrupt transitions, or cuts, where
the last frame of a shot is followed by the first frame of the next shot. An indicative example of abrupt
transition is presented in the third row of Fig 2. The second class contains gradual transitions, where a
short transition period exists between the shots, including frames that are composed by combining the
visual content of these shots, using one or more video editing effects such as dissolve, wipe, fade in/out
and morph. The last row of Fig 2 shows an example of dissolve transition. In addition to accurately
detecting both of the aforementioned types of shot transitions, the required computation time is another
critical property of a video segmentation algorithm, similarly to any algorithm that needs to be applicable
to vast amounts of video content.
Early approaches to shot segmentation in uncompressed video were based on pair-wise pixel com-
parisons and/or the comparison of color histograms between video frames, calculated either for each
entire frame or at a finer block level [ZKS93]. Other techniques exploited structural features of the video
frames, such as edges, and performed shot segmentation by estimating for instance the edge change
ratio between frames [ZMM99]. Recent extensions of such methods include [QLR+09] and [LL10],
where the video shots are detected based on the combination of edge information with color histograms
and motion, respectively.
After the introduction of Support Vector Machines (SVM) [Vap95] several approaches used them
for shot segmentation, as a way of classifying video frames into “boundary” and “non-boundary”. A
method that compares normalized RGB histograms and uses a trained SVM classifier was introduced
in [CLG09], while another SVM-based approach that employs intensity pixel-wise comparisons, HSV
histograms and edge histograms was proposed in [LYHZ08]. Furthermore, visual features that are not
typically used for video shot segmentation, such as the Color Coherence [PZM96] and the Luminance
Center of Gravity, were combined in a SMV-based approach for abrupt and gradual transition detection
in [TMK08].
Following the development of scale- and rotation-invariant local descriptors (e.g., SIFT [Low04] and
SURF [BETVG08]), several algorithms that rely on them were also proposed. In [LK13] a technique
based on the detection and tracking of objects in successive video frames was introduced. According
to this, the SIFT descriptors extracted from the frames are clustered into a predefined number of bins,
creating a codebook of visual words. Each frame is then represented by a histogram of words and the
shot boundaries are determined based on the similarity of these histograms. In [LDSL10], a divide-and-
rule scheme that combines SIFT descriptors and SVM classifiers for capturing the changing statistics of
several kinds of transitions was proposed, while a different approach based on frame entropy and SURF
descriptors was presented in [BADB11]. Local feature extraction and processing was also used at the
kernel-based shot segmentation method described in [LZZ08], as a part of a post refinement strategy
for minimizing the false alarms caused by camera flash-lights and fast background change.
Indicative examples of alternative methods for shot segmentation include techniques applied on the
compressed data stream, such as the ones introduced at [PC02] and [DVZP04], and algorithms that use
polynomial data (B-spline) interpolation [NT05], a linear transition detection scheme [GC07], a graph-
partitioning technique [CNP06] and a method based on QR-decomposition [AF09].
For a more detailed overview of the state-of-the-art techniques for shot segmentation, the reader is
referred to Section 3.1 of D1.1.
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Figure 2: Video decomposition at the frame and the shot level, and indicative examples of abrupt and
gradual transition between consecutive shots of the video.
2.2 LinkedTV approach
The LinkedTV shot segmentation technique is based on the algorithm we proposed in [AM14]. Starting
from this approach, we further modified some parts and we extended some others, ending up with a new
shot segmentation algorithm that exhibits improved performance both in terms of detection accuracy and
time efficiency.
Our algorithm exploits the descriptive efficiency of both local and global descriptors for assessing
frame similarity. Specifically, each frame of the video is represented by an HSV color histogram and a set
of ORB descriptors (proposed in [RRKB11]), allowing the algorithm to detect effectively the differences
between a pair of frames, both in color distribution and at a more fine-grained structure level. Then
both abrupt and gradual transitions are detected by quantifying the change in the content of successive
or neighboring frames of the video, and comparing it against experimentally specified thresholds that
indicate the existence of abrupt and gradual shot transitions. Finally, a simple fusion approach (i.e.,
taking the union of the detected abrupt and gradual transitions) is used for forming the output of the
algorithm.
The detection strategies applied by the shot segmentation algorithm for the identification of each type
of transition are described in details in the following sub-sections.
2.2.1 Detection of abrupt transitions
Abrupt transitions are detected between successive video frames where there is a sharp change in
the visual content, which is expressed by a very low similarity score. For measuring the resemblance







In the above formula F(i) is the calculated similarity score, d(Hi,Hi+1) is the normalized correlation
of the HSV histograms Hi and Hi+1, which have W bins (50 bins for hue and 60 for saturation), and
b(Hi,Hi+1) denotes the Bhattacharryya factor for the same pair of histograms. d(Hi,Hi+1) and b(Hi,Hi+1)
are computed as follows:
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The ORB parameter that affects the number of detected keypoints was set to 400, while the matching
of the calculated descriptors was performed in a brute force manner (i.e., each descriptor extracted from
one frame was matched against all the descriptors extracted from the following frame), looking each time
for the 2 best matches via k-Nearest Neighbor (k-NN) search. So, for each detected keypoint in frame
i we search for the best matches in frame i+ 1 that correspond to the two nearest neighbors N1 and
N2. Erroneous matches are then filtered-out based on the following rule: we keep a keypoint in frame i
and its corresponding best match in frame i+1 if ‖N1‖ / ‖N2‖ ≤ 0.8, where ‖ ·‖ is the Hamming distance
between the corresponding nearest neighbor and the keypoint. Then, the factors Oi and O′i of Eq. (1)
are computed as the ratio of the matched keypoints Mi to the number of detected keypoints in each of








Based on the resulting similarity scores (Eq. (1)), an abrupt transition is declared in between every
pair of frames with a similarity score lower than a threshold Ta = 0.03. Furthermore, noting that an
instant change in the luminance of a frame, caused by camera flash-lights, can be interpreted as an
abrupt transition by many shot segmentation algorithms, we apply a flash detector on each detected
abrupt transition aiming to filter out possible outliers due to flashes. Assuming that a shot boundary was
detected between frames i and i+ 1, the flash detector skips frames i+ 1 and i+ 2 which usually are
strongly affected by the change in luminance, and evaluates the visual similarity between frames i and
i+ 3, using Eq. (1). The computed score is compared against the same threshold Ta and if it is higher
then the shot transition is recognized as a false alarm and is removed, while in a different case the shot
transition is identified as a valid one.
The calculation and comparison of HSV histograms and the extraction and matching of ORB de-
scriptors between pairs of frames was realized using version 2.4.7 of the OpenCV library 3. Aiming to
speed-up the analysis we consider the number of video frames T and we create four equally balanced
groups of them. These groups contain T/4 consecutive frames of the video and are overlapping in the
following way: group 1 contains frames from 1 to T/4, group 2 contains frames from T/4 to T/2, group
3 contains frames from T/2 to 3T/4 and group 4 contains frames from 3T/4 to T . By adopting this
partition scheme we ensure that all pairs of successive frames will be evaluated in terms of their visual
similarity. After this splitting, the sequential procedure of pairwise frame comparisons is replaced by
four parts that performed in parallel, after invoking the multi-threading/multi-processing operations of the
Intel OpenMP runtime library 4. The latter combined with the Threading Building Blocks (TBB) library
of Intel 5, guarantee that the entire processing power of all the available CPU cores will be exploited for
making the analysis as fast as possible.
2.2.2 Detection of gradual transitions
For the detection of gradual transitions, we further analyse the computed similarity scores trying to iden-
tify patterns that correspond to progressive changes of the visual content over sequences of frames.
Denoting F the curve (see Fig. 3) formed by the similarity scores computed in the first part of process-
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as described in Alg. 1. The output of this algorithm is a vector C of scores that represent the visual
dissimilarity between each frame that corresponds to a local minimum of the moving average curve G
(Alg. 1) and two frames that correspond to local maxima of the same curve and surround the former
local minimum. Video frames where the computed dissimilarity is higher than a threshold Tb = 0.3 are
declared as candidate shot boundaries due to gradual transition.
Algorithm 1 Detection of potential gradual transitions.
Notation: T is the number of frames of the video, F(i), i = 1...(T − 1) are the similarity scores, G(k),
k = 1...(T −2V −1) is the moving average curve, V = 5 is the temporal window for computing G(k),
E(k) is the first order derivative of G(k), vectors Gmin and Gmax store the local minima and maxima
of G(k), D(k) is the dissimilarity vector, C(k) is the clustered dissimilarity vector, R is the video’s
frame-rate and Y = 0.15.
Input: The similarity scores F(i).
Ensure: The clustered dissimilarity vector C(k).
1: Load F(i) (top graph in Fig. 3) and compute the moving average vector G(k) (middle graph in Fig. 3)
as:




2: Calculate E(k) as the first order derivative of G(k) and store the local minima and maxima of G(k) in
vectors Gmin and Gmax, respectively
3: Calculate D(k) (bottom graph in Fig. 3) as:
for k = 1→ (T −2V −1)
if frame k is the p− th element of Gmin then D(k) =
|F(Gmin(p))−F(Gmax(p−1))|+ |F(Gmin(p))−
F(Gmax(p)|, else D(k) = 0
4: Calculate C(k) (bottom graph in Fig. 3), as:
for k = 1→ (T −2V −1)
if D(k)> Y then C(k) = ∑R/2l=−R/2 D(k+ l) (pro-
viding that D(k+ l) exists), else C(k) = 0
As depicted in the middle and bottom graphs of Fig. 3, some of the detected gradual transitions might
correspond to sequences of frames exhibiting object or camera movement. Aiming to identify these
outliers, two different gradual transition detectors are combined with a movement detector, considering
each time a restricted neighborhood of frames around each defined candidate.
Specifically, given a candidate, a dissolve transition detector that is based on the approach of [SLT+05],
examines the monotony of the pixel intensity values for the frames lying between the frames that corre-
spond to its previous and following local maxima from vector Gmax, and compares it against pre-defined
patterns that indicate the existence of dissolve transition. In case of dissimilarity between these patterns,
the detected gradual transition is rejected as being a false alarm, while otherwise a movement detector
is applied, assessing the visual similarity between the first and the last frame of the considered neigh-
borhood of frames, based on the formula of Eq. (1). If the calculated score is higher than a threshold
Tc = 0.05, we consider that the compared frames belong to the same shot and we remove the detected
shot boundary as a false alarm due to object/camera movement. If the detected candidate go through
this two-step filtering procedure, then we retain it as a valid shot boundary due to gradual transition.
A different approach is utilized for the identification of wipe transitions. For each defined candidate,
a detector that is based on the the algorithm proposed in [SPJ09] extracts the so-called Visual Rhythm
Spectrum and analyzes it aiming to evaluate the existence of wipe transition. The area of frames that is
examined by the wipe detector for a given candidate, is a temporal window that starts from the previous
local maxima of this candidate, from vector Gmax, and is extended to the next 20 frames. If the result of
this analysis declares inexistence of wipe transition, then the detected candidate is removed as a false
alarm. In a different case the movement detection criterion described above is applied again, leading
to the final judgement regarding the validity of the detected candidate as shot boundary due to gradual
transition.
2.2.3 Advances in comparison to previous versions
Starting from the shot segmentation algorithm described in Section 2.2 of D1.2 (denoted as T0 in the
sequel), our aim was to improve it, both in terms of detection accuracy and time efficiency. Both of these
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Figure 3: Analysis of the similarity scores for the detection of gradual transitions. The top graph illustrates
the frame similarity scores calculated by HSV histogram comparison (first fraction in Eq. (1)), ORB
descriptor matching (second fraction in Eq. (1)) and their combination (F), for 350 frames of a video.
The middle graph presents the computed moving average (curve G) for each of these score curves. The
bottom graph shows the calculated dissimilarity vectors before (D) and after (C) clustering.
goals were challenging due to the fact that the algorithm already exhibited high performance, achieving
precision and recall scores greater than 90% in our experiments using a small set of videos from the
LinkedTV content (described in Section 2.3 of D1.2), while its time efficiency was varying between 1.5−2
times of the video’s actual duration (i.e., 1.5− 2 times slower than real-time processing), depending on
the number of gradual transitions that had to be classified by the utilized SVM-based framework.
The choices were either to create a faster and more accurate variation/extension of this algorithm or
to designing and develop a new one from scratch. After some internal tests with the algorithm T0 our de-
cision was to build a new method. These efforts resulted in the implementation of the shot segmentation
algorithm described in [AM14] (denoted as T1 in the sequel). As described in [AM14], the algorithm ex-
hibited slightly improved performance in terms of precision, recall and F-Score, compared to the already
high detection efficiency of T0, while at the same time a remarkable reduction of the needed processing
time had been achieved by utilizing GPU-based parallel processing. This reduction made the algorithm
4 times faster than T0, and thus capable (3 times faster) of real-time processing.
The next version of the shot segmentation algorithm (denoted as T2 in the sequel) occurred after
replacing the extraction and matching of SURF descriptors, by the extraction and matching or ORB
descriptors. This modification led to further minor improvement of the detection accuracy, keeping the
algorithm’s time performance at the same levels.
Aiming to handle gradual transitions (which is the most tricky for a shot segmentation algorithm to
detect) in a more effective way, we extended T2 by integrating two detectors that were dedicated to
the identification of dissolves and wipes. This extension led to a newer version of the shot segmenta-
tion algorithm (denoted as T3 in the sequel), which was further improved the detection accuracy of T2,
achieving over 30% better performance, in terms of F-Score, at the detection of gradual transitions.
Finally, motivated by the goal for even faster processing we tried to accelerate the sequential pair-
wise frame similarity evaluation, which is the most time consuming part and one of the core elements
of the algorithm. For this purpose, we divided the overall volume of frames in 4 equal parts, where
each part includes consecutive frames of the video and is overlapping in 1 frame with the next one.
These parts are analyzed by 4 different threads that run in parallel by utilizing the multi-threading/multi-
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processing operations supported by the Intel OpenMP 6 and Thread Building Block 7 runtime libraries.
This, in combination with the replacement of the GPU-based extraction and matching of ORB descrip-
tors by CPU-based processing (the CPU-based implementation of ORB descriptor in version 2.4.7 of the
OpenCV library 8 exhibited much more faster performance then the GPU-based one, on the machines
that were used for the development of these algorithms) resulted in the final and utilized version of the
shot segmentation algorithm (denoted as T4 in the sequel; this is the complete algorithm described in
detail in Section 2.2 above). The applied changes led to further significant reduction of the needed
processing time, making the T4 algorithm at least 2 times faster, compared to T3.
All this progress is described in details, by the experimental results that are reported in the following
section of the deliverable.
2.3 Experimental evaluation and comparisons
The experiments were conducted on a PC with an Intel i7 processor at 3.4 GHz, 8 GB of RAM and a
CUDA-enabled NVIDIA GeForce GTX560 graphics card. The employed dataset was a collection of 15
videos from three different categories: i) 151 min. of news shows from the German public broadcaster
RBB9, ii) 140 min. from a cultural heritage show of the Dutch public broadcaster AVRO10, called “An-
tiques Roadshow”, and iii) 140 min. of videos from the archive of the Netherlands Institute for Sound
and Vision11.
Ground-truth segmentation of the employed video dataset was created by human annotation of the
shot boundaries. Overall, our dataset contains 3647 shot transitions, where 3216 of them are abrupt
and the remaining 431 are gradual. For each one of the tested approaches we counted the number
of correct detections, misdetections and false alarms and expressed them in terms of Precision, Recall
and F-Score. Time efficiency was evaluated by expressing the required processing time as a factor of
real-time processing, i.e., comparing these times with the actual duration of the processed videos (a
factor below 1 indicates faster-than-real-time processing).
The performance of the utilized shot segmentation approach T4, concerning both the detection ac-
curacy and the time efficiency, was evaluated and compared against the performance of techniques T0
to T3, while in addition our experiments included a technique similar to the method proposed in [LK13],
using SIFT descriptors, dense sampling and a predefined codebook of 1K visual words, (denoted as T5
in the sequel), and an extension of the previous technique, also presented in [LK13], combining SIFT
descriptors, dense sampling, a predefined codebook of 1K visual words and RGB color histograms,
(denoted as T6 in the sequel). The experimental results are summarized in Table 1.
Table 1: Experimental results for the considered techniques.
Technique Precision Recall F-Score Processing Time
(x Real-Time)
T0 [TMK08] 0.860 0.906 0.882 1.254
T1 [AM14] 0.887 0.917 0.902 0.297
T2 0.913 0.910 0.912 0.292
T3 0.939 0.931 0.935 0.295
T4 0.943 0.941 0.942 0.135
T5 [LK13] 0.745 0.469 0.576 2 (as reported in [LK13])
T6 [LK13] 0.919 0.377 0.535 2 (as reported in [LK13])
This table illustrates the progress made step-by-step during the previous year in LinkedTV regarding
video shot segmentation analysis. Aiming each time at further improvement we constantly made some
progress, resulting to a technique which compared to the previous shot segmentation algorithm reported
in Section 2.2 of D1.2, is considerable better in terms of detection accuracy and is remarkably faster
(seven times faster than real time processing). As can be seen, the utilized in the LinkedTV project
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T0 to T3, showing considerably better performance in terms of precision, recall and F-score. Moreover,
this algorithm clearly outperforms the other tested methods T5 and T6 that rely on the use of SIFT local
descriptors. As shown in Table 1, these techniques exhibit similar precision scores for significantly lower
recall scores, which is consistent with the findings of [LK13].
Regarding the time performance, the running time of T4 is almost 9 times faster than the previously
used shot segmentation algorithm T0 (D1.2). The difference between these techniques is reasonable
since the method in [TMK08] employs visual features that introduce higher computational complexity,
compared to the calculation of HSV histograms and ORB descriptors, while the detection of shot bound-
aries via SVM classifiers is more time consuming compared to simple tests with predefined thresholds.
Moreover, by using CPU-based processing in combination with multi-threading/multi-processing tech-
niques for parallelizing the computing of the most computationally intensive part of the algorithm we
achieve significant gains, even compared to the GPU-based implementations T1 to T3, as shown in the
last column of Table 1 (over 2 times faster processing). Concerning the other methods, the reported
time in [LK13] is half of the video’s frame-rate, which means twice the video’s duration. This is explained
by the fact that the calculation of SIFT descriptors over a dense pixel-grid and their assignment to a
codebook, as in [LK13], require significant amounts of computations.
2.4 Discussion
Having already available the shot segmentation algorithm described in Section 2.2 of D1.2, which has
shown remarkably good performance, in terms of detection accuracy, in the experiments reported in
Section 2.3 of D1.2, our main concern was to improve the time performance of the algorithm, aiming at
faster-than-real-time-processing. This goal was set by the fact that real-time (or even faster) processing
of video content was considered as one of the core demands for supporting effectively the video analysis
and enrichment operations that take place at the video editing phase.
Motivated by this goal we developed techniques that achieved processing times many times faster
than real-time processing using either GPU-based parallel computing or CPU-based multi-threading op-
erations. Simultaneously, each time we aimed to improve the detection performance of the shot segmen-
tation algorithm via integrating specific criteria and techniques that address efficiently the challenging
task of gradual transition detection. The result of these efforts is the shot segmentation algorithm that
was described in Section 2.2. Moreover, the experiments reported in Section 2.3 is strong evidence of
the significant progress that were made on this field during the last year in the project.
The developed approach represents the current state-of-the-art. However, an open research direc-
tion around the developed shot segmentation algorithm would be to think of a way for extracting and
describing information hidden in the motion flow of the video. The exploitation of such information would
enable the extinction of the remaining few false alarms due to object and/or camera movement, lead-
ing to detection accuracy near to 100%. On this other side, a challenging task is to test how the time
efficiency will be affected by this and what is finally the best balance that can be achieved between
detection accuracy and time performance.
3 Chapter segmentation
3.1 Problem statement and brief overview of the state of the art
One of the most challenging tasks of video analysis is the identification of the story-telling parts of the
video, i.e., semantically coherent temporal segments covering either a single event or several related
events taking place in parallel. The relevant literature describes this problem as video scene segmenta-
tion, while adopting it to the characteristics of the multimedia content related to the LinkedTV scenarios,
we refer to this higher-level temporal decomposition as topic or chapter segmentation.
Primarily, video scene segmentation builds upon the output of video shot segmentation, performed
either automatically (e.g., using one of the techniques discussed in Section 2.1) or manually, by grouping
the defined shot segments into scenes, according to the semantic similarity of shots. Several methods
have been introduced for performing this task, relying either on the visual stream only, or on the combi-
nation of different modalities of the multimedia content, such as the audio stream or the video subtitles.
A category of techniques for scene segmentation includes graph-based methods, where the tempo-
ral links between shots are represented using graphs and scene segmentation is performed by applying
some graph partitioning method. Such an approach has been introduced in [YYL98]. The proposed
Scene Transition Graph (STG) algorithm groups similar shots based on their similarity and a set of
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temporal constraints, where the similarity is assessed by computing the visual resemblance between
extracted keyframes for each shot. The created sets of shots form the nodes of a graph, while the
temporal connections between the nodes of the graph (i.e., between pairs of shots from individual
groups) are represented by the edges of the graph. The result of this procedure is a directed graph,
where the scene boundaries of the video are defined by finding the cut edges of the graph. Similar
approaches that rely on graph representations of the shot level segmentation of the video were also
proposed in [RS05], [NMZ05] and [ZWW+07].
Methods that evaluate the inter-shot similarity and perform scene segmentation by applying different
segmentation strategies have been also proposed. In [CKL09] the visual content of each keyframe
is represented by utilizing two local descriptors (SIFT [Low04] and Contrast Context Histogram (CCH)
[HCC06]). The extracted descriptor vectors are then clustered into k groups that correspond to the k
“words” of a pre-defined vocabulary of visual words, forming a “bag-of-words” representation for each
keyframe. Finally a histogram of “words” is created for the video, and the scene boundaries of the video
are defined by applying a temporal smoothing strategy that is based on a gaussian smoothing kernel,
similar to the approach presented in [LMD07]. In [ZL09] scene segments are shaped by evaluating
the spatio-temporal coherence of the video shots, based on a temporal constraint and the difference in
activity between keyframes from different shots, measured by the inter-frame correlation. Alternatively,
in [RS03] a two-pass algorithm was proposed; in the first step, potential scene boundaries are defined
by grouping shots based on the Backward Shot Coherence (BSC) metric, while in the second step
a function, called scene dynamics (SD), that considers the shot length and the motion content in the
potential scenes is measured. Based on the output of this function, a scene merging criteria is applied
in order to filter weak candidates, forming the final output of the algorithm.
Another approach is the hierarchical method of [HLZ04], which merges the most similar adjacent
shots step-by-step into scenes, using as similarity measure the intersection of HSV color histograms
and a stop condition based either on a similarity threshold or to the final scene numbers, while an
un-supervised clustering algorithm that combines multi-resolution analysis and Haar wavelet transfor-
mations was introduced [LZ07]. Moreover, methods that rely on statistical analysis and perform scene
boundary detection using the Markov Chain Monte Carlo (MCMC) technique, the Hidden Markov Mod-
els (HMM) and the Gaussian Mixture Models (GMM) were proposed in [ZS06], [XXC+04] and [LLT04]
respectively.
Besides the approaches reported above, multimodal techniques that also exploit information ex-
tracted from the audio channel were described. Such an approach was introduced in [SMK+11], where
the authors developed a Generalized STG (GSTG) approach that jointly exploits low-level and high-level
features automatically extracted from the visual and the auditory channel, using a probabilistic frame-
work that alleviates the need for manual STG parameter selection. The GSTG algorithm is utilized
by the method proposed in [Bre12], where, besides color histograms, semantic information extracted
from a speaker diarization and a speech recognition method is also incorporated in the framework,
by applying various kinds of fusion. Following a different strategy, the algorithm in [CMPP08] groups
shots into scenes based on the analysis of visual and audio attentive features, where visual attention is
computed by extracting the salient regions from the video keyframes and analyzing the created trajecto-
ries of these regions between successive keyframes of the video, and audio attention is described and
measured based on the audio background. Other audio-visual-based approaches have been proposed
in [CTKO03], [KCK+04], [WDL+08] and [VNH03].
For a more detailed overview of the state-of-the-art techniques for scene segmentation, the reader
is referred to Section 3.2 of D1.1.
3.2 LinkedTV approach
Three different techniques have been developed in the scope of LinkedTV; the first is a generic multi-
modal topic segmentation approach that relies on visual, audio and text analysis; the second is a chapter
segmentation approach that exploit prior knowledge about the structure of the videos from the documen-
tary scenario, and is based on the detection of a pre-defined “bumper” which demarcates the end of a
chapter; the third is a different chapter segmentation algorithm adapted to the analysis needs for the
videos from the news show scenario, which defines the different chapters based on the detection of the
anchorperson and a set of rules related to the structure of the news show. Each of these methods is
described in details in the following subsections of the deliverable.
It should be noted that the latter two techniques presented in this section, although tuned for the
content of the LinkedTV scenarios, can be adapted to other similar content (documentaries and news
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content, respectively) or other genres of video that exhibit a structure that is detectable by means of
object re-detection or frame visual classification techniques (e.g. various sitcom shows). This adapta-
tion can be achieved by specifying the exact visual cues that demarcate the transitions between video
chapters, e.g. the different graphics or logos that are used as chapter ”bumpers”, while it would generally
require limited effort (e.g. providing to the algorithm a few images of the graphics or logos that need to
be re-detected, or re-training a specific visual classifier).
3.2.1 Generic topic segmentation algorithm
The developed topic segmentation algorithm is a multimodal approach that relies on a combination of
visual, audio and text analysis. Specifically, the visual stream of the multimedia content is analysed
by the shot segmentation algorithm described in Section 2.2, resulting in the video’s shot segments
and a number of representative keyframes for each of these shots. The defined shots and keyframes
are utilized as input to the scene segmentation method of [SMK+11]. The output of this analysis is a
vector of scores V(i), where i = 1...(S− 1) and S is the total number of video’s shots, that express the
appropriateness of each shot boundary as being also a scene boundary. The range of these values
is [1,P], where P is a user-defined parameter of the scene segmentation algorithm. This parameter
determines the number of different created STGs that will be combined via the developed probabilistic
framework of the algorithm, alleviating the need for manual STG parameter selection.
In parallel to the visual stream analysis, automatic speech recognition (ASR) is applied on the au-
ditory channel, following the algorithm presented in Section 4.2. Following, the created transcripts are
processed by a keyword extraction algorithm (see Section 6), aiming to identify the main concepts or
topics discussed in the multimedia content. The outcome of this audio- and text-based processing is a
vector of keywords, while the time information of the occurrence of each keyword in the video is also
stored. Based on this information the extracted set of keywords is divided into subsets, where each
subset is temporally aligned to a shot of the video and includes the keywords that are lying within this
window. In case that no keywords were detected for a video shot, then the corresponding subset of
keywords would be an empty one. The defined subsets of keywords are then processed in a sequential
pairwise fashion, evaluating the lexical cohesion between pairs of successive subsets and a score is
calculated for each pair of subsets, by penalizing splits that break the word coherence. The result of this
analysis is a vector of non-normalized scores L(i), where i = 1...(S− 1), with each score representing
the suitability of a shot boundary as being a good splitting point based on the lexical cohesion.
Given the vectors of scores coming from visual and audio-text analysis, the end boundaries of the
topic segments are detected according to the following algorithm:
Given the fact that topic segments, similar to the shots segments, are non-overlapping successive
video fragments, the starting frame of the first topic corresponds to the first frame of the video, while the
starting frame of the remaining segments is determined by the frame that follows the ending frame of
the previous segment. This 2xK matrix that contains the starting and ending times of each defined topic
segment, expressed in frames, is the final output of the algorithm.
3.2.2 Chapter segmentation algorithm for the LinkedTV documentary scenario
A chapter segmentation method adapted to the analysis requirements and the characteristics of the
videos from the documentary scenario was also developed. This technique exploits prior knowledge
about the structure of the videos and the editing operations that take place at the post-production stage,
and segments the videos into big chapters that are temporally demarcated by the appearance of an
artificially created logo, called “bumper”. This “bumper” (see Fig. 4(a)) is used for the transition between
the chapters of these videos, which is most commonly performed by utilizing the wipe effect (an example
of such a transition is depicted in Fig. 4(b).
Based on this knowledge, the videos of the documentary scenario are segmented into chapters, via a
two-step procedure. Initially, the videos are segmented into shots using the shot segmentation algorithm
presented in Section 2.2, while one representative keyframe is selected for each shot. As reported in
this section, the developed method is capable of detecting both types of transitions (i.e., abrupt and
gradual) with high accuracy, so the wipe transitions that include the “bumper” are identified successfully.
Following, the output of the shot segmentation analysis and an instance of the utilized “bumper” are given
as input in the object re-detection algorithm described in [AMK13]. This algorithm is an improved version
of the object re-detection approach presented in Section 8.2 of D1.2. Specifically, the detection accuracy
was increased by employing two artificially created instances of the object of interest, in order to enhance
the detection of extremely close (zoomed in) or extremely far (zoomed out) appearances of the object
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Algorithm 2 Detection of topic boundaries.
Notation: S is the number of shots of the video, B(i), i = 1...(S− 1) is the vector with the detected
shot boundaries expressed in frames, V(i), i = 1...(S− 1) is the vector of scores based on visual
analysis, Vn(i), i = 1...(S− 1) is the vector of normalized scores based on visual analysis, L(i),
i = 1...(S−1) is the vector of scores based on audio-text analysis, Ln(i), i = 1...(S−1) is the vector of
normalized scores based on audio-text analysis, F(i), i = 1...(S−1) is the created vector after fusing
the normalized scores, T h is the lower threshold that indicates the existence of a topic boundary,
T( j), j = 1...K is the vector with the defined topic boundaries, and K is the number of detected
topics.
Input: The vectors of scores V(i) and L(i).
Ensure: The topic boundaries of the video T( j).
1: Load V(i) and compute Vn(i) by normalizing the computed scores in the range [0,1] as:
for i = 1→ (S−1)
Vn(i) = mathb fV (i)max(mathb fV )
2: Load L(i) and compute Ln(i) by normalizing the computed scores in the range [0,1] as:
for i = 1→ (S−1)
Ln(i) = mathb f L(i)max(mathb f L)
3: Calculate F(i) as:
for i = 1→ (S−1)
F(i) = 0.5∗mathb fV n(i)+0.5∗mathb f Ln(i)
4: Define the number of topic segments K, by applying the formula: K = 2.69∗S0.43
5: Define the lower threshold T h by sorting the values of F(i) in decreasing order and selecting the Kth
value of the sorted list of scores
6: Define the vector with the topic boundaries expressed in frames T( j) as:
Set j = 1
for i = 1→ (S−1)
if F(i)≥ T h then T( j) = B(i) and j = j+1
Set T(K) = B(S)
in the video frames. Time efficiency was improved by replacing the CPU-based processing of the most
time consuming parts of the analysis (i.e., local feature description and matching) by GPU-based parallel
computing, while the exploitation of prior knowledge about the structure of the video extracted by the
shot segmentation analysis, allowed the replacement of the sequential analysis of the video frames
by a more efficient frame sampling strategy that led in a further remarkable reduction of the needed
processing time. In total, the new object re-detection approach proposed in [AMK13] showed slightly
better performance than the initial implementation that was included in the first release of analysis tools
for hyperlinking, achieving higher levels of detection accuracy (99.9% Precision, 87.2% Recall and 0.931
F-Score), while at the same time is 40 times faster, being capable for faster-than-real-time processing
(the needed time is 0.10 x real-time).
The outcome of this two-step analysis is a vector with the shots that include the re-detected “bumpers”.
These shots, and more specifically their ending frames, define the ending boundaries of the detected
chapters of these videos. Similarly to the topic segments, the chapter segments are non-overlapping
consecutive fragments of the video, which means that the starting frame of a chapter is the very next
of the ending frame of the previous chapter. Moreover, for each defined chapter segment five repre-
sentative keyframes, that can be used as visual overview of the chapter, are extracted by applying the
keyframe extraction approach described in Section 3.2.4. So, the final output of the developed chapter
segmentation approach is composed by a 7xK matrix (with K being the number of detected chapters),
where the first two columns correspond to the starting and ending times of the chapters (expressed in
frames) and the following five columns include the frames that were selected as keyframes for each one
of the defined chapters.
3.2.3 Topic segmentation algorithm for the LinkedTV news scenario
Following a similar strategy with the implementation of the chapter segmentation algorithm for the doc-
umentary scenario and based on human observation, we defined the visual cues and a set of rules
that can be used for detecting the different structural parts of the videos from the LinkedTV news show
scenario (which revolves around RBB news videos). The developed approach relies on the output of the
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(a) The used “bumper”. (b) Wipe shot transition using the “bumper”.
Figure 4: The “bumper” that is used for denoting chapter transitions in the videos of the documentary
scenario and an example of wipe transition between shots, using the “bumper”.
shot segmentation algorithm of Section 2.2 and the detection of the news studio or the anchorperson.
For this purpose we trained a set of 10 new visual classifiers that are used for the identification of video
frames that depict instances of the studio where the news show takes place, or appearances of the an-
chorpersons that run the show. The utilized framework for training the visual classifiers and using them
for the detection of the news studio and the anchorpersons, is the one described in Section 4.2 of D1.2
using a subset of 10 base classifiers that rely on the extraction of low level feature descriptors (SIFT,
RGB-SIFT and Opponent-SIFT). Moreover, indicative samples from the positive training data are given
in Fig. 5.
Again, a two-step analysis is performed, where the first step includes the detection of the shot seg-
ments of the video and the extraction of one representative keyframe per each defined shot. Then,
the trained classifier, denoted as “RBB Studio Anchorperson” classifier in the sequel, is applied on the
extracted keyframes identifying the shots that include either an instance of the news show studio or one
of the news show moderators. The result of this procedure is a binary vector of size S (with S being the
number of detected shots) where an element of this vector with value 0 means that the corresponding
shot does not contain any instance of the news studio or any of the anchorpersons, while an element
of this vector with value 1 indicates that the corresponding shot includes a detected occurrence of the
studio or one of the anchorpersons. This vector undergoes further processing, where some restrictions
and rules related to the structure of the news show are applied, in order to identify pairs or groups of
successive shots with value 1 (i.e., with detected instances of the studio or the anchorperson) that ei-
ther have to be merged into one (e.g., when there is a distant shot of the studio followed by a close-up
instance of the anchorperson) or must be considered as parts of the same segment (e.g., when there is
a dialogue between the anchorperson and a guest in the studio), concluding to the final set of shots that
compose the ending boundaries of the detected topic segments.
Similarly to the algorithm of the documentary scenario, a 7xK matrix is formed, containing the starting
and ending times and a set of 5 representative keyframes for each topic. This matrix is the final outcome
of the developed topic segmentation technique for the videos of the LinkedTV news show scenario.
3.2.4 Keyframe selection
By grouping shots into chapters or topics, using one of the approaches presented in the previous sec-
tions, a large number of keyframes become available for each chapter/topic (all keyframes of the cor-
responding shots). Aiming to provide a number of representative images that could be used as a brief
overview of events that take place, either at the video level or at the more detailed chapter/topic level, we
extract for each chapter/topic a small number of most representative ones, by clustering the complete
set of available keyframes for the video or chapter/topic.
In order to avoid including keyframes with degraded visual content in chapters representation we
perform image blur detection as a filtering step before clustering. Our image partial blur assessment
approach presented in [MM14], exploits the information derived from the frequency spectrum of an im-
age/keyframe. The original image is partitioned into 9 equal blocks according to the rule of thirds. Subse-
quently, the Fourier transform of the entire image and each of the 9 image patches is computed in order
to extract the appropriate information about their frequency distribution. We achieve the quantification of
high frequencies distribution by subdividing the frequency amplitude according to the following ranges:
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Figure 5: Indicative samples from the positive set that was used for training the “RBB Studio Anhorper-
son” visual classifier.
[1, 100], [100, 150], [150, 200], [200, 300] and [300, max] and calculating this frequency histogram for
each of the ten “images” (initial image, 9 image patches). Finally, all the aforementioned histogram bins
are concatenated in a vector which serves as the input to an SVM classifier which provides a confidence
value indicating the probability of an image being blurred. Thus, taking into account the blur confidence
score we remove the blurred keyframes so as not to be included in the final clustering process.
Following this filtering step, our keyframe selection algorithm takes as input the set of the remaining
keyframes for a video chapter, and represents each one of them by extracting a low-level feature vector
(e.g., HSV histogram). In [PM14] we experimented with high level visual concepts instead of using low-
level features, but while in image collections the visual concepts give better results, in video keyframes
belonging to a single cluster (where several keyframes are very similar), low-level features seem to
work better. The K-means algorithm is then utilized for grouping the extracted feature vectors from the
keyframes of each chapter, into a pre-specified number of clusters, while the keyframe with the feature
vector that is closest to the center of each defined cluster is the selected one. The maximum number of
keyframes that can be selected as representatives for each chapter is set to 5, however in case that the
number of keyframes for a chapter is less than 5 (either from the output of the filtering described above
or due to a small number of shots that compose the chapter) then all the available keyframes for this
chapter are selected by the algorithm.
3.2.5 Advances in comparison to previous versions
The first scene segmentation algorithm that was evaluated for its performance using content from the
LinkedTV documentary scenario is the one introduced in [SMK+11]. Based on the findings of this
evaluation, and as reported in Section 3.6 of D1.1, the performance of this method was limited, since
roughly half of the scenes detected were deemed unnecessary by the annotators.
The first release of WP1 tools did not include any segmentation method for the creation of video
fragments in a level higher than the shot level. However, based on a variety of experiments conducted
during the second year in the project and discussions with the content providers about the analysis
requirements, it was more than obvious that the shot segmentation alone was not enough, since the
created fragments were judged as too fine-grained for use in hyperlinking as, e.g., the end-points of
hyperlinks. For this purpose, we developed the chapter segmentation algorithms that are aligned to the
specific analysis needs of each LinkedTV scenario, while moreover we combined all the different modal-
ities of the multimedia content (i.e., visual, audio and text data), building a generic topic segmentation
algorithm that is applicable to any kind of content.
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3.3 Experimental evaluation and comparisons
The developed chapter segmentation algorithm for the videos of the LinkedTV documentary scenario
performed excellently, building on the high detection accuracy of the utilized object re-detection com-
ponent. The experimental dataset composed by 70 videos from the documentary scenario, having 513
chapter segments in total. The ground-truth for this dataset was created based on human observation.
Based on the conducted experiments, the algorithm achieved 100% accuracy, both in terms of precision
and recall, identifying correctly all shots that included the predefined “bumper” and demarcating suc-
cessfully all the chapter segments of these videos. Regarding the time performance of the algorithm,
the employed object re-detection analysis module is extremely fast, as mentioned in Section 3.2.2, re-
quiring processing time around 10% of the video’s total duration. This in combination with the time
efficiency of the shot segmentation module reported in Section 2.3 (running time 13,5% of the video’s
duration), allow the overall algorithm to run 4 times faster than real-time processing.
Similar performance, in terms of detection accuracy, was exhibited by the topic segmentation algo-
rithm for the content of the news show scenario. The efficiency of this approach was tested using a
collection of 40 videos from this scenario, composed by 524 topic segments that were also defined via
human observation. The accuracy of the algorithm in terms of recall score was measured 96.5%, while
a small number of false alarms resulted in precision score 97.7%. This great performance is due to the
detection efficiency of the set of trained visual concept classifiers, however, the needed time for this
analysis is about 8.5 times of the video’s duration. This considerable requirement in processing time is
explained by the fact that the decision about the existence/in-existence of specific high-level concepts
(such as the news studio or the different moderators of the show) in the visual content of the video
keyframes by utilizing trained visual concept detectors, is much more challenging and computationally
expensive task, compared to the re-detection of a predefined visual pattern (e.g., the “bumper” of the
documentary scenario) by applying image matching techniques. We are currently working on optimizing
the concept detection software and as a result of this optimization we expect to achieve significantly
lower running times in the coming months.
The efficiency of the developed multimodal topic segmentation approach is being evaluated by means
of the LinkedTV participation to the Search and Hyperlinking task of the MediaEval 2014 International
Benchmarking activity, which is in progress. The results of this evaluation will be reported in deliverable
D1.6.
3.4 Discussion
The developed approaches for chapter/topic segmentation of content from the LinkedTV scenarios were
shown to work very well on LinkedTV content, addressing the specific LinkedTV analysis requirements.
The utilized visual cues for finding the temporal boundaries of each chapter/topic in these videos are
suitable for obtaining a meaningful segmentation of these videos into story-telling parts, which is achiev-
able due to the detection accuracy of the employed visual analysis components (i.e., shot segmentation,
object re-detection and video concept detection). Regarding the developed multimodal topic segmen-
tation approach, this is being evaluated as part of LinkedTV’s MediaEval 2014 participation, and the
results will be reported in D1.6.
4 Automatic speech recognition
4.1 Problem statement and brief overview of the state of the art
As stated in D1.2, Automatic Speech Recognition (ASR) describes the process of automatically con-
verting spoken words into text. Typical large-vocabulary systems capable of recognizing conversational
speech (as opposed to command and control applications with only relatively few possible commands)
are built upon three main information sources:
Acoustic model - The acoustic model contains the statistical representation of the features extracted
from the audio stream and phonemes or triphones, which are essentially the building blocks of
speech.
Dictionary - The dictionary defines the set of words that can be recognized and contains the pronunci-
ation alternatives, thus mapping phonemes to actual words.
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Figure 6: Example of feedforward deep neural network (two hidden layers).
Language model - The language model assigns probabilities to sequences of words (n-grams), there-
fore modelling the typical use and phrases in a language.
In order to improve the performance of our automatic speech recognition system, starting from the
approach described in D1.2, we changed the underlying paradigm for both the acoustic model and the
language model. For the sake of completeness, we describe the relevant approaches in more detail
below.
4.1.1 Acoustic Model
The acoustic models can be build on generatively-trained Hidden Markov Models (HMM) with state-
dependent Gaussian Mixture Models (GMM), as in the HTK-Toolkit v 3.4.1 [YEG+06]. Newer approaches
utilize HMMs with Deep Neural Networks (DNN). The main difference between the HMM-GMM and the
HMM-DNN is that the state-dependent GMM are replaced by a multilayer perceptron (MLP) with many
hidden layers (i.e., DNN). Such systems are employed in, e.g., the KALDI toolkit [PGB+11].
The GMM-HMM approach utilizes GMM to determine how well each state of each HMM fits a frame or
a short window of frames of coefficients that represent acoustic input. The DNN-HMM method evaluates
the fit by using a feed-forward neural network that takes several frames of coefficients as input and
produces posterior probabilities of HMM states as output. The DNN technique uses multiple hidden
layers (that is why they are called “deep”) of non-linear hidden units and a very large output layer to
accommodate the large number of HMM states because each phone is modelled by a number of different
context-dependent triphone HMMs.
Each hidden unit typically uses the non-linear logistic function or hyberbolic tangent function (both
with well-behaved derivative and hence, unproblematic for training) to map its total input from the layer
below to the output scalar. For multi-class classification, like in our case, we classify multiple triphone






where k is an index over all classes.
DNNs can be discriminatively trained by stochastic gradient descent by back-propagating derivatives
of a cost function that measures the discrepancy between the target outputs and the actual outputs
produced for each training case. DNNs with many hidden layers are not straight-forward to optimize.
However, using generative pre-training and subsequent discriminative fine-tuning, stable results can be
achieved.
After training, the DNN outputs probabilities of the form p(HMMstate|AcousticInput). To compute a
Viterbi alignment or forward-backward algorithm, procedures which are already successfully employed
over decades in GMM-HMM ASR decoding, we require the likelihood p(AcousticInput|HMMstate). The
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posterior probabilities from the DNN output can be converted by dividing them by the frequencies of the
HMM-states from the forced alignment derived during DNN training. Detailed information on DNN-HMM
for acoustic modeling in automatic speech recognition can be found in [HDY+12].
4.1.2 Language Model
A n-gram language model is a statistical model where the probability of observing a sentence P(w1, ...,wm)










where the conditional probabilities are calculated from n-gram frequency counts derived from n-gram
model training. Especially for higher n-grams, estimating the amount of unseen n-grams, i.e., the n-gram
combination not encountered in training but in theory possible (especially for spontaneous speech), is
an important sub-task, so that probability mass can be shifted accordingly via, e.g., linear discounting.
The IRSTLM Toolkit [FBC08] provides such functionality.
A more recent approach is the Recurrent Neural Network (RNN) LM technique we use for rescoring.
One possible architecture is shown in Fig. 7 and is usually called Elman network, or simple RNN. The
input layer uses the representation of the previous word w(t) concatenated with the previous state of
the hidden layer s(t − 1). The neurons in the hidden layer s(t) use sigmoid activation function. The
output layer y(t), when already trained, represents the probability distribution of the next word given
the previous word and the state of the hidden layer in the previous time step. Training is performed by
standard stochastic gradient descent algorithm and the matrix W which represents recurrent weight is
trained by the backpropagation through time algorithm (BPTT).
Figure 7: Recurrent neural network based language model [MKD+11].
Instead of using the first best hypothesis provided from the ASR system, the ASR system provides
a lattice (which can also be converted to an n-best list) of hypotheses. This lattice is rescored by the
RNNLM which was previously trained on a text corpus. The rescoring is performed by computing the
sentence-level scores given by both n-gram and RNN model, and a subsequent weighted linear inter-
polation of the log-scores given by the LMs and a final reranking of the hypotheses. For evaluation
purposes we use the likeliest hypothesis after reranking (1-best).
4.2 LinkedTV approach
In D1.2, we relied on the HMM-GMM approach for the acoustic model, but we switched to the HMM-DNN
paradigm since. Since the last deliverable, we massively extended our training material by establish-
ing the GER-TV1000h corpus [SSSK14], which covers slightly over 1000 hours of German broadcast
speech data recorded in 16 kHz sampling rate, single channel and stored in 16 bit PCM waveform files.
We also improved the language model (LM) of the speech recognition system by using more training
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label description
〈int〉 If an utterance contains clearly audible background noises, it is tagged
with 〈int〉. The type and volume of noise was not differentiated in this
annotation sequence.
〈spk〉 This tag denotes various speaker noises, such as breathing, throat
clearing or coughing.
〈fil〉 All kinds of hesitations are labeled with this tag.
〈spk change〉 If the speaker changes during the utterance, 〈spk change〉 is inserted
at the corresponding position. Using this annotation, speaker turns can
be inferred and then used for speaker-adaptive training schemes in later
steps.
〈overlap〉 If more than one speaker is talking at the same time, the utterance is
marked with this tag.
〈foreign〉 One or more foreign words, sometimes proper names but most of the
time original material with a voice-over.
〈mispron〉WORD〈mispron〉 Clearly mispronounced words are enclosed in this tag.
〈reject〉 If a whole utterance can not be transcribed, it is marked with this tag.
** If one or more words are unintelligible (e.g., due to background noise),
they are transcribed with **.
= Word fragments are transcribed and end with =, marking them as in-
complete.
Table 2: Complete list of labels used for the annotation of the new training corpus.
data, by increasing the dictionary size, by applying more sophisticated training algorithms and by apply-
ing a modern lattice hypothesis rescoring approach based on RNNs.
Speech recognition is commonly measured as the word error rate (WER), which is defined by the
Levenshtein distance [Lev66] (i.e., the minimum number of substitutions, deletions, and insertions nec-
essary to transform the hypothesis into the reference), divided by the reference length. An evaluation of
the system and its configurations can be found in Section 4.3.
4.2.1 Advances in comparison to previous versions
We reported improvements to our overall architecture in: [SOA+13, SSS13, SSS13, NSS14, SSSK14].
We continue to describe the individual advances in the models.
4.2.1.1 New acoustic model paradigm: deep neural networks
Now, we switched the whole architecture to the KALDI-toolkit [PGB+11], and hence, the HMM-DNN
paradigm. The reason for this is two-fold: first, the development on HTK-Toolkit has been discontinued
since March 2009 (HTK-Version 3.4.1), and second, the ASR research community reports huge gains
via DNNs in the last few years, and Kaldi-Toolkit is able to provide these for our needs.
4.2.1.2 New training material: GER-TV1000h corpus
We collected and manually transcribed a new huge training corpus of German broadcast video material,
containing 2,705 recordings with a volume of just over 900 h. The new corpus is segmented into utter-
ances with a mean duration of approximately 5 seconds, yielding 662,170 utterances, and is transcribed
manually on word level. The total number of running words is 7,773,971 without taking additional an-
notation into account. Individual speakers are not annotated, but speaker changes within an utterance
are marked and allow for a rough speaker adaptive training scheme. The recorded data covers a broad
selection of news, interviews, talk shows and documentaries, both from television and radio content
across several stations. In addition to the verbatim transcript, the tags in Table 2 were used to further
describe the recordings.
The audio is recorded and stored in 16-bit PCM waveform files, with 16 kHz sampling frequency and
a single mono channel. Utterances containing one or more annotations with 〈int〉, 〈overlap〉, 〈foreign〉,
〈mispron〉, 〈reject〉, 〈**〉 or 〈=〉 were excluded for the following experiments from the clean speech train-
ing data. This preselection leads together with older data sources to a training collection of 292,133
utterances with a total duration of 322 h and 3,204,599 running words with 118,891 distinct types. Look-
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ing at the occurrences of 〈spk〉, we observe an average respiratory rate of 9 breaths per minute, and 26
words per breath.
We restricted ourselves to clean speech sections. In this deliverable, we report results on up to 636
hours of training, as listed in Table 3.
Training Set Duration (h) # Utterances # Words # Words
total unique
TS I [BSB+10] 105 119.386 997.996 62.206
TS II 322 292.133 3.204.599 118.891
TS III 636 529.207 5.940.193 181.638
Table 3: Training sets for acoustic modelling derived from GER-TV1000h Corpus.
4.2.1.3 N-gram language model
For the older models as in D1.2 we used a 3-gram (i.e., n-gram with n = 3 or trigram) language model
with a dictionary size of approximately 200,000 words derived from a text corpus of approximately 30
million words containing German text from different domains, e.g., news, broadcast, rss-feeds.
We noticed from file inspection that some ending variants of words were missing, and hence it would
be obvious to increase dictionary size. This text-corpus is naturally error prone, i.e., some words are
misspelled or do not even exist. A way to circumvent this is to only put words in the dictionary and in the
LM which occur more often than or equal to a certain number count c. To be on the safe side we choose
c = 5. With c = 5 we noticed that the former text corpus of 30 million words was not enough to increase
the dictionary size, so we increased the text corpus size to 85 million words of German text. We filter the
text corpus in a way that every line of text is unique in the corpus and do not occur twice, which would be
redundant information. With the word count threshold of c = 5 we were able to raise the dictionary size
to approximately 365,000 words. We further increased the complexity of the n-gram model from n = 3
to n = 5 model. More complex language model naturally are more computational expensive ergo ASR
decoding takes longer time and is more memory consumptive.
Fortunately there is a way to both increase the performance of the system while approximately main-
taining the computational cost. This technique is called language model pruning. After training a complex
language model we can prune it i.e., we delete entries of phrases (i.e., n-grams with n > 1) which are
very unlikely. Hence, phrases that have been seen very rarely in the text corpus are deleted, while the
likely phrases, those which occur often, are retained. Using that technique the pruned language model
covers most of the important information of the unpruned model, but is significantly less complex and
hence, less computational consumptive. Without going into detail, decoding with the new pruned 5-gram
model trained on 9 millions lines of text and having a dictionary size of approximately 350,000 words is
even slightly faster than the older 3-gram model.
We will also see in the evaluation section (Section 4.3) that we improve the performance of the ASR
system significantly by applying this 5-gram model. For n-gram LM training we use IRSTLM Toolkit
[FBC08].
4.2.1.4 Recurrent Neural Network Language Model
We apply RNNs for LM rescoring, which is delivered by Recurrent Neural Network Language Modeling
(RNNLM) Toolkit [MKD+11]. In our case we use the text corpus with 85 million words for both n-gram
and RNN LM training, so the dictionaries of the LM from both methods are consistent. In our system we
set N = 20 (parameter N from N-best list) derived from empirical optimization. Using a lower number de-
creases performance significantly, using a higher number only improves performance slighty but makes
rescoring slow. N = 20 is also within the recommendation of the authors. We use 200 hidden units in
the hidden layer of the RNNLM. Both parameters are within the recommended range of values from the
authors.
We will see in the evaluation section (Section 4.3) that applying RNNLM rescoring improves the
performance of the ASR system. Without going into details RNNLM rescoring is fast, but memory
consumptive when using large LM.
c© LinkedTV Consortium, 2014 26/62
Visual, text and audio information analysis for hypervideo, final release D1.4
4.3 Experimental evaluation and comparisons
An overview of all development and evaluation sets which were used during this evaluation is given
in Table 4. For development, we use a corpus of German broadcast shows which contains a mix
of planned (i.e., read news) and spontaneous (i.e., interviews) speech, for a total of 2,348 utterances
(3:29 h, 33,744 words). For evaluation, we make use of clean speech segments of the DiSCo corpus as
described in [BSB+10], and use “planned clean speech” (0:55 h,1,364 utterances, 9,184 words) as well
as “spontaneous clean speech” (1:55 h, 2,861 utterances, 20,740 words).
Dataset Type Duration (h) # Utterances # Words
Development Development 3:29 2.348 33.744
DiSCo [BSB+10] planned clean 0:55 1.364 9.184
DiSCo spontaneous clean 1:55 2.861 20.780
LinkedTV planned 1:08 787 10.984
LinkedTV spontaneous 0:44 596 8.869
Table 4: Development set and evaluation sets.
Additionally, we tested the decoding performance on content from the RBB provided to the LinkedTV
project, again separated into a planned set (1:08 h, 787 utterances, 10,984 words) and a spontaneous
set (0:44 h, 596 utterances, 8,869 words).
AM LM WER [%]
Dev. DiSCo DiSCo LinkedTV LinkedTV
planned spont. planned spont.
GMM, 105h [BSB+10] 3g, 200k 30.2 26.4 33.5 27.0 52.5
GMM, 322h 3g, 200k 29.6 24.0 31.1 26.4 50.0
DNN, 322h 3g, 200k 23.9 18.4 22.6 21.2 37.6
DNN, 636h 3g, 200k 22.7 17.4 21.5 19.9 35.3
DNN, 636h 5g, 365k 21.6 16.3 20.6 17.3 33.0
DNN, 636h 5g, 365k, RNN 20.5 15.2 18.8 15.2 30.9
Table 5: WER results of ASR system configurations on various data sets.
In Table 5 the evaluation results of the different ASR system configurations are presented. Due to the
paradigm shift from HMM-GMMs to HMM-DNNs, we witnessed a massive performance boost in terms
of decreased WER (6.4% absolute on LinkedTV planned data). Further, we enlarged the quantity of the
training data to 636 hours (DNN,636h/3g,200k) and improved the word error rate (WER) of the system by
approximately 1 % absolute on the development set and the four test sets. We also improved to n-gram
language model, which former was a 3-gram model with a dictionary of approximately 200,000 words,
to a 5-gram model with 365,000 words. This language model was pruned in a way to retain performance
and to reducing computational cost as described in 4.2.1.3. Using the 5-gram LM the performance of
the system (DNN,636h,5g,365k) again improved by additional approximately 1 % WER. Finally we are
not using the 1-best (i.e the likeliest) hypothesis from the n-gram LM. Instead we compute a 20-best
hypothesis list from n-gram LM and utilize a RNNLM to rescore the hypotheses to gain a new best
hypothesis. This improves our ASR system performance again by approximately 1 % absolute WER.
4.4 Discussion
Since subsequent enrichment steps crucially depend on the quality of the ASR transcripts, considerable
efforts have been conducted to boost the algorithm’s performance. All above steps (AM paradigm shift,
new training data, LM improvement, RNN lattice rescoring) individually and together as well, improved
the system by a total of 11.8% WER absolute (56.2% relative) on LinkedTV planned speech data and
21.6% WER absolute (58.8% relative) on LinkedTV spontaneous speech data. We are probably able to
increase the size of the training material once more in the near future, but not all utterances were suited
for AM training because e.g., some words are mispronounced or unintelligible or multiple speakers are
talking. We have to think if we should, and how, to smartly include these files, which we excluded
from training in previous models. Another open point is the current dictionary, as regional variants
in pronunciation are still covered poorly. We are currently catching some artifacts by semi-automatic
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pronunciation entries within the dictionary itself, but on the long run more sophisticated methods, such
as automatic confusion matrices on regional data and/or linguistically based rules, should be applied
here.
5 Speaker identification
5.1 Problem statement and overview of the state of the art
Speaker identification (SID) aims at recognizing persons based on their voice. As reported in D1.2,
SID system usually employ a two-step approach. In the first step, called the enrollment, a new speaker
is added to internal database and a statistical model representing the characteristical voice features is
constructed. Once this step is done, this person can be distinguished from other speakers automatically
by scoring utterances against all available models, and normally a special “unknown speaker” model.
The models for the speakers are often based on Gaussian Mixture Models (GMMs), with features
capturing the spectral properties of a voice via Mel-Frequency Cepstral Coefficients (MFCCs), and
sometimes high-level speech information such as pronunciation variations, prosody, idiolect or char-
acteristic conversational topics [RQD00, RAC+03, PNA+03, AKC+02, D+01]. Newer models are often
utilizing the i-vector approach (e.g., [MMvL12]). Here, a speaker-dependent and channel-dependent
supervector M(s,h) of concatenated GMM means, based on the audio observation, is projected in low
dimensionality space named Total Variability space:
M(s,h) = m+Tw(s,h),
where m is a mean super-vector of a gender-dependent Universal Background Model, T Total Vari-
ability matrix and w(s,h) is the resulting i-vector. The matrix is optimized so that the distance in the vector
space is maximized for each utterance (note that each speaker’s utterance is treated separately). In a
second step, the i-vectors are treated as simple observations, and a Probabilistic Linear Discriminant
Analysis (PLDA) is applied:
For R utterances of a speaker, collection of corresponding i-vectors denoted as {ηr : r = 1, . . . ,R}.
The assumption is that the i-vectors can be decomposed as:
ηr = m+φβ +Wαr + εr
with: m global offset, φ basis for speaker-specific subspace (eigenvoices), β latent identity vector
(normal distr.), W basis for channel subspace (eigenchannels), αr latent vector (normal distr.), εr residual
term (Gaussian, zero mean, diagonal covariance).
5.2 LinkedTV approach
Concerning the need for speaker identification on the LinkedTV data, a limited number of important
persons that are already known appear in the videos from the documentary scenario (i.e., the moderator
of the show and the art experts), while the focus of interest in this scenario are the presented art objects
which can be detected using the object re-detection approach described in Section 8.2 of D1.2, given
that the instances of these objects are available. However, the videos from the news show scenario
may contain an unlimited number of persons of interest that could be aligned to information extracted
from the spoken content, thus making person identification far more crucial for analysing videos from
this scenario.
5.2.1 Advances in comparison to previous versions
5.2.1.1 VideoOCR based speaker database extraction
In D1.2, we described the challenge of obtaining a reasonable person identification database for local
context. To overcome this, we exploit the fact that for most news show, banner information is shown
whenever a specific person is interviewed.Manually checking videos of one show over the course of two
months, it seems reasonable to assume that (a) the banner is only shown when the person is speaking,
and (b) mostly – but not always – only this single person is seen in these shots. We can thus use this
information (extracted via optical character recognition; OCR) for speaker identification, and we could
further extend this to face recognition (see Fig. 8 for a graphical representation of this work flow).
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Figure 8: Workflow for a an automatically crawled person identification database, using news show
banner information.
5.2.1.2 i-vector paradigm
Starting with a straight-forward GMM-UBM approach in D1.2, we shifted speaker identification towards
i-vectors. Shifting from the GMM-UBM approach to the i-vector approach has two main advantages.
First, i-vectors are reported to outperform the GMM-UBM approach in international benchmark activities
in terms of accuracy and robustness (e.g., [MMvL12]). Second, the i-vectors can be stored once during
audio processing and do not need to be recreated for retrieval, even if the speaker is unknown at creation
time. Their size (less than 100 Bytes in our setting) allow for storage in the annotation files. Further,
creation does not cause time delay.
5.3 Experimental evaluation and comparisons
For the show “Brandenburg aktuell”12, we downloaded 50 videos over the course of two month, with
each of 30 minutes length. Each show contains on average around seven interviewed persons with their
name contained in the banner. Since the banner will be always at a certain position, we employ a simple
yet effective OCR heuristic using tesseract [Smi07]: we check each screen-shot made every half second
and decide that a name is found whenever the Levenshtein distance over three consecutive screen-shots
is below 2. On manually annotated 137 screen-shots, the character accuracy is at convenient 97.4%,
which further improves to 98.4% when optimizing tesseract on the shows font, using a distinct training
set of 120 screen-shots.
This was used as a first reasonable basis for a speaker identification database. To obtain the audio
portions of a speaker in a news excerpt, the banner is time-aligned to the speaker clustering segment,
and other segments which have been assigned to be the same speaker via un-supervised clustering
are also aligned to the same data collection. 269 instances with banner information were detected. The
length of the spoken parts for a speaker in one show varied between 6 and 112 seconds, for an average
of 31 seconds. 32 speakers appeared in more than one video.
For the evaluation of the speaker identification, we took every speaker that appeared more than once
(32 speakers total) and divided video material from two months into a 2:1 ratio for training and testing.
See Fig. 9 for a Detection error tradeoff (DET) curve. The Equal Error Rate (EER) is at 10.0%. For i-
vectors, we kept the experiments consistent with those from D1.2, i.e., we used a collection of speeches
from 253 German politicians, taken from the archive of the German parliament13. In total, this consists
of 2581 files with 324 hours of training material. To make training of the models feasible, we use 2
minutes per file (see Table 6). On a with-held development corpus, we determined 128 GMM mixtures
to be optimal in terms of Equal Error Rate (EER), as the performance saturated after testing 16, 32, 64
and 128, respectively. Eigenvoices seem to perform best at 10. The number of Eigenchannels did not
seem to matter much for this material. See Table 7 for the results of the best setting.
Using this setting, we compared this i-vector approach with the GMM-UBM approach as used in D1.2
in a detection-error-trade-of curve as depicted in Fig. 10. As can be seen, the i-vector/PLDA approach
outperforms our last evaluation results by roughly 30% relative, and has an EER of 5.5% (compared to
8.1%). We noticed though that for such limited data with different acoustic environments, i-vectors do
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Figure 9: DET curve for the speaker identification experiment on RBB material.
Table 6: Size of the German Parliament Corpus as used in the evaluation of the speaker identification.
total training
# of speakers 253
# of files 8166 2581
total time of material [h] 889 324
Table 7: Speaker identification experiments of Equal Error Rate, on German Parliament data. 128 GMM
mixtures for UBM, i-vector size of 10.
φ W 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 24.8 23.8 24.5 25.5 26.5 24.5 25.2 23.5 23.8 24.9 25.4 23.8 24.1 25.7 24.9 24.8 25.0 25.0 25.0 25.3
2 15.2 14.8 16.1 15.8 15.2 16.0 15.5 15.3 15.8 14.1 16.3 16.3 16.0 15.8 16.3 16.2 15.3 15.8 16.0 15.8
3 10.7 10.0 11.9 10.4 10.5 10.9 10.4 10.4 9.9 10.2 10.7 10.4 10.9 10.4 10.9 10.6 11.2 10.4 10.4 10.4
4 9.0 8.5 9.0 8.8 8.8 8.3 9.0 9.2 9.4 9.4 9.2 9.3 9.0 9.0 9.0 9.2 9.2 9.0 9.0 9.0
5 7.8 7.0 7.5 7.8 7.5 7.3 7.5 7.3 7.6 7.7 7.5 7.5 7.5 7.8 7.8 8.0 8.0 7.8 7.5 7.7
6 6.8 6.8 6.6 7.1 7.1 6.8 7.2 7.3 7.0 6.8 7.0 6.8 7.0 7.3 6.8 7.0 7.0 6.8 7.1 6.8
7 5.9 6.1 5.8 5.9 6.3 6.1 5.8 5.9 6.4 5.8 6.1 6.0 5.9 5.9 5.8 6.0 5.8 5.8 6.0 6.0
8 5.4 5.4 5.3 5.3 5.3 5.3 5.3 5.6 5.6 5.5 5.4 5.8 5.5 5.3 5.6 5.6 5.8 5.5 5.6 5.6
9 5.1 5.3 5.3 5.1 5.1 5.1 5.3 5.1 5.1 5.1 5.6 5.1 5.6 5.3 5.3 5.3 5.3 5.4 5.3 5.3
10 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9
11 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9 4.9
12 4.9 6.8 4.9 26.9 49.3 4.9 7.3 4.9 5.1 6.1 4.9 5.2 4.9 9.0 24.5 35.4 4.9 5.8 7.5 28.9
13 6.1 4.9 6.8 4.9 36.2 9.7 13.9 37.9 8.7 100 100 7.3 15.5 6.3 13.1 9.5 5.6 8.5 41.7 55.8
14 6.6 27.4 4.9 7.8 24.5 50.2 5.3 5.6 11.9 7.1 5.9 32.8 9.5 44.4 10.9 13.4 9.0 8.5 44.6 4.9
15 7.6 67.0 70.4 8.2 5.1 13.3 11.7 42.8 24.3 16.8 6.0 100 7.5 19.7 5.1 7.5 32.8 7.5 9.2 22.8
16 5.5 21.4 7.5 25.2 9.3 10.9 5.1 57.5 11.7 60.9 14.6 10.4 45.6 8.7 29.4 5.8 45.9 66.1 36.7 68.9
17 100 7.0 9.4 28.1 10.4 22.1 15.8 12.4 8.0 8.0 33.0 31.3 7.5 5.9 9.9 9.7 100 100 49.0 8.7
18 47.1 10.5 7.3 7.2 100 52.0 8.5 6.3 100 6.4 22.6 7.6 40.8 22.1 22.6 6.6 10.0 100 100 100
19 11.8 34.5 10.4 25.5 15.6 21.8 8.5 7.8 51.5 10.7 27.2 11.9 23.7 12.4 18.4 100 5.2 10.0 11.2 100
20 26.0 6.8 47.8 7.5 19.5 100 25.2 9.5 13.6 13.6 100 38.6 49.5 7.7 11.6 39.1 74.8 100 31.1 100
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Figure 10: Detection-error-trade-of curve for the GMM-UBM approach in comparison for the i-
vector/PLDA approach for speaker identification.
5.4 Discussion
The core speaker identification algorithm has now been updated to the latest state-of-the-art algorithm.
By exploiting banner information in news shows, we are able to create a localized speaker database
“from scratch” and in a multimodal fashion (i.e., by incorporating OCR). The i-vector approach makes
both inter-document speaker clustering and retrieval feasible, which is a functionality we want to tackle
in the future. Further, accessing the banner information via OCR is currently optimized on a particular
show, while we might want to extend this to other media streams as well.
6 Keyword extraction
6.1 Problem statement and brief review over the state of the art
Video subtitles, automatic speech recognition transcripts and other metadata information are valuable
sources of information which can better describe the storyline of the videos and their aboutness. The
problem of understanding the aboutness of textual documents has been primarily framed as determining
the top-K most relevant keywords in the document. However, it is a recent trend that many NLP systems
are moving towards understanding documents in terms of entities. In this section, we describe the
experimental LinkedTV approach for entity salience classification that could supersede the keyword
extraction approach (described in the previous deliverable D1.2) that has been already deployed to the
LinkedTV WP1 pipeline.
Currently there are many named entity recognition (NER) systems which perform entity recognition,
classification and linking. However, these systems, at large, do not evaluate the actual importance of
the entities in the documents. The task of identification of salient entities amounts to finding the set
of entities which play an important role in the story described in the document. This problem has been
studied e.g., in the two recent works [DG14, GYS+13] (the first with authors from Microsoft research, the
second one with authors from Google) that we have drawn inspiration from for the LinkedTV experimental
approach. In [GYS+13] the authors propose a supervised machine learning model which uses features
derived from web logs to train the model, while [DG14] uses features derived from a coreference system
in combination with features derived from a background knowledge about the relationships between
entities.
The most common approach for determining the level of salience of the entities is to perform a TF-
IDF weighting. Similarly as in the keyword-based approach, one entity can correspond to multiple words.
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The advantage of the entity based representation is that multiple originally different keywords (different
surface forms) are disambiguated to one entity URI. In our approach, we not only replace the keywords
with entities, but also try to improve on the top N TF-IDF baseline, which is deployed as the LinkedTV
keyword extraction tool, by employing a supervised machine learning model.
6.2 LinkedTV experimental approach – Entity Salience Model
The developed LinkedTV approach utilizes a supervised machine learned model for the identification of
salient entities. Each entity–document pair from a corpus is represented as vector of selected features.
The model is trained on a dataset where each entity has one of the three following classes (following the
approach taken in [DG14]) assigned:
• Most Salient (MS) - A most prominent entity with highest focus of attention in the document.
• Less Salient (LS) - A less prominent entity with focus of attention in some parts of the document.
• Not Salient (NS) - The document is not about the entity.
For training the model we developed two sets of features: local and global. The set of features with
local scope is derived from the information available within the document. The second set of features
with global scope is computed using information outside the document.
6.2.1 Features with local scope
Only a limited feature set is employed by the developed algorithm, since many of the local features used
in [GYS+13] are HTML specific. However, according to the results presented in [GYS+13], the strongest
salient clues are position and the frequency of the entity, which are both present in our feature set.
Feature 1st-begin-index holds the positional index of the first occurrence of the the entity, feature
entity-type holds the type of the entity, whether the entity in question is named or common entity.
The entity-occurrences feature holds the total number of occurrences of the entity in the document,
while the entity-mentions feature represent the total number entities mentioned in the document. The
last feature is unique-entities which holds the number of unique entities in the document. This set of
features is presented in Table 8.
Table 8: The features computed from information available within the document.
Feature name Feature type Description
1st-begin-index numeric Begin index of the first occurrence of the entity in the doc-
ument.
entity-type nominal The type of the entity: named entity, common entity.
entity-occurrences numeric Number of mentions of the entity in the doc.
entity-mentions numeric Total number of entity mentions in the document.
unique-entities numeric Number of unique entities in the document.
6.2.2 Features with global scope
The features presented in Table 8 are of a local character and they are computed from content available
in the document. For the experiments we also built an additional set of features computed from infor-
mation outside the scope of the document. For this purpose, we utilized three algorithms to compute
the set of global features. Below we provide a brief description of the algorithms and the way we used
them to compute the features. To the best of our knowledge, several of these features (esa-score and
wlm-score) have not yet been reported to be used for entity salience experiments.
Entity Frequency-Inverse Document Frequency. The EF–IDF adopts the common TF–IDF algorithm
to perform weighting of entities instead of terms. The key difference is that the EF–IDF uses the URIs
assigned to the entities when counting the occurrences of the entities, while the TF-IDF relies on the
surface forms of the terms (entities). In the evaluation we experimented with both variants.
Explicit Semantic Analysis. The Explicit Semantic Analysis (ESA) is a method for computing semantic
relatedness of natural language texts [GM07]. The input documents are represented as vectors of
Wikipedia concepts and the semantic similarity of two documents is computed as the cosine between
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the corresponding Wikipedia concept vectors. With the help of ESA we perform weighting of each entity.





The feature value (esa-score) is computed as the average similarity of a text describing the entity in
question e and text describing each other entity ei, which occurs in the document. Since the entities are
identified with URIs from the DBpedia namespace, as the text for the description of the entities we use
their short abstract (dbpedia-owl:abstract property) found in DBpedia.
Wikipedia Link Measure. The Wikipedia Link-based Measure [WM08] is an approach which uses the
Wikipedia links structure to measure semantic relatedness of Wikipedia articles. WLM is used in a
similar way to ESA. The formula for weighting entities with WLM is as follows:
wlm-score(e) =
∑ei∈D WLM(wiki page id(e),wiki page id(ei))
|D|
(9)
The feature value (wlm-score) for an entity e is computed as the average of the relatedness WLM
scores computed for the Wikipedia article describing the entity and the Wikipedia article of each other en-
tity ei occurring in the document. The Wikipedia page ID for the entities is retrieved from the dbpedia-owl:
wikiPageID DBpedia property. The list of features with global character, computed with the algorithms
described above, are presented in Table 9.
Table 9: The features computed from information available outside the scope of the documents.
Feature name Feature type Description
ef-idf-score numeric The EF-IDF score of the entity in the document.
wlm-score numeric The WLM based score computed for the entity in the document.
esa-score numeric The ESA based score computed for the entity in the document.
6.2.3 Advances in comparison with the previous version
The existing system, described in detail in D1.2, is based on TF-IDF weighting of candidate keywords,
which are noun chunks obtained with language-specific tagging. The main drawback of the existing
solution is that it outputs top n keywords from a text, where n is an externally set parameter. The generic
nature of this parameter causes the system to provide keywords of varying quality depending on input
text length. Generally, for short input texts most or even all candidate noun chunks are tagged as a
keyword. On the other hand, the advantage of this approach is its unsupervised character, which helps
to maintain stable performance across a range of different corpora.
In this section, we have described the work towards an improvement of results of the LinkedTV
keyword extraction tool. The new version is based on a supervised model, which is trained on a tagged
corpora and additionally uses entities instead of keywords. Our previous keyword extraction model uses
two classes, relevant and not relevant, to classify each extracted keyword as relevant and not relevant to
the document. Using the current settings it considers the top 20 keywords with highest TF-IDF score as
relevant keywords for the document. However, in our entity salience model, we use three classes (most,
less and not salient) for the classification. Therefore, in order to have comparable results, we adopted
the keyword extraction algorithm to classify each keyword into the three classes. Half of the recognized
relevant keywords are classified as most salient, and the other half as less salient. The not relevant
keywords are classified as not salient. Note that, there can be less than 20 keywords in the document,
and this can lead to only most and less salient entities, and no not salient entities. This is one crucial
drawback of the previous keyword extraction technique.
Table 10 shows the results from the evaluation of the current keyword extraction approach and our
new Entity Salience model which is based on the local features. These results indicate that with the su-
pervised model we can get an improvement for the F-Measure of nearly 82% and 30% for the accuracy.
Please refer to Section 6.3 for more details about the evaluation methodology and the used dataset.
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Table 10: Results from the evaluation of (P)recision, (R)ecall, (F)measure and accuracy for the pure
unsupervised TF-IDF based model and our trained model using K-NN classification algorithm.
Method P R F1 Accuracy
TF-IDF based 0.407 0.433 0.293 0.407
Supervised K-NN with local features 0.533 0.531 0.532 0.531
6.3 Experimental evaluation and comparisons
6.3.1 Generation of an entity salience corpus
For the validation and evaluation of our approach we extended the Reuters–128 dataset14, which is
part of the N3 datasets collection [RUH+14]. The Reuters–128 dataset is an English corpus stored in
the NLP Interchange Format (NIF) and it contains 128 economic news articles. The dataset provides
information for 880 named entities with their position in the document (beginOffset, endOffset) and a URI
of a DBpedia resource identifying the entity. Since the dataset only provides information about named
entities found in the corpus, we further extended the dataset with common entities. To this end, we used
our Entityclassifier.eu NER tool, developed within the WP2, to enrich the dataset with common
entities. This resulted in additional 3551 common entities.
Furthermore, aiming to obtain a gold standard entity salience judgements we used a crowdsourcing
tool to collect judgements from non-expert paid judges. For each named and common entity in the
Reuters–128 dataset, we collected three judgements from annotators based in 15 different countries,
including English-speaking countries, such as United Kingdom, Canada and United States. We also
manually created a set of test questions, which helped us to determine contributor’s trust score. Only
judgements from contributors with trust score higher than 70% were considered as trusted judgements.
If the trust score of a contributor falls bellow 70%, all his/her judgements were disregarded. In total we
collected 18,058 judgements from which 14,528 we considered as “trusted” and 3,530 as “untrusted”
judgements. The interannotator agreement, in cases where the annotators judgements differed, was
determined by the crowdsourcing tool15.
6.3.2 Experimental setup
The calculated features were used to create a training dataset composed of 1319 instances. We applied
three machine learning algorithms: Naive Bayes (NB), k-Nearest Neighbor (k-NN) with an euclidean dis-
tance function and k=1, and Support Vector Machines (SVM) with a polynomial kernel. The ground-truth
was determined based on the crowdsourcing annotation (see Subs. 6.3.1). The results were computed
based on 3-fold cross-validation.
We evaluated our approach by incrementally adding our five features starting with the 1st-begin-index
feature. We also individually evaluated each of the three features with a global character. Finally, we
evaluated a model which uses the complete feature set. Our baseline is a system which predicts the
majority class, less salient. The majority class baseline has precision = 0.261, recall = 0.511 and
F-measure = 0.346. Table 11 reports the results for the three learners and different combination of
features.
6.3.3 Results
The best results were achieved by the model that is based exclusively on local features and uses the
k-NN classifier. This indicates that the salience of the entities is more related to the structure of the
documents than to the overall importance of the entities within the collection (tf-idf or ef-idf scores),
or a semantic similarity between the text and the entity (wlm and esa scores). For the Naive Bayes
classifier, it can be also observed that each incrementally added local feature increases the F-measure.
All local features together improve the baseline approach (F-Measure 0.346) by 54%. F-Measure is the
standard way of computing the performance of entity salience algorithms. If the comparison with the
baseline algorithm is performed in terms of accuracy, then the relative improvement over the majority
class baseline is nearly 3%.
14http://aksw.org/Projects/N3nernednif
15Aggregate result is chosen based on the response with the greatest confidence, agreement is weighted by contributor trust
score
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Table 11: Results from the evaluation of (P)recision, (R)ecall and (F)measure for three algorithms, with
different feature combinations. A baseline classifier, which always predicts the majority class less salient
has P=0.261, R=0.511 and F=0.346.
Feature name SVM k-NN NB
P R F1 P R F1 P R F1
Local feat.
1st-begin-index 0.410 0.510 0.371 0.454 0.447 0.448 0.454 0.532 0.441
+ entity-occurrences 0.409 0.509 0.370 0.453 0.447 0.448 0.510 0.531 0.450
+ entity-mentions 0.418 0.513 0.375 0.496 0.497 0.496 0.497 0.525 0.463
+ unique-entities 0.418 0.513 0.367 0.506 0.506 0.506 0.516 0.535 0.506
+ entity-type 0.422 0.514 0.387 0.533 0.531 0.532 0.540 0.549 0.532
Global feat.
tf-idf-score 0.261 0.511 0.346 0.508 0.540 0.511 0.405 0.431 0.397
ef-idf-score 0.261 0.511 0.346 0.505 0.534 0.508 0.466 0.442 0.416
wlm-score 0.261 0.511 0.346 0.398 0.458 0.405 0.261 0.511 0.346
esa-score 0.261 0.511 0.346 0.393 0.466 0.394 0.376 0.508 0.375
global-combined 0.261 0.511 0.346 0.485 0.496 0.488 0.464 0.422 0.387
All feat. all-combined 0.423 0.514 0.389 0.52 0.518 0.519 0.499 0.474 0.467
6.4 Discussion
Our efforts during the third year in the project were focused to a shift from understanding documents in
terms of keywords, to understanding them in terms of salient entities. Since our algorithmic approach
was supervised, and there was no suitable public training dataset available, we had to first create a
training dataset. We plan to release the dataset, contributing (to the best of our knowledge) with the first
publicly available resource for training and evaluation of entity salience algorithms.
For the creation of the dataset we leveraged the tools developed within WP2, and specifically the En-
tityclassifer.eu NER system, creating the loop between the two workpackages foreseen in the description
of work. The Entityclassifer.eu system was used to enrich the dataset with common entities, which are
further curated by annotators. The annotation process itself was performed in a robust way: we em-
ployed a commercial crowdsourcing platform where each entity was judged by three annotators from
English speaking countries. The platform establishes the agreement considering also the trustfulness of
the annotators, which derives from their performance on other tasks.
The entity salience dataset was used to train an entity salience classifier. The experimental results
indicate that there is a significant improvement in performance compared to the previous version which
was an unsupervised system based on TF-IDF scores. It should be noted that part of this improvement
can be attributed to the fact that the unsupervised approach is unable to produce a threshold separating
salient and not salient entities. The entity salience model is being integrated into the Entityclassifer.eu
NER system. This will allow the users of the LinkedTV system not only to recognize, classify and link
entities, but also to get information about the importance of the entities within a single system.
Another research direction that we aim to follow includes the utilization of a text clustering algorithm.
This algorithm would allow to cluster documents into implicit topics and use the most discriminative
features of each cluster as “keyword” labels, describing the documents in the cluster. For this purpose,
the MCluster-Miner module, that relies on the bisecting k-means clustering algorithm, has been already
integrated within the LISp-Miner data mining system 16. Based on the experimental validation of this
method, which will be performed in conjunction with entity analysis within the scope of WP2, the text
clustering functionality may be integrated, in the near future, as an optional feature of the WP1 keyword
analysis component.
7 Video concept detection
7.1 Problem statement and brief overview of the state of the art
Video concept detection (also known as semantic-level indexing or high-level feature extraction) is the
task of assigning one or more semantic concepts (e.g., sun, boat, running) to video sequences, based
16http://lispminer.vse.cz
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on a predefined concept list [SW09]. By exploiting this kind of information, groups of videos, as well as
links between them, can be established, thus contributing to the vision of interactive and interlinked tele-
vision. Automatically understanding the content of unconstrained video is a challenging and intensively-
investigated problem, and TRECVID [PO13] is one of the most important relevant international bench-
marking activities, establishing datasets that comprise several hundred hours of heterogeneous video
clips and ground-truth annotations for hundreds of concepts.
The representation of the video content for the purpose of concept detection is mainly based on
the extraction and description of visual features from a set of characteristic key-frames that are ex-
tracted at shot level (i.e. each video shot is represented by one or more key-frames). Various image
features have been utilized in the relevant literature, representing either global or local visual character-
istics, while motion information was also considered by some techniques. The most dominant approach
though, is based on the extraction and description of local features from video keyframes (see [SMK14]),
and to this direction, the local descriptors reported in D1.2 are still among the most commonly used.
This brief review included descriptors such as SIFT [Low04], color extensions of SIFT (termed RGB-
SIFT [VdSGS10a], Opponent-SIFT [VdSGS10a] and Colored-SIFT [AHF06]), and SURF [BETVG08],
which has been proposed as a fast approximation of SIFT. For the selection of local areas of interest
within an image many interest point detection techniques were introduced, such as the Harris-Laplace
corner detector [MS04], however, as underlined also in D1.2, the last years these approaches have
been fully or partially replaced in many concept detection schemes by applying dense sampling on the
pixel grid (i.e., selecting pixels with a predefined constant distance between them), using more than one
square regions at different scale levels, aiming to extract many more features from the same interest
point [BZM07], [CLVZ11].
Following the extraction of local descriptors a process known as feature encoding is applied, which
aggregates the calculated descriptor vectors into a predefined number clusters, forming a global image
representation. The Bag-of-words algorithm (BoW) [Qiu02], which has been the most popular encod-
ing approach in the last years [VdSSS14], [CLVZ11], has been recently replaced by Fisher vector (FV)
[PSM10], Super Vector (SV) [ZYZH10] and VLAD (Vector of Locally Aggregated Descriptors) [JDSP10].
These three state-of-the-art encoding methods outperform significantly the BoW approach, however
due to the fact that the dimensionality of the encoded vector is strongly affected by the dimensionality
of the utilized local descriptors, a dimensionality reduction method, such as PCA, may be also applied
on the vectors before and after encoding [JPD+12], making a more compact image representation prior
to learning/classification operations. Finally, for learning the associations between the image repre-
sentations and concept labels, algorithms reported in D1.2, such as Linear Support Vector Machines
(LSVMs), Logistic Regression (LR) and kernel SVMs (preferring the histogram intersection kernel), still
represent the state-of-the art.
Deep learning techniques have also been recently proposed for concept detection (see for exam-
ple [KSH12] and [SSF+13]). However these methods are associated with high computational cost, thus
being not so suitable for use in LinkedTV.
7.2 LinkedTV approach
Motivated by the goal for more accurate concept detection we initially experimented with a multimodal
approach that relies on the combination of information extracted from both the visual and the audio chan-
nel of the multimedia content. To this end, as it will be described in Section 7.2.1, the visual concept
detection framework presented in D1.2 is extended by a set of audio concept detectors that aim to ex-
ploit information included in the spoken content of the video, which were trained using ASR transcripts.
However, the conducted experiments showed that the integration of audio concept detectors can lead to
only a small improvement compared to the performance of the visual-based concept detection method
described in D1.2. Based on this outcome, we subsequently directed our research efforts to the im-
provement of the accuracy of the visual concept detectors. For this purpose we introduced a new set of
local descriptors, we tested new encoding approaches and we utilized more elaborate machine learning
algorithms, as it will be discussed in Section 7.2.2. The experimental results regarding the accuracy
of developed concept detection algorithm show that significant progress was made, compared to the
concept detection framework of the first release of WP1 analysis tools that was described in D1.2.
7.2.1 Combining visual and audio information for visual concept detection
As briefly discussed in Section 7.1, the developed multimodal concept detection approach exploits infor-
mation extracted from both visual and audio (i.e., speech) stream, via utilizing a set of trained concept
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Figure 11: Meta-classification and second level linear fusion pipeline.
detectors for each modality. Specifically, the video concept detection algorithm described in Section 4.2
of D1.2 was employed for analyzing the visual content of the extracted keyframes of the video, while
an audio-based concept detection approach, which is a variation of the method described in [KCN+08]
and relies on the Explicit Semantic Analysis (ESA) technique [GM07], was applied on the extracted
ASR transcripts of the video. Since ESA estimates the relatedness between two text fragments (or two
words), it can be easily adapted for text classification. Considering that each class (in our case concept)
has a textual description and that the output of ASR analysis is a document including the spoken content
of the video, we can use ESA to estimate the semantic similarity between a part of speech segment (i.e.,
a fragment of the ASR transcript) and each class description. ESA gets as input an ASR fragment and
the set of concepts with their definitions, and returns a relatedness value, which expresses the Degree
of Confidence (DoC) regarding the existence of each concept in the considered text fragment.
Assuming that the number of considered concepts is N, the developed multimodal framework repre-
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DoC scores based on audio analysis.
Moreover, motivated by the fact that, in contrary to the visual concepts that are always present in the
visual content of a keyframe (i.e., shot), the audio concepts may not occur only in a specific shot segment
but in a broader temporal window around this shot, we perform a post-processing of the calculated DoC
scores from audio analysis. Specifically, for the audio-based vector xiA with the calculated DoC scores
for the i-th shot of the video, we compute a new vector xipA by averaging the calculated audio vectors for
the shots of the video that lie within a window of ±α shots. The output vector xipA = 〈x
i−α
A , . . . ,x
i
A, . . . ,x
i+α
A 〉
integrates information from a wider temporal fragment composed by 2α +1 shots.
After performing this post-processing step, the sets of vectors xV and xA are fused in order to form a
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new set of vectors z, where zi = [zi1,z
i
2, . . . ,z
i
N ] includes the resulting DoC scores after fusing the corre-
sponding vectors from visual- and audio-based concept detection analysis of the i-th shot of the video. In
order to find the best fusion strategy, three classes of late fusion techniques were originally considered:
linear combination, meta-classification and second level linear fusion.
For linear combination three types of averaging were examined: arithmetic, geometric and har-
monic mean. Based on human observation we concluded that every visually-based calculated DoC
score was higher than the corresponding calculated DoC scores by performing audio analysis and the
post-processing step, techniques such as choosing the maximum of individual scores or voting, cannot
be used directly without some normalization step, since the result of the fusion would always be identical
with the dominating visual baseline (see Example 1).
Example 1. Let xiV = [0.1169,0.1657,0.07,0.134] and xiA = [0.009,0.01,0.01,0.008] be the visual and
the audio baseline for the i-th video shot. So, the new DoC after the fusion with arithmetic mean
will be ziarith. = [0.063,0.0878,0.04,0.071]. If the vectors are fused with harmonic or geometric mean,
the results will be ziharm. = [0.0167,0.0189,0.0175,0.0151] and z
i
geom. = [0.0324,0.0407,0.0265,0.0327]
respectively. Each value of zi is the new DoC of shot i for the 4 concepts.
Another class of techniques we considered for fusing the visual and audio DoCs, alternative to the
linear combination discussed above, was meta-classification techniques [LH02]. According to this ap-





then it can be considered as a new representation of the shot i.
Another class of techniques we considered for fusing the visual and audio DoCs, alternative to the
linear combination discussed above, was meta-classification techniques [LH02]. Let OiVA denote the
concatenation of the visual and audio baselines for the shot i, OiVA = [x
i
V , xiA]. This can be considered
as a new representation of shot i. Consequently, a kernel SVM or a two-class logistic regression model
is trained using a properly partitioned video shot dataset [STV11]. In this way, we train N SVMs or
regression models, where each one of them corresponds to one concept. The output of each model zn
lies in the range [0,1] and represents the new DoC score for the corresponding concept, while the overall
set of the computed scores from all trained models, forms the new vector zi for the shot i.
The result of this meta-classification analysis can be considered as the fusion between concepts,
and can be seen is a new classifier [HMQ13]. The fusion of this classifier with the initial visual baseline
classifier, which is a robust one, has shown to further improve the results. So, a second level linear fusion
was performed as an additional step to the applied meta-classification approach: the new feature vector
zi produced by meta-classification is further fused with the visual baseline xiV using an arithmetic mean
averaging strategy, in order to produce the final DoC. This meta-classification approach is visualized in
Fig. 11 and further explained in Example 2, while the same procedure is followed for the combination of
visual and post-processed audio baselines.
Example 2. In case of meta-classification, after concatenation of the baselines, we have the vector
OiVA = [0.1169,0.1657,0.07,0.134,0.009,0.01,0.01,0.008], which is the new representation of video
shot i. The vector OiVA is the input to 4 trained SVMs, where their outputs is 4 new DoCs z
i =
[0.04,0.034,0.02,0.07]. Finally, at the second level linear fusion stage, the zi and xiV are averaged
with arithmetic mean, to produce the final DoCs [0.0785,0.0998,0.0450,0.1020].
7.2.2 Recent advances in the visual information analysis pipeline
Figure 12 shows the pipeline of the employed two-layer concept detection system. The first layer builds
multiple independent concept detectors. The video stream is initially sampled, generating for instance
one keyframe or two visual tomographs per shot [SMK14]. Subsequently, each sample is represented
using one or more types of appropriate features (e.g., SIFT [Low04], SURF [BETVG08], ORB [RRKB11]
etc.). These features are aggregated into global image descriptor vectors (e.g. using the VLAD encod-
ing), which are given as input to a number of base classifiers (e.g. LR) in order to build concept detectors
that solve the problem of associating image descriptor vectors and concept labels. Then, when a new
unlabeled video shot arrives, the trained concept detectors will return confidence scores that show the
belief of each detector that the corresponding concept appears in the shot. Finally, the output from all the
different concept detectors and for the same concept, is fused to estimate a final score for this concept.
The parameter sets that control the employed classifiers are predefined (i.e., they have been learned at
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Figure 12: The general pipeline of the employed concept detection system.
the classifier training stage), using similar features extracted from training data. It should be noted that
this process is executed multiple times, independently for each one of the considered concepts that are
to be detected.
In the second layer of the stacking architecture, the fused scores from the first layer are aggregated in
model vectors and refined by two different approaches. The first approach uses a multi-label learning al-
gorithm that incorporates concept correlations [MMK14]. The second approach is a temporal re-ranking
method that re-evaluates the detection scores based on video segments as proposed in [SQ11].
The novel modules of this pipeline are:
1. The introduction of five new local descriptors: a binary local descriptor namely ORB (Oriented
FAST and Rotated BRIEF) [RRKB11], which was originally proposed for similarity matching be-
tween local image patches; two color extensions for SURF and ORB, inspired by the two color
extensions of SIFT [VdSGS10a], namely RGB-SIFT and Opponent-SIFT.
2. An improved way of performing Principal Component Analysis (PCA) [WF05] for feature reduc-
tion, which improves the results of SIFT/SURF/ORB color extensions when combined with VLAD
encoding.
3. A new methodology for building concept detectors, where an ensemble of five LR models, called a
Bag of Models (BoMs) in the sequel, is trained for each local descriptor and each concept.
4. The introduction of multi-label classification algorithms in the second layer of the stacking architec-
ture to capture label correlations.
Apart from these novelties, all other components have been built following well-known state-of-the-
art approaches such as [CLVZ11] and [JPD+12]. More specifically, we use the dense SIFT descriptor,
that accelerates the original SIFT descriptor, in combination with the Pyramid Histogram Of visual Words
(PHOW approach) [BZM07]. PHOW is a simple modification of dense SIFT that uses more than one
square regions at different scale levels in order to extract features. The same square regions at differ-
ent scale levels of the PHOW approach are used as the image patches that were described by ORB
and SURF. We calculate 128-SIFT, 128-SURF and 256-ORB grayscale descriptors; then, each color
extension of a descriptor results in a color descriptor vector three times larger than that of the corre-
sponding original descriptor. All the local descriptors, except for the original ORB, are compacted (to
80 dimensions for SIFT, SURF and their color extensions; and, to 256 dimensions for ORB color exten-
sions) using PCA and are subsequently aggregated using the VLAD encoding. Each image is divided
into eight regions using spatial binning and sum pooling is used to combine the encodings from different
regions. As a result of the above process, a VLAD vector of 163840 elements for SIFT or SURF and
of 524288 elements for ORB is extracted for each image (by image we mean here either a keyframe
or a visual tomograph). These VLAD vectors are compressed into 4000-element vectors by applying
a modification of the random projection matrix [BM01]. These reduced VLAD vectors served as input
to the Logistic Regression (LR) classifiers. Following the bagging methodology of [MMT+13], we train
five LR classifiers per concept and per local descriptor (SIFT, ORB, RGB-ORB etc.), and combine their
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Figure 13: Block diagram of color SURF/ORB descriptor extraction, where d denotes the dimension of
the original local descriptor.
output by means of late fusion (averaging). When different descriptors are combined, again late fusion
is performed by averaging of the classifier output scores. In all cases, the final step of concept detection
is to refine the calculated detection scores by employing the approaches on the second layer of the
stacking architecture.
Using a Binary Local Descriptor for Concept Detection
ORB [RRKB11] is a binary local image detector and descriptor that presents similar discriminative
power with SIFT and SURF in image matching problems, it has similar properties such as invariance in
rotation, scale and illumination, but at the same time is more compact and faster to be computed. A 256-
element binary ORB vector requires 256 bits to be stored; in contrast, an integer-quantized 128-element
SIFT vector requires 1024 bits. In addition, according to [RRKB11], ORB is an order of magnitude faster
than SURF to compute, and more than two orders of magnitude faster than SIFT. We introduce ORB in
the video concept detection in the same way as its non-binary counterparts. Specifically, let us assume
that I is a set of images and xi i = 1, ...,N are ORB descriptors extracted from I, where xi ∈ {0,1}d . N is
the total number of extracted local descriptors and d is the dimension of the ORB descriptor. From these
binary descriptors, we generate a floating-point codebook of K visual codewords wk ∈ Rd , k = 1, ...,K.
The distances between the binary ORB descriptors and the codewords are calculated by the L2 norm.
Averaging is performed to update cluster centres, as in the original K-means algorithm (calculating the
mean of a set of vectors).
Color Extensions of Binary and Non-binary local descriptors
Based on the good results of two color extensions of SIFT, namely RGB-SIFT and Opponent-SIFT
[VdSGS10a], we use the same methodology for introducing color information to other descriptors (SURF,
ORB). We have concluded that this is a methodology that can benefit different local descriptors and
is therefore generally applicable. Figure 13 summarizes the process of extracting RGB-SURF, RGB-
ORB, OpponentSURF and OpponentORB descriptors. Let d denote the dimension of the original local
descriptor (typically, d will be equal to 64 or 128 for SURF and 128 or 256 for ORB). Our RGB-SURF/ORB
(Fig. 13:(a)) descriptors apply the original SURF or ORB descriptors directly to each of the three R, G, B
channels and for each keypoint extract three d-element feature vectors. These are finally concatenated
into one 3 ·d-element feature vector, which is the RGB-SURF or RGB-ORB descriptor vector. Similarly,
our OpponentSURF/ORB (Fig. 13:(b)) descriptors firstly transform the initial RGB image to the opponent
color space [VdSGS10a]. Secondly, the original SURF or ORB descriptors are applied separately to
each transformed channel and the final 3 ·d-element feature vectors are the concatenation of the three
feature vectors extracted from the three channels.
Reducing the Dimensionality of Local Color Descriptors
State-of-the-art encoding methods generate high-dimensional vectors that make difficult the train-
ing of machine learning algorithms. For example, while the BoW model generates a k-element feature
vector, where k equals to the number of visual words, VLAD encoding generates a k · l-element feature
vector (where l is the dimension of the local descriptor; in the case of the color extensions of descriptors
discussed in the previous section, l = 3 ·d). Thus, a common strategy is to apply a dimensionality reduc-
tion method (mainly using PCA [WF05]) directly on the local descriptor vectors, before the construction
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of the VLAD vectors. Directly applying PCA to the full vector of color descriptors, as implied from pre-
viously published works (e.g., [CLVZ11]; termed “typical-PCA” in the sequel), is not the only possible
solution, and we propose a simple modification of this descriptor dimensionality reduction process that
it experimentally shown to improve the concept detection results.
PCA aims to find those directions in the data space that present high variance. When PCA is applied
directly to the entire vector of one of the color extensions of (binary or non-binary) local descriptors,
if one or two of the three color channels of the descriptor exhibit lower diversity than the others, then
these risk being under-represented in the reduced dimensionality space. To avoid this, we propose per-
forming PCA separately for each color channel and consider an equal number of principal components
from each of them, to create three projection matrices that correspond to each of the three channels,
instead of one projection matrix that corresponds to the complete descriptor vector. The three reduced
single-channel descriptor vectors that can be obtained for a color descriptor using the aforementioned
projection matrices are finally concatenated in a reduced color-descriptor vector.
Learning Bags-of-models
The TRECVID SIN dataset consists of 346 semantic concepts where many of them either present
strong imbalance between the size of positive and negative class or/and have been annotated with a very
large number of video shots. To deal with the class imbalance problem we select a variable proportion
of positive to negative samples. This proportion ranges from 1:5 to 1:1. In addition, to use the majority
of available training examples and increase the concept detection performance we build a bag of five LR
models for each local descriptor and each concept. Every LR model is trained with a different subset
of the training examples following a process similar to the cross validated committees method [PMD96].
More details can be found in [MMT+13].
Capture concept correlations
We introduce a second layer on the concept detection pipeline in order to capture concept correla-
tions. Our stacking architecture learns concept correlations in the second layer both from the outputs
of first-layer concept detectors and by modelling correlations directly from the ground-truth annotation
of a meta-level training set. More specifically, we obtain concept score predictions from the individual
concept detectors in the first layer, in order to create a model vector for each shot. These vectors form
a meta-level training set, which is used to train a multi-label learning algorithm. We choose multi-label
algorithms that explicitly consider label relationships. This is achieved by instantiating our architecture
in our experiments with different second-layer algorithms that model:
• Correlations between pairs of concepts;
• Correlations among sets of more than two concepts;
• Multiple correlations in the neighbourhood of each testing instance.
7.2.3 Advances in comparison to previous versions
The current concept detection system extends the previous system described in deliverable D1.2 on the
following points:
• Combines the local descriptors presented in D1.2 (SIFT, RGB-SIFT, Opponent-SIFT) with new
faster descriptors (ORB, SURF and their color variants); calculates descriptors using only dense
sampling at different scale levels (PHOW approach [BZM07]);divides the image into eight spatial
regions instead of four using spatial binning.
• Accelerates the process of feature extraction by considering GPU-based processing.
• Replaces the BoW encoding with VLAD.
• Introduces a second layer that refines the initial scores using concept correlations [MMK14] and
temporal re-ranking [SQ11].
• Trains a bag of five LR models for each local descriptor and each concept instead of a single
LSVM (employed in D1.2). This technique gives the opportunity to use the majority of the training
examples and increase the concept detection accuracy.
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7.3 Experimental evaluation and comparisons
7.3.1 Impact of exploiting audio information
We test our framework on the TRECVID 2012 Semantic Indexing (SIN) dataset [OAM+12], which con-
sists of a development set and a test set (approximately 600 (19861 videos) and 200 (8263 videos) hours
of internet archive videos for training and testing, respectively). The ASR data [GLA02] provided for the
purpose of the TRECVID competition contains the transcripts from the speech in the videos. Since not
all videos include speech, TRECVID provides ASR files only for 14507 training videos and 5587 testing
videos.
Our framework was applied on 34 concepts of the TRECVID SIN task (Table 12). Most concepts are
defined with one sentence of text (e.g., “Shots of an airplane”, “One or more people singing”), and the
remaining few concepts have a somewhat longer description (about 2-5 sentences). The objective is to
detect these concepts in non-annotated video shots.
Following the application of the unimodal concept detection techniques, each video shot is repre-
sented by two feature vectors in the R34 space (one for the visual and one for the audio content), where
each vector value is a DoC for the corresponding concept. We try to combine these two feature vectors,
to improve the performance of our framework.
As evaluation measure, we use the Mean Extended Inferred Average Precision (MXinfAP) [YKA08],
which is an approximation of the Mean Average Precision (MAP) suitable for the partial ground truth that
accompanies the TRECVID datasets [OAM+12], [PO13]
Figure 14 compares the 3 different averaging strategies against the performance of the visual base-
line. The MXinfAP of these three and the visual baseline can be found in Table 13. The averaging with
arithmetic mean performs better than the other two averaging methods and, most importantly, gives an
improvement compared to the visual baseline.
Figure 14: XinfAP performance per concept, for audio-visual averaging strategies (arithmetic, geometric
and harmonic mean) and comparison with the audio and visual baselines.
1. Airplane, 2. Basketball, 3. Bicycling, 4. Boat Ship, 5. Boy, 6. Bridges, 7. Chair, 8. Computers, 9.
Girl, 10. Government Leader, 11. Greeting, 12. Highway, 13. Instrumental Musician, 14. Kitchen, 15.
Meeting, 16. Motorcycle, 17. Nighttime, 18. Office, 19. Press Conference, 20. Roadway Junction, 21.
Singing, 22. Sitting Down, 23. Stadium, 24. Throwing, 25. Baby, 26. Fields, 27. Forest, 28. George
Bush, 29. Hill, 30. Lakes, 31. Military Airplane, 32. Oceans, 33. Skier, 34. Soldiers
Table 12: TRECVID concepts that are used for experimentation (showing also their number IDs, 1 to
34).
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Table 13: MXinfAP performance for averaging fusion strategies and comparison with the visual base-
lines.
kernel SVM Logistic Regression
xV OVA OV pA xV OVA OV pA
visual baseline 11.97 11.97 11.97 11.97 11.97 11.97
meta-classification 12.00 13.46 13.60 12.24 12.33 12.54
second level linear fusion 15.36 16.12 16.35 14.46 14.48 14.55
Table 14: MXinfAP performance for meta-classification fusion.
In the meta-classification approach, we try two different classification techniques, kernel SVM [CL11]
and logistic regression [FCH+08]. For each classification technique, three different feature vectors were
tested. As was mentioned, xiV and xiA are the visual and audio baselines, x
i
pA the post-processed audio
baseline and OiVA = [x
i
V ,xiA]. So we have three feature vectors x
i
V , OiVA and O
i
V pA where the latter is
defined as OiV pA = [x
i
V ,xipA]. These vectors are the inputs for 34 kernel SVM or logistic regression models,
which are trained in order to learn the relations between the concepts and improve the evaluation results.
After the training phase the models were tested on the evaluation set producing a new set of 34 DoC
for every video shot. In the second level linear fusion, these DoCs were fused with the visual baseline
using arithmetic averaging producing the final DoC for every video shot.
Figure 15: XinfAP per concept for meta-classification for visual baseline, OVA and OV pA after the second
level linear fusion.
Figure 15 shows the performance of the meta-classification approach with SVM for different audio
baselines (OVA,OV pA) compared with the visual baseline. It is clear from these results that there is
an improvement for the majority of concepts. However, some concepts do not benefit from the post-
processing step. For example, in concepts such as basketball (id=2), boat ship (id=4), chair (id=7),
fields (id=26) etc. the performance of Visual+Audio Meta is better than Visual+PostAudio Meta.
In Table 14 the overall results of every classification method are shown. We can notice that the SVM
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Table 15: Performance (MXinfAP %) for the different descriptors, when typical and channel-PCA for
dimensionality reduction is used, compared on the TRECVID 2013 dataset. In parenthesis we show the
relative improvement w.r.t. the corresponding original grayscale local descriptor for each of the SIFT,
SURF and ORB color variants.
Descriptor Descriptor Keyframes, Keyframes, Boost (%) w.r.t
size in bits typical-PCA channel-PCA typical-PCA
SIFT 1024 12.74 12.74 -
RGB-SIFT 3072 12.42 (-2.5%) 13.34 (+4.7%) 7.4%
Opponent-SIFT 3072 12.34 (-3.1%) 13.14 (+3.1%) 6.5%
SIFT combination - 17.08 (+34.1%) 17.79 (+39.6%) 4.2%
SURF 1024 9.72 9.72 -
RGB-SURF 3072 11.74 (+20.8%) 12.84 (+32.1%) 9.4%
OpponentSURF 3072 11.61 (+19.4%) 11.80 (+21.4%) 1.6%
SURF combination - 16.05 (+65.1%) 16.31 (+67.8%) 1.6%
ORB 256 10.36 10.36 -
RGB-ORB 768 13.02 (+25.7%) 13.58 (+31.1%) 4.3%
OpponentORB 768 12.61 (+21.7%) 12.73 (+22.9%) 1.0%
ORB combination - 16.58 (+60.0%) 16.80 (+62.2%) 1.3%
SIFT/SURF combination - 20.03 20.34 1.5%
SIFT/ORB combination - 20.40 20.75 1.7%
SURF/ORB combination - 19.91 20.19 1.4%
SIFT/SURF/ORB combination - 21.58 21.68 0.5%
Table 16: Performance (MXinfAP %) for different combinations of descriptors, (a)when features are
extracted only from keyframes, (b) when horizontal and vertical tomographs described by SIFT, RGB-
SIFT and Opponent-SIFT are also examined, (c) when the second layer is instantiated with the Label
Powerset algorithm [MMK14].
Descriptor (a) Keyframes (b) Keyframes+ (c) Keyframes+
(channel-PCA) Tomographs Tomographs+LP
SIFT combination 17.79 19.78 21.04
SURF combination 16.31 18.63 20.13
ORB combination 16.80 18.63 19.55
SIFT/SURF/ORB combination 21.68 23.53 24.72
classification performs better when it takes as input the combination of visual and post-processed audio
baselines (OV pA) (13.6%), rather than the combination of visual and audio baselines (OVA) (12.4%). In
the second level linear fusion, there was a significant improvement of about 20.2% on top of the meta-
classification’s performance and 36.6% improvement in comparison to the visual baseline. In contrast,
the performance of OVA is improved by 19.8% and 34.7% compared to the meta-classification and the
visual baseline, respectively.
Using logistic regression as a classification method instead of SVM still resulted in an improvement
compared to the baselines, but this improvement is lower than that gained when using SVM. More
specifically, the improvement from the visual baseline was 3% for the OVA and 4.7% for the OV pA. After
the second level linear fusion the final improvement for the OVA was 17.4% from the meta-classification
and 21% from the visual baseline, and for OV pA, the improvement was 16% and 21.6% from meta-clas-
sification and visual baseline performance respectively.
7.3.2 Extended visual analysis pipeline
Our experiments were performed on the TRECVID 2013 Semantic Indexing (SIN) dataset [PO13], which
consists of a development set and a test set (approximately 800 and 200 hours of internet archive videos
for training and testing, respectively). We evaluate our system on the test set using the 38 concepts that
were evaluated as part of the TRECVID 2013 SIN Task, and we follow the TRECVID methodology for
the evaluation of the results [PO13]. Tables 15 and 16 present the results of our experiments in terms
of Mean Extended Inferred Average Precision (MXinfAP) [YKA08]. In all experiments we train a BoMs
as described in Section 7.2.2. In all cases, the final step of concept detection is to refine the calculated
detection scores by employing the re-ranking method proposed in [SQ11].
In Table 15 we evaluate the different local descriptors and their color extensions presented in Section
7.2.2, as well as combinations of them. First, from the comparison of the original ORB descriptor with
the other two non-binary descriptors (SIFT, SURF), we can see that ORB performs similarly to its non-
binary counterparts, producing concept detection results that are a bit worse than those of SIFT but
better than those of SURF. This similar performance is achieved despite ORB and its extensions being
much more compact than SIFT and SURF, as seen in the second column of Table 15. Subsequently,
concerning the methodology for introducing color information to local descriptors, we can see that the
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combination of the two known color SIFT variants that we examine with the original SIFT descriptor
(“SIFT combination” in Table 15) outperforms the original SIFT descriptor by 34.1% (39.6% for channel-
PCA). The similar combinations of the SURF color variants with the original SURF descriptor, and of
the color variants of ORB with the original ORB descriptor, are shown in Table 15 to outperform the
original SURF and ORB by 65.1% and 60.0%, respectively (which increase to 67.8% and 62.2% for
channel-PCA). These results show that the relatively straightforward way we used for introducing color
information to SURF and ORB, based on the similar SIFT extensions, is in fact generally applicable to
heterogeneous local descriptors.
Aiming to analyze the influence of PCA on the vectors of local color descriptors, we also compared
in Table 15 the channel-PCA of Section 7.2.2 with the typical approach of applying PCA directly on the
entire color descriptor vector. In both cases PCA was applied before the VLAD encoding, and in applying
channel-PCA we kept the same number of principal components from each color channel. According
to the relative improvement figures reported in the last column of Table 15, performing the proposed
channel-PCA always improves the concept detection results, compared to the typical-PCA alternative,
irrespective of the employed local descriptor or combination of descriptors.
Another observation of Table 15 is that the concept detection performance increases when pairs of lo-
cal descriptors (including their color extensions) are combined (e.g., SIFT/SURF combination, SIFT/ORB
combination and SURF/ORB combination), which shows a complementarity in the information that the
different local descriptors capture. The best overall results among the experiments of Table 15 are
achieved when all the local descriptors and their color variants are combined, reaching a MXinfAP of
21.68%.
In Table 16 we report experiments for the second layer of the stacking architecture that exploits the
concept correlations and refines the initial first-layer scores. Specifically, we instantiate the second layer
of our stacking architecture with the Label Powerset algorithm [MMK14]. In all experiments of this table,
for the color variants of SIFT, SURF and ORB, channel-PCA was used. Before applying the second
layer learning we further improve the performance of our baseline system by using video tomographs
[SMK14], which was a technique presented in D1.2 (for simplicity these are described using only SIFT
and its two color extensions). The results of Table 16 indicate that considering the correlations among
concepts (through LP) can give an additional 5.1% relative improvement with respect to the first layer
independent concept detectors (MXinfAP increased from 23.53 to 24.72). The interested reader can
refer to [MMK14] for an extensive comparison of second layer multi-label learning methods that capture
concept correlations.
Finally, we compared the new video concept detection system with the previous system presented
in D1.2. A relative boost of 50.7% is presented (MXinfAP increasing from 16.4 to 24.72). Our previous
system was evaluated on the TRECVID 2012 SIN dataset and 46 semantic concepts. Some of the
concepts are common with the 38 concepts evaluated as part of the TRECVID 2013 SIN task. The
two systems were evaluated on different datasets although, these results are comparable as the two
datasets are similar to size and constructed by similar videos. As a result this increase of concept
detection accuracy can be considered as significant.
7.4 Discussion
Based on the results of these experiments, we conclude that the state-of-the-art VLAD encoding in com-
bination with binary and non-binary local descriptors can increase the concept detection performance.
Also, the combination of visual and audio content can give a boost to the visual concept detection sys-
tem but it can not outperform the performance of the new extended visual analysis pipeline that was
described above. Possible future directions for improving the image representations are to consider
more binary local descriptors, and better feature encodings (e.g., introducing spatial information in the
VLAD encoding).
8 Video event detection
8.1 Problem statement and brief overview of the state of the art
Video event detection is the process of augmenting the concept-level annotations of a video, generated
via the processes described in the previous section, with additional annotations (labels) that however
capture and express even higher-level semantics of the content, such as interactions between people
and objects, or complex situations. This is a very challenging task that has been receiving increasing
c© LinkedTV Consortium, 2014 45/62
Visual, text and audio information analysis for hypervideo, final release D1.4
attention in the last few years. One major effort towards this direction is the annual multimedia event
detection (MED) task initiated by NIST TRECVID in 2010 [PO13]. In this task a large-scale video dataset
is provided for training and evaluating different event detection approaches. Despite the large progress
during the last years, the automatic detection of events in unconstrained videos remains a very challeng-
ing problem due to the complexity and variability of real-world events and the computational difficulties
associated with processing large-scale video collections. To deal with these problems, most event de-
tection approaches extract a rich set of low-level features (visual and/or audio, static and/or dynamic,
etc.) in order to generate an informative video content representation. For each feature type a base
event classifier is then created, and the different classifiers are combined utilizing an appropriate fusion
scheme [JBCS13, SN13, OVS13]. For instance, in [SN13], motion features (STIP, DT) are extracted,
Fisher vector (FV) encoding is applied to represent a video signal, and KSVMs with Gaussian radial
basis function (RBF) kernel are used to build the event detectors. Experimental results in a subset of
the MED 2012 dataset containing 25 events showed that FV-based representation provides superior
performance in comparison to the Bag-of-Words-based (BoW) one. The same subset of MED 2012 is
used in [OVS13] to evaluate the algorithm proposed there, which exploits a compact set of low-level
features (SIFT, MBH and MFCC), FV encoding, power normalization (which can be seen as explicit
non-linear embedding) and linear SVMs (LSVMs). From their evaluation the authors conclude that the
MBH features provide rich video content information, and their combination with SIFT features (and to
a smaller degree with the MFCC audio features) leads to significant performance improvements. In
another direction to event detection several researchers exploit a set of concept detectors to provide a
more informative video representation, instead of trying to learn to detect the events by looking directly
at the low-level features. In [MGvdSS13], videos are represented using the so-called model vectors
[MHX+12, GMK11] (feature vectors describing detection results for the TRECVID semantic indexing
(SIN) concepts), and a cross-entropy based criterion is applied to select the most informative concepts
for the MED 2011 events. In [HvdSS13], a subset of the MED 2012 dataset is used to study the effect of
concept vocabulary properties in the performance of the event detectors, such as vocabulary size, diver-
sity, and other. Finally, low-level video features and model vector representations are often combined,
aiming at better event detection performance [MHX+12, NPU12, MNJ13, LJS13, R. 13]. For instance, in
the context of the MED 2013 challenge, MultiModal Pseudo Relevance Feedback (MMPRF) is proposed
in [LJS13] to leverage information across different feature modalities (ASR, model vectors, dense trajec-
tories, SIFT, etc.), while [R. 13] introduces a new feature (improved dense trajectories) which is shown
to lead to very good detection performance. Most of the event detection approaches proposed until now
put the emphasis on how the video is represented and exploit new such techniques for improving the
accuracy of the event detection system. On the machine learning front, for learning event detectors
from these representations, standard machine learning methods (typically KSVMs) are employed. In
contrary, we focus on classifier design for improving event detection in terms of both computational effi-
ciency and accuracy. Other recent methods that focus on the machine learning part for improving event
detection include [GMK11, GV13]. Most of these methods utilize fusion schemes of KSVM based de-
tectors, which are among the most effective pattern classifiers. However, the direct exploitation of SVMs
in noise feature vectors and in large-scale video collections may not be optimal in terms of both classifi-
cation response times and accuracy. Therefore, more efficient and effective computational approaches
are necessary for the practical use of event detection.
8.2 LinkedTV approach
Motivated from the discussion in the previous section, we propose the use of a nonlinear discriminant
analysis (DA) algorithm [BA00, MRW+99] to derive a lower dimensional embedding of the original data,
and then use fast LSVMs in the resulting subspace to learn the events. For realizing dimensionality
reduction we utilize kernel subclass-based methods, which have been shown to outperform other DA
approaches. In particular, a new method called generalized subclass DA (GSDA) is proposed which
exploits the special structure of the inter-between-subclass scatter to provide an efficient solution to the
KSDA eigenvalue problem [GMKS13, YHM11, CYLB07, CHH11].
8.2.1 Video representation
Model vectors are adopted in this work as feature vectors for the purpose of event detection. A model
vector representation of videos is created, similarly to [MHX+12, GMK11], in three steps: a) low-level
feature extraction, b) evaluation of a set of external concept detectors at keyframe level, and, c) a pooling
strategy to retrieve a single model vector at video level. For the first two steps, the concept detection
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processes described in Section 7 of this document or in Section 2.4 of D1.2 can be used. Specifically, a
video signal is represented with a sequence of keyframes extracted at uniform time intervals, and then
different feature extraction procedures are applied to derive a low-level feature vector representation
of each keyframe. This includes a point sampling strategy (e.g., Harris-Laplace, dense sampling), the
extraction of local feature descriptors (e.g., SIFT, color SIFT variants), and a coding technique (e.g.,
BoW with hard/soft assignment, Fisher vectors; pyramidal decomposition) to represent each keyframe
with a fixed dimensional feature vector. By applying the above feature extraction procedure and using a
pool of F external concept detectors the model vector xn,t corresponding to the t-th keyframe of the n-th
video in class is formed; that is, the f -th element is the response of the f -th concept detector expressing
the DoC that the respective concept is depicted in the keyframe. The concept detectors are created
by exploiting an external dataset of videos or images annotated at concept level (e.g., TRECVID SIN
[PO13], ImageNet LSVRC [ima], etc.), the adopted feature extraction procedure, and an LSVM pattern
classifier. Finally, average pooling along the keyframes is performed to retrieve the model vector xn at
video level.
Alternatively to the use of model vectors for event detection, rich low-level features such as dense
motion trajectories can be extracted in the first step for the entire video and be used directly for learning
a mapping between them and the event labels, using machine learning methods. An experiment with
this alternative (and complementary to model vectors) approach will also be reported in the sequel.
8.2.2 Dimensionality reduction
The derived model vectors in the columns of matrix X are used as input to the proposed GSDA algorithm.
GSDA exploits an implicit nonlinear transformation φ(·) : RF →F , and computes the parameters of a
kernel function k(xi,x j) (e.g., the scale parameter of Gaussian RBF) and the transformation matrix W for
mapping the F-dimensional observation x to a vector z in the D-dimensional discriminant subspace by
z = WT k. The i-th component k(xi,x) of vector k is retrieved by evaluating the kernel function k(,) using
the i-th training feature observation and x. The GSDA transformation matrix is identified by solving the
following generalized eigenvalue problem
argmax
W
((WT KAKW)−1(WT KKW)), (10)
where K is the kernel Gram matrix and A is the between subclass factorization matrix. In the discriminant
subspace observation belonging to the same class are expected to form more compact clusters and
be far apart from clusters representing different classes. For more details concerning the theoretical
analysis of the proposed GSDA the interested reader is referred to [GM14].
8.2.3 Event detection
Following dimensionality reduction, an LSVM classifier is used for learning an event detector in the
discriminant subspace. Given the lower dimensional embedding of the training set, Z the LSVM opti-










subject to the constraints
yn(gT zn +b) ≥ 1−ξn, ∀n ∈ [1,N] (12)
ξn ≥ 0, ∀n ∈ [1,N], (13)
where g,b are the weight vector and bias, respectively, defining the separating hyperplane between the
two classes, C > 0 is the penalty term, and ξn and yn is the slack variable and class label corresponding
to xn. The above problem is usually reformulated to its dual quadratic form using standard Lagrangian
methods, and solved using an appropriate optimization technique. The decision function that classifies
a test observation zt is then given by
h(zt) = sign(gT zt +b) (14)
In addition to the binary classification decisions, class likelihoods, which are very useful for event-based
retrieval applications and for the evaluation of event detection accuracy using measures such as average
precision, are derived using an appropriate sigmoid function that maps SVM outputs to probabilities
[LLW07].
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8.2.4 Advances in comparison to previous versions
In D1.2, we proposed the SRECOC algorithm in order to handle data nonlinearities more effectively and
exploit the subclass structure of the event. This framework combined multiple KSVM-based classifiers
trained at different regions of the feature space, since it has been shown that such fusion schemes are
among the most effective pattern classifiers. However, the direct exploitation of SVMs in feature vec-
tors, which usually contain noise or irrelevant components, can degrade the classification performance.
Moreover, KSVM-based techniques are very difficult to scale during training in big data problems. For
instance, in the TRECVID MED 2013 challenge [PO13] the reported learning times typically range from
a few days to several weeks, depending on the employed computational resources, i.e., the use of su-
percomputers or small-sized clusters, respectively. In this section, we propose a two-phase approach for
event detection as an alternative to the KSVM-based approaches such as SRECOC. Using the GSDA-
LSVM, in contrary to the costly training of KSVM, the SVM penalty term can be rapidly identified in the
lower dimensional subspace. Moreover, an additional speed up in deriving this lower-dimensional space
is achieved by using the proposed GSDA method instead of conventional nonlinear subclass DA meth-
ods such as KSDA or KMSDA. Finally, the utilization of motion features provides a further improvement
in event recognition rate in comparison to the method described in D1.2.
8.3 Experimental evaluation and comparisons
The MED 2010 and 2012 video collections [PO13, HvdSS13] are used for the comparison of the pro-
posed method (GSDA-LSVM) with LSVM and KSVM [Vap98]. The Gaussian radial basis function
[Vap98] is used as the base kernel for the nonlinear methods (GSDA, KSVM). Moreover, the average
precision, APi is utilized for assessing the retrieval performance of the i-th event detector. The overall
performance of a method is then measured using the mean AP (MAP) along all events in a dataset.
8.3.1 Datasets
The TRECVID MED 2010 dataset consists of 1745 training and 1742 test videos belonging to one of 3
target events (shown in the first (upper) part of Table 17) or to the “rest-of-world” event category. For ex-
tracting the model vectors representing these videos, the video signal is decoded and one keyframe ev-
ery 6 seconds is extracted. The spatial information within each keyframe is encoded using a 1×3 pyrami-
dal decomposition scheme, a dense sampling strategy and the Opponent-SIFT descriptor [vdSGS10b].
Subsequently, for each pyramid cell a Bag-of-Words (BoW) model of 1000 visual words is derived using
the k-means algorithm and a large set of feature vectors. A soft assignment technique is then applied to
represent each keyframe with a BoW feature vector [vGVSG10] of 4000 dimensionality. Then, a set of
346 visual concept detectors, based on LSVM classifiers and trained on the TRECVID SIN 2012 dataset,
is used for deriving a model vector for each keyframe. The final model vector at video-level is computed
by averaging the keyframe model vectors along the video. For this dataset we also extracted motion
features, specifically dense trajectories and motion boundary descriptors as described in [WKSL13].
The TRECVID MED 2012 video corpus consists of more than 5500 hours of user-generated video be-
longing to one of 25 target events or to other uninteresting events. The target events are shown in the
second (lower) part of Table 17. For ease of comparison, we use the publicly available dataset and
corresponding model vectors provided in [HvdSS13]. This subset comprises 13274 annotated model
vectors corresponding to an equal number of MED 2012 videos, and is divided to a training and evalua-
tion partition of 8840 and 4434 model vectors, respectively. These model vectors were extracted using
a 1×3 spatial pyramid decomposition scheme, three SIFT-based descriptors (SIFT, Opponent-SIFT and
C-SIFT) and Fisher vector coding [HvdSS13]. The above feature extraction procedure along with the
TRECVID SIN 2012 and ImageNet ILSVRC 2011 datasets, annotated with 346 and 1000 concepts re-
spectively, were used for creating a pool of F = 1346 LSVM-based concept detectors. Then, the MED
2012 model vectors were extracted by applying the concept detectors to one frame every two seconds,
and averaging them along the video as previously.
8.3.2 Experimental setup
In the stage of model selection during the training of event detectors, for LSVM we need to identify the
penalty term, for KSVM both the penalty and the scale parameter of the Gaussian RBF kernel, while
for GSDA-LSVM we additionally need to estimate the number of subclasses. These parameters are
estimated using a grid search on a 3-fold cross-validation procedure, where at each fold the develop-
ment set is split to 70% training set and 30% validation set. During optimization, the LSVM penalty
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T01: Assembling a shelter
T02: Batting a run in
T03: making a cake
E01: Attempting a board trick
E02: Feeding an animal
E03: Landing a fish
E04: Wedding ceremony
E05: Working on a woodworking project
E06: Birthday party
E07: Changing a vehicle tire
E08: Flash mob gathering
E09: Getting a vehicle unstuck
E10: Grooming an animal
E11: Making a sandwich
E12: Parade
E13: Parkour
E14: Repairing an appliance
E15: Working on a sewing project
E21: Attempting a bike trick
E22: Cleaning an appliance
E23: Dog show
E24: Giving directions to a location
E25: Marriage proposal
E26: Renovating a home
E27: Rock climbing
E28: Town hall meeting
E29: Winning a race without a vehicle
E30: Working on a metal crafts project
Table 17: Target events of TRECVID MED 2010 (T01-T03) and 2012 (E01-E15, E21-E30) datasets.
Event LSVM KSVM GSDA-LSVM % Boost
T01 0.106 0.213 0.252 18.3%
T02 0.477 0.651 0.678 4.1%
T03 0.103 0.293 0.295 0.6%
MAP 0.229 0.385 0.408 5.8%
Table 18: Performance evaluation on the TRECVID MED 2010 dataset; the last column depicts the boost
in performance of GSDA-LSVM over KSVM.
Event LSVM KSVM GSDA-LSVM % Boost
E01 0.156 0.488 0.583 19.5%
E02 0.030 0.175 0.161 -7.8%
E03 0.234 0.441 0.460 4.4%
E04 0.273 0.579 0.668 15.4%
E05 0.051 0.156 0.256 64.2%
E06 0.131 0.181 0.243 34.6%
E07 0.059 0.285 0.383 34.4%
E08 0.383 0.564 0.577 2.4%
E09 0.252 0.463 0.464 0.2%
E10 0.061 0.260 0.285 9.8%
E11 0.043 0.308 0.307 -0.2%
E12 0.115 0.253 0.286 13.1%
E13 0.078 0.480 0.510 6.4%
E14 0.175 0.512 0.515 0.7%
E15 0.112 0.388 0.451 16.2%
E21 0.406 0.556 0.572 2.9%
E22 0.045 0.174 0.168 -3.5%
E23 0.406 0.612 0.633 3.5%
E24 0.032 0.150 0.142 -5.2%
E25 0.043 0.047 0.078 66.4%
E26 0.086 0.288 0.327 13.8%
E27 0.331 0.382 0.441 15.6%
E28 0.354 0.410 0.479 17.1%
E29 0.124 0.252 0.277 10.3%
E30 0.020 0.142 0.197 39.2%
MAP 0.160 0.341 0.379 10.9%
Table 19: Performance evaluation on the TRECVID MED 2012 dataset; the last column depicts the boost
in performance of GSDA-LSVM over KSVM.
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and the Gaussian RBF scale of KSVM and GSDA-LSVM are searched in the range [2−10,24]. For the
identification of the optimum number of GSDA subclasses, the k-means algorithm is used to evaluate
different data partitions by varying the number of subclasses of the target event in the range [2,6] (i.e.,
the “rest-of-the-world” class is not divided into subclasses).
8.3.3 Results
The performance of the different methods in terms of AP (and MAP along all events) in MED 2010 and
2012 is shown in Table 18 and Table 19 respectively, where the best performance is printed in bold. From
the obtained results we observe that GSDA-LSVM provides the best performance in both datasets. In
more detail, in the MED 2010 dataset we observe that GSDA-LSVM provides an approximate boost in
performance over KSVM of approximately 5.8%, and that both kernel-based methods (KMSDA, GSDA-
LSVM) achieve a MAP boost of more than 68% over the linear one (LSVM). From Table 19 we see that
the performance of all methods is somewhat lower, in absolute numbers, in the more challenging (in
terms of event diversity and scale) MED 2012 dataset. However, the performance differences between
the methods are increased, in comparison to the differences observed in MED 2010; GSDA-LSVM
provides a MAP boost of approximately 11% and 137% over KSVM and LSVM respectively.
For the evaluation of the proposed method in terms of time complexity two experiments are per-
formed, as described in the following. GSDA extends KSDA (and similarly other subclass DA methods)
by providing a new formulation of the eigenvalue problem that can be solved more efficiently. To this
end, we compare GSDA with KSDA in terms of computational time for learning one MED 2012 event.
In this experiment a speed up of around 25% of GSDA over KSDA was observed. This performance
gain is achieved because the eigenanalysis performed in GSDA involves matrices of smaller dimension.
In more detail, KSDA solves a generalized eigenvalue problem involving two 8840× 8840, (8840 is the
number of kernel evaluations executed for constructing the kernel Gram matrix in, which is equal to the
number of videos in the training dataset); in contrary, GSDA requires the spectral decomposition of two
matrices, specifically, an 8840×8840 matrix and a much smaller one of dimension J× J, where J ∈ [3,7]
(for more details see [GM14]).
Secondly, GSDA-LSVM was compared with KSVM and LSVM. In this experiment, a grid search
was performed for identifying the optimum parameters of the above approaches on an Intel i7 3.5-GHz
machine. In particular, we recorded the training times of GSDA-LSVM (where we fix the number of
subclasses to two), and KSVM for identifying the Gaussian RBF scale and penalty parameter in a 5×5
optimization grid; for LSVM only a 5×1 grid is used as this approach includes only the penalty parameter.
The evaluation results are shown in Table 20. From the obtained results we can see that GSDA-LSVM
is approximately two times faster than KSVM. This performance gain is achieved because GSDA-LSVM
can efficiently identify the best penalty value in the reduced dimensionality space after the application
of the GSDA phase of this approach. Finally, concerning testing times, similar values were observed
for both GSDA-LSVM and KSVM. This was expected as testing time performance in kernel approaches
is dominated by the kernel evaluations between the test observation and the annotated observations in
the training dataset.
LSVM KSVM GSDA-LSVM
Time (min) 8.67 103.54 52.10
Table 20: Time (in minutes) for selecting the parameters C and ρ of KSVM and GSDA-LSVM with H = 2
during training in MED 2012 dataset from a 5×5 grid; for LSVM a 5×1 grid is used as only C needs to
be identified.
Finally, the proposed method was compared with LSVM in the MED 2010 dataset using dense motion
trajectories features [WKSL13] (the computational cost of KSVM was very high and thus was excluded
from this evaluation). From the results depicted in Table 21 we observe that the proposed method offers
a boost of 15.3%.
8.4 Discussion
A novel video event detection method was presented that exploits a new efficient kernel subclass DA
algorithm (GSDA) to extract the most discriminant concepts (or the most discriminant dimensions of a
low-level feature vector, in the case of dense trajectories) for the event, and LSVM for detecting the event
in the GSDA subspace. The evaluation of the proposed method on the TRECVID MED corpora of 2010
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Event LSVM GSDA-LSVM % Boost
T01 0.476 0.519 9%
T02 0.702 0.751 7%
T03 0.269 0.398 48%
MAP 0.482 0.556 15.3%
Table 21: Performance evaluation on the TRECVID MED 2010 dataset using motion information; the
last column depicts the boost in performance of GSDA-LSVM over LSVM.
and 2012 for the detection of 28 events in total showed that it favorably compares to the corresponding
linear or kernel SVM-based one in terms of both efficiency and accuracy.
9 WP1 REST Service
Aiming to provide a fully automated way of communication between the overall LinkedTV platform and
the multitude of developed multimedia analysis tools discussed in this deliverable and the previous de-
liverable D1.2, we developed a web-based WP1 REST service. As shown in Fig. 16 this REST service
is composed by three different parts, where each one of them is responsible for analyzing a specific
modality of the multimedia content.
The text analysis part is a REST service hosted by UEP. This sub-component performs keyword
extraction analysis (see Fig 16) on all different types of textual data, such as video subtitles, video meta-
data and automatically created transcripts after ASR according to the method described in Section 4.2.
The visual analysis part is performed by a REST service hosted in CERTH and can be considered as
the heart of the overall WP1 REST Service, since it is also responsible for the communication with the
LinkedTV platform, and the data transmission between the different components of the service. The inte-
grated analysis techniques at this part of the service (see Fig 16) are: shot segmentation, chapter/topic
segmentation, video concept detection and face detection and tracking. Face detection is performed
by the algorithm described in Section 3.2 of D1.2, and it was part of the framework for semantically
enriched hyperlinking proposed in [SOA+13], while the tracking is performed by combining information
extracted from face detection and shot segmentation under a simple strategy that computes trajectories
of detected faces over the shots of the video. All other visual analysis processes are performed using
the algorithms described in different sections of the present deliverable. Finally, the audio analysis part
is handled by a REST service hosted by Fraunhofer and includes the methods presented earlier in this
deliverable for automatic speech recognition (ASR) and speaker identification (see Fig 16).
As illustrated in Fig. 16, the communication between the platform and the WP1 REST Service is
asynchronous. The reason for adopting this communication pattern was to allow the simultaneous pro-
cessing of different multimedia content. Specifically, after making a call to the WP1 REST Service, the
platform does not have to wait until the analysis results are available (which would be the case if the
communication was performed in a synchronous mode), but it is able to send a new call requesting the
analysis of new content. The same model was utilized for transferring data between the visual and the
audio analysis parts of the service. On the contrary, the communication channel between the visual
and the text analysis part is performed in a synchronous way, since the needed running time for getting
the results of keyword extraction analysis is just a few seconds for a one hour video, which practically
eliminated the need for asynchronous communication.
As input, the service gets a REST call from the LinkedTV platform. Via this call the user (i.e., the ad-
ministrator of the LinkedTV platform) is able to send three different sources of data: (a) a video file, (b) a
file with the video’s subtitles (following the standard SRT format) and (c) a file with the video’s metadata
(following the standard OAI DC format 17). Moreover, by giving specific values to the parameters within
the body of the REST call, the user can freely select the set of analysis methods that will be applied on
the provided data. This set can be either the entire group of techniques integrated into the service, or
whichever sub-group of them, considering the dependencies between the analysis modules (e.g., the
chapter/topic segmentation of a video requires the prior analysis of the video by the shot segmenta-
tion algorithm). If no textual data are available, the keyword extraction analysis can be applied on the
transcripts created after processing the audio stream of the video using the ASR module.
The general form of the REST call is illustrated in the following Example 3. According to this example,
the user of the service must provide some authentication details (i.e., User and Pass), and the URLs
17http://www.openarchives.org/OAI/openarchivesprotocol.html
c© LinkedTV Consortium, 2014 51/62
Visual, text and audio information analysis for hypervideo, final release D1.4
Figure 16: The developed WP1 REST Service, the established communication channels and the analy-
sis modules that have been integrated into the service.
of the video (VideoURL), the subtitles (SubtitlesURL) and the metadata files (MetadataURL). These
URLs can be either FTP-based or HTTP-based ones. Then, the required analysis technique(s) is(are)
specified by setting the value 1.0 to the appropriate flag, where:
• ’asr’ stands for automatic speech recognition and speaker identification
• ’ke’ stands for keyword extraction
• ’sh’ stands for shot segmentation
• ’shco’ stands for shot segmentation and concept detection
• ’shch’ stands for shot segmentation and chapter/topic segmentation
• ’shfa’ stands for shot segmentation and face detection-tracking
• ’shcofa’ stands for shot segmentation, concept detection and face detection-tracking
• ’shchfa’ stands for shot segmentation, chapter/topic segmentation and face detection-tracking
• ’shcochfa’ stands for shot segmentation, concept detection, chapter/topic segmentation and face
detection-tracking
The last element in the body of the call (Language) defines the content’s language, and can be
German (\”de\”), Dutch (\”nl\”) or English (\”en\”). Finally, all this information is provided to the WP1
REST Service by making a POST call at http://xxx.xxx.xxx.xxx:port/notify (the IP address and the port
of the WP1 REST Service are hidden here, for avoiding unrestricted and unauthorized access to the
service).
Example 3. A REST call to the WP1 REST Service asking for multimedia analysis, via a Windows
command prompt terminal
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After receiving a call from the platform, the service initially downloads the provided data (i.e., video
and text files) in a local directory of the server. When this is done, the service responds to the plat-
form that the analysis is about to begin and the communication is interrupted, turning into the asyn-
chronous mode that we discussed above. Following this, the processing of the downloaded content
starts, based on the selected set of analysis methods. During the analysis, the service allows the user
(i.e., the administrator of the platform) to monitor the status of the processing in an automated way via
a REST call similar to the one described in Example 4. According to this, the user must define the
name of the video without its extension (VideoName), while the response of the service can be either
“XXX ANALYSIS STARTED” or “XXX ANALYSIS COMPLETED”, where XXX corresponds to the name
of the selected technique. When the analysis is finished, the results can be retrieved by sending another
REST call to the service, including again the name of the video (VideoName) and following the format
of the call presented in Example 5.
Example 4. A REST call to the WP1 REST Service asking for the status of the analysis, via a
Windows command prompt terminal
curl GET http://xxx.xxx.xxx.xxx:port/status/VideoName
Example 5. A REST call to the WP1 REST Service asking for the results of the analysis, via a
Windows command prompt terminal
curl GET http://xxx.xxx.xxx.xxx:port/result/VideoName
The output of the WP1 REST Service is an EXB file that incorporates the analysis results from
the different selected analysis modules. This file is readable by the Exmaralda annotation tool 18 (see
[SWHL11]), and uses a variation of the XML format for the representation of the created data. The
overall outcome of the WP1 multimedia analysis which is included in the created EXB, is then passed
via the platform to the next processing step which is performed by the components of the WP2 of the
LinkedTV project.
10 Conclusions
This document presents the final release of multimedia analysis tools for video hyperlinking, as devel-
oped by the WP1 of the LinkedTV project, building upon and extending the first release of analysis tools
that was described in D1.2. Based on the outcomes of extensive evaluations and of our participation to
international benchmarking activities with the WP1 techniques, and guided by the analysis requirements
of each LinkedTV scenario, as these were updated in the course of the project, we developed in this
last year our final release of analysis tools. These aim to support the video hyperlinking procedure by
providing more accurate and meaningful results, as presented in detail in the different sections of this
deliverable.
The basis for video hyperlinking is the definition of media fragments that can be used as starting and
ending points of links between related content. To this end, different temporal segmentation approaches
were described in Sections 2 and 3 of this deliverable, which result in temporal segments of various
granularities. The shot segmentation algorithm described in Section 2 aims to identify the elementary
temporal units that compose the video, called shots. Drawing input from this analysis, the chapter/topic
segmentation methods presented in Section 3, exploit previous knowledge about the structure of the
videos from the LinkedTV scenarios and detect specific visual cues for grouping the detected shots into
bigger temporal fragments that correspond to the story-telling parts of the multimedia content. Moreover,
a more generic multimodal approach that combines information extracted from the visual and the audio
modality and performs topic segmentation based on visual and topic coherence among shots was also
discussed in Section 3.
In the acoustic domain, an automatic speech recognition (ASR) method was described in Section 4,
which can be utilized for converting the spoken content of a video (when no subtitles are available) into
textual data (i.e., transcripts). Moreover, a framework for speaker identification, that relies on a database
of speakers created after combining audio analysis and a video optical character recognition method,
was presented in Section 5. Using as input the outcome of the ASR analysis (i.e., the created ASR
transcripts), as well as other sources of textual information related to a media fragment (e.g., videos
18http://www.exmaralda.org/index.html
c© LinkedTV Consortium, 2014 53/62
Visual, text and audio information analysis for hypervideo, final release D1.4
subtitles or metadata), the keyword extraction algorithm discussed in Section 6 of this deliverable aims
to identify the most relevant words or phrases, called keywords, that could be considered as tags for
establishing links to other sources with relevant information, or media fragments with related content.
Higher-level video analysis approaches were described in Sections 7 and 8. After representing the
content of a video using a number of keyframes for each automatically detected shot (using the shot
segmentation approach of Section 2), the developed framework for video concept detection presented
in Section 7 aims to understand the rich semantics of the video, by analyzing the visual content of the
keyframes, utilizing a set of trained visual concept classifiers. The outcome of this analysis can be used
for identifying content belonging to various domains, while it can also be given as input to the video event
detection approach of Section 8. The output of the methods presented in both Section 7 and 8 is a set
of labels (concept labels and event labels, respectively), which describe the contents of the video and
thus support operations such as semantics-based indexing of video and the retrieval of related videos
for subsequently establishing hyperlinks among them.
Finally, aiming to enable a simple and fully automatic way of communication between the LinkedTV
platform and the bunch of multimedia analysis modules that were developed in LinkedTV’s WP1 and
were presented in Sections 2 to 8 of the present document, we constructed a web-based analysis
service integrating the above analysis modules, which we termed WP1 REST Service and which was
described in Section 9.
So in conclusion WP1 offers a rich set of multimedia analysis tools that can efficiently address the
analysis requirements of each of the LinkedTV scenarios, either via improved versions of algorithms from
the first release, or by introducing new multimodal approaches that exploit information from different
techniques and modalities. Moreover, the developed web-based framework gathers all the different
developed analysis components, being a self-contained entity for multimedia analysis and one of the
core components of the overall architecture of the LinkedTV platform.
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[SOA+13] D. Stein, A. Öktem, E. Apostolidis, V. Mezaris, J. L. Redondo Garcı́a, M. Sahuguet, and
B. Huet. From raw data to semantically enriched hyperlinking: Recent advances in the
linkedtv analysis workflow. In Proc. of NEM Summit, Nantes, France, October 2013.
[SPJ09] K. Seo, S. Park, and S. Jung. Wipe scene-change detector based on visual rhythm spec-
trum. IEEE Transactions on Consumer Electronics, 55(2):831–838, May 2009.
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