Abstract Cost and time are the two most important factors conditioning soil surveys. Since these surveys provide basic information for modelling and management activities, new methods are needed to speed the soil-mapping process with limited input data. In this study, the polypedon concept was used to extend the spatial representation of sampled pedons (point data) in order to train artificial neural networks (ANNs) for digital soil mapping (DSM). The input database contained 97 soil profiles belonging to 7 different soil series and 15 digital elevation model (DEM) attributes. Pedons were represented in raster format as one-cell areas. The corresponding polypedons were then spatially represented by neighbouring raster cells (e.g. 2 × 2, … up to 6 × 6 cells). The primary database contained 97 pedons (97 cells) that were extended up to 3492 cells (in the case of 6 × 6-cell regions). This approach employed test and validation areas to calculate the respective accuracies of data interpolation and extrapolation. The results showed increased accuracies in training and interpolation (test area) but a poor level of accuracy in the extrapolation process (validation area). However, the overall precision of all predictions increased considerably. Using only topographic attributes for extrapolation was not sufficient to obtain an accurate soil map. To improve prediction, other soilforming factors, such as landforms and/or geology, should also be considered as input data in the ANN. The proposed method could help to improve existing soil maps by using DSM results in areas with limited soil data and to save time and money in soil survey work.
Introduction
Soil plays a fundamental role in sustainable land use by supporting valuable services, such as biodiversity, food production and pollution buffering. Numerous environmental and socio-economic models require soil parameters as inputs to estimate and forecast changes in our future life conditions. In this respect, soil surveys provide information on soil resources to meet a wide range of needs. Traditional soil surveys are expensive and time consuming, limiting soil mapping at larger scales (e.g. detailed soil maps). They also present other problems and limitations, such as the delineation of map units. Zhu (1997) points out the disadvantages of traditional soil mapping, which have led soil surveyors to develop new methods to improve it. Advances in soil-property sensing, computing, geospatial location and mathematical and statistical methods in recent decades have created the potential to produce more efficient soil maps (Scull et al. 2003) within the framework of the new paradigm of digital soil mapping (DSM). McBratney et al. (2003) fully discuss these new approaches to DSM, in which a variety of methods may be used, including fuzzy logic, decision trees, expert knowledge and artificial neural networks (ANNs). Although the development of DSM in areas with limited data is an important problem for all methods, the present research focuses on ANNs in particular.
The ability of ANNs to learn to solve unknown functions and associated problems is the most important reason for the widespread use of this analytical technique. Preparing data is an important and indeed critical step in ANN modelling for complex data analysis (Hu 2003) . However, to the best of our knowledge, there has so far been no systematic study of the number of samples or data points needed for ANN analysis in digital soilmapping applications. Determining whether or not a given data set is too small remains highly subjective (Smith 2006) . In this respect, the number of sample points used in previous studies working with ANNs is very different. Table 1 shows some studies in different disciplines within soil science that used ANNs, confirming this variability. It can also be seen how validation data were not used in many of these studies. In fact, test data (data used to test the solution of the ANN model) and validation data (data used to the determine the best fit ANN solution) were often assumed to be the same (e.g. Amini et al. 2005; Khalilmoghadam et al. 2009; Abdollahzadeh et al. 2011) . Lee et al. (2005) explain that the minimum required data set should be defined using a statistical method, before the field survey is carried out. However, there are practical limitations to obtaining enough data to use ANN analyses. Delmaster and Hancock (2001) suggest a minimum data set that provides a rough estimate of the number of records necessary to obtain adequate ANN models. As a result, the minimum training data (data used to formulate a prediction model) required were established as being at least six times the number of independent variables multiplied by the number of groups. In DSM, Zhu (2000) used a minimum training sample of 30 times the number of soil series to be predicted. In this research (Zhu 2000) , the test/validation set was at least 50 % of the size of the respective training set. However, this could be considered quite a large number of samples and difficult to obtain in typical soil surveys, particularly in developing countries because of the high cost. Norouzi et al. (2010) Although the reliability of the ANN model improves as the number of training data increases, an initial question arises as to how many samples are needed to develop an optimal ANN for DSM. As mentioned above, the cost and time required to acquire soil information constitute a limiting factor, although it is possible to increase the number of samples based on certain soil-mapping concepts. A soil database is a limited collection of data (usually constrained by the laboratory analyses for each pedon), but the related environmental covariates can often be unlimited (for example, slope degree, curvature, solar radiation and land use). In soil surveys, the polypedon is often used instead of the individual pedon, because the latter is considered too small to exhibit more extensive features, such as slope degree or surface stoniness. In Soil Taxonomy, the polypedon is understood as a unit of classification; it is a soil body that is homogeneous at the series level and big enough to exhibit all the soil characteristics considered in the description and classification of soils (Soil Survey Division Staff 1993) .
In contrast, the pedon is a 'point' concept and is of little use for mapping (Rossiter 2000) , although it can be considered representative of the polypedon. When representing soil profiles in a spatial database (e.g. Soil Information System database), pedons are therefore stored as point vector data. This, however, limits the use of the previously mentioned concept of the pedon as being representative of a polypedon. This constraint can be partially overcome by representing soil profiles in raster (or grid) format and by expanding the area that they represent from one cell (the cell in which the soil profile is located) to neighbouring raster cells (e.g. 2 × 2, 2 × 3, 3 × 2, 3 × 3, 4 × 4, 5 × 5 or 6 × 6 cells). Thus, if the concept of the polypedon is used, the database can be extended for existing environmental covariate data, although not for soil analysis.
Since ANNs are now widely used in soil science research (Table 1 ) and given the practical cost and time limitations associated with soil sampling, new methods are needed to provide suitable data for ANNs. The main objective of this Fig. 1 Location of the study area in the Borujen region of central Iran. Pi Piedmont, Hi Hill-land and Hi-Pi transitional zone study was to explore the possibilities of enlarging the soil database by extending certain specific soil information to areas where that data could be representative (the polypedon concept) in order to improve soil mapping based on environmental covariates using ANNs.
Materials and methods

Study area
The study area, which covered approximately 1000 ha, was located between 519,800 and 523,200°E and between 3,531,300 and 3,534,300°N (UTM zone 39, Chah-Sefid region of Chaharmahal-Va-Bakhtiari province, central Iran) (Fig. 1) . This area has two dominant landscape units, hillland and piedmont. Hill-land covers 16.9 % of the study area and piedmont is about 72.1 %. The transition zone between these two units represents the remaining 11 % of the study area. The mean annual precipitation is 255 mm, and the mean annual temperature is 10.7°C. The elevation varies between 2219 and 2448 m asl, with an average of 2277 m asl. According to Soil Taxonomy (Soil Survey Staff 2010), the soil moisture regime of the area is xeric and the temperature regime is mesic. The dominant soils in this area have been surveyed by Esfandiarpour Borujeni et al. (2009) (Tables 2  and 3 ). These are, in order of abundance, Inceptisols, Entisols and Alfisols (Soil Survey Staff 2010). Entisols and some Inceptisols are located in the upper part of the study area (hill-land), whereas Alfisols and most of the Inceptisols are located in the lower part of the region (piedmont). The upland soils in this area have developed on thick bedded conglomerate inter-bedded with marlstone and dark-grey siltstone, massive limestone and marl (partly slaty limestone). The soils in the lower parts of the area have formed on dark grey, massive limestone; well-bedded dark grey limestone; and dark shale 
Sampling design
An existing soil map based on a geopedological approach, created by Esfandiarpour Borujeni et al. (2009), was used as a reference for soil sampling in the present study. The sample area (training area) included several types of landforms and covered about 10 % of the total study area ( Fig. 1) . In order to obtain basic soil properties (Table 2) , 125 soil profiles were dug, 90 of which were located in the sample area in a 125-m square sampling grid. Another 2 units from outside the sample area, referred to as validation areas (VA1 and VA2), were sampled with the remaining 35 soil profiles, in order to determine the reliability of the extrapolated results based on the ANN method ( Fig. 1) . The geographical positions of all the different soil profiles were determined by GPS (Etrex Vista Garmin, ±5-m precision).
Environmental soil covariates
The environmental soil covariates considered in the present study were 15 terrain attributes (Willson and Gallant 2000), which were derived from a digital elevation model (DEM) (10 m resolution) of the study area (National Cartographic Center 2009 ). These included slope gradient, slope aspect, total curvature, maximum and minimum curvature, planform curvature, profile curvature, tangential curvature, wetness index, stream power index, sediment transport capacity index, solar radiation, direct radiation, diffuse radiation and direct duration (Table 4) . These variables were derived using the standard commands implemented in ILWIS 3.4 and ArcGIS 10.0 software.
Soil database
Existing soil database
Seven dominant soil series, covering more than 80 % of the study area (included 97 soil profiles out of the total 125 soil profiles in BSampling design^section), were selected on the basis of a previous research by Bagheri Bodaghabadi et al. (2011) . The other 20 % of the study area, covered by 16 additional soil series (28 remain soil profiles with a random distribution), were not considered. This was because there were not enough soil data available for efficient learning (sometimes only one profile per soil series) for the ANN training process. These soil series were not included in the prediction approach. Based on the dominant soil series, the data set included 97 soil profiles, with 70 pedons in the sample area and 27 pedons in the validation area. For the purposes of analyses, these soil profiles were divided as follows in the ANN process:
-Training data set, 54 soil profiles, which were randomly selected from the 70 soil profiles in the sample area and imported to the ANN for training. -Test data set, the other 16 soil profiles in the sample area, which were not used to train the ANN. The interpolation accuracy of the ANN was calculated based on this data set. -Validation data set, the 27 soil profiles in the validation area which were not used for training or to test the ANN. The extrapolation accuracy of the ANN was calculated based on these profiles.
Since the piedmont unit covered the largest surface in the study area and the validation was also located in the same landform, the accuracy of the validation process was calculated only in this unit. 
Soil database enlargement
As previously mentioned, a pedon or profile can be considered as representative of a polypedon. This concept can be implemented by representing soil profiles in raster format and expanding the area that they represent from one cell (the cell in which the soil profile is located) to neighbouring cells (polypedon) (e.g. 2 × 2, 2 × 3, 3 × 2, 3 × 3 or more cells). Since soil profiles were dug on a 125-m square sampling grid and the pixel size of the used DEM was 10 m (National Cartographic Center 2009) , in this study, the following square polypedon extensions were analysed: 1, 2 × 2, 3 × 3, 4 × 4, 5 × 5 and 6 × 6 cells. In other words, the area represented by the soil profiles was between 97 cells (1 cell per soil profile) and 3492 cells (97 soil profiles extended to 6 × 6-cell regions). For example, Fig. 2 shows nine pixels of the slope map around a soil pedon classified as Bsoil series A^. When a pedon is represented by one pixel, as is usual, only one value is extracted to be imported to the input data set (5.0 for the slope attribute). But when a 2 × 2 extension is used, three new data (3.9, 5.0 and 4.0) are also imported to the input data set, and for a 3 × 3 extension, the other values are added (Fig. 2) .
Artificial neural networks
ANNs are flexible computational networks that can be used to describe complex non-linear relationships between related variables (Ripley 1996 ). An ANN is also a group of functions for fitting algorithms that makes no assumptions about the distribution of errors (Gahegan 2000 (Gahegan , 2003 . It is, therefore, a powerful technique and offers the potential advantage of abstraction when applied to large areas. Regarding the application of ANN in soil science (see the references in the BIntroduction^section and also Huang et al. 2010 , as a review), the most common ANN model applied is the multilayer perceptron (MLP). This is sometimes used as a synonym for a feed-forward network. Since the MLP requires a known output in order to learn, this type of neural network is also known as a supervised network. The MLP uses training data, so that the model can then be used to predict the output when it is unknown. In the present work, after some primary tests to select the model, a multilayer feed-forward back-propagation ANN was applied (after Behrens et al. 2005; Moonjun 2007 ), using Statistica 8.0 software. The Broyden-FletcherGoldfarb-Shanno (BFGS) and Scaled Conjugate Gradient algorithms were used to train the ANN (Bishop 1995) . BFGS (or Quasi-Newton) is a powerful secondorder training algorithm with very fast convergence but high-memory requirements. It is one of the most recommended techniques for training neural networks. Figure 3 shows a graphical representation of the MLP ANN used in the present research. The data types used in the input layers were 15 DEM attributes and 7 soil series in the output layers. The number of hidden neurons in the hidden layer was initially 5, which was considered too low for the ANN. It was then progressively increased, one at a time, to a total of 40. The test and the validation accuracies were measured using the overall accuracy (see section Accuracy analysis) for each ANN; the higher the overall accuracy is, the better the ANN is. The test and the validation precisions were also determined by computing the standard error (SE).
Accuracy analysis
The performance of classification (or prediction) can be quantitatively assessed by means of an accuracy analysis. To do this, two map sources are needed. The first is the predicted, or classified, map and the second is the reference or ground truth map (the map generated from the sampled soil profiles). The error matrix, or confusion matrix, permits the calculation of a range of measures that describe the accuracy of the predicted map with respect to the reference map. The following accuracy measurements were calculated from the confusion matrix (Congalton and Mead 1983; Legros 2006; Bagheri Bodaghabadi et al. 2015b ):
-Overall accuracy (OA) is the percentage of correctly classified or predicted pixels with respect to the total number sampled.
where X ii = diagonal elements in the error matrix or correct predictions, X = number of samples in i th row and j th column, i = rows which show predicted data (from 1 to n), j = columns which show reference (ground) data (from 1 to n), n = number of classes and n tot = total number of samples in the error matrix (the training total, test total or validation total).
-Errors of omission (EO) or producer's accuracy are the pixels incorrectly excluded from a particular class.
; ∀ j ¼ 1; 2; …; n -Errors of commission (EC) or user's accuracy are the pixels incorrectly assigned to a particular class that actually belong to other classes. With OR, the closer the value is to one (or 100 %), the better the generalization of the ANN model is. Nevertheless, and according to Behrens et al. (2005) , OA test can be higher than OA train , in which case OR >1.
-Total accuracy (TA) is the percentage of correctly classified or predicted samples in the training, test and validation areas. In contrast, TA is the weighted average of OA in the training, test and validation areas (Bagheri Bodaghabadi et al. 2015a) .
where n is the number of samples in the training, test and validation areas.
-Total proficiency (TP) is the ratio of TA to OA train . Overall, a TP value close to one (or 100 %) shows a good level of prediction for the ANN model (Bagheri Bodaghabadi et al. 2015a) .
These parameters helped us to choose the best ANN when the predictions were categorical variables.
Results and discussion
Several ANN models, with properties that were different in terms of the total number of hidden neurons, were set up to obtain the most accurate results to map the distribution of soil series in the study area. Nevertheless, only the best ANN results are presented here. Table 5 shows some of the best models; their properties; and their OR, TA and TP parameters. All the ANNs were three-layer feed-forward networks, as also found by Zhu (2000) and Behrens et al. (2005) . The best ANNs were the ones with high OR and TP values and minimum absolute values for OR minus TP. As can be seen, the models generated with the soil database extended by 2 × 2 to 5 × 5 cells were acceptable. The enlargement of the soil database (from 1 cell up to 6 × 6 cells) increased TA, OA train and OA test but reduced OA validation parameters. However, when the number of sample points was small, the results usually contained a large degree of uncertainty. This occurred because some of the measured parameters (e.g. variance, co-variance, SE, TA and OA) had an inverse relationship with n (sample size). Thus, the TAs and OAs of the smaller data sets were not accurate enough as the number of data was small (see OA and TA in BAccuracy analysis^section, in which n appears in the denominator of the formula). Furthermore, the higher values for OA validation and lower ones for OA train and OA test in 1-cell pedons probably contained large errors because as the spatial representation of the pedon was extended, the OAs in the (Table 5 ). This indicates that the ANN performed well when predicting in the test area using only DEM attributes (>70 %). However, DEM attributes were not sufficient to extrapolate results to unsampled areas (validation area). For this, it would be necessary to input additional data relating to variables such as lithology, geomorphology or vegetation cover. As Table 5 shows, the OA for 6 × 6-cell polypedons decreased considerably. This suggests that the DEM attributes abruptly changed at the distance of 60 m. Figure 4 shows the variations in elevation (elevation profiles) along six sample lines (see Fig. 1 ). Elevation varies considerably along the longitudinal axes (Fig. 4a-c ), but this variation is far less pronounced along the latitudinal axes (Fig. 4d-f) . It is worth underlining that the pedon extension method could have had limitations in the study area, in which it was applied because of the local relief characteristics. Some samples coincided with valleys or waterways, whilst others corresponded to summits. These were marginal points between which topographical properties changed abruptly. In this study, many pedons were dug in these locations. Thus, due to the fact that the area had very varied relief within a distance of about 60 m or more (Fig. 4) , it would be reasonable to suppose that DEM attributes would be approximately similar for each polypedon within smaller distances (e.g. 50 m, 5 × 5 cells). An extension of more than 5 × 5 cells created larger errors, causing poorer predictions (Table 5 ). For example, for L5 (Fig. 4e) , when an extension of 5 × 5 cells was used, average (AV) = 2296.4 m, range (Rg) = 118 m and standard deviation (SD) = 24.2 were achieved, but for an extension of 6 × 6 cells, higher range and standard deviation values were obtained (Rg = 124 m and SD = 27.2). So, an extension higher than 5 × 5 cells created larger Rg and SD, which indicates more variability of the prediction and larger errors. Table 6 shows the EO and EC for the training area. In contrast to the results for the 1-cell pedons, which produced average errors of about 14 %, SEs of about SE EC = 299 % and SE EO = 185 %, the error percentages for the 5 × 5-cell polypedons decreased to 3.61, 2.56 and 3.24 %, respectively. Thus, the use of the soil properties from single cells to multiple neighbour cells improved the accuracy and precision of mapping soil series. Along these lines, Behrens et al. (2005) reported a training error of less than 10 % and less than 5 for 43 % of the soil units. In comparison, as shown in Table 6 , the training errors in the present study for all the soil series studied were smaller than 6 %. Although the average error was small (13.95 %; Table 6 ), when considering pedons represented by 1 cell, the high standard error (298.83 %) indicated that the ANN learning process was not sufficiently advanced and that this needed to be improved. It is also worth noting that the EO and EC values for all the soil series were low (OA >95 %) in some of the ANNs for the training area. Sometimes, these values were even equal to 0 (OA = 100 %), but these cases were not selected (Table 5 ). These ANNs indicated a slight over-fitting, with networks over-predicting the soil series because the OA for the test area exhibited a major decrease (OR <50 %). When the generalization ability decreased, the OA in the test area became smaller than the OA for the training area if over-fitting occurred.
EO and EC in the test profiles are presented in Table 7 . As previously mentioned, OA test > 70 %. In the study by Zhu (2000) , OA was 77 % for the test sites, but the input variables included geology and canopy cover in addition to some DEM attributes. In the present study, only DEM attributes were used, but the level of accuracy of applying the pedon to polypedon extension method in combination with the ANN reached 80 % for the test area. The results of a previous study of Bagheri Bodaghabadi et al. (2011) demonstrated that the topographic factors measured in this area explained 71.8 % of the total variation in soil distribution. According to Soil Survey Division Staff (1993) , in a soil consociation, 50 % of the components must be of the same taxon, with a further 25 % of soils belonging to similar taxons (in total, dominant soil + similar soils ≥75 %). Therefore, the results of the proposed method show a high and acceptable accuracy (more than 70 %) in predictions of the soil series in the mapping units.
Based on the soil series, EO and EC ranged from 0 to 66.67 % for the pedon data set (1-cell representation). Furthermore, ANNs were successful in some of the soil series examined during the interpolation process (OA test >70 % or average of errors <30 %). Similar results were presented by Behrens et al. (2005) , who showed that different soil units do not necessarily have the same accuracy and precision. ANNs were successful in all of the soil series, in which the spatial representation of the pedons was extended. As can be seen in Table 7 , SE decreased considerably from 1-to the 5 × 5-cell extension but, again, increased for 6 × 6 cells. As in the training area, data extension increased both the accuracy and precision for the test area.
Although in this study only DEM attributes were used, results clearly indicated that the interpolation was successful at predicting soil classes. Since in the existing (traditional) soil maps, the spatial distribution of soil pedons within the mapping units is generally not known, this type of interpolation may be a good choice to improve the accuracy and to better know the spatial distribution of soils in the geographic space. Furthermore, because the existing soil surveys contain additional data such as geology and/or landforms, these data could also be used as input data to improve the ANN training. Thus, database enlargement may help to increase the data set of soil profiles, which are usually limited in soil surveys. According to Table 8 , the results from the validation areas showed high errors in the prediction of soil series (average of errors about 80 % or higher). When only DEM attributes were used to make predictions, the extrapolated soil classes tended to be inaccurate and/or imprecise. It is worth mentioning that the greater accuracy observed for 1-cell pedon representation could give an erroneous impression to the map user, because the SE was also higher than for the other extensions. On the other hand, although the accuracy of the 1-cell pedon representation was higher than for the others (but was still too low to be acceptable), there was a notably high precision error (SE). Consequently, it seems that the lower level of accuracy for the 5 × 5-cell polypedon (or the 4 × 4 cell) was closer to reality than the higher-accuracy results. In summary, the results showed that the extrapolation (prediction in the validation area) was not sufficiently successful when it was only based on DEM attributes such as soil environmental covariates.
One constraint that affected the present study was the fact that the relief in the training area was different from that in the validation areas (although both have the same type of landform). This can be seen in Fig. 1 , where the distances and the forms of the contour lines are different in the two areas. Moreover, since the only input data (soil environmental covariates) were DEM attributes, it is logical that the results in Table 2 , the weighted average for the rock fragments in the control section for soil series B was 32.6 % (i.e. 2.4 % less than 35 %, which is the marginal value between the Bfine^and Bclayeyskeletal^particle size classes). The difference between soil series A and B in these pedons therefore refers to a value of less than 3.0 % for the rock fragments in the pedon corresponding to soil series B. It is possible that this was a consequence of the laboratory analysis, but based on Soil Taxonomy rules (Soil Survey Staff 2010), these soils should be placed in two different classes, even though they are very similar.
Conclusions
This research evaluated the effect of extrapolating pedon properties to neighbouring areas of different sizes-based on the polypedon concept-in order to predict soil classes using feed-forward ANNs and DEM attributes. Conceptually, specific soil information was extended to different spatial representations of a polypedon. This resulted in more accurate and precise estimations of soil classes, since the predicted area had similar conditions to those found in the training area in terms of soil-forming factors and/or soil genesis. The increase in OA train values, as the database was enlarged, indicated that the proposed method improved the learning process for training data, resulting in better predictions for test and validation areas. Furthermore, the decrease in SE test and SE valid values, as the database was enlarged, suggested that the precision of estimations increased.
The high OA test value (>75 %) showed that the interpolation process had a high level of accuracy, which corroborates the importance of DEM attributes in soil-landscape modelling. Nevertheless, the low OA valid value (<30 %) indicated that topographic data were not sufficient to extrapolate soil classes. As also stated by Zhu (2000) , other soil-forming factors, such as geomorphic surfaces (landforms) and/or geology, should also be considered as input data in the ANN in order to obtain better predictions. Finally, the proposed method could help to improve existing soil maps in areas with limited available data. This is a common problem in semi-detailed soil surveys, in which mapping time and cost could be reduced.
