Abstract-This paper examines event-triggered data transmission in distributed networked control systems with packet loss and transmission delays. We propose a distributed event-triggering scheme, where a subsystem broadcasts its state information to its neighbors only when the subsystem's local state error exceeds a specified threshold. In this scheme, a subsystem is able to make broadcast decisions using its locally sampled data. It can also locally predict the maximal allowable number of successive data dropouts (MANSD) and the state-based deadlines for transmission delays. Moreover, the designer's selection of the local event for a subsystem only requires information on that individual subsystem. Our analysis applies to both linear and nonlinear subsystems. Designing local events for a nonlinear subsystem requires us to find a controller that ensures that subsystem to be input-to-state stable. For linear subsystems, the design problem becomes a linear matrix inequality feasibility problem. With the assumption that the number of each subsystem's successive data dropouts is less than its MANSD, we show that if the transmission delays are zero, the resulting system is finite-gain stable. If the delays are bounded by given deadlines, the system is asymptotically stable. We also show that those state-based deadlines for transmission delays are always greater than a positive constant.
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I. INTRODUCTION
A distributed networked control system (NCS) consists of numerous coupled subsystems (also called "agents"), which are geographically distributed. In such a system, individual subsystems exchange information over a communication network. These networked systems are found throughout our national infrastructure with specific examples being the electrical power grid and transportation networks. Networking not only refers to the communication infrastructure supporting feedback control, but also refers to the fact that individual subsystems are physically interconnected in a way that can be modelled as a network. The networking of control effort can be advantageous in terms of lower system costs due to streamlined installation and maintenance costs. The introduction of a communication network, however, raises important issues regarding the impact that such communication has on the control system's performance. In practice, communication, especially wireless communication, takes place over digital networks where the data is transmitted in discrete packets. These packets may be lost during communication. Moreover, the communication media is a resource that is usually accessed in a mutually exclusive manner by neighborhood agents. This means that the throughput capacity of such networks is limited. So one important issue in the implementation of such systems is to identify methods that more effectively use the limited network bandwidth available for transmitting state information.
For this reason, some researchers began investigating the timing issue in NCS. In other words, how frequently should subsystems communicate to ensure that the NCS has a desired level of performance? In traditional approaches, one first designs the controllers under the assumption of perfect communication and then determines the maximum allowable transfer interval (MATI) between two subsequent message transmissions that ensure closed-loop stability under a network protocol, such as Try-Once-Discard (TOD) or Round-Robin (RR) protocol.
The computation of the MATI, however, is often done in a highly centralized manner. This is impractical for large-scale systems. Moreover, because the MATI is computed before the system is deployed, it must ensure performance levels over all possible system states. As a result, the MATI may be conservative in the sense of being shorter than necessary to assure a specified performance level. Consequently, the bandwidth of the network has to be higher than necessary to ensure the MATI is not violated. This paper addresses the timing issue through the use of a distributed event-triggered feedback scheme in NCS, where packet loss and transmission delays are allowed. Event-triggering has an agent broadcast its state information only when "needed". In this case, "needed" means that some measure of the agent's state error is above a specified threshold. Our scheme is decentralized in the sense that an agent is able to make broadcast decisions using its locally sampled data. An agent can also locally predict the maximal allowable number of successive data dropouts (MANSD) as well as the state-based bounds for transmission delays (also called "deadlines"). Such information may be used to help schedule an agent's access to the communication network. Moreover, the selection of the event-triggering threshold only requires local information about that agent, so that the design is decentralized.
Our analysis applies to both linear and nonlinear subsystems. Designing "local" events for a nonlinear subsystem requires us 0018-9286/$26.00 © 2010 IEEE to find a controller that ensures the subsystem is input-to-state stable. By "local", it means the event only depends on that subsystem's local state and error. For linear subsystems, the design problem becomes a linear matrix inequality (LMI) feasibility problem. With the assumption that the transmission delays are zero and the number of each agent's successive data dropouts is less than its MANSD, we show that the resulting NCS is finite-gain stable. When the transmission delays are not zero, we provide state-based deadlines for those delays, which are always greater than a positive constant. As long as the delay in each transmission is less than the associated deadline, we show that the resulting NCS is asymptotically stable. Simulation results show that the average broadcast period generated by our scheme scales well with respect to the number of agents. In addition to this, simulation results suggest that the computational time required to select event thresholds also scales well with respect to system size. These results can serve as the basis for the design of firm real-time systems that guarantee system performance at levels traditionally seen in hard real-time systems.
The paper is organized as follows. Prior work is discussed in Section II. Section III formulates the problem. Distributed approaches to design the local triggering event are introduced in Section IV for both nonlinear and linear systems. Data dropouts and transmission delays are considered in Section V. Simulation results are presented in Section VI. Section VII draws the conclusions.
II. PRIOR WORK
To the best of our knowledge, there is little prior work on the distributed implementation of event-triggering in NCS. Preliminary results [1] , [2] proposed decentralized event-triggered feedback schemes for linear and nonlinear systems, respectively. This work studied the asymptotic stability of NCS without considering packet loss and transmission delays. An event-triggering scheme was introduced for sensor-actuator networks [3] . This work, however, adopted a centralized approach to event-design. Scheduling of event-triggered controllers over networks was studied in [4] , where different MAC protocols were compared in simulations. A recent study [5] applied distributed event-triggering in Network Utility Maximization (NUM) problem. Other than these papers, we are aware of no other work formally analyzing distributed implementations of event-triggering in NCS. There is, however, a great deal of related work dealing with event-triggered feedback in embedded control systems, sample period selection, and packet loss in NCS. We will review these areas and discuss their relationship to our distributed event-triggering scheme.
Early work [6] , [7] analyzed the scheduling of real-time network traffic. The impact of communication constraints on system performance, however, was not addressed in this work. It was noticed [8] , [9] that communication delay had a harmful effect on system stability. These papers considered the one packet transmission problem, in which all of the system outputs were packaged into a single packet. Agents in the network, therefore, do not have to compete for channel access. One packet transmission strategies, however, require a supervisor who gathers the data from all subsystems into a single packet. The cost and complexity of implementing such centralized supervisors will not scale well with system size. As a result, such schemes may be impractical for large-scale systems with limited network bandwidth.
Asynchronous transmissions were considered in [10] . In this work, several sensors and actuators attempt to access the communication channel at the same time, but only one of them actually gains access. Which agent gains access depends on the media access control (MAC) protocol being used. Commonly used MAC protocols include Try-Once-Discard (TOD) and Round-Robin (RR) [10] . For these protocols, an upper bound on the MATI was derived [10] that guarantees asymptotic stability of the system. It led to scheduling methods [11] that were able to assure the MATI was not violated. Further work [12] , [13] derived tighter bounds on the MATI. All of this prior work confined its attention to control area network (CAN) buses where centralized computers coordinate the information flow across the network. The length of the MATI heavily relied on the choice of network protocols.
The aforementioned work computed bounds on the MATI in a centralized manner. This earlier work also assumed that MAC protocols were also realized using a central supervisor. A centralized approach in analysis and implementation is impractical for large-scale systems. Moreover, because the MATI is computed before the system is deployed, the selected MATI must ensure performance levels over a wide range of possible system states. As a result, the MATI may be conservative in the sense of being shorter than necessary to assure a specific performance level. Consequently, the network bandwidth has to be higher than necessary to ensure the MATI is not violated.
One approach for reducing the bandwidth requirements within NCS is to reduce the frequency with which agents communicate. Recent work considering event-triggered feedback sampled-data systems [14] , [15] shows that the sampling rates under event-triggering are well below those in periodic task models. This is because the system can adaptively adjust the rates in a manner that is sensitive to what is currently happening within the system. It should therefore be possible to reduce the transmission frequency in NCS using event-triggering. Event-triggering [16] has appeared under a number of names that include interrupt-based feedback [17] , Lebesgue sampling [18] , state-triggered feedback [19] , and self-triggered feedback [15] , [20] , [21] . All of this prior work, however, focused on using event-triggered feedback in single processor real-time systems.
Another related research direction is to study packet loss in NCS. In [22] , a 2-state Markov model was used to describe the packet loss. The system can either use past control inputs or compute new control inputs based on an estimate of the lost data. In [23] , packet loss is modelled as an identically independently distributed (i.i.d.) process in a single-input single-output NCS. These results were extended in [24] by modelling data dropouts as a Markov chain instead of an i.i.d. process. Optimal dropout compensation for NCS was presented in [25] . A packet-based multi-control strategy was examined in [26] to improve the performance of NCS, where packet loss is assumed to follow a stochastic 2-state Markov model. All of this work focused on modelling data dropouts as stochastic processes in a centralized manner. This paper, on the other hand, presents a method by which agents can locally estimate their MANSD. Again, this information may be used in scheduling agent access to the communication medium.
This paper considers a more general framework of asynchronous information transmission in NCS using distributed event-triggering. This work addresses the impact that both data dropouts and transmission delays have on overall system performance. To the best of our knowledge, this is the first result examining the requirements for distributed implementation of NCS. It is also the first result on packet loss in event-triggering. Another important contribution over prior work [10] , [12] , [13] is that this paper derives state-based bounds on stabilizing transmission delays. Furthermore, we show that the existence of strictly positive bounds on stabilizing delays. These bounds can be used to select realistic deadlines that can be achieved by communication network middleware. Our results can therefore serve as the basis for the design of firm real-time systems that guarantee system performance at levels traditionally seen in hard real-time systems.
III. PROBLEM FORMULATION
Consider a distributed NCS containing agents. These agents are coupled together and each agent receives information from neighboring agents. Let . The coupling and information flow in the NCS can be described by a coupling graph and a communication graph, which are defined as follows. This paper assumes agent can only detect its own state, , and receive the broadcast states of its neighbors in . If a local "error" signal exceeds a given threshold, which can be detected by hardware detectors, agent will sample and broadcast its state information to all agents in the set over a real-time network. Meanwhile, agent 's control, , at time is computed based on the latest states that were successfully broadcast by those agents in . These broadcast states are denoted as . The control signal used by agent is computed based on . This means that the state equation of agent can be written as (1) One thing worth mentioning is that the control input depends on instead of . In fact, if agent knows its exact state , the control input can be computed based on and . The analysis in this paper is still applicable. But in this case, agent has to continuously compute . From the perspective of saving computational resource, we relate to . is, therefore, constant between two consecutive successful broadcasts by the agents in , because remains the same during that time period. Of course, agent can also update its control input between broadcasts, subject to its local computational resource available. But this requires a more sophisticated strategy to manage the computational resource that will be studied in the future.
Agent 's broadcast is characterized by three monotone increasing sequences of time instants: the broadcast release time, , the successful broadcast release, , and the broadcast finishing time . The time denotes the time instant when the th broadcast of agent is released. The data, however, may not be transmitted successfully. The time denotes the time instant when the th agent "successfully" broadcasts its state for the th time. "Successfully" means the data in this broadcast is received by ALL agents in successfully. The sequence, , is clearly a subsequence of sequence . The th inter-release time of agent is defined as . It is also known as the th broadcast period of agent . We use to denote the number of times agent broadcasts its state between time instants and . This is also equal to the number of data dropouts between agent and over the interval . We assume there is no delay between sampling and broadcasting data. The delay considered in this paper is the time between sampling and "successful" receipt of the data. The time denotes the time instant when all of agent 's neighbors (agents in ) receive the th successfully broadcasted data from agent . Notice that for all . In the following we let be defined as for . This function therefore represents the error between agent 's current state and the state at its last successful broadcast. We also define the function as . This signal therefore represents the error between agent 's current state and its state at , whether or not the broadcast at was successful.
Definition 3.3:
The system in (1) is said to be finite-gain stable from to with an induced gain less than if there exist non-negative constants and such that for (2) The objective of this paper is to develop distributed event-triggering schemes to identify , , and such that the NCS defined in (1) achieves a desired level of performance with regard to the stability concepts introduced above.
IV. DISTRIBUTED BROADCAST-TRIGGERING EVENT DESIGN
This section describes a distributed approach to the design of "local" events for both nonlinear and linear subsystems. By "local", we mean that a subsystem's event can be triggered using information that is "locally" available to the agent. This information includes the agent's local state as well as local models of the agent's dynamics.
A. Local Event Design in Nonlinear Systems
The following assumption will be used throughout this paper.
Assume that for any , there exist a continuously differentiable, positive-definite function , class functions , , positive constants , , , , and control law satisfying
with some . Remark 4.2: Equations (5) suggests that subsystem is stable from , , and to . Equation (6) requires to be large. Taking this into (5), it puts a requirement on the gain of this subsystem. This assumption can be satisfied when the interconnections between subsystems are weak. Here is a distributed way to design the control strategy such that Assumption 4.1 holds. We first select and that are shared by all agents. Then agent only needs to find , , and to fulfill (4)- (6) . Notice that once agent knows and , (4)-(6) are only associated with agent 's local dynamics. It turns to be a local input-to-state stabilization problem for agent . Solving such a stabilization problem is not easy in general. For linear systems, however, it can be solved by solving an LMI. This will be further discussed in Section IV-B. 
If (8) holds for all and all , then the NCS is stable from to .
Proof: Let . It is easy to see that where the second equality is obtained by resorting all of the items according to index . Equation (6) and the above inequality are sufficient to show the NCS is stable from to .
Remark 4.4:
The inequality in (8) is the real-time constraint to ensure the system stability. This constraint is only associated with the agent's local state, , and the local error, , between the agent's current state and its last successfully broadcast state. Note that these signals are locally available to agent . If there are no packet loss and transmission delays, we can directly use the violation of the inequality in (8) to trigger agent 's broadcasts. Even if transmission delays and packet loss exist, as long as the the resulting measure error is bounded by the given threshold, the system is still stable. How to quantify the allowable delays and packet loss will be discussed in Section V.
Remark 4.5: The functions , , and may be replaced by more general class functions that are Lipschitz continuous.
We will find it convenient to use a slightly stronger sufficient condition for stability. This condition is stated in the following corollary. The corollary recasts the real-time constraint in (8) as a function of the local error, , and the successfully broadcast local state, .
Corollary 4.6: Consider the NCS in (1). Suppose Assumption 4.1 holds. For any and , let where is given by (7) . If (9) holds for all and all , then the NCS is stable from to .
Proof: By the definition of , (9) In the later discussion, we design event trigger to ensure the inequality in (9) . In (9), the threshold on the local error is fixed between two successive transmissions. Such a threshold makes it more convenient to predict deadlines. These predictions are discussed in Section V.
B. Linear Systems
This section shows how to implement the distributed scheme proposed in Section IV-A for linear systems. We confine our attention to stability. For linear systems, events are designed by solving LMI feasibility problems. With the linear structure, the state equation of agent is (10) and the state equation of the overall NCS is (11) where , , , and . We will use (10) and (11) interchangeably to denote the dynamics of the NCS.
We first introduce a lemma, in which LMIs are used to identify the parameters in local events. 
The following theorem shows that solving Problem 4.10 ensures stability of the resulting event-triggered NCS. Theorem 4.11: Consider the NCS in (10) . Given , , assume that for any , the local LMI in Problem 4.10 is feasible and , , , and are the solutions. For all and any , let . If (19) holds for all and all , then the NCS is stable from to .
Proof: Notice that the inequality still holds when we expand the matrices in (16) into dimension by appropriately adding zero. Summing both sides of the expanded matrix inequalities shows that (12) are pre-selected, the local problem associated with agent only requires the information on agent 's system dynamics. To design the local events, agents do not have to know other agents' system information and, therefore, the design scheme is distributed.
Remark 4.13: The dimensions of the matrices on the lefthand side of the LMIs in (16) and (17) are and , respectively. These dimensions are much smaller than the dimensions of the matrices in the (12) and (13) .
In Problem 4.10, two parameters, and , are pre-selected and all agents share the same and . The following corollaries 4.14 and 4.15 discuss the selection of these parameters so that the local LMIs are feasible. A more general setup is to pre-select a group of parameters and . The preceding results can be easily modified to handle this more general setup. 
Since (21) holds, we know that there always exists a positive constant such that for all , (16) holds. Equation (22) implies that there exists a positive definite matrix such that , which suggests that there always exists a positive constant such that for all , (17) holds. Corollary 4.14 suggests that must be large enough to guarantee the feasibility of the local LMI, provided (20) holds. We still need to know how to select . The following corollary shows that the feasibility of (20) is independent of the selection of . 
V. EVENT-TRIGGERING WITH DATA DROPOUTS AND TRANSMISSION DELAYS
The previous section provides real-time constraints that guarantee stability. If there are no dropouts and delays during data transmissions, agents can directly use the violation of the inequality in (9) to trigger the broadcast. When dropouts and delays are involved, agent uses the violation of (23) to trigger the st broadcast release, where denotes the time instant when agent samples and releases the th broadcast. Notice that the difference between (23) and (9) is that in (23) might be lost during the transmission; while in (9) is always successfully transmitted. Under this triggering mechanism, we provide a maximal allowable number of successive dropouts (MANSD) and a bound on delays (also called "deadline") for each agent to ensure asymptotic stability of the overall system. These parameters can be identified by agents using local information. For notational convenience, let and denote agent 's MANSD. To analyze data dropouts and transmission delays in networks, we first need to introduce the transmission procedure. Let us take agent as an example. Agent uses the violation of inequality in (23) to trigger the next broadcast. When the local event occurs, agent samples and then sends a DATA message to neighboring agents in . The DATA packet contains a time tag and the sampled state . At the same time, the triggering event is updated to be the violation of Those agents who receive the packet from agent need to send acknowledgement messages (ACK) back to agent . Notice that at this point, agents in are not allowed to use this DATA packet to update their control inputs.
If agent receives confirmations from ALL of its neighbors in within seconds, i.e., during the interval , it sends out a permission message (PERM) to its neighboring agents. The PERM message gives neighboring agents permission to use the previously transmitted data. Otherwise, if agent does not receive confirmations from ALL of its neighbors in within seconds, the DATA packet is treated as a lost packet and discarded. Notice that sending PERM indicates a successful broadcast.
is, therefore, the time instant of a successful broadcast. We use the symbol to denote the release time of the th successful broadcast ( is a subsequence of ). Only after the agents in receive the permission from agent , they are allowed to use this packet to update their control inputs. Notice that the sizes of the ACK and PERM packets are very small. Therefore, they will not take a lot communication resource. We can assume that transmission of PERM packet is instantaneous and will not be lost.
Following this transmission protocol, it is easy to see that a packet sent by an agent is either lost or transmitted to all of its neighbors. The broadcast state of agent , therefore remains consistent across all of its neighbors. It is important to have this consistency in the system. Otherwise, different versions of measurement errors will be generated that are difficult for agent to track. For example, assume that agent 1 receives and uses the DATA package from agent while agent 2, another neighbor of agent , does not receive that packet. Agent 2 therefore still uses the previously received state of agent , say . Then agent 2's measurement error in the state of agent is . This error, however, is difficult for agent to track because there is no way for agent to know exactly what is. How to handle different versions of measurement errors in distributed systems might be an interesting topic in the future.
We currently know how to design local events. But to ensure asymptotic stability of the system, we still need to determine and derive upper bounds on so that is always valid with some for all and all
. Notice that for all and therefore for all . Recall that is the time instant when the th successful broadcast is completed. This suggests that we only need to ensure over the time interval . We may actually split into two subintervals: and . To determine , we focus on the time interval since data dropouts happen during this time interval.
is selected in a way that even if packets are lost, the real-time constraint, , is still valid over that interval. To determine bounds on , we focus on the interval because is basically the delay in the th transmission. We need to find an upper bound on , denoted as , that ensures asymptotic stability.
Before we present the main results, we need two lemmas. The first lemma (Lemma 5.1) describes the behavior of over when data dropouts happen. The second lemma (Lemma 5.3) shows that if there is a bound on the delays and the overall system dynamics is bounded, the resulting NCS is uniformly ultimately bounded.
Lemma 5.1: Consider the NCS in (1). Suppose that Assumption 4.1 holds. Given two collections of positive constants and for , if for any , the inequality (24) holds for all , where , and is defined by (7) , and the number of successive dropouts, , satisfies
then the inequality (26) holds for all and all , where is defined by (27) 
Remark 5.4: If the delays are less than the first term (associated with ) in the bound in (30), then the real-time constraint in (9) can be guaranteed. However, we cannot simply use as the bound on delays because this bound may shrink to zero as the state approaches zero, which is not practical. Alternatively, we introduce , which can be viewed as the worstcase bound. When dominates the operator, the real-time constraint in (9) will be violated. This violation, however, only happens when the state is close to zero. Lemma 5.3 suggests that, with the assumption that the system dynamics is bounded, the overall system is globally uniformly ultimately bounded for any . It is, however, still not clear how to select so that this assumption of bounded system dynamics holds. The following lemma solves this issue and therefore helps us relax the assumption of (29) in Lemma 5.3. It shows that if is small enough, the system dynamics will be in a preselected compact set. We now define this compact set. Suppose Assumption 4.1 holds and , are locally Lipschitz for all . Then we can define a compact set, , as
and find positive constants, , , , for such that for , , (24) holds for all , the number of successive data dropouts, , satisfies (25) , and the delay in the st successful transmission satisfies (38) where , , , are defined in (35), (36), (27) , respectively, then for all , where is defined in (34),. With the upper bound on delays derived in Lemma 5.5, we know that the system dynamics is bounded. Therefore, by Lemma 5.3 the NCS is at least uniformly ultimately bounded. The following theorem shows that with such an upper bound on delays, the ultimate bound will gradually shrink to zero, which implies asymptotic stability of the system. Theorem 5.6: Consider the NCS in (1) (39) where is the inequality in (24) and (40) the number of successive data dropouts, , satisfies (25) , and the delay in the st successful transmission satisfies (38), then the NCS is asymptotically stable.
Remark 5.7: The introduction of in can be viewed as the security requirement of the system. It requires each agent broadcasts at least every units of time. is arbitrarily chosen.
ensures that agents still communicate even when they stay in the ultimate set.
Remark 5.8: in (38) serves as the deadline for the th successful broadcast of agent . With the fact that holds, we have always greater than a positive constant, . In other words (41) holds for all . is the smallest predicted deadline (SPD) of agent . To show the SPD is greater than zero is important in establishing that our scheme does not require the network to transmit data infinitely fast.
Remark 5.9: The number of successive dropouts, determines the deadline . As increases, the value of increases. It, therefore, results in a short deadline according to (38) . There is a trade-off between the number of successive dropouts and the deadline. Remark 5.10: Two parameters , are used in the scheme. The parameter determines , , and the transmission periods, . The large is, the longer is and the smaller is, according to (24) and (25) . Large may also result in a small according to (32) and therefore leads to a larger . The parameter determines and . The large is, the larger is and the smaller is. As a "rule of thumb," a reasonable strategy is to choose and so that the periods and the SPDs are as large as possible; as this makes the task easier to schedule under an earliest-deadline first (EDF) scheduling discipline.
Remark 5.11: To design a system with special requirements on and , we solve (25) and (38) for and . There is no constraint on the selection of . It can be arbitrarily large.
, however, must be less than some positive constant so that (25) and (38) have solutions.
Remark 5.12: It is not necessary that the transmission periods reduce to zero as the state approaches to the origin. The transmission period is determined by the growth rate of the ratio . For certain systems, when the threshold goes to zero, the growth rate of the error is also decreasing. As long as the growth rate of is bounded from above, there must be a constant lower bound on periods. Such a time-space relation is further discussed in [21] , where a scaling law is provided. Remark 5.13: When disturbances hit agent , might grow faster and therefore the growth rate of will be large. As a result, to ensure inequality (24) , the required transmission frequency will be very high. This is especially true when the state is close to the equilibrium. When the required transmission frequency exceeds the frequency that the network can provide, the inequality (24) will be violated. It might result in the violation of the real-time constraints in (9) . In this case, the state will not converge to the equilibrium, but stay in a neighborhood of the equilibrium. The size of the neighborhood may be determined by the size of the disturbances and the capacity of the communication network. It is also possible that by successfully communicating enough times among agents, (9) is still valid. This reflects a tradeoff between the transmission periods and the number of allowable dropouts. By reducing the number of dropouts, the "allowable" transmission periods can be enlarged. By "allowable", it mean the transmission periods to ensure (9) . In summary, whether the real-time constraint in (9) will be violated or not depends on the size of the disturbance, how close the state is to the origin, and the number of dropouts during that time interval.
We also provide a lower bound on the transmission periods in the following corollary.
Corollary 5.14: If the hypotheses in Theorem 5.6 hold, then
holds for all and all . (24), then holds and therefore (43) implies , which means . If the broadcast is triggered by the violation of in (40), then holds. Combining these two cases yields the satisfaction of (42).
Remark 5.15: It is easy to see that in corollary 5.14, the lower bound on the transmission period goes to zero as the state goes to the equilibrium. It, however, does not mean the actual periods go to zero. In fact, in the simulations in Section VI, the periods are always greater than a positive constant. It suggests that the bound in corollary 5.14 may be conservative for certain systems.
Remark 5.16: With the bound on periods given in corollary 5.14, the MANSD given in (25) , and the deadline given in (38), we can not only do hard real-time scheduling of the transmission tasks, but also study firm real-time scheduling schemes, in which the case that a task misses its deadline is allowed.
VI. SIMULATIONS
This section presents simulation results demonstrating the distributed event-triggering scheme. The system under study is a collection of carts coupled by springs (Fig. 1) . Both soft spring models (nonlinear) and normal spring models (linear) are considered. The state of the th subsystem is the vector where is the th cart's position. We assume that at equilibrium, all springs are unstretched. We also assume that cart can only receive the broadcast state information from cart . This section consists of four subsections. Section VI-A shows how to implement our scheme in nonlinear systems. Section VI-B investigates the robustness of the eventtriggering scheme to transmission delays, data dropouts, and exogenous disturbances. Section VI-C explores how the parameters in the scheme affects transmission periods, the MANSD, and the SPD. Finally, Section VI-D examines the communication cost and the complexity of our scheme by comparing it against the approach in [12] that derives the bound on the MATI. These simulations results show that our scheme is robust to transmission delays, data dropouts, and exogenous disturbances. The average broadcast period and the time spent in event design in our scheme scales well with respect to the number of agents.
A. Implementation in Nonlinear Systems
This subsection considers how to implement our scheme in nonlinear systems. In this simulation, the carts are coupled together by soften springs [27] (24) and the MANSDs for agents are all 5 according to (25) . We set and ran the event-triggered NCS for 6 s. We assumed that for each agent, the number of data dropouts between successive transmissions is equal to its MANSD. We also assumed that transmission delays are equal to the predicted deadlines defined in (38). The initial state was randomly generated satisfying . From the top plot of Fig. 2 , we can see that the system is asymptotically stable. The broadcast periods of agent 1 (cross), agent 2 (diamond), and agent 3 (dot) are shown in the middle plot of Fig. 2 that vary in a wide range before the system approaches its equilibrium. It demonstrates the ability of event-triggering in adjusting broadcast periods in response to variations in the system's states. Also notice that in the simulation the periods are always greater than a positive constant, even when the states are close to the equilibrium. This is because as approaches zero, although the threshold goes to zero, the growth rate of the error is also decreasing. For this specific system, the growth rate of the ratio happens to be bounded from above, which results in a constant lower bound on periods in this simulation. On the other hand, it means the lower bound on periods obtained in corollary 5.14 might be conservative. The bottom plot in Fig. 2 shows the history of predicted deadlines, which are reduced to fixed constants as the states approach to the equilibrium. This is because as the states get small, 
B. Robustness
Robustness of our scheme is studied with respect to delays, dropouts, and exogenous disturbances in this subsection. We first considered increasing the transmission delays in the simulation. We kept all settings the same as the simulation in Section VI-A except that the transmission delays can exceed the predicted deadlines. The system becomes unstable when the delay in each transmission is larger than 0.002 s. The time, 0.002 s, is, therefore, the maximal delay that the system can actually tolerate. Notice that our predicted SPDs (280 , 140 , and 300 in agent 1,2,3, respectively) are around 10% of the actual allowable delay.
The next simulation used the model in Section VI-A except that data dropouts are modeled as a stochastic way, instead of setting it equal to the MANSD. The probability of a data dropout is set to be a constant . Simulation results show that the system can be stable even when is as large as 0.9. The maximal number of successive dropouts that occurred in the simulation is 41. These results show that the event-triggered system is very robust to data dropouts.
We finally considered the effect of exogenous disturbances on the event-triggered system. We assumed that there are neither transmission delays nor data dropouts in the system. We ran the system for 40 s with . for all . An external disturbance was added into agent 1, where for and otherwise. The broadcast periods of agent 1, 7, 10 are plotted in Fig. 3 . We see from the figure that agent 1's broadcast periods became short when the disturbance came in during . It is because event-triggering can adjust the agent's broadcast periods in response to variations in the system's external inputs. Although no disturbance directly came into agent 7, 10, their periods were also shortened. Also notice that the decrease of agents' periods happens over different time intervals. This is because the effect of the disturbance in agent 1 was passed to each agent, from 1 to 10. The spatial distance causes a time delay in passing the effect of the disturbance. Another thing worth mentioning is that, although the periods in agent 7 and 10 decrease for a while, the intensity of such decease is much less than that in agent 1. This is because the effect of the disturbance decreases when it is passed from agent 1 to other agents.
C. Selection of Parameters
The simulations in this subsection examined the effect of parameters and on the broadcast periods, the MANSDs, and the SPDs. In particular, we studied agent 1. We assume that the delays in each agent are equal to its SPD and the number of each agent's successive dropouts is equal to its MANSD. The parameters and . We first fixed and varied from 0.1 to 0.9. The simulation results are shown in Fig. 4 . The top plot in Fig. 4 is the average broadcast periods versus . It shows that the average period almost remains the same as changes. It suggests that does not affect the broadcast periods. The middle plot in Fig. 4 is the SPD versus . We can see that when increases, the SPD decreases. Therefore, to have a longer SPD, we need a small . The bottom plot in Fig. 4 is the MANSD versus . As increases, the MANSD increases, which means has to be large to ensure large MANSD.
We then fixed and varied from 0.1 to 0.9. The simulation results are shown in Fig. 5 . The top plot in Fig. 4 is the average broadcast periods versus . As increases, the average period increases. It implies that to obtain long periods, needs to be large. The middle plot in Fig. 4 is the SPD versus . We can see that when increases, the SPD increases. The bottom plot in Fig. 4 is the MANSD versus . As increases, the MANSD decreases. These simulations verify the comments in Remark 5.10. It suggests a tradeoff between the broadcast periods, the MANSD, and the SPD. 
D. Scalability
This subsection studied the scalability of the distributed event-triggered system. We compared the average broadcast period and the design complexity of our scheme against the approach in [12] that derives the bound on the MATI. The simulations were done using normal spring models (linear We first compared the average broadcast period generated by our scheme with the MATI in [12] . Recall that for a NCS containing subsystems, the MATI in [12] , denoted as , is (46) where, with TOD protocol, , , is the gain for the system from to , and , , , are in (11) . The average broadcast period generated by our scheme in a NCS containing agents, denoted as , is defined as
The simulation was done under the assumption that there are no data dropouts, transmission delays or disturbances in NCS. We varied from 3 to 100. The system ran for 10 s. We compared and as varied. In the simulation, the MATI, , is almost 6 times smaller than the average broadcast period generated by our scheme, , for all . This means our scheme uses less communication resource, compared with the MATI. Also notice that the average broadcast frequency, , is almost proportional to the number of agents increases. Moreover, the increase of is much slower than that of as increases. This suggests that the average broadcast period in our scheme scales well with respect to the number of agents.
We also compared the time spent in event design in our scheme with the time spent in computing the MATI in [12] . The simulation was run with 3.0 GHZ P4 CPU. It took around 0.04 s in MATLAB to compute the parameter, , in one local event. So the total time used to design events is . The MATI was computed according to (46), where was obtained using MATLAB robust control toolbox. It took 21 s to compute the MATI when , 225 s when , and 463 s when . By our scheme, it only took 6 s to design all events when , 8 s when , 10 s when . Our scheme took much less time in event design than the computation of the MATI when the number of agents is large. It is obvious that the time spent in event design in our scheme scales well with respect to the number of agents.
VII. CONCLUSION
This paper examines event-triggered broadcasting of state information in distributed networked control systems with data dropouts and transmission delay. We propose an event-triggering scheme, where a subsystem broadcasts its state information to its neighbors only when the subsystem's local state error exceeds a specified threshold. This scheme is decentralized in a sense that a subsystem's broadcast decisions are made using its local sampled data; a subsystem is able to locally predict its MANSD and deadlines for transmission delay; and the designer's selection of the local event for a subsystem only requires information about that individual agent.
Our analysis applies to both linear and nonlinear subsystems. For nonlinear subsystems, the local event design is transformed into local ISS design problems; for linear subsystems, the design is simplified to be local linear matrix inequality (LMI) feasibility problems. With the assumption that the transmission delay is zero and the number of each agent's successive data dropouts is less than its MANSD, we show that the resulting NCS is finite-gain stable using our distributed scheme. When the transmission delay is not zero, we provide state-based deadlines that are always greater than a positive constant. As long as the delay in each transmission is less than the associated deadline, we show that the resulting NCS is asymptotically stable, provided the external disturbance vanishes. Simulation results show that our scheme has a good scalability with respect to the system maintenance and the average broadcast period.
These results are significant because they show how one might stabilize distributed control systems over ad hoc networks without necessarily requiring a high degree of synchronization within the communication network. They can serve as the basis for the design of firm real-time systems that guarantee network control system performance at levels traditionally seen in hard real-time systems. How to use these results to schedule the broadcasts over the network will be an interesting research direction in the future.
APPENDIX
Proof of Lemma 4.8 where is defined in (31). By (28) holds, which, with (64), is sufficient to show that there exists , such that holds for any , as shown in [28] .
Proof of Lemma 5.5 
