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This thesis is a preliminary study for the initiative to develop an autonomous AUV for
use in aquaculture. A micro-ROV is used to test the concept of inspecting net integrity
in ﬁsh cages by analyzing video feed from a video camera. Software is developed,
including an interactive GUI, thruster control, and the analysis algorithms. A laser
module is also developed to measure the distance between the ROV and ﬁsh cage using
two laser line generators. The conclusion is that checking for net integrity with a camera
and computer vision software is a viable option in a future AUV. The laser module works
well, providing reliable distance measurements for the ROV.
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CAN Controller Area Network
CV Computer Vision
EMI Electro Magnetic Interference
ESD Electrostatic Discharge
GUI Graphical user interface
HSV Hue Saturation Value: Cylindrical-coordinate representation of the RGB color
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MCU Microcontroller Unit: small computer on a single integrated circuit
PAL Phase Alternating Line: analog color television encoding system
PPHT Progressive Probabilistic Hough Transform
PRO3S Micro-ROV developed and distributed by VideoRay LLC
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ROV Remotely Operated Vehicle
RS-232 Recommended Standard 232, serial binary interface
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As the world human population continues to grow, the demand for ﬁsh has seen a rapid
increase in recent years. Unfortunately, this demand has long since passed the limit
of sustainable use. In today's ﬁshing industry, overﬁshing is a major problem which
leads to a critical decrease in the ﬁsh populations. Some scientists even predict that
the commercial ﬁsh and seafood harvest will collapse by the second half of this century,
should current trends continue (Worm [2006]).
A way to increase ﬁsh production without harming the natural population is by the use
of aquaculture in the form of ﬁsh farming. In much the same way as land animals have
been domesticated and bred for thousands of years, ﬁsh can be raised in enclosures or
tanks and then harvested for food. The worldwide growth rate of aquaculture has been
rapid and sustained for a long period. Annual increases in production averaged 8.8% in
the period 1970-2004 (FAO [2006]). At the same time the take from wild ﬁsheries has
ﬂattened out. In 2005 the total world ﬁsh production was 141.3 million tons, of which
aquaculture accounted for 48.1 million tons, or about one third. With the aquaculture
industry more important than ever before, it is of economic interest to make production
as streamlined and eﬃcient as possible.
Norway is among the world's leading exporters of seafood. In recent years, much because
of its favorable natural conditions with a long coast and an abundance of fjords, Norway
has also attained a highly successful aquaculture industry. In 2009, production of the
most bred species was 797,000 tons of Atlantic salmon and 92,000 tons of rainbow trout
(Jensen et al. [2010]). Most ﬁsh farms are sheltered within bays, sounds, and fjords
or scattered amongst islands within archipelagos. The ﬁsh are usually kept in square,
rectangular or circular cages, ranging from 15 to 48 meters deep (Jensen et al. [2010]).
Because most of the cage is underwater, divers are frequently used for routine operations
such as inspection of net integrity, inspection of the mooring system, and detection of
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biofouling. Regular inspection of the cage net is especially important as net damage
can lead to ﬁsh escaping the cage. Escapes are in fact one of the major problems in
ﬁsh farming today. Consequences often include severe negative environmental eﬀects.
Moreover, the ﬁsh farms suﬀer economic losses from ﬁsh escapes, both directly from the
loss of ﬁsh and from ﬁnes issued by the ﬁsheries authorities, and indirectly due to bad
publicity. In about two out of three escapes, damage to the net is the cause (Jensen et al.
[2010]). To decrease the risk of escapes, the integrity of cage nets should be inspected
as often as possible. However, inspection by divers is an expensive and potentially
hazardous operation. Safety regulations require at least three divers with professional
diving licenses to be present at all times during inspection (Arbeidstilsynet [2011]), and
the availability of qualiﬁed divers may at times be restricted. The motivation behind
this project is the demand for a more eﬃcient and less hazardous solution to inspecting
cage nets. If the inspection process could be automated, ﬁsh farmers would be able to
check net integrity more frequently and at the same time cut costs and reduce the risk
on human health.
An AUV (Autonomous Underwater Vehicle) is a free swimming, unmanned submarine.
A specialized AUV could potentially do most of the routine operations performed by
divers today. The task of inspecting net integrity could be done by equipping the AUV
with a video camera and integrated image processing hardware. The AUV could then
periodically survey the cage net and check for damage. The Department of Engineering
Cybernetics at NTNU, together with SINTEF Fisheries and Aquaculture, Kongsberg
Maritime Subsea, and other companies, has started an initiative with the goal of devel-
oping such an AUV. Since the development of a specialized AUV is a time-consuming
and expensive project, it is desirable to test some of the key concepts in practice ﬁrst.
This MSc. Thesis aims at using a pre-existing ROV (Remotely Operated Vehicle) to
check for net integrity in ﬁsh cages. An ROV diﬀers from an AUV by being controlled
from a control panel on the surface, connected by an umbilical cable. This will be a great
advantage when testing the concept. All image analysis, as well as control of the ROV,
can be performed on the surface instead of by dedicated hardware in the AUV case.
A standard laptop can be used, so no development of new hardware is needed. If the
concept proves to be successful, the image analysis algorithms can later be implemented
on dedicated hardware in the AUV.
1.2 Previous Work
There have been a few earlier attempts at the use of an AUV in aquaculture. In Klepaker
et al. [1987], a ﬁnished AUV prototype is presented. This prototype used an acoustic
data telemetry system to communicate with a surface control unit. It also had an
acoustic navigation system, giving its position with reference to navigation transducers
located in the AUV's working area. An onboard camera was installed to provide video
feed. An illustration of an example setup can be seen in Figure 1.1. The objective was
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Figure 1.1: Example setup of AUV in Klepaker et al. [1987]
to use such an AUV in a future ﬁsh farm where the ﬁsh was kept in a fjord, prevented
from escaping by acoustic or electric barriers.
Possible roles of a future ROV or AUV in aquaculture are discussed in Balchen [1991].
He mentions inspection of the mariculture facility as the most obvious application.
Also more innovative applications such as operating valves, installing equipment and
performing repair tasks are mentioned. Balchen even suggests the AUV acting as a
shepherd or as a leader of a school of ﬁsh. The disadvantages of using an ROV with
a tether cable is also discussed. The tether cable hinders free motion and consumes a
lot of energy because of the drag that water currents impose on the cable.
Frost et al. [1996] goes through the development of an ROV for the use in aquaculture.
Practical considerations such as power supply and control made the authors chose a
tether-cabled ROV instead of an AUV. The ROV is tested in a tank with ﬁsh. The ﬁsh
does not seem to be disturbed by the ROV. They keep a distance of about 1 meter, and
no contact between ﬁsh and the ROV is observed. The goal of the development is to
over time have the ROV undertake operations currently being performed by divers.
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Figure 1.2: Left: Concept of using several AUVs to eliminate the need for a ﬁsh cage.
Right: The BA-1
The perhaps most ambitious aquaculture AUV project so far is described in Kondo
et al. [2010]. An AUV was developed as a part of a larger initiative with the goal of
using multiple AUVs to monitor the environment, feed the ﬁsh, monitor growth of ﬁsh,
guide them, and report the data to land via a satelite connection. This is illustrated
in the left part of Figure 1.2. The right part of the ﬁgure shows the prototype BA-1.
The AUV is designed to behave as a shepherd by feeding the ﬁsh. It is assumed that
this will make the ﬁsh follow the AUV. Initial tests show that this is indeed the case.
After a few days of becoming used to the vehicle, the ﬁsh start following the AUV to
receive bait. The AUV also carries other instruments to interact with the ﬁsh, such as
LED arrays and a speaker system. However, these instruments does not seem to have
any eﬀect on the ﬁsh.
1.3 Outline
The thesis is divided into the following chapters:
VideoRay PRO 3S
This chapter gives information and relevant speciﬁcations about the ROV that will be
used in the project.
Speciﬁcations and Requirements
Speciﬁcations are given for current hardware. Detailed requirements are presented for
both the hardware and the software that will be developed.
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Design
Hardware and software design is described in detail. The concepts used are thoroughly
explained.
Computer Vision
This chapter explains the development and theory behind computer vision algorithms
used in the project.
Implementation
The complete system implementation is described. Speciﬁcations of both hardware and
software developed are given.
Test Setup and Results
All system tests are described. Results are presented and brieﬂy commented on.
Discussion
The results of development and tests are discussed in context of both the current project
and the initiative to develop an autonomous AUV for use in aquaculture.
Further Work
Ideas and suggestions for continued work towards development of the AUV is discussed.
Conclusion




The Department of Engineering Cybernetics at NTNU is in the possession of an ROV,
more speciﬁcally a VideoRay PRO3S. This ROV will be used throughout the project.
The PRO3S is a Micro-ROV system developed and distributed by VideoRay LLC, a
leading ROV manufacturer located in Phoenixville, PA, USA. The system includes the
ROV, a Tether Deployment System (TDS), and an Integrated Control Box (ICB), as
shown in Figure 2.2. Relevant speciﬁcations are listed in Table 2.1.
ROV Dimensions 30.5 x 22.5 x 21 cm
Submersible Weight 3.8 kg
Total System Weight 43 kg
Maximum Speed 1.34 m/s
Depth Rating 152 m
Camera -Forward facing wide angle PAL camera.
570 lines of resolution and 0.3 lux.
-Rear facing black & white camera
Lighting -Forward - Two 20 W high eﬃciency halogen lights.
-Rear - Ultra high-intensity LED light array.
Propulsion -Horizontal - Two thrusters with 60 mm propellers.
-Vertical - One thruster.
TDS length 76 m
Max voltage in tether 48 VDC
Table 2.1: ROV Speciﬁcations (Source: Videoray.)
The propulsion system consists of three thrusters giving the ROV three degrees of
freedom as illustrated in Figure 2.1. Horizontal thrusters are placed on the port and
starboard side of the ROV, providing surge and yaw abilities. A vertical thruster placed
on top of the ROV provides the ability to heave.
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Figure 2.1: Surge (x), Yaw (ψ), and Heave (z). (Image source: Carlsen [2010])
The ROV has two cameras, one in the bow and one in the aft. The bow camera is
forward facing with a control tilt giving it a 180◦ vertical ﬁeld of view. Two forward
facing lights are mounted on the sides of the ROV to illuminate its surroundings. The
aft camera is mounted facing backwards with a LED array around its lens.
All the actuators, lights and cameras can be controlled from the ICB. One can also view
the video feed by attaching a monitor. The PRO 3 S is built with an open architecture
and can alternatively be controlled from an external device, such as a laptop computer,
via a serial connection.
Accessories can be connected to the ROV by an accessory port over the aft camera. This
port includes two wires for serial communication, a video channel, and power supply.
11
Figure 2.2: Videoray PRO 3S system. Upper-Left: ROV, Lower-Left: TDS, Right:
ICB. (Image source: Videoray Videoray)
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Chapter 3
Speciﬁcations and Requirements
The idea is to have the ROV hovering close to the cage while using its on board camera
to provide video of the cage net. This is illustrated in Figure 3.1. The video feed will be
supplied to an external laptop computer which will analyze the frames to identify the
net. This video feed may also be used for navigation. The laptop will generate control
signals and send them back to the ROV, controlling its thrusters.
A laser-module will be constructed and attached to the ROV's belly. It will include laser
line generators for distance measurement as well as instruments for better navigation.
An overview of the hardware setup can be seen in Figure 3.2. Detailed speciﬁcations
and requirements are given in the following sections.
Figure 3.1: ROV surveying ﬁsh cage.





















Figure 3.2: Overview of hardware setup. Both the laptop computer, the ROV and the





The ROV needs a thruster system for propulsion. The thrusters should ideally provide
the ROV with four degrees of freedom: surge, sway, heave, and yaw1. As can be seen in
Figure 2.1, the PRO3S lacks sway capability, i.e. it can not move sideways. This makes
it unable to traverse the net horizontally while at the same time pointing the camera
towards it. The lack of sway capability may also make it diﬃcult to hold the ROV in
a steady position in the presence of current.
Camera
The ROV needs a video camera for ﬁlming the cage net. It should have a high enough
resolution for eﬀectively analyzing the net, and ideally also provide color video. The
PRO3S has two cameras, but the one in the bow is clearly best suited for this project.
The bow camera provides analog color video with a resolution of 570 lines. The camera
is connected to a tilt system so that it can be adjusted to an optimal angle.
External Connections
The ROV needs to have an input for control signals and an output for video feed.
The PRO3S provides an RS-232 interface to control all of its functions and an RCA
connector for video feed output.
3.1.2 Laser Module
A laser module will be developed to help the ROV keep a constant distance to the net
during surveys. This module can also include additional instruments to help the ROV
navigate in the water. The PRO3S has a pre-installed compass and a pressure sensor,
but these have shown to be unreliable on previous occasions. Installing more reliable
and accurate sensors would be helpful for navigation.
Construction
The ROV will be used primarily in seawater which is corrosive to some materials.
Materials used in the laser module housing should, if possible, not be prone to seawater
corrosion. Otherwise, protection against corrosion might be needed. The housing should
be able to withstand the pressure of 50 meters depth. The electronics need to run on
the power supplied by the ROV: 12VDC (6W) or 48VDC (30W).
1The two remaining degrees of freedom, pitch and roll, are usually self stabilizing in ROV's, including
the PRO3S.
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Figure 3.3: Male SubConn Micro Low Proﬁle 9 tether connector. (Image source: Sub-
Conn Inc., www.subconn.com)
Data Transmission
There are two free wires in the tether cable, AUX+ and AUX-. These can be used
by the laser module for communication with the laptop computer. A communication
interface will need to be developed for this. The leads in the 76 meter long tether cable
are separately insulated, but not shielded. The communication interface therefore needs
to be robust with respect to both noise and long transmission lines. The bandwidth
needs to be high enough to support the sampling rates of the sensors.
Cable Connection
The PRO3S has a female SubConn connector for connecting axillary equipment. The
laser module will need the male equivalent (Figure 3.3) to use this connection.
3.1.3 ICB Connection
Three separate connections need to be made between the ICB and the laptop computer:
video feed, control signals, and laser module communication.
Video Feed
The video feed is accessible with a male RCA-connector (Figure 3.4(a)). The output
from the ICB is an analog PAL-signal. This signal needs to be digitalized for processing
on the laptop computer. Dedicated hardware, meeting the following speciﬁcations, is
needed:
• Capture video from RCA connector
• Support 25Hz PAL-signals
• Preferably USB-interface for easy laptop connection.
3.1 Hardware 17
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A portable solution is desirable since ROV ﬁeldwork will be done with a
laptop computer.
(a) Male RCA/phono plug. (b) Male DE-9/DB-9/D-sub connector.
Figure 4.4: Available interfaces on the ICB.
Sensor Data
Sensor data will be made available on pin 7 (AUX+) and pin 8 (AUX-) of
the DE-9/DB-9/D-sub connector (Figure 4.4(b)) mounted in the ICB. The
computer interface depends on the chosen communication standard.
Control Signals
Control signals generated on the computer are transmitted to the ICB with
RS-232 communication. Only the RX, TX and GND signals from the stan-
dard are used, refer to (Catsoulis 2005, ch. 9) for further description.
Transmission commands and parameters are thoroughly described in Ap-
pendix A. The required communication parameters:
• Baud rate 9600 bps
• 8 data bits
• 1 stop bit
• No parity bits
Control signals are sent to the ICB’s D-sub connector with the pin conﬁgu-
ration shown in Figure 4.4(b) (pin 2, 3 and 5). Because both the ICB and
Figure 3.4: ICB-connections. (Image source: arlsen [2010])
Control Signals
The ROV is controllable through a standard RS-232 connection. Only three wires from
the standard are used: RX, TX, and GND. The laptop com uter can be connected
by a D-sub9 connector, see Figure 3.4(b). The RS-232 interface uses the following
para eters:
• 9600 bps baud rate
• 8 data bits
• 1 stop bit
• no parity
Laser Module Communication
The AUX +/- wires to be used for laser module communication are available at pin 7
and 8 of the same D-sub9 connector as the control signals (Figure 3.4(b)). In order to
separate the control signals from the AUX-wires a splitter is needed. A cable for this
purpose has already been made by earlier student Knut Ove Stenhagen.
Laptop Computer
The computer should be a laptop for system mobility. It needs to meet the following
speciﬁcations:
• Run Windows XP, Windows Vista or Windows 7
• Have a display that is readable under daylight conditions
• Have USB-/serial-ports for the ICB-connections
The video feed will most likely be connected by a USB-port. The control signals need a
serial port (D-sub9). Alternatively, a USB-serial adapter can be used. The connection
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Figure 3.5: Getac V100 rugged convertible laptop. (Image source: Getac,
www.getac.com)
needed for the laser module connection is dependent on the protocol chosen, but most
likely it will be a USB- or serial-port. To summarize, the laptop requires at least one
USB-port plus two additional USB- or serial-ports.
A Getac V100 (Figure 3.5) has been purchased by the institute for use with the ROV.
This is a rugged convertible laptop, made speciﬁcally for use in harsh environments.
It runs Windows 7 and has a display which, on earlier occasions, has proven to be easily
readable outdoors. The display size is 10.4 with a resolution of 1024x768 pixels. The
V100 includes a serial port as well as two USB-ports. It thus meets all the required
speciﬁcations for this project.
3.2 Firmware
The laser module needs a micro controller unit (MCU) to gather, process, and transmit
signals from the sensors. It should also control the enabling/disabling of the laser line
generators. The MCU will need to be programmed to perform these tasks. This program
will from now on be referred to as the ﬁrmware.
The signals from the diﬀerent sensors will most likely be in diﬀerent formats and sampled
at diﬀerent intervals. The ﬁrmware should convert the signals to a suitable format and
transmit them to the laptop computer as eﬃciently as possible. There is no need to
3.3 Software 19
wait for readings from all the sensors before transmitting, so the ﬁrmware should be
able to transmit these signals independently.
3.3 Software
The laptop needs a program able to process and analyze the video feed, read and process
sensor data, and control the ROV. It should also provide a graphical user interface
(GUI). This program will from now on be referred to as the software.
3.3.1 Video Feed Analysis
The software should analyze the video feed in real-time. Not every frame needs to be
analyzed, but the sampling rate should at least be high enough to allow for all traversed
net to be included. If there is enough processing power to increase the sampling rate
further, this will create a redundancy and thus improve the robustness of the system.
The anaysis algorithm should be as robust as possible with respect to lighting conditions,
angel of view, algae growth, and to foreign objects passing in between the camera and
the net. It should also be adaptable to the most common mesh dimensions used in ﬁsh
farms.
3.3.2 ROV Control
The software should control the ROV so that it is able to maintain its position in the
water. Ideally, the software should control the ROV to move in a pattern to search
the whole cage net for damage. However, due to the ROV's inability to move sideways
(sway), this might be diﬃcult to achieve. Moving in a search pattern is also of less
importance as the purpose of this project is only to demonstrate the concept. Later
development of an AUV will likely include thrusters to achieve all four desired degrees
of freedom. A sophisticated control system to cover the cage with only three degrees of
freedom would therefore become obsolete in later stages of the AUV-project.
3.3.3 Graphical User Interface
The GUI should be informative, interactive, and user friendly. Sensor data should be
displayed in a human readable format. Video feed and the processed images should also
be displayed. The user should be able to enable/disable the lasers and to adjust ROV
control as well as the analysis parameters.





Using laser beams to measure distance is not a new concept. Laser rangeﬁnders have
been used for many years in various application ranging from high-precision military
use to measuring distances at the golf course. The most common principle used in laser
rangeﬁnders is what is known as time of ﬂight (TOF) (Amann et al. [2001]). The
rangeﬁnder emits a laser pulse in a narrow beam towards an object and then measures
the time it takes the reﬂection on the object to return to the sender. These rangeﬁnders
can often make accurate measurements up to several kilometers. They are, however,
not ideal for this project for several reasons:
• TOF rangeﬁnders emit only a narrow beam. When measuring the distance to
a net in a ﬁsh cage, this beam will need to hit exactly at a mesh edge for a
correct reading. Since these edges are very narrow, achieving reliable distance
measurements would be virtually impossible with a moving ROV.
• Because of the high speed of light, TOF rangeﬁnders work best at distances in
excess of one meter, where small errors are acceptable (Amann et al. [2001]).
• Laser rangeﬁnders designed for underwater use are generally very expensive.
The ﬁrst reason alone is strong enough to reject standard TOF rangeﬁnding for this
project. A principle used in many industrial laser distance sensors is triangulation
(Dorsch et al. [1994]). A laser pulse is emitted in the same way as in TOF. A sensor
close to the laser emitter then measures the angle of the reﬂection returning from the
object. The angle of refraction varies proportionally to the distance of the object. This
method achieves high precision at small distances. However, this method also suﬀers
from the fact that the beam needs to hit exactly on a mesh edge for correct measurement.
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A much simpler approach to laser distance measurement will be undertaken in this
project. The plan is to use two line laser generators attached underneath the ROV
camera and pointing straight forward. The laser beams will form lines, instead of single
points, when they hit an object. In this way, parts of the line will always hit a mesh
edge on the cage net. The laser generators will be placed horizontal with respect to each
other and generate two parallel vertical lines. Since the laser lines both point straight
forward, the distance between the lines will be the same at all distances from the ROV.
The camera on the ROV will be used as the measurement sensor. When the ROV
is pointed towards an object, the laser lines will show up in the camera feed. The
horizontal distance between the lines in the image can be measured as a number of
pixels. This distance will vary with the distance to the object. Speciﬁcally, the distance
between the lines in the image should be halved when the distance from the object is
doubled. Mathematically, the relationship can be formulated as:
d = A× x−1
where d is the distance between the ROV and the object, A is a constant, and x is
the number of pixels between the lines in the image. The constant A is decided by the
physical distance between the laser line generators, the shape of the lens, and by image
resolution. The power of -1 may not be absolutely accurate due to ﬁsheye eﬀect on
the ROV camera. The exact formulation will be determined empirically later in the
project.
4.1.2 Communication
The ROV system has two auxiliary wires that have no deﬁned purpose and can be
accessed from the ROV and the control panel. That makes them perfect for serial
communication between the laser module and the computer. The communication signal
will go through the 76 meter long TDS cable together with supply power for the ROV,
so the communication protocol will have to be robust with regard to distance and noise.
The Controller Area Network (CAN) protocol is ideal for this purpose. CAN was
originally released by Robert Bosh GmbH in 1986, and an updated version, CAN 2.0,
was released in 1991. It was originally developed for the automobile industry to make
cars more reliable, safe, and fuel-eﬃcient, while decreasing wiring harness, weight, and
complexity. It has also gained popularity in other industries such as automation, medical
equipment and mobile machines (Pazul [2002]). Several nodes can be connected to one
bus, but in our case only two nodes will be used. The CAN protocol can send information
at bit rate of up to 1 Mbit/s, so latency should be of no concern. In addition, it has
a sophisticated error handling system, making sure that all messages are delivered to
the receiver. The maximum bus length is speciﬁed as 1000m. Two versions of CAN 2.0
are available: A and B. The B version supports more nodes on the same bus, but since
only two nodes will be used in this project, CAN 2.0A is used. The CAN-bus consist
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         (a)                                                                    (b)                                                                 (c)
Figure 4.1: a) Uniform Line Generators from Diode Laser Concepts Inc. b) OceanServer
Technology OS4000-T compass module c) Honeywell S&C 19C100PA4K Pressure Trans-
ducer
of two wires: CANH and CANL. They need to be terminated in both ends of the bus
by a 120Ω resistor.
4.1.3 Electronics
Laser line generators
Two 5mW laser line generators from Diode Laser Concepts Inc. have been chosen for
use with the laser module. They were chosen because of their industrial quality and
easy availability. They have a wavelength of 635nm (red) and a fan angle of 45◦. The
lasers were tested in a water tank to be visible underwater during daylight conditions.
A datasheet for these speciﬁc laser generators could not be found, but the model series
have an input voltage of 5VDC and a power consumption of up to 150mA. A quick test
revealed that these speciﬁc laser generators consume about 60mA. An illustration of
the lasers can be seen in Figure 4.1(a).
Sensors
The module will also contain two sensors for navigation; a compass and a pressure
sensor. The sensors are chosen primarily because they have both been used by earlier
student Andreas Carlsen during his MSc. thesis (Carlsen [2010]), and has given satis-
factory results in use with the ROV. As the sensors can be collected from his project,
no purchase of new sensors is needed.
The compass is an OceanServer Technology OS4000-T, depicted in Figure 4.1(b). It is
tilt compensated, meaning that it will show the correct orientation even if pitch or
roll is applied to the ROV. It provides the compass heading in clear text (ASCII) as a
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number between 0-359.9◦, so the signal does not need any further processing. Selected
speciﬁcations:
• Compass accuracy: maximum 1.5◦ rms error when roll and pitch angles are <
±60◦
• Bandwidth: maximum 40 Hz
• Output resolution: 0.1◦
• Operating temperature: -40◦C to +80◦C
• Operating voltage: +3.3V to +18V DC
• UART Baud Rate: 4800 bit/s to 115200 bit/s
The baud rate is set to 19200 bit/s and the sample rate to 10 Hz, which should be
suﬃcient for the current application.
The pressure sensor is a Honeywell S&C 19C100PA4K, depicted in Figure 4.1(c). This
sensor has been used by both Carlsen [2010] and Skjaeveland [2009]. It was shown
to provide good accuracy when used with proper signal processing. Its pressure range
is 0-100 psi (0-689400N/m2), relative to vacuum. This means that the transducer will
measure one atmosphere, or 14.696 psi (101325 N/m2), at sea level. The pressure range
left to measure water depth is then 85.304 psi. Hydrostatic pressure in seawater can be
calculated by the following equation (White [1998]):
p = patm + γzt
where p is the pressure in N/m2, patm is the surface atmospheric pressure, γ is the
speciﬁc weight of seawater (10050 N/m3), and zt is the depth. We can use this formula







Since ﬁsh farms rearly go deeper than 50 meters, the depth rating should be suﬃcient
for this project. The output signal is an analog low voltage signal which will need to
be ampliﬁed before being transmitted to the MCU.
MCU
An Atmel AT90CAN128 (Figure 4.2(a)) has been chosen as the module's MCU. It
has a built in CAN-controller (explained in the communication sub-section), UART for
compass communication, 10-bit ADC for reading pressure measurements, and general
I/O-pins to control the lasers.
Power
The tether connection from the ROV supplies 12VDC up to 6W. The module has been
chosen to run on 5VDC which is an acceptable voltage for all included components.
A TracoPower TES2N-1211 switching regulator (Figure 4.2(b)) will convert the power
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         (a)                                                                    (b)
Figure 4.2: a) Atmel AT90CAN128 b) Tracopower TES-2N1211 switching regulator
(picture depicts diﬀerent unit, but with same package. Image source: Tracopower).
down to this voltage. It has a 9-12VDC input rating and a 5VDC 2W output. The
electronics in the laser module have been calculated to use maximum 250mA or 1.25W,
so the switching regulator should provide more than enough power. The TES2N-1211
also has a built-in EMI ﬁlter to provide a clean output. The typical eﬃciency is 77%,
which makes its maximum power consumption 2.6W, far below the 6W provided by the
ROV.
Pressure signal ampliﬁcation
As described earlier, the pressure transducers output is an analog low-voltage signal
that will need to be ampliﬁed before it is processed by the MCU. This has been done
previously, ﬁrst by Skjaeveland [2009] and later by Carlsen [2010]. Their steps and
choice of components will be used in this project as they have already proven to give
good results.
The 19C100PA4K input terminals are connected to the 5VDC power supply. The
output signal is speciﬁed as 1/100 of the of the input voltage so the output will be in
the range 0mV to 50mV. A single-supply INA155UA instrumental ampliﬁer from Texas
Instruments is used to amplify this signal. The unit gives a linear output close down
to 0V. Because the pressure transducer will measure atmospheric pressure at sea level,
input voltage for the instrumental ampliﬁer will always be in the linear ampliﬁcation
area.
Low-pass ﬁltering will remove high-frequency noise on the input signal. An RC-ﬁlter
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A gain value of 50 is accomplished by soldering a 0Ω resistor between the
pin 1 and 8 of the INA155UA as described in the datasheet.
The maximum value from the INA155UA is 2.5V while the ADC reference
is set to 2.56V. This means that the number of discrete values is limited to
2.50V·1023
2.56V
= 999+1 levels and a resolution of 0.1 PSI/bit or 6.86 cm change of depth/bit.
The complete signal processing chain is shown in Figure 5.5.
Figure 5.5: Pressure measurement processing chain, adapted from
(Skjaeveland 2009)
CAN
A CAN transceiver is needed to convert transmitted and received CAN
frames between the MCU and physical bus. The unit converts digital in-
put to a diﬀerential output suitable for transmission (and vice versa), and
Figure 4.3: Pressure measurement processing chain. (Image source: Carlsen [2010])
with a cutoﬀ frequency of 10Hz is used for this purpose. This will allow for rapid depth
changes while at the same time removing most disturbances. The resistor (R) and
capacitor (C) values control the cutoﬀ frequency (ωc = 2pifc) by the following relation




By connecting a 0Ω resistor between pin 1 and pin 8, the instrumental ampliﬁer is set
to amplify the input voltage by a factor of 50. This will give an output voltage range
of 0-2.5V. The complete pressure signal processing chain can be seen in Figure 4.3.
CAN-signal processing
A CAN-transceiver is needed as a conversion-medium between the CAN-bus and the
MCU. The transceiver converts digital MCU-signals to diﬀerential signals for transmis-
sion and vice-versa. It also protects the MCU from voltage peaks, Electro Magnetic
Interference (EMI) and, Electrostatic Discharge (ESD). Carlsen [2010] successfully used
a Mictrochip MCP 2551 CAN-transceiver in his project. This same transceiver with
the same conﬁguration will be used in this project.
The transceiver slew-rate controls the rise and fall times of the bus-signal. On the
MCP2551, the slew-rate is controllable by connecting a resistor between pin 8 and
ground. A chart of slew-rate as a function of resistor value can be seen in Figure 4.4.
Using a 22kΩ resistor will give a slew-rate of about 17V/µs. This will allow for the fast
rise and fall times required by the application.
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protects circuitry from voltage peaks, Electro Magnetic Interference (EMI)
and Electrostatic Discharge (ESD). The chosen transceiver is a Microchip
MCP2551.
Because the embedded system functions as one of the two endpoints of the
bus there must be a 120Ω resistor between CANH and CANL. The slew-rate
of the transceiver controls the rise and fall times of CANL/CANH. On the
MCP2551 this is adjusted by a resistor connected between pin 8 and ground.
By choosing a 22Ω resistor the unit will allow the fast transmission speeds
that are needed by the current application. This value is known to work from
previous experience and will allow about 17 V/μs according to Figure 5.6.
Figure 5.6: Slew-rate as a function of resistance for the MCP2551,
c©Microchip Technology Inc.
5.1.7 Housing
The housing designed for the embedded system must be limited in size to re-
duce buoyancy and provide the required mounting options for PCB, SubConn
cable and pressure transducer. Figure 5.7 shows the housing dimensions nec-
essary to calculate the volume and size limitations. The housing is made up
of two parts, the lid and the cylinder.
An estimate of the housing volume can be found with the formula for cylin-
drical volume: V = r2πh, where r is radius and h is cylinder height. The
Figure 4.4: MCP2551: Slew-rate as a function of resistance. (Image source: Microchip
MCP2551 Data Sheet)
Circuit board
The circuit board was designed in CadSoft Eagle 5.10. It is a two layer circuit board
designed to be as small as possible while at the same time minimizing noise and electrical
interference on the compass. The following steps have been taken to achieve these goals:
• The switching regulator is assumed to be the biggest source of electromagnetic
noise and is placed on the opposite side of the board from the compass.
• Power tracks have been made wide and as short as possible.
• 0.1 uF1 decoupling capacitors have been connected in parallel with the power
input on all components.
• Both layers of the circuit board has been made with a ground plane covering all
free space.
• Vias have been placed strategically to minimize ground paths.
The board design can be seen in Figure 4.5. Full schematics and board design can
be found in Appendix A. Four LEDs are included to indicate the module's status. A
red LED indicates power, while three green LEDs indicate CAN-communication, ADC-
communication, and UART-communication. A pushbutton is connected to the MCU
1This capacitor value has previously been used with good results
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Figure 4.5: Circuit board design
reset line. Together with the LEDs, this will provide a powerful tool during initial
testing and debugging.
4.1.4 Mechanical design
The laser module will be attached underneath the ROV. An attachment has already
been made for an earlier project and can be re-used for the laser module. The main part
of the module will have to be a cylinder of 600mm outer diameter to ﬁt this attachment.
Distance between the line laser generators is the most crucial part of the mechanical
design. Increasing distance between the lines will increase the resolution of the mea-
surement as variation in pixels with distance to the object will be greater. However, if
the lines are too far apart, they may not show up in the video when the ROV is close
to the object being measured. The optimal line distance is found where both lines are
just in the image at minimum working distance. This optimal distance can be found
by placing the ROV in front of a wall at minimum working distance and measuring the
horizontal length of wall that shows up in the image. Unfortunately, the ROV was dam-
aged in mid March, and had to be sent for repair. Calculation of optimal distance was
therefore somewhat inaccurately calculated by looking at old footage from the ROV
and approximating the distance and length of objects in the image. The minimum
working distance was set to 100mm, as the ROV will probably search for net integrity
at far greater distances from the net. Optimal line distance between the laser lines was
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calculated to 265mm. The inaccuracy of this calculation is however of less importance
as the mechanical design will limit the line distance further, as explained below.
Per Inge Snildal at the department's mechanical workshop has created the mechanical
design with the following speciﬁcations in mind:
• The laser module should ﬁt the attachment already made for the ROV and should
therefore include a cylinder with outer diameter of 600mm.
• The housing should be waterproof and be able to withstand the pressure at 50
meters depth. It should also not be prone to seawater corrosion.
• The line laser generators should be as far apart as practically possible (up to 260
mm), and should point straight forward from the ROV. They need to be isolated
from water but they also need some sort of window to allow the beams to pass
through.
The resulting design has been drawn in Google SketchUp and can be seen in Figure 4.6.
The full 3D model can be found in the electronic attachment included with this report.
The module is nose-heavy and have a slight positive buoyancy, but a manual weight-
adding system on the ROV can easily compensate for this. The cylinder is connected
to the front part of the module by four bolts. An inlaid o-ring ensures a tight seal. The
laser-windows also have inlaid o-rings and can easily be removed to adjust the lasers.
The PCB is attached to the front part of the module by a bracket. The entrance of the
SubConn cable has been sealed by insulation tape.
The distance between the lasers is 164.5mm, 100.5mm less than the calculated optimal
distance. This will reduce the measurement resolution but was the result of practical
manufacturing considerations. A beneﬁcial side-eﬀect is that the reduced line distance
will allow the ROV to measure object distance at even closer range than the chosen
minimum working distance of 100mm.
4.2 ICB connection
Two external hardware devices are needed to connect the ICB to the Getac V100 laptop
computer: A frame grabber to digitalize the video feed and a CAN-adapter to commu-
nicate with the laser module's CAN-interface. Such devices were acquired for Carlsen
[2010] and can be re-used for this project.
A TerraTec Grabby frame grabber will be used to digitalize the video. The product
is cheap, can interface RCA composite video, and delivers output via USB. Selected
speciﬁcations are given in Table 4.1.
The laser module's CAN-interface will be connected to a Kvaser Leaf SemiPro HS to
make the signals available via USB. Selected speciﬁcations are given in Table 4.2.
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Figure 4.6: Laser module, mechanical design. Top: Front view. Bottom: Side view.
Data Interface USB 2.0
Analog Video Input Composite- and S-Video
PAL Capture Resolution Up to 720x576 pixels
PAL Capture Rate Up to 25 fps at maximum resolution
Power Source USB
Table 4.1: TerraTec Grabby speciﬁcations.
Data Interface USB 2.0
Galvanic Isolation Yes
Supported Message Formats 2.0 A and 2.0 B
Bitrate 5kbit/s to 1000kbit/s
Maximum Message Rate 15000 Hz
Power Source USB
Table 4.2: Kvaser Leaf SemiPro HS speciﬁcations.
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Figure 5.10: Splitter wiring scheme.Figure 4.7: D-sub9 splitter wiring. (Image source: Carlsen [2010])
As mentioned in the speciﬁcations chapter, both the CAN-bus and the RS-232 interface
are accessed by the same Dsub9-port on the ICB. Earlier student Knut Ove Stenhagen
has made a splitter to connect both interfaces simultaneously. The wiring of this splitter
is shown in Figure 4.7. A 120Ω resistor is included inside the housing of the CAN-part
of the splitter to terminate CANH/CANL (AUX+/AUX-).
4.3 Firmware
The ﬁrmware is the program that will be stored in the ﬂash memory of the MCU. The
program has been designed so that three routines control program behavior: UART
(compass) interrupt, ADC (pressure sensor) interrupt, and the main control loop.
Compass interrupt
The compass can deliver data at many diﬀerent formats. The chosen one is referred
to as $C and the chosen outputs2 are azimuth (compass heading), pitch, roll, and
temperature. The resulting output is on the form $Cxxx.xPxx.xRxx.xTxx.x*cc and
is interpreted as follows:
• $ indicates the start of a new sentence
2Clearly, the most important output for our purpose is azimuth. The other outputs are included so
that they can easily be accessed, should they be needed in the future.
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• C, P, R, or T, means that the following value is the azimuth, pitch, roll, or
temperature, respectively.
• xx(x).x is the measured value. Azimuth is between 0.0 and 359.9.
• *cc is an XOR checksum sent at the end of each sentence.
Compass communication uses UART1 on the MCU with baud rate 19200, 8bit, 1 stop
bit, no parity. Every time a new message is received, the interrupt routine is run. The
routine reads the message which is a character in ASCII format. It interprets where the
character belongs and store appropriate values. Whenever a full reading (e.g. azimuth)
is stored, a ﬂag is set to indicate that this new reading is ready. The compass is set to
operate at 10Hz so that 10 full data words are sent each second.
ADC interrupt
The MCU system clock runs at 16MHz. The ADC is set with a prescaler of 128, so
that it runs at 125kHz. Every time a new reading is ready, the ADC-interrupt routine
is run. This routine stores the reading and sets a ﬂag indicating that a new reading is
available. The reference voltage is set to 2.56V and the readings have a resolution of
10 bits (1024). The maximum voltage from the instrumental ampliﬁer is 2.5V, so the
true resolution of the depth readings are 1024∗2.5V2.56V = 1000. A reading change of one bit
represents a change of 6.86cm in depth.
Main Routine
This is the ﬁrst routine that is run when the system starts up. It ﬁrst initiates ADC,
UART, and CAN communication. It then enters an inﬁnite control loop which does the
following:
1. Check sequentially if new readings are received from the sensors (pressure, az-
imuth, pitch, roll or temperature). When a new reading is found, transmit it by
CAN and proceed to check the next reading.
2. Check if a new message is received by CAN and take the appropriate action.
CAN-messages received by the MCU contain information to enable/disable the
lasers/status LED's, and also if the compass should be conﬁgured3.
As long as no new CAN-messages are received, the loop runs at approximately 10-15Hz.
This means that the compass readings are transmitted at about the same speed as they
are received (10Hz). The ADC-readings are transmitted much slower than they are read
(125kHz), but still more than fast enough for navigation. The loop continues to run as
long as power is present and is only interrupted by CAN-, UART-, and ADC-interrupts.
The data format for all CAN-messages can be found in Appendix B.
3There has been no need to conﬁgure the compass after installation of the laser module. Compass
conﬁguration has therefore not been implemented in the software. The ﬁrmware still responds to CAN-
messages indicating compass conﬁguration and conﬁgures the compass accordingly. Software enabling
of compass conﬁguration can thus easily be implemented for future use if needed.
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4.4 Software
During his work with the ROV, Carlsen [2010] used the Nokia/Trolltech Qt Framework.
Qt is a cross-platform application framework widely used for making applications with
a GUI. Carlsen achieved a good result using this framework and it will also be used in
this project.
Qt's use of signals and slots has been central to the development of the software
design. These are mechanisms provided by Qt to help creating loosely coupled compo-
nents. A signal is triggered by an event which can be user-deﬁned to almost anything.
E.g., it can be a button click in the GUI, a timed trigger, or any trigger deﬁned in a
function. A slot is the signals counterpart. The signals can be connected to slots and
pass arguments along with the trigger signal. Whenever a slot is triggered, it initiates
a function speciﬁed in the program. In this way, functions can communicate without
knowing of each others existence.
The software has an object oriented design and contains a series of intertwined objects.
A large group of signals and slots connect the objects together, but the catalyst can be
found in two objects: Video Feed and CAN.
Video Feed
The video feed gathers frames from a user speciﬁed source. The user can specify the
ROV-camera, an AVI-ﬁle, or an image ﬁle. When enabled, the video feed uses a timer to
grab frames each 100ms (10 frames per second). This frame rate can later be adjusted
according to the processing power of the computer used to run the software. As soon
as a new frame is ready, the video feed emits a signal containing the frame. This signal
is then picked up by three other object slots:
• The GUI receives the frame so that it can be viewed by the user.
• An analysis object receives the frame for analysis. The frame is analyzed according
to user-speciﬁed options.
• A video recorder also receives the frame so that the video feed can be recorded if
desired.
Capturing and emitting frames is the sole purpose of the video feed, but with each new
frame, a cascade of events is triggered. The slots triggered in GUI and video recorder
are dead end, meaning that they do not lead to new signals being emitted. The analysis,
on the other hand, emits several new signal based on the analysis result. When a new
analysis is ready, the analysis frame is passed on to the GUI so that it can be viewed by
the user. The frame is also passed on to the video recorder so that the analysis feed can
be recorded. If laser line distance is enabled, the calculated distance is sent to the GUI
for display. The distance is also sent to the navigation object, which in turn calculates
and emits the ROV's position compared to the desired position.
34 Design
CAN
The CAN object is responsible for communication with the laser module. When a
CAN-frame is received, the CAN object checks the frame identiﬁer to see what the
frame contains. If the frame contains a new pressure reading or compass heading, the
value is transmitted to the sensor ﬁlter for processing. The compass heading is received
in clear text and does not need much processing, while the pressure readings are received
as ADC-values from the MCU and need to be converted to a depth in meters. The depth
readings are also passed through a moving average low pass ﬁlter to remove noise. As
soon as the values are processed, they are transmitted to the GUI for display and to
the navigation object.
ROV Control
The navigation object gathers distance, compass heading, and depth measurements and
compares these to the set desired values. Error estimates are then calculated and sent
to the controller. All desired values can be updated from the GUI.
A PI-controller controls the ROV thrusters based on the error estimates received from
the navigation object. It uses a timer to update integrals and control signals every 25ms.
The control signals are then sent to a ROV communication object which generates the
appropriate RS-232 signals to control the ROV.
Analysis
The analysis object is responsible for taking in video frames and interpreting what they
contain. This is clearly most complex part of the software and the part that has been
most time consuming to develop by far. A lot of theory lies behind the methods used,
and initial testing has been performed during the development. The next chapter has
been devoted to elaborate on the development process and the theory behind it in detail.
Chapter 5
Computer Vision
Computer vision (CV) is the science of having a computer extract information from an
image to help it solve a task. A big part of this MSc. Thesis is to make useful algorithms
for inspecting net integrity based on digital images. This would be a daunting task if
the algorithms were to be made from scratch. Luckily, there has been a lot of research
in the ﬁeld of CV during the last decades. Hundreds of CV-algorithms have been
developed, many of which may prove useful in this project. This chapter will present
a brief description of CV as a research ﬁeld, followed by a detailed description, along
with initial testing, of relevant algorithms and methods.
5.1 Computer Vision
As humans, we perceive the three-dimensional world around us with little eﬀort. When
looking at a family portrait, we can separate the people from the background, identify
them, tell what they are wearing, and even tell their emotions with ease. After decades
of research, scientists are still far away from fully understanding how the human visual
system works.
In the late 70's, computers had enough computing power to do simple analysis on digital
images. Since that time, a lot of research has been made towards the ultimate goal of
having computers replicate the human visual system. We now have reliable techniques
to achieve speciﬁc results, such as tracking an object moving against a background,
identifying objects in an image, and even creating accurate 3D-models from thousands
of images taken from diﬀerent angles. However, despite all these advances, we are still
far away from having computers capable of interpreting images at the same level as
human beings.
A problem with CV is that there is no standard formulation of how CV-problems should
be solved. Instead, there exist an abundance of methods and algorithms to solve speciﬁc
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tasks where the solution can seldom be generalized over a wide range of applications. A
related problem is the inherit diﬃculty in making methods that are robust and adapt-
able to change. A method that works well in one scenario might fail utterly if the
circumstances, say the lighting conditions, are slightly changed. Comprehensive testing
is therefore important when implementing CV-algorithms.
The main purpose of using CV in this project will be to analyze the cage net for damage.
The focus will be on mesh analysis, i.e. to identify each mesh in the cage net and check
for damage. In this way, net damage can be identiﬁed at an early stage before holes are
large enough for ﬁsh to escape. The alternative would be to analyze the net at a larger
distance, treating the net as a solid object and looking for large holes. This method
would allow for greater areas to be searched at a time but would not allow detection
of early stage damage. A secondary purpose of CV will be to track two laser lines on
the net for distance measurement. Since there is no general solution to a CV-problem,
a variety of algorithms will be tested, and the promising ones will be implemented in
the ﬁnal software. The following sections will give a detailed description of how the
problem is approached, as well as the theory behind the methods used.
5.2 Separating Image
The video feed from the ROV will consist of a stream of 10 still images per second.
We want to sample and analyze images from this video feed. During surveying, these
images will consist of a foreground (cage net) and a background (water, and possibly
ﬁsh, foreign objects, etc.). We are only interested the foreground, and so a logical ﬁrst
step is to separate the foreground from the rest of the image. If this is done successfully
we don't have to take the background into consideration when further processing the
image.
When creating a method to separate the image, it is important to consider how the
foreground diﬀers from the background. To understand this, we need to take a look at
how digital images are stored. We can think of a grayscale image as an n-by-m matrix1,
where n and m are the vertical and horizontal resolution, respectively. Each element in
the matrix holds the value of the pixel at that location. In an 8-bit image, this value
ranges from 0-255, where 0 is black and 255 is white.
A color image can be seen as an n-by-m-by-c matrix, where the extra dimension, c, is
the number of color channels. Usually, c = 3, but it depends on the color model. There
are many diﬀerent color models, but we will only consider two for this project, RGB
and HSV.
1In practice, images are often stored as information about the image dimensions, format, etc., along
with a one-dimensional data array containing all the pixel values.
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Figure 5.1: Red, Green, and Blue, and the combinations of the three. Each circle
represents a maximum value of its color. Note that a mixture of all three colors creates
white. (Image source: Wikimedia Commons repository)
RGB
RGB is the most common color model for use with cameras and displays. It is an
additive model where red, green and blue light are added together. In an RGB-image,
each pixel has three channels: R, G, and B. Each of the channels contains a number
representing its respective color. By adding these channels together, new colors are
made (Figure 5.1). By adjusting the value of each channel, a wide array of colors can
be represented.
HSV
HSV stands for hue, saturation, and value. It is a cylindrical-coordinate representation
of points in the RGB color model. Just like RGB, HSV is a three channel representation
of each pixel. However, the channels represents diﬀerent aspects of the image, as shown
in Figure 5.2.
The hue channel is the angle around the central vertical axis and decides the color. It
starts with red at 0◦, passing through green at 120◦, blue at 240◦, and wraps back to
red at 360◦.
The saturation is the distance from the vertical axis of the cylinder. It represents the
color intensity. A high saturation value gives a strong color, while a saturation of zero
gives a grayscale pixel.
The value is the position along the vertical axis. A low value gives a dark pixel, while
a high value gives a bright pixel. A value of zero corresponds to black, no matter the
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Figure 5.2: The HSV color space. Hue is the color, saturation the intensity of the color,
and value represents the brightness. (Image source: SharkD, Wikimedia Commons
repository)
value of the other channels. Note however that to create white, the value has to be at
maximum and the saturation at zero.
Image channels
The total of six channels in the RGB and HSV color model all represent diﬀerent aspects
of an image. When studying the video feed, it will be an advantage to study each of
these channels separately. Some of them will show the transition from water to net
more clear than others. This can be demonstrated by an example.
Erik Høy at SINTEF Fisheries and Aquaculture has provided a few sample images of
a cage net in water, for experimental purposes. Figure 5.3 is a patch of such an image.
This patch has been split into all six channels of the RGB and HSV color model in
Figure 5.4. In this example, the red layer (a) shows a clear transition from background
to the net. The background has a red value close to zero, while the net has a high red
value. The saturation channel (e) also gives a clear transition, showing the background
as distinct, bright values. The hue channel (d), on the other hand, does not show a
clear transition from background to net. Parts of the net has a hue value close to that
of the background. Separating the net from the background would therefore be diﬃcult
based on this layer alone. Each layer has been inspected for all the example images,
and the red layer and saturation layer shows the best overall performance with these
images. However, the layers may show diﬀerent performance if the circumstances are
changed.
Thresholding
In the example above, the foreground can be separated from the rest of the image by
using a threshold on the red layer. First the image should be smoothened to remove
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Figure 5.3: Patch of cage net image.
Figure 5.4: The original patch split into the six color channels of the RGB and HSV
color model.
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high frequency noise. Then, all pixels with a value below a constant, t, are set to zero,
while the other pixels are set to maximum. This creates a binary mask which can be
combined with the original image to erase the background. The challenge is to set t to
an appropriate value. If t is set to low, not all of the background will be ﬁltered away.
If, on the other hand, t is set too high, parts of the net will be ﬁltered away. Since
the goal is to check for net damage, removing parts of the net at this stage is far worse
than leaving some of the background behind. t should therefore be set with a safety
margin to avoid removing parts of the net. To help us set t, we can look at the layers
histograms.
Histogram
In digital imaging, a histogram is a graphical representation of the tonal distribution in
the image. If we plot the histogram of an 8-bit grayscale image, the x-axis represents the
tonal values, ranging from zero (black) on the left to 255 (white) on the right. The y-axis
plots the number of pixels with each tonal value. Figure 5.5(a) shows the histogram of
such an image, the red layer from Figure 5.4(a). This image has a resolution of 280x280
giving a total of 78400 pixels. As previously noted, the background is very dark in the
red layer. This is also reﬂected in the histogram. Figure 5.5(b) shows the tonal values
0-9 (darkest 10 pixel values) of the histogram. They contain ∼54% of the total pixels in
the image. It is fair to assume that these pixels contain most of the background. Figure
5.6 shows binary masks created with diﬀerent values of t. We can see that setting t to
10 will remove most of the background but leave areas close to the net. This is probably
because of blur in the picture. If we increase t, the threshold will start to eat away from
the edges of the net. However, it is not before t apporaches 200 that net discontinuities
appear in the mask. This example layer is thus very robust with respect to variations
in t. Setting t in the range 10-150 will create a binary mask clearly showing the contour
of the net.
An algorithm has been developed to threshold out a certain percentage of the pixels
in an image by the use of histograms. The algorithm ﬁrst counts the total number of
pixels in the image. It then calculates a histogram and sets t to the tonal value closest
to threshold away the desired percentage of the pixels.
In this example we used a global histogram, i.e. we calculated one histogram for the
whole image. This posed no problem on the small image patch in the example. In a
larger image a global histogram may, however, not be suﬃcient. Lighting conditions
may change along the picture and make the histogram unsuitable for choosing a single
threshold, t. A typical example is the sun making a lighting gradient with the top of the
image clearly brighter than the bottom. A solution is to divide the image into many sub
blocks and using the algorithm described above on each of the sub blocks. Appropriate
block size will have to be determined by experimentation.




































a) Full histogram b) 10 rst values
Figure 5.5: Histogram of the previously shown red layer. Total number of pixels in the
image are 78400. a) shows the full histogram. Note that the y-axis is logarithmic for
better readability. b) shows the ﬁrst 10 values of the histogram in a linear scale.
a) Red Layer                  b) t=10                            c) t=50
d) t=100                          e) t=150                          f) t=200
Figure 5.6: Red layer and binary masks created with diﬀerent threshold (t) values.
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Edge Detection
So far, our methods for separating the image has been solely based on the foreground
having a diﬀerent layer brightness from the background. One other possible method
for identifying the net in the image is by edge detection. Strong edges will most likely
occur at the transition from water to net. The background will hopefully be monotone
and not contain to many edges.
Most edge detection algorithms have been made for grayscale images, so we need to
convert the images from RGB to grayscale. An alternative is to run edge detection
algorithms on each of the color layers separately. The resulting edge maps can then be
combined for better results.
We deﬁne an edge as a location of rapid intensity variations. If we think of a grayscale
image as a height ﬁeld where bright areas are peaks and dark areas are valleys, edges
occur at locations of steep slopes. Mathematically this can be formulated as:






The gradient vector J points in the direction of the steepest ascent with a magnitude
corresponding to slope steepness. Unfortunately, this method accentuates high frequen-
cies and hence ampliﬁes image noise. It is therefore a good idea to smooth the image
with a low-pass ﬁlter before calculating the gradient. Because of its independence of
orientation, the Gaussian ﬁlter (Equation 5.2) is often used for this purpose [Szeliski,








Both the gradient and the Gaussian ﬁlter are linear operations and thus commute. We













Jσ(x) = 5[Gσ(x) ∗ I(x)] = [5Gσ](x) ∗ I(x) (5.4)
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However, the most signi cant new dimension to the Canny algorithm is that it tries to 
assemble the individual edge candidate pixels into contours.*  ese contours are formed 
by applying an hysteresis threshold to the pixels.  is means that there are two thresh-
olds, an upper and a lower. If a pixel has a gradient larger than the upper threshold, 
then it is accepted as an edge pixel; if a pixel is below the lower threshold, it is rejected. 
If the pixel’s gradient is between the thresholds, then it will be accepted only if it is 
connected to a pixel that is above the high threshold. Canny recommended a ratio of 
high:low threshold between 2:1 and 3:1. Figures 6-7 and 6-8 show the results of applying 
cvCanny() to a test pattern and a photograph using high:low hysteresis threshold ratios 
of 5:1 and 3:2, respectively.
void cvCanny(
   const CvArr* img,
   CvArr*       edges,
   double       lowThresh,
   double       highThresh,
   int          apertureSize = 3
);
* We’ll have much more to say about contours later. As you await those revelations, though, keep in mind that 
the cvCanny() routine does not actually return objects of type CvContour; we will have to build those from 
the output of cvCanny() if we want them by using cvFindContours(). Everything you ever wanted to know 
about contours will be covered in Chapter 8.
Figure 6-6. Laplace transform (upper right) of the racecar image: zooming in on the tire (circled in 
white) and considering only the x-dimension, we show a (qualitative) representation of the bright-
ness as well as the  rst and second derivative (lower three cells); the 0s in the second derivative corre-
spond to edges, and the 0 corresponding to a large  rst derivative is a strong edge
     (a)                                                (b)                                                 (c)
Figure 5.7: (a) A graph f pix l lues in a one-dim n ional tra sition from a dark to a
bright area. (b) The ﬁrst derivative (black) of this transition. (c) The second derivative
(gray). Its zeros indicate local maxima. Only one maxima is above the threshold and
thus corresponds to a strong edge. (Image source: Bradski [2008])
5.2.1 Laplacian
We now have a map of slopes on the smoothened image. We are however only interested
in isolated edges, i.e. single pixels along the slope contours. These are found as local
maxima in the slope map, with directions perpendicular to the edge directions. We ﬁnd
these maxima by taking a directional derivative of the slope map in the direction of
the gradient and then identifying its zeros. This directional derivative is equivalent to
taking the dot product between a second gradient operator and our slope map:
Sσ(x) = 5·Jσ(x) = [52Gσ](x) ∗ I(x) (5.5)
Sσ(x) is called the Laplacian. We now need to ﬁnd the zeros of the Laplacian. An
easy way to do this is to look for adjacent pixels where there is a sign change, i.e.
[S(xi) > 0]! = [S(xj) > 0].
We now have a map of all the edges in the image. To ﬁlter out the most signiﬁcant
edges, we can compare the edge map to the ﬁrst derivative Jσ(x) and choose only edges
where the ﬁrst derivative is above a threshold, as shown in Figure 5.7.
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(a)                                                   (b)                                                  (c)  
Figure 5.8: a) The original image patch converted to gray-scale. b) Laplacian after
smooting with a gaussian ﬁlter with σ = 3 c) Result after using Canny Edge Detector
on the same image. Thresholds of t1 = 75 and t2 = 225 were used.
5.2.2 Canny Edge Detector
This simple method for ﬁnding edges in images was further reﬁned by John Canny
(Canny [1986]). The Canny Edge Detector computes the ﬁrst derivatives in x and y
direction and then combine them into four directional derivatives. The local maxima
of these directional derivatives are marked as edge-candidates. The Canny algorithm
then tries to assemble the edge-candidates into contours. It does this by applying a
hysteresis threshold. An upper and a lower threshold are chosen. All candidates above
the upper threshold are chosen as edges, while all candidates below the lower threshold
are rejected. The candidates in between the two thresholds are chosen only if they are
connected to a pixel above the upper threshold. Canny recommended a ratio of high:low
threshold between 2:1 and 3:1. Figure 5.8(a) shows a grayscale version of the image
patch used earlier. (b) is the result after calculating the Laplacian, and (c) is the result
after using the Canny Edge Detector. The Canny-image (the result of using the Canny
Edge Detector on the image) shows the net edges in the image much clearer than the
Laplacian. To convert this result into a binary mask as we did earlier by thresholding,
we can ﬂood the space between adjacent edges. An algorithm was developed for this
purpose. In brief, what the algorithm does is as follows:
1. Look for edge-pixels in the Canny-result
2. For each edge pixel, look for neighbor edges in a user-deﬁned radius
3. For each neighbor edge, ﬂood the rectangle made by setting the two edge-pixels
as diagonal corners
Figure 5.9 shows the result after using this algorithm on the Canny-image. Not sur-
prisingly, this result is very similar to the results when using a threshold on individual
layers. The fact that these two very diﬀerent approaches lead to similar results can be
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Figure 5.9: The result after using the ﬂooding algorithm on the Canny-image in Figure
5.8(c). A search-radius of 10 pixels was used.
taken advantage of. Since the results are in the same form, we do not have to consider
which of the two approaches was used when further processing the image. If one fails,
we can switch to the other one without it aﬀecting the rest of the program.
5.2.3 Hough Transform
A cage net is made up of mashes where each mash edge will appear as a straight line
in the image. In the ideal case, the edge detectors will identify all of these straight
lines. However, due to imperfections in the image and/or the detector, edge detectors
are unlikely to identify the whole mesh edges. Instead, the edges will be divided into
small edge segments as shown in Figure 5.8(c). If the edge segments are too sparse
to show a clear contour of the net, it would be useful to combine these segments into
representations of complete lines.
The Hough Transform (Szeliski [2010] pp.251-254) is a well known algorithm for ﬁnding
lines in an image.2 First we use an edge detector, e.g. Canny, to pre-process the
image. The Hough Transform then lets each edge vote for plausible lines in the image.
Each point in the pre-processed image (x0, y0) (Figure 5.10(a)) votes for a whole family
potential lines (Figure 5.10(b)). For computational reasons, the lines are represented
in an accumulator array by the polar coordinates (ρ, θ) of the point where the implied
line is perpendicular to the origin. The accumulator corresponding to each (ρ, θ) is then
incremented. When all edges have been processed, the algorithm choose the lines above
a threshold in the accumulator array.
An extension of the Hough Transform is the Progressive Probabilistic Hough Transform
(PPHT). This algorithm re-ﬁts the chosen lines to the constituent edges (as opposed to
having each line go from one end of the image to the other). It is `probabilistic` because,
instead of accumulating every possible line in the accumulator array, it calculates only
2There also exist other variations of the Hough Transform used to ﬁnd circles or ellipses, but they
will not be useful in this project.
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Hough Transforms | 155
Figure 6-9. Th e Hough line transform fi nds many lines in each image; some of the lines found are 
expected, but others may not be
Figure 6-10. A point (x0, y0) in the image plane (panel a) implies many lines each parameterized by 
a diff erent ρ and θ (panel b); these lines each imply points in the (ρ, θ) plane, which taken together 
form a curve of characteristic shape (panel c)
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Figure 5.10: Original Hough Transform: A point (x0, y0) in the result of an edge de-
tection algorithm (a) can represent many lines parameterized by diﬀerent ρ and θ (b)
which taken together forms a curve (c). (Image source: Bradski [2008])
a fraction of them. The idea is that if a line is strong enough, it will be found even if it
is hit only a fraction of the time. This method signiﬁcantly reduces computation time.
Figure 5.11(a) shows a Canny-image where the edges are sparse in some areas. In (b),
the Hough Transform has been used to identify lines in the image. It does a good job
at this. A problem with the Hough Transform is that if the threshold is set too low,
false lines will be detected. Moreover, all lines go across the whole image. If a net mesh
is broken, this algorithm might overlook it, as it does not make sure the whole line is
covered with edges. This problem is solved by using PPHT (c). The PPHT algorithm
allows for the setting of a minimum and a maximum line length. E.g., if the maximum
length is set to half of a mesh length, a broken mesh will not be overlooked. However,
the PPHT does not provide a lot of additional information in this example. After
testing both the original Hough Transform and the PPHT on a number of example
images, the results are not very promising. Better results are attained by using the
ﬂooding algorithm on the Canny-image alone. The Hough-algorithm will therefore not
be implemented in the ﬁnal software.
5.3 Detecting meshes
When we have a good binary mask ﬁltering away the background in the image, the
next step is identify the individual meshes. This can be done in many ways, but an
approach that has proven to be eﬀective is to look for consistent lines across the binary
mask. If there are no broken meshes, lines should be detected in both horizontal and
vertical directions at approximately regular intervals. If a mesh edge is broken, the
corresponding line will not be found. An algorithm was developed in order to ﬁnd lines
in the binary mask through the following steps:
1. Starting at the top-left corner of the binary mask image, search for areas with
5.3 Detecting meshes 47
(a) (b) (c)
Figure 5.11: a) Result with sparse edges after using the Canny Edge Detector on an
image. b) The red lines are the result of using the Hough Transform with a threshold
of 150. c) The result on the same image after using PPHT with a threshold of 50.
active (white) pixels along the top/left edge of the image.
2. When an active area is found, do a depth ﬁrst search (DFS) to see if the pixel is
part of a line going vertically/horizontally across the whole binary mask. If a line
is found, store its location as an array of pixel points.
3. If a line is found, search for a new area of active pixels and repeat the procedure
until the bottom/right edge of the image is reached.
The DFS needs to detect lines even if they are not completely horizontal/vertical. It
should also search all possible routes to ﬁnd consistent lines across the whole image.
An iterative function was developed for this purpose. For each iteration it ﬁrst searches
straight down, but then both to the left and to the right if the path is blocked. In this
way, lines with an angle up to 45◦ can be found. The function also marks all dead-end
paths discovered in order to save computation time. The result of using this line search
algorithm on the example image can be seen in Figure 5.12.
When the lines in the image has been found, the distance between all lines can be cal-
culated. Horizontal and vertical lines should be treated separately. Ideally, an input
image of a net with no broken meshes should produce lines of equal distance. However,
due to various factors such as imperfections in the net, algae growth, lighting condi-
tions, etc., the lines will show up with small distance variations. The algorithm should
therefore tolerate small variations in line distance. If large variations occur (speciﬁcally,
if two consecutive lines have a line distance much larger than the rest), this should be
interpreted as a missing line, and thus, a broken mesh.
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Figure 5.12: The result of the line search algorithm put on top of the image the algorithm
was used on. A threshold on the red layer was used to create the binary mask for the
algorithm. The red dots mark all crossings of horizontal and vertical lines.
5.4 Detecting Laser Lines
Robust detection of the laser module's laser lines is important in order to provide a
reliable distance measurement between the ROV and the ﬁsh cage. Since the laser lines
will lie in the red part of the visible spectrum, it is fair to assume that they will create
very bright areas in the red color layer. If so, we can separate the laser lines from
the rest of the image by thresholding on the red layer. When we have a binary mask,
calculating the distance between the two lines should pose little diﬃculty. A simple
algorithm has been developed for this:
1. Starting at the left edge of the binary mask, count the number of white pixels in
the ﬁrst column, mark the value as maximum and mark the column number.
2. Count the number of white pixels in the second column. If this number is greater
than the maximum value, update the maximum value and mark the column.
3. Repeat for each column, until the center column of the image is reached. The left
line should now be in the marked column.
4. Do the same for the right half of the image to ﬁnd the right line.
This algorithm should ﬁnd the horizontal location of both lines, providing that the laser
lines show up in their respective halves of the image. When the lasers are pointed at a
cage net, the lines should show up on the binary mask as spots rather than lines. The
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algorithm should still work, given that the lines are vertical in the image. This will need
to be adjusted for by ﬁne positioning the laser generators manually.
When the column number of both columns are located, a simple subtraction gives the






The mechanical work on the laser module was done by Per Inge Snildal at the de-
partment's mechanical workshop. The front of the housing is made from POM (Poly-
oxymethylene) plastic, while the cylinder is made from PVC (Polyvinyl chloride). The
windows for the laser line generators are made from polycarbonate. The module
should be able to withstand the pressure at the required 50 meters depth. A photogra-
phy of the ﬁnished module can be seen in Figure 6.1. The ROV with the laser module
attached at its belly can be seen in Figure 6.2.
6.1.2 Line distance calibration
As mentioned earlier, the relationship between the distance from the ROV to an object,
and the number of pixels between the laser lines on the ROV camera feed should ideally
be:
d = A× x−1
To calibrate the equation, the ROV was put in front of a white wall so that the laser lines
could be easily identiﬁed on the ROV camera feed. The number of pixels between the
lines were measured at intervals of 25cm, ranging from 25cm to 200cm. The captured
camera images contained 720 columns of pixels. The results are listed in Table 6.1.
Based on these measurements, a best ﬁt power equation was calculated using Microsoft
Excel. The resulting equation is:
d = 5173.6× x−0,996
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Figure 6.1: Finished Laser Module
Figure 6.2: Laser module attached to ROV
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Table 6.1: Measurements when calibrating laser module


















Distance between ROV and wall in cm 
Figure 6.3: Test data plotted together with resulting equation
This is very close to the expected equation. The small deviation in the exponent is most
likely due to inaccuracies in the measurements. The ﬁsh eye eﬀect on the camera was
expected to make close measurements seem further away, but this is not noticeable in
the test data. The reason is probably that even at the closest measured distance, 25cm,
the lines are relatively close to the center of the image. The ﬁsh eye eﬀect is only
noticeable close to the edges of the image. A plot of the measurements together with
the power equation can be seen in Figure 6.3. As the ﬁgure shows, the equation ﬁts the
measured data very well.
6.1.3 Electronics
All electronic components used in the project were either already in stock at the insti-
tute or purchased over the Internet. Table 6.2 lists the components and their source.
Capacitor and resistor values are not included but can be found in the board schematics
in Appendix A. The frame grabber and the CAN-adapter can be seen in Figure 6.4.
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Component description Product name Source
CAN Adapter Kvaser Leaf SemiPro HS in stock
CAN Transceiver Microchip MCP2551-I/SN farnell.com
Capacitors Various 0805 SMD farnell.com
Compass OceanServer Technology OS4000-T in stock
DC-DC Converter Traco Power TES 2N-1211 farnell.com
Frame Grabber TerraTec Grabby in stock
Instrumentation Ampliﬁer Texas Instruments INA155UA farnell.com
Internal Cable Connectors JST (JAPAN SOLDERLESS TERMINALS) farnell.com
Laser Line Generators 2 x Diode Laser Concepts 211322-0007 mouser.com
MCU Atmel AT90CAN128 in stock
Oscillator Euroquartz ceramic crystal 16.000MHZ farnell.com
Pressure Transducer Honeywell S&C 19C100PA4K in stock
Resistors Various 0805 SMD farnell.com
SubConn tether connector SubConn MCLPIL9M macartney.com
Tactile Switch TE CONNECTIVITY - FSM4JH farnell.com
Tether Connector Phoenix Contact MKDSN1,5/4-5.08 in stock
Transistor 2 x NXP - BC817 farnell.com
Table 6.2: List of electronic components used.
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Figure 6.5: TerraTec Grabby on the left and Kvaser Leaf SemiPro HS on the
right.
driver is interrupt based and provides a simple interface to the CAN con-
troller. Source code is found on www.infidigm.net/projects/avrdrivers/.
6.3 Software
The software implementation was developed in Qt Creator 1.3.1. Several
libraries were used in conjunction with the Qt libraries:
• Qt 4.6.2: The main application framework.
• Qwt 5.2.1: A range of plots, dials and other widgets made for Qt (3rd
party).
• QextSerialPort 1.2a: Cross-platform serial port class made for Qt (3rd
party).
• OpenCV 2.1.0: Video capturing, Kalman ﬁltering and matrix opera-
tions.
• Kvaser CANlib SDK 4.2: Interface to the Kvaser CAN adapter.
Figure 6.4: Left: TerraTec Grabby, Right: Kvaser Leaf SemiPro HS.
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Figure 6.5: Finished circuit board with components soldered on. The compass is de-
tachable.
Circuit board
The circuit board was manufactured with the departments new PCB plotter. The com-
plete circuit board with components attached can be seen in Figure 6.5. The pressure
transducer and laser generators can be connected by the white connectors at the center
of the board.
6.1.4 Firmware
The ﬁrmware was developed in Atmel AVR Studio 4 with GNU GCC compilers and
WinAVR libraries. The programming language used is C. Programming of the MCU
and debugging were performed with the embedded JTAG interface using an Atmel
JTAGICE mkII.
A pre-made CAN-driver, developed by Inﬁdigm, was used. It is an interrupt based
driver which provides a simple interface to the built-in CAN-controller. The sourcecode
is found at: www.inﬁdigm.net/projects/avrdrivers/.
6.2 Software
The software was developed using Qt Creator 2.0.1 together with the Qt 4.7.0 (the Qt
framework). Several external libraries were also used to extend Qt's functionality:
• Qwt 6.0.0: A variety of graphic elements made for Qt. Used to create the compass.
• QextSerialPort 1.2a: A serial port interface made for Qt. Used to control the
ROV.
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• OpenCV 2.2.0: A vast open-source library for image processing. Used to analyze
the video feed.
• Kvaser CANlib SDK 4.2: Library to interface the CAN-adapter.
A program for use with the ROV was made by Carlsen [2010]. His code has been an
excellent foundation for this software. The code for CAN- and serial-communication
has been re-used with only slight modiﬁcations.
6.2.1 Analysis
Image analysis was developed using the OpenCV image analysis library. Version 2.2.0 of
the library was primarily used. However, for unknown reasons, this version of OpenCV
was unable to communicate correctly with the TerraTec Grabby frame grabber. After
weeks of troubleshooting a solution was found. The library-ﬁle responsible for commu-
nication with I/O devices, Highgui, was replaced with the same ﬁle from the older
version OpenCV 2.1.0, in the part of the code that access the frame grabber. With
this older library-ﬁle, the software was able to access the frame grabber without any
problems.
6.2.2 GUI
The program GUI can be seen in Figure 6.6. The GUI has been divided into several
group boxes, each explained below, starting from left to right, top to bottom:
Video Feed shows the video feed chosen in real-time. The frame rate is set to 10 fps.
When no video feed is running, the section is black.
Video Control lets the user start video feed from the ROV, an AVI-ﬁle on the com-
puter, or an image ﬁle. If an image ﬁle is chosen, the image will be repeated at 10 fps,
thus simulating a real video feed. Each button can be pressed when a feed is running in
order to stop the feed. The user can also record the video feed or save frame captures
from either the video feed or the analysis on the right.
Full Screen lets the user view either the video feed or the analysis in full screen. In
order to exit full screen mode, the user simply clicks a mouse button.
Analysis shows the analysis of the video feed in real time. The analysis is updated
with each frame and turns black if no video feed is running.
View Analysis Layers contains a series of check boxes to control what is shown on the
Analysis screen. Each color layer can be viewed separately, the threshold on the color
layers, Canny analysis, line search, or laser line search. A combination of the layers can
also be viewed by checking two or more boxes.
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Laser Module Control lets the user enable/disable the laser module's on-board laser
generators. Status LEDs on the laser module PCB can also be enabled for debugging.
They are by default switched oﬀ to conserve power.
ROV-control is used to control the ROV thruster system. The user should push
COM-connect within ﬁve seconds of powering up the ROV-system in order to enable
COM-communication. The user can also enable/disable the PI-controller, tell the ROV
to maintain its current position, or conﬁgure controller parameters.
Depth, Azimuth, and Distance are graphic displays of the sensor readings. The
scale of the depth bar is progressive and automatically adjusts to the current depth.
The range of the distance bar has a ﬁxed maximum value of 2 meters, as distance
measurements work very poorly at larger distances.
Thruster Values shows the current value of each thruster. The values are based on
the last control command sent from the software to the ROV.
Controller Thruster Force is only active when the PI-controllers are running. It
shows how much each part of the PI-equations contribute to the total thruster values.
This can be very useful when calibrating the controller parameters for new environments.
Analysis Parameters controls the analysis performed on each frame from the video
feed. The check boxes control which types of analysis that should be performed while
the sliders are values used in the analysis. The values are updated in real time, so that
the user can see the eﬀect of changing slider positions immediately. The analysis has
been implemented in the same way as discussed in the chapter Computer Vision.
Status LEDs indicates whether communication with the CAN-bus and the serial in-
terface to the ROV (COM) is active. It also indicates if the ROV is controlled from
the keyboard. This last function can be useful because key control will only work if the
program window is in focus. Green means active and red means inactive.
Key Control is a summary of how to use the keyboard to control the ROV. COM-
connection has to be active in order for key control to work.
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Figure 6.6: Softwate GUI
Chapter 7
Test Setup and Results
Testing was performed at two diﬀerent locations. Initial tests were performed over
several days in a water tank. A ﬁnal test was then performed at a real ﬁsh farm,
thus providing an excellent opportunity to test all aspects of the system in a realistic
environment.
7.1 Initial tests
Initial tests were performed at a water tank on campus normally used for acoustics
experiments. The tank dimensions are 2 by 3 meters with a depth of 1.7 meters. A
piece of authentic ﬁsh cage net was provided by Per Rundtop at SINTEF Fisheries and
Aquaculture. It was attached to a plastic frame to simulate a ﬁsh cage. This provided
a good foundation for initial testing.
7.1.1 Sensor tests
The ﬁrst tests performed were of the sensors: depth, azimuth, and distance. The depth
sensor was tested in the water tank, while the two other sensors were tested outside of
the tank because of practical considerations.
Depth sensor
The depth sensor was tested by standing over the tank with a measuring band, lowering
the measuring band to various depths. The ROV was then lowered so that the top of
the ROV was at approximately the same depth as the end of the measuring band.
The measured depth was compared to that calculated by the software. As expected, a
depth bias was present because of atmospheric pressure. This bias was measured to an
ADC-reading of 129 (out of 1024). This value was then implemented in the software to
be subtracted from all ADC-readings. After adjusting for this bias, the depth sensor
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Real distance Distance calculated by software Deviation
31 cm 31 cm 0 cm
48 cm 49 cm 1 cm
72 cm 70 cm -2 cm
104 cm 103 cm -1 cm
165 cm 168 cm 3 cm
180 cm 184 cm 4 cm
Table 7.1: Testing of laser sensor
performed very well. Exact measurements with a measuring band was diﬃcult, but
all readings were within ±5cm of the measured depth. Because of tank limitations, no
measurements were made at depths greater than 1.6 meters.
Compass
The compass was tested by placing a standard handheld liquid-ﬁlled compass on top
of the ROV. The ROV was then rotated to several diﬀerent compass headings while
comparing the azimuth readings from the software GUI to that of the handheld compass.
The compass in the laser module has a much higher precision than the handheld compass
which had to be read by visual estimates, so small deviations were hard to measure.
However, no deviations between the two compasses could be found during this test.
An observation made was that the compass heading changed when moving the ROV
around the room while holding it at a constant direction compared to the room itself.
Still no deviations were observed between the the compass heading of the laser module
and the liquid compass. Apparently, magnetic disturbances were present, aﬀecting the
two compasses equally.
Distance sensor
Distance measurements were tested by placing the ROV in front of a white wall at
more or less random distances, all less than 2 meters. Each distance was measured and
compared to the distance read from the software GUI. The results can be found in Table
7.1.
The software had no problems identifying the laser lines on a white wall. However,
detecting the lines on the net frame proved to be more challenging. The net frame was
put in the tank and the ROV placed in front of it. Instead of detecting line segments on
the net, the software would detect the lines on the white tank wall behind the frame.
These lines showed up a lot more clearly on the camera feed than the small segments
on the net itself. A black refuse bag was taped onto the frame, behind the net, to
reduce this eﬀect. The lines were a lot more dim on the refuse bag than on the white
tank wall. Still, mostly due to light reﬂections from the refuse bag, the software had
problems detecting the line segments on the net. Since the problem would not occur in
a realistic scenario, this test was postponed untill the trip to the ﬁsh farm.
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7.1.2 Thruster control
The next test performed was of the PI-controller developed to control yaw (azimuth),
heave (depth), and surge (distance). The white walls of the tank provided excellent
conditions for distance measurement as the laser lines showed up very clearly in the
video feed. Calibration of the controller was done by using Ziegler-Nichols method
(Balchen et al. [2003] pp.334-335). The results were not optimal, and improvements
were made by manual tuning. Each regulator was calibrated separately and then tested
together with the other regulators for ﬁne tuning.
The heave regulator was the easiest to calibrate by far. The laser module, with its
low pass ﬁlter design, provided accurate and stable depth readings with little noise.
The ROV is normally ﬁne-tuned by weights to have a small positive buoyancy before
dives. This is a safety precaution, so that if the tether cable for some reason should
be disconnected or snap during dives, the ROV will surface. The positive buoyancy
provides a large but stable disturbance for the depth controller. The integrator had no
problem dealing with this and made the ROV stable within ±1 ADC-reading (±6.86cm)
of the desired depth. The result of the calibration was a very aggressive yet surprisingly
stable heave controller.
Calibrating the controllers for yaw and surge were a lot more complicated. The con-
trollers clearly aﬀected each others behavior, thus making it diﬃcult to get both con-
trollers to work at the same time. After a lot of manual parameter tuning, both con-
trollers were stable without any steady state bias. The end result were stable but
somewhat slow yaw and surge controllers.
A demonstration video of the calibrated controllers is provided with the electronic at-
tachments included with this report. As evident in the video, the heave controller is
the most aggressive, reaching a steady state long before the other two controllers.
7.1.3 Mesh analysis
Tests were also performed to check the performance of the mesh analysis algorithms.
The refuse bag was taped behind the net during the tests, as this background was
thought to be more realistic than a white wall. Maintaining a steady position in front
of the net using the software controller, or even by manual control of the thrusters, were
next to impossible. Partly because of the relatively narrow frame, but mostly because
of the lack of sway capability in the ROV. Because of cable drag and small movements
in the water, the ROV would quickly move either to the left or the right of the desired
position. This problem was solved by attaching the ROV to a metal rod and manually
positioning it in front of the net.
Experiments were performed to check the eﬀects of thresholding based on local his-
tograms, by dividing the images into several sub blocks, as mentioned in the chapter:
Computer Vision. The optimal number of sub blocks turned out to be 64. If the image
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Figure 7.1: Left: Frame grab from mesh analysis test Right: Analysis output for the
same frame. A threshold of 56% on the red layer and 64 sub block histograms was used
to create the binary mask.
was divided into more than 64 sub blocks, problems occurred when some sub blocks
contained little, or no net, and still only a certain percentage of the block was ﬁltered
away.
Mesh analysis worked well at distances of 15 to 40 cm. If the ROV was moved further
away than this, the resolution of the ROV camera made the algorithms unable to detect
each single mesh.
A frame capture from the testing together with the analysis output can be seen in
Figure 7.1. The frame dimensions are 720x576 pixels. Due to a combination of ﬁsheye
eﬀect and vignetting1, the algorithms did a bad job at detecting meshes at the edges of
the frames. To cope with this, a boarder of 50 pixels was made along the edges of the
frames. The software did only initiate line searches within these borders, which have
been marked by a green rectangle in Figure 7.1. However, the line searches were not
restricted by the boarders which helps explain the horizontal lines stretching outside
the top and bottom border line.
7.2 Fish Farm Tests
The tests performed in the water tank were done because of easy access over a long
period of time. However, the conditions were not realistic for several reasons:
• There was no water movement in the tank water (other than that created by the
1Vignetting is a reduction in image brightness at the periphery compared to the center of the image.
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ROV itself). This made the ROV a lot easier to control then what will be the
case in the ocean with current and waves.
• The tank walls were white. When analyzing the video feed from the ROV, these
white walls shows up very clearly in the video. A ﬁsh cage in the ocean will
provide an inﬁnite body of water as a background.
• The room was artiﬁcially lit by ﬂuorescent tubes. This provides a much cooler
and dimmer light than daylight conditions. This might aﬀect camera performance.
• The tank was only 1.7 meters deep. The eﬀect of depth on sensors and lighting
conditions could thus not be tested.
• There were no algae growth on the net used, or any other foreign obstacles in
front of the ROV.
Luckily, ACE (AquaCulture Engineering) was kind enough to put one of their ﬁsh cages
at disposal for testing the system. Testing was performed in the morning of July 1st 2011
in an empty ﬁsh cage at Tristein in Bjugn, Sør-Trøndelag. The installation is described
as a wave exposed large scale salmon production site. A walking ring encircles the ﬁsh
cage, and the original plan was to place the ICB and TDS on this ring and to deploy
the ROV on the outside of the cage. During the tests there were big waves washing
over the ﬁsh cage, making the planned arrangement unsafe. The ICB and TDS were
instead placed in a working boat moored to the ﬁsh cage. To protect the tether cable
from being pinched in between the boat and the ﬁsh cage the ROV was deployed inside
the ﬁsh cage.
7.2.1 Sensor testing
The ﬁrst test performed was to check if the distance sensor performed well in a realistic
environment. The same test had been inconclusive during initial tests in the water tank.
The distance sensor was tested close to the surface, and at depths of approximately 5,
10, and 15 meters. The sensor worked very well at distances of 60 cm and less. When
the ROV was moved further away from the net the laser lines became too dim to be
eﬀectively distinguished from the rest of the frames. An interesting observation made
was that in areas of high algae growth the distance sensor worked at distances larger
than the mentioned 60 cm. This is probably due to the eﬀect of algae growth increasing
the perceptive diameter of the mesh threads, giving the laser lines a larger area to light
up. A video of the distance sensor testing can be found in the electronic attachment
included with this report. The video shows the software being able to track the ROV's
distance to the net continuously over a longer period of time at distances ranging from
10 to 60 cm, and with the ROV making rapid movements.
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7.2.2 Thruster control
The next test was of the position controller. The controller was tested by maneuvering
the ROV to a position in front of the cage net and then instructing the controller to
hold the current position. The depth control was able to maintain the depth without
any problems. The desired depth was changed manually several times, and the ROV
moved to the this depth within short time as long as enough tether cable was available.
The two other controllers, azimuth and distance, failed utterly at this task. The con-
trollers were ﬁrst tested close to the surface. The combination of waves, current, and
cable drag, made the ROV quickly drift oﬀ the desired compass heading, losing camera
view of the cage net and thus losing track of the distance. By maneuvering the ROV
to greater depths, the eﬀect of waves was eliminated and the current strongly reduced.
Unfortunately, the cable drag increased with depth. The controller parameters had been
tuned in a water tank without any notable water movement and the controller was thus
not nearly aggressive enough to cope with the increased disturbances. Attempts were
made to change the controller parameters and make the controller more aggressive, but
a fully functioning controller was not achieved. During the remaining tests the depth
controller was enabled while the horizontal thrusters were controlled manually from the
laptop keyboard.
7.2.3 Mesh analysis
Mesh analysis was tested by using threshold on all six color layers. The red layer gave
the best result by far. Using Canny edge detection was also successful to some degree,
but did not give the same performance as thresholding. After a quick calibration it was
discovered that thresholding away approximately 40% of the pixels and using 64 sub
block histograms gave the best result. As with the previous tests, mesh analysis was
tested near the surface and at depths of 5, 10, and 15 meters. The software was able
to detect meshes eﬀectively at all these depths. Even in areas with high algae growth,
most meshes were detected within the search area. Because of the previously mentioned
problems with maintaining ROV position, countinous mesh analysis over longer periods
of time were not achieved.
Analysis of single frames, captured when the ROV was in position, worked well at
distances up to approximately 60cm. The increased distance compared to the 40cm
when testing in the water tank was probably due to a larger mesh size in the cage net
on the ﬁsh farm.
The ﬁrst image in Figure 7.2 shows a frame from the mesh analysis tests. The second
and third images show a binary mask created using a global histogram and using 64
sub block histograms respectively. The fourth image shows the result of mesh analysis
on the third image. The green rectangle marks the search boarder.
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Figure 7.2: Mesh analysis using a threshold of 40% on the red layer. Upper left: Original
video feed. Upper right: Binary mask created with global histogram. Lower left: Binary
mask created using 64 sub block histograms. Lower right: Result of mesh analysis using
the sub block binary mask.
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Chapter 8
Discussion
The goal of this project is to test the concept of using an AUV to check for net integrity
in ﬁsh cages. The following sections will discuss the test results in relation to both the
current project and the long-team goal of developing an autonomous AUV to check for
net integrity without human interaction.
8.1 Sensor tests
There were no problems with the laser module during any of the tests. Per Inge Snildal
at the department's mechanical workshop did an outstanding job at creating a well
functioning as well as aesthetically pleasing design for the module housing. The housing
worked as expected and did not take in any water during the tests. The electronics also
functioned perfectly. An error in any of the components or unstable communication
between the laser module and the laptop could easily have lead to frustration during
the tests, but luckily this was not experienced.
8.1.1 Depth Sensor
The depth sensor performed very well in all tests. This came as no surprise, as the same
sensor had already been used by two previous students with good results. The sensor
was used with the same hardware setup and software calculations as by these previous
students, so it should theoretically behave in exactly the same way.
The software was calibrated to calculate depth in saline water while depth measurements
were made in fresh water. Despite this, no measurable bias was noticed. This is most
likely because of inaccurate measurements. Since all measurements were made from the
top of the tank using visual estimates, the result of the readings giving small deviations
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within ±5 cm of the measured depth does in no way indicate sensor inaccuracy. More
precise tests are needed to decide the exact accuracy of the sensor.
The tank tests were also performed at relatively shallow depths compared to the sensor
and ROV depth range. During the tests at the ﬁsh farm, the sensor was used at
(indicated) depths of up to 15 meters. These depths were not physically measured but
seemed reasonable judging from the camera feed. If nothing else, this shows that the
pressure sensor is functioning at greater depths.
Despite not being tested for absolute accuracy, the pressure sensor proved to be more
than precise enough for this project. Its main purpose when surveying a ﬁsh cage
will most likely be to measure depths relative to previously measured depths. An
autonomous AUV will probably have to be calibrated before use with a new ﬁsh cage
by being maneuvered to the bottom of the cage and registering the depth. As such,
precise depth measurements will not be as important as consistent measurements and
a high depth resolution. The current resolution is 6.86 cm which was suﬃcient for this
project. If higher precision should be required, it can be accomplished at the expense
of depth range, which is currently 0 to 58.5 meters.
8.1.2 Compass
Carlsen [2010] reported the compass being very sensitive to magnetic disturbances dur-
ing indoor use. This was also experienced during initial compass tests in this project.
When using the ROV outdoors, magnetic disturbances should be less of a problem as
there are less sources of disturbance. The ROV itself is a big source of magnetic dis-
turbance but this eﬀect was dealt with when calibrating the compass during its ﬁrst
use with the laser module. As with the pressure sensor, absolute azimuth is not as
important as consistent measurements when surveying a ﬁsh cage.
The measured compass heading was never compared to that of a handheld compass
during testing on the ﬁsh farm. The heading was fairly consistent with regards to
maneuvering the ROV to diﬀerent depths. This indicates that there were little magnetic
disturbances, or at least little variation in the disturbances. The working boat could
potentially be a big source of magnetic disturbance, but this was not notably aﬀecting
the compass.
8.1.3 Distance sensor
The initial tests demonstrated the distance sensor to be very accurate when used on
a white wall. This comes as not surprise, as the sensor was calibrated using a similar
wall. After the inconclusive testing of the distance sensor on a net in the water tank,
it was not certain that the sensor would work on a ﬁsh net in a more realistic scenario.
However, during the ﬁsh farm tests the distance sensor was surprisingly robust with
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regards to distance, angle between ROV and net, algae growth, and rapid movements.
As long as the laser line hit the cage net and the distance did not exceed 60cm, the
sensor had no problem continuously keeping track of the distance. The absolute distance
was not measured during tests on the ﬁsh farm but there is no reason to believe that the
sensor was less accurate here then when used on the white wall during initial testing.
The maximum distance of approximately 60cm may be low for future applications, but
in theory, this distance can easily be increased by changing the 5mW laser generators for
generators of higher output power. The current laser generators each consume approx-
imately 60mW of power. The PCB on the laser module is dimensioned to supply laser
generators of up to 135mW each, so the laser generators can be changed to generators
operating at twice the strength of the generators currently used as long as they ﬁt in
the module housing.
8.2 Thruster Control
All thruster controllers worked fairly well during initial tests in the water tank. Calibra-
tion of the surge/yaw controllers were a lot harder than calibrating the heave controller.
The performance of these controllers are very dependent on each other because of sev-
eral factors. Most importantly, they use the same thrusters. The eﬀect of this can be
explained by an example. The maximum/minimum value for each thruster is ±220. If
the yaw controller gives the output 200,200 (port thruster, starboard thruster) and the
surge controller gives the output -100,100, the resulting thruster values will be 100,220,
instead of 100,300. In other words, as the controllers reach maximum thrust they are
limited by each other. Another important factor is that changing the azimuth at the
same time also changes the distance to the object in front of the ROV. This means that
an unstable yaw controller will make the surge controller unstable. Time-delay in the
system was also clearly eﬀecting the stability of the system, especially on yaw. Cable
drag was a big, but constant, disturbance on the yaw controller but did not eﬀect the
other controllers notably, as long as enough cable was supplied.
When testing the controller in open ocean at the ﬁsh farm, only the heave controller
functioned correctly. The other two controllers were completely disabled by waves,
current, and most importantly, by cable drag. The controller could have been ﬁne-
tuned to a more aggressive behavior in order to compensate for these disturbances, but
the result would probably be far from stable. A future AUV will have several advantages
over the current ROV when it comes to holding a steady position:
• An AUV has the advantage of being free from any tether cable. Thus, the cable
drag will be eliminated completely.
• The ROV used in this project is of the class micro-ROV. It is small and has a
weight of only 3.8kg. This makes it very vulnerable to both waves and cable drag.
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The AUV will be a lot easier to keep stable if its weight is increased from that of
the current ROV.
• The shape of the ROV is not optimal for this project. It is torpedo-shaped,
making it ideal for surging fast through the water. A more cube-shaped chassis
would probably be better for slow, steady maneuvering.
• The lack of sway capability is also a big drawback for the current ROV. It has no
way of preventing current from pushing it sideways. One additional thruster on
the AUV would cope with this problem.
8.3 Mesh Analysis
Many diﬀerent methods for separating the net from the background was tried during
development and testing, but the simple method of thresholding on the red color layer
proved to be a superior technique. The amount of pixels that should be removed to
create a good binary mask of the net varied with mesh size, thread diameter, algae
growth, and other factors. Still, a rule of thumb is to start at approximately 50%
ﬁltering and adjust until a good result is achieved. The optimal result was always
found in the interval 40 to 60%.
The use of sub blocks for the histograms turned out to be important in order to achieve
good binary masks. An example of this can be seen in Figure 7.2, where the same
threshold is used with and without the use of sub blocks. The use of sub blocks clearly
creates a much more even distribution of the pixels in the image. Since the net is evenly
distributed in the image, unless there are large obstacles in the way, this is a desirable
eﬀect.
Figure 7.2 also contains foreign objects. A rope goes diagonally through the image.
There are also some air bubbles on the outside of the camera dome, creating bright
spots in the image. The thresholding algorithm is not able to ﬁlter away any of these
foreign objects. Still, the line search algorithms is able to ﬁnd all horizontal lines in the
search area, and all but one vertical line. The vertical line missed is on the left side of
the search area. The ROV camera was not pointing straight towards the net when the
image was grabbed, and meshes in the left part of the image are very close. To avoid
detecting multiple lines from the same mesh thread, the algorithm makes sure there are
at least 15 pixels between each line. This is a probable cause of the missed vertical line.
As such, this eﬀect would not be a problem if the ROV was pointed straight towards
the cage net.
The search boarder was used because of the ﬁsheye eﬀect and the vignetting in the
corners of the frames. Searching for lines without this boarder gave unreliable results.
In a future AUV, a camera without these drawbacks would allow more net to be analyzed
at one time. A camera with higher resolution and a better lens would allow the analysis
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to be performed at greater distances than the current maximum of approximately 60cm,




The PRO3S was not made for high precision maneuvering in open ocean. Still, it has
been a good tool for testing some of the key concepts of a future autonomous AUV for
use in aquaculture. When constructing such an AUV, one can learn from the drawbacks
of the PRO3S in order to make the AUV succeed where the ROV failed.
The laser module as a whole was a success. It has shown to be reliable and consistently
capable of giving accurate measurements, both in fresh and in saline water. The results
of the distance sensor were particularly impressive. This sensor was developed entirely
from scratch for the speciﬁc purpose of measuring the distance to a ﬁsh cage and per-
formed exceptionally well at this task. The distance measurements were not completely
accurate but the sensor was very robust with regards to environment changes.
The concept of using a video camera to check for net integrity has proven largely promis-
ing. Tests at the ﬁsh farm also demonstrated the importance of a steady video feed
aimed directly at the cage net. This will unquestionably be a lot easier to achieve with
a future AUV. More work is needed in order to make a complete system detecting and
logging net damage. The already existing algorithms can also be improved on. The
software had no problems running on a 2011 model laptop computer, but more eﬃcient
algorithms may be needed for use with integrated hardware.
An autonomous AUV for use in aquaculture is still far away, but hopefully this project
will work as a good foundation upon which to build further research. By using the same
ROV, a new master thesis can most certainly be written on the same subject. However,
at some point the ROV's weaknesses will create the demand for a more specialized vessel




Hopefully, the ﬁndings of this project will be a contribution towards the development of
an AUV for future use in aquaculture. In the following sections, ideas and suggestions
for the continued work towards the AUV will be discussed.
10.1 AUV construction
As mentioned earlier, the ROV is not optimal for cage net inspection. An AUV will be
completely free from any tether cables disturbing movements and as such, it will have a
natural advantage over the ROV. Considerations that could be made when constructing
the AUV include the following:
• The ROV's small weight makes it very unstable with regards to waves and water
movements. Making a bigger and heavier AUV would reduce this problem.
• The ROV is torpedo shaped, made for surging fast through the water. An AUV
for use in aquaculture would probably not need to travel at high velocity. The
hull should instead be made with primary focus on stability and maneuverability.
• An extra thruster, providing sway capability, would give the AUV an important
advantage in being able to both move sideways and maintain its position in areas
with sideways currents.
• A better camera with higher resolution would allow for analysis to be performed




The laser module met all expectations during use in this project. The module could
easily be used in a future AUV without any modiﬁcations. The concept of using two
laser lines to measure distance to a cage net has been successful. If more research
in the area of rangeﬁnding is desirable, an alternative technology to look into is the
use of sound waves, e.g. sonar. However, there seems to be no need to move away
from the current rangeﬁnding concept. If a new module is made, some suggestions for
improvements that could be included are the following:
• Laser generators with higher power output than 5mW could be used to increase
the maximum working distance of the distance sensor.
• The distance between the laser generators could also be increased in order to
achieve higher precision.
• More sensors could be included, e.g. a GPS system for deciding position when
the AUV is at the water surface.
10.3 Software
The next logical step in development of the software would be to implement damage
detection. Damage detection was discussed brieﬂy at the end of section 5.3, but never
implemented in the software. The reason for this is that there were no footage with
damage present to test such an algorithm. The software records the position of all
horizontal and vertical lines found, and so, in theory, the implementation of a a damage
detection algorithm should be rather simple.
A broken mesh would lead to a missing line at the breakage point. By calculating the
distance between all lines, horizontally and vertically, a broken mesh could be detected
by looking for large deviations in line distance. Alternatively, the software could be
calibrated before each search. By keeping a constant distance to the cage net, the
distance between all lines should also be constant. If deviations occur, this would
indicate mesh damage or possibly larger holes. Of course, the deviation could also
be due to disturbances in the video feed. The software should therefore only log net
damage if several consecutive frames indicate damage in the same spot.
A search pattern should also be developed. For an AUV working with a circular cage,
the easiest pattern would be to circle the cage, starting at the top. The AUV would
keep a constant distance by use of the laser distance sensor and move sideways. An
algorithm would also be needed to make sure the AUV was always pointed straight
towards the cage, for example by looking at the distance between meshes in the video
feed. If the AUV points slightly to one side, the meshes will appear closer on that side.
The compass heading would indicate when the AUV had made a complete circle around
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the cage. The AUV could then move a little deeper, and do another circle. This would
be repeated until the AUV reached the cage ﬂoor.
If the software at any point detects net damage, the AUV should stop its search pattern,
maintaining its position until the software conﬁrms the damage. The depth and compass
heading should then be stored together with video feed of the damage area. Compass
heading together with depth would indicate the approximate spot of damage for a
circular cage.
For a square of rectangular cage, a similar search pattern could be used. The AUV
would know from the video feed when it hits corners, turn 90◦ and continue travelling
sideways.
The reason for searching horizontally instead of vertically is that vertical position is
easily measured by the depth sensor. Horizontal position is much harder to track. By
moving horizontally around the whole cage, knowing the exact horizontal position at
all times is not necessary.
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Appendix B
CAN-message format
CAN-messages sent from the PC to the laser module contain only one byte
providing information to enable/disable the lasers and status LED's on the PCB. The
MCU has been conﬁgured to alternatively receive larger CAN-messages, also containing
information to conﬁgure the compass:
0. Bit level Controls
D7 D6 D5 D4 D3 D2 D1 D0
- D0 = 0, Right laser disabled; D0=1, Right laser enabled
- D1 = 0, Left laser disabled; D1=1, Left laser enabled
- D2 = 0, Status LED's disables; D2=1, Status LED's enabled
- D3 = 0, Message does not contain compass conﬁguration; D3=1, Message con-
tains information to conﬁgure compass
- D4 = 0, Compass conﬁguration does not contain numerical value; D4=1, Com-




1. Compass conﬁguration command as ASCII character
2. Compass conﬁguration value as ASCII characters (LSB)
3. Compass conﬁguration value as ASCII characters
4. Compass conﬁguration value as ASCII characters
5. Compass conﬁguration value as ASCII characters
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6. Compass conﬁguration value as ASCII characters (MSB)
CAN-messages sent from the laser module to the PC are marked by an identiﬁer
(ID), informing the PC what the message contains:
• 0x001: Message contains pressure reading
• 0x002: Message contains azimuth reading
• 0x003: Message contains pitch reading
• 0x004: Message contains roll reading
• 0x005: Message contains temperature reading
The data bytes in the messages contain the reading values. For pressure data, only two
bytes are used:
Byte 0: D7 D6 D5 D4 D3 D2 D1 D0
- D0 = ADC-reading in binary (LSB)
- D1-D7 = ADC-reading in binary
Byte 1: D7 D6 D5 D4 D3 D2 D1 D0
- D0 = ADC-reading in binary
- D1 = ADC-reading in binary (MSB)
- D2-D7 Reserved
For the remaining readings (compass readings), values are sent in four bytes as ASCII
values:
0. Value as ASCII characters (LSB)
1. Value as ASCII characters
2. Value as ASCII characters
3. Value as ASCII characters (MSB)
Appendix C
VideoRay Communication Protocol
The Communication Protocol for VideoRay Pro III and Desktop Computer
Revised 11/04/06 by Marcus Kolb
Physical media: RS232, baud rate 9600, 8 bit, 1 stop, no parity.
• Enabling computer control
When the VideoRay is powered on it waits 5 seconds for a byte to be received
on the RS232 port. If it receives anything, it enters into computer control mode.
Otherwise the vehicle will be directly controlled by the control panel.
• Normal Communications Between VideoRay and PC
VideoRay waits for 8 bytes containing information for running the vehicle. Then,
the VideoRay sends out 7 bytes containing a 3 byte identiﬁer, compass and pres-
sure data.
The PC sends 8 control bytes and waits for 7 data bytes coming from VideoRay
and if it receives them, it sends out the next 8 control bytes immediately. Video-
Ray will keep waiting for the entire 8 bytes until it receives all of them (VideoRay
Pro works in polling mode).
The total time used for exchanging information between VideoRay Pro and PC
is about 15.6ms ((8+7)/(9600/(1+8+1)). This will not aﬀect the control char-
acteristics of the vehicle provided the PC does not make the VideoRay Pro keep
waiting for too long.
• Information of the 7 Bytes VideoRay Sends
The ﬁrst 3 bytes of the 7 bytes contain an identiﬁer then compass low byte,
compass high byte, pressure low byte and pressure high byte.
1. 0x40 (hex) (All VideoRay models)
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2. 0x31 (hex) (All VideoRay Pro III)
3. 0x02 (hex) (data type for future use)
4. Low byte of Orientation
5. High byte of Orientation
6. Low byte of Depth
7. High byte of Depth
The relation between low byte, high byte and the real value is:
Real value = Low byte + 256 x High Byte, for instance:
Orientation* = Low byte of Orientation + 256 x High Byte of Orientation (0-359)
Depth = Low byte of Depth + 256 x High Byte of Depth (0-1023)
*When Orientation is calculated, the following conversion is needed for the real
orientation:
Real Orientation = 360 - Orientation; // mirror the image of the orientation
if (Real Orientation < 90) Real Orientation = 270 + Real Orientation; // shift
90 degrees counterclockwise
else Real Orientation = Real Orientation - 90;
• Information in the 8 Bytes PC Sends
1. 0x23 (hex) (for all VideoRay models)
2. 0x31 (hex) (for Pro III)
3. Current for the port thruster, minimum 0, maximum 220
4. Current for the starboard thruster, minimum 0, maximum 220
5. Current for the vertical thruster, minimum 0, maximum 220
6. Current for the lights, minimum 0, maximum 200
7. Bit level Controls for the manipulators and auto depth:
D7 D6 D5 D4 D3 D2 D1 D0
- D0 = 0, Manipulator 1 close; D0=1, Manipulator 1 open






- D6 = 0, Front light / camera; D6=1, Rear light / camera
- D7 Reserved
8. Bit level controls of camera tilt and focus, the direction of the thrusters:
D7 D6 D5 D4 D3 D2 D1 D0
- D0 = 0, Tilt up; D0 = 1, Tilt down
- D1 = 0, Tilt disable; D1 = 1, Tilt enable
- D2 = 0, Focus near; D2 = 1, Focus far
- D3 = 0, Focus disable; D3 = 1, Focus enable
- D4 = 0, Port backward; D4 = 1, Port forward
- D5 = 0, STBD backward; D5 = 1, STBD forward
- D6 = 0, Vertical up; D6 = 1, Vertical down
- D7 is reserved
