We solve the problem of maximizing the probability that X does not default before Y within the class of all random variables X, Y with given distribution functions F and G respectively, and construct a dependence structure attaining the maximum. After translating the maximization problem to the copula setting we generalize it and prove that for each (not necessarily monotonic) transformation T : [0, 1] → [0, 1] there exists a completely dependent copula maximizing the mass of the endograph Γ ≤ (T ) of T and derive a simple and easily calculable formula for the maximum. Analogous expressions for the minimal mass are given. Several examples and graphics illustrate the main results and falsify some natural conjectures.
Introduction
Suppose that F and G are (continuous) distribution functions of two default times. It is well known from coupling theory (see [16] ) that there exists a maximal coupling, i.e. a two-dimensional distribution function H with marginals F and G such that for the case of (X, Y ) ∼ H the probability of a joint default P(X = Y ) is maximal (within the class of all two-dimensional distribution functions having F and G as marginals). Translating to the class of copulas (see [11] and Section 3), maximizing the probability of a joint default means calculating sup A∈C µ A (Γ(T )) for T : [0, 1] → [0, 1] being defined by T = G • F − , F − denoting the quasi-inverse of F , Γ(T ) the graph of T , C the family of all two-dimensional copulas and µ A being the doubly stochastic measure corresponding to the copula A ∈ C. As pointed out in [11] there is a (not necessarily unique) copula A 0 with
that can even be computed in closed form. Considering (U, V ) ∼ A 0 and setting (X, Y ) = (F − • U, G − • V ), the pair (X, Y ) has marginal distribution functions F and G and maximizes the joint default probability.
In the current paper we tackle the closely related problem of maximizing P(Y ≤ X), the probability that X does not default before Y , and solve it in a definitive manner. We first translate the maximization problem to the copula setting and prove the existence of a (mutually) completely dependent copula A R ∈ C with
where T = G • F − and Γ ≤ (T ) = {(x, y) ∈ [0, 1] 2 : y ≤ T (x)} denotes the endograph of T . Afterwards we study the situation of not necessarily monotonic T : [0, 1] → [0, 1] and prove a simple and easily calculable formula for sup A∈C µ A (Γ ≤ (T )) only involving the distribution function of T . As in the monotonic case it is possible to construct a completely dependent copula maximizing the mass of Γ ≤ (T ). Finally, using the just mentioned results we derive an equally simple formula for inf A∈C µ A (Γ ≤ (T )) and show that there are situations where the infimum is not attained.
The rest of the paper is organized as follows: Section 2 gathers some preliminaries and notations. In Section 3 we prove the Markov kernel version of Sklar's theorem and then apply it to show that P(Y ≤ S • X) = µ A (Γ ≤ (T )) holds, where S : R → R is an arbitrary measurable transformation, (X, Y ) has marginals F, G and copula A, and T is defined by T = G • S • F − . All aforementioned maximization results are collected in Section 4. Section 5 presents an alternative proof of the main result and derives some useful consequences.
Notation and Preliminaries
For every d-dimensional random vector X on a probability space (Ω, A, P) we will write X ∼ F if X has distribution function (d.f., for short) F and let µ F = P X denote the corresponding distribution on the Borel σ-field B(R d ) of R d . For every univariate distribution function F we will let F − denote the quasi-inverse of F , i.e. F − (q) = inf{x ∈ R : F (x) ≥ q}. Note that for every q ∈ (0, 1) we have F − (q) ≤ x if and only if q ≤ F (x), that for X ∼ F and F continuous we have F • X ∼ U(0, 1) and that the random variable F − • F • X coincides with X with probability one. For further properties of F − we refer, for instance, to [6] . Given univariate distribution functions F and G, we will let H F,G denote the Fréchet class of F and G, i.e. the family of all two-dimensional distribution functions having F and G as marginals; P F,G will denote the corresponding class of probability measures on B(R 2 2 ) respectively. For every measurable transformation T : [0, 1] → [0, 1] the push-forward of λ via T will be denoted by λ T . As already mentioned before, C will denote the family of all two-dimensional copulas. For background on copulas we refer to [3, 13] . M and W will denote upper and the lower Fréchet-Hoeffding bound, Π the product copula. d ∞ will denote the uniform distance on C; it is well known that (C, d ∞ ) is a compact metric space and that d ∞ is metrization of weak convergence in C. For every A ∈ C µ A will denote the corresponding doubly stochastic measure defined by µ A ([0, x] × [0, y]) = A(x, y) for all x, y ∈ [0, 1], P C the class of all these doubly stochastic measures.
is measurable for every fixed B ∈ B(R) and B → K(x, B) is a probability measure for every fixed x ∈ R. Given real-valued random variables X, Y on (Ω, A, P), a Markov kernel
holds P-a.s. It is well known that for each pair (X, Y ) of real-valued random variables a regular conditional distribution K(·, ·) of Y given X exists, that K(·, ·) is unique P X -a.s. (i.e. unique for P X -almost every x ∈ R) and that K(·, ·) only depends on the distribution P (X,Y ) . Hence, given (X, Y ) ∼ H, we will denote (a version of) the regular conditional distribution of Y given X by K H (·, ·) and refer to K H (·, ·) simply as Markov kernel of H or Markov kernel of (X, Y ). Note that for every two-dimensional distribution function H, its Markov kernel K H (·, ·), and every Borel set G ∈ B(R 2 ) the following disintegration formula holds (G x = {y ∈ R : (x, y) ∈ G} denoting the x-section of G for every
For A ∈ C we will directly consider the corresponding Markov kernel
Considering that in this case eq. (4) implies that . For more details and properties of conditional expectation, regular conditional distributions, and disintegration see [8] and [9] , various results underlining the usefulness of the Markov kernel perspective can be found in [3] and the references therein. In the sequel T will denote the class of all λ-preserving transformations h : [0, 1] → [0, 1], T b the subset of all bijective h ∈ T , and T l the subset of all piecewise linear, bijective h ∈ T . A copula A ∈ C will be called completely dependent if and only if there exists h ∈ T such that K(x, E) = 1 E (h(x)) is a regular conditional distribution of A (see [10, 17] for equivalent definitions and main properties). For every h ∈ T the induced completely dependent copula will be denoted by A h throughout the rest of the paper, C d will denote the family of all completely dependent copulas.
Following [3, 18] , for every h ∈ T and every copula A ∈ C we will let S h (A) ∈ C denote the (generalized) h-shuffle of A, defined implicitly via the corresponding doubly stochastic measures by
for all E, F ∈ B([0, 1]). Notice that S h (A) is a shuffle in the sense of [2] if h ∈ T b , and that it is a shuffle in the sense of [12] (to which we will refer as classical shuffle in the sequel) if h ∈ T l .
Markov kernel version of Sklar's theorem
Suppose now that the vector (X, Y ) has distribution function H ∈ H F,G with F, G continuous. According to Sklar's theorem (see [3, 13] ) there exists a unique copula A ∈ C such that H(x, y) = A(F (x), G(y)) holds for all x, y ∈ R. Translating this to the Markov kernel setting we get the following result describing how to construct a kernel of H given the kernel of A:
for all x, y ∈ R defines a Markov kernel
is non-decreasing is trivial. If (y n ) n∈R is monotonically decreasing with limit y ∈ R then, using continuity of G and the fact that
is a distribution function and we can extend K(x, ·) from the generator E = {(−∞, y] : y ∈ R} to a probability measure on B(R) in the standard way ( [9] ).
(ii) Measurability of x → K(x, (−∞, y]) for every fixed y ∈ R is a direct consequence of measurability of x → F (x) and the fact that K A (·, ·) is a Markov kernel. Considering that D = {E ⊆ R : x → K(x, E) measurable} is a Dynkin system, that E is closed w.r.t. intersection, and that E ⊆ D, it follows that B(R) ⊆ A σ (E) ⊆ D (see [9] ), implying that K(·, ·) is indeed a Markov kernel. (iii) It remains to show that K(·, ·) is a Markov kernel of (X, Y ). Let q ∈ (0, 1) be arbitrary but fixed. Then setting I = (−∞,F − (q)] K(t, (−∞, y]) dP X (t) and using disintegration, continuity of F , change of coordinates and Sklar's theorem we get
This shows that we have
for all y ∈ R and all z of the form z = F − (q) for some q ∈ (0, 1). In case of q = 1 and F − (1) < ∞ we can use completely the same arguments to show that
holds for every y ∈ R. The extension to full R 2 is now straightforward: Let x, y ∈ R be arbitrary, set q := F (x) and z := F − (q). If q ∈ (0, 1) then z ≤ x as well as P(X ∈ (z, x]) = 0 follow and we get
In case of q = 1 we have F − (1) ≤ x < ∞, so using eq. (9) and F • F − (1) = 1 we get
and in case of q = 0 it follows that
Altogether we have shown that H(x, y) = (−∞,x] K(t, (−∞, y]) dP X (t) holds for all x, y ∈ R, so, extending in the standard way from E 2 to B(R 2 ) (see [8] ) we get that K(·, ·) is a Markov kernel of (X, Y ).
Proceeding analogously to the proof of Lemma 1 we can show the following result, describing how to construct a kernel K A (·, ·) of the copula A if the kernel K H (·, ·) of (X, Y ) is known:
for all x ∈ (0, 1) and
Suppose now that S : R → R is an arbitrary Borel-measurable mapping. In the sequel we will let Γ(S) and Γ ≤ (S) denote the graph and the endograph of S respectively, i.e.
Lemma 1 allows to express P(Y ≤ X) as well as P(Y = X) in terms of F, G and the underlying copula A. In order to prove a more general result and to simplify notation, given (continuous) F, G and (measurable) S we will write
in the sequel. In general T is only well-defined on (0, 1) -we will however, directly consider it as function on [0, 1] by setting T (0) = 0 and T (1) = 1.
Theorem 3. Suppose that X, Y are random variables on (Ω, A, P) with joint distribution function H, continuous marginals F and G and copula A. Furthermore let S : R → R be an arbitrary Borel-measurable mapping and define T according to eq. (12) . Then the following identities hold:
Proof: Using the fact that P(F − • F • X = X) = 1, disintegration and Lemma 1 the second identity can be proved as follows:
) follows in the same manner.
Maximizing the mass of the endograph
For the special case of S = id R calculating sup µ∈P(F,G) µ(Γ ≤ (S)) corresponds to finding (joint) distributions of (X, Y ) for which P(Y ≤ X) is as big as possible -interpreting X, Y as lifetimes or default times of financial institutions this translates to maximizing the probability that X does not die or default before Y . Notice that, setting ψ(x, y) = x + y and considering the pair (−X, Y ), this maximization problem can be considered a special case of the much more general situation studied in [4, 5] . Theorem 3 implies that the problem can be reduced to the family of copulas, i.e. we have
Obviously the same is true when considering minimal probabilities, i.e.
holds. Taking into account that in case of S = id R the mapping T = G • S • F − according to Theorem 3 is non-decreasing, it is actually possible to calculate m and even construct a dependence structure for which P(Y ≤ X) coincides with m. The following result holds: 
Additionally, setting z = sup A∈C µ A Γ ≤ (T ) and letting R ∈ T denote the rotation R(
which completes the proof.
Remark 5. Considering that continuity of T plays no role in Theorem 4, that T has (as non-decreasing function) at most countably many discontinuities, and that µ A (E × [0, 1]) = 0 for every countable set E and A ∈ C we may, w.l.o.g., assume that T is left continuous, in which case the infimum in eq. (16) is a minimum. Example 7. Suppose that the default times X and Y are exponentially distributed with parameters θ 1 and θ 2 respectively. It is straightforward to verify that in this case
Remarkably, for the case of θ < 1 the maximal mass of the endograph of T θ and the maximal mass of the graph of T θ coincide. In fact, applying Theorem 4, on the one hand we get
And on the other hand, according to Theorem 3 and Theorem 4 in [1] (also see [11, 16] ) we have sup
where f denotes the density of λ T θ . Since for T θ (x) the latter is given by f (x) = 1 θ
1−θ and eq. (17) calculates to
For the special case of θ = 1 2 , which is depicted in Figure 1 , we get Example 8. Based on Example 7 it might seem natural to conjecture that the equality sup A∈C µ A (Γ(T )) = sup A∈C µ A Γ ≤ (T ) holds for a much bigger class of non-decreasing transformations T fulfilling T (x) ≤ x for every x ∈ [0, 1]. Since counterexamples are easily constructed for the case where T is singular (λ T (E) > 0 for some E ∈ B([0, 1]) with λ(E) = 0) and the case where T has discontinuities, the conjecture reduces to strictly increasing, continuous transformations T . For every n ∈ N the transformation T n :
, 1] is easily verified to be homeomorphism with T n (x) ≤ x for every x ∈ [0, 1] (see Figure 2 for the case n = 10). Applying Theorem 4 we get sup A∈C µ A (Γ ≤ (T )) = 3 4 , however, either by graphical arguments or by using Theorem 3 and Theorem 4 in [1] it is straightforward to verify that lim n→∞ sup A∈C µ A (Γ(T n )) = , so the conjecture is wrong. Although monotonicity is crucial in the proof of Theorem 4 it is even possible to calculate
for the case of arbitrary measurable (not necessarily monotonic) transformations S : R → R. Letting T : [0, 1] → [0, 1] denote an arbitrary measurable transformation, we will now directly concentrate on the quantity m T , defined by
and prove a simple formula for m T only involving the d.f.
We start with two simple lemmata that will be used in the proof of the main results -the first one contains an alternative simple formula for m T involving F T which will be key in the proofs of the main results, the second one gathers two properties describing how much m T may change if T changes. 
If T is non-decreasing then we have equality in (21).
holds for every x ∈ [0, 1] and every A ∈ C, from which the first inequality follows immediately.
To prove the second part of (21) 
In the following Rg(T ) will denote the range of T , Rg(T ) its topological closure. It is easy to see that the left hand-side of ineq. (22) can not exceed zero: In fact, setting u := sup(Rg(T )) there are two possibilities:
And if u ∈ Rg(T ) then λ T ({u}) = 0, so u is a continuity point of F T and, by construction, we can find a monotonically increasing sequence (T (x n )) n∈N converging to u, implying 0
For y ∈ Rg(T ) and, using the previous paragraph, for y = 1 and for F T (y) = 0 ineq. (22) is trivial. The inequality is also clear for y = 0 since in case of F T (0) > 0 we have y ∈ Rg(T ). Suppose now that y ∈ (0, 1) and that y ∈ Rg(T ). Then obviously F T (y) = F T (y−), i.e. y is a continuity point of F T . Consequently, if y ∈ Rg(T ) then there exists a sequence (T (x n )) n∈N converging to y, so y − F T (y) = lim n→∞ T (
Considering that y < inf x∈[0,1] T (x) implies F T (y) = 0, whence ineq. (22), it remains to prove the inequality for the case that y ∈ Rg(T ), y > inf x∈ [0, 1] T (x) and F T (y) > 0. Setting
It follows directly from the construction that F T • T (x) ≥ x holds for every x ∈ [0, 1], so the left-hand side of (23) can not be greater than the right-hand side. Additionally, it is straightforward to verify that F T • T (x) > x holds if and only if there exists z > x with T (x) = T (z). Hence in case of 
Proof: To prove the first assertion set L := T 1 D c and
Having this, the desired inequality follows immediately. To prove the second assertion let R ∆ : [0, 1] → [0, 1] be defined by R ∆ (x) = x + ∆(mod 1) and fix A ∈ C. Since obviously R ∆ ∈ T , defining µ(E × F ) = µ A (E × R ∆ (F )) yields a doubly stochastic measure µ which corresponds to a copula A ∆ (that, in turn, is easily seen to be the transpose of the
′ follows and, using disintegration, we get
Since A ∈ C was arbitrary it follows immediately that m T ′ ≥ m T − ∆.
We now tackle the calculation of m T for arbitrary measurable T in two steps -we first prove the result for continuous T and then extend it via Lusin's theorem (see [14] ) and some compactness arguments to the general case. Since the proof for Riemann-integrable T is only slightly more complicated than that for continuous T we directly focus on Riemann-integrable transformations
Proof: Let w T (x) denote the oscillation of T at the point x ∈ [0, 1], i.e.
where B(x, r) = {z ∈ [0, 1] : |z − x| < r}. It is well known ( [7] ) that w T is upper semincontinuous and that x is a continuity point of T if, and only if w T (x) = 0.
In what follows let ε > 0 be arbitrary but fixed. Riemann-integrability ( [7] ) of T implies that E = {x ∈ [0, 1] : w T (x) ≥ ε} is compact and fulfills λ(E) = 0 so we can find open intervals
For every x ∈ K we have w T (x) < ε and, using compactness of K, we can find pairwise disjoint intervals J 1 , . . . , J m such that 
Proof: For every n ∈ N, Lusin's theorem (see [14] ) implies the existence of a compact set E n ⊆ [0, 1] and a continuous (hence Riemann-integrable) function T n such that T n (x) = T (x) for all x ∈ E n and λ(E n ) > 1 − 
For n ∈ N and arbitrary x ∈ [0, 1] we get
1 2 n , from which lim n→∞ I n ≤ I follows immediately. (ii) To prove the opposite inequality, for every n ∈ N choose x n ∈ [0, 1] such that I n = x n − F Tn (x n ). Applying eq. (28) yields
5. An alternative proof of the main result and some consequences Theorem 12 can be proved in a different way by using Lemma 9 and results from [15] . In fact, slightly modifying the ideas in the first Section of [15] 
holds. Having this, letting U ϕ : C → C denote the operator studied in [18] and implicitly defined via
and using disintegration and change of coordinates we get that
holds for every A ∈ C, implying m T ≥ m T ⋆ . Again using T ⋆ • ϕ = T and the fact that ϕ is λ-preserving, it is straightforward to verify that T and T ⋆ have the same d.f., i.e. F T ⋆ = F T holds. Therefore, applying Lemma 9 yields 1 + min
from which the desired equality m T ⋆ = m T follows immediately. Although this alternative proof is shorter we opted for the one presented in the previous section since, firstly, it is self-contained and, secondly, Lemma 10 is interesting in itself and will also be used in the sequel when deriving some corollaries.
According to Theorem 4 the completely dependent copula
so U ϕ (A R ) is completely dependent and the following corollary holds:
Having found a simple and easily computable formula for the maximal mass of Γ ≤ (T ) we now derive the analogous result for the minimal mass and set
Given the aforementioned results, the subsequent corollary does not come as a surprise: (x − F T (x)).
We close the paper with two examples -the first one shows that m T is not necessarily attained whereas the second one considers a non-monotonic transformation for which copulas attaining m T and m T can easily be constructed.
Example 15. For T (x) = x, considering rotations R ∆ and the corresponding shuffles S R ∆ (M), it follows immediately that m T = 0. There is, however, no copula A fulfilling µ A (Γ ≤ (T )) = 0, i.e. contrary to m T , there are situations, in which m T is not attained for any copula. Suppose, on the contrary, that A ∈ C fulfills µ A (Γ ≤ (T )) = 0. Then, defining h ∈ T b by h(x) = 1 − x and setting B = U h (A), we have µ B (Γ ≤ (1 − T )) = 0, so, B(x, 1 − x) = 0 holds for every x ∈ [0, 1]. The latter implies B = W , which is a contradiction. . Considering that for A ϕ we obviously have µ Aϕ (Γ ≤ (T )) = 0, we get m T = 0 which coincides with max x∈[0,1] (x − F T (x)). Figure 3 depicts the supports of the copulas A h and A ϕ as well as the endograph of T . 
