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Abstract
A (logarithmic) spiral of order  ∈ R is deﬁned as a continuous path t −→ x(t) in a real Hilbert
space such that
‖x(t1 + t)− x(t2 + t)‖ = et‖x(t1)− x(t2)‖, t, t1, t2 ∈ R.
For = 0 the spiral becomes a helix. The elegant proof by P. Masani of the spectral characterization
of helices, due to Kolmogorov and to von Neumann and Schoenberg, is adapted here to spirals. As
an application a conjecture by F. TopsZe that certain kernels onR+ considered in information theory
are negative deﬁnite, and hence are squares of metrics on R+, is conﬁrmed.
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1. Introduction
The logarithmic spiral, considered as a motion in the complex plane with constant
angular velocity  ∈ R, is given by
t −→ x(t)= e(+i)t , t ∈ R, (1.1)
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where also  is a real constant. Clearly,
‖x(t1 + t)− x(t2 + t)‖ = et‖x(t1)− x(t2)‖, t, t1, t2 ∈ R, (1.2)
and more generally
〈x(t1 + t)− x(t2 + t), x(t3 + t)− x(t4 + t)〉
= e2t 〈x(t1)− x(t2), x(t3)− x(t4)〉 (1.3)
for t, t1, . . . , t4 ∈ R, where 〈x, y〉 = xy¯ is the inner product on C as a 1-dimensional
complex Hilbert space. Since (1.2) and (1.3) make sense on any Hilbert space we propose
the following
Deﬁnition. A logarithmic spiral of order  ∈ R, or brieﬂy: an -spiral, in a real or complex
Hilbert space X, is a continuous map R  t −→ x(t) ∈ X satisfying (1.3).
In the case of a real Hilbert space, (1.2) and (1.3) are equivalent because the tetrahedron
with vertices x(t1), . . . , x(t4) is determined up to an afﬁne isometry by the lengths ‖x(tj )−
x(tk)‖ (j < k) of its 6 edges. This fails for a complex Hilbert space (even forC, conjugation
being non-linear).
A 0-spiral in Hilbert space is the same as a helix, as studied around 1940 by Kolmogorov
[6] and von Neumann and Schoenberg [8]. For  = 0 we establish results similar to those
obtained for = 0 by these authors. For that purpose we adapt the elegant method of proof
by Masani [7], involving a certain average vector for x(·).
For any continuous path R  t −→ x(t) ∈ X the chordal space Sx is deﬁned as the
closed linear span of {x(s) − x(t) : s, t ∈ R} in X. It sufﬁces to consider rational s and t;
andSx is therefore separable. We sometimes write xt in place of x(t). Our main result is
the following spectral representation of -spirals:
Theorem 1. For any -spiral t −→ xt ( = 0) in a complex Hilbert space X such that
x0= 0 andSx =X there exists a unique bounded measure 0 on R and a unique linear
isometry of X onto L2() under which xt transforms into the element of L2() given by
xt ()= − i+ i (1− e
(+i)t ), , t ∈ R. (1.4)
Conversely, for any bounded measure 0 on R, the functions xt (·) ∈ L2() given by
(1.4) deﬁne an -spiral in L2().
The hypothesis Sx = X is of course no real restriction; it implies that X is separable.
The measure  depends on , but otherwise the value of  = 0 is immaterial, as seen by
replacing t by ct for a suitable constant c ∈ R\{0}. Henceforth we assume that > 0. The
theorem is established in Section 2 below, along with further results.
Remark 1. If instead t −→ xt is an -spiral (againwith full chordal space) in a real Hilbert
spaceX, then there exists a unique boundedmeasure 0 onR and a unique linear isometry
of X onto (real) L2()⊕L2(|R\{0}) under which xt transforms into the pair of the real and
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imaginary parts of xt () from (1.4). This characterization is derived from the theorem when
applied to the complexiﬁcation of the given real Hilbert space X (under which (xt ) remains
an -spiral). Note that xt (0)= 1− et is real; and this explains the need for excluding = 0
in the second component L2(|R\{0}) (if ({0})> 0), in order to maintain a full chordal
space. Up to an afﬁne isometry and a shift in time t, the classical logarithmic spirals (1.1),
now written as (x1(t), x2(t)) = (et cos(t), et sin(t)), are thus the only (non-constant)
-spirals in R2 with full chordal space; and the only further example in R3 is obtained by
adjoining x3(t)= et .
Another approach to -spirals in a real Hilbert space is through negative deﬁnite kernels
and isometric embeddings of metric spaces into Hilbert space according to Schoenberg [9].
A kernel K on an abstract set T of at least two points, i.e., a functionK : T ×T → R, is said
to be negative deﬁnite if K is symmetric:K(s, t)=K(t, s), and if the following implication
holds for any integer n2 and any t1, . . . , tn ∈ T and c1, . . . , cn ∈ R:
n∑
j=1
cj = 0 ⇒
n∑
j,k=1
cj ckK(tj , tk)0. (1.5)
If the inequality in (1.5) is strict whenever t1, . . . , tn are distinct and not every cj = 0 then
K is said to be strictly negative deﬁnite.
On a real Hilbert space X the kernel (x, y) −→ ‖x − y‖2 is negative deﬁnite (but not
strictly so) because∑ cj = 0 implies
n∑
j,k=1
cj ck‖xj − xk‖2 =
n∑
j,k=1
cj ck(‖xj‖2 + ‖xk‖2 − 2〈xj , xk〉)
= − 2
∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
j=1
cj xj
∣∣∣∣∣∣
∣∣∣∣∣∣
2
0. (1.6)
Consider any negative deﬁnite kernel K on a set T with the property that {K(s, t) = 0}
⇐⇒ {s = t}. It follows then from (1.5) with n = 2 that K(s, t)0 for all s, t ∈ T ; and
from (1.5) with n = 3 that √K(s, t)√K(s, r) + √K(r, t) for all r, s, t ∈ T , as noted
in [12], see also Section 4 below. Altogether,
√
K is a metric on T. Schoenberg’s theorem
[9] asserts that there even exists an isometric embedding t −→ x(t) of (T ,√K) into a real
Hilbert space; for a short proof see [2, pp. 81–83].
The link to -spirals appears when we consider continuous symmetric kernels K on R
which are 2-homogeneous,  ∈ R+, in the sense that
K(t1 + t, t2 + t)= e2tK(t1, t2), t, t1, t2 ∈ R. (1.7)
It follows in view of (1.2) that if a continuous symmetric kernelK onR such that {K(s, t)=
0} ⇐⇒ {s= t} is 2-homogeneous and negative deﬁnite then every isometric map t −→ xt
of (R,
√
K) into a real Hilbert space X (as in Schoenberg’s theorem) is an injective -spiral.
Conversely, for any injective (or just non-constant) -spiralR  t −→ xt ∈ X, the negative
deﬁnite kernelK(s, t)=‖xs−xt‖2 onR is clearly continuous and2-homogeneous, and
√
K
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is a metric on R. From Theorem 1, we therefore have the following spectral representation
of these kernels:
Corollary 1. Let K : R × R→ R be continuous, symmetric, and 2-homogeneous; and
suppose that {K(s, t) = 0} ⇐⇒ {s = t}. Then K is negative deﬁnite if and only if there
exists a (necessarily unique) non-zero bounded measure 0 on R+ ∪ {0} such that the
following two equivalent equations hold:
K(s, t)=
∫
R+∪{0}
|e(+i)s − e(+i)t |2 d(), (1.8)
K(−t, t)= 2 cosh(2t)
(∫
R+∪{0}
d
)
− 2
∫
R+∪{0}
cos(2t) d(). (1.9)
If K is negative deﬁnite, it follows indeed from Theorem 1, in view of Remark 1 and
the above, that K has the form (1.8) (though with integration over the whole of R) for
some bounded non-zero measure 0 onR. However, the integrand in (1.8) being an even
function of , (1.8) remains validwhen is replaced by its image∗ under themap  −→ ||
of R onto R+ ∪ {0}; and this measure ∗ is likewise bounded. Conversely, (1.8) implies
that K is negative deﬁnite, cf. (1.6). Taking s =−t in (1.8) leads to (1.9). The former term
on the right of (1.9) is unbounded, and therefore leading, the latter term being bounded in
absolute value by 2
∫
d. In particular,
∫
d is uniquely determined, and so is therefore 
itself in (1.9), and hence in (1.8), according to Bochner’s theorem [1, Chapter 4]. Finally, it
is easily shown that, conversely, (1.9) implies (1.8), noting that, by 2-homogeneity,
K(s, t)= e(s+t)K
(
s − t
2
,
t − s
2
)
.
The non-zeromeasure  onR+∪{0} entering in (1.8) and (1.9) is termed the representing
measure for K.
Again, this corollary extends results from [6,8], where =0. Itmay also be considered as a
generalization to > 0 of the Lévy–Khinchine formula for (the particular case of continuous
real-valued) negative deﬁnite functions (i.e., functions f on R such that K(s, t)= f (s − t)
is a negative deﬁnite kernel), cf. Courrège [3] and literature quoted there. However, the
present case > 0 is simpler, as there is no singularity at = 0 in (1.4), (1.8), and (1.9).
The following criteria for a negative deﬁnite kernel K to be strictly negative deﬁnite are
proven at the end of Section 2:
Lemma 1. Let K be a continuous 2-homogeneous negative deﬁnite kernel on R, and
suppose that {K(s, t)= 0} ⇐⇒ {s = t}. Let  be the representing measure for K.
(a) If supp has at least one ﬁnite non-isolated point then K is strictly negative deﬁnite.
(b) If supp is a ﬁnite set then K is not strictly negative deﬁnite.
The incentive to the present study of -spirals came in conversation with F. TopsZe,
who offered the conjecture that certain kernels on R+ considered in information
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theory are squared distances, and even negative deﬁnite. TopsZe considers the symmet-
ric 1-homogeneous kernel Kp,q on R+ (even on R+ ∪ {0}) given for 0<p, q <∞ by
Kp,q(x, y)=
(
xp + yp
2
)1/p
−
(
xq + yq
2
)1/q
, x, y ∈ R+. (1.10)
Writing x = es , y = et (s, t ∈ R) we transform this kernel into
Kp,q(s, t)=
(
1
2
eps + 1
2
ept
)1/p
−
(
1
2
eqs + 1
2
eqt
)1/q
, s, t ∈ R (1.11)
(by a slight abuse of notation).We extend this by continuity to the case where e.g. p=+∞,
i.e., by the standard interpretation of the former termon the right asmax{es , et }; and likewise
to s, t =−∞. Similarly in (1.10), as in [12]. Note that Kp,q =−Kq,p.
Clearly, Kp,q = 0 if p = q; and for p>q it is well known that Kp,q(s, t)0, with
equality if and only if s = t . Furthermore, Kp,q is negative deﬁnite for 12q1p, see
[12]. The following theorem, established in Section 3 below, gives a different proof of this,
and furthermore conﬁrms TopsZe’s conjecture for the principal case 1p∞, 12qp(where now q > 1 is allowed):
Theorem 2. The kernel Kp,q from (1.11) is negative deﬁnite for 1p∞, 12qp;
and then strictly negative deﬁnite except when p = q or (p, q)= (1, 12 ). The representing
measure p, q for Kp,q clearly has the form
p,q = p − q, r :=
{−r,1 if 1r∞,
−1,r if 12r1.
Here 1 = 0, 1/2 = − 14 0 (the mass − 14 at the point  = 0). For p> 12 , p is absolutely
continuouswith densityDp given in terms of Euler’s gamma function of a complex variable
by
Dp()=
2

1
1+ 42
2−1/p

(
1− 1
p
)∣∣∣∣
(
1− 1− 2i
2p
)∣∣∣∣
2
(1.12)
for 0<∞.
Kp,q is not negative deﬁnite for any other pair (p, q) with p = q and 0<p, q∞.
By differentiation of Kp,1 and Dp with respect to p we obtain further strictly nega-
tive deﬁnite kernels and their representing measures; in particular for p = 1 the so-called
Jensen–Shannon kernel (now on R+), cf. [12]:
K(x, y)= x
2
log
2x
x + y +
y
2
log
2y
x + y (1.13)
with the absolutely continuous representing measure  of density (see Remark 3 at the end
of Section 3)
D()= 2

1
1+ 42
1
cosh()
> 0. (1.14)
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It can be shown thatKp,q is not even a squared metric if 0<q < 12 (and p = q), cf. Case
6 in the proof of Theorem 2. As shown in [12], the inequality
1
2
q − 2−1/q 1
2
p − 2−1/p (1.15)
is a necessary, but not sufﬁcient, condition for Kp,q to be a squared metric; in particular,
Kp,q is not a squared metric when 12 = q <p< 1. For the remaining case 12 <q <p< 1
the following theorem is established in Section 4 by repeated application of Corollary 1
and Theorem 2; it shows that Kp,q is a squared metric when p is sufﬁciently close to 1
(depending on q):
Theorem 3. For any compact interval [q∗, q∗] ⊂] 12 , 1[ there exists a number p∗ ∈]q∗, 1[
such that
√
Kp,q from (1.10) is a metric on R+ ∪ {0} for every q ∈ [q∗, q∗] and every
p ∈ [p∗, 1]. This metric is strict, in the sense that the triangle inequality holds with strict
inequality sign for any three distinct points of R+ ∪ {0}.
2. More about spirals: Proof of Theorem 1
In this section X denotes a complex Hilbert space. We may assume without loss of
generality that X is separable.
Proposition 1. Acontinuousmap t −→ xt ofR intoX is an-spiral if and only if there exists
a strongly continuous one-parameter group of unitary operators (Ut )t∈R on the chordal
spaceSx such that
xb+t − xa+t = etUt (xb − xa), a, b, t ∈ R. (2.1)
In the afﬁrmative case this associated unitary group is unique.
Proof. If x(·) is an -spiral we have for any natural number n and any c1, . . . , cn ∈ C
et
∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
j=1
cj (x(rj )− x(sj ))
∣∣∣∣∣∣
∣∣∣∣∣∣=
∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
j=1
cj (x(rj + t)− x(sj + t))
∣∣∣∣∣∣
∣∣∣∣∣∣
for all r1, . . . , rn, s1, . . . , sn, and t in R, as easily derived from the deﬁnition (1.3) of a
spiral. There exists accordingly a unique linear isometry Ut of Sx into X such that (2.1)
holds, and more generally
etUt

∑
j
cj (x(rj )− x(sj ))

=∑
j
cj (x(rj + t)− x(sj + t))
for all n, (rj ), (sj ) as above, as shown by extension by linearity and continuity. For any t
the linear combinations on the right are dense inSx , and so Ut : Sx → Sx is surjective
and therefore unitary. For t1, t2 ∈ R we ﬁnd that
Ut1Ut2x = Ut1+t2x, x ∈Sx ,
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by extension by linearity and continuity from the simple case x = xr − xs . In the same way
it is shown that Utx depends continuously on t for any x ∈ X, by equicontinuity of the
family (Ut ). The converse assertion is easily veriﬁed, using throughout that each Ut is a
linear isometry ofSx into X. 
Remark 2. For a given -spiral x(·) withSx =X and associated unitary group (Ut ) on X
the selfmaps At of X deﬁned by
Atx = xt + etUt (x − x0), t ∈ R, x ∈ X, (2.2)
form a strongly continuous one-parameter group of afﬁne transformations of X such that
‖Atx − Aty‖ = et‖x − y‖, x, y ∈ X. (2.3)
Conversely, for any strongly continuous one-parameter group (At )t∈R of afﬁne transfor-
mations of X satisfying (2.3), each map t −→ Atx (x ∈ X) is an -spiral with associated
unitary group (Ut ) given by (2.2). We omit the easy proof of these assertions (not used in
what follows); for = 0 they reduce along with Proposition 1 to the well-known character-
ization of helices in terms of continuous one-parameter groups of afﬁne isometries (“rigid
motions”) obtained in [6,8].
In the sequel we ﬁx a constant >  (later we take  = 2). For an -spiral x(·) with
chordal spaceSx deﬁne the average vector x˜ ∈Sx by
x˜ = 
∫ ∞
0
e−t (x0 − xt ) dt , (2.4)
cf. [7, Section 2.12] (where = 0, = 1). The integral exists in X because
‖x0 − xt‖ =O(tet ) for t →∞.
To see this, write M = max0 s1 ‖x0 − xs‖, and denote by n the integral part of t > 0.
Writing tk = kt/n (k = 0, 1, . . . , n) we have
‖x(0)− x(t)‖
n∑
k=1
‖x(tk−1)− x(tk)‖
=
n∑
k=1
etk−1‖x(t0)− x(t1)‖netn−1MMtet .
With any strongly continuous one-parameter group of unitary operators (Ut )t∈R on X,
and any a, b ∈ R, we associate the shift operator
TU(a, b)= ebUb − eaUa − 
∫ b
a
etUt dt (2.5)
(cf. [7, p. 6]). For any t ∈ R we have
etUtTU (a, b)= et TU (a, b)Ut = TU(a + t, b + t). (2.6)
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Replacing a, b by a + t , b + t in (2.5) we obtain in fact
TU(a + t, b + t)= e(b+t)Ub+t − e(a+t)Ua+t − 
∫ b
a
e(r+t)Ur+t dr
= etUt
(
ebUb − eaUa − 
∫ b
a
erUr dr
)
= etUtTU (a, b)= et TU (a, b)Ut .
We further have
−
∫ ∞
t
e(t−s)TU (t, s) ds = 1 e
tUt (2.7)
because
−
∫ ∞
t
e(t−s)
(
esUs − etUt − 
∫ s
t
erUr dr
)
ds
=−
∫ ∞
t
et+(−)sUs ds + 1 e
tUt + 
∫ ∞
t
erUr dr
∫ ∞
r
e(t−s) ds.
After inserting 
∫∞
r
e(t−s) ds = e(t−r), two terms cancel, and we are left with 1 etUt .
As in [7, Section 2.18] we establish the “switching property”
TU(a, b)(xd − xc)= TU(c, d)(xb − xa) (2.8)
for a, b, c, d ∈ R. In fact, by (2.1),
(ebUb − eaUa)(xd − xc)= xb+d − xb+c − xa+d + xa+c
= (edUd − ecUc)(xb − xa);
(∫ b
a
etUt dt
)
(xd − xc)=
∫ b
a
(xd+t − xc+t ) dt
=
∫ b+d
a+d
xt dt −
∫ b+c
a+c
xt dt =
∫ d+b
c+b
xt dt −
∫ d+a
c+a
xt dt
=
(∫ d
c
etUt dt
)
(xb − xa).
Thus prepared, we derive in the following Propositions 2 and 3 a further characterization
of -spirals (cf. [7, Sections 2.19 and 2.20] for the analogous case = 0 of helices).
Proposition 2. Let x(·) be an -spiral in X with chordal spaceSx=X, associated unitary
group (Ut ) on X, and average vector x˜ ∈ X. Then
x(b)− x(a)= TU(a, b)x˜, a, b ∈ R.
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Proof. Applying (2.4), (2.8), and (2.6), we obtain
TU(a, b)x˜ = − 
∫ ∞
0
e−t TU (a, b)(xt − x0) dt
= − 
∫ ∞
0
e−t TU (0, t)(xb − xa) dt = xb − xa
because
−
∫ ∞
0
e−t TU (0, t) dt = I
(the identity operator on X) by (2.7) for t = 0. 
The average vector x˜ is cyclic for the group (Ut ), i.e., X is the closed linear span of
{Ut x˜ : t ∈ R}. By (2.5) this span indeed contains {TU(a, b)x˜ : a, b ∈ R}, which is total in
Sx =X in view of Proposition 2. As a converse to that Proposition we have
Proposition 3. Given a strongly continuous one-parameter unitary group (Ut )t∈R on X
and a cyclic vector x˜ ∈ X for it, consider a continuous map t −→ xt of R into X such that
xb − xa = TU(a, b)x˜, a, b ∈ R. (2.9)
Then x(·) is an -spiral in X with chordal spaceSx =X, average vector x˜, and associated
unitary group (Ut ).
Proof. By (2.9), (2.6), and once more (2.9),
xb+t − xa+t = TU(a + t, b + t)x˜ = etUtTU (a, b)x˜ = etUt (xb − xa).
It follows that UtSx =Sx , and by Proposition 1 that x(·) is an -spiral inSx with unitary
group (Ut ) restricted toSx . Its average vector as deﬁned in (2.4) equals
−
∫ ∞
0
e−t (xt − x0) dt =−
(∫ ∞
0
e−t TU (0, t) dt
)
x˜ = x˜,
again according to (2.9) and to (2.7) with t =0. Since x˜ is cyclic we conclude thatSx =X.

Proof of Theorem 1. Cf. [7, Section 3]. In a complex Hilbert space X let t −→ xt be an
-spiral with chordal space Sx = X, associated unitary group (Ut ), and average vector
x˜ corresponding to a given constant > , cf. (2.4). Because x˜ is cyclic, there exists, by
Stone’s theorem [11] and by spectral multiplicity theory [10, pp. 275–277], a bounded
measure 0 on R and a linear isometry of X onto L2(), transforming xt , x˜, and Ut , into
similarly denoted quantities such that x˜ = 1 (-a.e. in R) and, for any f ∈ L2(),
(Utf )()= eit f (), , t ∈ R,
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hence by (2.9) and (2.5)
xb()− xa()= ebeib − eaeia − 
∫ b
a
eteit dt
= (e(+i)b − e(+i)a)
(
1− 
+ i
)
. (2.10)
With = 2 this leads to (1.4) when taking a = 0, b = t , whilst assuming that x0 = 0.
Conversely, for any bounded measure 0 on R, (2.10) deﬁnes for ﬁxed a ∈ R an
-spiral b −→ xb in L2() with chordal spaceSx equal to the closed linear span in L2()
of the elements  −→ e(+i)s − e(+i)t (s, t ∈ R). Using the abbreviation + i= we
obtain in fact from (2.10)
〈xb − xa, xd − xc〉 =
∫
R
(eb − ea)(e¯d − e¯c)
∣∣∣∣− 
∣∣∣∣
2
d() (2.11)
for a, b, c, d ∈ R. The right-hand member is multiplied by e2t when t ∈ R is added to
a, b, c, d; thus (1.3) holds. Continuity of the map b −→ xb ensues from the following
particular case of (2.11)
‖xb − xa‖2 =
∫
R
|eb − ea|2
∣∣∣∣− 
∣∣∣∣
2
d()
by application of the Lebesgue dominated convergence theorem. Recall that |− | = 1
when we choose = 2.
It remains to prove the uniqueness of  in (2.10) and hence in (2.11); the linear isometry
of X onto L2() is then likewise unique becauseSx =X. It sufﬁces to establish instead the
uniqueness of the Fourier–Stieltjes transform ˆ of , given by
ˆ(s)=
∫
R
eis d(). (2.12)
Because

∫ ∞
0
e−u(1− eu) du= 
− 
and similarly with u replaced by v, it follows from (2.11) and (2.12) that
2
∫ ∞
0
∫ ∞
0
e−(u+v)〈xs+u − xs, xv − x0〉 du dv = es ˆ(s)
and so ˆ is indeed uniquely determined from (2.10). This completes the proof of
Theorem 1. 
B. Fuglede / Expo. Math. 23 (2005) 23–45 33
Proof of Lemma 1. Writing es = x ∈ R+, et = y ∈ R+, etc., and K(x, y) in place of
K(s, t), we have from (1.8)
K(x, y)=
∫
R+∪{0}
|x 12+i − y 12+i|2 d()
=
∫
R+∪{0}
(x + y − 2Re(x 12+iy 12+i)) d().
For real numbers c1, . . . , cn, not all equal to 0, but having the sum0, andnumbersx1, . . . , xn ∈
R+, we obtain
n∑
j,k=1
cj ckK(xj , xk)=−
∫
R+∪{0}
∣∣∣∣∣∣
n∑
j=1
cj x
1
2+i
j
∣∣∣∣∣∣
2
d()0. (2.13)
If equality prevails here then the entire holomorphic function f ()=∑j cj x 12+ij ,  ∈ C,
vanishes on supp. If supp has a ﬁnite non-isolated point inR+∪{0}, it follows thatf ≡ 0.
Writing cj x1/2j = aj and (xj )i = ei log xj = zj (i = (−1)1/2), we then have, in particular,
f (l)=∑nj=1 aj zlj =0 for l=0, 1, . . . , n−1. The n×nVandermonde determinant det(zlj )
therefore equals 0 because not all aj = 0; and so zj = zk , i.e., xj = xk , for some distinct
j, k.
On the other hand, if supp is ﬁnite, say supp={1, . . . , m}, then for any n> 2m+ 1
and any distinct points x1, . . . , xn ∈ R+ there exist real numbers c1, . . . , cn, not all 0, but
having the sum 0, such that
n∑
j=1
cj x
1
2+ik
j = 0, k = 1, . . . , m.
Thus
∑
cj x
1
2+i
j =0 for  ∈ supp, and it follows by (2.13) that
∑n
j,k=1 cj ckK(xj , xk)=0,
which shows that K is not strictly negative deﬁnite. 
3. Proof of Theorem 2
Theproof is basedonCorollary 1 andLemma1.Recall thatKp,q=−Kq,p for 0<p, q∞.
Case 1: 12p<∞, q=1. Guided by Corollary 1 we obtain from (1.11) for q=1, taking
e.g. t0:
Kp,1(t,−t)= 2−1/pet (1+ e−2pt )1/p − cosh t
= (2 · 2−1/p − 1) cosh t − 2−1/p[et (1− (1+ e−2pt )1/p)+ e−t ]. (3.1)
Here
1(1+ e−2pt )1/p exp
(
1
p
e−2pt
)
= 1+O(e−2pt ) (3.2)
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for t →∞; and the term in square brackets in (3.1) is bounded from above as well as from
below because p 12 . Without making use of the known facts [12] that Kp,1 is negative
deﬁnite for p> 1, and that −Kp,1 = K1,p is so for 12p< 1, we assume for a while that
both hold. Then, as in the paragraph following Corollary 1, the only possibility is that∫
R+∪{0}
dp = 2−1/p − 2−1 (3.3)
and
2
∫
R+∪{0}
cos(2t) dp()= 2−1/p[et (1− (1+ e−2pt )1/p)+ e−t ]. (3.4)
For p = 12 the expression in square brackets in (3.4) equals −2. Invoking (3.3), and
denoting by 0 the mass 1 at = 0, we infer that
−1/2 =
1
4
0; (3.5)
and so K1, 12 is negative deﬁnite with associated measure 1, 12 =
1
4 0.
Suppose therefore that p> 12 . By (3.2), the expression in square brackets in (3.4) has the
form O(e−t ) as t → ∞ for some constant > 0 and is therefore of class L2(R); and so
p must be absolutely continuous on R+ ∪ {0} with density Dp ∈ L2(R+), determined
from (3.4) by the (inverse) cosine transform:

2
Dp()= 2−1/p
∫ ∞
0
[et (1− (1+ e−2pt )1/p)+ e−t ] cos(2t) dt . (3.6)
Here we may replace cos(2t) by e2it at the expense of taking the real part of the result.
In particular,∫ ∞
0
e−t cos(2t) dt = Re 1
1− 2i =
1
1+ 42 . (3.7)
For the remaining integration on the right-hand side of (3.6) consider the continuous function
f (s)= es(1− (1+ e−2ps)1/p)e2is
of the complex variable s= t + iu with Re s= t0. Clearly, f is holomorphic for Re s > 0,
and f (s)=O(e−(2p−1)t for large t > 0, cf. (3.2). Since 2p − 1> 0 we may shift the path
of integration concerning f from R+, cf. (3.6), to the segment from 0 to i2p followed by the
halﬂine R+ + i2p .
The integral of f (s) over that segment equals∫ 
2p
0
eiu(1− (1+ e−2piu)1/p)e−2u i du,
=
∫ 
2p
0
e(−2+i)u i du−
∫ 
2p
0
(2 cos(pu))1/pe−2u i du,
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and here the second integral on the right can be disregarded (having real part 0), while the
former integral equals
1
1+ 2i (e
(−2+i) 2p − 1). (3.8)
The integral of f (s) over R+ + i2p equals
e
(−2+i) 2p
∫ ∞
0
et (1− (1− e−2pt )1/p)e2it dt . (3.9)
By integration by parts the integral in (3.9) becomes
1
1+ 2i
(
−1+
∫ ∞
0
e(1+2i−2p)t (1− e−2pt ) 1p−12 dt
)
. (3.10)
Substituting e−2pt = x transforms the integral in (3.10) into
1
p
∫ 1
0
(1− x) 1p−1x− 1+2i2p dx
= 1
p
B
(
1
p
, 1− 1+ 2i
2p
)
= 1
p

(
1
p
)

(
1− 1+ 2i
2p
)

(
1+ 1− 2i
2p
) . (3.11)
Inserting (3.11) and next (3.10) into (3.9) leads in view of (3.8), (3.7), (3.6) to

2
Dp()= 2−1/p Re

e
(−2+i) 2p
1+ 2i
1
p

(
1
p
)

(
1− 1+ 2i
2p
)

(
1+ 1− 2i
2p
)


= 2−1/p

(
1
p
)
1+ 42 Re

e(−2+i) 2p

(
1− 1+ 2i
2p
)

(
1− 2i
2p
)


= 2−1/p

(
1
p
)
1+ 42 Re

e(−2+i)

2p
∣∣∣∣
(
1− 1− 2i
2p
)∣∣∣∣
2
/ sin
[

2p
(1− 2i)
]


= 2−1/p

(
1
p
)
1+ 42
1

∣∣∣∣
(
1− 1− 2i
2p
)∣∣∣∣
2
Re
ei/p − e−2/p
2i
= 2−1/p

(
1
p
)
1+ 42
1

sin

p
∣∣∣∣
(
1− 1− 2i
2p
)∣∣∣∣
2
(3.12)
= 2−1/p 1
1+ 42
1

(
1− 1
p
)∣∣∣∣
(
1− 1− 2i
2p
)∣∣∣∣
2
. (3.13)
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In view of the above analysis we now deﬁne p as the absolutely continuous measure
on R+ with density Dp given by (3.12) or (3.13). Then ±Dp > 0 for all  ∈ R+; the
upper, resp., lower, sign referring to the case p> 1, resp., p< 1. And (3.6) leads to (3.4)
by cosine transformation. By Lemma 1,±Kp,1 is therefore indeed strictly negative deﬁnite
with absolutely continuous representing measure ±p determined by (3.13), provided that
p> 12 .
Case 2: p =∞, q = 1. Making p → ∞ in (3.13) we infer that K∞,1 is indeed strictly
negative deﬁnite and has the absolutely continuous representing measure ∞ with density
D∞ given by

2
D∞()=
1
1+ 42 .
Alternatively, this can be obtained directly, starting with the following splitting, valid for
t > 0, cf. (1.9):
K∞,1(t,−t)=max{et , e−t } − cosh t = sinh t = 1 · cosh t − e−t .
Case 3: 1<q <p∞. To show that Kp,q is strictly negative deﬁnite it sufﬁces in view
of Corollary 1 and Lemma 1 to prove that Dp()>Dq() for  ∈ R+. In establishing
this we may assume that p<∞. Writing 1/p = 	 (0< 	< 1) and
F(	, )= (1+ 42)
2
Dp()=
2−	
(1− 	)
∣∣∣ (1− 	2 + i	
)∣∣∣2, (3.14)
cf. (3.13), we prove that−(/	) logF(	, )> 0 for > 0. In terms of
(z)=′(z)/(z)=
(d/dz) log(z), cf. e.g. [4, Section 1.7], we have
− 
	
logF(	, )= log 2− 
(1− 	)+ 2Re
[(
1
2
− i
)


(
1− 	
2
+ i	
)]
= log 2− lim
n→∞
(
log n−
n∑
=1
1
− 	
)
+ 2Re

(12 − i
)
lim
n→∞

log n− n∑
=1
1
− 	
2
+ i	




= log 2+
∞∑
n=1

 1
n− 	 −
n− 	
2
− 22	(
n− 	
2
)2 + 2	2


= log 2+
∞∑
n=1
	
2
(
n− 	
2
)
+ 2	2
(n− 	)
[(
n− 	
2
)2 + 2	2]
+
∞∑
n=1
22	(
n− 	
2
)2 + 2	2 > 0 (3.15)
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because n − 	1 − 	> 0 (for 0< 	< 1). Both series converge for 	 ∈]0, 2[\{1}. Thus
Kp,q is indeed strictly negative deﬁnite.
Case 4: 12q1p∞. Here Kp,q = Kp,1 − Kq,1 = Kp,1 + K1,q . As shown in
Case 1, Kp,1 and K1,q are both negative deﬁnite, and so is therefore their sum Kp,q . The
representing measure for Kp,q equals p − q = p + |q |. By Lemma 1, Kp,q is strictly
negative deﬁnite if q <p, except when (p, q)= (1, 12 ), cf. (3.5).
Case 5: 12q <p< 1.We show thatKp,q is not negative deﬁnite. For q= 12 this follows
from 1/2=− 14 0 (see (3.5)) while p is absolutely continuous with densityDp < 0; and
that violates the necessary condition p1/2.
Suppose therefore thatKp,q is negative deﬁnite for some 12 <q <p< 1.Writing 1/p=	,
1/q = , we have 1< 	<< 2, and with the notation from (3.14)
F(, )F(	, )< 0, > 0, (3.16)
because DqDp. By the meanvalue theorem there exists accordingly for every > 0 a
number (), 	< ()<, such that the partial derivativeF ′	((), )0, and consequently
F ′	((), )
F ((), )
0. (3.17)
The equations ending with (3.15) remain in force in the present case 1< 	< 2, with un-
changed proof. The only negative term on the right-hand side of (3.15) is the ﬁrst term
(corresponding to n = 1) in the former sum. After singling out that term and rearranging
terms we obtain, taking 	= ():
	
2
(
1− 	
2
)
+ 2	2
(	− 1)
[(
1− 	
2
)2 + 2	2] =
F ′	(	, )
F (	, )
+ log 2
+
∞∑
n=2
	
2
(
n− 	
2
)
+ 2	2
(n− 	)
[(
n− 	
2
)2 + 2	2]
+
∞∑
n=1
22	(
n− 	
2
)2 + 2	2 > 0,
by (3.17) and because both inﬁnite sums are> 0. In particular, for any > 0, taking 	=(),
	
2
(
1− 	
2
)
+ 2	2
(	− 1)
[(
1− 	
2
)2 + 2	2] >
∞∑
n=1
22	(
n− 	
2
)2 + 2	2 . (3.18)
This holds a fortiori for every positive integer N when the sum on the right in (3.18) is
replaced by the partial sum from 1 to N. There exists a limit  ∈ [	,] ⊂]1, 2[ of some
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subsequence (()) with  → ∞. From (3.18) with  =  and 	 = () we obtain for
→∞
1
− 1 >
N∑
n=1
2

= 2N

for every N
and this is false for large N.
Case 6: 0<q < 12 , q <p∞. Elementary estimates show thatKp,q is not even a squared
metric because there exists x > 1 such that (now with Kp,q from (1.10))√
Kp,q(x−1, y)>
√
Kp,q(x−1, x)+
√
Kp,q(x, y)
for large y. (for 0<p<q∞ we even have Kp,q < 0). 
Remark 3. For the Jensen–Shannon kernel (1.13) we have (writing K(s, t) in place of
K(es , et )):
K(t,−t)= 1
2
et log
2
1+ e−2t +
1
2
e−t log 2e
−2t
1+ e−2t .
This takes the form (1.9) with = 12 , 2
∫
d= log 2, and
(cosh t) log(1+ e−2t )+ te−t = 2
∫ ∞
0
cos(2t) d()
with d() = D() d and with D as stated in (1.14), see [5, Section 1.9, formula
(22), p. 32] (taking x = 2). This provides a direct proof of (1.14), replacing the previous
differentiation of Dp from (1.12) with respect to p for p = 1.
4. Proof of Theorem 3
4.1. The triangular defect
Consider a symmetric kernel K0 on a set T such that K(s, t)= 0 holds if and only if
s= t . Deﬁne the triangular defect (t1, t2, t3) of a triple of (not necessarily distinct) points
t1, t2, t3 ∈ T by
(t1, t2, t3)= 2BC + 2CA+ 2AB − A2 − B2 − C2,
where
A=K(t2, t3), B =K(t3, t1), C =K(t1, t2),
all 0. Writing
√
A= a,√B = b,√C = c, we have
(t1, t2, t3)= (a + b + c)(a + b − c)(b + c − a)(c + a − b)
(cf. Heron’s area formula), and hence (t1, t2, t3)0, resp., > 0, if and only if the triangle
inequality holds, resp., holds strictly, for
√
K , considered on the triple t1, t2, t3.
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Fixing the triple t1, t2, t3, we let K denote both the kernel K and the associated quadratic
form given by
K(c)=
3∑
j,k=1
K(tj , tk)cj ck, c ∈ R3;
and similarly for other kernels in what follows. Then (t1, t2, t3)0, resp., > 0, holds if
and only if the restriction of the quadratic form −K to the hyperplane
E0 = {c ∈ R3 : c1 + c2 + c3 = 0} (4.1)
is positive semideﬁnite, resp., positive deﬁnite. Using c1, c2 as linear coordinates in E0 we
ﬁnd in fact, after inserting c3 =−c1 − c2 and K(tj , tj )= 0:
−K(c1, c2,−c1 − c2)= 2Bc21 + 2Ac22 + 2(A+ B − C)c1c2.
This quadratic form in (c1, c2) has trace 2B + 2A0 and determinant
4AB − (A+ B − C)2 = (t1, t2, t3), (4.2)
whence the assertion.
In the sequel, we shall make use of the Rayleigh–Ritz characterization of the eigenvalues
1(f )2(f ) · · · n(f ) of a quadratic form f on an n-dimensional Euclidean spaceV:
j (f )= min
E∈Ej
(
max
c∈E,|c|=1 f (c)
)
, (4.3)
where Ej = Ej (V ) denotes the set of all j-dimensional linear subspaces E of V. If g is
another quadratic form on V then, clearly,
{f g} ⇒ {j (f )j (g) for j = 1, . . . , n}, (4.4)
where f g means that f (c)g(c) for all c ∈ V , that is, g − f is positive semi-deﬁnite.
If, in addition, f 0 then it follows that det f =∏nj=1 j (f ) det g.
4.2. The case of a spiral
Now take T = R, and consider the 1-homogeneous negative deﬁnite kernel K on R
associated with a spiral of order 12 in Hilbert space, with representing measure 0 on
R+ ∪ {0}; and suppose that ({0})= 0, cf. (1.8):
K(s, t)=
∫ ∞
0
|e( 12+i)s − e( 12+i)t |2 d()
= ‖‖(es + et )− 2e s+t2 H(s, t), (4.5)
where
H(s, t)=
∫ ∞
0
cos[(s − t)] d() (4.6)
is a positive semideﬁnite kernel, cf. Bochner’s theorem.
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Suppose moreover that  is absolutely continuous with respect to Lebesgue measure d
on R+, and that
d()
d
e−,  ∈ R+, (4.7)
> 0 and > 0 being constants. Consider the positive deﬁnite kernel H ′(s, t) obtained
fromH(s, t) by replacing the positive measure  onR+ with the positive measure e− d:
H ′(s, t)=
∫ ∞
0
e− cos[(s − t)] d= 
2 + (s − t)2 . (4.8)
The point is that H ′ is much easier to handle than H, and still positive semideﬁnite (in fact
positive deﬁnite, e.g. by Lemma 1, but we shall not need that fact).
Fix a triple r, s, t in R, and write
1 = s − t, 2 = t − r, 3 = r − s; (4.9)
then 1 + 2 + 3 = 0. The quadratic form H ′ associated with the kernel H ′ and the triple
r, s, t has the symmetric positive deﬁnite matrixA=A(r, s, t)=(aij ), where a23=H ′(s, t),
a31 =H ′(t, r), a12 =H ′(r, s), while ajj = 1/; i.e.,
A=


1


2 + 23

2 + 22

2 + 23
1


2 + 21

2 + 22

2 + 21
1



(4.10)
with determinant
detA= detH ′ = 1
3
+ 2
3∏
j=1

2 + 2j
−
3∑
j=1

(2 + 2j )2
. (4.11)
If e.g. 1 = 0 then 2 = −3, and detA = 0. The real-analytic function (r, s, t) −→
detA(r, s, t) is therefore divisible by 123 = (s − t)(t − r)(r − s), and even by the
square of that because detA is symmetric in r, s, t , hence an even function of 1, 2, 3, as
apparent also from (4.11). We thus have
detA= 212223 +O(||8),
where ||2 := 21+22+23, and 0 is a constant.A lengthy, elementary calculation shows
that  = 10−9, in particular > 0. It follows that there exists > 0 such that, in view of
(4.9),
detA 1
2
((s − t)2 + (t − r)2 + (r − s)2) for ||< . (4.12)
In view of (4.7) the kernelH(s, t)−H ′(s, t) is positive semideﬁnite. The positive deﬁnite
kernels G and G′ (of which G enters implicitly in (4.5)) given by
G(s, t)= e s+t2 H(s, t), G′(s, t)= e s+t2 H ′(s, t) (4.13)
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are therefore similarly related: G − G′ is positive semideﬁnite. By Rayleigh–Ritz,
see (4.4),
detG det(G′)= 3 detG′ = 3er+s+t detH ′
 1
2
3er+s+t (s − t)2(t − r)2(r − s)2 (4.14)
for (s − t)2 + (t − r)2 + (r − s)2< 2, cf. (4.11)–(4.13).
LetG0 denote the restriction of the quadratic formG to the particular hyperplaneE0={c ∈
R3 : c1+ c2+ c3= 0}. In view of (4.3) the eigenvalues 1(G0)2(G0) of this restriction
satisfy
1(G0)1(G)> 0, 2(G0)2(G)> 0,
because Ej (E0) ⊂ Ej (R3) for j = 1, 2. It follows by (4.4) that
det(G0)= 1(G0)2(G0)1(G)2(G)
= detG
3(G)
 detG‖‖(er + es + et ) (4.15)
because 3(G) traceG= ‖‖(er + es + et ).
The determinant 1(G0)2(G0) of the quadratic form G0 on E0 is taken here relative to
any orthonormal base in E0. If we use instead c1, c2 as linear coordinates on E0, and insert
c3=−c1−c2, as in the text following (4.1), the said determinant is multiplied by a constant
> 0 (in fact by 13 ); and the resulting product is then one quarter of the determinant (4.2)
in view of (4.5) and (4.13), according to which
K(s, t)= ‖‖(es + et )− 2G(s, t), s, t ∈ R. (4.16)
(Recall that the terms ‖‖es and ‖‖et in (4.16) do not contribute to the quadratic form K
when considered on E0.) The result of the above analysis is therefore that the triangular
defect (r, s, t) for the kernel K satisﬁes, by (4.2), (4.14)–(4.16):
(r, s, t) e
r+s+t
er + es + et (s − t)
2(t − r)2(r − s)2 (4.17)
for (s − t)2 + (t − r)2 + (r − s)2< 2; here  = 23/‖‖> 0 is a constant depending
on the kernel K only.
The above applies, in particular, to the kernel K1,q for 12 <q < 1 according to (3.12) or(3.13) with p replaced by q. Indeed,
D1,q =−Dq =
1
1+ 42
2−1/q∣∣∣∣
(
1− 1
q
)∣∣∣∣
∣∣∣∣
(
1− 1− 2i
2q
)∣∣∣∣
2
e−
for any constant >/q and a suitable constant  = (q, )> 0. Here we employ the
classical limit relation
lim|y|→∞ |(x + iy)|
2e|y||y|1−2x = 2, x, y ∈ R,
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see e.g. [4, Section 1.18, (6)] (an easy consequence of Stirling’s formula [4, Section 1.18,
(1)] and the identity (z)(1− z)= / sin(z), z ∈ C).
Proof of Theorem 3. Suppose by contradiction that there is no p∗ as stated. Choose se-
quences (qn) ⊂ [q∗, q∗], (pn) ⊂]q∗, 1[, (xn),(yn),(zn) ⊂ R with 0xn <yn < zn, so that
pn → 1 and the triangle inequality fails to hold strictly for
√
Kpn,qn and the triple xn, yn, zn.
By homogeneity we may assume that the sequence (zn) is bounded and bounded away from
0.After passing to subsequences we may further assume that qn → q0 (∈ [q∗, q∗]) and that
xn → x0, yn → y0, zn → z0 in R+ ∪ {0}.
BecauseKp,q(x, y) depends continuously on p, q, x, y, the triangle inequality cannot hold
strictly for
√
K1,q0 and the triple (x0, y0, z0). We proceed to obtain a contradiction in each
of the six a priori possible cases:
1. 0<x0<y0<z0,
2. 0<x0 = y0 = z0,
3. 0<x0 = y0<z0 or 0<x0<y0 = z0,
4. 0= x0<y0<z0,
5. 0= x0<y0 = z0,
6. 0= x0 = y0<z0.
Case 1: 0<x0<y0<z0. Cannot occur because K1,q0 is strictly negative deﬁnite by
Theorem 2, and so
√
K1,q0 is a “strict” metric on R+.
Case 2: 0<x0 = y0 = z0. By homogeneity we arrange that xnynzn = 1, and hence
x0 = y0 = z0 = 1. Write xn = exp rn, yn = exp sn, zn = exp tn, whereby rn + sn + tn = 0,
r0=s0=t0=0. Relative to the kernelKp,q from (1.11), denote byp,q(r, s, t) the triangular
defect for a triple r, s, t in R. The function (p, q, r, s, t) −→ p,q(r, s, t) is real-analytic
on R2+ ×R3, and symmetric in (r, s, t). It takes the value 0 for s = t or t = r or r = s, and
is therefore divisible by (s − t)2(t − r)2(r − s)2:
p,q(r, s, t)= (s − t)2(t − r)2(r − s)2Fp,q(r, s, t), (4.18)
where Fp,q(r, s, t) is likewise analytic in the ﬁve variables. Because 12 <q0< 1 it follows
from (4.17) (in which > 0), applied to K =K1,q0 , that
F1,q0(r, s, t)> 0 for r, s, t ∈ R, (s − t)2 + (t − r)2 + (r − s)2< 2,
in particular for (r, s, t)=(0, 0, 0). By continuity,Fp,q(r, s, t)> 0 for (p, q, r, s, t) in some
neighbourhood of (1, q0, 0, 0, 0) in R2+ × R3. By (4.18) this leads to a contradiction with
the properties of the sequences (pn), (qn), (rn), (sn), and (tn).
Case 3: 0<x0 = y0<z0 or 0<x0<y0 = z0. It sufﬁces to treat the former case (the
latter case being handled similarly). By homogeneity we arrange that xnyn = 1, and hence
x0 = y0 = 1<z0. Write xn = exp rn, yn = exp sn, zn = exp tn, whereby rn + sn = 0< tn,
hence r0= s0= 0< t0. For any two numbers s, t with s = 0 and t = ±s consider the triple
−s, s, t in R, and write
1 = s − t, 2 = t + s, 3 =−2s;
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hence 1+ 2+ 3= 0, cf. (4.9). With the notation (4.8), (4.10) we have in the present case
from (4.11)
detA= 8t
4(54 + 42t2 + t4)
5(2 + t2)4 s
2 +O(s4) (4.19)
withO(s4) understood uniformly with respect to t > 0 for t and 1/t bounded. Denoting by
J0 a compact neighbourhood of t0 not containing 0 we therefore have
detA′s2 for |s|<  and t ∈ J0,
whereby ′> 0 and > 0 depend on  and J0 only. For the present kernel K1,q0 (with
1
2 <q0< 1) it follows that
1,q0(−s, s, t)
et
e−s + es + et s
2 for |s|<  and t ∈ J0, (4.20)
where > 0 depends on q0 and J0 only, cf. the analogous deduction of (4.17) from (4.12).
The function (p, q, s, t) −→ p,q(−s, s, t) is analytic in R2+ × R2, and is even in s. It
equals 0 for s = 0, and is therefore divisible by s2:
p,q(−s, s, t)= s2Fp,q(s, t), (4.21)
where Fp,q(s, t) is analytic in its four variables. From (4.20) and (4.21) it therefore follows
that
F1,q0(s, t)> 0 for |s|<  and t ∈ J0,
in particular for (s, t)=(0, t0). By continuity,Fp,q(s, t)> 0 for (p, q, s, t)near (1, q0, 0, t0),
and this leads, in view of (4.21), to a contradiction with the properties of the sequences
(pn), (qn), (sn), (tn).
Henceforth, when 0<q <p< 1, we write for brevity
kp,q =Kp,q(0, 1)= 2−1/p − 2−1/q (> 0). (4.22)
Case 4: 0= x0<y0<z0. It sufﬁces to prove that the triangle inequality holds strictly for√
K1,q0 and the triple 0, y0, z0. By homogeneity we may assume that y0z0=1. Suppressing
the subscript 0 in q0, and writing y0 = e−t , z0 = et , we have by (3.1) (though with the
notation (1.10)) and by (3.4) and (4.22), recalling that Kq,1 = −K1,q and 1,q = −q0
since 12 <q < 1, see Theorem 2:
K1,q(e
−t , et )−
(√
K1,q(0, et )±
√
K1,q(0, e−t )
)2
= k1,q(et + e−t )+ 2
∫
R+∪{0}
cos(2t) dq()− k1,q(et/2 ± e−t/2)2
= 2
∫
R+∪{0}
cos(2t) dq()∓ 2k1,q
{
< 0,
> 0.
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Recall here that
∫
dq=−k1,q by (3.3), and thatDq < 0by (3.13).Moreover, | cos(2t)|< 1
for Lebesque almost every  (since t = 0), hence for |q |-a.e. ; and so the above inte-
gral is <k1,q in absolute value. We conclude that each of the sides
√
K1,q(e−t , et ) and√
K1,q(0, et ) is strictly less than the sum of the two other sides of the triangle 0, e−t , et .
And by (4.22) the third side even satisﬁes√
K1,q(0, e−t )=
√
k1,qe
−t/2<
√
k1,qe
t/2 =
√
K1,q(0, et ).
Case 5: 0= x0<y0 = z0. For brevity, write√
Kpn,qn(yn, zn)= an,
√
Kpn,qn(zn, xn)= bn,√
Kpn,qn(xn, yn)= cn. (4.23)
Wemay assume that ynzn=1, hence y0=z0=1. Then an → 0, while bn, cn →
√
k1,q0 > 0
for n → ∞, cf. (4.22). Write yn = exp(−sn), zn = exp sn, whereby sn ∈ R+. By the
meanvalue theorem, applied to the function fn(s) =
√
Kpn,qn(xn, e
s), there is a number
n ∈] − sn, sn[ such that
bn − cn
sn
= fn(sn)− fn(−sn)
sn
= 2f ′n(n)→
√
k1,q0 > 0
because n → 0. By Taylor’s formula, applied to the even function
gn(s)=Kpn,qn(e−s , es)= [cosh(pns)]1/pn − [cosh(qns)]1/qn (4.24)
with gn(0)= g′n(0)= 0, there is a number n ∈] − sn, sn[ such that(
an
sn
)2
= gn(sn)
s2n
= 1
2
g′′n(n)→
1
2
(1− q0). (4.25)
Because 12 <q0< 1 we have
1
2 (1− q0)< 12 − 2−1/q0 = k1,q0 (this, by the way, amounts to(1.15) for (p, q)=(1, q0), thoughwith strict inequality).We conclude that an < cn <bn <an
+ cn for large n, in contradiction with the properties of the sequences (pn), (qn), (xn), (yn),
and (zn).
Case 6: 0 = x0 = y0<z0. Here we take zn = 1, hence z0 = 1. After ﬁxing p∗ ∈]q∗, 1[
we may assume that pn ∈ [p∗, 1]. Writing xn/yn = n we have n ∈ [0, 1], and we may
assume that n → 0 ∈ [0, 1]. With the notation (4.22), (4.23), we have
a2n, b
2
n → k1,q0 , c2n = ynKpn,qn(n, 1)→ 0.
Proving that 0<bn − an < cn for large n will therefore imply that cn < an <bn <an + cn
for large n, and thereby produce a contradiction.
As a preparation, consider for q ∈ [q∗, q∗] andp ∈ [p∗, 1] the functionh()=Kp,q(, 1),
 ∈ [0, 1]. This function is convex for small :
h′′()= 1− q
4
q−2
(
1+ q
2
) 1
q
−2
− 1− p
4
p−2
(
1+ p
2
) 1
p
−2
 1− p
4
(q−2 − 2p−2)> 0
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for 0< < 2−1/(p∗−q∗). When applied to hn() := Kpn,qn(, 1) this leads to
y
1−qn
n
b2n − a2n
yn − xn = 
qn−1
n x
1−qn
n
hn(xn)− hn(yn)
yn − xn
qn−1n x
1−qn
n (−h′n(xn))→ 2−1/q0−(1−q0)0 , (4.26)
which is ﬁnite if 0> 0. Elementary estimates show that there is also a ﬁnite lim sup if
0 = 0.
BecauseKpn,qn is homogeneous of degree 1 and hn(1)=0 we obtain, writing n=e−2tn ,
whereby tn > 0:
yn
(
cn
yn − xn
)2
= Kpn,qn(n, 1)
(1− n)2
= gn(tn)e
tn
(2 sinh tn)2
→ 1− q0
8
> 0 (4.27)
if 0=1, i.e., if tn → 0; cf. (4.24), (4.25). There is clearly also a ﬁnite limit> 0 if 00< 1.
By raising (4.27) to the power − 12 , and multiplying the resulting limit relation by (4.26),
we get
bn − an
cn
= 1
bn + an
b2n − a2n
cn
=O(yqn−
1
2
n )→ 0
because yn → 0 and qn − 12q∗ − 12 > 0. From (4.26) alone it follows that an <bn for
large n. Indeed, there exists a number n ∈]xn, yn[ such that a2n − b2n = hn(yn)− hn(xn)=
(yn − xn)h′n(n), and hence
1−qnn
a2n − b2n
yn − xn = 
1−qn
n h
′(n)→−2−1/q0 .
This ﬁnishes the proof ofTheorem3because 1+pnn ∈ [1, 2],pn → 1,pn−qnp∗−q∗> 0,
and 1+ qnn → 1. 
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