We present ab initio complete active space self-consistent-field plus multireference configuration interaction ͑CASSCFϩMRCI͒ potential energy curves for the eight electronically excited ungerade states of oxygen (
I. INTRODUCTION
The first step in the formation of ozone (O 3 ) in the atmosphere is the photodissociation of O 2 .
1 Dissociation of ground state O 2 (X 3 ⌺ g Ϫ ) occurs in the Herzberg continuum ͑200-240 nm͒ via transitions to the A 3 ⌺ u ϩ , c 1 ⌺ u Ϫ , and AЈ 3 ⌬ u states ͑the so-called Herzberg I, II, and III transitions͒. These three transitions are electric dipole forbidden and the photoabsorption cross sections are several orders of magnitude smaller than, e.g., the cross section in the Schumann-Runge continuum ͑below 176 nm͒ which arises from an allowed transition. Since the Herzberg continuum is very weak it allows sunlight to penetrate deep into the atmosphere where the O 2 concentration is large. As a result, the Herzberg transitions lead to 90% of the photodissociation of O 2 in the lower stratosphere and give rise to the Chapman ozone layer. 2, 3 In 1998 Buijsse et al. 4 constructed a photoabsorption model based on the latest experimental and theoretical knowledge of the Herzberg system. This model relies to a large extent on extrapolation of spectroscopic data for the Herzberg I, II, and III bands. These bands occur because the three electronically excited states are weakly bound. Note that in recent years several experimental studies reinvestigated these bands. [5] [6] [7] [8] [9] [10] The Herzberg transitions borrow intensity from electric dipole allowed transitions, mainly through spin-orbit ͑SO͒ interactions in electronic ground and excited states. The Herzberg I transitions give the largest contribution to the Herzberg continuum. The dominant channels involve the A 3 ⌺ u,Ϯ1 ϩ state ͑Ϯ73% at ϭ226 nm͒,
ϩ , and the A 3 ⌺ u,0 Ϫ ϩ state (Ϯ19% at ϭ226 nm͒
where the symbols ʈ and Ќ refer to the parallel and perpendicular components of the dipole operator. The other transitions contributing to the Herzberg continuum are all perpendicular. A one-photon transition gives rise to an angular distribution of the photofragments P()ϭ1ϩ␤ P 2 (cos ), where is the angle between the laser polarization and the fragment recoil direction and P 2 is the second order Legendre polynomial. In the sudden recoil limit the anisotropy parameter ␤ equals 2 for a parallel transition and Ϫ1 for a perpendicular transition. Thus, Buijsse et al. could validate their photoabsorption model by determining the overall ␤ parameter in an ion imaging experiment. In this experiment 4 the atomic fragments were detected by ͑2ϩ1͒ REMPI yielding O( 3 P jϭ2,1,0 ) fine-structure resolved, energy dependent anisotropy parameters ␤ j (E). In the adiabatic ͑low energy͒ limit all the electronically excited states involved correlate with the O( 3 P 2 )ϩO( 3 P 2 ) limit. However, in the experiment jϭ1 and jϭ0 atomic fragments were found and furthermore the ␤ j parameters were different for jϭ2, 1, and 0. This suggests that initially excited states with different parallel/perpendicular character such as A 3 ⌺ u,Ϯ1 ϩ ͑␤Ϸ1.23͒ and A 3 ⌺ u,0 Ϫ ϩ ͑␤ϭϪ1͒ have different atomic fine-structure branching ratios. These branching ratios are determined by transitions that occur, as we will show, at interatomic distances between R O-O ϭ4.5 and 9 a 0 where the separations between the potential energy curves correlating with the O( 3 P)ϩO( 3 P) limit are of the same order as the spin-orbit couplings (Ϸ1 mE h ). Thus the experimental results contain information about potentials and couplings in a region that is difficult to probe with spectroscopic techniques. In this paper we present ab initio calculations of the potentials and couplings for all eight ungerade states that correlate with the O( 3 P)ϩO( 3 P) limit. The results are used in a dynamical calculation described in the accompanying paper, 11 where we compare calculated and measured ␤ j (E) parameters.
In the experiment O 2 was prepared in a cold molecular beam, where the population of the ground state (Nϭ1) was estimated to be at least 75%. Hence, we have ignored rotational couplings. We found, however, that in addition to the spin-orbit couplings, also the radial nonadiabatic coupling proportional to the nonadiabatic coupling matrix element We will show that in the strong interaction region the CASSCFϩMRCI method described in detail in Sec. III gives very good results by comparing ͑in Sec. V͒ calculated vibrational energy levels and rotational constants with spectroscopic data available for the Herzberg bands. However, this method gives convergence problems in the long range ͑see Sec. III͒. Furthermore, when the A 3 ⌺ u ϩ and 2 3 ⌺ u ϩ states become nearly degenerate in the long range, they do not approach the correct atomic limit defined in Sec. II, but some ͑arbitrary͒ linear combination. This results in spin-orbit couplings not going to their analytically known long range values. Therefore we present an alternative procedure for obtaining molecular orbitals in the long range, also in Sec. III. In contrast to the CASSCF based calculations, this procedure gives the correct long range limit for the spin-orbit couplings. In Sec. II we derive this long range limit using the atomic spin-orbit coupling constant and angular momentum theory. We present the derivation in some detail because we will need the analytic description of the long range behavior of the electronic wave functions when we employ the ab initio results in the dynamical calculation in the accompanying paper. 11 In particular the relative signs of the couplings must be consistent. In Sec. IV we present fits of the potential curves that smoothly connect short range and long range results, and have the correct asymptotic behavior. We also present fits for the NACME and spin-orbit couplings. We will end with some conclusions in Sec. VI. Throughout this paper we employ atomic units. Note that 1 mE h ϭ219.474 63 cm Ϫ1 .
II. THEORY

A. Potential energy curves
To describe the photodissociation of O 2 , we calculated potential energy curves for all ungerade electronic states dissociating into two O( 3 P) atoms. Further we computed nonadiabatic and spin-orbit couplings between these states. The total Hamiltonian is given by
where Ĥ coul (R) is the usual time independent Coulombic Hamiltonian in the clamped nuclei approximation, Ĥ SO (R) is the spin-orbit interaction, and R is the internuclear distance. The potential energy curves ⑀ c͉⌳͉S (R) and the corresponding electronic adiabatic Born-Oppenheimer ͑ABO͒ wave functions are defined by
where ⌳, S, and ⌺ are the usual Hund's case ͑a͒ quantum numbers. The index c distinguishes between states that belong to the same irreducible representation of D ϱh and have the same spin part. All the electronically excited states that are relevant to our problem are ungerade and we omit this symmetry label. Upon dissociation into two RussellSaunders coupled atoms the ABO wave functions can be expanded in products of atomic wave functions where a and b label the atoms, for O( 3 P) l a ϭl b ϭs a ϭs b ϭ1, and a , b , a , and b are the projections of the atomic angular momenta on the internuclear axis. The symbol ͗a␣b␤͉c␥͘ is a Clebsch-Gordan coefficient. The coupling of l a and l b to L is not strictly necessary, but very convenient, since the ABO states will turn out to correlate in the long range one-to-one with these coupled atomic states.
If, for a given spin state and ⌳ quantum number, only one coupled atomic state ͉L⌳S⌺͘ exists it must correlate in the long range to an ABO state on symmetry grounds. Otherwise, we may construct long range ABO states by considering the leading interatomic term of the multipole expansion of Ĥ coul at large internuclear distance. 12 To find its matrix elements we write the interatomic potential part V of Ĥ coul as a multipole expansion in spherical tensor form. 13 With K ϵl 1 ϩl 2 we have
͑6͒
where we assumed the molecule to lie along the z axis. 
The only permanent multipole moment of an O( 3 P) atom is the quadrupole. The leading term of the interatomic potential is thus the quadrupole-quadrupole interaction V 5 , with l 1 ϭl 2 ϭ2 and Kϭ4. The V 5 matrix elements are given by
where we define the quadrupole moment of O( 3 P) as
͑10͒
Thus it turns out that the coupled atomic states correspond to long range ABO states, because the off-diagonal elements of V 5 are zero. Therefore we will drop the label c and instead use the notation ͉(L)⌳S⌺;R͘ for the ABO state computed at an interatomic distance R that correlates with ͉L⌳S⌺͘. In Table I we give for all ABO states relevant to our problem the usual spectroscopic notation, the corresponding quantum numbers L, ͉⌳͉, and S, and the irreducible representation labels of D 2h , the group in which all numerical calculations were performed. The transformation between real D 2h adapted states and the complex spherical states ͉(L)⌳S⌺;R͘ is given by
where the spin part of the wave function ͉S⌺͘ has been omitted on both sides.
B. Spin-orbit coupling
The Breit-Pauli spin-orbit Hamiltonian Ĥ SO (R) is given by
In this formula the summation labels i and j indicate electrons and the label n runs over the nuclei. The symbol B is the Bohr magneton, c is the speed of light, Z n is the charge of nucleus n, ŝ i is the spin operator for electron i, l i (a) is the orbital angular momentum of electron i with respect to particle a ͑nucleus or electron͒, and r ab is the distance between particles a and b. This Hamiltonian couples ABO states with the same value of ⍀ϭ⌳ϩ⌺. Matrix elements are nonzero for ⌬⍀ϭ0, ⌬⌳ϭϪ⌬⌺ϭ0,Ϯ1, ⌬Sϭ0,Ϯ1, g↔g, and u↔u. From the last two rules follows that we only need to consider the ungerade states, because the initial excitation is into the ungerade Herzberg system. Using the Wigner-Eckart theorem, the matrix elements of Ĥ SO (R) can be written as
where mϭ⌺Ϫ⌺Ј and the quantity between brackets is a 3 j symbol. In the atomic region the spin-orbit coupling is given by
where A is the atomic spin-orbit splitting constant, which has an experimental value of Ϫ0.353 mE h for O( 3 P) atoms. 16 For R→ϱ we may also apply the Wigner-Eckart theorem to the orbital part to find an explicit expression for the reduced matrix element in Eq. ͑13͒, TABLE I. The labeling and the correlation with the coupled atomic states of the O 2 ungerade excited states. The coefficient c 0 denotes the fraction of ϭ0 atomic substates in the coupled atomic state, which is used in the BSSE correction, see Eqs. ͑17͒ and ͑18͒.
where the function R(x a ,x b ,X,XЈ) is given in terms of a 6 j symbol by
can be used to illustrate one of the problems encountered in the long range with the standard CASSCF ͑ϩMRCI͒ method to calculate optimized MOs, properties and molecular energies ͑see Sec. III͒. If the wave functions for A 3 ⌺ u ϩ and 2 3 ⌺ u ϩ do not converge to the correct atomic limits ͑with Lϭ0 and Lϭ2, respectively͒, but to an arbitrary linear combination, then the reduced matrix elements calculated on basis of these mixed wave functions will also tend to a linear combination of the values in the correct atomic limit.
III. CALCULATIONS A. Potential energy curves
All calculations were performed with the MOLPRO 17 package. In the short range (RϽ6 a 0 ) we use the augmented correlation consistent polarized valence quintuple zeta ͑aug-cc-pV5Z͒ one-electron basis set. 18 The orbitals were optimized with the CASSCF 19, 20 method. In the calculations we employ D 2h symmetry, but D ϱh symmetry is imposed on the orbitals, using the LQUANT option. The states 23 As we will show in Sec. V this method gives excellent results for the short range part of the potential.
However, for RϾ6 a 0 we encountered three problems with this method. To circumvent these problems we employed a somewhat different approach for the long range calculations. For these calculations, we constructed molecular orbitals as fixed linear combinations of atomic orbitals. For instance, a 2p x orbital was constructed as 2p x (A)ϩ2 p x (B), etc. The atomic orbitals were determined in a separate state averaged CASSCF calculation of the three O( 3 P) states, which yields spherical symmetry adapted atomic orbitals. The active space in these calculations consisted of the 2s and 2p orbitals. In order to use the MOs in an MRCI calculation they were orthogonalized, but not optimized. First, core orbitals were constructed from atomic 1s orbitals. Then, the ''active'' space was constructed by projecting the core component out of the 2s/2p valence space. The virtual space was constructed as the orthogonal complement of the core and valence spaces. Within each orbital space orthonormal bases were obtained with Löwdin orthogonalization. In the MRCI calculation we used the complete active space as reference space, thus avoiding the discontinuities arising from configuration selection. In Sec. V we will demonstrate that these undistorted molecular orbital based calculations yield the correct atomic limit for the SO couplings. For these undistorted ''long range'' calculations we used a slightly smaller one-electron basis than for the short range. It consists of the (13s8p) primitive set of van Duijneveldt, 24 which was contracted to ͓5s4 p͔ using the default MOLPRO contraction. 25 The primitive set was supplemented with a (6d4 f 2g) eventempered set of polarization functions with exponents of the form ␣ϭ2.5 n ␣ 0 with ␣ 0 ϭ0.13, 0.29, and 1.24 for the d, f, and g functions, respectively, and nϭ0, . . . ,kϪ1 where k is the number of functions in the set. These polarization functions were contracted to ͓3d2 f 1g͔, again with the standard MOLPRO contraction. Finally a diffuse s͑␣ϭ0.076 666͒ and p͑␣ϭ0.051 556͒ orbital and the outermost d͑␣ϭ0.13͒ orbital were added uncontracted.
B. Basis set superposition error
Extensive literature on van der Waals interactions shows that the Boys-Bernardi 26 counterpoise procedure is an effec-tive method to reduce the basis set superposition error ͑BSSE͒. 27 van Mourik et al. 28 showed that for chemically bound diatomic molecules BSSE correction may improve the convergence behavior of molecular properties with basis set size, but that the corrected results are not necessarily in better agreement with the complete basis set limit than the uncorrected results. Hence, for the short range we minimized the BSSE by using a rather large one-electron basis. In the long range we used a BSSE correction. Note, however, that strictly speaking the Boys-Bernardi counterpoise procedure is not defined for a molecule dissociating into open-shell fragments. An ambiguity arises when the O( 3 P) atom is calculated in the molecular basis, because the cylinder symmetry of the molecular basis breaks the spherical symmetry of the atom. Specifically, the O( 3 P) states split into ϭ0 and ͉͉ϭ1 states, where is the projection of the electronic orbital angular momentum on the internuclear axis. Fortunately, in the long range we can estimate the contributions from the atomic substates to the molecular wave functions using Eqs. ͑3͒ and ͑4͒. Thus, we generalized the BoysBernardi counterpoise procedure by defining the atomic energy for a given molecular state as the weighted average of the atomic substates, i.e.,
with, for a molecular state ͉L⌳S⌺͘,
and similarly for E b . The value of c 0 is listed for all molecular states in Table I .
C. Couplings
We calculated the radial derivative couplings
ϩ ͘ with the two-point finite difference method (⌬Rϭ0.1 a 0 ) as implemented in MOLPRO at the CASSCF as well as the CASSCFϩMRCI level, and we repeated both calculations, using undistorted MOs. In these calculations we used the complete 2s/2p active space, and we employed the augmented Duijneveldt basis described above. In Sec. V we will argue that the results based on the undistorted long range method are to be preferred. The spin-orbit matrix elements were calculated at the CASSCF level, taking into account both one-and twoelectron integrals of the Breit-Pauli operator. Again the active space consisted of the 2s/2p orbitals. These calculations were also repeated using the long range method. As the oneelectron basis we used the uncontracted (12s6 p3d) primitive Gaussians from the cc-pVQZ basis, 18 since the spinorbit integral routines implemented in MOLPRO cannot handle contracted bases. A test calculation with the s, p, d, and f orbitals of the aug-cc-pV5Z basis resulted in a change of about 1%. The spin-orbit matrix elements being related by the Wigner-Eckart theorem ͓Eq. ͑13͔͒, we only calculated the 21 independent reduced matrix elements listed below. Since the electronic wave functions were calculated separately at each geometry, the signs of the reduced matrix elements were not consistent between the different geometries.
The signs were adapted so that all reduced matrix elements had smooth curves as function of R, and the same sign for Rϭ10.9 a 0 as in the atomic approximation given by Eq. ͑15͒.
IV. ANALYTIC FIT OF POTENTIALS AND COUPLINGS
A. Potential energy curves
Since we employ different methods in the short range and long range parts of the potential we must determine a relative energy shift of the two sets of ab initio points before we can fit the potential. The slopes of the potentials in the region where the data sets overlap do not match perfectly. Therefore, instead of matching the potentials in a single point, we leave a small gap between the short range and long range data sets and determine the relative shift by treating it as a free parameter in the fit. In this way we obtain a smooth fit. We use the functional form
with
where we introduced a shift yϭRϪ2.8 for numerical reasons. Furthermore,
where C 5 (LR) accounts for the electrostatic quadrupolequadrupole long range part of the potential and C 6 (LR) , C 8 (LR) , and C 10 (LR) for dispersion. The functions f n are TangToennies damping functions
We take C 5 (LR) from Eq. ͑9͒, using the quadrupole moment of O( 3 P) of Q zz ϭϪ0.944 64 a.u. This quadrupole moment was calculated with MOLPRO, using a fourth-order finite field calculation ͑at field values Ϯ2.5ϫ10 Ϫ4 and Ϯ5ϫ10 Ϫ4 a.u.͒ with the partially spin-restricted open-shell single and double excitation coupled cluster method 30, 31 with perturbative triples 32 ͓RCCSD͑T͔͒, employing a sextuple zeta ͑aug-cc-pV6Z͒ 33 basis set. We fix the long range coefficient C 6 (LR) to the values listed for the various states by Dalgarno et al. 34 Note that the Q zz value of Ϫ0.788 used in that paper is about 19% smaller than ours. That value was apparently calculated at the Hartree-Fock level. The long range coefficients C 8 (LR) and C 10 (LR) and V ϱ are determined in a linear least squares fit of V LR (R) to the ab initio points in range 3 ͑given in Table II͒ , with the damping function set to 1. A weighting of R 8 was used in this fit. After the long range parameters and V ϱ were determined in this way, all other parameters (c n,m ,␣,␤, and the relative energy shift͒ are found in a nonlinear least squares fit, with a weighting of R 3 . The short range and long range data sets used in this final fit are given as range 1 and 2 in Table II , which also specifies the values of n max . The asymptotic value of the potentials is made equal by setting V ϱ ϭ0 for all states. The polynomials in the exponential part of the fit cause unphysical oscillatory behavior of the fit when it is extrapolated towards small R. To ensure physical behavior in the extrapolation we used an exponential function CЈ exp͓Ϫ␣Ј(RϪR shift Ј )͔, where CЈ and ␣Ј were chosen so that the value and derivative of this exponential match with the fitted curve at the innermost data point ͑at R shift Ј ). Fortran routines to evaluate the potential energy curves can be downloaded from the EPAPS service.
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B. Nonadiabatic coupling
The nonadiabatic coupling as a function of R consists of a single, somewhat asymmetric peak. The tails of the peak appear to go to zero faster than a Lorentzian and slower than a Gaussian function. We obtained a good fit with the functional form
͑23͒
It has two linear parameters, the peak heights C 1 and C 2 , and five nonlinear parameters, the peak positions R 1 and R 2 , the peak width parameters ␣ 1 and ␣ 2 , and the parameter C that influences the shape of the peak. The nonlinear least squares fit employed a weighting function of ͉g 2,A (R)͉ Ϫ1/2 , i.e., a higher weight when the coupling is smaller. This fit procedure results in a relative error of 0.3% around the peak maximum. The relative error is smaller than 1% for R р9 a 0 , and increases to 15% for Rϭ11.0 a 0 , where the coupling is only about 1% of its maximum. To compare the magnitude of the nonadiabatic coupling with the magnitude of the spin-orbit coupling, we have to multiply the nonadiabatic coupling by the dissociation fragment velocity v, which is given by ͱ2E/, where E is the kinetic energy, and is the reduced mass. At the highest experimental dissociation energy ͑ϭ204 nm, see the accompanying paper͒ we have an excess kinetic energy of 35 mE h after dissociation. This corresponds to a fragment velocity of 2.2ϫ10 Ϫ3 atomic units. At the maximum of the peak of the nonadiabatic coupling, this corresponds to an energy បv ϫ͗2 3 ⌺ u ϩ ͉‫ץ/ץ‬R͉A 3 ⌺ u ϩ ͘ϭϪ0.43 mE h , which is comparable to the spin-orbit interaction ͑effective spin-orbit splitting constant AϭϪ0.36 mE h ). At internuclear distances RϾ9.0 a 0 , បv͗‫ץ/ץ‬R͘Ͻ0.03 mE h , which is much smaller than the spin-orbit interaction.
C. Spin-orbit coupling
The R dependence of the spin-orbit matrix elements does not suggest a simple functional form. Therefore we used cubic spline interpolation, and exponential extrapolation. For extrapolation R→ϱ we fitted a function of the form AϩB exp͓Ϫ␣(RϪR end )͔ through the ''long range method'' data points with 10.0 рRрR end ϭ10.9 a 0 . We determined ␣ in a nonlinear optimization procedure, fitting the parameters A and B using linear least squares, with unit weights. The long range extrapolation was then shifted to pass exactly through the last data point. For inward extrapolation we fitted an exponential of the form AЈϩBЈexp͓2.5(RϪR start )͔, so that the value in the first data point (R start , see Sec. V B͒ matched the ''short range method'' value, and the derivative in the first data point matched the derivative of the line connecting the first two data points. The spline is defined by the extra conditions of the derivatives in the first and last data points. We used ''long range method'' data points for TABLE II. Fit of the potential energy curves. Data points from the ''short range'' ͑Range 1͒ and ''long range'' ͑Range 2͒ calculations used in the fit, and ''long range'' method data points ͑Range 3͒ used in the fit of the coefficients C 8 (LR) and C 10 (LR) , are given as R min ϪR max ͑in a 0 ), where all points within the interval ͑the given values included͒ with a grid spacing of 0.1 a 0 have been used. The fit error in the short range part is given in the column headed ''SR error'' as the maximum absolute error for all points with R р8.0 a 0 . The error in the long range is given in the last column as the largest relative error in the data points with RϾ8.0 a 0 . Rу4.5 a 0 , and ''short range'' data points for Rр4.0 a 0 . Fortran routines to evaluate the spin-orbit and nonadiabatic coupling are also available from EPAPS.
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V. RESULTS AND DISCUSSION
A. Potential energy curves
In Fig. 1 we show the fits of the potential energy curves. In Table III we list the calculated spectroscopic constants R e , e , and D e , together with experimental 36 and theoretical 37 literature values. For the three Herzberg states agreement of our results with experiment is excellent. For three of the four weakly bound states (
The R e values that we find for these states are about 0.5 a 0 shorter than the values computed by Partridge et al. 37 Our calculated R e values are determined by our ''short range'' calculations which employ a larger one-electron basis as well as a larger number of active orbitals than the calculation by Partridge et al. The values that we find for the D e of these weakly bound states in part depend on choices that were made when merging the short range and long range results.
The only spectroscopic data on the 3 ⌸ u state derives from its presumed role as perturber of the A 3 ⌺ u ϩ state. 7 It seems that our values for e and D e for this state are too large, while the results of Partridge seem closer to the experimental values ͑Table III͒. However, in the region of R ϳ5Ϫ7 a 0 relevant for the observed vϭ0 and vϭ1 vibrational levels of the 3 ⌸ u state, the splittings between the ABO potentials are comparable to the spin-orbit coupling and one may not assume Hund's case ͑a͒ states. Preliminary calculations that take the SO coupling into account show a much better agreement with experiment when our potentials and SO couplings are used. We will analyze this matter in more detail in a separate paper. 38 For the Herzberg states we calculated all the vibrational energies and rotational constants with the sinc-function discrete variable representation ͑sinc DVR͒ method. 39 In Tables  IV, V , and VI we compare our results with the experimental values of Jenouvrier et al. 7 ͑where available͒ and Slanger.
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Almost all errors are less than 1%. The most noticeable exceptions are the rotational constants of the highest vibrational levels, for which the errors are 1-2 orders of magnitude larger than for the other levels. This does not indicate a serious deficiency of our potentials. In fact, it can easily be understood because these energy levels are just below the dissociation limit, so that a small relative error in the vibrational energy may give a huge change in the expectation value of ͗R Ϫ2 ͘.
In Fig. 2 we show the R dependence of the BSSE: ⌬E ϭ0 (R) and ⌬E ͉͉ϭ1 (R) for the method that we used in the short range ͑solid lines͒ as well as for the method used in the long range ͑dashed lines͒. For both methods ⌬E ϭ0 (R) is larger than ⌬E ͉͉ϭ1 (R), which is expected since the ϭ0 component of the atomic O( 3 P) state has two electrons in the p z orbital ͑along the internuclear axis͒ in the dominant configuration, compared to one for the ͉͉ϭ1 components. Also we see that the short range calculation, which employs a larger one-electron basis gives a smaller BSSE. For the short range calculations the BSSE is about 1% of the D e of the Herzberg states and we did not correct for this. Around 6 a 0 the BSSE for the long range calculation is in the order of 30% of the interaction and we applied the correction given in Eq. ͑17͒.
B. Spin-orbit coupling
In Table VII we compare the reduced spin-orbit matrix elements calculated at Rϭ7.5 a 0 with the undistorted orbital method and with our ''short range method.'' We also list the asymptotic results corresponding to A exp ϭϪ0.353 mE h . Generally, there is good agreement between the two calculated values and the experimental value, except when either the A 3 ⌺ u ϩ or the 2 3 ⌺ u ϩ state is involved. In these cases the results for the ''short range method'' deviate considerably. We take this as an indication that the state-averaged CASSCF method, with the choice of the active space that we used in the short range, does not properly describe the nearly degenerate A 3 ⌺ u ϩ and 2 3 ⌺ u ϩ states in the long range. Clearly, one expects the undistorted orbital method to fail somewhere in the strong interaction region. Fortunately, there is a region-as we show in Fig. 3 -where both methods give nearly the same SO couplings, even when the A 3 ⌺ u ϩ or 2 3 ⌺ u ϩ states are involved. This justifies our procedure of merging short range and long range results in the fit of the SO couplings.
In Figs. 4 and 5 we plot all the fits of the reduced matrix elements. We note that there is a considerable variation of the SO couplings with R. The fine-structure energy levels of the 
In 41 and we found that all the differences are less than 15 E h .
At infinite separation, Eq. ͑15͒ relates all reduced spinorbit matrix elements to a single atomic SO coupling constant A. We find that AϭϪ0.3627 mE h reproduces all fitted values at infinity to within 6.4 E h , and all nonzero values within 2%. A least squares fit of the eigenvalues of A exp l•ŝ to the experimental atomic fine-structure levels 16 gives A exp ϭϪ0.353 mE h . Note that the experimental energy levels do not exactly obey the Landé interval rule 42, 43 due to spin-spin ͑and spin-other-orbit͒ interactions. In particular, E jϭ1 ϪE jϭ2 ϭ0.7222 mE h and E jϭ0 ϪE jϭ2 ϭ1.032 mE h , compared to Ϫ2A exp ϭ0.706 mE h and Ϫ3A exp ϭ1.059 mE h . Since we do not include spin-spin interactions that cause violation of the Landé interval rule, we cannot expect agreement with experiment to better than about 3%. In Table VII we also list R start , the R value of the innermost data point. For smaller R, extrapolation has been used.
C. Nonadiabatic coupling
In Fig. 6 
In the long range we used an approach based on undistorted atomic orbitals, to ensure that the states approach their correct atomic limit, defined by the quadrupole-quadrupole interaction, which is the first term in the multipole expansion of the interatomic potential. We combined these long range results with CASSCF optimized orbitals MRCI results employing an aug-cc-pV5Z AO basis. The resulting curves for the bound states reproduce all experimentally known vibrational levels within 1%, and rotational constants within 1% for all levels, except the very highest. The correctness of the atomic limit is necessary to obtain consistency in the nonadiabatic coupling matrix element and the spin-orbit matrix elements, that were also calculated as a function of the internuclear distance R. The nonadiabatic coupling was calculated in the same oneelectron basis as the potential curves, the spin-orbit interaction in a smaller basis. We estimate the error in the spinorbit matrix elements to be about 3%.
