Abstract. By the Poincaré-Hopf theorem, every ovaloid has at least one umbilic. In this paper we extend this result to the more general case of complete positively curved surfaces in R 3 whose shape operator A satisfies inf |A| > 0 and sup |∇A| < ∞.
Introduction
The original motivation behind the results in this paper is the work of Toponogov [14] on a conjecture of Milnor for positively curved non-compact complete surfaces in R 3 . Loosely speaking, the conjecture asserts that either such a surface has an umbilic point, or the "deviation from umbilicity" cannot remain bounded away from zero.
Before discussing these matters in detail, we need to go over some preliminaries. As it is customary in classical differential geometry, the shape operator, the mean curvature, and the Gaussian curvature of a given smooth oriented surface M 2 in R 3 will be denoted by A, H and K, respectively. Let also λ 1 , λ 2 , where λ 1 ≤ λ 2 , be the principal curvature functions. A point p in M 2 is said to be an umbilic if λ 1 (p) = λ 2 (p) or, alternatively, if p is a zero of the non-negative function H 2 − K. The principal curvature functions are smooth near any non-umbilical point.
We shall denote by U the (possibly empty) set of umbilics of M 2 . To avoid trivialities, we assume U = M 2 . On M 2 − U there are two smooth orthogonal line fields, F λ1 and F λ2 , given by the eigendirections of A corresponding to the eigenvalues λ 1 and λ 2 . We shall refer to the leaves of these foliations as λ j -lines, j = 1, 2. An isolated umbilic can be viewed as an isolated singularity of the principal foliations F λ1 and F λ2 .
As these foliations are not necessarily orientable, their local indices around an isolated umbilic p are half-integers. Using the orthogonality of the principal foliations one can argue that the two local indices are equal. We shall refer to the common value as the umbilical index of p.
By the Gauss-Bonnet theorem, every orientable compact surface of positive Gaussian curvature is diffeomorphic to S 2 . In particular, when the said surface is contained in R 3 , by the Poincaré-Hopf theorem the foliations F λ1 , F λ2 must have at least one singularity. In symbols, #U ≥ 1. Furthermore, if U is finite the sum of all umbilical indices is χ(S 2 ) = 2. In passing, we mention that the Carathéodory conjecture predicts the stronger conclusion #U ≥ 2 for smoothly immersed spheres in R 3 , but this problem is not our concern here. One would like to know to what extent, if any, similar conclusions can be drawn when the positively curved surface is allowed to be non-compact. The relevant questions are:
A) Does every non-compact complete surface of positive curvature in R A counterexample to (a refinement of) the first question in A) is the surface described in the example given in Section 3 of this paper, the graph of a strictly convex function defined on a rectangle. An earlier example, an umbilic-free entire graph, was given in [7] .
Despite these developments, under suitable additional assumptions one can provide satisfactory answers to both A) and B).
For comparison purposes, the theorem below -which we believe to be the first of its kind -, is worded so as to allow the surface to be compact. In this case the hypotheses are trivially fulfilled. Needless to say, the theorem generalizes the familiar statements about ovaloids that were discussed above. Of course, the novelty is the case when the complete positively curved surface is non-compact. From this point on this will be assumed to be the case.
Concrete examples that illustrate Theorem 1.1 are available, but we opted to present them in Section 2 because the accompanying computations are somewhat involved.
Remark. Although at first sight the hypotheses in Theorem 1.1 may seem slightly artificial, it turns out that if one allows inf |A| = 0 and sup |∇A| = ∞, then the surface may actually be umbilic-free (see the example in Section 3 and the accompanying picture).
It is a matter of considerable interest to know if the hypothesis sup |∇A| < ∞ in the theorem can be dropped. For more on this, see the discussion at the end of this Introduction.
In Theorem 1.1 all hypotheses have a clear geometric meaning, except for the assumption sup |∇A| < ∞. This is remedied in Corollary 3.6, where it is shown that on the complement of the umbilical set this condition is equivalent to bounding the gradients of both principal curvature functions.
Accordingly, one has from Theorem 1. The next theorem provides conditions for the quantity inf(H 2 − K) to be zero, without asserting the existence of umbilics (recall that the latter are solutions of
To put the second half of the theorem in perspective, we point out that the Gaussian image of any complete non-compact surface of positive curvature in R 3 is contained in a hemisphere, and so its area is ≤ 2π.
The impetus for studying the condition inf(H 2 − K) = 0, which figures either explicitly or through umbilicity in Theorems 1.1-1.4, comes from the following well-known conjecture in classical differential geometry (see p. 684 in [18] 
As a matter of convenience, we shall refer to the case K > 0 in the above conjecture -the only one considered in this paper -, as the Milnor + conjecture. Nevertheless, we also make a few remarks about the case K < 0.
The Milnor − conjecture is meant to improve on Efimov's theorem [2] , [8] , [12] , asserting that sup K = 0 for all C 2 complete surfaces in R 3 that have negative Gaussian curvature. This result, in turn, is stronger than the classical theorem of Hilbert stating that the hyperbolic plane H 2 does not admit a C 2 immersion in R 3 . It is a long-standing open problem to show that, for all n ≥ 3, the hyperbolic n-space H n does not admit a C 2 isometric immersion in R 2n−1 (for partial results, see [9] , [11] , [16] is diffeomorphic to R 2 and has non-negative curvature. When the curvature is strictly positive, both results in [14] are partial solutions of the Milnor + conjecture. As we shall see, Theorem 1.4 strengthens these results. Indeed, Toponogov establishes Theorem 1.4 (a) under the additional assumption that sup K < ∞. It should be mentioned that, instead of the condition sup |∇A| < ∞, Toponogov actually works with the boundedness of the gradients of the principal curvature functions. However, as remarked before, these two conditions are equivalent.
In [14] the author also proves a result under the hypotheses of Theorem 1.4 (b), but his conclusion is weaker, namely inf(H 2 − K) = 0. We stress that Theorem 1.1, the main result in the present paper, has no counterpart in [14] , as Toponogov does not deal with the problem of existence of umbilics, concentrating only on the weaker condition inf(H 2 − K) = 0. We close this introduction by suggesting possible ways to go forward in these investigations. Lemma 3.1 implies that the Milnor + conjecture holds with the stronger conclusion inf |A| = 0 if the surface is a graph over an unbounded convex set U .
The unsolved sub-case, namely when U is bounded, accommodates examples exhibiting both existence as well as non-existence of umbilics: suitable surfaces of revolution for existence, and the newly found surface presented in Section 3 for non-existence.
In view of this, a natural question is whether the extra condition inf |A| > 0 in the Milnor + conjecture forces the existence of at least one umbilic point. A positive answer would of course settle the conjecture affirmatively. Notice that this question amounts to asking if the hypothesis sup |∇A| < ∞ can be dropped in Theorem 1.1.
On the other hand, if there are examples of complete positively curved umbilicfree surfaces in R 3 that satisfy inf |A| > 0, it seems reasonable to speculate that some of them might also be counterexamples to the Milnor + conjecture. The authors would like to express their gratitude to both Luis Fernando Mello and an anonymous referee, whose comments and suggestions led to substantial improvements in the presentation of this work.
Some examples illustrating Theorem 1.1
, and let f : U → R be given by
.
Parametrize the graph M of f as
The coefficients of the first and second fundamental forms of M in the parametrization ϕ are given by, respectively,
From the above equalities and the well-known formulas
for the Gaussian curvature K and mean curvature H, one obtains
Then, by (2.2), (2.3) and (2.4),
Here, and in what follows, all limits when u → ∞ are meant to hold uniformly with respect to v. Since the principal curvatures of M are the roots of the equation
3), it follows from the second equality above that inf λ 2 > 0. In order to prove that |∇λ 1 | and |∇λ 2 | are bounded, it suffices to show, in view of (2.5), that |∇H| and |∇K| are bounded. In fact, since
all we need to do is show that K u , K v , H u and H v converge when u → ∞ to a continuous function of v. From (2.3), one obtains
Hence, by (2.2) and the two equalities above,
By (2.4),
It now follows from (2.2) and the last two equalities that
We now investigate the existence of umbilics. From (2.3) and (2.4) we obtain, after some work,
Since C ≥ 0, one concludes from (2.7) that a point ϕ(u, v) is umbilic if and only if A = B and C = 0. We have two cases to consider: a = 1 and a ≥ 1.
In the case a = 1, we have C ≡ 0 and the equality A = B reduces to 4(u − 1)(u 3 − 1) = 0. Since the latter holds only for u = 1, it follows from (2. 
→ +∞ when u → +∞, the equality g(u) = a 2 −1 is then attained for only one value of u in the interval (1, +∞). Hence, by (2.1), the only umbilics of M are (0, ± 1 − 1/u, u), where u is the unique root of the equation 4(u − 1)(u 3 − a 2 ) + 1 − a 2 = 0 that satisfies u > 1. According to what we have seen above, for each a > 1 the corresponding surface will exhibit two umbilics. It is possible to argue that each one has index 1/2, but we omit the computations. As a → 1, the two umbilics merge into a single umbilic of index 1, at the tip of the surface of revolution. Figures 1 and 2 (see the caption in Figure 3 for attributions) indicate clearly the umbilics, their indices, as well as the foliations by lines of curvature. As predicted by Theorem 1.1, in both cases the sum of the indices of the umbilics is equal to one. Hence, it remains to establish Theorem 1.1. The proof is fairly long, relying on several intermediate results.
From this point on, we assume that the surface M 2 figuring in the statement of Theorem 1.1 is non-compact.
We begin by recalling that, by a theorem of Wu [15] , one can choose coordinates in R 3 so that {x 3 = 0} is a supporting plane to M = M 2 at the origin o and M is the graph of a smooth nonnegative strictly convex function g defined on an open convex set U of R 2 . Moreover, for each c > 0 the set Γ c := M ∩ {x 3 = c} is a curve diffeomorphic to the unit circle S 1 . In fact, since M 2 has positive Gaussian curvature, Γ c is a strictly convex planar curve.
One should note that under the hypotheses of the above lemma the infimum may not be attained, that is, M may not have umbilics. An example with U = R 2 was given in [7] . One might then be led to believe that a complete surface of positive curvature that is a graph of a strictly convex function defined on a bounded convex set must have umbilics. However, this expectation turns out to be false, as shown in the following construction.
, where α and β are any distinct positive constants and
f (x) = ∞ and lim
g(y) = ∞, M 2 is complete. In order to examine the geometry of M 2 , one computes
The coefficients of the first and of the second fundamental forms of M 2 with respect to the parametrization ϕ(x, y) = (x, y, h(x, y)) are given by, respectively,
The Gaussian curvature of M 2 is then given by
As, by (3.2) and (3.3), f (x) > 0 and g (y) > 0 for all x and y, the Gaussian curvature of M 2 is everywhere positive. Now we will show that M 2 has no umbilical points. Since the coefficients of the first and second fundamental forms at an umbilic are proportional, it follows from (3.4) and (3.5) that at such a point we must have, for some real number d,
or, in view of (3.2) and (3.3),
Since (3.7) can not occur, because α = β by assumption, we conclude that M 2 has no umbilics. See Figure 3 below for an illustration of this surface, together with its lines of curvature. 2
A proof of Lemma 3.1 can be found in Lemma 4 in [14] , but we will provide an alternate one using an estimate for the length of the shape operator of a graph. This is the content of Lemma 3.2 below. Proof. Since the Jacobian determinant of the Gauss map is the Gaussian curvature which, by hypothesis, is positive, by the inverse function theorem one has that N : M → S 2 is a local diffeomorphism. A simple computation shows that a unit normal vector field to M 2 is given by
where ϕ(u, v) = (u, v, g(u, v)), (u, v) ∈ U , and g u and g v mean partial derivatives with respect to u and v, respectively. From the expression above it is clear that N is injective if and only if ∇g : U → R 2 is injective.
To show that ∇g is injective, take arbitrary points a, b ∈ U and consider the curve α(t) = (1 − t)a + tb, 0 ≤ t ≤ 1, whose image is a line segment joining a and b (recall that U is convex). Let ξ : [0, 1] → R be the function given by ξ(t) = ∇g(α(t)), b − a . From ξ (t) = (g • α) (t) and the fact that g is (strictly) convex, one obtains that ξ > 0. In particular, ξ is strictly increasing and so ∇g(b) = ∇g(α(1)) = ∇g(α(0)) = ∇g(a). Since a, b ∈ U are arbitrary the map ∇g : U → R 2 is injective, and so is the Gauss map.
Next, we will show that for every Thus, for every differentiable curve γ :
The proof of the lemma is now complete. 2
In the proof of Theorem 1.1 we will also use the lemma below, a consequence of the well-known Ekeland variational principle [3] , [4] , [13] .
Lemma 3.4 (Theorem 3.3 in [6]). Let M be a complete manifold, and let
At this juncture we make a digression to comment on some results surrounding the above lemma. The fact that the function f is assumed to be only of class C 1 allows for applications to the geometry of submanifolds where the immersion has minimum regularity.
In [6] an application of the above lemma was given to the study of the convex hull of complete submanifolds. As a corollary, one obtains the sharp result that the boundary of the convex hull of a compact C 1 hypersurface in R n is itself of class C 1 . Otherwise said, the class of compact C 1 hypersurfaces is invariant under the operation ∂ • Conv.
Lemma 3.4 is the first order version of the main result of [6] , where it is shown that in the well-known Omori-Yau maximum principle [1] , [10] , [17] , one can find sequences of points resembling local maxima (in terms of properties of the gradient, Hessian and Laplacian) that shadow asymptotically any prescribed maximizing sequence. By way of comparison, the original Omori-Yau maximum principle predicts the existence of some maximizing sequence whose points resemble local maxima.
Returning to the proof of Theorem 1.1, we need the following lemma. Proof. By definition of covariant derivative of tensors, we have
Differentiating e 1 , e 1 = 1 with respect to e 1 , one obtains ∇ e1 e 1 , e 1 = 0. This shows that ∇ e1 e 1 is a multiple of e 2 and so A(∇ e1 e 1 ) = λ 2 ∇ e1 e 1 . Substitution of this in (3.10) gives (3.11)
∇A(e 1 , e 1 ) = e 1 (λ 1 )e 1 + (
In the same way, one proves that
Now we compute ∇A(e 1 , e 2 ) and ∇A(e 2 , e 1 ):
Differentiation of e 1 , e 1 = 1 with respect to e 2 and of e 2 , e 2 = 1 with respect to e 1 yield ∇ e2 e 1 , e 1 = 0 and ∇ e1 e 2 , e 2 = 0. These equalities imply that ∇ e2 e 1 is a multiple of e 2 and ∇ e1 e 2 is a multiple of e 1 . Hence, A(∇ e2 e 1 ) = λ 2 ∇ e2 e 1 and A(∇ e1 e 2 ) = λ 1 ∇ e1 e 2 . Substitution of these equalities in (3.13) and (3.14) gives
Since, by the Codazzi equation, ∇A(e 1 , e 2 ) = ∇A(e 2 , e 1 ), comparing equations (3.15) and (3.16) we obtain
By differentiation of e 1 , e 2 = 0 with respect to e 1 and e 2 we obtain, respectively, We have thus proved the first and the third equalities in (3.9). The second equality is obtained by substitution of (3.17) in (3.15). 2
The result below allows us to reinterpret boundedness of the gradients of the principal curvature functions, a hypothesis in one of the theorems in [14] , as boundedness of ∇A. 
On our way towards proving Lemma 3.8 we will need to consider parallel surfaces. The discussion below is standard but, for completeness, the details are included. Let M 2 ⊂ R 3 be a complete non-compact surface of positive Gaussian curvature, oriented by a unit normal vector field N so that the principal curvatures satisfy 0 < λ 1 ≤ λ 2 . Let a > 0 and φ : M → R 3 be the map defined by
It is easy to see that
where A is the shape operator of M with respect to N . Since the principal curvatures of M are everywhere positive, the above equality implies that φ is an immersion.
We will now show that φ is an embedding. Suppose, by contradiction, that φ(p) = φ(q) for some p = q in M . Since M is strictly convex, by our choice of N we have q − p, N (p) > 0 and so Denote by g and g the metrics induced on M and M , respectively, by the inner product of R 3 . Since, by (3.22) ,
Moreover, one can define a field N of unit normal vectors to M by 
where ∇ is the Riemannian connection of R 3 . Let {e 1 , e 2 } be an orthonormal basis of T p M such that A p (e i ) = λ i (p)e i , i = 1, 2. Taking v = e i in the above equality and using (3.22) one concludes that {e 1 , e 2 } also diagonalizes A φ (p) and that the principal curvatures of M at φ(p) are given by
Since a > 0 and 0 < λ 1 ≤ λ 2 , one then has 0 < λ i < 1/a, i = 1, 2, along M . This shows that the sectional curvature of M is everywhere positive and that sup |A| < ∞. Consider now a point p ∈ M such that λ 1 (p) = λ 2 (p). By (3.24) one has λ 1 (φ(p)) = λ 2 (φ(p)), and so λ 1 , λ 2 are smooth in a neighborhood of φ(p). Given a vector v ∈ T p M , consider as before a smooth curve α : (−ε, ε) → M satisfying α(0) = p and α (0) = v. By (3.24),
Taking v = e j in the above equality and using (3.22), one obtains Suppose, by contradiction, that U is finite but the sum of the indices of all umbilics is not equal to one (this is so if U = ∅). This being the case, we claim that for all c > 0 sufficiently large there exists p c ∈ Γ c = h −1 (c) such that ∇h(p c ) is tangent to the leaf of F λ2 that passes through p c , or equivalently F λ1 is tangent to Γ c at p c .
Indeed, let c be large enough so that all umbilics belong to the sub-level set
. If the leaves of F λ1 are nowhere tangent to Γ c then F λ1 | Γc can be shown to be homotopic to the field of tangent directions of Γ c . Since the latter is the boundary of the topological disc h −1 ([0, c)), the index of the field of tangents is one and, by homotopy invariance, the same holds for F λ1 | Γc , contrary to our assumption. This establishes the claim.
At a point p c ∈ Γ c where ∇h(p c ) is tangent to the leaf of F λ2 that passes through p c , one necessarily has
Take now a real sequence (c n ) such that c n → ∞, and consider the corresponding points p n = p cn ∈ Γ cn satisfying (3.25). Since (p n ) is a divergent sequence in M , it follows from Lemma 3.3 that (p n ) is a minimizing sequence for the function f : M → R given by f (p) = N (p), e . By Lemma 3.4, the Riemannian version of the Ekeland variational principle, there exists a second minimizing sequence (q n ) for f such that
As can be easily seen, ∇f = −A∇h along M , and so ∇f (p n ) = −λ 2 (p n )∇h(p n ) by (3.25). Since ∇h(p n ) = e T (p n ) → e as n → ∞, it follows from the assumption inf |A| > 0 that Taking the limit when n → ∞ in the above inequality and using (3.26), we obtain lim n→∞ |∇f |(p n ) = 0, contradicting (3.27). 
Proof of Theorem 1.3
As before, we can consider M 2 as the graph of a smooth nonnegative strictly convex function g defined on an open convex set U of R 2 . Since inf λ 2 > 0, Lemma 3.1 implies that U is bounded.
Let e, h and Γ c be as in the proof of Theorem 1.1. Suppose, by contradiction, that the sum of the indices of all umbilics is not equal to one (this is so if U = ∅). Arguing as in the proof of Theorem 1.1, one proves that for all c > 0 sufficiently large there exists p c ∈ Γ c such that ∇h(p c ) is tangent to the leaf of F λ2 that passes through p c .
Take now a real sequence (c n ) such that c n → ∞, with corresponding points p n = p cn ∈ Γ cn . By Lemma 3.3, Since the distance between p n and α n (C 1 ) is at most C 1 , both points go to infinity with n. By Lemma 3.3, both terms on the left hand side of (4.6) tend to 0, a contradiction. 2
