We consider orthogonal transformations of arbitrary square matrices to a form where all diagonal entries are equal. In our main results we treat the simultaneous transformation of two matrices and the symplectic orthogonal transformation of one matrix. A relation to the joint real numerical range is worked out, efficient numerical algorithms are developped and applications to stabilization by rotation and by noise are presented.
Introduction
A square matrix whose diagonal entries are all zero, is sometimes called a hollow matrix, e.g. [8, 11, 21, 27] . By a theorem of Fillmore [13] , which is closely related to older results of Horn and Schur [32, 18] , every real square zero-trace matrix is orthogonally similar to a hollow matrix. Taken with a pinch of salt, the structure of a hollow matrix can be viewed as the negative of the spectral normal form (e.g. of a symmetric matrix), where the zeros are placed outside the diagonal. While the spectral form reveals an orthogonal basis of eigenvectors, a hollow form reveals an orthogonal basis of neutral vectors, i.e. vectors for which the quadratic form associated to the matrix vanishes. This property turns out to be relevant in asymptotic eigenvalue considerations. More concretely, we use it to extend and give new proofs for results on stabilization of linear systems by rotational forces or by noise. Since the pioneering work [2] these phenomena have received ongoing attention, with current interest e.g. in stochastic partial differential equations or Hamiltonian systems, [33, 7, 20] . Our new contribution concerns simultaneous stabilization by noise and features a new method of proof, which relies on an orthogonal transformation of matrices to hollow form. It is easy to see that -in contrast to the spectral transformation -the transformation to hollow form leaves a lot of freedom to require further properties. In the present note, we first show that it is possible to transform two zero-trace matrices simultaneously to an almost hollow form, as will be specified in Section 2. In a non-constructive manner, the proof can be based on Brickman's theorem [5] that the real joint numerical range of two real matrices is convex. But to make the transformation computable, we provide a different proof, which is fully constructive. As a side result, this also leads to a new derivation of Brickman's theorem. Moreover, the simultaneous transformation result allows to prove a stronger version of Fillmore's theorem, namely that every real square zero-trace matrix is orthogonal-symplectically similar to a hollow matrix. We mainly treat the real case, because it is slightly more involved than its complex counterpart. Complex versions of our results can be obtained easily and are stated in Section 2.4. It turns out that any pair of Hermitian zero-trace matrices is unitarily similar to a hollow pair (not just an almost hollow pair as in the real case). In [27] the term simultaneous unitary hollowisation is used for such a tranformation, and it is put in the context of a quantum separability problem. The authors show that a certain quantum state is separable, if and only if an associated set of matrices is simultaneously unitarily hollowisable. This is a non-trivial restriction, if there are more than two matrices. For an arbitrary triple of Hermitian matrices, however, we can show that it is unitarily similar to an almost hollow triple, i.e. almost hollowisable, so to speak. We see this as a first step towards criteria for larger sets of matrices to be simultaneously unitarily (almost) hollowisable. Thus, to the best of our knowledge, the current note is the first to treat hollowisation problems from the matrix theoretic side. All our results are constructive and can be implemented in a straight-forward way. Computational aspects of the real transformations are discussed in Section 3. The orthogonal symplectic transformation of 4 × 4-matrices requires detailed explicit calculations which have been shifted to the appendix. We show analytically that for n × n-matrices the computational cost of our hollowising transformations is O(n 2 ) and report on numerical experiments. In Section 4, we present the applications of our results in stabilization theory. We show that a number of linear dissipative systems can be stabilized simultaneously by the same stochastic noise process, provided the coefficient matrices can be made almost hollow simultaneously by an orthogonal transformation. The results are illustrated by numerical examples.
Hollow matrices and orthogonal transformations
We first review some known facts on hollow matrices and then present our main results.
(i) We call A hollow, if a ii = 0 for all i = 1, . . . , n.
(ii) We call A almost hollow, if a ii = 0 for i = 1, . . . , n − 2 and a n−1,n−1 = −a nn .
(iii) If trace A = 0, then A is called a zero trace matrix.
Obviously, every hollow matrix is also almost hollow, and every almost hollow matrix is zero trace. Vice versa, trace A = 0 implies that A is orthogonally similar to a hollow matrix. This result has been proven in Fillmore (1969) [13] . We add a proof, because similar arguments will be used in the later discussion.
Proof: (a) If a 11 = 0, then we can choose v = e 1 . Otherwise let (after possibly dividing A by a 11 ) w.l.o.g. a 11 = 1. Since trace A = 0, there exists j ∈ {2, . . . , n} with a jj < 0.
which has two real zeros. Hence (a) follows.
with A 1 ∈ R (n−1)×(n−1) and trace A 1 = trace A = 0. Therefore we can proceed with A 1 as with A.
Corollary 3 For A ∈ R n×n , there exists an orthogonal matrix V ∈ R n×n , such that all diagonal entries of V T AV are equal.
Remark 4 (a) A transformation matrix V making V T AV hollow as in Lemma 2 will sometimes be called an (orthogonal) hollowiser (for A).
(b) As is evident from the construction, the hollowiser V is not unique. In the following we will exploit this freedom to transform two matrices simultaneously or to replace V by an orthogonal symplectic matrix.
(c) Since V T AV is hollow, if and only if V T (A + A T )V is hollow, there is no restriction in considering only symmetric matrices.
(d) We are mainly interested in the real case, but it is immediate to transfer our results to the complex case, where A ∈ C n×n and V is unitary. This is sketched in subsection 2.4.
Simultaneous transformation of two matrices
Simultaneous transformation of several matrices to a certain form (e.g. spectral form) usually requires quite restrictive assumptions. Therefore it is remarkable that an arbitrary pair of zero trace matrices can simultaneously be transformed to an almost hollow pair. The precise statement is given in the following result.
(b) There exists an orthogonal matrix V ∈ R n×n such that V T AV is hollow and V T BV is almost hollow.
Proof: (b): We first note that (b) follows easily from (a). If (a) holds, then the orthogonal transformation V is obtained by applying (a) repeatedly as in the proof of Lemma 2(b) until the remaining submatrix is smaller than 3 × 3. For (a) we provide two different proofs. The first is quite short, but not constructive. It exploits Brickman's theorem [5] on the convexity of the joint real numerical range of two matrices, see Theorem 7 below. The second is constructive, but considerably longer. It is the basis for our algorithmic approach. short proof of (a): By Lemma 2, we can assume w.l.o.g. that A is hollow. If b jj = 0 for some j, then we can choose v = e j . Otherwise, since trace B = 0, not all the signs of the b jj are equal. For simplicity of notation assume that b 11 > 0 and b 22 < 0. The points (e T 1 Ae 1 , e T 1 Be 1 ) = (0, b 11 ) and (e T 2 Ae 2 , e T 2 Be 2 ) = (0, b 22 ) lie in the joint real numerical range of A and B, defined as
According to Theorem 7 the set W (A, B) is convex for n ≥ 3. Hence it also contains (0, 0) = (v T Av, v T Bv) for some unit vector v ∈ R n .
constructive proof of (a): By Remark 4, we can assume that A and B are symmetric, and by Lemma 2, we can assume w.l.o.g. that A is hollow. If b jj = 0 for some j, then we can choose v = e j . For the remaining discussion let b jj = 0 for all j. Since trace B = 0, not all the signs of the b jj are equal. After possible permutation and division of B by one of the diagonal entries, we can assume that the left upper 3 × 3 blocks of A and B are
If possible, we try to
We distinguish a number of cases. Case a = 0 or b = 0: If a = 0, then (2) holds with y = 0 and (2) reduces to 0 = d − + αx + d + x 2 , which has a real solution x, because d − < 0, d + > 0. Analogously, if b = 0 then (2) holds with x = 0 and (3) again has a real solution.
Case a = 0, b = 0, and c = 0: From now on let a = 0 and b = 0. If equation (2) holds with b + cx = 0, then also ax = 0, i.e. a = 0 or x = 0, where the latter implies b = 0 and thus both cases contradict our assumption. Therefore we can exclude the case b + cx = 0 and solve for y = − ax b+cx . Inserting this in (3) yields
If we multiply the equation with (b + cx) 2 and consider only the coefficients at x 0 and x 4 , we have
If c = 0, then d + c 2 > 0 and d − b 2 < 0 imply the existence of a real root x. Case a = 0, b = 0, and c = 0: The final case to be considered is c = 0. Now (2) gives y = − a b x, which inserted in (3) leads to
On the other hand note, that for anyṽ 3 
is not positive definite, i.e. γ 2 ≥ 4d + , then there exists a nonzeroṽ 3 , satisfyingṽ T 3 B 3ṽ3 = 0. To conclude the proof, it suffices to note that the inequalities −γ a
The desired vector v is now given by
Remark 6
The assumption in Proposition 5(a) that n ≥ 3 is essential. As the standard example (e.g. [5] ), consider the two symmetric matrices A = 1 0 0 −1 and B = 0
and v T Bv = 2xy. If both forms are zero, then necessarily x = y = 0. Therefore, in general, a pair of symmetric matrices with zero trace is not simultaneously orthogonally similar to a pair of hollow matrices.
A constructive proof of Brickman's theorem
The following theorem was used in the short proof of Proposition 5(a). It was derived in [5, 4] by topological methods. More elementary approaches using only connectivity properties of quadrics in R 3 were given in [36, 29, 25] and surveyed e.g. in [31, 30] . Below, we provide yet another derivation, which exploits the 3×3 case discussed in the constructive proof. While our approach might not be as elegant as some of the previous proofs, it easily lends itself for computational purposes.
is convex.
Proof: Consider two linearly independent unit vectors u, v ∈ R n and set
then we can trivially choose z ± ∈ {u, v} with the same properties. From now on, we assume such vectors z ± to be given. Since n ≥ 3 there exists another unit vector y ∈ R n orthogonal to z ± . Depending on whether y T Ay ≥ c 1 or y T Ay ≤ c 1 , we can choose a linear combination w = αy + βz − or w = αy + βz + , α = 0, such that w T Aw = c 1 and w = 1. With the nonsingular matrix
By construction, 0 =ã 11 +ã 22 =b 11 +b 22 . Hence, by Lemma 2, there exists an orthogonal
as desired. Such a vector z can be found as in the constructive proof of Proposition 5(a). If d 1 = 0 or w T Bw = c 2 , then x = e 1 or x = e 3 is suitable. Otherwise, after renormalization, the pair (Q TÃ Q, Q TB Q) has the same structure as (A 3 , B 3 ) in (1). This completes the proof.
Symplectic transformation of a matrix
Symplectic transformations play an important role in Hamiltonian systems, e.g. [26] . We briefly recapitulate some elementary facts. A real Hamiltonian matrix has the form
where A ∈ R n×n is arbitrary, while P, Q ∈ R n×n are symmetric. If J = 0 I −I 0 , then all real Hamiltonian matrices are characterized by the property that JH is symmetric.
If U is symplectic, then the transformation H → U T HU preserves the Hamiltonian structure. Amongst other things, symplectic orthogonal transformations are relevant for the Hamiltonian eigenvalue problem, e.g. [28, 35, 12] . There is a rich theory on normal forms of Hamiltonian matrices under orthogonal symplectic transformations (e.g. [6, 23] ). It is, however, a surprising improvement of Lemma 2 that an arbitrary zero trace matrix can be hollowised by a symplectic orthogonal transformation. Before we state the main result of this section, we provide some examples of symplectic orthogonal matrices, which will be relevant in the proof and the computations.
Example 8 It is well-known and straight-forward to verify that an orthogonal matrix U ∈ R 2n×2n is symplectic, if and only if it has the form
This allows to construct elementary symplectic orthogonal matrices (see e.g. [24] ).
2. If c 2 + s 2 = 1 then we define the Givens-type symplectic orthogonal matrices
3. For
Theorem 9 Consider a matrix A ∈ R 2n×2n with n ≥ 1. Then there exists a symplectic orthogonal matrix U, such that U T AU has constant diagonal.
Proof: W.l.o.g. we can assume that A is symmetric with trace A = 0. The transformation U is constructed in several steps, where we make use of the orthogonal symplectic transformations above.
1st step:
After n such transformations we have
In particular trace A + 1 = trace A + 2 = 0.
2nd step: By Proposition 5, there exists an orthogonal matrix V ∈ R n×n , such that
We will show, that for each such matrix A 4 with d 1 , d 2 = 0 there exists a product G of matrices from (8) so that
We distinguish between different cases. If d 1 = d 2 , then we can apply transformations with suitable G 13 and G 24 so that
let us assume w.l.o.g. that |a| ≥ |b|. Moreover assume that d > 0 and a > 0. Other combinations can be treated analogously to the following considerations.
If c = cos(t), s = sin(t), then d + 1 is positive for t = 0, negative for t = π/4 and strictly decreasing in t on the interval [0, π/4]. A direct calculation shows that d + 1 = 0 for
Here c = cos(t 0 ), s = sin(t 0 ) > 0 with minimal t 0 ∈]0, π/4[, and therefore c 2 > s 2 and c, s > 0. Hence, if b ≥ 0, then a ≥ b implies
as desired. The case b < 0 is slightly more subtle. We first derive a lower bound for s in (9) . To this end note that the norm A 4 2 = ∆ is invariant under orthogonal transformations and a ≤ ∆. Hence, for a given d > 0, we have
where the transformation with G 13 G 24 achieves d 1 = d 2 and G 12 makes |d 1 | + |d 2 | smaller. Applying these transformations repeatedly, we obtain a sequence [d
is monotonically decreasing, and in the limit necessarily µ(d) = 0, which implies that
Remark 10
The previous proof is constructive, but the iterative approach to the 4 ×4 case in the 3rd step is numerically inefficient. In the appendix we provide a direct construction of the transformation, which exploits also transformations of the special type (7).
The complex Hermitian case
The joint numerical range has been studied in even more detail for the complex Hermitian case than for the real case. Some of our results simplify or become even stronger if we allow for complex unitary instead of real orthogonal transformations. In the current subsection we sketch briefly how the results can be transferred. For completeness we start with the complex version of Lemma 2, whose immediate proof is omitted, see [13] .
Lemma 11
Let A ∈ C n×n be Hermitian with trace A = 0. Then there exists a unitary matrix V ∈ C n×n , such that V * AV is hollow.
A complex version of Brickman's theorem has been proven in [4] . Proof: We only need to repeat the first two steps in the proof of Theorem 9, where in the second step we use Proposition 13.
Computational aspects
The orthogonal transformation of a single matrix A with trace A = 0 to a hollow matrix is straightforward along the proof of Lemma 2. Note that each nonzero diagonal entry can be eliminated by one Givens rotation. Hence, if there are ν nonzero diagonal entries, then ν − 1 Givens rotations are required.
Simultaneous transformation of two matrices
The transformation of a pair (A, B) of zero trace matrices follows the constructive proof of Proposition 5. In the first step, A is transformed to hollow form. Given a pair (A, B) of k × k matrices, k ≥ 3, with A hollow and B zero-trace, we first check, whether b 11 = 0. If so, then the dimension can be reduced immediately.
Else, let i 2 = i 3 with b i 2 ,i 2 = min{b 22 , . . . , b nn } and b i 3 ,i 3 = max{b 22 , . . . , b nn }. For the submatrices A 3 of A and B 3 of B corresponding to the rows and columns 1, i 2 , i 3 as in (1), a common neutral vector v 3 ∈ R 3 is computed. Generically, this requires the solution of a quartic equation as in (4) . The vector v 3 can be extended to an orthogonal k × k matrix V which differs from a permutation matrix only in a 3 × 3 subblock. After the transformation
we have traceÃ = traceB = 0, where at most two diagonal entries ofÃ are non-zero. Hence, by another Givens rotation we have reduced the problem from dimension k to k − 1. Since each Givens rotation and each transformation (10) 
Symplectic transformation of a matrix
The symplectic orthogonal transformation of a single matrix follows the three steps in the proof of Theorem 9. In the 3rd step the direct construction in Appendix A is used. This also gives an algorithm of complexity O(n 2 ). Numerical experiments with MATLAB were carried out as in the previous subsection. Again, the theoretical complexity is not really expressed by the computing times in Table 2 (or only roughly between 2n = 200 and 2n = 800), but most likely this is due to other effects such as memory management for large n. 
Applications to stabilization problems
In this section we present two related stabilization problems. Both deal with unstable linear ordinary differential equations, whose coefficient matrix has negative trace. Such systems have stable and unstable modes, but the stable ones dominate. By a mixing of the modes the system can be stabilized. This mixing can be achieved e.g. by adding rotational forces or stochastic terms. For both cases we extend known results from the literature. The basic idea lies in an asymptotic analysis based on the hollow forms constructed in the previous sections.
Hamiltonian stabilization by rotation
A linear autonomous systemẋ = Ax is called asymptotically stable, if all solutions x(t) converge to 0 for t → ∞. It is well known, that this is equivalent to the spectrum of A being contained in the open left half plane, σ(A) ⊂ C − . In this case, necessarily trace A < 0. Vice versa, one can ask, whether for any matrix A with trace A < 0, there exists a zero trace matrix M of a certain type, such that σ(A + M) ⊂ C − . In [9] it has been shown, that such a matrix M can always be chosen to be skew-symmetric. Then we say that M stabilizes A or by rotation, see e.g. [3] . The following theorem extends this result. For ε > 0 we perturb M 0 to M ε = M 0 + εU T AU. By [9, Theorem 3.1] (see also [34, 17] ) the eigenvalues of M ε have the expension
Hence
for sufficiently small ε. The matrix M = 1 ε UM 0 U T stabilizes A by rotation. Since U is symplectic orthogonal, the matrix M is skew-symmetric Hamiltonian.
Example 16
We illustrate Theorem 15 by A = diag(1, 1, 1, −4) and M 0 as above with Λ = diag (1, 2) . The matrix A is hollowised by the orthogonal symplectic matrix U =
is skew-symmetric and
Hamiltonian. The spectral abscissa α(µ) = max Re σ (A + µM) for µ > 0 is depicted in Fig. 1 . It becomes negative for µ ≈ 3.7. Hence for µ > 3.7 the systemẋ = (A + µM 0 )x is asymptotically stable. In [9] a servo-mechanism was described, which chooses a suitable gain µ adaptively via the feedback equatioṅ
This method also works in the current example (see the right plot in Fig. 1) , where µ roughly converges to e 2.73 − 1 ≈ 14.37. 
Simultaneous stabilization by noise
Stabilization of a dynamic system by noise processes is an interesting phenomenon, which was analyzed in [2] (see also e.g. [1, 7] ). As a particular situation, we consider the Stratonovich equation
We call (12) asymptotically mean square (or 2nd mean) stable, if for all solutions x(t) the expected value of the squared norm E( x(t) 2 ) converges to zero as t → ∞ (see e.g. [19, 10] ). For a given matrix A ∈ R n×n we want to construct M such that (12) is asymptotically mean square stable. It follows from results in [2] that this is possible (with a skew-symmetric M), if and only if trace A < 0. Here we derive the following generalization.
Theorem 17 Let A 1 , A 2 ∈ R n×n with trace A 1 < 0 and trace A 2 < 0 be given. Then there exists a common skew-symmetric matrix M, such that the systems
are both asymptotically mean square stable.
Proof: Let α 1 = trace A 1 n < 0 and α 2 = trace A 2 n < 0. By Proposition 5 there exists an orthogonal matrix V such that V T (A 1 − α 1 I)V is hollow and V T (A 2 − α 2 I)V is almost hollow. Transforming x j → V T x j we can assume that A 1 − α 1 I is hollow and A 2 − α 2 I is almost hollow.
For brevity we only elaborate on the case of odd n = 2k + 1. The transfer to the even case is then even easier (see Example 18) . Let ω = [ω 1 , . . . , ω k ] with 0 < ω 1 < . . . < ω k , and set
We claim, that for M = µM(ω) with sufficiently large µ > 0 both (13) and (14) are asymptotically mean square stable. Note, that all eigenvalues of M(ω) are simple. An orthonormal set of eigenvectors is given by u 1 = e 1 and u j = 1 √ 2 (e j + ie j+1 ), u j+1 = 1 √ 2 (e j − ie j+1 ) for even j. Hence with U = [u 1 , . . . , u n ], we have
We rewrite the Stratonovich equations as the equivalent Itô equations (e.g. [15] )
It is well-known (e.g. [10] ), that (16) is asymptotically mean square stable, if and only if
Here L N : X → NX + XN T for arbitrary N ∈ R n×n , and Π M : X → MXM T . We replace M by µM(ω). Then for large µ 2 = 1/ε, we interpret
as a perturbation of L M (ω) 2 /2 + Π M (ω) . It follows from (15) that
withω k −ω ℓ = 0, if and only if k = ℓ. Thus, L M (ω) 2 /2 + Π M (ω) has an n-fold eigenvalue 0 while all other eigenvalues are strictly negative. We only have to consider the perturbation of the eigenvalue 0. For small ε, the perturbed mapping (17) has an n-dimensional invariant subspace with a basis, which depends smoothly on ε and coincides with u 1 u * 1 , . . . , u n u * n for ε = 0, see [34] . The restriction of (17) to this subspace has the matrix representation
since both A j − α j I are almost hollow. Hence B j = 2α j I has all eigenvalues in C − and so has the matrix in (17) for sufficiently small ε. This proves that for M = µM(ω) with sufficiently large µ, both (13) and (14) are asymptotically mean square stable. 
are simultaneously stabilized, if a common orthogonal matrix U can be found, so that for all j
The proof of Theorem 17 applies literally in this case. If the matrix U can be chosen symplectic, then M can be chosen Hamiltonian, as a combination with the proof of Theorem 15 shows.
Conclusion and outlook
As our main theoretic contribution we see Theorem 9, which states that every real matrix is symplectic-orthogonally similar to a matrix with constant diagonal, (w.l.o.g. a hollow matrix, if the trace is subtracted). The proof requires a result on the simultaneous transformation of two matrices which is closely related to properties of the joint numerical range. For our applications it turns out that the hollow form can be weakened to a 2 × 2-block hollow form, where only a ii + a i+1,i+1 = 0 for i = 1, 3, . . .. This gives rise to further connections and questions, which were not discussed here. For instance, a simultaneous transformation to a 2 × 2-block hollow form is related to the real 2-nd numerical range (cf. [14, 22] ). General conditions on the convexity of the real 2-nd numerical range (like e.g. in [16] ) do not seem to be available. Therefore it is unclear, whether more than two zero-trace matrices can always be transformed to 2 × 2-block hollow form. Numerically, also the following variant of Theorem 5 seems to hold, but we were not able to prove it. Therefore we state it as a conjecture.
Conjecture 20 Consider A, B ∈ R n×n with trace A = trace B = 0. There exists an orthogonal matrix V ∈ R n×n such that V T AV is hollow and V BV T is almost hollow.
A Direct symplectic orthogonal transformation of a symmetric 4 × 4 matrix
In this appendix we develop a much more efficient alternative to the 3rd step in the proof of Theorem 9. Using an adapted notation, we now consider the symmetric 4 × 4-matrix
Claim 21 There exists a symplectic orthogonal transformation S ∈ R 4×4 , such that S T AS for A in (19) is hollow.
Proof: We will obtain S as the product of two symplectic orthogonal transformations S = S 1 S 2 and consider S T AS = S T 2 S T 1 AS 1 S 2 . Assume that forÃ = S T 1 AS 1 we havẽ a 11 = −ã 33 (ã = −h) andã 22 = −ã 44 (ẽ = −j). Consider the symplectic orthogonal matrix
0 q 2 0 0 q 1 0 q 3 −q 2 0 q 0 0 0 −q 3 0 q 1     with q 2 0 + q 2 2 = 1, q 2 1 + q 2 3 = 1 and its effect on the diagonal elements ofÃ. (Note that S 2 = G 1 (q 0 , q 2 )G 2 (q 1 , q 3 ) with G 1 , G 2 from (5)). That is, we consider the diagonal elements ofÂ = S T 2Ã S 2 e T 1Â e 1 = q 2 0ã − 2q 0 q 2c + q 2 2h = 0, e T 2Â e 2 = q 2 1ẽ − 2q 1 q 3g + q 2 3j = 0, e T 3Â e 3 = q 2 0h + 2q 0 q 2c + q 2 2ã = 0, e T 4Â e 4 = q 2 1j + 2q 1 q 3g + q 2 3ẽ = 0.
The first and the third as well as the second and the fourth equation are identical asã = −h andẽ = −j. Thus it suffices to consider e T 1Â e 1 = q 2 0ã − 2q 0 q 2c − q 2 2ã = 0, e T 2Â e 2 = q 2 1ẽ − 2q 1 q 3g − q 2 3ẽ = 0. As both equations have the same form, we only consider the first equation and divide by q 2 0ã (assuming thatã = 0) 0 = t 2 + 2tc a − 1 and t 1,2 = −c a ± c a that is, 0 = (p 2 0 + p 2 2 )(a + h) + (p 2 1 + p 2 3 )(e + j) + 2(p 0 p 1 + p 2 p 3 )(b + i) + 2(p 0 p 3 − p 1 p 2 )(d − f ), 0 = (p 2 0 + p 2 2 )(e + j) + (p 2 1 + p 2 3 )(a + h) − 2(p 0 p 1 + p 2 p 3 )(b + i) − 2(p 0 p 3 − p 1 p 2 )(d − f ) and p 2 0 + p 2 1 + p 2 2 + p 2 3 = 1. Recall that a + e + h + j = 0 holds. Thus, a + h = −(e + j).
• In case a + h = e + j = 0, we obtain the two equations 0 = (p 0 p 1 + p 2 p 3 )(b + i) + (p 0 p 3 − p 1 p 2 )(d − f ), p 2 0 + p 2 1 + p 2 3 + p 2 3 = 1, which are satisfied for the choice p 0 = 1, p 1 = p 2 = p 3 = 0, that is, S 1 = I. We need to distinguish some cases.
-In case b + i = d − f = 0 we have 1 2 − p 2 0 − p 2 2 = 0, that is 1 2 = p 2 0 + p 2 2 and 1 2 = p 2 1 + p 2 3 . One option is to choose p 0 = p 1 = p 2 = p 3 = 1 2 . A different option is the choice p 1 = p 2 = 0 and p 0 = p 3 = 1 √ 2 , while a third option is given by p 0 = p 1 = 0 and p 2 = p 3 = 1 Note that there are a number of other possible choices of p 0 , p 1 , p 2 , p 3 , thus the symplectic orthogonal matrix S 1 is not unique.
