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Abstract
A relation between Schur algebras and Steenrod algebra is shown in [Hai10] where to each strict
polynomial functor the author associates an unstable module. We show that the restriction of Hai’s
functor to the subcategory of strict polynomial functors of a given degree is fully faithfull.
1 Introduction
The search for a relation between Schur algebras and the Steenrod algebra has been a source of common
interest between representation theorists and algebraic topologists for over thirty years. Functorial points
of view, on unstable modules [HLS93], and on modules over Schur algebras [FS97], have given an efficient
setting for studying such relation. For the Steenrod algebra side, [HLS93] uses Lannes’ theory to construct
a functor f , from the category U of unstable modules, to the category F of functors from finite dimensional
Fp−vector spaces to Fp−vector spaces. This functor f induces an equivalence between the quotient category
U /Nil of U by the Serre class of nilpotent modules, and the full subcategory Fω of analytic functors. The
interpretation of modules over Schur algebras given by [FS97] uses an algebraic version of the category of
functors, the category P of strict polynomial functors. The category P decomposes as a direct sum
⊕
d≥0 Pd
of its subcategories of homogeneous functors of degree d. The category Pd is equivalent to the category of
modules over the Schur algebra S(n, d) for n ≥ d [FS97, Theorem 3.2]. The presentation of Pd as a category
of functors with an extra structure comes with a functor Pd → F. Nguyen D. H. Hai showed [Hai10] that
this functor Pd → F factors through the category U by a functor m¯d : Pd → U . These functors m¯d induce
a functor m¯ : P → U . The functor m¯ has remarkably interesting properties. In particular, it is exact and
commutes with tensor products. The relevance of this last property to computation will soon be apparent.
We observe that Hom-groups between unstable modules coming from strict polynomial functors via Hai’s
functor are computable: they are isomorphic to the Hom-groups of the corresponding strict polynomial
functors in many interesting cases. The primary goal of this paper is to generalize these results to the whole
category Pd. The main theorem of the present work goes as follows:
Theorem 1.1. The functor m¯d : Pd → U is fully faithful.
The theorem is proved by comparing corresponding Hom-groups in the two categories. We discuss an
example of interest. Let n be an integer and V be an F2−vector space. The symmetric group Sn acts
on V ⊗n by permutations. Denote by Γn(V ) the group of invariants (V ⊗n)
Sn and by Sn the group of
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coinvariants (V ⊗n)
Sn
. The free unstable module generated by an element u of degree 1 is denoted by F (1).
It has an F2−basis consisting of u2k with 0 ≤ k. To a strict polynomial functor G, Hai’s functor m¯ associates
the unstable module G(F (1)).
Denote by Sq0 the operation which associates to an homogenous element x ∈ Mn of M ∈ U the
element Sqnx. An unstable module M is nilpotent if for every x ∈Mn there exist an integer Nx such that
SqNx0 x = 0. An unstable module M is reduced if HomU (N,M) is trivial for every nilpotent module N . It
is called Nil−closed if ExtiU (N,M) , i = 0, 1 are trivial for every nilpotent module N .
We now show that
HomP3
(
Γ2 ⊗ Γ1, S3) ∼= HomU (Γ2(F (1))⊗ Γ1(F (1)), S3(F (1))) .
The readers of [HLS93] might expect the latter Hom-group to be isomorphic to HomF
(
Γ2 ⊗ Γ1, S3). How-
ever S3(F (1)) is not Nil−closed 1 then such an expectation fails. By classical functor techniques [FFSS99,
Theorem 1.7], if C is P or F then:
HomC
(
Γ2 ⊗ Γ1, S3) ∼= 3⊕
i=0
HomC
(
Γ2, Si
)⊗HomC (Γ1, S3−i)
It follows that:
HomF
(
Γ2 ⊗ Γ1, S3) ∼= F⊕22 ,
HomP3
(
Γ2 ⊗ Γ1, S3) ∼= F2.
The module S3(F (1)) is not Nil−closed but it is reduced. On the other hand, the quotient of the module
Γ2(F (1))⊗ Γ1(F (1)) by its submodule generated by u⊗ u⊗ u4 is nilpotent. Therefore:
HomU
(
Γ(2,1)(F (1)), S3(F (1))
) ∼= HomU (〈u⊗ u⊗ u4〉 , S3(F (1)))
∼= F2.
This example is the key to the proof of Theorem 1.1.
We end the introduction by giving some further remarks on the result and stating the organization of
the paper.
Theorem 1.1 implies that the category Pd is a full subcategory of the category U . Unfortunately the
category P itself cannot be embedded into U . There is no non-trivial morphism in the category P from Γ2
to Γ1 but
HomU
(
m¯(Γ2), m¯(Γ1)
) ∼= HomU (F (2), F (1))
∼= Fp.
The category Pd is not a thick subcategory of U . Fix p = 2, let I
(1) denote the Frobenius twist in P2,
that is the base change along the Frobenius. It is proved in [FS97] that
ExtiP2
(
I(1), I(1)
) ∼=
{
F2 if i = 0, 1,
0 otherwise.
On the other hands, the corresponding Ext group in the category U is ExtiU (ΦF (1),ΦF (1)). As in [Cuo14]:
ExtiU (ΦF (1),ΦF (1))
∼=
{
F2 if i = 2
n − 1,
0 otherwise.
Therefore, ExtiP2
(
I(1), I(1)
)
is not isomorphic to ExtiU
(
m¯d(I
(1)), m¯d(I
(1))
)
for i = 2n − 2, n ≥ 3.
1 The submodule of S3(F (1)) generated by u.u.u4 is concentrated in even degrees but this element does not has a square
root.
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Organization of the article
In section 2 we recall basic facts on the Steenrod algebra and unstable modules in the sense of [Hai10].
When p > 2, our version of the Steenrod algebra is slightly different from the version in the sense of [Ste62]
since we do not consider the Bockstein operation. We also recall Milnor’s coaction on unstable modules and
how it is used to determine action of the Steenrod algebra on certain type of elements.
The next section recalls strict polynomial functors. The construction of Hai’s functor is introduced and
an easy observation on the existence of its adjoint functors is also given.
The structure of Γλ(F (1)) is treated in section 4. We show that this module is monogenous modulo
nilpotent. A special class of generators modulo nilpotent of this module is computed.
The last section deals with Theorem 1.1. The proof of this theorem is based on a combinatorial process
followed by some Steenrod algebra techniques.
2 Steenrod algebra and unstable modules
In this section, we follow the simple presentation in [Hai10, section 3] to define the Steenrod algebra and
unstable modules.
The letter p denotes a prime number. Let [−] be the integral part of a number. We denote by A the
quotient of the free associative unital graded Fp−algebra generated by the Pk of degree k(p − 1) subject
to the Adem relations
P
i
P
j =
[ ip ]∑
t=0
(
(p− 1)(j − t)− 1
i− pt
)
P
i+j−t
P
t
for every i ≤ pj and P0 = 1 [Hai10, section 3].
An A−module M is called unstable if Pkx is trivial as soon as k is strictly greater than the degree of
x. We denote by U the category of unstable modules.
Let Ap be the Steenrod algebra [Ste62, Sch94]. If p = 2 then there is an isomorphism of algebras
A → A2, obtained by identifying the Pk with the Steenrod squares Sqk. The category U is equivalent to
the category U of unstable modules in the sense of [Sch94]. If p > 2, A is isomorphic, up to a grading scale,
to the sub-algebra of Ap generated by the reduced Steenrod powers P
k of degree 2k(p−1). The category U
is equivalent to the subcategory U′ of unstable Ap−modules concentrating in even degrees [Sch94, section
1.6].
By abuse of terminology, we call A the Steenrod algebra and Pk the k−th reduced Steenrod power.
Serre [Ser53] introduced the notions of admissible and excess. The monomial
P
i1P
i2 . . .Pik
is called admissible if ij ≥ pij+1 for every 1 ≤ j ≤ k − 1 and ik ≥ 1. The excess of this operation, denoted
by e
(
Pi1Pi2 . . .Pik
)
, is defined by
e
(
P
i1P
i2 . . .Pik
)
= pi1 − (p− 1)

 k∑
j=1
ij

 .
The set of admissible monomials and P0 is an additive basis of A .
Let | − | be the degree of an element. Denote by P0 the operation which associates to an homogenous
element x ∈ Mn of M ∈ U the element P |x|x. An unstable module M is nilpotent if for every x ∈ Mn
there exist an integer Nx such that P
Nx
0 x = 0. Denote by Nil the class of all nilpotent modules.
An unstable module M is reduced if HomU (N,M) is trivial for every nilpotent module N . It is called
Nil−closed if ExtiU (N,M) , i = 0, 1 are trivial for every nilpotent module N .
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Definition 2.1 (Mod-nil epimorphism). A morphism of unstable module M → N is called mod-nil epimor-
phism if its cokernel is nilpotent .
Let n be a positive integer. We denote by F (n) the free unstable module generated by a generator ın
of degree n. These F (n) are projective satisfying HomU (F (n),M) ∼=Mn. When n = 1 such a generator is
denoted by u rather than ı1. As an Fp−vector space, F (1) is generated by upi , i ≥ 0. Action of the reduced
Steenrod power Pk is defined by:
P
k
(
up
i
)
=


up
i
if k = 0,
up
i+1
if k = pi,
0 otherwise.
There is an isomorphism of unstable modules F (n) ∼= (F (1)⊗n)Sn where the symmetric group Sn acts by
permutations. Then we can identify F (n) with the submodule of F (1)⊗n generated by u⊗n [Sch94, section
1.6].
Definition 2.2 (Mod-nil generator). An unstable module M is mod-nil monogeneous if there exists a mod-
nil epimorphism f : F (n)→M . The element f(ın) is called a mod-nil generator of M .
Milnor [Mil58] established that A has a natural coproduct which makes it into a Hopf algebra and
incorporates Thom’s involution as the conjugation. The dual A ∗ of A is isomorphic to the polynomial
algebra
Fp[ξ0, ξ1, . . . , ξk, . . .], |ξi| = pi − 1, ξ0 = 1.
Let R = (r1, r2, . . . , rk, . . .) be a sequence of integers with only finitely many non-trivial ones. Denote
by ξR the product ξr11 ξ
r2
2 . . . ξ
rk
k . . . These monomials form a basis for A
∗. Let mn(r) ∈ A denote the dual
of ξnr with respect to that basis.
IfM is an unstable module, the completed tensor productM
⊗ˆ
A ∗ is the Fp−graded vector space defined
by: (
M
⊗ˆ
A
∗
)n
=
∏
l−k=n
M l ⊗ (A ∗)k .
We recall how to use Milnor’s coaction to determine the action of the Steenrod algebra. There is Milnor’s
coaction λ :M →M⊗ˆA ∗ for an unstable module M . We write λ(x) as a formal sum ∑R xR ⊗ ξR. Let θ
be a Steenrod operation then
θx =
∑
R
xR ⊗ ξR(θ).
Milnor’s coaction on a tensor product is determined as follows:
λ(x ⊗ y) =
∑
R
∑
I+J=R
(xI ⊗ yJ)⊗ ξR.
Milnor’s coaction on F (1) is defined by:
λ(u) =
∑
i≥0
up
i ⊗ ξi and λ(up
s
) =
∑
i≥0
up
s+i ⊗ ξpsi .
The following observation is easy and is left to the reader.
Lemma 2.3. Let n be an integer then mn(r) (u⊗n) =
(
up
r)⊗n
. If k1, . . . , km is a sequence of integer such
that pkj > n for every j then:
mn(r)
(
u⊗n ⊗ upk1 ⊗ upk2 ⊗ · · · ⊗ upkm
)
=
(
up
r
)⊗n
⊗
(
up
k1 ⊗ upk2 ⊗ · · · ⊗ upkm
)
.
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The following proposition is a strengthening of Lemma 2.3:
Proposition 2.4. Let M and N be two unstable modules. For all class x ∈ M of degree n we have
mn(r)(x) = P
r
0(x). For all class y ∈M and all natural number k such that pk > n we have
mn(r)(x ⊗ Pk0(y)) = Pr0(x) ⊗ Pk0(y).
Proof. Consider the morphism ϕ : F (n)→M defined by ın = u⊗n 7→ x. Lemma 2.3 yield:
mn(r)(x) = mn(r)
(
ϕ
(
u⊗n
))
= ϕ
(
mn(r)
(
u⊗n
))
= ϕ
(
Pr0
(
u⊗n
))
= Pr0
(
ϕ
(
u⊗n
))
= Pr0(x).
Similarly, by considering the morphism ψ : Φk(F (|y|)) → N defined by Ppk ı|y| 7→ Ppky and the product
ϕ⊗ ψ, we obtain the second equality.
3 Strict polynomial functors and Hai’s functor
The main goal of this section is to recall Hai’s functor and give an easy observation on the existence of
its adjoint functors in this section.
Following the simple presentation introduced in [Pir03] we first recall the category of strict polynomial
functors. Fix a prime number p, denote by V the category of Fp−vector spaces and by Vf its full subcategory
of spaces of finite dimension. Let n be a positive integer. Denote by Γn(V ) the group of invariants (V ⊗n)
Sn .
The category ΓdVf is defined by:
Ob(ΓdVf ) = Ob(Vf ),
HomΓdVf (V,W ) = Γ
d(HomVf (V,W )).
A homogeneous strict polynomial functor of degree d is an Fp−linear functor from ΓdVf to Vf . We denote
by Pd the category of all these functors. The notation P stands for the direct sum
⊕
d≥0
Pd. A strict polynomial
functor is an object of the category P.
We now recall the parametrized version of Γd and Sd. For each W ∈ Vf , let Γd,W be the functor which
associates to an Fp−vector space V the Fp−vector space Γd(HomVf (W,V )), and let Sd,W be the functor
which associates to an Fp−vector space V the Fp−vector space Sd(W ♯ ⊗ V ). Here, W ♯ stands for the
linear dual of W . The Γd,W are projective satisfying HomPd
(
Γd,W , F
) ∼= F (W ) and the Sd,W are injective
satisfying HomPd
(
F, Sd,W
) ∼= F (W )♯.
Let λ = (λ1, . . . , λk) be a sequence of integers. Denote by Γ
λ the tensor product Γλ1 ⊗ · · · ⊗ Γλk . Hai’s
functor m¯d : Pd → U is defined as follows. Given a strict polynomial functor F in Pd. In degree e, m¯d(F )
is defined to be the vector space of natural transformations from Γ¯d;e to F :
Γ¯d;e :=
⊕
|λ|=d
||λ||=e
Γλ, m¯d(F )
e := HomPd
(
Γ¯d;e, F
)
,
where |λ|, ||λ|| stand for λ1 + . . .+ λn and λ1 + pλ2 + . . .+ pn−1λn respectively. The structural morphisms
are induced by HomPd
(
Γ¯d;e,−). In other words, the functor m¯d can be defined as the evaluation on F (1):
m¯d(G) ∼= G(F (1)) for all G ∈ Pd,
5
and the structural morphisms are defined by:
(m¯d)V,W : HomPd (F1, F2)→ HomU (m¯d(F1), m¯d(F2)) ∼= HomU (F1(F (1)), F2(F (1)))
f 7→ f(F (1)).
Let m¯ denote the induced functor from P to U . The functor m¯ has nice properties. It is exact and commutes
with tensor products as well as Frobenius twists [Hai10, see sections 3 and 4].
The following observation is easy and is left to the reader:
Proposition 3.1. The functor m¯d admits a left adjoint denoted by ld and a right adjoint denoted by rd.
4 Mod-nil generators of some unstable modules
As explained in the introduction, we prove Theorem 1.1 by comparing corresponding Hom-groups in the
two categories Pd and U . This computation can be reduced to a smaller class of strict polynomial functors.
This class is described in the following proposition:
Proposition 4.1 ([FS97]). If dimFpW ≥ d then Sd,W is an injective generator of Pd. The functors Γλ,
where λ runs through the set of all sequences of integers whose sum is d, form a system of projective
generators of Pd [FS97].
Therefore Theorem 1.1 is equivalent to the following lemma.
Lemma 4.2. There are isomorphisms:
HomU
(
Γλ(F (1)), Sd,V (F (1))
) ∼= Sλ1(V ♯)⊗ · · · ⊗ Sλk(V ♯)
for every λ = (λ1, λ2, . . . , λk), |λ| = d.
In this section we show that Γλ(F (1)) is mod-nil monogenous. The following lemma show that tensor
products respect mod-nil monogenous modules.
Lemma 4.3. If M and N are mod-nil monogeneous then so is their tensor product M ⊗N .
Since P0(x⊗ y) = P0(x)⊗P0(y) then tensor products respect mod-nil epimorphisms. Therefore Lemma
4.3 is a consequence of the following lemma:
Lemma 4.4. For all n,m ∈ N the module F (n)⊗ F (m) is mod-nil monogeneous. More precisely, if q is a
number such that pq > n then ın ⊗ Pq0ım is a mod-nil generator of F (n)⊗ F (m).
Proof. Let q be a number such that pq > n and denote ın ⊗ Pq0ım by α. We prove that α is a mod-nil
generator of the tensor product F (n)⊗ F (m). In other words, for each γ, β ∈ A we show that there exists
a number Nγ,β such that P
Nγ,β
0 (γın ⊗ βım) belongs to the submodule of F (n)⊗ F (m) generated by α.
The inequality pq > n allows to apply Lemma 2.3:
mqn (ın ⊗ Pq0 (θım)) = Pq0 (ın ⊗ θım)
for every Steenrod operation θ. Express θ as a sum of admissible monomials Pi1 . . .Pik and denote by θ0
the sum of Pp
qi1 . . .Pp
qik . As pq > n then
mqn (ın ⊗ Pq0 (θım)) = mqnθ0 (α) .
Hence Pq0 (ın ⊗ θım) belongs to the submodule A (α).
It remains to show that for each admissible monomial θ, there exists N ∈ N such that PN0 (θın ⊗ δım)
belongs to A (α) for all Steenrod operation δ. We make an induction on the degree of θ. Since the case of
6
degree 0 is verified above we may proceed to the induction argument by supposing that the statement holds
for all admissible monomial θ of degree less than k. Let PI be an admissible monomial of degree k. For
technical reason, its first term P l is written separately: PI = P lω. By the Cartan formula we have
P
lωın ⊗ δım = P l(ωın ⊗ δım)−
l−1∑
i=0
P
iωın ⊗P(l−i)δım.
By induction hypothesis, there exists N such that PN0 (P
lωın ⊗ δım) belongs to A (α) for all Steenrod
operation δ. This concludes the lemma.
These two results yield:
Corollary 4.5. For all sequence of natural numbers λ = (λ1, . . . , λn), the module F (λ) is mod-nil mono-
geneous. More precisely, if {αi, n ≥ i ≥ 2} are n− 1 integers such that αk > λ1 + pα2λ2 + · · ·+ pαk−1λk−1
then the element ıλ1 ⊗ Pα20 ıλ2 ⊗ · · · ⊗ Pαn0 ıλn is a mod-nil generator of F (λ).
The use of mod-nil generators goes back [FS90]:
Proposition 4.6. The element u⊗up⊗· · ·⊗upn−1 is a mod-nil generator of the module F (1)⊗n. The images
of this element by the canonical projections
⊗n → Sn and ⊗n → Λn are therefore mod-nil generators of
the modules Sn(F (1)) and Λn(F (1)) respectively.
As mentioned before in the introduction, Sd,V (F (1)) is not Nil−closed in general. However it is reduced.
This property allows to show that each morphism F (λ)→ Sd,V (F (1)) is determined by the image of a mod-
nil generator of F (λ) in Sd,V (F (1)).
Definition 4.7. If M ∈ U is reduced and if Pn0 (x) = z, we define pn
√
z = x.
Lemma 4.8. Let α be a mod-nil generator of an unstable mod-nil monogeneous module M . If N is a
reduced unstable module then all morphisms from M to N are determined by the image of α in N .
Proof. Let f be a morphism from M to N and let x be an arbitrary element of M . There are a natural
number n and a Steenrod operation θ such that Pn0 (x) = θ(α). It follows that
Pn0 (f(x)) = f(P
n
0 (x))
= f(θ(α))
= θf(α).
As N is reduced then f(x) = p
n
√
θf(α).
We are thus led to the problem of determining the subspace of Sd,V (F (1)) of all possible images of a
mod-nil generator of F (λ). Lemma 4.10 presents the desired determination. Before formulating this lemma,
we fix the following notation:
Notation 4.9. Let α = (α1, α2, . . . , αt), we denote:
ωα = P
α1
0 ıλ1 ⊗ Pα20 ıλ2 ⊗ · · · ⊗ Pαt0 ıλt .
Let us present an example of interest. There is an isomorphism of Fp−vector space:
HomU
(
F (d), Sd,V (F (1))
) ∼= (Sd,V (F (1)))d .
Therefore if ϕ is a morphism from F (d) to Sd,V (F (1)) then the image ϕ(ıd) is a sum of elements of the type∏d
i=1 si ⊗ u where si ∈ V ♯. The natural transformation
k⊗
j=1
Sλj ,V → Sd,V induces a morphism
ρ :
k⊗
j=1
HomU
(
F (λj), S
λj ,V (F (1))
)→ HomU (F (λ), Sd,V (F (1))) .
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For 1 ≤ i ≤ t, let fi be a morphism from F (λi) to Sλi,V (F (1)). Then the image of ωα by ρ
(⊗t
i=1 fi
)
is a
sum of elements of simple types
t∏
k=1
(
λk∏
i=1
sik ⊗ up
αk
)
with sik ∈ V ♯. We show that every morphism in HomU
(
F (λ), Sd,V (F (1))
)
is of this simple form.
Lemma 4.10. Let λ = (λ1, . . . , λt) be a sequence of integers whose sum is d and δ be a number such that
δ > max {λi}. Denote by α the sequence (0, δ, 2δ, . . . , (t− 1)δ). Then the element ωα is a mod-nil generator
of F (λ). Moreover if ϕ is a morphism from F (λ) to Sd,V (F (1)) then ϕ(ωα) is a sum of elements of type
t−1∏
k=0

λk+1∏
i=1
sik ⊗ up
kδ


where sik ∈ V ♯.
The morphism ρ is clearly injective. Lemma 4.10 show that this morphisms is surjective as well and
hence it is bijective. Since
k⊗
j=1
HomU
(
F (λj), S
λj (F (1)⊗ V ♯)) ∼= k⊗
j=1
Sλj (V ♯),
Lemma 4.2 is a corollary of Lemma 4.10.
5 Proof of the key lemma
As discussed in previous section, we are left with Lemma 4.10. To deal with this lemma we first
investigate some combinatorial lemmas.
5.1 A combinatorial process
A morphism ϕ in HomU
(
F (λ), Sd,V (F (1))
)
is a graded morphism. Then an easy observation on the
degree of the image of a mod-nil generator of F (λ) leads us to several combinatorial lemmas of this paragraph.
Lemma 5.1. Let n be a number equal to a sum of p−powers ∑qi=0 pli where l0 ≤ l1 ≤ . . . ≤ lq. Let∑k
i=1 λip
mi be the p−decomposition of n with m1 < m2 < . . . < mk. Then there exists a partition
S1, S2, . . . , Sk of {l0, l1, . . . , lq} such that
∑
j∈Si
plj = λip
mi . Therefore q + 1 ≥ k.
Proof. We proceed by induction on mk. The lemma is trivial for the case mk = 1. Suppose that the lemma
is verified for all mk < n we prove it for the case mk = n.
1. If m1, l0 > 0, then by dividing both sides of the equality
k∑
i=1
λip
mi =
q∑
i=1
pli by p we return to the case
mk = n− 1.
2. If m1 = 0, let a(q) be the index that
0 = l0 = . . . = la(q) < la(q)+1.
Because n ≡ λ1( modulo p) then a(q)− λ1 is divisible by p. Therefore
k∑
i=2
λip
mi = p
(
plλ1+1 + plpλ1+1 + . . .+ pla(q)−λ1−p+1
)
+
q∑
i=a(q)+1
pli . (5.1)
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By dividing both side of 5.1 by p we have:
k∑
i=2
λip
mi−1 = plλ1+1 + plpλ1+1 + . . .+ pla(q)−λ1−p+1 +
q∑
i=a(q)+1
pli−1.
According to induction hypothesis, we have a partition of index sets
{
lλ1+1, lpλ1+1, . . . , la(q)−λ1−p+1
} ∪ {la(q)+1 − 1, . . . , lq − 1}
into k − 1 subsets T2, . . . , Tk such that ∑
j∈T
i
pj = λip
mi−1.
For each i ≥ 2 we denote:
S
′
i = Ti ∩
{
lλ1+1, lpλ1+1, . . . , la(q)−λ1−p+1
}
,
T
′
i = Ti ∩
{
la(q)+1 − 1, . . . , lq − 1
}
.
We write S1 = {l0, l1, . . . , lλ1} and
Si = S
′
i ∪
{
lpjλ1+2, lpjλ1+3, . . . , lpjλ1+p
∣∣∣lpjλ1+1 ∈ S′i } ∪ {l + 1 ∣∣∣l ∈ T ′i } , 2 ≤ i ≤ k,
then S1, S2, . . . , Sk is a partition for the case mk = n.
As a special case of Lemma 5.1, we have:
Corollary 5.2. Let (a1, . . . , ak) be a pairwise distinct sequence of positive natural numbers. We suppose
further that the p−adic decompositions of two distinct numbers of the sequence have no common p−power.
Then if the equality
q∑
i=1
pli =
k∑
j=1
aj holds, there exists a partition S1, . . . , Sk of {1, . . . , q} such that for all
i = 1, . . . , k we have
∑
j∈Si
plj = ai.
In order to prove Lemma 4.10, we need to determine the images in Sd(F (1)⊗ V ♯) of the element
ωα = ıλ1 ⊗ Pδ0ıλ2 ⊗ P2δ0 ıλ3 ⊗ · · · ⊗ P(t−1)δ0 ıλt .
Because the degree of ωα is equal to that of its image, we obtain an equality:
λ1 + p
δλ2 + p
2δλ3 + · · ·+ p(t−1)δλt = pl1 + · · ·+ pld .
The following lemma supplies a first determination of li basing on this equality.
Lemma 5.3. Let λ = (λ1, . . . , λt) be a sequence of natural numbers such that the sum is equal to d and
δ be a number such that δ > max {λi} and that the p−adic length of pδ − t is strictly greater than d for
t ≤ dpλi − λi. We suppose furthermore that the following identity holds:
λ1 + p
δλ2 + p
2δλ3 + · · ·+ p(t−1)δλt = pl1 + · · ·+ pld ,
l = (l1, . . . , ld) denotes an ascending sequence. Then there exists a unique partition of {1, . . . , d} into t
subsets Ei such that:
• For all i we have
p(i−1)δλi =
∑
h∈Ei
plh ;
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• Each subset Ei is a sequence of successive natural numbers {k, . . . , k + r};
• card(E1) ≤ λ1.
Proof. The condition δ > max {λi} allows to apply Lemma 5.2.
Let τ be the first index such that plτ ≤ λ1 < plτ+1 . We show that
τ∑
i=1
pli = λ1. The equality
(
τ∑
i=1
pli
)
− λ1 = pδ
(
λ2 + p
δλ3 + · · ·+ p(t−2)δλt
)
−
d∑
i=τ+1
pli
guarantees that
(
τ∑
i=1
pli
)
− λ1 is divisible by pλ1 . It follows that
(
τ∑
i=1
pli
)
≥ λ1. If the inequality is strict,
then (
τ∑
i=1
pli
)
− λ1 ≤ dpλ1 − λ1.
Hence the p−adic length of the sum
pδ
(
λ2 + p
δλ3 + · · ·+ p(t−2)δλt
)
−
(
τ∑
i=1
pli
)
+ λ1
is greater than d+ 1. This contradicts the fact that d is the upper bound of the p−adic length of
d∑
i=τ+1
pli .
Hence
τ∑
i=1
pli = λ1. We can then choose E1 = {1, 2, . . . , τ}. The rest of the lemma can be proved in the
same manner by using Corollary 5.2.
It follows from the equalities
p(i−1)δλi =
∑
h∈Ei
plh
that card(Ei) ≤ p(i−1)δλi and in particular, card(E1) ≤ λ1.
It remains to prove that card(Ei) = λi to complete the proof of Lemma 4.10. Since
∑
i
card(Ei) =
∑
i
λi,
it suffices to show that card(Ei) ≤ λi for all i. Unfortunately, combinatorial arguments are not enough
to reach the conclusion. We need to make use of the action of Steenrod algebra in order to realize these
inequalities.
5.2 Proof
The proof of the key lemma now goes as follows.
Proof of Lemma 4.10. The image ωα is a sum of elements of the type
∏d
i=1 u
pli ⊗ vi in Sd(F (1) ⊗ V ♯).
Therefore, the following equality holds:
λ1 + p
δλ2 + p
2δλ3 + · · ·+ p(t−1)δλt = pl1 + · · ·+ pld
We now show that in
∏d
i=1 u
pli ⊗vi, u appears λ1 times, upδ appears λ2 times and so on, up(i−1)δ appears
λi times. Lemma 5.3 implies that u appears at most λ1 times. By showing the same result for all i we get
card(Ei) = λi and the proof is completed.
It follows from Proposition 2.4 that
mλ1(tδ)
(
ω(0,δ,2δ,...,(t−1)δ)
)
= ω(tδ,δ,...,(t−1)δ).
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On the other hands
ω(tδ,δ,...,(t−1)δ) = P
δ
0ω((t−1)δ,0,δ,...,(t−2)δ).
We denote by k1 the index such that
k1∑
i=1
pli = λ1. Because
d∑
i=k1+1
pli = pδ
(
λ2 + p
δλ3 + · · ·+ p(t−2)δλt
)
we must have plk1+1 > λ1. Otherwise, the p−adic length of pδ−plk1+1 is greater than d. Follow Proposition
2.4, we obtain:
mλ1(tδ)
(
d∏
i=1
up
li ⊗ vi
)
= Ptδ0
(
k1∏
i=1
up
li ⊗ vi
)
·
d∏
i=1+k1
up
li ⊗ vi
Because every morphism in HomU
(
F (λ), Sd,V (F (1))
)
is A−linear, it follows from
mλ1(tδ)
(
ω(0,δ,2δ,...,(t−1)δ)
)
= Pδ0ω((t−1)δ,0,δ,...,(t−2)δ)
that li ≥ δ for all i > k1. Moreover pδλ2 =
∑
i∈E2
pli hence the equality λ2 =
∑
i∈E2
pli−δ holds. It means that
Card(E2) ≤ λ2. Similarly, by considering the elements
mλ1+λ2+...+λi(tδ)
(
ω(0,δ,2δ,...,(t−1)δ)
)
we obtain the inequalities Card(Ei+1) ≤ λi+1. This concludes the lemma.
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