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Multiphase estimation is a paradigmatic example of a multiparameter problem. When mea-
suring multiple phases embedded in interferometric networks, specially-tailored input quantum
states achieve enhanced sensitivities compared with both single-parameter and classical estimation
schemes. Significant attention has been devoted to defining the optimal strategies for the scenario
in which all of the phases are evaluated with respect to a common reference mode, in terms of
optimal probe states and optimal measurement operators. As well, the strategies assume unlimited
external resources, which is experimentally unrealistic. Here, we optimize a generalized scenario
that treats all of the phases on an equal footing and takes into account the resources provided by
external references. We show that the absence of an external reference mode reduces the number of
simultaneously estimatable parameters, owing to the immeasurability of global phases, and that the
symmetries of the parameters being estimated dictate the symmetries of the optimal probe states.
Finally, we provide insight for constructing optimal measurements in this generalized scenario. The
experimental viability of this work underlies its immediate practical importance beyond fundamental
physics.
I. INTRODUCTION
With its potential to revolutionize fields such as imag-
ing and sensing, quantum metrology is one of the most
promising near-term quantum technologies. Photonics
implementations are prominent, with many problems
cast as the measurement of a single optical phase, whose
applications range from the measurement of biological
tissues [1] to the detection of gravitational waves [2, 3].
For such tasks, the advantage of using quantum light is
a long-established result [4–8] and a long-sought techno-
logical goal [9–14].
However, this focus on the single-parameter case is
neither necessary nor advisable. Recent suggestions ad-
vise adopting a multiple parameter approach [15, 16],
thus making quantum-enhanced multiparameter estima-
tion [17–28] an important component of the next quan-
tum revolution.
The paradigmatic multiparameter estimation problem
is the estimation of multiple relative phases in an interfer-
ometer. This proof-of-concept scenario, in which a simul-
taneous estimation strategy can outperform sequential
quantum-enhanced estimation strategies, has generally
been approached assuming the presence of a preferred
reference mode and an equal interest in the remaining
d modes [17], although different choices have also been
considered [29].
In this work, we present a comprehensive study of the
implications of the presence or absence of a phase refer-
ence for multiple phase estimation, extending the results
∗ goldberg@physics.utoronto.ca
of Ref. [30]. Our treatment of this estimation problem
makes use of the Quantum Fisher Infomation (QFI). This
is a powerful tool encapsulating the ultimate lower bound
on the precision that can be achieved for estimating a
specific parameter using a given state [31, 32]. In mul-
tiparameter problems, the corresponding QFI becomes a
matrix, whose inverse bounds the matrix of covariances
between all of the estimated parameters. Scalar versions
of the bound can be inferred, limiting the precision of
estimating all parameters simultaneously.
The QFI, however, does not take into account any ex-
perimental restrictions on what measurements can be fea-
sibly achieved, leaving the theoretical treatment of esti-
mation somewhat disconnected from practical consider-
ations. By explicitly incorporating the availability of a
phase reference, we are able to transparently include this
experimental resource into the QFI framework.
This article is organised as follows: in Section II, we
summarise our main results; in Section III, we intro-
duce the multiphase paradigm; in Section IV, we detail
the treatment of multiple phase estimation with classical
light; in Section V, we extend our studies to quantum
states of light; and in Section VI, we address experimen-
tal implementations of the required measurements.
II. SUMMARY OF THE RESULTS
The imprinting of a phase shift φ on an optical mode is
described mathematically by the action of the operator
eiφnˆ, where nˆ is the photon number operator acting on
that mode. Operating on a Fock state |n〉, the phase shift
operator yields einφ |n〉, where the parameter φ appears
only as an unobservable global phase. In contrast, coher-
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2Figure 1. Multiple phase estimation: general concept. A set
of optical phases φ0, · · · , φd is estimated, based on a mea-
surement strategy Π. This can either make use of an external
phase reference, or use one or more of the modes as a refer-
ence.
ent states |α〉 ∝ ∑∞n=0 αn√n! |n〉, the most classical states
of light, transform as |α〉 → ∣∣eiφα〉, the phase φ now be-
ing encoded as a relative phase between the amplitudes
of the component number states, which is, in principle,
measurable.
However, interfering different energy eigenstates in or-
der to measure their relative phase is only possible with
the aid of an ancillary system with uncertain energy:
here, another beam |β〉, which can be used as a phase
reference. The necessity of a reference beam is normally
glossed over in phase estimation protocols. As a first
result, we quantify how the available information is de-
creased in the absence of such a phase reference: the rank
of the QFI matrix (QFIM) is decreased by one, making
it impossible to simultaneously estimate all d+ 1 phases
in Fig. 1. The rank of the QFIM immediately dictates
the number of parameters that can be estimated, and
the scaling of the QFIM with various experimental pa-
rameters informs the metrological usefulness of a given
quantum state. We use this to explicitly show why global
phases cannot be estimated in multiphase estimation pro-
tocols.
The irrelevance of global phases implies that no phase
is more equal than others. This amounts, in practice,
to establishing a phase reference, based on the available
modes. The parameters to be estimated are thus not
the original phases, but some set of linear combinations
thereof, determined according to a cost matrix Ri.
We establish the classical limits pertaining to the dif-
ferent scenarios illustrated in Fig. 2: the standard ap-
proach of selecting one of the modes as a reference and es-
timating the relative phases of the other d modes to that
one; the estimation of the d + 1 relative phases between
“neighboring” modes; and the estimation of all d(d+1)/2
possible relative phases. Some of these have more pa-
rameters than the original problem, but each represents
a meaningful task. The optimal partitioning of the total
available energy E among the different modes depends
on the cost matrix: in particular, we find that for the
scenarios R1 and R2 a symmetric subdivision begets op-
timal performance.
We then discuss how generalized N00N states spread
over multiple modes lead to a scaling enhancement of the
total variance with respect to the classical limits, gen-
eralizing the results of Refs. [17, 33]. We find that the
weights of the different components of the quantum state
closely follow the prescriptions for classical light.
In particular, an egalitarian estimation scheme opti-
mizes the sensitivity of measuring all phases relative to
each other. In such a scenario, the optimal states have
the same form for both classical and nonclassical states,
with equal energy in each of the modes of the interfer-
ometer. Simultaneous estimation schemes significantly
outperform sequential schemes for symmetrized measure-
ment scenarios.
III. THE MULTIPHASE PARADIGM OF
QUANTUM ESTIMATION
The goal of parameter estimation is to measure a set
of parameters φ = (φ0, · · · , φd) describing a sample with
as much precision as possible. For this purpose, a probe
is prepared in a suitable quantum state |ψ0〉, which is
then transformed by a unitary operation Uˆ(φ), repre-
senting the action of the sample. Finally, appropri-
ate measurements are carried out on the output state
|ψ(φ)〉 = Uˆ(φ)|ψ0〉, so that the values of the parameters
can be inferred from the outcome statistics.
For the specific case of d + 1 optical phases, sketched
in Fig.1, the explicit form of the unitary operator is
Uˆ (φ) = exp
(
i
d∑
i=0
φinˆi
)
, (1)
where nˆi is the photon number operator pertaining to
the mode labeled by i.
The precision in such a multiparameter case is cap-
tured by the (d + 1) × (d + 1) covariance matrix with
components C i,j = 〈φiφj〉 − 〈φi〉 〈φj〉. This is bounded
by the Cramér-Rao inequality:
C ≥ [H (ψ0;φ)]−1 , (2)
where H (ψ0;φ) is the celebrated quantum Fisher infor-
mation matrix (QFIM). This is a measure of the amount
of information about the set φ that can be extracted from
the probe state |ψ0〉. In our specific example, the QFIM
3Figure 2. Schematics of the different phase estimation strategies. Circles stand for the phases in each mode, and the connecting
lines for the parameters to be estimated. In the first panel, mode 0 is selected as a privileged phase reference, corresponding
to estimating the relative phases δi,0 = φi − φ0. In the second panel, the choice is to refer each phase to the previous one (in
cyclical fashion): δi,j = φi − φj . Finally, in the third panel, all relative phases are considered.
has components
H i,j = 4<
[〈
∂ψ(φ)
∂φi
∣∣∣∣∂ψ(φ)∂φj
〉
−
〈
ψ(φ)
∣∣∣∣∂ψ(φ)∂φi
〉〈
∂ψ(φ)
∂φj
∣∣∣∣ψ(φ)〉]
= 4Covψ(φ)(nˆi, nˆj),
(3)
where
Covψ(X,Y ) = 12 〈ψ|XY + Y X |ψ〉 − 〈ψ|X |ψ〉 〈ψ|Y |ψ〉 ,
(4)
while the general expression can be found in [34].
We seek to maximize H for the sake of obtaining the
minimal covariance, with all the caveats of working with
a matrix inequality such as (2); foremost, we require a
scalar figure of merit [35].
In this framework, it is in principle possible to simulta-
neously estimate all d+ 1 parameters φ: for some states
|ψ0〉 the QFIMH has rank d+1 so that the lower bound
from (2) is finite. This does not amount to measuring
absolute phases because the QFIM assumes the uncon-
ditional availability of an external phase reference, as in
Fig. 1. This may not be the case in actual experiments,
thus the QFIM calculated using pure states would lead to
a too-generous estimate of the attainable covariance, in
line with the considerations of Ref. [30] for single-phase
interferometry.
In the absence of an external phase reference, the ap-
propriate result can be obtained by considering the QFIM
derived under a superselection rule that transforms the
state in such a way that it erases any global phase infor-
mation:
|ψ〉 〈ψ| →
∫
dθ
2pi
e−iNˆθ |ψ〉 〈ψ| e+iNˆθ
=
∞∑
N=0
1ˆN |ψ〉 〈ψ| 1ˆN ≡
∞∑
N=0
pN |ψN 〉 〈ψN | ,
(5)
where Nˆ =
∑
N N 1ˆN is the total-photon-number opera-
tor and 1ˆN is the projector onto the N -photon subspace.
Calculating the QFIM with this transformed state yields
the maximal possible experimental precision in the ab-
sence of any additional external resources. Since the sub-
spaces and their weights pN are not changed by varying
φ, the resulting mixed-state QFIM is the convex sum of
the corresponding pure-state QFIMs ([26]):
H
( ∞∑
N=0
pN |ψN 〉 〈ψN |
)
=
∞∑
N=0
pNH (|ψN 〉 〈ψN |) . (6)
We can then demonstrate our first result: this super-
selected QFIM H has rank at most d. For this purpose,
we observe that the new QFIM H can be broken into a
convex sum:
H i,j = 4
∑
N
pNCov|ψN 〉(nˆi, nˆj). (7)
In each photon-number subspace, we can rewrite nˆ0 =
N − ∑di=1 nˆi, where N is a constant. Using the lin-
ear covariance rule Cov|ψ〉(X,Y + Z) = Cov|ψ〉(X,Y ) +
Cov|ψ〉(X,Z), we now find
H i,0 = H 0,i =
d∑
j=1
[
−4
∑
N
pNCov|ψN 〉(nˆi, nˆj)
]
(8)
4and
H 0,0 =
d∑
i,j=1
4
∑
N
pNCov|ψN 〉(nˆi, nˆi). (9)
From this it is apparent that
∑d
j=0H i,j = 0 for all i,
from which we immediately conclude that H is singular.
IV. OPTIMAL ESTIMATION WITH
CLASSICAL STATES
The capabilities of multiphase estimation with classical
light are assessed by inspecting the state
⊗d
i=0
∣∣eiφiαi〉.
In the presence of a phase reference, the associated QFIM
has components
H i,j = 4 |αi|2 δi,j , (10)
where δi,j is the Kronecker delta. The diagonal form of
this QFIM derives from the fact that each phase shift is
accumulated independently of the others. This implies
that, in principle, each phase φi can be estimated at its
individual ultimate limit, regardless of the presence of the
others. The corresponding variances will be proportional
to the inverses of the energies in each mode i.
When a phase reference is unavailable, the form (10)
is not valid, and needs to be replaced with its superse-
lected version, derived using (5). Comparison between
classical and quantum states only makes sense for fixed
resources devoted to the estimation; hence, we keep the
average energy E fixed. For classical states, and writ-
ing E as a dimensionless photon number, this requires
E =
∑d
i=0 |αi|2, which can be used to recast the states
in the form
d∏
i=0
∣∣eiφiαi〉 = e−E/2 ∞∑
N=0
(∑d
i=0 e
iφiαiaˆ
†
i
)N
N !
|vac〉 . (11)
From this we can immediately identify the Fock layers as
√
pN |ψN 〉 = e−E/2
(∑d
i=0 e
iφiαiaˆ
†
i
)N
N !
|vac〉
=
e−E/2√
N !
∑
k0+···+kd=N
√(
N
k
)
eik·φ
d∏
i=0
αkii |k〉 ,
(12)
using the multinomial coefficients
(
N
k
)
=
(
N
k0,··· ,kd
)
, and
the vector notation |k〉 = ⊗dj=1 |kj〉j . One can use the
identity
〈
k
∣∣∣∣k′〉 = δk0k′0 · · ·δkdk′d to verify that the prob-
abilities are Poisson-distributed in terms of the total en-
ergy:
pN =
ENe−E
N !
. (13)
The first-derivative terms are given by〈
ψN
∣∣∣∣∂jψN〉 = 1pN e
−E
N !
∑
k0+···+kd=N
ikj
(
N
k
) d∏
i=0
|αi|2ki
= i|αj |2NE−1
(14)
and the second-derivative terms by〈
∂iψN
∣∣∣∣∂jψN〉 = 1pN e
−E
N !
∑
k
kikj
(
N
k
) d∏
i=0
|αi|2ki
= |αi|2|αj |2N(N − 1)E−2
(15)
for (i 6= j) and〈
∂jψN
∣∣∣∣∂jψN〉 = |αj |4N(N − 1)E−2 + |αj |2NE−1
(16)
otherwise. The QFIM thus has components
H i,j = 4
∞∑
N=0
pN
(
δi,j |αi|2NE−1 − |αi|2 |αj |2NE−2
)
= 4
(
δi,j |αi|2 − |αi|
2 |αj |2
E
)
.
(17)
The absence of a phase reference has two main conse-
quences on the relative QFIM (17), with respect to its
counterpart with a phase reference (10). The first obser-
vation is that each component of the QFIM is decreased,
which is a stronger result than the averaging over a global
phase not increasing the amount of information present
in the states. More crucially, the rank of the QFIM di-
minishes to d from the value d+1 allowed by the presence
of a reference. The number of parameters that can ulti-
mately be estimated is thereby reduced by one when all
resources are taken into consideration.
This reduction of the rank demands a judgment call
when identifying how the available information should
be used. A standard procedure consists of selecting one
of the modes (viz. mode 0) as a reference, and comparing
the other d phases to φ0. The vector of parameters to
be estimated is then given by the relative phases δ0,i =
φi − φ0.1
All of the information about these d relative phases is
thus contained in the d × d submatrix of H restricted
to i, j > 0. The inverse of the restricted H can be com-
puted using the Sherman-Morrison formula and has com-
ponents (
H−1
)
i,j
=
δi,j
4 |αi|2
+
1
4 |α0|2
, (18)
1 This can be achieved mathematically by acting on the entire
state with the operator exp
(
−iφ0Nˆ
)
, which sends each phase
φi → δ0,i while leaving unchanged the final state in (5).
5with each diagonal term H i,i bounding from below the
attainable uncertainty on the respective phase δ0,i.
Selecting mode 0 as the reference does not yield the
same result for the components of the QFIM correspond-
ing to the d phases δ0,i that we saw earlier in Eq. (10).
The correct form has smaller diagonal elements, accom-
panied by non-vanishing off-diagonal elements, which in-
dicate the statistical correlations between the d param-
eters. This is due to the fact that the expression (17)
takes the finite energy in the reference mode into ac-
count explicitly; the ideal case is obtained only in the
limit |α0|2 →∞.
To simultaneously optimize the estimation of all d
phases relative to a single phase reference one uses the
cost matrix R0 = 1 (see Fig. 2):
Si = Tr
(
RiH
−1) . (19)
The bound S0 can be minimized using the Lagrange mul-
tiplier E −∑di=0 |αi|2 to enforce the constraint on the
total energy. This yields
S0 =
d
4E
(√
d+ 1
)2
(20)
when
|αi|2 = |α0|
2
√
d
=
E
d+
√
d
. (21)
We can compare this limit to what is attained perform-
ing d sequential estimations, each with optimal energy
|αi|2 = |α0|2 = 12 Ed . In this case, we find that that the
analogue limit is S0 = d
2
E , thus larger by a factor of at
most 4. The imbalance between the optimal energy in
the reference mode and the d probe modes follows di-
rectly from its privileged position with respect to the
estimation cost function.2
The choice of optimising the estimation of the param-
eters δ0,i is not unique, nor necessarily the most conve-
nient. In fact, one can imagine a symmetric situation in
which the relevant quantities are the d+1 relative phases
between each mode and the following one, parametrized
by δi,i+1, including δd,0 (See Fig. 2). Even though not all
of the parameters are independent, one can still equally
weight the cost of estimating each one. The variance of
any relative phase can be determined from the covariance
matrix of the original parametrization through
∆2 (δi,j) = ∆
2 (δ0,i) + ∆
2 (δ0,j)− 2Cov (δ0,i, δ0,j) ,
(22)
where ∆2 (X) =
〈
X2
〉 − 〈X〉2. Using ∆2 (δ0,0) = 0
and Cov (δ0,0, δ0,d) = ∆2 (δ0,d), the minimum total un-
certainty is bounded by
∆2 (δd,0) +
d−1∑
i=0
∆2 (δi,i+1) = 2
(
d∑
i=1
∆2 (δ0,i)−
d−1∑
i=1
Cov (δ0,i, δ0,i+1)
)
≥ S1 = Tr
(
R1H
−1) (23)
for cost matrix
R1 =

2 −1 0 · · · 0
−1 2 −1 · · · 0
...
. . . . . . . . .
...
0 · · · −1 2 −1
0 · · · 0 −1 2
 . (24)
This cost matrix, and all others, can be found by the
change-of-parametrization Jacobian J i through Ri =
2 We can extend this to any weighting in the cost func-
tion: weight each variance δ0,i by wi. Then the optimal
state has E0 = E/
(
1 +
∑d
i=1
√
wi/
√∑d
i=1 wi
)
and Ei =
E
√
wi/
(√∑d
i=1 wi +
∑d
i=1
√
wi
)
.
JTi J i; here
JT1 =

1 −1 0 0 · · · 0
0 1 −1 0 · · · 0
...
. . . . . . . . . . . .
...
0 · · · 0 1 −1 0
0 · · · 0 0 1 −1
 . (25)
The measure to be minimized for the ring cost function
is
S1 =
1
2
(
1
|α0|2
+
d∑
i=1
1
|αi|2
)
. (26)
Using the same Lagrange multiplier as before, the opti-
mal state now has
|αi|2 = |α0|2 = E
d+ 1
, (27)
6corresponding to a lower-bounded total uncertainty of3
S1 =
(d+ 1)
2
2E
. (28)
In comparison, a sequential estimation scheme mea-
sures all d + 1 parameters independently using energy
E
d+1 , with (d+ 1)× (d+ 1) QFIM equal to Ed+1 times the
identity matrix. This can be recast as an estimate of the
original d independent parameters through the Jacobian
transformation
H → JT1HJ 1 =
E
d+ 1
R1. (29)
The total error on all d+ 1 parameters for the sequential
estimation scheme is easily calculated:
S1 = Tr
(
R1H
−1) = d(d+ 1)
E
. (30)
This is clearly superior to the alternative sequential es-
timation scheme in which only the original d parameters
are estimated; that case would have S1 = Tr(R1 dE ) =
2d2
E .
The simultaneous estimation strategy outperforms the
sequential strategy by 2dd+1 . The advantage approaches
2 in the large-d limit because each sequential estimation
with energy Ed+1 can only send
E
2(d+1) through each mode,
while our simultaneous estimation strategy always sends
energy Ed+1 through each mode. Simultaneous estimation
schemes are optimal due to their sharing of resources to
minimize the variance in estimating each phase.
One can finally consider the fully symmetric cost func-
tion that minimizes the sum of all pairwise relative phases
using
R2 =

d −1 −1 · · · −1
−1 d −1 · · · −1
...
. . . . . . . . .
...
−1 · · · −1 d −1
−1 · · · −1 −1 d
 . (31)
It turns out that
S2 =
d
2
S1, (32)
meaning that this measure is optimized by the same
equal-energy state as the ring cost function. The optimal
sequential estimation scheme, which measures
(
d+1
2
)
rela-
tive phases each using total energy E/
(
d+1
2
)
, also satisfies
S2 =
d
2S1:
S2 = d
(
d+1
2
)
E
. (33)
3 Incorporating the weights wi on the variances δi,i+1, the optimal
state has Ei = E (wi−1 + wi) /2
∑d
i=0 wi for all i including i =
0.
We observe identical behaviour in the ring and fully-
connected parametrizations (Fig. 2). This shows the
generic result that symmetric estimation schemes are op-
timized by symmetric probe states, and that simultane-
ous estimation schemes can outperform sequential ones;
we have seen this to be true for classical input states, and
we will subsequently show the same phenomenon with
quantum states.
V. OPTIMAL ESTIMATION WITH QUANTUM
STATES
Nonclassical states are known to outperform their clas-
sical counterparts in phase estimation. This result holds
in the single-parameter case, and carries over to the sce-
nario of d relative phases analogous to (20). For the latter
case, the class of quantum states
|ψ〉 =
d⊕
i=0
βi |N〉i , (34)
where the state |N〉i has N photons in mode i and zero
photons elsewhere, has provided interesting insight in
this problem [17, 33]. This represents a generalization
of N00N states to our multidimensional problem, and,
since the total photon number is fixed at the value N ,
it is left invariant under the superselection rule (5); the
energy of the state is constrained to E = N in units of
photon number.
The QFIM for such states |ψ〉, which evolve to⊕d
i=0 e
N iφiβi |N〉i, has components
H i,j = 4N
2
(
δi,j |βi|2 − |βi|2 |βj |2
)
= 4N
(
δi,j |αi|2 − |αi|
2 |αj |2
N
)
,
(35)
where we have defined the energy fraction for each mode
to be |αi|2 = N |βi|2, in analogy with the classical case.
This shows that the quantum expression for the QFIM
(35) differs from the classical one (17) only by the pref-
actor N ; because of this form, all of the nuances from the
classical treatment hold true – except for the scaling ad-
vantage associated with the quantum resources. In par-
ticular, the QFIM again has rank d, making it necessary
to select a strategy at the outset.
The first example on which we report, which has been
discussed in [17], focuses on the d phase differences δ0,i.
The inverse of the QFIM is easily found to be
(
H−1
)
i,j
=
δi,j
4N2 |βi|2
+
1
4N2 |β0|2
. (36)
All of the optimization over {βi} carries through in ex-
actly the same manner as in the classical case. In par-
ticular, the optimisation for the case of a single reference
7mode yields a total variance
S0 =
d
4N2
(√
d+ 1
)2
, (37)
achieved for |βi|2 = |β0|2 /
√
d =
(
d+
√
d
)−1
[c.f. (20)],
as discussed in [17]. The scaling with the number of pa-
rameters d is the same as for the classical simultaneous
estimation strategy, while the scaling with energy is en-
hanced with these nonclassical states.
In comparison, the optimal sequential quantum esti-
mation scheme measures the d relative phases δ0,i using
a series of d N00N states, each with total photon number
N/d. The precision on such a measurement is bounded
by ∆2 (δ0,i) ≥ 1/ (N/d)2, thus yielding a bound on the
total precision
d∑
i=1
∆2 (δ0,i) ≥ d
3
N2
= O (d)S0. (38)
The simultaneous estimation scheme offers an enhance-
ment over the sequential one by a factor that grows lin-
early with the number of phases being estimated. This
growth with d, in contrast to the asymptotically-constant
improvement of simultaneous versus sequential estima-
tion with classical states, is due to the E−2 scaling in
the quantum case and the E−1 scaling in the classical
case. When the energy must be split into d parts for a
sequential estimation, the former suffers more than the
latter. This makes simultaneous estimation much more
appealing in the quantum case.
Moving beyond the picture of a privileged phase-
reference mode, we again consider the ring cost function
(23). We find the optimal states to be GHZ-type states
defined by |βi|2 = |β0|2 = (d+ 1)−1, with [c.f. (26) and
(27)]
S1 =
(d+ 1)
2
2N2
. (39)
This can again be compared to the optimal sequential es-
timation scheme using d+1 N00N states with N/(d+1)
photons each, achieving a lower-bounded sum of vari-
ances
d∑
i=0
∆2(δi,i+1) ≥ d
(
d+ 1
N
)2
= O (d)S1. (40)
The increased advantage with d has the same origin in the
different energy scaling as the previous case. A sequen-
tial estimation of only d independent parameters, on the
other hand, gives Tr
[
R1
(
d
N
)2]
= 2d
(
d
N
)2
, which out-
performs the sequential ring estimation scheme for d < 3.
Lastly we turn our attention to the fully-symmetric
cost of estimating all
(
d+1
2
)
phase differences. The opti-
mization for the classical states carries through to again
be optimized by the GHZ-type states, with
S2 =
d
2
S1 =
d (d+ 1)
2
4N2
. (41)
A sequential estimation strategy this time requires
(
d+1
2
)
N00N states with N/
(
d+1
2
)
photons each, resulting in a
total sum of variances
d∑
i<j=0
∆2(δi,j) ≥ d
((
d+1
2
)
N
)2
= O (d2)S2. (42)
This sequential estimation scheme performs poorly. Bet-
ter is to only perform a sequential estimation of d phases
relative to a single common reference, and to infer the
values of the other parameters; this procedure has vari-
ance bound Tr
[
R2
(
d
N
)2]
= d
4
N2 . The ring estima-
tion procedure, with variance bound Tr(R2R−11 )
(d+1)2
N2 =
1
2
(
d+2
3
) (d+1)2
N2 , outperforms both others for d = 3, 4 by
less than 5%; otherwise, it is better to avoid splitting the
energy N into too many parts due to the O(N2) scaling
of the variances.
We can make some overall comments about uncer-
tainty scalings, with results summarized in Table I. The
optimal simultaneous quantum estimation strategy goes
as ∑
i,j
∆2(δi,j) ≥ O
(
ndN−2
)
, (43)
where n is the total number of possibly-dependent pa-
rameters being estimated (i.e., the total number of terms
in the sum over i, j). This is because the variance goes as
∼ O(E−2) = O(N−2), the probabilities |βi|2 are equally
split among O(d) modes, and there are O(n) total co-
variance terms to consider. In contrast, for a sequential
quantum scaling the energy is optimally split into O(d)
parts with probabilities split over only O(1) modes, and
there are O(n) variances to sum, leading to an overall
scaling
d∑
i,j
∆2(δi,j) ≥ O
[
n
(
d
N
)2]
= O (nd2N−2) . (44)
For a classical simultaneous estimation there are again
n parameters to be estimated, this time with variances
scaling as E−1, and the total energy is again split among
d modes: ∑
i,j
∆2(δi,j) ≥ O
(
ndE−1
)
. (45)
The sequential classical scheme divides the energy into
n parts, but the reparametrized information only counts
these d times, leading to the same scaling. Simultaneous
estimation outperforms sequential estimation in the clas-
sical regime by O(1) due to advantages in resource alloca-
tion among modes. These scaling arguments explain the
asymptotic improvements of the simultaneous estimation
schemes for different numbers of parameters being es-
timated. Quantum schemes outperform their classical
counterparts by a factor of N ; this heightened sensitivity
8to splitting N among more measurements is responsible
for the dramatic O(d) improvements promised by simul-
taneous versus sequential quantum estimation.
VI. OPTIMAL MEASUREMENT SCHEME FOR
SIMULTANEOUS PHASE ESTIMATION
The matrix quantum Cramér-Rao bound suffers from
the limitation that the bound may be unattainable even
in principle. Multiple phase estimation is a fortunate
counter-example that does not suffer from this drawback;
it is possible to simultaneously estimate all d independent
parameters. This is ultimately linked to the fact the gen-
erators corresponding to the d independent phase shift
operations commute. For example, the commutativity of
the set
hˆδ0,i = nˆi − nˆ0, i ∈ (1, d) (46)
implies that the d phase differences δ0,i can be simulta-
neously estimated at the ultimate limit.
We present example schemes that can be experimen-
tally implemented to saturate the Cramér-Rao inequality
(2). Notice that, while the QFIM is only d-dimensional,
the quantum Cramér-Rao bound can be saturated for
any cost function (19), even one that takes into account
more than d interdependent parameters. We focus our
discussion on quantum states with fixed N , as these are
the only states that remain pure in the absence of a phase
reference.
Per Refs. [17, 33], the quantum Cramér-Rao bound
can be saturated by a projection-valued measure using
of a set of d + 1 orthogonal projectors. These depend
explicitly on the phases φ, which this is perfectly legit-
imate, since the Cramér-Rao bound holds true for local
estimation and in the asymptotic limit. The first projec-
tor is chosen to correspond to the evolved state |ψ (φ)〉.
Since this state and its d derivatives
∂
∂δ0,i
|ψ (φ)〉 = ihˆδ0,i |ψ (φ)〉 (47)
are linearly independent, the remaining d projectors can
be formed using a Gram-Schmidt orthogonalization pro-
cedure, provided they satisfy some additional conditions
detailed in Ref. [33].
The first scenario in Fig. 2a corresponds to d phase
shifts δ0,i being estimated with respect to a common ref-
erence. The state identified by the condition (36) rep-
resents the optimal choice. In the limit of small phase
shifts φ ≈ 0, which can be obtained by means of adap-
tive schemes, the optimal measurement includes d + 1
projectors∣∣∣u(j)〉 = d⊕
i=0
u
(j)
i |N〉i , j ∈ (1, d+ 1). (48)
To obtain the coefficients u(j)i [17], where the first vector
must be the projector over the unperturbed input state,
one can define the following set of linearly independent
vectors: 
v(1) ∝ (d1/4, 1, . . . , 1),
v(2) ∝ (d1/4, 1, . . . , 1,−1),
v(3) ∝ (d1/4, 1, . . . , 1,−1, 0),
v(4) ∝ (d1/4, 1, . . . , 1,−1, 0, 0),
. . .
v(d+1) ∝ (d1/4,−1, 0, . . . , 0).
(49)
Note that first vector v(1) is, modulo a normalization con-
stant, the projector onto the unperturbed probe state.
Then, by applying Gram-Schmidt orthogonalization to
the set
{
v(j)
}
, one finds a novel set of vectors
{
u(j)
}
that provides the coefficients for states
∣∣u(j)〉. Such a
choice leads to the same set of projectors reported in [17]
for the specific case d = 3, and provides a general recipe
for larger d. Furthermore, such a choice is guaranteed
to satisfy the conditions of [33], since all coefficients are
real-valued. Finally, this specific set maximizes the num-
ber of zero-valued coefficients, potentially simplifying an
experimental apparatus performing such measurement.
An analogous set can be obtained for the GHZ-type
states that are optimal for the ring and fully-connected
cost functions (Fig. 2b-c). In these cases, in the limit
of small phase shifts φ ≈ 0, the set of projectors ∣∣u(j)〉
is obtained by applying Gram-Schmidt orthogonalization
to the following vectors:
v(1) = (1, 1, . . . , 1, 1),
v(2) = (1, 1, . . . , 1,−1),
v(3) = (1, 1, . . . , 1,−1, 0),
v(4) = (1, 1, . . . , 1,−1, 0, 0),
. . .
v(d+1) = (1,−1, 0, . . . , 0),
(50)
which leads to a novel set of orthonormal vectors
{
u(j)
}
defining the measurement. As for the previous scenario
with d phase shifts measured with respect the common
mode 0, the first vector
{
v(1)
}
, and thus
{
v(1)
}
after
Gram-Schmidt orthogonalization, is the projector onto
the unperturbed probe state. As before, such coefficients
define the states
∣∣u(j)〉 = ⊕di=0 u(j)i |N〉i, and lead to the
same results as Ref. [17].
Note that, in general, the set of projectors for a given
probe state is not unique. As an explicit example, let
us again consider the GHZ-type states for the specific
case d = 3. In addition to the optimal measurement con-
structed from (50), a different set of projectors satisfying
the conditions of [33] can be obtained as:
u′(1) = 12 (1, 1, 1, 1),
u′(2) = 12 (1,−1, 1,−1),
u′(3) = 12 (1, 1,−1,−1),
u′(4) = 12 (1,−1,−1, 1).
(51)
9Table I. Minimum total variances ∆2tot for each estimation scheme depicted in Fig. 2. For all configurations, simultaneous
quantum estimation schemes outperform sequential and classical estimation ones. Classical sequential estimation schemes
benefit from estimating each parameter directly, even those are are not independent; quantum simultaneous estimation schemes
are better-served by measuring fewer parameters.
Common reference (R0) Neighbouring references (R1) All references (R2)
∆2tot Strategy ∆2tot Strategy ∆2tot Strategy
z
z
Classical
z
Sequential
z
d2
E
d estimates d(d+1)
E
d+ 1 estimates d
2(d+1)
2E
(
d+1
2
)
estimates
z
Simultaneous
z
d(
√
d+1)2
4E
privileged mode (d+1)
2
2E
mode symmetry d(d+1)
2
4E
mode symmetry
z
z
Quantum
z
Sequential
z
d3
N2
d estimates
{
2d3
N2
, d ≤ 2
d(d+1)2
N2
, d > 2
d estimates
d+ 1 estimates
{ (
d+2
3
) (d+1)2
2N2
, d = 3, 4
d4
N2
, d 6= 3, 4
d+ 1 estimates
d estimates
z
Simultaneous
z
d(
√
d+1)2
4N2
privileged mode (d+1)
2
2N2
mode symmetry d(d+1)
2
4N2
mode symmetry
One may thus use whichever set of optimal projectors
best suits their experimental constraints.
For a given probe state, the optimal measurement pro-
cedure does not depend on the cost function. In order to
show this, we consider a specific measurement saturating
the quantum Cramér-Rao C ≥ H−1. When a generic
cost matrix Ri is introduced, the corresponding bound
on the cost function is calculated by evaluating both the
covariance matrix C and the QFIM H in conjunction
with the same Ri, namely Tr(RiC) ≥ Tr(RiH−1). The
saturation of the quantum Cramér-Rao bound then im-
plies saturation of the bound subject to the specific cost
function. In turn, this means that, given a fixed state
and a measurement saturating the quantum Cramér-Rao
bound, this measurement is capable of optimally extract-
ing information on any set of parameters specified by an
arbitrary Ri.
The optimal measurement scheme is easy to depict for
N = 1. In that case, the optimal probe state can be
generated by passing a single photon through a series of
beam splitters and phase elements; then, after the ap-
plication of the phases φ, a projection onto the probe
state can be achieved by running the circuit in reverse
and projecting onto the presence of a single photon in
the original mode. The local asymptotic nature of this
estimation scheme is exemplified by the reverse circuit
requiring a good estimate φ˜ of the phases. The remain-
ing d projectors, corresponding to detecting the photon
in any of the d remaining modes, will give zero probabil-
ity in the limit φ˜ → φ. For N > 1 photons, not all states
and measurements can be deterministically accessed by
linear-optical passive networks, and thus in general may
require one to exploit additional ingredients such as post-
selection [33].
VII. CONCLUSIONS
In metrology, the concept of resources is central to
quantifying and comparing the aptness of different strate-
gies. While phase measurements are often considered as
illustrative and technologically relevant examples, care
should be taken in stating what resources are actually
employed, due to the rich conceptual intricacy; the in-
ability of defining absolute phases is a notable case in
point.
In this article we have focused on a comprehensive the-
ory of how the unavailability of a phase reference limits
multiphase estimation. In the absence of such an exter-
nal reference, one has to optimize their measurements for
a particular choice of relative phases. This choice then
dictates the optimal probe state for a simultaneous esti-
mation of all parameters.
We have first derived the general limits that can be
attained by classical resources, and then we have intro-
duced significantly improved quantum strategies based
on quantum states of light with fixed numbers of pho-
tons. Within this class, states of the form (34) undergo
large phase shifts Nφi, leading to Heisenberg scaling of
the Fisher information with average energy. Moreover,
simultaneously estimating all of the parameters in sym-
metric estimation schemes is dramatically more precise
than sequentially estimating each relative phase. The
usefulness of this phenomenon will hopefully extend to a
wide variety of quantum-enhanced multiparameter esti-
mation problems.
Absent a privileged reference arm, there are multiple
arrangements in which the phases can be self-referenced.
We have explored three cases: selecting one arm as a ref-
erence; referring each arm to its neighbors; and consid-
ering all possible pairs of modes. Since the Cramér-Rao
bound can be saturated in all of these cases, there is no
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preference for one over the others. It is important to re-
mark how the symmetry, or lack thereof, of the different
parameters is mirrored by the optimal state. We expect
that similar considerations of the role of symmetry can
find applications in more general settings of multiparam-
eter estimation.
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