Abstract. A challenge to current theories of computing in the continua is the proper treatment of the zero test. Such tests are critical for extracting geometric information. Zero tests are expensive and may be uncomputable. So we seek geometric algorithms based on a weak form of such tests, called soft zero tests. Typically, algorithms with such tests can only determine the geometry for "nice" (e.g., non-degenerate, non-singular, smooth, Morse, etc) inputs. Algorithms that avoid such niceness assumptions are said to be complete. Can we design complete algorithms with soft zero tests? We address the basic problem of determining the geometry of the roots of a complex analytic function. This is formalized as the root clustering problem, and we provide a complete (δ, ǫ)-exact algorithm based on soft zero tests.
Introduction: Soft Zero Tests
Almost a century ago, mathematicians and logicians began to develop a theory of computation. It led to the highly successful theory of recursive functions and its higher analogues [15] . Subsequently, in the hands of computer scientists, the lower analogues (at the subrecursive levels) were developed. This is Complexity Theory as we know it today [8] . The lower analogues turn out to have a richer and harder theory: thus, the P versus N P is easily resolved at the higher level. The main line of this development, especially in computer science, is largely about computing over a discrete universe like strings or natural numbers. The issues of computing in the continua, or its surrogate, the real line (R) is sidestepped by this development. One approach to the continua is to use abstract computational models that have operations on continua data, given as primitives. Examples include Theoretical Computer Science under the Real RAM Model, the Algebraic School [2] , and also Information-Based Complexity (IBC) [18] . But a more foundational approach is to consider computational models which (at least in principle) truly operate at the bit level, like Turing machines. The analytic school of real computation [19, 10] is the main representative.
It is apparent that computing over a discrete universe is vastly different than computing over the continua. For instance, the fall-back method of "brute force search" in discrete computation is not an option in the continua. Indeed, brute force searches in the continua typically do not halt. From the perspective of Exact Geometric Computation (EGC), current models of continua computing are lacking [22] . The touchstone is the Zero Problem, deciding if a real constant is zero. Current models lead to one of two conclusions about the Zero Problem: (A) the problem is undecidable, or (B) the problem is trivial by fiat (zero test is a primitive in the model). We propose an approach [22] that allows zero problems to have a range of complexity, consistent with what is observed in practice.
The EGC viewpoint is motivated by practical and correct implementation of continua algorithms. It is the most successful approach in computational geometry, and implemented in libraries such as LEDA, CGAL, Core Library (see references in [7, 22] ). Nevertheless, there are barriers when we address non-linear and/or non-algebraic problems. We are therefore motivated to study weaker notions of exactness in geometric computation. In particular, we explore models of real computation in which only the non-zero sign of real constants can be decided: given a numerical constant x (represented implicitly in some way) we can only to ask whether x > 0 or x < 0, but not x = 0. See [21, Section VI] . In terms of programming constructs, we allow guarded statements of the form "if x > 0 then do ..." (but there is no immediate else-clause because the failure of "x > 0" does not allow us to conclude that x ≤ 0). The test x > 0 is implemented by iterative approximation of x, a paradigm is nicely captured in the subdivision framework (e.g., [21] ). We call these soft zero tests (see Section 6), and they embody the well-known dictum in numerical computation: never compare a quantity to zero. A realistic theoretical model for such computation is the numerical pointer machine [22] based on Schönhage's pointer machines.
What kind of geometric information can we compute using "soft algorithms", i.e., with soft zero tests? Clearly, in practice most computational scientists use such algorithms. But we are interested exact algorithms that guarantee the correct geometry. A striking example is Plantinga and Vegter's soft algorithm [13] for computing isotopic approximations of curves and surfaces. We recently [21] gave a soft algorithm for the Voronoi diagram of polygonal objects. Both these examples had to assume "nice" inputs: the curves and surfaces must be non-singular [13] , the Voronoi diagram must be non-degenerate [21] . Algorithms that avoid niceness assumptions on inputs are said to be complete. So the main challenge of this paper is design soft algorithms that are also complete. One way to get obtain soft-and-complete algorithms is to exploit algebraic zero bounds. For analytic problems, such bounds are not readily available and we must weaken the exact geometry criteria using the backwards error idea from numerical analysis. Informally, we propose to compute "an ǫ-correct output for some δ-perturbation of the input". The precise usage of these δ, ǫ parameters will depend on the problem, but generally they lead to the concept of (δ, ǫ)-exactness. In summary, our specific goal is to construct (δ, ǫ)-exact algorithms that uses only soft zero tests, and are complete.
In this paper, we achieve this goal for one of the simplest geometric problems in the continua: determining the geometry of zeros of a complex analytic function f [11] . One formulation of this classical problem is called root isolation, defined as follows: given an input function f and a region of interest B 0 ⊆ C, to compute a maximal set D = {D i : i = 1, . . . , n} of pairwise disjoint disks, each containing exactly one distinct root of f in B 0 . For algebraic polynomials, algebraic techniques such as Sturm, Descartes, Continued Fraction methods are available [5] . With soft zero tests, our analytic techniques cannot distinguish between a root of multiplicity k and a cluster of k roots. Hence we normally require f to be "nice", namely, has simple roots only. With our completeness goal, we must allow multiple roots. So we now associate a multiplicity µ i ≥ 1 with each output disk D i , meaning that D i contains a "cluster" of µ i roots (counted with multiplicity). Thus the exact root isolation problem is transformed into the root clustering problem.
All proofs are provided in an Appendix. ¶1. Related Work. A classic reference for the geometry of roots is Marden [11] . Rahman and Schmeisser [14] is a comprehensive modern account. There is a large literature on exact root isolation for polynomials and its complexity (see [5] and references therein). For analytic functions, Giusti et al [6] noted that "in contrast to polynomials, few algorithms are known for locating and approximating clusters of zeros of analytic functions". Their paper [6] contains a review of what is known, and they provided an analysis of Newton iteration (generalized to multiple roots with Schröder's iteration) using a generalization of Smale's α-theory. Like Rump [16] , many papers (e.g., [12] ) focus on predicates for confirming analytic root clusters; they do not necessarily synthesize these predicates into a global method for locating root clusters. Yakoubsohn [20] uses only exclusion methods (without root confirmation) and ǫ cut-offs for analytic zeros; he further provided complexity analysis. Another approach to analytic zeros is to use subdivision combined with the argument principle (e.g., [9, 3] ). Algorithms for roots of polynomials using argument principle are also known, but their complexity are suboptimal in this case.
Conditions for Root Clustering
We address two basic questions. First, when does the set of roots in a disk D form a meaningful cluster? Second, what properties of the input are needed to turn an exact problem into a (δ, ǫ)-exact problem? ¶2. What is a root cluster? For a disk D ⊆ C, let r(D) and m(D) denote its radius and center, and for α > 0, let αD denote the disk centered at m(D) with radius αr(D). Suppose f : C → C is an analytic function. Define τ (µ) := min{1+ µ, 3}. A disk D ⊆ C is isolating for f (z) if there is an µ ≥ 0 such that both D and τ (µ)D contain exactly µ roots of f (counted with multiplicity). If µ = 0, then D is called an exclusion disk. If µ ≥ 1, the non-empty set of roots in D is called a (root) cluster. The following shows that our clusters are natural, and are determined only by the "geometry of the roots". Lemma 1. Let C 0 be a root cluster of f . Then there is a unique unordered tree T (C 0 ) rooted at C 0 whose set of nodes are the root clusters contained in C 0 . Parent child relation in T (C 0 ) is defined using the relation:
A collection D = {D 1 , . . . , D n } of pairwise disjoint isolating disks is called an isolating system for f in B 0 if (1) each D i has at least one root and m(D i ) ∈ B 0 , and (2) each root of f in B 0 is in some D i . Call D an ǫ-isolating system in case each D i ∈ D has radius at most ǫ. Note that roots outside B 0 but within distance ǫ from the boundary of B 0 are allowed to appear in D.
The root clustering problem can now be formalized: we are given an analytic function f : C → C, a closed square box B 0 ⊆ C and ǫ > 0. We are to compute an ǫ-isolating system for f in B 0 . If we omit references to the ǫ parameter, then ǫ may be taken to be ∞. ¶3. On (δ, ǫ)-Approximation of Functions. How is our function f given? In practice, functions are parametrized by numerical parameters. For example, polynomials are parametrized by their coefficients. These parameters may be arbitrarily approximated (e.g., the coefficients are algebraic numbers). Based on these parameters, we assume that f can be arbitrarily be approximated in the following sense: write |x| for the ∞-norm of x ∈ R d . Computationally, real numbers are approximated by elements of the set F = {m2 n : m, n ∈ Z} of dyadic numbers.
Here, we have written f (x; p) ∈ F 2 as the pair ( f 0 (x; p), f 1 (x; p)). The function f 0 (x; p) is the modulus of continuity [10, 22] of f .
Thus we can view δ := 2 − f0(x;p) and ǫ := 2 −p as the input and output perturbation bounds. The function f is clearly continuous if it has a (δ, ǫ)-approximation, corresponding to the standard definition of continuity: for all ǫ > 0, there exists δ > 0, such that if
These definitions extend to a complex function f : C → C provided we view it as the function f :
We also assume that we can compute (δ, ǫ)-approximations of all higher derivatives of f . What are examples of parametrized family of function with such properties? Most elementary functions can be viewed as hypergeometric functions with rational parameters; for this class, we have shown (δ, ǫ)-algorithms ( [4] ), and moreover, the derivatives of a hypergeometric function is effectively derived from its parameters. Suppose we view f (z) as the function F (a; z) where a are the parameters that specify f , and F is continuous in these parameters. The above notion of (δ, ǫ)-approximation can now be applied to F , leading to algorithms in which we even perturb the function f itself.
Predicates for Root Clusters
To provide a complete method for localizing roots, we need a predicate C k (D) to confirm that a given disk D ⊆ C contains k roots of f , counted with multiplicity. Rump [16] reviewed this problem, giving 10 different predicates. We will be focusing on one of these predicates, from Pellet [11, 14] .
Fix an analytic function f : C → C. For integer k ≥ 0 and reals r, K ≥ 1, define the predicate
where
(coefficients of z i in the Taylor expansion of f (z) at m). The constant K will be important later when discussing soft versions of these tests. When K = 1, just write "C k (m, r)" for C k (m, r, K). Note that C 0 (m, r) (i.e., k = 0) is exclusion predicate of [17] .
This lemma is easily shown by two applications of Rouché's Theorem.
When f is a polynomial, we obtain Pellet's theorem [11] :
has two real positive roots r < R, then Q has exactly k roots in D 0 (r) and there are no roots in the annulus
Rump observed that Pellet's method is among the best of his 10 methods; the main limitation is that the size of its coefficients tend to overflow machine precision (his experimental setup is limited to machine precision).
Observe that C 1 (m, r) is stronger than the C 1 inclusion predicate of [17] because the latter only implies that the disk D m (r) has at most one root.
For an analytic function f , the C k test is not effective. For this, we need the complex form of Taylor's Theorem with Remainder. This seems to be a little known result 5 due to Darboux (1876). A more general statement with proof is conveniently provided by Batra [1, Appendix] .
Theorem 2 (Darboux)
Now we introduce the interval version of the C k test of (2) above:
form of the function f k+1 (z). In general, for any complex function g : C → C, a box function for g, usually denoted g(D), is one that returns a disk containing the set g(D), and moreover, if a sequence of disks
. The analogue of Lemma 2 can be shown with Darboux's theorem:
contains exactly k roots counted with multiplicities.
Analysis of C k Test
Suppose the analytic function f (z) has a root α of multiplicity k ≥ 0. So f (k) (α) = 0 and f (j) (α) = 0 for j = 0, . . . , k − 1. Then
Notation: In the analysis of this section, we let m denote a point near α, and let r := |m − α| (the "radius"). If E, F are numerical expressions that depend on r, we shall write "E ≃ F " to mean that, as r → 0, we have E = F (1 ± o(1)).
Also "E F " means E < F as r → 0. Likewise, "E = O(F )" means there is a constant K > 0 such that E ≤ K · F for all r small enough. These notations are illustrated in the statement of the next lemma.
Lemma 4. For j ≥ 0:
In our application, instead of using radius r = |m − α|, we need to consider cr for some constant c > 0:
This follows from the previous lemma by summation.
By separating out the f k term in the previous lemma, we get:
.
converges to a point α. Let α have multiplicity k ≥ 0, and c be any constant greater than (e − 1)kK.
(1) The test C k (m i , cr i , K) succeeds for i large enough.
(2) If f is a polynomial, the test C k (m i , cr i , K) succeeds for i large enough.
Exact Algorithm for Root Clustering
We give a simple version of our root clustering algorithm, assuming the exact evaluation of the predicates C k and C k and ignoring fine tuning that may be important in practice. Our algorithm uses the classic subdivision paradigm (e.g., [21] ). This may be viewed as the repeated subdivision of an initial box B 0 ⊆ C, each box being subdivided ("split") into four congruent subboxes, until all the boxes satisfy some predicate. This constitute a "phase", and algorithms typically have a small number (say, 2 or 3) of such phases, each with different predicate. If X is a box or disk with center m X and radius r X , then we write "C k (X)" instead of C k (m X , r X ). Define the function firstC(B, N ) to return the smallest k = 0, . . . , N such that D(2k · B) is isolating and contains k roots; otherwise, firstC(B, N ) returns −1. To verify that D(2k · B) is isolating, we can check the predicates C k (2k · B) and C k (τ (µ)2k · B). Alternatively, in case f is a polynomial, we can check that C k (2k · B) and C k (τ (µ)2k · B) holds.
Our algorithm's input has the form (f, B 0 , N ) where f is analytic and B 0 is a closed square box such that D(B 0 ) has at most N roots. For instance, if f is a polynomial, we can choose N to be its degree. For general analytic functions, this N may be first estimated by numerical integration. Our algorithm has three queues Q 0 , Q 1 and D. Queue Q 0 contains boxes in arbitrary order, Q 1 is a max-priority queue containing box-integer pairs (B, k), with k as the priority. Queue D is the output, and contains (B, k) pairs in arbitrary order. Each (B, k) represents an isolating disk 2k · D(B) containing k roots. A pair (B, k) and (B ′ , k ′ ) is said to be in conflict if their isolating disks intersect.
Exact Root Clustering Algorithm
Input: f : C → C, B 0 ⊆ C, N ≥ 1, as described.
Output: An isolating system D for f in B 0 .
If k < 0, split B and push its 4 children into Q 0 . 2.
If (B, k) does not conflict with any pair in D, 5.
D.push(B, k) Return D Theorem 4. The Exact Root Clustering Algorithm halts, and produces an isolating system for the roots of f in B 0 .
Note: It is easy to modify this algorithm to compute an ǫ-isolating systems if desired. If when ǫ is small enough, we isolate only the roots in B 0 .
Applications of Soft Zero Tests
The previous algorithm assumes the exact evaluation of the predicates C k or C k in firstC. We now introduce their soft versions, denoted C and C, respectively. First consider the following soft zero test: given two numerical expressions A and B, both non-negative and at least one positive, determine either the non-zero sign of A − B, or that A, B are relatively equal in the sense that 1 2 A < B < 2A. Observe that if A, B are relative equal but A = B, then the output is non-deterministic: both the (correct) non-zero sign of A − B or relative equality are possible outputs. Write (A) p to mean any p-bit approximation of A, i.e., (A) p = A ± 2 −p . We are allowed to compute any p-bit approximation of A and B for this problem. Here is our Soft Zero Test procedure: start with p = 1. We halt if one of the following two conditions hold:
If (I) holds, output the sign of (A) p −(B) p , and if (II) holds, output "RELATIVE EQUALITY". Otherwise, we double p and repeat.
Theorem 5. The Soft Zero Test procedure halts and is correct.
We apply the soft zero test to implement soft predicate C k (m, r) (the case of C k (m, r) is similar). Recall that we know (δ, ǫ)-approximations f i :
of each Taylor coefficient function f i (z), i ≥ 0, (see (1)). To decide C k (m, r), let us write the predicate (3) as the inequality A > B where A := |f k (m)|r k , and B = E + F , with E := k−1 i=0 |f i (m)|r i and F := f k+1 (D m (r))r k+1 . It is easy to compute (A) p , (E) p+1 and (F ) p+1 using the f i 's. Note that F is an interval, say [a, b] , and our approximation amounts to widening the output interval by at most
. Therefore, we could apply our soft zero test to determine the non-zero sign A−B, or determine the "RELATIVE EQUALITY" of A, B. If A − B is positive, we output success for our soft predicate C k (m, r), and otherwise failure.
We now describe our Soft Root Clustering Algorithm. Intuitively, it amounts to using the soft C k instead of the exact C k in the Exact Root Clustering Algorithm. These predicates are used within the function firstC(B, N ). But there is an important twist: we must now test if the disks D(4k · B), not D(2k · B), are isolating for k = 0, 1, . . . , N . With this modification, we can use Thm. 3 and Lemma 7(b) to show halting. Finally, by exploiting our (δ, ǫ)-approximations f i : F 3 → F 2 of the Taylor coefficients, we can turn this into a (δ, ǫ)-algorithm in the sense that we also compute a δ * > 0 such that for all δ * -perturbations of the input, our ǫ-output remains correct. Recall that the ǫ input parameter is not explicitly described, but it is easy to take this into account. This yields:
Theorem 6. The Soft Root Clustering Algorithm is a complete (δ, ǫ)-algorithm for the root clustering problem that is based on soft zero tests.
Conclusion
There is increasing interest in numerical, evaluation-based approaches to exact geometric algorithms: from root isolation to topology of curve and surfaces. Such algorithms are realistic, practical, and have adaptive complexity. It is part of the trend towards symbolic-numeric computation. Until now, the evaluation algorithms for isolating the roots of a function f have two limitations: (1) they require f to have simple roots, and (2) they assume that f is a polynomial. In this paper, we have produced a evaluation-based algorithm for its generalization to root clustering. Our algorithm (1') allows f to have multiple roots and (2') applies to analytic functions.
In the future, we plan to produce complexity analysis as well as implementation of our algorithms. We pose as a general challenge to produce similar soft-but-complete algorithms for other geometric problems.
APPENDIX: Proofs
Lemma 1. Let C 0 be a root cluster of f . Then there is a unique unordered tree T (C 0 ) rooted at C 0 whose set of nodes are the root clusters contained in C 0 . Parent child relation in T (C 0 ) is defined using the relation: C ⊆ C ′ ⊆ C 0 iff C is a descendent of C ′ . Proof. We show that if C, C ′ are distinct root clusters, then they are either disjoint or one is included in the other. In proof, suppose C ∩C ′ contains k ≥ 1 roots (counted with multiplicity). We must show that C is contained in C ′ or viceversa. By way of contradiction, assuming there is no containment relationship. Q.E.D.
implies that for all z on the boundary of D 0 (r),
It follows by Rouché's Theorem that f k (m)z k and f k (z) = f k (m)z k + f k−1 (z) have the same number of roots inside the ball D 0 (r). But clearly f k (m)z k has k roots inside D 0 (r). Therefore f k (z) has k roots inside D 0 (r).
Next, C k (m, r) also implies that for all z on the boundary of D 0 (r), we have Proof. The first part of the proof follows Lemma 2: C k (m, r) implies f k (z) has k roots in D 0 (r). Next, C k (m, r) also implies that for all z on the boundary of D 0 (r), and for all ξ ∈ D 0 (r), we have
By a second application of Rouché's Theorem, we conclude f k (z) and f (m + z) have the same number (viz., k) of roots inside the ball D 0 (r). Therefore f (z) has k roots inside D m (r).
Q.E.D.
Proof. Rewriting the previous lemma,
, that converges to a point α. Let α have multiplicity k ≥ 0, and c be any constant greater than (e − 1)kK.
(2) If f is a polynomial, the test C k (m i , cr i , K) succeeds for i large enough. Proof.
(1) Note that r i ≥ |m i − α|, and all our asymptotic estimates in our analysis for r = |m−α| can be applied here. We must show that C k (m i , cr i , K) holds (ev. i). Here we write "ev. i" (read "eventually i") to mean "for i large enough". Write C k (m i , cr i , K) as the predicate
where 
