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Chapter 1. Introduction 1
Chapter 1
Introduction
Object recognition is one of the important tasks of the visual system. The human
visual system encounters different objects every day, e.g. a cup, TV, glass, car
or traffic signal. Each of these objects has some properties e.g. size, shape, an-
gle, length, width, color and quantity. The visual system identifies objects despite
changes in properties of the objects. This identification of objects is called object
recognition. Object recognition is invariant to transformations e.g. changes in posi-
tion, size and angle [DiCarlo et al., 2012]. The visual system also has to differentiate
among properties of objects. For example, sometimes we judge which of two objects
is bigger in size or what is the shape of an object (rectangle, square, triangle, cir-
cle). The differentiation among properties of objects is called visual discrimination.
Humans are remarkably accurate in visual discrimination of objects [Thorpe et al.,
1996]. Visual discrimination plays an important role in reading, writing, moving
and interacting with each other. Many studies have been performed to understand
visual discrimination [Morgan, 2005; Nachmias, 2008, 2011; Beierholm et al., 2009;
Battaglia et al., 2011]. Some studies show that humans are good in discriminating
objects from very briefly (13 to 80 milliseconds) presented images [Potter et al.,
2014; Orban, 2001].
Although our visual system is good in recognizing objects and discriminating
their properties, sometimes what we perceive is incorrect. The possible reasons of
such perceptual errors are incomplete information, illusion, bias and fatigue [Selver
et al., 2011; Ivanov et al., 1994; Annett, 1983; E and Kosslyn, 2009; Oomes and
Dijkstra, 2002; Dijkstra et al., 2003]. Humans usually focus on information that
matches their experiences and interests. This leads to perceptual error because of
subjective bias. For example, humans are biased in perception of object orientation
especially when objects are more circular [Oomes and Dijkstra, 2002; Dijkstra et al.,
2003]. The length of a vertical line is overestimated in perception of horizontal and
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vertical bisected lines [Avery and Day, 1969; Charras and Lupianze, 2010].
In machine vision we can define object recognition as the process of assigning
labels to objects [DiCarlo et al., 2012]. Biologists often perform such labeling by
classifying cells into types. For example biologists classify cells as malaria infected
or uninfected cells under the microscope. Thousands of such images are produced
in high-throughput screening. These images may contain millions of cells, which
differ in texture, color, shape etc. It becomes practically infeasible for biologists
to manually label all cells from all images. Biologists are therefore interested in
methods that perform this boring task automatically. This is where the field of ma-
chine vision comes in. It provides tools for performing classification and detection
on a huge number of images [Buggenthin et al., 2013; Fuchs et al., 2010; Huang
and Murphy, 2004; Hamilton et al., 2007; Jones et al., 2009]. The typical procedure
works as follows. First, objects are segmented with image processing methods such
as filtering, thresholding and edge detection. Second, biologists create a training
data set by labeling a few hundred or thousand cells from the segmented objects.
Third, features of segmented objects are calculated. These features include in-
tensity, shape and texture features. Fourth, a classification method is trained on
the labeled data. Classification methods include support vector machines, linear
discriminant analysis, boosting, random forests and k-nearest neighbor methods.
Fifth, a trained classifier is applied to classify all of the segmented objects. Sixth,
biologists iteratively improve the performance of classification method by inspecting
the misclassified objects.
To get a better understanding of object recognition, we study object recognition
from both human and machine perspectives. In this thesis, chapters 2 and 3 are
related to human vision while chapters 4 and 5 are related to machine vision. Chap-
ter 2 describes a detailed statistical analysis of visual discrimination of ellipses of
varying shape and size. We performed several sets of psychophysical experiments to
better understand the visual perception of shape and size. We study how the visual
discrimination of shape and size varies with moving from a circle to more elongated
shapes. We study the bias of perception of shape and size which reveals an effect
of size on shape discrimination such that larger stimuli appear more circular.
In Chapter 3, we develop a theoretical perspective on psychophysical response
data. We link observed response distributions of linear and angular variables with
theoretical constructs from Bayesian decision theory. We derive a novel response
distribution based upon the Von Mises distribution for angular variables. Our
Bayesian perceptual model shows how response bias and variability map onto the
prior and likelihood function.
Chapter 4 gives a detailed comparison of classification methods for image-based
high-throughput screening. We investigate which classification method is compu-
tationally fast and efficient for iterative settings. We used data sets of HT29 and
HeLa cancer cells with different numbers of features and phenotypes. We compare
the computational performance of gentle boosting, joint boosting CellProfiler An-
alyst (CPA), support vector machines (linear and radial basis function) and linear
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discriminant analysis (LDA). We find that SVM (linear) is suitable for iterative
improvement of training data while SVM (RBF) is suitable to classify all unlabeled
cells because SVM (linear) is fast and SVM (RBF) gives better performance.
Sometimes the decisions based upon visual information are critical. For exam-
ple, malaria experts identify and classify malaria parasites every day. World wide
hundreds of millions of malaria cases are reported every year. Early and accurate
detection of parasites can avoid the severe effects of the disease. In Chapter 5,
we perform computer-based detection of malaria parasites from images of Giemsa
stained thin blood films. Pixel-based segmentation of parasites is performed using
a random forest classifier. We calculate features of the segmented parasites and
perform classification of the life stages of parasites. Segmentation and stage clas-
sification give accuracy of 98.30% and 58.84% respectively. The data set is freely
available for future studies.
Chapter 6 suggests further possible studies on human and machine vision.
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Chapter 2
A direct comparison of visual
discrimination of shape and size on
a large range of aspect ratios
Participants viewed pairs of ellipses differing in size and aspect ratio (short axis
divided by long axis length). In separate experiments with identical stimuli par-
ticipants were asked to indicate the larger or the more circular ellipse of the pair.
First, the size discrimination thresholds decreased with an increase in the circular-
ity of the ellipses. Second, size discrimination thresholds were lower than aspect
ratio thresholds, except for the circle and more elongated ellipses where both were
similar. Third, there was also an effect of size on aspect ratio discrimination such
that larger stimuli appeared more circular.
2.1 Introduction
There exist many shapes like squares, rectangles, triangles, ellipses and every shape
has some properties like size, orientation, perimeter and aspect ratio etc. Shape
discrimination and recognition require the discrimination of these properties among
shapes and we have to do such discriminations among shapes in daily life.
There have been a number of studies on aspect ratio and size discrimination
performance of two dimensional shapes. Regan and Hamstra (1992) measured the
accuracy in judging the aspect ratio (φ = `v`h ) of an ellipse with `v and `h as
vertical and horizontal sides respectively [Regan and Hamstra, 1992]. They asked
participants to judge whether the aspect ratio of a test ellipse (φtest) was greater
This chapter is based on: [Abbas et al., 2013a] “A direct comparison of visual discrimination
of shape and size on a large range of aspect ratios” published in “Journal of Vision Research”
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or less than the aspect ratio of a reference ellipse (φref). The area (α = pi`v`h) of
the reference (αref) and the test ellipse (αtest) was varied randomly in each of the
successive presentations to ensure that participants discriminated ellipses on the
basis of the aspect ratio rather than `v, `h or (`v − `h). They found that the just
discriminable change of aspect ratio was least when reference stimuli were circular
(φref = 1) and gradually increased for more elongated ellipses. They also reported
that there is no significant difference in performance for rectangles and ovals.
Liu and Dijkstra (2002) investigated orientation perception of 2-D shapes [Liu
et al., 2002]. The task in their experiment was to set the orientation of a probe
(collinear line segments on either side of the ellipse) to the orientation of the long
axis of the ellipse. Their research demonstrates that the root mean square bias
and circular standard deviations of settings have a linear relationship with the
roundness of the ellipse. They defined roundness as a transformed aspect ratio. The
performance increased with decreasing roundness. Their results were also consistent
with previous findings on the oblique effect: the accuracy of probe settings was
higher for cardinal orientations as compared to oblique orientations.
Morgan [Morgan, 2005] performed experiments with the hypothesis that discrim-
ination thresholds of aspect ratio and size can be explained from the discrimination
thresholds of height and width (`v and `h). According this hypothesis, the area and
aspect ratio are computed from independent measures of noisy width and height
estimates and the square root of the sum of the squared thresholds of height and
width should be equal to the threshold of area and aspect ratio [Morgan, 2005]. He
found that in case of ellipses, the accuracy for aspect ratio was higher than predicted
by the combination of the noisy width and height thresholds and for rectangles it
was worse, suggesting that curvature could be a cue to shape in case of ellipses. He
found that for both ellipses and rectangles, the accuracy for area was lower than
predicted by the combination of noisy width and height thresholds suggesting that
participants could base their decisions on a variety of heuristics derived from single
dimensional codes.
Nachmias [Nachmias, 2008] studied the effect of jittering on size and shape dis-
crimination of rectangles and ellipses. He randomly jittered the height and width
of the rectangles and ellipses within ± 20% of the reference value. He asked par-
ticipants to compare the height, area and aspect ratio of the presented rectangles
and ellipses. He found that jittering reduces the discrimination for height, size and
aspect ratio although less for aspect ratio than size and height. Nachmias [Nach-
mias, 2011] also performed experiments to compare the discrimination of size and
shape of rectangles and ellipses. He asked participants to choose the taller member
between the pairs of stimuli of the same aspect ratio but different SIZE (block)
or of different SHAPE (block) but the same size. He found that performance of
height discrimination is better in shape blocks than in size blocks. He suggested
that perhaps both size and shape comparisons are always made and combined to
determine subjects’ response.
The literature seems to suggest that the properties of shapes can not be esti-
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mated independently by the visual system. We investigate this in the first experi-
ment with a design similar to similar to Regan (1992) but with a statistical analysis
of the response data focused on revealing the contribution of stimulus characteris-
tics on shape perception. In the second experiment, we investigate aspect ratio and
size discrimination to find out which of the two is easier. The previous studies lack
a direct comparison of both visual tasks for a range of aspect ratios. In the second
experiment, we also investigate how size discrimination changes with the shape of
the stimuli.
2.2 Experiment 1
Our hypothesis is that there are shape characteristics other than aspect ratio which
are contributing to the aspect ratio discrimination threshold. These characteristics
could be a difference of the orientation or the area of the stimuli. Moreover, all
previous studies kept the orientation of the shapes fixed, potentially making the
task easier. Thus we randomized the orientation of the test and reference shapes.
We investigate with a slightly larger range of aspect ratios than used in the previous
studies [Regan and Hamstra, 1992; Morgan, 2005; Nachmias, 2008, 2011].
2.2.1 Method
Apparatus and stimuli generation
Green ellipses were generated on a Philips 19" SXGA LCD monitor with gray
background. Refresh rate of the monitor was 60 Hertz. Screen resolution was
1280× 1024 pixels. A chin rest was used to fix the head movements of the subject.
There was a viewing distance of 114 cm between middle of the screen and the
subjects’ eye position. Line width of the stimuli was 1.5 mm. We used six reference
aspect ratios of 1/10, 1/6, 1/3.2, 1/2, 1/1.4 and 1. An ellipse with aspect ratio
closer to one is more circular as circle has aspect ratio of one. The method of
constant stimuli was used (test levels were sampled without replacement from a
predetermined sets of values). Each trial consisted of a presentation of a reference
and a test stimulus on the same screen. The two-alternative forced choice (2AFC)
method was used with randomly presenting test and reference stimuli on left or
right positions on the screen. Participants had unlimited viewing time, i.e., they
were free to take as much time as they wanted.
Figure 2.1 shows a screen shot of the stimuli as presented in the experiment. For
each of the reference aspect ratios, there were ten test aspect ratios. In total, there
were 6 (reference aspect ratios)× 10 (test aspect ratios) × 20 (repetitions) = 1200
stimulus presentations per observer. These 1200 presentations were presented in a
random order. For reference aspect ratios of 1/10, 1/6, 1/3.2, and 1/2, the test
aspect ratios were ± 65% of the reference aspect ratios and evenly spaced on the
log scale. As we defined aspect ratio as the ratio of the short and long axis length
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(φ = s` ), the reference and test aspect ratios can not be greater than 1 which creates
a problem when the reference is the circle (φ = 1). For the reference aspect ratio of
1, we used only five test aspect ratios with values 0.65, 0.71, 0.79, 0.87, 0.95. For the
psychometric function of a reference aspect ratio of 1, these five test aspect ratios
were presented twice and their responses were swapped to create fictitious aspect
ratios of 1/0.95, 1/0.87 etc. To avoid the same issue with the reference aspect ratio
of 1/1.4, test aspect ratios were ± 72% of the reference aspect ratio. The area of
both the reference and the test stimuli was varied randomly in each presentation
from 5 cm2 to 17 cm2. The placement and the orientation of the stimuli on screen
were also varied randomly. The purpose behind this random variation of the area,
placement and orientation was to eliminate as much as possible clues to make sure
that subjects would only discriminate between aspect ratios of the stimuli.
Subjects were asked to choose which of the two presented ellipses appeared
more circular. Subjects were asked to press the right arrow key, if the right ellipse
appeared more circular and the left arrow key, if the left ellipse appeared more cir-
cular. We recorded number of times the test stimuli were chosen more circular. The
presentation of the stimuli and the collection of the response data were performed
using the psychophysics toolbox [Brainard, 1997; G, 1997; Kleiner et al., 2007] in
Matlab (R2009b).
Figure 2.1: Illustration of the stimuli in the first experiment. The values of aspect ratio,
area and orientation for the reference stimulus are 0.7143 (1/1.4), 13.35 cm2 and 49.23
degrees respectively. The values of aspect ratio, area and orientation for the test stimulus
are 0.5143, 5.86 cm2 and 151.95 degrees respectively.
Subjects
There were six subjects, five males and one female. All participants provided consent
in accordance with the Radboud University Institutional Review Board. Partici-
pants P1 and P5 were the authors of this study.
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Data Analysis
The response data of each participant for each reference aspect ratio was fitted with
probit regression. Each predictor was constructed from the log10 of the ratio of the
test and and reference values. Following two models were used
Mφ = Φ
(
βφ log10
(
φtest
φref
)
+ β0
)
(2.1)
Mφα = Φ
(
βφ log10
(
φtest
φref
)
+ βα log10
(
αtest
αref
)
+ β0
)
(2.2)
where Φ is the cumulative distribution function of the standard normal distribution.
βφ, βα and β0 are the coefficients of aspect ratio, size and constant respectively. The
appendix explains that exclusion of possible contributing predictors results in un-
derestimation of the other coefficients and hence it is good practice to consider all
reasonable predictors and test for their significant effect. The discrimination thresh-
old is defined as the inverse of the coefficient of the aspect ratio predictor. Standard
errors of aspect ratio discrimination thresholds were calculated from standard errors
of the aspect ratio coefficients by using the method of propagation of errors. The
higher the value of the discrimination threshold, the more difficult it is for a partici-
pant to discriminate between the presented stimuli. While we included a regression
constant β0 in the models, it was never significant for any of the participants in any
of the conditions. This indicates an absence of response bias.
The first model (Mφ) assumes that subject’s responses are only based on the
aspect ratios of the presented ellipses. The second model (Mφα) not only assumes
the aspect ratio but also the size as a contributing variable to the response. The
lower the deviance the better the fit. As the models are nested, model Mφα will
always have a smaller deviance. To find the advantage of including the size predictor,
we calculated the difference of the deviance between the two models. This difference
follows a χ2 distribution with k = 1 degrees of freedom. At one degree of freedom,
a χ2 value of 3.84 is significant at a level of 0.05.
Due to the dependency of aspect ratio discrimination thresholds for different
reference aspect ratios through subjects, we performed a one-way repeated measures
ANOVAs to find the difference among aspect ratio discrimination thresholds of six
reference aspect ratios.
2.2.2 Results
We defer comparison of our results with results of Regan and Hamstra (1992) until
the discussion part. Table 2.1 shows the difference of the deviance between two the
models Mφ and Mφα. Subjects P1, P4, P5 and P6 show a significant difference be-
tween the models for all reference aspect ratios except for the circle. For participant
P3, the inclusion of the size predictor does not improve the fit, so for P3, model Mφ
is sufficient to explain the response for all reference aspect ratios. For half of the
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Table 2.1: Experiment 1: Difference of the deviance between models Mφ and Mφα for six
different reference aspect ratios.
subjects 1/10 1/6 1/3.2 1/2 1/1.4 1
P1 28.28 51.36 71.01 39.35 18.51 0.11
P2 36.02 19.94 6.05 1.66 1.07 3.28
P3 0.02 0.36 1.16 3.79 0.17 0.66
P4 50.83 49.40 34.60 16.29 4.39 0.10
P5 81.24 54.44 86.87 57.69 11.18 8.20
P6 111.94 79.62 25.08 10.60 4.02 0.02
reference aspect ratios, participant P2 also shows that model Mφα is better.
We also checked the difference of the deviance between model Mα and a model
which also includes the difference of the orientation between the ellipses as a pre-
dictor. The latter was not significantly better, which suggests that the difference
of the orientation does not contribute to aspect ratio discrimination. Next, we also
checked a model with an interaction between φ and α, which also did not result in
a significant improvement of model fit.
Figure 2.2 shows the aspect ratio discrimination threshold calculated from the
coefficient of the aspect ratio predictor from model Mφα because this model fits
better for most participants. The aspect ratio discrimination threshold is plotted
against six reference aspect ratios. Error bars show the 95% confidence interval
which was calculated from standard errors of aspect ratio discrimination thresh-
olds. The circle has the lowest threshold. The results of a one-way repeated mea-
sures ANOVA show that there is a significant difference among shape discrimina-
tion thresholds by excluding as well including circle thresholds (p < 0.0001 and
p = 0.0012 respectively). Thus not only the circle thresholds differ from the other
ones but there is also a difference among the other thresholds. The exclusion of
thresholds of both the circle and the 1/1.4 reference aspect ratio did not give a
significant difference among aspect ratio thresholds of other reference aspect ra-
tios which implies that the discrimination thresholds flatten off for more elongated
ellipses.
Figure 2.3 shows the ratio of size and aspect coefficients obtained from model
Mφα averaged across participants. This ratio is obtained by dividing the coefficient
of the size predictor by the coefficient of the aspect ratio predictor. The positive
sign of the ratio of coefficients implies that larger ellipses appear more circular to
the participants and the magnitude of the coefficient ratios shows the effect of the
size predictor relative to the aspect ratio predictor. The coefficient of the aspect
ratio predictor is larger than the coefficient of the size predictor which makes the
ratio very small or close to zero when there is no effect of the size predictor. Both
inclusion and exclusion of the coefficient ratios of the circle in the ANOVA tests
gave a significant difference among coefficients ratios (p < 0.0001 and p = 0.0017
respectively) which implies that the effect of the size predictor is different for the
circle than for the other reference aspect ratios. Although Figure 2.3 shows that the
Chapter 2. Visual discrimination of shape and size 11
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Figure 2.2: Aspect ratio discrimination thresholds for six participants and six reference
aspect ratios. Error bars show 95% confidence interval on thresholds
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Figure 2.3: Ratio of size and shape coefficients averaged across subjects. Error bars show
standard deviation.
averaged ratio of size and aspect ratio coefficient for circle is negative, this negative
effect of the size is not statistically significant.
2.3 Experiment 2
After observing the effect of size on aspect ratio discrimination, the second experi-
ment was designed to compare aspect ratio and size discrimination on exactly the
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same set of the stimuli. In this way, we can figure out which of the two tasks is
more difficult and how both aspect ratio and size affect each other in shape and size
discrimination.
2.3.1 Method
Apparatus and stimuli
The general apparatus was the same as used in experiment 1. The same screen
resolution, viewing distance and line width of stimuli were maintained. The pre-
sentation of the stimuli was similar as shown in Figure 2.1.
Experiment design
Figure 2.4 shows the design diagram of the second experiment. The same six ref-
erence aspect ratios of experiment 1 were used, but reference size was fixed at 11
cm2 whereas it was chosen random in experiment 1. The y-axis of the Figure 2.4
shows the test sizes used in the experiment. In this experiment, the test aspect
ratios were ± 72% of the reference aspect ratios and equally spaced on log scale
and swapping of the responses was performed for the reference aspect ratio of 1.
The values of the size were between 8 cm2 and 15 cm2. In total, we used a 10× 10
factorial design with ten test aspect ratios and ten test sizes. For each reference
aspect ratio, the 10 × 10 stimuli were presented twice which made a total of 200
presentations for each reference aspect ratio and a total of 1200 presentations for
the whole experiment. The orientation, order and left/right position of the stimuli
were randomized. With this design, the aspect ratio and size discrimination tasks
can be performed on the same set of stimuli.
Subjects
There were six participants in this experiment. Five participants (P1, P2, P3, P4
and P5) also participated in the first experiment whereas P6 was different. All par-
ticipants provided consent in accordance with the Radboud University Institutional
Review Board.
Data Analysis
The analysis was the same as the first experiment. For each reference aspect ratio,
the difference of the deviance between models Mα and Mφα was obtained from the
residuals of a probit regression. Model Mα only has the area predictor.
Mα = Φ
(
βα log10
(
αtest
αref
)
+ β0
)
(2.3)
The difference of the deviance between models Mα and Mφα reveals which of the
two models better explains the response data. Just as for the shape response data,
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Figure 2.4: A 10 × 10 factorial design for aspect ratio and size discrimination tasks. For
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and their responses were swapped.
the coefficients of the size predictor were converted to discrimination threshold by
taking the inverse.
2.3.2 Task 1: aspect ratio discrimination
The task was the same as in the first experiment: participants were asked to choose
which of the two presented ellipses was more circular.
Results
Table 2.2 shows the difference in deviance between two models Mφ and Mφα. For
all reference aspect ratios except the circle, model Mφα has a significantly smaller
deviance than model Mφ in case of participants P1, P5 and P6. In this experiment,
participant P3 also showed an effect of the size on the discrimination for two ref-
erence aspect ratios (1/2 and 1/1.4) while participants P2 and P4 did not show an
effect of the size on the aspect ratio discrimination except for a single reference
aspect ratio (1/6 and 1/2 respectively). The lines with x markers in Figure 2.5
show the aspect ratio discrimination threshold obtained from model Mφα for six
different reference aspect ratios for each subject while the other lines with round
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Table 2.2: Experiment 2 (aspect ratio discrimination): Difference of the deviance between
models Mφ and Mφα for six different reference aspect ratios
subjects 1/10 1/6 1/3.2 1/2 1/1.4 1
P1 9.42 26.21 20.37 45.60 6.64 0.58
P2 0.59 8.53 0.88 1.69 0.01 0.28
P3 0.15 0.21 0.77 5.48 8.62 0.31
P4 1.63 2.96 0.47 12.15 0.64 0.10
P5 28.18 53.66 64.17 48.28 20.12 3.01
P6 20.73 14.17 9.83 22.32 23.72 0.19
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Figure 2.5: Aspect ratio and size discrimination thresholds for all participants in the
second experiment. Error bars show 95% confidence interval on aspect ratio and size
discrimination thresholds.
markers show results for the size discrimination task which will be described in
the next section. For convenience of comparison, we have put both together in
one plot. The results are similar to the first experiment. Both inclusion and ex-
clusion of the circle thresholds in one-way repeated measures ANOVA tests gave
a significant difference among aspect ratio discrimination thresholds (p < 0.0001
and p = 0.0031 respectively). Results of an ANOVA test with exclusion of aspect
ratio thresholds of both the circle and the 1/1.4 reference aspect ratio were not
significant which confirms flattening of the aspect ratio thresholds for more elon-
gated ellipses also in second experiment. A paired t test did not give a significant
difference between aspect ratio discrimination thresholds of experiment 1 and 2 for
participants P1 to P5, confirming that the small change in experimental conditions
did not lead to a significant change in performance. We performed a paired t test
between size/shape coefficient ratios of experiments 1 and 2 for participants P1 to
P5 which did not give a significant difference among size /shape coefficient ratios of
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both experiments, confirming that the effect of size on aspect ratio discrimination
thresholds is similar in both experiments.
2.3.3 Task 2: size discrimination
The apparatus, method and the procedure were the same as above. The same
stimuli of the aspect ratio discrimination task were presented but the task was
changed. Participants were asked to choose which of the two presented stimuli
appeared bigger in size.
Results
Table 2.3 shows the difference in deviance between models Mα and Mφα. Overall,
model Mα with only size as predictor is better than model Mφα with size and aspect
ratio predictors. For participants P1, P2 and P6 the model Mα is sufficient to fit
the response data except for reference aspect ratios of 1/6 (P1 and P2) and 1/10
respectively. Only participants P4 and P5 demonstrate an effect of the aspect ratio
predictor for most of the reference aspect ratios. Table 2.3 shows that the effect
of the aspect ratio predictor on size discrimination is weak compared to the effect
of the size predictor on aspect ratio discrimination as shown in Table 2.1 and 2.2.
However, for consistency we use model Mφα for the purpose of comparison between
shape and size (Figure 2.5).
The lines with a round marker in Figure 2.5 show size discrimination thresholds
for six different reference aspect ratios. Both inclusion and exclusion of circle thresh-
olds in a one-way repeated measures ANOVA gave a significant difference among size
discrimination thresholds of all reference aspect ratios (p < 0.001 and p = 0.0019
respectively). An ANOVA test excluding the size discrimination thresholds of both
the circle and the 1/1.4 reference aspect ratio gave a significant difference among
size discrimination thresholds of the other reference aspect ratios (p = 0.0074) which
implies a decrease in size discrimination thresholds with an increase in circularity.
Table 2.3: Experiment 2 (size discrimination): Difference of the deviance of models Mα
and Mφα for six different reference aspect ratios
subjects 1/10 1/6 1/3.2 1/2 1/1.4 1
P1 0.00 11.88 0.65 0.03 0.33 0.55
P2 3.14 5.18 0.76 8.40 0.13 0.00
P3 21.69 8.89 0.92 0.41 0.08 0.04
P4 19.80 11.77 3.69 9.11 11.05 0.02
P5 12.70 6.48 6.05 7.31 3.24 3.29
P6 8.60 0.05 2.57 2.59 0.80 1.02
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2.3.4 Comparison of shape and size
Figure 2.5 shows that the size discrimination threshold is lower than the aspect ratio
discrimination threshold for most reference aspect ratios especially for participants
P2 and P5. To quantify which of the two thresholds is lower, we performed a paired
t test on the discrimination thresholds of each reference aspect ratio and Table 2.4
shows that there is a significant difference between the two tasks in case of a reference
aspect ratio of 1/3.2, 1/2 and 1/4 with p = 0.0346, 0.0420, and 0.0074 respectively.
We can also see the difference in thresholds of the two tasks in Figure 2.6 where the
thresholds are averaged across subjects. The size discrimination threshold is lower
than the aspect ratio discrimination except for reference aspect ratios of 1/10, 1/6
and 1 which is also shown statistically in Table 2.4.
Table 2.4: Paired t test statistics for the aspect ratio and size discrimination tasks. df = 5
1/10 1/6 1/3.2 1/2 1/1.4 1
tstat 1.34 0.93 2.88 2.72 4.34 -0.79
p 0.2370 0.3961 0.0346 0.0420 0.0074 0.4670
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Figure 2.6: Discrimination thresholds of aspect ratio and size averaged across reference
aspect ratios in the second experiment. Error bars show standard deviation of thresholds
across subjects
2.4 Comparison of thresholds with previous stud-
ies
We compare our results with previous studies of Regan (1992), Morgan (2005) and
Nachmias (2008, 2010).
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2.4.1 Method
We recorded discrimination thresholds from previous studies [Regan and Hamstra,
1992; Morgan, 2005; Nachmias, 2008, 2011] and converted them according to the
definition of discrimination threshold in the current study i.e. the inverse of the
coefficient of the aspect ratio or size predictor. The thresholds from experiment
1 and 2 are obtained from the model with only aspect ratio predictor (Mφ) for
comparison with previous studies. Hence, the thresholds are on average 15% higher
than the thresholds calculated from the model Mφα, see appendix for an explanation
of this phenomenon.
The fifth experiment in Regan’s (1992) studies was on aspect ratio discrimina-
tion of ellipses. We took the aspect ratio discrimination thresholds from Figure 6
of Regan (1992) and averaged across both reference aspect ratios because of the
symmetry of thresholds on both sides of the circle and because we found no effect
of ellipse orientation in the first experiment. Further, we averaged these thresh-
olds across the four participants. Regan (1992) defined aspect ratio discrimination
threshold as half of the difference between 75% and 25% points on psychometric
function which we converted into aspect ratio coefficient by taking the difference of
the normal cumulative distribution between 75% and 25% and then dividing this
difference by 2. So
1
βφ
= ∆R
(
Φ−1(0.75)− Φ−1(0.25)
2
)−1
(2.4)
where ∆R is the discrimination threshold from Regan’s experiment. The left panel
in the Figure 2.7 shows the comparison of the aspect ratio discrimination thresholds
obtained in the first and second experiment with thresholds from Regans’s (1992)
study.
Figure 2 and 5 in the study of Morgan (2005) show size and aspect ratio discrim-
ination thresholds respectively for circle which are based upon the 18− 82% points
on the psychometric function which we converted into aspect ratio coefficient by
taking the difference of the normal cumulative distribution between 82% and 18%.
Figure 2 in the study of Nachmia (2008) shows size and aspect ratio discrimination
thresholds for the circle which were obtained from the standard deviation of a fitted
cumulative Gaussian using psignifit version 2.5.6: a software package which imple-
ments the maximum likelihood method described by Wichmann and Hill (2001a).
The standard deviation of the fitted psychometric function in his studies is equiv-
alent to the inverse of the regression coefficient in our case. Nachmias (2008) used
the natural logarithm of the aspect ratio and size predictors whereas we defined the
aspect ratio predictor as log10
(
φtest
φref
)
and the size predictor as log10
(
αtest
αref
)
. So,
we converted thresholds to base 10 logarithm. Similarly, we took size and aspect
ratio discrimination thresholds for the circle from Figure 11 of the study of Nach-
mias (2010) for both successive and simultaneous presentations of ellipses which we
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Figure 2.7: Left panel compares aspect ratio discrimination thresholds of both experiments
with aspect ratio thresholds from Regan (1992). Right panel shows comparisons of circle
discrimination thresholds with previous studies. Error bars show standard deviation of
thresholds across subjects
averaged and converted accordingly as described for Nachmias (2008). The right
panel in Figure 2.7 shows comparison of circle discriminations with Regan (1992),
Morgan (2005) and Nachmias (2008, 2010).
2.4.2 Comparison
The results of Regan show a decrease in aspect ratio discrimination thresholds with
an increase in the circularity and our study finds similar results (the results of the
one-way repeated measures ANOVA test on discrimination thresholds in the first
and second experiment). In contrast to our data, the inclusion and exclusion of
the circle thresholds as well as thresholds of 1/1.4 and 1/2 reference aspect ratio in
a one-way repeated measures ANOVA test on Regan’s data gave a significant dif-
ference among aspect discrimination thresholds of the other reference aspect ratios
(inclusion of thresholds of circle : p < 0.00001, exclusion of thresholds of circle only
: p < 0.0001, exclusion of thresholds of circle and 1/1.4 aspect ratios: p = 0.0001
and exclusion of thresholds of circle, 1/1.4 and 1/2 aspect ratios : p = 0.0024). We
performed an unpaired t test between Regan’s data and our experiments, which did
not result in a significant difference except for thresholds of reference aspect ratio
of 1/6 from the second experiment. Generally, the findings of the current study
are similar to the results of the Regan’s experiments in spite of the differences in
experimental conditions of the both studies (see general discussion).
The right panel in Figure 2.7 shows that aspect ratio discrimination thresholds
for the circle in the first and second experiment are consistent with previous studies
of Regan (1992), Morgan (2005) and Nachmias (2008, 2010) in spite of the differ-
ences in experimental conditions of all studies. The right panel in Figure 2.7 also
shows that there is little difference among size discrimination thresholds of all stud-
ies except for the study of Nachmias (2008) where size discrimination thresholds
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are considerably higher from others.
2.5 General discussion
It is prudent to compare models for aspect ratio and size discrimination with many
possible predictors and care should be taken while calculating discrimination thresh-
olds with probit or logit methods because these methods could underestimate the
thresholds when not all relevant predictors are included (see appendix). In the first
experiment, on excluding circle thresholds we find on average a decrease of 17% in
thresholds of the other reference aspect ratios when including the size as a predictor
in the aspect ratio discrimination. In case of the second experiment, on excluding
circle thresholds there is on average a decrease of 10% in thresholds of the other ref-
erence aspect ratio when including the size as a predictor. We do not find an effect
of the size predictor on aspect ratio discrimination thresholds for the circle. The
studies of Regan (1992), Morgan (2005) and Nachmias (2008, 2010) do not check
alternate models. Regan (1992) also did experiments on rectangles and intersecting
lines, but he did not perform analysis with size as a predictor. Table 2.1 shows
that aspect ratio discrimination is influenced by the size of the presented stimuli.
One reason could be that both aspect ratio and size are combined to a response
in this discrimination task [Nachmias, 2011]. Similar results have been reported by
Krantz and Tversky (1975) on dissimilarity of rectangles. They found that shape
and size do not contribute independently in perception of the dissimilarity between
rectangles and perceived shape differences increase with perceived area. They also
found large individual differences. Rectangles have no curvature. The effect of size
on dissimilarity [Krantz and Tversky, 1975] of rectangles and similar findings of
aspect ratio thresholds reported by Regan (1992) for rectangles and ellipses sug-
gest that in case of ellipses, the curvature can be an extra cue used in aspect ratio
discrimination, but not the only one information used by participants.
Although our experimental setup differed from the one used by Regan (1992), our
discrimination thresholds are similar to their thresholds for ellipse stimuli. There are
four differences between Regan’s experiments and ours. First: in our experiments,
there is a simultaneous presentation of both stimuli on the screen as opposed to
the successive presentation of the stimuli in Regan’s experiments. From the current
study it appears that aspect ratio discrimination is independent of the presenta-
tion conditions: participants in current experiments have almost the same range of
aspect ratio discrimination thresholds as participants had in Regan’s (1992) exper-
iments (shown in left panel of Figure 2.7 and the unpaired t test between Regan’s
data and current experiments did not result in a significant difference between
thresholds). Second: the random variation of the orientation of the stimuli was
fixed in Regan’s experiments. The difference of orientation between presented stim-
uli could affect discrimination but the current study could not find such an effect.
The aspect ratio of the stimuli does affect orientation discrimination [Liu et al.,
2002; Kennedy et al., 2006] but the aspect ratio discrimination is independent of
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the difference in the orientation. The model with the difference of the orientation
between presented ellipses as predictor did not improve the model fit. Third: the
presentation time of the stimuli was fixed in Regan’s experiments. Time pressure
is absent in our study. The participants were free to take as much time as they
wanted. Fourth: we performed the analysis with both shape and size predictors
while in their study only the shape predictor was used. The current study finds
that the inclusion of both aspect ratio and size predictors affects the regression co-
efficients of each other in model comparison (appendix). This extra analysis with a
size predictor in the model reveals that larger ellipses appear more circular to the
observer and this finding is consistent in both experiments.
Our study compares discriminations of shape and size by presenting exactly the
same set of stimuli in both experimental tasks. We explore size discrimination on a
large range of aspect ratios as opposed to the previous studies [Morgan, 2005; Nach-
mias, 2011]. The size discrimination thresholds are overall smaller than the aspect
ratio discrimination thresholds. The lower values of the size discrimination thresh-
olds as compared with the shape discrimination thresholds in the second experiment
demonstrates that size estimation involves lower noise than shape estimation. As
by the design of the second experiment, aspect ratio thresholds are determined with
size as a random variable, and vice versa. The overall smaller values of the size dis-
crimination thresholds suggest that aspect ratio discrimination is more perturbed
by size variation than size is perturbed by aspect ratio variation. These findings
seem to be consistent with Morgan’s suggestion that size discrimination is essen-
tially 1D and hence size discrimination is not affected by aspect ratio. The size
discrimination thresholds show a trend of decrease in thresholds with an increase in
the circularity of the ellipses (results of repeated measures one-way ANOVA on size
discrimination thresholds of all reference aspect ratios ) which is a similar finding
to the aspect ratio thresholds.
The circle seems to be a special case where all participants performed equally
well in both discrimination tasks. Most of the previous studies also demonstrate
that participants are better at discriminating circles as compared to other shapes
[Regan and Hamstra, 1992; Levi and Klein, 2000; Regan et al., 2006] and our study
finds similar results in aspect ratio and size discrimination tasks which suggests that
both discrimination tasks are not influenced by the different experimental conditions
in different studies.
In summary, our study performs a detailed analysis of shape and size discrim-
ination tasks on a large range of aspect ratios. We show that size of the ellipse
affects the observer ’s perception of its shape and vice versa. The effect of the size
on the shape discrimination task is high for more elongated ellipses and small for
more circular ellipses (Figure 2.3), which is qualitatively similar to the decrease of
discrimination thresholds with an increase in the circularity of ellipses (Figure 2.6).
The positive sign of the coefficients of the size predictor suggests that larger ellipses
appear more circular to participants (Figure 2.3). This effect of shape and size on
the discrimination task of the other could be due to the activation of irrelevant
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feature detectors in the visual system [Prinzmetal, 1981, 1995; Prinzmetal et al.,
2001]. Further our study finds that both size and shape discrimination thresholds
are quantitatively similar but the size discrimination thresholds tend to be lower
(except for the circle and more elongated ellipses) than the shape discrimination
thresholds. This suggests that visual system performs shape and size discrimina-
tions with different mechanisms
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Appendix: Generalized linear regression coefficients
depend on inclusion of relevant predictors in the re-
gression model
The rationale behind this appendix is to highlight the importance of considering all
possible predictors while modeling the response variables. For example in modeling
shape responses, possible predictors other than shape are size and difference of the
orientation of the stimuli. The inclusion and exclusion of these predictors in the
analysis reveals whether they influence the response or not. This appendix high-
lights that the coefficients of the predictors change in generalized linear regression
modeling even when the predictors are uncorrelated or orthogonal. Karlson (2012)
reports similar issues that probit or logit models may underestimate the value of
regression coefficients due to confounding variables.
As the aspect ratio and size predictor are orthogonal to each other, i.e. there is
no linear correlation between them, one could expect that the inclusion or exclusion
of a predictor would not lead to cause a change in the coefficient of a predictor
as is the case for linear regression [Karlson et al., 2012; Studenmund, 2006]. This
independence of the regression coefficient from the presence of other predictors does
not hold for generalized regression models as we illustrate by simulation of a probit
regression model (Figure 2.8). Response data is created for a reference aspect ratio
of 1/2 with model Mφα. The size of the reference aspect ratio was varied from
5 cm2 to 17 cm2. The coefficient of the aspect ratio predictor is fixed (βφ = 10)
while coefficient of the size predictor (βα) is changed from 0 to 9. The aspect ratio
predictor was varied from 0.33 to 0.77 while size predictor was varied from 5 cm2
to 17 cm2. Figure 2.8 shows that the coefficient of the aspect ratio predictor does
not change on fitting back response data with model Mφα: it remains at 10. But
on fitting the same response data with model Mφ, the coefficient of the aspect ratio
predictor decreases with an increase in the coefficient of the size predictor which is
contrary to the linear least squares regression. The extent of this underestimation
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Figure 2.8: Simulation of the probit model where the response is obtained from model
Mφα. The x-axis shows different values of the size coefficient(βα) with fixed value of the
aspect ratio coefficient (βφ = 10)
depends on the range of the predictors. When we limit the range of the aspect
ratio predictor from 0.45 to 0.55 then probit regression behaves like least squares
regression. The simulation of coefficients in Figure 2.8 is created using the glmfit
function of Matlab (R2009b). Thus it is wise to check possible alternative models
when performing analysis with probit or logit regression.
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Chapter 3
A Bayesian psychophysical model
for angular variables
Bayesian theories of perception provide a link between observed response distri-
butions and theoretical constructs from Bayesian decision theory. Using Bayesian
psychophysics we derive response distributions for two cases, one based on a normal
distribution and one on a von Mises distribution for angular variables. Interestingly,
where the theoretical response distribution is always unimodal in the case of normal
distributions, it can become bimodal in the angular setting in case when prior and
likelihood are about equally strong.
3.1 Introduction
In recent research on perception and action, Bayesian decision theory (BDT) is a
common framework to understand observed responses [Knill and Richards, 1996;
Kersten, 2003; Maloney and Zhang, 2010]. This theory is based on the premise that
optimal performance is achieved in the presence of imperfect information [Maloney,
2002; Vilares and Kording, 2011] and is used as a benchmark to explain the perfor-
mance of organisms in experiments [Mamassian et al., 2002].
Many studies model perceptually guided decision-making using BDT [Ko¨rding
and Wolpert, 2004; Daunizeau et al., 2010; Acerbi et al., 2012], and others consider
probability matching [Mamassian et al., 2002; Wozny et al., 2010; Battaglia et al.,
2011]. In Bayesian psychophysics, a deterministic decision rule drives responses
and variability is due to input sensory variability and output action variability.
Probability matching allows for added variability from the internal posterior distri-
This chapter is based on: [Abbas et al., 2013b]. “ A Bayesian psychophysical model for angular
variables” published in “Journal of Mathematical Psychology”.
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bution’s variance to affect responses rather than integrating across possible stimuli.
In tasks whose response axis is linear, the structure of the ideal model can confound
the effects of sensory variability, internal posterior probability matching, and noisy
decision-making on subjects’ response variability, making it difficult to analytically
identify their relative roles. Here we show that circular response axes relevant for
e.g. orientation judgments [Liu et al., 2002] can be used to disentangle their roles.
We show that Bayesian psychophysics makes qualitatively different predictions from
probability matching in the case of a von Mises distributed likelihood with a von
Mises distributed prior for the mean.
3.2 Bayesian psychophysics for the von Mises dis-
tribution
As Bayesian psychophysics offers no qualitatively different predictions from proba-
bility matching or the noisy decision model for normally distributed variables, we
relegated its treatment to the appendix. In this section, we work out the predictions
of Bayesian psychophysics for a von Mises distribution as prior and likelihood com-
bined with a δ loss function. The predictions are the same when we use the circular
equivalent of the squared loss function, the cosine loss function l(d, s) = cos(d− s).
In many respects, the von Mises distribution is the circular equivalent of the nor-
mal distribution [Mardia and Jupp, 2009, p 42–43] and many of its properties are
analogs of properties of the normal distribution. Thus, it is a natural distribution
when stimuli and sensory signals are angular variables. We take:
s ∼ VM(µs, κs) = 1
2piI0(κs)
exp (κs cos(s− µs)) (3.1)
x ∼ VM(s, κx) = 1
2piI0(κx)
exp (κx cos(x− s)) , (3.2)
with VM denoting the von Mises distribution and I0(.) denoting the modified Bessel
function of the first kind and order 0. We take 0 ≤ s, x < 2pi. Parameter 0 ≤ µs <
2pi represents the prior mean, κs ≥ 0 the prior precision and κx ≥ 0 the precision of
the likelihood. Since the prior and the likelihood are conjugate, the posterior pi(s|x)
is also a von Mises distribution given by VM(µp, κp) with the posterior mean µp
and width κp as:
tanµp =
κx sinx+ κs sinµs
κx cosx+ κs cosµs
, (3.3)
κp =
√
κ2x + κ
2
s + 2κxκs cos(x− µs). (3.4)
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We take the δ loss function, which leads to the maximum a posteriori (MAP)
decision rule:
d(x) = arg min
d
[∫
−δ(d− s)pi(s|x) ds
]
= arg max
d
pi(d|x).
Thus the decision is the mode of the posterior
d(x) = arctan
(
κx sinx+ κs sinµs
κx cosx+ κs cosµs
)
. (3.5)
This decision rule is more complicated than the linear relationship we observe for
the normal distribution (see eq. 3.17). In particular, the decision rule is not always
one-to-one, depending on parameters κx and κs.
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Figure 3.1: Top panels: geometric view of von Mises decision rule. Bottom panels: decision
d as a function of sensory signal x. Parameter values are: µs = pi [rad], κs = 3 (all panels).
Left panels, κx = 4, middle panels κx = 3, and right panels κx = 2. Thus, reading from
left to right mx becomes shorter.
The decision rule is one-to-one when the stimulus likelihood dominates the prior,
i.e. κx > κs. This case in which the sensor readings are more reliable than the prior
information is illustrated in the left panels of Figure 3.1. The left bottom panel
illustrates d(x) for 0 < x < 360 [deg]. For a sensory signal x of 90 deg, the decision
d is about 127 deg (see the red dot in the lower left panel of Figure 3.1), which is
biased in the direction of the prior which has a mean µs at 180 deg. The top left
panel shows a geometric interpretation of eq. 3.5, based on the following argument.
If we denote the prior vector by ms ≡ κs(cosµs, sinµs) and the likelihood vector
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by mx ≡ κx(cosx, sinx), the decision vector md is given by:
md = ms + mx,
The anti-clockwise angle between the positive x-axis and the decision vector md
then gives exactly the decision rule eq. 3.5. The prior vector ms is indicated by the
line from origin to center of the decision circle and the set of all likelihood vectors
mx is indicated by the blue decision circle. From this geometric interpretation it is
clear that the set of all possible decisions depends on how much of the decision circle
is “seen” from the origin O. As long as κx > κs, the origin is inside the decision
circle, the decision rule is one-to-one and all decisions are possible, i.e. the range
of d ∈ [0, 2pi] (left panels of Figure 3.1). The alternative case occurs when κx < κs,
i.e. the prior dominates the stimulus likelihood (right panels of Figure 3.1). In this
case the decision rule is one-to-two, i.e. for each decision d there are two possible
sensor readings x that could have given rise to it. This is clear from the geometric
interpretation of the decision rule as illustrated in the top right panel: since the
origin is outside of the decision circle the range of d is limited. An exemplary
sensory signal-decision pair is indicated with a red dot. For a sensory signal x of
90 deg, the decision d is about 146 deg, which is more biased in the direction of the
prior then for the left panels: this is as expected as the prior is stronger in the right
panels (κs = 2) than in the left (κs = 4). The boundary between the two situations
occurs when κx = κs, i.e. prior and stimulus likelihood are equally strong. In this
case one can simplify the decision rule by using trigonometric identities:
d(x) = (x+ µs)/2 mod 2pi,
which is the straight line in the middle bottom panel.
What is the range of decisions in case the prior dominates the likelihood (κx <
κs)? This can be calculated from the decision rule eq. 3.5 by extremization or from
the geometric interpretation as illustrated in Figure 3.1 by noting that the extrema
are determined by tangency. Either way the results are:
cos(xmax − µs) = −κx
κs
, (3.6)
sin(dmax − µs) = −κx
κs
, (3.7)
with xmax and dmax denoting the extremal sensory signal and decision respectively.
Now we calculate the response distribution (defined in eq. 3.14) for the von
Mises prior - von Mises likelihood model (eqs. 3.1, 3.2). The first step is to invert
the decision rule of eq. 3.5. Straightforward algebra leads to:
sin(x− d) = κs
κx
sin(d− µs).
As noted in discussing Figure 3.1, the decision rule is one-to-one when κx > κs and
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one-to-two when κx < κs. Discriminating between these two cases we get for the
inverse decision rule:
x =

d+ arcsin( κsκx sin(d− µs))
if κx > κs and 0 < d < 2pi,
d+ arcsin( κsκx sin(d− µs))
d+ pi − arcsin( κsκx sin(d− µs))
if κx ≤ κs and− arcsin(κxκs ) < d− µs < arcsin(κxκs ),
It is convenient to calculate the sine and cosine of the inverse decision rule:
cos± x = ±
√
1− (κs
κx
sin(d− µs))2 cos d−
κs
κx
sin(d− µs) sin d,
sin± x = ±
√
1− (κs
κx
sin(d− µs))2 sin d+
κs
κx
sin(d− µs) cos d,
with the + case for κx > κs and the ± cases for κx < κs. Further, we need the
derivative of the inverse decision rule:
∂x
∂d
∣∣∣∣± = 1± κs cos(d− µs)√
κ2x − κ2s sin2(d− µs)
,
with the + case for κx > κs and the ± cases for κx < κs. We can now use the
change-of-variable expression for the Bayesian response distribution eq. 3.14 with
one generalization: when the change of variables is one-to-many, the response distri-
bution consists of adding the contributions on which the decision rule is monotonic.
Explicitly:
ρβψφ(r|s) = 1
2piI0(κx)(
exp(κx(cos
+x cos s+ sin+x sin s))
∣∣∣∣∂x∂d
∣∣∣∣++
exp(κx(cos
−x cos s+ sin−x sin s))
∣∣∣∣∂x∂d
∣∣∣∣−)
Lastly, we can put it all together leading to the following response distribution:
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Figure 3.2: Top panels: von Mises distributions of prior and likelihood. Bottom panels:
probability matching and Renske (R) response distributions. Parameter values are: µs =
pi [rad], s = 0 [rad], κs = 3 (all panels). Left panels, κx = 4, middle panels κx = 3, and
right panels κx = 2.
R(r|s, κx, µs, κs) =
exp (−κs sin(r − µs) sin(r − s))
2piI0(κx)
(
1 +
κs cos(r − µs)
E(r)
)
exp (E(r) cos(r − s)) if κx > κs,
exp (−κs sin(r − µs) sin(r − s))
piI0(κx)
(
sinh(E(r) cos(r − s))
+
κs cos(r − µs)
E(r)
cosh(E(r) cos(r − s))
)
if κx ≤ κs,
(3.8)
where we define E(r) as:
E(r) ≡
√
κ2x − κ2s sin2(r − µs).
We could not find a description of this particular pdf in the circular statistics liter-
ature [Batschelet, 1981; Fisher, 1993; Mardia and Jupp, 2009; Jammalamadaka and
Sengupta, 2001]. We propose to call the distributionR the Renske distribution. This
Bayesian response distribution (ρβψφ) shows qualitatively different behavior for dif-
ferent parameter values of prior and likelihood distributions as shown in Figure 3.2.
We have chosen the means of the prior and likelihood distributions in opposite di-
rections to bring out these differences most clearly i.e the prior mean is pi [rad]
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and likelihood mean is 0. The upper left panel in Figure 3.2 shows the situation
when sensory readings are more reliable than prior information. The corresponding
probability matching and Bayesian response distributions (ρβψφ) are shown in lower
left panel: both distributions are symmetric around a response value of 0 degrees
that is the mean of the likelihood. However, while the probability matching distri-
bution is unimodal with a mode around 0 this is not true of the Bayesian response
distribution which is bimodal with modes around 90 and 270 degrees. The middle
lower panel shows the case where the sensory readings and prior information are
equally reliable. In this case, both distributions differ enormously: the response dis-
tribution of probability matching is uniform while Bayesian response distribution
(ρβψφ) is bimodal with modes exactly at 90 and 270 degrees and support confined
to 90 ≤ r ≤ 270 degrees. The right upper and lower panels demonstrate the situ-
ation when the prior information dominates the sensory readings. In this case the
response distribution of probability matching is now centered on the prior mean of
180 degrees whereas the Bayesian response distribution is bimodal with the modes
given by 3.7.
Unlike the normal distribution case calculated in appendix A where the Bayesian
response distribution is also a normal distribution, the Bayesian response distribu-
tion for the von Mises case is not itself a von Mises distribution but a newly derived
distribution (3.8). Before calculating the mean direction and circular variance of
the Renske distribution, we briefly review the notion of the first-order trigonomet-
ric moment, the circular analog of the mean and variance of linear statistics. The
first-order trigonometric moment m1 of an arbitrary angular distribution f(φ) is
defined by [Fisher, 1993; Mardia and Jupp, 2009; Jammalamadaka and Sengupta,
2001]:
mf =
(
Ef [cosφ]
Ef [sinφ]
)
=
(∫
cosφf(φ) dφ∫
sinφf(φ) dφ
)
,
from which the mean direction µ and the circular variance ν follow as:
µ = ∠(m1, ex),
ν = 1− ||m1||,
with ex a unit vector in the x-direction. For a von Mises distribution VM(µ, κ)
mean direction and circular variance are given by:
µVM = µ,
νVM = 1− I1(κ)
I0(κ)
.
With this background in circular statistics, we define the first-order trigonomet-
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Figure 3.3: Difference between numerically integrated and approximated bias βR. Left
panel: sensory information is more reliable than prior information i.e. κx > κs. κx was
varied for different values of κs(10, 1, 0.1). Right panel: prior information is more reliable
than sensory information i.e κs > κx. κs was varied for different values of κx(10, 1, 0.1).
µs =180 [deg] in both panels.
ric moment of the Renske distribution. It is given by:
mR =
(∫
cos r
∫
δ(r − d(x))λ(x|s) dx dr∫
sin r
∫
δ(r − d(x))λ(x|s) dx dr
)
=
(∫
cos d(x)λ(x|s) dx∫
sin d(x)λ(x|s) dx
)
=
∫
exp(ix)λ(x|s) dx,
(3.9)
with λ(x|s) given by eq. 3.2 and d(x) by eq. 3.5 and cos d(x) and sin d(x) given by:
cos d(x) =
κx cos(x) + κs cosµs√
κ2x + κ
2
s + 2κxκs cos(x− µs)
sin d(x) =
κx sin(x) + κs sinµs√
κ2x + κ
2
s + 2κxκs cos(x− µs)
There is no closed-form expression for the first-order moment hence we approxi-
mate it in two limits. First, the case where the sensory information dominates the
prior κx  κs and second, the reverse case where the prior dominates the sensory
information κs  κx. By Taylor expansion to first order, we get for the first order
trigonometric moment of the Renske distribution: mR =
I1(κx)
I0(κx)
exp (is) +
κs
2κx
(
exp (iµs)− I2(κx)
I0(κx)
exp(i(2s− µs))
)
if κx  κs,
exp (iµs) +
κxI1(κx)
2κsI0(κx)
(
exp (is)− exp (i(2µs − s))
)
if κx  κs,
(3.10)
Chapter 3. A Bayesian psychophysical model 31
From the first order moment, we can calculate the bias βR of the Renske distribu-
tion. For the case when κx  κs, we define the bias as the mean of the response
distribution minus the stimulus:
tanβR =
κs(I0(κx) + I2(κx)) sin(µs − s)
2κxI1(κx) + κs(I0(κx)− I2(κx)) cos(µs − s) (3.11)
for the case when κs  κxwe define the bias as the mean of the response distribution
minus the mean of the prior:
tanβR =
κxI1(κx) sin(s− µs)
κsI0(κx)
(3.12)
The equations for the first order moment and bias are based upon first order
approximations of cos d(x) and sin d(x). To illustrate the accuracy of these approx-
imations, we compare them with a numerical integration of eq. 3.9 using adaptive
Gauss-Kronrod quadrature implemented in routine “quadgk” in Matlab r2007a.
Figure 3.3 shows the difference of biases between the approximated bias (βR) and
the numerically integrated bias. More precisely in Figure 3.3 we show the maximal
absolute relative difference between the two ways of calculating the bias. The max-
imum is taken over the possible values of the response 0 < r < 360 degrees. Results
show that the relative difference is rarely above 10% and below 5% when the two
precisions differ by a factor of 10 or more.
For reference, the bias from probability matching can be found from eq. 3.3:
tanβpm =
κs sin(µs − s)
κx + κs cos(µs − s) .
3.3 Discussion
Perhaps superfluous, we reiterate the distinction between a framework, which is a
general approach to understand biological behavior, and a model, which is a partic-
ular mathematical formulation for a behavioral data set [Griffiths et al., 2012]. In
the appendix we show that three models following from the Bayesian framework in
the case of normally distributed variables make no qualitative different predictions.
In detail, we derive predictions for Bayesian psychophysics, probability matching
and the noisy decision model. All models make the same prediction for the mean
of the response distribution but slightly different predictions for the width of the
response distributions. In practice it would be difficult to discriminate between the
models as their parameters are fitted from the observations. Hence the models make
different predictions for these parameters values but since there is no ground truth
one cannot use this information to prefer one model over the other. This noniden-
tifiability lends some credence to the criticism by Bowers and Davis [Bowers and
Davis, 2012] who chided the Bayesian framework as being a ”just so” theory.
In contrast, when we consider models for circular response variables, Bayesian
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psychophysics and probability matching make qualitatively different predictions.
The natural distribution for circular variables is the von Mises distribution. When
combining a von Mises distribution as likelihood with a von Mises distribution
as prior for the mean, Bayesian psychophysics predicts a new probability density
function as response distribution. Intriguingly, this distribution is bimodal when
the width of the likelihood and of the prior are of the same order of magnitude.
The alternative model of probability matching always predicts a unimodal response
distribution. Thus, if an observer behaves truly as an optimal Bayesian decision
maker, a test with circular variables would allow critical evaluation of the optimality
claim. We take this prediction as contradicting the criticism of Bowers and Davis
[Bowers and Davis, 2012], as the case of circular variables is not a ”just so” theory.
One central assumption is that the likelihood in eq. 3.13 is the same as in
eq. 3.14, implying that the observer has perfect knowledge about the sensor. One
could introduce different distributions in these two equations which would make
the Bayesian psychophysics model more like the noisy decision model, see Battaglia
et al. [2011] for a recent example of this idea. However, this is beyond the scope of
the paper.
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Appendix: Bayesian psychophysics for the normal
distribution
In this appendix, we compare predictions of three variants of the Bayesian frame-
work with a normal distribution as prior and as likelihood, combined with a δ or
squared loss function. Variant one, which we term Bayesian psychophysics is iden-
tical to eqs. 1 and 2 of [Acerbi et al., 2012] in the limit of zero motor noise wm → 0.
Explicitly, the optimal decision d is obtained by minimizing the loss l(d, s) over the
possible stimuli s weighted by all available information λ(x|s)pi(s):
d(x) = argmin
d
[∫
l(d, s)λ(x|s)pi(s) ds
]
, (3.13)
The response density ρ(r|s) is obtained from random variable x ∼ λ(x|s) by the
transformation r = d(x). Thus, the Bayesian response distribution ρβψφ(r|s) is:
ρβψφ(r|s) =
∫
δ(r − d(x))λ(x|s) dx, (3.14)
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Table 3.1: Predictions of Bayesian psychophysics (eq. 3.14), probability matching and the
noisy decision model for a normal prior (eq. 3.15) and likelihood (eq. 3.16). The second
column contains the bias, i.e. the difference between mean of response distribution and
stimulus. The third column contains the standard deviation and the fourth and fifth
columns the integrated risk (eq. 3.18) of the δ and the quadratic loss.
model bias stan. dev. δ loss integrated risk quad. loss risk
ρβψφ
σ2x
σ2s+σ
2
x
(µs − s) σ
2
s
σ2s+σ
2
x
σx − 1√2piσx
√
σ2s+σ
2
x
σ2s
− σ2sσ2s+σ2xσ
2
x
ρpm
σ2x
σ2s+σ
2
x
(µs − s)
√
σ2s
σ2s+σ
2
x
σx − 1√2piσx
√
σ2s+σ
2
x
σ2s+2σ
2
x
√
σ2s+σ
2
x
σ2s
−σ2s+2σ2xσ2s+σ2x
σ2s
σ2s+σ
2
x
σ2x
ρndm
σ2x
σ2s+σ
2
x
(µs − s) σm − 1√2pi
√
σ2s+σ
2
x
σ2sσ
2
x(σ
2
s+σ
2
x)σ
2
d
−σ2d − σ
2
sσ
2
x
σ2s+σ
2
x
σ2x
Here, just as in [Ko¨rding and Wolpert, 2004; Acerbi et al., 2012] we made the
simplifying assumptions that the “internal” likelihood in eq. 3.13 is equal to the
likelihood from which the stimuli are actually drawn, the “external” likelihood in
eq. 3.14. Variant two, probability matching is obtained by sampling from the poste-
rior [Mamassian et al., 2002] and variant three, the noisy decision model is obtained
by adding independent noise to the optimal decision d from eq. 3.13. Explicitly, we
take:
s ∼ pi(s) = N (µs, σ2s), (3.15)
x ∼ λ(x|s) = N (s, σ2x), (3.16)
with N denoting the normal distribution. Parameter µs represents the prior mean,
σ2s the prior variance and σ
2
x the sensor variance. Bayes rule leads to a normal
posterior given by [Robert, 2001, p 121]:
pi(s|x) = N
(
σ2sx+ σ
2
xµs
σ2s + σ
2
x
,
σ2sσ
2
x
σ2s + σ
2
x
)
The δ loss function leads to the following decision rule:
d(x) = arg min
d
[∫
−δ(d− s)pi(s|x) ds
]
= arg max
d
pi(d|x).
Thus the decision is the mode of the posterior. Explicitly:
d(x) =
σ2sx+ σ
2
xµs
σ2s + σ
2
x
, (3.17)
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The squared loss leads to the mean of the posterior and the same decision rule. The
decision has inverse d−1(r):
d−1(r) =
(σ2s + σ
2
x)r − σ2xµs
σ2s
Substitution in eq. 3.17 leads to:
ρβψφ(r|s) = N
(
σ2ss+ σ
2
xµs
σ2s + σ
2
x
,
σ4sσ
2
x
(σ2s + σ
2
x)
2
)
Thus, the response distribution is also normal with mean a weighted combination
of stimulus s and prior mean µs. It is convenient to express the outcome of a
psychophysical experiment in which the stimulus s is varied as the bias, β defined
as the difference between stimulus and mean response. For the response distribution
above we find for the bias and standard deviation:
βρ =
σ2x
σ2s + σ
2
x
(µs − s),
σρ =
σ2s
σ2s + σ
2
x
σx.
As a yardstick to compare the different variants we define the integrated risk as:
R =
∫∫
l(r, s)ρ(r|s) dr pi(s) ds. (3.18)
An alternative interpretation of the integrated risk is that it equals the expected
loss of the decision rule (term in square brackets in eq. 3.13) integrated over all
sensory signals x [Robert, 2001, Theorem 2.3.2]. Mathematically,
R =
∫ [∫
l(d(x), s)λ(x|s)pi(s) ds
]
dx.
This shows that the integrated risk is minimized by the optimal decision rule d(x)
of eq. 3.13 since the risk is the integral of the minimal expected loss over x.
We can similarly calculate bias and standard deviations for the probability
matching and noisy decision models. We summarize the findings in Table 3.1:
bias All three models have identical biases.
standard deviation The standard deviation of Bayesian psychophysics is smaller
than the one of probability matching. However, as the standard deviations of
the models (σx and σs) typically are estimated from data, this means that the
fitted model parameters would be larger under the Bayesian psychophysics
model. The standard deviation of the noisy decision model is a separate
parameter and hence cannot be compared directly to the other two models.
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integrated risk Similarly as for the standard deviation, the integrated risk is
smallest (most negative) for Bayesian psychophysics, followed by probability
matching. The risk of the noisy decision model cannot be directly compared
because of the decision noise.
36 Chapter 3
Chapter 4. A comparative study of cell classifiers 37
Chapter 4
A comparative study of cell
classifiers for image-based
high-throughput screening
Millions of cells are present in thousands of images created in high-throughput
screening (HTS). Biologists could classify each of these cells into a phenotype by
visual inspection. But in the presence of millions of cells this visual classification
task becomes infeasible. Biologists train classification models on a few thousand
visually classified example cells and iteratively improve the training data by visual
inspection of the important misclassified phenotypes. Classification methods differ
in performance and performance evaluation time. We present a comparative study
of computational performance of gentle boosting, joint boosting CellProfiler Analyst
(CPA), support vector machines (linear and radial basis function) and linear dis-
criminant analysis (LDA) on two data sets of HT29 and HeLa cancer cells. For the
HT29 data set we find that gentle boosting, SVM (linear) and SVM (RBF) are close
in performance but SVM (linear) is faster than gentle boosting and SVM (RBF).
For the HT29 data set the average performance difference between SVM (RBF) and
SVM (linear) is 0.42%. For the HeLa data set we find that SVM (RBF) outperforms
other classification methods and is on average 1.41% better in performance than
SVM (linear). Our study proposes SVM (linear) for iterative improvement of the
training data and SVM (RBF) for the final classifier to classify all unlabeled cells
in the whole data set.
This chapter is based on: [Abbas et al., 2014]. “A comparative study of cell classifiers for
image-based high-throughput screening” published in “BMC Bioinformatics”.
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4.1 Background
The technology of high-throughput screening has facilitated many biological fields
and has become a widely used method in drug discovery. It assists scientists in
conducting millions of chemical as well as genetic tests to study biological paths.
Cell biology is one of those fields which are currently focusing on analysis of massive
amounts of cell image data produced by high-throughput screening [Jones et al.,
2006; Conrad and Gerlich, 2010; Moffat et al., 2006; Buggenthin et al., 2013]. Bi-
ologists study the morphology of these cells and can classify their phenotypes by
visual inspection under a microscope. The microscopic study of a huge amount of
cell image data has triggered the need for automatic methods to handle this huge
amount of cell image data.
Machine learning and data mining have the potential to objectively and effec-
tively analyze the massive amounts of image data [Shamir et al., 2010]. In recent
years, many studies have shown advantages of using classification methods to clas-
sify images based on features derived from them [Zhou et al., 2013; Jones et al., 2009;
Fuchs et al., 2010; Hamilton et al., 2007; Nanni and Lumini, 2008; Conrad and Ger-
lich, 2010; Gul-Mohammed et al., 2014]. Examples of classification methods are the
Support Vector Machine (SVM), the gentle boosting classifier, Linear Discriminant
Analysis (LDA), the K-nearest neighbor (KNN) classifier, the multi-layered percep-
tron, Artificial Neural Networks (ANNs) and the decision tree classifier [Huang and
Murphy, 2004; Kotsiantis, 2007; Kiang, 2003; Torralba et al., 2007; Gul-Mohammed
et al., 2014; Somfai et al., 2014].
Usually, there are three steps involved in classification of cells as shown in Figure
1 by Jones et al. [Jones et al., 2009]. The first step is segmentation and feature
calculation. The second step concerns the training of classification models on a
training set and their performance evaluation with cross-validation. The training
set is a subset of a few thousand cells visually classified by a biologist. The third step
boils down to the classification of whole screen using the best performing classifier
from step 2.
Typically, the second step is performed many times in an iterative feedback and
machine learning approach as proposed in Jones et al. [2009]. In this approach,
biologists classify a number of cells, then train the classifier and inspect the clas-
sified cells. If the classification method gives high error on some of the important
phenotypes, the biologists classify more cells of those phenotypes and again train
the classifier. Thus, segmentation, feature calculation, and phenotype classification
of all images (including unlabeled) are done only once whereas classifier training is
done many times. Biologists are therefore helped by classification methods that are
fast and give high performance.
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Table 4.1 gives an overview of software packages that are commonly used for
processing of images obtained in high-throughput screening. There are numerous
software packages available for cell detection, feature extraction and feature analy-
sis [Shamir et al., 2010; Conrad and Gerlich, 2010; Zhou et al., 2013]. These software
tools identify cells from images and measure features of identified cells. Different
classification methods are used by these software packages as shown in Table 4.1.
To the best of our knowledge, there is no study that compares the performance
of different classification methods and their suitability in an iterative feedback and
machine learning setting for high-throughput screening of images. In this paper we
compare classification methods based on accuracy and cross-validation time. We
also explore how performance and computational time vary with a different number
of phenotypes. We use two data sets of HT29 and HeLa cancer cells that have
different numbers of features and phenotypes. We investigate which classifier is a
good choice in terms of performance and cross-validation time. Cross-validation
time is important because it is the time needed to evaluate the performance of a
classifier and cross-validation needs to be done many times in training a classifier
in an iterative fashion. The next part describes the data sets, the classification
methods and the approach used in this study. The last part consists of results and
discussion.
4.2 Method
4.2.1 Data description
For this study, we used two data sets. The first data set contains HT29 colon can-
cer cells which was first published by Moffat [Moffat et al., 2006] and is available
as image set BBBC018v1 from the Broad Bioimage Benchmark Collection [Ljosa
et al., 2012]. Cells were stained for DNA, actin and phospho-histone proteins. DNA
was stained with Hoechst 33342 fluorescent dye. Actin proteins were stained with
a fluorescent phalloidins dye while phospho-histone proteins were stained with a
fluorescent tagged antibody [Moffat et al., 2006]. Carpenter et al.[Carpenter et al.,
2006] developed the open source software package CellProfiler through which they
identified about 8.3 million cells in 40,000 images of the HT29 data set. Each cell
has a set of 615 features which are shape, intensity and texture features of the DNA,
actin and phospho-histone (ph3) channels. These features consist of geometric (ex-
tension, eccentricity, axis lengths, size and size ratio between cell and nucleus etc.),
Haralick (angular moments, contrast, correlation, variance and entropy etc.) and
Zernike features. The HT29 data set contains linearly dependent features because
some features were derived from other features. This linear dependency poses no
problem for the SVM and boosting classifiers, but is problematic for standard LDA.
Figure 1 in Jones et al. [Jones et al., 2009] summarizes the cell identification and
measurement of cell features for the HT29 data set. A subset of cells was presented
to biologists who classified the cells into one of 14 phenotypes (listed in Table 4.2).
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Figures 3 and 4 in Jones et al. [Jones et al., 2009] show a total of 2581 positive and
13, 139 negative examples of 14 cell phenotypes. A cell is a positive example if it has
a particular phenotype and it is a negative example if not. In this study, we only
used the positive examples. We found 55 cells that had two phenotypes associated
with them and removed these ambiguously classified cells. For example, there were
two cells labeled both as actin blebs (AB) and crescent nuclei (CN). There were
2526 cells left after removing the ambiguously classified cells. Table 4.2 shows the
14 phenotypes with the number of cells for each of the phenotypes.
The second data set contains HeLa cancer cells which was created by Fuchs et
al. [Fuchs et al., 2010] for testing the EBImage software package. The cells were
stained for DNA, actin and tubulin. The data set contains a total of 2545 cells
with 51 features for each cell. These 51 features consist of geometric, Haralick
and Zernike features calculated from the intensity and textures of a cell using the
EBImage package [Pau et al., 2010] as shown in Figure 1 (E,F) of Fuchs Fuchs et al.
[2010]. There are 10 phenotypes as shown in Table 4.3.
Tables 4.2 and 4.3 show that each phenotype is represented by a different
number of cells which makes the data sets class imbalanced. The HT29 data set
suffers from greater class imbalance than the HeLa data set. In case of the HT29
data set, the phenotype with the largest number of cells (metaphase) is about
16 times bigger than the phenotype with the smallest number of cells (peas in a
pod), while in the case of the HeLa cells the phenotype with the largest number of
cells (normal cells) is about 5 times bigger than the phenotype with the smallest
number of cells (telophase). To make sure that the relative frequencies between
the phenotypes remains roughly the same across all folds, we used 20-fold cross-
validation with stratified sampling on the class variables.
Table 4.2: HT29 colon cancer cells with 14 phenotypes. Each cell has 615 features.
Phenotypes Cells
Actin blebs (AB) 107
Actin dots (AD) 111
Anaphase -Telophase (AT) 182
Angular cell edges (ACE) 73
Crecent nuclei (CN) 185
Large spread cells (LSC) 201
Long projections (LP) 59
Metaphase (MP) 563
Motile (M) 190
Peas in a pod (PIP) 34
Perpheral actin (PA) 59
Phospho-Histone H3 dots (PHD) 264
Prometaphase (PMP) 345
Prophase (PP) 153
Total 2526
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Table 4.3: HeLa cancer cells with 10 phenotypes. Each cell has 51 features.
Phenotypes Cells
Actin fiber (AF) 170
Big cells (BC) 310
Condensed cells (C) 338
Debris (D) 219
Lamellipodia (LA) 258
Metaphase (MP) 186
Membrane blebbing (MB) 110
Normal cells (N) 542
Protrusion and elongation (P) 315
Telophase (Z) 97
Total 2545
4.2.2 Classification methods
There is no single classification method which outperforms all other classification
methods on all data sets. The list of classification methods is large and every method
has its own strengths and limitations [Kotsiantis, 2007; Huang and Murphy, 2004].
In this study we include five classification methods: SVM (RBF), SVM (linear),
gentle boosting, joint boosting (CPA) and LDA. We choose SVM (RBF), because
it has been used in [Fuchs et al., 2010; Coelho et al., 2013] to classify the HeLa data
set. Joint boosting (CPA) is included since it is part of the CellProfiler Analyst
software applied in [Jones et al., 2009] to analyze the HT29 data set. The other
three classifiers are included to check whether we can obtain similar performance
with simpler classifiers. We include gentle boosting as a lean alternative to joint
boosting (CPA) and SVM (linear) as an alternative to SVM (RBF). We include
LDA because it is traditionally considered to be a good benchmark classifier. The
details of the implementation and tuning of the parameters of the classifiers are as
follows.
• Joint boosting (CPA): A multi-class version of gentle boosting with shared
regression stumps [Torralba et al., 2007]. This classifier learns to use common
features shared across the phenotypes. The classifiers for each phenotype
are trained jointly, rather than independentlyTorralba et al. [2007]. Cell-
Profiler Analyst (CPA) has implemented the idea of Torralba et al. [2007]
without sharing features. In boosting, the classifiers are built using regression
stumps. The learning time increases with increasing number of regression
stumps. The manual of CellProfiler Analyst advises the use of 50 regres-
sion stumps and [Jones et al., 2009] has also used 50 regression stumps for
the HT29 data set. In this study we also use 50 regression stumps for joint
boosting (CPA). Since, as we will see below, the performance of joint boost-
ing (CPA) with the recommended 50 regression stumps falls short, we also
considered using the same method with 200 regression stumps. We will refer
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to those as joint boosting (CPA-50) and joint boosting (CPA-200). For joint
boosting (CPA), we used CellProfiler Analyst 2.0 (r11710). This method uses
the one-versus-all strategy for multi-class classification.
• Gentle boosting: Boosting methods such as Adaboost, real-Adaboost, logit-
boost and gentle boost perform well on images or scenes cluttered with ob-
jects [Torralba et al., 2007; Sebastien, 2011; Friedman et al., 2000]. Boosting
methods build a good classifier from many weak classifiers and are similar
to decision trees in building classification rules [Torralba et al., 2007; Fried-
man et al., 2000]. We use 50 regression stumps for gentle boosting. This
method uses the one-versus-all strategy for multi-class classification and also
uses multiple features with different thresholds and different weights for each
phenotype [Sebastien, 2011; Friedman et al., 2000].
• Support vector machine with radial basis function (RBF): Generally, the SVM
(RBF) classifier is better in performance and is tolerant to irrelevant and
interdependent features as compared to decision trees, neural networks and K-
nearest neighbor classifiers [Kotsiantis, 2007; Huang and Murphy, 2004; Hua
and Sun, 2001; Hamilton et al., 2007; Chang and Lin, 2011]. SVM (RBF) is
a useful method when data is not linearly separable but is slower because of
the optimization of the hyper parameters C and γ. The hyper parameter C is
the cost parameter which gives a trade-off between training error and model
complexity [Alpaydin, 2004; Joachims and Thorsten, 2002]. The higher the
value of the C, the higher cost for non-separable examples [Alpaydin, 2004].
The hyper parameter γ is the inverse of the width of the radial basis function.
For selection of parameters C and γ, a grid search was performed on values
C ∈ [2−1, 20, ..., 26] and γ ∈ [2−5, 2−4, ..., 21] for both data sets. A 5-fold
cross-validation was performed to select the hyper parameters. In this study,
the LIBSVM 3.17 library Chang and Lin [2011] is used which implements the
one-against-one strategy for multiclass classification.
• Linear support vector machine (SVM linear): SVM (linear) is an alternative
to SVM (RBF) for large data sets where with/without nonlinear mappings
gives similar performance [Fan et al., 2008; Huang and Murphy, 2004]. SVM
(linear) requires only one hyper parameter C which reduces the training and
testing times. A 5-fold cross-validation was performed to select the hyper
parameter. The search for the optimal hyper parameter C was performed
on values C ∈ [2−5, 2−4, ..., 26] for both data sets. In this study we used
the Liblinear 1.94 library Fan et al. [2008] which uses a one-vs-all approach
for multiclass classification. This library has different versions of regularized
linear classification. We used the L2 regularized linear classification with the
L2 loss function because it is computationally fast. The performance was
similar for the other loss functions.
• Linear discriminant analysis (LDA): LDA is a useful method when features
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are linearly independent and normally distributed. LDA tries to maximize
the separation between classes by estimating classes boundedness as a linear
combination of the features. LDA does not require any parameter tuning. As
the HT29 data set contained linearly dependent features, we used the Moore-
Penrose pseudo inverse for the covariance matrix which is provided in the
Matlab implementation of LDA.
For performance evaluation of each classifier 20-fold cross-validation was performed.
The performance (accuracy) of a classifier is defined as the number of correctly clas-
sified cells divided by the total numbers of the cells. For SVM (RBF), SVM (linear),
gentle boosting and LDA classifiers, the time elapsed by the 20-fold cross-validation
was recorded by using the tic/toc functions available in Matlab. The tic/toc func-
tions resemble the wall-clock time. The cross-validation time also includes the time
of the tuning of the parameters required by a classifier. The implementation of
joint boosting (CPA) is in Python while other classifiers are implemented in C++
and called from Matlab using wrapper functions. The Python implementation of
joint boosting uses the time function which is similar to the tic/toc functions of
Matlab. Features of both data sets were normalized and then scaled between 0 and
1. The analysis was performed on a Macbook Pro, Intel core i5 CPU with 2.4 GHz
processing speed using Matlab version R2013a installed on OS X 10.9.3 (13D65).
4.2.3 Approach
To find out how the performance and computational complexity of the classification
methods varies with the number of phenotypes, we constructed smaller numbers
of phenotypes by merging the most confused phenotypes. First we carried out
an analysis by using the SVM (Linear), SVM (RBF), gentle boosting and LDA
classifiers with all 14 and 10 phenotypes of HT29 and Hela cells respectively. For
each of the data sets, the four confusion matrices obtained from each classifier were
averaged (see additional file 1). We added the upper and lower triangular parts of
the averaged matrix to obtain a symmetric matrix of the total confusions among
phenotypes. Each row of the symmetric matrix was divided by the sum of that row
to a get a normalized symmetric matrix for each of the data sets. These normalized
symmetric matrices were converted into dissimilarity matrices by subtracting from
one.
We performed hierarchical clustering with the unweighted average distance (UP-
GMA) method to merge phenotypes. Figure 4.1 shows the dendrograms obtained
as a result of clustering. For example, the phenotypes LSC and PA in case of HT29
cells are most similar as shown in the dendrogram in the left panel of Figure 4.1.
We merged these two phenotypes and labeled them as one phenotype. After merg-
ing, we were left with 13 phenotypes for HT29 cells on which we performed the
analysis using all classifiers. Then, we again merged the next two most similar
phenotypes which were the new merged phenotype obtained in the last merging
and M, as shown in the dendrogram of HT29 cells in the left panel of Figure 4.1.
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Figure 4.1: Dendrograms of merging of phenotypes based upon the dissimilarity matrix
obtained from the averaged confusion matrix of four classifiers: gentle boosting, SVM
(linear), SVM (RBF) and LDA.
This process of merging and analysis continued until we were left with only two
phenotypes. The merging of the phenotypes was the same for all of the classifiers.
We did not employ joint boosting (CPA) in constructing of the dissimilarity matrix
because CellProfiler Analyst (CPA) does not provide easy access to the confusion
matrix. For joint boosting (CPA), we used the same fixed merging of phenotypes
which was obtained from the other four classifiers (Figure 4.1).
4.3 Results and discussion
4.3.1 Results
Figure 4.2 shows that the performance of classification methods increases with a
decrease in the number of phenotypes for both data sets. In case of 14 phenotypes
of HT29 cells, accuracies of SVM (RBF), SVM (linear), gentle boosting, joint boost-
ing (CPA-50) and LDA are 88.4%, 87.8%, 88.6%, 82% and 86.6% respectively. For
HT29 cells, there is no noticeable difference in the performance among SVM (lin-
ear), SVM (RBF) and gentle boosting. LDA is slightly worse than SVM (linear),
SVM (RBF) and gentle boosting in case of more than 7 phenotypes. Joint boosting
(CPA-50) suffers from lower performance except for two and three phenotypes. In
case of 10 phenotypes of HeLa cells, accuracies of SVM (RBF), SVM (linear), gen-
tle boosting, joint boosting (CPA-50) and LDA are 78.5%, 77.3%, 75%, 69.8% and
75.9% respectively. For HeLa cells SVM (RBF) outperforms the other classifiers
while there is no noticeable difference in performance among SVM (linear), gentle
boosting and LDA classifiers as shown in the upper right panel of Figure 4.2. Pre-
viously, HeLa cells were classified with SVM (RBF) by Fuchs et al. [Fuchs et al.,
2010] in which the performance was about 78% for 10 phenotypes which is about
the same as SVM (RBF) in our analysis. Joint boosting (CPA-50) is the worst in
performance on HeLa cells compared with the other classifiers.
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Figure 4.2: A comparison of performance and cross-validation time with all features of the
HT29 and HeLa data sets.
Cross-validation is computationally intensive depending upon the number of
parameters that need tuning, the number of cells, the number of features and the
number of folds of the cross-validation. The lower left and right panels of Figure 4.2
show the time of 20-fold cross-validation for the HT29 and HeLa cells respectively.
The cross-validation times of the SVM (linear) and SVM (RBF) include the learning
time of the hyper parameters. The cross-validation time increases with the number
of phenotypes as shown in Figure 4.2. Gentle boosting, joint boosting (CPA-50),
SVM (linear), SVM (RBF) and LDA took on average 265, 4892, 246, 2155 and 20
seconds respectively for 20-fold cross-validation with 14 phenotypes on HT29 cells
as shown in the lower left panel of the Figure 4.2. In case of HeLa cells, the time
taken by 20-fold cross-validation with 10 phenotypes was 16, 334, 17, 134 and 2
seconds for gentle boosting, joint boosting (CPA-50), SVM (linear), SVM (RBF)
and LDA respectively as shown in the lower right panel of the Figure 4.2.
To put the cross-validation time in perspective, we timed the calculation for (1)
image segmentation and feature extraction and (2) the time to label all cells in a
screen. The software packages and data related to the HeLa data set are available
on [CellMorph, 2010]. We took the data from this site and reran it to find the time
taken by segmentation and feature measurements. It took about 4321 seconds to
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segment and calculate features of 32778 cells in 516 images. Each image size was
670× 510 pixels. Since we had unlabeled data of the HeLa data set, we trained the
classifiers with optimal parameters obtained through cross-validation and noted the
time used by the classifiers to label all unlabeled data. On about 1.6 million cells,
it took about 7, 11, 20 and 324 seconds by gentle boosting, SVM (linear), LDA and
SVM (RBF) respectively.
Joint boosting (CPA-50) has the worst performance of all classifiers under con-
sideration. To find an explanation for the bad performance of joint boosting (CPA-
50), we increased the number of regression stumps from 50, as used by [Jones et al.,
2009] and advised by the CellProfiler manual, to 200. In case of 14 phenotypes of
HT29 cells, joint boosting (CPA) with 200 regression stumps gives an accuracy of
86% in 19047 seconds. In case of 10 phenotypes of HeLa cells, joint boosting (CPA)
with 200 regression stumps reaches an accuracy of 75% in 1631 seconds. We tried
even more regression stumps, but did not find any further substantial performance
improvement. In any case, by increasing the number of regression stumps, the ac-
curacy of joint boosting (CPA) does become close to the other classifiers as shown
by the line for joint boosting (CPA-200) in Figure 4.2. The increase in number
of regression stumps increases the performance evaluation time considerably and
makes joint boosting (CPA) an order of magnitude slower than its competitors.
LDA is the fastest among all classifiers in cross-validation but suffers from low
performance especially in case of more than seven phenotypes. Cross-validation
time is the same for SVM (linear) and gentle boosting, but gentle boosting suffers
from lower performance in the case of the HeLa data set as shown in Figure 4.2. For
the HT29 data set, SVM (linear) has an overall similar performance as compared
to SVM (RBF) and gentle boosting. SVM (RBF) is a slow method which consumes
time in a grid search of hyper parameters and there is little performance gain over
other classifiers in the case of HT29 cells. For HT29 cells, the average performance
difference between SVM (RBF) and SVM (linear) is 0.42%. On average across all
number of phenotypes SVM (linear) is about 15 times faster than SVM (RBF) in
the case of HT29 data set. For HeLa cells, SVM (RBF) is slower than SVM (linear),
gentle boosting and LDA, but has better performance. For HeLa cells, the average
difference in performance between SVM (RBF) and SVM (linear) is 1.41%. On
average across all number of phenotypes SVM (linear) is about 12 times faster than
SVM (RBF) in the case of HeLa data set.
Results in Figure 4.2 suggest that SVM classifiers overall give better performance
on both data sets with different number of phenotypes. To find how accuracy
depends on the number of cells for the SVM classifiers, we subsampled data sets by
(1/2, 1/4, 1/8, 1/16) using stratified sampling on phenotypes. We used stratified
sampling meaning that each subsampled data set had the same fraction of cells of
each phenotype as the full data set. We randomly selected 50 times cells in each
of these subsamples and performed 20-fold cross-validation on the selected cells.
Both data sets show a decrease in performance with a decrease in number of cells
as shown in Figure 4.3. For HT29 cells, the average performance difference between
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Figure 4.3: A comparison of performance of SVM (RBF) and SVM (linear) on HT29 and
HeLa data sets with different sizes of training sets.
SVM (RBF) and SVM (linear) is 0.84% across different sizes of training sets. For
HeLa cells, SVM (RBF) has a performance gain of 1% over SVM (linear) across
different sizes of training sets. Interestingly, performance differences are smaller for
the subset of 1/8 and SVM (linear) has a small advantage for the subset of 1/16.
Our study finds that the difference in performance is small between SVM (linear)
and SVM (RBF) but that SVM (linear) is faster than SVM (RBF) on both data
sets. This finding leads us to investigate further which of these two classifiers
is suitable in the iterative approach of training classifiers and their performance
evaluation using cross validation. To answer this question, we investigated whether
the misclassified cells by SVM (RBF) are a subset of the misclassified cells by SVM
(linear). We ran 100 times 20-fold cross-validation on both data sets. We call a
cell misclassified if in 80 or more of the 100 runs it was wrongly classified. For
the HT29 data set, we find that 75% of the cells misclassified by SVM (RBF) are
also misclassified by SVM (linear). For HeLa data set, we find that 87% of the
cells misclassified by SVM (RBF) are also misclassified by SVM (linear). Since the
fraction of cells misclassified only by SVM (RBF) is relatively small, this suggests
that it is safe to use the faster classifier in the iterative improvement of the classifier.
Once biologists are satisfied with the labeled phenotypes of the training data and
classifier, they can use SVM (RBF) to classify all unlabeled cells in whole data set.
In this approach, the iterative phase would be fast with SVM (linear) and final
labeling (testing phase) would have the performance gain with SVM (RBF).
In Figure 4.4, panel (a) and (c) show exemplary cells of the condensed (C) and
protrusion-elongation (P) phenotypes from the HeLa data set. Panel (b) in Fig-
ure 4.4 shows some of the cells labeled as condensed cells but looking like protrusion-
elongation cells and always classified as the protrusion-elongation phenotype by the
SVM classifiers. Similarly, some of the cells labeled as protrusion-elongation cells
look like condensed cells and are always classified as the condensed cells by the
SVM classifiers as shown in panel (d) of Figure 4.4. This figure can be compared
with Figure 1(E) of [Fuchs et al., 2010]. Perhaps, the cells in panels (b) and (d) are
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Figure 4.4: Misclassification of condensed (C) cells and protrusion-elongation (P) cells
by SVM (RBF). (a) Correctly classified condensed cells (b) Condensed cells misclassi-
fied as protrusion-elongation cells (c) Correctly classified protrusion-elongation cells (d)
Protrusion-elongation cells misclassified as condensed cells.
accidentally labeled incorrectly.
Sometimes, biologists focus attention on the “good” or more “prototypical”
cells when evaluating a certain feature. Thus, the idea of dropping the difficult
to classify cells and only focusing on more prototypical cells would be helpful for
biologists in studying a certain phenotype. We explore the trade-off between the
number of cells included (not dropped) and classification accuracy. The posterior
probability of the phenotype of each cell provides a measure of certainty provided
by classifiers [Chang and Lin, 2011; Fan et al., 2008; Duin and Tax, 1998]. By
thresholding the posterior probability, we exclude cells that the classifier considers
close to the decision boundary and explore the trade-off between the fraction of cells
included and the accuracy. We used only the SVM based classifiers for posterior
probability estimates because these classifiers are good choices as suggested by the
performance results. The LIBSVM implementation of SVM (RBF) applies the
sigmoid function described in [Lin et al., 2007; Platt, 1999] to estimate posterior
probabilities as a post processing step. We applied the same post processing step to
obtain the posterior probabilities for SVM (linear). We drop those cells for which
the maximum posterior probability over the phenotypes is lower than a particular
threshold (plotted on the x-axis in Figure 4.5). Figure 4.5 shows the results obtained
by thresholding of the posterior probabilities from the HT29 and HeLa data sets
with 14 and 10 phenotypes respectively. It reveals an increase in the accuracy of
SVM (linear) and SVM (RBF) for both data sets. We increased the probability
threshold to that value where all cells of a certain phenotype become excluded.
Thus, the increase in performance is not due to all cells of a phenotype being
removed. These results suggest that biologists can use the posterior probabilities to
focus only on more prototypical cells while studying features of phenotypes of cells.
4.3.2 Discussion
Several other studies have evaluated classification performance based on images ob-
tained in high-throughput screening [Nanni and Lumini, 2008; Hamilton et al., 2007;
Kummel et al., 2011; Huang and Murphy, 2004; Zhou and Wong, 2006; Buggen-
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Figure 4.5: Change in performance of SVM (linear) and SVM (RBF) for HT29 and HeLa
data sets by removing cells with lower posterior probabilities of phenotypes.
thin et al., 2013]. Classification methods are mostly applied for the classification of
sub-cellular protein localization, cell phase, cell phenotype and cellular compounds
on data sets obtained in high-throughput screening [Zhou and Wong, 2006; Huang
and Murphy, 2004]. Previous studies have applied different methods for classifi-
cation of different number of phenotypes with different number of features [Nanni
and Lumini, 2008; Hamilton et al., 2007; Kummel et al., 2011; Huang and Murphy,
2004; Zhou and Wong, 2006]. The geometric, Haralick and Zernike features are the
most commonly used features for image-based high-throughput screening of cells in
different software packages, but with different segmentation, feature selection and
classification methods [Shamir et al., 2010; Zhou et al., 2013; Sommer et al., 2011].
Our study recommends software packages to include both SVM (linear) and SVM
(RBF) classifiers to help biologists in performing a fast and efficient analysis of
high-throughput data.
We imagine a partition of labor of analyzing a high-throughput screen in three
steps as presented by Jones et al.(2009) in Figure 1 [Jones et al., 2009]. The first
step consists of image segmentation and feature calculation. This a computation
intensive step and took about 72 minutes for a subset of the HeLa data set consisting
of 516 images of 670 by 510 pixels with 232K cells. While computation intensive,
this step typically does not involve much manual labor. An investigator can try
several image segmentation algorithms and judge the quality of the segmentation.
Importantly, this step is independent of later steps.
The second step involves iterative training of a classifier. Here an investigator
is presented with a set of randomly selected images and the investigator provides
the phenotypes (labels) to the computer. From this initial set, the classifier is
trained and its performance (accuracy) is computed with cross validation. This
performance is evaluated by the investigator who can then decide to label more
cells either randomly selected by the computer or selected from certain phenotypes
in which the investigator is interested. Either way, as this iterative training of the
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classifier might be done many times, the classification algorithm should be relatively
fast, possibly at the expense of a reduction of testing accuracy. As we have shown
SVM (linear) to be 13 times faster than SVM (RBF) at the expense of a reduction
in accuracy of 0.9% (average over both data sets and all number of phenotypes),
we propose the use of SVM (linear) for this second step.
The third step is classification of the phenotypes of all cells in the screen. Given
its small but clear classification accuracy benefit, we advocate the use of SVM (RBF)
as others [Nanni and Lumini, 2008; Hamilton et al., 2007; Kummel et al., 2011;
Fuchs et al., 2010; Coelho et al., 2013]. As an extension, we investigated whether
a classifier’s notion of its own classification accuracy as the posterior probabilities
can be used to screen for “high quality” cells. Indeed, as we show in Figure 4.5,
thresholding the posterior probabilities improves the objective accuracy. Thus,
in case an investigator has the luxury of a large number of cells of a particular
phenotype in a particular experimental condition, he or she can decide to focus on
the cells that have the particular phenotype with more certainty.
We did not draw any conclusion from the similarities among phenotypes shown
in Figure 4.1. Some previous studies find cell-to-cell variations among cells of the
same phenotype [Altschuler and Wu, 2010]. In future studies it would be interesting
to explore the performance of more classification methods on other image-based
high-throughput data sets with more focus on the similarities between phenotypes
and the cell-to-cell variations among cells of the same phenotype.
4.4 Conclusion
In summary, our study advocates that among the considered classifiers and data sets
in this study, SVM (linear) is the appropriate choice for high-throughput screening
data sets in iterative training of the classifier while SVM (RBF) is the appropriate
choice for the final classifier to classify all cells including unlabeled cells.
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Appendix: Confusion matrices
Here we give confusion matrices obtained from each of the classifiers. These matrices
were used in creating the hierarchical clusters shown in Figure 4.1. These matrices
were obtained as a result of 5 times 20-fold cross-validation.
Table 4.4: HT29 cells: Standard gentle boosting
AB AD AT ACE CN LSC LP MP M PIP PA PHD PMP PP
AB 470 0 0 0 35 5 0 0 17 0 0 4 4 0
AD 1 514 10 3 9 0 0 0 1 1 0 5 6 5
AT 0 0 857 0 6 0 0 27 0 1 0 0 19 0
ACE 3 0 0 213 18 6 16 0 107 0 0 2 0 0
CN 38 22 3 3 775 24 5 16 31 0 2 6 0 0
LSC 1 0 2 1 15 815 0 0 114 0 32 25 0 0
LP 5 2 0 22 12 2 228 0 24 0 0 0 0 0
MP 0 0 2 0 3 0 0 2738 0 0 0 1 71 0
M 18 6 0 49 30 165 9 0 653 0 16 4 0 0
PIP 0 6 19 0 5 8 5 4 3 118 0 0 2 0
PA 0 0 0 0 0 80 0 0 35 0 170 10 0 0
PHD 4 0 1 0 0 11 0 0 1 0 0 1303 0 0
PMP 0 0 3 0 2 0 0 101 0 0 0 2 1607 10
PP 0 1 3 0 0 0 0 1 0 0 0 5 29 726
Table 4.5: HT29 cells: SVM (linear)
AB AD AT ACE CN LSC LP MP M PIP PA PHD PMP PP
AB 478 0 0 2 26 0 0 5 8 1 0 10 5 0
AD 2 528 10 0 0 0 0 5 0 0 0 5 0 5
AT 0 0 840 0 8 0 0 37 0 10 0 5 10 0
ACE 0 0 0 191 10 1 15 0 139 0 0 5 0 4
CN 36 38 1 13 742 40 10 15 23 0 0 7 0 0
LSC 0 0 0 0 10 793 0 0 144 0 33 25 0 0
LP 5 0 0 14 0 0 262 0 14 0 0 0 0 0
MP 0 0 0 0 0 0 0 2720 0 0 0 0 91 4
M 22 10 0 45 27 165 16 0 635 0 30 0 0 0
PIP 10 10 23 0 0 5 0 0 0 117 0 0 5 0
PA 0 0 0 0 5 87 0 0 30 0 163 10 0 0
PHD 9 0 0 5 0 16 0 0 2 0 0 1283 5 0
PMP 0 0 0 0 4 0 0 119 0 0 0 0 1592 10
PP 0 0 0 0 0 0 0 8 0 0 0 0 17 740
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Table 4.6: HT29 cells: SVM (RBF)
AB AD AT ACE CN LSC LP MP M PIP PA PHD PMP PP
AB 483 0 2 0 22 0 0 0 10 0 0 16 2 0
AD 5 513 10 0 7 0 0 5 0 5 0 5 0 5
AT 0 0 856 0 0 0 0 24 0 15 0 0 15 0
ACE 0 0 0 202 15 5 20 0 113 0 0 10 0 0
CN 34 32 0 13 740 40 8 15 28 10 0 5 0 0
LSC 0 0 0 0 16 819 0 0 102 0 43 25 0 0
LP 5 0 0 15 0 0 261 0 14 0 0 0 0 0
MP 0 0 0 0 0 0 0 2730 0 0 0 0 81 4
M 7 5 0 59 28 174 10 0 639 0 23 5 0 0
PIP 10 5 20 1 5 0 0 0 2 122 0 0 5 0
PA 0 0 0 0 0 100 0 0 25 0 160 10 0 0
PHD 0 5 0 0 0 24 0 5 6 0 0 1280 0 0
PMP 0 0 5 0 0 0 0 85 0 0 0 0 1619 16
PP 0 0 5 0 0 0 0 5 0 0 0 0 20 735
Table 4.7: HT29 cells: LDA
AB AD AT ACE CN LSC LP MP M PIP PA PHD PMP PP
AB 440 0 0 13 32 1 1 0 31 0 2 15 0 0
AD 1 482 10 8 19 0 0 2 5 15 0 5 3 5
AT 0 4 800 0 10 0 0 55 0 31 0 0 10 0
ACE 2 0 0 226 8 0 17 0 107 0 0 0 5 0
CN 33 26 0 5 758 14 5 14 58 9 2 0 1 0
LSC 3 1 0 3 6 651 4 0 197 5 120 15 0 0
LP 0 0 0 27 0 0 237 0 26 5 0 0 0 0
MP 0 0 5 0 0 0 0 2726 0 0 0 0 84 0
M 8 10 0 79 9 143 8 0 653 0 40 0 0 0
PIP 0 9 20 14 1 0 0 0 3 118 0 0 5 0
PA 0 0 0 0 0 42 0 0 16 0 227 10 0 0
PHD 4 0 0 2 0 2 0 0 3 0 3 1301 0 5
PMP 0 0 9 0 0 0 0 105 0 0 0 0 1601 10
PP 0 0 5 5 0 0 0 7 0 0 0 0 29 719
Table 4.8: HeLa cells: Standard gentle boosting
AF BC C D LA MP MB N P Z
AF 571 148 6 7 22 0 1 62 33 0
BC 60 1148 33 10 3 27 0 163 101 5
C 12 64 1252 33 23 70 27 116 36 57
D 6 8 63 938 3 20 0 30 12 15
LA 10 9 12 2 1005 2 1 229 20 0
MP 15 36 64 5 7 733 0 19 32 19
MB 0 0 103 0 2 0 346 77 17 5
N 14 70 75 8 211 22 19 2160 126 5
P 38 143 47 16 39 31 9 181 1058 13
Z 0 0 96 20 0 10 5 1 11 342
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Table 4.9: HeLa cells: SVM (linear)
AF BC C D LA MP MB N P Z
AF 634 110 0 3 9 0 5 69 20 0
BC 62 1113 27 10 5 25 0 202 101 5
C 10 73 1217 28 22 75 37 153 35 40
D 5 5 57 950 10 17 5 30 10 6
LA 15 1 5 0 1008 5 0 242 14 0
MP 20 29 21 5 0 785 0 27 27 16
MB 0 0 74 0 0 0 410 43 23 0
N 10 51 48 1 177 20 31 2277 90 5
P 26 120 33 14 49 30 5 186 1095 17
Z 0 0 90 21 0 10 0 5 10 349
Table 4.10: HeLa cells: SVM (RBF)
AF BC C D LA MP MB N P Z
AF 637 113 0 7 8 0 0 47 38 0
BC 60 1210 20 8 2 36 0 95 114 5
C 10 66 1333 32 16 42 29 69 39 54
D 5 6 58 962 10 19 5 13 10 7
LA 11 14 13 5 975 0 0 252 20 0
MP 15 30 26 9 0 786 0 19 25 20
MB 0 0 72 0 0 0 405 41 27 5
N 23 73 43 3 207 20 14 2207 115 5
P 25 141 26 19 45 29 11 160 1104 15
Z 0 0 87 16 0 0 0 0 10 372
Table 4.11: HeLa cells: LDA
AF BC C D LA MP MB N P Z
AF 654 111 0 0 5 5 0 55 20 0
BC 102 1095 25 5 11 45 5 158 99 5
C 20 60 1156 10 10 106 59 148 30 91
D 10 5 75 858 4 18 5 65 15 40
LA 20 0 1 0 1005 0 0 254 10 0
MP 27 18 10 0 0 807 0 15 30 23
MB 5 0 80 0 0 0 395 40 25 5
N 19 63 64 5 200 20 34 2233 67 5
P 35 126 40 5 44 30 10 193 1077 15
Z 0 0 75 5 0 21 2 0 10 372
Chapter 5. Malaria detection and stage classification 55
Chapter 5
Detection and stage classification
of Plasmodium falciparum from
images of Giemsa stained thin
blood films
The conventional method for the diagnosis of malaria parasites is the microscopic
examination of stained blood films, which is time consuming and requires expertise.
Some studies have been performed for the automatic detection and stage classifi-
cation of malaria parasites. In this study, we propose segmentation and life stage
classification with a random forest classifier. We build a large data set for the
segmentation and stage classification of malaria parasites with ground truth labels
provided by experts. This data set is freely available and can become a standard
benchmark. We made use of Giemsa stained images obtained from the blood of 17
patients infected with Plasmodium falciparum. Experts labeled each of the images.
We applied a two-step approach: segmentation followed by life stage classification.
In segmentation, we classified each pixel as a parasite or non-parasite pixel using a
random forest classifier. Gaussian blur and average intensity features of red blood
cells and background were used to classify pixels. Segmentation was evaluated with
classification accuracy, Dice coefficient and free-response analysis. In life stage clas-
sification, we classified each of the segmented objects into an early ring, late ring
or early trophozoite, mid trophozoite, early schizont, late schizont, segmentation,
white blood cell or debris. Our segmentation method gives an accuracy of 98.30%
with an average Dice coefficient of 0.825 which is a 13% improvement compared
to the conventional Otsu method. We find that the inclusion of average intensity
The material in this chapter has been submitted to the Malaria Journal.
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features of red blood cells and background considerably improves the segmentation.
We obtain an overall accuracy of 58.84% when classifying all life stages. Stages are
mostly confused with their neighboring stages. When we reduce the stages to ring,
trophozoite and schizont only, we obtain an accuracy of 82.73%. Pixel classification
gives better performance than the conventional Otsu method. Effects of staining
and background variations can be minimized with the inclusion of average intensity
features in pixel classification. The proposed method and data set can be used
in the development of automatic tools for the detection and stage classification of
malaria parasites.
5.1 Background
Over the past years, malaria has killed millions of people around the world. The
recent report of the WHO shows that about half of the world’s population (about
3.3 billion) is at risk of malaria. There were about 584,000 deaths out of 198 mil-
lion reported cases of malaria in 2013 [WHO, 2014]. Although increased prevention
and control measures have reduced death rates by 30% since 2000, still half a mil-
lion people die yearly from this deadly disease. In spite of a high mortality rate,
malaria is considered a curable and preventable disease with a timely detection and
medication.
The malaria parasite passes through different stages in the human host. When
an infected mosquito bites a human, it injects many sporozoites. These sporozoites
infect liver cells and mature into schizonts. These schizonts rupture the liver cell and
release merozoites into the blood stream. In erythrocytes, the parasite undergoes
asexual replication and passes through different stages. The merozoites develop into
the ring stage, which matures into the late ring and later develops into the early
trophozoite stage. The early trophozoites mature into the late trophozoites, which
develops into the early schizont stage. Early schizonts mature into late schizonts,
which develops into the segmentation stage. Late schizonts release merozoites,
which again enter erythrocytes and start another cycle. Some of the merozoites
develop into a sexual stage called gametocytes. During a blood meal a mosquito
takes these gametocytes (male and female) from the human blood, which go into
further multiplications in the stomach of the mosquito [Cullen and Arguin, 2012].
The conventional method of diagnosing malaria is the microscopic examina-
tion of stained blood films using Giemsa[Noppadon et al., 2009]. It is inexpensive
and reliable but requires considerable expertise and training of health care work-
ers [Noppadon et al., 2009]. It is considered the most efficient method for the study
of parasites in different stages and the quantification of parasitemia [Vit, 2009]. The
quantification of parasitemia is time consuming and labor intensive work [Noppadon
et al., 2009].
A number of studies have been performed for the detection of parasites using dig-
ital images of Giemsa-stained blood films. Table 5.1 gives a description of datasets
used in previous studies. Most studies were performed on data sets with a small
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number of parasites except a study performed by [Linder et al., 2014]. Table 5.2
gives an overview of the methods applied in previous studies. Most of the previ-
ous studies were limited to the detection of parasites except a few studies, which
performed detection as well as stage classification. Previous studies applied meth-
ods based upon histogram thresholding (color similarity, Otsu, local and adaptive
thresholding etc.), and morphological operations as given in table 5.2. Most studies
used the green channel for detection of parasites. There is not much literature avail-
able on the detection of malaria parasites using the pixel classification except [Dı´az
et al., 2007] and [Vink et al., 2013]. The study by [Dı´az et al., 2007] presents pixel
classification using different classifiers in different color spaces but this study was
performed with only 60 parasites. The study by [Vink et al., 2013] was applied on
the fluorescence stained images. Table 5.2 shows that in previous studies stage clas-
sification was performed mainly with ring, trophozoite, schizont and gametocyte
stages. A much more extensive literature review is recently published including
other parasites than Plasmodium falciparum and other staining techniques than
Giemsa [Das et al., 2015].
The contribution from this study is threefold. First, we provide a labeled data set
that is freely available as a benchmark for segmentation and stage classification of
malaria parasites. Second we perform image segmentation with pixel classification
and evaluate it with accuracy, Dice coefficient and free-response characteristic curves
(FROC). Third we perform a detailed analysis of the parasite life stage classification
with early, late and mature stages of malaria parasite as opposed to the previous
studies with only ring, trophozoite and schizont stages. We also include white blood
cells (WBCs) and debris in the classification task.
5.2 Methods
Figure 5.1 shows flow chart of current study.
5.2.1 Data description
The images used in this study were collected from patients in the Gambia [Lemieux
et al., 2009]. Plasmodium falciparum parasites were ex-vivo cultured between 24
and 48 h. Typically, parasites and red blood cells look dark purple and light pink
respectively in Giemsa stained images [Dı´az et al., 2007] as shown in Figure 5.2.
Images vary from patient to patient due to staining variability and differences in
the red blood cell density. Each image was a composite of 4 by 4 images of 1382 by
1030 pixels, which we separated for analysis. There were in total 883 such images
from 17 patients.
58 Chapter 5
T
a
b
le
5
.1
:
D
a
ta
se
ts
S
tu
d
y
N
u
m
b
er
of
im
a
ge
s
R
B
C
s
W
B
C
s
P
ar
as
it
es
C
u
lt
u
re
d
o
r
p
a
ti
en
ts
D
a
ta
p
u
b
li
c
L
in
d
er
[L
in
d
er
et
a
l.
,
2
0
14
]
5
49
p
er
p
at
ie
n
t
83
2
9
In
v
iv
o
Y
es
W
al
li
an
d
er
[W
a
ll
ia
n
d
er
et
a
l.
,
20
13
]
4
73
-5
0
5
3
26
9
8
47
6
N
o
in
fo
rm
at
io
n
N
o
M
al
ih
i
[M
al
ih
i
et
a
l.
,
2
0
13
]
3
63
2
38
12
5
N
o
in
fo
rm
at
io
n
N
o
S
av
ka
re
[S
av
ka
re
a
n
d
N
a
ro
te
,
2
01
1]
1
5
N
o
in
fo
rm
at
io
n
N
o
T
ek
[T
ek
et
a
l.
,
2
01
0
]
6
30
3
43
1
15
1
66
9
N
o
in
fo
rm
at
io
n
N
o
D
ia
z
[D
ı´a
z
et
a
l.
,
20
0
9
]
4
50
1
18
4
4
71
3
In
v
it
ro
N
o
D
ia
z
[D
ı´a
z
et
a
l.
,
20
0
7
]
2
5
1
22
6
60
N
o
in
fo
rm
at
io
n
N
o
R
u
b
er
to
[R
u
b
er
to
et
a
l.
,
2
00
2]
1
2
1
91
0
2
47
9
N
o
in
fo
rm
at
io
n
N
o
Chapter 5. Malaria detection and stage classification 59
T
a
b
le
5
.2
:
A
n
a
ly
si
s
m
et
h
o
d
s
S
tu
d
y
C
o
lo
r
ch
an
n
el
M
et
h
o
d
s
T
a
sk
L
in
d
er
[L
in
d
er
et
a
l.
,
2
01
4]
G
re
en
H
is
to
g
ra
m
th
re
sh
ol
d
in
g
,
su
p
p
o
rt
ve
ct
o
r
m
ac
h
in
e
(S
V
M
)
D
et
ec
ti
o
n
o
f
p
ar
as
it
e
re
gi
on
s
W
a
ll
ia
n
d
er
[W
al
li
a
n
d
er
et
a
l.
,
2
0
13
]
G
re
en
A
d
ap
ti
ve
h
is
to
g
ra
m
th
re
sh
ol
d
in
g
S
eg
m
en
ta
ti
o
n
a
n
d
co
u
n
ti
n
g
of
R
B
C
M
al
ih
i
[M
al
ih
i
et
a
l.
,
20
1
3]
G
re
en
E
x
tr
ac
to
n
of
ce
ll
m
as
k
w
it
h
O
ts
u
th
re
sh
ol
d
in
g,
K
-n
ea
re
st
n
ei
gh
b
o
u
r
(k
-N
N
)
D
et
ec
ti
o
n
o
f
p
ar
as
it
es
S
av
ka
re
[S
av
ka
re
a
n
d
N
ar
ot
e,
2
0
1
1
]
G
re
en
O
ts
u
th
re
sh
o
ld
in
g,
w
a
te
rs
h
ed
se
g
m
en
ta
ti
o
n
,
S
V
M
S
eg
m
en
ta
ti
o
n
o
f
R
B
C
s,
d
et
ec
ti
o
n
o
f
p
ar
as
it
es
T
ek
[T
ek
et
a
l.
,
2
01
0
]
G
re
y
R
a
o
‘s
m
et
h
o
d
,
K
-n
ea
re
st
n
ei
gh
b
o
u
r
D
et
ec
ti
o
n
o
f
p
ar
as
it
es
,
st
a
ge
cl
as
si
fi
ca
ti
o
n
:
ri
n
g
tr
o
p
h
oz
oi
te
,
sc
h
iz
on
t,
ga
m
et
o
cy
te
D
ia
z
[D
ı´a
z
et
a
l.
,
2
0
0
9]
R
G
B
C
o
lo
r
sp
a
ce
cl
a
ss
ifi
ca
ti
o
n
,
In
cl
u
si
o
n
-T
re
e
re
p
re
se
n
ta
ti
o
n
,
S
V
M
D
et
ec
ti
o
n
o
f
p
ar
as
it
e,
cl
a
ss
ifi
ca
ti
o
n
of
st
ag
es
:
ri
n
g,
tr
op
h
o
zo
it
e
an
d
sc
h
iz
on
t
D
ia
z
[D
ı´a
z
et
a
l.
,
2
0
0
7]
R
G
B
,
N
or
m
al
iz
ed
R
G
B
H
S
V
,
Y
C
b
C
r
P
ix
el
cl
as
si
fi
ca
ti
on
,
k
-N
N
D
et
ec
ti
o
n
o
f
p
ar
as
it
e
w
it
h
p
ix
el
cl
as
si
fi
ca
ti
on
R
u
b
er
to
[R
u
b
er
to
et
a
l.
,
20
0
2]
G
re
en
,
H
S
V
,
R
G
B
M
or
p
h
ol
og
ic
al
a
p
p
ro
a
ch
,
co
lo
r
h
is
to
g
ra
m
si
m
il
a
ri
ty
S
eg
m
en
ta
ti
o
n
o
f
R
B
C
s,
d
et
ec
ti
o
n
o
f
p
ar
as
it
es
,
st
a
ge
cl
as
si
fi
ca
ti
o
n
s:
m
at
u
re
tr
o
p
h
o
zo
it
e,
im
m
at
u
re
tr
o
p
h
oz
oi
te
,
ga
m
et
o
cy
te
60 Chapter 5
Figure 5.1: Flow chart of study
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Figure 5.2: Stages of malaria parasite from our data set and literature [Tao et al., 2011].
See text for explanation of abbreviations.
Table 5.3: Number of parasites in each stage
R LR-ET MT LT Esch Lsch Seg WBC Debris
538 307 332 367 714 446 207 50 683
Ground truth image segmentation
We manually selected all dark-stained blobs which included parasites, white blood
cells and debris. We cropped the images around each of the dark-stained blobs. We
applied Otsu thresholding on the green channel for initial segmentation of parasites.
We manually changed threshold to get the segmentation of the parasite. After every
change in the manual threshold, we filled and cleaned the segmented regions using
morphological operations. We combined all segmented cropped images into a ground
truth image (binary image).
Labeling of parasite life stages
The cropped images were presented to malaria experts who classified parasites into
ring (R), late ring or early trophozoite (LR-ET), mid trophozoite (MT), early sch-
izont (Esch), late schizont (Lsch), segmentation (Seg), white blood cells (WBC)
and debris. Debris is a left-over category for those blobs that could not be clearly
classified as parasites or WBCs. Figure 5.2 shows images of the parasites with dif-
ferent stages from our dataset and [Tao et al., 2011]. The size of parasites increases
from early to late stages which can be observed from Figure 5.2. There were a total
of 2911 parasites in different life stages, see Table 5.3. As there is relatively limited
class imbalance in the number of parasites in different life stages, we saw no need
to adjust for the class imbalance. The focus in this study is not on classification of
WBC or debris, so number of cases in those categories matter less.
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5.2.2 Pixel-based segmentation
Feature images and pixel sampling
We transformed each image into a feature image by convolution with a Gaussian
filter. The purpose of the low-pass Gaussian filter is to smooth the image. The
amount of smoothing can be changed by changing the standard deviation of the
Gaussian filter. A standard deviation of zero amounts to no smoothing, effectively
keeping the original image. Convolving the image with a Gaussian filter with a
standard deviation much larger than the size of the image leads to an image where
every pixel has the same value, the mean intensity of the image. The rationale
behind feature images with different standard deviations of the Gaussian blur was to
find out how the performance of pixel classification varies with standard deviation.
We ran two analyses. In the first one, we performed pixel classification separately
with three features i.e. pixel values of Gaussian blur for red, green and blue channels.
In second analysis, we performed pixel classification including average intensities of
red blood cells and background for red, green and blue channels. The average
intensities of red blood cells and background were obtained using two level Otsu
segmentation on each channel. In this way we found the best possible standard
deviation (sigma) of Gaussian blur and the effect of including average intensities
on performance of pixel classification. We also investigated the use of multiple
standard deviations but found no clear performance benefit (results not shown).
We considered two classes for pixel-based segmentation: parasite pixels and
non-parasite pixels. Parasite pixels included pixels from parasites, white blood cells
and debris while non-parasite pixels included pixels from background and red blood
cells. From the feature images, we randomly selected parasite and non-parasite
pixels. As the parasites cover about 1% on average of each image, there is severe
class imbalance. A trivial classifier that assigns each pixel to the background would
achieve a classification accuracy of 99%. We used balanced sampling by choosing an
equal number of parasite and non-parasite pixels. We randomly selected 2.5 million
pixels of parasites and non-parasites for training. We ran a random forest classifier
on the training data. The random forest classifier creates trees by randomly selecting
sub-sets of the pixel data. Each tree classifies a pixel as a parasite or non-parasite.
The probability (0 ≤ p ≤ 1) of a pixel to belong to a parasite is obtained by
dividing the number of times a pixel is classified as parasite by the total number of
trees. We created probability images from the probabilities of pixels. We performed
thresholding on the probability images to get segmented images. We choose the
threshold value of θpm = 0.99 based upon the prior knowledge of parasite pixels.
We show in the results section that this choice of the threshold is close to the
optimal one. We performed post-processing on the segmented images with the
morphological operation of filling. Post-processing assures that segmented objects
do not have holes due to misclassified pixels inside the segmented objects. We
removed those segmented objects which had size less than 100 pixels. This choice
of 100 pixels is based upon the size of the smallest parasite.
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Segmentation evaluation
To evaluate the performance of pixel-based classification, we used three metrics. The
first metric was the pixel classification accuracy, which we obtained from the con-
fusion matrix of the classifier. The second metric was the Dice coefficient, which is
commonly applied for segmentation evaluation. Third metric was the free-response
receiver operating characteristic curve (FROC) which is new in the field of malaria.
Pixel classification accuracy helps in evaluating the performance of the pixel clas-
sifier and guides in choosing the standard deviation of the Gaussian blur. Dice
coefficient evaluates the segmentation against ground truth segmentation. FROC
analysis is usually applied in performance evaluation of the diagnostic tests.
Pixel classification accuracy: Pixel classification accuracy is defined as the
number of correctly classified pixels divided by the total number of pixels. We
sampled an equal number of parasite and background pixels in order to make sure
that classification accuracy is not biased because of the class imbalance. Accuracy
is calculated by cross validation from the out-of-bag samples of the random forest.
Dice coefficient: Dice coefficient quantifies the overlap between segmented and
ground truth images. It (Dc) is defined as
Dc =
2|Is ∩ Ig|
(|Is|+ |Ig|)
Where Is and Ig are the segmented and ground truth images respectively and |x|
denotes the number of pixels in x. The value of the Dice coefficient varies between
0 and 1. The Dice coefficient is zero when ground truth and segmented images are
completely different and it is one when they are exactly the same. More similarity
between segmented and ground truth images increases the Dice coefficient.
FROC: There were on average 4 parasites per image. The presence of multi-
ple parasites in an image suggested us to apply FROC analysis for detection and
localization of parasites. We considered any object in the segmented image as a
detected and localized parasite, when it had a minimum Dice coefficient with the
target parasite. This minimum Dice coefficient is called the acceptance Dice coef-
ficient [Zou et al., 2012]. Any parasite localized and detected with the acceptance
Dice coefficient is called a true positive. All segmented objects which are not de-
tected through the acceptance Dice coefficient, are called false positives. All target
parasites, which do not have any segmented parasite within the acceptance Dice Co-
efficient, are considered false negatives. In FROC analysis, we draw a curve for the
true positive fraction (TPF) as a function of the false positive rate (FPR). The true
positive fraction is defined as the number of true positives divided by total number
of targets in all images. The false positive rate is defined as the number of false
positives divided by the total number of images. Values of true positive fraction are
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between 0 and 1 while values of false positive rates (FPR) can be greater than 1,
which is contrary to the conventional ROC analysis. In this study, we fixed FPR
between 0 and 1.5 for comparison purposes. True and false positives are obtained
by changing the value of θpm, the threshold of the probability map. We obtained 40
different thresholds by changing the probability threshold from 0.98 to 1. For every
threshold, we obtained a segmented image on which we performed post processing
as detailed in the segmentation section. True and false positives were obtained with
the acceptance Dice coefficient of 0.20.
We used a random guessing model as a reference. [Zou et al., 2012] describes
radius as an acceptance criteria instead of Dice coefficient for the detection of target
parasites. [Zou et al., 2012] defines the probability of a random location of a parasite
falling within the acceptance radius as the ratio between the area of a circle with
the radius r and size
∑
of the image that is
p =
pir2∑
In [Zou et al., 2012], a guessing model is defined as
TPF = 1− exp(−FPR× φ)
where φ is defined as p1−p . For comparison of the FROC data with the guessing
model, we used the radius of the largest parasite (78 pixels) in calculating the
guessing model. We calculated the area under the curves of the guessing model and
data. A higher difference of the area between curves of the guessing model and the
data means a better detection and localization of parasites.
5.2.3 Stage classification
We considered intensity, shape, moment and haralick features for stage classifica-
tion. Intensity features included mean, standard deviation, median and quartile
intensity features. Shape features were area, perimeter, minimum radius, maxi-
mum radius, mean radius and standard deviation of radius. Moment features were
major axis, orientation and eccentricity. Haralick features were texture features
as reported in [Haralick et al., 1973]. These are angular moment, contrast, cor-
relation, variance and entropy feature etc. All features were calculated using the
“EBimage” package [Pau et al., 2014]. There were a total of 112 features used in
stage classification calculated for each of the three color channels.
We performed five analyses for a detailed study of the life stage classification
of parasites. First, we performed stage classification separately with each channel
to find out which of the channels is more explanatory for the stage classification.
Second, we performed stage classification with all channels to explore the combined
effect of all channels on the stage classification. Third, we combined the early
and late sub-stages into one stage to perform stage classification with only three
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stages: ring, trophozoite and schizont. Fourth, we evaluated stage classification by
excluding white blood cells and debris. Fifth, we evaluated the stage classification
with 11 important features, which we obtained from feature selection with the
random forest classifier.
5.2.4 Otsu segmentation
Otsu segmentation is one of the most commonly applied methods for the segmen-
tation [Malihi et al., 2013; Savkare and Narote, 2011; Das et al., 2015]. To compare
pixel classification with Otsu segmentation, we applied three-level thresholding as
in [Otsu, 1979]. We used the green channel for image segmentation of the parasites
because it has been used in many of the previous studies. We assumed three levels
for segmentation: background, red blood cells and parasites.
We developed a new two-stage Otsu segmentation method as follows. First, we
applied Otsu’s method to detect background and foreground (red blood cells and
malaria parasite). Then we inverted the background. We called this a background-
inverted image. Second, we applied Otsu’s method on the background-inverted
image for three levels. Third, we applied the lowest threshold from the second step
on the green channel to segment the parasites. On the segmented image, we applied
the morphological operations of filling with 8 connected background neighbors and
dilation with a 13× 13 disk structure.
5.2.5 Software packages
We used a random forest classifier for pixel and life stage classification. We used
the R package “randomforest” available in “R” (version 3.2.1) [R Core Team, 2015]
which is based upon Breiman’s randomForest (version 4.6-10) algorithm [Breiman,
2001; Breiman and Cutler, 2003]. We used 100 trees for pixel classification. We
used the “EBimage” package for Gaussian blur and feature calculations for stage
classification [Pau et al., 2014]. We used 500 trees for stage classification.
5.3 Results
5.3.1 Image segmentation
We first set out to determine the optimal level of low-pass filtering and whether the
basic approach with 3 features for each pixel could be improved upon. Figure 5.3
shows how the accuracy (left panel) and the Dice coefficient (right panel) vary with
different standard deviations of the Gaussian blur. Figure 5.3 also shows the effect
of inclusion of the average intensities of red blood cells and background. Results
suggest that the pixel classifier performs better with average intensity features. We
get an accuracy of 98.30% for a standard deviation of 20 of the Gaussian blur.
The Dice coefficient is calculated over all pixels of all images unlike the accuracy
which is calculated over the balanced training set only. The optimal value of the Dice
66 Chapter 5
l
l
l
l l l l l
l
75
80
85
90
95
10
0
sigma for gaussian blur
ac
cu
ra
cy
 (%
)
maximum accuracy = 98.30%
1 2 5 8 12 20 50 100
0.
2
0.
4
0.
6
0.
8
1.
0
sigma for gaussian blur
D
ic
e 
co
ef
fic
ie
nt
maximum Dice coefficient = 0.825
l l
l l l l
l
l
l
1 2 5 8 12 20 50 100
l with average intensity features
without average intensity features
Figure 5.3: Performance of the pixel classifier with and without average intensity features
for different standard deviations of Gaussian blur.
coefficient is obtained for a standard deviation of 8 pixels both with and without
average intensity features. The maximum value of the Dice coefficient is 0.734
without average intensities while with average intensities, we get a Dice coefficient
of 0.825. Overall, results show that inclusion of the average intensity features helps
in correcting for the red blood cell (RBC) density and variability of staining and
thus improves the accuracy as well as the Dice coefficient. We also tried some other
techniques to correct for the RBC density and staining variability but found no clear
improvement. Specifically we tried adding the mean intensity of each image for each
of the channels. We also tried multiple blurring factors for each color channel but
found no clear performance benefit.
We segmented the images by thresholding the probability using the prior knowl-
edge that about 1% of the pixels belong to parasites. Here we explore how sensitive
performance is for this choice. Figure 5.4 shows that the optimal value of the Dice
coefficient is 0.832 at threshold value of 0.973 which is close to the Dice coefficient
of 0.825 obtained with the choice of the threshold based upon the prior knowledge
of the number of parasites in all images.
We find an average Dice coefficient of 0.70 by applying the two-stage Otsu
segmentation. The average Dice coefficient obtained with the Otsu segmentation
is about 13% lower than the Dice coefficient with pixel classification. Thus pixel
classification performs better than the Otsu method.
Figure 5.5 shows FROC curves obtained with and without average intensity
features. Without average intensity features, the difference of area between curves
of the guessing model and the empirical data is 0.30 while with average intensity
features, the difference is 0.47. These results also suggest that inclusion of the
average intensity features improves the performance of pixel classification. With
a lower value of the probability map threshold θpm, the difference between the
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Figure 5.4: Threshold for optimal Dice coefficient
guessing model and the empirical FROC curve decreases. Malaria experts would
be interested in a threshold which gives a high true positive fraction with low false
positive rate. For example, Figure 5.5 shows that with the threshold of 0.998, we
can detect about 81.79% of the parasites with false positive rate of 0.44. Thus these
results show that FROC analysis can be used to explore the detection of parasites
with different thresholds.
5.3.2 Stage classification
By performing stage classification separately on each color channel, we find that the
green channel gives slightly better performance than the red and blue channels. We
get accuracies of 55%, 54% and 53% for green, blue and red channels respectively.
When we perform stage classification with all channels, we find a performance of
58.84% which is better than the performance with individual channels. Table 5.4
shows the confusion matrix obtained from the classifier. We see from table 5.4 that
life stages are mostly confused with their neighboring stages. For example, LR-ET
is mostly confused with the R and MT stages. Similarly MT is mostly confused
with LR-ET and LT. On combining, R with LR-ET, MT with LT and Esch with
Lsch, we get a performance of 82.73%. If we exclude WBCs and debris from the
stage classification, we are left with only parasite stages. The stage classification
performance is about 60% when excluding WBCs and debris. Finally we performed
stage classification with 11 important features for the stage classification. These
features were area, perimeter, standard deviation, mean intensities and contrast
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Figure 5.5: FROC curves for the detection and localization of parasites
features of the red, green and blue channels. We get an accuracy of 57% with these
features which is slightly lower than the accuracy with all features.
Table 5.4: Average confusion matrix with overall accuracy of 58.84%
R LR-ET MT LT Esch Lsch Seg WBC Debris Accuracy(%)
R 385 31 8 4 10 6 2 1 91 71.56
LR-ET 49 179 32 6 2 1 0 0 38 58.31
MT 8 51 188 52 8 0 1 0 24 56.63
LT 6 18 67 145 112 6 0 0 13 39.51
Esch 11 5 18 72 484 81 14 0 29 67.79
Lsch 8 2 8 6 212 165 32 0 13 37.00
Seg 3 1 6 2 50 39 95 0 11 45.89
WBC 1 0 0 0 1 1 0 42 5 84.00
Debris 102 30 22 14 37 5 4 7 460 67.55
5.4 Discussion
We performed a detailed study of segmentation and life stage classification of
malaria parasites. First, we performed segmentation with pixel classification and
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evaluated it with three metrics: accuracy, Dice coefficient and FROC. None of the
previous studies compared pixel classification on a large data set with these three
metrics. We find a pixel classification accuracy of 98.30% and a Dice coefficient of
0.825. Second, we find that the addition of average intensity features improves the
performance of a pixel classifier. Third, FROC analysis is a commonly used ap-
proach in the evaluation of diagnostic systems. We show that FROC analysis can
also be applied in the field of malaria for the detection and localization of parasites.
It can help in finding the threshold required for better detection of the parasites.
Fourth, we provide a detailed performance evaluation of life stage classification of
parasites.
Most of the previous studies report stage classification with ring, trophozoite and
schizont [Dı´az et al., 2009; Tek et al., 2009; Ruberto et al., 2002], but this study
reports it with sub-stages. The accuracy of stage classification is low because stages
share characteristics with each other, which can be observed from the confusion
matrix (table 5.4). Our study reports performance of stage classification separately
for red, green and blue channels. The separate analysis of channels finds that the
green channel gives relatively better performance. By combining sub-stages into
ring, trophozoite and schizont, current study finds that performance increases with
three main stages.
Last but not least, the data is publicly available for future studies. We provide
the images, ground truth images and the labels of life stages. In future studies,
it would be interesting to explore other methods such as deep learning for detec-
tion and stage classification of the malaria parasites. Based upon the results and
algorithms developed in current study, it would be a remarkable step to develop
a tool for the detection and stage classification of the malaria parasite from the
Giemsa stained images. It would be helpful in areas where there is a shortage of
the resources for the early detection of malaria.
5.5 Conclusion
In summary, this study finds that the inclusion of the average intensities of red
blood cells and background as features in the pixel classification improves the seg-
mentation. FROC analysis is used for the first time in the study of malaria for
the object-level evaluation of the segmentation. Lastly, this study gives a detailed
analysis of life stage classification of parasites.
Supporting data
The data set supporting the results of this chapter is available in the malaria-
detection-2015 repository, http://ftp.science.ru.nl/cs/saiden/malaria-detection-
2015/.
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Outlook
In this thesis, we studied the recognition of shapes by humans and machines with
the support of theoretical and empirical analyses. On one side, we performed psy-
chophysical experiments to understand how the visual system recognizes shapes
and on the other side we studied machine vision with image processing and ma-
chine learning methods. This thesis shows that machines can help humans in the
critical and repetitive tasks of object recognition and classification”
Chapter 5 proposes a method for the detection and classification of objects with
data from the field of malaria. To find out how the proposed method generalized we
applied it on images obtained from the website of Centers for Disease Control and
Prevention (CDC). These images contained parasites of Plasmodium falciparum
and come from different sources. Figure 6.1 shows that proposed method gives
good segmentation on unseen images. For example, the red blood cells in image
C1 are actually darker than the red blood cells and parasites in images A1 and
B1. In spite of variations in intensities, our random forest pixel classifier accurately
segments each of the parasites.
In Chapter 5 we found that classification accuracy of life stage classification of
malaria parasites to be relatively low at 58.84%. We claimed that life stage clas-
sification is a difficult task. To support this claim we had a second expert classify
a small subset of parasites into life stage categories, debris or white blood cell. In
detail she classified 115 parasites. The agreement between two experts is 38%. The
standard Cohen’s Kappa coefficient (0.20) shows that there is a high variability
between experts. The inconsistency in classification of life stages between experts
illustrates the difficulty of task. The agreement between classifier and first expert
is 51% while agreement between classifier and second expert is 29%. Thus the clas-
sifier has an average agreement of 40% which is slightly better than the agreement
between experts.
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Figure 6.1: Segmentation of CDC images by pixel classifier
This thesis is an effort to study the recognition of shapes by humans and ma-
chines. There is a clear need for further studies to fill the gap of knowledge re-
quired to connect the understanding of the visual system and machine vision. We
performed detailed studies of shape and size discrimination. Future studies could
investigate which features of objects are used by the visual system in discrimination
of shape and size and how the visual system recognizes objects in the presence of
incomplete information. In Chapter 3 we tried to connect the response distribu-
tion with theoretical constructs of Bayesian decision theory. It would be interesting
to support this theoretical framework with empirical data.
In Chapters 4 and 5 we explored data sets of HT29, HeLa and malaria para-
sites. We propose the implementation of SVM (linear) and random forest in software
packages like CellProfiler for iterative improvement of training data and pixel clas-
sification respectively. The proposed approach for segmentation and stage classifi-
cation in Chapter 5 can be developed into an automatic tool for early detection of
malaria parasites. Machine vision is dependent upon the methods of segmentation,
feature calculation and classification. The performance of these methods is some-
times application dependent while visual system has no such dependencies. The
visual system is very fast in adapting changes while machines are facing challenges
in the development of adaptive and fast learning methods.
In summary, this thesis suggests further studies for more understanding of the
visual system. We need to study machine vision with more data sets from different
applications with a focus on helping humans in performing shape recognition tasks
more efficiently.
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Summary
This thesis studies how humans and machines perform object recognition. Psy-
chophysical experiments reveal that humans are better in discriminating the shape
and size of more circular objects than more elongated ones. Furthermore, hu-
mans are biased: they perceive larger objects as more circular than they really are.
Bayesian decision theory has become a prominent paradigm for studying percep-
tual behavior and may help to explain errors and biases in human responses to
visual stimuli. Existing theories focus on linear Gaussian models, yielding Gaussian
response distributions. We consider the case of angular variables, relevant among
others for studying perception of orientations, and derive a novel response distri-
bution. We show that, where the response distribution is always unimodal in the
linear Gaussian case, it becomes bimodal in the angular setting when the when
prior and likelihood are about equally strong.
Biologists often perform object recognition tasks such as classifying cells into
phenotypes based on their shape and size, for example to determine whether a cell
is infected by malaria or not. In high-throughput screening, thousands of images
are produced and it becomes practically infeasible for biologists to classify all cells.
Machine vision methods can perform this boring task automatically and have be-
come increasingly popular. Most of these make use of machine learning methods
to learn to discriminate different cell types. Comparing many such algorithms,
we conclude that support vector machines are the most promising approach for
training such classifiers, where we recommend the use of fast linear support vector
machines in an iterative setting and slower but potentially more accurate nonlinear
support vector machines for one-time classification of unlabeled cells. Some visual
discrimination tasks are critical, such as the early detection and stage classification
of malaria parasites. We suggest the use of pixel classification for the detection
of malaria parasites compared to the conventional Otsu method. The inclusion of
average intensity features of red blood cells and background considerably improves
the detection of parasites. The proposed method and data (freely available) can be
used in the development of automatic tools for the detection and stage classification
of malaria parasites.
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Samenvatting
Dit proefschrift onderzoekt hoe mens en machine objecten herkennen. Psycholo-
gische experimenten tonen aan dat mensen beter zijn in het onderscheiden van de
vorm en de afmeting van rondere objecten dan van langwerpige objecten. Bovendien
zijn mensen bevooroordeeld, zij zien grote objecten als ronder dan ze in werkelijk-
heid zijn. Beyesiaanse beslissingstheorie is uitgegroeid tot een prominent paradigma
voor het bestuderen van perceptueel gedrag en kan helpen om de fouten en voor-
oordelen in menselijke reacties op visuele stimuli te verklaren. Bestaande theoriee¨n
richten zich op lineaire Gaussische modellen, die Gaussische responsverdelingen op-
leveren. Wij beschouwen hoekvariabelen, relevant o.a. voor het bestuderen van de
perceptie van orie¨ntaties, en leiden een nieuwe responsverdeling af. We laten zien
dat deze responsverdeling bimodaal wordt als de a-priori kans en cd likelihood on-
geveer even sterk zijn, terwijl de responsverdeling altijd unimodaal is in het lineaire
Gaussische geval.
Biologen voeren vaak objectherkenningstaken uit door cellen onder te verdelen
in fenotypes gebaseerd op hun vorm en grootte. Bijvoorbeeld om te bepalen of een
cel ge¨ınfecteerd is met malaria. Bij high-throughput screening worden duizenden
afbeeldingen geproduceerd en het wordt het ondoenlijk voor biologen om alle cellen
met de hand te classificeren. Beeldherkenningsmethoden die deze saaie taak auto-
matisch uit kunnen voeren zijn dan ook steeds populairder geworden. Veel van deze
methoden maken gebruik van machinaal leren om de verschillende celtypes te leren
onderscheiden. Na een vergelijking van veel van zulke algoritmen concluderen we
dat support vector machines de meest veelbelovende aanpak zijn voor het trainen
van dergelijke classifiers. We raden snelle lineaire support vector machines aan in
een iteratieve setting en de tragere maar potentieel meer nauwkeurige niet-lineaire
support vector machines voor een eenmalige classificatie van ongelabelde cellen.
Sommige visuele onderscheidingstaken zijn kritiek, zoals de vroege opsporing van
malariaparasieten en de classificatie van het stadium van deze parasieten. We ra-
den het gebruik van pixelclassificatie aan voor detectie van malariaparasieten, in
vergelijking met de conventionele Otsu methode. Het toevoegen van eigenschappen
van de gemiddelde intensiteit van rode bloedcellen en van de achtergrond verbetert
de opsporing van parasieten aanzienlijk. De voorgestelde methode en data (vrij
beschikbaar) kunnen worden gebruikt bij de ontwikkeling van automatische hulp-
middelen voor de detectie van malariaparasieten en classificatie van het stadium.
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Contextualised Mobile Media for Learning
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2011-11 Dhaval Vyas (UT)
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2011-12 Carmen Bratosin (TUE)
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Selective Search in Games of Different Complexity
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2011-19 Ellen Rusman (OU)
The Mind ’ s Eye on Personal Profiles
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Guiding service-oriented software engineering - A view-based approach
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Modularization and Specification of Service-Oriented Systems
2011-22 Junte Zhang (UVA)
System Evaluation of Archival Description and Access
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Finding People and their Utterances in Social Media
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Analysis and Validation of Models for Trust Dynamics
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Toward Affective Brain-Computer Interfaces: Exploring the Neurophysiology of Affect during
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Evaluation of Noisy Transcripts for Spoken Document Retrieval
2012-25 Silja Eckartz (UT)
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Making Sense of Legal Text
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Engendering Technology Empowering Women
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Peer-to-Peer Information Retrieval
2012-30 Alina Pommeranz (TUD)
Designing Human-Centered Systems for Reflective Decision Making
2012-31 Emily Bagarukayo (RUN)
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2012-32 Wietske Visser (TUD)
Qualitative multi-criteria preference representation and reasoning
2012-33 Rory Sie (OUN)
Coalitions in Cooperation Networks (COCOON)
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Analysis and Evaluation of Collaborative Modeling Processes
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Groupware Requirements Evolutions Patterns
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2013-08 Robbert-Jan Merk(VU)
Making enemies: cognitive modeling for opponent agents in fighter pilot simulators
2013-09 Fabio Gori (RUN)
Metagenomic Data Analysis: Computational Methods and Applications
2013-10 Jeewanie Jayasinghe Arachchige(UvT)
A Unified Modeling Framework for Service Design.
2013-11 Evangelos Pournaras(TUD)
Multi-level Reconfigurable Self-organization in Overlay Services
2013-12 Marian Razavian(VU)
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Service Tailoring: User-centric creation of integrated IT-based homecare services to
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Coordinated Multi-Agent Planning and Scheduling
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Causal Discovery and Logic
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2013-31 Dinh Khoa Nguyen (UvT)
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2013-33 Qi Gao (TUD)
User Modeling and Personalization in the Microblogging Sphere
2013-34 Kien Tjin-Kam-Jet (UT)
Distributed Deep Web Search
2013-35 Abdallah El Ali (UvA)
Minimal Mobile Human Computer Interaction
2013-36 Than Lam Hoang (TUe)
Pattern Mining in Data Streams
2013-37 Dirk Dirk Bˆrner (OUN)
Ambient Learning Displays
2013-38 Eelco den Heijer (VU)
Autonomous Evolutionary Art
2013-39 Joop de Jong (TUD)
A Method for Enterprise Ontology based Design of Enterprise Information Systems
2013-40 Pim Nijssen (UM)
Monte-Carlo Tree Search for Multi-Player Games
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Supporting the Conceptual Modelling of Dynamic Systems: A Knowledge Engineering
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2013-42 LE`on Planken (TUD)
Algorithms for Simple Temporal Reasoning
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Studies in Learning Monotone Models from Data
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Combining System Dynamics with a Domain Modeling Method
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Information Retrieval for Children: Search Behavior and Solutions
2014-04 Hanna Jochmann-Mannak (UT)
Websites for children: search strategies and interface design - Three studies on children’s
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2014-05 Jurriaan van Reijsen (UU)
Knowledge Perspectives on Advancing Dynamic Capability
2014-06 Damian Tamburri (VU)
Supporting Networked Software Development
2014-07 Arya Adriansyah (TUE)
Aligning Observed and Modeled Behavior
2014-08 Samur Araujo (TUD)
Data Integration over Distributed and Heterogeneous Data Endpoints
2014-09 Philip Jackson (UvT)
Toward Human-Level Artificial Intelligence: Representation and Computation of
Meaning in Natural Language
2014-10 Ivan Salvador Razo Zapata (VU)
Service Value Networks
2014-11 Janneke van der Zwaan (TUD)
An Empathic Virtual Buddy for Social Support
2014-12 Willem van Willigen (VU)
Look Ma, No Hands: Aspects of Autonomous Vehicle Control
2014-13 Arlette van Wissen (VU)
Agent-Based Support for Behavior Change: Models and Applications in Health and Safety Domains
2014-14 Yangyang Shi (TUD)
Language Models With Meta-information
2014-15 Natalya Mogles (VU)
Agent-Based Analysis and Support of Human Functioning in Complex Socio-Technical Systems:
Applications in Safety and Healthcare
2014-16 Krystyna Milian (VU)
Supporting trial recruitment and design by automatically interpreting eligibility criteria
2014-17 Kathrin Dentler (VU)
Computing healthcare quality indicators automatically: Secondary Use of Patient Data and
Semantic Interoperability
2014-18 Mattijs Ghijsen (VU)
Methods and Models for the Design and Study of Dynamic Agent Organizations
2014-19 Vinicius Ramos (TUE)
Adaptive Hypermedia Courses: Qualitative and Quantitative Evaluation and Tool Support
2014-20 Mena Habib (UT)
Named Entity Extraction and Disambiguation for Informal Text: The Missing Link
2014-21 Kassidy Clark (TUD)
Negotiation and Monitoring in Open Environments
2014-22 Marieke Peeters (UU)
Personalized Educational Games - Developing agent-supported scenario-based training
2014-23 Eleftherios Sidirourgos (UvA/CWI)
Space Efficient Indexes for the Big Data Era
2014-24 Davide Ceolin (VU)
Trusting Semi-structured Web Data
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New network models for the analysis of disease interaction
2014-26 Tim Baarslag (TUD)
What to Bid and When to Stop
2014-27 Rui Jorge Almeida (EUR)
Conditional Density Models Integrating Fuzzy and Probabilistic Representations of Uncertainty
2014-28 Anna Chmielowiec (VU)
Decentralized k-Clique Matching
2014-29 Jaap Kabbedijk (UU)
Variability in Multi-Tenant Enterprise Software
2014-30 Peter de Cock (UvT)
Anticipating Criminal Behaviour
2014-31 Leo van Moergestel (UU)
Agent Technology in Agile Multiparallel Manufacturing and Product Support
2014-32 Naser Ayat (UvA)
On Entity Resolution in Probabilistic Data
2014-33 Tesfa Tegegne (RUN)
Service Discovery in eHealth
2014-34 Christina Manteli(VU)
The Effect of Governance in Global Software Development: Analyzing Transactive Memory Systems.
2014-35 Joost van Ooijen (UU)
Cognitive Agents in Virtual Worlds: A Middleware Design Approach
2014-36 Joos Buijs (TUE)
Flexible Evolutionary Algorithms for Mining Structured Process Models
2014-37 Maral Dadvar (UT)
Experts and Machines United Against Cyberbullying
2014-38 Danny Plass-Oude Bos (UT)
Making brain-computer interfaces better: improving usability through post-processing.
2014-39 Jasmina Maric (UvT)
Web Communities, Immigration, and Social Capital
2014-40 Walter Omona (RUN)
A Framework for Knowledge Management Using ICT in Higher Education
2014-41 Frederic Hogenboom (EUR)
Automated Detection of Financial Events in News Text
2014-42 Carsten Eijckhof (CWI/TUD)
Contextual Multidimensional Relevance Models
2014-43 Kevin Vlaanderen (UU)
Supporting Process Improvement using Method Increments
2014-44 Paulien Meesters (UvT)
Intelligent Blauw. Met als ondertitel: Intelligence-gestuurde politiezorg in gebiedsgebonden eenheden.
2014-45 Birgit Schmitz (OUN)
Mobile Games for Learning: A Pattern-Based Approach
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2014-47 Shangsong Liang (UVA)
Fusion and Diversification in Information Retrieval
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Machine Learning for Relevance of Information in Crisis Response
2015-02 Faiza Bukhsh (UvT)
Smart auditing: Innovative Compliance Checking in Customs Controls
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Machine learning for network data
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Collaborations in Open Learning Environments
2015-05 Christoph Bˆsch(UT)
Cryptographically Enforced Search Pattern Hiding
2015-06 Farideh Heidari (TUD)
Business Process Quality Computation - Computing Non-Functional Requirements to Improve
Business Processes
2015-07 Maria-Hendrike Peetz(UvA)
Time-Aware Online Reputation Analysis
2015-08 Jie Jiang (TUD)
Organizational Compliance: An agent-based model for designing and evaluating organizational
interactions
2015-09 Randy Klaassen(UT)
HCI Perspectives on Behavior Change Support Systems
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OpenU: design of an integrated system to support lifelong learning
2015-11 Yongming Luo(TUE)
Designing algorithms for big graph datasets: A study of computing bisimulation and joins
2015-12 Julie M. Birkholz (VU)
Modi Operandi of Social Network Dynamics: The Effect of Context on Scientific Collaboration
Networks
2015-13 Giuseppe Procaccianti(VU)
Energy-Efficient Software
2015-14 Bart van Straalen (UT)
A cognitive approach to modeling bad news conversations
2015-15 Klaas Andries de Graaf (VU)
Ontology-based Software Architecture Documentation
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Ubiquitous Technology for Lifelong Learners
2015-20 LoOˆs VanhE`e(UU)
Using Culture and Values to Support Flexible Coordination
2015-21 Sibren Fetter (OUN)
Using Peer-Support to Expand and Stabilize Online Learning
2015-22 Zhemin Zhu(UT)
Co-occurrence Rate Networks
2015-23 Luit Gazendam (VU)
Cataloguer Support in Cultural Heritage
2015-24 Richard Berendsen (UVA)
Finding People, Papers, and Posts: Vertical Search Algorithms and Evaluation
2015-25 Steven Woudenberg (UU)
Bayesian Tools for Early Disease Detection
2015-26 Alexander Hogenboom (EUR)
Sentiment Analysis of Text Guided by Semantics and Structure
2015-27 Sa´ndor He´man (CWI)
Updating compressed column-stores
2015-28 Janet Bagorogoza (TiU)
Knowledge Management and High Performance; The Uganda Financial Institutions Model for HPO
2015-29 Hendrik Baier (UM)
Monte-Carlo Tree Search Enhancements for One-Player and Two-Player Domains
2015-30 Kiavash Bahreini (OUN)
Real-time Multimodal Emotion Recognition in E-Learning
2015-31 Yakup Koc¸ (TUD)
On Robustness of Power Grids
2015-32 Jerome Gard (UL)
Corporate Venture Management in SMEs
2015-33 Frederik Schadd (UM)
Ontology Mapping with Auxiliary Resources
2015-34 Victor de Graaff (UT)
Geosocial Recommender Systems
