Abstract. The fixed points x of set-valued operators, T: X -* 2X, satisfying a condition of the monotonicity type on convex subsets X of a Hubert space are approximated by a relaxation process, xn+x = xn + u"(Tx" -xn), in which T is a single-valued branch of T and the relaxation parameter un e [0, 1] is made to depend in a certain way on the prior history of the process. If T is bounded on bounded subsets of X, then ||jc" -jc|| converges to 0 like 0(n~l/2). If T is also continuous at x and if x = Tx, then \\xn -x\\ = o(n~1/2). If T satisfies a condition of the Lipschitz type at x, then \\x" -x\\ = 0(/i"/2) for some (i e [0, 1).
Introduction. Let Ibea
nonempty convex subset of a Hilbert space H, and suppose that for some x E X, the set-valued map T: X -» 2X satisfies the monotonicity condition, Then {x"} converges strongly to x. Moreover, for certain special parameter sequences of this type, one can show that ||x" -x|| = 0(n~x/2) [1] , [2] , [3] (for related results see [4] also). To construct such a sequence, it is enough to have a value of C satisfying 1 > C > C" ; no additional information about T or the course of the iteration (1.4) is required, hence the parameter sequence {co"} can be computed before (1.4) commences.
Roughly speaking, condition (1.5) requires that {¿o"} converge to 0 but not "too quickly". This restriction is necessary if (1.4) is to work in the worst cases where T is discontinuous at x. Without continuity, it is possible for the residual norms ||7x" -x"|| to remain bounded away from zero while x" converges to a fixed point x of T, and this behavior is generally incompatible with (1.4) unless u" -h> 0. Unfortunately, while (1.5) insures convergence in the worst cases, it virtually guarantees a uniformly poor asymptotic rate of convergence in all cases, even where T is Lipschitz continuous. On the other hand, it is known that for Lipschitz continuous T satisfying (1.1), the sequences {x"} c X generated by (1.4) will converge geometrically, or linearly, to x (i.e., ||x" -x|| = 0(X") for some A E [0, 1)), provided the terms in {o¡"} are sufficiently small but at the same time bounded away from 0 [5] - [9] . In fact, let T satisfy the condition A || fx -x|| K+ = sup -;r-< oo. 
If for all n > 0, w" = u with ¿o positive and sufficiently small, the parameter \(u") (and a fortiori A"(w")) will be nonnegative and smaller than 1, hence {x"} will converge to x geometrically. Furthermore for any given bounds C > C+ and K > K+, there is a "best" value u = wOPT which minimizes the parameter X(u) in the bound (1.7A). To see this, observe first that for fixed K and fixed w E [0, 1], X(cS) increases with increasing C. Furthermore, since the Schwarz inequality, (1.1) and (1.6) give |C"| < K" it follows that K > Ktis always a better estimate of C" than any C > K. Therefore, consideration may be limited to C's in the range, \C\ < K and C < 1. 
where w+OPT and X*0pt are obtained by putting C = C* and K = K+ in (1.8A) and (1.8B). These estimates show that asymptotic convergence rates far better than 0(n~x^2) are attainable with (1.4) in principle when f is sufficiently continuous at x. However, in order to apply the relaxation parameter rule (1.8), one must have values for C and K which satisfy (1.7D) and (1.7E); if (1.8) is used with aí<ítorCí [C" 1), then fUan = I + wopt( T -I) is not necessarily contractive and the corresponding sequence {x"} generated by (1.4) with un = toOPT may not converge to any limit.
The present article considers a family of iterative processes (1.4) in which <o" is made to depend in a simply way on the prior history of xk, for 0 < k < n. If T is set-valued and satisfies the monotonicity condition (1.1), the corresponding error norms ||x" -x|| are of order 0(n~x/2) as n -^ oo for any branch T that is bounded on bounded subsets of X. T need not satisfy the stronger boundedness condition (1.2) invoked in [1] and need not be continuous for this estimate to apply, however if T is continuous at x and if x = fx, it turns out that ||x" -x|| = o(n~1/2). Moreover, if f satisfies condition (1.6) at x, then the error norms converge to 0 geometrically, even though neither the constant K+ nor an upper bound K for K^ actually appears in the rule which determines un (and is therefore not required for an implementation of this rule).
In [10] , Williamson considers a relaxation process (1.4) for T: X -» 2H, with íú" depending on x" according to a rule which turns out to be essentially a special case of the scheme proposed here; strong convergence of xn to x is established when X is dense in H (or in a solid sphere c H), and when T is bounded on bounded subsets of X. Useful a posteriori error estimates are also derived in [10] , along with the basic 0(n~x/2) asymptotic convergence rate estimate.
The principal analytical tools employed in the next section were developed in [11] for a different purpose. In all cases, ßn+x < j8n. Q.E.D. Corollary 1. Let T. X -*2X satisfy the monotonicity condition (1.1), /e/ i/ie single-valued branch T in (1.4) ¿>e bounded on bounded subsets of X, and let (x") c X be generated by (1.4)-(2.4). Then (xn) and the associated residual sequence {Rn} are bounded.
Proof. {/?"} is monotone nonincreasing and (2.3A) and (2.3B) hold, therefore ||x" -x|| < Bx^2 for all n > 0. Since T is bounded on bounded subsets, the sequence {7x" -x} is also bounded. Boundedness of {Txn -xn) is now immediate from the triangle inequality. Q.E.D. IfRn¥=0 for all n > 0, /Äe« (2.11) /jo/í/s /or all n > 0 and it follows from (2.7) ¿Art ||£J| = 0(ix"/2).
Proof. If R" ^ 0 for 0 < n < N, then ß" is positive and satisfies (2.10) for 0 < n < N. Furthermore, 0-6)=>n/q2=F*,,-*n|i2 < (||7x" -x|| + ||x" -x||)2 < (K + 1)2||£"||2 and therefore (2.7) and (2. reduces to the basic iteration scheme in [10] , with error bounds r, related to the ß's in (2.3A) by r2+x = E% Vi>0 (see Note 2.1).
