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Abstract
This thesis is divided into two parts. Both cope with multi-class image segmentation and utilize
non-smooth optimization algorithms.
The topic of the first part, namely unsupervised segmentation, is the application of clustering
to image pixels. Therefore, we start with an introduction of the biconvex center-based clustering
algorithms c-means and fuzzy c-means, where c denotes the number of classes. We show that
fuzzy c-means can be seen as an approximation of c-means in terms of power means.
Since noise is omnipresent in our image data, these simple clustering models are not suitable
for its segmentation. To this end, we introduce a general and finite dimensional segmentation
model that consists of a data term stemming from the aforementioned clustering models plus a
continuous regularization term. We tackle this optimization model via an alternating minimiza-
tion approach called regularized c-centers (RcC). Thereby, we fix the centers and optimize the
segment membership of the pixels and vice versa. In this general setting, we prove convergence
in the sense of set-valued algorithms using Zangwill’s Theory [172].
Further, we present a segmentation model with a total variation regularizer. While updating
the cluster centers is straightforward for fixed segment memberships of the pixels, updating the
segment membership can be solved iteratively via non-smooth, convex optimization. Thereby,
we do not iterate a convex optimization algorithm until convergence. Instead, we stop as soon as
we have a certain amount of decrease in the objective functional to increase the efficiency. This
algorithm is a particular implementation of RcC providing also the corresponding convergence
theory. Moreover, we show the good performance of our method in various examples such as
simulated 2d images of brain tissue and 3d volumes of two materials, namely a multi-filament
composite superconductor and a carbon fiber reinforced silicon carbide ceramics. Thereby, we
exploit the property of the latter material that two components have no common boundary in
our adapted model.
The second part of the thesis is concerned with supervised segmentation. We leave the area
of center based models and investigate convex approaches related to graph p-Laplacians and
reproducing kernel Hilbert spaces (RKHSs). We study the effect of different weights used to
construct the graph. In practical experiments we show on the one hand image types that
are better segmented by the p-Laplacian model and on the other hand images that are better
segmented by the RKHS-based approach. This is due to the fact that the p-Laplacian approach
provides smoother results, while the RKHS approach provides often more accurate and detailed
segmentations. Finally, we propose a novel combination of both approaches to benefit from the
advantages of both models and study the performance on challenging medical image data.
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Zusammenfassung
Diese Arbeit besteht aus zwei Teilen, welche beide die Multiklassen-Segmentierung von Bildern
behandeln und Algorithmen der nichtglatten, konvexen Optimierung verwenden.
Der erste Teil dieser Arbeit befasst sich mit der unu¨berwachten Segmentierung. Da unu¨berwachte
Segmentierung als Anwendung von Clusteringverfahren auf Bildpixel verstanden werden kann,
beginnen wir mit der Einfu¨hrung der zentrumsbasierten und bikonvexen Clusteringalgorithmen
c-Means und Fuzzy c-Means, wobei c die Anzahl der Klassen bezeichnet. Wir zeigen, dass Fuzzy
c-Means als Approximation von c-Means bezu¨glich Ho¨lder-Mittel interpretiert werden kann.
Da Rauschen in unseren Bilddaten allgegenwa¨rtig ist, sind diese simplen Clusteringverfahren
nicht zur ihrer Segmentierung geeignet. Deshalb fu¨hren wir ein allgemeines, endlichdimensio-
nales Modell ein, dass aus solch einem Clusteringmodell als Datenterm und einem Regularisierer
besteht. Als Lo¨sungsansatz fu¨r dieses Modell verwenden wir einen alternierenden Algorithmus
namens Regularized c-Centers (RcC). Dabei halten wir die Zentren fest und optimieren die
Klassenzugeho¨rigkeit der Pixel und umgekehrt. In diesem allgemeinen Rahmen beweisen wir
Konvergenz im Sinne mengenwertiger Algorithmen basierend auf Zangwills Theorie [172].
Des Weiteren pra¨sentieren wir ein Segmentierungsmodell mit der totalen Variation als Regu-
larisierer. Wa¨hrend das Berechnen der Zentren der Segmente fu¨r feste Segmentzugeho¨rigkeit
der Pixel unkompliziert ist, benutzen wir zum Aktualisieren der Segmentzugeho¨rigkeit einen
iterativen Algorithmus der konvexen Optimierung. Dieser Algorithmus, fu¨r den als konkrete
Implementierung von RcC die oben erwa¨hnte Konvergenztheorie gilt, wird nicht bis zur Kon-
vergenz iteriert, sondern gestoppt sobald ein bestimmter Abstieg im Zielfunktional festgestellt
werden kann. In vielen Beispielen wie 2d Bildern von Gehirngewebe und 3d Volumen von mit
Kohlenstofffasern versta¨rkten SiC-Keramiken (C/SiC) und supraleitenden Verbunddra¨hten er-
halten wir gute Ergebnisse mit diesem Algorithmus. Dabei nutzen wir in einer Modellanpassung
die Eigenschaft von C/SiC aus, dass zwei Komponenten des Materials sich nicht beru¨hren.
Im zweiten Teil dieser Arbeit behandeln wir u¨berwachte Segmentierung. Wir untersuchen
konvexe Modelle, die auf Graph-p-Laplace-Operatoren und Hilbertra¨umen mit reproduzieren-
dem Kern (RKHSs) basieren. Wir studieren die Auswirkung verschiedener Gewichte in der
Konstruktion des Graphen und zeigen anhand praktischer Experimente, welches Verfahren fu¨r
welchen Bildtypen besser geeignet ist. Der Hauptunterschied der Resultate ist, dass die p-
Laplace-Modelle glattere Ergebnisse liefern, wa¨hrend Segmentierungen mit RKHS-Modellen oft
genauer sind und mehr Details erkennen lassen. Schließlich pra¨sentieren wir eine neues Modell
das beide kombiniert, um von den jeweiligen Vorzu¨gen zu profitieren. Experimente mit schwer
segmentierbaren medizinischen Bilddaten werden zur Evaluierung der Verfahren herangezogen.
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Notation and Preliminaries
Symbols
dom g {x ∈ Ω : g(x) 6=∞} where g : Ω→ R ∪ {∞} and Ω ⊆ Rd
∇ Gradient
∇x Vector of partial derivatives with respect to the components of x ∈ Rn
∂
∂xi
Partial derivative
∂g(x0) Subdifferential of the function g : Ω → R ∪ {∞} at x0, i.e., ∂g(x0) = {y ∈ Rd :
f(x)− f(x0) ≥ 〈y, x− x0〉 for all x ∈ Rd}
∂S Lipschitz boundary of a set S
intS Interior of a set S
riS Interior of a set S relative to its affine hull
2S Power set of S
|S| Number of elements of a finite set S
Sc c-fold Cartesian product of a set S where c ∈ N
convS Convex hull of a set S
ιS Indicator function of a set S, i.e., ιS(x) = 0 if x ∈ S and ιS(x) =∞ else
χS Characteristic function of a set S, i.e., χS(x) = 1 if x ∈ S and χS(x) = 0 else
B‖·‖(y, ρ) {x ∈ Rn : ‖x− y‖ ≤ ρ}
F(A) If F is a set of functions, its subset of functions that map from A to R
F(A,B) If F or F(A) is a set of functions, its subset of functions that map from A to B
Cn Set of n-times continuously differentiable functions where C := C1
Cnc Set of n-times continuously differentiable functions with compact support
Lp(Ω) for
p ∈ [1,∞)
Let g : Ω → R denote a measurable function and ‖g‖Lp := (
∫ |g(x)|pdx)1/p. Then,
we define Lp by the quotient space Lp(Ω) := {g : ‖g‖Lp <∞}/{g : ‖g‖Lp = 0}, i.e.,
for two functions g1, g2 ∈ Lp we have g1 = g2 if and only if g1(x) = g2(x) almost
everywhere.
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L∞(Ω) Set of measurable functions g : Ω → R such that g(x) < κ almost everywhere for a
constant κ ∈ R
Lploc(Ω) {g : g|K ∈ Lp(K) for all compact sets K ⊆ Ω}
Wn,p(Ω) {g ∈ Lp(Ω) : all weak derivatives of g up to order n are elements of Lp(Ω)}
(xj)
n
j=1 (x1, . . . , xn)
> ∈ Rn, analogously for (xj)j∈J with some finite index set J
(ai,j)
m,n
i,j=1 Matrix A ∈ Rm×n with elements ai,j , analogously for (ai,j)i∈K,j∈J =: AKJ with
finite index sets K,J
A⊗B Kronecker product of matrices A ∈ Rn1×n2 and B, i.e., A⊗B = (ai,jB)n1,n2i,j=1
vec(A) The matrix A column-wise reshaped into a vector
I, In Identity matrix where In ∈ Rn×n;
Ni Neighborhood of pixel i
N Number of image pixels
c Number of segments (phases, classes)
f Constant given image; usually f : {1, . . . , N} → Rm
uk(j) u(k−1)n+j for u ∈ RcN , k = 1, . . . , c, and j = 1, . . . , N ; denotes the degree of
membership from pixel j to segment k
uk (uk(j))
N
j=1
u(j) (uk)
c
k=1
u(J) (uk(j))j∈J)ck=1 for a finite index set J
|u| modulus for u ∈ R,
√∑c
k=1((uk(j))
n
j=1)
2 ∈ RN for u ∈ RcN ; not to be confused
with the Euclidean norm ‖·‖2
r ∈ Rcm Vector of segment centroids also called codebook where m denotes the feature di-
mension, i.e., f(j) ∈ Rm
Properties of Functions, Sets, and Optimization Problems
Proper A function g : Rd → R ∪ {∞} is called proper if g 6≡ ∞.
Lower semi-
continuous
(lsc)
A function g : Rd → R ∪ {∞} is called lower semi-continuous at x0 if g(x0) =
lim infx→x0 g(x). If such a function g is lower semi-continuous everywhere its epi-
graph {(x, y) ∈ Rd+1 : g(x) ≤ y} is closed.
Biconvex Let X ⊆ Rd1 and Y ⊆ Rd2 be convex and nonempty. A set B ⊆ X × Y is called
biconvex if the set {y ∈ Y : (x, y) ∈ B} is convex for all fixed x and the set
{x ∈ X : (x, y) ∈ B} is convex for all fixed y. An optimization problem of the form
argmin
x,y
f(x, y) subject to (x, y) ∈ B
is called biconvex if B is biconvex and if the functions f(·, y) and f(x, ·) are convex
for every fixed y and x, respectively.
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Calculation Rules
∞ a∞ = a+∞ = a/0 =∞ and 0∞ = a/∞ = 0 for a ∈ R
Vectors For x ∈ Rn and y ∈ Rn or y ∈ R, the inequalities x•y and y•x are meant component-
wise where • ∈ {≤, <,>,≥, }. Similarly, xt = (xtj)nj=1 for t ∈ R and xy = (xiyi)nj=1
for x, y ∈ Rn.
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Chapter 1
Introduction
As a fundamental step towards the analysis of an image, e.g., in terms of object recognition or
characterization of materials, image segmentation has attracted a lot of attention. For instance,
the simple representation of a segmented image supports the extraction of features describing
objects. Moreover, volume fractions of materials’ different components are easily computable
from segmented 3d image data.
The images we cope with in this work consist of finitely many elements called pixels (picture
elements) or voxels (3d volume picture elements). Gray-scale images assign to their elements a
scalar value often in {0, 1, . . . , 255}, [0, 1], or R. Color images assign to every element a vector
whose dimension depends on the color model. For instance, the RGB color model consists of
three channels representing the colors red, green, and blue. A straightforward representation
of a 2d image with n1 × n2 pixels and m feature (e.g., color) channels is a 3d matrix denoted
by F ∈ Rn1×n2×m or equivalently by F : {1, . . . , n1} × {1, . . . , n2} → Rm. Since our 3d volume
images with n1 × n2 × n3 voxels are always gray-valued, they can also be represented by a
3d matrix F ∈ Rn1×n2×n3 or equivalently by F : {1, . . . , n1} × {1, . . . , n2} × {1, . . . , n3} → R.
Further, we often use a representation in vector form simplifying notation, i.e., an image with
N = n1 . . . nd pixels and m feature (e.g., color) channels is denoted by f ∈ RNm or equivalently
by f : {1, . . . , N} → Rm. The features of an image can be anything that is representable as a
vector.
Segmentation is the task of partitioning an image into substantively related regions. In a
segmented image every element is labeled with one of c ∈ N labels and all elements with the same
label represent a segment also called phase or class. Figure 1.1 shows two different segmentations
of a color image.
Segmentation can be categorized into unsupervised and supervised segmentation. In super-
vised segmentation we know for a subset of the image pixels beforehand the labels. It remains
to determine the labels of the unlabeled pixels. On the contrary, in unsupervised segmentation
the labels of all pixels have to be determined. In this work, we cope with unsupervised as well
as supervised segmentation approaches.
The simplest technique for unsupervised segmentation of gray-scale images we can think of
is thresholding. All pixels with values above a certain threshold are assigned to one segment
and all others are assigned to another segment. Instead of setting the threshold manually, a
way to find a threshold automatically is the application of the c-means clustering algorithm (see
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(a) (b) (c)
Figure 1.1.: Segmentations of a traffic sign. Input image from [149].
Section 2.1) to the pixels of an image where c denotes the number of segments. In contrast to
thresholding, c-means clustering is also applicable directly to color images. Figure 1.1b shows
the c-means segmentation of Figure 1.1a. It is clearly visible that this simple approach can fail
even if the segments are easily distinguishable for humans. Figure 1.1c depicts the result of a
more sophisticated method, see Chapter 2 and Section 2.6.1 in particular. This method uses the
fact that neighboring pixels often belong to the same segment.
Both c-means and the method of Section 2.6.1 have in common that they are center based.
For instance, the prototype, centroid, or center of a segment can be the average of all gray values
of the pixels assigned to that segment and all pixels most similar to one such center are assigned
to its segment. We call the vector of all centers of the segments codebook denoted by r ∈ Rcm
for images f : {1, . . . , N} → Rm. Our approaches to supervised segmentation in Chapter 3 are
not center based. Instead, we have the given labeled pixels whose similarity to unlabeled pixels
are utilized to decide about their segment membership.
Depending on the task, not only labeled pixels but also different kinds of additional prior
knowledge such as the shape [48, 134] can be incorporated into the segmentation process. An-
other type of prior knowledge is described in Section 2.6.1 where we exploit a material’s property
that two components have no common boundary. Indeed, this is also applied for the unsuper-
vised segmentation of the traffic sign in Figure 1.1c enforcing a white separating segment between
the red part of the sign and the background.
If we abstract from image segmentation and talk about partitioning of arbitrary data sets
that do not have to be image pixels we enter the field of machine learning. In general, machine
learning or clustering methods are applicable to image pixels for segmentation. For instance,
the popular machine learning classifier random forests [26] has been applied to image pixels as
implemented in the segmentation software Ilastik [146]. However, segmentation involves a lot
of data points. For example, a rather small image of 256 × 256 pixels contains already 65536
elements. In practical applications one usually has to deal with significantly larger images. Some
methods developed for machine learning might be applicable to tasks with fewer data points
but reach their limits in terms of computational time and memory consumption when used for
image segmentation.
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1.1 Related Work
A vast number of methods to tackle image segmentation have been developed and are still subject
of ongoing research. This section provides a review of segmentation approaches and concepts
related to our work. All presented approaches consist of solving an optimization problem, since
our work copes exclusively with energy minimization approaches.
1.1.1 Variational Segmentation Models
Many methods that tackle image segmentation as optimization problem are formulated in func-
tion spaces. This means images of dimension d ∈ N\{0} are given as functions f ∈ L∞(Ω) where
Ω ⊂ Rd rather than as finite dimensional vectors or matrices. Thereby, Ω denotes a bounded,
connected, and open set with Lipschitz boundary.
The Mumford-Shah Model and Related Concepts
In the first part of this section, we introduce the quite popular Mumford-Shah model for image
segmentation and define related concepts such as the Hausdorff measure, the perimeter and the
total variation.
The aim of the Mumford-Shah model is to obtain a segmentation of f into c classes where c
is unknown in advance. To this end, Mumford and Shah [113] propose to solve
(MS) argmin
v∈W 1,2(Ω\K),K⊆Ω
EMS(v,K)
where EMS(v,K) =
∫
Ω
(f(x)− v(x))2dx+ µ
∫
Ω\K
‖∇v(x)‖22 dx+ λHd−1(K),
where Hd−1(K) denotes the d− 1-dimensional Hausdorff measure of the discontinuity set K, cf.
[4].
Let vˆ, Kˆ denote a solution of (MS). The c areas of vˆ separated by Kˆ are caused to be smooth by
the second term of EMS. In terms of image segmentation each of the smooth areas corresponds
to a segment. Further, the segments are separated by the jump set Kˆ. By minimizing the
Hausdorff measure Hd−1(K), regularity on the borders of the smooth areas of vˆ is imposed.
More precisely, the q-dimensional Hausdorff measure Hq determines the q-dimensional volume
of subsets of Rd such as the length of a boundary curve in R2 or the area of a boundary
surface in R3. To give an exact definition, we follow [4]. Let ωq = piq/2/Γ(1 + q/2) where
Γ : t 7→ ∫∞0 st−1e−sds is the Euler Γ-function. Note that ωk coincides with the volume of the
unit ball in Rq if q ≥ 1 is an integer. We define for every subset A of Rd the measure Hq by
Hq(A) := ωq
2q
lim
ε→0
(
inf
{∑
i∈I
(diamAi)
q : diamAi < ε,A ⊆
⋃
i∈I
Ai
})
(1.1)
where I is a countable index set and diamA := sup {‖a− b‖ : a, b ∈ A}.
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In literature the notion of the perimeter of a set often replaces the Hausdorff measure of the
boundary. Descriptively, the perimeter of a set A ∈ Rd measures the length (surface, volume)
of its boundary. We follow [4, Section 3.3] and define the perimeter of a set as total variation of
its characteristic function.
The total variation semi-norm is defined for functions g ∈ L1(Ω) by
T V(g) := sup
{∫
Ω
g(x) divϕ(x)dx : ϕ ∈ C1c (Ω,Rd), ‖ϕ(x)‖2 ≤ 1 for all x ∈ Ω
}
. (1.2)
Note that since Ω is bounded we have L1(Ω) = L1loc(Ω). The space of functions of bounded
variation
BV (Ω) :=
{
g ∈ L1(Ω) : T V(g) <∞}
becomes with the norm |g|BV := ‖g‖L1+T V(g) a Banach space. For sufficiently smooth functions
g ∈W 1,1(Ω) the total variation can also be written as
T V(g) =
∫
Ω
‖Dg(x)‖2 dx
where Dg denotes the vector of weak partial derivatives of g. Descriptively, the total variation
is the amount of change or variation measured by the modulus of the derivative summed over
the whole domain. However, note that the space W 1,1(Ω) does not include piecewise smooth
functions in general. For instance, the restriction of the Heaviside function
H : R→ R, H(x) =
{
1 if x ≥ 0,
0 otherwise
(1.3)
to the bounded set (−1, 1) is not in W 1,1((−1, 1)) but in BV ((−1, 1)). For more details on
functions of bounded variation and the total variation see, e.g., [4, 65, 132].
After introduction of the total variation, we define the perimeter in the following. Let
χA : Ω→ R, χA(x) =
{
1 if x ∈ A,
0 otherwise
denote the characteristic function of A in Ω. For an arbitrary Lebesgue measurable set A ⊆ Ω
the perimeter denoted by Per(A,Ω) is defined as the variation of the characteristic function of
A in Ω given by
Per(A,Ω) := T V(χA).
In case Hd−1(Ω ∩ ∂A) <∞ we obtain Hd−1(Ω ∩ ∂A) = Per(A,Ω), see [4, Section 3.3].
Eventually, we note that minimizing (MS) is not trivial. This optimization problem is neither
convex nor smooth. There exists a lot of research concerning the properties of EMS and its
minimization, see, e.g., [3, 37, 36, 157, 1, 32]. Very recently efficient algorithms for different
convex approximations of EMS have been proposed, e.g., in [121, 34]. See also [152] for a con-
vexified version suitable for color images. In [131] an adaption of the data term according to
the type of noise given in the image is proposed. They tackle the resulting non-convex problem
via alternating minimization over v for fixed K and vice versa.
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The Piecewise Constant Mumford-Shah Model
Closer related to our work is the restriction of the functions v in (MS) to be piecewise constant
with number of segments c fixed beforehand. The piecewise constant version of (MS) can be
written as
(PMS) argmin
r∈Rc,Ω1,...,Ωc⊆Ω
EPMS(r,Ω1, . . . ,Ωc)
subject to
c⋃
k=1
Ωk = Ω, Ωk1 ∩ Ωk2 = ∅ for all k1 6= k2
where EPMS(r,Ω1, . . . ,Ωc) =
c∑
k=1
∫
Ωk
(rk − f(x))2dx︸ ︷︷ ︸
data term
+ν
c∑
k=1
Per(Ωk,Ω)︸ ︷︷ ︸
smoothing term
where ν ∈ R is a fixed regularization parameter. We call the vector r ∈ Rc the codebook
containing gray-value prototypes or centers for each segment.
The Active Contour Model of Chan and Vese In case c = 2 where Ω1 = Σ is and Ω2 = Ω \ Σ¯
are open sets, this problem has been tackled in [42] (see [158] for a generalization of this approach
to c ≥ 2). Based on [90, 116, 173], Chan and Vese [42] formulate the problem using level sets of
a Lipschitz continuous function φ with
∂Σ = {x ∈ Ω : φ(x) = 0},
Σ = {x ∈ Ω : φ(x) > 0},
Ω \ Σ¯ = {x ∈ Ω : φ(x) < 0}
where the contour separating the segments is given by ∂Σ. Utilizing the Heaviside function H
defined in (1.3) and its distributional derivative δ0(φ) = φ(0), the functional EPMS is reformulated
in [42] to ∫
Ω
(rk − f(x))2H(φ(x))dx+
∫
Ω
(rk − f(x))2(1−H(φ(x)))dx
+ν
∫
Ω
‖∇H(φ(x))‖2=︷ ︸︸ ︷
δ0(φ(x)) ‖∇φ(x)‖2 dx.
(1.4)
In [42], the minimization of (1.4) is done alternatingly for fixed φ over r and vice versa.
Observe that one cannot expect to find globally optimal solutions due to non-convexity. For
fixed φ the minimizer (rˆ1, rˆ2)
> of (1.4) is simply the mean over the segments {x ∈ Ω : φ(x) ≥ 0}
and {x ∈ Ω : φ(x) < 0}, respectively, given by
rˆ1 =
∫
Ω f(x)H(φ(x))dx∫
ΩH(φ(x))dx
and rˆ2 =
∫
Ω f(x)(1−H(φ(x)))dx∫
Ω(1−H(φ(x)))dx
.
For the minimization with fixed r, a function φ is computed that fulfills necessary optimality
conditions, namely the Euler-Lagrange equation of (1.4), after replacing H and δ0 by twice
continuously differentiable approximations.
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The question whether the sequence of iterates (r(n), φ(n))n∈N converges was not handled in
[42]. After discretization, however, the solution of (PMS) via alternating minimization is a
special case of our general segmentation method introduced in Section 2.3 with the according
convergence theory. Therefore, one has to compute a global minimizer of (1.4) for fixed r which
is possible for c = 2 due to [115, 41].
Global Parametric Optimization for Two Classes The work of Strandmark et al. [151] copes
with the global optimization of EPMS in case c = 2 with respect to both Σ and r. The central
theorem in [151] states that a function wˆ solves
argmin
w∈BV (Ω)
∫
Ω
G(x,w(x))dx+ λ T V(w) (1.5)
if and only if χ{x:wˆ(x)>s} solves
argmin
u∈BV (Ω,{0,1})
∫
Ω
u(x)g(x, s)dx+ λ T V(u)
where ∂∂sG(x, s) = g(x, s) besides other rather technical assumptions. This is a generalization
of a result from [38].
To apply this theorem to (PMS), Strandmark et al. rewrite (PMS) in terms of characteristic
functions as
argmin
u∈BV (Ω),r1,r2∈R
∫
Ω
u(x)(f(x)− r1)2 + (1− u(x))(f(x)− r2)2dx+ ν T V(u) (1.6)
subject to u(x) ∈ {0, 1} for all x ∈ Ω.
Substituting δ = r1 − r2 and ρ = r21 − r22 in (1.6) yields
E(u, ρ, δ) =
∫
Ω
u(x)(ρ− 2δf(x)) +
(
ρ− δ2
2δ
− f(x)
)2
dx+ λ T V(u).
To evaluate m(δ) = minu,ρE(u, ρ, δ) Strandmark et al. propose to proceed as follows:
1. Compute a solution wˆ of (1.5) where G(x, ρ) = 12(ρ − 2δf(x))2 via convex optimization,
see, e.g., Section 2.4.1 for efficient algorithms.
2. For all possible values ρ, evaluate E(χ{x:wˆ(x)>ρ}, ρ, δ).
3. The pair (χ{x:wˆ(x)>ρˆ}, ρˆ) found in step 2 with smallest value E(χ{x:wˆ(x)>ρ}, ρ, δ) is the
global solution for fixed δ denoted by m(δ).
In the next step Strandmark et al. derive a lower bound of m(δ) in a closed interval [δ1, δ2] with
an approach similar to the previous steps. These bounds are utilized in [151] for the application
of a branch-and-bound optimization over the real parameter δ to obtain the final solution.
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Phase Balancing and c as Optimization Variable The model of Sandberg, Kang, and Chan
[130] uses a different regularizer than (PMS). The goal is to segment the image into rea-
sonably sized and balanced parts or phases. More precisely, the inverse scale term sk :=
T V(uk)/
∫
Ω uk(x)dx with characteristic function uk of Ωk is introduced. Smaller sk enforces
a larger size of the segment Ωk. To obtain a partitioning of the image with size-balanced seg-
ments the unweighted sum
∑c
k=1 sk is considered. Then, the proposed model reads
argmin
u∈BV (Ω,{0,1}),
r∈Rc, c∈N\{0}
c∑
k=1
∫
Ω
uk(x)(f(x)− rk)2dx+ λ
c∑
k=1
sk
c∑
k=1
T V(uk).
In contrast to (PMS), c is an optimization variable in this model. To solve this involved non-
convex optimization problem, Sandberg et al. present a fast heuristic algorithm that observes
the change of the energy functional when the segment assignment of a pixel is changed. This
approach is based on a similar algorithm for the two class model (1.4) by Song and Chan [147].
The scale term is used again by Kang et al. [87] to segment objects in an image with respect
to their size. In this paper, a two step approach is proposed. In a pre-processing step an
intensity based segmentation has to be computed. To this end, Kang et al. use the method from
[130]. With this segmentation at hand, the scale values sk for all k ∈ {1 . . . , c} of all connected
components of this segmentation are clustered with a regularized c-means approach that aims
to solve
argmin
c,r,Ck
λ
(
c∑
k=1
1
nk
)
+
c∑
k=1
∑
sk∈Ck
|sk − rk|2
where nk denotes the number of elements in cluster Ck, rk is the average value of all elements
in Ck, and c is the number of clusters. As above, a heuristic algorithm based on the changes in
the energy functional is proposed to tackle this problem.
A Convex Relaxation of (PMS) utilizing Box Functions A convex relaxation of (PMS) is
given by Brown et al. [31] for c = 2 and c = 3. Their work is based on ideas of [85, 119, 68, 30].
In the first step, Brown et al. review how to obtain a convex relaxation for optimization
problems of the form
argmin
v∈BV (Ω,Γ )
∫
Ω
ρ(x, v(x))dx+
n∑
k=1
T V(vk) (1.7)
where Γ := {0, 1, . . . , N1}×· · ·×{0, 1, . . . , Nn} and ρ : Ω×Γ → R is a continuous, non-negative,
and possibly non-convex function. For the embedding of (1.7) into a higher dimensional space,
box functions
bv : Ω× Γ˜︸ ︷︷ ︸
⊂Rd×Rn
→ R, bv(x, γ) := χ{x˜:v(x˜)≥γ}(x) =
{
1 if v(x) ≥ γ,
0 otherwise
where Γ˜ := {0, . . . , N1 + 1}× · · · × {0, . . . , Nn + 1} are utilized. For every x ∈ Ω, we can recover
v(x) from bv(x, ·) via vk(x) =
∑Nk
l=1 bv(x, lek) where ek is the k
th standard basis of Rn.
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To rewrite the regularizing term by means of box functions the co-area formula [59] for func-
tions g ∈ BV (Ω) given by
T V(g) =
∞∫
−∞
Per({x : g(x) > t})dt (1.8)
is used. Applying (1.8) yields
Nk∑
l=1
T V(bv(·, lek)) =
Nk∑
l=1
T V(χ{x:v(x)≥lek}) =
Nk−1∑
l=0
Per({x : vk(x) > l}) =
(1.8)
T V(vk).
Let us now turn to rewrite the data term by means of box functions. To this end, the forward
difference operator D is defined by
(Dkφ)(x, γ) :=
{
0 if γk = Nk + 1,
φ(x, γ + ek)− φ(x, γ) otherwise
where φ : Ω × Γ˜ → R. The composition is denoted by D1,...,n := Dn ◦ · · · ◦ D1 and can be
computed for box functions to
D1,...,nbv(x, γ) =
{
(−1)n if γ = u(x),
0 otherwise.
Thus, (1.7) can be written as
argmin
bv∈B
E(bv) where (1.9)
E(bv) = (−1)n
∑
γ∈Γ
∫
Ω
ρ(x, γ)D1,...,nbvdx+
n∑
k=1
Nk∑
l=1
T V(bv(·, lek))
and B is the set of all box functions.
Problem (1.9) is convex in bv but the set B is not. Therefore, the admissible set B is relaxed
to the convex set
Y := {φ : Ω× Γ˜ → [0, 1] : (1.10)
φ(x, 0) = 1,
φ(x, γ) = 0 if there exists a k with γk = Nk,
(−1)nD1,...,nφ ≥ 0} ⊃ B.
Additionally, let φˆ ∈ argminφ∈Y E. Then, Brown et al. show that v with
vk(x) =
Nk∑
l=1
χ{x˜:φˆ(x˜,lek)≥1}(x)
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is a solution of (1.7) if
E(φˆ) = E(χ{x:φˆ(x)≥1}). (1.11)
With criterion (1.11) it is easy to evaluate whether a relaxed solution is also a solution of the
original problem.
To optimize (PMS) for c = 2, Brown et al. consider
argmin
u,r1,r2
∫
Ω
u(x)(hr1(x)− f(x))2 + (1− u(x))(hr2(x)− f(x))2dx+ ν T V(u) (1.12)
subject to Dr1 ≡ Dr2 ≡ 0, u ∈ BV (Ω, {0, 1}), r1, r2 ∈ BV (Ω, {0, . . . , Nr})
where h = 1/Nr is the step size of the discretization and D denotes the vector of distributional
partial derivatives. Contrary to (PMS), the center or codebook vector r is allowed to attain just
finitely many values. Similarly to [29], Brown et al. solve the sequence of problems
argmin
u∈BV (Ω,{0,1}),
r1,r2∈BV (Ω,{0,...,Nr})
∫
Ω
u(x)(hr1(x)− f(x))2 + (1− u(x))(hr2(x)− f(x))2dx (1.13)
+ν T V(u) + a(i) T V(r1) + a(i) T V(r2)
where a(i) →∞ is strictly increasing. Let (uˆ(i), rˆ(i)) denote a solution of (1.13) for fixed i. Then,
Brown et al. state that (uˆ, rˆ) = limi→∞(uˆ(i), rˆ(i)) is a global solution of (1.12).
For fixed i they apply their convex relaxation approach to (1.13) where v = (u, r1, r2) : Ω →
Γ = {0, 1} × {0, . . . , Nr}2 and ρ : Ω × Γ, ρ(x, u(x), r1(x), r2(x)) = u(x)(hr1(x) − f(x))2 + (1 −
u(x))(r2(x) − f(x))2. The resulting convex functional is optimized over Y defined in (1.10).
Finally, let us mention that the case c = 3 is handled analogously in [31].
A Convex Relaxation of (PMS) also Suitable for c Unknown in Advance Similarly to [31],
Bae et al. [10] consider an approach where the (PMS) is embedded into a higher dimensional
space to obtain a convex relaxation of (PMS). In the variant of [10] the number of segments c
can also be handled as an optimization variable. This yields in terms of characteristic functions
argmin
u∈BV (Ω)c,
r∈{l1,...,ln}c,
c∈N\{0}
c∑
k=1
∫
Ω
uk(x)(f(x)− rk)2dx+ λ
c∑
k=1
T V(uk) (1.14)
subject to
c∑
k=1
uk(x) = 1, for all x ∈ Ω,
uk(x) ∈ {0, 1} for all x ∈ Ω, k = 1, . . . , c.
Observe that each element of the codebook rk for k = 1, . . . , c is optimized over a finite set of
n elements {l1, . . . , ln} ⊆ R and not over R where normally c  n. As shown in [10], problem
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(1.14) is closely related to
argmin
u∈BV (Ω)n
n∑
k=1
∫
Ω
uk(x)(f(x)− lk)2dx+ λ
n∑
k=1
T V(uk) (1.15)
subject to
n∑
k=1
uk(x) = 1, for all x ∈ Ω,
uk(x) ∈ {0, 1} for all x ∈ Ω, k = 1, . . . , n.
More precisely, let uˆ denote a solution of (1.15) and let I ⊆ {1, . . . , n} be the set of indices with
uˆk 6≡ 0 for all k ∈ I. Then, Bae et al. state that ((uˆk)k∈I , (lk)k∈I , |I|) is a global solution of
(1.14). Usually, |I|  n. For a fixed number of classes c in advance, Bae et al. [10] provide a
similar model.
As for the work of Brown et al. [31], a drawback of this approach is a finite set {l1, . . . , ln} of
admissible codebook vectors r. The more elements are admissible for r, the slower the according
optimization algorithms become.
Problem (1.15) is a particular case of a spatially continuous Potts model [123]. This can be
convexified as discussed in the next part of this section.
A Spatially Continuous Potts Model
For fixed r, (PMS) is also referred to as a special case of a spatially continuous version of the
Potts model [123]. In terms of characteristic functions this can be written as
(PO) argmin
u∈BV (Ω)c
EPO(u) subject to u(x) ∈ {0, 1}c,
c∑
k=1
uk(x) = 1 for all x ∈ Ω
where EPO(u) =
c∑
k=1
∫
Ω
uk(x)gk(x)dx+ λ
c∑
k=1
T V(uk)
with gk ∈ L∞(Ω). Since problem (PO) is not convex, several convex relaxations of (PO) and
minimization algorithms have been proposed to be able to compute at least approximate solu-
tions efficiently such as in [171, 11, 98, 120, 99, 170].
To obtain a convex relaxation Zach et al. [171] relax the functions uk to attain values in the
whole interval [0, 1] yielding
argmin
u∈BV (Ω)c
c∑
k=1
∫
Ω
uk(x)gk(x)dx+ λ
c∑
k=1
T V(uk) (1.16)
subject to u(x) ∈ [0, 1]c,
c∑
k=1
uk(x) = 1 for all x ∈ Ω.
In the two-class case there exists the following result [115, 41]. If c = 2 the solution uˆbin
of (PO) can be obtained by thresholding uˆrel1 at t ∈ (0, 1) where uˆrel denotes the solution of
the relaxed problem (1.16), see also Section 2.4.3. To our knowledge, a similar result for the
multi-class case c > 2 is still open.
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The model of Lellmann et al. [98] is very similar to (1.16). The only difference is the coupled
regularizer. More precisely, for uk ∈W 1,1 the regularizer can be written as∫
Ω
√
‖Du1(x)‖22 + · · ·+ ‖Duc(x)‖22 dx (1.17)
instead of
∑c
k=1
∫
Ω ‖Duk(x)‖2 dx.
The work of Bae et al. [11] is build on [171, 98]. In [11] the starting point is
min
u∈BV (Ω)c
c∑
k=1
∫
Ω
uk(x)gk(x)dx+ max
ϕ∈Vλ
∫
Ω
uk(x) divϕk(x)dx︸ ︷︷ ︸
=λ T V(uk)
= min
u∈BV (Ω)
max
ϕ∈Vλ
c∑
k=1
∫
Ω
uk(x)(gk(x) + divϕk(x))dx
subject to u(x) ∈ Sc for all x ∈ Ω
where Vλ :=
{
ϕ ∈ C1c (Ω,Rd) : ‖ϕ(x)‖2 ≤ λ for all x ∈ Ω
}
and Sc := conv{e1, . . . , ec} with kth
unit basis vector ek ∈ Rc. Further, Bae et al. employ that for a vector y ∈ Rn the relation
min
x∈Sn
n∑
k=1
xiyi = min{y1, . . . , yn} (1.18)
holds true. Exchanging min and max and using (1.18) yields
max
ϕ∈Vλ
c∑
k=1
∫
Ω
min{gk(x) + divϕk(x)}dx.
From this representation Bae et al. derive the result that under very specific conditions a solution
of the relaxed problem (1.16) is also a solution of the Potts model (PO).
A different approach to obtain a convex representation of (PO) is presented by Pock et al.
[120]. As equivalent formulation for the labeling function l : Ω→ {0, . . . , c− 1}, i.e., l(x) = k if
and only if x ∈ Ωk+1, upper level sets are utilized. The upper level sets θ = (θ1, . . . , θc−1)> are
defined by
θk(x) =
{
1 if l(x) ≥ k,
0 otherwise.
Vice versa, the labeling function can be recovered via l(x) =
∑c−1
k=1 θk(x). An appropriate
definition of the set of upper level sets is given by
U = {θ : Ω→ {0, 1}c−1 : 0 ≤ θc−1 ≤ · · · ≤ θ1 ≤ 1 for all x ∈ Ω}.
With θ0 ≡ 0 and θc ≡ 1 the characteristic functions uk of Ωk can be written in terms of upper
level sets as uk(x) = θk(x) − θk+1(x). Similarly to [171, 98, 11], the data term of (PO) is
rewritten in terms of the characteristic functions as
c−1∑
k=0
∫
Ωk
gk(x)dx =
c−1∑
k=0
∫
Ω
(θk(x)− θk+1(x))gk(x)dx.
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Although it does not resemble the smoothing term of the Potts model (PO), Pock et al. discuss
the usage of
∑c−1
k=0 T V(θk) as regularizer. However, they detect that interfaces where m functions
θk jump from 0 to 1 are counted m times. To overcome this drawback, Pock et al. propose to
use a constrained version of T V given by
sup
{∫
Ω
g(x) divϕ(x)dx : ϕ ∈ C1c (Ω,Rd), ‖ϕ(x)‖2 ≤ 1,
∣∣∣∑k1≤k≤k2ϕk(x)∣∣∣ ≤ 1
for all x ∈ Ω, 1 ≤ k1 ≤ k ≤ k2 ≤ c− 1
}
as smoothing term and state that this resembles (PO). See [40] for a proof. Of course, the
optimization of the resulting problem over U is non-convex. Hence, the set U is relaxed to the
convex admissible set
{θ : Ω→ [0, 1]c−1 : 0 ≤ θc−1 ≤ · · · ≤ θ1 ≤ 1 for all x ∈ Ω}
yielding a convex approximation of (PO). Further, Pock et al. give error bounds on the objective
of their approximation and state that their approximation provides solutions closer to binary
than the one of Zach et al. [171].
In case the number of segments c is very large and not prime, Goldlu¨cke and Cremers [66]
propose a method to obtain a significant gain in performance regarding computational time and
memory consumption. As mentioned in [31], this or similar techniques could also be used for
convex relaxations of (PMS) discussed in the previous part of this section [10, 31]. The idea in
[66] is to reformulate the vector of characteristic functions
u ∈ U := {u ∈ BV (Ω, {0, 1}c) : ∑ck=1uk(x) = 1 for all x ∈ Ω}
as follows. In problem (PO) the vector u(x) consists of zeros everywhere except for the compo-
nent of the segment (label) of pixel x. Let Λ = {1, 2, . . . , c} denote the set of labels. Further,
let Λ = Λ1 ∪ · · · ∪Λn with ci = |Λi| and c =
∏n
i=1 ci. Then, Goldlu¨cke and Cremers [66] propose
to replace the admissible set in (PO) by
Υ :=
{
(uik)1≤i≤n,k∈Λi : u
i
k ∈ BV (Ω, {0, 1}) and
∑
k∈Λiu
i
k(x) = 1 for all x ∈ Ω, 1 ≤ i ≤ n
}
.
The dimension of u(x) for u ∈ U is c = ∏ni=1 ci while the dimension of u˜(x) for u˜ ∈ Υ is only∑n
i=1 ci. Figure 1.2 shows an example. To obtain u(x) ∈ {e1, . . . , ec} one can apply uk(x) =∏n
i=1 u
i
k(x). Further, Goldlu¨cke and Cremers [66] propose an according convex relaxation to
obtain an approximate solution.
Finally, let us mention that there exists work on variants of the Potts model with regularizers
different from the total variation. Just to mention a few examples, see [167] for a non-local
version or [78] for shearlet regularizers. Lellmann et al. [97] use a more general, weighted
version of (2.51) that can be written for sufficiently smooth functions u ∈W 1,1 as∫
Ω
√
‖Du1(x)‖2A + · · ·+ ‖Duc(x)‖2A dx
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u(x)
u1(x)
0
1
0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 1 0
u2(x)
Figure 1.2.: Example for the reduction of dimension proposed in [66]. The vector of characteristic
functions u(x) at some image pixel x is shown in matrix shape for c = 15. It can
be reformulated in two vectors u1(x) and u2(x) containing together only 8 elements
instead of 15. Analogously, e.g., for c = 64 a reduction of dimension to 16 is possible.
where A is a weight matrix and ‖v‖A =
√
v>A>Av. The matrix A can be chosen in such a way
that the jump from segment i to j is penalized differently than the jump from j to k where
1 ≤ i, j, k ≤ c and i 6= j 6= k.
Although the cited papers about the Potts model contain minimization algorithms, we just
mention that all convex relaxations of the Potts model can be optimized efficiently with al-
gorithms reviewed in Section 2.4.1. These algorithms are the alternating direction method of
multipliers [62, 54, 67, 56, 138, 24] and the primal dual hybrid gradient algorithm [39, 56, 176].
For further speed up of the latter algorithm one can consider the preconditioned variant [118].
Note that there also exist other suitable methods such as the algorithm of Nesterov [114] and the
fast iterative shrinkage-thresholding algorithm (FISTA) of Beck and Teboulle [12]. A comparison
of all suitable algorithms is far beyond the scope of this work.
1.1.2 Graph Cuts
A weighted (directed) graph consists of a finite set of vertices V , a set of edges E ⊆ V ×V , and
a symmetric weight matrix W = (wi,j)i∈V,j∈V with wi,j ≥ 0 and wi,j = 0 if and only if (i, j) /∈ E.
A graph that fulfills (i, j) ∈ E if (j, i) ∈ E for all i, j ∈ V is called undirected. Therefore, we can
denote the elements of E equivalently by {i, j} in the undirected case. We assume that E does
not have any loops, i.e., (j, j) /∈ E. To represent an image as graph, every pixel j corresponds
to vertex j ∈ V and the edges of the vertex j define its neighborhood Nj = {i : (j, i), (i, j) ∈ E}
of pixels. Usually, similar (e.g., in terms of position or feature value) pixels are grouped in
neighborhoods.
We distinguish between two different approaches. One is related to the Minimal Cut Theorem
for directed graphs due to Elias et al. [55] and Ford and Fulkerson [60]. Closer related to our
work is another approach based on undirected graphs also called spectral clustering [105, 51, 58]
in the unsupervised case.
Directed Graph Cuts
For this quite popular approach used for various tasks in image processing and computer vision,
we just give a brief illustration for a simple two class segmentation model with fixed codebook
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(a) Directed graph. The weights are given by
wsj = (r1 − f(j))2, wjt = (r2 − f(j))2, and
wij = λ for all pixels i, j ∈ {1, . . . , 8}.
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6
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(b) Undirected graph. The weights between the
pixels i and j are chosen according to their
similarity, e.g., wij = e
−‖f(i)−f(j)‖22 .
Figure 1.3.: The vertices V correspond to image pixels numbered from 1 to 8. The thick black
curves sketch the cut and indicate the two-class segmentation of a 2×4 pixel image.
r. For a given image f ∈ RN we consider
argmin
l∈{r1,r2}N
N∑
j=1
(l(j)− f(j))2︸ ︷︷ ︸
data term
+λ
N∑
j=1
∑
i∈Nj
ψ(l(j), l(i))
︸ ︷︷ ︸
regularizer
(1.19)
where ψ(l(j), l(i)) = 0 if l(i) = l(j) and ψ(l(j), l(i)) = 1 otherwise. Model (1.19) with a general
data term g(l) is due to Ising [86] and generalized by Potts [123] to c > 2. Note that spatially
continuous versions of this model are discussed in Section 1.1.1. As shown in Figure 1.3a, the
set of vertices of the graph V is obtained by adding a source s and a sink t to the image
vertices V and by adding edges from s to every image pixel and from every image pixel to
t to obtain the extended edge set E := E ∪ {(s, j), (j, t), j = 1, . . . , N}. The weights of the
edges between s as well as t and image pixel j are given by (r1 − f(j))2 as well as (r2 − f(j))2,
respectively, according to the data term. The edge weight between image pixels i and j is
simply λ according to the regularization term. For some S ⊂ V with s ∈ S and t /∈ S let
C ⊂ E be defined as C = {(i, j) ∈ E : i ∈ S, j ∈ V \ S}. Now finding the minimal cut
argminC
∑
(i,j)∈C wi,j is precisely our optimization problem (1.19). This is a standard problem
in combinatorial optimization. Based on the Minimal Cut Theorem [55, 60] there exist efficient
algorithms providing globally optimal solutions.
Problem (1.19) can be rewritten in terms of characteristic vectors u ∈ R2N with u(j) =
(u1(j), u2(j))
> ∈ R2 as
N∑
j=1
u1(j)(l(j)− f(j))2 + u2(j)(l(j)− f(j))2 + λ
2
N∑
j=1
∑
i∈Nj
‖u(j)− u(i)‖1
subject to uk(j) ∈ {0, 1}, u1(j) + u2(j) = 1 for all j ∈ {1, . . . , N}
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where uk(j) = 1 means pixel j is in segment k. The regularizer in this form is a discrete
and anisotropic measure for the length of the boundary, i.e., a variant of the discretized total
variation. We use for our models in the following chapters isotropic variants of the discrete
total variation such as defined later in (2.29) and (2.46). The anisotropic regularizer introduces
stronger discretization errors. See [92] and the references therein for an exhaustive comparison,
more details, and possible workarounds.
Boykov et al. [25] cope with multi-label approaches and show that the Potts model is NP-hard.
In the work of Chaux et al. [44] multi-class segmentation with directed graph cuts and optimiza-
tion of the codebook is done alternatingly. These graphs can also be motivated stochastically
in terms of Markov random fields. For details, see, e.g., [22].
Undirected Graph Cuts and Graph p-Laplacians
Contrary to the method with directed graphs described Section 1.1.2, the ansatz with undirected
graphs is not motivated by the solution of some given optimization problem which does not have
to be a segmentation model. The motivation of this approach stems from the structure of the
graph itself and is suitable for clustering of data points, e.g., segmentation of image pixels. As
sketched in Figure 1.3b, every vertex represents a pixel and the edge weight wi,j is the value
of a similarity measure between pixels i and j. Usually, in applications with reasonably sized
images a lot of the weights have to be zero due to tractability issues. In the following, we give a
brief introduction to spectral clustering, i.e., the unsupervised case, and refer to [105] for more
details. Supervised segmentation using undirected graphs is addressed in Section 3.1.
Spectral Clustering For some nonempty sets A1, . . . , Ac with A1∪· · ·∪Ac = V and
⋂c
k=1Ak =
∅ the minimal cut
argmin
A1,...,Ac
c∑
k=1
∑
i∈Ak,
j∈V \Ak
wi,j (1.20)
can be interpreted as the minimal degree of similarity between the minimizing sets Aˆk, k =
1, . . . , c.
One problem of the unsupervised model (1.20) is that clusters with isolated vertices are
favored, since the objective value is increasing in the number of cut edges. To overcome this
drawback, two very common approaches are the minimal ratio cut
argmin
A1,...,Ac
c∑
k=1
∑
i∈Ak,
j∈V \Ak
wi,j
|Ak| (1.21)
of Hagen and Kahng [72] and the minimal normalized cut
argmin
A1,...,Ac
c∑
k=1
∑
i∈Ak,
j∈V \Ak
wi,j∑
i∈Ak
∑N
j=1wi,j
of Shi and Malik [141].
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While (1.20) can be solved efficiently for c = 2 [168], computing a ratio or normalized cut
increases the difficulty of the optimization problems. More precisely, finding the minimal ratio
and normalized cut are both NP-hard problems, see, e.g., [161] for a discussion.
To this end, one can relax the problems as we will see in the following for the ratio cut (the
approach for the normalized cut is similar). We start with a reformulation of the ratio cut as
stated in [105]. Let U = (u1, . . . , uc) where uk = (uk(j))
N
j=1 ∈ RN denotes a normalized vector
of characteristic functions, i.e., uk(j) = 1/ ‖uk‖2 if j ∈ Ak and uk(j) = 0 otherwise. Note that
this implies U>U = I. Further, let
∆2 := D
G −W (1.22)
define the graph 2-Laplacian where DG = diag
(∑N
j=1w1,j , . . . ,
∑N
j=1wN,j
)
denotes the diagonal
matrix of row sums of W . Then, problem (1.21) can be written in terms of characteristic
functions as
uˆ := argmin
u∈RcN
E∆2(u) (1.23)
subject to U>U = I, uk(j) ∈ {0, 1‖uk‖2
}, j = 1, . . . , N, k = 1, . . . , c (1.24)
where
E∆2(u) :=
c∑
k=1
〈uk,∆2uk〉 =
c∑
k=1
(U>∆2U)k,k = Tr(U
>∆2U)
and Tr(M) =
∑n
i=1Mi,i denotes the trace of a diagonal matrix M ∈ Rn×n. The relaxation
Vˆ := argmin
U∈RN×c
Tr(U>∆2U) (1.25)
subject to U>U = I
of (1.23) can be solved with a variant of the Rayleigh-Ritz Theorem, see, e.g., [104, Section 5.2.2
(6)]). This variant states that the matrix Vˆ consisting of the first c eigenvectors of ∆2 as column
vectors, i.e., the c eigenvectors corresponding to the c smallest eigenvalues, minimizes (1.25). In
other words, instead of solving an NP-hard problem one computes the eigenvectors of the graph
2-Laplacian.
To assign the pixels to segments one can apply a simple clustering method such as c-means
[76, 106, 102] to the rows of Vˆ where row j corresponds to the jth pixel. The preceding approach
is also called spectral clustering .
Remark 1.1. The first eigenvector of ∆2 is the vector 1 := (1)
N
i=1, i.e., ∆21 = 0. Since ∆2 is
symmetric, eigenvectors of different eigenvalues are orthogonal. Hence, a column of the relaxed
solution Vˆ cannot fulfill the constraints (1.24). Moreover, let Aˆ1, . . . , Aˆc denote the solution
corresponding to uˆ and Bˆ1, . . . , Bˆc the solution corresponding to Vˆ after assignment of pixels to
segments. Then, the difference of the resulting ratio cuts between the solutions of the unrelaxed
and relaxed problem given by
c∑
k=1
∑
i∈Ak,
j∈V \Ak
wi,j
|Ak| −
c∑
k=1
∑
i∈Bk,
j∈V \Bk
wi,j
|Bk|
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can be arbitrarily large, see [105, Section 5.4] and the references therein.
Very recently, approaches to clustering including the graph p-Laplacian were investigated
[33, 155, 80, 81, 125]. For p ≥ 1 the non-linear graph p-Laplacian ∆p : RN → RN is defined by
(∆px)i :=
N∑
j=1
wi,jφ(x(i)− x(j)) where φ(t) := |t|p−1 sign(t), (1.26)
see [5, 33]. For instance, Hein and Bu¨hler [80] prove that the second smallest eigenvalue of ∆1
equals the minimal ratio Cheeger cut
min
A,B
∑
i∈A,j∈B wi,j
min{|A|, |B|} (1.27)
subject to A ∪B = V, A ∩B = ∅
and present an algorithm for the computation of eigenvectors of ∆1.
1.1.3 Reproducing Kernel Hilbert Spaces
As in our preprint [89], we briefly review vector-valued reproducing kernel Hilbert spaces (RKHSs).
For the theory of vector-valued RKHSs we refer to [35, 109, 117, 136].
A vector-valued RKHS is a Hilbert space H of vector-valued functions g : R2 → Rc where the
point evaluation operator δx : H → Rc with δxg := g(x) is linear and bounded for all x ∈ R2,
that is, for all x ∈ R2 there exists a constant Cx such that
‖g(x)‖2 ≤ Cx ‖g‖H for all g ∈ H.
A function K from R2×R2 to the set Symc(R) of real-valued, symmetric c×c-matrices is called a
kernel of positive type or operator-valued, positive definite kernel if for all n ∈ N, x1, . . . , xn ∈ R2
and a1, . . . , an ∈ R the inequality
n∑
i,j=1
aiaj〈v,K(xi, xj)v〉 ≥ 0 for all v ∈ Rc
holds. As in the scalar case, any RKHS canonically defines a kernel K of positive type by
K(x, y) = δxδ
∗
y . For all v ∈ Rc this kernel fulfills
• the reproducing property 〈g(x), v〉 = 〈g,Kxv〉H for all x ∈ R2 and
• Kxv := K(·, x)v ∈ H.
On the other hand, every kernel of positive type defines a unique vector-valued RKHS. Another
approach to vector-valued RKHSs considers the space
Hpre := span{Kxv : x ∈ R2, v ∈ Rc}
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(a) (b)
Figure 1.4.: Image colorization due to [71]: the small given dabs of color in (a) are used to obtain
the color information for the whole image in (b).
of all finite linear combinations of Kxv for a kernel K of positive type. Let for g :=
∑n
i=1 aiKxivi
and g˜ :=
∑n
i=1 biKyiwi
〈g, g˜〉H :=
n∑
i,j=1
aibj〈vi,K(xi, yj)wj〉, ‖g‖2H =
n∑
i,j=1
aiaj〈vi,K(xi, xj)vj〉. (1.28)
Then the closure H = Hpre with respect to ‖ · ‖H is the RKHS associated with K.
In the following, we consider a regularized least squares problem in a RKHS. Let f : Ω → R
with Ω ∈ Rd denote a given gray scale image. With c = 3 according to three color channels,
Ha Quang et al. [71] propose to use
gˆ := argmin
g∈H
∑
j∈L
‖y(j)− g(xj)‖22 + λ ‖g‖2H , λ > 0 (1.29)
for image colorization where j ∈ L ⊂ Ω are finitely many pixels of given color and y(j) ∈ R3 the
corresponding color values, see Figure 1.4. The minimizer gˆ : Ω→ R3 is then a colored version
of the gray scale image f . By the Representer Theorem [109, 71] we obtain
gˆ =
∑
j∈L
K(·, xj)α(j), α(j) ∈ Rc. (1.30)
This means, we need only to determine α(j) for j ∈ L to get the whole function gˆ ∈ H.
In their experiments, Ha Quang et al. use a diagonal kernel of the form K(xi, xj) = wxi,xjI
where wxi,xj represents the similarity between pixels xi and xj , e.g., wxi,xj = exp(−|f(xi) −
f(xj)|2/σ2). With this simplification, problem (3.12) can be equivalently expressed in terms
of scalar-valued reproducing kernel Hilbert spaces independently for each color channel. The
theory for the scalar-valued case goes back to the work of Aronszajn [7] in 1950 and the scalar-
valued version of the Representer Theorem has been established by Kimeldorf and Wahba [91]
in 1971.
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In machine learning, there exist various methods using RKHSs such as classification with
Support Vector Machines. More details can be found, e.g., in the textbooks [135, 76] and the
references therein. There also exist combinations of scalar-valued as well as vector-valued RKHSs
with graph p-Laplacians, see, e.g., [142, 13, 111, 103], see also Section 3.3. For supervised image
segmentation, methods related to scalar-valued RKHSs are widely used and investigated such
as in [15, 93, 127, 162, 169] just to mention a few.
1.2 Contributions
The Fuzzy c-Means Model as an Approximation of Hard Clustering in Terms of p-Means
Motivated by the work of Teboulle [156], we derive the optimization problem tackled by the fuzzy
c-means algorithm (FCM) [20, 77] as an approximation of the c-means model [106, 102, 137] in
terms of p-means (power means, Ho¨lder means). To this end, we pursue a different direction
than Teboulle and state a novel theorem on the representation of p-means as maxima of linear
functions over specific sets. In the limiting case p = −∞ corresponding to hard clustering, these
sets coincide with the unit simplex.
Convergence of a General Biconvex Segmentation Algorithm We state the general biconvex
multi-class segmentation model in finite dimensional spaces. Similarly to many other segmenta-
tion models, our model consists of a data term incorporating segment centers and a regularizer.
We pose some general requirements to the dissimilarity function in the data term while the
regularizer only has to fulfill continuity. Further, we propose the general algorithm regularized
c-centers (RcC) that alternatingly optimizes the segment membership of pixels and the codebook
of segment centroids. This algorithm contains many known algorithms as particular implemen-
tations such as c-means, fuzzy c-means, moving-average FCM [84], and the algorithm of Chan
and Vese [42] with global optimization for fixed cluster centers [115]. We prove convergence of
RcC in the sense of Zangwill [172]. More precisely, a sequence generated by RcC either converges
to a partial minimizer (see Section 2.1) or – in the worst case – contains a subsequence that does.
Moreover, every convergent subsequence has a partial minimizer as limit point. Our motivation
is the convergence analysis for the simple fuzzy c-means algorithm stated by Hathaway et al.
[77] that is also based on the work of Zangwill.
An Efficient Implementation and a Model Adaption for Real-Life Applications Based on
the work of [171, 98, 11, 120], we present a total variation regularized multi-class segmentation
model. Additionally to the previous work, we optimize also over the segment centers. To
minimize this model, we contribute the alternating algorithm total variation c-means (TVcM)
that is a particular implementation of RcC with the related convergence theory. While the
optimization of the centers can be done in a single step, the segment membership of each pixel
has to be optimized iteratively. Our algorithm iterates merely until a certain amount of decrease
of the objective has been achieved before updating the cluster centers. This results in faster
convergence in our experiments compared to a full optimization of the segment membership in
every iteration.
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We show promising results for the segmentation of simulated brain tissue images. Moreover,
we apply our methods successfully to real-life problems, namely the segmentation of volumetric
data of materials. We provide an efficient 3d implementation incorporating the discrete cosine
transform for the fast solution of a linear system occurring in every iteration. In addition,
we adjust the optimization problem to make the minimizer fulfill a separation property of a
particular material called carbon fiber reinforced silicon carbide (C/SiC). More precisely, one
of the components of C/SiC always separates the other two. This is exploited in a two-step
segmentation approach where we penalize neighboring pixels in an initial segmentation obtained
in a first step. We obtain favorably results compared to the method of [97] that incorporates a
distance between labels into the regularizer for a unified one-step segmentation.
Investigation of Supervised Learning Methods for Segmentation Related to p-Laplacians and
RKHSs For supervised image segmentation, we investigate a family of models related to graph
p-Laplacians that have been used for p = 2 in segmentation [96] and also recently for p = 1 in
learning [28]. For p = 2 we state that the simplex constraints are fulfilled automatically with a
novel proof. This has been shown in [96] in 2012 for an equivalent model without mentioning any
relations to 2-Laplacian and with a completely different proof. We study the effect of different
parameters p ≥ 1 and we discuss the effect of the choice of the weights used to construct the
graph.
Motivated by the work in image colorization [71], we apply a well known regularized least
squares model class-wise in reproducing kernel Hilbert spaces to multi-class image segmentation.
For the p-Laplacian and the RKHS model we obtain promising results for appropriate images.
The performance of the different methods depending on the image type and on the expected
segmentation is investigated. More precisely, the RKHS model tends to provide more detailed
and accurate solutions while the p-Laplacian model is suitable if one is interested in smooth
segmentations.
A Novel Model Combining p-Laplacian and RKHSs Methods To benefit from the advantages
of both approaches, we mention a model where the RKHS part acts as data term and the p-
Laplacian part operates as regularizer. For c = p = 2 this model has been used in machine
learning before [142, 13] and this model has already attracted attention for c ≥ 2 and p = 1
very recently in [27]. However, since it is not suitable for image segmentation due to tractability
issues, we propose a different model incorporating a projection. We obtain smaller linear systems
in our algorithms that can be solved on usual desktop computers for reasonably sized images.
1.3 Outline
Chapter 2 This chapter copes with unsupervised segmentation. Unsupervised segmentation
is the application of clustering to image pixels. We review center-based partitioning clustering
and the c-means algorithm in Section 2.1.
Based on [156], we demonstrate how to derive the fuzzy c-means model as an approximation
of the hard c-means model in terms of power means.
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Section 2.3 introduces a biconvex regularized multi-class segmentation model and the corre-
sponding alternating algorithm called regularized c-centers (RcC) that contains some well known
methods such as the model of Chan and Vese [42] with global optimization for fixed cluster cen-
ters [115] as special cases. Motivated by the convergence theory of fuzzy c-means [77], we state
a convergence theorem in the sense of Zangwill [172].
In Section 2.4 we present two closely related algorithms, namely total variation c-means
(TVcM) and single step total variation c-means (STVcM). Based on the work of [171, 98, 11, 120]
we use the total variation as a regularizer and optimize alternatingly with respect to the segment
membership of the pixels and the codebook of segment centroids. The main difference between
the two methods is that TVcM is a particular implementation of RcC which is not true for
STVcM that we have published first in [79].
The good performance of our algorithms is shown in the numerical experiments of Section
2.5. First, we provide promising results for STVcM in the segmentation of simulated brain
tissue data. Then, we show that TVcM compares similarly with a suitable parameter choice
and we present examples where STVcM fails to converge while TVcM still does.
Section 2.6 is concerned with the segmentation of real-life data of materials. We see that
our algorithms are well suited for these tasks. Further, we present a model adaption to one of
the material’s properties, namely the separation of two segments by a third one. This has been
published by us in [140].
Chapter 3 The topic of this chapter is supervised segmentation, i.e., some image pixels are
labeled according to their segment beforehand in contrast to Chapter 2. Another difference to
Chapter 2 is that all models are convex rather than biconvex. Further, we leave the center
based approach behind us and represent our images as undirected graphs. We have published
this chapter in [88].
Section 3.1 copes with a model related to graph p-Laplacians. We show that simplex con-
straints stemming from the relaxation of the minimal graph cut are fulfilled automatically for
a solution of the 2-Laplacian functional. Further, we derive in the non-trivial case p 6= 2 opti-
mization algorithms in terms of a first order primal dual approach due to Chambolle and Pock
[39]. We present numerical examples indicating the influence of p and the chosen weights.
In Section 3.2 we state a well known least squares problem in a reproducing kernel Hilbert
space that has been used for image colorization before by Ha Quang et al. [71]. Fortunately, this
variational problem reduces to a finite dimensional optimization problem due to the Representer
Theorem of Kimeldorf and Wahba [91] from 1971 in the scalar-valued case and [109, 71] in
the vector-valued case. In numerical experiments we show promising results for this simple
and efficient method and compare to the p-Laplacian model. While the p-Laplacian approach
provides smooth solutions, the RKHS approach reveals more details.
To benefit from both smoothness and high accuracy we propose a combined model in Section
3.3. Thereby, the p-Laplacian term is used as regularizer while the RKHS term can be under-
stood as data term. To make this model feasible for segmentation tasks that naturally involve
a large number of data points, we present a projection model.
Section 3.4 provides segmentation results for medical image data. We see that the different
models perform favorably on different types of images and expected segmentations.
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Chapter 4 In the final chapter we draw conclusions for the two previous chapters and point
out directions of possible future research.
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Chapter 2
Unsupervised Segmentation
Image segmentation is the task of partitioning an image into meaningful regions (segments,
phases). Figure 2.1 shows an example where a slice of carbon fiber reinforced silicon carbide
(C/SiC) is segmented according to its components. For more details about this application see
Section 2.6.1 and [140].
Contrary to supervised segmentation tackled in Chapter 3, in unsupervised segmentation no
labeled pixels (also called markers) are given before the segmentation process starts. In other
words, we do not have any information about the segment membership of a subset of the pixels.
All the models considered in this work consist of the minimization of some functional. In
case images are represented by functions the resulting problems belong to the field of calculus
of variations. Models of this kind are often referred to as variational segmentation models.
However, at some point these models have to be discretized for numerical computations. Further,
for our models the advantages of a variational representation such as circumventing discretization
artifacts or technical details of a particular discretization are negligible. Therefore, we prefer
to represent images as discrete matrices often reshaped to vectors leading to finite dimensional
optimization problems allowing a simpler algorithmic treatment.
Contributions and Outline Since segmentation is clustering applied to image pixels, Section
2.1 introduces center-based clustering with a focus on hard clustering basically following the lines
of Teboulle [156]. This includes a discussion of the widespread c-means algorithm [106, 102] and
its convergence due to Selim and Ismail [137].
Section 2.2 presents an example of soft clustering, namely the fuzzy c-means method (FCM)
[20, 18]. Thereby, we derive the algorithm in terms of p-means similar to [156]. To this end, we
give an introduction of means, describe some of their basic properties, and present novel results
on the representation of power means in terms of maxima of linear functions over specific sets.
This novel theorem is used in the derivation of the fuzzy c-means model as an approximation of
the hard clustering model in terms of power means.
In Section 2.3 we review the convergence theory for monotonic algorithms of Zangwill [172].
Our main theoretical contribution of this chapter is the application of Zangwill’s Theorem to our
general segmentation algorithm regularized c-centers (RcC) to develop its convergence theory.
RcC consists of the alternating minimization over the cluster membership for fixed centers and
vice versa. Further, RcC contains many methods as particular implementations. Examples are
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(a) Input (b) Result
Figure 2.1.: Unsupervised segmentation of C/SiC ceramics [124, 140].
c-means [106, 102], fuzzy c-means [20, 18], moving-average FCM [84], the method of Chan and
Vese [42] with global optimization [115, 41], and total variation c-means proposed in Section 2.4
of our work.
Section 2.4 proposes the segmentation method single step total variation c-means (STVcM)
published in [79] by us without any proof of convergence. Further, we introduce its novel
variant total variation c-means (TVcM). In contrast to STVcM, Zangwill’s convergence theory
is applicable to TVcM. While the update of the segment centers is straightforward, we apply
convex optimization in terms of the alternating direction method of multipliers (ADMM, see
[62]) to update the segment membership. STVcM performs exactly one step of ADMM. In
contrast, TVcM waits until a certain amount of decrease of the objective has been achieved
before updating the cluster centers.
In Section 2.5 we show the good performance of STVcM. We compare it to moving-average
FCM [84] designed for brain tissue segmentation and obtain significantly better results especially
for higher noise levels in segmentation of phantom brain tissue data. Additionally, we show that
the performance of TVcM and STVcM is similar in numerical experiments. We show that both
approaches outperform an alternate convex search algorithm that waits until ADMM converges
before updating the cluster centers and is again a particular implementation of RcC.
Section 2.6 shows experiments with real world image data from materials science. For a specific
application, namely the 3d segmentation of carbon fiber reinforced silicon carbide ceramics, we
present a way of adjusting the model to separate the layers. This separating property is due to
the material’s structure but not always visible in the image data.
2.1 Center-Based Partitioning Clustering by the c-Means Algorithm
As unsupervised segmentation is the application of clustering to image pixels, we introduce
the general concept of clustering following the lines of Teboulle [156]. Thereby, we focus on
partitioning clustering were the N given data points are partitioned into c pairwise disjoint
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clusters. Of course, the interesting situation in clustering is to have more than c distinct data
points and 1 < c < N . We restrict ourselves to this case throughout the whole work. In
our applications the number of clusters c is known beforehand. To determine a suitable c is a
topic of ongoing research in itself, see, e.g., [74, 153, 159]. Additionally, there exist clustering
algorithms that determine the number of clusters during the clustering process such as proposed
in [57, 6, 87].
Given the number of clusters c, many partitioning clustering methods update iteratively the
so called cluster centers or centroids. These centers do not necessarily have to be an element
of the data set. Further, the centers represent the clusters. For instance, the cluster k can be
defined by the set of points with minimal distance to the kth center.
Depending on the way data points are assigned to such a center and the corresponding cluster,
the model is either a hard clustering or a soft clustering model. In hard strategies each data
point is assigned to exactly one cluster. On the contrary, this is relaxed to the degree of cluster
membership of a data point to a cluster by soft clustering methods. The well known soft
clustering method fuzzy c-means will be introduced in Section 2.2. The remaining part of this
section copes with hard clustering and the c-means algorithm.
For the statement of the general clustering problem we use a dissimilarity function d : Rm ×
Rm → R≥0. A dissimilarity function in our definition such as d(x, y) := ‖x− y‖22 does not have
to fulfill the properties of a metric. More precisely, we require a dissimilarity function d to be
• definite, i.e., d(x, y) = 0 if and only if x = y,
• coercive in the first variable, i.e., d(x, y)→∞ as ‖x‖ → ∞ for fixed y ∈ Rm, and
• continuous for fixed y ∈ Rm.
With this notion of distance at hand we can introduce the general clustering problem. Let a
dissimilarity function d, data vectors f(j) ∈ Rm, j = 1, . . . , N , and the number of clusters c be
given. Then, the general clustering problem is denoted by
(GCP) argmin
r1,...,rc∈Rm
N∑
j=1
min
k∈{1,...,c}
d(rk, f(j)).
A minimizer rˆ = (rˆk)
c
k=1 is a vector of c cluster centers such that the sum of distances of every
data vector f(j) to its closest center is as small as possible. Obviously, a meaningful definition
of a cluster k is given by
Ck :=
{
j : k = min argmin
k˜
d(rk˜, f(j))
}
. (2.1)
In case | argmink˜ d(rk˜, f(j))| > 1, we have to decide to which cluster j belongs. To take the
cluster with the smallest index k as in (2.1) is only one possible choice. Further, the membership
of a data point j to a cluster k can be expressed differently.
To this end, we reformulate (GCP) in terms of characteristic vectors uk of Ck. For a compo-
nent uk(j) of the vector
u = (uk)
c
k=1 ∈ RcN , uk = (uk(j))Nj=1
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we require uk(j) = 1 if data point j is contained in the k
th cluster Ck and uk(j) = 0 otherwise.
Since the clusters are disjoint, u has to fulfill
∑c
k=1 uk(j) = 1 for all j = 1, . . . , N . The vector
of characteristic functions u is also called cluster (or segment) membership vector .
To reformulate (GCP) using cluster membership vectors we consider
min
k∈{1,...,c}
d(rk, f(j)) = min
u(1),...,u(N)∈{e1,...,ec}
〈dj(r), u(j)〉
= min
u(1),...,u(N)∈Sc
〈dj(r), u(j)〉
(2.2)
where dj(r) = (d(r1, f(j)), . . . , d(rc, f(j)))
>, ek ∈ Rc is the kth standard basis vector, and
Sc =
{
u ∈ Rc :
c∑
k=1
uk = 1, u ≥ 0
}
= conv{e1, . . . , ec}
denotes the unit simplex in Rc. To see the latter equality in (2.2), let kˆ ∈ argmink∈{1,...,c} xk
and note that
xkˆ =
c∑
k=1
skxkˆ ≤
c∑
k=1
skxk = 〈s, x〉 for all s ∈ Sc (2.3)
where x ∈ Rc. Consequently, we can state (GCP) as
argmin
r∈Rcm,u∈SNc
EGC(u, r)
where EGC(u, r) :=
N∑
j=1
〈dj(r), u(j)〉.
Note that if there exist k1, k2, j with d(rk1 , f(j)) = d(rk2 , f(j)) for fixed r the set argminuEGC(u, r)
does not only contain binary vectors. If such k1, k2, j do not exist, the set argminuEGC(u, r)
contains exactly one element which must be binary due to (2.3).
If d is convex, (GCP) is a convex function for fixed u as well as for fixed r. However, the
minimization over both variables is biconvex. This means that not every local minimizer or
saddle point is a global minimizer. We call (uˆ, rˆ) a partial minimizer (see, e.g., [137, 69]) if
E(uˆ, rˆ) ≤ E(u, rˆ) for all feasible u and E(uˆ, rˆ) ≤ E(uˆ, r) for all feasible r (2.4)
holds true where E is some objective functional. We call E(uˆ, rˆ) partial minimum.
Remark 2.1. In case E is differentiable, every partial minimizer (uˆ, rˆ) of E contained in
int domE is stationary, i.e., ∇E(uˆ, rˆ) = 0. In general, the converse is not true (see [69,
Example 4.1] for a counter example).
That a partial minimizer does not need to be a local minimizer is depicted in Figure 2.2.
Concededly, the function
g(x) : R2 → R, x 7→ x41 − 6(x1x2)2 + x42
shown in Figure 2.2 is in contrast to EGC not biconvex. However, there also exist – at least
in higher dimension – biconvex functions with partial minimizers that are not local minimizers,
see, e.g., [18].
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Figure 2.2.: Example of a partial minimizer that is not a local minimizer.
To find partial minimizers of the biconvex problem (GCP), we use a straightforward approach
also called nonlinear Gauß-Seidel minimization algorithm [16, 156] or alternate convex search
[69] in the literature. We alternatingly minimize over u and r while the other variable is fixed
as stated in Algorithm 1.
Algorithm 1: Hard clustering algorithm
Input: data set f , number of clusters c
Output: cluster membership vector u and codebook r
initialization of r(0) ∈ Rcm, εemp > 0
repeat for n := 0, 1, . . .
// Assign points to centers
u(n) ∈ argminu∈SNc
∑N
j=1〈dj(r(n)), u(j)〉
// Check for empty cluster
for k := 1, . . . , c do
if
∑N
j=1 u
(n)
k (j) < εemp then
Reduce c by 1 and restart with (r
(n)
l )l 6=k as initial solution
end
end
// Update centers
r(n+1) ∈ argminr∈Rcm
∑N
j=1〈dj(r), u(n)(j)〉
until (u(n), r(n)) is a partial minimizer
The first obvious convergence result for Algorithm 1 is that the sequence of objective values
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(EGC(u
(n), r(n)))n∈N converges to some limit E∗GC, since it is decreasing and bounded from below.
Note that monotonicity and boundedness is not sufficient for the convergence of the sequence of
iterates (u(n), r(n))n∈N to a partial minimizer. A counter example will be shown later (Example
2.11).
Regarding a convergence statement for the iterates (r(n), u(n))n∈N we require that
rˆ := argmin
r∈Rcm
EGC(u, r)
is unique for all u ∈ SNc \ {v ∈ SNc : there exists k ∈ {1, . . . , c} with
∑N
j=1 vk(j) = 0}.
Remark 2.2. The choice d(rk, f(j)) := ‖rk − f(j)‖2 results in the weighted median
rˆk ∈ argmin
r∈Rcm
N∑
j=1
uk(j) ‖rk − f(j)‖2 . (2.5)
The problem in (2.5) has a unique solution, if there exist two indices j1, j2 ∈ {1, . . . , N} such that
f(j1) and f(j2) are not collinear [139]. For vector-valued (e.g., colored) images f : {1, . . . , N} →
Rm this is fulfilled in most cases, especially for real world applications. On the other hand, gray-
valued images f : {1, . . . , N} → R, of course, contain always exclusively collinear data points.
Then, we obtain convergence of Algorithm 1 in the sense of Zangwill’s Theory as shown in more
detail in Section 2.3.1. More precisely, every sequence (r(n), u(n))n∈N generated by Algorithm
1 converges to a partial minimizer or contains a subsequence converging to a partial minimizer
and every convergent subsequence of (r(n), u(n))n∈N has a partial minimizer as limit point.
Moreover, with one further restriction we obtain a stronger convergence result. Assume that
u(n) ∈ {e1, . . . , ec}N for all n ∈ N.
This means that in case d(r
(n)
k1
, f(j)) = d(r
(n)
k2
, f(j)) and {k1, k2} ⊆ argmink d(r(n)k , f(j)) we
choose either u(n)(j) = ek1 or u
(n)(j) = ek2 . Then, Algorithm 1 terminates after finitely many
steps due to [137]. For the proof, see Corollary 2.18.
As stated in [156], several popular hard clustering algorithms can be obtained as special cases
of Algorithm 1. As one of the most popular clustering algorithms, we obtain c-means from
Algorithm 1 by setting d(x, y) := ‖x− y‖22. It is simple to implement and efficient in practical
applications, see, e.g., [106, 102, 21, 76, 73]. However, Aloise et al. [2] show that (GCP) with
d(x, y) = ‖x− y‖22 is an NP-hard problem. The c-means method is stated in Algorithm 2.
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Algorithm 2: c-Means
Input: data set f , number of clusters c
Output: cluster membership vector u and codebook of cluster centers r
initialization of r(0) ∈ Rcm
repeat for n = 0, 1, . . .
// Assign points to centers
for j := 1, . . . , N do
{1, . . . , c} ⊇ Kˆ = argmink
∥∥∥r(n)k − f(j)∥∥∥2
2
Choose arbitrary kˆ ∈ Kˆ with u(n)
kˆ
(j) = 1 and u
(n)
k (j) = 0 for k 6= kˆ
end
// Check for empty cluster
for k := 1, . . . , c do
if
∑N
j=1 u
(n)
k (j) < 1 then
Reduce c by 1 and restart with (r
(n)
l )l 6=k as initial solution
end
end
// Update centers
for k := 1, . . . , c do
r
(n+1)
k =
∑N
j=1 u
(n)
k (j)f(j)∑N
j=1 u
(n)
k (j)
end
until r(n+1) = r(n)
Note that (u(n), r(n)) is a partial minimizer if and only if the stopping criterion r(n+1) = r(n)
of Algorithm 2 holds true. The “if” direction follows from
EGC(u
(n), r(n)) ≤ EGC(u, r(n)) for all u ∈ {e1, . . . , ec}N ,
EGC(u
(n), r(n)) = EGC(u
(n), r(n+1)) ≤ EGC(u(n), r) for all r ∈ Rcm.
For the “only if” direction, let (u(n), r(n)) be a partial minimizer. This especially implies
EGC(u
(n), r(n)) ≤ EGC(u(n), r) for all feasible r
and hence r(n) = r(n+1) since r(n+1) is the unique solution of argminr EGC(u
(n), r).
2.2 From Means to Fuzzy c-Means
In this section we review the well known fuzzy c-means algorithm [53, 20, 77, 18]. Fuzzy c-
means is a soft (or fuzzy) center-based partitioning clustering algorithm. The difference to hard
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center-based partitioning clustering algorithms introduced in the previous section is the non-
binary assignment of data points to clusters. This means that a data point has a certain grade of
membership to each cluster. This grade of membership is represented by a real number between
0 and 1. A higher number means a stronger association between data point and cluster.
We derive the popular soft clustering algorithm fuzzy c-means similar to Teboulle [156]. There-
fore, we introduce in Section 2.2.1 means and some of their properties. Further, we present novel
results on the representation of p-means as maxima of linear functions over specific sets.
In Section 2.2.2, we approximate the general clustering problem (GCP) using power means
and obtain fuzzy c-means as alternating minimization algorithm. In contrast to Teboulle [156],
we use the aforementioned novel result on the representation of p-means for this approximation.
More precisely, we show that the clustering model obtained by the approximation in terms of
p-means is equivalent to the fuzzy c-means model proposed in [20]. In contrast, Teboulle [156]
shows that the resulting algorithms are equivalent disregarding the case where cluster centers
rk and data points f(j) coincide.
2.2.1 Means
In the following we assume that φ : (0,+∞) → R is a continuous, and strictly increasing or
decreasing function. Then φ−1 exists on the image of φ and is again continuous, and strictly
increasing or decreasing, respectively. For γ ∈ Rn with
n∑
i=1
γi = 1, γ > 0
we define the mean mφ,γ : Rn>0 → R with respect to γ and φ by
mφ,γ(x) := φ
−1
(
n∑
i=1
γiφ(xi)
)
, x > 0.
We extend the definition of mφ,γ to Rn≥0 if possible. The following simple property states
that means are bounded by the minimal and maximal component of x = (xi)i∈I where I :=
{1, . . . , n}, cf. [75, Theorem 82].
Lemma 2.3. The function mφ,γ fulfills
min
i∈I
xi ≤ mφ,γ(x) ≤ max
i∈I
xi.
If φ is increasing and convex or decreasing and concave, then
∑n
i=1 γixi ≤ mφ,γ(x). If φ is
increasing and concave or decreasing and convex, then
∑n
i=1 γixi ≥ mφ,γ(x).
Proof. Let xa := mini∈I xi and xb := maxi∈I xi. If φ is increasing, we obtain by definition of γ
that φ(xa) ≤
∑n
i=1 γiφ(xi) ≤ φ(xb) and thus
xa ≤ φ−1
(
n∑
i=1
γiφ(xi)
)
≤ xb.
Similarly, we can reason for decreasing φ.
If φ is convex, we have by Jensen’s inequality that φ (
∑n
i=1 γixi) ≤
∑n
i=1 γiφ(xi) which implies
for increasing φ−1 that
∑n
i=1 γixi ≤ mφ,γ(x). The other cases can be proven analogously.
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Well known examples of means are the p-means for p ∈ [−∞,∞] where often γi = 1n , i ∈ I,
see, e.g., [75]. These means follow for x > 0 from the above definition by setting
φ(x) :=
{
xp if p 6= 0,
log x if p = 0,
φ−1(x) =
{
x
1
p if p 6= 0,
ex if p = 0.
Then, for x ≥ 0, the p-means (power means, Ho¨lder means) are defined by
mp,γ :=

(
n∑
i=1
γix
p
i
)1/p
if p < 0 and there does not exist a j ∈ I with xj = 0 or p > 0,
n∏
i=1
xγii if p = 0,
0 if p < 0 and there exists a j ∈ I with xj = 0.
For γ = 1/n we use the notation mp := mp,γ .
Regarding the limiting cases of p, let p > 0 and b ∈ argmaxi∈I xi. This yields
γ
1
p
b xb ≤ mp,γ(x) ≤ xb
so that
lim
p→+∞mp,γ(x) = maxi∈I
xi =: m∞,γ(x).
Further,
lim
p→−∞mp,γ(x) = mini∈I
xi =: m−∞,γ(x)
is trivial if any xi is zero and follows otherwise by
lim
p→−∞mp,γ(x) =
1
limp→∞mp,γ
(
1
x
) = 1
maxi∈I 1xi
= min
i∈I
xi, x > 0.
To compute limp→0mp,γ let x > 0 and observe that by the rule of l’Hopital
lim
p→0
log(
∑n
i=1 γix
p
i )
p
= lim
p→0
∑n
i=1 γix
p
i log(xi)∑n
i=1 γix
p
i
=
∑n
i=1 γi log(xi)∑n
i=1 γi
=
n∑
i=1
log(xγii ) = log(
n∏
i=1
xγii ).
Hence, we obtain
lim
p→0
mp,γ = lim
p→0
exp
(
log(
∑n
i=1 γix
p
i )
p
)
=
n∏
i=1
xγii .
In case there exists i with xi = 0 we have limp→−0mp,γ = 0 = m0,γ by definition. Further, let
I0 := {i : xi = 0}. Then,
lim
p→+0
mp,γ = lim
p→+0
(
∑
i∈I\I0
γi)
1
p (
∑
i∈I\I0
γi∑
i∈I\I0 γi︸ ︷︷ ︸
γ˜i
xpi )
1
p = lim
p→+0
(
∑
i∈I\I0
γi)
1
pmp,γ˜(x) = 0
due to the boundedness of mp,γ˜ . Table 2.1 shows some specifically named p-means.
We collect further known properties of means in the subsequent Theorem 2.5. For the proof
of its first part we utilize the following technical lemma.
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p = −∞ minimum m−∞ = min
i∈I
xi
p = −1 harmonic mean m−1(x) = n∑n
i=1
1
xi
p = 0 geometric mean m0(x) = (
∏n
i=1 xi)
1
n
p = 1 arithmetic mean m1(x) =
1
n
∑n
i=1 xi
p = 2 quadratic mean m2(x) =
√
1
n
∑n
i=1 x
2
i
p =∞ maximum m∞ = max
i∈I
xi
Table 2.1.: Special p-means mp := mp,γ for γi =
1
n , i ∈ I.
Lemma 2.4. Let ψ ∈ C3((0,∞)) be strictly increasing and strictly concave, i.e., ψ′(t) > 0 and
ψ′′(t) < 0 for all t ∈ (0,∞), respectively. Then, h(t1, t2) := (ψ(t1)− ψ(t2))/ψ′(t2) is concave if
and only if 1/ρ(t) is convex where ρ(t) := −φ′′(t)/φ′(t) and φ := ψ−1.
Proof. This proof works analogously to the proof of [14, Lemma 1, p. 1449]. We show that the
Hessian ∇2h(t1, t2) is negative semi-definite if and only if 1/ρ(t) is convex. We have
∇2h(x) =
(
h11 h12
h12 h22
)
where hij =
∂h(t1,t2)
∂xi∂xj
, that is,
h11 =
ψ′′(t1)
ψ′(t2)
, h12 = −ψ
′(t1)ψ′′(t2)
ψ′2(t2)
,
h22 =
ψ′′(t2)
ψ′(t2)
+ h(t1, t2)
(
2ψ′′2(t2)− ψ′′′(t2)ψ′(t2)
ψ′2(t2)
)
.
Since h11 < 0 the matrix ∇2 is negative semi-definite if and only if
h11h22 − h212 ≥ 0 or equivalently h22 −
h212
h11
≤ 0. (2.6)
Further, by the inverse function theorem we obtain
(ψ−1(t))′ =
1
ψ′(ψ−1(t))
, (ψ−1(t))′′ = − ψ
′′(ψ−1(t))
ψ′3(ψ−1(t))
,
(ψ−1(t))′′′ =
3ψ′′2(ψ−1(t))− ψ′′′(ψ−1(t))ψ′(ψ−1(t))
ψ′5(ψ−1(t))
and hence
ρ(ψ(t)) =
ψ′′(t)
ψ′2(t)
, ρ′(ψ(t)) =
ψ′(t)ψ′′′(t)− 2ψ′′2(t)
ψ′4(t)
(2.7)
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where ρ′(ψ(t)) denotes the value of ρ′(·) at ψ(t). Rewriting (2.6) yields
ψ′′2(t2)ψ′2(t1)ψ′(t2)
ψ′4(t2)ψ′′(t1)
≥ψ
′′(t2)
ψ′(t2)
− (ψ(t1)− ψ(t2))
ψ′(t2)
ψ′(t2)ψ′′′(t2)− 2ψ′′2(t2)
ψ′2(t2)
⇔ ψ
′′2(t2)
ψ′4(t2)
≤ ψ
′′(t2)ψ′′(t1)
ψ′2(t2)ψ′2(t1)
(2.8)
− (ψ(t1)− ψ(t2)) ψ
′′(t1)
ψ′2(t1)
ψ′(t2)ψ′′′(t2)− 2ψ′′2(t2)
ψ′4(t2)
where the change of the inequality sign is due to the negativity of ψ′′. We plug (2.7) into (2.8)
and obtain
ρ2(ψ(t2)) ≤ ρ(ψ(t2))r(ψ(t1))− (ψ(t1)− ψ(t2))ρ(ψ(t1))ρ′(ψ(t2)).
Setting si = ψ(ti), i = 1, 2 and dividing by ρ(s1)ρ
2(s2) < 0 yields
1
ρ(s1)
≥ 1
ρ(s2)
− (s1 − s2) ρ
′(s2)
ρ2(s2)
which is a gradient inequality equivalent to convexity of 1/ρ.
Let us turn to the properties of means announced above.
Theorem 2.5 (Properties of Means). Let φ, ψ : (0,+∞)→ R be continuous and strictly mono-
tonic functions. Then, for x > 0 the following relations hold true:
i) If φ ∈ C3(0,∞) is strictly convex and strictly increasing, then mφ,γ is convex if and only if
ρ(t) = −φ′′(t)φ′(t) is convex.
ii) Let φ be strictly increasing. Then, we have
mψ,γ(x) ≤ mφ,γ(x) for all x
if and only if φ ◦ψ−1 is convex. Moreover, equality holds true if and only if φ = αψ+ β for
some α, β ∈ R, α 6= 0.
iii) If mφ,γ(kx) = kmφ,γ(x) for k > 0, then there exists p ∈ R such that mφ,γ = mp,γ. In other
words, the only positively homogeneous means are the p-means.
Proof. i) See [156, Lemma 10]. Let ξ(z) :=
∑n
i=1 γiφ(zi). Then, the meanmφ,γ(z) = φ
−1(ξ(z))
is convex if and only if
φ−1(ξ(y))− φ−1(ξ(x))
(φ−1)′(ξ(x))
≥
n∑
i=1
γi(yi − xi)φ′(xi). (2.9)
To show that (2.9) is fulfilled let
H(s, t) :=
φ−1(s)− φ−1(t)
(φ−1)′(t)
.
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By Lemma 2.4 the function H is concave if and only if t 7→ 1/ρ(t) is convex. Thus, it
remains to show that the concavity of H is equivalent to (2.9). By Jensen’s Inequality we
obtain
H(ξ(y), ξ(x)) ≥
n∑
i=1
γiH(φ(yi), φ(xi)) =
n∑
i=1
γi
yi − xi
(φ−1)′(φ(xi))
.
Using 1/φ−1(t0) = φ′(φ−1(t0)) at t0 := φ(xi) concludes the proof.
ii) For the first part, see [75, Theorems 83 and 92]. Let ϑ(x) := φ(ψ−1(x)) and a = ψ(x) for
fixed x. Consequently, mφ,γ(x) ≤ mψ,γ(x) if and only if
ϑ(
n∑
i=1
γiai) ≤
n∑
i=1
γiϑ(ai).
if φ is strictly increasing.
The second part is stated in [75, Theorem 83]. “⇐”: Assume φ = αψ + β. Then,
φ(mφ,γ(x)) =
n∑
i=1
γiφ(xi) = α
n∑
i=1
γiψ(xi) + β = αψ(mψ,γ) + β = φ(mψ,γ(x)).
“⇒”: Assume φ(mφ,γ(x)) = φ(mψ,γ(x)) for all x ∈ R2. For some fixed x ∈ R2, let γ1 =
x2−t
x2−x1 and γ2 =
t−x1
x2−x1 where x1 < t < x2. Then,
a := ψ−1
(
x2 − t
x2 − x1ψ(x1) +
t− x1
x2 − x1ψ(x2)
)
= φ−1
(
x2 − t
x2 − x1φ(x1) +
t− x1
x2 − x1φ(x2)
)
for x1 ≤ t ≤ x2. This implies
φ(a) =
x2 − t
x2 − x1φ(x1) +
t− x1
x2 − x1φ(x2)
=
ψ(x2)− ψ(a)
ψ(x2)− ψ(x1)φ(x1) +
ψ(a)− ψ(x1)
ψ(x2)− ψ(x1)φ(x2) = αψ(a) + β
for all a ∈ [x1, x2].
iii) See [75, Theorems 84]. We suppose without loss of generality that φ(0) = 1, since one can
replace φ(x) by φ(x)− φ(1). Further, we obtain by assumption
mφ,γ(x) =
1
k
mφ,γ(kx) =
1
k
φ−1
(
n∑
i=1
γiφ(kx)
)
= mψ,γ(x)
for k > 0 where ψ(t) = φ(kt). With part ii we have
φ(kt) = α(k)φ(t) + β(k) (2.10)
where α and β depend on k and α(k) 6= 0. Moreover, φ(k) = β(k) follows from setting t = 1
in (2.10). After substituting k = s, this implies
φ(st) = α(s)φ(t) + φ(s), t, s > 0 (2.11)
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and analogously
φ(ts) = α(t)φ(s) + φ(t), t, s > 0.
Hence,
α(t)− 1
φ(t)
=
α(s)− 1
φ(s)
=: c
for t, s 6= 1 which is not a restriction as we will see in (2.12). Hence with (2.11),
φ(st) = cφ(x)φ(y) + φ(x) + φ(y). (2.12)
If c = 0 (2.12) can be written as φ(xy) = φ(x)+φ(y) and the continuous solution is given by
φ = C log(·). If c 6= 0 we set cφ(x) + 1 = f(x) and (2.12) can be written as f(st) = f(s)f(t)
yielding f(t) = tp and hence
φ(t) =
xp − 1
c
.
Concerning the p-means, Theorem 2.5 ii implies for x ≥ 0 and t ≤ s in particular
mt,γ(x) ≤ ms,γ(x).
Moreover, the next corollary follows from Theorem 2.5.
Corollary 2.6. i) For p ≥ 1, the function mp,γ is convex on Rn≥0.
ii) For p < 1, the function −mp,γ is convex on Rn≥0.
Before we state our main result of this section, let us recall Ho¨lder’s inequality [75] and its
reverse version. To this end, we define
‖x‖p :=
(
n∑
i=1
|xi|p
) 1
p
for p ∈ (−∞, 1) and ‖x‖−∞ := min
i∈I
|xi|.
Of course, ‖x‖p for p < 1 is not a norm. Further, let p and q denote conjugated exponents, i.e.,
1/p+ 1/q = 1 where 1/∞ = 0.
Theorem 2.7. i) (Ho¨lder’s inequality) Let p ≥ 1. Then, for any x, u ∈ Rn the relation
n∑
i=1
|xiui| ≤ ‖x‖p ‖u‖q
holds true where equality is attained if and only if there exists α 6= 0 with |xi| = α|ui|
1
p−1
for all i ∈ I.
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ii) (Reverse Ho¨lder’s inequality) Let p ∈ (0, 1], i.e. q = pp−1 ∈ [−∞, 0). Here, p = 1 corresponds
to q = −∞. Then, for any x, u ∈ Rn the relation
n∑
i=1
|xiui| ≥ ‖x‖p ‖u‖q
holds true, where ‖u‖q := 0 if u has zero coefficients. Equality is attained in the case p 6= 1
if and only if either
• u 6= 0 and there exists α 6= 0 with |xi| = α|ui|
1
p−1 for all i ∈ I or
• |ui| = 0 for i ∈ I0 ⊂ I and |xj | = 0 for j ∈ I\I0.
If p = 1, then equality is attained if ‖x‖1 = 1 and xj = 0 for all j ∈ I with uj 6= mini∈I |ui|.
Subsequently, we state the main result of this section. To obtain the fuzzy c-means model as
an approximation of hard clustering in the next section, part iii of the following novel theorem
will be of interest.
Theorem 2.8. Let
Sp,γ :=
{
u ∈ Rn≥0 :
∥∥∥γ− 1pu∥∥∥
q
= mq,γ(u/γ) = 1
}
.
i) If p ≥ 1 and x ≥ 0, then
mp,γ(x) = max
u∈Sp,γ
〈x, u〉
where the maximum is attained at u = γxp−1/
∥∥∥γ 1q xp−1∥∥∥
q
.
ii) If p ∈ (0, 1) and x ≥ 0, then
−mp,γ(x) = sup
u∈Sp,γ
〈x,−u〉.
iii) If p ∈ [−∞, 0) and x ≥ 0, then
−mp,γ(x) = max
u∈Sp,γ
〈x,−u〉,
where the maximum is attained for u = γxp−1/
∥∥∥γ 1q xp−1∥∥∥
q
in case x > 0, and for ui = 0
for all i ∈ I\I0 and
∥∥∥γ− 1pu∥∥∥
q
= 1 in case xi = 0 for all i ∈ I0 ⊂ I.
Proof. i) Let p ≥ 1. Then, for all x ∈ Rn we know by the dual norm relation that∥∥∥γ 1px∥∥∥
p
= max
{
|〈γ 1px,w〉| : ‖w‖q ≤ 1
}
= max
{
|〈x, u〉| :
∥∥∥γ− 1pu∥∥∥
q
≤ 1
}
.
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Hence, for x ≥ 0 we obtain
mp,γ(x) =
∥∥∥γ 1px∥∥∥
p
= max{〈x, u〉 :
∥∥∥γ− 1pu∥∥∥
q
≤ 1, u ≥ 0},
where by Theorem 2.7 i equality can be attained for some u = γxp−1/
∥∥∥γ 1q xp−1∥∥∥
q
. This
proves part i.
ii) Let p ∈ (0, 1). Then we obtain for x ≥ 0 by the reverse Ho¨lder inequality
〈γ 1px, γ− 1p (|ui|)ni=1〉 ≥ mp,γ(x)
∥∥∥γ− 1pu∥∥∥
q
for all u ∈ Rn.
This implies
〈x,−u〉 ≤ −mp,γ(x)
∥∥∥γ− 1pu∥∥∥
q
for all u ≥ 0
where equality holds true for x > 0 and γ
− 1
pu = α(γ
1
px)p−1, i.e., u = αγxp−1, α 6= 0.
Consequently, if ‖γ− 1pu‖q ≥ 1, then
〈x,−u〉 ≤ −mp,γ(x) (2.13)
with equality in the case x > 0 for u = αγxp−1 with ‖γ− 1pαγxp−1‖q = 1, i.e., α =
1/‖γ 1pxp−1‖q. If xi = 0 for i ∈ I0 ⊂ I, we can choose, e.g., a sequence u(j) ∈ Rn satisfying
u ≥ 0 for sufficiently large j and ‖γ− 1pu(j)‖q = 1 for all j as follows. Set u(j)i := β(j)γixp−1i ,
i ∈ I\I0 and u(j)i := γ
1
q
i j, i ∈ I0 where β(j) :=
(
(1 − |I0|jq)/(
∑
i∈I\I0 γix
p
i )
) 1
q . Then
−mp,γ(x) = limj→∞〈x,−u(j)〉.
iii) Let p ∈ [−∞, 0). Then (2.13) can be derived for x > 0 by applying the reverse Ho¨lder
inequality with flipped p and q. If xi = 0 for i ∈ I0 ⊂ I, we obtain the equality
−mp,γ(x) = 0 = 〈x,−u〉, u ∈ Sp,γ
exactly by choosing ui = 0 for all i ∈ I\I0 and ui ≥ 0, i ∈ I0 such that
∥∥∥γ− 1pu∥∥∥
q
= 1.
For a visualization of Sp,γ ⊂ R2, see Figure 2.3.
2.2.2 Fuzzy c-Means
The work of Teboulle [156] introduces an optimization framework for clustering methods that
contains the fuzzy c-means algorithm as a special case. Similarly to [156], we derive in this
subsection the fuzzy c-means as the alternating minimization procedure of an approximation of
the general clustering problem as stated in (2.2) in terms of p-means.
In the general clustering problem (2.2) we are given vectors f(j) ∈ Rm, j = 1, . . . , N , and the
number of clusters c. Further, we set dj(r) :=
(
d(r1, f(j)), . . . , d(rc, f(j))
)>
where r = (rk)
c
k=1 ∈
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Figure 2.3.: The closed set Sp,γ ⊂ R2 according to different values of p < 1. n = 2, γ1 = γ2 = 0.5.
Rcm, and γ := 1/c as well as mp := mp,γ . We want to find centers rk ∈ Rm, k = 1, . . . , c by
solving
(GCP) argmin
r1,...,rc
N∑
j=1
min
k∈{1,...,c}
d(rk, f(j)) = argmin
r1,...,rc
N∑
j=1
m−∞(dj(r)).
To approximate (GCP), we simply replace −∞ by some finite p < 0 and obtain the approximate
clustering problem given by
(ACP) argmin
r∈Rcm
EAC(r)
where EAC(r) :=
N∑
j=1
mp(dj(r)).
Similarly to (2.2), we can reformulate EAC with Theorem 2.8 iii and obtain
EAC(r) =
N∑
j=1
mp(dj(r)) =
N∑
j=1
min
w(j)∈Sp
〈w(j), dj(r)〉 = min
w∈SNp
N∑
j=1
〈w(j), dj(r)〉.
For the original formulation of the fuzzy c-means functional [20] we substitute u(j) = (w(j))q
yielding
EAC(r) = min
u∈SNc
N∑
j=1
〈(u(j)) 1q , dj(r)〉 = min
u∈SNc
N∑
j=1
〈(u(j))β, dj(r)〉 (2.14)
where we fix d(rk, f(j)) := ‖rk − f(j)‖22 for the remaining part of this Section 2.2.2 and set
β := 1/q > 1. The fuzzy c-means algorithm consists of alternating optimization with respect
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to u and r as stated in Algorithm 3 for β = 2, i.e., p = −1/2. The case β = 1, i.e., p = −∞,
resembles the reformulation of (GCP) stated in (2.2).
Due to Teboulle [156], one can derive fuzzy c-means also as Weiszfeld’s algorithm [139, 160,
164, 165] of (ACP) as long as dj(r) > 0, i.e., f(j) 6= rk for all j, k. As stated in [156], Weiszfeld’s
algorithm aims to find a codebook r that solves
∇
 N∑
j=1
mp(dj(r))
 = 0
with a corresponding fixed point iteration. More precisely, we obtain with straightforward
calculation
∂(mp(dj(r)))
∂rk
=
d(rk, f(j))
p−12(rk − f(j))(∑c
k¯=1 d(rk¯, f(j))
p
)1/q = 2(rk − f(j)) d(rk, f(j))
β
(1−β)(∑c
k¯=1 d(rk¯, f(j))
1
(1−β)
)β
where we have fixed d(rk, f(j)) = ‖rk − f(j)‖22. This yields
N∑
j=1
2(rk − f(j))
(
d(rk, f(j))
1
(1−β)∑c
k¯=1 d(rk¯, f(j))
1
(1−β)︸ ︷︷ ︸
=:uk(j)
)β
= 0
and hence
rk =
∑N
j=1(uk(j))
βf(j)∑N
j=1(uk(j))
β
.
This results in Algorithm 3 disregarding the case d(r
(n)
k , f(j)) = 0 for any k, j, n. However,
Teboulle [156] does not show the equivalence of the objective functionals in (ACP) and (2.14)
directly.
One advantage of fuzzy c-means compared to c-means (Algorithm 2) is that special treatment
of empty clusters to avoid division of 0 by 0, i.e.,
∑N
j=1 uk(j) = 0 for any k, is superfluous. More
precisely, Hathaway et al. [77, Theorem 3] prove that
∑N
j=1 uk(j) ≥ ε for all k where ε ∈ R>0.
Another advantage of soft clustering algorithms is that the degree of membership provides
more information compared to binary assignment. By thresholding it is always possible to
obtain binary cluster assignment from a soft cluster membership vector while the other direction
obviously does not work.
Regarding the convergence of Algorithm 3, Bezdek et al. [18] show that fuzzy c-means con-
verges to a partial minimizer or contains a subsequence converging to a partial minimizer.
Thereby, the algorithm is represented by a point-to-set-map to leave the iterate unspecified in
case there exists I ⊆ {1, . . . , c} with #I > 1 and d(rl¯, f(j)) = 0 for all l¯ ∈ I. In fact, the work
of Bezdek et al. [18] motivated the convergence analysis of our segmentation algorithm in the
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following Section 2.3.
Algorithm 3: Fuzzy c-Means
Input: data set f , number of clusters c
Output: cluster membership vector u and codebook r
initialization of r(0) ∈ Rcm
repeat for n = 0, 1, . . .
// Assign points to centers
for k := 1, . . . , c and j := 1, . . . , N do
if dj(r
(n)) > 0 then
u
(n)
k (j) :=
d(r
(n)
k , f(j))
1
1−β∑c
k¯=1 d(r
(n)
k¯
, f(j))
1
1−β
else
if d(r
(n)
k , f(j)) > 0 then
u
(n)
k (j) := 0
else
Choose κk ≥ 0 with
∑
k∈I
κk = 1 where I := {k : d(r(n)k , f(j)) > 0} and set
u
(n)
k (j) := κk
end
end
end
// Update centers
for k := 1, . . . , c do
r
(n+1)
k =
∑N
j=1(u
(n)
k (j))
βf(j)∑N
j=1(u
(n)
k (j))
β
end
until r(n+1) = r(n)
2.3 The Regularized c-Centers Algorithm
After the introduction of hard and soft clustering in the previous sections, we focus in this
section on unsupervised segmentation of images. Since noise is an ubiquitous problem for image
data, the application of the previously mentioned unregularized clustering algorithms to images
can lead to poor results as shown in Figure 2.4 where we want to separate bird and background.
Without regularization we obtain a lot of undesired parts of the image such as the wood or the
corners as foreground (black). Moreover, small isolated parts within the bird are assigned to the
background (white). See also Figure 1.1 in the introduction for another example.
In this section, we propose a general biconvex segmentation model. Thereby, we extend a
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(a) Input (b) Without regularization (c) With TV-regularization
Figure 2.4.: Segmentation of a bird, input taken from [107].
data approximating clustering objective by addition of a regularizer to enforce smoothness of
the result. We restrict our considerations to continuous regularizers on RN .
For the data term we use a dissimilarity function d : Rm × Rm → R≥0 as defined in Section
2.1 to formulate our optimization problem. We consider the regularized segmentation problem
(RSP) argmin
u,r
ERS(u, r) subject to u ∈ C
where ERS(u, r) =
N∑
j=1
c∑
k=1
(uk(j))
βd(rk, f(j)) + λΨ(u)
with the parameters λ ≥ 0, β ≥ 1, an image f : {1, . . . , N} → Rm, the codebook of segment
centers r = (rk)
c
k=1 ∈ Rcm, rk ∈ Rm, a continuous function Ψ : RcN → R, and a compact set
C ⊂ RcN . Further, we require that
rˆ := argmin
r∈Rcm
ERS(u, r) is unique for all
u ∈ C \ {v ∈ C : there exists k ∈ {1, . . . , c} with
∑N
j=1
vk(j) = 0}.
(2.15)
Remark 2.9. The theoretical results of this section hold for arbitrary compact sets C. However,
in the previous sections we have already seen two of reasonable choices of C:
1. the set of standard basis vectors in Rc to the power N denoted by {e1, . . . , ec}N and
2. the unit simplex Sc = conv{e1, . . . , ec} in Rc to the power N denoted by SNc .
In fact, these are the only two sets of segment membership vectors that occur for particular
implementations of (RSP) in our work.
Further, let us point out that a restriction of r to a closed subset of Rcm does not violate the
following convergence theory. However, we stick to r ∈ Rcm due to better readability.
To minimize ERS(u, r) we use regularized c-centers (RcC) stated in Algorithm 4 where the
level set of a function g : RcN → R is defined by levb g := {u ∈ RcN : g(u) ≤ b} and
H : C × Rcm ⇒ C, (2.16)
H(u, r) :=
{
{v ∈ C : ERS(v, r) + δ ≤ ERS(u, r)} if u /∈ levb(r)ERS(·, r),
argminv∈C ERS(v, r) otherwise
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with b(r) := minu∈C ERS(u, r) + δ. Figure 2.5 explains the two different cases in the definition
of H. H(u, r) is either the set of all v ∈ C that reduce the value of ERS(u, r) by at least δ or –
if a decrease of δ is not possible – the set of minimizers argminv ERS(v, r).
Note that b(r) does not have to be computed explicitly in our algorithm, as we will see later
in Section 2.4 for a particular implementation of RcC.
Algorithm 4: Regularized c-Centers (RcC)
Input: image f , number of clusters c, parameters λ ≥ 0, εemp > 0, δ > 0, β ≥ 1
Output: cluster membership matrix u and codebook r
initialization of r(0) ∈ Rcm and u(−1) ∈ SNc with
∑N
j=1 u
(−1)
k (j) ≥ εemp for k = 1, . . . , c
for n = 0, 1, 2, . . . do
// Assign points to centers
u(n) ∈ H(u(n−1), r(n)) where H is defined in (2.16)
// Check for empty clusters
for k := 1, . . . , c do
if
∑N
j=1 u
(n)
k (j) < εemp then
Reduce c by 1 and restart with (r
(n)
l )l 6=k as initial solution
end
end
// Update centers
r(n+1) ∈ argminr∈Rcm
{
N∑
j=1
c∑
k=1
(u
(n)
k (j))
βd(rk, f(j))
}
end
In general, the existence of global minimizers for the continuous function ERS(u, ·) is guaran-
teed since C is compact. We do not explicitly demand biconvexity of ERS for the theoretical
results of this section. Nevertheless, we only consider particular implementations of RcC where
we are able to compute the global optima for fixed r and for fixed u due to convexity.
The following subsections deal with the convergence of the sequence (u(n), r(n))n∈N generated
by Algorithm 4. Our approach is motivated by the convergence proof for fuzzy c-means [77].
Likewise, we use Zangwill’s theory [172] to state a convergence theorem for RcC. Section 2.3.1
reviews Zangwill’s convergence theory for monotonic algorithms.
In Section 2.3.2 Zangwill’s theory is applied to RcC. More precisely, we show that the objective
(ERS(u
(n), r(n)))n∈N decreases strictly as long as (u(n), r(n)) is not a partial minimizer of ERS.
Additionally, every sequence generated by RcC converges to a partial minimizer of ERS or con-
tains a subsequence converging to a partial minimizer of ERS and every convergent subsequence
has a partial minimizer as limit point. In case C is finite we can be sure that after finitely many
iterations (u(n), r(n)) is a partial minimizer as shown later in Corollary 2.18. Popular examples
for methods using the finite set C = {e1, . . . , ec}N are c-means (see Section 2.1) or the level-set
segmentation method of Chan and Vese (see [42] and Section 2.4.3) with global optimization for
fixed codebook r [115, 41].
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u1
ERS(u1, r)
b(r)
ERS(u1, r)− δ
H(u1, r) u
(a) u1 /∈ levb(r)ERS(·, r)
u2
ERS(u2, r)
b(r)
ERS(u2, r)− δ H(u2, r) u
(b) u2 ∈ levb(r)ERS(·, r)
Figure 2.5.: A sketch of the two different cases in the definition of H for fixed r. The resulting
sets are colored in red and delimited by dotted (not dashed) lines. a) Decrease of
ERS by δ is possible since ERS(u1, r)−minu∈C ERS(u, r) > δ. b) Contrary to (a), we
have ERS(u2, r)−minu∈C ERS(u, r) < δ and cannot achieve a decrease of δ. Hence,
we set H(u2, r) = argminu∈C ERS(u, r).
For biconvex ERS and a full optimization in the u-step, i.e., u
(n+1) ∈ argminv∈C ERS(v, r(n))
for all u(n), a convergence result is cited in the following remark.
Remark 2.10. Gorski et al. [69] consider general biconvex problems and investigate the con-
vergence of a minimization algorithm called alternate convex search (ACS) described in the
following. Let
argmin
x,y
E(x, y) subject to (x, y) ∈ B (2.17)
be a biconvex optimization problem. ACS consists of alternatingly minimizing (2.17) for fixed
y and x. The proof of convergence given in [69] was motivated by [49, 108] and the work of
Zangwill [172]. Note that ACS really needs to obtain a global minimizer of both convex sub-
problems in every iteration. In contrast, in RcC we require only a certain amount of decrease of
the objective after updating the segment membership vector leading to a faster algorithm.
2.3.1 Zangwill’s Convergence Theory for Monotonic Algorithms
To discuss the convergence of RcC we review Zangwill’s Theory [172] in this section. We are
given
• a so called solution set Xsol contained in a metric space X,
• an iterative algorithm defined by a point-to-set-map T : X ⇒ X, i.e., T : X → 2X , and
• a sequence (x(i))i∈N generated by T , i.e.,
x(i+1) ∈ T (x(i)) if T (x(i)) 6= ∅,
x(i+1) = x(i) if T (x(i)) = ∅.
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We would like to guarantee that the limit point of every convergent subsequence of (x(i))i∈N is
contained in the solution set Xsol, i.e., the set of all accumulation points of (x
(i))i∈N denoted by
A(x(i))i∈N is contained in Xsol. Therefore, we need two ingredients:
1. a so called descending merit function M ∈ C(X,R) to measure the progress of the algorithm
for given T and Xsol and
2. the closeness of T .
We call a merit function M ∈ C(X,R) descending if
i) for all x ∈ X and all x¯ ∈ T (x) the inequality M(x¯) ≤M(x) holds true and
ii) for all x ∈ X\Xsol with T (x) 6= ∅ and all x¯ ∈ T (x) the strict inequality M(x¯) < M(x) holds
true.
The second ingredient, i.e., the closeness of T , is defined as follows. Let X be a metric space,
x ∈ X and ⋃i∈N{x(i)} ⊂ X. A point-to-set-map T : X ⇒ X is closed at x if
x(i) → x
y(i) ∈ T (x(i))
y(i) → y
 imply y ∈ T (x).
A point-to-set-map is closed on X¯ ⊂ X if it is closed at every x¯ ∈ X¯.
We will see that for closed T the existence of a descending merit function can help to prove
convergence. However, the following example shows that the existence of a descending merit
function is not sufficient for A(x(i))i∈N ⊆ Xsol if T is not closed.
1
T (x)
M(x)
x
Figure 2.6.: Function T and the descending merit function M from Example 2.11.
Example 2.11. Consider the function T : R→ R as a special case of a point-to-set-map with
T (x) :=
{
1
2x if x ≤ 1,
1
2x+
1
2 if x > 1
shown in Figure 2.6 and let Xsol = {0}. Then a descending merit function is defined by M(x) :=
|x|. For x(0) > 1 we have with (x(i))i∈N generated by T that x(i) → 1 /∈ Xsol. The problem is
that T is not closed at x = 1 and hence 1 /∈ T (1). If we consider the closed point-to-set-map
T (x) :=

1
2x if x < 1,
{12 , 1} if x = 1,
1
2x+
1
2 if x > 1
instead, the merit function M(x) = |x| is not descending.
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Zangwill’s Theorem
For the proof of Zangwill’s Theorem, we use the subsequent lemma.
Lemma 2.12. Let M ∈ C(X) and (x(i))i∈N ⊂ X. Further,
i) let M(x(i+1)) ≤M(x(i)) for all i ∈ N and
ii) let there exist a subsequence (x(ij))j∈N of (x(i))i∈N that convergences to xˆ ∈ X.
Then
lim
i→∞
M(x(i)) = lim
j→∞
M(x(ij)) = M(xˆ).
Proof. Continuity of M implies
lim
j→∞
M(x(ij)) = M(xˆ). (2.18)
Assume that there exists an i with M(x(i)) < M(xˆ). Then, due to i) we have
M(xˆ) > M(x(i)) ≥ lim
j→∞
M(x(ij)) = M(xˆ)
which yields M(x(i)) ≥M(xˆ) by contradiction. Thus, M(x(i)) is bounded from below by M(xˆ)
and any monotonically decreasing sequence which is bounded from below converges. By (2.18)
we have that limi→∞M(x(i)) = M(xˆ).
Now we can prove Zangwill’s Theorem A, see [172, p. 91].
Theorem 2.13 (Zangwill’s Convergence Theorem). Let the metric space X, the point-to-set-
map T : X ⇒ X and a solution set Xsol ⊂ X be given. Assume that the following holds true:
i) There exists a descending merit function M ∈ C(X,R) and
ii) T is closed at every x ∈ X\Xsol.
Then for any sequence (x(i))i∈N generated by T and contained in a compact subset K ⊆ X, the
set of accumulation points A(x(i))i∈N is contained in Xsol, i.e., every convergent subsequence of
(x(i))i∈N converges to a solution xˆ ∈ Xsol.
Proof. Let x(ij) → xˆ as j → ∞ such that xˆ ∈ A(x(i))i∈N . Note that A(x(i))i∈N 6= ∅, because
(x(i))i∈N is contained in a compact subset of X. We show that xˆ ∈ Xsol.
Case 1: There exists n ∈ N with T (x(n)) = ∅. Then xˆ = x(n) = x(n+1) = x(n+2) = · · · ∈ Xsol
by assumption on M .
Case 2: We have T (x(i)) 6= ∅ for all i ∈ N. Then M(x(i+1)) ≤M(x(i)) and further
lim
i→∞
M(x(i)) = lim
j→∞
M(x(ij)) = M(xˆ)
by Lemma 2.12. Hence, for arbitrary yˆ ∈ A(x(i))i∈N we have
M(xˆ) = lim
i→∞
M(x(i)) = M(yˆ). (2.19)
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Assume that xˆ /∈ Xsol. Consider x(ij+1) ∈ T (x(ij)). The sequence (x(ij+1))j∈N is contained in
the compact set K. This implies the existence of a subsequence (x(ikl ))l∈N of (x(ij+1))j∈N with
x(ikl ) → yˆ ∈ K as l → ∞. Furthermore, with x(ikl ) ∈ T (x(ijl )), x(ijl ) → xˆ as l → ∞ and the
closeness of T on X \ Xsol we have yˆ ∈ T (xˆ). Since xˆ /∈ Xsol, we see by definition of M that
M(yˆ) < M(xˆ) in contradiction to (2.19). Thus, xˆ ∈ Xsol and we are done.
Closed Compositions of Point-to-Set-Maps
The rest of this section deals with the closeness of the composition of point to set maps. In
the following, a definition of the composition of two point-to-set-maps is given. Let X,Y, Z be
metric spaces and T1 : X ⇒ Y, T2 : Y ⇒ Z. Then
T2 ◦ T1 : X ⇒ Z, (T2 ◦ T1)(x) :=
⋃
y∈T1(x)
T2(y).
We will see that the results of this section can help us to prove the closeness of the point-to-
set-map TRcC in (2.22), which defines the RcC algorithm. For the next lemma see [172, p.
95].
Lemma 2.14. Let T1 : X ⇒ Y be closed at x ∈ X and T2 : Y ⇒ Z be closed at y ∈ T1(x).
Furthermore, assume that x(i) → x and y(i) ∈ T1(x(i)) imply that there exists a subsequence
(y(ij))j∈N of (y(i))i∈N with y(ij) → y ∈ Y as j →∞. Then T := T2 ◦ T1 is closed at x.
Proof. Let
x(i) → x, z(i) ∈ (T2 ◦ T1)(x(i)) and z(i) → z. (2.20)
We show that z ∈ T (x). We choose y(i) ∈ T1(x(i)) such that z(i) ∈ T2(y(i)) for all i ∈ N. By
(2.20) and the last assumption of the lemma we have that there exists a subsequence (y(ij))j∈N
of (y(i))i∈N such that
x(ij) −→
j→∞
x, y(ij) ∈ T1(x(ij)) and y(ij) −→
j→∞
y.
By the closeness of T1 at x this implies y ∈ T1(x). Therefore, we have by
y(ij) −→
j→∞
y, z(ij) ∈ T2(y(ij)) and z(ij) −→
j→∞
z
and the closeness of T2 at y that z ∈ T2(y) and hence z ∈ (T2 ◦ T1)(x).
The first corollary of Lemma 2.14 deals with the composition of closed point-to-set-maps, see
[172, p. 96].
Corollary 2.15. Let T1 : X ⇒ Y be closed at x ∈ X and T2 : Y ⇒ Z be closed at y ∈ T1(x)
and assume Y is compact. Then T : X ⇒ Z, T := T2 ◦ T1 is closed at x.
Proof. Assume x(i) → x and y(i) ∈ T1(x(i)) ⊆ Y . Since Y is a compact metric space there exists
a convergent subsequence (y(ij))j∈N of (y(i))i∈N with limit y ∈ Y . Hence, the closeness of T is
provided by Lemma 2.14.
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The second corollary considers the composition of a closed points-to-set-map with a continuous
function, see [172, p. 96].
Corollary 2.16. Let the function T1 : X → Y be continuous at x ∈ X and the point-to-set-map
T2 : Y ⇒ Z be closed at y = T1(x). Then T : X ⇒ Z, T = T2 ◦ T1 is closed at x ∈ X.
Proof. Assume x(i) → x and yi = T1(x(i)). Then by the continuity of T1 we have y(i) =
T1(x
(i))→ T1(x) = y. Application of Lemma 2.14 concludes the proof.
2.3.2 Convergence of Regularized c-Centers
In this section we show that the RcC algorithm fulfills all requirements of Theorem 2.13.
Firstly, we define the solution set by
Xsol :=
{
(uˆ, rˆ) ∈ C × Rcm : (2.21)
ERS(uˆ, rˆ) ≤ ERS(u, rˆ) ∀u ∈ C and
ERS(uˆ, rˆ) ≤ ERS(uˆ, r) ∀r ∈ Rcm
}
.
In fact, Xsol is the set of partial minimizers defined in (2.4).
Next, we define the operator TRcC of the RcC algorithm. Let
G : C ⇒ Rcm, G(u) := argmin
r∈Rcm
N∑
j=1
c∑
k=1
(uk(j))
βd(rk, f(j))
where β ≥ 1. We use the set-valued notation since G(u) is only single-valued due to (2.15), if∑c
k=1 uk(j) 6= 0 for all k ∈ {1, . . . , c}. Moreover, we have
H : C × Rcm ⇒ C, H(u, r) =
{
{v : ERS(v, r) + δ ≤ ERS(u, r)} if u /∈ levb(r)ERS(·, r)
argminv∈C ERS(v, r) otherwise
where b(r) = minu∈C ERS(u, r) + δ as defined in (2.16). The algorithmic map is given by
TRcC : C × Rcm ⇒ C × Rcm, TRcC := T2 ◦ T1 (2.22)
with
T1 : C × Rcm ⇒ C × Rcm, T1(u, r) := (u,G(u))
and
T2 : C × Rcm ⇒ C × Rcm, T2(u, r) := (H(u, r), r).
As merit function we choose the objective function ERS. Indeed, ERS is a descending merit
function for TRcC and Xsol as we show in the subsequent theorem.
Theorem 2.17. The objective ERS is a descending merit function for TRcC and Xsol, i.e.,
ERS(u
(n+1), r(n+1)) ≤ ERS(u(n), r(n)) for all (u(n+1), r(n+1)) ∈ TRcC(u(n), r(n)) with strict inequal-
ity if (u(n), r(n)) /∈ Xsol.
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Proof. Let (u(n+1), r(n+1)) ∈ TRcC(u(n), r(n)). The definitions of G and H imply that
ERS(u
(n+1), r(n+1)) ≤ ERS(u(n), r(n+1)) ≤ ERS(u(n), r(n)).
It remains to prove that ERS(u
(n+1), r(n+1)) < ERS(u
(n), r(n)) for (u(n), r(n)) /∈ Xsol. Let
(u(n), r(n)) /∈ Xsol. Then, the second inequality in the definition of Xsol in (2.21) is violated
or fulfilled. Of course, if the second inequality holds true, the first inequality of (2.21) is violated
for (u(n), r(n)) /∈ Xsol. Accordingly we distinguish two cases.
Case 1: If the second inequality in (2.21) is violated by (u(n), r(n)) /∈ Xsol we have that there
exists r˜ ∈ Rcm with ERS(u(n), r(n)) > ERS(u(n), r˜). The definition of TRcC yields
r(n+1) ∈ G(u(n)) = argmin
r∈Rcm
ERS(u
(n), r).
Hence,
ERS(u
(n), r(n)) > ERS(u
(n), r˜) ≥ ERS(u(n), r(n+1)) ≥ ERS(u(n+1), r(n+1)).
Case 2: Let the second inequality in (2.21) hold true for (u(n), r(n)) /∈ Xsol, i.e., ERS(u(n), r(n)) ≤
ERS(u
(n), r) ∀r ∈ Rcm. Thus,
r(n) ∈ argmin
r∈Rcm
ERS(u
(n), r) (2.23)
and r(n) = r(n+1) due to uniqueness1 of (2.23). If u(n) /∈ levb(r(n+1))ERS(·, r(n+1)) the definitions
of G and H conclude the second case since
ERS(u
(n), r(n)) ≥ ERS(u(n), r(n+1)) ≥ ERS(u(n+1), r(n+1)) + δ > ERS(u(n+1), r(n+1)).
If u(n) ∈ levb(r(n+1))ERS(·, r(n+1)) we have due to violation of the first inequality in (2.21) that
there exists an u˜ ∈ C with ERS(u(n), r(n)) > ERS(u˜, r(n)). Thus, we obtain
ERS(u
(n), r(n)) > ERS(u˜, r
(n)) = ERS(u˜, r
(n+1)) ≥ ERS(u(n+1), r(n+1)).
The next corollary handles the special case where C is finite. It states that after finitely many
iterations the iterate of RcC is a partial minimizer. We proceed according to the convergence
proof of c-means by Selim and Ismail [137].
Corollary 2.18. Let (u(n), r(n)) be a sequence generated by TRcC and let C be finite. Then,
there exists n0 ∈ N such that (u(n0), r(n0)) is a partial minimizer.
Proof. Let (u(n1), r(n1)) and (u(n2), r(n2)) not be partial minimizers and let us assume that u(n1) =
u(n2) for some n1 < n2. This implies
ERS(u
(n1), r(n1)) = ERS(u
(n2), r(n2)). (2.24)
Equation (2.24) is a contradiction, since (ERS(u
(n), r(n)))n∈N is strictly decreasing by Theorem
2.17. Hence, we achieve every possible value of u at most once. By assumption that C is finite
there are only finitely many different possible values of u.
1In fact, this is the only place in this section where we use the uniqueness of (2.23).
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In the next step we show that the elements of every sequence generated by TRcC are contained
in a compact set. This ensures the existence of a convergent subsequence. Furthermore, this
property is necessary
• in the proof of the closeness of H in Lemma 2.23 and
• for the application of Corollary 2.15 in the proof of the closeness of TRcC in Theorem 2.24.
Lemma 2.19. Let yj ∈ Rm and wj > 0 be fixed for all j ∈ {1, . . . , N} and some N ∈ N. Then,
the minimizer xˆ of φ(x) :=
∑N
j=1wjd(x, yj) is contained in a compact set Ky1,...,yN which only
depends on the fixed vectors yj.
Proof. Let the closed ball of radius ρ around yj with respect to d be denoted by
Bd(yj , ρ) := {x ∈ Rm : d(x, yj) ≤ ρ}
and let
ρ := max
j1,j2∈{1,...,N}
d(yj1 , yj2).
Note that for fixed y, ρ the set Bd is closed and bounded since d is lsc and coercive, respectively.
Assume that the minimizer of φ denoted by
xˆ ∈ argmin
x∈Rm
φ(x) =
N∑
j=1
wjd(x, yj) (2.25)
is not contained in Ky1,...,yN :=
⋃
j∈{1,...,N}Bd(yj , ρ), see Figure 2.7. It follows with j, j0 ∈
{1, . . . , N} that
wjd(xˆ, yj) > wjd(yj0 , yj)
which is a contradiction to (2.25). Hence, xˆ is contained in the compact set Ky1,...,yN .
ρ
xˆ
Figure 2.7.: Setting in the proof of Lemma 2.19. The set
⋃
j∈{1,...,N}Bd(yj , ρ) is filled with gray
background and every black point represents an yj ∈ Rm.
The following theorem guarantees that the sequence generated by TRcC is contained in a
compact set.
Theorem 2.20. The elements of a sequence (u(n), r(n))n∈N generated by TRcC are contained in
a compact subset K of C × Rcm which has the form K = C ×R.
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Proof. The set C is compact so that we only have to show that
⋃
n∈N{r(n)} is contained in a
compact set. This follows directly from Lemma 2.19 and we are done with
R :=
 ⋃
j∈{1,...,N}
Bd(f(j), ρ)
c and K = C ×R
where ρ = maxj1,j2∈{1,...,N} d(f(j1), f(j2)) and X
c denotes the c-fold Cartesian product of a set
X.
Remark 2.21. For special choices of d one can prove Theorem 2.20 in another way and show
that
⋃
n∈N
{r(n)} ⊂
conv N⋃
j=1
{f(j)}
c . (2.26)
In the case d(x, y) = ‖x− y‖p2 the idea of the proof goes back to [166]. Let r ∈
⋃
n∈N{r(n)}. We
show that rk is contained in the compact set conv
⋃N
j=1{f(j)}. Assume that, rk /∈ conv
⋃N
j=1{f(j)}.
Then we can separate rk and conv
⋃N
j=1{f(j)} by a hyperplane h. Let P (rk) be the orthogonal
projection of rk onto h (see Figure 2.8). Then we have 〈rk − P (rk), P (rk)− f(j)〉 > 0 for all j.
It follows with wj := (uk(j))
β that
w2j ‖rk − f(j)‖22 − w2j ‖P (rk)− f(j)‖22
= w2j (〈rk − f(j), rk − f(j)〉 − 〈P (rk)− f(j), P (rk)− f(j)〉)
= w2j (〈rk, rk〉 − 2〈rk, f(j)〉 − 〈P (rk), P (rk)〉+ 2〈P (rk), f(j)〉)
= w2j (2〈rk − P (rk), P (rk)− f(j)〉+ 〈rk − P (rk), rk − P (rk)〉) > 0.
Consequently we get
wj ‖rk − f(j)‖p2 > wj ‖P (rk)− f(j)‖p2 , j = 1, . . . , N.
Hence, we have a contradiction to rk ∈ argminx∈Rd
∑N
j=1(u
(n)
k (j))
β ‖f(j)− x‖p2 .
For d(x, y) = ‖x− y‖22 and C = SNc , Bezdek [19] stated the following alternative and simple
proof of (2.26). Let αk(j) := uk(j)
β/(
∑N
l=1 uk(l)
β), j ∈ {1, . . . , N} with u ∈ C. Then we have
αk(j) ∈ [0, 1] for all k, j and
N∑
j=1
αk(j) =
N∑
j=1
uk(j)
β∑N
l=1 uk(l)
β
= 1,
such that rk is a convex combination of the f(j), j = 1, . . . , N .
It remains to show that TRcC is closed. Therefore, we use the following lemma.
Lemma 2.22. Let X,Y, Z be metric spaces, let F : X×Y → Z be lsc with argminx∈X F (x, y) 6= ∅
for all y ∈ Y and let F (x, ·) be continuous for all x ∈ X. Then the point-to-set-map F : Y ⇒ X
defined by F(y) := argminx∈X F (x, y) is closed.
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rk
h f(j)
P (rk)
Figure 2.8.: Setting in the proof of (2.26) for d(x, y) = ‖x− y‖p2.
Proof. Closeness of F means
y(i) → y∗
x(i) ∈ F(y(i))
x(i) → x∗
 imply x∗ ∈ F(x, y∗).
Thus, we have to show that
F (x∗, y∗) ≤ F (x, y∗) for all x ∈ X.
Using that F is lsc, as well as x(i) ∈ F(y(i)) = argminx˜∈X F (x˜, y(i)), and the continuity of F (x, ·)
we obtain
F (x∗, y∗) ≤ lim
i→∞
F (x(i), y(i)) ≤ lim
i→∞
F (x, y(i)) = F (x, y∗)
for all x ∈ X.
Using Lemma 2.22 we show the closeness of G, and we prove the closeness of H in the subse-
quent theorem.
Lemma 2.23. i) The mapping G is closed.
ii) The mapping H is closed.
Proof. i) This follows directly from Lemma 2.22.
ii) First we show the continuity of b0 : r 7→ minu∈C ERS(u, r) with respect to an arbitrary norm
in Rcm. To this end, we use without loss of generality the Euclidean norm ‖·‖2. Since ERS
is uniformly continuous on the compact set K = C ×R defined in Theorem 2.20, for every
ε > 0 there exists a ρ(ε) > 0 such that for all (u, r), (u˜, r˜) ∈ K with ‖(u, r)− (u˜, r˜)‖2 < ρ(ε)
we have |ERS(u, r)− ERS(u˜, r˜)| < ε. Particularly, this implies for all ε > 0 that there exists
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a ρ(ε) > 0 such that for all u ∈ C and r, r˜ ∈ R with ‖(u, r)− (u, r˜)‖2 = ‖r − r˜‖2 < ρ(ε) we
have
ERS(u, r)− ε < ERS(u, r˜) < ERS(u, r) + ε.
For all r ∈ R there exists u˜(r) ∈ C with b0(r) = ERS(u˜(r), r). Hence,
b0(r) + ε = ERS(u˜(r), r) + ε > ERS(u˜(r), r˜) ≥ b0(r˜).
On the other hand, for uˆ(r˜) ∈ argminu∈C ERS(u, r˜) we obtain
b0(r)− ε ≤ ERS(uˆ(r˜), r)− ε < ERS(uˆ(r˜), r˜) = b0(r˜).
Thus, b0 and b are continuous functions.
Let us turn to the closeness of H, i.e., we have to show that
(u(i), r(i))→ (u∗, r∗)
v(i) ∈ H(u(i), r(i))
v(i) → v∗
 imply v∗ ∈ H(u∗, r∗).
Now there exists a subsequence (u(ij))j∈N such that either
u(ij) /∈ lev
b(r(ij))
ERS(·, r(ij)) = {v : ERS(v, r(ij)) ≤ b(r(ij)) = min
u˜
ERS(u˜, r
(ij)) + δ}(2.27)
for all j ∈ N, or u(ij) ∈ lev
b(r(ij))
ERS(·, r(ij)) for all j ∈ N. If u(ij) /∈ levb(r(ij))ERS(·, r(ij)) for
all j ∈ N we have
ERS(v
∗, r∗) + δ = lim
j→∞
ERS(v
(ij), r(ij)) + δ ≤ lim
j→∞
ERS(u
(ij), r(ij)) = ERS(u
∗, r∗)
Further, u∗ /∈ int levb(r∗), since
ERS(u
(ij), r(ij)) > b(r(ij)) for all j ∈ N implies
ERS(u
∗, r∗) = lim
j→∞
ERS(u
(ij), r(ij)) ≥ lim
j→∞
b(r(ij)) = b(r∗)
due to (2.27) and continuity of ERS and b. Thus, v
∗ ∈ H(u∗, r∗) since both cases in the
definition of H(u∗, r∗) coincide for u∗ ∈ ∂ levb(r∗)ERS(·, r∗). If u(ij) ∈ levb(r(ij))ERS(·, r(ij))
for all j ∈ N we have
ERS(v
∗, r∗) = lim
j→∞
ERS(v
(ij), r(ij)) ≤ lim
j→∞
ERS(u, r
(ij)) = ERS(u, r
∗)
for all u ∈ C and v∗ ∈ H.
In the next theorem we can utilize Corollary 2.15 about the composition of closed maps to
show the closeness of TRcC.
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Theorem 2.24. The mapping TRcC is closed.
Proof. We have that TRcC(u, r) = (H(u,G(u)),G(u)). The closeness of TRcC follows from Corol-
lary 2.15 since
⋃
n∈N{r(n)} is contained in a compact set by Theorem 2.20 and H and G are
closed by Lemma 2.23.
We have shown that our algorithm fulfills all requirements of Zangwill’s Theorem.
Theorem 2.25. The set of accumulation points of the sequence (u(n), r(n))n∈N generated by
TRcC is contained in Xsol.
In other words, Theorem 2.25 states that (u(n), r(n))n∈N either converges to a partial minimizer
or – in the worst case – contains a subsequence that converges to a partial minimizer. Moreover,
every convergent subsequence of (u(n), r(n))n∈N converges to a partial minimizer.
2.4 Total Variation Regularized c-Means
In this section we introduce the discrete total variation (TV) as regularizer for our segmentation
model. The total variation for image processing has been proposed by Rudin, Osher, and Fatemi
[129] in 1992. For the case that cluster centers r are known in advance, TV has been used for
segmentation or labeling, e.g., by [171, 11, 97, 120]. TV-related multi-class segmentation models
also optimizing the cluster centers have been proposed, e.g., in [158, 44, 10, 31] and by us in
[79].
Recall that for functions g in the Sobolev space W 1,1(Ω) where Ω ⊂ Rd, the total variation
defined in (1.2) can be written as
T V(g) =
∫
Ω
‖Dg(x)‖2 dx =
∫
Ω
√
gx1(x)
2 + · · ·+ gxd(x)2 dx
with weak partial derivatives gxi , i = 1, . . . , d. Descriptively, this is the amount of change or
variation measured by the modulus of the gradient summed over the whole domain, i.e., the
total amount of variation. For more details see, e.g., [4, 65, 132].
In the following definition of the discrete total variation, we consider 2-dimensional images.
For images of dimension d ≥ 3, see Chapter A.1 in the appendix. To obtain a discrete representa-
tion of the total variation, we replace the weak partial derivatives gx1 and gx2 by finite differences.
More precisely, for discrete, gray-valued, 2-dimensional images F : {1, . . . , n1}×{1, . . . , n2} → R
column-wise reshaped to vectors f : {1, . . . , N} → R with N = n1n2 we have the subsequent
definitions. The finite differences of f in terms of the discrete gradient D are given by(
fx1
fx2
)
:=
(
In2 ⊗Dn1
Dn1 ⊗ In2
)
︸ ︷︷ ︸
=:D
f
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where ⊗ denotes the Kronecker product. Thereby,
Dn =

−1 1
−1 1
. . .
. . .
−1 1
0 . . . 0

∈ Rn×n (2.28)
denotes the forward difference matrix with mirrored boundary conditions. Eventually, the dis-
crete total variation of a vector f : {1, . . . , N} → R is given by
TV(f) := ‖ |Df | ‖1 =
N∑
j=1
|Df |(j) =
n∑
j=1
√
fx1(j)
2 + fx2(j)
2. (2.29)
With the discrete total variation at hand, let us turn to a TV-regularized segmentation model.
In [79] we proposed an image segmentation method that consists of tackling
(TVS) argmin
u,r
ETV(u, r) subject to u ∈ SNc , Sc = conv{e1, . . . , ec}
where ETV =
c∑
k=1
N∑
j=1
uk(j) ‖rk − f(j)‖22 + λ
c∑
k=1
TV(uk)
by alternating optimization with only a single step in the computation of a new iterate u(n) for
fixed r(n). Here, we call our method from [79] single step total variation c-means (STVcM). We
obtained promising results in practical applications on medical images with STVcM. However,
a proof of convergence was not given. Indeed, there exist parameter configurations for which
STVcM does not converge in practice. To overcome this drawback, we propose a slight modifica-
tion of STVcM, namely total variation c-means (TVcM), which is a particular implementation
of RcC with the according convergence results of Section 2.3. In numerical experiments we show
that the performance of TVcM is similar in case STVcM converges numerically. Additionally,
we will see that in those cases where STVcM denies to converge in applications, TVcM still does
converge.
The remaining part of this section is organized as follows. Section 2.4.1 describes how to
solve (TVS) with fixed cluster centers r via convex optimization. Section 2.4.2 proposes the
alternating algorithms TVcM and STVcM for a solution of (TVS) in both variables u and r.
Thereby, we utilize the algorithms reviewed in Section 2.4.1 for the optimization step in u.
Section 2.4.3 describes the relations of our algorithm to the famous models of Mumford and
Shah [113], and Chan and Vese [42].
Numerical experiments that show the performance of our algorithms can be found in the
following Section 2.5.
2.4.1 Convex Optimization Algorithms for Segmentation with Fixed Codebook
In this Subsection we describe how to solve (TVS) for fixed codebook r, see [140, 79]. We
review two efficient algorithms for the solution of convex and non-smooth problems, namely
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the alternating direction method of multipliers (ADMM) and the primal dual hybrid gradient
algorithm with modified dual variable (PDHGMb). Note that there also exist other methods
suitable for our optimization problems such as the algorithm of Nesterov [114] and the fast
iterative shrinkage-thresholding algorithm (FISTA) of Beck and Teboulle [12].
In general, both algorithms ADMM and PDHGMb are suitable for convex optimization prob-
lems of the form
argmin
x∈RN1 ,y∈RN2
{G1(x) +G2(y)} (2.30)
subject to Ax = y
with proper, lsc, convex functions G1 : RN1 → R ∪ {+∞}, G2 : RN2 → R ∪ {+∞} and A ∈
RN2×N1 . Further, both algorithms split the problem into smaller sub-problems that have to be
solved alternatingly as stated in Algorithm 5 for ADMM.
Algorithm 5: ADMM
Initialization: y(0), b(0) ∈ RN2 , γ > 0.
for n = 0, 1, . . . until convergence do
x(n+1) := argmin
x∈RN1
{
G1(x) +
1
2γ
∥∥∥b(n) +Ax− y(n)∥∥∥2
2
}
(2.31)
y(n+1) := argmin
y∈RN2
{
G2(y) +
1
2γ
∥∥∥b(n) +Ax(n+1) − y∥∥∥2
2
}
b(n+1) := b(n) +Ax(n+1) − y(n+1)
end
For problems of the form (2.30) the ADMM coincides with the alternating split Bregman
method [67] and with the Douglas-Rachford splitting method applied to the dual problem.
The following assumptions guarantee convergence of the sequence (x(n), y(n))n∈N generated by
Algorithm 5 to a solution of (2.30):
1. The Lagrangian
L(x, y, p) = G1(x) +G2(y) + 〈p,Ax− y〉
has a saddle point. A point (xˆ, yˆ, pˆ) is called saddle point of L if L(xˆ, yˆ, p) ≤ L(xˆ, yˆ, pˆ) ≤
L(x, y, pˆ) for all (x>, y>)> ∈ RN1 × RN2 and p ∈ RN2 .
2. The solution of the first step (2.31) is unique, see [138, Theorem 5].
All these assumptions are fulfilled by our problems. For more details see, e.g., [24, 54, 56, 62,
112, 138].
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The PDHGMb algorithm can be formulated such that its only difference to ADMM is a distinct
first step given by
x(n+1) := argmin
x∈RN1
{
G1(x) +
1
2τ
∥∥∥∥x− (x(n) + τγA>(2b(n) − b(n−1))
∥∥∥∥2
2
}
.
To use PDHGMb instead of ADMM can be useful if there occurs a linear system in the first
ADMM step that cannot be solved efficiently. Regarding the convergence, let us assume that a
saddle point of the Lagrangian exists and that τγ < ‖A‖2. Then, PDHGMb converges as shown
by Chambolle and Pock [39]. See also [56, 176].
To be able to apply the mentioned convex optimization algorithms we reformulate the objective
of (TVS) for fixed r to
argmin
u,v,w
N∑
j=1
c∑
k=1
uk(j)sk(j) + λ
c∑
k=1
‖ |vk| ‖1 + ιSNc (w) (2.32)
subject to
(
Ic ⊗D
IcN
)
︸ ︷︷ ︸
A
u =
(
v
w
)
where u,w ∈ RcN , v ∈ R2cN . The choice sk(j) := ‖rk − f(j)‖22 resembles (TVS) for fixed
codebook. Of course, one can use any other constant vector for s. Further,
vk = (v
>
k,x, v
>
k,y)
>, vk,x, vk,y ∈ RN , |vk| =
(√
vk,x(j)2 + vk,y(j)2
)N
j=1
∈ RN
according to the definition of the TV based regularizer of (TVS). Problem (2.32) is a non-smooth
and convex optimization problem. Its global minimizer can be computed, e.g., by ADMM as
stated in Algorithm 6.
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Algorithm 6: ADMM for (2.32)
Input: image f , number of clusters c, constant sk(j) for all k = 1, . . . , c and
j = 1, . . . , N , parameters λ > 0, γ > 0
Output: segment membership vector u
Initialization of u(0) ∈ SNc , v(0) ∈ R2cN , w(0) ∈ RcN , b(0) ∈ R3cN
for n = 0, 1, 2, . . . until convergence do
u(n+1) := argmin
u∈SNc
c∑
k=1
N∑
j=1
uk(j)sk(j) +
1
2γ
∥∥∥b(n) +Au− ((v(n))>, (w(n))>)>∥∥∥2
2
(2.33)
(
v(n+1)
w(n+1)
)
:= argmin
v,w
λ
c∑
k=1
‖ |vk| ‖1 + ιSNc (w) +
1
2γ
∥∥∥∥∥b(n) +Au(n+1) −
(
v
w
)∥∥∥∥∥
2
2
(2.34)
b(n+1) := b(n) +Au(n+1) − ((v(n))>, (w(n))>)>
end
In the remaining part of this section, we explain how to solve steps (2.33) and (2.34) efficiently.
Note that in step (2.34) we can compute v(n+1) and w(n+1) independently.
Computing u(n+1)
Here, we focus on the case d = 2. For the case d ≥ 3 see Chapter A.1 in the appendix.
Since
c∑
k=1
N∑
j=1
uk(j)sk(j) +
1
2γ
∥∥∥b(n) +Au− ((v(n))>, (w(n))>)>∥∥∥2
2
is differentiable in u we can compute its minimizer by setting the gradient to zero. Thus, the
minimizer is given by the solution of the linear system
A>Au(n+1) = A>

(
v(n)
w(n)
)
−
(
b
(n)
v
b
(n)
w
)
︸ ︷︷ ︸
b(n)
− γs. (2.35)
Algorithm 6 works fast, if this linear system can be solved efficiently. Indeed, this is the case as
we can see in the following.
With the rules of the Kronecker product
(A⊗B)> = A> ⊗B> and (A⊗B)(C ⊗D) = AC ⊗BD (2.36)
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we have
A>A =
(
Ic ⊗D> , IcN
)(Ic ⊗D
IcN
)
= (Ic ⊗D>D) + IcN .
Hence, we solve for every k = 1, . . . , c the linear system of equations
(D>D + IN )uk = ak with ak := D
>
(
v
(n)
k − b(n)v,k
)
+
(
w
(n)
k − b(n)w,k
)
− γs (2.37)
and obtain the solution of (2.35). To this end, we diagonalize D>nDn by the discrete cosine II
transformation matrix (DCT-II matrix) Cn, i.e.,
D>nDn = C
>
n diag(qn)Cn, qn :=
(
4 sin2
pij
2n
)n−1
j=0
(2.38)
with the orthogonal DCT-II matrix
Cn :=
√
2
n
(
j cos
j(2k + 1)pi
2n
)n−1
j,k=0
, j :=
{
1/
√
2 j = 0,
1 otherwise,
(2.39)
see [122, 126]. After straightforward computation we obtain
(D>D + IN ) = (C
>
n2 ⊗ C>n1)(Λ + IN )(Cn2 ⊗ Cn1)
where Λ = In2 ⊗diag(qn1) + diag(qn2)⊗ In1 , see Lemma A.1 in the appendix. Finally, we obtain
uk = (C
>
n2 ⊗ C>n1)(Λ + IN )−1(Cn2 ⊗ Cn1)ak. (2.40)
Firstly, note that the discrete cosine transform of a vector, i.e., its multiplication with the cosine
matrix Cn, can be computed with O(N logN) arithmetic operations. Secondly, we do not utilize
Kronecker products in our numerical computations. Instead, we work with reformulations to
matrix – matrix operations based on another rule of the Kronecker product, namely
(A⊗B) vec(F ) = vec(BFA>), (2.41)
see (A.2) in the appendix.
Computing v(n+1)
The iterate v(n+1) can be computed for each k separately, i.e.,
v
(n+1)
k = argmin
vk∈R2N
λ ‖ |vk| ‖1 + 12γ ∣∣∣∣vk − (b(n)v,k +Du(n+1)k )︸ ︷︷ ︸
=:gv,k
∣∣∣∣2
2
 . (2.42)
The minimizer v
(n+1)
k can be obtained now in parallel for every image pixel j by the so-called
coupled shrinkage of gv,k with threshold λγ given by
vk(j)
(n+1) =
0 if |gv,k|(j) ≤ λγ,gv,k(j)(1− λγ|gv,k|(j)
)
otherwise,
(2.43)
see, e.g., Chapter A.2 in the appendix or [138].
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Computing w(n+1)
To determine w(n+1) we have to solve
w(n+1) = argmin
w∈RcN
ιSNc (w) + 12γ ∣∣∣∣w − (b(n)w + u(n+1))︸ ︷︷ ︸
=:gw
∣∣∣∣2
2
 .
In other words, we have to find the orthogonal projection of gw onto the simplex S
N
c . We can
project separately for every j = 1, . . . , N . This means that we have to solve N independent
sub-problems of the form
argmin
x∈Rc
1
2
‖x− g‖22 + ιSc .
This projection onto the unit simplex Sc ∈ Rc is explained in the following remark, see [110, 52].
Remark 2.26. The orthogonal projection of y ∈ Rc onto the hyperplane{
x ∈ Rc :
c∑
k=1
xk = 〈x,1c〉 = 1
}
containing the unit simplex is given by
wˆ = y − 1
c
(
c∑
k=1
yk − 1)1c,
where 1c := (1, . . . , 1)
> ∈ Rc. Further, we compute the projection onto Sc by the following steps:
1. If wˆ ≥ 0 then wˆ is contained in Sc and we are done. Otherwise, we denote by I the index
set of all negative components and set wˆk = 0 for all k ∈ I.
2. We compute the projection of the reduced vector without zeros (wˆk)k∈I ∈ Rc−|I| onto the
reduced hyperplane {x ∈ Rc−|I| : 〈x, 1c−|I|〉 = 1} and go back to the previous step.
One possibility to tackle the multi-class segmentation is to determine the codebook beforehand
(e.g., by fuzzy c-means) and fix it for the optimization over u. This can result in sufficiently
good segmentations in terms of the application’s demands, see, e.g., Section 2.6.1 and the cor-
responding publication [140]. However, there exist images where alternating optimization over
both variables r and u improves results significantly. For an artificial example, see Figure 2.9
and also [79].
2.4.2 The TVcM Algorithm
In this subsection we discard the assumption of a fixed codebook from the previous Subsection
2.4.1 and propose an algorithm for the solution of (TVS). Of course, our problem is in contrast
to Subsection 2.4.1 not convex but biconvex. This means, we cannot hope to find a global
minimizer. Instead, we seek a partial minimizer defined in (2.4).
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(a) Ground truth (b) Corrupted input (c) Segmentation using a
fixed codebook r
(d) Optimizing codebook
r during segmenta-
tion
Figure 2.9.: Segmentation with fixed and optimized codebook. The black part in the segmenta-
tion results corresponds to the background in the ground truth. a) Original image.
b) Corrupted input with about 20% data missing. c) Codebook r determined with
fuzzy c-means before optimizing over u with Algorithm 6. d) Result of Algorithm 8
including optimization over r. 500 iterations and λ = 0.4.
To find a partial minimizer we alternatingly fix one variable and update the other variable.
To this end, we propose Algorithm 7 in [79]. The optimization of r is the computation of a
weighted mean and can be done in a single step.
To update u our suggestion in [79] is to perform one single step of Algorithm 6. We call this
method single step total variation c-means (STVcM). Since ADMM and thus STVcM does not
converge monotonically, the theory of Zangwill [172] for monotonic algorithms cannot be applied
to STVcM. And even in case STVcM converges experimentally, we cannot be sure that the limit
is a partial minimizer. As we will see in the numerical experiments of Section 2.5, there exist
parameter configurations such that STVcM does not converge in practice.
To overcome these drawbacks, we propose the slight modification total variation c-means
(TVcM) as stated in Algorithm 8. To update u we now propose to iterate with Algorithm 6 for
fixed r until we observe a decrease in ETV of δ > 0, see the inner for loop of TVcM. Thus, we
obtain a particular implementation of RcC and the according convergence results. The price we
have to pay for the convergence theory is that we must evaluate the objective functional in every
iteration of TVcM. For an evaluation of the small cost differences between both Algorithms 7
and 8, see Section 2.5.
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Algorithm 7: Our proposal in [79] (STVcM)
Input: image f , number of clusters c, parameters λ > 0, γ > 0
Output: segment membership vector u and codebook r
Initialization of u(0) ∈ SNc , v(0) ∈ R2cN , w(0) ∈ RcN , b(0) ∈ R3cN
for n = 0, 1, 2, . . . until convergence do
r
(n+1)
k :=
∑N
j=1 u
(n)
k (j)f(j)∑N
j=1 u
(n)
k (j)
u(n+1) :=
A>A−1
(
A>(((v(n))>, (w(n))>)> −
b(n)︷ ︸︸ ︷
((b(n)v )
>, (b(n)w )
>)>
)
− γ(((‖rk − f(j)‖22)Nj=1)ck=1)
gv,k := b
(n)
v,k +Du
(n+1)
k for k = 1 . . . , c
Compute for j = 1, . . . , N and k = 1, . . . , c the coupled shrinkage
v
(n+1)
k (j) :=
{
0 if |gv,k(j)| ≤ γ
gv,k(j)
(
1− γ|gv,k(j)|
)
otherwise
For j = 1, . . . , N compute w(n+1)(j) as the orthogonal projection of
b
(n)
w (j) + u(n+1) ∈ Rc onto the unit simplex Sc ⊂ Rc
b(n+1) := b(n) +Au(n+1) − ((v(n))>, (w(n))>)>
end
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Algorithm 8: TVcM
Input: image f , number of clusters c, parameters λ > 0, εemp > 0, δ > 0, γ > 0
Output: segment membership vector u and codebook r
Initialization of r(0) ∈ Rcm, Eold =∞, v(0) ∈ R2cN , w(0) ∈ RcN , and b(0) ∈ R3cN
for n = 0, 1, 2, . . . until convergence do
for l = 0, 1, 2, . . . until ETV(w
(l+1), r(n)) + δ ≤ Eold or convergence do
u˜(l+1) :=
A>A−1
(
A>
(
((v(l))>, (w(l))>)>−
b(l)︷ ︸︸ ︷
((b(l)v )
>, (b(l)w )
>)>
))
−γ(((
∥∥∥r(n)k − f(j)∥∥∥2
2
)Nj=1)
c
k=1)
gv,k := b
(l)
v,k +Du˜
(l+1)
k for k = 1 . . . , c
Compute for j = 1, . . . , N and k = 1, . . . , c the coupled shrinkage
v
(l+1)
k (j) :=
{
0 if |gv,k(j)| ≤ γ
gv,k(j)
(
1− γ|gv,k(j)|
)
otherwise
For j = 1, . . . , N compute w(l+1)(j) as the orthogonal projection of
b
(l)
w (j) + u˜(l+1) ∈ Rc onto the unit simplex Sc ⊂ Rc
b(l+1) := b(l) +Au˜(n+1) − ((v(l))>, (w(l))>)>
end
u(n) := w(l+1)
// Check for empty cluster
for k := 1, . . . , c do
if
∑N
j=1 u
(n)
k (j) < εemp then
Reduce c by 1 and restart with (r
(n)
l )l 6=k as initial solution
end
end
r
(n+1)
k :=
∑N
j=1 u
(n)
k (j)f(j)∑N
j=1 u
(n)
k (j)
Eold := ETV(u
(n), r(n+1))
end
2.4.3 Relations to the Models of Chan and Vese, and Mumford and Shah
In this subsection, we describe the relations of (TVS) to the models of Chan and Vese [42],
and Mumford and Shah [113]. These models where introduced in the continuous setting where
images are represented by functions and not by vectors of finite dimension. We stick to this
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continuous formulation in this section. The reason is that Mumford and Shah minimize over
curves separating segments. To this end, the continuous setting is more intuitive.
Recall from Section 1.1.1 that Mumford and Shah [113] propose to solve
(MS) argmin
v∈W 1,2(Ω\K),K⊆Ω
EMS(v,K)
where EMS(v,K) =
∫
Ω
(f(x)− v(x))2dx+ µ
∫
Ω\K
‖∇v(x)‖22 dx+ νHd−1(K)
to obtain a segmentation of f ∈ L∞(Ω). Hd−1(K) denotes the d − 1-dimensional Hausdorff
measure of the discontinuity set K as defined in (1.1) and Ω ⊂ Rd is open and bounded.
For two classes c = 2 and with restriction of (MS) to piecewise constant v, i.e., vk|Ωk = rk
where Ω1 = Σ and Ω2 = Ω \ Σ¯, the model of Chan and Vese [42] is given by
(CV) argmin
r1,r2,Σ
ECV(r1, r2,Σ)
where ECV(r1, r2,Σ) =
∫
Ω
(f(x)− r1)2dx+
∫
Ω
(f(x)− r2)2dx+ ν Per(Σ,Ω).
The perimeter Per of a set is defined in terms of the total variation of the characteristic function
χΣ : Ω→ R by Per(Σ,Ω) = T V(χΣ). The perimeter coincides with the boundary length (d = 2)
for sufficiently smooth sets, see Section 1.1.1.
For fixed Σ the minimizer is given segment-wise by
rˆk =
∫
Ωk
f(x)dx
Ld(Ωk)
where Ld denotes the d-dimensional Lebesgue measure corresponding to the area of Ωk. To
minimize ECV over Σ for fixed r, Chan and Vese [42] introduce a level-set formulation of the
model and optimize this variational problem by solving the resulting Euler-Lagrange differential
equation numerically. The algorithm of Chan and Vese consists similarly to TVcM of alternating
minimization for fixed r and fixed Σ.
In the following, let us explain the connection between our model (TVS) for c = 2 and
(CV) formulated in the continuous setting. The continuous 2-class version of (TVS) reads
argmin
u1,u2∈
BV (Ω)
∫
Ω
u1(x)(r1 − f(x))2 + u2(x)(r2 − f(x))2dx+ λ (T V(u1) + T V(u2))
subject to (u1(x), u2(x))
> ∈ S2 = conv{e1, e2} for all x ∈ Ω
for gray-valued images f : L∞(Ω). Due to the constraint u1(x) + u2(x) = 1 we have∫
Ω
u1(x)(r1 − f(x))2 + (1− u1(x))(r2 − f(x))2dx+ λ (T V(u1) + T V(1− u1))
=
∫
Ω
u1(x)
(
(r1 − f(x))2 − (r2 − f(x))2
)
+ (r2 − f(x))2dx+ 2λ T V(u1)dx. (2.44)
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Of course, a minimizer of (2.44) over u1 ∈ BV (Ω) is contained in
argmin
u∈BV (Ω)
∫
Ω
u(x)
(
(r1 − f(x))2 − (r2 − f(x))2
)
dx+ ν T V(u)dx
where 2λ = ν. Moreover, there exists the subsequent theorem, see [115, 41] and the references in
[41]. It mainly states that a global minimizer of ECV(r1, r2, ·) can be found by solving a convex
optimization problem and performing a thresholding with an arbitrary2 threshold α ∈ (0, 1]
afterwards. The proof uses the co-area formula for functions of bounded variation [59].
Theorem 2.27. Let r1, r2 ∈ R be given and fixed. Then, a global minimizer of ECV(r1, r2, ·) is
given by Σˆ = {x : uˆ(x) ≥ α} for arbitrary α ∈ (0, 1] where
uˆ ∈ argmin
u∈BV (Ω)
∫
Ω
u(x)
(
(r1 − f(x))2 − (r2 − f(x))2
)
dx+ ν T V(u). (2.45)
Remark 2.28. A minimizer uˆ itself does not have to be binary. To see this, consider Figure
2.10. Figure 2.10a shows an artificial example consisting of 3 different image regions. Solving
(2.45) with Figure 2.10a as input results in a minimizer uˆ far from being binary as revealed by
Figure 2.10b. The solutions after thresholds 0.3 and 0.7 are depicted in Figures 2.10c and 2.10d,
respectively. The two white regions are both global minimizers of ECV(r1, r2, ·). However, the
thresholded versions of uˆ both also minimize (2.45). In practical applications uˆ is often close to
binary as observed in [115].
Finally, the convex problem for two classes (2.44) is tackled for fixed codebook r in every
iteration of TVcM. This is equivalent to the convex problem (2.45) in terms of minimizers.
However, in TVcM we do not propose a full optimization for fixed r. Moreover, the update of r
is different. More precisely, we cope with the relaxed problem where (u1(x), u2(x))
> ∈ S2. This
results in the weighted mean given in continuous notation by
rk =
∫
Ω uk(x)f(x)dx∫
Ω uk(x)dx
.
In contrast, Chan and Vese [42] use the standard mean
rk =
∫
Ωk
f(x)dx
Ld(Ωk)
and solve the unrelaxed problem u(x) ∈ {0, 1}. Hence, TVcM can be interpreted as a relaxed
multi-class Chan and Vese algorithm. Furthermore, note that the algorithm of Chan and Vese in
the discrete case with global optimization for fixed r is a particular implementation of RcC stated
in Algorithm 4 with the corresponding convergence theory developed in this work.
2In their formulation Nikolova et al. [115] stated “for almost all α ∈ [0, 1]” instead of “for arbitrary α ∈ (0, 1]”.
However, Chambolle et al. [41] show that if the theorem holds true for almost all α ∈ [0, 1] it also holds true
for arbitrary α ∈ (0, 1].
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(a) Input (b) uˆ (c) Threshold of uˆ
at 0.3
(d) Threshold of uˆ
at 0.7
Figure 2.10.: Example of non-binary solutions uˆ of (2.45) and two different minimizers of ECV
with fixed codebook r1 = 1, r2 = 0 and ν = 1.
2.5 Numerical Experiments
The purpose of this section is twofold. Firstly, we review some of the most promising results
obtained in [79] with Algorithm 7. To this end, we introduce briefly the moving-average FCM
[84] for comparison. For more experiments on the performance of STVcM we refer to [79].
Secondly, we compare the performance of TVcM and STVcM in terms of speed and objective
value. Additionally, we use the alternate convex search algorithm (ACS) described in Remark
2.10 applied to (TVS) for comparison. We show that a full minimization in every iteration with
ACS provides the worst results of all algorithms, while the other two perform similarly in case of
a suitable parameter choice. In case of an unsuitable parameter choice we show that STVcM can
deny to converge.
In all our experiments in this section we rescale the images to [0, 1]. Further, we use the result
of fuzzy c-means as initial solution for the regularized algorithms. Fuzzy c-means, on the other
hand, was initialized either randomly or by rk = ((k − 1)/c+ 1/(2c))mi=1. We use Matlab on an
Intel i7 2.93Ghz machine.
2.5.1 Segmentation of Simulated Brain Tissue Images
In [79] we obtained good segmentation results with STVcM3. Here, we will review the most
convincing experiments including brain tissue segmentation and refer to [79] for additional eval-
uation of the method. To compare the performance we review briefly the moving-average FCM
[84] designed for brain tissue segmentation in the subsequent paragraph.
3There is one negligible difference between our version in [79] and (TVS). In [79] the regularization parameter λ
appearing in ETV is multiplied with the data term and not with the regularizer.
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Moving-Average FCM Moving-average FCM is a regularized version of fuzzy c-means intro-
duced in Section 2.2. As regularizer, Hou et al. [84] use
c∑
k=1
N∑
j=1
(uk(j)− u¯k(j))2
where u¯k(j) = 1/9
∑
i∈N 8j uk(i) for all j ∈ {1, . . . , N}. Further, N
8
j denotes the neighborhood
of the 9 closest pixels in terms of position including the pixel itself. For gray-valued images
f : {1, . . . , N} → R, this results in the optimization problem
(MA) argmin
u,r
EMA(u, r) subject to u ∈ SNc = conv{e1, . . . , ec}N
where EMA(u, r) =
c∑
k=1
N∑
j=1
u2k(j)(rk − f(j))2 + β
c∑
k=1
N∑
j=1
(uk(j)− u¯k(j))2.
and β > 0. To solve (MA), again alternating minimization over r and u is performed as stated in
Algorithm 9. In every iteration and for each variable necessary first order optimality conditions
are solved. More precisely, for fixed u we solve the problem in r by setting the gradient to zero.
For fixed r we minimize the problem in u by solving the Karush-Kuhn-Tucker conditions
∇u
(
EMA(u, r) + 〈µ, 1−
c∑
k=1
uk〉 + 〈λ, u〉
)
= 0, 〈u, λ〉 = 0, λ ≥ 0, 1−
c∑
k=1
uk = 0, u ≥ 0.
Regarding the convergence of Algorithm 9, note that moving-average FCM is a particular
implementation of RcC with the corresponding convergence theory. Hence, we know that the
sequence of iterates either converges to a partial minimizer of EMA or contains a subsequence
that does.
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Figure 2.11.: One slice of phantom data with 3% noise.
Algorithm 9: Moving-Average FCM
Input: data set f , number of clusters c, parameter εemp > 0
Output: segment membership vector u and codebook r
Initialization of r(0) ∈ Rcm and u(−1) ∈ SNc
for n := 0, . . . do
for k := 1, . . . , c do
u
(n)
k (j) :=
1−
c∑
l=1
βu¯
(n−1)
l (j)
(f(j)−rl)2+β + βu¯
(n−1)
k (j)
c∑
l=1
1
(f(j)−rl)2+β
((f(j)− rk)2 + β)
c∑
l=1
1
(f(j)−rl)2+β
end
// Check for empty cluster
for k := 1, . . . , c do
if
∑N
j=1 u
(n)
k (j) < εemp then
Reduce c by 1 and restart with (r
(n)
l )l 6=k as initial solution
end
end
for k := 1, . . . , c do
r
(n+1)
k :=
∑N
j=1(u
(n)
k (j))
2f(j)/
∑N
j=1(u
(n)
k (j))
2
end
end
Evaluation and Results For the evaluation and comparison of fuzzy c-means [20, 18], moving-
average FCM [84], and STVcM we use in [79] simulated brain tissue data [47, 94, 95] generated
with the online tool of Cocosco et al. [46]. We select one slice in the x-y-plane corresponding to
z = 90 of simulated 3d data of size 181× 217× 181 (x× y × z). The modality of the phantom
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(a) Target area (b) Ground truth
Figure 2.12.: Target pixels and ground truth for the segmentation of phantom brain data.
data is T1 and the thickness of the slices is 1mm, see Figure 2.11. We tested levels of additive
Gaussian noise between 1% and 49% added only to the foreground. The noise level is given by
σ/maxj fgt(j) where fgt denotes the ground truth given in Figure 2.12b and σ is the standard
deviation of the Gaussian noise. As performance measure we use the target accuracy
TA =
number of correctly classified target pixels
number of target pixels
.
Figure 2.12a shows the target pixels. To obtain the target pixels we thresholded the ground
truth in Figure 2.12b such that all background pixels are 0 and all foreground pixels are 1. Then
we applied morphological dilation with a square structuring element of size 4 to the thresholded
image to enlarge the target area a little (see, e.g., [145] for an introduction to mathematical
morphology). Note that for the segmentation we removed the outer parts of Figure 2.11 and
obtain a 4 class segmentation problem (white matter, gray matter, cerebrospinal fluid, and
background).
Table 2.2 and the corresponding plot in Figure 2.13 reveal that for low noise levels the perfor-
mance of the algorithms in terms of target accuracy is similar. In contrast, for high noise levels
our STVcM clearly outperforms fuzzy c-means and moving-average FCM. This effect can also
be seen in the resulting segmentations as shown in Figures 2.14-2.17.
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Noise level TA of fuzzy c-means TA of moving-average FCM TA of STVcM
1 % 0.9830 0.9830 0.9825
3 % 0.9712 0.9724 0.9731
5 % 0.9513 0.9596 0.9594
7 % 0.9159 0.9445 0.9465
9 % 0.8584 0.9324 0.9391
11 % 0.7764 0.9089 0.9231
13 % 0.7081 0.8726 0.9092
15 % 0.6533 0.7878 0.8981
17 % 0.6064 0.7229 0.8888
19 % 0.5694 0.6905 0.8722
21 % 0.5497 0.6594 0.8653
23 % 0.5247 0.6349 0.8509
25 % 0.4978 0.6132 0.8402
27 % 0.4800 0.5966 0.8136
29 % 0.4652 0.5746 0.7875
31 % 0.4587 0.5684 0.7811
33 % 0.4458 0.5678 0.7700
35 % 0.4320 0.5638 0.7280
37 % 0.4295 0.5443 0.7327
39 % 0.4263 0.5506 0.7245
41 % 0.4110 0.5305 0.7258
43 % 0.4042 0.5242 0.7168
45 % 0.4046 0.5222 0.6827
47 % 0.3943 0.5136 0.6543
49 % 0.3990 0.5057 0.6690
Table 2.2.: Comparison of the target accuracy of the algorithms for different noise levels.
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Figure 2.13.: Target accuracy for distinct noise levels of the three compared algorithms.
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(a) Input (b) Fuzzy c-means,
TA = 0.9712
(c) Moving-average
FCM,
TA = 0.9724
(d) STVcM,
TA = 0.9731
Figure 2.14.: Segmentation results for 3% noise.
(a) Input (b) Fuzzy c-means,
TA = 0.7081
(c) Moving-average
FCM,
TA = 0.8726
(d) STVcM,
TA = 0.9092
Figure 2.15.: Segmentation results for 13% noise.
(a) Input (b) Fuzzy c-means,
TA = 0.5247
(c) Moving-average
FCM,
TA = 0.6349
(d) STVcM,
TA = 0.8509
Figure 2.16.: Segmentation results for 23% noise.
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(a) Input (b) Fuzzy c-means,
TA = 0.4458
(c) Moving-average
FCM,
TA = 0.5678
(d) STVcM,
TA = 0.77
Figure 2.17.: Segmentation results for 33% noise.
(a) Input (b) Fuzzy c-means,
TA = 0.4042
(c) Moving-average
FCM,
TA = 0.5242
(d) STVcM,
TA = 0.7168
Figure 2.18.: Segmentation results for 43% noise.
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2.5.2 Comparing TVcM and STVcM
In this section we show in practical applications for a large variety of different parameters and
images that the performance of TVcM is comparable to STVcM [79]. The experiments contain
some artificial images used in [79] as well as natural images.
As third method the alternate convex search (ACS) applied to (TVS) is added to the com-
parison, see [69] and Remark 2.10. More precisely, ACS is given by Algorithm 8 without the
stopping condition
ETV(w
(l+1), r(n+1)) + δ ≤ ETV(u(n), r(n+1)) = Eold
in the inner loop. This means ACS repeats the inner iterations until convergence in every case.
Further, we show some examples where STVcM fails to converge if the parameters γ and λ
are not suitable. Contrary to λ, the parameter γ does not influence the model. However, the
convergence speed of ADMM depends on γ and one can end up in different partial minimizers
for different values of γ.
As a stopping criterion we choose
∥∥uk+1 − uk∥∥
2
/
∥∥uk+1∥∥
2
< 10−4 for inner and outer iterations
as often used in practice (e.g., [39, 79]). The parameter δ = 0.001 steers the amount of demanded
decrease of ETV in TVcM.
Segmentation of a Natural Bird Image Figure 2.19 shows segmentations for different values
of the algorithm parameter γ.
For γ = 20 and λ = 1, STVcM does not converge and provides results with artifacts (Figure
2.19b). In fact, the artifacts change depending at which iteration the algorithm is stopped. The
objective values of the inner iterates4 are plotted in Figure 2.20a. We have stopped STVcM after
3000 inner iterations without convergence.
For γ = 1.5 and λ = 1, ACS converges faster at the beginning as depicted in Figure 2.20b.
Nevertheless, ACS needs longer to obtain a partial minimizer. This is also clearly visible in
the segmentation result after 100 iterations. The segmentation difference between STVcM and
TVcM (Figure 2.19f shows only the result of TVcM) is only 3 pixels and they are both close
to the converged result in Figure 2.19d. On the other hand, the ACS segmentation after 100
iterations provides a segmentation (Figure 2.19g) that is still far away from the converged result.
The segmentation results after convergence, however, are nearly identical as depicted in Figures
2.19d and 2.19e.
In Figure 2.21 a comparison of the execution time for γ = 1.5 and λ = 1 is shown. The time
of the algorithm is averaged over 10 executions and the iteration column states the number of
inner iterations. The small speed difference between STVcM and TVcM is due to the fact that
TVcM needs the evaluation of the energy functional in every iteration. If one evaluates the
energy functional anyway, e.g., to use it as stopping criterion, STVcM will lose its little speed
advantage completely as long as the number of iterations is identical. Table 2.21b shows the
results after 100 iterations. This might be relevant for practical applications where one does not
have the time to wait until the algorithm converges.
4Since we consider the values at the inner iterations, the convergence of ACS and TVcM does not look monotonic
in all plots of of this section. To obtain monotonic plots, one has to consider the sequence of objective values
only at outer iterates given by (ETV(u
(n)))n.
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(a) Input (b) STVcM,γ = 20 (c) γ = 20
(d) γ = 1.5 (e) γ = 1.5
(f) γ = 1.5 (g) γ = 1.5
Figure 2.19.: Segmentation of a bird taken from [107] with λ = 1. a) Input of size 481×321 pixels.
b) Result of STVcM after 3000 iterations. c) Result of TVcM after convergence.
d) Result of STVcM and TVcM after convergence. e) Difference between the result
of ACS after convergence and (d). f) TVcM after 100 iteration. g) ACS after 100
iterations.
Figures 2.22 and 2.23 illustrate the comparison for other values of the regularization parameter
λ. We use γ = 1.5 as the most efficient parameter. In both figures we show the two cases which
are most relevant for practical applications. For λ = 0.5, TVcM and STVcM are more efficient
compared to ACS. Figure 2.22a shows results after convergence and Figure 2.22b shows results
after 100 iterations.
Analogous tables are shown in Figures 2.23a and 2.23b for λ = 1.5. Here, ACS performs
better than STVcM after 100 iteration. In fact, for none of the algorithms 100 iterations are
sufficient to obtain a solution close to the optimum. In the corresponding convergence plot in
Figure 2.20c one can see that ACS has the highest convergence speed at the beginning and
needs significantly more iterations than TVcM and STVcM to fulfill the convergence criterion.
TVcM performs in this example as the best compromise.
For certain examples (e.g. λ = 1.5) a speed up of TVcM or STVcM can be obtained by forcing
a few iterations (e.g. 10) of the ADMM when updating u for fixed r. The idea is to exploit the
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(a) Objective functional for γ = 20 and λ = 1. TVcM and ACS converge after 2011 and 2431 iterations.
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(b) Objective for γ = 1.5 and λ = 1.
TVcM and STVcM converge after 194 it-
erations while ACS needs 826 iterations.
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(c) Objective for γ = 1.5 and λ = 0.5.
TVcM and STVcM converge after 253
and 261 iterations, respectively, while ACS
needs 523 iterations.
Figure 2.20.: Objective functionals with Fig. 2.19a as input for different values of γ and λ.
Vertical bars mark the iterates that fulfill the convergence criterion.
algorithm objective iterations time [s]
TVcM 5171.69 194 21.4276
STVcM 5171.69 194 20.4516
ACS 5171.65 826 82.9734
(a) Iteration until convergence, γ = 1.5.
algorithm objective iterations time [s]
TVcM 5242.16 100 11.9202
STVcM 5241.73 100 10.7301
ACS 5339.74 100 10.1917
(b) 100 iterations, γ = 1.5.
Figure 2.21.: Results for the segmentation of Figure 2.19a with λ = 1.
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algorithm obj. it. segmentation
TVcM 3803.87 153
STVcM 3803.86 154
ACS 3803.71 511
(a) Iteration until convergence.
algorithm obj. it. segmentation
TVcM 3805.24 100
STVcM 3805.25 100
ACS 3826.35 100
(b) 100 iterations.
Figure 2.22.: Results for the segmentation of Figure 2.19a with γ = 1.5, λ = 0.5.
algorithm obj. it. segmentation
TVcM 5752.27 253
STVcM 5752.28 261
ACS 5752.13 523
(a) Iteration until convergence.
algorithm obj. it. segmentation
TVcM 6042.92 100
STVcM 6734.05 100
ACS 6316.58 100
(b) 100 iterations.
Figure 2.23.: Results for the segmentation of Figure 2.19a with γ = 1.5, λ = 1.5.
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(a) Input (b) (c)
Figure 2.24.: Segmentation of a synthetic image with 20% data missing from [79]. γ = 1.5, λ = 3.
a) Input image with 20% data missing. b) Result of STVcM. c) Result of TVcM and
ACS.
fast convergence of ADMM indicated by the plots of ACS at the beginning (Figures and 2.20b
and 2.20c). However, for other examples (e.g. λ = 0.5) this enlarged the number of iterations
until convergence.
Segmentation of a Synthetic Two-Strip Image Figure 2.24 shows the segmentation of a syn-
thetic image with missing data. For the chosen parameters λ = 3 and γ = 1.5, STVcM provides
a bad result (note that the black area is significantly larger than the white area) while TVcM
and ACS reconstruct the original image perfectly. The reason is that STVcM does not converge
as is shown in Figure 2.25. A similar behavior can be observed for γ = 0.25 (Figure 2.26). Of
course, also STVcM is able to reconstruct the image perfectly, e.g., for γ = 0.5, see Tables 2.27a
and 2.27b. Since 1.5 > 0.5 > 0.25, we see that STVcM can also fail if γ is chosen too small
instead of too large. As in most cases of this section, STVcM and TVcM perform on the same
level while ACS is clearly outperformed when one has found good parameters as shown in Table
2.27b.
Segmentation of Phantom Data In this section we show results of a simulated 4-class image.
As described in the first paragraph of this section, we took a sample of the phantom data with 7%
noise from [47, 94, 95, 46] also used in [79]. The segmentation results with the best parameters
γ = 300 and λ = 0.005 after 40 iterations are shown in Figure 2.28. The corresponding Tables
are shown in Figure 2.29. Table 2.29a reveals that STVcM needs significantly less iterations
compared to TVcM. However, if we stop the algorithms after 40 iterations, for both STVcM and
TVcM the objective is quite close to the optimal value obtained after convergence. In fact, 25
iterations would suffice as visible in Figure 2.30a where the objective values of TVcM and
STVcM both are close to their partial minimum. ACS is outperformed by both STVcM and
TVcM.
Figure 2.30b plots the objective values for γ = 2000 and λ = 0.005. In this case STVcM does
not converge in contrast to the other methods.
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Figure 2.25.: Objective functional with Figure 2.24a as input. TVcM and ACS converge after
223 and 273 iterations, respectively (marked by vertical bars). STVcM is stopped
without convergence after 3000 iterations.
500 1,000 1,500 2,000 2,500
0.2
0.4
0.6
0.8
1
·104
Inner iterations
O
b
je
ct
iv
e
fu
n
ct
io
n
al
γ = 1/4, λ = 3
TVcM
STVcM
ACS
Figure 2.26.: Objective functional with Figure 2.24a as input. TVcM and ACS converge after
152 and 186 iterations, respectively (marked by vertical bars). STVcM is stopped
without convergence after 3000 iterations
algorithm obj. it.
TVcM 2285.02 131
STVcM 2285.02 494
ACS 2285.02 197
(a) γ = 0.5, λ = 3
algorithm obj. it. time [s] γ
TVcM 2029.02 108 1.04551 1
STVcM 2029.02 118 1.07204 0.5
ACS 2029.02 173 1.497 1
(b) γ see table, λ = 2
Figure 2.27.: Results for the segmentation of Figure 2.24a. Iteration until convergence.
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(a) Input (b) (c) (d)
Figure 2.28.: Segmentation of phantom brain tissue with 7% noise. γ = 300, λ = 0.005, 40
iterations. a) Input image with 7% noise. b) Result of STVcM. c) Difference
between the results of STVcM and TVcM. d) Difference between the results of
STVcM and ACS.
algorithm obj. it.
TVcM 129.21 155
STVcM 129.211 82
ACS 129.21 733
(a) It. until convergence.
algorithm obj. it. time [s]
TVcM 129.217 40 2.31643
STVcM 129.218 40 2.0823
ACS 135.74 40 2.02225
(b) 40 iterations.
Figure 2.29.: Results for the segmentation of Figure 2.28a. γ = 300, λ = 0.005.
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(a) Objective for γ = 300 and λ = 0.005. TVcM and STVcM converge after 155 and 82 iterations,
respectively, while ACS needs 733 iterations.
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(b) Objective functional for γ = 2000 and λ = 0.005. TVcM and ACS converge after 911 and 1130
iterations, respectively. STVcM is stopped without convergence after 3000 iterations.
Figure 2.30.: Objective with Figure 2.28a as input for different values of λ and γ. Vertical bars
mark the iterates that fulfill the convergence criterion.
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2.6 Real World Applications in Materials Science
2.6.1 3d Carbon Fiber Reinforced Silicon Carbide
This subsection, based on our publication [140], copes with the segmentation of 2d and 3d
image data of carbon fiber reinforced silicon carbide (C/SiC) ceramics acquired by synchrotron
micro-tomography (µCT). Since C/SiC can withstand extremely high temperatures and is tough
with respect to fractures, these lightweight long lasting materials are used, for instance, in jet
engines, thermal protection systems of space-crafts, brakes in passenger cars, friction bearings
and lightweight gears.
To produce C/SiC, a porous carbon preform is reinforced with bundled carbon fibers and
infiltrated with liquid silicon at about 1500◦ C. While the liquid silicon vanishes a layer of
silicon carbide emerges due to the chemical reaction between silicon and carbon. Due to this
production process, a layer of silicon carbide is separating the porous carbon preform from
the bundles of carbon fiber everywhere. The production process is time consuming and costly.
Segmentation of the corresponding image data is a crucial step to monitor the quality of the
material.
The segmentation of the C/SiC-ceramics data is a challenging task. Simple thresholding
techniques fail due to the facts that different segments can still contain similar gray values and
the imaging process can cause the appearance of ring artifacts. Further, the separation by the
SiC-layer is not clearly visible everywhere. Figure 2.31 shows a part of one slice of the µCT data
of C/SiC ceramics acquired at the BAMline BESSY II, Helmholtz Zentrum, Berlin.
In this subsection we do not use TVcM. Instead, we compute a codebook of segment pro-
totypes or centroids r with fuzzy c-means as stated in Algorithm 3. To obtain the segment
membership, we fix r and apply ADMM (Algorithm 5). Note that we did not observe signif-
icant improvements with alternating minimization for these examples. Further, we describe a
rather practical approach respecting the layer structure and we describe the technicalities that
are necessary to obtain a satisfactory solution of this real world problem.
In the literature, there exist different models for the separating layer problem. Lellmann et al.
[97] include a distance between labels into the regularizer. The results of our method proposed
in the following paragraphs is compared to this related approach of [97] in the following experi-
ments. Further away from our approach, separation of layers can also be stated as overlapping
layers [40, 85]. Another method in [9] works with a continuous max-flow/min-cut formulation
and for an anisotropic total variation approach using directed graph cut algorithms, see [50].
Inclusion of Separating Layers Due to historical reasons, we use the slightly distinct regularizer
of [98] instead of TV, namely
TVc := ‖ |(Ic ⊗D)u| ‖1 =
N∑
j=1
|(Ic ⊗D)u|(j) =
N∑
j=1
√
|Du1(j)|2 + . . .+ |Duc(j)|2. (2.46)
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Figure 2.31.: Part of one slice of 3d micro-computed tomography data of C/SiC-ceramics [124].
Due to the imaging process there appear ring artifacts and similar gray values
make it very difficult to distinguish between the different layers.
However, the differences between TV and TVc in the results of our experiments are negligible.
Our optimization problem reads
(TVSfix) argmin
u
EFIX(u) subject to u ∈ SNc
where EFIX :=
c∑
k=1
N∑
j=1
uk(j)sk(j) + λTVc(u)
and sk(j) is a constant describing some kind of distance between pixel j and segment k. A
solution of (TVSfix) can be computed by applying ADMM (Algorithm 5). The resulting op-
timization method is quite close to Algorithm 6. Merely, the different regularizer yields the
replacement of (2.42) by
v(n+1) = argmin
v∈R2cN
λ ‖ |v| ‖1 + 12γ ∣∣∣∣vk − (b(n)v + (I ⊗D)u(n+1))︸ ︷︷ ︸
=:gv
∣∣∣∣2
2
 . (2.47)
Of course, analogous changes have to be applied to step (2.34). Similar to the minimizer of
(2.42), the solution of (2.47) can be computed in parallel for every image pixel j by the coupled
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shrinkage of gv with threshold λγ given by
v(j)(n+1) =
0 if |gv|(j) ≤ λγ,gv(j)(1− λγ|gv|(j)
)
otherwise,
(2.48)
see, e.g., Chapter A.2 in the appendix or [138]. The difference to Algorithm 6 is that the coupled
shrinkage is not computed for each k independently.
Let us turn to the problem of separating layers. The basic idea we pursue is to penalize
the objective functional EFIX by changing s such that pixels belonging to non-touching layers
cannot be neighbors in our segmented image. For every a label k ∈ {1, . . . , c} the binary distance
function
bk : {1, . . . , c} → {0, 1}, bk(k′) :=
{
1 if layer k′ must not touch layer k,
0 else
determines which layers are allowed neighbors and which are not. Naturally, we always set
bk(k) = 0. With an initial segmentation l0 : {1, . . . , N} → {1, . . . , c} we define the penalizing
function Pk for k = 1, . . . , c by
Pk(j) :=
∑
i∈N (j)
bk(l0(i)), j = 1, . . . , N
where Nj denotes the (four- or eight-) neighborhood of pixel j. Finally, we set s in our data
term to
sk(j) := |f(j)− rk|+ µPk(j), µ ≥ 0. (2.49)
Summarizing, we apply a two-step approach:
1. For fixed r (computed with fuzzy c-means beforehand) and sk(j) := |rk − f(j)| solve
(TVSfix) with ADMM (Algorithm 5) as described above.
2. Change s according to the layer penalization (2.49) with the segmentation result of the
previous step as initial segmentation l0 and rerun ADMM for (TVSfix).
In the following, we present an artificial experiment where layer penalization improves the
result. Firstly, let us consider the results without layer penalization in Figure 2.32. The ground
truth is depicted in Figure 2.32a. It consists of three layers with gray values rgt = (0, 127, 255).
The white part separates the black from the gray part of the image. Observe that the separating
part is very thin at the notches. Of course, we also want to preserve the thin lines. We added
white Gaussian noise of standard deviation 120 to the ground truth as shown in Figure 2.32b.
To obtain a codebook we smoothed the input image by convolution with a Gaussian of standard
deviation σ = 5 and applied fuzzy c-means (Algorithm 3) afterwards. For the resulting segmen-
tation see Figure 2.32c. Although we applied a pre-smoothing step, the image is still noisy due
to the lack of regularization. As corresponding codebook we obtain r ≈ (−1, 125, 240). This
is used to construct s in (TVSfix). Figure 2.32d shows the result of the ADMM segmentation
(Algorithm 5) with r ≈ (−1, 125, 240) obtained from the fuzzy c-means algorithm in the previous
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(a) (b) (c) (d)
Figure 2.32.: Results without layer penalization. a) Ground truth with white separating white
lines which are thin at the notches. b) Noisy image with Gaussian noise of standard
deviation σ = 120, scaled to [0, 255] for visualization. c) Result of the fuzzy c-
means algorithm applied to the noisy input after Gaussian filtering. d) Solution of
Algorithm 6 applied to the noise input without layer penalization using λ = 250.
(a) Initial segmentation (b) λ = 250, µ = 1500 (c) λ = 500, µ = 500 (d) λ = 500, µ = 1500
Figure 2.33.: The effect of layer penalization with respect to the inner square of Figure 2.32a as
initial segmentation for different parameters λ and µ.
(a) Initial segmentation (b) λ = 250, µ = 1500 (c) λ = 500, µ = 500 (d) λ = 500, µ = 1500
Figure 2.34.: The effect of layer penalization with respect to the outer square of Figure 2.32a as
initial segmentation for different parameters λ and µ.
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step. Contrary to Figure 2.32c, the noise disappears. However, the thin lines at the notches are
not preserved.
In the following experiment, we show how the layer penalization (2.49) facilitates preservation
of the thin lines at the notches. More precisely, we use
b1(3) = b3(1) = b3(2) = b2(3) = 0 and b1(2) = b2(1) = 1 (2.50)
where {j : l0(j) = 1}, {j : l0(j) = 2}, and {j : l0(j) = 3} denote the black, the gray, and the
white segment, respectively. This implies that the black and the gray segment must not have a
piece of common boundary.
For purpose of demonstration, we do not use a result of ADMM as initial segmentation l0 in
our two-step approach for the next experiment. Instead, in Figures 2.33 and 2.34 the inner square
of Figure 2.32a as good initial segmentation and the outer square as bad initial segmentation,
respectively, are compared. The result for the good initial segmentation is shown in Figure 2.33
for different parameters µ and λ. The pixels at the notches are penalized due to the choice the
inner square as initial segmentation.
In contrast, the pixels at the notches are not penalized at all in Figure 2.34. Observe that on
the boundary of the outer square we obtain only valid configurations in the resulting Figures
2.34b, 2.34c and 2.34d. That is, on the boundary of the outer square appears no black pixel
with a gray neighbor or vice versa. Of course, all results still have roughly the shape of the
image because the segmentation does not only depend on the penalization of the boundary but
also on the original image data.
Remark 2.29 (Thickness of the Separating Layer). Figure 2.35 shows the left notch in large.
Let us assume that k and k′ are not allowed to be labels of neighboring pixels. From a theoretical
point of view, it is enough to change only one label, say k′, of invalid configurations in the
initial segmentations. However, we penalize in our experiments both the pixels labeled with k
neighboring a pixel labeled with k′ and vice versa as depicted in Figure 2.35b yielding more
reliable separations. Figure 2.35b is a part of our initial segmentation computed with ADMM,
see Figure 2.32d. Of course, with this procedure one obtains too thick separating structures as
visible in Figure 2.35c. Nevertheless, we resolve this inaccuracy by simply superimposing with
the segment of the initial segmentation that corresponds to the darkest gray values in the input
image, see Figure 2.35d. The choice of the superimposing segment depends on the particular
application.
Of course, one might argue that incorporating the distances of the labels into an one step
optimization approach is more elegant. This has been done, for instance, in [97]. Lellmann
et al. [97] consider a more general class of regularizers incorporating a weights matrix M and
replace TVc in (TVSfix) by
TVM (u) := ‖ |(M ⊗D)u| ‖1 . (2.51)
For our applications, (2.51) can be used to modify the regularization corresponding to a distance
d(k, k′) between labels k and k′. In the Euclidean metric method of [97] the weight matrix
M = (m1|m2|m3) in the regularizer corresponds to the label distances d(i, j) = ‖mi −mj‖2.
However, Figure 2.32d shows that the method of [97] is not able to separate the segments
properly. The incorporation of the separation into the regularizer has the drawback that a
higher regularization parameter λ tends to let the separating part vanish as shown in Figure
2.36. One problem may be the nontrivial parameter adjustment.
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(a) (b) (c) (d)
Figure 2.35.: Extracts for λ = 250 and µ = 1500. a) Ground truth. b) Penalized pixels of
Figure 2.32d corresponding to (2.50) marked in red. c) Segmentation with layer
penalization using (b) as initial segmentation. d) Result after superimposing with
the corresponding segment of the initial segmentation.
Segmentation of C/SiC As mentioned in the beginning of this section, the C/SiC image data
consists of a carbon fiber layer, a carbon preform layer and a silicon carbide layer which separates
the carbon fiber layer from the carbon preform layer. The carbon fiber layer has the darkest
gray, the carbon preform layer is of a medium gray and the separating silicon carbide has the
lightest gray. Accordingly, the materials are represented in the segmented results by the labels
1, 2, and 3, respectively. There are artifacts in form of circles visible in the input images. These
should be eliminated by the segmentation process. They do not really exist in the material but
arise due to the µCT imaging method.
For the implementations we used Matlab and executed our experiments on an Intel Xeon 2.5
GHz processor. Further, we apply the superimposition step described in Remark 2.29 with the
darkest segment to all our results of the penalized model. This corrects the thickness of the
separating layer.
2d segmentation of a slice of the C/SiC image data In this experiment, we segment a 2d slice
of the size 1251×1251 ignoring any 3d information. Therefore, the results of this paragraph are
not relevant for the real application. Nevertheless, we show them for demonstration purposes.
Due to the small amount of noise it was not necessary to apply a smoothing filter before
computing the codebook. We use as codebook the result of fuzzy c-means (Algorithm 3) given by
r ≈ (71, 100, 120). The initial segmentation was the result of ADMM (Algorithm 5) for (TVSfix)
with s := |rk − f(j)|, only 5 iterations, and γ = 0.01. Figure 2.37 shows the corresponding
results. ADMM without layer penalization eliminates the ring artifacts but cannot enforce the
separation of the layers everywhere regardless of the number of iterations. To this end, invoking
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(a) [97] (b) [97] (c) [97] (d) Our method
Figure 2.36.: Comparison between our method and the approach of [97] for different parameters.
a) Method of [97] λ = 40, M = (3e1|3e2|e3). b) Method of [97] λ = 80, M =
(3e1|3e2|e3). c) Method of [97] λ = 80, M = (3e1|3e2|0.01e3). d) Our method with
Figure 2.32d as initial segmentation and λ = 250, µ = 1500.
the layer penalization improves the result and again separates the layers better than the unified
approach of [97]. We use 40 ADMM iterations for the layer penalization model. The overall
algorithm including the computation time for the fuzzy c-means and the initial segmentation
requires about 630 seconds, but the code can further be optimized. We are able to separate the
carbon fibers from the carbon preform.
However, one has to admit that minimizing model (TVSfix) does not provide satisfactory
results in the 2d case. The thickness of the SiC layer is far from the true solution. This changes
significantly in the next paragraph that is relevant for the real application where we segment
volumetric 3d image data.
Segmenting 3d Volume Data of C/SiC In this paragraph we deal with volumetric image data
of size of 300× 300× 100 voxels. The discrete 3d gradient and some 3d modifications required
in the first step of the ADMM algorithm are described in Section A.1 in the appendix. Our
codebook is obtained again by fuzzy c-means (Algorithm 3) which results in r ≈ (126, 151, 175).
Figures 2.38 and 2.39 show our 3d segmentation results for 4 and 6 arbitrarily chosen subsequent
slices in the x-y- and x-z-plane, respectively. As initial segmentation we use again ADMM results
with 5 iterations and γ := 0.1 shown in the second rows of the figures. The markers in the figures
indicate that not everywhere the separation property was fulfilled. With the layer penalization
model we executed 30 ADMM iterations. The improvement is visible in the third row of the
figures. The overall computation took approximately 1900 seconds. Increasing the number of
iterations of the initial segmentation did not change our final results significantly.
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(a) (b) (c) (d)
Figure 2.37.: 2d segmentation of a C/SiC slice. The first row depicts the whole image and
its segmentations. The second row shows the marked areas of the first row in
large. a) Input image. b) Initial segmentation with 5 ADMM iterations without
layer penalization and λ = 10. c) Final segmentation with 40 ADMM iterations
applied to our model with layer penalization and λ = 10, µ = 200. d) 40 ADMM
iterations, λ = 5 and weight matrix M = (3e1|3e2|e3) in the regularizer as proposed
by [97] corresponding to the label distances d(1, 2) = ‖3e1 − 3e2‖ =
√
18 and
d(1, 3) = d(2, 3) =
√
10.
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Figure 2.38.: First row: x-y-slices of 3d input image data. Second row: 3d initial segmentation
with 5 ADMM iterations without layer penalization and λ = 15. Third row: Final
segmentation with 30 ADMM iterations and λ = 15, µ = 500.
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Figure 2.39.: x-z-slices of our 3d segmentation results as in Fig. 2.38.
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2.6.2 Volumetric Data of a Multifilament Superconductor
Matrix
(a)
Pores
(b)
Figure 2.40.: One slice of multifilament composite superconductor data acquired with µCT at
the European Synchrotron Radiation Facility (ESRF ID 19) in Grenoble, France.
a) One complete slice of the volumetric data. b) Enlargement of the region marked
in (a).
While the electrical resistance of usual metallic conductors, e.g., made of copper, gradually de-
creases in temperature, a superconductors’ electrical resistance drops to zero precipitously when
cooled below its critical temperature. Superconductivity was discovered in 1911 by the Dutch
physicist Heike Kamerlingh Onnes and still is a topic of ongoing research. For an introduction
to solid state physics and superconductors we refer to textbooks such as [8].
This chapter is concerned with the segmentation of 3d data showing a multifilament composite
wire. A slice of this volumetric data is depicted in Figure 2.40. More details about the material
can be found in the article of Scheuerlein et al. [133]. All specimens of this material were provided
by the Applied Superconductivity Center of the National High Magnetic Field Laboratory,
Florida State University, Tallahassee, USA.
The whole data set of Figure 2.40 is of 1620×1620×2048 voxels and consumes about 5.4GB disk
space. To be able to keep the data in memory we divided the volume into slightly overlapping
blocks. The overlap was introduced to avoid boundary artifacts in the computations of the
discrete gradient. As block size we used 1620 × 1620 × (8 + 1) where the +1 indicates the
overlap. We executed our C++ implementation of TVcM (Algorithm 8) with 4 parallel blocks
on a compute server in about 11 hours. In this setting the random access memory consumption
achieved its maximum at around 50GB.
The slice of the result corresponding to Figure 2.40 is shown in Figure 2.41. Figure 2.41a
shows the 3-class segmentation with TVcM. Note that the inner pores have the same label as
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(a) Result of TVcM (b) Post-processing of (a)
Figure 2.41.: Segmentation with TVcM. The first row shows the complete slice. The second row
shows respective enlargements of the marked regions of the first row.
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(a) Corresponding part of input data (b) Median filter and fuzzy c-means
(c) Post-processing of (b) (d) TVcM and post-processing
Figure 2.42.: Comparison between TVcM and fuzzy c-means after a median filter.
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Figure 2.43.: Volume rendering of two different data sets. The first volume rendering corresponds
to the data shown in Figures 2.40, 2.41, and 2.42. Slices for the second volume
rendering are not shown.
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the background. We changed this using the pixels’ distance to the center of the image. Further,
we still have isolated spots of noise in Figure 2.41a that can be reduced significantly in a post-
processing step. Thereby, we erase all connected components below a specific size of the white
segment.
Figure 2.42 shows a comparison of TVcM to a much simpler (and faster) approach. Figure
2.42b depicts the result of fuzzy c-means (Algorithm 3) applied to the median filtered5 input
data with filter size 3× 3× 3. Figure 2.42c shows the result after the post-processing described
above. The application of TVcM and the post-processing provides a segmentation with less
noise and artifacts as shown in Figure 2.42d. On the other hand, more of the thin connecting
parts of the white segment disappear after application of TVcM.
In Figure 2.43 we see volume renderings of two different data sets of this material. The
volume renderings show the segment separating the pores from the matrix. To create the volume
renderings from the segmented data sets we used the software MAVI [61].
5The result of applying the median filter to an image f : {1, . . . , N} → R is the mapping from {1, . . . , N} to R
defined by j 7→ median{f(i) : i ∈ Nj} where Nj denotes a neighborhood of j. In this application we use a
block of size 3× 3× 3 centered in j as neighborhood Nj .
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Chapter 3
Supervised Segmentation
This chapter is based on our publication [88]. The aim of image segmentation is to partition
all image pixels into meaningful non-overlapping segments (also called phases) of the image. In
contrast to unsupervised segmentation handled in Chapter 2, in supervised segmentation we are
given a labeled subset of image pixels indicating the segment each pixel belongs to. The task is
to determine the segment membership of the unlabeled pixels as shown in Figure 3.1.
Further, let us try to clarify the term transductive which describes a certain property of super-
vised problems. As in Chapter 2, all our segmentation models consist of solving an optimization
problem. Let all labeled or unlabeled pixels be involved in the optimization that determines
the segmentation. Additionally, assume that the complete model has to be optimized again if
we want to determine the segment membership of an arbitrary number of new unlabeled pixels
added to the previously segmented image. Then, we call such a supervised segmentation model
transductive. On the other hand, if our minimizer can be used to determine the segment mem-
bership of possibly added unknown pixels without re-solving our optimization problem, we call
the approach inductive. In other words, optimizing an inductive model generates some kind of
rule that determines the segment membership of unknown pixels, e.g., in a new image. For an
inductive model it is not important whether the unlabeled pixels are involved in the optimiza-
tion process or not. In the literature, inductive models that involve all labeled and unlabeled
pixels in the optimization problem are also called (truly) semi-supervised . However, note that
these terms are not very precise as exhaustively discussed in [43, Chapter 25]. In general, the
terms transductive and inductive are also used for methods that do not consist in solving an
optimization problem, if they have analogous properties to those described here.
Contributions and Outline Section 3.1 presents a transductive segmentation approach using
graph p-Laplacians. Our main contribution is the evaluation of p-Laplacians for p ∈ {1, 3/2, 2}
for transductive multi-class image segmentation including the choice of the weights. In learning,
related models have been investigated before such as in the recent preprint of Bresson et al. [28]
for p = 1. Further, we show that in case p = 2 the solution is automatically contained in the
unit simplex. Although this has been proved before by [96] without mentioning relations to the
2-Laplacian, we give a novel different proof.
Section 3.2 presents a regularized least squares model in vector-valued reproducing kernel
Hilbert spaces for inductive image segmentation that has been used for image colorization before
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(a) (b)
Figure 3.1.: The segment membership of the gray unlabeled pixels in (a) is determined by the
segmentation (b).
[71]. In fact, due to our choice of a block diagonal kernel matrix, this approach can also be
understood as the application of a regularized least squares model in scalar-valued reproducing
kernel Hilbert spaces to every class separately. The obtained segmentation results are promising.
We compare the results to those obtained by the p-Laplacian models. In general, the RKHS
approach provides more accurate solutions while the p-Laplacian results are smoother.
The main novelty of this chapter is proposed in Section 3.3. In this section a combination of
the models in Sections 3.1 and 3.2 is presented to benefit from the advantages of both approaches.
Firstly, we review an inductive combination of the functionals by addition that has been used
for two-class learning with p = 2 before [142, 13]. This approach is not suitable for image
segmentation on usual desktop computers since the number data points, i.e., pixels, is very
large for reasonably sized images. However, based on our preprint [88], this model has been
investigated very recently for p = 1, number of segments c ≥ 2, and learning tasks with fewer
data points by Bresson and Zhang [27]. To make a combination applicable to image segmentation
we propose a novel transductive model incorporating a projection.
Section 3.4 states results for medical images and shows that distinct models are suitable for
different kinds of images.
Notation Before introducing the first transductive model in the following section, we fix some
notation that will be used throughout the whole chapter. Let Lk denote the index set of pixels
labeled to be in segment k, let L :=
⋃c
k=1 Lk denote the index set of all labeled pixels, and let
U denote the index set of unlabeled pixels. Naturally, we assume Lk 6= ∅ and Lk1 ∩ Lk2 = ∅
for all k, k1, k2 ∈ {1, . . . , c} as well as L ∩ U = ∅ and L ∪ U = {1, . . . , N}. The given labels are
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collected in vectors of characteristic functions of the sets L1, . . . , Lc denoted by
`(j) :=

`1(j)
...
`c(j)
 ∈ Rc, `k :=

`k(1)
...
`k(N)
 ∈ RN , ` :=

`1
...
`c
 ∈ RcN
where `k(j) :=
{
1 if j ∈ Lk,
0 otherwise.
(3.1)
Similarly, we use u = (uk)
c
k=1 where uk = (uk(j))
N
j=1 and u(j) = (uk(j))
c
k=1 to denote the
segment membership especially of unlabeled pixels. For index sets J, J ′ we work with the
notation
u(J) = (uk(J))
c
k=1, uk(J) = (uk(j))j∈J ,
`(J) = ((`k(J))j∈J)ck=1, `k(j) = (`k(j))j∈J , and AJ,J ′ = (aj,j′)j∈J,j′∈J ′
where A denotes an arbitrary matrix with components aj,j′ .
3.1 Transductive Multi-Class Segmentation with p-Laplacians
For transductive segmentation we restate the minimal cut problem (1.20) in terms of p-Laplacians
(1.26) for ∞ > p ≥ 1 as
(MinCut) argmin
u(U)∈Rc|U|
E∆p
((
`(L)
u(U)
))
subject to u(U) ∈ {e1, . . . , ec}|U |
where E∆p(u) :=
2
p
c∑
k=1
〈uk,∆puk〉 = 1
p
c∑
k=1
N∑
i,j=1
wi,j |uk(i)− uk(j)|p.
Our segmentation model can be obtained by relaxing the binary constraints of the NP-hard
problem (MinCut) yielding
(∆pP) argmin
u(U)∈Rc|U|
E∆p
((
`(L)
u(U)
))
subject to u(U) ∈ S|U |c .
In the literature, p-Laplacians have been considered for 2-class learning, see [101]. A p-
Laplacian which differs from those used in this work was applied for learning in [174]. For
p ∈ {1, 2} and 2 classes (∆pP) was used for supervised segmentation by Sinop and Grady [144].
Additionally, in [144] the ∞-norm model
argmin
v∈RN
max
i,j
wi,j |vi − vj | = argmin
v∈RN
lim
p→∞
p
√√√√ N∑
i,j=1
(wi,j |v(i)− v(j)|)p
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was proposed.
Singaraju, Grady, and Vidal [143] introduced in 2009 different values pi,j ∈ [1,∞) for every
pair of pixels. The corresponding model reads
argmin
v∈RN
N∑
i,j=1
wi,j |v(i)− v(j)|pi,j (3.2)
subject to v(j) = 1 if j ∈ L1 and v(j) = 0 if j ∈ L2.
Singaraju et al. show that a solution vˆ of (3.2) fulfills vˆ(j) ∈ [0, 1] for all j ∈ {1, . . . , N}.
Reformulating (3.2) into our multi-class notation yields
2
N∑
i,j=1
wi,j |v(i)− v(j)|pi,j =
N∑
i,j=1
wi,j |v(i)− v(j)|pi,j +
N∑
i,j=1
wi,j |1− v(j)− (1− v(i))|pi,j
=
N∑
i,j=1
wi,j |u1(j)− u1(i)|pi,j +
N∑
i,j=1
wi,j |u2(j)− u2(i)|pi,j
where we substitute v(j) with u1(j) and 1− v(j) with u1(j), u2(j) for all j ∈ {1, . . . , N}. This
implies uˆ2(j) ∈ [0, 1] and uˆ1(j) + uˆ2(j) = vˆ(j) + 1− vˆ(j) = 1, i.e., the simplex constraint uˆ ∈ SN2
is fulfilled automatically for a solution uˆ. If p = 2, we will see in the next section that this
property is also fulfilled for c > 2.
3.1.1 The 2-Laplacian Model
Several variants of (∆2P) have been used in machine learning for a long time. For instance,
transductive two-class learning is tackled with (∆2P) by Zhu et al. [178] in 2003. Very recently,
(∆2P) has been used for supervised multi-class image segmentation by Law et al. [96] without
mentioning any connections to the graph 2-Laplacian.
We sort ∆2 defined in (1.22) according to labeled and unlabeled components yielding
W = (wi,j)
N
i,j=1 =
(
WLL WLU
WUL WUU
)
and DG = diag
 N∑
j=1
w1,j , . . . ,
N∑
j=1
wN,j
 .
Then E∆2 can be reformulated as
E∆2
((
`(L)
u(U)
))
=
c∑
k=1
(
`k(L)
uk(U)
)>(
DGLL −WLL −WLU
−WUL DGUU −WUU
)
︸ ︷︷ ︸
=:∆2
(
`k(L)
uk(U)
)
. (3.3)
Note that WLU = W
>
UL due to the symmetry of our weights.
A unique solution of (∆2P) can be obtained by just minimizing the E∆2((`(L)
>, u(U)>)>)
with respect to u(U), if the weights are chosen appropriately, e.g., as for our experiments in
Section 3.1.3. In particular, the minimizer of (3.3) automatically fulfills the simplex constraint.
To prove the corresponding theorem we need the notion of an M -matrix. A matrix A ∈ Rn×n
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is called an M -matrix if ai,j ≤ 0 for all i 6= j and if it is inverse isotonic, i.e., A−1 exists and
A−1 ≥ 0 component-wise. In general it is hard to see if a matrix is inverse isotonic. However,
it is well-known that any strictly diagonally dominant matrix A which fulfills ai,i > 0 for all
i = 1, . . . , n and ai,j ≤ 0 for all i 6= j is an M -matrix, see, e.g., [83, p. 113ff] and [150, p. 303].
Theorem 3.1. Assume that the weights in (∆2P) are chosen such that Ni∩L 6= ∅ for all i ∈ U ,
i.e., for every i ∈ U there exists at least one j ∈ L such that wi,j > 0. Then, (∆2P) has a unique
solution uˆ(U) given by the solutions uˆk(U) of the linear systems of equations
(DGUU −WUU )uˆk(U) = WUL`k(L), k = 1, . . . , c.
Proof. The function E∆2 can be rewritten as
E∆2
((
`(L)
u(U)
))
=
c∑
k=1
((uk(U))
>(DGUU −WUU )uk(U)− 2(u(U))>WUL`k(L) + (`k(L))>(DGLL −WLL)`k(L)) .
Further, uˆ(U) is a minimizer of this convex function if and only if
(DGUU −WUU )uˆk(U) = WUL`k(L) (3.4)
for all k = 1, . . . , c. By our assumption on the weights, the matrix DGUU −WUU has positive
diagonal entries and non-diagonal entries smaller than or equal to zero. Moreover, it is strictly
diagonally dominant such that it is an M -matrix. Thus, (DGUU −WUU )−1 exists and the linear
systems in (3.4) have unique solutions uˆk(U), k = 1, . . . , c. Further, since `(L) ≥ 0, WUL ≥ 0,
and (DGUU −WUU )−1 ≥ 0 we conclude that uˆ(U) ≥ 0. To show that uˆ(U) ∈ S|U |c it remains to
prove that
c∑
k=1
uˆk(U) = 1|U |. (3.5)
Summing up the equations in (3.4) we obtain
(DGUU −WUU )
c∑
k=1
uˆk(U)−WUL
c∑
k=1
`k(L) = 0
and by the choice of the labeled components in (3.1) we have
(DGUU −WUU )
c∑
k=1
uˆk(U)−WUL1|L| = 0.
By definition of DG, we know that (−WUL|DGUU −WUU )
(
1|L|
1|U |
)
= 0 so that
(DGUU −WUU )
c∑
k=1
uˆk(U)− (DGUU −WUU )1|U | +WUL1|L| −WUL1|L| = 0,
(DGUU −WUU )
(
c∑
k=1
uˆk(U)− 1|U |
)
= 0.
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Since DGUU −WUU is invertible, this implies (3.5).
This result, formulated without the notion of ∆2, can also be found in [96] with a completely
different proof. Their analysis uses duality considerations and Karush-Kuhn-Tucker conditions.
Law et al. [96] have chosen sophisticated weights for their model which in particular meet the
assumption of this theorem.
3.1.2 The p-Laplacian Model for p ∈ [1,∞)
In this section we consider (∆pP) with ∞ > p ≥ 1. For transductive multi-class learning
Bresson et al. investigate in [28] the problem (∆1P) and a supervised multi-class variant of the
ratio Cheeger cut (1.27).
We apply PDHGMb [39, 56, 176] described in Subsection 2.4.1 to obtain a solution of (∆pP).
To this end, let A ∈ RνN×N denote the matrix corresponding to the linear mapping
x 7→
((
w
1/p
i,j (x(i)− x(j))
)
j∈Ni
)N
i=1
, (3.6)
where we assume for the sake of simplicity that |Ni| = |Nj | =: ν for all i, j ∈ {1, . . . , N}.
Further, let AU ∈ RνN,|U | and AL ∈ RνN,|L| denote the matrices containing the columns of A
corresponding to the indices in U and L, respectively. Then, we reformulate (∆pP) to
argmin
u(U)
1
p
c∑
k=1
‖AUuk(U) +AL`k(L)‖pp subject to u(U) ∈ S|U |c .
Using the notation MU := Ic ⊗ AU , y := (AL`k(L))ck=1 and the indicator function ιS|U|c of S
|U |
c
this problem can be further rewritten as
argmin
u(U)
1
p
‖MUu(U) + y‖pp + ιS|U|c (u(U))
and equivalently as
argmin
u(U),v
1
p
‖v + y‖pp + ιS|U|c (u(U)) subject to MUu(U) = v. (3.7)
PDHGMb applied to (3.7) is stated in Algorithm 10.
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Algorithm 10: PDHGMb for (∆pP)
Input: MU = Ic ⊗AU , y = (AL`k(L))ck=1, and two parameters γ and τ .
Output: Segment membership vector u.
Initialization of u(U)(1), v(1), b(1) and b(0)
for n = 1, 2, . . . until a stopping criterion is reached do
u(U)(n+1) = argmin
u(U)
ι
S
|U|
c
+
1
2τ
∥∥∥u(U)− (u(U)(n) − γτM>U (2b(n) − b(n−1)))∥∥∥2
2
v(n+1) = argmin
v
1
p
‖v + y‖pp +
1
2γ
∥∥∥v − (b(n) +MUu(U)(n+1))∥∥∥2
2
b(n+1) = b(n) +MUu(U)
(n+1) − v(n+1)
end
The first minimization step requires a projection of (u(U)(n) − γτM>U (2b(n) − b(n−1))) onto the
simplex S
|U |
c which can be done separately for all j ∈ U , see Remark 2.26 and [110, 52].
The second minimization step can be rewritten by setting z = v + y as
zˆ = argmin
z
1
p
‖z‖pp +
1
2γ
∥∥∥z − (y + b(n) +MUu(U)(n+1))∥∥∥2
2
.
For p = 1, the minimizer zˆ can be computed by the component-wise soft shrinkage of a :=
y + b(n) +MUu(U)
(n+1) with threshold γ, see [163]. For p > 1, the minimizer can be computed
for every component separately by
zˆi = argmin
x∈R
1
p
|x|p + 1
2γ
(x− ai)2 which gives sign(x)|x|p−1 + 1
γ
(x− ai) = 0.
This can be solved by a semi-implicit (Weiszfeld-like) method while for p = 32 we obtain the
analytical solution
zˆi =

ai +
γ
2 −
√
(ai +
γ
2 )− a2i if ai > 0,
0 if ai = 0,
ai − γ2 +
√
(ai − γ2 )− a2i if ai < 0.
Remark 3.2. Model (∆pP) can be rewritten as
argmin
u∈RcN
E∆p(u) subject to u(L) = `(L) and u ∈ SNc .
This reformulation makes the relation to the problem
argmin
u∈RcN
1
2
‖`(L)− Ic ⊗ Ju‖22 + λE∆p(u) subject to u ∈ SNc (3.8)
clearly visible where J :=
(
I|L||0|L|,|U |
)
. The minimizer of (3.8) can be found similarly as above.
For instance in case p = 2, the minimizer is given by the solutions of the linear systems of
equations
(J>J + λ∆2)uˆk = J
>`k(L), k = 1, . . . , c.
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Assuming that ∆2 is strictly diagonally dominant, we see that J
>J +λ∆2 is again an M -matrix
and following the lines of Theorem 3.1 we can conclude that the solution uˆ automatically fulfills
the simplex constraints.
This regularized least squares formulation will be useful, if one cannot be sure that all labels `
are correct, e.g., if ` is the result of some algorithm. In the literature, similar formulations have
been used for 2-class learning with p = 2, e.g., by [175].
Remark 3.3. The experiment in Figure 3.2 indicates that the simplex constraint of (∆1P) and
(∆3/2P) is not fulfilled automatically for c > 2 in contrast to the case p = 2. A formulation of
(∆pP) without the simplex constraint is given by
argmin
u(U),v
1
p
‖v + y‖pp subject to MUu(U) = v
with v, y and MU as in (3.7). To obtain the minimizing algorithm one only has to replace the
first projection step in Algorithm 10 by the assignment
u(U)(n+1) := (u(U)(n) − γτM>U (2b(n) − b(n−1))).
Figures 3.2c and 3.2d show that the simplex constraint is not fulfilled for a solution uˆ of this
algorithm. Every pixel j in Figures 3.2c and 3.2d represents the value
∑c
k=1 uˆk(j). A pixel
j is white if it fulfills the simplex constraint, i.e.,
∑c
k=1 uˆk(j) = 1, and a pixel j is black if∑c
k=1 uˆk(j) = 0.
(a) Input (b) Truth superimposed by 9
given labels
(c) p = 1 (d) p = 1.5 (e) p = 2
Figure 3.2.: The simplex constraint is fulfilled automatically for p = 2 but in general this is not
the case. Each pixel j in the second row depicts
∑c
k=1 uˆk(j).
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p = 1 p = 32 p = 2
νpho = 100
νpho = 0
Figure 3.3.: Effect of different p and νpho. The other parameters are νlab = 12 , ϑ = 5, ρ
2 = s =
363.
3.1.3 The Impact of p and the Choice of the Weights in Numerical Examples
In this subsection we demonstrate the effect of p and the choice of the weights. The given image
is depicted in Figure 3.2a. Figure 3.2b illustrates the true segmentation superimposed with the
9 labeled points. In all figures, the first row is the segment membership vector u reshaped to a
matrix of dimension n2 × n1 × 3 since c = 3. The color red (vector (1, 0, 0)>) represents class 1,
the color green class 2, and the color blue class 3. The second row shows the discretization, i.e.,
the final segmentation which is achieved by taking argmaxk uk pixel-wise.
Typically, we observe in all experiments that a smaller value of p causes more regular results
with smoother boundaries. Further, the results of the 1-Laplacian approach (∆1P) provide
segment-membership-matrices close to binary while for larger p we obtain blurred boundaries
and less contrast. However, the effect of the weights is quite strong and one can obtain similar
segmentations after discretization for different p.
Based on [96], we describe in the following how the weights are chosen. The main idea is to
gather geometrically and photometrically (also called tonally) similar pixels in neighborhoods.
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p = 1 p = 32 p = 2
νlab = 100
νlab = 0.5
νlab = 0.005
Figure 3.4.: Effect of νlab. The parameters νpho = 1, ϑ = 5, ρ2 = s = 363 are fixed. With
decreasing νlab, the influence of the labeled pixels decreases, and we obtain smoother
results due to a stronger impact of weights between not necessarily labeled but
similar pixels. For p = 1 in difference to p = 2 sharp edges are preserved. So in
case νlab = 0.005 we end up with a constant image with only the sharp edges to the
labeled pixels left.
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Geometric weights are based on pixel locations and photometric weights are based on color
features. Further, we enforce every pixel to have labeled pixels in its neighborhood.
The geometric similarity between two pixels i, j ∈ {1, . . . , N} is defined by
wgeoi,j :=

exp
(
−‖(ix − jx, iy − jy)>‖22
)
∑
j∈N geoi
exp
(
−‖(ix − jx, iy − jy)>‖22
) if j ∈ N geoi ,
0 otherwise
where theN geoi := {j ∈ {1, . . . , N} : ‖(ix − jx, iy − jy)>‖∞ ≤ 1} denotes the geometric neighbor-
hood and (ix, iy)
T denotes the pixel position of an image in matrix form, i.e., i = n1(iy−1)+ ix.
The photometric neighborhood N phoi of the pixel i is defined as the set of the 4 most similar
pixels j in a 17 × 17 window around pixel i with respect to the Euclidean norm of the feature
vectors F(i) and F(j) obtained from the given image f : {1, . . . , N} → Rm. The feature vector
F(i) ∈ Rs is defined as the (2ϑ + 1) × (2ϑ + 1) window of radius ϑ around pixel i where
s = m(2ϑ+ 1)2. The weights are defined by
wphoi,j :=
κie−
‖F(i)−F(j)‖22
ρi if j ∈ N phoi ,
0 otherwise
where we normalize as in the geometric case with κi := 1/
∑
j∈Nphoi
e
− ‖F(i)−F(j)‖
2
2
ρi . For the
parameter ρi we use either a constant ρ independent of i or we use the Euclidean norm of the
component-wise sample variance of the color features F(j), j ∈ N phoi . The variance is defined
by
ρi :=
∥∥∥∥∥∥
( 1
|N phoi | − 1
∑
j∈Ni
(Fm(j)−Fm)
)s
m=1
∥∥∥∥∥∥
2
(3.9)
where the mean is given by Fm :=
∑
j∈Nphoi
FM (j)/|N phoi |.
We define the labeled neighborhood N labi to be the 4 labeled pixels with smallest Euclidean
distance to pixel i. The weights are defined analogously to the photometric weights. If there
are too many pixels labeled, we choose a random sample of equal size for each segment. The
neighborhood of a pixel i is given by Ni := N geoi ∪N phoi ∪N labi .
The weight matrix is computed as follows. The geometric and photometric weights are added
W ∗ =
1
1 + νpho
W geo +
νpho
1 + νpho
W pho. (3.10)
Then, they are compared with the labeled weights via the element-wise maximum
W` = max
{
νlab
1 + νlab
W lab,
1
1 + νlab
W ∗
}
. (3.11)
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Finally, we use the symmetric weight matrix
W = max
{
W` , W` T
}
.
Figure 3.3 shows the effect of changing νpho. Decreasing νpho decreases the influence of the
photometric neighborhood and increases the influence of the geometric neighborhood (3.10),
resulting in smoother results.
A more severe effect can be shown by changing νlab in (3.11). We use the input image shown
in Figures 3.2a and 3.2b. In Figure 3.4, we fix νpho and vary νlab. This comparison illustrates
that decreasing νlab decreases the influence of the labeled pixels according to the definition of
the weights (3.11). With decreasing νlab we obtain smoother results due to a stronger impact
of the weights between not necessarily labeled but similar pixels.
Comparing among the same parameters, the resulting segment membership matrices u for p =
1 are close to binary and have smoother boundaries. By choosing different weight parameters,
p-Laplacians with p > 1 can provide similar results to p = 1. In Figure 3.4 the segmentation
result νlab = 0.5 with p = 1 is similar to the segmentation result νlab = 0.005 with p = 2.
However, comparing the segment membership matrices uˆ (shown in color) the one for p = 1 is
sharper.
3.2 Supervised Segmentation in Reproducing Kernel Hilbert Spaces
In this section, we apply the image colorization method of [71] described in Section 1.1.3 to
image segmentation. Instead of the segment membership vector u in the previous section, we
consider a segment membership function g = (gk)
c
k=1 : R2 → Rc belonging to a vector-valued
RKHS H with kernel K as defined in 1.1.3.
3.2.1 The Segmentation Model
We find the segment membership function gˆ as the solution of
argmin
g∈H
∑
i∈L
‖`(i)− g(xi)‖22 + λ ‖g‖2H , λ > 0. (3.12)
Alternatively, we can consider
argmin
g∈H
‖g‖H subject to g(xi) = `(i), ∀i ∈ L. (3.13)
Then, by the Representer Theorem [71, Proposition 1] the minimizers of (3.12) and (3.13) have
the form
gˆ =
∑
j∈L
K(·, xj)α(j), α(j) ∈ Rc. (3.14)
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We need only to determine α(j) for j ∈ L to obtain the whole function gˆ ∈ H. The difference to
the colorization model of [71] is that we have replaced the color channels by segment membership
functions, one for each class.
The kernel has the form K(xi, xj) =
(
K`,k(xi, xj)
)c
`,k=1
and we use the notation
KLL :=

(
K11(xi, xj)
)
i,j∈L . . .
(
K1c(xi, xj)
)
i,j∈L
...
. . .
...(
Kc1(xi, xj)
)
i,j∈L . . . (K
cc(xi, xj))i,j∈L
 ∈ Rc|L|,c|L|,
and
α :=

α1
...
αc
 , αk = (αk(j))j∈L.
To find the vectors α(j), we minimize the problem
(HP) argmin
α
‖`(L)−KLLα‖22 + λα>KLLα
using (1.28), (3.12), and (3.14). The minimizer αˆ of (HP) is given by the solution of the linear
system of equations
(KLL + λI) αˆ = `(L). (3.15)
Note that the coefficient matrix is positive definite so that the solution is unique. Similarly, a
minimizer of (3.13) can be computed by solving (3.15) with λ = 0, if KLL is positive definite.
Then, the segment membership function gˆ can be evaluated at any x ∈ R2 by (3.14).
3.2.2 Numerical Experiments
In the performed numerical experiments, xi = i ∈ {1, . . . , N} are image grid points. Similarly
to [71], we decouple the classes in our applications and consider diagonal matrices K(i, j) :=
κ(i, j)Ic, i, j ∈ L where the similarity between pixels i and j is denoted by κ(i, j) ∈ R>0. With
these simplifications, KLL becomes the block-diagonal matrix
KLL = diag ((κ(i, j))i,j∈L, . . . , (κ(i, j))i,j∈L) .
For κ, we use
κ(i, j) := exp
(
−‖F(i)−F(j)‖2
σ21d
)
exp
−
∥∥∥∥∥
(
ix − jx
iy − jy
)∥∥∥∥∥
2
σ22
√
n21 + n
2
2

where 1/∞ = 0 and (ix, iy)T denotes the pixel position of an image in matrix form, i.e., i =
n1(iy − 1) + ix. Here F(i) denotes the same feature vector as in Subsection 3.1.3.
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(a) (b) (c)
Figure 3.5.: Effect of λ in (HP). Figures 3.2a and 3.2b are the input images. The top row
(color) shows the segment membership function gˆ and the second row the resulting
segmentation achieved by taking argmaxk uk component-wise. a) λ = 0, b) λ = 0.1
and c) λ = 0.4. The kernel parameters are ϑ = 5, σ21 = 1, σ
2
2 =∞.
By (3.14), we obtain the values of our segment membership function gˆ at the unlabeled points
xi = i ∈ U by
gˆk =
(
KLL
KUL
)
αˆk, (3.16)
where KJ1J2 := (κ(i, j))i∈J1,j∈J2 for index sets J1, J2. Since |L| is small, both the solution of the
linear system (3.15) and the matrix-vector multiplications (3.16) can be computed efficiently.
Remark 3.4. Due to the choice of our kernel K(i, j) = κ(i, j)I, this approach can also be
understood as regularized least squares in a scalar-valued RKHS applied for each k (also called
least squares support vector machine (SVM) [154]). The Representer Theorem in the scalar
valued case is due to Kimeldorf and Wahba [91].
Remark 3.5. The solution αˆ can be reused for different images. Given αˆ, one can proceed as
follows to obtain a segmentation of an unlabeled image:
1. Create KU¯L where U¯ contains all pixels of the unlabeled image and L are the labeled pixels
of the image containing the labels.
2. Compute the segment membership function at the points in U¯ by KU¯Lαˆ.
Therefore, we call this model inductive.
Let us turn to the obtained segmentations and compare them to the results of the p-Laplacian
model. As a major difference to the p-Laplacian approach, the result of (HP) depends only on
the labeled points. This is also observable in the following experiments.
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(a) Input (b) (HP) (c) (∆1P) (d) (∆2P)
Figure 3.6.: a) Input image from [70], only 6 pixels per class are labeled. b) Result of (HP)
with σ21 = 1, σ
2
2 = 250, ϑ = 3, λ = 0. c) Result of (∆1P) with ν
pho = 1, νlab =
0.15, ρ2 = 49, ϑ = 3. d) Result of (∆2P) with ν
pho = 1, νlab = 0.001, ρ2 = 49, ϑ =
3.
(a) Input (b) (HP) (c) (∆1P)
Figure 3.7.: a) Labeled input image. b) Segmentation result of (HP) with σ21 = 1, σ22 =∞, ϑ =
3, λ = 0. c) Result of (∆1P) with ν
pho = 1, νlab = 1, ρ2 = 49, ϑ = 3.
Figure 3.5 shows an experiment with different regularization parameters λ in the minimization
problem (HP). For larger λ the contrast of the segment membership function gˆ decreases while
the segmentation result stays quite similar. Hence, we will use λ > 0 only if a bad conditioning
of the linear system forces us to.
Since the RKHS approach only uses the information from the labeled points L, the regularity
of the result can be worse, as shown in Figure 3.6. The p-Laplacian models force unlabeled but
similar points to be in the same segment. Compare also Figure 3.5 with Figures 3.3 and 3.4.
However, from (HP) one can obtain more accurate results as illustrated in Figures 3.7 and
3.8. Figure 3.7 shows the results for a natural image taken from [70]. The results of (HP)
and (∆1P) are depicted in Figures 3.7b and 3.7c, respectively. Although Figure 3.7a has many
details and the ground and zebras are hard to distinguish, the RKHS approach recovers the
location of many different zebras correctly. Other values for the parameters ρ, νlab, νpho, ϑ did
not improve the result of the (∆1P) significantly. Also with (∆2P) one does not obtain better
results. In fact, for the parameters of Figure 3.7c the segmentations for p = 1 and p = 2 are
quite similar.
Figure 3.8 shows an example of a landscape. Notice that sky, grass, and the small tree are
better captured by the RKHS model. For (∆pP) the neighborhood of each pixel contains only
a few labeled pixels, see Section 3.1.3 for more details. Increasing the number of labeled pixels
in each neighborhood from 4 to 16 did not lead to significant improvements.
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(a) Input (b) (HP) (c) (∆1P) (d) (∆2P)
Figure 3.8.: a) Labeled input image. b) Segmentation result of (HP) with σ21 = 1, σ22 = 50, ϑ =
5. c) Result of (∆1P) with ν
pho = 1, νlab = 0.05, ρ2 = 121, ϑ = 5. d) Result of
(∆2P) with ν
pho = 10, νlab = 0.001, ρ2 = 121, ϑ = 5.
3.3 Combining p-Laplacians and the RKHS model
As observed in the previous sections, the RKHS approach (HP) uses only the information from
labeled points L, while the p-Laplacian model (∆pP) also incorporates the similarity informa-
tion between unlabeled points. Therefore (∆pP) can provide smoother results. On the other
hand, (HP) leads often to more accurate/detailed segmentation results as we have seen in the
experiments of the previous section. To this end, we consider a combined model to benefit from
both methods. We propose a projection approach such that a combination of (HP) and (∆pP)
becomes practicable for segmentation tasks with typically many data points, namely the image
pixels.
First, we review a combination by addition as proposed in [13, 142] for two-class learning
which couples (HP) and (∆2P). In those papers (HP) is addressed as RLP (regularized least
squares). Since only two labels were considered, one can restrict the attention to a scalar-valued
segment membership function g : R2 → R and set a threshold on g to obtain the two classes.
The optimal function gˆ is obtained as the minimizer of
argmin
g∈H
∑
j∈L
1
2
‖`(j)− g(xj)‖22 +
λ
2
‖g‖2H +
µ
2
N∑
i,j=1
wi,j |g(xi)− g(xj)|2. (3.17)
Following the idea of the Representer Theorem, it is not hard to check that the minimizer gˆ
depends on all values xj , j ∈ {1, . . . , N}, i.e.,
gˆ =
N∑
j=1
K(·, xj)β(j). (3.18)
Substituting this expression into (3.17) and using, the definition of the RKHS norm we conclude
that the optimal βˆ must be a solution of
argmin
β
1
2
‖`(L)− JKβ‖22 +
λ
2
β>Kβ +
µ
2
β>K42Kβ
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where
K := (κ(xi, xj))i,j∈L∪U =
(
KLL KLU
KLU KUU
)
and J as defined in Remark 3.2. Considering the gradient with respect to β and using that K
is invertible, we obtain βˆ by solving a linear system of equations
(J>JK + λIN + µ∆2K)βˆ = J
>`(L).
This means that one has to incorporate the whole fully populated matrix K, in particular KUU
into the computations. In segmentation tasks the number of unlabeled points is huge (nearly
N = n1n2 for images of size n1 × n2) and the above model is not practicable both with respect
to storage and computation time. However, this model with multiple classes and p ≥ 1 is still
applicable to learning tasks with fewer data points. This has been investigated in the very recent
preprint [27] that has appeared during the review process of our corresponding publication [88].
3.3.1 A Projection Model
To avoid the computation with the huge matrix KUU , we propose a combined model utilizing a
projection idea. In contrast to the generalization ability (3.18), this model is again transductive
with respect to the image grid points xi = i, i ∈ L ∪ U .
Let KLL := Ic ⊗KLL and KUL := Ic ⊗ (k(i, j))i∈U,j∈L. We consider the subspace H of RcN
defined by
H :=
{(KLL
KUL
)
︸ ︷︷ ︸
K
α : α ∈ Rc|L|}
with square norm
‖h‖2H := α>KLLα for h := Kα.
We are looking for vectors hˆ ∈ H and uˆ ∈ RcN solving the combined model
(H∆pP) argmin
h∈H,u∈RNc
1
2
∑
i∈L
‖`(i)− h(i)‖22 +
λ
2
‖h‖2H +
µ
p
c∑
k=1
N∑
i,j=1
wi,j |uk(i)− uk(j)|p,
subject to h = Pu.
More precisely, we expect that hˆ has similar properties as the solution (gˆ(i))i∈{1,...,N} of (HP).
Further, uˆ is the vector we are really looking for and uˆ is smoothed by the Laplacian regular-
ization.
Here P : RcN → H denotes the orthogonal projector from RcN onto H. By definition of H,
this orthogonal projector is given by P = KK†, where K† := (K>K)−1K> is the Moore-Penrose
inverse of K. Note that K>K is positive definite and thus invertible. Then, for h := Kα the
constraint can be written as Kα = KK†u. Since K has full column rank this is equivalent to
α = K†u.
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Substituting this into (H∆pP) we obtain
argmin
u∈RNc
1
2
∥∥∥`(L)−KLLK†u∥∥∥2
2
+
λ
2
u>(K†)>KLLK†u
+
µ
p
c∑
k=1
N∑
i,j=1
wi,j |uk(i)− uk(j)|p.
(3.19)
For p = 2, the solution uˆ of (3.19) is given by the solution of the linear system of equations(
(K†)>KLL(KLL + λIc|l|)K† + µ∆2
)
u = K†KLL`(L). (3.20)
We use the conjugate gradient method [82] to solve (3.20). Note that the huge matrix KUU does
not appear in the above linear system and we are able to implement the corresponding matrix
multiplications efficiently.
For p = 1, reformulation of (3.19) with M := Ic ⊗A and A as defined in (3.6) yields
argmin
u∈RNc
1
2
∥∥∥`(L)−KLLK†u∥∥∥2
2
+
λ
2
u>(K†)>KLLK†u+ µ ‖v‖1
subject to Mu = v.
To solve this problem we apply the alternating direction method of multipliers (ADMM) as
stated in Algorithm 11, see, e.g., [24, 54, 56, 138] and Section 2.4.1.
Algorithm 11: ADMM for (H∆1P).
Input: M(= Ic ⊗A in (3.6)) and γ.
Output: segment membership vector u.
Initialization of u(0) ∈ RNc and b(0), v(0) ∈ RN2c
for n = 0, 1, . . . until a stopping criterion is reached do
u(n+1) = argmin
u
1
2
∥∥∥`(L)−KLLK†u∥∥∥2
2
+
λ
2
u>(K†)>KLLK†u+
1
2γ
∥∥∥b(n) +Mu− v(n)∥∥∥2
2
(3.21)
v(n+1) = argmin
v
µ ‖v‖1 +
1
2γ
∥∥∥b(n) +Mu(n+1) − v∥∥∥2
2
(3.22)
b(n+1) = b(n) +Mu(n+1) − v
end
The minimizer of (3.22) follows by soft-shrinkage of b(n) + Mg with the threshold γµ. The
minimizer of (3.21) can be obtained by solving a system similar to (3.20), namely(
(K†)>KLL
(
KLL + λIc|L|
)
K† +
1
γ
M>M
)
u = (K†)>KLL`(L) +
1
γ
M>(v(n) − b(n)).
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Alternatively, one could use PDHGMb, see Section 2.4.1. The only difference to ADMM is that
the first step reads
u(n+1) = argmin
u
1
2
∥∥∥`(L)−KLLK†u∥∥∥2
2
+
λ
2
u>(K†)>KLLK†u
+
1
2τ
∥∥∥∥∥∥u−
u(n) − τγM>(2b(n) − b(n−1))︸ ︷︷ ︸
z
∥∥∥∥∥∥
2
2
where τ > 0 and τγ ≤ 1/ ‖M‖2.
Remark 3.6. The various models we consider in this chapter can be summarized as follows.
The general p-Laplacian model (∆pP) is affected by both labeled and unlabeled points as visible
from its formulation
argmin
u(U)∈Rc|U|
E∆p
((
`(L)
u(U)
))
subject to u(U) ∈ S|U |c
where E∆p(u) :=
2
p
c∑
k=1
〈uk,∆puk〉 = 1
p
c∑
k=1
N∑
j=1
wi,j |u(i)− u(j)|p.
Compared to (HP) we obtain smoother results in numerical experiments. An optimal segment
membership vector uˆ is close to binary for p = 1 and rather blurry for p = 2. However, by
adjusting the weights W one can obtain similar results for different p after discretization.
In the RKHS model (HP), the regularization appears from the reproducing kernel Hilbert space
norm, i.e.,
argmin
α
‖`(L)−KLLα‖22 + λα>KLLα.
This regularization with λ > 0 is only used to improve the conditioning of the resulting linear
system if necessary. With (3.16) we know that the result of (HP) is determined from the labeled
points, i.e., no information of similar unlabeled points is used. By using few labeled points, the
computation becomes very fast and numerical experiments show promising results for complicated
segmentation problems.
The combined model (H∆pP) has the form
argmin
u,h
µE∆p(u) + λ ‖h‖2H +
1
2
‖`(L)− h‖2 subject to Pu = h.
Here u represents the segment membership vector regularized by the p-Laplacian and h is the
segment-membership vector in the subspace H. The two vectors u and h are connected by an
orthogonal projection P : RcN → H, which has an explicit form given by the kernel K. The
combined model regularizes the RKHS result and benefits from both approaches.
3.3.2 Numerical Experiments
Figure 3.9 compares the results of the combined model (H∆pP) to the results of (HP). The
projection hˆ = Puˆ, computed for both p = 1 and p = 2, is quite similar to the result of the
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(a) uˆ, (p = 1) (b) Puˆ (p = 1) (c) uˆ (p = 2)
(d) Puˆ (p = 2) (e) gˆ from (HP)
Figure 3.9.: The combined model (H∆pP) in comparison to a solution of (HP). By adding
the Laplacian regularization, the segmentation result uˆ has smoother boundaries
compared to gˆ from the RKHS model. As expected Puˆ is similar to the result gˆ
from the RKHS method. νpho = 1, νlab = 0.2, σ21 = 0.5, σ
2
2 = ∞, ϑ = 4, λ =
0, µ = 0.001. a) uˆ with p = 1. b) hˆ = Puˆ with p = 1. c) uˆ with p = 2. d) hˆ = Puˆ
with p = 2. e) gˆ as solution of (HP).
(a) Input (b) (HP) (c) (H∆1P), µ = 0.001
Figure 3.10.: (H∆1P) compared to (HP) for a natural image with νpho = 0, νlab = 0.5, σ21 =
1, σ22 = 250, ϑ = 2, λ = 0.
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Figure 3.11.: Retina cross-section and ground truth.
RKHS approach (HP) (not only the depicted segmentation, but also the segment membership
function itself). On the other hand, uˆ provides significantly smoother segmentations than gˆ for
both p = 1 and p = 2 .
Figure 3.10 shows a comparison for a natural image between the result of (H∆1P) (discretiza-
tion of uˆ) and the result of (HP). The segmentation for p = 2 looks quite similar. Note that,
besides smoother boundaries, a larger part of the leg is identified as part of the elephant. The
combined model can improve the results, where the RKHS method is not smooth enough but
more accurate than the p-Laplacian models, see also Figure 3.17 in the next section. The com-
putation time for the combined model is a drawback of the current algorithm. However, there
is a lot of potential to speed up computation, e.g., by parallelization.
3.4 Application to Medical Images
The segmentation of medical images is often very challenging. On the one hand, medical images
suffer from noise and low contrast. On the other hand, many fine details have to be preserved.
In contrast to our previous numerical experiments, we apply the segmentation models to a
collection of similar images where only a single input image contains some points that are
labeled in advance.
Figures 3.11 and 3.12 show a collection of cross-sections of the retina for layer segmentation,
see [64, 63, 96]. The labels for the segmentation results in Figure 3.12 are randomly sampled from
the ground truth in Figure 3.11. One can see that (∆pP) clearly outperforms (HP). Beside the
visual impression, this fact is substantiated by the segmentation accuracy of correctly classified
pixels printed in the last column. This example indicates that (∆1P) can be an appropriate
choice, if the ground truth of the segmentation has a relatively simple structure with smooth
boundaries, while the input image contains a lot of inhomogeneous structure.
The next Figures 3.14 and 3.15 show cardiac MR heart images taken from [177]. The objective
is to find the endocardial wall of both right and left ventricles (gray region), which is separated
by epicardium walls (darker gray), while discarding the complicated background. This is a 3-
phase segmentation: background, surrounding region and inner region. Only the first image is
labeled as shown in Figure 3.13 and all the images in Figures 3.14 and 3.15 are segmented using
the label information from the first image.
The images belong to a stack of the same heart. Hence, the segments are expected to be
approximately in the same part of the image. This allows us to work with the spatial parameter
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p
u
t
T
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% correctly
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(H
P
)
0.8452
(∆
1
P
)
0.9267
(∆
2
P
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0.9151
Figure 3.12.: Comparison of the investigated models applied to the layer segmentation of retina
cross-section images. The percentage of correctly segmented pixels is averaged over
all 5 results for each row. The parameter ρi was computed by (3.9). σ
2
1 =
1
2 , σ
2
2 =
∞, νpho = 0.001, νlab = 0.01, ϑ = 1.
Figure 3.13.: Cardiac MR input image for the segmentation in Figures 3.14 and 3.15.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.14.: Solutions of the RKHS method applied to cardiac MR images with parameters
σ21 = 1, σ
2
2 = 5, ϑ = 3 for six images. The left top image is the one from Figure
3.13. The segmentation result is shown in the two images next to the given image.
(a) (b)
Figure 3.15.: Solutions of the 1-Laplacian applied to cardiac MR images. ρ2 = s = 49, νpho =
1 νlab = 0.1 ϑ = 3.
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σ22 < ∞ for the kernel in (HP). For this example, the parameter σ22 is crucial to cast off
background details since they are far away from the pixels labeled as foreground. Hence, we
obtain satisfactory results with (HP) as shown in Figure 3.14. Figure 3.15 shows results of
(∆1P). We obtained similar results for p = 2. The labeled image itself is well segmented as
depicted in Figure 3.15a. However, Figure 3.15b shows a similar image where (∆1P) fails to
provide an adequate segmentation (the corresponding result of (HP) is shown Figure 3.14d).
This may be due to the fact that the unlabeled points U bring a lot of similarity details from the
background into play which erroneously influences the resulting segmentation. Also introducing
a spatial term in N lab similar to the one activated by σ22 < ∞ in (HP) did not improve the
results significantly. Note that in (HP) the similarity of each pixel to all labeled pixels is used.
In contrast, the p-Laplacian problems can computationally only handle a few weights to the
labeled pixel resulting in less influence of such a spatial term.
time for weight comp. time algorithm
(HP) 24.7s 0.36s
(∆1P) 32.3s 6.7s
(∆2P) 28.7s 0.6s
(H∆1P) 49s 196.5s
(H∆2P) 45.5s 33.6s
Table 3.1.: Time comparison for single image segmentation using Figure 3.13 as input.
Table 3.1 shows time comparisons for the models of this chapter. The algorithms were im-
plemented in Matlab and executed on an Intel Core i7 CPU with 2.93GHz. Our approaches
require the computation of the weight or kernel matrix before executing the algorithms. We
show time comparisons for both the weight computation and the algorithms. The first col-
umn states the approximate amount of time needed to create the weight or kernel matrices
corresponding to the methods. The second column shows the approximate amount of time for
the actual minimization process. For (∆1P) and (H∆1P), we have used the stopping criterion∥∥(u(n) − u(n−1))∥∥
2
/
∥∥u(n−1)∥∥
2
< 0.001. This table clearly shows that the RKHS approach is the
most efficient with respect to computation time.
Figure 3.16 shows the input and the ground truth images of retina images for the results
in Figure 3.17. As above, random elements from the ground truth in Figure 3.16 are used as
labels for the segmentation of all similar input images shown in the top row of Figure 3.17.
The second row shows the ground truths. The original images and the ground truth were taken
from [148, 96]. The third row depicts the result of (HP). Although the results are noisy, a lot
of fine details are still visible. The fourth and fifth rows show that the results of the combined
model (H∆pP) contain less noise than the result of (HP) while keeping many details. The last
two rows show the results of the p-Laplacian method (∆pP) for p = 1, 2. These segmentation
results are the smoothest. Although very clean, many small details are missing. These visual
effects are underpinned by the relative frequency of true and false positive pixels with respect to
vessel pixels. More precisely, a pixel on the vessel classified as vessel pixel is true positive while
a pixel classified as vessel pixel not lying on the vessel is false positive. Higher true positive
values indicate the existence of fine details while higher false positive values come with more
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Figure 3.16.: Retina image and ground truth.
noise and artifacts in the image. Figure 3.18 shows enlargements of some of the images of the
second column of Figure 3.17. Since the result of (HP) keeps many of the fine details, one can
also post-process these images for further denoising. To show the effect, we simply experimented
with a median filter in Figure 3.19.
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Figure 3.17.: Comparison of the investigated models applied to the vessel segmentation of retina
images. The true and false positive values are determined with respect to the
correct classification of vessel pixels and averaged over all five images in each row.
For (H∆1P) we used µ = 0.0001 and for (H∆2P) µ = 0.01. The parameter ρi was
computed by (3.9). σ21 =
1
2 , σ
2
2 =∞, νpho = 1 , νlab = 0.8, λ = 0, ϑ = 1.
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(a) Truth (b) (HP) (c) (H∆1P) (d) (∆2P)
Figure 3.18.: These images show the results of (HP) and (H∆1P) from the second column in
Figure 3.17 in large. b) The result of (HP) preserves more details. c) The result
of (H∆1P) is less noisy compared to (b). d) (∆2P) is quite smooth but loses fine
details. This effect is even stronger for (∆1P) for this image.
(a) (HP) (b) Median filter (c) Truth
Figure 3.19.: Result of (HP) and exemplary post-processing with a median filter of size 3× 3.
132
Chapter 4
Conclusions and Perspectives
Unsupervised image segmentation is the application of clustering to image pixels. Therefore,
we introduced center-based partitioning clustering in Chapter 2. We discussed the c-means
algorithm for hard clustering and soft clustering with fuzzy c-means. Motivated by Teboulle
[156], we derived the fuzzy c-means model as an approximation of hard clustering in terms of
power means. Thereby, we presented a novel theorem on the representation of power means as
linear functions over specific sets.
This approximation in terms of means was proposed by Teboulle, although with a different
derivation. However, Teboulle did not show the equivalence to the fuzzy c-means model. Instead,
he applied Weiszfeld’s algorithm and showed the equivalence in terms of algorithms (not of
models) disregarding the case where cluster centers rk and data points f(j) coincide. To fill
the gap of coinciding data points and clusters in Weiszfeld’s algorithm, one can consider the
subdifferential instead of the gradient.
However, these simple clustering algorithms are not suitable for gray- or color-value based
image segmentation since noise is ubiquitous in images. Hence, we added a smoothing term
to our objective functional and obtained the general biconvex regularized segmentation model
(RSP). For the solution of (RSP) we proposed the RcC algorithm that optimizes the assignment
of pixels to segments in terms of the segment membership vector u and the codebook of segment
centers r alternatingly. RcC contains many well known algorithms as particular implementations
such as moving-average FCM [84], the method of Chan and Vese [42] with global optimization
[115], and also the algorithms for unregularized clustering c-means and fuzzy c-means. Using
Zangwill’s Theory [172] for set-valued mappings, we developed a convergence statement for RcC.
Our convergence theorem says that a sequence of iterates of RcC either converges to a partial
minimizer or – in the worst case – contains a convergent subsequence where the limit is again a
partial minimizer. Moreover, the limit of every convergent subsequence is a partial minimizer.
Although this seems good enough in practice1, and this is the only convergence statement
available for the much simpler fuzzy c-means algorithm [18] to our knowledge, it would be
relieving to see that the sequence of iterates itself converges in every case.
Regarding theoretical future research, the generalization of the result of Nikolova et al. [115]
stated in Theorem 2.27 to multiple segments is of great interest. This would imply that a
1We were not able to produce a single not convergent iteration in all experiments we actually executed with
implementations of RcC.
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discrete NP-hard problem can be solved by a continuous convex optimization problem. Hence
it is not only interesting from a theoretical point of view. Also similar possibly weaker results
could attract a lot of attention. Work in this direction can be found, e.g., in [100].
Further, we proposed the TVcM algorithm that aims to minimize the TV-regularized model
(TVS) and is a particular implementation of RcC coming with the related convergence theory.
The optimization step for a fixed codebook r is based on previous work to be found in [98,
171, 11, 120]. We demonstrated promising results in numerical examples. Our experiments
contained real life 3d segmentation problems stemming from volumetric image data of different
materials acquired by µCT. For one of these real life applications, namely the segmentation of
C/SiC, we proposed an adaption of our model to make the results fulfill the material’s property
of separating layers.
Of course, our biconvex segmentation algorithm TVcM cannot guarantee global optimality.
To this end, many approaches formulate equivalent optimization problems in higher dimensional
spaces to obtain completely convex formulations of (TVS) or related models, see, e.g., [31, 10]
described in Section 1.1.1. The main drawback of these approaches is the high computational
effort. This effort can be reduced significantly by GPU implementations making completely con-
vex models suitable for reasonably sized 2d images. Our applications arise from large volumetric
data sets involving image sizes of several gigabytes. Therefore, we prefer our significantly faster
biconvex approach. With these data sets even compute servers with large amounts of random
access memory, e.g., over 50GB, reach their limits.
This problem already indicates two directions of future research. As mentioned in [31], one
possible direction is the improvement of the completely convex models in terms of speed and
memory consumption, e.g., by approaches similar to [66] described in Section 1.1.1. Another
interesting direction of future research copes with the initialization of our biconvex model. So
far, we have always used results of fuzzy c-means as initializations and in our experiments we
obtained satisfying results. Of course, their still might be space for improvement. To find a
good initialization in a cheap way could be the most practical approach, perhaps by applying a
completely convex model on a very coarse scale.
In Chapter 3 various methods for supervised multi-class segmentation were developed and
studied. The work was inspired by the colorization method based on RKHSs in [71]. Beside the
application of the method of Ha Quang et al. [71] to multi-class image segmentation, we have
explored approaches related to p-Laplacians. Our investigations contain a novel combination of
both approaches. The performance of our different supervised models was demonstrated and
compared by segmenting distinct types of (medical) images.
Since p-Laplacians utilize similarity information between the unlabeled points, their applica-
tion results in more regular segmentations. Roughly speaking, the 1-Laplacian model provides
the smoothest results compared to larger values of p > 1. However, by the choice of the weights
wi,j similar results for different p are possible.
The RKHS approach in (HP) is the most efficient method regarding computational time, if
only a few labeled pixels are given. For some complicated images, e.g., Figures 3.7 and 3.14,
(HP) excelled the Laplacian methods. Nevertheless, since it utilizes only the information from
the labeled pixels, the results are often noisy and less regular.
We proposed a combined method that benefits from advantages of both approaches. This
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novel model incorporates a projection to make it feasible for segmentation tasks.
Further research regarding the algorithm for the combined method yields potential for im-
provement in terms of speed and memory consumption.
Another open issue is the influence of the least squares functional of (HP) compared to a
support vector machine functional, especially for the combined model. For learning applications
this has been considered in the recent work of Bresson and Zhang [27] for the model without
projection stated in (3.17) with multiple classes and p = 1.
For future work, it would be interesting to investigate how truly vector-valued reproducing
kernel Hilbert spaces [35, 109, 136], i.e., with a kernel matrix that is not block diagonal, can be
exploited to improve supervised image segmentation tasks, perhaps with some prior knowledge
at hand.
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Chapter A
Appendix
The purpose of this chapter is to state some rather technical explanations and results that are
excluded from the main part due to better readability.
A.1 Computational Aspects of d-Dimensional Image Segmentation
As in [140, Chapter A], in this section we consider some rather technical aspects of the d-
dimensional setting, d ≥ 3. More precisely, while most generalizations to higher dimensions in
the algorithms are straightforward, the efficient solution of the linear system of equations (2.37)
in the first ADMM step requires some explanation.
To this end, we consider d-dimensional images F : {1, . . . , n1} × · · · × {1, . . . , nd} → R and
reshape them column-wise to a vector f ∈ RN with N := ∏di=1 ni. Let Dn ∈ Rn×n be the
forward difference matrix defined in (2.28). We introduce the d-dimensional discrete gradient
D :=

D1
D2
...
Dd
 with Di :=
i+1⊗
j=d
Inj ⊗Dni ⊗
1⊗
j=i−1
Inj = Iβi ⊗Dni ⊗ Iαi ,
where αi :=
∏i−1
j=1 nj , βi :=
∏d
j=i+1 nj and
1⊗
i=d
Mi := Md ⊗Md−1 ⊗ · · · ⊗M2 ⊗M1.
To solve the d-dimensional version of the linear system of equations (2.37), we use the following
lemma.
Lemma A.1. The matrix DTD can be diagonalized by tensor products of DCT-II matrices Cn
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defined in (2.39) by
DTD =
 1⊗
j=d
C>nj
Λ
 1⊗
j=d
Cnj

where
Λ :=
d∑
i=1
(Iβi ⊗ diag(qni) ⊗ Iαi) , qn :=
(
4 sin2
pij
2n
)n−1
j=0
.
Proof. Using (2.36) and (2.38), we obtain
D>D = (D>1D1 + . . . +D
>
dDd) =
d∑
i=1
(
Iβi ⊗D>niDni ⊗ Iαi
)
=
d∑
i=1
(
Iβj ⊗ C>ni diag(qni) Cni ⊗ Iαj
)
.
By the orthogonality of the cosine matrix Ini = C
>
niCni and (2.36) we get further
D>D =
d∑
i=1
( i+1⊗
j=d
C>njCnj
)⊗ (C>ni diag(qni)Cni)⊗ ( 1⊗
j=i−1
C>njCnj
)
=
d∑
i=1
(
C>nd ⊗ C>nd−1
) (
Cnd ⊗ Cnd−1
)
︸ ︷︷ ︸
C>ndCnd⊗C>nd−1Cnd−1
⊗( i+1⊗
j=d−2
C>njCnj
)⊗ ((Cni)> diag(qni) Cni)⊗ ( 1⊗
j=i−1
C>njCnj
)
.
Applying the previous step also to the last term and repeating it iteratively we obtain
D>D =
d∑
i=1
( i+1⊗
j=d
C>nj
)( i+1⊗
j=d
Cnj
) ⊗ (C>ni diag(qni) Cni) ⊗ ( 1⊗
j=i−1
C>nj
)( 1⊗
j=i−1
Cnj
)
.
Using (2.36) results in
D>D =
d∑
i=1
( i⊗
j=d
C>nj
)
︸ ︷︷ ︸
A
(( i+1⊗
j=d
Cnj
)⊗ diag(qni) Cni)︸ ︷︷ ︸
B
⊗ ( 1⊗
j=i−1
C>nj
)
︸ ︷︷ ︸
C
( 1⊗
j=i−1
Cnj
)
︸ ︷︷ ︸
D
=
d∑
i=1
( 1⊗
j=d
C>nj
)( i+1⊗
j=d
Cnj
)⊗ diag(qni) Cni ⊗ ( 1⊗
j=i−1
Cnj
)
=
d∑
i=1
( 1⊗
j=d
C>nj
)Iβi( i+1⊗
j=d
Cnj
)⊗ diag(qni) Cni ⊗ Iαi( 1⊗
j=i−1
Cnj
)
=
d∑
i=1
( 1⊗
j=d
C>nj
)
(Iβi ⊗ diag(qni) ⊗ Iαi)
( 1⊗
j=d
Cnj
)
.
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By the lemma, the d-dimensional version of (2.40) is given by
uk =
 1⊗
j=d
C>nj
 (Λ + IN )−1
 1⊗
j=d
Cnj
 ak. (A.1)
Tensor products of matrices are useful to write the models in a matrix-vector form. However, in
our numerical computations we will not work with tensor products. In the following, we describe
how this can be avoided. We start with the case d = 2. For 2-dimensional images we consider
(D>D + IN )
−1f =
(
C>n2 ⊗ C>n1
)
(Λ + IN )
−1 (Cn2 ⊗ Cn1) f.
By (2.41) we have
(Cn2 ⊗ Cn1) f = vec
(
Cn1 F C
>
n2
)
.
Denoting the component-wise multiplication (Hadamard product) of two matrices by ◦ we obtain
(Λ + IN )
−1 vec
(
Cn1 F C
>
n2
)
= vec
(
L ◦ (Cn1 F C>n2))
where L ∈ Rn1×n2 is the column-wise reshaping of the diagonal of (Λ + IN )−1 into a matrix.
Applying (2.41) again leads to
(D>D + IN )
−1f =
(
C>n2 ⊗ C>n1
)
vec
(
L ◦ (Cn1 F C>n2)) (A.2)
= vec
(
C>n1L ◦
(
Cn1 · F · C>n2
)
Cn2
)
.
For the general d-dimensional case we have implemented the right-hand side of (A.1) without
constructing the tensor products explicitly by applying the following lemma.
Lemma A.2. Let f ∈ RN with N = n1 . . . nd be given. We set Nk := n1 . . . nk, k = 1, . . . , d.
Starting with fkd := f , kd = 1, we define successively:
• F kd := vec−1Nd−1,nd(fkd) ∈ RNd−1×nd,
• fkd,kd−1 is the kd−1-th column of F kd, kd−1 = 1, . . . , nd,
• F kd,kd−1 := vec−1Nd−2,nd−1(fkd,kd−1) ∈ RNd−2×nd−1
• and so on.
Then, for j = 2, . . . , d and Ai ∈ Rni×ni the following relation holds true: 1⊗
i=j
Ai
 fkd,...,kj = vecNj−1,nj
( 1⊗
i=j−1
Ai
)
F kd,...,kjA>j
 .
Proof. Apply (2.41) to every column kj for every j.
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A.2 The Proximum of Positively Homogeneous Functions
In this Section we first introduce some preliminaries regarding support functions of positively
homogeneous functions g, i.e., g(λx) = λg(x) for λ > 0. Then, we briefly discuss the proximum
operator and explain thereby how to derive the coupled shrinkage in Equation (2.48). For more
details we refer to textbooks such as [128, 17, 23].
Preliminaries The proximum Prox : Rn → Rn of a proper, convex, and lsc function g : Rn →
R ∪ {∞} is defined by
Proxλg(b) := argmin
x∈Rn
1
2
‖x− b‖22 + λg(x).
Further, the conjugate function of g is defined by
g∗ : Rn → R ∪ {∞}, g∗(p) = sup
x
(〈x, p〉 − g(x))
and g∗∗ = g.
For the following computation, we need the subsequent simple rules. Let g : Rn → R ∪ {∞},
b ∈ Rn and λ ∈ R \ {0}. Then the following relations hold true:
• (g(λ·))∗(p) = g∗( 1
λ
p), (A.3)
• (λg)∗(p) = λg∗( 1
λ
p). (A.4)
In the next step, we compute the conjugate function of a positively homogeneous function g.
With λ > 0, (A.3), and (A.4) we obtain
g∗(p) := sup
x
〈x, p〉 − g(x) = sup
x
〈x, p〉 − λg(x/λ) = (λg(·/λ))∗(p) =
(A.3)
(λg)∗(pλ) =
(A.4)
λg∗(p)
such that g∗(p) = 0 or g∗(p) =∞. Let
Cg := {p ∈ Rn : 〈p, x〉 ≤ g(x) for all x ∈ Rn}.
Of course, p ∈ Cg implies
g∗(p) = sup
x
〈x, p〉 − g(x)︸ ︷︷ ︸
≤0
= 0,
since g∗(p) ∈ {0,∞}. On the other hand, from p /∈ Cg, i.e., 〈p, x〉 > g(x), follows for x = λp and
λ > 0 that
sup
λ
〈λp, p〉 − g(λp)︸ ︷︷ ︸
>0
= sup
λ
λ(〈p, p〉 − g(p)︸ ︷︷ ︸
>0
) =∞ = g∗(p).
Hence, g∗ = ιCg where
ιS(x) :=
{
0 if x ∈ S
∞ if x /∈ S
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denotes the indicator of function of the set S. Further, one can see immediately that ι∗S(p) =
supx〈x, p〉 − ιS(x) = supx∈S〈x, p〉 =: σS(p) where σ is called support function. Hence, g = σS .
In case g = ‖·‖ is an arbitrary norm in Rn and
‖x‖∗ := sup‖y‖≤1
〈x, y〉 = max
‖y‖≤1
〈x, y〉 = max
‖y‖6=0
〈x, y‖y‖〉
denotes its dual norm we can compute C‖·‖ explicitly and obtain
C‖·‖ = {p ∈ Rn : 〈p, x〉 ≤ ‖x‖ for all x} = {p ∈ Rn : 〈p,
x
‖x‖〉 ≤ 1 for all x 6= 0}
= {p ∈ Rn : max
x 6=0
〈p, x‖x‖〉 ≤ 1} = {p ∈ R
n : ‖p‖∗ ≤ 1} =: B‖·‖∗(0, 1).
For extensions of particular p-means to Rn the explicit form of C is stated in Section 2.2.1.
Solution via Conjugate Duality We are interested in the solution of
Proxλg(b) := argmin
x∈Rn
1
2
‖x− b‖22 + λg(x). (A.5)
Since λg(x) = supp〈p, x〉 − λιCλg(p) = supp〈p, x〉 − ιCλg(p), we can rewrite (A.5) as equivalent
primal (P ) and dual (D) problems
(P ) argmin
x∈Rn
max
p∈Rn
1
2
‖x− b‖22 − ιCλg(p) + 〈p, x〉, (A.6)
(D) argmax
p∈Rn
min
x∈Rn
1
2
‖x− b‖22 − ιCλg(p) + 〈p, x〉.
Computing
b− p = xˆ = argmin
x∈Rn
1
2
‖x− b‖22 − ιCλg(p) + 〈p, x〉
yields for the dual problem
(D) argmax
p∈Rn
〈p, b〉 − 1
2
‖p‖22 − ιCλg(p)
and equivalently
(D) argmin
p∈Rn
1
2
‖p‖22 − 〈p, b〉+ ιCλg(p).
Since the minimizers of 12 ‖·‖22 − 〈·, b〉 and 12 ‖· − b‖ for fixed b are equal, we obtain
(D) argmin
p∈Rn
1
2
‖p− b‖22 + ιCλg(p).
The minimizer of the dual problem pˆ can be obtained by an orthogonal projection onto Cλg.
For given pˆ the solution of the primal problem (P ) can be obtained by setting the gradient of
(A.6) to zero yielding xˆ = b− pˆ.
In case of the coupled shrinkage in Equation (2.48), we just have to compute the projection
pˆ onto the ball B‖·‖2(0, λ) = Cλg ⊂ R2 for every pixel and take b− pˆ for given b.
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