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Abstract 
Cloud Mining technique can be applied to various 
documents. Acquisition and storage of video data is an easy 
task but retrieval of information from video data is a 
challenging task. So video Cloud Mining plays an important 
role in efficient video data management for information 
retrieval. This paper proposes a Cellular Automata based 
framework for video Cloud Mining to extract the 
information from video data. This includes developing the 
technique for shot detection then key frame analysis is 
considered to compare the frames of each shot to each others 
to define the relationship between shots. Cellular automata 
based hierarchical clustering technique is adopted to make a 
group of similar shots to detect the particular event on some 
requirement as per user demand.  
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Introduction 
A wide range of possible applications that require 
Cloud Mining of video databases includes: news 
broadcasting, military, video, education and training, 
cultural heritage, advertising, web searching, crime 
prevention, geographical information system (GIS) etc. 
These applications has vast collection of images in the 
corresponding video databases and can be mined to 
discover new and valuable knowledge. Cloud Mining 
of video databases aims to automate such a knowledge 
discovery process.  
To help user finds and retrieves relevant video 
effectively and to facilitate new and better ways of 
entertainment, advanced technologies must be 
developed for searching and mining the vast amount 
of videos currently available on the web. Although 
valuable information may be hiding behind the data, 
the overwhelming data volume makes it difficult for 
human beings to extract them without powerful tools. 
Video mining system that can automatically extract 
semantically meaningful information (knowledge) 
from video databases. While numerous papers have 
appeared on Cloud Mining, few deals with video 
Cloud Mining directly . In video databases, knowledge 
discovery deals with non-structured information, for 
this reason we need tools for discovering relationships 
between objects or segments within video components. 
In general video must be first preprocessed to improve 
their quality. Subsequently, these video files undergo 
various transformations and features extraction to 
generate the important features from the video 
databases. With the generated features, mining can be 
carried out using Cloud Mining techniques to discover 
significant patterns. These resulting patterns are then 
evaluated and interpreted in order to obtain the final 
application’s knowledge. The problem of video Cloud 
Mining combines the area of content-based retrieval, 
image understanding, Cloud Mining, video 
representation and databases . Many applications 
maintain temporal and spatial features in their 
databases, which cannot be treated as any other 
attributes and need spatial attention. To be more 
particular instead of simply asking ourselves ‘what’ 
knowledge, it plays an important role and these can be 
trivially handled by spatial and temporal role and 
these can be trivially handled by spatial and temporal 
Cloud Mining techniques. Finally Cloud Mining of 
video databases is essentially a task of learning from 
video data can, in principle, being applied for Cloud 
Mining purposes. In general Cloud Mining algorithms 
are aimed at minimizing I/O operations of disk 
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resident data, whereas conventional algorithms are 
more concerned about time and space complexities, 
accuracy and convergence.  
It can be simply stated that he objective of video Cloud 
Mining is the organizing of video data for knowledge 
exploring or mining. Where the knowledge can be 
explained as special patterns (e.g., events, clusters, 
classification, etc.), which may be unknown before the 
processing. Many successful Cloud Mining techniques 
have been developed through academic research and 
industry hence, an intuitive solution for video Cloud 
Mining is to use these strategies on video data. 
Steps of Proposed Frame Work 
Figure 1 depicts the frame work of video Cloud 
Mining consists of several steps,of which the primary 
step is segmentation of a video, because we can not 
apply the Cloud Mining directly to retrieve the 
information from video or detect the pattern from 
video data. So division of video into small segments is 
done basically to support relational database. Then 
further key frame analysis and clustering technique 
are involved to analysis the video data as well as 
retrieve the information. 
 
FIGURE 1 PROPOSED FRAME WORK OF VIDEO CLOUD 
MINING 
Shot Detection Technique 
The primary step of video Cloud Mining is to segment 
the video into small shots to represent into relational 
data format. Video segmentation, or shot change 
detection, involves identifying the frame(s) where a 
transition takes place from one shot to another. In 
cases where this change occurs between two frames, it 
is called a cut or a break. A shot is defined as a 
sequence of frames taken by a single camera with no 
major changes in the visual content. 
Much technique has been developed to detect the 
shots. The most common approach to obtain 
boundaries of a shot is based on color information of 
the frame . In the recent studies, no matter which color 
space is of interest, main advantages of using color is 
its ease of implementation, descriptive characteristic 
both in spatial and temporal space and real-time 
applicability due to simplicity to obtain a feature 
vector, such as histogram. In this way reading  the 
total no. of frames in the given video, after all divide 
the video into the shots on the basis of color 
observation of the frames. It is based on the 
application video, where a set is defined for the 
collection of the frames for each shot like Si = {f m, f 
m+1… f n}. 
Where m and n are the indices of the first and the last 
frames of the ith shot respectively. In the next section, 
we describe a method for compact representation of 
shots by selecting an appropriate number of key 
frames. 
Key Frames Analysis 
After detection of the shots from given medical video, 
key frame analysis is required to extract the features 
and define the relationships between the frames in 
shot. Choosing key frames of shots allows us to 
capture most of the content variations, due at least to 
camera motion, while at the same time excluding other 
key frames which may be redundant. The ideal 
method of selecting key frames would be to compare 
each frame to every other frame in the shot and select 
the frame with the least difference from other frames 
in terms of a given similarity measure. In this work 
(Figure-2) three frames of each shot consists of  first, 
middle & last frame and it is represented as (Ff, Fm, Fl). 
Purpose for selecting three frames as key frames is to 
extract features correctly and more precisely. 
 
 
 
 
FIGURE 2 THREE KEY FRAME IN A SHOT 
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Clustering Techniques and Information 
Retrieval  
Clustering similar shots into one unit will eliminate 
redundancy and produce a more concise video content 
summary. In unsupervised classification, the problem 
is to group a given collection of unlabeled video files 
into meaningful clusters according to the video 
content without a priori knowledge. Clustering 
algorithms can be categorized into partitioning 
methods, hierarchical methods, density-based 
methods, grid-based methods, and model-based 
methods.  
Definition of Neighborhood 
For any point Ρ∈= ),...,,( 21 KSSSP , any text Sd ∈ , 
a neighborhood point of P is defined as: let a text 
move from iS to jS then get a new partition P′ . That 
is, if iSd ∈ , and then the neighborhood of P on text d 
is: 
},{|),...,,({}{)( 21 dSSSSSPPPN iiKd −=′′′′=′= 
},...,2,1,,,},{ KjjkwhenSSdSS kkjj =≠=′=′   
Every neighborhood point of P correlates with a text. 
For any text Sd ∈ , it has K different neighborhood 
points. The set of these neighborhood points is called 
neighborhood of P. The neighborhood of P includes 
KN × different neighborhood points. 
Search Strategy 
In this paper, we select the steepest descent strategy. It 
can make an evaluation for every solution in a 
neighborhood of P, then choose one which can make 
the objective criterion function have maximal gain as a 
new solution. That is to say, it searches a candidate 
solution that can improve results furthest. 
Suppose neighborhood of P is ( )PNeighbour . The 
steepest descent strategy is to search a P′  
))(|)()(( PNeighbourPPEPEargmaxP ∈′−′=′ in
( )PNeighbour .  
For any ( )PNeighbourp∈  , )()( pEPE ≥′  and 
0)()( >−′ PEPE  
The text clustering algorithm based on Cellular 
automata based local search (TCLS) algorithm is 
composed of the following steps (one step): 
1.  For one clustering partition ),...,,( 21 KSSSP = ; 
2. Suppose 0=∆max , nullmovedDoc = ,  
nulltarget = , (movedDoc is the text that need to be 
moved, target is the target class that movedDoc moves 
to); 
For every text iSd ∈  in S;    
For all j, ijKj ≠∧= ,..,2,1 , 
calculate  )()()( PEPEPEj −′≡∆  
In P, let text d moves from iS  to jS , then get the P′ ; 
Let }|0)({ ijPEargmaxb j ≠>∆= ; 
),( bmaxmaxmax ∆=∆ , dmovedDoc = , jStarget = ; 
3. If nullmovedDoc ≠  (a best optimal solution has 
already been found), then let d move from iS  to target, 
and recalculate iD and ettD arg ; 
4.  Return the partition P′ . 
The difference between Cellular automata based local 
search strategy and K-Means is:  
Suppose ),...,,( 21 KSSSP = , 
( )PNeighbourSSSP K ∈′′′=′ ),...,,( 21 the target is to 
determine whether a text iSd ∈  should move to jS . 
For K-Means algorithm, it needs to test following 
inequality: 
( ) 00 >−⋅=∆ ijk ccd  (3) 
If 0>∆k , then K-Means let d0 move from class iS  
to jS , else still let 0d in class iS .  
Different from K-Means, Cellular automata based local 
search clustering algorithm calculate formula 4:  
( ) ( ) ( )PEPEPEP −′≡∆ ′  (4) 
Derivate formula 4 further, and according 
}{ 0dSS ii −=′  and }{ 0dSS jj =′ , then   
( ) ∑∑∑∑
=
∈
=
′∈′ ⋅−′⋅=∆
K
i
iSd
K
i
iSdP cdcdPE ij
11  
( ) ( )∑∑∑∑ ⋅−′⋅+⋅−′⋅= ∈′∈∈′∈ jSdjSdiSdiSd cdcdcdcd jjii
( ) ( ) ( )ijjjSdiiSd ccdccdccd ji −⋅+−′⋅+−′⋅= ∑∑ ′∈′∈ 0
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So: 
According Cauchy-Schwarz inequality，  
∑∑ ′∈′∈ ⋅≥′⋅ ii Sd iSd i cdcd  ， 
So: 0)( ≥−′⋅∑ ′∈ iSd ii ccd  
the same 0)( ≥−′⋅∑ ′∈ jSd jj ccd  
From upper two inequalities and formula 5:   
From formula 6, even 0≤∆k , K-Means algorithm 
does not change adscription of d0 in clustering results. 
The criterion function )(PEp′∆  of LSKM is still right. 
Therefore, even if )()( PEPE >′ ， K-Means 
algorithm may miss partition P′ .   
Clustering Algorithm Based on Cellular Automata 
Based Local Search 
Cellular Automata Based Local Search Based 
Clustering (LSC): 
1. Give an initial clustering partition ),...,,( 21 KSSSP = ; 
2. Run TCLS 
3. If satisfy stop condition, then exit, else run step 2. 
When the algorithm is running, the required space and 
time in every iterative are the same, the bottleneck of 
calculation is to calculate )()()( PEPEPEP −′≡∆ ′ , 
that is for any iSd ∈ ,  
Calculate: )(}){( ii SEdSE −− and 
)(}){( jj SEdSE −  
It can be noted that, in every iterative of K-Means, 
the iD  and icd ⋅ , Sd ∈ , Ki ,...,2,1= are all need to 
be calculated.  
That is to say, the time, space and calculate complexity 
in every iterative of Cellular automata based local 
search or K-Means are almost the same. 
For this work hierarchal clustering clustering is 
adopted to represent the cluster of the similar shots. 
An excellent survey of clustering techniques can be 
found. When clusters are generated to define the 
similar shots then events mining strategies is 
considered to evaluate the shots as per user demand. 
This technique is based on rules or visualization of the 
shots. After processing of the visualization on such 
ruleswhere particular information in form of shot is 
detected to achieve the information retrieval from 
video data. 
Conclusion and Future Work 
This work  proposes a cellular automata based video 
Cloud Mining frame work for information retrieval. It 
can be applied to many video applications to detect or 
retrieve the information. So this is the common 
process for video data miming. Future research work 
is to take a particular application and apply this frame 
work for video Cloud Mining. The main goal of this 
work is to develop the intelligence technique that can 
be used to support the video Cloud Mining process to 
retrieve information successfully and maintain the 
accuracy of the system. 
REFERENCES  
Chen, S.C., Shyu, M.L., C. J, Zhang,. Strickrott, .Multimedia 
Cloud Mining for traffic video sequence., MDM/KDD 
workshop 2001, San Francisco, USA. 
Fan, J., Zhu, X. and Lin, X., Mining of video database., Book 
chapter in Multimedia Cloud Mining, Kluwer, 2002. 
Farber, R., Lapedes, A. and Sirotkin, K. (1992), 
“Determination of eukaryotic protein coding regions 
using neural networks and information theory,” J. Mol. 
Biol., vol. 226, pp. 471–479. 
Fayyad, U.M., Piatetsky- Shapiro, G., Smyth, P., and 
Uthurusamy, R., advanced in knowledge discovery and 
Cloud Mining. AAAI/MIT press, 1996. 
( ) ( ) ( ) kjjSdiiSdP ccdccdPE ji ∆+−′⋅+−′⋅=∆ ∑∑ ′∈′∈′
 
(5) 
kp PE ∆≥∆ ′ )(  (6) 
iiii DdDSEdSE −−=−− )(}){(  




 −+⋅−= iiii DcdDD 12
2
 
(7) 
jjjj DdDSEdSE −+=− )(}){(   
 




 −+⋅+= jjjj DcdDD 12
2
 
(8) 
Parallel Computing and Cloud Computing Research (PCCR) Volume 1 Issue 1, April 2013                           www.seipub.org/pccr 
5 
Kreuseler, Matthias & Shumann, Heidrun. A flexible 
approach for visual Cloud Mining, IEEE 2001. 
Larsen ,B. and C,AOne, Fast and Effective Text Mining 
Using Linear-time Document Clustering, Proceedings of 
the fifth ACM SIGKDD interna1ional conference on 
Knowledge discovery and Cloud Mining, San Diego, 
Califomia,1999, l6~22. 
MaCQueen,J., Some Methods for classification and analysis 
of multi attribute instances, Fiftieth Berkeley symposium 
on Mathematics, Statistics and Probability, vol, 1967 
Maji, P. and Chaudhuri, P. P. (2004), “Fuzzy Cellular 
Automata For Modeling Pattern Classifier,” Accepted for 
publication in IEICE. 
Ng, Raymond T. and Han, Jiawei . member,IEEE computer 
society. CLARANS: A method for clustering objects for 
spatial Cloud Mining . IEEE transactions on knowledge 
and data engineering, vol.14, No.5, sept-oct.2002. 
Pan, J.-Y., Faloutsos, C., .VideoCube: A new tool for video 
mining and classification., ICADL Dec., 2002, Singapore. 
Sree, P.Kiran, Bababu, I.Ramesh, “Identification of Protein 
Coding Regions in Genomic DNA Using Unsupervised 
FMACA Based Pattern Classifier” in International 
Journal of Computer Science & Network Security with 
ISSN: 1738-7906, Vol.8, No.1, 305-308.   
Sree,P.Kiran, Babu, I.Ramesh,Towards an Artificial Immune 
System to Identify and Strengthen Protein Coding 
Region Identification Using Cellular Automata Classifier, 
in International Journal of Computers and 
Communications, Issue 1, Volume 1, 2007,Issue 2, 
Sree, P. Kiran, Raju, G.V.S., Babu, I. Ramesh , Raju, S. 
Viswanadha” Improving Quality of Clustering using 
Cellular Automata for Information retrieval” in 
International  Journal of Computer Science 4 (2), 167-171, 
2008. ISSN 1549-3636. ( Science Publications-USA)  
Stephane , Marchand- Maillet , content- based video retrieval: 
an overview. 
Swain, M.J., Ballard, D.H., “Color indexing,” Int. Journal of 
Computer Vision, Vol. 7. 1991, pp. 11-32. 
Zabih, R., Miller, J. and Mai, K., “A feature-based algorithm 
for detecting and classifying scene breaks,” Proc. ACM  
Multimedia 95, San Francisco, CA, November, 1993, pp. 189-
200. 
Zakhor, A, “Content Analysis of Video Using Principal 
Components,” IEEE transactions on circuits and systems for 
video technology, Vol. 9, No. 8, December 1999, pp. 1290-
1298. 
Zhao, W., Wang, J., Bhat, D., Sakiewicz, K., Nandhakumar, 
N. and Chang, W., “Improving color based video shot 
detection,” IEEE Int. Conf. On Multimedia Computing and 
Systems, Vol. 2, 1999, pp. 752-756. 
 
P.KIRAN SREE received his B.Tech in 
Computer Science & Engineering, from 
J.N.T.U and M.E in Computer Science & 
Engineering from Anna University. He 
is pursuing Ph.D in Computer Science 
from J.N.T.U, Hyderabad. His areas of 
interests include Cellular Automata, Parallel Algorithms, 
Artificial Intelligence, and Compiler Design. He was the 
reviewer for some of International Journals and IEEE Society 
Conferences on Artificial Intelligence & Image Processing. 
He is also listed in Marquis Who’s Who in the World, 29th 
Edition (2012), USA. He is the recipient of Bharat Excellence 
Award from Dr GV Krishna Murthy, Former Election 
Commissioner of India. He is the Board of Studies member 
of Vikrama Simhapuri University, Nellore in Computer 
Science & Engineering stream. He is also track chair for some 
international conferences. He has published 30 technical 
papers both in international journals and conferences. 
INAMPUDI RAMESH BABU, received 
his Ph.D in Computer Science from 
Acharya Nagarjuna University, M.E in 
Computer Engineering from Andhra 
University, B.E in Electronics & 
Communication Engg from University 
of Mysore. He is currently working as Head & Professor in 
the department of computer science, Nagarjuna University. 
Also he is the senate member of the same University from 
2006. His areas of interest are image processing & its 
applications, and he is currently supervising 10 Ph.D 
students who are working in different areas of image 
processing. He is the senior member of IEEE, and has 
published 70 papers in international conferences and 
journals. 
 
