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Abstract
Many biochemical systems appearing in applications have a multiscale structure so that they converge to
piecewise deterministic Markov processes in a thermodynamic limit. The statistics of the piecewise deter-
ministic process can be obtained much more efficiently than those of the exact process. We explore the
possibility of coupling sample paths of the exact model to the piecewise deterministic process in order to
reduce the variance of their difference. We then apply this coupling to reduce the computational complex-
ity of a Monte Carlo estimator. In addition to rigorous results concerning the asymptotic computational
complexity of the Monte Carlo estimator, numerical simulations are performed on some simple biological
models suggesting that significant computational gains are made.
Key words: chemical reaction networks, Monte Carlo, variance reduction, piecewise deterministic Markov
process, Gillespie algorithm
1. Introduction
Large stochastic biochemical reaction networks are a popular modeling framework for investigating cel-
lular processes [1], but the complexity and population sizes involved in realistic models pose major compu-
tational challenges. However, when there is a separation of scales, such models lend themselves to a number
of model reduction techniques that are useful for course grained analysis. One example occurs when there
is a separation in species abundances [2, 3]. If some subset of chemical species in a reaction network are
extremely abundant, then reaction channels involving those species will generally occur much faster than
reactions involving less abundant species. In this case, one can take a partial thermodynamic limit to obtain
a piecewise deterministic Markov process (PDMP). A number of recent studies have provided rigorous errors
bounds for this type of reduction [4, 2, 5, 6]. While the PDMP yields useful information about stochas-
tic effects of the rare species, quantitative information about the stochastic fluctuations of the abundant
species is lost. On the other hand, in many systems, particularly those with feedback between the rare and
abundant chemical species, there is an interest in quantifying the stochastic effects due to these fluctuations
[7]. A common method for resolving these fluctuations is the diffusion approximation. While the diffusion
approximation is often thought to be computationally advantageous, recent work on classically scaled pop-
ulation models has shown that this methods yields only moderate computational gains [8]. Moreover, the
error between the PDMP and the exact model is fixed and it is sometimes desirable to control this quantity,
especially when the separation of scales is only moderate.
An alternative to multiscale reduction techniques is to develop methods for accelerating stochastic simu-
lation algorithms such as the Gillespie algorithm [9, 10, 11]. For example, there have been numerous studies
on the method of τ -leaping in an effort to accelerate simulations of continuous time Markov chains [12, 13].
More recently, multi-level methods that couple tau-leaping approximations at different resolutions have been
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used to reduce variances in Monte Carlo estimators [14, 15, 8]. Variance reduction techniques that utilize
probabilistic couplings have also appeared earlier in the context of SDEs and Markov Chain Monte Carlo
methods [16, 17]. While there has been some work that leverages multiscale reduction techniques for Monte
Carlo estimators [18], to our knowledge the idea of using these techniques directly as a variance reduction
tool has not been studied.
In this paper we explore the idea of coupling reduced models to exact models as a variance reduction
tool for Monte Carlo estimators. We develop a new efficient Monte Carlo estimator for multiscale chemical
reaction networks near a partial thermodynamic limit. The key insight is that, since only a small fraction
of the degrees of freedom of the PDMP are stochastic, one can efficiently compute statistics of the process
without Monte Carlo simulations using non Monte Carlo based techniques. On the other hand, if one wants
to resolve demographic noise in the full model it is necessary to perform a large number of Monte Carlo
simulations. By coupling the full stochastic model to the PDMP one can reduce the variance by a factor
inversely related to the system size, and hence a smaller number of simulations need to be performed to
achieve a given error tolerance. For practical applications the desired error tolerance of the Monte Carlo
estimator scales with this factor. Hence the coupled Monte Carlo estimator has the potential to speed up
computations by a fractional power of the error tolerance. Our results extend the idea of variance reduction
developed in [14, 15] and provide a new computational application of the theory developed in previous work
on PDMP approximations, or partial thermodynamic limits [4, 2, 5].
The paper is organized as follows. In Section 2 we give a introduction to stochastic chemical reaction
networks in the single scale, or classical setting. This includes an introduction to the random time change
representation of Kurtz, the Gillespie algorithm and Monte Carlo simulations. In Section 3 we introduce
multiscale models and show how to obtain a piecewise deterministic Markov process by taking a partial
thermodynamic limit. Section 4 introduces a framework for variance reduction in Monte Carlo estimators
using the theory in Section 3. Finally, Section 5 and 6 give an analysis of the computational complexity
of the coupled Monte Carlo estimator, while numerical examples are presented in Section 7. Non-Monte
Carlo based methods for obtaining statistics of the reduced model are presented in Appendix A, while our
technical results are proved in Appendix B and C.
2. Representation and simulation of stochastic chemical reaction networks in the classical
setting
In this section we briefly introduce some background material pertaining to stochastic chemical reaction
networks in the classical setting. Numerous books and articles provide a more comprehensive review of
this material [7, 19]. A chemical reaction network provides a mathematical description a set of interacting
species, denoted X = {Xi, i = 1, . . . , d}. In general d may be infinite and although our formulation is
completely general, we are mostly concerned with examples where d is finite. These interactions are defined
by a set of single-step reactions R = {Rj , j = 1, . . . , p}. Let xi be the number of molecules of Xi and set
x = (x1, . . . , xd). The j-th reaction takes the form
Rj :
d∑
i=1
kinj,iXi →
d∑
i=1
koutj,i Xi,
where kinj,i, k
out
j,i are known as stochiometric coefficients. When such a reaction occurs the state n is changed
according to
xi → xi + kj,i, kj,i = koutj,i − kinj,i.
More complicated multi-step reactions can always be decomposed into these fundamental single-step reac-
tions with appropriate stochiometric coefficients. In practice, most reactions involve collisions between pairs
of molecules, so that we take
∑
i k
in
j,i = 1 or 2.
In the case of a large number of molecules for each species, one often describes the dynamics of a reaction
network in terms of a deterministic kinetic or rate equation involving the concentrations zj = xj/Ω – the law
of mass action [1]. Here Ω is a dimensionless quantity representing the system size, which in gene networks
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is typically taken to be the characteristic number of proteins. Alternatively, it could represent some volume
scale factor. Currently, we are in the classical setting where Ω scales the abundances of every species. This
is in contract to the multiscale setting where only the size of some subsystem is scaled with the system size.
For a set of p reactions, the kinetic equations take the form (strictly speaking in the thermodynamic
limit Ω→∞)
dzi
dt
=
p∑
j=1
kj,i
[
ζj
d∏
i=1
z
kinj,i
i
]
≡
p∑
j=1
kj,iαj(z), (2.1)
where ζj is a constant that depends on the probability that a collision of the relevant molecules actually leads
to a reaction, and z = x/Ω. The product of concentrations is motivated by the idea that in a well-mixed
container there is a spatially uniform distribution of each type of molecule, and the probability of a collision
depends on the probability that each of the reactants is in the same local region of space. Ignoring any
statistical correlations, the latter is given by the product of the individual concentrations. The functions αj
are known as transition intensities or propensities. Given this notation, it is straightforward to write down
the corresponding chemical master equation for finite Ω, which takes into account intrinsic fluctuations in
the number of molecules (demographic noise). Setting P (x, t) = P(x(t) = x|x(0) = x0), the chemical master
equation is
dP (x, t)
dt
= Ω
p∑
j=1
(
d∏
i=1
E−kj,i − 1
)
αj(x/Ω)P (x, t), (2.2)
Here E−kj,i is a step or ladder operator such that for any function g(x),
E−kj,ig(x1, . . . , xi, . . . , xd) = g(x1, . . . , xi − kj,i, . . . , xd). (2.3)
One point to note is that when the number of molecules is sufficiently small, the characteristic form of a
propensity function α(x) in equation (2.1) has to be modified:(xi
Ω
)kinj,i → 1
Ωk
in
j,i
xi!
(xi − kinj,i)!
.
In this paper, it will be more convenient to consider an alternative representation of a chemical reaction
network. If we let the random variable Xi(t) denote the number of molecules in species i, then we can
express Xi(t) as
Xi(t) = Xi(0) +
∑
j
Rj(t)kj,i
where Rj(t) denotes the number of times reaction j has occurred by time t. For example, if the propensity
function αj is constant for each j, Rj(t) is a Poisson process with rate Ωαj , so that letting Πj denote a unit
rate Poisson process gives us
Xi(t) = Xi(0) +
∑
j
Πj(Ωαjt)kj,i.
More generally, if αj depends on X(t) = {Xi(t)}i=1,...,d we obtain
Xi(t) = Xi(0) +
∑
j
Πj
(
Ω
∫ t
0
αj(X(s)/Ω)ds
)
kj,i. (2.4)
This representation is due to Kurtz and is known as the random time change representation of the process
X(t) [19]. Unlike the chemical master equation (2.2), which gives a differential equation for the density of
Xi(t), the representation (2.4) can be analyzed using probabilistic techniques to obtain meaningful informa-
tion, even for extremely complicated reaction networks. Additionally, since it is a pathwise representation
rather than a description of a density it is more useful as a basis for deriving simulation algorithms. While
one usually thinks of (2.2) or (2.4) as representing a well-mixed chemical reaction, this framework is easily
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extended to spatial models of reaction diffusion systems where the diffusion is represented by additional
reaction channels [5]. Hence, although we will usually speak of non-spatial reaction networks in this paper,
our results can be extended to spatial models.
There are two main methods for generating exact realizations of the paths (2.4). These are the Next
Reaction method, and the Gillespie algorithm. We will present only the Gillespie algorithm in, which is
given in Algorithm 1, since it is more easily related to other algorithms used in this paper. In particular it
can be modified to simulate piecewise deterministic Markov process in a fairly straightforward manner. Let
us denote
CX := E[ # of computations to simulate X(T ) using Algorithm 1].
More generally, we define the complexity of an algorithm as the order of magnitude of the expected simulation
time with respect to some parameter in the model. For our proposes this will be the system size Ω. To get
a handle on CX , note that E[tnext] = O(Ω−1) implying we expect to simulate TE[tnext]−1 = O(Ω) events,
so that CX = O(Ω). It should be noted that the most computationally expensive step in each iteration
of Algorithm 1 is the computation of the reaction index k, and the next reaction method can be modified
to reduce the cost of this step [20]. On the other hand, it is the O(Ω−1) scaling of the complexity that is
important for our analysis.
Algorithm 1 Simulation of (2.4)
1: Initialize X(0) and set t = 0.
2: while t ≤ T do
3: αtotal := Ω
∑
j αj(X(s)/Ω)
4: Generate random numbers tnext ∼ Exp(αtotal) and r ∼ Unif(0, 1)
5: j¯ := mini{i :
∑i
j=1 αj(X(s)) < rαtotal}
6: X(t+ tnext) := X(t) + kj¯
7: t := t+ tnext
2.1. Monte Carlo simulations in the classical setting
Suppose we wish to approximate some statistics of some process Xk(T ) using a crude Monte Carlo
estimator (MCE) Q̂crude(M) with M realizations of the process. That is,
Q̂crude(M) =
1
M
M∑
j=1
f(Xk,[j](T )). (2.5)
Here and elsewhere we use the convention that the subscript [j] indicates a specific realization of a process.
In order for Q̂crude(M) to approximate E[f(Xk(T ))] to order ε in the sense of confidence intervals, that is,
in the sense that the standard deviation of Q̂crude(M) is order ε, we need
Var(Q̂crude(M)) = O(ε
2)
and hence M = O(ε−2Var(f(Xk,[j](T ))). It is important to note that Ω and ε must be related. To see how
such a relationship comes about, observe that in practice ε will scale with Ω since we need to decrease ε to
resolve demographic noise as Ω increases. Following [8], we will set
ε = Ω−δ
where δ ≥ 0 is a measure of the accuracy of the Monte Carlo estimator relative to the system’s noise. Then
the complexity of the MCE Q̂crude(M) is
Ccrude = O(ε
−2CXVar(f(Xk(T ))).
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It can be shown that Var(f(Xk(T )) = O(Ω
−1), which corresponds to the stochastic model approaching
a deterministic limit at a rate inversely proportionally to the size of the system. On the other hand,
CX = O(Ω), so that in the classical setting, the contribution of the complexity from the simulation of the
path cancels with the variance of the path, and we obtain
Ccrude = O(ε
−2).
Essentially, when a stochastic model approaches a deterministic limit, variance reduction in terms of the
system size is “for free”. This applies not only to the crude MCE, but any Monte Carlo method applied to
a biochemical model in the classical setting. We refer to [8] for a rigorous analysis of Monte Carlo methods
in the classical setting. The crucial observation that motivates the developments in this paper is that in
the multiscale setting, where some species abundances do not scale with Ω, it is generally not possible to
bound Var(f(Xk(T )) in terms of Ω, and the complexity of any Monte Carlo method increases by an order
of magnitude.
3. Multiscale reaction networks and the partial thermodynamic limit
We want to consider multiscale chemical reaction networks involving l + m species, where there are l
abundant species {X1,X2, . . . ,Xl} and m rare species {Y1,Y2, . . . ,Ym}. We will take Xi and Yi to represent
the number of species Xi and Yi respectively. The motivation behind this notation is that when m = 0
we retrieve the classical setting both notationally and conceptually. In some applications one refers to
X = (Xi)i=1,...,l ∈ Nl as the population and Y = (Yi)i=1,...,m ∈ Nm as the environment [21], and we will
often adopt this terminology. In order to justify the labelings of rare and abundant species we need two
main assumptions. First, we assume that only the initial concentration of the abundant species scales with
the systems size.
Assumption 1 (separation of scales). Let Ω denote the system-size introduced in Section 2. Then
||X(0)||1 = O(Ω), ||Y (0)||1 = O(1)
Here and throughout the rest of this paper the O(·) terms are with respect to Ω. Note that for any vector
x ∈ Rl, ||x||1 = O(g(Ω)) is equivalent to saying ||x||∞ = maxj |xj | = O(g(Ω)) so that this assumptions
implies |Xi(0)| = O(Ω) for each i = 1, . . . , l.
Physically, Ω can be thought to control the volume V (Ω) of a well-mixed domain such that the density of
each abundant species and the number of each rare species (environment) are independent of the volume.
We will assume that V (Ω) is linearly increasing in Ω.
Following the notation of section 2, each reaction in R = {Rj , j = 1, . . . , p} has the form
Rj :
m∑
i=1
kinj,iXi +
l∑
i=1
uinj,iYi→
m∑
i=1
koutj,i Xi +
l∑
i=1
uoutj,i Yi (3.1)
The reaction vectors are given by
kj = (k
out
j,1 − kinj,1, . . . , koutj,l − kinj,l)T ∈ Zl
uj = (u
out
j,1 − uinj,1, . . . , uoutj,m − uinj,m)T ∈ Zm.
Suppose that only a proper subset of the reactions involve changes in the state of the rare species and define
J1 = {j : uj,i′ 6= 0, for some i′ ∈ {1, . . . ,m}}, J0 = {1, . . . , p} − J1.
That is, {Rj : j ∈ J1} is the set of reactions that produce or annihilate at least one of the rare species. As a
further simplification, we assume that this set of reactions does not produce changes in the number of any
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abundant species. The random time change representation of networks of this form can then be written in
the form
Xi(t) = Xi(0) +
∑
j∈J0
Πj
(∫ t
0
Ωαj(X(s)/Ω, Y (s))ds
)
kj,i, i = 1, . . . , l (3.2a)
Yi′(t) = Yi′(0) +
∑
j∈J1
Πj
(∫ t
0
αj(X(s)/Ω, Y (s))ds
)
uj,i′ , i
′ = 1, . . . ,m. (3.2b)
where Πj are once again independent unit rate Poisson processes. Note that only the number of each
abundant species is scaled by the system size Ω. We will always assume that the rate functions αj(x, y) are
polynomials in x and Lipschitz continuous x uniformly in y, that is, there exists Lαj (K) such that for all
||x1 − x2|| < K,
|αj(x1, y)− αj(x2, y)| ≤ Lαj (K)|x1 − x2| (3.3)
for all y ∈ Nm. This is consistent with the law of mass action for the abundant species, that is,
αj(x, y) = ζj(y)
m∏
i=1
x
kinj,i
i . (3.4)
We will assume ζj(y) = O(1) with respect to all other parameters, although with a more sophisticated
scaling than the one carried out below our analysis can be extended to the case where ζj vary over many
orders of magnitude [15]. Scaled population models of this sort appear in a number of applications, such
as gene networks where the promoters have a fixed number of states but the abundance of a gene scales
with other properties (such as the size) of the cell [22]. We would hope that the scaled rates along with
suitable restrictions on the dynamics ensure the initial separation of scales is preserved over bounded time
intervals. This usually involves some notion of stability, or regularity, for the stochastic equations (3.2)
and rigorous results concerning the stochastic stability of continuous time Markov chains can established
for general biochemical reaction models [5]. The focus of this paper is not stochastic stability, but rather
variance reduction in Monte Carlo simulations, so to keep our presentation self contained we will make the
following assumption.
Assumption 2 (stability). Let (X(t), Y (t)) satisfy equation (3.2). Then ||Y (t)||1 ≤ c for all t < T and
for all σ ≥ 1,
E[||X(t)||σ1 ] < ||X(0)||σ1Bσ(T ) (3.5)
where Bσ(t) is independent of ||X(0)||1. Moreover, if we define the stopping time
τK = inf
t≥0
{t : ||X(t)||1 ≥ K||X(0)||1}, (3.6)
then for all T > 0 there exists a positive constant C(T ) independent of K and the initial conditions such
that
P(τK < T ) ≤ C(T )K−1. (3.7)
Note that the first bound simply says that the growth rates of the moments are not dependent on the
system size. Now let us briefly explain the intuition behind the last statement in Assumption 2, which is
less transparent. We begin by noting that the most desirable condition would be the existence of K such
that ||X(t)||1 ≤ K||X(0)||1 for all t ≤ 0. This ensures ||X(0)||1 = O(Ω) and ||Y (0)||1 = O(1), which is
exactly what we would like to achieve. For a deterministic system this a sensible condition, but it is far too
strong a restriction on the stochastic process X(t). In fact, we can only guarantee sample paths of (3.2)
will be bounded with probability one when there is a conservation law in effect (||X(t)||1 and ||Y (t)||1 are
constant). This suggests we must settle for a more realistic assumption, one that quantifies the event of a
sample path breaking these inequalities and ensures K can be chosen to make these events rare. We achieve
this in Assumption 2 by bounding the probability that τK > T . If the corresponding mean field process
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derived below has a trapping region we would naturally expect Assumption 2 to hold since the deterministic
dynamics arising in the limit Ω → ∞ are relatively bounded. More generally, assumption 2 holds for any
model with only linear growth, see Example 3.3.
Under these assumptions, we can introduce the scaled population variables, or densities, XΩ(t) =
Ω−1X(t), ensuring that ||XΩ(t)||1 = O(1) in some bounded interval. The scaling of the rates leads to
the scaled dynamics
XΩi (t) = X
Ω
i (0) +
∑
j∈J0
Πj
(
Ω
∫ t
0
αj(X
Ω(s), Y (s))ds
)
Ω−1kj,i, i = 1, . . . , l (3.8a)
Yi′(t) = Yi′(0) +
∑
j∈J1
Πj
(∫ t
0
αj(X
Ω(s), Y (s))ds
)
uj,i′ , i
′ = 1, . . . ,m. (3.8b)
In light of this scaling, it makes sense to take the thermodynamic limit Ω→∞ only in the abundant species,
following [4] we call this the partial thermodynamic limit (PTDL). Setting limΩ→∞XΩ(t) = Z(t) in some
sense we would expect that Zi(t) satisfies (3.8a) with the stochastic integral for the abundant species by
mean field dynamics. That is,
Zi(t) = Zi(0) +
∑
j∈J0
∫ t
0
αj(Z(s), Y (s))kj,i,, i = 1, . . . , l (3.9a)
Yi′(t) = Yi′(0) +
∑
j∈J1
Πj
(∫ t
0
αj(Z(s), Y (s))ds
)
uj,i′ , i
′ = 1, . . . ,m. (3.9b)
Another way to express the dynamics of Zi(t) is through the differential equation
Z ′i(t) =
∑
j∈J0
αj(Z(s), Y (s))kj,i, i = 1, . . . , l (3.10)
which holds between discrete jumps. Z(t) is an example of a piecewise deterministic Markov process
(PDMP). A comprehensive review of such process along with more rigorous constructions can be found
in [23]. While there are many technical statements one can make about various notions of the convergence
XΩ(t)→ Z(t), the technical results necessary for our analysis are contained in Sections 5 and 6.
The PDMP (3.10) should be compared to the piecewise SDE one would obtain if instead of taking the
fully deterministic mean field approximation of XΩ(t), one carried out a system-size expansion [24, 1] to
leading order. This piecewise Itoˆ SDE is given by
dZi(t) =
∑
j∈J0
(
αj(Z(s), Y (s))dt+ Ω
−1/2
√
αj(Z(s), Y (s))dWj(t)
)
kji (3.11)
where Wj(t) are independent Brownian motions. Previous studies have developed hybrid frameworks for
simulating multi-scale chemical reaction networks using this system-size expansion [25, 18]. However, in
contrast to the Monte Carlo methods discussed in the following sections, these hybrid methods have an
error which is fixed in terms of Ω.
3.1. Generating sample paths of the PDMP
Unlike the jump process (3.8), exact realizations of Z(t) cannot be generated due to the continuous
nature of (3.10). Instead one must pick an accuracy h and compute an approximation (Zh(t), Y h(t)) using
standard ODE methods between jumps, and then incorporate the stochastic jumps in some suitable way.
Note that one only needs to include the stochastic contribution of reaction channels indexed by the set J1. If
the model has no feedback than one can compute Y h(T ) = Y (T ) using an exact algorithm, and then solve for
Zh(T ) using a suitable ODE method between jumps. For models with feedback, the computation of Zh(T )
7
is more subtle, since one needs to compute the jumps times while evolving the process Zh(T ). A number
of algorithms exist for accomplishing this task. Popular among those studying PDMP approximations of
chemical reaction networks are splitting methods, which can be derived by applying operator splitting to
the forward Kolmogorov equation for the PDMP [5]. Like τ -leaping, splitting methods obtain approximate
jumps times by holding the jump rates constant in Z(t) and evolving Y (t) over some small time interval.
We have found a more direct approach, where the next jump time is computed exactly, to be more effective
for the models considered in this paper. We leave a more systematic comparison of methods for solving the
PDMP arising in thermodynamic limit to future studies.
We now describe direct method. Given the state of the system, (Z(t0), Y (t0)) = (z0, y0), at time t0, it
can be shown that the next jump time is given by
t1 = inf
u > t0 :
∫ u
t0
∑
j∈J2
αj(Φ
s
y0(z0), y0)ds = s¯
 (3.12)
where s¯ ∼ Exp(1) and Φty is the continuous flow of Z(t) when Y (t) = y [26]. In general, the process of
solving for (Zh(t), Y h(t)) at the jump times by numerical solving (3.12) is known as the True Jump Method.
One can show that the solution to the minimization problem (3.12) along with the state of the continuous
variable at t1 is given by (Z(t
−
1 ), t1) = (z(s¯), τ(s¯)) where
z′(s) =
∑
j∈J1 αj(z(s), y0)
(∑
j∈J2 αj(z(s), y0)
)−1
τ ′(s) =
(∑
j∈J1 αj(z(s), y0)
)−1
z(0) = z0, τ(0) = t0.
(3.13)
The process of solving the PDMP using by (3.12) to obtain the solutions to (3.13) has been coined the CHV
method [27]. One subtly is that a direct implementation of the CHV method gives only the values of Z(t)
at the jump times, whereas we will be interested in obtaining the value of the process at some specified time
T . However, this can easily be achieved by integrating the continuous component of the process from the
last jump time before T , up to T . The details of the CHV method are given in Algorithm 2. At leading
order in h, the complexity of obtaining Zh(T ) with this algorithm is simply the complexity using whatever
integration scheme we use to solve (3.13) up to time T . In particular, using high order methods renders the
cost of computing Zh(T ) negligible relative to the cost of computing X(T ) exactly when Ω is large.
Algorithm 2 Simulation of (3.9)
1: Select an accuracy h. Initialize Zh(0) and set t = 0.
2: while t ≤ T do
3: Generate a random number s¯ ∼ Exp(1).
4: Let (z(s¯), τ(s¯)) be the solution to (3.13) with t0 = t and z0 = Z
h(t).
5: Zh(t+ τ(s¯)) = z(s¯)
6: αtotal =
∑
j∈J1 αj(Z
h(τ(s¯)), Y (t))
7: Generate a random number r ∼ Unif(0, 1)
8: j¯ := mini{i :
∑
j∈J2:j<i αj(Z
h(s), Y h(s)) < rαtotal}
9: Y h(τ(s¯)) := Y h(t) + uj¯
10: t := τ(s¯)
11: Perform numerical integration to obtain Zh(T ).
8
3.2. Example: Two State Catalyst
Our first example of a simple chemical reaction network without feedback consists of four species
X1,X2,Y1 and Y2 obeying the reaction scheme
X1 + Y1 →
α
X2 + Y1
X2 + Y2 →
β
X1 + Y2
Y1 →
λ
Y2
Y2 →
µ
Y1
(3.14)
where X1(0) +X2(0) = Ω 1 and Y1 +Y2 = 1. This reaction network can model a catalytic reaction [5], or
a population of particles jumping between two lattice sites with gate controlled by the Y species [21]. In the
former context Yi would be the catalysts, while in the latter they would represent the state of the barrier
between two compartments and Xi would represent the number of particles in each compartment.
In terms of Kurtz’s time change representation,
X(t) = X(0)−Π1
(∫ t
0
X(s)Y (s)αds
)
+ Π2
(∫ t
0
(Ω−X(s))(c− Y (s))βds
)
Y (t) = Y (0)−Π3
(∫ t
0
λ(c− Y (s))ds
)
+ Π4
(∫ t
0
µY (s)ds
)
where we have used the conservation laws X2(t) = Ω − X1(t), Y2(t) = c − Y1(t) and set X1(t) = X(t),
Y1(t) = Y (t). The scaled model is
XΩ(t) = XΩ(0)−Π1
(
Ω
∫ t
0
XΩ(s)Y (s)αds
)
Ω−1
+ Π2
(
Ω
∫ t
0
(1−XΩ(s))(c− Y (s))βds
)
Ω−1
Y (t) = Y (0)−Π3
(∫ t
0
λ(c− Y (s))ds
)
+ Π4
(∫ t
0
µY (s)ds
)
In the limit Ω→∞ we obtain the PDMP
Z(t) = Z(0)−
∫ t
0
Z(s)Y (s)αds+
∫ t
0
(Ω− Z(s))(c− Y (s))βds
Y (t) = Y (0)−Π3
(∫ t
0
λ(c− Y (s))ds
)
+ Π4
(∫ t
0
µY (s)ds
)
Note that assumption 2 holds due to the conservation laws.
3.3. Example: Switching Gene
A second example of a network without feedback is a simplified model of protein production in the
presence of a switching gene [22, 28]:
Y1 →
Ωα
Y1 + X
X →
β
∅
Y1 →
λ
Y2
Y2 →
µ
Y1
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In this reaction network X represents a protein and Yi the state associated gene. When the gene is in state
Y1, the protein is produced at a rate proportional to the system size Ω, while when in state Y2 the protein is
not produced. For example, Y1 could represent the presence of a repressor occupying the RNA polymerase
binding site, thereby preventing the transcription of the gene [29, 30]. In this simplified model the complex
mechanisms of transcription and translations are viewed as a “back box” represented by the production rate
α. The stochastic equations are
X(t) = X(0) + Π1
(∫ t
0
Y (s)Ωαds
)
−Π2
(∫ t
0
X(s)βds
)
Y (t) = Y (0)−Π3
(∫ t
0
λ(1− Y (s))ds
)
+ Π4
(∫ t
0
µY (s)ds
)
where we have once again used conservation to obtain a two dimensional system. In the partial thermody-
namic limit we obtain
Z(t) = Z(0) +
∫ t
0
Y (s)αds−
∫ t
0
Z(s)βds
Y (t) = Y (0)−Π3
(∫ t
0
λ(1− Y (s))ds
)
+ Π4
(∫ t
0
µY (s)ds
)
In order to establish that Assumption 2 one only needs to note that this assumption holds for a Poisson
process which dominates X(t).
3.4. Example: Switching Gene with Feedback
A more complex model of gene expression might include feedback between the protein associated with
the gene and environment controlling the gene expression [22]. For example, suppose protein X activates
the repressor blocking the RNA polymerase. This leads to the reaction network
Y1 →
Ωα
Y1 + X
X →
β
∅
X + Y1 →
Ω−1λ
X + Y2
Y2 →
µ
Y1
The stochastic equations are
X(t) = X(0) + Π1
(∫ t
0
Y1(s)Ωαds
)
−Π2
(∫ t
0
X(s)βds
)
Y (t) = Y (0)−Π3
(∫ t
0
Ω−1λX(s)(1− Y (s))ds
)
+ Π4
(∫ t
0
µY (s)ds
)
The partial thermodynamic limit is
Z(t) = Z(0) +
∫ t
0
Y (s)αds−
∫ t
0
Z(s)βds
Y (t) = Y (0)−Π3
(∫ t
0
Z(t)λ(1− Y (s))ds
)
+ Π4
(∫ t
0
µY (s)ds
)
.
Since the J1 channels have rates that depend on the abundant variables, we have a network with feedback.
An argument similar to the one made for example 3.3 implies that assumption 2 holds.
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4. Variance reduction in the Multiscaling setting
As noted at the end of Section 2, for multiscale models we can generally not bound the sample variance
in terms of the system size and the asymptotic complexity of Monte Carlo methods picks up a factor of Ω.
For example,
Ccrude = O(ε
−2−1/δ).
Loosely speaking, while a great deal of information about the exact model is still contained in the thermo-
dynamic limit Z(t), it is not being used in the computations. Again, we emphasis how this contrasts the
classical setting where information about the deterministic limit is used to accelerate the converge of an
MCE without any additional work. Generally speaking, our goal is to understand how information about
the thermodynamic limit can be used in the multiscale setting.
The coupled Monte Carlo estimator we will introduce is based on the idea of variance reduction via a
probabilistic coupling of the exact process with an approximate process. In our case the approximate process
will be the PDMP Z(t). This idea has proven to be very useful in, and is the basis for, multilevel Monte
Carlo methods [15, 17] where different τ -leaping approximations are coupled. To construct an MCE in the
present setting we note that
E[f(Xi(T ))] = E[f(Xi(T ))− f(Zi(T ))] + E[f(Zi(T ))] (4.1)
Two observations allow us to use this decomposition to obtain statistics of E[f(Xi(T ))] more efficiently than
the crude MCE (2.5). First, statistics of Z(T ) can be obtained much more efficiently than statistics of the
exact process when Ω is even moderately large relative to the abundance of the rare species. These statistics
can be obtained either by a MCE using Algorithm 2 to generate the sample paths, or by non-Monte Carlo
based methods given in Appendix A, which are difficult to apply to the exact process. Second, we can reduce
the number of simulations we need to perform of the full process by coupling the processes X(t) and Z(t)
in a way that reduces the variance of the difference f(Xi(T ))− f(Zi(T )).
For the second term in (4.1) let us assume we can produce an approximation Q̂Z(h) ≈ E[f(Zi(T ))]
satisfying
|Q̂Z(h)− E[f(Zi(t))]| = O(h)
and Var(Q̂Z(h)) = O(h) with h < ε. We will also need an approximate path to estimate the term f(Xi(T ))−
f(Zi(T )). This will be denoted by Z
h
i (T ) and taken to satisfy
E[|Zhi (T )− Zi(T )|2] = O(h2).
Note that h will generally depend on ε, and hence Ω, so the use of the O(·) notation in this context is
consistent with our earlier statement that asymptotic results are with respect to the system size. Such a
bound will be satisfied provided the numerical integration step in algorithm 2 is convergent. Then an O(ε)
estimator Q̂coupled(M1, h) of the form
Ef(Xi(T )) = E[f(Xi(T ))− f(Zhi (T ))] + E[f(Zhi (T ))] (4.2)
can be constructed by summing the estimator
Q̂(X,Zh)(M1) =
1
M1
M1∑
j=1
(f(Xi,[j](T ))− f(Zhi,[j](T )))
and the approximation Q̂Z(h):
Q̂coupled(M1, h) = Q̂(X,Zh)(M1) + Q̂Z(h).
Setting
V(X,Zh)(T ) = Var(f(Xi(T ))− f(Zhi (T ))), (4.3)
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the variance of the coupled MC estimator, Vcoupled, is simply
Vcoupled = M
−1
1 V(X,Zh) + Var(Q̂Z(h)) ∼M−11 V Ω(X,Zh) (4.4)
where we are assuming the first term is leading order in Ω, meaning that the limiting factor in reducing the
variance in the simulation of the coupled path. The methods of this paper are most applicable when Q̂Z(h)
is computed with non-Monte Carlo based methods, and hence Var(Q̂Z(h)) = 0. However, we do not exclude
the possibility that Q̂Z(h) is computed from Monte Carlo simulations of the PDMP. In such cases we would
assume that simulations of Zh(t) are much cheaper than simulations of X(t) and hence Var(Q̂Z(h)) can be
made o() at a negligible cost, for example, this will be the case when the search step in Algorithm 1 is very
expensive. Of course for an order ε estimator, we require Vcoupled = O(ε
2) so that
M1 = ε
−2V(X,Zh).
It is now clear that for Q̂coupled to be preferable over Q̂crude we must be able to make V(X,Zh) small and
Q̂Z(h) must be cheap to generate. To be more precise, set
C(X,Zh) ≈ E[ # of computations to simulate the coupled process (X,Zh) ]
CQZ,h ≈ E[ # of computations to compute Q̂Z(h) ]
then the computational cost of the coupled MC estimator is
Ccoupled = M1C(X,Zh) + CQ̂Z(h).
Generally we would expect C(X,Zh) to be comparable to CX . One the other hand, while CQ̂Z(h) depends
heavily on the method we use to generate Q̂Z(h), it will generally be true that CQ̂Z(h)  CX because
generating statistics of Zh(t) does not require implementing the large number of stochastic events needed
for X(t). Moreover, as we have already mentioned it is often possible to bypass Monte Carlo methods
entirely to obtain these statistics since the process (Z(t), Y (t)) my have a very low dimensional stochastic
component. When Monte Carlo simulations are bypassed we only need to compute Q̂Z(h), even if we are
interested in doing computational experiments over a range of values of Ω.
5. Models without feedback
For networks without feedback, we can simply couple the full stochastic model to the PDMP by generating
a realization of Y (t) and using it to drive both the full model and the PDMP. This simplifies the complexity
analysis and also provides an upper bound on the achievable complexity of the coupled MCE for more
general systems. Explicitly, the coupling is
Y (t) = Y (0) +
∑
j∈J1
Πj
(∫ t
0
αj(Y (s))ds
)
uj (5.1a)
X(t) = X(0) +
∑
j∈J0
Πj
(
Ω
∫ t
0
αj(X(s)/Ω, Y (s))ds
)
kj (5.1b)
Z(t) = Z(0) +
∑
j∈J0
∫ t
0
αj(Z(s), Y (s))dskj (5.1c)
It is not difficult to see that (5.1) is a probabilistic coupling in the sense that the marginal distributions
of (X,Z) are indeed the distributions for the uncoupled processes X(t) and Z(t). In the present setting
algorithm 2 can be replaced by the simpler algorithm 3 which reuses the process Y (t) in an more efficient
manner. Algorithm 3 is also easier to implement with existing software since once can use preexisting
packages to perform algorithm 1 and the numerical integration.
The following Theorem, which is proved in Appendix B, gives a rigorous bound on the second moment
of the pathwise error, which can be used to estimate the variance.
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Algorithm 3 Simulation of (5.1)
1: Generate {Y (t)}0≤t≤T using algorithm 1.
2: Generate {X(t)}0≤t≤T using algorithm 1 with rates computed from {Y (t)}0≤t≤T .
3: Generate {Zh(t)}0≤t≤T using deterministic numerical integration with rates computed from
{Y (t)}0≤t≤T .
Theorem 5.1. Suppose Assumptions 1 and 2 hold in a network without feedback and let (Y (t), XΩ(t), Z(t))
be given by (5.1). Then
E[||XΩ(T )− Z(T )||211{τK > T}] = O(Ω−1). (5.2)
Theorem 5.1 implies an upper bound on the variance of the coupled paths. To see this, note that
Assumption 2 implies there exists C¯2(T ) indepndent of K and Ω such that.
E[||XΩ(T )− Z(T )||211{τK < T}] ≤ C¯2(T )C(T )K−1.
Following an argument in [5], for each γ ∈ (0, 1) we can select K such that
E[||XΩ(T )− Z(T )||211{τK < T}] ≤ γE[||XΩ(T )− Z(T )||21].
It follows that
E[||XΩ(T )− Z(T )||21] ≤
1
1− γO(Ω
−1) = O(Ω−1).
Letting Lf denote the Lipschitz constant of f , we have
V Ω(X,Zh) = Var(f(X
Ω
i (T ))− f(Zhi (T )))
≤ 2E[|f(XΩi (T ))− f(Zi(T ))|2] + 2E[|f(Zhi (T ))− f(Zi(t))|2]
≤ 2L2fE[||XΩ(T )− Z(T )||2] + 2L2fE[||Zh(T )− Z(T )||2].
The first term is O(h) (which is o(Ω−1)) assuming our numerical integration scheme is convergent.
5.1. Complexity analysis
When assumptions 1 and 2 are satisfied in a network without feedback, equation (4.4) and Theorem 5.1
imply that
Vcmc ∼M−11 V Ω(X,Zh) = M−11 Ω−1.
To make this asymptotically order ε2 we set
M1 = Ω
−1ε−2 = ε1/δ−2
The complexity of this estimator is then
Ccoupled = ε
1/δ−2C(X,Zh) + CQ̂Z(h).
As noted earlier, the rare and abundant species can be simulated separately using algorithm 3. Defining
CY := Complexity of Step 1 in algorithm 3
CX|Y := Complexity of Step 2 in algorithm 3
CZh|Y := Complexity of Step 3 in algorithm 3
we have
C(X,Zh) = CX|Y + CZh|Y + CY .
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On the other hand, for the crude MC estimator each path is obtained from the first two steps in algorithm
3, hence
Ccrude = ε
−2(CX|Y + CY ).
Therefore
Ccoupled = ε
1/δCcrude + ε
1/δ−2C(Zh|Y ) + CQ̂Z(h)
Using a high order numerical integration scheme (for example, a Runga-Kutta method) renders CZh|Y
negligible at leading order, while CX|Y = O(ε−1/δ). Since the rates affecting Y (t) do not scale with Ω, we
have CY = O(1). This means that
Ccrude = O(ε
−2−1/δ)
while
Ccoupled = O(ε
−2) + CQZ,h .
We work under the realistic assumption that CQZ,h = o(ε
−2), and therefore Ccoupled = O(ε−2).
6. Extension to models with feedback
Constructing an effective coupling for a model with feedback is more subtle. This is because we cannot
simply reuse the realization {Y (t)}0≤t≤T , as this would generally not yield a probabilistic coupling. In
other words, if we let (XΩ(t), Y X(t)) and (Z(t), Y Z(t)) be given by (3.8) and (3.9) where we have replaced
Y (t) with Y X(t) and Y Z(t) to emphasize these are different paths, it is generally not the case that Y X(t)
and Y Z(t) are equivalent in any standard sense of equivalence for stochastic processes. Formulating the
problem in this way suggests that the appropriate generalization of the coupling (5.1) in this setting involves
a coupling of Y X(t) and Y Z(t). Indeed, if we can construct a coupling that keeps ∆Y Ω(t) := Y X(t)−Y Z(t)
small, then
(XΩ(t), Y X(t)) = (XΩ(t),∆Y Ω(t) + Y Z(t))
should remain close to (Z(t), Y Z(t)), and when ∆Y Ω(t) = 0 for all t ≥ 0 we retrieve a coupling of the form
(5.1).
The method we will use to couple Y X(t) and Y Z(t) is known in the probability literature as the split
coupling [32] and has appeared in the context of coupling τ -leaping approximations with different values
of τ [33, 32]. Let us introduce the split coupling in the context of a much simpler problem, namely the
problem of coupling two homogenous Poisson processes with propensities α1 and α2. We continue to use
the convention that Πi(t) are independent unit rate Poisson process, so the two processes we wish to couple
can be written
Y1(t) = Π1(α1t), Y2(t) = Π2(α2t).
The idea of the split coupling is to break up these reaction channels into two parts, one that is common to
both the processes, and another that is specific to a given process. In this way, the coupling of Y1(t) and
Y2(t) will be driven by three Poisson processes: one counting the events that occur in both Y1(t) and Y2(t),
one counting the events occurring only in Y1(t), and another counting the events occurring only in Y2(t). In
order to write down the explicit representations of these counting processes we introduce the function
ρ(α1, α2) := α1 − α2 ∧ α1.
Now we observe that for two Poisson processes Π3(t) and Π4(t)
Π3((α1 ∧ α2)t) + Π4(ρ(α1, α2)t)
is identical in distribution to Y1(t) due to the additive property of the Poisson processes. It should then be
clear that (after introducing one additional Poisson processe Π5(·)), a coupled representation (Y1(t), Y2(t))
of Y1(t) and Y2(t) is given by
Y1(t) = Π3((α1 ∧ α2)t) + Π4(ρ(α1, α2)t)
Y2(t) = Π3((α1 ∧ α2)t) + Π5(ρ(α2, α1)t)
14
Here Π3(·) is the common counting process described above that counts the events occurring in both Y1(t)
and Y2(t), while Π4(·) and Π5(·) count the events only occurring in one process. If α1 ≈ α2, then ρ(α1, α2)
and ρ(α2, α1) will be small, so that there are relatively few events uncommon to both process, and hence
Y1(t) and Y2(t) remain close.
Returning to the problem of coupling YX(t) and YZ(t), the split coupling can be constructed in exactly
the same manner for each reaction channel indexed by J1. That is, for each j ∈ J1 we replace two uncoupled
counting processes of the form
Π1,j
(∫ t
0
αj(X
Ω(s), Y X(s))ds
)
, Π2,j
(∫ t
0
αj(Z(s), Y
Z(s))ds
)
,
where Π1,j(t) and Π2,j(t) are independent unit rate Poisson process, with
Π3,j
(∫ t
0
αj(Z(s), Y
Z(s)) ∧ αj(XΩ(s), Y X(s))ds
)
+ Π4,j
(
Ω
∫ t
0
ρ(αj(X
Ω(t), Y X(s)), αj(Z(s), Y
Z(s)))ds
)
Π3,j
(∫ t
0
αj(Z(s), Y
Z(s)) ∧ αj(XΩ(s), Y X(s))ds
)
+ Π5,j
(
Ω
∫ t
0
ρ(αj(Z(s), Y
Z(s)), αj(X
Ω(t), Y X(s)))ds
)
where Π3,j(t), Π4,j(t) and Π5,j(t) are all independent unit rate Poisson processes.
After substituting the coupled reaction channels into (3.8b) and (3.9b), with Πj → Π1,j and Πj → Π2,j ,
respectively, we obtain their coupled representation
Y X(t) = Y (0) +
∑
j∈J1
Π3,j
(∫ t
0
αj(Z(s), Y
Z(s)) ∧ αj(XΩ(t), Y X(s))ds
)
uj
+
∑
j∈J1
Π4,j
(∫ t
0
ρ(αj(X
Ω(s), Y X(s)), αj(Z(s), Y
Z(s)))ds
)
uj
(6.1a)
Y Z(t) = Y (0) +
∑
j∈J1
Π3,j
(∫ t
0
αj(Z(s), Y
Z(s)) ∧ αj(XΩ(t), Y X(s))ds
)
uj
+
∑
j∈J1
Π5,j
(∫ t
0
ρ(αj(Z(s), Y
Z(s)), αj(X
Ω(s), Y X(s)))ds
)
uj
(6.1b)
XΩ(t) = XΩ(0) +
∑
j∈J0
Πj
(
Ω
∫ t
0
αj(X
Ω(s), Y X(s))ds
)
kj (6.1c)
Z(t) = Z(0) +
∑
j∈J0
∫ t
0
αj(Z(s), Y
Z(s))dskj . (6.1d)
The structure of the coupled process is similar to that of the PDMP (3.9) in that there is a piecewise
deterministic component, Z(t), driven by a jump process whose evolution is governed by (6.1a-6.1c). In
other words, (6.1) can be rewritten in the form of (3.9) by replacing Y (t) with (Y X(t), Y Z(t), X(t)) and
adjusting the rates accordingly. Viewing the coupled paths in this way is convenient since we already know
how to simulate a generic PDMP. In particular, to generate sample paths of the coupled process (6.1) we
simply use Algorithm 2 with the appropriate replacements.
In order to extend Theorem 5.1 to the coupled processes in equation (6.1), recall that our original
motivation for coupling Y X(t) and Y Z(t) was so that the resulting coupled process would look like a
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perturbation of the coupling (5.1). Specifically, the perturbations come from the poisson processes Π4,j(·)
and Π5,j(·), and if these terms vanish, Y X(t) = Y Z(t), so that we retrieve the coupling of equation (5.1).
Using the process ∆Y Ω(t) defined above, we can write equations (6.1c) and (6.1d) as
XΩ(t) = XΩ(0) +
∑
j∈J0
Πj
(
Ω
∫ t
0
αj(X
Ω(s), Y X(s))ds
)
kj
Z(t) = Z(0) +
∑
j∈J0
∫ t
0
αj(Z(s), Y
X(s) + ∆Y Ω(s))kjds.
In the proof of Theorem 5.1 we relied on a Lipschitz bound of the form (3.3). Recalling the properties of
the rates αj , the appropriate generalization of the Lipschitz bound in the present context is
|αj(x1, y)− αj(x2, y + ∆y)| ≤ Lαj (K)||x1 − x2||+
deg(ζj(y))∑
p=1
aj,p||x2||||∆y||p.
where aj,p are constants independent of Ω. Squaring this inequality,
|αj(x1, y)− αj(x2, y + ∆y)|2
≤ Lαj (K)2||x1 − x2||2 + 2
∞∑
p=1
aj,pLαj (K)||x1 − x2||||x2||||∆y||p +
deg(ζj(y))∑
p=1
aj,p||x2||||∆y||p
2
(6.2)
It is clear that we now need to bound not only the moments of ||∆Y Ω(t)||1, as well as their products with
||XΩ(t) − Z(t)||1, in order to obtain a bound on the complexity of the coupled Monte Carlo estimator.
Note that Z(t) is bounded independent of Ω, so the ||x2|| terms in (6.2) do not play a significant role. For
simplicity, we focus on the case where ζj(y) is linear (deg(ζj(y)) = 1), while the general case will be analyzed
in a forthcoming more technical paper. The following Lemma, which is proved in Appendix C, provides us
with the result we need.
Lemma 6.1. Suppose Assumptions 1 and 2 hold and let (Y X(t), Y Z(t), XΩ(t), Z(t)) be given by (6.1).
Assume ζj(y) is linear for each j ∈ J2. Then
E[||∆Y Ω(T )||211{τK > T}] = O(Ω−1/2) (6.3a)
E[||XΩ(T )− Z(t)||1||∆Y Ω(T )||11{τK > T}] = O(Ω−1/2) (6.3b)
Using Lemma 6.1 and (6.2), we can obtain the following result.
Theorem 6.1. Suppose Assumptions 1 and 2 hold and let (Y X(t), Y Z(t), XΩ(t), Z(t)) be given by (6.1).
Moreover, assume ζj(y) is linear for each j ∈ J2. Then
E[||XΩ(T )− Z(T )||211{τK > T}] = O(Ω−1/2). (6.4)
Proof 6.1. We get this result after inserting (6.2) into the proof of Theorem 6.4 and applying Lemma 6.1.
It follows that V Ω(X,Zh) = O(Ω
−1/2) when X(t) and Zh(t) are coupled according to (6.1).
6.1. Complexity analysis
In light of the analysis for the coupled MCE without feedback, and Theorem (6.4), we would expect
that O(ε−2−1/2δ) complexity is achieved in the presence of feedback. To obtain this result one only needs
to show that C(X,Zh) = O(Ω) where the path is obtained from Algorithm 2. It is safe to assume that the
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Figure 1: (a) The CPU time used to compute an estimate of E[XΩ(10)] for each example, as well as the
theoretical bounds. We have used δ = 1.1. (b) The estimated variances using 105 samples of the coupled
paths, along with the theoretical bounds. Note the log scales on the time axis. We have used the LSODA
algorithm to perform the numerical integration of (3.13). Parameter values used are α = 1, β = 1, λ = 1.
µ = 0.8 for Example 3.2; and α = 1, β = 1, λ = 4. µ = 5. for Examples 3.3 and 3.4.
contribution to the complexity of the numerical integration steps in Algorithm 2 is o(Ω), but since we are
solving for the coupled paths (6.1) the frequency of the jump events computed by solving 3.13 scales with
Ω. These events then come to dominate the cost of this Algorithm so that we have C(X,Zh) = O(Ω), and as
expected, Ccoupled = O(ε
−2−1/2δ). Note that this result implies the computations are sped up by a factor
of O(ε−1/2δ) in contrast to the O(ε−1/δ) speed up when there is no feedback.
7. Numerical Examples
To illustrate that our theoretical complexity results can be achieved in practice we have applied our
coupled MCE to estimate E[XΩ(20)] for a range of system sizes. The results for Examples 3.2, 3.3 and 3.4
are displayed in Figure 1, where we have used the couplings (5.1) for the first two examples, and (6.1) for
the third.1 For Examples 3.2 we have solved for Q̂Z(h) by integrating the moment flow equations (A.4),
while in Examples 3.2 and 3.4 we have used the solution to (A.2) given in [22].
8. Conclusions
Variance reduction in Monte Carlo estimators through probabilistic coupling has been used extensively
in the scientific computing literature [33, 32, 15, 16]. However, there has been little work exploring the
application of simplified models to reduce variances in Monte Carlo estimators for complex chemical reaction
1These computations were performed on a 2014 MacBook Pro with a 2.6 GHz Intel Core i5 processor using Python 3
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networks. We have extended the idea of variance reduction to models with partial thermodynamic limits in
which the qualitative behavior of the full stochastic model is well approximated by a PDMP. Such population
models arise in the biological and chemical sciences whenever the population can be decomposed into a group
of abundant species, and a group of rare species. The rare species often act as an environment that controls
the dynamics of a large population, such as how the discrete state of a gene controls the production of a
protein. When there is no feedback from the abundant species in the population, the coupling of the full
model to the PDMP is straightforward. and we have shown that the coupling is indeed effective in reducing
the variance of the Monte Carlo estimator. We have also derived an effective coupling for models with
feedback, which applies to an extremely wide class of population models.
Our results suggest that approximate stochastic models, such as the ones studied rigorously in [4, 2, 5]
may be useful in the context of variance reduction for exact models. It would be particularly fruitful to
extend our work to develop computational tools that are specifically tailored to spatial process. In particular,
the reaction diffusion master equation (RDME) is a continuous time Markov chain approximation of reaction
diffusion processes for which there is a great deal of interest in simulating efficiently [34, 35]. Other future
directions include extending the coupling to other model reductions, such as the quasi-steady state, an idea
that was briefly explored in [15].
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A. Non-Monte Carlo based methods for a PDMP
The efficiency of the Monte Carlo methods introduced in this paper depend on our ability to obtain
statistics of the PDMP without resorting to Monte-Carlo based methods. In this section we give a brief
overview of the non-Monte Carlo based analysis of the PDMP. All non-Monte Carlo based methods are
derived from the forward Kolmogorov equation. While the Kolmogorov equation for the full model may
be prohibitively complex due to the combinatorial complexity when there are many particles, the PDMP
is often very simple. We note that the problem of developing efficient numerical methods for solving the
Kolmogorov equation for the full model and the PDMP is a very active area of research, but beyond the
scope of this work.
The main object of interest will be the generator of the process (Z(t), Y (t)),
Af(z, y) =
∑
j∈J0
αj(z, y)kj
 · ∇zf(z, y)
+
∑
j∈J1
αj(y − uj)f(z, y − uj)− αj(y)f(z, y).
(A.1)
A.1. Differential Chapman Kolmogorov equations
The forward Kolmogorov equation, or differential Chapman Kolmogorov (dCK) equation
d
dt
p(z, y, t) = A†p(z, y, t) (A.2)
gives the evolution of the density
p(z, y, t) = P(Z(t) = z, Y (t) = y).
Here the superscript † denotes the Hilbert adjoint operator with respect to the appropriate inner product.
The dCK equations are a system of hyperbolic PDEs, and will generally only be useful for numerical
simulation when they are finite dimensional. This occurs exactly when the rare species are conserved (||Y ||
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is constant) and the methods presented in this paper apply when this condition holds. The situation is
also tricky when the abundant species are not conserved because the domain of (A.2) may be unbounded.
However, we can often solve the PDE on a bounded domain provided the deterministic dynamics have a
trapping region. For example, see [22].
For example 3.2 with c = 1 the generator is
Af(z, 0) = −αz∂zf(z, 0)− λf(z, 0) + µf(z, 1)
Af(z, 1) = β(1− z)∂zf(z, 1) + λf(z, 0)− µf(z, 1)
so the dCK equation is
d
dt
p(z, 0, t) = α∂z[zp(z, 0, t)]− λp(z, 0, t) + µp(z, 1, t)
d
dt
p(z, 1, t) = −β∂z[(1− z)p(z, 1, t)] + λp(z, 0, t)− µp(z, 1, t),
along with the reflecting boundary conditions
p(0, y, t) = p(1, y, t) = 0.
A.2. Moment flow equations
While solving (A.2) numerically is preferable compared to Monte Carlo simulations of the PDMP (3.9)
for chemical reaction networks, significant computational gains can be made when one is only interested
in expected values of polynomial function of the process Z(t). This is done by deriving moment equations
which are ODEs for the dynamic evolution of the moments and point correlation of (Z(t), Y (t)). We derive
these from the backward Kolmogorov (bK) equation
d
dt
E[f(Z(t), Y (t))] = E[Af(Z(t), Y (t))]. (A.3)
For notationally simplicity we derive the moment equations when z ∈ R, although this derivation can easily
be generalized [36]. It is not difficult to see that the polynomial (3.4) is invariant under A. In particular, if
we set f
(r)
y′ (z, y) = z
r1{y = y′} and write the polynoomial in the form
αj(x, y) = ζj(y)
deg(αj)∑
i=1
αj,ix
i,
then
Af
(r)
y′ (z, y) =
∑
j∈J0
αrj(z, y)kjrf
(r−1)
y′ (z, y) +
∑
j∈J1
αj(y − uj)f (r)y′ (z, y − uj)− αj(y)f (r)y′ (z, y)
=
∑
j∈J0
ζj(y)rkj
deg(αj)∑
i=1
αj,if
(r−1+i)
y′ (z, y)
+
∑
j∈J1
ζj(y − uj)
deg(αj)∑
i=1
αj,if
(r+i)
y′ (z, y − uj)− ζj(y)
deg(αj)∑
i=1
αj,if
(r+i)
y′ (z, y)
This expression for Af
(r)
y′ (z, y) is particularly useful when A preserves the degree of polynomials. This will
happen when there is no feedback and deg(αj) = 1. Then, setting m
(r)
y (t) = E[f (r)y (Z(t), Y (t))], taking the
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exception of Af
(r)
y′ (Z(t), y) with respect to Z, and applying the bK equation (A.3) yields the closed system
of linear differential equations,
d
dt
m(r)y (t) =
∑
j∈J0
ζj(y)rkj
∑
i∈{0,1}
αj,im
(r−1+i)
y (t)
+
∑
j∈J1
ζj(y − uj)m(r)y+ui(t)− ζj(y)m(r)y (t)
(A.4)
which we refer to as the moment flow equations. If deg(αj) > 1 or the reaction network has feedback, then
the system is not closed and one has to resort to moment closure techniques, which generally approximate
the infinite-dimensional system of linear equations by a finite-dimensional system of nonlinear equations.
See for example [36, 37] for one approach. The efficiency of implementing a moment closure scheme depends
heavily on the specific problem, and a detailed discussion of the computational issues associated with solving
coupling moment equations is beyond the scope of this work.
One complication that arises in deriving moment equations is that the conservation rules used to derive
the dCK equation may be applicable to the moment equations. For example, taking c = 1 in example 3.2
we need to derive the moment flow equations for the first moments
m
(1)
i,j (t) = E[Xi(t)1Y (t) = j]
where Xi(t) = i+X(t)(1− 2i), i ∈ {0, 1}. These are
d
dt
m
(1)
0,0(t) = −αm(1)0,0(t) + λm(1)0,1(t)− µm(1)0,0(t)
d
dt
m
(1)
0,1(t) = βm
(1)
1,1(t)− λm(1)0,1(t) + µm(1)0,0(t)
d
dt
m
(1)
1,0(t) = αm
(1)
0,0(t) + λm
(1)
1,1(t)− µm(1)1,0(t)
d
dt
m
(1)
1,1(t) = −βm(1)1,1(t)− λm(1)1,1(t) + µm(1)1,0(t).
The original system has two conservation rules but the moment equations only have one, so the system
above could be reduced to a three dimensional system, but we cannot obtain a two dimensional system of
moment equations from the two dimensional dCK equation. Instead we have derived these from the dCK
equations without conservation.
B. Proof of Theorem 5.2
Throughout this Appendix || · || = || · ||1 and t < T is fixed. Let Lαj (K) denote the maximum Lipschitz
constant of αj(·, y) over all values of y, which is independent of Ω but depends quadratically on K. Define
the constants
B1 =
∑
j∈J0
||kj ||Lαj (K)
B2 = max
j
||kj |||J0|
and let Π̂i := Πi(t)− t denote the centered Poisson process. Note that both B1 and B2 are independent of
Ω.
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Proof B.1 (Proof of Theorem 5.2). Using the triangle inequality and adding and subtracting the appro-
priate terms, we have
||XΩ(t)− Z(t)|| ≤ max
j∈J0
||kj ||
∑
j∈J0
∣∣∣∣Ω−1Πj (Ω∫ t
0
αj(X
Ω(s), Y (s))ds
)
−
∫ t
0
αj(Z(s), Y (s))ds
∣∣∣∣
= max
j∈J0
||kj ||
∑
j∈J0
∣∣∣∫ t
0
αj(X
Ω(s), Y (s))− αj(Z(s), Y (s))ds
+ Ω−1Π̂j
(
Ω
∫ t
0
αj(X
Ω(s), Y (s))ds
) ∣∣∣
≤ max
j∈J0
||kj ||
∑
j∈J0
∫ t
0
|αj(XΩ(s), Y (s))− αj(Z(s), Y (s))|ds
+ max
j∈J0
||kj ||
∑
j∈J0
Ω−1
∣∣∣∣Π̂j (Ω ∫ t
0
αj(X
Ω(s), Y (s))ds
)∣∣∣∣
≤ max
j∈J0
||kj ||
∑
j∈J0
∫ t
0
Lαj (K)||XΩ(s)− Z(s)||ds
+ max
j∈J0
||kj ||
∑
j∈J0
Ω−1
∣∣∣∣Π̂j (Ω ∫ t
0
αj(X
Ω(s), Y (s))ds
)∣∣∣∣
≤ B1
∫ t
0
||XΩ(s)− Z(s)||ds+ max
j∈J0
||kj ||
∑
j∈J0
Ω−1
∣∣∣∣Π̂j (Ω ∫ t
0
αj(X
Ω(s), Y (s))ds
)∣∣∣∣ .
Then squaring both sides of our inequality and applying Cauchy-Schwarz yields
||XΩ(t)− Z(t)||2 ≤ 3B21t
∫ t
0
||XΩ(s)− Z(s)||2ds
+ 3B22Ω
−2 ∑
j∈J0
(
Π̂j
(
Ω
∫ t
0
αj(X
Ω(s), Y (s))ds
))2
.
Since the quadratic variation of the Martingale Π̂i(·) is Πj(·) and Π̂i(·)2 − Πj(·) is Martingale [19], the
optional stopping theorem implies
E
[(
Π̂j
(
Ω
∫ t
0
αj(X
Ω(s), Y (s))ds
))2]
= E
[
Πj
(
Ω
∫ t
0
αj(X
Ω(s), Y (s))ds
)]
,
and noting that t ≤ τK an application of the smoothing formula [31] gives
E
[
Πj
(
Ω
∫ t
0
αj(X
Ω(s), Y (s))ds
)]
≤ E [Πj (ΩtLαj (K)K)] = ΩtLαj (K)K
where K is given in (3.6). Now set
B3 = 4T
2
∑
j∈J0
Lαj (K).
Taking the expectation of the original expression and applying Fubini’s theorem we get
E[||XΩ(t)− Z(t)||2] ≤ B1
∫ t
0
E[||XΩ(s)− Z(s)||2]ds+ Ω−1B22B3K.
After noting that all constants are O(1), the result follows from Gro¨nwall’s inequality.
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C. Proof of Lemma 6.3
In this Appendix a ≤C b will indicate that a ≤ Cb for some constant C that is independent of Ω (but
may depend on K and t). Note that we are referring to different constants C in each use of this notation.
In order to increase readability we will not keep track of the specific values of C, but the proof of Theorem
5.2 gives a blueprint for how these constants can be derived. In the following proofs we will refer to the
random variables
A1,j(t) :=
∫ t
0
ρ(αj(X
Ω(s), Y X(s)), αj(Z(s), Y
Z(s)))ds
A2,j(t) :=
∫ t
0
ρ(αj(Z(s), Y
Z(s)), αj(X
Ω(s), Y X(s)))ds.
Of course
∆Y Ω(t) =
∑
j∈J2
(Π4,j(A1,j(t))−Π5,j(A2,j(t)))uj .
Lemma C.1. Suppose Assumptions 1 and 2 hold and let (Y X(t), Y Z(t), XΩ(t), Z(t)) be given by (6.1).
Moreover, assume ζj(y) is linear for each j ∈ J2. Then
E[||XΩ(t)− Z(t)||1{τK > T}] ≤C
∫ t
0
E[||∆Y Ω(s)||]ds+O(Ω−1/2)
Proof C.1. Take t < τK . Following the proof of Theorem 5.2, we have
||XΩ(t)− Z(t)|| ≤C
∫ t
0
||XΩ(s)− Z(s)||ds+
∫ t
0
||∆Y Ω(s)||||Z(s)||ds
+
∑
j∈J0
Ω−1
∣∣∣∣Π̂j (Ω∫ t
0
αj(X
Ω(s), Y (s))ds
)∣∣∣∣ .
Using Jenson’s inequality and the Martingale stopping theorem,
E
[∣∣∣∣Π̂j (Ω∫ t
0
αj(X
Ω(s), Y (s))ds
)∣∣∣∣]
≤ E
[∣∣∣Π̂j (ΩtLαjKt)∣∣∣] ≤ (E [(Π̂j (ΩtLαjKt))2])1/2
=
(
E
[
Πj
(
ΩtLαjKt
)])1/2
= O(Ω1/2)
from which is follows that
E[||XΩ(t)− Z(t)||] ≤C
∫ t
0
E[||XΩ(s)− Z(s)||]ds+
∫ t
0
E[||∆Y Ω(s)||||Z(s)||]ds+O(Ω−1/2)
so that the result is obtained from Gro¨nwall’s inequality and the fact that Z(t) is bounded and independent
of Ω.
Lemma C.2. Suppose Assumptions 1 and 2 hold and let (Y X(t), Y Z(t), XΩ(t), Z(t)) be given by (6.1).
Moreover, assume ζj(y) is linear for each j ∈ J2. Then
E[||∆Y Ω(t)||1{τK > T}] ≤C
∫ t
0
E[||XΩ(s)− Z(s)||]ds.
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Proof C.2. Take t < τK .
||∆Y Ω(t)||1 ≤C
∑
j∈J1
|Π4,j (A1,j(t))−Π5,j (A2,j(t)) |
Since the Poisson processes are positive,
E[|Π4,j (A1,j(t))−Π5,j (A2,j(t)) |] ≤ E[Π4,j (A1,j(t)) + Π5,j (A2,j(t))]
= E[A1,j(t) +A2,j(t)].
Now observe that for any α1, α2 > 0,
ρ(α1, α2) + ρ(α2, α1) = α1 − α1 ∧ α2 + α2 − α1 ∧ α2
= α1 + α2 − 2α1 ∧ α2
≤ 2(α1 ∨ α2 − α1 ∧ α2) = 2|α1 − α2|,
and hence
A1,j(t) +A2,j(t) ≤
∫ t
0
ρ(αj(X
Ω(s), Y X(s)), αj(Z(s), Y
Z(s)))
+ ρ(αj(Z(s), Y
Z(s)), αj(X
Ω(s), Y X(s)))ds
≤ 2
∫ t
0
|αj(XΩ(s), Y X(s))− αj(Z(s), Y Z(s)))|
≤C
∫ t
0
||XΩ(s)− Z(s)||ds+
∫ t
0
||∆Y Ω(s)||||Z(s)||ds.
Consolidating our findings,
E[||∆Y Ω(t)||] ≤C
∫ t
0
E[||XΩ(s)− Z(s)||] +
∫ t
0
E[||∆Y Ω(s)||||Z(s)||]ds.
Gro¨nwall’s inequality once again yields the final result.
Theorem C.1. Suppose Assumptions 1 and 2 hold in a network with feedback and let (Y X(t), Y Z(t), XΩ(t), Z(t))
be given by (6.1). Moreover, assume ζj(y) is linear for each j ∈ J2.
E[||∆Y Ω||11{τK > T}] = O(Ω−1/2) (C.1a)
E[||XΩ(T )− Z(T )||11{τK > T}] = O(Ω−1/2) (C.1b)
Proof C.3. Combing Lemma C.1 and Lemma C.2, we have
E[||∆Y Ω(t)||1] ≤C
∫ t
0
E[||∆Y Ω(s)||1]ds+O(Ω−1/2)
so that Gro¨nwall’s inequality yields (C.1a) and (C.1b) follows from another application of Lemma C.2.
Lemma C.3. Let Π1(t) and Π2(t) be Ft-adapted unit rate Poisson processes and t1 and t2 be Ft-stopping
times with t1 ∨ t2 ≤ D almost surely. Then,
E[Π1(t1)2 + Π2(t2)2] ≤ (2D + 1)E[t1 + t2].
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Proof C.4. From [5, Lemma 3.1] we have
E[Πj(tj)2] = 2E[Πj(tj)tj ]− E[t2j ] + E[tj ],
from which it follows that
E[Π1(t1)2 + Π2(t2)2]
= 2E[Π1(t1)t1 + Π2(t2)t2]− E[t21 + t22] + E[t1 + t2]
≤ 2E[(t1 ∨ t2)(Π1(t1) + Π2(t2))] + E[t1 + t2]
≤ 2DE[Π1(t1) + Π2(t2)] + E[t1 + t2] = (2D + 1)E[t1 + t2].
Proof C.5 (Proof of Lemma 6.1). We first establish (6.3a):
||∆Y Ω(t)||2 ≤C
∑
j∈J2
(Π4,j (A1,j(t))−Π5,j (A2,j(t)))2
≤C
∑
j∈J2
(Π4,j (A1,j(t)) + Π5,j (A2,j(t)))
2
≤C
∑
j∈J2
Π4,j (A1,j(t))
2
+ Π5,j (A2,j(t))
2
In order to apply Lemma C.3 we need to bound the internal times. For A1,j(t),
A1,j(t) =
∫ t
0
αj(X
Ω(s), Y X(s))− αj(XΩ(s), Y X(s)) ∧ αj(Z(s), Y Z(s)))ds
≤
∫ t
0
αj(X
Ω(s), Y X(s))ds ≤ tαj(K, c).
In fact, the same bound holds for A2,j(t). It follows that
E[Π4,j (A1,j(t))2 + Π5,j (A2,j(t))2] ≤ (tαj(K, c) + 1)E[Π4,j (A1,j(t)) + Π5,j (A2,j(t))]
= (tαj(K, c) + 1)E[A1,j(t) +A2,j(t)]
≤C
∫ t
0
E[||XΩ(s)− Z(s)||]ds+
∫ t
0
E[||∆Y Ω(s)||]ds
Theorem C.1 now implies (6.3a). In order to obtain (6.3b), simply note ∆Y Ω(t) is bounded by a constant
and apply (C.1b).
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