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1Introduzione
Questo lavoro è iniziato a partire da un interrogativo molto semplice che poi è andato
sempre più  arricchendosi di contenuti  non soltanto filosofici ma anche scientifici: quali
sono i rapporti che legano le strutture anatomiche alle funzioni biologiche? 
Tale domanda sorse spontanea in me più di due anni fa, quando iniziai a rendermi conto
che non avrei potuto comprendere alcuna descrizione biochimica e biofisica, le basi per
eccellenza  di  qualsivoglia  spiegazione  fisiologica  o  fisiopatologica,  se  non  avessi
riflettuto  sulle  peculiarità  geometriche  delle  strutture  in  cui  avvenivano  i  diversi
processi  e  se  non avessi  avuto  chiari  i  diversi  tipi  di  relazioni,  tanto  morfologiche
quanto funzionali, che sussistevano tra le diverse parti anatomiche di un organismo. La
genesi di questo lavoro è da ricercare nel mio tentativo di dare risposta a un problema
conoscitivo che mi ha arrovellato per più di due anni e le cui conclusioni, lo riconosco
con onestà, sono “aperte” e parziali.  E'  stato un percorso lungo, ricco di prospettive
sempre  nuove e  impreviste,  tremendamente affascinante e  costantemente  guidato da
quell'unica domanda: come pensare il rapporto tra le forme e le funzioni?
Mi resi ben presto conto dell'enorme rilevanza che aveva tale interrogativo all'interno
della  storia  delle  scienze delle  vita  (biologia e medicina)  e di  un possibile  dibattito
filosofico  intorno  a  esse  tanto  da  una  prospettiva  ontologica  quanto  da  una
epistemologica. 
Lo studio del rapporto che lega le forme anatomiche alle funzioni è stato per secoli -e lo
è ancora adesso, sebbene con aspetti nuovi e differenti rispetto al passato- il programma
di ricerca (ovvero l'euristica) che ha guidato la storia dell'anatomia,  della  fisiologia,
dell'anatomia patologica e di tutte le varie branche della biologia. 
2Come osserva  correttamente  Dröscher1,  il  dibattito  sulle  funzioni  biologiche  è  stato
segnato  durante  tutta  l'età  moderna  da  due  orientamenti:  uno  vitalista  e  uno
meccanicista2. Il primo, di ispirazione aristotelica con grandi ricadute non soltanto sul
pensiero biologico scolastico e rinascimentale bensì anche su quello dell'età moderna,
ritiene  che  i  sistemi  biologici  seguano  leggi  differenti  rispetto  a  quelle  del  mondo
inorganico e che il principio generale della vita dovesse essere intravisto nell'anima3 o
in  un  élan vital.  Il  secondo,  iniziatosi  ad  affermare  col  secolo  XVII,  ritiene  che  il
comportamento di un sistema biologico fosse simile a quello di una macchina4 e che le
proprie funzioni potessero esser spiegate facendo riferimento a meccanismi insiti nelle
sue strutture anatomiche, senza un necessario riferimento a una presunta “anima” che
governasse  la  vita  dell'organismo.  Molto  spesso  la  contrapposizione  tra  vitalisti  e
meccanicisti ha assunto l'aspetto di una diatriba tra coloro che sostenevano una lettura
meramente teleologica delle funzioni biologiche e quelli che, invece, ne appoggiavano
una rigorosamente meccanicista. Due importanti figure settecentesche di meccanicisti
(iatromeccanici)  furono  quelle  di   Boerhaave5,  che  pensava  che  il  comportamento
dell'intero organismo potesse esser ricondotto alla relazione reciproca fra le sue parti, e
di  Hales6,  il  primo  a  inventare  un  sistema  per  misurare  la  pressione  circolatoria
1 DRÖSCHER, A., Biologia: Storia e concetti, Carocci, Roma, 2008.
2 Cfr. Ivi, pp. 186-203.
3 Cfr. ARISTOTELE, L'anima, a cura di G. Movia, Bompiani, Milano, 2010, pp. 115-117: «Tra i corpi
naturali, poi, alcuni possiedono la vita ed altri no; chiamiamo vita la capacità di nutrirsi da sé, di crescere
e di deperire. […] L'anima non è il corpo, giacché il corpo non è una delle determinazioni di un soggetto,
ma piuttosto è esso stesso soggetto e materia. Necessariamente dunque l'anima è sostanza, nel senso che è
forma di un corpo naturale che ha la vita in potenza. […] L'anima è l'atto primo di un corpo naturale che
ha la vita in potenza. Ma tale corpo è quello che è dotato di organi» [De anima, 412 a14-21; 412a30].
Inoltre, Ivi, p. 123:  «Per ora ci si limiti ad affermare quanto segue: l'anima è il principio delle facoltà
menzionate ed è definita da esse, ovvero dalla facoltà nutritiva, sensitiva, razionale e dal movimento» [De
anima, 413b13].
4 Cfr.  DRÖSCHER,  A.,  Biologia:  Storia  e  concetti,  op.  cit.,  p.  187:  «la  maggior  parte  degli
iatromeccanici  non  affermava  che  il  corpo  fosse una  macchina,  ma  considerava  questo  un  modello
euristico per comprendere meglio il suo funzionamento».
5 Si menzioni BOERHAAVE, H., Institutiones medicae in usus annuae exercitationis domesticos, Apud
Joh. & Herm. Verbeek, Leiden, 1708.
6 Il  testo più importante del reverendo Stephen Hales è  Philosophical Experiments,  W. Innys and R.
Manby, London, 1739.
3dell'acqua  e  della  linfa  nelle  piante7.  Altra  figura  fondamentale  di  meccanicista
settecentesco  fu  Albrecht  von  Haller  che,  nei  suoi  Elementa  physiologiae  corporis
humani, proponeva un metodo d'indagine fisiologico in cui la funzione di un organo
doveva esser  studiata  sempre in  relazione alla  propria  struttura morfologica.  Era un
modo che si potrebbe definire “anatomico” di approcciarsi alla fisiologia del vivente8.
Durante il XIX secolo la fisiologia si staccò sempre più dall'anatomia spezzando, da un
lato, il  legame tra la forma e la funzione,  dall'altro migliorando sempre più i propri
rapporti  con discipline  quali  la  fisica  e  la  chimica.  La  fisiologia  stessa  assunse  un
impianto sperimentale9. Il vitalismo, ad ogni modo, attecchì in certi ambienti tedeschi
della prima metà del XIX secolo ed ebbe in figure quali Medicus, Wolff e Blumenbach
degli importanti esponenti10.  Durante il XIX secolo, comunque, il vitalismo si esaurì
lasciando  esclusivamente  il  posto  a  letture  meccanicistiche delle  funzioni  vitali.  La
transizione da uno studio fisiologico ancora impregnato di elementi “vitalisti” a uno del
tutto  basato  sullo  studio  delle  leggi  chimiche  e  fisiche  che  regolano  i  meccanismi
essenziali per un sistema biologico non fu per nulla veloce. Nonostante le importanti
scoperte  che  von  Liebig  introdusse  nel  1842  nella  sua  Thierchemie (“Chimica
animale”), durante buona parte del XIX secolo non si pensava che il carbonio potesse
rappresentare  l'atomo  basilare di  tutta  la  chimica  organica11.  Un grande mutamento
7 Cfr. Ivi, p. 189. 
8 Furono in tal  senso fondamentali  gli  studi di  Haller sulla fibra muscolare e la localizzazione della
contrattilità cardiaca nella struttura anatomica delle sue fibre.
9 Le indagini sul fenomeno dell'assorbimento nei corpi viventi, da parte di François Magendie, furono le
prime a concepire le funzioni fisiologiche in modo indipendente dalle strutture anatomiche. Si distinsero
poi su questa strada grandi figure di fisiologi ottocenteschi quali Warburg, Szent-György, Helmholtz.
10 Cfr. DRÖSCHER, A., Biologia: Storia e concetti, op. cit., p. 199. Friedrich Casimir Medicus (1736-
1808) sviluppò, all'interno dei propri studi di embriologia, una particolare lettura circa le interazioni tra
anima, materia e forza vitale. Caspar Friedrich Wolff (1733-1794), presentò la tesi di una vis essentialis
per spiegare l'armonia dello sviluppo di un organismo vivente. Johann Friedrich Blumenbach (1752-1840)
espose  la  propria  visione  vitalista  attraverso  il  ricorso  a  concetti  quali  Bildungstrieb (impulso  di
formazione) e Lebenskraft (forza vitale), i quali si opponevano a forze intese in modo puramente fisico o
chimico.
11 Cfr. Ivi, pp. 81-84. La figura di Julius von Liebig (1803-1873) fu molto importante per la storia della
biochimica principalmente per una serie di scoperte e di teorie di enorme rilievo: 1) elaborò un metodo
4culturale avvenne tra il 1895 e il 1898 quando fu dimostrata l'esistenza di tre enzimi
fondamentali per tutti i processi biochimici: l'ossidasi, la  sintasi e la  zimasi. Il primo
enzima è coinvolto in tutte le reazioni di ossido-riduzione, il secondo in quelle di sintesi
di nuovi substrati o intermedi metabolici, il terzo catalizza i processi fermentativi. Oltre
questi,  anche  le  fondamentali  scoperte  di  Warburg12 consentirono  di  conferire  uno
statuto autonomo alla neonata “biochimica”. Sempre durante il XIX secolo cominciò a
essere studiata la struttura morfologica della cellula arrivando a comprendere che essa
era l'unità funzionale basilare di ogni sistema biologico tanto per la fisiologia quanto per
la fisiopatologia. Nonostante sia stato Hooke13 ad aver per primo osservato e descritto le
cellule, furono Schleiden14 e Schwann15 a elaborare nel biennio 1838-39 una Zelltheorie
(teoria cellulare) e una Theorie der Zellen (teoria della cellula) combinando gli studi dei
predecessori con una tecnologia nuova quale la microscopia. La Zellenlehre (“dottrina
della  cellula”)  pose  le  basi  per  una  concezione  materialista dell'anatomia,  della
fisiologia e dell'embriologia. Se Schleiden e Schwann ebbero un'importanza enorme per
per determinare la quantità di carbonio e idrogeno presente nelle sostanze organiche. Ciò rese le sostanze
organiche e le loro trasformazioni chimiche analizzabili.  2) Sviluppò, insieme a Friedrich Wöhler,  la
teoria dei radicali: la tesi per cui certi raggruppamenti di atomi in certe sostanze si mantengano inalterati
nonostante molte trasformazioni non distruttive della sostanza. 3) Insieme a Friedrich Wöhler elaborò la
teoria  dell'isomeria:  diverse  molecole,  sebbene  composte  degli  stessi  atomi,  li  possiedono  distribuiti
spazialmente in modo diverso all'interno di esse e ciò genera sostanze diverse. 
12 Cfr.  Ivi,  p.  86.  Warburg riuscì  a  ottenere risultati  davvero brillanti  perfezionando la  tecnica della
manometria (i.e. misura della pressione di un gas) per analizzare il consumo e la produzione di O2 e CO2
nei tessuti viventi. Egli inoltre compì degli importanti studi sul ruolo catalitico delle porfirine contenenti
ferro  (il  cosiddetto  “gruppo  eme”)  nelle  ossidazioni  biologiche  (oggi  si  sa  che  tale  reazione  viene
effettuata dal complesso enzimatico della citocromo ossidasi nei mitocondri).
13 Il  noto  fisico  inglese  Robert  Hooke  (1635-1703)  pubblicò  nel  1665  la  propria  monografia
Micrographia in  cui  descrisse  le  proprie  scoperte  fatte  con  diversi  tipi  di  lenti  tra  cui  lo  studio  di
organismi viventi con l'utilizzo di microscopi. E' in quest'opera che compare per la prima volta il termine
“cellula”  relativamente  a  piccole  strutture  che  Hooke  aveva  individuato  mediante  la  sua  indagine
microscopica del sughero.
14 Per quel che concerne Matthias Jacob Schleiden (1804-1881), l'opera più importante riguardo la natura
della cellula -sia come parte costitutiva di un organismo sia come struttura morfologica dotata di una sua
autonomia- è Beiträge zur Phytogenesis (“Contributi alla fitogenesi”), Veit, Berlin, 1838.
15 Theodor Schwann (1810-1882) pubblicò nel 1839 i propri studi sulla struttura di diversi tipi di cellule
nella monografia  Mikroskopische Untersuchungen  über die  Übereinstimmung in der Struktur und dem
Wachstum der Thiere und Pflanzen (“Ricerche  microscopiche sulla  conformità  della  struttura e  della
crescita  di  animali  e  piante”),  Sander,  Berlin.  In  tale  opera Schwann affermò la  validità  della  teoria
cellulare di Schleiden per tutti gli organismi.
5lo studio della morfologia e della fisiologia cellulare, Virchow rivestì un ruolo di primo
piano per i pionieristici studi sulla “patologia cellulare”. Egli, nella celebre opera del
1858,  Die  Cellularpathologie  in  ihrer  Begründung  auf  physiologische  und
pathologische Gewebenlehre (“La patologia cellulare nella sua fondazione dall'istologia
fisiologica e patologica”), affermò la tesi per cui la genesi delle patologie doveva esser
ricercata in alterazioni, tanto morfologiche quanto funzionali, a livello della cellula. Egli
sottolineò come le cellule, pur nella loro interdipendenza e relazione reciproca, godano
di uno statuto autonomo.
Agli  inizi  del  XX  secolo,  per  quanto  si  sapesse  che  la  cellula  fosse  la  struttura
morfologica basilare di tutte le funzioni fisiologiche e fisiopatologiche di un organismo
biologico, non era per nulla chiaro il modo in cui essa si relazionasse all'intero corpo.
Un importante risposta a questo interrogativo arrivò da Wilson che propose per la prima
volta nel 1896, nella sua opera intitolata The Cell in Development and Inheritance (“La
cellula nello sviluppo e nell'eredità”), la tesi per cui l'organizzazione di un corpo vivente
dovesse  consistere  in  una  struttura  gerarchica  dotata  di  parti  interdipendenti.  Egli
riteneva che la peculiarità del fenomeno “vita” consistesse nella capacità di ogni corpo
di coordinare l'attività delle proprie diverse parti. Accadde, dunque, che 
nei  primi  decenni  del  Novecento  si  evidenziò  così  con  sempre  maggiore
forza l'idea che gli esseri viventi erano non solo organizzati, ma che lo erano
in maniera gerarchica. […] Per essere un'unità o un sistema, ogni livello ha
bisogno di un numero minimo di parti disposte in modo funzionale. Anche
queste  parti  sono,  a  loro  volta,  costituite  da  un  numero  minimo di  parti
disposte in modo funzionale e così via16. 
16 DRÖSCHER, A., Biologia: Storia e concetti, op. cit., pp. 218-219. 
6Questa consapevolezza della natura gerarchica delle strutture morfologiche e funzionali
dei sistemi biologici generò un orientamento che si poneva al di là del meccanicismo e
del vitalismo e che intendeva abbracciare la natura dell'organismo nella sua interezza
(i.e.  nell'interconnessione  delle  sue  parti):  l'olismo.  Tale  movimento  ebbe  in  Smuts,
Haldane,  Meyer-Abich i  suoi più importanti  esponenti17.  Fu il  biologo Bertalanffy a
trasformare la visione “olistica” dell'organismo in quella di “sistema dinamico”18. Ciò
aprì  le  porte  a  un  lungo  dibattito  novecentesco  segnato  da  una  modificazione
progressiva del concetto di  “organismo biologico”: o come sistema studiabile da un
punto di vista cibernetico, oppure in termini di teoria dell'informazione oppure, ancora,
mediante il concetto di “struttura dissipativa”. Il concetto di “cibernetica” (dal greco
kybernetes, “timoniere”) fu introdotto per la prima volta negli anni '40 del XX secolo da
Norbert Wiener19, il quale riteneva che un sistema biologico presentasse funzioni simili a
quelle  di  strutture  artificiali  capaci  di  processare  informazioni  e  di  mantenersi
dinamicamente stabili e relativamente indipendenti dall'esterno mediante meccanismi di
auto-regolazione di cui il più importante doveva essere certamente quello a “feedback
negativo”20. Il lavoro di Wiener presenta al suo interno una lettura dei sistemi complessi
17 Cfr. Ivi, pp. 222-224. Per Jan Chrstian Smuts (1870-1950) si citi  Holism and Evolution, Macmillan
And Company Limited,  London,  1926; per  John Scott  Haldane (1860-1936) si  consideri  l'opera  The
Philosophical Basis of Biology: Donnellan Lectures, University of Dublin 1930, Hodder & Stoughton,
London, 1931;  per  Adolf  Meyer-Abich (1893-1971) si  citi  Logik der  Morphologie im Rahmen einer
Logik der gesamten Biologie, Springer, Berlin, 1926.
18 Cfr. DRÖSCHER, A., Biologia: Storia e concetti, op. cit., pp. 228-231. Per quel che concerne l'opera
più  importante  di  Ludwig  von  Bertalanffy,  si  menzioni  General  Systems  Theory:  Foundations,
Development, Applications, George Braziller, New York, 1968.
19 Cfr. WIENER, N., Cybernetics: Or Control and Communication in the Animal and the Machine, MIT
Press, Cambridge, Massachusetts, 1948.
20 Naturalmente un siffatto concetto di “meccanismo di regolazione” si presentava del tutto congruo a
quel principio generale della fisiologia e della fisiopatologia definito “omeostasi”. Il primo a introdurre il
concetto di “omeostasi” fu il  grande biologo francese Claude Bernard in Introduction  á l'étude de la
médecine  expérimentale,  Baillière,  Paris,  1865  e,  inoltre,  in  Leçons  sur  les  phénomènes  de  la  vie
communs aux animaux et aux végétaux, Baillière, Paris, 1878.
7in  termini  di  teoria  dell'informazione21.  Infine,  le  ricerche  di  Ilya  Prigogine22 sulle
cosiddette  “strutture  dissipative”  (in  merito  alla  termodinamica  dei  processi
irreversibili)  mostrarono  che  tutti  i  sistemi  biologici  mantengono  la  loro  stabilità
strutturale  e  funzionale in  virtù  di  un  flusso  di  “entropia  negativa”  definito
“neghentropia”23. L'intero fenomeno “vita” era per Prigogine riconducibile fisicamente
al  fatto  che  l'intero  sistema  biologico  si  mantiene  lontano  dagli  stati  di  equilibrio
termodinamico, dal momento che solo in questa condizione può garantire un continuo
scambio di energia e di materia con l'ambiente esterno. 
Da  un  punto  di  vista  filosofico  il  problema  dello  statuto  logico,  ontologico  ed
epistemologico  delle  proposizioni  “funzionali”  e,  per  esteso,  di  tutte  le  funzioni
biologiche ha avuto un'enorme rilevanza nel dibattito “funzionalista” iniziato con gli
anni '50 del XX secolo. Il capitolo 1 di questo lavoro ripercorre le principali posizioni
relative a quattro nuclei tematici del funzionalismo: lo statuto logico ed epistemico delle
proposizioni funzionali (sezione 1.1), la possibilità di considerare causali le spiegazioni
funzionali (sezione 1.2), la possibilità di pensarle teleologiche (sezione 1.3), infine se
esse possano esser considerate in una prospettiva riduzionistica (sezione 1.4). Il dibattito
sul funzionalismo si configurò come una grande discussione sul valore delle spiegazioni
biologiche, dal momento che il concetto di “funzione” ne rappresentava proprio la base.
La  grande  pecca  del  funzionalismo  consistette  proprio  nel  considerare  le  funzioni
biologiche e le rispettive descrizioni come qualcosa di scisso dalle strutture anatomiche.
21 Sempre  nel  1948  uscì  una  raccolta  di  articoli  sulla  teoria  dell'informazione  da  parte  di  Claude
Elsewood Shannon, ʻA Mathematical Theory of Communicationʼ, in Bell System Technical Journal, vol.
27, pp. 379-423; 623-656, confluita nel 1949 in SHANNON, C. E. e W. WEAVER,  The Mathematical
Theory of Communication, The University of Illinois Press, Urbana, Illinois.
22 Non  sono  poche  le  opere  di  Prigogine  sul  tema.  Si  citino  soltanto:  Self-Organisation  in  Non-
Equilibrium Systems, Wiley & Sons, New York, 1977 (scritto con G. Nicolis) e  The End of Certainty.
Time, Chaos and the Laws of Nature, Simon & Schuster, New York, 1997 (scritto con I. Stengers).
23 Il concetto di “neghentropia” fu coniato per la prima volta da Erwin Schrödinger nella sua monografia
What  is  life?  -  the  Physical  Aspect  of  the  Living  Cell,  Cambridge University  Press,  Cambridge,
Massachusetts, 1948. La neghentropia, J =  Smax –  S , è la differenza tra un valore di entropia massimo
potenzialmente raggiungibile dal sistema e il suo valore attualmente presente. 
8Sicuramente ciò ha delle motivazioni storiche ben precise ritrovabili proprio nel breve
excursus storico tratteggiato prima: considerare le descrizioni funzionali come qualcosa
che possa esser ricondotto  toto coelo alla propria base fisica e chimica.  Una lettura
siffatta, tuttavia, come dimostro nel presente lavoro si sarebbe presentata sempre più
angusta e non corrispondente a quelli che sono, nella realtà, i “sistemi complessi”.
Questo lavoro inizia presentando il modello nomologico-deduttivo di Hempel che aveva
lo scopo di proporre un criterio “forte” di epistemicità delle proposizioni nei diversi
ambiti del sapere cosiddetto “scientifico”. Hempel si trovò ad espungere da tale modello
tutte le proposizioni funzionali (i.e. tutte le descrizioni biologiche), poiché riteneva che
esse non avessero nel loro  explanans delle condizioni effettivamente  necessarie atte a
garantire una deduzione logica rigorosa di un explanandum valido universalmente. Una
siffatta visione viene parzialmente accettata e parzialmente ripudiata da Nagel, il quale
pensava  che  un  elemento  di  necessità (dunque  di  normatività)  all'interno  delle
descrizioni funzionali fosse presente. Segue la critica di Cummins nei confronti di tutte
quelle  letture  funzionalistiche  che  avevano  letto  le  funzioni  in  termini  di  “effetti
selezionati”. A ciò egli contrappone una lettura dello statuto ontologico delle funzioni in
termini di  “capacità” o “disposizioni” che le differenti  parti  di  un sistema biologico
manifestano realizzando certe funzioni e non altre. La sezione 1.2 espone le differenti
posizioni  di  Braithwaite,  Mayr  e  Dobzhansky  in  merito  allo  statuto  causale  delle
funzioni.  Tutti  questi  autori  rilevano  che  le  descrizioni  biologiche  fanno  un  uso  di
“causa”  molto  particolare:  non  soltanto  efficiente,  bensì  anche  finale.  A  ciò  si
sovrappongono alcune tematiche epistemologiche inerenti l'indeterminismo e il valore
delle  spiegazioni  statistiche  in  biologia.  La  sezione  1.3  presenta  tre  importanti
orientamenti (Ayala, Mayr, Nagel) circa il nodo “gordiano” dell'intero funzionalismo: il
9presunto statuto “teleologico” delle descrizioni funzionali. Tutti i tre autori, per quanto
effettuino analisi differenti l'una dall'altra, s'attestano su una linea di pensiero comune:
la teleologia delle funzioni biologiche è presente in tutti gli  organismi,  qualora la si
interpreti come una tendenza all'auto-mantenimento del sistema e a un miglioramento
dell'interazione tra il vivente e il proprio ambiente. Il paragrafo 1.4, partendo da una
lettura cibernetica dei sistemi biologici proposta da Kauffman, prende in considerazione
il  rapporto  intercorrente  tra  funzionalismo  e  riduzionismo:  le  diverse  funzioni
biologiche  possono  essere  soggette  a  un  riduzionismo  fra  differenti  livelli  di
organizzazione e  descrizione di  un sistema? Wimsatt  non solo fornisce una risposta
affermativa, ma, capovolgendo in un certo senso il problema, riconosce che alla base sia
del  riduzionismo fra  teorie  differenti  (“riduzionismo intra-livello”)  sia  di  quello  fra
livelli differenti (“riduzionismo inter-livello”) ci sia proprio una relazione tra funzioni.
L'analisi funzionale diventa la condizione di possibilità del riduzionismo. La riduzione
inter-livello  pone  i  ricercatori  nell'orizzonte  descritto  da  Bechtel  e  Richardson  di
un'euristica della  “scomposizione e  della  localizzazione funzionale”:  qualsiasi  studio
scientifico  delle  funzioni  (biologiche  in  particolare)  implica  una  scomposizione  del
sistema nelle  sue  parti  componenti  e,  successivamente,  un tentativo  di  localizzare  i
differenti meccanismi ivi realizzantesi. Le descrizioni funzionali diventano sinonimo di
“descrizioni di meccanismi” (i.e. spiegazioni meccanicistiche).
Il capitolo 2 è del tutto incentrato sul dibattito sull'evoluzione che, a partire da Darwin
per giungere alle contemporanee acquisizioni, ha così profondamente segnato non solo
il modo di pensare la biologia ma anche le funzioni biologiche stesse, nella misura in
cui la prospettiva evolutiva conferisce uno spessore “storico” al modo di concepire i
meccanismi e i loro legami con le strutture morfologiche.  La sezione 2.1 presenta i
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principali  assunti  teorici  di  On the Origin of Species di  Darwin e il  modo in cui  il
dibattito novecentesco ha sviluppato i temi dell'adattamento e della selezione naturale
all'interno del contesto evolutivo.  La sezione 2.2 espone alcune posizioni filosofiche
tendenzialmente  contrarie  a  un  abuso  del  concetto  di  “adattamento”  non solo  nelle
spiegazioni  biologiche  ma anche in  quelle  inerenti  la  filosofia  della  biologia.  E'  un
percorso  che  parte  dall'articolo  provocatorio  di  Gould  e  Lewontin  in  merito  ai
“pennacchi”  di  San  Marco  e  che,  ponendo  particolare  attenzione  al  concetto  di
“costrizione filetica”, termina con l'utilizzo che fa Millikan di “funzione adattata” nel
contesto delle “funzioni proprie”. La sezione 2.3 ripercorre tutte le principali tappe che
hanno caratterizzato la storia della genetica evidenziando i differenti significati che, nel
corso del tempo, ha assunto la nozione di “gene”. La visione presentata da Huxley della
“sintesi  moderna”  riteneva  che  l'origine  dell'evoluzione  dovesse  esser  riscontrata  in
mutazioni casuali nelle frequenze alleliche dei geni. Essa è stata in seguito superata da
quella che oggi è definita “sintesi estesa”: una lettura dell'evoluzione non solo in termini
di  micro-evoluzione  coinvolgente  il  genotipo,  bensì  anche  una  macro-evoluzione
inerente l'intera relazione dell'organismo col proprio habitat.
Il capitolo 3 è filosoficamente centrale per la comprensione delle tesi da me esposte nei
capitoli  4,  5  e  6.  Vengono  presentati,  infatti,  i  principali  assunti  ontologici  ed
epistemologici dei sistemi complessi. Questi ultimi intendono tutti quei sistemi (fisici,
biologici,  sociali,  ecc.)  la  cui  struttura è  gerarchica e i  cui  comportamenti  appaiono
“dinamici”.  I  sistemi  complessi  appaiono  come  sistemi  “integrati”  in  quanto  frutto
dell'integrazione  di  più  parti  che  lo  compongono;  la  molteplicità  delle  relazioni
funzionali che si generano fra tali parti sono proprio all'origine del loro comportamento
“dinamico”.  Da un punto di vista  ontologico (sezione 3.1) i  sistemi complessi  sono
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caratterizzati da un'organizzazione gerarchica in cui i micro-stati realizzano i macro-
stati in una pluralità di modi (caratteristica della “realizzabilità multipla”). Inoltre, il
modo in cui le funzioni dei livelli “inferiori” s'integrano le une con le altre per generare
quelle “superiori” (caratteristica della “superevenienza”) produce delle proprietà molto
spesso “nuove” e  non previste (cosiddette “proprietà emergenti”).  In merito  al  tema
dell'emergenza sono due le posizioni epistemologiche che finora hanno giocato magna
pars nel dibattito filosofico: quelle “forti” secondo cui le proprietà emergenti non sono
causalmente derivabili da quelle dei livelli inferiori e quelle “deboli” che si limitano ad
affermare  il  carattere  di  “novità”  delle  proprietà  emergenti  rispetto  a  quelle  già
conosciute degli altri livelli. Si è molto discusso se la struttura gerarchica di un sistema
complesso debba esser espressa nei termini di un'organizzazione livellare (sezione 3.3),
dal  momento  che  la  nozione  di  livello  ha  avuto  secondo  vari  filosofi  un'eccessiva
plurivocità  semantica.  Si  può parlare  di  “livello”  sotto  diversi  punti  di  vista:  come
concetto  ontologico, in quanto “livello di organizzazione del sistema”; come nozione
epistemologica, in quanto “livello di descrizione del sistema”; infine come una struttura
definibile in natura in modo locale oppure in modo universale. Per tale ragione, tanto
Craver e Bechtel24 quanto Love25 credono si debba fornire una visione “locale”, dunque
“pluralista” della nozione di “livello”. Potochnik e McGill26 propongono addirittura di
sostituire tale nozione con quella meno ambigua e più generale, in quanto applicabile a
tutti i sistemi complessi, di “scala di misura”. Il correlato epistemologico dell'emergenza
è rappresentato dalle spiegazioni meccanicistiche e da quelle dinamiche (sezione 3.2).
Le prime, che si basano su una lettura mereologica (ovvero composizionale) dei sistemi
24 Cfr. CRAVER, C. F. e W. BECHTEL, ʻTop-down causation without top-down causesʼ, in Biology and
Philosophy, vol. 22 (2007), pp. 547-563.
25 Cfr. LOVE, A.,  ʻHierarchy, causation and explanation: ubiquity, locality and pluralismʼ, in Interface
Focus, vol. 2 (2012), pp. 115-125.
26 Cfr. POTOCHNIK, A. e B. MCGILL, ʻThe Limitations of Hierarchical Organizationʼ, in Philosophy
of Science, vol. 79 (2012), pp. 120-140.
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complessi, ritengono che le funzioni siano descrivibili in termini di meccanismi delle
parti di un sistema che causalmente generano meccanismi che si realizzano nell'intero
sistema (cosiddetto “meccanicismo upward”) oppure come meccanismi dell'intero che
determinano  causalmente meccanismi  nelle  singole  parti  (soprannominato
“meccanicismo downward”). Le seconde, invece, spiegano i comportamenti dinamici di
un sistema complesso avvalendosi di set di equazioni differenziali lineari o parziali.
I primi tre capitoli costruiscono uno sfondo storico-filosofico per la comprensione del
concetto  di  funzione  “biologica”.  Come  si  è  visto  fino  a  questo  momento,  l'intero
dibattito filosofico, come pure quello scientifico, sembra aver totalmente dimenticato
quel legame primario tra le strutture e le funzioni nei sistemi biologici cui si faceva
accenno all'inizio. Sembrerebbe che la domanda centrale (“quale legame intercorre tra
le strutture morfologiche e le funzioni biologiche?”) si basi su uno pseudo-problema, su
qualcosa di davvero inessenziale.  Eppure,  le  analisi  condotte  nei  capitoli  4 e  5,  che
rappresentano il  contributo peculiare del presente lavoro al dibattito summenzionato,
mostrano che l'interrogativo non soltanto ha senso, ma è addirittura centrale per leggere
in  un'ottica  nuova la  maggior  parte  dei  quesiti  posti  nel  capitolo  3  e,  in  parte,  nel
capitolo 1.
I  capitoli  4  e  5  rappresentano  un'analisi  della  struttura  anatomica  del  sistema
cardiovascolare e del modo in cui le proprie strutture morfologiche si presentano nello
stato di fisiologia e in quello fisiopatologico dello scompenso cardiaco. Il capitolo 4
effettua  tale  studio  limitatamente  ai  livelli  “microscopici”  della  cellula  cardiaca
(cardiomiocita)  e  del  tessuto cardiaco (miocardio),  mentre  il  capitolo 5 si  muove ai
livelli  “macroscopici” dell'organo (cuore) e della circolazione sistemica e polmonare
che,  insieme  al  cuore,  rappresentano  il  livello  più  alto dell'intero  sistema
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cardiovascolare. La domanda centrale di questi capitoli si articola in questo modo: come
si esplica il rapporto forma-funzione? E' possibile trovare un vincolo “lineare” della
funzione alla propria struttura oppure, al contrario, il vincolo esiste ma non si esprime in
modo “lineare” bensì molto più articolato al suo interno? Il passaggio dalle strutture in
stato fisiologico a quello fisiopatologico, in che modo può consentirci di comprendere il
vincolo che lega le funzioni alle forme?
Ebbene,  lo  studio  tanto  della  fisiologia  quanto  della  fisiopatologia  di  una  delle
condizioni più comuni di malattia cardiovascolare (i.e. lo scompenso cardiaco) rivela
che,  per ogni livello di organizzazione e  di descrizione di un sistema biologico,  sia
possibile  trovare  due  tipologie  di  relazioni che  legano  le  funzioni  biologiche  alle
rispettive forme anatomiche: 1) un primo tipo è rappresentato da relazioni lineari in cui
a una singola forma anatomica corrisponde una singola funzione. In tal caso il vincolo
della funzione alla rispettiva forma appare rigido e la transizione dallo stato fisiologico
al  corrispettivo  stato  fisiopatologico  rivela  che  a  un  mutamento  della  funzione  è
associato un mutamento in alcune proprietà morfologiche della propria struttura. Questo
tipo di funzioni le ho definite “locali” in quanto il loro statuto ontologico è definibile
localmente sulla base delle proprietà morfologiche della propria struttura. Da un punto
di  vista epistemologico le  descrizioni,  sovente meccanicistiche,  di  tali  funzioni sono
effettuate spiegando il modo in cui il singolo meccanismo viene realizzato dalla propria
singola struttura. 2) Un secondo tipo di relazione è rappresentato dall'integrazione di
singole funzioni “locali” (con esse,  dunque,  anche le  rispettive forme) per generare
un'unica  funzione  globale  che  ho  definito  “sistemico-integrativa”.  Tali  funzioni  non
sono  ontologicamente  riconducibili  a  singole  proprietà  morfologiche,  bensì
all'interazione e all'integrazione tra le singole funzioni “locali” realizzate dalle singole
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strutture  morfologiche.  La  natura  più  propria  e  singolare  delle  funzioni  “sistemico-
integrative” consiste esattamente in questo: nell'essere il  prodotto dell'integrazione fra
differenti funzioni locali.
Mentre  le  funzioni  “locali”  si  definiscono  solo  all'interno  di  un  livello  (appunto,
“localmente”),  quelle  “sistemico-integrative” si  definiscono sia  intra sia inter-livello:
per tale ragione il loro statuto ontologico e, al contempo epistemologico, è definibile a
livello  dell'intero  sistema  (“sistemicamente”).  Sono  proprio  le  funzioni  “sistemico-
integrative”  quelle  che  garantiscono  e  rendono  possibili  le  relazioni  inter-livello
all'interno di un sistema biologico. Esse sono quelle che appaiono alterate con maggiore
evidenza negli  stati  patologici.  Le funzioni  “sistemico-integrative” hanno una natura
molto più articolata rispetto a quelle “locali”; ciò fa sì che spesso le semplici descrizioni
meccanicistiche  non  riescano  a  spiegarne  e  predirne  il  comportamento  in  modo
esaustivo. Per tale ragione (nella sezione 6.3) propongo di affiancare ad uno studio delle
funzioni “sistemico-integrative” in termini esclusivamente “meccanicistici” uno di tipo
“dinamico” che faccia uso di strumenti matematici più idonei per la descrizione e la
predizione dei comportamenti tipici dei sistemi “complessi”: quelli dinamici. 
La distinzione tra funzioni “locali” e “sistemico-integrative” non rimane una semplice
lettura  del  duplice  rapporto  che  lega  le  funzioni  alle  forme,  ma  risulta,  altresì,  di
importanza  capitale  per  rileggere  in  un'altra  ottica  tutte  le  questioni  filosofiche
presentate nei primi tre capitoli:  è quello che si propone di fare il capitolo 6. Nella
sezione  6.1  mostro  che  tra  la  nozione  di  “livello”  biologico  e  quella  di  complesso
morfo-funzionale  (dunque,  implicitamente,  di  funzioni  “locali”  e  “sistemico-
integrative”)  c'è  un'interdipendenza,  tale  che non si  può effettivamente comprendere
l'uno se non lo si pensa in rapporto all'altro. Nella sezione 6.2 viene presentata la tesi
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peculiare,  che  dà  il  titolo  al  presente  lavoro,  per  cui  tutti  i  fenomeni  cosiddetti
“emergenti” sono il prodotto di processi d'integrazione fra le diverse parti di un sistema.
Per questa ragione,  le funzioni “sistemico-integrative” sono legittimamente definibili
come  “funzioni  emergenti”,  dal  momento  che  “emergono”  dall'interazione e
dall'integrazione delle diverse funzioni “locali” e delle rispettive strutture morfologiche.
Nella sezione 6.4 si  osserva come lo studio evolutivo di  tutti  i  sistemi biologici,  in
quanto sistemi integrati, necessiti di un approccio “erotetico” che sappia unire tanto i
temi della micro quanto quelli della macro-evoluzione: quest'esigenza è perfettamente
realizzata  dalla  contemporanea  “sintesi  evolutiva  estesa”  (anche  detta  “EvoDevo”).
Infine, nella sezione 6.5, si rianalizza il tema della teleologia delle funzioni: tanto le
funzioni “locali” quanto quelle “sistemico-integrative” sono definibili “teleologiche” se,
in  accordo  a  quanto  sostenuto  da  Mayr,  Nagel  e  Ayala  (in  parte  anche  Hempel  e
Cummins), si consideri “teleologica” ogni funzione che concorre all'auto-mantenimento
(i.e. auto-regolazione) del sistema biologico e al miglioramento della sua interazione
con l'ambiente. 
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Capitolo 1
Modelli di spiegazioni funzionali
L'interesse  filosofico  nei  confronti  dello  statuto  logico  ed  epistemologico  delle
spiegazioni  funzionali  comincia  a  manifestarsi  in  due  delle  maggiori  figure  del
neopositivismo, Hempel e Nagel. Per “spiegazione funzionale” s'intende qualsiasi tipo
di  asserto,  generalmente  con carattere  descrittivo,  ma  talvolta  anche  predittivo,  che
spiega la funzione biologica di un qualche tratto morfologico. Tale tipo di spiegazione è
diventato il perfetto paradigma delle descrizioni biologiche. 
Il presente capitolo è suddiviso in quattro aree tematiche. 
1)  La  prima  mira  a  indagare  lo  statuto  delle  spiegazioni  funzionali  sotto  la  lente
particolare del modello nomologico-deduttivo fornito da Hempel. Egli nega la validità
scientifica, o epistemica, delle spiegazioni funzionali, poiché esse non possono essere
sussunte  sotto  leggi  aventi  carattere  universale.  Nagel  metterà  in  evidenza  una
debolezza  strutturale  presente  nel  modello  di  Hempel:  l'incapacità  di  rendere
adeguatamente conto di quelle condizioni necessarie per la realizzazione delle funzioni
biologiche di un sistema. Cummins, partendo da una critica nei confronti dei sostenitori
delle  teorie  degli  “effetti  selezionati”,  proporrà  un  modello,  cosiddetto  “analitico-
funzionale”, che interpreta le funzioni come capacità o disposizioni del sistema.
2)  Sottolineare  il  carattere  teleologico  delle  funzioni  biologiche  significa  fare
inevitabilmente  riferimento  al  problema  epistemologico  della  causalità.  Se  per
Braithwaite  le  spiegazioni  teleologiche,  dunque  anche  quelle  funzionali,  sono  una
sottoclasse di quelle causali, per Nagel la nozione di causa è fortemente legata, nella
storia della scienza e della fisica in particolare, a un'idea di determinismo che, però,
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sostiene Dobzhansky, è presente in modo molto debole nelle spiegazioni biologiche. È
un dibattito dai connotati “neoaristotelici”, nella misura in cui alcuni suoi partecipanti,
tra  cui  Mayr,  hanno  sostenuto  l'impossibilità  di  scindere  nella  scienza  biologica  la
nozione di causalità efficiente da quella di causa finale.
3)  Il  tema  del  finalismo  percorre,  dunque,  tutto  il  dibattito  sul  funzionalismo  ed  è
effettivamente  da  considerare  come  uno  dei  maggiori  nodi  problematici  a  livello
epistemologico. Per Ayala l'impostazione teleologica innerva tutti gli ambiti biologici,
da  quello  della  biologia  molecolare  a  quello  della  biologia  evolutiva.  Rimane
controverso, però, un possibile carattere finalistico della selezione naturale. Il concetto
di “teleologia” mostra alcune ambiguità intrinseche che Mayr ha cercato parzialmente di
risolvere  avvalendosi  della  coppia  teleonomico-teleomatico  per  indicare,
rispettivamente, il finalismo negli enti organici e in quelli inorganici. Discutendo della
suddetta  coppia  formulata  da  Mayr,  Nagel  afferma  che  il  carattere  proprio  degli
organismi  biologici  consiste  nei  due  aspetti  della  plasticità  e  della  persistenza:
rinunciare a essi significherebbe eliminare l'elemento che contraddistingue la scienza
biologica  e  che  la  rende  diversa  da  quella  fisica,  pur  mantenendo,  ovviamente,
un'importante relazione con essa.
4)  Una  discussione  sul  finalismo  non  è  completa  se  non  tiene  conto  di  un  altro
importante  tipo di  spiegazione:  quella  meccanicistica.  Una domanda filosoficamente
rilevante concerne la legittimità di scomporre un organismo biologico nei suoi tratti
morfologici  e  di  analizzarne  le  funzioni assimilandole  a  meccanismi.  Questa  è  una
forma di riduzionismo che è stata, e lo è tuttora, ampiamente discussa nella filosofia
della scienza. La comprensione dei rapporti tra le parti e l'intero può essere illuminata
attraverso il ricorso a modelli cibernetici, come suggerisce Kauffman, ma ciò presenta
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degli  inevitabili  limiti  descritti  splendidamente  dal  concetto  di  riduzione  interlivello
proposto da Wimsatt: ogni organismo biologico è strutturato ontologicamente per livelli;
la sua comprensione scientifica dipende esattamente dalla capacità di mettere in luce i
sistemi  di  relazioni  multipli  intercorrenti  tra  di  essi.  La  doppia  procedura  della
scomposizione di  un sistema nelle  sue parti  componenti  e  della  localizzazione delle
funzioni a esse corrispondenti diventa, nel modello proposto da Bechtel e Richardson,
una  vera  e  propria  euristica  della  ricerca  scientifica  contemporanea,  inclusa  quella
biologica. 
1.1 Modello nomologico-deduttivo
Il  positivismo  logico  elaborò  diverse  teorie  della  conoscenza  scientifica  che  erano
basate sullo studio della logica dell'insieme di proposizioni che componevano una certa
spiegazione  scientifica.  Hempel,  nei  capitoli  11  e  12  di  Aspects  of  Scientific
Explanation,  effettua  una  disamina  di  due  modelli  di  generalizzazioni  empiriche,  le
spiegazioni  nomologico-deduttive  e  le  leggi  di  forma  statistica,  cercando  di
comprenderne  la  logica.  Tutte  le  spiegazioni  scientifiche  si  caratterizzano  per  due
elementi:  uno  che  deve  essere  spiegato  (explanandum)  e  uno  che  deve  spiegare
l'explanandum (explanans).  Una  spiegazione  è  scientificamente  accettabile  solo  se
l'explanans è  verificabile  empiricamente  e  se  l'explanandum può  esser  misurato
avvalendosi di diversi strumenti di misura e di procedure sperimentali. Una spiegazione
nomologica ha un valore predittivo dei fenomeni che va oltre la semplice conoscenza
dei  fatti  posti  nell'explanans,  «poiché  il  suo  explanans contiene  leggi  generali,  ciò
permette  predizioni  riguardanti  manifestazioni  differenti  rispetto  a  quelle
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dell'explanandum»27.
Le  spiegazioni  nomologico-deduttive  (abbreviate  anche  come  D-N,  da  deductive-
nomological  model)  devono contenere  nell'explanans un insieme  «L1,  L2...,  Lm»28 di
leggi generali e un insieme «C1, C2, …, Cn»29 di proposizioni inerenti fatti particolari;
l'explanandum deve  venir  dedotto  (in  tal  senso  metodo  “deduttivo”)  dall'explanans
attraverso la sussunzione delle proposizioni inerenti fatti particolari sotto leggi generali
(in tal senso metodo “nomologico”), la cui universalità dipende da uniformità osservate
in certi tipi di fenomeni naturali. Le spiegazioni nomologiche prevedono una gerarchia
di  leggi  in  cui  quelle  generali  (o  principi  teorici),  sussumibili  sotto  principi  più
comprensivi, spiegano deduttivamente le generalizzazioni empiriche30.
Le  spiegazioni  causali  sono,  per  Hempel,  un  esempio  particolare  di  spiegazione
nomologico-deduttiva, nella misura in cui «si può affermare che un certo evento o un
insieme di eventi ha causato un “effetto” specifico solo se ci sono leggi generali che
connettono  il  primo  [la  causa]  con  l'ultimo  [l'effetto]  in  modo  tale  che,  data  una
descrizione degli eventi antecedenti, la manifestazione dell'effetto può esser dedotta con
l'aiuto delle leggi»31. Una spiegazione è causale se esiste una legge generale capace di
sussumere deduttivamente, legandole fra loro, le variabili (explanans) che causalmente
hanno generato un certo fenomeno naturale (explanandum).
Non tutte  le  spiegazioni  nomologico-deduttive  sono spiegazioni  causali,  poiché  non
sempre  si  verifica  questa  sussunzione  deduttiva.  Si  considerino,  per  esempio,  «le
27 HEMPEL, C. G., Aspects of Scientific Explanation, The Free Press, New York, 1965, pp. 302-303.
28 Ivi, p. 299.
29 Ibid.
30 Ivi,  p.  300.  Si  presti  attenzione  all'esempio portato da  Hempel:  «frequentemente  una spiegazione
teorica  mostrerà  che  le  generalizzazioni  empiriche  si  mantengono solo  in  modo approssimativo.  Per
esempio, l'applicazione della teoria newtoniana alla caduta libera in prossimità della terra produce una
legge che  è  come quella  di  Galileo  eccetto  che  l'accelerazione  della  caduta  non è  vista  rigidamente
costante, ma varia debolmente con la posizione geografica, l'altitudine sopra il mare e certi altri fattori».
31 Ivi, pp. 300-301.
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regolarità espresse dalla legge del movimento e della gravitazione di Newton [le quali]
non possono essere  dette  in  senso proprio la  causa della  caduta  libera dei  corpi  in
prossimità della superficie terrestre per soddisfare le leggi di Galileo»32. 
Le leggi di forma statistica affermano che «la probabilità per le condizioni  A devono
essere  accompagnate  da  un  evento  di  tipo  B avente  un  certo  specifico  valore  p»33;
anch'esse sono nomologiche, nella misura in cui effettuano una sussunzione induttiva di
determinati  fenomeni  naturali  sotto  leggi  statistiche.  Le  leggi  di  forma  statistica
potrebbero pertanto esser definite anche come spiegazioni nomologico-induttive. 
L'analisi funzionale è, storicamente parlando, «una modificazione di una spiegazione
teleologica»34. Essa apparirebbe, dunque, come la perfetta antitesi di una spiegazione
causale e la sua logica merita d'essere analizzata dal momento che essa è impiegata in
discipline quali la psicologia, l'antropologia o la sociologia. 
Per comprendere lo statuto epistemico delle spiegazioni funzionali bisogna dimostrare
se  esse  siano  delle  spiegazioni  nomologiche  o  meno.  Formalmente,  dunque  nella
struttura  logica,  una  spiegazione  funzionale  ha  l'aspetto  di  un modello  nomologico-
deduttivo, dal momento che la conclusione (d) deriva formalmente dalle premesse (a),
(b), (c), come in un modello nomologico-deduttivo:
(a)  Al  tempo  t,  s funziona  adeguatamente  in  un  insieme  di  tipo  c
(caratterizzato da specifiche condizioni interne ed esterne)
(b) s funziona  adeguatamente  in  un  insieme  di  tipo  c solo  se  una  certa
condizione necessaria, n, è soddisfatta
(c) Se il tratto i fosse presente in s come un effetto, allora la condizione n
32 Ivi, p. 301.
33 Ivi, p. 302.
34 Ivi, p. 303. 
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sarebbe soddisfatta
(d) (Dunque), al tempo t, il tratto i è presente in s35.
In questo ragionamento c'è un nesso “debole”, dal momento che «la proposizione (d)
potrebbe essere validamente dedotta se (c) affermasse che soltanto la presenza del tratto
i avrebbe  potuto  soddisfare  la  condizione  n.  […]  La  condizione  n doveva  esser
soddisfatta in un certo modo o in un altro al tempo t; dal momento che, altrimenti, in
ragione  di  (b),  il  sistema  non  potrebbe  funzionare  attualmente  nel  suo  insieme  in
contraddizione  con  quanto  afferma  (a)»36.  Hempel  sta  mostrando  con  questa  breve
analisi della spiegazione funzionalistica che la presenza di un certo tratto i  (biologico,
antropologico,  psicologico ecc.)  in  un sistema  s non basta,  da solo,  a legittimare la
soddisfazione  di  quella  condizione  n necessaria  perché  il  sistema  s funzioni
adeguatamente  nel  tempo c (premessa  a).  Osserva  infatti:  «l'assunzione
dell'indispensabilità funzionale [corsivo mio] per un dato ente è altamente discutibile su
basi empiriche: in tutti  i  casi  concreti  di  applicazione sembrano dover esistere delle
alternative»37. 
Se  si  riscrivesse  la  premessa  (c)  come:   (c')  «  I è  la  classe  di  tutte  le  condizioni
empiricamente sufficienti per la realizzazione della richiesta n nel contesto determinato
dal  sistema  s nell'insieme c»38 e  la  si  considerasse  insieme alle  premesse  (a)  e  (b)
l'explanans di  una  spiegazione  funzionale,  riusciremmo  al  massimo  a  dedurre  che
«qualcuno degli enti inclusi nella classe I è presente nel sistema s al tempo t». Questo,
però, è uno pseudo-argomento deduttivo, dal momento che non si spiega assolutamente
la presenza di un particolare ente. In breve, non si fa altro che affermare: se un insieme
35 Ivi, p. 310.
36 Ibid.
37 Ivi, p. 311.
38 Ivi, p. 312.
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di enti  I rappresenta l'insieme delle condizioni sufficienti perché a livello empirico si
realizzi  la  condizione  necessaria  n per  il  funzionamento  adeguato  di  s in  c,  allora,
necessariamente, almeno un ente di I è presente nel sistema s al tempo t. Come ci si può
facilmente rendere conto, questo argomento ha un aspetto deduttivo, ma certamente non
nomologico,  poiché  l'explanandum non  viene  ricavato  mediante  la  sussunzione  di
particolari fenomeni empirici sotto una o più leggi di validità universale. E' come se
l'explanandum (la proposizione (d)) fosse ricavata non attraverso un atto di sussunzione
di fenomeni particolari sotto leggi generali trovati nelle tre premesse (a), (b) e (c'), bensì
mediante una composizione di queste tre. Se manca, però, quest'atto di sussunzione, è
assente anche la nozione stessa di “nomologico”, dal momento che quest'ultimo ha il
significato di “elemento particolare sussunto sotto una legge generale”. Mancando il
carattere di “nomologicità” la spiegazione funzionale non può essere considerata una
reale spiegazione scientifica. 
Hempel  osserva  che  gli  argomenti  funzionalisti  sembrano  poggiare  su  un  principio
generale chiamato ipotesi (generale) dell'auto-regolazione del sistema39, ovvero «varie
richieste funzionali (condizioni necessarie per la sua operazione continuata adeguata)
che possono sorgere da cambiamenti nel suo stato interno o nel suo ambiente»40. Molti
sistemi  biologici  possiedono  la  caratteristica  dell'auto-regolazione  e  ciò  consente
all'analisi funzionale, applicata a questi sistemi, di valere come procedura scientifica,
dal  momento  che  «è  essenziale,  poi,  per  l'analisi  funzionale  in  quanto  procedura
scientifica che i suoi concetti siano costruiti esplicitamente in quanto relativi a un certo
39 E'  chiaro  che  Hempel  ha  in  mente  il  concetto,  perno  di  tutta  la  fisiologia  e  fisiopatologia,  di
“omeostasi”,  ovvero  il  mantenimento  di  condizioni  pressoché  costanti nel  mezzo  interno.  La
realizzazione dell'omeostasi prevede l'intervento di una serie di meccanismi di regolazione che, operando
principalmente  attraverso  meccanismi  a  feedback  negativo  e,  talvolta,  mediante  quelli  a  feedback
positivo, mantiene l'efficienza di determinati processi fisiologici. 
40 Ivi, p. 317.
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standard di sopravvivenza o di ordine»41. L'auto-regolazione fornisce anche all'analisi
funzionale un carattere di predittività, dal momento che 
Il significato predittivo dell'analisi funzionale è praticamente nullo, eccetto
in  quei  casi  in  cui  è  stato  possibile  fissare  ipotesi  disponibili  di  auto-
regolazione. Una tale ipotesi avrebbe l'effetto che, in uno specifico range C
di circostanze, un dato sistema s […] è auto-regolante rispetto a un  range
specificato  R di stati; i.e., che dopo un disordine che muove s fino a uno
stato esterno R, ma che non muta le circostanze interne ed esterne di s al di
fuori del range specificato C, il sistema s ritornerà ad uno stato in R42.
Il modo in cui l'analisi funzionale descrive i fenomeni auto-regolatori è generalmente di
tipo teleologico, ma ciò non significa che essa non possa assumere forma causale. Le
leggi di auto-regolazione «sono causali nel senso ampio di affermare che per sistemi di
un tipo specificato,  ciascuno [dei quali appartenente a] una classe di differenti “stati
iniziali” (ognuno degli  stati  permessi di disordine) condurrà allo stesso tipo di stato
finale. […] Le ipotesi funzionaliste […] possono essere espresse senza l'uso di alcun
tipo di fraseologia teleologica»43. 
Per  Hempel,  dunque,  sebbene  le  spiegazioni  funzionaliste  non  possano  definirsi
41 Ivi, p. 323. 
42 Ivi, p. 324. 
43 Ivi, p. 326. Con tale affermazione Hempel intende dire che tutte le spiegazioni biologiche (ciò è vero
in particolare per quelle inerenti la fisiologia e la fisiopatologia), che si basano su spiegazioni funzionali
di fenomeni auto-regolatori, possono essere perfettamente espresse come una seria causale di antecedenti
e conseguenti senza la necessità di ricorrere a spiegazioni teleologiche. 
Il ragionamento di Hempel ha una sua validità anche se a) il tema della teleologia, come dimostrato nelle
due sezioni successive di tale capitolo, continua a essere presente in biologia ed espungerlo del tutto non è
facile; b) il dibattito filosofico odierno, come dimostrato nella sezione 1.4, tende a parlare di “spiegazioni
meccanicistiche” in luogo di “spiegazioni funzionali”. 
 La nozione di “causalità” nelle spiegazioni funzionali fornita da Hempel è stata ampiamente sostituita dai
concetti di “meccanicismo intra e inter-livello”.  Ciò ha determinato un ulteriore allontanamento dalla
prospettiva teleologica, anche se il concetto di omeostasi può essere legittimamente letto come Il fine di
tutti i meccanismi intra e interlivello che in un sistema biologico sono atti a mantenerla. 
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“scientifiche” perché non nomologiche, e, per quanto esse debbano esser tradotte dalla
forma teleologica a quella causale, esse concorrono a chiarire aspetti auto-regolatori di
diversi tipi di sistemi. Le spiegazioni funzionaliste hanno, così, un valore euristico per
discipline  quali  la  biologia,  la  psicologia,  l'antropologia  ecc.  Tali  tipi  di  analisi  ci
consentono, in ultima istanza, «(i) di esaminare sempre più precisamente la natura e i
limiti di questi processi [inerenti l'auto-regolazione], e (ii) di esplorare i meccanismi
fisiologici  o  fisico-chimici  sottostanti,  e le  leggi  che li  governano,  in  uno sforzo di
acquisizione di una comprensione teorica più completa dei fenomeni vicini»44. 
La  visione  di  Hempel  presenta  una  grande  debolezza  messa  in  luce  da  Nagel45:
l'incapacità  di  rendere  conto  in  modo  adeguato  «del  modo  in  cui  sono accertate  le
“condizioni necessarie”»46 per il funzionamento adeguato del sistema e ciò dipende dal
fatto che «il fardello maggiore della critica devastante delle spiegazioni funzionali di
Hempel è che la presenza di un qualche ente specificato in un organismo, spiegato in
termini  della  sua funzione,  non è  in generale una  condizione necessaria […] per la
realizzazione di questa funzione»47. Un ente  i, appartenente a un sistema s, non è una
condizione necessaria per la realizzazione di una funzione che lo caratterizza, poiché
ogni funzione è originata in molti casi da un insieme di enti e non da uno singolo, per
tale  ragione  la  visione  di  Hempel  «è  stata  a  lungo  discussa  in  connessione  con  la
“dottrina della pluralità delle cause”»48. 
Prendiamo  un  caso  piuttosto  esplicativo:  la  circolazione  ematica.  Essa  può  trovare
apparentemente  la  propria  condizione  necessaria nell'esistenza  del  cuore  che,
garantendo sia la gittata cardiaca sia il ritorno venoso, rende possibile la circolazione
44 Ivi, p. 330.
45 NAGEL, E., ʻFunctional Explanations in Biologyʼ, in Journal of Philosophy, vol. 74 (1977), pp. 280-
301.
46 Ivi, p. 294.
47 Ivi, p. 292.
48 Ibid.
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polmonare e sistemica. Tuttavia, sostiene Hempel, qualsiasi tipo di pompa che svolga le
stesse funzioni del cuore umano può esser visto come una “condizione necessaria” della
circolazione  ematica.  Ci  troviamo obbligati,  ritiene  il  filosofo,  ad  ammettere  che  le
funzioni  biologiche  dipendano  da  diversi  tipi  di  strutture  morfologiche (naturali  o
artificiali)  che,  in  quanto  tali,  fanno  crollare  la  nozione  di  “condizione  necessaria”
dovuta alla presenza di un ente  i. Venendo meno quest'ultima, come abbiamo visto, il
modello  nomologico-deduttivo  applicato  alle  spiegazioni  teleologiche-funzionali
diventa puramente fittizio.
Nagel ritiene che Hempel sia nel giusto a ritenere che ogni funzione sia originata da un
insieme di strutture morfologiche, tuttavia sbaglia quando ammette che non esistono
condizioni  necessarie per  la  realizzazione  di  ogni  funzione,  perché  ciò  significa
eliminare il concetto di normatività e «senza una visione dettagliata del comportamento
proprio di un organismo […] è difficile applicare il criterio di Hempel per distinguere le
funzioni dai semplici effetti»49. 
Ciò che accomuna Hempel e Nagel è, secondo Cummins, il tentativo di identificare la
funzione  di  un  ente  «con  quegli  effetti  che  contribuiscono al  mantenimento  di  una
qualche condizione speciale, o alla realizzazione di una qualche attività speciale, di un
qualche  sistema  contenente»50,  dal  momento  che  Hempel  avrebbe  identificato  le
funzioni di un ente con quelle attività che mantengono il sistema in un «buon ordine di
funzionamento»51,  mentre  Nagel  avrebbe  interpretato  le  spiegazioni  teleologiche
-ovvero funzionali- in biologia come ciò che «indica le conseguenze [i.e. gli effetti] per
un dato sistema biologico di una parte costitutiva o di un processo»52.  Nagel, osserva
49 Ivi, p. 294.
50 CUMMINS, R., ʻFunctional Analysisʼ, in The Journal of Philosophy, vol. 72 (1975), p. 752.
51 Ivi,  p.  753.  Il  riferimento  di  Cummins  è,  ovviamente,  alla  lettura  che  Hempel  fa  delle  funzioni
biologiche in termini di leggi di auto-regolazione dei sistemi biologici.
52 NAGEL, E., La struttura della scienza,  Feltrinelli, Milano, 1968, p. 415.
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Cummins, si confronta col dilemma di Hempel inerente le analisi funzionali in termini
di condizioni sufficienti oppure di condizioni necessarie53 e arriva alla conclusione che
una certa funzione f appartiene a un ente i solo se si presenta al modo di una condizione
necessaria oppure necessaria e sufficiente per la realizzazione di un certo carattere o di
una certa attività dell'organismo54. Cummins afferma che l'insieme di teorie elaborate da
molti filosofi in merito al tema del funzionalismo può essere riassunta con il termine
“effetti  selezionati”:  le  funzioni  di  un  tratto  dell'organismo  sarebbero  gli  effetti,
determinati  dalla  selezione naturale,  che  esso  produce  e  che  contribuiscono  alla
realizzazione  di  una  funzione  dell'intero  organismo55.  Tale  visione  delle  funzioni
s'incentra del tutto sulla differenza tra funzioni della parte (ad es. le funzioni di un certo
organo o di un certo sistema) e funzioni dell'intero (ovvero delle funzioni fisiologiche
che coinvolgono l'organismo nella sua interezza) e ritiene che le prime siano del tutto
subordinate  e  “finalizzate”  alle  seconde.  Dunque  autori  come  Hempel56,  Nagel57,
Lehman58 e Ruse59 ricadono perfettamente all'interno di questa visione. Ora, Cummins
ritiene che l'interpretazione delle funzioni in termini di “effetti selezionati” non abbia
un'adeguata legittimazione filosofica, poiché «minimizza le differenze tra spiegazioni
53 Cfr. CUMMINS, R., Functional Analysis, op. cit., p. 745: 
«un'analisi [funzionale] in termini di condizioni necessarie è la causa di uno schema esplicativo valido ma
fallace; un'analisi in termini di condizioni sufficienti secondo le linee proposte da Hempel è la causa di
uno schema con premesse vere, ma la validità è sacrificata».
54 Cfr. NAGEL, E., La struttura della scienza, op. cit., p. 415:
«quando  viene  ascritta  una  funzione  ad  un  elemento  costituente  di  un  organismo,  il  contenuto
dell'enunciato  teleologico è pienamente espresso da un altro enunciato esplicitamente teleologico il quale
asserisce  semplicemente   una condizione  necessaria  (o eventualmente necessaria  e  sufficiente)  per  il
presentarsi di un certo carattere o di una certa attività dell'organismo».
55 Cfr.  Ivi,  p.  753,  in  cui  Cummins  elabora  una  definizione  piuttosto  precisa  di  teoria  degli  effetti
selezionati:
«La funzione di un F in un G è f solo nel caso in cui (la capacità per) f sia un effetto di un F incorporato
in un G nel modo usuale (oppure: nel modo in cui questo F è incorporato in questo G) e questo effetto
contribuisce alla realizzazione di una funzione del G contenente».
56 Cfr. HEMPEL, C. G.,  Aspects of Scientific Explanation, op. cit., pp. 297-330.
57 Cfr. NAGEL, E., La struttura della scienza, op. cit., cap. XII, sez. I.
58 Cfr. LEHMAN, H., ʻFunctional Explanations in Biologyʼ, in Philosophy of Science, vol. 32 (1965), pp.
1-20.
59 Cfr. RUSE, M., ʻFunctional Statements in Biologyʼ, in Philosophy of Science, vol. 38 (1971), pp. 87-
95; e anche The Philosophy of Biology, Hutchinson, London, 1973. 
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funzionali e spiegazioni non formulate in termini funzionali»60. Egli propone, pertanto,
una visione alternativa: la cosiddetta “strategia analitico-funzionale”, la quale interpreta
le  funzioni  o  come  capacità (nel  caso  di  un  futuro  immediato)  oppure  come
disposizioni.  Cummins  parte  dall'assunto  che  le  proposizioni  funzionali  riguardino
sempre una certa disposizione insita nel tratto capace di realizzare quella funzione e che,
per  poter  fare  delle  affermazioni  sulle  disposizioni,  sia  necessaria  una  regolarità
disposizionale di un determinato comportamento tale per cui  «la regolarità associata a
una disposizione -la si chiami regolarità disposizionale- è una regolarità che è speciale
per il comportamento di un certo tipo di oggetto e si ottiene in virtù di un certo speciale
fatto (o fatti) su questo tipo di oggetto»61. Ci sono due tipi di strategie per spiegare la
visione  disposizionale  delle  funzioni:  la  strategia  della  sussunzione secondo cui  un
tratto  a che mostra una disposizione  d dev'essere accompagnato da alcuni eventi che,
sussunti sotto leggi generali, legittimino che d sia effettivamente una disposizione di a62
e, poi, la strategia analitica che, anziché operare una sussunzione degli oggetti aventi la
disposizione per certi comportamenti sotto una legge generale, va ad analizzare «una
disposizione  d di  a in un numero di altre disposizioni  d1, …,  dn» che sono solo casi
speciali di d63. Queste due strategie, considerate nella loro unità -ovvero come strategia
analitico-funzionale-, rappresentano per Cummins una teoria unificata delle funzioni in
60 CUMMINS, R., Functional Analysis, op. cit., p. 757.
61 Ivi, p. 758.
62 Cfr. Ivi, p. 759. In questa pagina Cummins propone il seguente esempio: si consideri la disposizione da
parte degli oggetti, una volta immersi in acqua, a ritornare a galla spontaneamente. Possiamo parlare di
questo comportamento come di una  disposizione, dal momento che è  sussumibile sotto il principio di
Archimede che ci dice «che l'acqua esercita, su un oggetto immerso, una forza verso l'alto uguale al peso
dell'acqua spostata. Nel caso di un oggetto che sale verso l'alto, tale forza eccede evidentemente il peso
dell'oggetto di una certa quantità f».
63 Ivi,  p.  759.  Gli  esempi  che vengono forniti  in  merito,  nelle  pagine 759-761,  non sono per  nulla
perspicui e dimostrano una generale oscurità e mancanza di chiarezza esplicativa da parte di Cummins.
L'idea generale è che un sistema dimostra una certa disposizione d se le sue parti componenti concorrono
alla realizzazione di questa disposizione  d. Si consideri questo esempio:  «se la linea ha la capacità di
produrre il prodotto, tale capacità sussiste in virtù del fatto che i lavoratori/macchine hanno la capacità di
realizzare i loro compiti designati e in virtù del fatto che quando tali compiti sono realizzati in un certo
modo organizzato (secondo un certo programma), il prodotto risulta finito» [p. 760]. 
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termini di disposizioni64. Ci sono due elementi piuttosto importanti da mettere in rilievo
nella definizione che fornisce Cummins della strategia analitico-funzionale:  la prima
riguarda il  fatto  che la  funzione  di  un tratto  x  è  spiegata  relativamente  a  una certa
attitudine o propensione (la φ-ità del tratto  x) a realizzare proprio quella funzione; la
seconda  concerne  il  fatto  che  Cummins  fa  uso  degli  avverbi  “appropriatamente”  e
“adeguatamente” per descrivere la normatività della realizzazione di questa attitudine. 
Possiamo dunque riassumere la visione di Cummins in questo modo: una funzione di un
certo tratto dell'organismo è l'attuazione, realizzatasi  secondo certe norme ben precise,
di alcune attitudini presenti a priori nel tratto.
Siffatta  visione  trova  il  suo  più  grande  valore  esplicativo  nel  momento  in  cui,  nel
sistema che stiamo analizzando, si verifichino le seguenti condizioni: «(i) le capacità
analizzanti  sono  meno  complesse  [sophisticated]  delle  capacità  analizzate,  (ii)  le
estensioni  delle  capacità  analizzanti  sono  differenti  nel  genere  [type]  dalle  capacità
analizzate,  e  (iii)  […]  la  relativa  complessità  dell'organizzazione  della  componente
parti/processi che è attribuita al sistema»65.
Cummins  intende  dire  che  la  sua  visione  “analitico-funzionale”  ha  un  valore
epistemologico maggiore quando si applica a sistemi in cui la spiegazione di una data
capacità  rimanda a  una capacità  di  livello  inferiore,  nel  senso che per  spiegare una
pluralità di fenomeni si effettua la riduzione ad uno solo66. 
Il modello nomologico-deduttivo ha avuto una grande importanza storica, perché è stata
una delle prime analisi filosofiche sullo statuto conoscitivo degli asserti funzionali. Esso
64 Cfr. la definizione fornita in CUMMINS, R., Functional Analysis, op. cit., p. 762: «x funziona come
un  φ in s (oppure: la funzione di  x in s è φ), relativo a una visione analitica  A della capacità di  s [di
realizzare]  ψ, solo nel caso in cui  x sia capace di una φ-ità in  s e  A rende conto  appropriatamente   e
adeguatamente per la capacità di s di realizzare ψ facendo appello alla capacità di x di realizzare φ in s»
[corsivi miei]. 
65 Ivi, p. 764. 
66 Cfr.  Ibid.  «nella  misura  in  cui  il  ruolo  dell'organizzazione  diventa  sempre  meno  significante,  la
strategia analitica  diventa sempre meno appropriata e parlare di funzioni ha sempre meno senso».
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s'inserisce pienamente in  una cornice tipicamente neopositivistica che riteneva fosse
“compito” del  filosofo della  scienza quello  di  scomporre le  teorie  scientifiche  nelle
proposizioni  componenti  e,  mediante  l'ausilio  degli  strumenti  della  logica  formale,
valutarne la correttezza o la scorrettezza. Era un modello di ricerca filosofica che non è
stato  immune  da  critiche  (quella  di  Cummins  nei  confronti  di  Hempel  ne  è  un
importante esempio) e che a poco a poco, tra la fine degli anni '60 e gli inizi dei '70 del
XX secolo, è stato sostituito da modelli alternativi del modo di pensare il lavoro della
filosofia della scienza. Ciò ebbe delle notevoli ripercussioni anche sul modo di studiare
le funzioni in ambito biologico: non più semplicemente come proposizioni funzionali,
bensì  come  modelli di  meccanismi  fisiologici  e  fisiopatologici  di  cui  valutarne  la
fecondità epistemica.
1.2 Spiegazioni causali 
Il  dibattito  filosofico  sulla  natura  delle  proposizioni  funzionali  le  ha  storicamente
considerate come casi particolari di spiegazioni teleologiche. Queste ultime, però, sono
inscindibilmente legate alle spiegazioni causali, dal momento che la costruzione di un
explanans su un insieme di eventi  futuri  prevede sempre che questi  abbiano la loro
legittimazione in cause o eventi passati. 
Una spiegazione si definisce “causale” quando 
Un  evento  per  essere  accettabile  come  explicans deve  essere  il  primo
membro di una catena causale di eventi terminante con l'explicandum, dove
una catena spazio-temporalmente continua di eventi si dice che forma una
catena causale se ogni  evento nella catena determina nomicamente i  suoi
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vicini nella catena in modo tale che la legge causale che connette l'evento
explicans con l'evento  explicandum sia una conseguenza entro un sistema
deduttivo vero di  leggi  di  livello superiore che colleghino soltanto eventi
spazio-temporalmente continui67.
Secondo Braithwaite le spiegazioni causali sono sempre inscritte in catene causali ove
l'explanandum viene  dedotto  dall'explanans attraverso  l'applicazione  di  leggi   di
generalizzazioni empiriche a eventi con continuità spazio-temporale; ma ciò equivale a
riaffermare quello che già Hempel aveva detto sostenendo che la spiegazione causale
fosse  un  caso  particolare  di  spiegazione  nomologico-deduttiva68.  In  quanto  tale,  la
spiegazione causale è una spiegazione scientifica mentre quella teleologica no. Proprio
per questa ragione si è spesso tentato di trasformare le spiegazioni teleologiche in quelle
causali (tale trasformazione è un esempio di riduzione) avvalendosi di due modi: 
Il  primo  modo  è  quello  di  sottolineare  la  somiglianza  tra  le  spiegazioni
teleologiche di cui ci siamo occupati ora [i.e. le spiegazioni teleologiche che
spiegano l'explanandum adducendo eventi futuri a cui esso è correlato] e le
spiegazioni teleologiche di azioni intenzionali in cui il riferimento al futuro
può venir spiegato a parte, e di argomentare per analogia che in tutti i casi la
spiegazione teleologica è riducibile ad una spiegazione in cui una intenzione
nell'agente,  o  qualche  cosa  di  analogo  ad  una  intenzione,  sia  la  “causa
efficiente”, di modo che l'attività diretta a uno scopo sia sempre un tipo di
attività che si propone uno scopo. […] Questo atteggiamento è equivalente al
tentativo  di  risolvere  il  problema  delle  spiegazioni  teleologiche  in  un
67 BRAITHWAITE, R. B., La spiegazione scientifica, Feltrinelli, Milano, 1966, p. 297.
68 Cfr. HEMPEL, C. G., Aspects of Scientific Explanation, op. cit., pp. 300-301. 
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secondo modo, riducendole a spiegazioni  fisico-chimiche del  tipo causale
comune69.
Il riferimento all'intenzionalità delle spiegazioni teleologiche, da un lato, e a spiegazioni
fisico-chimiche di tipo causale, dall'altro, sono i due modi di ricondurre le proposizioni
teleologiche a quelle causali. Il grande discrimine tra causalismo e teleologia non è da
riscontrare né nell'idea che la spiegazione teleologica spieghi solo fatti singoli, mentre
quella causale formuli leggi valide universalmente nei limiti posti da queste ultime, né
nel fatto che le spiegazioni teleologiche si basino su intervalli di tempo tra i due eventi
correlati,  mentre  quelle  causali  no.  In  realtà,  osserva  Braithwaite,  tutte  e  due  le
caratteristiche sono presenti  sia in proposizioni teleologiche sia in proposizioni non-
teleologiche: il tratto che davvero le distingue è quello della varianza, ovvero «la classe
di quegli insiemi di condizioni di campo tali che ogni catena causale in [un sistema] b
che inizi  con [un dato  stato  iniziale]  e, e  sia  determinata da uno di  questi  insiemi,
consegua lo scopo Γ»70. L'insieme di condizioni che compongono la varianza può essere
ottenuto direttamente attraverso induzioni da una serie di comportamenti finalizzati a un
certo  scopo oppure  indirettamente  attraverso  deduzioni  da  proposizioni  teleologiche
generali ricavate dall'esperienza71. 
69 BRAITHWAITE, R. B., La spiegazione scientifica, op. cit., pp. 301-302.
70 Ivi,  p.  305.  La  varianza  è,  espressa  in  altri  termini,  «il  dominio  di  circostanze  in  cui  il  sistema
raggiunge lo scopo» [p. 305]. Lo scopo può essere raggiunto in una pluralità di circostanze e con una
varietà di  mezzi [cfr.  p. 306].  Come si può facilmente notare,  il  concetto di “varianza” introdotto da
Braithwaite si applica a un tipo particolare di spiegazione causale: quella finale, ampiamente presente nei
sistemi biologici. 
71 Cfr. Ivi, pp. 307-308. Per quanto l'insieme di circostanze che determina il raggiungimento dello scopo
Γ sia ottenuto deduttivamente o induttivamente, si intuisce come nel concetto di “varianza” lo scopo sia
un termine della sequenza causale stabilito  a priori.  Detto altrimenti:  come si  fa  a capire,  presa una
sequenza  causale qualsiasi,  se  un  set di  circostanze  muova verso  uno scopo  Γ o meno?  Braithwaite
risponde che si comprende ciò a partire dalla natura delle circostanze della catena causale. Questa risposta
non è, a mio avviso, soddisfacente, poiché lascia intuire che la nozione di “scopo” sia un terminus a quo
(anziché un terminus ad quem) della catena causale. In quanto tale si caratterizza come un a priori della
catena causale.
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Il  concetto  di  “varianza”  di  Braithwaite  fa  emergere  una  visione  delle  spiegazioni
teleologiche  come  casi  particolari  di  spiegazioni  causali  arrivando  a  ripostulare
aristotelicamente l'esistenza di cause finali.
Su una linea di pensiero per certi aspetti affine è da considerare Mayr, secondo cui il
concetto  di  causalità efficiente è intimamente legato,  a  partire dagli  scritti  biologici,
fisici e ontologici di Aristotele, a quello di causalità  finale; questo è il motivo per cui
«nessuna  discussione  sulla  causalità,  che  non  arrivi  ad  afferrare  il  problema  della
teleologia, è completa»72. Mayr tende a sottolineare che quando parliamo di “finalità” in
biologia  essa  non  è  relativa  a  comportamenti  intenzionali,  bensì  a  programmi  di
comportamento che  rappresentano  in  potenza  ciò  che  un  sistema  è  “finalizzato”  a
compiere. Per tale ragione i termini  teleologia e  teleologico sono stati applicati a due
insiemi  radicalmente  differenti  di  fenomeni:  «da  un  lato  […]  la  produzione  e  il
perfezionamento,  attraverso  la  storia  dei  regni  animale  e  vegetale,  di  sempre  nuovi
programmi  e  di  codici  di  DNA di  informazione  sempre  migliorati.  Dall'altro  c'è  la
verifica di questi programmi e la decodifica di questi codici attraverso il tempo di vita di
ogni individuo»73.  Considerato sotto questa accezione, il  termine “teleologia” non ha
una valenza opposta a quella di causalità, pertanto risulta compatibile con essa. 
Lo studio delle cause conduce un biologo a interrogarsi sugli effetti di certi fenomeni e,
ovviamente, a fare delle predizioni che hanno carattere statistico e sono essenzialmente
di  quattro  tipi:  (1)  predizione  nella  classificazione  di  caratteristiche  strutturali  e
comportamentali;  (2) predizione di  fenomeni fisico-chimici  a  livello  molecolare;  (3)
predizione  dei  risultati  delle  interazioni  dei  fenomeni  ecologici  complessi;  (4)
predizione degli eventi evolutivi74. 
72 MAYR, E., ʻCause and Effect in Biologyʼ, in Science, vol. 134 (1961), p. 1503. 
73 Ivi, p. 1504.
74 Cfr. Ivi, p. 1505.
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E' interessante, a questo punto, integrare il tema concernente il  rapporto causalismo-
finalismo con quello dell'indeterminismo nelle teorie biologiche e la sua ripercussione
nella  formulazione  di  spiegazioni  statistiche.  Si  potrà  notare,  infatti,  il  legame
strettissimo che intercorre tra questi tre argomenti del dibattito filosofico.
Mettiamo a confronto,  pertanto, le spiegazioni fornite da due grandi biologi del XX
secolo,  Dobzhansky  e  Mayr,  in  merito  all'origine  dell'indeterminismo  nelle  teorie
biologiche.
Dobzhansky ritiene  ci  sia  un  indeterminismo strutturale  nelle  teorie  biologiche  che
deriva  «dall'immensa disparità tra i poteri della ricombinazione genetica attraverso la
riproduzione  sessuale,  la  produzione  di  sempre  nuovi  equipaggiamenti  genetici  e  i
numeri  relativamente  piccoli  di  individui  di  ogni  specie  in  cui  i  genotipi  possibili
possono  essere  realizzati»75.  Dobzhansky  è  dell'opinione  che  l'origine
dell'indeterminismo nelle  teorie  biologiche  sia  un  riverbero  di  un  indeterminismo
connaturato  ai  sistemi  biologici  e  dovuto  precisamente  all'enorme  sproporzione
sussistente,  da  un  lato,  tra  l'enorme  numero  di  variazioni  possibili  non  solo  nella
struttura del genoma, ma anche nell'espressione genica e, dall'altro, il numero ristretto di
genomi in cui, per ogni popolazione di individui, tali alterazioni possono manifestarsi. 
Per  Mayr  sono  sostanzialmente  quattro  le  cause  dell'indeterminismo  nelle  teorie
biologiche:
1) Casualità di un evento rispetto al significato dell'evento. […] I precisi risultati
di  una data pressione selettiva sono impredicibili  poiché la mutazione,  la
ricombinazione  e  l'omeostasi  dello  sviluppo stanno apportando  contributi
indeterminati alla risposta a questa pressione [...].
75 DOBZHANSKY,  T.,  ʻDeterminism and  Indeterminism  in  Biological  Evolutionʼ,  in  V.  E.  Smith,
Philosophical Problems in Biology, St. John's University Press, New York, p. 64.
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2) Unicità di  tutte le entità ai  livelli  superiori  di  integrazione biologica.  […]
Tutte  le  specie  e  categorie  superiori  sono  uniche;  tutti  i  contatti
interindividuali  sono  unici;  tutte  le  associazioni  naturali  di  specie  sono
uniche; e tutti gli eventi evolutivi sono unici. […] L'unicità, ovviamente, non
preclude interamente la predizione […].
3) Complessità estrema. […] Ogni sistema organico è così ricco nei feedbacks,
stratagemmi omeostatici, e percorsi multipli potenziali che una descrizione
completa è pressoché impossibile […].
4) Emergere di nuove qualità a livelli superiori di integrazione. […]76. 
L'indeterminismo nei sistemi biologici è, secondo Mayr, profondamente legato a una
serie  di  fattori  interagenti  fra  di  loro.  Anzitutto  il  fatto  che  le  pressioni  selettive,
all'interno delle diverse nicchie ecologiche,  producano delle variazioni nei genomi e
nell'espressione  genica  assolutamente  singolari  e  impredicibili77.  Ciò  è  da  legare  ai
diversi meccanismi di auto-regolazione che, nella fisiologia e nella fisiopatologia, ogni
singolo  sistema  biologico  mette  in  atto  per  garantire  la  propria  omeostasi.  Infine,
l'organizzazione gerarchico-livellare  dei  sistemi  biologici  comporta,  per  ogni  livello,
peculiari processi di integrazione fra le strutture morfologiche e i loro meccanismi di
funzionamento che stanno all'origine dell'emergenza di nuove proprietà78.
Sebbene sia complementare a quello di Dobzhansky, ritengo che il quadro fornito da
Mayr  in  merito  all'indeterminismo  nelle  teorie  biologiche  sia  più  esaustivo,  dal
momento che punta l'accento non solo sulla struttura genomica e il modo in cui esso
muta a causa delle pressioni selettive,  ma anche sui meccanismi di auto-regolazione
76 MAYR, E., Cause and Effect in Biology, op. cit., p. 1505.
77 Per una trattazione più diffusa in merito a questo tema si vedano le sezioni 2.1 e 2.3 del presente
lavoro.
78 Per una visione più ampia delle problematiche filosofiche insite nel tema dell'emergenza si veda la
sezione 3.1 (sull'ontologia dei sistemi complessi) del presente lavoro.
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coinvolti  nel  mantenimento  dell'omeostasi  e  sulle  differenti  forme  che  assume
l'integrazione livellare nei sistemi biologici. 
Le  letture  dell'indeterminismo biologico  di  Mayr  e  Dobzhansky meritano  di  essere
rilette  alla  luce  delle  acquisizioni  della  biologia  molecolare  e  della  genetica  di
quest'ultimo  quarantennio:  qualsiasi  tipo  di  variazione  morfo-funzionale  nei  diversi
livelli  di  organizzazione  di  un  sistema  biologico  è  attribuibile  a  delle  modifiche
nell'espressione genica. La peculiare interazione tra l'organismo e il proprio ambiente
concorre all'attivazione o all'inibizione dell'espressione di certi geni i quali, a loro volta,
se  “attivati”  permettono la  sintesi  di  determinate  molecole  proteiche,  se  “inibiti”  la
impediscono. L'attivazione o la repressione della sintesi dei più differenti tipi di proteine
implica lo sviluppo di certi tipi di meccanismi biochimici che hanno ripercussioni non
soltanto a livello della funzionalità cellulare, ma dell'intero sistema. 
Alla luce di tale indeterminismo va letta anche la nozione di “spiegazione causale” in
biologia: essa si configura tendenzialmente come una  sequenza di meccanismi atta a
spiegare il comportamento biologico dell'individuo considerato sia nella sua singolarità
(eredità genetica, fisiologia, fisiopatologia) sia come membro di una specie (pressioni
selettive  operanti  all'interno  di  una  certa  nicchia  ecologica).  Tali  spiegazioni
meccanicistiche hanno molto spesso (anche se non sempre) un carattere eminentemente
statistico dettato proprio da quell'indeterminismo, costitutivo dei sistemi biologici,  di
cui si è discusso prima. 
Le spiegazioni statistiche aiutano non solo a comprendere determinati meccanismi nel
presente (a partire dalla regolarità delle loro manifestazioni in determinate condizioni
spazio-temporali), ma anche a predire l'evoluzione di questi ultimi nel futuro. Per tale
ragione, osserva Mayr, il concetto di causalità in biologia si caratterizza come «(i) una
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spiegazione  di  eventi  passati  (“una  causalità  a  posteriori”);  (ii)  predizione  di  eventi
futuri; e (iii) interpretazione di fenomeni teleologici -ovvero “diretti verso un fine”-»79. 
 Lo studio della  causalità  è,  secondo Mayr,  un  elemento  che  accomuna la  biologia
funzionale80 e la biologia evolutiva81. La biologia funzionale ha a che fare «con l'analisi
delle cause prossime, mentre il biologo evolutivo avrebbe a che fare con l'analisi delle
cause ultime»82.  La biologia evolutiva studia infatti  principalmente quattro cause:  1)
cause ecologiche; 2) cause genetiche; 3) cause fisiologiche interne; 4) cause fisiologiche
esterne83. Riguardo la natura delle cause  prossime e di quelle  ultime Mayr si esprime
molto chiaramente: «le cause prossime governano le risposte dell'individuo (e dei suoi
organi) ai fattori immediati dell'ambiente mentre le cause ultime sono responsabili per
l'evoluzione  del  particolare  codice  di  DNA di  informazione  di  cui  è  dotato  ogni
individuo di ogni specie»84. In tal senso è possibile affermare che le cause prossime
sono tipiche della  biologia funzionale,  poiché coinvolgono meccanismi  biochimici  e
biofisici  coinvolti  nelle  risposte  date  dall'organismo  (e  dai  suoi  tratti)  agli  stimoli
provenienti  dall'ambiente  in  cui  si  trova,  mentre  le  cause  ultime  coinvolgono  le
modificazioni nell'ereditarietà genetica studiate dalla biologia evolutiva. 
Il  percorso  che,  partendo  da  Braithwaite  arriva  a  Dobzhansky  e  Mayr,  ha  inteso
intrecciare, integrandoli, i tre diversi temi del causalismo-finalismo, dell'indeterminismo
e delle spiegazioni statistiche.
79 MAYR, E., Cause and Effect in Biology, op. cit., p. 1501.
80 La biologia funzionale studia le funzioni delle diverse strutture morfologiche presenti in un organismo
a partire dal livello microscopico dei geni e della cellula fino ad arrivare a quello macroscopico degli
organi e dei sistemi.
81 La biologia evolutiva studia l'interazione tra organismo e ambiente nel cambiamento evolutivo.
82 MAYR, E., Cause and Effect in Biology, op. cit., p. 1503.
83 Cfr. Ivi, pp. 1502-1503. Mayr elenca queste quattro cause in riferimento al fenomeno della migrazione
degli uccelli nella notte del 25 agosto in una certa località del New Hampshire; ritengo tuttavia che queste
quattro, nonostante siano presentate in relazione a uno specifico fenomeno, possano essere considerate
come tipologie di cause piuttosto generali diffuse nelle spiegazioni della biologia evolutiva e, pertanto, da
me annoverate come esempi di causalità in questo ramo della disciplina biologica.
84 Ivi, p. 1503.
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Come si è avuto modo di vedere col concetto di “varianza”, la spiegazione teleologica
in biologia  può esser vista come un esempio particolare di spiegazione causale. Mi
trovo  piuttosto  d'accordo  con  la  visione  di  Mayr  secondo cui  una  causalità  di  tipo
efficiente possa accompagnarsi in biologia a una di tipo finale. Ciò è legato all'intima
natura  dei  sistemi  biologici  il  cui  grande  “fine”  biologico  è  quello  di  mantenere
l'omeostasi,  ovvero  condizioni  pressoché  costanti  del  mezzo  interno.  Le  peculiari
interazioni  con  l'ambiente,  le  modifiche  nell'espressione  genica  e  nell'ereditarietà
genetica, infine l'ampia presenza di meccanismi di auto-regolazione e compensazione
possono esser lette meccanicisticamente e, al contempo,  finalisticamente, nella misura
in cui lo scopo ultimo è il mantenimento dell'omeostasi.
Questo fine viene raggiunto grazie a una serie di fattori, ognuno interagente con l'altro,
che produce un sostanziale indeterminismo (o, meglio, un determinismo non rigido) nel
comportamento di un sistema biologico. La forma epistemologica migliore che assume
tale mancanza di determinismo è proprio quella della spiegazione statistica, che, infatti,
è ampiamente presente in tutto il settore disciplinare delle “scienze della vita”. 
1.3 Spiegazioni teleologiche
Il carattere teleologico delle funzioni e delle spiegazioni funzionali è, come si è avuto
già modo di intuire, uno dei temi centrali, se non addirittura quello centrale, di tutto il
funzionalismo. Tutti i protagonisti di questo dibattito, dagli anni '50 del XX secolo fino
ai primi decenni del XXI, sono stati chiamati, ognuno a suo modo e aderendo a scuole
di pensiero anche piuttosto differenti fra di loro, a confrontarsi con il problema della
teleologia. 
Nel cercare di tematizzare la relazione tra funzione biologica e fine si pone tutta una
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serie  di  problemi  come:  quali  significati  assume  l'espressione  “fine”  nel  contesto
esplicativo  della  ricerca  biologica?  Assunto  che  la  realtà  biologica  consta  di  livelli
ontologici  differenti,  come  si  articola  il  concetto  di  “fine”  nel  passaggio  da  quelli
microscopici a quelli macroscopici e viceversa? Ovvero, il concetto di fine applicato ai
processi fisici e chimici è qualcosa di diverso da quello utilizzato nella descrizione, ad
esempio, dei comportamenti animali? Si può parlare di fine relativamente alla parte (i
singoli  tratti  morfologici  che  compongono  l'organismo)  oppure  solo  all'intero
(l'organismo nella  sua  interezza)  oppure  a  entrambi?  Il  concetto  di  fine  va  pensato
aristotelicamente come attuazione di ciò che era inizialmente in uno stato puramente
potenziale (ben enucleato nel moderno concetto di “programma di sviluppo”) oppure va
concepito come una particolare forma di “direzionalità” di un processo biologico verso
un suo specifico compimento?
Ayala ritiene che la funzione di un certo tratto sia sempre inscindibilmente legata a delle
capacità dell'organismo che ne garantiscono l'esistenza e il mantenimento e considera le
spiegazioni teleologiche come proposizioni  «in cui la presenza di un oggetto o di un
processo in un sistema è spiegata esibendo la sua connessione ad uno stato specifico o
proprietà  del  sistema alla  cui  esistenza  o  mantenimento  contribuisce  l'oggetto  o  il
processo»85. La relazione tra funzione e fine viene dunque letta sotto la specifica lente di
un processo biologico che consente l'automantenimento del sistema e, in tal senso, si
può dire contribuisca alla realizzazione del fine di quell'organismo di rimanere in vita.
Le spiegazioni teleologiche sono per Ayala non solo essenziali per le scienze biologiche,
ma risultano «pienamente compatibili con le visioni causali, sebbene non possano essere
ridotte  alle  spiegazioni  non  teleologiche  senza  perdere  il  contenuto  esplicativo»86.
85 AYALA, F. J., ʻTeleological Explanations in Evolutionary Biologyʼ, in Philosohpy of Science, vol. 37,
n. 1 (1970), p. 8.
86 Ibid. 
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Esistono  tre  categorie  di  fenomeni  biologici  aventi  carattere  teleologico  e  la  loro
differenza risiede nel particolare modo in cui viene espresso il rapporto tra l'oggetto o
processo e lo stato finale: (1) quelli in cui  «lo stato finale o fine è consapevolmente
anticipato dall'agente»87, ovvero i fenomeni intenzionali; (2) fenomeni auto-regolanti o
teleonomici88,  ovvero  fenomeni  in  cui  si  manifestano  due  tipologie  di  processi
omeostatici: l'omeostasi fisiologica e quella dello sviluppo; (3) strutture anatomiche che
si ritiene siano «fisiologicamente designate per realizzare una certa funzione»89. 
Tutti i meccanismi teleologici sono per Ayala adattamenti biologici nella misura in cui
contribuiscono  a  una  maggiore  idoneità  riproduttiva  da  parte  della  popolazione.  La
selezione naturale, infatti, non fa altro che favorire meccanismi di auto-regolazione «che
mantengono il sistema in un dominio [range] funzionale»90. Nella selezione naturale si
riscontrano due tipi di teleologia: 1) meccanismi che hanno come fine una maggiore
efficienza  riproduttiva  (o idoneità  riproduttiva),  2)  mantenimento  di  quegli  organi  e
processi fisiologici che contribuiscono all'efficienza riproduttiva degli organismi. 
Ayala  pensa,  dunque,  che  tra  il  concetto  di  “funzione  biologica”,  di  “teleologia  del
sistema biologico” e di “selezione naturale” ci sia una mutua relazione e che, in ultima
istanza, ogni spiegazione teleologica in biologia si collochi su due livelli: «[il primo
riguarda] l'esistenza della caratteristica [che] è spiegata in termini della funzione o stato
finale  per  cui  serve.  […]  [Il  secondo  concerne]  tutte  le  caratteristiche  [che]
contribuiscono o hanno contribuito nel successo riproduttivo passato»91. Il genoma di
87 Ivi, p. 9.
88 Il  concetto di  “teleonomico” è stato introdotto nella letteratura,  come osserva correttamente Mayr
(MAYR, E., “Teleological and Teleonomic, a new analysis”, in R. S. Cohen e M. W. Wartofsky, Boston
Studies in the Philosophy of Science, vol. 14 (1974), p. 100), in PITTENDRIGH, C. S.,  ʻAdaptation,
natural selection and behaviorʼ, in A. Roe e G. G. Simpson,  Behavior and Evolution, Yale University
Press, New Haven, 1958, pp. 390-416; p. 394.
89 AYALA, F. J., Teleological Explanations in Evolutionary Biology, op. cit. p. 9. 
90 Ibid.
91 Ivi, p. 10.
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ogni essere vivente può esser considerato “teleologico” nella misura in cui contiene un
“programma  d'informazione”  responsabile  della  morfogenesi  e  dei  meccanismi
fisiologici, o fisiopatologici nel caso di malformazioni genetiche, associati alle strutture
anatomiche. Per Ayala il codice genetico è teleologico anche nella misura in cui dirige
schemi di comportamento. 
Mayr  polemizza  con  Ayala  affermando  che  la  sua  interpretazione  della  selezione
naturale come processo teleologico finalizzato a una maggiore idoneità riproduttiva di
una certa popolazione di organismi in un certo ambiente è scorretta, dal momento che
«la  selezione naturale  è  un processo rigidamente  a posteriori che  onora il  successo
corrente ma che non stabilisce mai fini futuri»92. La selezione naturale concerne, osserva
Mayr,  le  ricombinazioni  geniche  di  successo  avvenute  nel  passato,  non  è  mai
finalisticamente orientata verso il futuro.
E'  possibile,  secondo Ayala,  trasformare una proposizione teleologica in una causale
solo nel momento in cui da un asserto del tipo «la funzione di  A in un sistema S con
un'organizzazione C è di rendere capace S nell'ambiente E di realizzare il processo F»93
si passa a uno del tipo «ogni sistema S con organizzazione C e nell'ambiente E realizza
la funzione F; se S con organizzazione C e nell'ambiente E non possiede A, allora S non
può  realizzare  F;  dunque  S deve  avere  A»94.  Mentre  le  proposizioni  teleologiche
focalizzano sulle conseguenze dei processi o attività di un organismo, quelle causali
pongono enfasi sulle condizioni, o cause, appunto, da cui si originano. Negli enunciati
teleologici  c'è  un'idea  di  direzionalità  assente  in  quelli  causali  che  rende  i  primi
particolarmente  fecondi  nel  campo  della  biologia  ma  non  in  quello  della  fisica.  Il
discrimine tra sistemi organizzati secondo una certa direzione e quelli che non lo sono è
92 MAYR, E., Teleological and Teleonomic: A New Analysis, op. cit., p. 96.
93 AYALA, F. J., Teleological Explanations in Evolutionary Biology, op. cit., p. 12. 
94 Ibid.
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da cercare nel criterio dell'utilità, il quale «può essere applicato sia a sistemi teleologici
interni  [i.e.  sistemi  biologici]  sia  esterni  [i.e.  manufatti]»95.  Nel  caso  dei  sistemi
biologici  si  può  parlare  di  “utilità”  relativamente  ai  concetti  di  sopravvivenza  e
riproduzione (efficienza riproduttiva); nel caso degli artefatti  l'utilità coincide con lo
scopo  per  cui  essi  sono stati  creati  dagli  uomini.  Il  criterio  dell'utilità  è,  in  ultima
istanza,  quello che consente di distinguere i  sistemi teleologici  da quelli  che non lo
sono.
Osservando  che  studiosi  quali  Pittendrigh96,  Simpson97,  Mayr98 e  Williams99 hanno
scelto  di  utilizzare  il  termine  “teleonomico”  in  luogo  di  “teleologico”  per  spiegare
«l'adattamento  in  natura  come il  risultato  della  selezione  naturale»100 e  poi  anche  i
meccanismi auto-regolatori, Ayala rileva che il desiderio latente di tutti questi autori sia
quello di liberarsi da una concezione aristotelica di teleologia che implica che gli eventi
futuri siano agenti attivi nella loro realizzazione. Eppure il concetto di causa formale
come principio di intelligibilità e, contestualmente, di causa finale, in quanto attuazione
piena della materia, degli enti naturali sottoposti al divenire, è molto più vicino alla
logica della scoperta biologica di quanto abbia pensato,  ad esempio,  Pittendrigh.  La
teleologia aristotelica non prevede un divino artefice e la natura non ha di per sé fini; il
principale interesse di Aristotele «era lo studio degli organismi, dei loro processi e delle
loro strutture. […] Il suo errore non fu quello di aver utilizzato spiegazioni teleologiche
in biologia, ma di aver esteso il concetto di teleologia al mondo non vivente»101. 
95 Ivi, pp. 12-13.
96 Cfr.  PITTENDRIGH, C. S., Adapatation, natural selection and behavior, op. cit.
97 Cfr. SIMPSON, G. G., This View of Life, Harcourt, Brace and World, New York, 1964.
98 Cfr. MAYR, E., ʻCause and Effect in Biologyʼ, in D. Lerner, Cause and Effect, The Free Press, New
York, 1965, pp. 33-50.
99 Cfr. WILLIAMS, G. C., Adaptation and Natural Selection, Princeton University Press, Princeton, New
York, 1966. 
100 AYALA, F. J., Teleological Explanations in Evolutionary Biology, op. cit., p. 13.
101 Ivi, p. 15.
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L'inestricabilità del rapporto tra causa formale e causa finale è sottilineata anche da
Mayr102,  il  quale  ritiene  ci  sia  un'eterogeneità  dei  fenomeni  teleologici.  Esattamente
come  Ayala  anche  Mayr  ritiene  ci  siano  tre  classi  di  fenomeni  teleologici:  «  (1)
sequenze  evolutive  unidirezionali  (progressionismo,  ortogenesi).  (2)  Processi  che
apparentemente o genuinamente sono diretti verso un fine. (3) Sistemi teleologici»103. 
La prima classe comprende teorie quali il progressionismo (idea di un processo tendente
verso  la  perfezione  diretto  da  una  forza  sovrannaturale  o  da  una  spinta  verso  la
perfezione) e l'ortogenesi (idea di un'evoluzione lineare, diretta verso un fine, di certi
tratti dell'organismo oppure dell'intero organismo)104. 
La seconda classe include due tipologie di processi  diretti  verso un fine: i  processi
teleomatici,  tipici  del  mondo  inorganico,  e  i  processi  teleonomici,  tipici  di  quello
organico. I primi «sono “diretti verso un fine” solo in un modo passivo [e] automatico [e
sono] regolati  da forze esterne o condizioni»105.  Tutti  gli  enti  del  mondo inorganico
obbediscono a leggi fisiche e chimiche che consentono loro di raggiungere un certo
stato finale senza obbedire a un particolare programma di sviluppo. Al contrario, gli enti
del  mondo  organico  seguono  un  tale  programma  o  codice  informativo  e  la  loro
teleologia dipende dall'attuazione di esso; essi si definiscono pertanto “teleonomici”, dal
momento che «un processo teleonomico o comportamento è quello che deve la propria
direzionalità  verso  un  fine  all'operazione  di  un  programma»106.  Il  concetto  di
102 Cfr. MAYR, E., Teleological and Teleonomic: A New Analysis, op. cit., p. 91.
103 Ivi, p. 95.
104 Cfr.  Ivi,  pp.  95-97.  Mayr  fa  alcuni  esempi  di  letture  teleologiche  dell'evoluzione  in  termini  di
“progresso  verso  l'alto”  nell'ordine  degli  oggetti  naturali.  Un  esempio  è  fornito  da  Lovejoy,  che
considerava  la  natura  come una scala  di  sistemi  biologici  organizzata  gerarchicamente  e  avente  alla
sommità gli organismi più perfetti (ortogenesi). Altro esempio è dato dalle teorie “progressioniste”, che
leggevano il progresso nell'evoluzione o come diretto da una forza sovrannaturale oppure come diretto
verso una perfezione (progressionismo).
105 Ivi,  p.  98.  Alcuni  semplici  esempi  di  processi  teleomatici  forniti  da  Mayr  sono:  la  gravità  che
determina una forza di attrazione verso il suolo per ogni grave oppure la perdita di calore da parte di un
oggetto  determinata  dalla  tendenza  della  temperatura  interna  a  diventare  uguale  a  quella  esterna  al
sistema.
106 Ibid. 
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“programma” di Mayr è il risultato della selezione naturale ed è questa la ragione per
cui Hull107 l'ha considerata una “definizione storica”. I processi teleonomici sono messi
continuamente in pericolo dallo sviluppo ontogenetico, dal momento che questo rischia
di  deviare il  “normale” corso di  sviluppo dell'organismo.  Per arginare tale  pericolo,
osserva Mayr, la natura ha messo a punto i meccanismi a feedback. Quelli a feedback
negativo, in particolare, «migliorano soltanto la precisione della ricerca del fine ma non
la determinano. Gli strumenti a feedback sono solo meccanismi esecutivi che operano
durante la traduzione di un programma»108. Il concetto di “teleonomico” in Mayr è una
risemantizzazione  di  quello  di  Monod109,  che  lo  interpretava  come  un  progetto
responsabile  «della  trasmissione  di  generazione  in  generazione  dell'invariabilità  del
contenuto caratteristico delle specie. Tutte le strutture, tutte le operazioni, tutte le attività
che contribuiscono al successo del progetto essenziale saranno di conseguenza chiamate
teleonomiche»110.  Ciò  che  per  Monod  è  “teleonomico”  per  Mayr  diventa  “valore
selettivo”.
La nozione di teleonomia di Mayr s'impernia del tutto su quella di  programma, nella
misura in cui esso è «(1) qualcosa di materiale, e (2) esiste prima della creazione del
processo teleonomico. Esso è dunque coerente con una spiegazione causale»111. Si badi:
questa definizione di “programma” è per Mayr piuttosto generale e può essere applicata
tanto agli organismi biologici, il cui programma può essere facilmente identificato col
proprio codice genetico, quanto alle macchine create dall'uomo, dal momento che, ad
esempio,  un  computer  «può agire  finalisticamente  quando  [vengono]  date  istruzioni
programmate  appropriate»112.  Per  distinguere  gli  organismi  biologici  dalle  macchine
107 Cfr. HULL, D., Philosophy of Biological Science, Prentice-Hall, New York, 1974.
108 MAYR, E., Teleological and Teleonomic: A New Analysis, op. cit., p. 100. 
109 Cfr. MONOD, J., Il caso e la necessità, Mondadori, Milano, 2001.
110 MAYR, E., Teleological and Teleonomic: A New Analysis, op. cit., p. 101.
111 Ivi, p. 102.
112 Ibid. 
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bisogna ricorrere a due tipi di programmi che, nella visione di Mayr, contraddistinguono
i primi: l'informazione codificata nel DNA del genotipo (cosiddetti “programmi chiusi”)
e l'informazione addizionale acquisita mediante apprendimento e attraverso altri tipi di
esperienze (cosiddetti “programmi aperti”).  È nell'interazione con l'ambiente in cui si
trovano a vivere che i sistemi biologici sviluppano programmi che rendono possibile il
processo  teleonomico.  La  teleonomia  è  l'attuazione  di  un  programma  insito
nell'organismo  e  nella  macchina.  Questa  particolare  lettura  è  una  palese
“modernizzazione”  delle  coppie  potenza-atto  e  materia-forma degli  scritti  biologici,
fisici e ontologici di Aristotele che trovano in alcuni passi del libro Z113 e in alcuni del
libro Θ114  della Metafisica una buona esemplificazione. 
La terza classe  comprende i cosiddetti “sistemi teleologici”, i quali, una volta fatta la
distinzione tra teleomatico e teleonomico, sembrerebbero doversi risolvere totalmente in
queste  due  categorie  di  cui  s'è  discusso  prima.  Il  concetto  di  telos è,  secondo  la
concezione  greca,  applicabile  alla  dimensione  del  movimento  e  del  divenire.  Mayr
osserva che estendere tale termine anche a sistemi statici conduce a contraddizioni e a
113 ARISTOTELE, Metafisica, a cura di G. Reale, Rusconi, Milano, 1993, pp. 315 [1033 a10]; 317 [1033
a25]; 323-325 [1034 a30 – 1034 b5]:
[7]  Una  cosa  proviene  sia  dalla  privazione  sia  dal  sostrato  che  noi  chiamiamo  materia  […];  tuttavia,  si  dice,
prevalentemente, che il processo di generazione parte dalla privazione […].
[8]  Ciò  che  si  genera,  si  genera  ad  opera  di  qualche  cosa  (e  con  questo  io  intendo  il  principio  agente  della
generazione), e proviene da qualcosa (e sia questo non la privazione, ma la materia […]) e diviene un qualcosa […]. 
[9] E le cose costituite da natura si comportano similmente a quelle prodotte dall'arte. Il seme, infatti, opera allo
stesso modo dell'artefice: infatti, esso possiede la forma in potenza, e ciò da cui proviene il seme possiede in qualche
modo il medesimo nome del generato. […] Le cose naturali che si producono  anche spontaneamente, nello stesso
modo delle cose prodotte dall'arte, sono quelle la cui materia può darsi anche da sé medesima quel movimento che
imprime il seme. Gli esseri che invece non hanno una materia capace di ciò, non possono essere generati in altro
modo se non dalle loro cause naturali [corsivo mio].
114 Ivi, pp. 409-410 [1048 a 17-31]; p. 411 [1048 b 1-10]:
Diciamo che è in potenza non solo ciò che per natura può muovere altro oppure che può essere mosso da altro (sia
semplicemente sia in un determinato modo), ma diciamo che una cosa è in potenza anche in un altro significato: ed è
proprio per ricercare questo significato che abbiamo trattato anche degli altri. 
L'atto è l'esistere della cosa, non però nel senso in cui diciamo che è in potenza […]. Ciò che vogliamo dire diventa
chiaro per induzione nei casi particolari: infatti, non bisogna cercare la definizione di tutto, ma bisogna accontentarsi
di comprendere intuitivamente certe cose mediante l'analogia. E l'atto sta alla potenza come ad esempio chi costruisce
sta a chi può costruire, chi è desto a chi dorme […]. Al primo membro di queste differenti relazioni si attribuisca la
qualifica di atto e al secondo quello di potenza.
Non tutte le cose si dicono in atto nello stesso modo, ma solo per analogia: come questo sta a questo o rispetto a
questo, così quest'altro sta a quello o rispetto a quello.  Alcune cose,  infatti,  sono dette in atto come movimento
rispetto a potenza, altre come sostanza rispetto a qualche materia.
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conclusioni illogiche: «i sistemi completamente stazionari possono essere funzionali o
finalistici, ma non possono essere diretti verso un fine in alcun senso letterale»115. Per
superare questa difficoltà Mayr propone di effettuare una distinzione terminologica tra
le proprietà funzionali di un sistema che ne caratterizzano il funzionamento, da un lato,
e la direzionalità verso un fine (che si esprimono come teleonomia del comportamento o
di altri processi),  dall'altro. Accade così che i  sistemi stazionari possono manifestare
unicamente  proprietà funzionali,  quelli  dinamici  del  mondo inorganico manifestano
comportamento  teleomatico,  quelli  dinamici  del  mondo  organico comportamento
teleonomico, ovvero l'attuazione di un programma stabilito a priori della creazione del
processo teleonomico116. 
Il concetto di “teleonomico” di Mayr, osserva Nagel, trova riscontro in alcune scoperte
della  biologia  molecolare  e  introduce  «una  prospettiva  unificante  su  caratteristiche
importanti del comportamento diretto verso un fine»117. Nel tentativo di comprendere
l'effettivo contributo che Mayr ha apportato all'analisi teleologica, Nagel rileva che (a)
la direzionalità verso un fine non si ricava attraverso il semplice esame del programma
che lo controlla, dal momento che spesso non si conosce la struttura fisico-chimica di
molti  processi  e  ciò  rende  difficile  accertare  cosa  sia  contenuto  nel  programma
codificato. Inoltre (b) l'esser controllato da un programma non è condizione sufficiente
per decidere se un processo sia diretto verso un fine o meno: sono le  caratteristiche
manifeste di un processo che ne determinano la direzionalità verso un fine. Poi, (c) Il
concetto di teleonomico non ha la capacità di dirci se il programma conduca a un “fine
predicibile”  o  meno:  esso  si  limita  ad  affermare  che,  dato  un  certo  programma  (o
115 MAYR, E., Teleological and Teleonomic: A New Analysis, op. cit., p. 106. 
116 Si ricordi la distinzione esposta prima di Mayr tra l'attuazione di programmi teleonomici “chiusi” per 
le macchine e di programmi teleonomici “aperti” per molti dei sistemi biologici. 
117 NAGEL, E.,  Functional Explanations in Biology, op. cit., p. 269. 
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codice),  vi  sono  contenute  delle  potenzialità  che,  attuandosi,  conducono  alla
realizzazione  di  determinate  funzioni;  non  riesce,  tuttavia,  a  specificare  a  priori
esattamente  quali  tipi  di  funzioni  verranno  attuate.  Infine  (d)  la  distinzione  tra
“teleomatico” e “teleonomico” non è chiara, poiché, secondo Nagel, le definizioni di
“teleomatico”  come  “soggetto  a  forze  esterne  in  modo  puramente  passivo”  e  di
“teleonomico” come “attuazione delle potenzialità espresse in un codice o programma”
includono arbitrariamente alcuni fenomeni e non altri118 (ad es. «il processo in cui una
sostanza radioattiva come l'uranio emette energia non è teleomatico. Dal momento che
il processo non è controllato da condizioni esterne alla sostanza»119). 
Attraverso  la  disamina  di  alcuni  aspetti  della  concezione  di  Sommerhoff120 sul
comportamento  teleologico  degli  organismi,  Nagel  riesce  a  isolare  due  importanti
aspetti del comportamento dei processi teleologici: (1) la plasticità e (2) la persistenza.
La prima caratteristica intende il fatto che un determinato sistema, per realizzare certi
processi, può servirsi di percorsi alternativi dimostrandosi così “plastico”121. La seconda
riguarda il fatto che un sistema si mantiene nel corretto ordine in virtù di cambiamenti
che  compensano  possibili  deviazioni  da  esso  che  renderebbero  impossibile  la
realizzazione  del  fine122.  I  sistemi  teleologici  sono  caratterizzati  da  una  mutua
118 Cfr. Ivi, pp. 269-270.
119 Ivi, p. 271.
120 Cfr. SOMMERHOFF, G., Analytical Biology, Oxford University Press, New York, 1950. 
121 Gli esempi forniti da Nagel in tal senso languono, sebbene sia possibile leggere dietro la nozione di
“plasticità” l'idea che un sistema biologico, per preservare le proprie funzioni fisiologiche essenziali, attua
una  serie  di  meccanismi  di  compensazione  (definiti  “percorsi  alternativi”)  che  rendono  il  suo
comportamento fisiologico “plastico”, e capace di rispondere a una vasta gamma di alterazioni di range
normali di valori, mediante meccanismi a feedback atti a far ritornare il valore anormale all'interno del
range fisiologicamente corretto. 
122 Cfr. NAGEL, E.,  Functional Explanations in Biology, op. cit., p. 272. Il concetto di “persistenza”
appare come una diretta conseguenza di quello di “plasticità”. E' possibile leggere dietro la nozione di
“persistenza” quello di “mantenimento di condizioni omeostatiche” che consentono il mantenimento nel
sistema biologico di condizioni fisiologiche ottimali. L'esempio che Nagel fa, alle pagine 272-273, del
controllo omeostatico da parte dei reni della diuresi (e della natriuresi) -al fine di mantenere il volume
ematico,  dunque la pressione arteriosa,  a  valori  fisiologici  ottimali-  va letto come un meccanismo di
regolazione il cui fine ultimo è il mantenimento di condizioni fisiologiche ottimali dell'organismo, dunque
della sua generale persistenza.
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indipendenza (o “ortogonalità”) delle variabili che li descrivono. Si può affermare che
un  processo  plastico e  persistente ha  variabili  ortogonali fra  di  loro  e  che  la
direzionalità verso un fine sia «una proprietà di un sistema, in virtù dell'organizzazione
delle sue parti»123. Le sottoparti di ogni sistema finalisticamente orientato godono della
proprietà del  feedback, la quale è una determinazione del concetto di  persistenza del
processo. Tutti i processi fisiologici, che godono delle proprietà della plasticità e della
persistenza,  implicano  la  mutua  indipendenza  delle  variabili,  sebbene  esse  debbano
mantenersi  nel  range di  valori  specifici  e  in  relazioni  fra  di  loro  ben  precise.
L'ortogonalità  sottende,  pertanto,  una  mutua  indipendenza  delle  variabili  governata,
però, da determinate leggi. 
Una visione siffatta Nagel la definisce “delle proprietà sistemiche”: essa descrive la
direzionalità  verso  un  fine  come  una  proprietà  di  un  sistema  biologico «in  virtù
dell'organizzazione  delle  sue  parti»124.  Essa  riassume  i  due  tipi  di  spiegazioni
teleologiche  diffuse  in  ambito  biologico:  (1)  quelle  che  spiegano  il  funzionamento
dell'intero  riducendolo  all'organizzazione  delle  sue  parti componenti  (ad  esempio  lo
studio  della  fisiologia  dell'organismo  prevede  una  riduzione  all'organizzazione  e
all'interazione tra organi e sistemi) e, poi, (2) quelle che spiegano la manifestazione di
un processo o di un altro ente in termini di certi effetti che questo manifesta nell'intero
sistema o su qualche altro componente del sistema125. 
Nagel pensa inoltre che sia necessario proporre una teoria delle spiegazioni teleologiche
in termini di “proprietà sistemiche” e delle attribuzioni funzionali in termini di “visione
che supporta il fine”126, poiché: (a) in primo luogo rispecchiano un effettivo modo di
123 Ivi, p. 273.
124 Ibid. 
125 Ovvero, il modo in cui ogni struttura anatomica concorre alla fisiologia globale dell'organismo. 
126 Cfr. Ivi, p. 297. Il modo in cui Nagel presenta le espressioni “visione delle proprietà sistemiche” e
“visione che supporta il fine” fa legittimamente credere che esse siano sinonime e interscambiabili, nella
misura in cui l'una è il completamento dell'altra: non si può avere un'adeguata visione delle proprietà di
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pensare all'interno del contesto della ricerca biologica; (b) consentono di continuare a
parlare di “fini” e di “funzioni” biologiche senza dover ricorrere a un lessico teleologico
o  funzionale;  (c)  rendono  le  proposizioni  teleologiche  e  quelle  funzionali
strutturalmente simili alle proposizioni causali della fisica, senza per questo legittimare
la riduzione della scienza biologica a quella fisica.
Il punto (b) e il punto (c) sono quelli più complessi in quest'argomentazione, poiché
sembrano proporre delle visioni intrinsecamente antitetiche,  anche se è presente una
lettura molto precisa della teleologia funzionale che Nagel intende proporre e che vale
la pena approfondire. 
Per  quel  che riguarda  il  punto  (b),  è  possibile  notare che la  visione  delle  proprietà
sistemiche,  identificando  le  funzioni  biologiche  con  proprietà che  appartengono
all'intero organismo e che concorrono alla realizzazione delle sue due caratteristiche
della  plasticità  e  della  persistenza,  pone  un  fine  del  sistema  molto  generale  e
identificabile con l'automantenimento e l'autopreservazione. Il fine di cui si parla qui
non concerne le singole parti, ma l'intero sistema: i meccanismi delle singole parti si
possono  spiegare  causalmente  tenendo  presente,  però,  che  il  significato  ultimo  dei
processi  causali  realizzantisi  nei  singoli  tratti  morfologici  è  da  riconoscere
nell'automantenimento  e  nell'autopreservazione  del  sistema  (i.e.  ciò  viene  più
elegantemente espresso dalle nozioni di “plasticità” e “persistenza”). Nagel osserva che
«[mediante  la  visione  delle  proprietà  sistemiche]  l'attribuzione  del  fine  può  essere
spiegata  senza  l'impiego  di  alcuna  nozione  teleologica  nella  spiegazione»127,  dal
momento che in ogni sistema biologico “finalistici” sono solo quei comportamenti che
un sistema senza tener conto di un suo fine globale e, d'altra parte, non si può avere un'effettiva visione
teleologica, o supportante il fine, se essa non concepisce le funzioni come proprietà del sistema volte alla
realizzazione del suo fine.
127 Ivi, p. 299.
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concorrono all'automantenimento e all'autopreservazione del sistema senza implicare la
postulazione di fini specifici inerenti i singoli tratti morfologici. E' chiaro, dunque, che
una tale visione teleologica non confligge, nell'ottica di Nagel, con una visione causale e
meccanicistica. 
Ora, fare un'analisi delle funzioni biologiche non significa concepire le funzioni come
cause, bensì ricercarne le cause o condizioni antecedenti di cui le funzioni sono soltanto
gli effetti128. 
Si arriva così a comprendere il punto (c): poiché l'analisi di funzioni, secondo il modo
descritto da Nagel, ammette una catena descrittiva di tipo causale dei comportamenti dei
tratti  dell'organismo  (di  cui  le  funzioni  sarebbero  soltanto  effetti),  essa  è  del  tutto
compatibile,  in  quanto  “strutturalmente”  somigliante,  alle  spiegazioni  causali  della
fisica. Inoltre, poiché le funzioni vanno lette nella cornice di fini dell'intero e non delle
parti (il significato proprio di “visione delle proprietà sistemiche”), la teleologia non
confligge minimamente con il causalismo.
Nagel ritiene pertanto che tra biologia e fisica ci sia una feconda relazione che non ci
legittima a pensare che «le leggi e le teorie della biologia siano riducibili a quelle delle
scienze fisiche»129.
Il percorso tracciato da Ayala a Nagel, attraverso Mayr, ha inteso mostrare un rapporto
dinamico e  fecondo,  ma soprattutto  possibile,  tra  la  coppia fini-funzioni  e  quella  di
cause-meccanismi.  Come  si  è  potuto  vedere,  la  contraddizione  tra  teleologia  e
128 Le  proposizioni  funzionali  possiedono  la  seguente  forma  logica:  (1a premessa)  Il  sistema  S è
nell'ambiente E al tempo t, (2a premessa ) il sistema S realizza la funzione F nell'ambiente E al tempo t ,
(3a premessa) se S realizza F nell'ambiente E al tempo t, allora il tratto i sarà presente nel sistema S. 
L'esposizione di queste tre premesse, come aveva già mostrato Hempel (Aspects of Scientific Explanation,
op. cit., p. 310), fa vedere che nelle spiegazioni funzionali, concepite teleologicamente, non è contenuta
alcuna premessa causale, poiché «la realizzazione di  F […] non è una condizione antecedente per la
manifestazione dell'ente i». Quest'argomentazione si comprende meglio con un esempio: nelle cellule del
tessuto nefrologico avviene il ciclo dell'acido urico; il fatto che si realizzi una tale funzione non è una
condizione antecedente, ovvero una causa, dell'esistenza dei reni. Semmai è il contrario: le funzioni non
sono cause ma effetti del comportamento dei diversi tratti dell'organismo. 
129 Ibid.
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causalismo consisteva tutta nella definizione delle premesse da cui si partiva, i.e. dei
concetti di “fine” e di “funzione”. La risoluzione di questo conflitto è il  Leitfaden che
lega questi  autori:  Ayala lo sviluppa nel senso di una teleologia insita nell'anatomia,
nella  fisiologia  e  nella  nozione  stessa  di  selezione  naturale  che  lascia  spazio  alla
causalità,  dal  momento  che  il  “fine”  non  è  altro  che  lo  stato  finale di  processi
intrinsecamente causali. Mayr interpreta il concetto di “fine”, alla luce delle categorie di
“teleonomico” e “teleomatico”, come un programma di sviluppo che si limita ad attuare
delle  potenzialità  esprimentesi  nella  materia  sotto  forma  di  relazioni  causali.  Infine
Nagel  mostra  che  le  funzioni  vanno  sempre  concepite  in  un  orizzonte  di  cause  o
condizioni antecedenti che si verificano nei tratti dell'organismo e che concorrono alla
sua preservazione mediante le due grandi proprietà sistemiche della plasticità e della
persistenza.
Che in tutti questi autori ci sia un retaggio aristotelico nel modo di concepire la causa
finale è evidente e negarlo significherebbe fare un torto a ciascuno di loro.
1.4 Spiegazioni riduzionistiche e meccanicistiche
Le visioni proposte circa la possibile relazione tra funzionalismo e meccanicismo sono
state varie e, con l'andar del tempo, specialmente dopo le tesi proposte da Nagel130, si è
andati  verso una  visione unificata  o,  almeno,  non di  totale  rottura,  tra  di  essi.  Si  è
trattato di ripensare la natura del finalismo, da un lato, e del meccanicismo, dall'altro, e
di  rivedere,  più  in  generale,  il  tema  del  riduzionismo nelle  scienze  della  vita:  cosa
s'intende per “sistema biologico” e che tipi di sistemi possono essere trovati? Posto che
ogni sistema non solo consta di una gerarchia di livelli ma è, a sua volta, inserito in una
130 Cfr. NAGEL, E., La struttura della scienza, Feltrinelli, Milano, 1968, pp. 408-457 (cap. 12). 
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ben più ampia scala gerarchica, come dev'essere pensato il rapporto con le parti che lo
compongono  e  con  quelle  che  gli  sono  esterne,  ma  con  cui,  nondimeno,  è  in
interazione? E' legittimo, al fine di spiegare il funzionamento di un sistema biologico,
scomporlo  nelle  parti  che  morfologicamente  lo  caratterizzano  e  di  descriverne  il
comportamento in termini di meccanismi fisici e chimici?
Un organismo, considerato in modo molto diverso  dal punto di vista della biologia
evolutiva o della biologia funzionale, dalla fisica come pure dalla chimica, emergerà
come «un sistema auto-replicante, un essere individuale soggetto a sviluppo, un genitore
con una progenie che gli appare simile, un membro di un ecosistema, un sistema che
presenta  ritmi  circadiani,  un membro di  una popolazione  soggetta  a  evoluzione,  un
sistema  termodinamico  aperto  che  mantiene  un  basso  livello  di  entropia,  ecc.»131.
Kauffman  fa  correttamente  notare  il  grande  problema  conoscitivo  e  al  contempo
ontologico  che  si  nasconde  dietro  la  definizione  di  organismo:  all'assunzione  di
determinati  punti  di  vista  su  un  certo  sistema  biologico  corrisponderanno  tipi  di
descrizioni  ed,  eventualmente,  predizioni  ben  determinate.  Inoltre,  a  seconda  dei
differenti punti di vista, si concepirà l'interazione tra parti e intero in modo differente.
Secondo  Kauffman  l'elaborazione  di  modelli  cibernetici  (ovvero  modelli  di  sistemi
artificiali capaci di processare informazioni e dotati di meccanismi a feedback finalizzati
all'autoregolazione) di sistemi biologici consente una spiegazione delle loro parti fatta a
partire  da  un  insieme di  descrizioni  «tali  che  da  questa  descrizione  e  con  nessuna
ulteriore informazione empirica possa essere dedotta la descrizione iniziale»132. Dato il
sostanziale  isomorfismo tra  il  modello  cibernetico  e  quello  causale,  è  possibile  per
131 KAUFFMAN, S.  A.,  ʻArticulation of  Parts  Explanation in  Biology and the Rational  Search  for
Themʼ, in M. Grene e E. Mendelson,  Topics in the Philosophy of Biology, Reidel, Dordrecht (Boston
Studies in the Philosophy of Science vol. 27), 1976, p. 247.
132 Ivi, p. 249.
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Kauffman avvalersi del primo per comprendere meccanismi causali insiti nei processi
dei  sistemi  biologici.  I  modelli  cibernetici  non  fanno  altro  che  imitare nel
funzionamento modelli naturali causali,  ma per fare ciò è necessario che si pongano
condizioni descrittive simili. Dal momento che questo non avviene sempre, si produce
in alcuni casi una condizione di non isomorfismo tra la prima tipologia di modelli e i
secondi, che rende i primi inservibili per la spiegazione dei secondi: «in primo luogo, si
potrebbe supporre che i meccanismi causali attraverso cui il modello cibernetico viene
realizzato,  possano  venir  considerati  implausibili  nel  sistema  [naturale]  studiato.  In
secondo luogo, anche se potessero essere immaginabili i meccanismi causali plausibili,
potrebbe darsi il caso che le richieste del modello cibernetico siano, in un certo senso,
troppo  complesse»133.  I  modelli  cibernetici  si  rivelano,  nonostante  ciò,  utili,  perché
consentono di gettare luce sulle interazioni tra le parti di un sistema e di avere una
visione sintetica delle parti di un intero organismo facendo riferimento a una struttura
puramente artificiale che non prevede il riesame del mondo empirico. 
Sebbene sia possibile leggere lo studio delle relazioni tra le parti e l'intero in termini
causali  grazie  all'aiuto  di  sistemi  artificiali,  permangono  alcune  difficoltà  circa  la
riduzione  nella  spiegazione  funzionale  relativamente  alle  possibilità  concrete  di
compierla  e  di  ottenere  risultati  epistemicamente  fecondi.  Confrontandosi  con
l'empirismo logico,  che  aveva denigrato  il  valore del  riduzionismo negandone tanto
l'utilità quanto il rigore logico in un contesto di ricerca scientifico, Wimsatt si chiede se
sia possibile ottenere una visione alternativa del riduzionismo da quella che lo pensa in
termini  di  modello  formale di  riduzione.  Anzitutto  un  modello  formale  implica  la
delineazione di una certa struttura logica, la quale, a sua volta, suggerisce un fine nella
ricerca scientifica, quasi una sorta di protocollo cui attenersi e che, suggerendo il canone
133 Ivi, p. 259. 
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di  normatività,  finisce  per  porla  all'interno  di  certi  binari  diretti  verso  certi  fini.  Il
carattere teleologico insito nel riduzionismo, però, osserva Wimsatt,  fa volgere verso
un'analisi  funzionale  della  riduzione.  Egli  è  come  se  capovolgesse  il  rapporto  tra
funzionalismo e riduzionismo: il funzionalismo non contiene al suo interno un modello
esplicativo  riduzionista,  ma  è  esattamente  il  contrario,  nella  misura  in  cui  è  il
riduzionismo  che  reca  in  seno  una  teleologia  identificabile  con  il  funzionalismo.
Dunque fare un'analisi di programmi di ricerca riduzionisti significa, in ultima istanza,
condurre  un'analisi  funzionale.  Esistono  per  Wimsatt  due  tipologie  di  riduzionismo:
quello  per  riduzioni  successive  di  teorie  l'una  all'altra  (riduzionismo intra-livello)  e
quello che opera la riduzione tra livelli  di  organizzazione differenti  (riduzione inter-
livello). 
Il primo tipo procede per stadi successivi: un primo stadio consiste nell'individuare le
differenze tra una teoria “madre” T e una teoria “figlia” (o sua discendente)  T* e nel
non localizzarle in un particolare contesto esplicativo; un secondo passaggio prevede
proprio la localizzazione delle somiglianze, da un lato, e delle differenze, dall'altro, tra T
e  T*,  al  fine  di  comprendere  i  limiti  e  gli  scopi  di  un  nuovo  tipo  di  spiegazione
realizzantesi  nel  passaggio  da  T  a  T*.  Ora,  questo  processo  di  localizzazione  di
somiglianze e differenze tra T e T* è una vera e propria  analisi funzionale nel senso
esposto sopra di “studio della teleologia, ovvero dei fini, insita in una teoria scientifica”.
Il termine “analisi funzionale” è reso da Wimsatt anche col termine “intransitività” che
viene definito come «una caratteristica spiegabile, non un dato, nella visione funzionale
di questa attività [i.e. dell'attività di riduzione]»134 Ora, quando si verifica un errore nella
localizzazione di somiglianze e differenze tra teorie in competizione fra loro, dunque
134 WIMSATT, W. C., ʻReductive Explanation: A Functional Accountʼ, in A. C. Michalos, C. A. Hooker,
G. Pearce e R. S. Cohen, Proceedings of the Biennial Meeting of the Philosophy of Science Association
1974 (Boston Studies in the Philosophy of Science, vol. 30), Reidel, Dordrecht,  p. 677.
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quando fallisce la riduzione per successione di teorie, avviene una sostituzione completa
di una teoria con un'altra. Wimsatt fa notare che è solo nel primo tipo di riduzione,
ovvero  nella  riduzione  per  successione,  che  si  crea  un'opposizione  tra  riduzione  e
sostituzione, ma non nel secondo, i.e. nella riduzione interlivello135. 
Il secondo tipo di riduzionismo, quello per riduzioni interlivello, si basa su un'ontologia
che considera la realtà naturale come una gerarchia di livelli che va dal microscopico al
macroscopico:  tale  tipo  di  riduzionismo  consiste  precisamente  nello  spiegare  «le
proprietà  degli  enti  di  livello  superiore  […]  nei  termini  delle  proprietà  e  delle
interrelazioni  degli  enti  di  livello  inferiore»136.  Questa forma di riconduzione ha per
Wimsatt  una  formulazione  matematica,  precisamente  nel  contesto  della  meccanica
classica e anche in quella hamiltoniana, ben precisa, nella misura in cui ogni livello di
organizzazione  si  caratterizza  come un «massimo locale  di  regolarità  e  predicibilità
nello spazio di fase [ovvero lo spazio definito da tutti i possibili valori delle variabili
indipendenti  posizione  e  velocità  allo  scorrere  del  tempo]  dei  modi  differenti  di
organizzazione  della  materia»137.  La  tesi  di  Wimsatt  è  che  l'ontologia  delle  teorie
scientifiche si fonda su enti che sono posti nelle vicinanze dello spazio di fase dei livelli
di organizzazione. La definizione fornita di riduzione interlivello comporta che: (1) gli
enti  interagiranno  più  rigidamente  con  altri  enti  posti  allo  stesso  livello,  ovvero  in
prossimità dei massimi locali di regolarità e predicibilità; (2) si tenderà a ricondurre un
fenomeno  fisico  più  a  enti  del  livello  microscopico  piuttosto  che  a  enti  di  quello
macroscopico; (3) nonostante la tendenza esposta nel punto (2), la ricerca scientifica
tende a ricercare, in prima istanza, le cause dei fenomeni nel livello in cui essi sono
collocati,  poi,  se  i  risultati  non  sono  soddisfacenti  e  fecondi  epistemicamente,  li  si
135 Cfr. Ivi, p. 679. 
136 Ivi, p. 680.
137 Ibid. 
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proverà a ricondurre ad altri livelli. 
La formulazione di leggi scientifiche si muove su un dominio di regolarità riscontrate ad
un livello macroscopico e che trovano la loro spiegazione in «interazioni causali  dei
meccanismi di micro-livello, fattori e condizioni iniziali e al limite»138. 
Questo  tipo  di  riduzionismo  interlivello,  su  cui  s'imperniano  effettivamente  molte
spiegazioni  meccanicistiche,  gioca  un  ruolo  centrale  nel  modo  di  concepire  gli
organismi biologici e, dunque, le funzioni che li contraddistinguono, dal momento che
legittima processi di scomposizione dell'organismo in strutture morfologiche, dotate di
funzionalità ben precise: l'intero viene compreso nella sua riduzione alla morfologia e
alla  funzionalità  delle  sue  parti  o,  volendoci  esprimere  diversamente,  il  livello  di
organizzazione dell'organismo nella sua globalità prevede una scomposizione nei suoi
sottolivelli e nelle interrelazioni tra gli enti che costituiscono ciascun grado della “scala
gerarchica”.  Nel passaggio dai micro ai  macrolivelli  c'è una corrispondenza molti-a-
uno, dal momento che determinati meccanismi, che a un livello inferiore possono essere
svolti  in  strutture  differenti  e  non  avere  particolare  specificità,  a  livelli  superiori
vengono messi insieme e localizzati in singole strutture. Ad esempio, le dieci reazioni di
cui  consta il  pathway della  gluconeogenesi trova una sua unità  se pensato come un
unico processo biochimico, la cui prima reazione (piruvato carbossilasi)  avviene nel
mitocondrio mentre le successive nove nel citosol degli  epatociti  (oppure, in misura
minore, nelle cellule del tessuto renale) in condizioni di digiuno allorquando le cellule α
del  pancreas  secernono  quantità  adeguate  di  glucagone  che,  venendo  assorbito  dai
recettori  delle  molecole  bersaglio  degli  epatociti,  innesca  il  processo  della
gluconeogenesi.  Questa  piccola  descrizione  di  uno  dei  fenomeni  biochimici  più
importanti e conosciuti è un piccolo esempio di riduzione interlivello operata in tutti
138 Ivi, p. 691.
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quei  sistemi  biologici  che  necessitano  dell'apporto  di  glucosio:  c'è  un  rapporto
estremamente  dinamico  tra  il  livello  microscopico  (in  questo  caso  le  reazioni
biochimiche a livello cellulare) e quello macroscopico (gli effetti che hanno i processi
dei livelli inferiori sulla fisiologia di determinati organi e sistemi). A una complessità
interazionale  corrisponde,  come  osserva  correttamente  Wimsatt,  una  complessità
descrittiva, dal momento che la prima esprime «le interazioni causali di un sistema, con
speciale  attenzione  prestata  a  quelle  interazioni  che  incrociano  i  limiti  tra  una
prospettiva  teorica  e  l'altra»139.  La  complessità  interazionale  dipende  da  variabili  di
stato, considerate come proprietà delle parti o sistemi in differenti prospettive teoriche,
in relazione causale fra di loro e dotate di una certa interdipendenza. Questa visione di
Wimsatt non è troppo diversa da quella di Nagel che aveva definito i sistemi teleologici
(ovvero funzionali) come organizzati secondo una direzione e «analizzati in parti che
sono causalmente rilevanti  per  la  conservazione di  alcuni  tratti  caratteristici  in  quei
sistemi,  e  che  stiano  gli  uni  con  gli  altri  e  con  i  fattori  ambientali  in  determinate
relazioni  suscettibili  di  essere  formulate  come  leggi  generali»140.  La  riduzione
interlivello non elimina la differenza costitutiva tra l'organizzazione dei sistemi fisici e
quella dei sistemi funzionali (biologici). Ciò implica, secondo Wimsatt, una concezione
diversa dello spazio e della localizzazione che, nel caso dei sistemi fisici, risulta molto
più esplicita rispetto che nei sistemi funzionali.
Si pone davanti  a noi uno dei problemi epistemologici più grossi  del funzionalismo
applicato all'ambito biologico, dal momento che non si tratta unicamente di stabilire la
legittimità di un programma di ricerca ben determinato, ma di definirne l'ontologia: ciò
viene  ottenuto  attraverso  un'euristica  che  s'avvale  d'un  doppio  processo  di
139 WIMSATT, W. C.,  ʻComplexity and Organizationʼ, in M. Grene e E. Mendelsohn,  Topics of the
Philosophy of Biology, op.cit., p. 179.
140 NAGEL, E., La struttura della scienza, op. cit., p. 428. 
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scomposizione di un sistema e di localizzazione dei meccanismi che si verificano al suo
interno nelle parti componenti. Ecco che il concetto di riduzione interlivello di Wimsatt
viene riformulato e  arricchito di  aspetti  semantici  nuovi  e  quanto  mai  appropriati  e
corretti  da  Bechtel  e  Richardson141.  La  localizzazione  funzionale  è  una  strategia  di
ricerca estremamente utile nel campo delle scienze della vita, anche se pericolosa, dal
momento  che,  proprio  in  virtù  di  quella  corrispondenza  molti-a-uno  presente  nel
passaggio  dal  microscopico  al  macroscopico,  più  volte  si  rischia  di  stabilire  delle
corrispondenze tra strutture e meccanismi inesatte. Inoltre, anche il tentativo di spiegare
certi meccanismi biochimici e biofisici presenti negli organismi biologici mediante il
ricorso a sistemi artificiali può risultare fallace, dal momento che il tipo di funzioni
svolte in un sistema biologico o in un sistema artificiale sono di natura differente142. La
storia  della  fisiologia,  umana  nello  specifico,  è  caratterizzata  da  diversi  errori  di
localizzazione  funzionale  che  hanno  condotto  a  quella  che  Bechtel  definisce  come
“analisi  funzionale vacua”,  ovvero «un'analisi  della realizzazione delle attività di  un
sistema (nella maniera descritta da Cummins nel 1975) […] in cui i livelli nell'analisi
non descrivono processi effettivamente realizzati dal sistema»143. Questo tipo di errore
viene compiuto nel momento in cui il ricercatore, tentando di spiegare un meccanismo
biofisico o biochimico, elabora un modello che non corrisponde al  sistema naturale,
poiché  non descrive  i  reali  meccanismi  in  esso coinvolti.  La  storia  della  fisiologia,
quindi la storia delle funzioni biologiche, è una successione di correzioni apportate a
molti modelli che, con l'andar del tempo, si sono dimostrati sbagliati. 
Il tema della localizzazione funzionale è al centro di un dibattito interno alle scienze
141 Cfr.   BECHTEL,  W.  e  R.  C.  RICHARDSON,  Discovering  complexity:  decomposition  and
localization as strategies in scientific research, MIT Press, Cambridge, Mass., 2010.
142 Cfr. BECHTEL, W., ʻTwo Common Errors in Explaining Biological and Psychological Phenomenaʼ,
in Philosophy of Science, vol. 49 (1982), pp. 549-574. 
143 Ivi, p. 560.
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cognitive e  alla  filosofia  della  mente e  riguarda la  possibilità  di  spiegare le  diverse
attività cognitive dell'uomo esclusivamente sulla base di spiegazioni neurofisiologiche:
le funzioni cognitive troverebbero la loro localizzazione in strutture neuroanatomiche la
cui  fisiologia  renderebbe  conto  dei  meccanismi  da  cui  tali  attività  si  dovrebbero
originare. Che le funzioni cognitive abbiano una matrice fisiologica è fuor di dubbio,
come pure che siano coinvolti determinati pathways biochimici e spiegazioni biofisiche,
ma ecco sorgere un problema di livelli: il livello della cognizione deve avere relazioni
con quello biochimico e biofisico, ma in che modo si può effettuare questa  riduzione
interlivello? Come si possono evitare analisi funzionali vacue? 
Sebbene non sia possibile fornire un'unica e al contempo esaustiva risposta, ritengo la
spiegazione di Bechtel piuttosto corretta: quando nel contesto della ricerca scientifica si
vuole spiegare un intero sistema è necessario scomporlo correttamente nei suoi livelli di
organizzazione e valutare queste ultimi come insiemi di enti correlati gli uni agli altri.
Soltanto attraverso una corretta formulazione di tali sistemi di relazione si potrà fornire
una descrizione appropriata dei meccanismi. Per converso, la localizzazione funzionale
erronea sorge «quando non si scende a un livello per spiegare come la parte realizzi la
sua funzione»144 , mentre l'analisi funzionale vacua si manifesta «quando si cerca se ci
siano componenti nel sistema a cui possano essere assegnate le funzioni descritte»145. 
Come  si  è  potuto  osservare,  il  dibattito  sul  valore  conoscitivo  delle  funzioni  ha
considerato come centrali alcuni problemi teoretici inerenti il rapporto tra parti e intero,
la  struttura gerarchica della  natura,  e  della  realtà  biologica in  particolare,  inoltre,  la
possibilità  di  un  certo  tipo  di  riduzionismo che  consentisse  una  visione  quanto  più
unificata possibile delle interrelazioni che coinvolgono le entità nei differenti “livelli”
144 Ivi, p. 572.
145 Ibid.
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dei sistemi naturali.
Il nodo che rimane ancora da sciogliere e su cui s'impernia tutto l'attuale dibattito sul
riduzionismo nella filosofia della biologia, e della neurobiologia in particolare, è quello
sull'ontologia dei “livelli” della realtà fisica e biologica: è a partire da questo dibattito
che va reimpostato tutto il discorso sul riduzionismo in biologia146.
146 I maggiori protagonisti di questo interessantissimo e molto vivace dibattito intendo presentarli nel
capitolo 3 di questo lavoro, motivo per cui ho ritenuto inopportuno soffermarmi su di essi in questa ultima
sezione del capitolo 1.
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Capitolo 2
Temporalità delle spiegazioni funzionali
Il  percorso  che,  partendo  da  Darwin  arriva  fino  alle  contemporanee  acquisizioni
dell'EvoDevo, intende mostrare non solo la genesi ma anche il nucleo filosofico più
profondo dei maggiori concetti della biologia evolutiva. Il presente capitolo è articolato
in tre paragrafi che cercano di seguire in parte le tappe più importanti del dibattito sulla
teoria  evolutiva  darwiniana,  nonché  il  suo  progressivo  ampliamento,  in  parte  il
mutamento  progressivo  che  la  coppia  forma-funzione  ha  avuto  nel  passaggio  dalla
“sintesi moderna” alla “sintesi estesa” dell'evoluzione. Il filo unificatore è, infatti,  la
determinazione del rapporto struttura-meccanismi nel contesto dell'evoluzione naturale.
Le scoperte sempre maggiori, provenienti dai diversi settori disciplinari della biologia,
che  hanno  caratterizzato  tutto  il  XX secolo,  non  hanno  fatto  altro  che  ampliare  la
visione  evolutiva  rischiando  talvolta  di  disintegrare  quel  carattere  unitario  che,
nonostante tutto, continuava a permanere fino agli inizi degli anni '70 del XX secolo.
Ciò che emerge è che ad una visione pluralista (o erotetica) dell'evoluzione corrisponde
un sostanziale pluralismo epistemologico relativamente alla concezione dei rapporti tra
strutture morfologiche e meccanismi fisiologici. 
La prima sezione presenta i nuclei concettuali più importanti della teoria darwiniana
dell'evoluzione  naturale  (la  variazione  delle  specie,  la  selezione  naturale  e  i  suoi
caratteri più connotanti) e l'estensione, mediante la categoria di “adattamento”, che ne fa
Williams. Particolarmente importante si dimostra il ruolo del complesso forma-funzione
nella  cornice  evolutiva  esposta  da  Bock,  von  Wahlert  e  Lauder.  Sober  propone  di
distinguere tra i termini di “adattamento” e “adattività” per una migliore comprensione
del  ruolo  dei  vari  tratti  morfologici,  mentre  West-Eberhard  sostiene  la  necessità  di
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stabilire un criterio storico per il raggiungimento di un tale fine. La chiusura della prima
sezione con l'esposizione del concetto di  exaptation da parte di  Gould e Vrba vuole
porre l'accento sul tema della rifunzionalizzazione dei tratti morfologici nel corso della
storia evolutiva.
La seconda sezione presenta alcune visioni filosoficamente più critiche nei confronti di
quello che Gould e Lewontin definiscono come “programma adattamentista”. Il bisogno
di fare un uso  accorto del concetto di “adattamento” in biologia evolutiva è il tema
maggiore  dell'articolo  del  '79  di  Gould  e  Lewontin  a  cui  seguirono  delle  critiche
piuttosto aspre come, ad esempio, quelle di Gans o di Dennett. La visione delle funzioni
come  disposizioni  ad  una  maggiore  capacità  di  sopravvivenza  dell'organismo  nel
proprio  habitat  è  la  teoria  proposta  da  Bigelow  e  Pargetter  che  ha  come  propria
involontaria  filiazione  quella  di  Walsh  secondo  cui  le  funzioni  biologiche  sono dei
contribuiti al  fitness individuale medio dell'organismo rispetto al proprio ambiente. La
teoria di Enç e Adams mostra che esiste un gran numero di tratti morfologici le cui
funzioni non dipendono causalmente da un set predeterminato e invariabile di proprietà
fisiche: la variabilità di tali proprietà potrebbe dipendere da fattori contingenti oppure da
una certa storia evolutiva del tratto. Viene presentata, quasi alla fine del paragrafo, in
modo piuttosto succinto la teoria delle funzioni proprie (o “categorie biologiche”) di
Millikan: l'accento non è posto tanto sulla relazione fondamentale tra funzione propria e
intenzionalità tipica della monografia dell' '84, bensì sul concetto di “funzione propria
adattata”  e  su  alcune  fragilità  teoretiche  che  è  possibile  riscontrare  nella  sua
definizione.
La terza sezione mostra le tappe concettuali più importanti che hanno condotto dalla
“sintesi moderna” dell'evoluzione, proposta per la prima volta da Huxley nel '42, alla
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“sintesi  estesa”,  descritta  da  Pigliucci  e  Müller  in  alcuni  articoli  del  2007  e
successivamente confluiti in una monografia del 2010.
2.1 Studio delle funzioni in termini di storia selettiva
L'opera  di  Darwin  Sull'origine  delle  specie  ha  avuto  un'influenza  sempre  crescente
durante la seconda metà del XIX secolo e poi ancora, specialmente grazie alle figure di
Dobzhansky e Mayr,  durante il  XX secolo sia nel  panorama biologico sia in  quello
filosofico.  Le  tesi  proposte  da  Darwin,  frutto,  come  racconta  egli  stesso
nell'introduzione,  di  un  ventennale  lavoro  di  elaborazione  e  interpretazione  dei  dati
geologici  e  zoologici  raccolti  nel  quinquennio  1831-1836  in  America  Meridionale,
apportarono delle importanti modifiche a un panorama evoluzionistico che aveva già
visto in Buffon, Lamarck, Saint-Hilaire e altri,  notevoli esponenti.  Tutti questi autori
avevano compreso che tra specie e ambiente ci fosse un rapporto dinamico che rendeva
possibile,  con  il  trascorrere  delle  generazioni,  un'evoluzione delle  specie.  Non  era
chiaro,  però,  in  che  modo,  precisamente,  ogni  specie  potesse  derivare  da  altre  e,
soprattutto, non era chiara la genesi delle varietà (ovvero delle sottospecie) a partire
dalle specie e come queste ultime, a loro volta, potessero derivare da generi biologici
molto ampi e generali. C'era, in poche parole, un problema di genesi e di legittimazione
delle categorie tassonomiche, alcune delle quali sviluppatesi durante il XVIII secolo. 
Per  Lamarck  le  cause  dell'evoluzione  erano  legate  in  parte  all'azione  diretta  delle
condizioni fisiche dell'ambiente sulle specie, in parte all'incrocio di forme preesistenti.
L'evoluzione recava in seno, secondo Lamarck, una tendenza al progresso.
Secondo Darwin, le conclusioni di Lamarck non erano così cristalline da un punto di
vista filosofico e scientifico come volevano apparire: il rapporto tra varietà e ambiente
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non era particolarmente chiaro, come pure l'ereditarietà dei caratteri acquisiti. Darwin
mise in dubbio la presunta “tendenza al progresso” e poi, soprattutto, si allontanò da una
concezione di tipo creazionista. 
L'opera di Darwin parte da un dato di fatto: le civiltà umane hanno sviluppato varie
tecniche di selezione artificiale che sono state applicate sia ad animali sia a piante. Esse
hanno prodotto “variazioni allo stato domestico” con la produzione di nuove varietà di
specie che, in alcuni casi, hanno condotto alla genesi di vere e proprie nuove specie. Il
fine della selezione artificiale, messa in pratica da millenni da allevatori e orticoltori, è
quello di produrre un miglioramento della specie attraverso la salvaguardia, mediante
accoppiamento,  degli  organismi  con le  caratteristiche migliori,  infatti  «la  chiave del
problema sta  nel  potere  dell'uomo di  operare  una selezione  accumulativa:  la  natura
fornisce variazioni successive, e l'uomo le accumula nelle direzioni che gli sono utili. In
questo senso si può dire che egli si è fabbricato le razze che gli sono vantaggiose»147. La
selezione artificiale non fa altro che sfruttare un altro tipo di selezione: quella naturale.
Il grande problema attorno a cui verte il principio dell'evoluzione secondo il suo più
importante mezzo, la selezione naturale, è la genesi delle varietà e di nuove specie a
partire da specie preesistenti. Quali sono infatti i  meccanismi che la selezione naturale
mette in opera per favorire la  differenziazione delle specie? Quali sono le motivazioni
per cui essa fa ciò?
La grandezza di Darwin consistette nel fornire delle spiegazioni parziali e accorte che,
tuttavia,  hanno  aperto  la  strada  alle  indagini  della  moderna  biologia  evolutiva  e
sistematica. 
L'idea basilare che soggiace alla selezione naturale è che l'evoluzione naturale degli
organismi biologici tende a preservare quei tratti morfologici, e dunque le funzioni a
147 DARWIN, C., L'origine delle specie, Bollati Boringhieri, Torino, 2014, p. 108.
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essi associate, che si rivelano maggiormente utili per l'interazione individuo-ambiente.
Coerentemente con le teorie economiche di Malthus sul principio che spiega la crescita
o la decrescita della popolazione, anche Darwin ritiene che il saggio di crescita di una
popolazione  di  organismi  in  un  certo  ambiente  dipende  dal  valore  dei  mezzi  di
sussistenza: se questi saranno adeguati la popolazione tenderà a crescere, ma se questi,
invece, decresceranno si verificherà una lotta per l'esistenza che «risulta inevitabilmente
dalla rapida progressione con cui tutti gli esseri viventi tendono a moltiplicarsi»148. Ora,
dal momento che, come già aveva rilevato Malthus, nascono più individui di quanti ne
possano  sopravvivere,  dev'esserci  necessariamente una  lotta  per  l'esistenza  tra  gli
individui di una popolazione. La lotta per l'esistenza è tanto più aspra quanto più viene
combattuta tra individui di specie appartenenti allo stesso genere a causa di «abitudini e
costituzioni molto simili e […] somiglianze strutturali»149. Per riuscire a superare questa
continua  lotta,  la  natura  apporta  in  un  gran  numero degli  organismi  biologici  delle
modifiche  morfologiche  e  funzionali  (modifiche  che  ormai  vengono  definite
“fenotipiche”  e  “genotipiche”),  le  quali,  se  si  dimostrano utili  per  la  sopravvivenza
dell'organismo, vengono preservate dalla  selezione naturale.  Essa agisce,  pertanto,  a
posteriori nella salvaguardia di modifiche geniche, cellulari, organiche e sistemiche che
risultano utili per l'esistenza dell'organismo. La selezione naturale, inoltre, agisce (1)
con molta lentezza, (2) a lunghi intervalli di tempo, nella misura in cui salvaguarda certi
tratti che si evolvono nel corso di migliaia di generazioni, (3) su pochi abitanti di una
medesima ragione.
Oltre  la  selezione  naturale  che  opera  sulla  salvaguardia  di  caratteristiche  utili
all'esistenza degli organismi, c'è anche una selezione “sessuale” che «dipende non dalla
148 Ivi, p. 139. 
149 Ivi, p. 150. 
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lotta per l'esistenza contro altri esseri viventi o contro le condizioni esterne, ma dalla
lotta degli individui di un sesso, generalmente maschi, per il possesso delle femmine. Il
risultato di questa lotta non è la morte del vinto, ma la mancanza di discendenti o lo
scarso numero di essi.  La selezione sessuale è quindi meno rigorosa della selezione
naturale»150. Un caso particolare, se si vuole, di selezione sessuale è quello dell'incrocio,
molto presente nel mondo vegetale, in cui si uniscono sessualmente individui distinti
della  stessa  specie.  La  logica  dell'incrocio sta  alla  base  della  pratica  botanica
dell'ibridismo delle piante.
Tutti questi processi (selezione naturale, selezione sessuale e incrocio) sono “strumenti”
attraverso i quali l'evoluzione naturale si serve per favorire una differenziazione dei tratti
morfologici e funzionali delle specie per favorire la sopravvivenza dei loro individui. In
tale  processo  di  differenziazione  nascono  nuove  varietà  di  una  specie  che,  quando
assumono caratteristiche morfologiche e funzionali  talmente tanto diverse dalle  altre
varietà  della  stessa  specie,  diventano  specie  autonome.  Qui  Darwin  dà
un'interpretazione ben precisa, alla luce del concetto di selezione naturale, della genesi
di alcune categorie tassonomiche fondamentali. 
Poiché  la  selezione  naturale  non  opera  necessariamente  secondo  uno  sviluppo
progressivo  (i.e.  tutte  le  forme  intermedie  di  variazione  trovano  una  loro  struttura
definitiva  e  completa),  ma  lascia  alcune  forme  “incomplete”,  è  possibile  che
permangano forme di organizzazione inferiore. Alcune di esse, poiché poste in ambienti
isolati, si sono preservate intatte fino ai giorni nostri.
Vanno fatte tre osservazioni importanti riguardo la selezione naturale:
(a) essa è il frutto di variazioni morfologiche e funzionali correlate fra di loro e che si
sono ripetute con una certa frequenza nelle generazioni successive di una determinata
150 Ivi, p. 161.
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specie.  La  selezione  naturale  agisce,  inoltre,  in  modo graduale facendo mutare  una
specie  in  una  serie  di  varietà  attraverso  alcune  forme  intermedie.  Essa  s'accoppia
necessariamente  al  fenomeno  dell'estinzione:  preservare  alcuni  tratti  significa  farne
estinguere altri; salvaguardare certe varietà significa talvolta farne estinguere altre. Ciò
in ragione della  struggle for life derivante dalla sproporzione tra risorse alimentari e
numero di individui di una popolazione in un certo ambiente.
(b)  Non  tutti  i  tratti  morfologici  o  funzionali  derivano  dall'influsso  della  selezione
naturale,  ad es.  la  sterilità,  poiché  «essa è  un risultato  accidentale  di  differenze  nel
sistema riproduttivo delle specie progenitrici»151. Ciò significa che nell'evoluzione degli
organismi biologici, nella differenziazione di una specie nelle sue varietà e poi, ancora,
nella genesi di nuove specie, c'è sicuramente un elemento di  casualità e  accidentalità
che non deve essere trascurato e che ha reso, effettivamente, il concetto di selezione
naturale così passibile a critiche. In realtà Darwin, ben consapevole dei limiti della sua
teoria  evolutiva,  la  presenta  come  «il  più  importante,  ma  non  l'unico  mezzo  di
modificazione»152:  essa è  dunque il  principale  strumento di cui si  serve l'evoluzione
naturale per favorire il mantenimento di certe trasformazioni morfologiche e funzionali
degli organismi, ma non è l'unico, poiché ci sono altri fattori e poi anche elementi di
casualità che operano sul fenomeno evolutivo.
(c) Il mutamento dei diversi tratti morfologici e funzionali del singolo organismo non
avviene contestualmente, ma la trasformazione di una parte,  essendo legata ad altre,
implica anche il mutamento di quelle, infatti  «non è necessario supporre che tutte le
parti  di  un  qualsiasi  essere  si  siano  modificate  contemporaneamente.  Le  più
sorprendenti  modificazioni  eccellentemente  adattate  a  un  qualche  scopo,  potrebbero
151 Ivi, p. 341.
152 Ivi, p. 88.
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[…] essere acquisite per mezzo di variazioni successive, se lievi, prima in una parte e
poi in un'altra; e poiché esse sarebbero trasmesse tutte insieme, ci apparirebbero come
se si fossero sviluppate contemporaneamente»153.
La questione cruciale che viene sollevata in Sull'origine delle specie concerne l'origine
della variabilità, problema che sarebbe diventato il fulcro di tutta la biologia molecolare
successiva154. Tanto nel capitolo 1 quanto nel 5 di Sull'origine delle specie Darwin non
si stanca mai di ripetere che le cause della variabilità appaiono estremamente oscure e
che  ci  sia  una  generale  ignoranza  circa  le  leggi  che  governano  la  variazione.  Ciò
nonostante,  egli  si  esprime  su  quelle  che  ritiene  essere  le  due  maggiori  fonti  della
variabilità:  1)  le  condizioni  di  vita  (o  ambientali),  le  quali  agiscono  direttamente
sull'intero organismo o soltanto su alcune sue parti producendo delle variazioni nella sua
struttura anatomica e funzionale; 2) le condizioni di vita che agiscono indirettamente sul
sistema  riproduttivo  dell'organismo  aumentando  o  diminuendo  la  sua  efficienza
riproduttiva. 
Il tema della selezione naturale è da inscrivere pienamente nel contesto in cui operano le
“condizioni di vita”. Nel capitolo 5 vengono enucleate alcune leggi della variazione che
vale la pena esaminare. 
Una prima causa di variabilità può essere intravista nell'uso o  non uso di certe parti
anatomiche:  Darwin  espone  diversi  tipi  di  sistemi  biologici  (del  regno  animale  e
vegetale) in cui lo sviluppo o la repressione di certi tratti anatomici è intrinsecamente
legato alla loro  utilità funzionale per l'organismo155. Una seconda causa consisterebbe
153 Ivi, p. 271. 
154 Cfr.  la  sezione  2.3  del  presente  lavoro.  La  biologia  molecolare,  sotto  la  spinta  delle  teorie
dell'ereditarietà genetica di Huxley ha ascritto per decenni la questione dell'origine della variabilità a
mutazioni casuali nelle sequenze nucleotidiche del genotipo evitando qualsiasi riferimento al rapporto tra
genotipo e ambiente. La visione attuale, invece, ritiene che la genesi della variabilità sia da intravedere
non  solo  in  variazioni  genotipiche,  ma  anche  in  una  tendenziale  “plasticità  fenotipica”  legata  alla
peculiare interazione che un sistema biologico instaura con il proprio ambiente.
155 Cfr. DARWIN, C., L'origine delle specie, op. cit., p. 206. Un esempio molto chiaro a favore di tale
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nell'acclimazione: ogni specie, per adattarsi al clima dell'ambiente in cui vive, produce
delle variazioni morfologiche e funzionali che le consentono di sopravvivere meglio156.
Un terzo fattore va visto nella “variazione correlata”: le variazioni morfologiche in una
parte dell'organismo implica alterazioni “a catena” in altre sue parti157. Una quarta causa
della variabilità si può leggere in un generale “principio di economia” della natura: se
una  parte  anatomica  dell'organismo  non  ha  alcuna  utilità  funzionale,  essa  verrà
notevolmente  ridotta  e  atrofizzata  nelle  sue  funzioni  a  favore  di  altre  che,  invece,
risultano più utili158.  Infine,  come quinta  causa della variabilità,  va ascritta l'estrema
tendenza delle parti morfologicamente molto sviluppate (e funzionalmente rilevanti) a
mutare  molto  più  facilmente  rispetto  alle  parti  meno  sviluppate  per  consentire  una
migliore interazione tra l'organismo e l'ambiente159.
Si comprende, dunque, come nella visione di Darwin l'origine della variabilità riguardi
la peculiare interazione che s'instaura fra il tratto morfologico e l'ambiente in risposta a
determinate  esigenze  fisiologiche.  La  “sintesi  moderna”  proposta  da  Huxley,  come
vedremo, avrebbe posto l'accento sulle  mutazioni casuali del genotipo, trascurando le
alterazioni fenotipiche, per la genesi della variabilità.
La teoria darwiniana ha avuto degli influssi notevolissimi sia sugli ambiti della biologia
che  indagano  il  microscopico  (i.e.  genetica,  biologia  molecolare)  sia  su  quelli  che
tesi è quello degli occhi delle talpe e di alcuni roditori: tali organi si sarebbero rimpiccioliti, mostrando
palpebre adese e ricoperte di pelo, per rispondere alle frequenti infiammazioni a cui erano soggetti in un
passato remoto. Qui il non uso dell'occhio è una risposta che l'organismo ha dato a un peculiare problema
fisiologico (l'infiammazione oculare) determinato da una particolare interazione con il suo ambiente.
156 Cfr. Ivi, p. 208. L'acclimazione è presente in tutti i sistemi biologici, particolarmente evidente nelle
piante, dal momento che la ciclicità del periodo di fioritura, del periodo di quiescenza, della germinazione
dei semi ecc., è strettamente legato al clima. 
157 Cfr.  Ivi,  p.  212.  Particolarmente  chiaro  risulta  il  seguente  esempio:  le  parti  omologhe hanno la
tendenza a riunirsi fra di loro «come nel caso dell'unione dei petali in un solo tubo corallino».
158 Cfr. Ivi, p. 214. Viene fatto l'esempio dei polli, i quali sviluppano le penne sulla testa in concomitanza
a una riduzione della cresta, e lo sviluppo della barba con la diminuzione dei bargigli. 
159 Cfr. Ivi, p. 217. Viene portato l'esempio delle valve opercolari dei cirripedi sessili che, proprio in
virtù della loro estrema importanza funzionale, tenderanno a mutare piuttosto velocemente consentendo a
questa tipologia di crostacei di interagire meglio con l'ambiente.
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indagano il macroscopico (fisiologia degli organi e dei sistemi, ecologia, zoologia ecc.)
caratterizzandosi  come un grande  orizzonte  ontologico capace  di  dare  uno spessore
filosofico e al contempo storico a tutte le successive indagini delle scienze della vita.
Ciò non significa che tutte le argomentazioni contenute in Sull'origine delle specie siano
state dimostrate vere, ma che la logica della teoria darwiniana, considerata nella sua
interezza, si sia dimostrata valida e continui ancora oggi, nonostante diverse modifiche
apportatevi, a illuminare la disciplina biologica.
Il  dibattito  sul  funzionalismo,  specialmente  a  partire  dalle  opere  di  Williams160,
Dobzhansky161,  Mayr162 e  Ruse163,  ha subito un grande influsso da parte della teoria
darwiniana e, in particolare, della storicità dei tratti morfologici e funzionali. 
Al  fine  di  comprendere  il  significato  biologico  di  determinati  tratti  anatomici  e  di
determinati  meccanismi  biochimici,  biofisici  e  sociali,  quanto  è  importante  la
conoscenza della loro storia evolutiva? Ha importanza soltanto la storia evolutiva nella
sua  interezza  oppure  solo  quella  recente?   Come  influisce,  da  un  punto  di  vista
epistemologico e poi anche ontologico, una visione “storica” delle funzioni?
Questi  importanti  interrogativi  filosofici  sono  stati  diversamente  affrontati  da  una
pluralità di biologi e di filosofi. 
Uno degli  aspetti  in  assoluto più controversi  del  lascito  darwiniano è  il  concetto  di
“adattamento”,  termine  che,  nell'opera  darwiniana  non  compare  mai  isolatamente  e
dotato  di  una  particolare  connotazione  semantica,  in  quella  di  Williams164,  invece,
diventa  il  necessario  correlato  del  concetto  di  selezione  naturale.  Il  processo  di
160 Cfr. WILLIAMS, G. C.,  Adaptation and Natural Selection, Princeton University Press, Princeton,
New Jersey, 1966.
161 Cfr. DOBZHANSKY, T., Genetics and the Origin of Species, Columbia University Press, New York, 
New York, 1951.
162 Cfr. MAYR, E., Animal Species and Evolution, Harvard University Press, Cambridge, Massachussets,
1963.
163 Cfr. RUSE, M., Filosofia della biologia, Il Mulino, Bologna, 1976.
164 Cfr.  WILLIAMS, G. C., Adaptation and Natural Selection, op. cit.
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adattamento  è  stato  interpretato,  da  Williams  in  poi,  come  sinonimo  di  una
modificazione  evolutiva  di  un tratto,  morfologico o funzionale  dell'organismo,  sotto
l'azione della selezione naturale. Ciò ha portato all'assunzione in biologia che «le leggi
della scienza fisica più la selezione naturale possono fornire una spiegazione completa
per qualsiasi fenomeno biologico, e che questi principi possono spiegare l'adattamento
in generale e in astratto e in ogni esempio particolare di adattamento»165. Questo punto
di vista, che si caratterizza come un'assunzione metodologica, considera la selezione
naturale come una vera e propria forza creatrice  che, operando attraverso mutazioni dei
geni degli organismi, assicura loro una plasticità evolutiva. Il lavoro di Williams riesce a
mettere in luce due importanti problemi sorti dall'incontro tra la teoria darwiniana della
selezione naturale e le scoperte avvenute nella prima metà del XX secolo da parte della
genetica e della biologia molecolare: il primo concerne l'interrogativo se la selezione
naturale  operi  direttamente  sui  tratti  fenotipici  oppure  se  essa  li  determini  in  modo
indiretto  agendo  primariamente  su  quelli  genotipici  mediante  la  modifica  delle
frequenze  alleliche  dei  geni.  Un  risposta  affermativa  a  questo  seconda  opzione
significherebbe postulare una subordinazione, dunque una dipendenza, del fenotipo dal
genotipo; visione che Williams ha pensato di abbracciare e che troverà nel concetto di
“fenotipo esteso” di Dawkins166 la sua diretta prosecuzione. Il secondo riguarda, invece,
la particolare relazione che lega la selezione naturale all'adattamento. 
Il  concetto  di  “adattamento”,  per  quanto  importante  e  capace  di  fornire  una  nuova
chiave  di  lettura  del  problema  della  selezione  naturale  tematizzato  da  Darwin,
dev'essere usato con molta  parsimonia,  poiché  «non ha quasi  mai  bisogno di essere
riconosciuto in  un qualsiasi  livello  superiore a quello  di  un paio di  genitori  e  della
165 Ivi, pp. 6-7.
166 Cfr. DAWKINS, R., The Selfish Gene, Oxford University Press, Oxford, 1976 e, poi, DAWKINS, R.,
The Extended Phenotype, Oxford University Press, Oxford, 1982.
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progenie associata»167. 
Riguardo il primo problema Williams chiarisce, fin dal primo capitolo, che la selezione
naturale non opera in modo diretto sui tratti fenotipici, ma soltanto sui geni mediante
una selezione delle forme alleliche alternative presenti nei geni (la selezione naturale per
Williams potrebbe anche esser definita come “selezione genica”). Ciò è coerente con la
definizione per cui il gene sarebbe quell'unità ereditaria degli organismi viventi  «che
segrega e ricombina con frequenza apprezzabile»168 la cui riproduzione compensa una
potenziale distruzione operata da agenti esterni. La selezione di certe forme alleliche
piuttosto  che  altre  determina  delle  variazioni  nei  tratti  morfologici  e  funzionali  del
livello  fenotipico  che  hanno  come  unico scopo  quello  di  migliorare  l'efficienza
riproduttiva  dei  membri  di  una specie  e  di  renderli,  così,  maggiormente idonei  (fit)
all'interazione con l'ambiente in cui vivono. Ora, una maggiore efficienza riproduttiva e
una  maggiore  idoneità  ambientale  è  esattamente  ciò  che  Williams  intende  per
“adattamento”, tenendo presente, però, che  «la necessità ecologica o fisiologica non è
un fattore evolutivo, e lo sviluppo di un adattamento non è un'evidenza del fatto che
esso  sia  stato  necessario  alla  sopravvivenza  della  specie»169.  Williams  rileva  che  il
concetto di “selezione naturale” non dev'essere trattato normativamente, nella misura in
cui  né  la  coppia  necessario-non  necessario  né  quella  di  adeguatezza-inadeguatezza
hanno senso nel contesto di un miglioramento dell'efficienza riproduttiva. Egli, inoltre,
in antitesi alla visione di Darwin, non ritiene ci sia un progresso cumulativo nella serie
di mutazioni genetiche di cui è responsabile la selezione naturale, poiché la nozione di
“progresso”  risulta  estremamente  polivoca,  dunque non applicabile  univocamente  al
concetto di “selezione naturale”. Essa può essere suddivisa in cinque grandi categorie:
167 Ivi, p. 19.
168 Ivi, p. 24.
169 Ivi, p. 28.
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«accumulazione  dell'informazione  genetica;  complessità  morfologica  crescente;
divisione  del  lavoro  fisiologico  crescente;  tendenza  evolutiva  in  qualche  direzione
arbitrariamente  designata;  effettività  crescente  dell'adattamento»170.  Spesso  per
“progresso” non s'intende nient'altro «che la sostituzione di un adattamento a un altro,
indipendentemente  dalle  linee  differenti  della  discendenza»171.  Il  modo  in  cui
esattamente le varie parti del DNA dello zigote influenzino la morfogenesi è qualcosa
che,  sia  al  tempo di  Adaptation and Natural  Selection sia  oggi,  dopo la  mappatura
dell'intero genoma umano, rimane piuttosto oscura. L'evoluzione dai protisti all'uomo,
da un punto di vista morfogenetico, può esser letta come «la sostituzione delle istruzioni
morfogenetiche per una piccola proporzione delle istruzioni biochimiche e citologiche
nel DNA protista»172. L'analisi dell'evoluzione delle varie specie (filogenesi) mostra che
l'evoluzione del singolo individuo appartenente a una specie (ontogenesi) si verifica in
due tappe, adattamento dell'organismo all'ambiente (adattamento ecologico) e potenziali
modifiche morfogenetiche, e l'unico fine che essa persegue «è lo stesso di quello di altri
adattamenti, la continuità del plasma germinale dipendente»173. Williams ritiene infatti
che l'ontogenesi tenda a preservare quei cromosomi e quei geni presenti nel protoplasma
delle cellule germinali e che il suo fine non sia da intravedere nel raggiungimento del
fenotipo allo stadio adulto. Ciò è testimoniato da alcune omologie strutturali tra i vari
gruppi tassonomici che «sono dovute alla presenza di elementi identici nei differenti
plasmi germinali»174 La relazione tra genotipo e fenotipo, da un lato, e la nozione di
adattamento, dall'altra, rimandano necessariamente al sistema  ambiente, che, secondo
Williams, si sviluppa secondo i seguenti tre livelli: genetico, somatico ed ecologico. 
170 Ivi, p. 35. 
171 Ivi, p. 53.
172 Ivi, p. 42.
173 Ivi, p. 44.
174 Ivi, p. 65. 
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Il primo livello, il cui nome fu introdotto da Mayr175, fa riferimento al locus di un gene
all'interno di un cromosoma che può essere occupato da una qualsiasi delle sue forme
alternative (gli alleli di un gene). Si noti che la selezione naturale opera esattamente a
questo livello, nella misura in cui essa si limita a  selezionare gli alleli alternativi per
favorire il processo di adattamento.
Il secondo livello è intermedio tra quello genetico e quello ecologico e si riferisce al
corpo  (soma)  in  cui  viene  interpretato  il  messaggio  genetico  contenuto  nel  nucleo
cellulare.  Tale  livello  spiega  per  quale  motivo,  ad  esempio,  «il  messaggio  genetico
[proveniente] dal nucleo [delle cellule di un] mammifero sarebbe incomprensibile a un
citoplasma  aviario»176.  Uno  stesso  messaggio  genetico  può  essere  interpretato
differentemente in corpi diversi producendo effetti differenti a livello di genesi di tratti
morfologici e di funzioni a essi associate. 
Il  terzo e  ultimo livello  comprende tutti  quei  fattori  ambientali,  come clima,  risorse
alimentari, predatori, ecc., che influenzano l'evoluzione adattiva di una certa specie. Il
modo in cui il livello ecologico influenza la morfogenesi non era chiaro negli anni '60
del  XX  secolo  e,  ancora  oggi,  moltissimi  meccanismi  della  cosiddetta  “patologia
ambientale” risultano estremamente oscuri.  L'ambiente sociale e un suo sottogruppo,
l'ambiente  demografico,  sono  sottocategorie  del  livello  ecologico.  La  differenza  tra
ambiente somatico e ambiente ecologico non è sempre così netta,  dal momento che
quest'ultimo «determina in  quale modo si  sarà ben adattato un corpo e quali  tipi  di
cambiamenti morfogenetici siano possibili»177. La linea di confine non è, dunque, così
netta perché c'è una sottodeterminazione del secondo livello rispetto al terzo. 
175 Cfr. MAYR, E., ʻChange of genetic environment and evolutionʼ, in J. S. Huxley, A. C. Hardy e E. B.
Ford, Evolution as a Process, Allan & Unwin, 1958, pp. 157-180.
176 WILLIAMS, G. C., Adaptation and Natural Selection, op. cit., p. 62.
177 Ivi, p. 67.
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Ora, in tutti e tre i livelli ambientali, che vanno dal microscopico al macroscopico, è
possibile riscontrare il fenomeno dell'idoneità (fitness) di un individuo al suo habitat.
L'interazione tra organismo e ambiente può esplicarsi o come  adattamento organico,
ovvero come «un meccanismo designato a  promuovere il  successo di  un organismo
individuale»178,  oppure  come  adattamento  biotico,  cioè  come  «un  meccanismo
designato a promuovere il successo di un biota [i.e. l'insieme degli animali e delle piante
di  una  data  regione]»179.  La  distinzione  tra  questi  due tipi  di  adattamento  dovrebbe
servire  a  mantenere  quella  tra  filogenesi  e  ontogenesi:  come  esiste  una  selezione
operante a  livello  di  un gruppo di  individui  e  una  a  livello  del  singolo,  così  anche
l'adattamento può favorire il fitness di una specie oppure di un suo singolo membro180.
L'adattamento,  considerato  da  una  prospettiva  genica,  ha  come  fine  ultimo  «la
perpetuazione massima dei geni responsabili dei meccanismi adattivi visibili»181. 
Lo studio delle funzioni biologiche, che per Pittendrigh182 doveva necessariamente far
riferimento  all'organizzazione  funzionale  degli  organismi  biologici,  ovvero  alla
teleonomia, deve necessariamente far riferimento, secondo Williams, agli adattamenti
morfogenetici,  dal momento che essi  sono legati  «alla crescita, alla differenziazione,
alla riproduzione e ad altri aspetti del compimento del ciclo di vita»183. 
L'opera  di  Williams,  per  quanto  importante  nella  storia  del  dibattito  sulla  selezione
naturale e sull'adattamento, non ha offerto grandi contributi alla comprensione biologica
178 Ivi, pp. 96-97.
179 Ivi, p. 97.
180 I neo-darwiniani, osserva Williams, hanno inteso la selezione operante sul singolo individuo come
“selezione genica”, mentre quella operante su un'intera specie come “selezione di gruppo”. Quest'ultimo
termine  fu  introdotto  da  Wynne-Edwards  (cfr.  WYNNE-EDWARDS,  V.  C.,  Animal  Dispersion  in
Relation to Social Behaviour, Oliver & Boyd, London, 1962). Williams ritiene che la selezione naturale
operi in senso proprio solo a livello genico e che i fenomeni di adattamento, organico e biotico, siano solo
delle manifestazioni di questo tipo di selezione.
181 WILLIAMS, G. C., Adaptation and Natural Selection, op. cit., p. 252. 
182 Cfr. PITTENDRIGH, C. S., ʻAdaptation, natural selection, and behaviorʼ, in A. Roe e G. G. Simpson,
Behavior and Evolution, Yale University Press, New Haven, Connecticut, 1958, pp. 390-416 (cap. 18). 
183 WILLIAMS, G. C., Adaptation and Natural Selection, op. cit., p. 263.
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del  complesso forma-funzione,  dal  momento che tale  coppia rimane come elemento
teorico soggiacente ai concetti di selezione genica e adattamento organico e biotico ma
mai tematizzato. L'impianto è radicalmente differente da quello dell'articolo di Bock e
von  Wahlert184,  di  appena  un  anno  anteriore  alla  monografia  di  Williams,  in  cui  il
concetto  di  “adattamento”  viene  visto  sotto  la  lente  specifica  del  complesso forma-
funzione. Essi partono dal presupposto che l'anatomia funzionale, ovvero lo studio delle
proprietà  funzionali  delle  strutture  anatomiche,  dia  un  contributo  basilare  agli  studi
sull'adattamento  biologico.  Gli  studi  sull'adattamento  prodotti  dal  1859 al  1920 non
hanno considerato le strutture anatomiche «come parti integrali dell'intero organismo.
Né i  cambiamenti,  [avvenuti]  durante  l'ontogenesi  e  la  filogenesi,  sono stati  trattati
come modificazioni in risposta alle alterazioni nelle relazioni tra il complesso forma-
funzione e l'ambiente»185. Il processo di adattamento degli organismi dev'essere letto,
sostengono i  due studiosi,  come uno studio delle  variazioni che coinvolgono i  tratti
morfologici e i loro correlati funzionali, nella misura in cui «la capacità adattiva di un
carattere  complesso  è  generalmente  dipendente  da  una  stretta  corrispondenza  nella
forma e nella funzione delle sue caratteristiche individuali»186. Naturalmente essi sono
ben consapevoli del fatto che un'analisi del genere riguardi le caratteristiche fenotipiche
e che abbia molto poco senso all'interno del livello genotipico. La forma di una struttura
anatomica viene definita come «la classe dei predicati della composizione materiale e
dell'organizzazione,  della  forma  o  apparenza  di  questi  materiali  [le  strutture
anatomiche],  a  condizione  che  tali  predicati  non  menzionino  alcun  riferimento
184 Cfr.  BOCK,  W.  J.  e  VON  WAHLERT,  G.,  ʻAdaptation  and  the  Form-Function  Complexʼ,  in
Evolution,  vol. 19 (1965),  pp. 269-299. Articolo con contenuto pressoché identico e con leggerissime
variazioni rispetto a quello appena citato è BOCK, W. J.,  ʻThe Role of Adaptive Mechanisms in the
Origin of Higher Levels of Organizationʼ, in Systematic Zoology, vol. 14 (1965), pp. 272-287.
185 Ivi, p. 270.
186 Ivi, p. 272.
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all'ambiente normale dell'organismo»187, ogni tratto anatomico ha una forma specifica
che,  durante  il  corso  della  vita  individuale  oppure  durante  i  processi  adattivi  degli
individui di una certa specie, può andare incontro a delle variazioni che producono delle
modifiche a livello funzionale. La funzione di una struttura anatomica può esser definita
come «la classe dei predicati che include tutte le proprietà fisiche e chimiche che si
generano dalla sua forma (i.e., la sua composizione materiale e l'organizzazione a essa
appartenente) che comprendono tutte le proprietà che sorgono dai livelli crescenti di
organizzazione,  a  condizione  che  questi  predicati  non  facciano  menzione  di  alcun
riferimento all'ambiente dell'organismo»188. Come è possibile cogliere dalle definizioni
fornite da Bock e von Wahlert, sia la forma sia la funzione sono tratti degli organismi
studiabili indipendentemente dall'ambiente naturale dell'organismo. 
Il complesso forma-funzione è definito dai due studiosi come “facoltà”, essa «è ciò che
il carattere [i.e. il tratto anatomico] è capace di fare nella vita dell'organismo ed è l'unità
che esprime una relazione dell'organismo all'ambiente. La facoltà […] è l'aspetto del
carattere  adattato  all'ambiente.  La  facoltà  è,  dunque,  l'unità  evolutiva  della
caratteristica»189.  Né  la  forma  né  la  funzione  possono  costituire  da  sole  degli
adattamenti, bensì la loro unione, ovvero la facoltà. Ogni tratto anatomico, o carattere,
ha un numero variabile di facoltà190. 
L'utilizzo di una certa facoltà nel corso della storia vitale dell'organismo determina il
“ruolo biologico” di essa. Si presti attenzione al fatto che il ruolo biologico è posseduto
187 Ibid. 
188 Ivi, p. 274.  
189 Ivi, p. 276. 
190 Cfr. Ivi, p. 277. Per determinare il coefficiente numerico della facoltà Bock e von Wahlert esprimono
varie combinazioni possibili: a) Nel caso in cui si abbia un tratto anatomico con una sola forma e un
coefficiente n di funzioni, il coefficiente delle facoltà coinciderà con il valore n delle funzioni.
b) Nel caso in cui si abbia un tratto anatomico che in diversi organismi presenta un coefficiente n delle
forme e un solo tipo di funzione, il coefficiente delle facoltà coinciderà con il coefficiente n delle forme.
c) Nel caso in cui si abbia una serie di strutture omologhe che mutano in modo contestuale il coefficiente
n delle proprie forme e delle proprie funzioni, tale che il coefficiente della forma e quello della funzione
siano sempre uguali, il coefficiente della facoltà coinciderà con quello del complesso forma-funzione.
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esclusivamente da quelle facoltà utilizzate dall'organismo; le facoltà non utilizzate non
hanno alcun ruolo biologico.  Il  ruolo biologico è ciò che fa da anello di unione tra
l'organismo e il suo ambiente. Affermare che un certo complesso forma-funzione abbia
un ruolo biologico significa dire che esso, all'interno di quello che Williams avrebbe
definito  come  “ambiente  ecologico”,  gioca  un  ruolo biologicamente  rilevante  per
l'individuo. Chiaramente, quei complessi forma-funzione che non sono utilizzati, ad es.
organi che nel corso del tempo hanno perso la loro funzione originaria, non possono
giocare alcun tipo di ruolo biologico.
Ora, l'ambiente191 agisce sul ruolo biologico di una certa facoltà utilizzata mediante la
forza selettiva. L'influsso che la forza di selezione gioca su un ruolo biologico viene
definito  “synerg”  e  la  sommatoria  di  tutte  le  “synergs”,  ovvero  di  tutte  le  forze  di
selezione che operano sui vari ruoli biologici di un organismo, è definita “niche”. Essa
determina «le forze di selezione che agiscono sulle specie e dunque la direzione del suo
cambiamento evolutivo»192. 
Le distinzioni espresse da Bock e von Wahlert esprimono una visione dell'adattamento
piuttosto diversa da quella di Williams, dal momento che: a) essa ruota tutto attorno al
ruolo biologico del complesso forma-funzione; b) l'adattamento non viene concepito
come la particolare interazione tra la selezione genica e l'ambiente nella produzione di
nuovi  e  nella  variazione  di  vecchi  tratti  fenotipici;  c)  in  luogo della  distinzione  tra
adattamento organico (ontogenesi) e adattamento biotico (filogenesi) viene posta una
191 Il concetto di “ambiente” viene declinato da Bock e von Wahlert come Umwelt, che intende l'habitat
specifico  per  ogni  specie,  e  come  Umgebung,  cioè  come  l'insieme  dei  fattori  ambientali  che
potenzialmente potrebbero agire e provocare effetti sull'organismo.
Si noti che la differenza tra i due termini tedeschi è sottile, ma al contempo molto importante: mentre il
termine Umgebung fa riferimento a un ambiente pensato esclusivamente in termini spaziali e traducibile
in italiano con l'espressione “area/regione”, quello di  Umwelt indica lo spazio tipico di un organismo
vivente, pertanto traducibile in italiano col termine “habitat”.
192 Ivi, p. 282.
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tripartizione,  teoreticamente  rilevante,  tra  adattamento  universale193,  fisiologico194 ed
evolutivo195. L'adattamento evolutivo non fa altro che abbassare la quantità minima di
energia  richiesta  dall'organismo  per  mantenere  con  successo  la  synerg,  poiché  ciò
favorisce la sua sopravvivenza. d) Bock e von Wahlert presentano, oltre il concetto di
adattamento,  quelli  di  preadattamento  e  postadattamento.  Il  primo  intende  qualsiasi
caratteristica o tratto anatomico che acquista «un nuovo ruolo biologico e  stabilisce
dunque  una  nuova  relazione  della  synerg con  l'ambiente  (Umwelt)  ogni  qualvolta
dovrebbe sorgere il bisogno per questo nuovo adattamento [...]»196, mentre il secondo
indica qualsiasi cambiamento avvenuto in una facoltà dopo che essa ha acquisito un
nuovo ruolo biologico mediante il preadattamento. 
Alcuni  anni  dopo Bock riaffermerà  le  tesi  dell'articolo  del  '65 radicalizzando,  però,
soprattutto  l'aspetto  per  cui  l'adattamento  «è  un  concetto  applicabile  solo  alle
caratteristiche  fenotipiche  degli  individui.  Non  è  applicabile  agli  individui,  alle
popolazioni  o  alle  specie»197.  Viene  ribadito  il  legame molto  forte  sussistente  tra  la
selezione  naturale,  «l'azione  dell'umwelt  sul  fenotipo  dell'organismo»198,  e
l'adattamento,  «una  caratteristica  (feature)  avente  le  proprietà  della  forma  e  della
funzione che permettono all'organismo di mantenere con successo la synerg tra un ruolo
biologico  di  questa  caratteristica  e  una  forza  di  selezione  dichiarata»199.  L'analisi
dell'adattamento implica uno studio della plasticità dei tratti anatomici e delle variazioni
193 Cfr. Ivi, p. 283. L'adattamento universale viene definito come «il legame tra gli organismi viventi e il
loro ambiente».
194 Cfr. Ivi, p. 284. L'adattamento fisiologico concerne un  «caso speciale del principio generale che il
fenotipo sia un'espressione del genotipo in un particolare ambiente».
195 Cfr. Ivi, p. 285. L'adattamento evolutivo riguarda «l'adattamento ereditario di una specie a un insieme
particolare di condizioni ambientali».
196 Ivi, p. 292. Tale definizione di “preadattamento” sembra corrispondere quasi del tutto a quella che
Gould e Vrba forniranno di “exaptation”. 
197 BOCK, W. J., ʻThe Definition and Recognition of Biological Adaptationʼ, in American Zoologist, vol.
20 (1980), p. 217.
198 Ivi, p. 220.
199 Ivi, p. 221.
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dei  meccanismi  fisiologici  che  faccia  sempre riferimento  all'influenza  dell'ambiente
(nella  forma  dell'Umwelt oppure  dell'Umgebung):  ciò  significa  rigettare  una  visione
“genica” (o interna) della selezione, come fu, ad esempio, quella di Williams oppure di
Dawkins, per abbracciarne una in cui le forze di selezione operano direttamente sul
tratto fenotipico oppure sulle mutue interazioni sussistenti tra i vari tratti. 
Naturalmente gli adattamenti dei diversi tratti fenotipici avvengono in tempi differenti
poiché soggetti a forze di selezione differenti operanti in tempi (Darwin avrebbe usato il
termine “generazioni”) differenti. 
Il problema si può riassumere nei seguenti termini: a quale livello opera la selezione
naturale, a quello genotipico o a quello fenotipico oppure a entrambi? Quali sono le sue
modalità di azione?
I punti di vista, che definirei antitetici,  di Williams e Bock sono emblematici di due
scuole di pensiero ancora molto vive negli anni '80 del XX secolo che, partendo da
premesse epistemologiche differenti, arrivarono a conclusioni estremamente diverse. 
Gli studi sull'adattamento, osserva Bock, si sono avvalsi di tre metodi: comparativo,
correlativo, sintetico. Il primo, utilizzato fin dai tempi di Darwin, consiste nell'osservare
possibili  analogie strutturali  fra i  tratti  anatomici di  specie differenti  e ipotizzare un
possibile cammino evolutivo comune. Il secondo prevede correlazioni statistiche o fra
tratti  anatomici  oppure  fra  «la  variazione  morfologica  in  una  caratteristica  e  la
variazione in un certo fattore ambientale»200. Il terzo, l'unico accettato da Bock, assume
che  l'adattamento  «sia  determinato  da  un'analisi  diretta  di  tutti  gli  aspetti  della
caratteristica e dell'ambiente»201 e che esso, per poter esser studiato correttamente, non
necessiti unicamente di studi in laboratorio, utili per la comprensione della forma e della
200 Ivi, p. 225.
201 Ivi, pp. 225-226.
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funzione di determinati tratti anatomici, ma anche di “studi sul campo”, ovvero di studi
di biologia comportamentale ed ecologica,  volti  a comprendere il  ruolo biologico,  il
fattore ambientale e il particolare influsso delle forze selettive sul ruolo biologico di un
determinato tratto anatomico.
La risposta che Bock fornisce all'interrogativo concernente il modo corretto di studiare
le modalità di azione della selezione naturale e del conseguente adattamento dei tratti
morfologici  consiste  nell'assunzione  di  una  prospettiva  “pluralista”  in  cui  non  solo
l'anatomia funzionale ma anche la biologia comportamentale e l'ecologia trovano posto.
Ciò denota implicitamente l'assunzione di  uno specifico punto di  vista:  la  selezione
naturale non opera unicamente a livello genico, ma anche a quello fenotipico. Porre il
secondo in un rapporto di  subordinazione rispetto  al  primo significherebbe svilire  il
significato più profondo di selezione naturale e adattamento. 
La  visione  di  Bock  ha  delle  ricadute  anche  sul  modo  di  pensare  la  classificazione
evolutiva (i.e. la sistematica biologica): l'analisi delle proprietà tassonomiche dei diversi
tratti  morfologici,  finora  condotta  secondo  un  approccio  filogenetico,  dev'essere
integrata da un tipo di analisi funzional-adattiva. Tale studio prevede «la comprensione
delle  proprietà  funzionali  delle  caratteristiche.  […] Deve esistere  un feedback tra  la
descrizione  morfologica  e  l'analisi  funzionale»202.  Non  si  può  infatti  pensare  di
ricostruire  la  storia  evolutiva di  un gruppo senza studiare il  modo in cui  le  diverse
strutture  che  compongono  i  suoi  individui  si  siano  evolute.  Naturalmente  Bock  è
consapevole del fatto che è impossibile un'analisi esaustiva di tutti i tratti morfologici,
ma  «il  tentativo  dovrebbe  essere  sempre  fatto»203 per  permettere  alla  sistematica
biologica di arrivare a risultati più fecondi di quanti ne siano stati ottenuti finora. 
202 BOCK, W. J., ʻFunctional-Adaptive Analysis in Evolutionary Classificationʼ, in American Zoologist,
vol. 21 (1981), pp. 11-12.
203 Ivi, p. 18. 
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Gli  studi  filogenetici  dovrebbero  dunque  tenere  conto  delle  costrizioni  ambientali
operanti sul complesso forma-funzione dei vari tratti morfologici delle specie in modo
da ottenere un'analisi storica in morfologia che consti di quattro elementi:
(1)  Il  riconoscimento  che  le  ipotesi  della  costrizione morfologica  e  della
versatilità siano ipotesi storiche e che debbano essere studiate in uno schema
storico, (2) l'importanza dell'organizzazione gerarchica per la comprensione
degli  schemi  del  cambiamento  strutturale  e  funzionale  nel  tempo,  (3)  la
distinzione  tra  le  spiegazioni  intrinseche  per  la  forma  e  le  spiegazioni
ambientali  estrinseche,  e  (4)  il  ruolo  cruciale  delle  ipotesi  filogenetiche
corroborate nel permettere verifiche delle ipotesi storiche204.
La biologia evolutiva, osserva Lauder, ha prodotto tre grandi gruppi di ipotesi per la
diversificazione delle strutture e delle funzioni: (1) disaccoppiamento dei sistemi che
mostravano delle costrizioni all'origine. Ciò suggerisce che la correlazione tra i diversi
tratti anatomici è  «un'ipotesi relazionale […] tra elementi disaccoppiati […] della rete
primitiva […] e della diversità morfologica nelle specie finali»205. (2) Duplicazione e
ripetizione delle parti in virtù dei quali si «fornisce una via per la generazione di nuova
informazione da informazione esistente in precedenza»206. (3) Le conseguenze legate al
fatto  che  i  sistemi  biologi  sono  complessi,  ovvero  con  parti  dotate  di  una  certa
indipendenza  le  une  dalle  altre  e,  pertanto,  capaci  di  trasformarsi  con  una  certa
indipendenza all'interno dello spazio morfologico.
Tutte le ipotesi storiche in morfologia si configurano sempre come la formulazione di
204 LAUDER,  G.  V.,  ʻForm  and  Function:  Structural  Analysis  in  Evolutionary  Morphologyʼ,  in
Paleobiology, vol. 7 (1981), p. 431.
205 Ivi, p. 437.
206 Ivi, p. 438.
82
possibili descrizioni miranti a descrivere le trasformazioni dei diversi tratti anatomici e
il  modo  in  cui  certi  aspetti  della  struttura  globale  dell'organismo  abbiano  potuto
influenzare  il  cambiamento  strutturale  delle  parti.  Una  buona  analisi  storica  in
morfologia deve includere sia un' analisi dell'equilibrio207, che studia la variazione del
tratto  morfologico  in  relazione  a  fattori  ambientali  esterni,  sia  un'analisi
trasformazionale concernente il  modo in cui  «la  trasformazione della  forma e  della
funzione esamini le caratteristiche generali (emergenti) di organizzazione»208.
Poiché la variazione dei complessi forma-funzione nella storia evolutiva di una specie
sono  determinati  da  vari  tipi  di  interazioni,  strutturali,  funzionali,  epigenetiche  con
l'organismo, è necessario tenere quest'ultimo in considerazione sviluppando una «rete
gerarchica di interazioni nell'organismo»209 che ha come obiettivo quello di far emergere
«le costrizioni e le limitazioni sul cambiamento che possono verificarsi negli elementi
strutturali e funzionali»210. 
La visione di Lauder amplia, per certi aspetti, la visione di Bock, nella misura in cui
considera l'evoluzione del complesso forma-funzione non solo alla luce dell'influsso che
i fattori ambientali hanno avuto su di esso, bensì anche sotto la specifica lente delle
interazioni tra i diversi livelli biologici all'interno di un organismo. Ciò apre la strada a
un possibile ruolo delle  proprietà emergenti e del tema della  complessità  nel contesto
dell'evoluzione e della selezione naturale.
Il concetto di adattamento, come abbiamo fin qui visto, si è dimostrato molto più ampio
semanticamente di quel che inizialmente poteva sembrare, poiché esso è stato applicato
ad ambiti diversi della disciplina biologica per spiegare aspetti diversi della selezione.
207 Cfr. LEWONTIN, R. C., ʻThe bases of conflict in biological explanationʼ, in Journal of the History
of Biology, vol. 2 (1969), pp. 35-45.
208 LAUDER, G. V.,  Form and Function: Structural Analysis in Evolutionary Morphology, op. cit., p.
434.
209 Ibid.
210 Ivi, p. 435. 
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Secondo Sober sarebbe corretto distinguere tra adattamento e adattività. Il primo è un
concetto  storico  che  intende  possibili  benefici  funzionali  che  una  certa  variazione
morfologica ha portato al singolo  individuo. Il secondo, traducibile anche col termine
“idoneità” (fitness), fa riferimento a della capacità che consentono a una popolazione di
sopravvivere, o avere maggiori chances di sopravvivenza in un certo habitat. Parlare di
un  “adattamento”  dell'organismo  al  proprio  habitat  non  è  corretto,  poiché  «nessun
organismo fa alcun adattamento nella propria morfologia, fisiologia o comportamento in
generale»211.  Nemmeno nel  caso di un'intera popolazione,  osserva Sober,  è possibile
parlare di “adattamento” all'ambiente, poiché  «nell'adattamento ontogenetico, l'agente
dell'adattamento  e  il  beneficiario  dell'adattamento  sono […] la  medesima entità  -un
organismo. Ma si sbaglia, ad ogni modo, a trasferire questa semplice organizzazione al
caso  dell'adattamento  evolutivo»212.  L'adattamento  di  un  tratto  non  implica
necessariamente  un  incremento  dell'informazione  genetica,  ma  anche  un  possibile
declino.  Ciò  è  coerente  col  principio  di  “economia  dell'informazione”  per  cui
«l'informazione genetica è limitata nella quantità e deve essere utilizzata quanto più
economicamente possibile»213. Tale principio pone, però, due problematiche: la prima
concerne la  quantità  effettiva di  genoma che è soggetta  a tale  principio,  la  seconda
riguarda l'effettiva degenerazione che si verifica nel processo di adattamento. 
Adattamento  e  idoneità  (adattività)  sono  concetti  complementari  che  guardano,
rispettivamente,  alla  storia  passata  di  un  tratto  oppure  alla  sua  evoluzione  futura.
Affermare, infatti, che «un tratto sia un adattamento significa fare un'affermazione sulla
causa  della  sua  presenza;  dire  che  sia  adattativo   significa  commentare  le  sue
211 SOBER, E., The Nature of Selection, MIT Press, Cambridge, Massachusetts, 1984, p. 204.
212 Ivi, p. 205. 
213 WILLIAMS, G. C., Adaptation and Natural Selection, op. cit., pp. 41-42.
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conseguenze per la sopravvivenza e la riproduzione»214.
Un'ulteriore prospettiva sul problema dell'adattamento è fornito da West-Eberhard che
lo definisce come «la modificazione evolutiva di un carattere sotto la selezione per un
funzionamento  efficiente  o  vantaggioso  (che  migliora  l'idoneità)  in  un  particolare
contesto o in un insieme di contesti»215. Sono state portate argomentazioni pro o contro
il fenomeno adattivo nel panorama della selezione naturale a partire proprio da alcuni
tipi di evidenza: «la prima è la correlazione tra un carattere e l'ambiente o uso. […] Il
secondo  tipo  di  evidenza,  usato  nella  determinazione  se  una  caratteristica  sia  un
adattamento, è quella che risulta dall'alterazione di un carattere. […] Un terzo tipo di
evidenza  è  ottenuto  attraverso  la  comparazione  di  varianti  che  si  manifestano
naturalmente (differenze individuali)»216. La possibilità di distinguere i casi in cui un
tratto è frutto di un adattamento da quelli in cui non lo è (ovvero un uso incidentale del
carattere) non è sempre facile. In molti casi, osserva West-Eberhard, «il criterio storico
(piuttosto  che  la  differenza  d'idoneità)  avrebbe  la  prevalenza:  il  carattere  sarebbe
considerato  un  “adattamento  per”  la  funzione  in  cui  si  era  originariamente  o
primariamente  formato  per  selezione»217.  Il  concetto  di  adattamento,  per  quanto
utilizzato da moltissimi autori, risulta estremamente equivoco, poiché, a seconda degli
ambiti biologici a cui viene applicato, assume valenze semantiche differenti.
Partendo  dalla  consapevolezza  di  questo  carattere  equivoco  e,  al  contempo,  poco
fecondo epistemicamente del concetto di “adattamento”, Gould e Vrba proposero due
significati ben precisi di adattamento:  «Il primo consiste nell'uso quotidiano [...]: una
caratteristica  è  un  adattamento  solo  se è  stata  creata  dalla  selezione  naturale  per  la
214 SOBER, E., The Nature of Selection, op. cit., p. 211. 
215 WEST-EBERHARD, M. J., ʻAdaptation: Current Usagesʼ, in D. L. Hull e M. Ruse, The Philosophy
of Biology, Oxford University Press, New York, 1998, p. 8. 
216 Ivi, pp. 8-9.
217 Ivi, p. 10.
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funzione che essa realizza adesso. Il secondo definisce l'adattamento in un modo statico
o immediato come ogni figura che aumenta l'idoneità corrente, nonostante la sua origine
storica»218. Questi due modi di pensare l'adattamento, accomunati dalla matrice latina
ad-aptus,  sono strettamente teleologici,  o perché finalizzati  alla realizzazione di una
funzione  o  perché  finalizzati  ad  aumentare  l'idoneità  di  un  organismo.  Accanto  al
concetto  di  adattamento  essi  propongono  quello  di  exaptation (termine  che  non  ha
traduzione in italiano), per indicare «quei caratteri, evoluti per altri usi (o per nessuna
funzione  in  generale)  e  successivamente  selezionati  insieme  per  il  loro  ruolo
corrente»219. Anche tale concetto è maggiormente comprensibile alla luce della matrice
latina, ex-aptus, nella misura in cui il comportamento di un certo tratto morfologico non
è pensato finalisticamente (ed espresso dalla preposizione di moto a luogo -ad-) ma
causalmente (la preposizione di moto da luogo -ex- indica “adattato a causa della sua
forma”). Gli adattamenti, notano Gould e Vrba,  «hanno funzioni; le exaptations hanno
effetti»220. 
Mentre il concetto di adattamento designa una causazione diretta tra selezione naturale
e  l'uso  corrente  di  un  certo  tratto  morfologico,  quello  di  exaptation indica  una
rifunzionalizzazione di un certo tratto morfologico, a prescindere che questo sia stato
formato o meno dalla selezione naturale. La visione di Gould e Vrba appare piuttosto
corretta e coerente con quella darwiniana: per spiegare il rapporto forma-funzione non si
fa  riferimento unicamente ad una causazione diretta  operata dalla  selezione naturale
(adattamento)  sul  tratto  morfologico,  ma  anche  ad  una  causazione  indiretta  o,
addirittura, del tutto assente (exaptation).
218 GOULD, S. J. e E. S. VRBA, ʻExaptation – A  Missing Term in the Science of Formʼ, in D. L. Hull e 
M. Ruse, The Philosophy of Biology, op. cit., p. 53.
219 Ivi, p. 55. 
220 Ibid. 
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E' piuttosto singolare che Gould e Vrba intendano il prodotto dell'adattamento come una
funzione e,  invece,  quello  dell'exaptation come  effetto:  il  primo  designa  una
conseguenza  necessaria  del  processo  della  selezione  naturale,  il  secondo  una  sua
conseguenza contingente o, addirittura un risultato di un processo non identificabile con
la selezione naturale.
Non a caso, infatti, i due autori fanno notare che adattamento e exaptation sono le due
cause  dell'aptation di  un  tratto  morfologico  (i.e.  ciò  per  cui  un  tratto  è  “atto
a”/”finalizzato a”), il quale si esprime o come funzione (se derivato dall'adattamento)
oppure come effetto (se derivato dall'exaptation).
Il concetto di  exaptation serve, in poche parole, ad ampliare il panorama possibile di
cause che hanno originato i diversi tratti funzionali a partire da variazioni morfologiche.
Un  esempio  di  applicazione  del  concetto  di  exaptation è  dato  dalla  spiegazione
funzionale  del  DNA ripetuto  (i.e.  sequenze  nucleotidiche  ripetute  che  si  trovano
all'interno dei cromosomi la cui funzionalità non è ancora del tutto chiara): 
molti  evoluzionisti  molecolari  sospettano  fortemente  che  l'adattamento
diretto  non  possa  spiegare  l'esistenza  di  tutto  il  DNA ripetuto:  ce  n'è
semplicemente troppo. La seconda tradizione, di conseguenza, sostiene che
il DNA ripetuto deve esistere perché l'evoluzione lo richiede fortemente per
un futuro flessibile. […] Abbiamo argomentato perché la seconda tradizione
venga abbandonata. Una terza proposta è stata recentemente avanzata […]:
forse  le  copie  ripetute  non  si  originano  per  alcuna  ragione  adattiva,
concernente il tradizionale livello darwiniano del vantaggio fenotipico. […]
Così, il DNA ripetitivo spesso può nascere come un non-adattamento221.
221 Ivi, p. 63.
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Il percorso, fin qui tracciato, ha inteso mostrare, attraverso l'evoluzione che hanno avuto
i  concetti  di  selezione  naturale  e  adattamento  da  Darwin  a  Williams,  le  principali
problematiche insite in vari rami della disciplina biologica (dalla biologia molecolare
fino all'ecologia e alla sistematica). Si è tentato di comprendere, inoltre,  attraverso la
presentazione delle tesi di Bock e von Wahlert, da un lato, e quelle di Lauder, dall'altro,
lo specifico influsso che la teoria della selezione naturale e poi quella dell'adattamento
hanno avuto sul modo di pensare il complesso forma-funzione: uno studio delle funzioni
biologiche  non  può  definirsi  esaustivo  se  le  si  considera  disgiunte  dalle  strutture
morfologiche  in  cui  si  realizzano.  Le  visioni  di  Sober,  West-Eberhard  sembrano
convergere  sull'importanza  da  attribuire  sia  allo  studio  storico  (i.e.  evolutivo)  di  un
determinato  complesso  morfo-funzionale  sia  ai  benefici  che  certi  caratteri  adattivi
possono apportare  all'organismo in una prospettiva di  sviluppo futuro.  Il  tema della
rifunzionalizzazione dei tratti è reso, invece, dal concetto di “exaptation” proposto da
Gould  e  Vrba.  Infine,  il  metodo  “sintetico”  proposto  da  Bock,  accogliendo  istanze
provenienti  da  sottoambiti  biologici  piuttosto  differenti  come  quello  dell'anatomia
funzionale e quello dell'ecologia,  può, con tutti  i  rischi che reca in seno, aprire una
nuova  visione  del  fenomeno  dell'evoluzione  naturale  che  si  potrebbe  definire
“pluralista”.
2.2 La polemica intorno al “paradigma panglossiano” e la 
visione disposizionale
I  concetti  di  selezione  naturale  e  di  adattamento  non  sono  immuni  da  ambiguità
determinate  dalla  vasta  estensione  semantica  che  essi  hanno  iniziato  ad  avere  nel
momento in cui li si è applicati ad ambiti differenti della disciplina biologica. Il concetto
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di adattamento è stato utilizzato in modo così intensivo da suscitare in alcuni studiosi la
legittimità di questo impiego in quasi tutti gli ambiti biologici. La domanda che è sorta
in  alcuni  concerne  la  necessità  di  distinguere  la  funzione  attuale  di  un  certo  tratto
morfologico dalla sua storia evolutiva: comprendere la funzione attuale di un tratto non
coincide necessariamente con la comprensione del particolare percorso storico che ha
portato  ad  esso,  dal  momento  che  intervengono  diversi  fattori,  come  «la  fissazione
casuale  degli  alleli,  la  produzione  delle  strutture  non  adattive  […],  la  separabilità
dell'adattamento e della selezione, picchi adattivi multipli, e l'utilità corrente come un
epifenomeno delle strutture non adattive»222, che possono disgiungere i due elementi.
L'errore viene espresso provocatoriamente da Gould e Lewontin con l'immagine dei
pennacchi  architettonici  presenti  nella  chiesa  di  San  Marco  a  Venezia:  essi  sono
elementi che si formano spontaneamente, da un punto di vista spaziale, ogni qualvolta si
hanno due archi adiacenti e un piano orizzontale posto sopra di essi. Questo spazio è
stato decorato da mosaici e ha assunto un suo valore architettonico e artistico. Questo
valore,  tuttavia,  osservano  Gould  e  Lewontin,  è  soltanto  un  prodotto  di  un  uso
contingente, e non necessario, di queste lunette. Esse diventano dunque per i due biologi
la perfetta metafora di strutture (non necessariamente anatomiche) che nel corso del
tempo hanno acquisito funzionalità che non gli appartenevano in modo necessario ma
come  semplici  contingenze.  Affermare,  dunque,  che  tutti i  tratti  morfologici  hanno
funzionalità spiegabili alla luce del concetto di adattamento significa, secondo Gould e
Lewontin,  cadere  nell'errore  di  credere  che  le  lunette  siano  state  progettate  per
accogliere i mosaici di San Marco; ciò pone un finalismo improprio che può rimandare
alla visione del dottor Pangloss di Voltaire che afferma che «le cose non possono essere
222 GOULD, S. J. e R. C. LEWONTIN, ʻThe Spandrels of San Marco and the Panglossian Paradigm: A
Critique  of  the  Adaptationist  Programmeʼ,  in  Proceedings  of  the  Royal  Society  of  London.  Series
BBiological Sciences, vol 205 (1979), p. 581.
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altro da ciò che sono… Ogni cosa è fatta per il  fine migliore»223.  Il  programma dei
sostenitori  dell'adattamento,  abbreviato come “programma adattamentista”,  è definito
un “paradigma panglossiano”, poiché dà così tanto peso al ruolo dell'adattamento nelle
spiegazioni  biologiche  da  considerarlo  «la  causa  primaria  di  quasi  tutte  le  forme,
funzioni e comportamenti organici»224. Il programma adattamentista si compone di due
parti:  (1) un organismo viene scomposto nei  suoi  tratti  morfologici  supponendo che
ciascuno di essi abbia delle funzioni pianificate dalla selezione naturale; (2) i benefici di
alcune parti dell'organismo vanno a spese di altre, a causa delle mutue interazioni.
Gould  e  Lewontin  sostengono  che  coloro  che  radicalizzano  l'importanza  delle  tesi
dell'adattamento e della selezione naturale si muovono in una direzione molto diversa
da quella suggerita da Darwin al  termine della sua introduzione a  On the Origin of
Species: la selezione naturale è, certamente, il mezzo più importante attraverso cui opera
l'evoluzione, ma non è l'unico. 
E'  importante,  dunque,  saper  riconoscere  modelli  alternativi  al  programma
adattamentista.  Il  primo modello  concerne  i  polimorfismi  genetici  nelle  specie  e  le
differenze genetiche intercorrenti tra esse. La selezione di alleli differenti non solo può
prescindere da qualsiasi forza selettiva ma, sebbene favorita dalla selezione naturale,
«una certa proporzione della popolazione, dipendente dal prodotto della misura della
popolazione N e dall'intensità della selezione s, diventerà omozigote per l'allele meno
idoneo  al  flusso  genetico.  […]  Il  flusso  genetico  causa  l'immediata  perdita  della
maggior parte delle nuove mutazioni dopo la loro introduzione»225. Il secondo modello
in cui non è possibile utilizzare la selezione naturale e l'adattamento come elementi
esplicativi è quello della morfologia dei singoli tratti dell'organismo, poiché «la forma
223 Ivi, p. 583. 
224 Ivi, p. 585. 
225 Ivi, pp. 590-591.
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della parte è una conseguenza correlata della selezione diretta da qualche parte. […] Gli
organismi, in quanto interi integrati, non (sono) fondamentalmente scomponibili in parti
indipendenti»226. Il terzo modello riguarda la possibilità di  disaccoppiare la selezione
naturale  dall'adattamento e  viceversa.  Ci  sono  forme  di  adattamento,  come  quello
“fisiologico”,  che  non  sono  ereditabili,  sebbene  «la  capacità  di  svilupparli
presumibilmente  lo  sia»227.  Può  anche  darsi  un  quarto  modello  in  cui  la  selezione
naturale e l'adattamento non si configurano effettivamente come forze selettive agenti
sulle  differenze  adattive:  «specie  di  organismi  correlati,  o  sottopopolazioni  in  una
specie,  sviluppano  spesso  adattamenti  differenti  come  soluzioni  al  medesimo
problema»228.  Il  quinto  modello  vede  l'adattamento  come  un  utilizzo  meramente
contingente delle diverse strutture morfologiche che non spiega minimamente il motivo
per cui ci sia stato un certo tipo di evoluzione.
Il  programma  adattamentista,  osservano  Gould  e  Lewontin,  è  in  grado  di  spiegare
l'evoluzione  di  certi  geni  e  di  certe  strutture  morfologiche  degli  organismi,  ma non
riesce a renderne conto in modo globale, dal momento che esso assume che «tutte le
transizioni possano verificarsi stadio per stadio e che sia sottostimata l'importanza dei
blocchi  di  sviluppo  integrati  e  delle  costrizioni  pervasive  della  storia  e
dell'architettura»229. 
Gould e Lewontin si dimostrano molto scettici circa la possibilità di fornire un'esaustiva
visione evolutiva sia a livello ontogenetico sia a livello filogenetico.  Essi  ritengono,
però, che studiare gli organismi in termini di “costrizioni nello sviluppo” (sottocategoria
delle  costrizioni  filetiche)  «possa  esercitare  una  vasta  influenza  anche  sugli
226 Ivi, p. 591.
227 Ivi, p. 592.
228 Ivi, p. 593,
229 Ivi, p. 597. 
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organismi»230. Come la funzione dei pennacchi architettonici è comprensibile alla luce
di costrizioni spaziali,  così molte funzioni biologiche sono comprensibili alla luce di
costrizioni nello sviluppo. 
Per  quanto  intrinsecamente  complesso,  se  non  addirittura  ambiguo,  al  concetto  di
adattamento non si può rinunciare, poiché esso sta alla base di una qualsiasi spiegazione
del complesso forma-funzione. Per tale ragione, osserva Gans, una visione così critica
come quella di Gould e Lewontin deve essere rigettata. Partendo dalle definizioni di
forma e funzione forniti da Bock e von Wahlert231,  Gans esprime il concetto di “forma”
come  fenotipo  di  un  organismo,  poiché  il  fenotipo  implica  la  struttura  come,  ad
esempio,  «pathways metabolici  e  architettura  neuronale,  dunque la  costrizione  della
fisiologia  e  del  comportamento»232.  Il  termine  “funzione”,  molto  più  ampio
semanticamente di quello di “forma”, può essere definito come «gli attributi multipli di
un fenotipo o quelle cose che fa»233. Il complesso forma-funzione, che può anche essere
reso col termine fenotipo-ruolo,  è in diretta dipendenza dal concetto di adattamento.
Quest'ultimo, però, può essere definibile in un duplice modo: o come lo stato corrente di
un certo tratto morfologico oppure come «un divenire adattato al ruolo presente. […] Il
secondo  uso  di  adattamento  richiede  informazione  sul  modo  in  cui  i  fenotipi  e
presumibilmente  i  loro  ruoli  furono  inizialmente  generati,  il  modo  in  cui  furono
modificati e rifiniti come pure il modo in cui sono stati mantenuti»234. E' impossibile
studiare  il  complesso  forma-funzione,  o  fenotipo-ruolo,  senza  tener  conto  dei  ruoli
fenotipici  passati e  presenti:  ciò  può esser  fatto  solo osservando il  modo in  cui  ha
operato l'adattamento. 
230 Ivi, p. 595. 
231 Cfr. BOCK, W. J. e G. VON WAHLERT, Adaptation and the Form-Function Complex, op. cit.
232 GANS, C., ʻAdaptation and the Form: Function Relationʼ, in American Zoologist, vol. 28 (1988), p.
684.
233 Ibid.
234 Ivi, p. 685.
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Qui Gans si pone in una posizione di forte critica nei confronti di Gould e Lewontin e di
tutti  coloro  che  vorrebbero  limitare  le  spiegazioni  adattamentiste nella  disciplina
biologica:  solo  le  comparazioni  morfologiche  e  filogenetiche  consentono  di
comprendere i ruoli biologici dei diversi tratti fenotipici. L'adattamento sembrerebbe,
pertanto, un correlato necessario degli studi di morfologia funzionale. In accordo con le
tesi  di  Gould  e  Lewontin,  anche  Gans  ritiene  che  l'adattamento  operi  variazioni
morfologiche mediante una serie  di  costrizioni  sullo sviluppo degli  individui  di  una
specie. Esso opera in particolare attraverso due tipi di modifiche “in situ”: 1) variazioni
nel  genotipo  legate  a  fattori  di  mutazioni,  ricombinazione  e  di  specie  fra  loro
imparentate con altre; 2) mutamenti nei fattori ecologici e climatici che hanno prodotto
variazioni in una popolazione. 
Gans dimostra di porsi su quella scia di biologi, come Bock, von Wahlert, Lauder, ecc.,
che non solo hanno intravisto nei concetti di selezione naturale e di adattamento delle
buone cornici ontologiche entro cui inserire il complesso forma-funzione, o fenotipo-
ruolo,  ma  che  hanno anche  visto  l'interazione  con  l'ambiente,  spesso  definita  come
“plasticità fenotipica”, un tassello fondamentale della spiegazione evolutiva. La sintesi
proposta da Lauder tra un'analisi dell'equilibrio, i.e. lo studio del modo in cui un tratto
morfologico  si  è  modificato  nella  sua  interazione  con  l'ambiente,  e  un'analisi
trasformazionale, ovvero uno studio delle variazioni dei tratti morfologici sulla base di
caratteristiche generali di organizzazione, sembra continuare a vivere nei tentativi di
spiegazione  del  complesso  forma-funzione  successivi.  Molta  importanza  è  stata
attribuita da tutti al ruolo delle costrizioni filetiche nei processi di mutazione. 
Dennett si pone in una posizione di assoluta critica e demolizione delle tesi di Gould e
Lewontin,  dal  momento  che  il  loro  articolo,  anziché  moderare  l'utilizzo  delle
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spiegazioni  adattamentiste,  non ha  fatto  altro  che  respingerlo  tout  court dall'ambito
biologico. Essi, infatti, «se avessero da offrire una seria alternativa all'adattamentismo,
la loro argomentazione per il secondo verdetto235 sarebbe più persuasiva, ma sebbene
essi e altri abbiano fatto caccia attorno energicamente, e promosso le loro alternative
con coraggio, nessuna [di esse] ha finora messo radici»236. Dennett è molto vicino alle
posizioni di Williams circa l'adattamento: esso è un concetto fondamentale in biologia,
in quanto correlato della selezione naturale, da utilizzare, però, con molta parsimonia e
solo quando è strettamente necessario. Dennett concorda col fatto che in alcuni ambiti
della biologia, ad esempio in quello della cladogenesi (i.e. studio della divisione delle
specie in sottospecie condotto attraverso evidenze  molecolari, paleontologiche ecc.), ci
sia un abuso del concetto di adattamento. Egli ritiene, però, che la critica di Gould e
Lewontin  al  programma  adattamentista risulti  molto  pericolosa,  perché  rischia  di
eliminare il concetto di “adattamento” dalle spiegazioni evolutive. 
Andrebbe  soltanto  rilevato  che  l'articolo  di  Gould  e  Lewontin,  partendo  dal
correttissimo assunto darwiniano per cui la selezione naturale è il  principale ma non
l'unico meccanismo  evolutivo,  espone  degli  indubbi  limiti  presenti  nel  tentativo  di
applicare il concetto di adattamento a spiegazioni ontogenetiche e filogenetiche: esporre
tali limiti non è sinonimo di demolizione delle tesi sull'adattamento. Il modo concreto
che essi suggeriscono, e che Dennett fallacemente trascura, per evitare un uso improprio
del concetto di adattamento consiste nel metterlo ogni volta in correlazione a studi sulle
costrizioni filetiche dello sviluppo degli organismi.
Il  complesso  forma-funzione  è  stato  illuminato  dai  concetti  di  selezione  naturale  e
235 Ovvero, l'idea che l'adattamentismo non concorra ad un effettivo progresso degli studi morfogenetici,
bensì solo a esporre tante “favole” narrate da un “cantastorie compulsivo”.
236 DENNETT, D. C., ʻThe Leibnizian Paradigmʼ, in D. L. Hull e M. Ruse, The Philosophy of Biology,
op. cit., p. 48.
94
adattamento; quello di funzione, considerato di per sé può esser letto in una cornice
“disposizionale”, dal momento che «ciò che conferisce lo statuto di una funzione non è
un chiaro fatto della sopravvivenza dovuta a un carattere, ma piuttosto, la sopravvivenza
dovuta alle attitudini che il carattere dona alla creatura»237. Secondo Bigelow e Pargetter
ci sono quattro caratteristiche della teoria delle attitudini delle funzioni biologiche: 1) le
attitudini sono sempre relative a un ambiente, o habitat, degli organismi; 2) le attitudini
danno maggiori chances di sopravvivenza agli individui di sopravvivere nel loro habitat,
nella misura in cui c'è una relazione tra la forma morfologica dell'organismo e il suo
ambiente; 3) le attitudini vanno definite in relazione a un calcolo probabilistico dell'
“attitudine  all'eredità  della  sopravvivenza”;  4)  le  attitudini  non concernono  solo  gli
organismi biologici ma anche gli artefatti,  nella misura in cui si può parlare di certe
funzioni che essi potenzialmente potrebbero realizzare. Inoltre, «nel caso degli artefatti,
abbiamo un processo di selezione che coinvolge chiaramente le rappresentazioni»238, nel
senso che le disposizioni degli artefatti, a differenza di quelle degli organismi biologici,
dipendono dalle intenzioni, o rappresentazioni mentali, di coloro che li producono. La
visione disposizionale di Bigelow e Pargetter si pone in una posizione differente rispetto
alle teorie definite “eziologiche” di Wright239, Millikan240 e Neander241, nella misura in
cui esse caratterizzavano le funzioni «in termini di evoluzione per selezione naturale»242,
mentre quella dei due studiosi illumina il concetto di funzione con i quattro significati
suddetti di “disposizione”: il richiamo alla selezione naturale, che nel primo caso pare
237 BIGELOW, J. e R. PARGETTER, ʻFunctionsʼ, in The Journal of Philosopy, vol. 84 (1987), p. 192.
238 Ivi, p. 194.
239 Cfr. WRIGHT, L., ʻFunctionsʼ, in Philosophical Review, vol. 82 (1973), pp. 139-168.
240 Cfr. MILLIKAN, R. G., Language, Thought and Other Biological Categories: New Foundations for
Realism,  MIT Press, Cambridge, Massachusetts, 1984. Inoltre,  Millikan, R. G.,  ʻIn Defense of Proper
Functionsʼ, in Philosophy of Science, vol. 56 (1989), pp. 288-302.
241 Cfr.  NEANDER,  K.,  ʻFunctions  as  Selected  Effects:  The  Conceptual  Analyst's  Defenceʼ,  in
Philosophy of Science, vol. 58 (1991), pp. 168-184.
242 BIGELOW, J. e R. PARGETTER,  Functions, op. cit., p. 188.
95
necessario, in questo secondo caso può essere, o meno, possibile. 
Una visione filosofica dell'adattamento relativo alle funzioni è quello di Millikan, che,
nella sua presentazione del concetto di “funzione propria” di un organismo biologico o
di un artefatto, espone l'idea di una “funzione propria adattata” che si realizza «quando
un marchingegno ha una funzione propria relazionale in relazione a una data cosa che si
suppone esso produca nel  presente»243.  Il  caso esemplificativo fornito  da Millikan è
quello della funzione mimetica del camaleonte che può esser considerata una funzione
propria solo «in quanto adattata a un dato contesto»244. 
La nozione di “funzione propria” va intesa nei due sensi di (1) funzione attuale di un
dato ente, (2) funzione che realizza un dato scopo pianificato per quell'ente (questo è
specialmente  vero  per  gli  artefatti).  Il  concetto  di  “funzione  propria”,  come si  può
facilmente intuire, rimanda a un'idea molto forte di normatività e, dunque, di fine delle
funzioni (biologiche e non), al punto che Millikan utilizza «“categorie biologiche” per
estensione per coprire tutte le categorie di funzioni proprie»245. 
Le funzioni proprie possono essere  dirette quando sono possedute da enti che fanno
parte  «di  una  famiglia  stabilita  riproduttivamente»246 (i.e.  una  specie  di  individui,
derivante da un progenitore comune, che ha trasmesso riproduttivamente determinate
funzioni biologiche di generazione in generazione), ma possono anche essere derivate,
quando  «le  funzioni  proprie  dei  marchingegni  adattati  sono  derivate  dalle  funzioni
proprie dei marchingegni che li producono che si trovano all'esterno della produzione di
questi stessi marchingegni adattati»247. Millikan pone, dunque, il concetto di funzione
propria  adattata dei diversi tratti degli organismi o degli artefatti come un'evoluzione
243 MILLIKAN, R.  G.,  Language,  Thought and Other Biological  Categories:  New Foundations for
Realism, op. cit., p. 40.
244 Ibid.
245 Ivi, p. 29.
246 Ivi, p. 27.
247 Ivi, p. 41. 
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temporale di alcune funzione  proprie originarie  di  essi:  in  tale  saggio non troviamo
alcun tipo  di  disamina del  concetto di  “adattamento” nello  stile  degli  autori  esposti
sopra  (i.e.  non  viene  discusso  il  problema  del  rapporto  tra  selezione  naturale  e
adattamento né tra questi due e il complesso forma-funzione né il ruolo delle costrizioni
filetiche nello  sviluppo degli  organismi  di  una data  specie),  bensì  solo affermazioni
filosoficamente piuttosto vaghe come:
una funzione propria adattata è una funzione propria relazionale adattata a un
dato contesto. Se la funzione propria relazionale è realizzata normalmente, la
funzione  adattata  è  anche,  chiaramente,  realizzata  normalmente.  La
spiegazione normale  per  la  realizzazione  propria  di  una funzione  propria
adattata è così una spiegazione generale che esprime il modo in cui avviene
che un marchingegno produca o faccia cose che hanno la caratteristica di
certe relazioni ai loro adattori248.
Il fine di Millikan è quello di proporre delle definizioni piuttosto generali di funzioni
proprie dirette e derivate, tali da includere, come si è detto prima, praticamente tutte le
categorie  biologiche:  processi  fisiologici,  comportamenti,  ecc.  Ovviamente,  lo scopo
maggiore è quello di fornire un'impalcatura filosoficamente adeguata per rendere conto
della  categoria  biologica dell'intenzionalità  mentale  e  linguistica.  Per  far  ciò  è
necessario ricorrere proprio alla nozione basilare di funzione propria (diretta o derivata).
Ci si rende conto, tuttavia, di alcune debolezze intrinseche nella definizione di funzione
propria “derivata” alla luce del fatto che il termine “adattamento” deve essere utilizzato,
come hanno correttamente puntualizzato Williams e poi anche Gould e Lewontin, con
248 Ivi, pp. 43-44.
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molta parsimonia e solo laddove, biologicamente e filosoficamente, necessario.
In una prospettiva che si colloca al di là sia della visione eziologica, specialmente quella
di Wright, sia di quella disposizionale di Bigelow e Pargetter, troviamo quella di Enç e
Adams, i quali sostengono, riguardo lo statuto delle funzioni, la tesi della “plasticità” e
quella della “realizzabilità multipla”. 
La visione eziologica affermava che le spiegazioni funzionali rimandassero sempre a
uno sfondo causale vicino o lontano nel tempo che dava senso anche a quel finalismo
insito  nel  concetto  di  funzione249.  La  visione  disposizionale,  come  abbiamo  visto,
interpreta le funzioni come delle attitudini o disposizioni da parte dell'organismo nella
realizzazione di certi comportamenti che gli garantiscono la sopravvivenza o, spesso,
maggiori chances di sopravvivenza. 
Ora, ciò che accomuna queste due teorie è il fatto che contengono due tipi differenti di
spiegazioni in cui i livelli superiori di funzioni sono implementati su quelli inferiori: in
quella eziologica ciò accade perché si ritiene che tutte le funzioni biologiche si fondino
su caratteristiche dell'habitat naturale dell'organismo preso in considerazione, in quella
disposizionale ciò si verifica perché si ritiene che le funzioni biologiche si fondino sia
su fattori ambientali sia strutturali, i quali sono causalmente indipendenti l'uno dall'altro.
Ciò che queste due teorie non riescono a centrare, osservano Enç e Adams, è il fatto che
esiste  un  gran  numero di  funzioni  biologiche  non derivabili  da cause  esterne  come
l'ambiente. C'è, in poche parole, un finalismo intrinseco alle funzioni biologiche non
spiegabile riconducendolo a un ruolo causale da parte dell'habitat oppure a disposizioni
per la sopravvivenza dell'organismo. 
Molti  comportamenti  degli  organismi  sono  spiegabili  alla  luce  della  capacità  di
249 Cfr. WRIGHT, L.,  ʻFunctionsʼ, in M. Grene e E. Mendelsohn, Topics in the Philosophy of Biology,
Reidel, Dordrecht, 1976, p. 228.
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realizzare  certe  disposizioni  (come  già  sostenevano  Bigelow  e  Pargetter)  e  di  una
capacità,  esprimibile  come  “feedback”,  a  restaurare  tali  disposizioni  quando  le
circostanze  presenti  le  farebbero  venir  meno.  Questa  visione  è  definita  “tesi  della
plasticità” ed è compatibile con quella della “realizzabilità multipla”, secondo cui «(i) il
tipo  di  carattere  in  questione  possiede  un  insieme  di  proprietà  (o  ha  un'attività
caratteristica) che gli dà la disposizione a eseguire la funzione […] e (ii) se il carattere
fosse  differente  in  modo  significativo  e  abbia  ancora  la  medesima  funzione,  allora
possiederebbe un insieme differente di proprietà […] che conferirebbero la medesima
disposizione al carattere»250.
La tesi della realizzabilità multipla esprime, in breve, che se un tratto morfologico (o
carattere)  cambiasse e  avesse  proprietà  differenti,  potrebbe,  nonostante  ciò,  avere le
stesse disposizioni per la realizzazione di una certa funzione. Ciò significa rompere una
rapporto di dipendenza causale delle disposizioni di un tratto morfologico dall'insieme
di  proprietà  fisiche  che  lo  connotano  e  affermare,  appunto,  una  “plasticità”  nel
comportamento. L'accoppiamento di queste due tesi deve portare «al riconoscimento di
una tassonomia delle proprietà (o comportamenti) più ampia […], tale tassonomia rende
possibile  produrre  spiegazioni  non  causali  e  ipotesi  predittive  sui  tipi di
comportamenti»251. 
Le visioni eziologiche, con il loro richiamo alla storia pregressa di un tratto biologico,
conducono, sostiene Walsh, a due conseguenze sfortunate: (1) la conoscenza della storia
evolutiva di un tratto morfologico dovrebbe essere imprescindibile per la conoscenza
della  sua  funzione:  ciò  pone  delle  notevoli  restrizioni  nelle  indagini  dell'anatomia
funzionale; (2) se la conoscenza della funzione di un tratto morfologico dipendesse dalla
250 ENÇ, B. e F. ADAMS, ʻFunctions and Goal Directednessʼ, in Philosophy of Science, vol. 59 (1992),
pp. 651-652.
251 Ivi, p. 653.
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conoscenza  della  sua  evoluzione  in  quella  specie,  si  avrebbero  molte  difficoltà  a
comprendere  quale  sia  la  funzione  di  quel  tratto  nella  prima  generazione  in  cui
l'evoluzione non aveva agito. Walsh osserva infatti: 
Le teorie storiche della funzione permettono [di capire] che ciò che un tratto
fa adesso può differire da ciò che aveva fatto nel passato che causalmente
spiega la sua esistenza. Ma in tali casi esse ci vietano di chiamare quello che
un  tratto  fa  adesso una  “funzione”,  sebbene  ciò  che  fa  adesso  sia
causalmente  più  rilevante  alla  sopravvivenza  e  alla  riproduzione  degli
individui che la possiedono252. 
La visione disposizionale, d'altronde, non è immune da critiche, dal momento che se
essa,  da  un  lato,  rinuncia  alla  spiegazione  delle  funzioni  biologiche  in  termini  di
adattamento e storia selettiva, dall'altro si richiama al concetto di “habitat naturale” e
alla relazione sussistente tra l'organismo e l'ambiente nella determinazione del tratto.
Essa, dunque, «converge nella visione storica (recente)»253.
Il  grande limite che Walsh riscontra tanto nelle visioni  eziologiche quanto in  quella
disposizionale è che esse fanno sempre riferimento alla selezione naturale per spiegare
l'origine e la  natura delle  funzioni biologiche.  Esistono, infatti,  anche delle  funzioni
astoriche che possono essere comprese solo all'interno di una visione “relazionale” delle
funzioni: «La/una funzione di un individuo di una specie X, rispetto al regime selettivo
R, è m se X realizza m positivamente (e in modo significativo) contribuisce all'idoneità
media  degli  individui  che  possiedono  X rispetto  a  R»254.  Tale  visione  non  è  una
252 WALSH, D. M., ʻFitness and Functionʼ, in The British Journal for the Philosophy of Science, vol, 47
(1996), p. 561.
253 Ivi, p. 563.
254 Ivi, p. 564. 
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definizione «della funzione intrinseca, ma della ʻfunzione rispetto a Rʼ, […] la funzione
è definita nei termini del contributo di un tratto all'idoneità individuale media, e che è
specificabile solo rispetto a un regime selettivo»255.
La visione “relazionale” di Walsh si autodefinisce capace di spiegare adeguatamente sia
le funzioni storiche sia quelle astoriche sulla base del comune riferimento al contributo
all'idoneità  individuale  media:  nel  caso  delle  funzioni  storiche  è  necessario  fare  un
percorso a ritroso per comprendere il motivo per cui certe funzioni presentano un certo
tipo di idoneità all'ambiente; nel caso delle funzioni astoriche questo percorso non viene
compiuto  e  si  studia  una  certa  funzione  esclusivamente  sulla  base  del  suo  ruolo
presente. 
Gli autori esaminati, da Gould e Lewontin fino a Walsh, sono quasi tutti accomunati da
una visione critica nei confronti di una lettura meramente storica o adattamentista delle
funzioni  biologiche  e,  dunque,  dei  tratti  morfologici  che  le  realizzano.  Gould  e
Lewontin muovono una critica, estremamente corretta, nei confronti di un abuso del
concetto  di  “adattamento”  in  tanti  domini  biologici  e  fanno  notare  che  esso  debba
accompagnarsi  sempre  al  concetto  di  “costrizione  filetica”.  Gans  e  Dennett,  invece,
affermando l'assoluta necessità del programma adattamentista in biologia, temono che
l'articolo di Gould e Lewontin possa svilire il concetto stesso di adattamento.
Distaccandosi  dalla  visione  eziologica  che  attribuiva  importanza  alla  storia  causale
delle  funzioni  biologiche,  Bigelow  e  Pargetter  propongono  di  leggerle  come  delle
disposizioni al miglioramento delle chances di sopravvivenza da parte dell'individuo.
Non eccessivamente distante da questa visione è Walsh che legge le funzioni biologiche
come contribuiti alla capacità dell'organismo di essere idoneo al suo habitat naturale.
Enç e Adams, con le loro tesi sulla plasticità e sulla realizzabilità multipla di un tratto,
255 Ivi, pp. 564-565.
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intendono spezzare un rapporto di dipendenza causale delle disposizioni di  un tratto
morfologico dalle proprietà fisiche che lo connotano.
Infine, Millikan, nell'elaborazione del concetto di “funzione propria”, si rende conto che
esse possono essere considerate sia nella loro storia recente sia nella storia pregressa,
dunque come “funzioni proprie adattate”. 
2.3 La plasticità fenotipica nell'orizzonte di una “sintesi 
estesa”
Lo sviluppo della biologia molecolare e della genetica ha condotto, tra gli anni '30 del
XX  secolo  e  gli  inizi  del  XXI,  ad  una  visione  sempre  più  raffinata,  sebbene  non
esaustiva,  del  concetto  di  gene.  Questo  ampliamento  di  conoscenze  ha  influito
grandemente sul dibattito interno all'evoluzione e alla selezione naturale e sul modo di
concepire  il  complesso  forma-funzione  al  punto  che  Müller256 e  Pigliucci257 hanno
proposto  di  utilizzare  il  termine  “sintesi  estesa”  per  designare  una  nuova  cornice
epistemologica,  di  tipo  pluralista,  dell'evoluzione.  Mentre  la  cosiddetta  “sintesi
moderna”258 si basava sul dogma secondo cui l'evoluzione di una popolazione, dunque
anche  la  genesi  di  nuove  varietà  o   di  nuove  specie,  dipendesse  da  mutazioni  e
ricombinazioni casuali nei geni dei suoi individui, la “sintesi estesa” integra gli assunti
teorici  dell'EvoDevo  (Evolution  Development)  nella  teoria  evolutiva  per  sopperire  a
quei  «deficit  esplicativi  dell'MS  [sintesi  moderna]  nel  campo  dell'evoluzione
256 Cfr. MÜLLER, G. B., ʻEvoDevo: Extending the evolutionary synthesisʼ, in Nature Reviews Genetics,
vol. 8 (2007), pp. 943-949.
257 Cfr.  PIGLIUCCI,  M.,  ʻDo we need  an extended evolutionary synthesis?ʼ,  in  Evolution,  vol.  61
(2007), pp. 2743-2749.
258 Cfr. HUXLEY, J., Evolution. The modern Synthesis, Harper, New York, 1942. In tale monografia il
celebre biologo espone dettagliatamente la visione per cui l'evoluzione di una popolazione è prodotta, da
un lato, dall'assortimento casuale di geni e di alleli nel mutamento delle generazioni e, dall'altro, dal fatto
che  i  caratteri  fenotipici  dipendono  unicamente  dalle  caratteristiche  genotipiche  senza  il  minimo
intervento da parte dell'ambiente. 
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fenotipica»259. La sintesi estesa può essere effettivamente compresa solo se si tengono
presenti in mente alcuni snodi centrali della storia della genetica, da un lato, e i nuclei
teorici insiti nei concetti di “plasticità fenotipica” e di “epigenetica” e di “EvoDevo”,
dall'altro. Attraverso una loro disamina si comprenderà il graduale mutamento nel modo
di pensare il rapporto tra genotipo e fenotipo e, dunque, la morfogenesi stessa. 
La  storia  della  genetica  può essere  suddivisa,  come suggerisce  Portin,  in  tre  grandi
periodi: età classica (dagli anni '30 ai '50 del XX secolo), età neoclassica (dai '50 ai '70)
ed  età  moderna (dai  '70 e  ancora perdurante al  tempo in cui  Portin  scriveva il  suo
articolo, ovvero il 1993).
Un primo periodo, dagli anni '30 ai primi '50 del '900, è quello cosiddetto “classico”,
dominato dal dogma “un gene-un enzima”260, in cui si riteneva che i geni, pensati come
unità  indivisibili coinvolte  nella  trasmissione,  ricombinazione,  mutazione  e  funzione
genetica,  codificassero  per  enzimi  specifici  generando  così  una  corrispondenza
biunivoca tra un gene e un enzima261. La visione classica concepiva il cromosoma come
«uno schema lineare di geni, ognuno occupante una posizione fissata nel cromosoma»262
in cui non sussisteva una differenza concettuale netta tra il gene e l'allele: furono le
scoperte di Pontecorvo263 a mostrare che all'interno di ogni singolo gene ci fossero siti
259 PIGLIUCCI, M. e G. B. MÜLLER,  Evolution – The Extended Synthesis, MIT Press, Cambridge,
Massachusetts, 2010, p. 4.
260 Cfr. BEADLE, G. W. e E. L. TATUM, ʻGenetic control of biochemical reactions in Neurosporaʼ, in
Proceedings of the National Academy of Sciences of United States, vol. 27 (1941), pp. 499-506. Inoltre,
SRB, A. M. e N. H. HOROWITZ, ʻThe ornithine cycle in Neurospora and its genetic controlʼ, in Journal
of Biological Chemistry, vol. 154 (1944), pp. 129-139. 
In questi due articoli veniva proposta, supportata da alcuni dati sperimentali, la tesi di una corrispondenza
biunivoca tra gene ed enzima. 
261 Cfr. RAFFAEL, D. e H. J. MULLER, ʻPosition effect and gene divisibility considered in connection
with three strikingly similar scute mutationsʼ, in Genetics, vol. 25 (1940), pp. 541-583. In questo articolo
si forniva una quadruplice caratterizzazione dei geni: (1) come unità in cui si verifica il  crossing over,
ovvero la ricombinazione del materiale genetico, (2) come unità del riassemblamento genetico, (3) come
unità della mutazione, (4) come unità della riproduzione. 
262 PORTIN, P., ʻThe concept of the gene: short history and present statusʼ, in The Quarterly Review of
Biology, vol. 68 (1993), p. 181.
263Cfr. PONTECORVO, G., ʻThe genetic formulation of gene structure and gene actionʼ, in Advances in
enzymology and related subjects of biochemistry,  vol. 13 (1952), pp. 121-149.
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differenti (i loci genici del cromosoma) ove si verificavano le mutazioni e che le forme
alternative di un gene, presenti all'interno di un medesimo locus genico, fossero proprio
gli alleli.  Inizialmente si riteneva che la ricombinazione (o  crossing over), ovvero lo
scambio di segmenti cromosomici tra cromosomi omologhi durante la prima divisione
meiotica, avvenisse solo a livello intergenico, dal momento che si pensava che «i geni
allelici  segregassero  invariabilmente  in  gameti  separati»264;  in  seguito  si  comprese,
tuttavia, che essa avesse luogo anche a livello intragenico, poiché ci si rese conto che «i
geni allelici possono segregare nello stesso gamete»265. 
Oltre  al  processo della  ricombinazione,  l'altro  pilastro  concettuale  dell'età  “classica”
della genetica, fu quello della complementazione genica (o allelica): la riacquisizione di
un fenotipo selvatico o di una funzione mediante l'interazione tra due alleli mutanti. La
complementazione,  analogamente  alla  ricombinazione,  poteva  essere  intergenica,
qualora si fosse verificata in due differenti loci genici negli organismi diploidi, oppure
intragenica,  se  si  fosse  manifestata  nello  stesso  locus genico.  Iniziarono  a  essere
costruite delle mappe per la complementazione allelica che mostrarono «un'interazione
tra strutture lineari con difetti nelle regioni differenti»266. Tali strutture lineari non erano
i geni stessi, ma prodotti della loro azione: la complementazione genica doveva essere
legata, evidentemente, più che ai geni ai loro prodotti.
La transizione dal periodo “classico” a quello “neoclassico”, registratasi durante gli anni
'50, è segnata dal tentativo «di distinguere l'unità di mutazione (il “mutone”) dall'unità
di ricombinazione (il “recone”) dall'unità della funzione genetica (il “cistrone”)267. […]
Così il concetto neoclassico di gene culminò nell'ipotesi “un cistrone-un polipeptide”
264 PORTIN, P., The concept of the gene: short history and present status, op. cit., p. 181.
265 Ibid.
266 Ivi, p. 185.
267 Cfr.  BENZER, S.,  ʻFine  Structure  of  a  genetic  region  in  bacteriophageʼ,  in  Proceedings of  the
National  Academy  of  Sciences  of  United  States, vol.  41  (1955),  pp.  344-354.  Benzer  fu  il  primo a
introdurre i termini “cistrone”, “mutone”, “recone”.
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che gradualmente si sviluppò negli anni '60»268. Questa fase della storia della genetica
riteneva che il materiale genetico (DNA o RNA) potesse essere tripartito sulla base di
unità  funzionali:  l'unità  coinvolta  nelle  mutazioni,  causa  di  fenotipi  alterati,  era  il
“mutone”,   ovvero  «l'unità  più  piccola  del  materiale  genetico  […],  il  materiale
equivalente del mutone è un singolo paio di basi nella struttura del DNA»269. L' unità
coinvolta nella ricombinazione, il  “recone”, era considerata «la più piccola unità del
materiale genetico che può essere separata da altre unità attraverso la ricombinazione
genetica,  ma che non può essere suddivisa mediante mezzi  genici»270.  Infine,  l'unità
coinvolta  nella  sintesi  di  un  singolo  mRNA  e,  dunque,  di  una  singola  catena
polipeptidica, era considerato il “cistrone”, il cui materiale equivalente «è un segmento
del materiale genetico (DNA o RNA) che contiene l'informazione genetica per la sintesi
di un polipeptde»271. Per definire la struttura del gene venne proposto il modello della
colinearità, ovvero l'idea che «la struttura lineare del gene determini la struttura primaria
lineare del polipeptide corrispondente, o più precisamente, che la sequenza nucleotidica
del gene determini la sequenza amminoacidica del polipeptide»272.
L'idea che l'RNA fosse coinvolto nella sintesi proteica risale ai lavori di Brachet273 e
Casperson274, ma trova solo nella scoperta di Jacob e Monod275 un perfetto compimento,
dal  momento  che  si  comprese  che  era  l'RNA messaggero  coinvolto  nella  sintesi
proteica. Ciò rappresentò una conferma del cosiddetto “dogma centrale” della biologia
268 PORTIN, P., The concept of the gene: short history and present status, op. cit., p. 174.
269 Ivi, p. 186. 
270 Ibid.
271 Ibid. 
272 Ivi, p. 187.
273 Cfr. BRACHET, J., ʻLa localisation des acides pentosenucléiques dans les tissus animaux et les oeufs
d'Amphibiens en voie de dévelopementʼ, in Archive de Biologie, Liége, vol. 53 (1942), pp. 207-257.
274 Cfr. CASPERSON, T., ʻStudien über den Eiweissumsatz der Zelleʼ, in Naturwissenschaften, vol. 29
(1941), pp. 33-43.
275 Cfr. JACOB, F. e J. MONOD,  ʻMolecular and biological characterization of messenger RNAʼ, in
Journal of  Molecular Biology, vol. 3 (1961), pp. 318-356.
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molecolare espresso da Crick276. Esperimenti condotti nei primi anni '70 mostrarono che
la quantità di RNA trascritta in tessuti differenti era superiore al numero di geni presenti
nelle rispettive cellule: ciò portò alla scoperta dei geni  separati (split genes),  poiché
«alcuni geni sono capaci di codificare per più di un [RNA] messaggero»277. S'iniziò a
comprendere che solo una piccola parte del DNA fosse trascritta negli eucarioti e che la
maggior  parte  avesse  funzione  regolatoria  (cosiddetto  “DNA spazzatura”  o  “junk
DNA”)278. 
I primi anni '70, in cui si assiste al passaggio nell'età “moderna” della genetica, sono
caratterizzati da tutta una serie di studi che hanno contribuito ad estendere il concetto di
“gene” e a rendere, talvolta, inutilizzabili alcune definizioni o alcune visioni dei decenni
precedenti. Solo per citare alcune delle scoperte più importanti, la conoscenza del gene
si ampliò accogliendo concetti come: geni split, splicing alternativo, geni assemblati,
geni  sovrapponenti,  geni  mobili,  geni  poliproteina,  geni  nidificati,  geni  ripetuti279.
Durante gli ultimi quarant'anni sono stati chiariti molti meccanismi biochimici coinvolti
nella trascrizione e nella traduzione.
Se, dunque, da un lato, le sempre maggiori scoperte hanno portato ad una conoscenza
molto più dettagliata della struttura del gene, dall'altro, hanno prodotto un'estensione
semantica così crescente da rischiare di far sfociare il concetto stesso di “gene” nella
pura astrazione e ambiguità. L'accento di Portin è messo sulla necessità di riconoscere
oggi i diversi livelli possibili di definizione genica a seconda delle funzioni che il gene
276 Cfr. CRICK, F. H. C., ʻOn protein synthesisʼ, in Symposia of the Society for Experimental Biology,
vol. 12 (1958), pp. 138-167.
277 PORTIN, P., The concept of the gene: short history and present status, op. cit., p. 191.
278 Importante contributo alla comprensione del ruolo del “junk DNA” fu la monografia di Bostock e
Sumner: BOSTOCK, C. J. e A. T. SUMNER, The Eukaryotic Chromosome, North-Holland, Amsterdam,
1978.
279 Cfr. PORTIN, P., The concept of the gene: short history and present status, op. cit., pp. 193-203. In
tali pagine  è possibile trovare un'esposizione piuttosto dettagliata dei concetti sopra esposti che io, per
ragioni di spazio e di inutilità ai fini della struttura argomentativa generale, ho deciso di non riportare.
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stesso  è  chiamato  a  svolgere.  La  definizione  di  una  struttura,  resasi  sempre  più
complessa, viene chiarita mediante un riferimento ai  suoi molteplici meccanismi. La
definizione molecolare di gene che Portin espone al termine del proprio articolo è quella
già fornita da Singer e Berg280: «un gene [eucariotico] è una combinazione di segmenti
di DNA che costituiscono insieme un'unità di espressione, espressione che conduce alla
formazione di uno o più specifici prodotti genici funzionali che possono essere molecole
di  RNA o polipeptidi»281.  Questa  è  una tra  le  tante  definizioni  possibili  a  seconda
dell'aspetto funzionale che s'intende analizzare.
Le scoperte finora esposte mostrano un ampliamento progressivo del concetto di gene e
una sempre maggiore chiarezza sui processi della trascrizione e della traduzione. Non si
è posto, tuttavia, l'accento sulla particolare relazione sussistente tra i processi genici e la
morfogenesi dei differenti tessuti. 
L'epigenetica, che può esser fatta risalire a Waddington282, ritiene che la morfogenesi e
la  differenziazione  dei  diversi  tessuti  dipendano  dall'attivazione  differente  dei  geni
presenti nel nucleo delle cellule dell'organismo. Per “epigenetica” s'intende l'insieme di
processi in cui la sequenza nucleotidica di un gene non muta e si modifica, invece, la
sua  attività  o  espressione  genica.  E'  proprio  sui  processi  epigenetici  che  si  basa  la
maggior parte dei processi di differenziamento cellulare, dunque di morfogenesi. Da un
punto di vista molecolare l'epigenetica si esprime come azioni di rimodellamento della
cromatina (i.e. il complesso di DNA e proteine presente nei cromosomi) che influenzano
l'attività genetica. Si possono avere, in particolare, acetilazione degli istoni (aggiunta di
gruppi acetilici  alla lisina presente in alcune posizioni degli  istoni mediante l'azione
280 Cfr. SINGER, M. e P. BERG,  Genes and Genomes: A Changing Perspective,  University Science
Books, Mill Valley, 1991.
281 PORTIN, P., The concept of the gene: short history and present status, op. cit., p. 208.
282 Cfr. WADDINGTON, C. H., ʻThe Epigenotypeʼ, in Endeavour, vol. 1 (1942), pp. 18-20.
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catalizzatrice  dell'istone  acetil-transferasi)  accoppiata  a  fosforilazione  di  alcuni
amminoacidi  negli  istoni  come la  serina  oppure  il  complesso  SWI/SNF (switching-
inhibited  and  sucrose  nonfermenter)  che  distrugge  la  struttura  del  nucleosoma nella
vicinanza di un promotore di un gene consentendo ai fattori di trascrizione l'accesso al
DNA. Questi due processi sono fattori di attivazione della trascrizione; al contrario, la
metilazione della citosina (catalizzato dall'istone metil-transferasi) e la deacetilazione di
amminoacidi come la lisina (catalizzato dall'istone deacetilasi) tendono a reprimere la
trascrizione. Sembrerebbe che il processo dell'imprinting (i.e. l'espressione di un gene
condizionata  dalla  sua  origine  parentale)  sia  attribuibile  a  livello  molecolare  a
metilazione della citosina (nel caso della non espressione) o alla sua demetilazione (nel
caso della  sua  espressione).  Ora,  le  modificazioni  epigenetiche sono coinvolte  nella
morfogenesi e nella differenziazione cellulare e tissutale, nella misura in cui la cellula
uovo fecondata (lo zigote), mentre si divide, attiva determinati geni e ne inibisce altri:
quest'attivazione,  che  potremmo  definire  “selettiva”,  determina  il  differenziamento
cellulare e tissutale. Ecco, dunque, che l'intera morfogenesi trova nell'epigenetica la sua
descrizione molecolare più appropriata. 
La novità morfologica, o innovazione fenotipica, deve trovare la sua causa in mutamenti
epigenetici.  Se  per  la  “sintesi  moderna”  il  concetto  di  mutazione  genica  era
sottovalutato nella spiegazione delle innovazioni fenotipiche, per la “sintesi estesa” «le
duplicazioni geniche accrescono la robustezza mutazionale e un'abilità del sistema dello
sviluppo a resistere alle mutazioni, e dunque facilitare l'evoluzione delle innovazioni.
Dunque l'evoluzione della  robustezza può rappresentare un'importante  condizione di
sfondo per la generazione di una novità»283. La sintesi estesa, rispetto a quella moderna,
283 MÜLLER, G. B., ʻEpigenetic Innovationʼ, in  M. Pigliucci e G. B. Müller, Evolution – The Extended
Synthesis, op. cit., p. 315.
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unendo i due nuclei tematici dell'EvoDevo e della plasticità fenotipica, pone l'accento
sugli stimoli provenienti dall'esterno che, influenzando l'attivazione o inattivazione di
determinati  geni,  possono  favorire  o  inibire  la  trascrizione  di  certe  proteine  le  cui
funzioni  possono  determinare  stati  di  fisiologia  o  di  fisiopatologia.  Tra  condizioni
ambientali e fattori epigenetici c'è dunque un'interdipendenza. Müller osserva come tra
prodotti genici, cellule e tessuti ci sia una relazione a feedback dinamico, nella misura in
cui l'espressione genica determina i comportamenti delle varie componenti della cellula
ed è, come abbiamo visto prima, coinvolta nella morfogenesi. I diversi tessuti, tuttavia,
insieme  alle  proprie  cellule  e  agli  elementi  del  DNA  con  funzione  regolatoria
concorrono alla regolazione genica. Il feedback dinamico è da intendere, dunque, nel
senso che il genoma dà degli input necessari per l'espressione genica e la morfogenesi;
successivamente  tutti  i  tratti  morfologici  (buona  parte  del  DNA,  cellule  e  tessuti)
dimostrano di avere come “fine” comune quello dell'automantenimento della fisiologia
dei meccanismi genici mediante una loro complicatissima regolazione. L'innovazione
apportata dalle modifiche epigenetiche si articolerebbe in sette punti e dovrebbe riuscire
a rendere conto di una sostanziale evoluzione genetica:
1. Le condizioni di realizzazione per l'evoluzione fenotipica sono incorporate
nei  sistemi  di  sviluppo  che  sono  caratterizzati  da  auto-organizzazione
cellulare, regolazione a feedback e dipendenza ambientale.
2.  Gli  aggregati  di  cellule  eccitabili  chimicamente  e  meccanicisticamente
hanno fornito  motivi  morfologici  emergenti  dei  primi  organismi  cellulari
[…].
3. I sistemi di sviluppo complessi possono reagire in modi non lineari alle
condizioni iniziali di cambiamento.
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4. Qualsiasi disturbo in uno o più parametri di un sistema dà la possibilità di
utilizzare le sue qualità auto-organizzanti. […].
5. Regimi graduali o non graduali del cambiamento evolutivo possono essere
trasformati, rispetto allo sviluppo, in risultati fenotipici discontinui. […]
6. Questi  prodotti  morfogenetici  saranno esposti  alla selezione naturale,  e
possono  essere  elaborati  e  rifiniti  mediante  meccanismi  di  variazione
standard.
7.  L'evoluzione genetica  […] ha un ruolo consolidante  piuttosto che uno
generativo,  dal  momento  che  cattura  e  rende  comune  per  ripetizione  i
modelli morfogenetici284.
La visione  che  ne  emerge  è  piuttosto  chiara  e  netta:  tutti  gli  organismi,  nella  loro
interazione con l'ambiente esterno sono esposti a dei cambiamenti morfologici a cui
rispondono mediante meccanismi di regolazione a feedback oppure anche attraverso
delle  vere  e  proprie  variazioni  fenotipiche:  qui  entra  in  gioco per  la  prima volta  la
nozione di “plasticità fenotipica”. Mentre per Bock e von Wahlert, come abbiamo visto,
l'ambiente influiva sul complesso forma-funzione modificando progressivamente il loro
ruolo  biologico,  per  i  teorici  della  “plasticità  fenotipica”  gli  stimoli  provenienti
dall'ambiente esterno possono indurre delle modifiche epigenetiche che, influenzando il
controllo  dell'espressione  genica,  possono  determinare  delle  variazioni  nei  tratti
fenotipici.  La teoria  dell'innovazione epigenetica,  infatti,  «sostiene che la  variazione
genetica, la selezione naturale e l'induzione ambientale influenzino i sistemi di sviluppo
integrati che generano reazioni fenotipiche specifiche nel momento in cui la plasticità
canalizzata ha raggiunto i suoi limiti»285. L'innovazione epigenetica lascia supporre che
284 Ivi, pp. 322-323.
285 Ibid. 
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la duplicazione dei geni accresca la robustezza delle mutazioni e che vengano migliorate
le  capacità  di  auto-organizzazione  del  sistema.  Essa  diventa  uno  dei  termini
filosoficamente più interessanti e affascinanti del concetto di “EvoDevo”, dal momento
che quest'ultimo «dimostra che la conoscenza delle regole dei processi che intervengono
tra genotipo e fenotipo è necessaria per la comprensione della causalità della forma
biologica.  […] L'EvoDevo cerca  di  spiegare  il  cambiamento  fenotipico  mediante  la
comprensione  dei  meccanismi  di  sviluppo,  le  interazioni  fisiche  tra  geni,  cellule  e
architettura tissutale in particolare»286. 
La  plasticità  fenotipica,  termine  coniato  per  la  prima  volta  da  Woltereck287,  è  una
proprietà  del  genotipo,  specifica  per  un  tratto  e  per  un  ambiente,  «che  può  essere
vantaggiosa o meno e può essere o meno il  risultato dell'evoluzione adattiva (i.e. la
selezione naturale)»288. Questo concetto di plasticità trova in quello di modificazione (o
innovazione)  epigenetica  la  sua  causa:  il  controllo  e  la  variazione  dell'espressione
genica, dovuti ai meccanismi biochimici tipici dell'epigenetica, implicano una serie di
variazioni “a cascata” che si ripercuote su livelli superiori di organizzazione anatomica
e, dunque, anche fisiologica: cellule, tessuti, organi e sistemi. I tratti fenotipici risultano
plastici proprio  perché  c'è  una  capacità  da  parte  del  genotipo  di  rispondere
biochimicamente, in modo dinamico, a input provenienti dall'esterno. C'è un'interazione
tra la plasticità fenotipica e il mantenimento di certe caratteristiche fisiologiche in un
dato ambiente, al punto che per molto tempo in passato essa veniva legata all'omeostasi,
ai  meccanismi  che  causano l'omeostasi  (proprietà  del  “tampone”)  e  alla  capacità  di
riprodurre  il  medesimo  fenotipo  nel  medesimo  insieme  di  condizioni  di  esistenza
286 Ivi, p. 327. 
287 WOLTERECK, R.,  ʻWeitere experimentelle Untersuchungen  über Artveränderung speziel  über das
Wesen  quantitativer  Artunterschiede  bei  Daphnidenʼ,  in  Verhandlungen  der  Deutschen  Zoologischen
Gesellschaft, vol. 19 (1909), pp. 110-172.
288 PIGLIUCCI, M., ʻPhenotypic Plasticityʼ, in M. Pigliucci e G. B. Müller, Evolution – The Extended
Synthesis, op. cit., p. 359. 
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(proprietà della “canalizzazione”). E' importante notare che tra ambiente e organismo c'è
un  rapporto  di  mutua  interazione:  non  solo  l'ambiente  fornisce  input  per  processi
differenziati di sviluppo e di variazioni morfologiche, ma è anche l'organismo stesso a
influire  sull'ambiente  apportandovi  delle  modifiche  “ecologiche”.  La  plasticità
fenotipica porta necessariamente a un modo nuovo di vedere il cambiamento evolutivo,
dunque anche la selezione naturale, infatti: 
1. Un nuovo input influenza (nel caso di una mutazione) uno o più (nel caso
di un cambiamento ambientale) individui in una popolazione.
2.  A  causa  della  plasticità  dello  sviluppo  inerente  [il  nuovo  input],
osserviamo un accomodamento fenotipico del nuovo input; di conseguenza
emerge un nuovo fenotipo.
3. La diffusione iniziale del nuovo fenotipo può essere rapida (se è dovuta a
un effetto ambientale) o lenta (se è il risultato dell'input genetico).
4.  Se  il  nuovo  fenotipo  è  vantaggioso,  la  selezione  naturale  lo  “fissa”
stabilizzando  il  suo  aspetto  attraverso  un'alterazione  dell'architettura
genetica. Ha avuto luogo l'accomodamento genetico289.
Ci si rende conto, ripensando alle problematiche poste all'inizio di questo capitolo circa
le cause delle variazioni del complesso forma-funzione e del modo in cui la selezione
naturale le preserva  selezionandole, che il concetto di “plasticità fenotipica” è la base
concettuale di quelle variazioni morfologiche (fenotipiche, appunto) che, qualora siano
utili all'interazione  dell'organismo  col  proprio  habitat, vengono  conservate  dalla
selezione naturale e trasmesse alla progenie. Dal punto di vista della macroevoluzione,
osserva Pigliucci, sono due le conseguenze più importanti della plasticità fenotipica: la
289 Ivi, p. 368.
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costruzione  di  nicchie  ecologiche  e  la  speciazione  simpatrica  (i.e.  la  speciazione
verificantesi nelle stesse aree geografiche oppure in zone parzialmente coincidenti).  
La  teoria  della  costruzione  delle  nicchie  ecologiche  è  un  altro  elemento  piuttosto
importante della sintesi “estesa” e consente di ampliare ulteriormente la vecchia visione
inerente  il  rapporto  tra  organismo  e  ambiente.  I  maggiori  protagonisti  della  sintesi
“moderna” ritenevano che l'evoluzione degli organismi dipendesse quasi esclusivamente
dalla  selezione  naturale  e  che  le  variazioni  fenotipiche  derivassero  causalmente da
fenomeni di adattamento ambientale che avevano una base molecolare a livello genico;
c'era  una freccia  monodirezionale dall'ambiente verso il  genotipo e il  fenotipo degli
organismi di una specie. La sintesi “estesa” dell'evoluzione, al contrario, espone una
visione bidirezionale tra ambiente e organismo, dal momento che 
tutti gli organismi, attraverso i loro metabolismi, movimenti, comportamenti
e scelte, parzialmente creano e parzialmente distruggono i loro ambienti. Nel
fare ciò, essi trasformano alcune delle pressioni selettive negli ambienti in
modo  che  li  selezionino.  Dunque,  gli  adattamenti  degli  organismi  non
possono essere esclusivamente conseguenze del modo in cui gli organismi
rispondono a pressioni selettive autonome negli ambienti290.
Le  nicchie  ecologiche,  ogni  qualvolta  producono  mutamenti  ambientali  che  si
accumulano  nel  corso  del  tempo,  sono  all'origine  di  una  vera  e  propria  eredità
ecologica,  la  quale,  secondo  Odling-Smee,  si  differenzia  da  quella  genetica
principalmente per quattro caratteristiche: 1) necessita del mezzo ambientale esterno; 2)
dipende  da  mutamenti  selettivi che  gli  organismi  apportano  all'ambiente;  3)  non  si
290 ODLING-SMEE, F. J., ʻNiche Inheritanceʼ, in M. Pigliucci e G. B. Müller, Evolution – The Extended
Synthesis, op. cit., p. 176.
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trasmette  da genitori  a  figli,  ma da  popolazioni  di  individui  ad altre  popolazioni  di
individui;  4)  tra  questi  organismi  dev'esserci  una  correlazione  ecologica,  non
necessariamente una di tipo genetico291. 
Il concetto di “nicchia ecologica” diventa un importante parametro dell'EvoDevo, dal
momento che consente di affrontare in modo nuovo due problemi: 1) il modo in cui
l'evoluzione di una popolazione influenza lo sviluppo dei singoli e 2) in che modo lo
sviluppo del singolo influenza l'evoluzione della popolazione. 
La  risposta  al  primo  problema  prevede  che  lo  sviluppo  dei  singoli  non  dipenda
esclusivamente  dal  controllo  dell'espressione  genica,  ma  anche da  «una  regolazione
attiva della nicchia  mediante la plasticità fenotipica e la costruzione di nicchie da parte
degli organismi. La regolazione della nicchia inizia al momento dell'origine di un nuovo
organismo e continua per il resto della vita dell'organismo»292. In breve, la regolazione
ecologica  della  nicchia  influisce  sullo  sviluppo  dell'organismo,  dunque  su  tutte  le
possibili variazioni dei complessi morfo-funzionali che lo costituiscono. Al contempo,
però,  è  possibile  rispondere  al  secondo  interrogativo  osservando  che  gli  organismi
fungono da «“pompe biologiche unidirezionali” che “pompano” sia variabili ecologiche
biotiche sia abiotiche in nuovi stati attraverso la costruzione ripetitiva di nicchie»293.
Ogni essere vivente, infatti, apporta vari tipi di modifiche al proprio ecosistema insieme
a  tutte  le  altre  apportate  dagli  altri  organismi  di  quel  medesimo  ecosistema.  Tali
cambiamenti, per quanto detto prima, hanno un effetto di “retroazione” sui membri di
291 Sul tema delle nicchie ecologiche e dell' “ereditarietà delle nicchie” si vedano: ODLING-SMEE F. J.,
K.  N.  LALAND  e  M.  W.  FELDMAN,  Niche  Costruction:  The  Neglected  Process  in  Evolution,
Monographs in Population Biology · 37, Princeton University Press, New Jersey, 2003. Inoltre ODLING-
SMEE F. J., ʻNiche Inheritanceʼ, in M. Pigliucci e G. B. Müller, Evolution – The Extended Synthesis, op.
cit., pp. 175-207. Ancora, ODLING-SMEE, F. J. et al., ʻNiche Construction Theory: A Practical Guide for
Ecologistsʼ, in  Quarterly Review of Biology, vol. 88 (2013), pp. 3-28. Inoltre, LALAND, K. N. et al.,
ʻEvolutionary consequences of niche construction and their implications for ecologyʼ, in Proceedings of
the National Academy of Sciences of the United States of America, vol. 96 (1999), pp. 10242-10247.
292 ODLING-SMEE, F. J., ʻNiche Inheritanceʼ, in M. Pigliucci e G. B. Müller, Evolution – The Extended
Synthesis, op. cit., p. 190.
293 Ivi, p. 195.
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un  certo  habitat  producendo,  nell'arco  di  centinaia  di  generazioni,  meccanismi  di
speciazione simpatrica. 
Si può comprendere, solo a questo punto, lo stretto legame instauratosi tra le scoperte
della  genetica  e  l'ampliamento  progressivo  della  “sintesi  moderna”  dell'evoluzione:
questi  due ambiti  della biologia hanno teso ad avvicinarsi sempre più in virtù di un
fertile terreno comune che ha trovato nei concetti di variazioni epigenetiche, plasticità
fenotipica,  EvoDevo, nicchia ecologica e  speciazione simpatrica le  basi  teoriche per
ripensare il rapporto genotipo-fenotipo alla luce della dialettica organismo-ambiente. I
tre  livelli  (genetico,  somatico  ed  ecologico)  che,  secondo Williams,  strutturavano il
rapporto genotipo-fenotipo sotto l'influsso della selezione naturale non solo sono stati
notevolmente ampliati, ma sono stati concepiti in modo molto più dinamico e interattivo
di quanto Williams stesso, negli anni '60, potesse immaginare. I temi della morfogenesi
e  delle  variazioni  del  complesso  forma-funzione  hanno  finalmente  avuto,  come  già
avevano  intuito  Bock,  von  Wahlert,  Lauder  e  Gans,  un  ruolo  di  primo  piano,  dal
momento che essi,  a pensarci bene,  rappresentano due importanti  terminus ad quem
della sintesi evolutiva estesa: innovazione epigenetica, variazione fenotipica, EvoDevo,
ecc., trovano il proprio  Leitfaden proprio nel tentativo di dare una risposta, genetica,
fenotipica  ed  ecologica,  al  modo  in  cui  variano  le  strutture  anatomiche  e  i  loro
meccanismi di funzionamento. Si può parlare oggi, dunque, nella cornice della sintesi
evolutiva “estesa”, di una subordinazione delle variazioni anatomiche rispetto a quelle
funzionali?  Oppure è proprio il  contrario? Rispondere a questi  interrogativi  è molto
difficile  e  certamente  l'approccio  utilizzato  oggi  è  quello  di  una  visione  erotetica
dell'evoluzione,  tale  per  cui  la  si  concepisce  come un insieme di  subunità  teoriche
rientranti all'interno di alcuni settori più ampi come la biologia molecolare, la genetica,
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la sistematica e l'ecologia294. La risposta alla domanda circa la relazione sussistente tra
le  strutture  anatomiche  e  i  meccanismi,  da  un  punto  di  vista  evolutivo,  dipende
esattamente dal punto di vista epistemologico che si assume: a seconda che ci si ponga
in  una  subunità  teorica  piuttosto  che  in  un'altra  verranno  fornite  spiegazioni  molto
differenti. La sintesi  estesa cerca di fornire una visione integrata, laddove “integrato”
non  è  necessariamente  sinonimo  di  “unitario”.  Giusto  per  fare  qualche  esempio,
l'epigenetica e la plasticità fenotipica mostrano che il genotipo può regolare la propria
espressione genica attivando o inibendo determinate funzioni biochimiche del livello
cellulare  e,  a cascata,  dei  livelli  a esso superiori:  i  meccanismi molecolari  coinvolti
nell'espressione genica sembrerebbero determinare la morfogenesi e le variazioni nella
fisiologia  di  determinate  strutture  morfologiche.  I  cambiamenti  epigenetici,  come
abbiamo visto, sono quelli che lasciano inalterata la struttura nucleotidica. Molti altri
tipi di cambiamenti genetici, come ad esempio le mutazioni o le delezioni di frammenti
di gene alterano, invece, la struttura nucleotidica e con essa i meccanismi molecolari
corrispondenti: qui la variazione dei meccanismi è subordinata ad una variazione nella
struttura.
L'EvoDevo,  infine,  ponendo  una  mutua  interazione  tra  evoluzione  di  una  specie  e
sviluppo  dei  suoi  singoli  membri,  sembrerebbe  proporre  una  semplice  visione  di
interazione, senza una necessaria subordinazione di una parte rispetto all'altra, tra  le
strutture morfologiche e i meccanismi corrispondenti.
294 Per una buona introduzione alla visione erotetica della sintesi  evolutiva estesa cfr.  LOVE, A. C,
ʻRethinking the Structure of Evolutionary Theory for an Extended Synthesisʼ, in M. Pigliucci e G. B.
Müller, Evolution – The Extended Synthesis, op. cit., pp. 403-441.
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Capitolo 3
I rapporti struttura-meccanismi nei sistemi complessi
Il  carattere  che  maggiormente  contraddistingue  i  sistemi  fisici,  biologici  e  sociali  è
quello della “complessità”, ovvero una struttura gerarchica, articolata per livelli, le cui
componenti esibiscono peculiari proprietà e comportamenti dinamici. 
In questo capitolo l'attenzione maggiore è rivolta verso l'ontologia ed epistemologia dei
sistemi biologici al fine di far emergere non solo le maggiori acquisizioni filosofiche su
di essi, ma anche i principali nuclei aporetici. Fine primario di tale capitolo è quello di
presentare una visione unitaria  -al contempo sfaccettata al suo interno- sul tema della
“complessità” preparando così il terreno per le analisi che verranno effettuate nei tre
capitoli successivi, altrimenti incomprensibili senza questo sfondo filosofico. 
La  prima  sezione  presenta  alcune  considerazioni  filosofiche  in  merito  alla  struttura
gerarchica  dei  sistemi  complessi  e  alle  due  maggiori  proprietà  che  li
contraddistinguono: l'aggregatività e l'emergenza.  Si è deciso di iniziare con le analisi
di Wimsatt sul tema della “complessità”, poiché mettono in luce alcune caratteristiche
importanti  riguardo l'organizzazione  livellare,  le  relazioni  inter-livello  e  le  difficoltà
epistemologiche  che  è  possibile  ravvisare  talvolta  nelle  spiegazioni  causali  dei
meccanismi  di  un  sistema complesso.  Egli,  inoltre,  è  stato  in  grado  di  fornire  una
definizione matematica della nozione di “livello” che ha avuto delle ripercussioni nel
dibattito  filosofico  contemporaneo.  Wimsatt  mostra,  poi,  che  i  livelli  inferiori,
caratterizzati dalla proprietà della  realizzabilità multipla, generano macro-stati in una
pluralità di modi e ciò è all'origine di un'autonomia dinamica dei livelli  superiori.  I
livelli inferiori e quelli superiori, comunque, sono coinvolti in un processo comune di
cambiamento che permette di parlare di “co-evoluzione”. Le due maggiori proprietà dei
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sistemi complessi, fra di loro contrarie, sono l'aggregatività e l'emergenza. Quest'ultima
viene esposta facendo riferimento alle letture di Rueger, Korn, Boogerd et al. Particolare
attenzione  viene  rivolta  al  ruolo  delle  costrizioni  termodinamiche  e  al  tema  della
“chiusura delle costrizioni” nella monografia del 2015 di Moreno e Mossio.
La seconda sezione analizza i due principali tipi di spiegazioni dei sistemi complessi:
quelle  meccanicistiche  e  quelle  dinamiche.  Attraverso  il  confronto  tra  la  visione  di
Craver  e Bechtel,  da un lato,  e quella di  Fazekas e Kertész,  dall'altro,  emergeranno
alcune difficoltà epistemologiche circa le spiegazioni causali inter-livello (downward e
upward) e il tema della superevenienza delle proprietà emergenti. Segue una disamina
delle spiegazioni dinamiche, con particolare attenzione al loro ruolo nelle neuroscienze
computazionali, effettuata da Zednik. Ciò che emergerà è che, coerentemente a quanto
osservato da Kaplan, è possibile una conciliazione tra i due tipi di spiegazione, poiché le
descrizioni  dinamiche  possono  esser  considerate  un  tipo  particolare  di  quelle
meccanicistiche.
La terza sezione espone le ragioni per cui la nozione di “livello” è tanto centrale nella
definizione di una scala gerarchica. Vengono presentate tre visioni, quella di Craver e
Bechtel, quella di Potochnik e McGill e quella di Eronen, che risultano deficitarie nelle
loro definizioni di “livello” poiché o mancano di un'adeguata legittimazione ontologica
(Craver  e  Bechtel)  oppure  non  riescono  a  mostrare  il  carattere  peculiare  di  livello
biologico (Potochnik e McGill, Eronen). 
La tesi che propongo (che troverà legittimazione nei tre capitoli successivi) è che la
definizione di “livello biologico” dipende da quella del complesso forma-funzione. A
sua volta, la relazione tra le strutture morfologiche e i meccanismi correlati può esser
compresa solo alla luce del significato di “livello biologico”. Per tale ragione si può
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parlare di un'interdipendenza, ontologica ed epistemologica, tra il concetto di “livello
biologico” e il complesso forma-funzione.
3.1 Ontologia dei sistemi complessi: osservazioni filosofiche 
sul tema dell'emergenza
L'interesse  filosofico  nei  confronti  dei  sistemi  complessi  affonda  le  proprie  radici
nell'emergentismo britannico295 che  iniziò  a  sviluppare  alcune teorie  ontologiche  sui
sistemi  naturali  e  biologici  in  termini  di  organizzazione livellare  e  di  loro peculiari
proprietà,  tra  cui  quelle  “emergenti”.  Sarà,  tuttavia,  a  partire  dagli  anni  '70 del  XX
secolo  che  le  problematiche  teoretiche,  poste  da  filosofi,  matematici  e  scienziati  di
differenti aree disciplinari, apriranno le porte a un vivacissimo dibattito, oggi vivo più
che mai,  sul  tema della complessità dei  sistemi  fisici,  biologici,  sociali  ecc.  Ciò ha
condotto  alla  delineazione  di  prospettive  ontologiche  ed epistemologiche  che  hanno
consentito un maggiore inquadramento filosofico della tematica consentendo oggi di
parlare, a buon diritto,  all'interno della contemporanea filosofia della scienza, di una
“filosofia dei sistemi complessi (o della complessità)”296.
In generale, un sistema complesso è strutturato secondo una gerarchia di livelli ognuno
dei  quali  consta  di  sottosistemi  interagenti  fra  di  loro.  Tali  interazioni  conducono
295 Per una buona introduzione alla genesi storica del dibattito britannico sulla nozione di “emergenza” si
veda MCLAUGHLIN, B. P.,  ʻThe Rise and Fall of British Emergentismʼ, in A. BECKERMANN, H.
FLOHR, J. KIM, Emergenge or Reduction? : Essays on the Prospects of Nonreductive Physicalism, de
Gruyter, Berlin, 1992, pp. 49-93.
Sono  sei  le  opere  che,  secondo  McLaughlin,  hanno  inciso  sulla  nascita  della  nozione  filosofica  di
“emergenza”: 1) MILL, J. S.,  System of Logic, Longmans, Green, Reader and Dyer, London, 1843. 2)
BAIN, A., Logic, Book II & III, Longmans, Green, Reader and Dyer, London, 1870. 3) LEWES, G. H.,
Problems of Life and Mind, Vol. 2, Kegan Paul, Trench, Turbner & Co, London, 1875. 4) ALEXANDER,
S., Space, time and deity, vol. II, Macmillan, London, 1920. 5) MORGAN, C. Lloyd, Emergent Evolution,
Williams & Norgate, London, 1923. 6) BROAD, C. V.,  The mind and its place in nature, Routledge &
Kegan Paul, London, 1925.
296 Per una buona introduzione contemporanea alla filosofia dei sistemi complessi cfr. GABBAY, D. M.,
P. THAGARD, J. WOODS e C. A. HOOKER, Philosophy of Complex Systems (vol. 10 di Handbook of
the Philosophy of Science), North-Holland, Amsterdam, 2011.
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all'emergere di  alcune  proprietà297,  qualora  si  diano  «condizioni  ambientali  non
specifiche […] e [nel caso in cui i sistemi complessi] mostrino schemi temporali e/o
spaziali su una scala che è di un'ordine di grandezza superiore rispetto alla scala in cui
interagiscono  i  sottosistemi»298.  I  fenomeni  dei  livelli  superiori  (o  macroscopici),
sebbene implementati su quelli inferiori (anche detti “mesoscopici” o “microscopici”),
non dipendono esplicitamente da questi o dalla specificità delle loro interazioni. Infine,
possono verificarsi  transizioni  tra  i  differenti  stati  dinamici,  dal  momento  che  essi,
esistendo in stati lontani dall'equilibrio termodinamico, richiedono un continuo flusso di
energia,  tale  che  «sebbene il  sistema abbia  molti  gradi  di  libertà,  le  sue dinamiche
possono essere modellate da un insieme di poche ordinarie equazioni differenziali non
lineari»299.  La  definizione  appena  esposta  di  Fuchs  caratterizza il  comportamento
dinamico di ciascun livello ontologico di organizzazione di un sistema complesso nei
termini di un insieme di equazioni differenziali ordinarie o parziali300.
Un'indagine ontologica sul tema della complessità deve, secondo Wimsatt, partire da un
criterio  forte  di  realtà degli  enti  del  mondo  naturale  che  trova  nel  concetto  di
297 Sul tema delle “proprietà emergenti” si veda l'articolo di O'CONNOR, T. e H. Y. WONG. ʻEmergent
Propertiesʼ, in  Stanford Encyclopedia of Philosophy  (2015) (http://plato.stanford.edu/entries/properties-
emergent/).
298 FUCHS, A., Nonlinear Dynamics in Complex Systems, Springer, Berlin Heidelberg, 2013, p. 3. 
299 Ivi, p. 5. 
300 Un'equazione differenziale è una relazione che lega una funzione alle  sue derivate.  Essa si  dice
“ordinaria” se contiene derivate ad una sola variabile, “parziale” se le derivate sono a più variabili. Le
equazioni differenziali si diranno, inoltre, “lineari” se la relazione che lega la funzione alle sue derivate è
di potenza 1 (ovvero, se sussiste una relazione di proporzionalità diretta tra la funzione e il parametro
descrivente lo spostamento dallo stato di equilibrio), in caso contrario si diranno “non lineari” (ovvero, se
c'è una relazione quadratica, cubica ecc. tra la funzione e tale parametro). 
Le  equazioni differenziali  parziali  risultano particolarmente utili  per  descrivere sistemi continui  nello
spazio.
Va osservato che la definizione fornita da Fuchs di “sistema complesso”, sebbene sia in linea di principio
applicabile a tutti i sistemi complessi, in realtà  non trova particolare utilizzo nei sistemi biologici. La
prova di ciò si ritrova in tutti i manuali di biochimica, fisiologia e di fisiopatologia: i comportamenti
dinamici  dei  sistemi  biologici  vengono  sempre  esposti  in  relazione  a  tutti  i  meccanismi  che,
biochimicamente e biofisicamente,  garantiscono l'omeostasi  dell'intero sistema,  senza necessariamente
ricorrere ad una concettualizzazione matematica così rigorosa. 
Tali meccanismi, ad un livello più profondo di analisi, possono certamente essere studiati nei termini
esposti da Fuchs, soltanto che né nella ricerca biologica né nella ricerca medica essi trovano un così largo
impiego. 
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“robustezza” il suo nucleo teorico più profondo, poiché «le cose sono robuste se sono
accessibili  (indagabili,  misurabili,  derivabili,  definibili,  producibili,  o  simili)  in  una
varietà  di  modi  indipendenti»301.  La robustezza  degli  enti  e  delle  proprietà  prevede,
dunque, anzitutto la possibilità di essere percepiti, con o senza mezzi tecnici di ausilio,
in  secondo  luogo  di  poter  esser  soggetti  a  misurazioni  onde  la  possibilità  di  esser
descritti mediante leggi che consentano di prevederne, in taluni casi, il comportamento
futuro.  Tale  criterio  possiede,  dunque,  un  duplice  aspetto:  ontologico,  in  quanto
stabilisce un discrimine tra la realtà fisica e la non realtà (fisica) degli enti, ma anche
epistemologico, dal momento che definisce la conoscenza di tali enti mediante mezzi
specifici quali la percepibilità, misurabilità ecc302. 
Lo studio ontologico dei sistemi complessi consta, secondo Wimsatt303, di tre parti: 1)
livelli di  organizzazione  ontologica304;  2)  prospettive  o  relazioni  inter-livello305;  3)
“gineprai causali”306. 
301 WIMSATT, W., ʻThe Ontology of Complex Systemsʼ, in Canadian Journal of Philosophy, supp. Vol.
20 (1994),  pp. 210-211. Inoltre,  cfr.   WIMSATT, W.,  Re-Engineering Philosophy for Limited Beings,
Harvard University Press, Cambridge, Massachusetts, 2007, pp. 195-200 (cap. 10).
302 Cfr.  WIMSATT,  W.,  The  Ontology  of  Complex  Systems,  op.  cit.,  pp.  216-217.  Wimsatt  è
sufficientemente accorto da notare  il retaggio filosofico soggiacente al criterio della “robustezza”, dal
momento che affonda le proprie radici nella distinzione, inizialmente cartesiana e successivamente tipica
di tutta la tradizione razionalista ed empirista del XVII secolo, tra qualità primarie e qualità secondarie:
solo le prime sarebbero “robuste” nel senso di Wimsatt, le seconde no. 
Vale la pena ricordare che sia Locke [Un saggio sull'intelletto umano,  libro II,  cap. VIII,  §§9-10] sia
Leibniz [Nuovi saggi sull'intelletto umano, libro II, cap. VIII, §§9-10] avevano offerto una visione del
tutto simile a proposito delle qualità primarie e di quelle secondarie. Le  qualità primarie erano quelle
inseparabili dal corpo, come solidità, forma, numero, estensione ecc., quelle secondarie erano invece le
facoltà dei corpi di produrre nell'uomo certe sensazioni (i cosiddetti “dati di senso”), come colori, suoni,
sapori ecc.
Gli approcci ontologici ed epistemologici fondazionalisti e deduttivisti non possono che presupporre il
criterio della robustezza, dal momento che qualsiasi tipo di fondazione degli enti fisici deve basarsi su una
nozione così basilare quale quella di “robustezza” e, d'altra parte, qualsivoglia tipo di  deduzione logica
sull'esistenza di determinati enti deve partire da un'evidenza apodittica di esistenza fisica di determinati
enti che solo il criterio di “robustezza” può fornire.
303 Cfr. WIMSATT, W.,  The Ontology of Complex Systems, op. cit. Cfr., inoltre, WIMSATT, W.,  Re-
Engineering Philosophy for Limited Beings, op. cit., pp. 201-240 (cap. 10).
304 Dal momento che ogni sistema organizzato gerarchicamente possiede una struttura livellare delle sue
parti  componenti,  Wimsatt  ritiene  che  la  nozione  di  “livello”  sia  una  caratteristica  ontologica
imprescindibile di qualsiasi sistema complesso.
305 La  nozione  ontologica  di  “prospettiva”  rimanda  a  un  insieme  di  variabili  usate  per  descrivere
l'interazione tra i differenti livelli ontologici di un sistema complesso. 
306 E'  piuttosto  difficile  tradurre  in  italiano  l'espressione  usata  da  Wimsatt  per  designare  la  terza
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Un  livello  di  organizzazione è  un livello  di  composizione (o aggregazione)  di  parti
all'interno di un intero in cui «gli interi ad un livello di funzione [valgono] come parti
nei  livelli  successivi   (in  ogni  caso  in  quelli  superiori)»307.  Esso,  inoltre,  può esser
matematicamente pensato come «i massimi locali della regolarità e della predicibilità
nello spazio di fase dei modi alternativi di organizzazione della materia»308. 
Le  proprietà  delle  parti  del  livello  dipendono  da  caratteristiche  generali  del  livello
medesimo:  ad  esempio,  le  proprietà  delle  particelle  subatomiche  e  atomiche  di  un
sistema  fisico  dipendono  da  alcune  leggi  fisiche  generali  che  governano  il  livello
atomico di organizzazione (e descrizione) della materia. Gli enti che costituiscono un
certo livello sono di grandezza comparabile, godono di proprietà dinamiche e originano
fenomeni  determinati  con  delle  regolarità  che  tendono  a  ripetersi.  Naturalmente,  a
seconda del tipo di sistema che si va ad analizzare si avranno entità piuttosto differenti:
se un sistema fisico ha nei livelli  inferiori  di  organizzazione particelle subatomiche,
atomi e molecole, un sistema biologico ha, oltre questi, le strutture geniche; ancora, ad
esempio, un sistema sociale avrà nei suoi livelli inferiori i singoli individui e le loro
interrelazioni.
La possibilità di stabilire un'ordine di grandezza e, dunque, di poter fare delle misure e
delle comparazioni  tra i  diversi  enti  posti  nei diversi  livelli  di  organizzazione di un
caratteristica  ontologica  dei  sistemi  complessi:  causal  thickets.  Il  sostantivo  “thicket”  in  inglese  può
essere reso in italiano con “boschetto”, “macchia”, “arbusti”. Ritengo che qui Wimsatt faccia un  uso
metaforico del termine per indicare un nodo difficile da sciogliere, traducibile in italiano con “ginepraio”. 
Questa interpretazione mi sembra coerente con il significato generale che Wimsatt vuole trasmettere con
“causal  thickets”:  le  spiegazioni  causali  dei  comportamenti  dei  sistemi  complessi  risultano  spesso
inefficaci e il loro utilizzo può anche condurre a delle oscurità epistemologiche. 
La  nozione  di  “gineprai  causali”  è  particolarmente  evidente,  osserva  Wimsatt,  negli  ambiti  della
neurofisiologia,  della  psicologia  e  delle  scienze  sociali,  poiché  essi  «solo  occasionalmente  sono ben
ordinati abbastanza per problemi locali da esser trattati come problemi di prospettiva o relativi al livello»
[ WIMSATT, W., The Ontology of Complex Systems, op. cit., p. 273].
307 WIMSATT, W., The Ontology of Complex Systems, op. cit., p. 222.
308 Ivi,  p.  238. Si confrontino, a tal  proposito,  le osservazioni da me riportate nella sezione 1.4 del
presente lavoro a proposito  della  definizione fornita in WIMSATT, W. C.,  Reductive Explanation: A
Functional Account, op. cit., p. 680.
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sistema, è un buon indicatore di interazioni causali,  ma non di un livello,  perché le
proprietà di quest'ultimo non si definiscono sulla base dell'ordine di grandezza309. Ciò
che,  invece,  caratterizza  ontologicamente  i  livelli  di  un  sistema  è  un  insieme  di
interrelazioni che, in tutti i sistemi di qualsiasi tipo (fisici, biologici, sociali, ecc.), li
coinvolgono:  co-evoluzione,  realizzabilità  multipla e  autonomia  dinamica.  La
possibilità di studiare le interazioni (considerabili anche come meccanismi) inter-livello
è resa possibile dai trasduttori inter-livello che convertono le proprietà di un livello in
quelle di livelli differenti. 
La  molteplicità  delle  interrelazioni  conduce  ad  una  co-evoluzione dei  diversi  livelli
componenti di un sistema, che agendo «come attrattori per altri sistemi che cambiano
sotto  le  pressioni  della  selezione»310,  permettono  l'evoluzione  del  sistema  nella  sua
interezza. 
Le relazioni tra  i livelli mesoscopici e quelli macroscopici si basano sulla nozione di
realizzabilità multipla: i micro-stati possono originare i macro-stati in una pluralità di
modi311. 
Ciò è direttamente connesso con la nozione di “autonomia dinamica”, la quale prevede
che «la maggior parte […] dei cambiamenti nel micro-livello non origina una differenza
causale al macro-livello»312: in tal senso si parla, dunque, di un' “autonomia dinamica”
dei micro-stati rispetto ai macro-stati. 
309 Cfr. WIMSATT, W.,  The Ontology of Complex Systems, op. cit., pp. 235-236.  L'esempio che porta
Wimsatt per spiegare il fatto che l'ordine di grandezza non caratterizza un determinato livello è quello di
regioni  di  spazio,  derivanti  dal  collasso  di  un  buco  nero  (black  hole),  che,  pur  avendo un  diametro
dell'ordine di grandezza compreso tra 10-2 e 10-4 mm, non presentano moto browniano. Esso è infatti
tipico di particelle dotate di quell'ordine di grandezza. 
310 WIMSATT, W., The Ontology of Complex Systems, op. cit., p. 243.
311 La nozione di realizzabilità multipla è una chiara riformulazione del concetto di entropia: i microstati,
al tempo iniziale t0,  realizzano macrostati differenti in modi molti diversi fra di loro. Ciò caratterizza
l'entropia  come un  processo  macroscopicamente  indeterministico.  Cfr.  MARONEY,  O.,  ʻInformation
Processing  and  Thermodynamic  Entropyʼ,  in  The  Stanford  encyclopedia  of  philosophy,  2009
(http://plato.stanford.edu/entries/information-entropy/). Vedi anche HEIL, J.,  ʻMultiple Realizabilityʼ, in
American Philosophical Quarterly, vol. 36 (1999), pp. 189-208.
312 Ivi, p. 251.
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Wimsatt nota come nei sistemi biologici la selezione evolutiva e differenziale porti ad
un accrescimento dell'autonomia dinamica dei livelli inferiori rispetto a quelli superiori
accrescendo, così, il range di realizzabilità multipla del sistema. 
I  meccanismi  inter-livello  ci  pongono  in  un'orizzonte  che  non  è  più  quello  della
composizionalità delle  parti  all'interno di  un livello,  bensì  quello  di  una  prospettiva
inter-livello che permette una visione più ampia del sistema come intero, nel senso di
una pluralità di descrizioni scientifiche che possono esser condotte sul sistema, e che 
coinvolge un insieme di variabili  che sono usate per caratterizzare i sistemi
o per una partizione degli oggetti  nelle parti,  che insieme forniscono una
visione sistematica di un dominio di fenomeni, e che sono peculiarmente
importanti per un osservatore o per una classe di osservatori per via dei modi
caratteristici in cui tali osservatori interagiscono causalmente col sistema o i
sistemi in questione313.
Infine, le diverse prospettive di descrizioni inter-livello del sistema possono generare
una situazione di disordine teorico dovuto all'inefficacia esplicativa delle spiegazioni
causali: Wimsatt definisce ciò come “gineprai causali” (causal thickets). 
La nozione di organizzazione livellare ha implicato, secondo molti filosofi, un richiamo
ad una concezione mereologica del sistema come intero e dei livelli come sue parti e,
ancora, ogni singolo livello come intero e le strutture morfologiche che lo compongono
come sue parti. Ad una siffatta visione sono associati, secondo Wimsatt314, i concetti, fra
313 Ivi, p. 259.
314 Cfr. WIMSATT, W, ʻReductionism, levels of Organization, and the Mind-Body Problemʼ, in G. G.
Globus et al., Consciousness and the Brain, Plenum Press, New York, 1976, pp. 205-267. Si veda anche
WIMSATT,  W.,  ʻAggregativity:  Reductive  Heuristics  for  Finding  Emergenceʼ,  in  PSA  1996,  vol.  II
(=Philosophy of Science, vol. 64 (1997), supplemento), pp. 372-384. Infine, per una revisione moderna
dell'articolo  del  1996,  si  veda  WIMSATT,  W.,  ʻAggregate,  composed,  and  evolved  systems:
Reductionistic heuristics as means to more holistic theoriesʼ, in Biology and Philosophy, vol. 21 (2007),
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loro antitetici, di “proprietà aggregative” (o aggregatività) e di “proprietà emergenti” (o
emergentismo).  Le  prime  sono  delle  proprietà  invarianti del  sistema  quando  si
verificano in esso delle variazioni nei rapporti tra le parti e le loro proprietà; le seconde,
al contrario, sono delle proprietà che variano quando si verificano tali mutamenti. 
Sono  quattro  le  condizioni  necessarie  perché  una  proprietà  di  un  sistema  si  dica
“aggregativa” -basta  che anche una sola  di  queste  quattro venga violata  perché una
proprietà  si  dica  “emergente”-  :  1)  la  proprietà  del  sistema  è  invariante quando  si
verifica un riordinamento delle sue parti oppure quando un certo numero di parti può
essere sostituito da un numero corrispondente proveniente da una classe di equivalenza
delle parti (condizione dell'intersostituzione); 2) la proprietà del sistema è  invariante
quando si verifica un'addizione o una sottrazione di parti  (condizione della somiglianza
qualitativa);  3) la  proprietà  del sistema è  invariante in presenza di scomposizione e
riaggregazione di parti (condizione della scomposizione e della riaggregazione); 4) la
proprietà del sistema è invariante se non sussistono interazioni cooperative o inibitorie
tra le parti del sistema per tale proprietà (condizione della linearità)315. La definizione di
una “proprietà emergente” in termini di violazione di almeno una di queste condizioni
pone  un  legame  molto  stretto  tra  la  condizione  di  aggregatività  e  quella  di
emergentismo: entrambe, comunque, dipendono dal modo in cui le parti di un sistema
sono ontologicamente  organizzate e  aggregate in un intero. Generalmente, quando si
parla  di  proprietà  “emergenti”  s'intendono  proprietà  dei  livelli  superiori  (o
macroscopici) di un sistema che risultano, rispetto a quelle dei livelli inferiori, nuove e
irriducibili,  nel  significato  preciso  degli  «effetti  che  produce  il  cambiamento  di  un
pp. 667-702. 
315 Cfr.  WIMSATT, W.,  Aggregativity: Reductive Heuristics for Finding Emergence,  op. cit.,  p. 376.
Inoltre, WIMSATT, W., Aggregate, composed, and evolved systems: Reductionistic heuristics as means to
more holistic theories, op. cit., p. 676.
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parametro (biforcazione o perturbazione) nel sistema»316. 
Il concetto filosofico di “emergenza” ha due differenti interpretazioni epistemologiche:
una “forte” per cui i fenomeni dei livelli superiori  non sono deducibili da quelli dei
livelli inferiori e una “debole” per cui i fenomeni dei livelli superiori sono inaspettati
rispetto ai fenomeni dei livelli inferiori317.
Rueger  ritiene che l'emergentismo debole possa esser  studiato secondo due approcci
distinti ma complementari: quello  diacronico, che consiste nel comparare le proprietà
che  si  manifestano  ai  livelli  inferiori  con  quelle  che  si  presentano,  come  nuove  e
irriducibili,  ai  livelli  superiori,  e  quello  sincronico che  consiste  nello  scomporre  «il
sistema (o, piuttosto, il suo comportamento: il livello superiore) in una combinazione di
sotto-sistemi di livello inferiore (o, piuttosto, il comportamento generato da essi) che
sono identificati attraverso un'analisi perturbativa dell'intero sistema»318. 
Le nozioni di novità e non-riducibilità di una proprietà emergente sono, come abbiamo
316 RUEGER, A.,  ʻPhysical Emergence, Diachronic and Synchronicʼ, in  Synthese, vol. 124 (2000), p.
317.
317 Le nozioni di emergentismo “forte” e “debole” devono esser lette da un punto di vista meramente
epistemologico,  dal  momento  che  intendono  un  “impegno  epistemologico  forte”  e  un  “impegno
epistemologico debole” circa lo statuto conoscitivo dell'emergenza. L'emergentismo forte, infatti, afferma
che la proprietà di un intero (o di un livello superiore) non può esser conosciuta derivandola causalmente
dalle proprietà delle parti che lo compongono (o dei livelli inferiori); l'emergentismo debole, invece, si
limita a riconoscere che le proprietà degli interi risultano inaspettate, limitatamente alle nostre procedure
d'indagine, rispetto alle proprietà delle parti.
Dal momento che la differenza tra “forte” e “debole” concerne un particolare approccio epistemologico al
tema dell'emergenza, è chiaro che una proprietà emergente si dirà “forte” o “debole” a seconda dei diversi
contesti storici della ricerca scientifica in cui viene studiata.
Per fare un esempio piuttosto semplice: quando, alla fine del XVIII secolo, si scoprì che la molecola
d'acqua era un composto di un atomo di ossigeno e due di idrogeno, apparve impossibile da spiegare la
proprietà  della  “liquidità”  dell'acqua,  dal  momento  che  i  due  gas  di  cui  essa  era  composta  non
possedevano tale proprietà.
Alla  fine  del  '700,  pertanto,  la  proprietà  della  “liquidità”  dell'acqua  poteva  esser  letta  nell'orizzonte
epistemologico di un emergentismo forte e di un emergentismo debole, dal momento che non poteva esser
derivata causalmente dalle proprietà strutturali delle parti che la componevano (ossigeno e idrogeno) e
appariva, inoltre, del tutto inaspettata rispetto a esse. 
In seguito, tuttavia, il progredire delle conoscenze chimiche e fisiche ha consentito di comprendere la
natura  specifica  dell'interazioni  sussistenti  tra  l'atomo di  ossigeno  e  i  due  di  idrogeno  favorendo  la
comprensione della  genesi  della  “liquidità”.  Si  riuscì,  così,  a  derivare causalmente la  proprietà  della
liquidità  (eliminando  un  emergentismo  forte  circa  essa)  e  a  non  leggerla  più  come  un  fenomeno
inaspettato (eliminando un emergentismo debole circa essa).
318 RUEGER, A., Physical Emergence, Diachronic and Synchronic, op. cit., p. 317. 
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visto, due elementi molto importanti per il discrimine tra una nozione debole e una forte
di emergenza. 
Secondo Rueger una proprietà è “nuova” se, comparendo all'interno di un nuovo sistema
di riferimento, ne modifica il comportamento rispetto a uno precedente. Egli ne propone
una definizione avvalendosi dei seguenti termini:
Una proprietà bB* in un sistema A*, B* è ʻnuovaʼ se
(1) i sistemi di riferimento A, B con basi A differenti da A* solo nel valore
del parametro di controllo p, non hanno b; e
(2) il comportamento di A*, B* in cui b manifesta se stesso (nella veste di
uno spazio di fase) è qualitativamente differente da, o topologicamente non
equivalente a, il comportamento di A, B319.
Per quel che concerne la nozione di “non riducibilità”, essa è differente a seconda che
sia utilizzata dai filosofi oppure dai fisici. I primi la intendono come l'impossibilità di
derivare una teoria meno generale da una più generale,  i  secondi nel senso opposto
dell'impossibilità  di  derivare  una teoria  più  generale  da una  meno generale  entro  il
limite di un certo parametro320. 
Secondo Korn, le caratteristiche della  novità, della  non riducibilità (dunque della non
deducibilità),  della  non  predittività e  della  non  additività sono  gli  elementi  che
319 Ivi, p. 303.
320 Cfr. Ivi, p. 305. Vale la pena notare che, quando Rueger parla esplicitamente di “non riducibilità”,
egli lo fa limitatamente alle teorie scientifiche senza riferirsi mai allo statuto epistemologico “forte” di
emergenza.  Pertanto,  la  sua  esposizione  della  nozione  di  “non  riducibilità”  in  merito  al  tema
dell'emergenza risulta carente.
Si potrebbe stabilire un parallelo -frutto di una mia personale interpretazione che non trova, tuttavia,
un'adeguata legittimazione testuale- tra la nozione di “non riducibilità” delle teorie scientifiche e quella di
“non riducibilità” delle proprietà  emergenti:  i  filosofi  ritengono che una proprietà  si  possa dire “non
riducibile” se non si riesce a derivarla causalmente da un set di proprietà generali che caratterizzano un
sistema; i fisici parlano di “proprietà non riducibili” nel senso che le proprietà dei macrostati non possono
esser descritte in modo deterministico a partire da quelle dei microstati.
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maggiormente hanno contraddistinto il  tema dell'emergenza sia da un punto di vista
ontologico sia da uno epistemologico. 
Oltre questi, egli aggiunge una caratteristica piuttosto importante dell'emergentismo nei
sistemi biologici: l'indipendenza di un ente «dalle costrizioni superiori [e] verticali. Ciò
si dovrebbe realizzare quando si sceglie di aggiungere un ente a un livello superiore»321.
Un esempio di ciò è dato dal fenomeno biochimico della traduzione, per il quale una
successione  di  triplette  nucleotidiche  del  tRNA (anticodone),  ciascuna  recante  un
amminoacido,  crea  dei  legami  fosfodiesterici  con  triplette  nucleotidiche  dell'mRNA
(codone) favorendo, così, la sintesi di una catena polipeptidica. Korn osserva infatti:
tale corrispondenza è realizzata dall'enzima amminoacetil-tRNA sintetasi che
lega sia l'anticodone del  tRNA sia  l'amminoacido […].  Qui  due entità al
livello  molecolare,  un  anticodone  e  un  amminoacido,  sono  costretti  da
un'entità  al  livello  superiore,  macromolecolare,  un  enzima.  Queste  due
molecole  non  interagiscono  in  nessun  modo  speciale.  Esse  sono
stereochimicamente incompatibili. E' l'enzima che le mette insieme. Questa è
un'associazione  emergente  tra  due  entità  attraverso  un  ente  a  un  livello
superiore nell'organizzazione322.
Un secondo tipo di emergenza si verifica quando «un membro del livello superiore è
rimosso e le sue costrizioni verticali sui membri di livello superiore sono rimpiazzate da
costrizioni orizzontali tra questi membri del livello inferiore»323. Un'esemplificazione di
ciò è dato dal meccanismo a feedback negativo: il superamento di un certo valore limite
321 KORN, R. W., ʻThe Emergence Principle in Biological Hierarchiesʼ, in Biology and Philosophy, vol.
20 (2005), p. 142.
322 Ivi, p. 144. Si noti che le riflessioni esposte da Korn sono applicabili a tutti i processi di catalisi
enzimatica, nella misura in cui esse possono esser considerate come associazioni emergenti.
323 Ivi, p. 142.
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all'interno di un determinato pathway biochimico o biofisico determina un'inibizione nel
meccanismo  dell'ente  che  lo  genera,  favorendo  così  il  mantenimento  di  un  range
normale di valori per quel determinato meccanismo, tale da mantenere l'omeostasi324.
Un terzo  tipo di  emergenza dei  sistemi  biologici  si  verifica  a  seguito  di  interazioni
multiple  tra  enti  che  determinano  un  cambiamento  quantitativo così  grande  da  far
sorgere un nuovo tratto (i.e. un cambiamento qualitativo)325.
L'emergentismo nei sistemi biologici è strettamente legato al fatto che essi sono sistemi
termodinamicamente aperti e lontani dallo stato di equilibrio, poiché essi scambiano
324 Il  caso  del  meccanismo  a  feedback  negativo  è  considerato  da  Korn  un  esempio  di  proprietà
emergente tale per cui un determinato meccanismo viene modificato senza fare ricorso a strutture poste a
livelli superiori: in tal senso egli parla di “costrizioni orizzontali”. 
Questa lettura di Korn delle costrizioni orizzontali è, secondo il mio punto di vista, parzialmente vera e
parzialmente falsa. 
E' vera se si considera un meccanismo a feedback negativo centrale nei processi biochimici quale, per
esempio, l'inibizione da substrato:  la  concentrazione di  reagente modula la  velocità della  reazione al
punto che,  se la concentrazione risulta  eccessiva,  l'intero processo di  trasformazione del  substrato in
prodotto viene inibito. In tal caso il comportamento del substrato si modifica senza un intervento da parte
di strutture appartenenti a livelli superiori.
La lettura di Korn risulta, tuttavia, errata se prendiamo in esame altri meccanismi a feedback quali, ad
esempio, alcuni meccanismi di regolazione della pressione arteriosa a breve termine. 
Si considerino i barocettori e i chemocettori: entrambi sono recettori che rispondono con frequenze di
scarica di potenziali d'azione sempre crescenti in relazione, rispettivamente,  a delle ingenti variazioni
pressorie e a delle variazioni nelle concentrazioni di  ossigeno, anidride carbonica e idrogeno. Qui la
regolazione della pressione arteriosa, concernente il livello del sistema circolatorio, prevede meccanismi a
feedback che coinvolgono strutture poste a  livelli differenti: quali i recettori posti nel seno carotideo e
nell'arco aortico (barocettori) e nei glomi carotidei e aortici (chemocettori), i nervi di Hering e glosso-
faringei, il nucleo del tratto solitario della meddula allungata (anche detta “bulbo”). Tutte queste strutture
anatomiche, coinvolte in peculiari meccanismi a feedback negativo per la regolazione della pressione
arteriosa, appartengono a  livelli di organizzazione (tessuti e organi) differenti rispetto a quello del livello
in cui è posta la pressione arteriosa: il livello del sistema circolatorio.
In  questo  caso,  pertanto,  il  meccanismo  a  feedback  negativo  non  può  esser  considerato  una  buona
esemplificazione della nozione proposta da Korn di “costrizione orizzontale”.
325 Cfr.  KORN,  R.  W.,  The  Emergence  Principle  in  Biological  Hierarchies,  op.  cit.,  pp.  142-143.
L'esempio  che  viene  proposto  per  il  terzo  tipo  di  emergenza  è  quello  di  un  computer  avente  due
sottosistemi che s'interfacciano l'uno all'altro per rendere possibile un efficiente gioco degli scacchi. Il
primo  sottosistema  contiene  l'insieme  delle  regole  del  gioco  degli  scacchi,  il  secondo  la  memoria
contenente il calcolo di tutti i possibili movimenti successivi che ogni pezzo può compiere.
Ora, nel momento in cui si dovesse verificare un'alterazione della memoria (secondo sottosistema) dovuta
all'enorme numero di partite giocate e vinte con successo, si verificherebbe un cambiamento qualitativo
nel comportamento generale dei due sottosistemi  deputati al gioco degli scacchi.
Questo esempio di Korn, per quanto non faccia riferimento all'ambito delle scienze naturali, mette in luce
un aspetto dell'emergenza a mio avviso estremamente importante: il fatto che le proprietà emergenti sono
non solo il prodotto delle  molteplici interazioni tra le parti che compongono un livello, ma anche del
modo in cui tali processi si integrano gli uni con gli altri.
Per questa ragione, ritengo che questo terzo aspetto dell'emergenza, messo in luce da Korn, meriti di
essere preso seriamente in considerazione per uno studio ontologico di essa.
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continuamente massa ed energia con l'ambiente. 
Un processo si dice in “equilibrio” se la velocità della reazione diretta e quella della
reazione inversa sono equivalenti, motivo per cui non si dà alcuna variazione netta. La
variazione di energia libera (ΔG) dipende dalla variabile entalpica (ΔH), dalla variabile
entropica  (ΔS)  e  dalla  temperatura  (T).  A temperatura  e  pressione  costanti,  per  i
processi spontanei, vale la seguente equazione:  ΔG =  ΔH – TΔS  0. Ciò significa che
un processo si dice “spontaneo” quando ha un valore negativo di  ΔG: in tal caso si
parla  di  processo  “esoergonico”  che  dispone  di  energia  potenziale  sufficiente  per
compiere lavoro. Al contrario, quando il  ΔG è positivo, il processo non è spontaneo e
per poter compiere lavoro necessita di un rifornimento di energia libera; tale processo si
dice  “endoergonico”.  Ora,  lo  stato  di  equilibrio  si  verifica  quando ΔG = 0,  ovvero
quando  la  reazione  diretta  e  quella  inversa  hanno  valori  uguali  e  opposti  di  segno
bilanciandosi perfettamente e rendendo nulla la variazione di energia libera326. 
In  effetti,  la  capacità  del  sistema di  compiere  lavoro  dipende  dalla  sua  capacità  di
trasformare una certa quantità di energia potenziale in altre forme di energia. E' proprio
nella capacità di trasformare l'energia potenziale in altre forme di energia, al fine di
compiere lavoro, che un sistema fisico assume stati termodinamici più ordinati. 
Le interazioni biochimiche tra le varie strutture micro e macromolecolari sono guidate
dalle due leggi  della  termodinamica e  i  pathways di  reazioni  rispondono a esigenze
eminentemente termodinamiche: ciò lascerebbe presupporre che non solo la struttura
morfologica  della  cellula,  ma  anche le  sue  proprietà  emergenti,  abbiano  una  radice
termodinamica327. 
326 Dal  momento  che  la  variabile  entropica  è  una  funzione  delle  concentrazioni  dei  substrati  e  dei
prodotti, anche la variazione di energia libera sarà funzione delle concentrazioni di essi. Per tale ragione
la variazione di energia libera  reale di una reazione sarà determinata dalla seguente equazione:  ΔG =
ΔG° + RT (ln[S]/[P]); laddove ΔG° intende la variazione di energia libera quando tutti i suoi substrati (S)
e prodotti (P) sono nel loro stato standard a pressione R costante e temperatura T costante.
327 La  struttura  morfologica  della  cellula  rende  perfettamente  conto  delle  funzioni  biochimiche  ivi
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In  biochimica  un  sistema  può  essere  studiato,  secondo  Boogerd  et  al.,  secondo  un
modello  cosiddetto  “cinetico”:  esso  consta  di  una  prospettiva  sistemica328 e  di  una
prospettiva concernente le parti329. 
La prima rivela che la struttura del sistema dipende da un insieme di parti aggregate fra
di loro mediante relazioni di composizione e secondo certe leggi fisiche. La  struttura
del sistema ne determina, insieme ad un set di condizioni interne ed esterne al sistema,
la sua dinamica. La seconda mostra che le proprietà del sistema indipendenti dallo stato
fisico  del  sistema  sono  determinate  dalle  proprietà  delle  parti  in  isolamento330.  Le
proprietà  indipendenti  determinano,  insieme  a  una  serie  di  condizioni  iniziali  e
condizioni limite,  quelle dipendenti dal suo stato fisico. 
Secondo  Boogerd  et  al.,  l'emergenza  nei  sistemi  biologici  consiste  nel  fatto  che  il
comportamento  dell'intero  sistema  non  può  essere  predetto  sulla  base  del
comportamento dei sottosistemi componenti 331. Essi si fanno promotori, infatti, di una
visione  epistemologica  “forte”  dell'emergentismo  (detta  dell'  “impredicibilità
sincronica”), secondo cui «una proprietà sistemica non è predicibile, nemmeno in linea
di principio, dalle proprietà dei sottosistemi in isolamento»332.
realizzantesi.  Cfr.  BOOGERD,  F.  C.  et  al.,  ʻEmergence  and  Its  Place  in  Nature:  A Case  Study  of
Biochemical Networksʼ, in  Synthese, vol. 145 (2005), pp. 143-144:  «le cellule biologiche sono sistemi
fisico-chimici composti dalle interazioni tra molecole di basso peso molecolare (metaboliti, ad es., lattato,
piruvato), macromolecole (enzimi, complessi proteici, DNA, mRNA) e dunque strutture più ampie, tutte
compartimentalizzate  da  membrane  semi-permeabili  contenenti  lipidi.  Tali  sistemi  possono  essere
considerati come enormi sovra-processi composti da reti di micro-processi interagenti».
328 Cfr. Ivi, p. 149. La prospettiva sistemica coincide con le spiegazioni causali top-down di cui si parlerà
nella sezione 3.2: i.e. spiegare il comportamento meccanicistico delle parti a partire dalla conoscenza di
proprietà generali dell'intero (in tal senso “dall'alto verso il basso”).
329 Cfr. Ibid. La prospettiva concernente le parti s'identifica con le spiegazioni causali bottom-up (cfr. la
sezione 3.2): i.e. descrivere causalmente il comportamento dell'intero a partire dai comportamenti delle
parti che l'hanno generato (in tal senso “dal basso verso l'alto”).
330 Cfr.  Ivi,  p.  150. In  tale  pagina si  trova un grafico estremamente chiaro che riassume il  modello
cinetico nei sistemi complessi sviluppato sia nel senso della “prospettiva sistemica” sia in quella delle
“proprietà”.
331 Cfr. Ivi, p. 156.
332 Ivi, p. 159. Boogerd et al. si esprimono chiaramente sul fatto che la loro lettura dell'emergentismo è
“forte” e non “debole”. A tal proposito essi affermano di porsi in un orizzonte epistemologico molto
distante da quelle tre condizioni  dell'emergentismo debole tratteggiate da Stephan (cfr. STEPHAN, A.,
ʻVarieties of Emergence in Artificial and Natural Systemsʼ, Zeitschrift für Naturforschung, vol. 53 (1998),
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La lettura “forte” che Boogerd et al.  propongono dell'emergenza è piuttosto distante
dalla visione che io stesso cercherò di mostrare nei tre capitoli successivi. Affermare le
difficoltà epistemologiche nella riduzione dei comportamenti degli interi rispetto alle
parti componenti non deve diventare sinonimo di un'impossibilità tout court, poiché ciò
significherebbe negare qualsiasi  possibilità  di  accesso conoscitivo  all'ontologia  delle
proprietà emergenti nei diversi sistemi complessi. 
Fino a questo momento ci siamo concentrati quasi esclusivamente sulla caratteristica
dell'emergenza nei sistemi complessi con una particolare attenzione al modo in cui essa
si manifesta nei sistemi biologici. Nulla si è detto sulla caratteristica più importante di
questi ultimi: l'autonomia nel comportamento333. Tale tema ha trovato nella monografia
di Moreno e Mossio334 un'ottima esposizione sistematica.
I sistemi biologici sono il prodotto di una serie di costrizioni che si presentano o come
costrizioni  esterne (ad es. limiti nelle configurazioni spaziali) oppure come costrizioni
interne al sistema (i.e. limitazioni che ogni parte del sistema impone alle altre). 
L'organizzazione delle costrizioni genera il fenomeno della “chiusura”: «l'idea generale
dietro questa visione della chiusura è che la specificità dei sistemi autonomi consiste
nella  loro  capacità  di  auto-determinazione  nella  forma  dell'auto-costrizione»335.  La
chiusura è, in ultima istanza, la rete causale di relazioni che coinvolgono le costrizioni
pp. 639-656). Essi prendono le distanze, inoltre, dalla visione di Bechtel e Richardson (BECHTEL, W. e
R. C. RICHARDSON, Discovering Complexity: Decomposition and Localization as Research Strategies,
op. cit.), dal momento che secondo questi due autori non esiste alcun tipo di fenomeno sistemico non
riducibile, in linea di principio, ai meccanismi dei sottosistemi componenti.
333 Sul concetto di “autonomia” dei sistemi organici si veda la distinzione fra teleonomico e teleomatico 
proposta da Mayr e da me riportata nel paragrafo 1.3 del presente lavoro.
334 Cfr. MORENO, A. e M. MOSSIO, Biological Autonomy, a Philosophical and Theoretical Enquiry,
Springer, Dordrecht, 2015. Si vedano inoltre: ARNELLOS, A. K., et al.,  ʻAutonomy as a Property that
characterizes Organisms among other Multicellular Systemsʼ, in Contrastes, suppl. XVII (2013), pp. 357-
372. ARNELLOS, A. K. et al., ʻOrganizational Requirements for Multicellular Autonomy: Insights from a
Comparative Case Studyʼ, in Biology and Philosophy, vol. 29 (2014), pp. 851-884. ARNELLOS, A. e A.
MORENO, ʻMulticellular Agency: An Organizational Viewʼ, in Biology and Philosophy, vol. 30 (2015),
pp. 333-357.
335 MORENO, A. e M. MOSSIO,  Biological Autonomy, a Philosophical and Theoretical Enquiry, op.
cit., p. 5.
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esterne e interne. Ciò che maggiormente contraddistingue i sistemi biologici è che il
flusso termodinamico viene  canalizzato  attraverso relazioni di mutua dipendenza che
s'instaurano tra le suddette costrizioni. I sistemi biologici possono essere definiti “chiusi
da un punto di  vista  organizzazionale” e,  al  contempo,  “aperti  da un punto di vista
termodinamico”.  L'importanza  della  termodinamica  nella  costituzione  dei  sistemi
biologici  è  dimostrata  dal  fatto  che  discipline  quali  la  biochimica,  la  biofisica  e  la
fisiologia sono tutte fondate sul continuo scambio di energia e materia del sistema con
l'ambiente al fine di compiere lavoro. Tutte le reazioni chimiche coinvolte nei pathways
metabolici  devono essere esoergoniche e,  quando sono endoergoniche,  le  costrizioni
termodinamiche  operano  nel  senso  di  accoppiare  reazioni  esoergoniche  con  quelle
endoergoniche  al  fine  di  fornire  a  queste  ultime  l'energia  potenziale  sufficiente  per
compiere  lavoro.  Le  costrizioni  termodinamiche  operanti  nei  pathways metabolici,
necessarie per l'accoppiamento di reazioni eso ed endoergoniche, sono eminentemente
di due tipi: intermedi energetici  e sincronizzazione dei processi chimici336. 
I primi consistono nella rottura di “legami ad alta energia” (quali, ad esempio, l'idrolisi
dei legami fosfoanidridici della molecola di ATP con successiva riduzione ad ADP o
AMP)  per  fornire  l'energia  potenziale  sufficiente  per  la  creazione  di  nuovi  legami
chimici. La seconda riguarda il fatto che le reazioni chimiche di un intero pathway sono
tra loro  sincronizzate in modo tale che l'energia prodotta nelle reazioni esoergoniche
possa  essere  impiegata,  in  intervalli  di  tempo  molto  piccoli,  nelle  reazioni
endoergoniche in modo che queste possano compiere lavoro.
Le costrizioni  esterne  e  interne che  operano  nell'intero  organismo  biologico  sono
moltissime e svolgono un'unica funzione: l'auto-mantenimento del sistema. Considerato
da  questa  prospettiva  si  potrebbe anche fornire  una  definizione  filosofica  di  “vita”:
336 Cfr. Ivi, p. 9.
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l'insieme di costrizioni che, operando nell'intero sistema biologico, permettono che un
gran  numero  di  elementi  microscopici  adottino  una  configurazione  macroscopica
ordinata (o “struttura”) garantendone, così, l'auto-mantenimento in una configurazione
stabile o omeostatica.
Le costrizioni, osservano Moreno e Mossio, possono essere interpretate sia come entità
individuali sia come  classi di entità. In ogni caso, ogni entità esercita una particolare
costrizione al livello ontologico -o scala- in cui è posta e, attraverso la relazione con
entità  poste  a  livelli  superiori,  esercita  delle  costrizioni  anche  in  altri  livelli337.  Le
costrizioni devono essere pensate, comunque, come una rete causalmente interconnessa.
Considerate nel loro insieme le costrizioni rappresentano l' “organizzazione chiusa” di
un sistema338. L'auto-mantenimento del sistema prevede un gran numero di  fattori di
regolazione,  i  quali  consentono di rispondere e compensare le  variazioni  grazie  alla
struttura specifica della rete di costrizioni generando così una “stabilità costitutiva”. La
regolazione è un grande passo verso l'autonomia dei sistemi biologici, dal momento che
«rende possibile una crescita nella complessità funzionale e strutturale, ma anche perché
il  sistema  ha  interiorizzato  le  costrizioni  capaci  di  modificare  le  norme  […]  per
preservare la propria esistenza»339. 
L'organizzazione  chiusa  è,  secondo  Moreno  e  Mossio,  un  tipo  specifico  di
configurazione emergente dei sistemi biologici.  La chiusura, infatti,  sebbene abbia la
propria base “supereveniente” nell'insieme di costrizioni esterne e interne sopra citato,
337 Ivi, p. 22. L'esempio che viene riportato da Moreno e Mossio è il seguente:  «un enzima che opera
come un catalizzatore in una cellula potrebbe anche contribuire alla funzione del pompaggio del sangue
(una costrizione differente) se la cellula appartiene al tessuto cardiaco». 
338 Si faccia attenzione a non confondere il termine “organizzazione chiusa del sistema” con “sistema
termodinamicamente chiuso”. Il primo fa riferimento all'assetto ordinato dei microstati che genera una
struttura; il secondo fa riferimento a un sistema che non ha scambi di energia e materia con l'esterno e
che, in quanto tale, è morto.
339 MORENO, A. e M. MOSSIO,  Biological Autonomy, a Philosophical and Theoretical Enquiry, op.
cit., p. 38.
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non può essere ridotta ai meccanismi delle singole costrizioni considerate isolatamente,
ma solo alla rete causale delle loro interazioni. Si può affermare che la chiusura dei
sistemi biologici è ontologicamente riducibile alle “costrizioni” solo nel momento in cui
esse vangano considerate come una  rete interconnessa e non, invece, le une separate
dalle altre. 
Dal punto di vista epistemologico la chiusura non è epistemologicamente derivabile,
poiché non può essere spiegata  derivandola dal concetto di “causazione nidificata”340,
dal momento che «in primo luogo, la descrizione delle proprietà configurazionali delle
strutture dissipative, disponibili in un dato momento, generalmente sotto-determinano il
loro  comportamento.  […]  In  secondo  luogo,  l'auto-mantenimento  dei  sistemi  non
esisterebbe se essi non generassero un circolo causale tra l'intera configurazione e i suoi
costituenti»341.  In  breve,  la  causazione  nidificata  è  una  prospettiva  epistemologica
accettabile  ma  non  effettivamente  esplicativa,  dal  momento  che  «la  descrizione
focalizza  solo  sulle  proprietà  interne  dei  costituenti  ignorando quelle  relazionali»342.
L'unico tipo di spiegazione causale che si può dare di un sistema biologico è quella per
cui si considerano le interazioni causali delle costrizioni nei processi e nelle reazioni
fisico-chimiche guidate dalla termodinamica. 
La critica di Moreno e Mossio nei confronti di un'autentica possibilità di spiegazione
meccanicistica (upward o downward) dell' “organizzazione chiusa” dei sistemi biologici
è estremamente rilevante da un punto di vista teoretico. Essi mostrano che l'insieme
delle  costrizioni  che  operano  in  un  sistema  biologico  generano  delle  caratteristiche
340 Per “causazione nidificata” s'intende 1) una causazione sincronica (nella forma di causazione upward
o  downward)  in  cui  una  proprietà  supereveniente  M agisce  causalmente  sulla  sua  base  nello  stesso
momento in cui viene da essa generata. Oppure, 2) una causazione diacronica in cui la proprietà M agisce
sulla sua base solo dopo che è stata generata da essa.
341 MORENO, A. e M. MOSSIO,  Biological Autonomy, a Philosophical and Theoretical Enquiry, op.
cit., p. 56.
342 Ivi, p. 59.
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“emergenti”,  le  quali  possono  essere  spiegate  solo  tenendo  conto  dei  molteplici
meccanismi di interazione e integrazione tra le diverse costrizioni. Per questa ragione,
l'emergenza può essere descritta non facendo riferimento a causazioni rigide dall'intero
verso  le  parti  (top-down)  oppure  dalle  parti  verso  l'intero  (bottom-up),  bensì  alle
interazioni causali che si generano fra le diverse costrizioni di un sistema.
Questa  prospettiva  è,  dal  mio  punto  di  vista,  corretta  per  quel  che  concerne  la
connessione, ontologica e al contempo epistemologica, tra la nozione di “emergenza” e
quella di “interazione/integrazione” fra le differenti costrizioni cui è soggetto un sistema
biologico. Essa appare, tuttavia, eccessivamente critica nei confronti delle spiegazioni
meccanicistiche upward e downward, le quali hanno, invece, una loro importanza nelle
descrizioni fisiologiche e fisiopatologiche dei sistemi biologici343. 
Il  percorso  esposto  in  questo  paragrafo  ha  inteso  mostrare,  mediante  le  analisi  di
Wimsatt, le caratteristiche ontologiche salienti dei sistemi complessi. Successivamente,
grazie  alle  analisi  riportate  di  Rueger,  Korn,  Boogerd  et  al.,  Moreno  e  Mossio,
l'attenzione è stata spostata sullo statuto ontologico dell'emergenza nei sistemi biologici
e sul modo in cui, epistemologicamente, se ne è data un'interpretazione in termini di
“non riducibilità” (emergentismo forte) o “imprevedibilità” (emergentismo debole). 
La lettura che propongo io e che avanzerò nei tre capitoli successivi intende collegare il
tema ontologico dell'emergenza al problema del rapporto tra le strutture morfologiche e
le relative funzioni nei sistemi biologici. La comprensione della coppia forma-funzione
e dei differenti significati  che essa assume in ogni livello di organizzazione ci  pone
degli interrogativi: 
343 Vale la pena osservare che per Moreno e Mossio siffatte spiegazioni causali “nidificate” hanno un
valore  meramente  euristico,  ma  non  effettivamente  esplicativo  della  proprietà  emergente
dell'organizzazione chiusa di un sistema biologico.
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1)  esiste  un'effettiva  differenza  ontologica  tra  funzioni  degli  interi  e  funzioni  delle
parti344? Oppure si tratta semplicemente di una certa prospettiva epistemologica che, una
volta assunta, ci fa leggere le strutture morfo-funzionali degli interi realmente differenti
da quelle delle parti?
2)  Per  rispondere  a  questo  interrogativo  bisogna  chiedersi  se  la  nozione  stessa  di
“livello”  sia  ontologicamente  corretta  o  se  abbia,  invece,  un  valore  puramente
epistemologico/euristico.
3) Qualora si dia una risposta affermativa circa l'effettivo statuto ontologico dei livelli,
come si relazionano le funzioni degli interi alle forme anatomiche delle parti e come,
invece, le singole funzioni delle parti alle singole forme delle parti?
4) Le funzioni degli interi possono essere considerate come “meccanismi emergenti”
rispetto alle funzioni delle parti?
5) Qualora si possa parlare di “emergenza” per le funzioni degli interi rispetto a quelle
delle parti, in che termini, ontologici ed epistemologici, essa va affrontata?
6)  Le  spiegazioni  meccanicistiche  downward e  upward  riescono a  rendere  conto  in
modo esaustivo delle funzioni degli interi e delle funzioni delle parti?
La  visione  che  emergerà  nei  successivi  tre  capitoli  muoverà  nella  direzione  di  una
lettura  ontologica dell'emergenza  in  termini  di  integrazione sia  tra  strutture  morfo-
funzionali poste allo stesso livello sia tra quelle poste a livelli differenti di un sistema
biologico. Da un punto di vista epistemologico, infine, la prospettiva che presenterò non
potrà  definirsi  né  “forte”,  in  quanto  non  sostiene  la  non-riducibilità  delle  proprietà
emergenti,  né  “debole”,  in  quanto  non  vede  nella  nozione  di  “inaspettato”  una
344 Ogni qualvolta parlo di “intero” intendo un livello morfo-funzionale del sistema biologico (ad es. il
livello dei geni, quello delle cellule, quello dei tessuti, quello degli organi e quello dei sistemi); ogni volta
che mi avvalgo del termine “parte” intendo le strutture morfo-funzionali che costituiscono un livello del
sistema biologico.
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caratteristica essenziale del modo in cui noi le conosciamo. 
3.2 Spiegazioni meccanicistiche e dinamiche
Le maggiori difficoltà ontologiche riscontrate nella definizione di un sistema complesso
riguardano, come abbiamo appena avuto modo di vedere, l'idea di un'organizzazione
gerarchico-livellare e le due maggiori proprietà che lo connotano: quelle aggregative e
quelle emergenti. Altrettanti nodi irrisolti concernono i due principali modelli esplicativi
dei  sistemi  complessi:  quelli  meccanicistici  e  quelli  dinamici.  I  primi  spiegano  un
fenomeno naturale  riconducendolo  alla  sequenza  causale  di  meccanismi  che  l'hanno
originato. I secondi descrivono le transizioni fra i diversi stati del sistema, in relazione
allo scorrere del tempo, in termini di insiemi di equazioni differenziali non lineari. 
Le domande epistemologiche concernenti questi due modelli riguardano: a quali domini
d'indagine si applicano? Per ogni sistema complesso c'è una complementarietà tra questi
due  modelli  oppure  è  necessario  scegliere  un  tipo  piuttosto  che  un  altro?  Nel  caso
specifico  dei  sistemi  biologici,  quale  tipo  di  modello  descrive  meglio  il  loro
comportamento? Nel caso della neurofisiologia c'è una complementarietà tra descrizioni
meccanicistiche  -in  termini  di  pathways biochimici-  e  modelli  dinamici  della
computazione? 
Le risposte a questi interrogativi si inseriscono grosso modo in due correnti: coloro che
ritengono  siano  modelli  non  complementari  e  quelli  che,  al  contrario,  pensano  sia
possibile una loro sintesi al fine di ottenere buone spiegazioni dei comportamenti dei
sistemi complessi. 
Il  concetto  di  “spiegazione  funzionale”  è  stato  negli  ultimi  decenni  ampiamente
sostituito  da  quello  di  “spiegazione  meccanicistica”  e,  talvolta,  anche  da  quello  di
138
“modello  dinamico”.  La  visione  analitico-funzionale  di  Cummins345 può  essere
facilmente  sostituita  da  una  di  tipo  meccanicistico.  In  luogo  dell'affermazione  «x
funziona come un  φ in s (oppure: la funzione di  x in s è φ),  relativo a una visione
analitica A della capacità di s [di realizzare] ψ, solo nel caso in cui x sia capace di una φ-
ità in  s e  A rende conto  appropriatamente   e  adeguatamente per la capacità di  s di
realizzare ψ facendo appello alla capacità di x di realizzare φ in s»346 si può dire che «le
descrizioni dei meccanismi caratterizzano il modo in cui le entità (Xs) e le attività (φs)
sono organizzate per fare qualcosa (ψ)»347. Le spiegazioni meccanicistiche dovrebbero
trovare, dunque, la loro fondazione in una generale architettura o organizzazione delle
parti  che  compongono  un  sistema  e  delle  attività  che  esse  realizzano.  In  breve,  il
meccanicismo  ha  la  sua  controparte  ontologica  in  una  visione  dei  sistemi  fisici  e
biologici in termini di sottosistemi componenti (i.e. i propri livelli di organizzazione)
costituiti,  a  loro  volta,  di  sottoinsiemi  di  enti  con  attività  specifiche.  C'è  una  certa
affinità tra la spiegazione meccanicistica di un sistema naturale e di uno artificiale, dal
momento che «una macchina è composta di parti correlate ognuna realizzante funzioni
proprie e strutturate in modo tale da contribuire alla produzione di un comportamento
del  sistema.  Una  spiegazione  meccanicistica  identifica  queste  parti  e  la  loro
organizzazione  mostrando  il  modo  in  cui  il  comportamento  della  macchina  è  una
conseguenza  delle  parti  e  della  loro  organizzazione»348.  Lo  stretto  legame  tra
organizzazione dei  componenti  del  sistema  e  spiegazioni  meccanicistiche è
ulteriormente  ribadita  da  Machamer,  Darden e  Craver:  «i  meccanismi  sono entità  e
345 Cfr. la sezione 1.1 del presente lavoro in cui analizzo in dettaglio la visione analitico-funzionale e la
critica alle teorie funzionali degli “effetti selezionati” di Cummins.
346 CUMMINS, R.,  Functional Analysis, op. cit., p. 762.
347 CRAVER, C. F.,  ʻRole functions, Mechanisms and Hierarchyʼ, in  Philosophy of Science,  vol. 68
(2001), p. 58.
348 BECHTEL, W. e R. C. RICHARDSON,  Discovering complexity: decomposition and localization as
strategies in scientific research, op. cit., p. 17.
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attività  organizzate  in  modo  tale  da  produrre  cambiamenti  regolari  dalle  condizioni
iniziali o di partenza a quelle finali o di arrivo»349. L'organizzazione dei meccanismi non
è,  secondo Craver, solo di tipo spaziale,  ma anche temporale,  nella misura in cui le
relazioni  causali  fra  i  diversi  enti  implicano  una  nozione  di  anteriorità  della  causa
rispetto alla posteriorità dell'effetto. 
Ora, dal momento che qualsiasi componente di un sistema fisico e di uno biologico ha
un suo ruolo nell'organizzazione generale e nell'automantenimento dell'intero di cui è
parte,  una  descrizione  meccanicistica  non  può  che  modellizzare  relazioni  causali,
verificantesi nell'intervallo di tempo, all'interno di un  network di enti: la spiegazione
meccanicistica non si limita a descrivere la sequenza di comportamenti (o pathway) che
origina un determinato fenomeno, bensì anche il modo in cui essa è correlata ad altre
serie di meccanismi che originano fenomeni diversi ma in ogni caso legati a quello di
partenza. In tal senso è legittimo affermare che la spiegazione meccanicistica ha come
oggetto  d'indagine  i  meccanismi,  legati  fra  loro  causalmente,  che  si  realizzano
all'interno di una rete (o network) di enti.
Nel  campo  biologico  le  spiegazioni  meccanicistiche  hanno  trovato  largo  impiego,
poiché  lo  studio  dei  processi  fisiologici  e  fisiopatologici  degli  organismi  animali  e
vegetali è stato finora condotto avvalendosi di una modellistica di pathways biochimici
e biofisici coinvolti nella genesi di processi fisiologici oppure fisiopatologici. 
Il  meccanicismo,  così  com'è  impiegato  nei  programmi  di  ricerca  delle  scienze
biologiche,  non sembra  porre  particolari  problemi  teorici.  Tuttavia,  buona  parte  del
dibattito  filosofico  degli  ultimi  anni  ha  trovato  un  grande  ostacolo,  riguardo  la
fondazione epistemologica delle spiegazioni meccanicistiche, nell'ontologia dei livelli.
349 MACHAMER, P., L. DARDEN e C. F., CRAVER, ʻThinking about Mechanismsʼ, in Philosophy of
Science, vol. 67 (2000), p. 3. 
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Se è vero, infatti, che i meccanismi coinvolgono l'organizzazione (gerarchica) delle parti
di un sistema, è altrettanto vero che il modo in cui essi operano fra i differenti livelli è,
secondo alcuni filosofi, difficile da spiegare: un meccanicismo tra enti posti allo stesso
livello  non  pone  particolari  difficoltà  concettuali,  ma  come  concepire,  invece,  un
meccanicismo riguardante enti posti a livelli differenti? 
Secondo  Craver  un  sistema  può  essere  descritto  avvalendosi  di  una  descrizione
contestuale e di una isolata: la prima studia l'interazione tra le parti nella realizzazione
di  una  certa  attività  del  sistema,  la  seconda  considera  l'attività  di  un  certa  parte
considerata indipendentemente dalle altre. Il sistema circolatorio, ad esempio, può esser
descritto  meccanicisticamente  in  quattro  modi,  nella  misura  in  cui  il  cuore  «i.
distribuisce l'ossigeno e le calorie al corpo; ii.  pompa il sangue attraverso il sistema
circolatorio;  iii.  espelle  il  sangue;  e  iv.  si  contrae»350.  Le  descrizioni  (i-iii)  sono
contestuali,  poiché spiegano alcuni  meccanismi del  cuore nella  loro interazione con
altre  entità/attività;  la  descrizione  iv,  invece,  è  isolata,  poiché  non  implica  alcun
riferimento «al contesto meccanicistico in cui quest'attività è inserita»351. Queste due
prospettive,  congiunte  con  quella  delle  descrizioni  costitutive352 dei  meccanismi  del
350 CRAVER, C. F., Role functions, Mechanisms and Hierarchy, op. cit., pp. 63-64. Craver al punto “i.”
usa il termine “caloria”, nozione che oggi non è più utilizzata in alcuna descrizione fisiologica. Inoltre, in
tale  contesto  si  rivela  del  tutto  inappropriata:  il  flusso  ematico  arterioso,  mediante  la  circolazione
polmonare e sistemica, consente il trasporto dell'ossigeno e dei metaboliti a tutte le cellule dei tessuti
dell'organismo  in  relazione  alle  loro  esigenze  metaboliche,  il  flusso  ematico  venoso,  mediante  la
circolazione polmonare e sistemica, permette il trasporto dell'anidride carbonica, degli ioni idrogeno e di
altri prodotti di scarto dei processi metabolici ai polmoni, ai reni e al fegato per un'adeguata espulsione.
Come si può facilmente vedere, il riferimento alla nozione di “caloria” non è minimamente presente.
351 Ivi, p. 64. La distinzione proposta da Craver non soltanto è completamente sbagliata, ma s'avvale di
un esempio che, possedendo delle conoscenze minime della fisiologia del  sistema cardiovascolare,  si
rivela del tutto sbagliato e privo di qualsiasi cogenza filosofica.
Il punto “iv.” si rivela fallace, dal momento che il processo di contrazione del cuore (i.e. il cuore come
pompa),  come si  leggerà  nel  capitolo 5,  dipende dai  concetti  di  “precarico” (pressione  telediastolica
all'interno  del  ventricolo)  e  “postcarico”  (pressione  nell'arteria  uscente  dal  ventricolo  nel  periodo  di
eiezione in fase sistolica) muscolare. I concetti di precarico e postcarico del muscolo cardiaco risultano,
pertanto, intrinsecamente legati tanto alla gittata cardiaca della fase di eiezione della fase sistolica quanto
al ritorno venoso in fase diastolica. Ciò significa che il punto “iv.”, anziché essere isolato dal contesto di
descrizioni  meccanicistiche  rappresentato  dai  tre  punti  precedenti,  è  intrinsecamente  legato a  essi  e
impossibile da scindere e considerare isolatamente.
352 Cfr. Ivi, p. 65:  «le descrizioni costitutive caratterizzano le attività organizzate {σ1,  σ2, …, σk} delle
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livello  inferiore,  consentono  una  descrizione  meccanicistica  intra  e  inter-livello.
Pertanto, una descrizione meccanicistica multilivello si verificherà quando «(i) l'attività
è stata resa conforme all'organizzazione di un meccanismo di livello superiore (+1), (ii)
l'attività  isolata  (livello  0)  è  stata  descritta  adeguatamente,  e  (iii)  l'attività  è  stata
spiegata nei termini del suo meccanismo di livello inferiore (-1)»353. 
Tale lettura delle descrizioni meccanicistiche multilivello risulta piuttosto interessante e
abbastanza vicina al modo in cui si strutturano le descrizioni inter-livello in fisiologia e
fisiopatologia.  Il  punto su cui Craver  sbaglia e  da cui dissento è l'idea che possano
sussistere “descrizioni delle attività isolate” (il cosiddetto “livello 0”): ciò risulta errato
poiché  in  nessuna  descrizione  fisiologica  o  fisiopatologica  troveremo  un  piano  di
descrizione  della  funzione  della  singola  struttura  morfologica  scisso da  un  contesto
morfo-funzionale in cui essa è posta.
Un meccanicismo inter-livello prevede un'integrazione di descrizioni meccanicistiche
che si pongono su livelli differenti di organizzazione. Le descrizioni meccanicistiche si
servono di ʻesperimenti inter-livelloʼ354 in quanto strumenti «per integrare i livelli nelle
descrizioni gerarchiche dei meccanismi»355.
Il  meccanicismo inter-livello  ci  pone di  fronte due tipologie di causazione:  una che
spiega il comportamento di un intero (definito “livello superiore”) sulla base delle sue
parti  componenti  (cosiddetti  “livelli  inferiori”)  e  una  che,  al  contrario,  spiega  i
comportamenti delle parti componenti sulla base di processi causali generati dall'intero.
entità {P1, P2, …, Pj} che istanziano la φ-ità di X».
353 Ivi, p. 68.
354 Cfr. CRAVER, C. F.,  ʻInterlevel Experiments and Multilevel Mechanisms in the Neuroscience of
Memoryʼ, in  Philosophy of Science, vol. 69 (2002), pp. 92-94. Sono tre le strategie sperimentali inter-
livello:  1)  strategie  di  attivazione con  struttura  top-down  che,  attivando  o  stimolando  un  certo
meccanismo d'interesse, ne indaga le attività o proprietà che lo istanziano; 2) strategie d'interferenza, con
struttura bottom-up, che diminuiscono l'attività di meccanismi nei livelli inferiori per vederne gli effetti in
meccanismi  posti  in  livelli  superiori;  3)  strategie  additive,  con  struttura  bottom-up,  che  stimolano o
intensificano un qualche componente in un meccanismo per studiarne gli effetti. 
355 Ivi, p. 91
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La prima è detta “causazione bottom-up o upward”, la seconda “causazione top-down o
downward”356.  Entrambi  i  tipi  di  causazione  sembrerebbero  complementari  nella
spiegazione meccanicistica dei sistemi complessi, dal momento che tra parti e intero e
tra livelli mesoscopici e macroscopici c'è una duplice interazione: in modi differenti i
primi  producono  effetti  sui  secondi  e  viceversa.  Nei  sistemi  biologici  ciò  è
particolarmente evidente: lo studio di un sistema biologico prevede un'analisi della sua
fisiologia  riconducendola  alle  interazioni,  di  carattere  biochimico  e  biofisico,  tra  le
strutture anatomiche che lo compongono; al contempo, però, è l'omeostasi dell'intero
sistema  che  a)  rende  ragione  del  perché le  sue  parti  componenti  abbiano  certi
meccanismi e non altri, b) manifesta lo stato di fisiologia del sistema. 
Il nucleo filosofico centrale consiste proprio nella definizione di “causazione”: le cause
dei livelli inferiori manifestano un'omogeneità con le cause dei livelli superiori, tale da
consentire  descrizioni  dei  comportamenti  meccanicistici  inter-livello  in  termini  di
causazione?  I  comportamenti  “emergenti”  di  un  sistema  complesso  possono  essere
spiegati attraverso una causazione bottom-up?
Per rispondere a queste domande analizzeremo le posizioni di Bechtel e Craver, da un
lato, e di Fazekas e Kertész, dall'altro. 
Bechtel e Craver partono dall'osservazione che l'espressione “causazione interlivello”
reca  intrinseche  tre  possibili  fonti  di  confusione:  1)  si  potrebbe  pensare  che  la
causazione  interlivello  consista  in  relazioni  causali  tra  enti  di  ordine  di  grandezza
differenti;  in  realtà  la  nozione  di  “causazione  inter-livello”  concerne  relazioni  tra
meccanismi posti  a  differenti  livelli.  2)  Si  potrebbe  ritenere  che  la  causazione
356 Cfr.  BECHTEL,  W.,  ʻReducing  psychology  while  maintaining  its  autonomy  via  mechanistic
explanationʼ, in M. Schouten e H. Looren de Jong,  The matter of the mind: philosophical essays on
psychology, neuroscience and reduction, Basil Blackwell, Oxford, 2007, pp. 182-183. Bechtel parla di
“informazione  dell'organizzazione”,  per  intendere  il  modo  in  cui  le  parti  sono  spazialmente  e
temporalmente organizzate per generare comportamenti negli interi, e poi di “informazione contestuale”
per descrivere il modo in cui i meccanismi come interi sono legati alle loro parti componenti.
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interlivello abbia le medesime caratteristiche in tutti sistemi; in realtà non è così, poiché
i  livelli  sono  definiti  localmente sulla  base  dei  meccanismi  che  realizzano,  dunque
anche  le  relazioni  di  causazione  inter-livello  devono  essere  pensate  localmente.  3)
Infine, si potrebbe cadere nell'errore di credere che il problema dello statuto filosofico
della  causazione  inter-livello  faccia  tutt'uno con quello  delle  proprietà  emergenti;  al
contrario, si tratta di due questioni separate. 
Secondo  Craver  e  Bechtel  tra  causazione  intra-livello  e  inter-livello  c'è  una  grossa
differenza  consistente  nel  fatto  che  la  prima  è  asimmetrica,  mentre  la  seconda  è
simmetrica,  poiché «i  componenti  agiscono in un certo modo a causa di  fattori  che
agiscono sui  meccanismi,  e  i  meccanismi  agiscono in  un  certo  modo a  causa  delle
attività dei loro componenti del livello inferiore». In breve, poiché la causazione inter-
livello concerne i rapporti tra i meccanismi delle parti e i meccanismi dei loro interi, c'è
un  rapporto  di  mutua  dipendenza  che  rende  la  relazione  causale  “simmetrica”:  i
meccanismi delle parti non hanno senso considerati scissi dai meccanismi degli interi e
viceversa. I due filosofi ritengono che la parola “causazione” sia antitetica a quella di
“costituzione”: la prima prevede un rapporto di causa-effetto tra enti che sono separati,
spazialmente e temporalmente, gli uni dagli altri; la seconda, invece, è una relazione
d'inclusione tra parti e interi. La causazione, nel senso proprio del termine, si verifica tra
enti ontologicamente distinti che non sono in un rapporto di mutua inclusione. Per tale
ragione, secondo Craver e Bechtel, la causazione può avvenire esclusivamente  intra-
livello, poiché gli enti non sono in un rapporto di mutua inclusione gli uni con gli altri;
al contrario, la “causazione inter-livello” è un'espressione intrinsecamente erronea, dal
momento che parti e interi sono in un rapporto di mutua inclusione. Per tale ragione il
rapporto fra livelli differenti non dev'essere pensato in termini causali, bensì strutturali o
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“costitutivi”,  poiché  «la  relazione  costitutiva  tra  i  meccanismi  e  i  loro  componenti
confligge  con  molte  altre  assunzioni  comuni  sulla  causazione.  […]  Sebbene  [nella
fisiologia  della  visione]  il  cambiamento  nella  rodopsina  sia  una  causa  del  segnale
elettrico generato dalla cellula, gli scienziati non la considerano come una causa della
trasduzione  del  segnale»357.  Un'autentica  spiegazione  meccanicistica  non  può  che
considerare sia le relazioni causali intra-livello sia quelle costitutive inter-livello, dal
momento  che  «gli  effetti  mediati  meccanicisticamente  sono  ibridi  delle  relazioni
costitutive e causali in un meccanismo, in cui le relazioni costitutive sono interlivello e
le relazioni causali sono esclusivamente intralivello»358. Le spiegazioni meccanicistiche
necessiterebbero, pertanto, di alcuni principî ponte capaci di collegare i differenti livelli
delle spiegazioni meccanicistiche.
Il maggiore errore che compiono Craver e Bechtel consiste, secondo Fazekas e Kertész,
nel  non  sapere  cogliere  la  superevenienza,  ovvero  l'implementazione,  dei  livelli
superiori su quelli inferiori: ciò porta a pensare che i livelli superiori abbiano uno statuto
ontologico  indipendente  da  quelli  inferiori  tale  da  non  permettere  una  spiegazione
causale che dal basso vada verso l'alto (causazione  upward). Fazekas e Kertész sono
particolarmente critici nei confronti di una visione “locale” dei livelli359, dal momento
che ritengono che le divisioni parti-intero non siano così rigide, dunque “locali”, come
Craver e Bechtel le dipingono360. Inoltre, una visione localistica dei livelli porta, come
abbiamo  visto,  a  leggere  la  causazione  esclusivamente  all'interno  di  un  medesimo
357 CRAVER, C. F. e W. BECHTEL,  ʻTop-down causation without top-down causesʼ, in  Biology and
Philosophy, vol. 22 (2007), p. 552. 
358 Ivi, p. 547.
359 Cfr. Ivi, p. 550: «I livelli dei meccanismi non sono divisioni monolitiche in tutta la natura. I livelli dei
meccanismi sono definiti localmente nel contesto di un dato tipo di meccanismo» [corsivo mio].
360 Cfr.  FAZEKAS, P. e  G.  KERTÉSZ,  ʻCausation at  different levels:  tracking the commitments of
mechanistic explanationsʼ, in Biology and Philosophy, vol. 26 (2011), p. 379: «noi pensiamo che ci siano
buone ragioni per credere che i livelli definiti localmente possano essere estesi in un modo che rende
comprensibile l'affermazione che le parti costituenti delle entità differenti del livello superiore siano in
verità allo stesso livello».
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livello, mentre essa è, per Fazekas e Kertész, anche inter-livello. La possibilità della
causazione  upward e  downward trova  il  suo  fondamento  in  un'identità,  ovvero
un'omogeneità di cause nei livelli  inferiori  e in quelli  superiori  di un sistema:  ciò è
possibile solo se si rinuncia a una visione localistica quale quella di Craver e Bechtel e
se ne abbracci una in cui ci sia una sostanziale omogeneità di cause attraverso i livelli.
La visione di Craver e Bechtel produce un effetto “boomerang”, nella misura in cui la
lettura localistica dei livelli fa cadere l'autonomia di quelli superiori; tema, quest'ultimo,
difeso dai due filosofi. 
Mentre Craver e Bechtel ritengono che una causazione inter-livello sia un'espressione
scorretta, poiché la disomogeneità delle cause ai differenti livelli obbliga a pensare le
loro relazioni non in termini causali ma di costituzione; Fazekas e Kertész pensano, al
contrario, che i rapporti inter-livello possano esser pensati causalmente proprio in virtù
di una sostanziale identità delle cause. 
Queste  due  antitetiche  letture  della  riduzione  inter-livello  portano  inevitabilmente  a
modi  differenti  di  spiegazione  delle  proprietà  emergenti:  Craver  e  Bechtel
sembrerebbero  mostrare  uno  scetticismo  verso  una  loro  spiegazione  in  termini
puramente bottom-up (o upward), poiché una loro effettiva spiegazione meccanicistica
necessita  sia  di  spiegazioni  causali  intra-livello  sia  di  spiegazioni  costitutive
(mereologiche) inter-livello. Al contrario, Fazekas e Kertész, proprio perché non vedono
difficoltà nell'uso di cause inter-livello, ritengono che le proprietà emergenti possano
trovare  una  descrizione  esaustiva  in  termini  di  un  meccanicismo-causale
(specificamente, upward).
Come si  può vedere,  le  spiegazioni  meccanicistiche  non sono immuni  da  difficoltà
teoretiche, poiché è controverso se la nozione di “causazione” sia applicabile ad una
146
dimensione  inter-livello  oppure  solo  a  quella  intra-livello.  Ad  ogni  modo,  quelle
meccanicistiche  non sono  le  uniche  possibili  spiegazioni  dei  sistemi  complessi,  dal
momento che esistono anche quelle dinamiche. 
Come si  è  già  avuto modo di  puntualizzare,  le  spiegazioni  dinamiche sono modelli
matematici (a differenza di quelle meccanicistiche che non lo sono necessariamente) che
descrivono i  comportamenti dinamici, ovvero gli  stati dinamici dei sistemi complessi
sulla base di un insieme di equazioni differenziali lineari o parziali. Un ambito in cui si
fa  un  uso  congiunto  dei  modelli  meccanicistici  e  di  quelli  dinamici  è  quello  delle
neuroscienze computazionali, dal momento che «laddove i modelli computazionali sono
usati per descrivere le operazioni componenti di un meccanismo, i  modelli artificiali
della rete neurale forniscono descrizioni astratte dei sistemi neurobiologici in cui sono
realizzati  i  meccanismi  cognitivi»361.  Secondo  Zednik,  le  spiegazioni  dinamiche
consistono «di  modelli dinamici (insiemi di equazioni differenziali o di differenza di
equazioni  che catturano un particolare comportamento di un sistema cognitivo) e di
analisi dinamiche  (analisi formali che richiedono gli strumenti e i concetti della teoria
dei  sistemi  dinamici per  descrivere  le  proprietà  matematiche  astratte  del  sistema
modellato)»362. Una descrizione siffatta caratterizza le spiegazioni dinamiche come un
insieme di modelli e di analisi, condotte sulla base della teoria dei sistemi dinamici. Gli
insiemi  di  equazioni  differenziali  possono  essere  utilizzati  per  descrivere  relazioni
spaziali e temporali di proprietà strutturali e funzionali. Nel caso dei fenomeni cognitivi,
osserva Zednik, «le analisi dinamiche possono essere utilizzate per fornire spiegazioni
meccanicistiche dei fenomeni cognitivi»363.  Le spiegazioni dinamiche possono essere
361 ZEDNIK, C., ʻThe Nature of Dynamical Explanationʼ, in Philosophy of Science, vol. 78 (2011), p. 
241.
362 Ivi, p. 242.
363 Ivi, p. 247. 
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considerate come un caso particolare di spiegazioni meccanicistiche, dal momento che
sono  modelli  matematici  finalizzati  a  spiegare  la  connessione di  certi  tipi  di
meccanismi.  Infatti  «gli  strumenti  e  i  concetti  della  teoria  dei  sistemi  dinamici  può
essere  utilizzata  per  descrivere  meccanismi  che  esibiscono  causazione  reciproca
continua364». 
Riguardo  lo  statuto  epistemologico  delle  spiegazioni  dinamiche  ci  sono,  comunque,
approcci differenti365:  1) un approccio non meccanicistico,  2) uno che le  concepisce
come  modelli  che  possono  essere  sussunti  sotto  leggi  generali  (covering-law
approach) , 3) uno predittivista e, infine, 4) uno di tipo meccanicista. Secondo la prima
visione  lo  schema  esplicativo  meccanicistico  è  intrinsecamente  differente  da  quello
dinamico, motivo per il quale i due tipi di modelli devono esser mantenuti distinti366. Il
secondo approccio afferma che tutti i modelli dinamici si limitano a descrivere in modo
particolare quello  che  alcune  leggi  fisiche  descrivono  in  modo  generale (o
universale)367.  Secondo  alcuni  autori368,  le  leggi  sotto  cui  sono  sussunti  i  modelli
dinamici  sono  leggi  non-strette  o  ceteris  paribus.  Nell'ambito  biologico,  infatti,  i
fenomeni  manifestano  molte  eccezioni  tali  da  non  consentire  formulazioni  di  leggi
valide universalmente, bensì valide “per lo più”; in questo senso “ceteris paribus”. Ora,
poiché molti modelli dinamici riguardano descrizioni biologiche, neurofisiologiche in
particolare,  appare  evidente  il  vincolo  a  questa  condizione  di  non-ristrettezza  delle
364 Ivi, p. 260.
365 Cfr.  KAPLAN,  D.  M.,  ʻMoving  parts:  the  natural  alliance  between  dynamical  ad  mechanistic
modeling approachesʼ, in Biology and Philosophy, vol. 30 (2015), pp. 765-775. 
366 Cfr.  BECHTEL,  W.,  ʻRepresentations  and  cognitive  explanations:  assessing  the  dynamicist's
challenge in cognitive scienceʼ, in Cognitive Science, vol. 22 (1998), pp. 295-318.
367 Cfr. Ivi. Inoltre, cfr. BECHTEL, W. e A. ABRAHAMSEN,  Connectionism and the mind. Parallel
processing,  dynamics,  and  evolution  in  networks,  Blackwell,  Oxford,  2002.  Si  confronti  anche
WALMSLEY, J., ʻExplanation in dynamical cognitive scienceʼ, in Minds and Machines, vol. 18 (2008),
pp. 331-348.
368 Cfr. FODOR, J. A.,  ʻYou can fool some of the people all of the time, everything else being equal;
hedged  laws  and  psychological  explanationsʼ,  in  Mind,  vol.  100  (1991),  pp.  19-34.  Inoltre,  cfr.
PIETROSKI, P. e G. REY, ʻWhen other things aren't equal: saving ceteris paribus laws from vacuityʼ, in
The British Journal for Philosophy of Science, vol. 46 (1995), pp. 81-110.
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proprie  leggi.  Il  terzo  approccio  ritiene  che  il  carattere  che  maggiormente
contraddistingue i modelli dinamici sia la loro capacità predittiva369. Tale visione non è
immune da difficoltà teoretiche, dal momento che «un modello dinamico può essere
predittivamente  adeguato  nella  misura  in  cui  predice  tutti  gli  aspetti  rilevanti  del
fenomeno con la precisione e l'accuratezza richiesta, e ancora le sue variabili possono
rappresentare solo ordini di grandezza che si correlano soltanto con qualche altra causa
comune  per  il  fenomeno»370.  Ora,  in  virtù  di  quanto  osservato  prima,  i  fenomeni
biologici presentano spesso irregolarità nel comportamento, tali per cui questa capacità
predittiva  rischia  più  volte  di  essere  messa  in  crisi.  Infine,  i  sostenitori  dell'ultima
visione  ritengono  che  le  spiegazioni  dinamiche  siano  esempi  di  spiegazioni
meccanicistiche,  poiché  entrambe  sono  descrizioni  dei  comportamenti  derivanti
dall'organizzazione, spaziale e temporale, delle parti all'interno di un intero.
Quest'ultima prospettiva, sostenuta da Kaplan e che, personalmente, sento d'abbracciare,
non vede una distinzione netta tra le spiegazioni meccanicistiche e quelle dinamiche, al
contrario,  ritiene debba esserci  una complementarietà tra i  due approcci,  poiché essi
«non sono in competizione in ciò che riguarda la spiegazione, ma sono invece correlati
in  termini  di  sussunzione  -i  modelli  dinamici  forniscono  un  importante  insieme  di
risorse  tra  le  molte  che  hanno  contribuito  a  rivelare  le  caratteristiche  di  un
meccanismo-»371. 
369 Cfr. CHEMERO, A. e M. SILBERSTEIN,  ʻAfter the Philosophy of mind: replacing scholasticism
with scienceʼ, in Philosophy of Science, vol. 75 (2008), pp. 1-27. Si confronti anche VAN GELDER, T.,
ʻThe dynamical hypothesis in cognitive scienceʼ, in Behavioral and Brain Sciences, vol. 21 (1998), pp.
615-628.
370 KAPLAN, D. M.,  Moving parts: the natural alliance between dynamical ad mechanistic modeling
approaches, op. cit., p. 771.
371 Ivi, p. 783. 
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3.3 Ontologia livellare e complesso forma-funzione
Tutta l'ontologia e l'epistemologia dei sistemi complessi sembra trovare il proprio filo
unificatore  nel  concetto  di  “gerarchia  dei  livelli  di  organizzazione”.  A partire  da
Wimsatt,  che  aveva  definito  un  livello  come  «massimo  locale  di  regolarità  e
predicibilità nello spazio di fase dei differenti modi di organizzazione della materia»372 e
che ha sviluppato, in modo davvero originale e nuovo, le nozioni di “riduzione intra-
livello e inter-livello”373, si è avuto modo di analizzare le maggiori caratteristiche delle
spiegazioni meccanicistiche e di quelle dinamiche con una particolare attenzione, per
quel  che  concerne  queste  ultime,  alla  loro  applicazione  all'ambito  neurofisiologico.
Infine,  sono state  mostrate  le  difficoltà  che hanno i  modelli  causali  upward quando
vogliono spiegare le proprietà emergenti.
Come si può vedere, c'è sempre stato un rimando, più o meno esplicito, alla nozione di
“livello  di  organizzazione”.  Quest'espressione,  tuttavia,  reca  intrinseche  parecchie
ambiguità semantiche ed è stata soggetta a molte critiche da parte di molti filosofi che
ne hanno messo in dubbio o l'utilità o la correttezza per la descrizione, ontologica ed
epistemologica, dei sistemi complessi. 
Il dibattito sullo statuto dei livelli nei sistemi complessi è piuttosto ampio e cercherò di
focalizzare su tre principali orientamenti: la visione di Craver e Bechtel che definisce i
livelli  sulla  base  di  meccanismi  specifici  ivi  realizzantesi;  la  lettura  di  Potochnik  e
McGill in termini di quasi-livelli di scale di misura; la critica di Eronen che vede i livelli
come un'unione,  intrinsecamente  contraddittoria,  tra  la  nozione di  “composizione”  e
372 WIMSATT, W., ʻReductive Explanation: A Functional Accountʼ, op. cit., p. 680. Si vedano inoltre le 
osservazioni da me riportate nella sezione 1.4 del presente lavoro.
373 Cfr. la sezione 1.4 del presente lavoro per approfondire gli sviluppi di Wimsatt del riduzionismo intra 
e interlivello.
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quella di “scala di misura”. 
Ciascuna di queste tre letture dei livelli risulta, dal mio punto di vista, incompleta, dal
momento che, relativamente ai sistemi biologici, non focalizza mai sul legame, piuttosto
stretto, tra la nozione di “livello” e il complesso forma-funzione. Espresso altrimenti,
per  definire  un  “livello  biologico”  è  necessario  fare  riferimento  alle  strutture
morfologiche  e  ai  meccanismi  peculiari  che  realizzano.  Al  contempo,  per  la
comprensione, fine primario di questo lavoro,  del rapporto sussistente tra l'anatomia
delle  parti  dei  sistemi  biologici  e  i  loro  meccanismi,  fisiologici  e  fisiopatologici,  è
necessario un riferimento alla nozione di “livello”. 
Per definire un “livello biologico” è necessario fare riferimento a relazioni peculiari tra
le forme anatomiche e le loro funzioni,  allo stesso tempo è altrettanto vero che per
comprendere il rapporto tra le forme e le funzioni si deve passare per la nozione di
“livello”.  In  questo  specifico  senso  si  potrebbe  parlare  di  un'interdipendenza  tra  la
nozione di “livello biologico” e quella di “complesso forma-funzione”. 
Una serie di interrogativi risulta centrale per poter iniziare una disamina ontologica ed
epistemologica dei livelli:  1) dal momento che tutti  i  sistemi complessi  sono tali  in
quanto  presentano  un'organizzazione  gerarchica,  come  si  manifesta  quest'ultima  nel
caso dei sistemi biologici? 2) In che modo, precisamente, va pensato il rapporto tra la
nozione di “livello” e il complesso “forma-funzione”? 3) E'  legittimo sostenere che la
nozione di “livello biologico”, qualora davvero abbia senso nell'ontologia dei sistemi
biologici,  sia  comprensibile  sulla  base  del  complesso  forma-funzione?  4)  Qual  è  la
rilevanza  della  nozione  di  “livello  biologico”  nella  ricerca  nell'ambito  biologico  e
medico? E' un elemento effettivamente importante all'interno dell'euristica che guida
queste due discipline? 5) In che modo la nozione di “livello biologico” può consentire di
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comprendere meglio i rapporti sussistenti tra le strutture morfologiche e i meccanismi
correlati?
Partendo dalla  constatazione  che  la  nozione di  “livello”  è  intrinsecamente  ambigua,
Craver  e  Bechtel  cercano  di  prendere  le  distanze  da  letture  squisitamente
composizionali dei livelli in termini di relazioni parti-intero. Bechtel rileva infatti che la
differenza fra parti e intero è spesso posta in modo arbitrario e che «i livelli mereologici
sono  spesso  correlati,  almeno  in  modo  non  rigido,  alle  differenti  discipline  in  una
divisione»374.  Posizione  analoga  è  quella  di  Craver  che,  criticando  la  concezione
mereologica  dei  livelli  scientifici  di  Oppenheim  e  Putnam375,  afferma  che  la
corrispondenza tra «livelli di natura, livelli di unità e livelli di prodotti di scienza»376 è
soltanto  supposta,  ma  non  dimostrata.  Nell'ambito  neuroscientifico  questa
corrispondenza non sussiste per nulla, dal momento che due ricercatori possono fare
delle ricerche su fenomeni posti allo  stesso livello, ma elaborare teorie poste a  livelli
differenti. 
Sia Craver sia Bechtel ritengono che il modo migliore per definire ontologicamente un
livello biologico sia di farlo sulla base di alcuni meccanismi peculiari che esso presenta.
Il  meccanicismo,  qui,  da  posizione  epistemologica  si  erge  a  vero  e  proprio  criterio
ontologico per la delineazione di un livello biologico. Non si tratta di rinunciare del
tutto a una lettura composizionale dei livelli, bensì di interpretare gli interi e le parti,
rispettivamente,  in  termini  di  “meccanismi” (o,  meglio,  di  “entità  agenti”)  e  di  loro
componenti. Ciò risulta ben esemplificato dal seguente passo: 
374 BECHTEL, W., Mental Mechanisms, Routledge, New York, 2008, p. 146.
375 Cfr. OPPENHEIM, P. e H. Putnam, ʻUnity of science as a working hypothesisʼ, in H. Feigl et al.,
Minnesota  Studies in the Philosophy of Science, vol. 2, Minnesota University Press, Minneapolis, 1958,
pp. 3-36.
376 CRAVER, C. F., Explaining the Brain, Clarendon Press, New York, 2007, p. 174.
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i  livelli  dei  meccanismi  sono livelli  di  composizione,  ma  la  relazione  di
composizione  non  è,  alla  base,  spaziale  o  materiale.  Nei  livelli  dei
meccanismi  i  termini  si  stanno  comportando  come  meccanismi  ai  livelli
superiori e come loro componenti in quelli inferiori. Tali termini non sono
propriamente  concepiti  né  come  entità  né  come  attività;  piuttosto,
dovrebbero esser pensati come entità agenti377.
Secondo  Craver,  due  enti  sono  allo  stesso  livello  solo  se  1)  sono  componenti  del
medesimo meccanismo, 2) hanno meccanismi tra di loro distinti. Infatti, dati due enti X
e S, si dice che sono allo stesso livello, «solo se X e S sono componenti nello stesso
meccanismo, la  φ-ità di X non è componente nella  ψ-ità di S, e la  ψ-ità di S non è
componente nella φ-ità di X»378. 
Posizione molto vicina è, ancora, quella di Bechtel, il quale afferma: 
in  un  meccanismo  le  parti  rilevanti  sono  […]  le  parti  che  realizzano  le
operazioni  che  rendono  capace  il  meccanismo  di  realizzare  il  fenomeno
d'interesse. Questi possono essere di ordini di grandezza differente, ma sono
distinti  per  il  fatto  che  figurano  nel  funzionamento  del  meccanismo.  E'
l'insieme delle parti operanti, che sono organizzate e le cui operazioni sono
coordinate per realizzare il fenomeno d'interesse, che costituisce un livello379.
Entrambi i filosofi, insomma, riconoscono che un livello biologico è definito sulla base
di enti che, mediante meccanismi tra di loro differenti, concorrono a realizzare fenomeni
d'interesse  (anch'essi,  comunque,  sono  esempi  di  meccanismi).  Il  grande  problema
377 Ivi, pp. 188-189.
378 Ivi, p. 192. 
379 BECHTEL, W., Mental Mechanisms, op. cit., p 146.
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epistemologico in  questa  peculiare  lettura dei  livelli  biologici  consiste  proprio  nella
definizione  di  “fenomeni  d'interesse”  o  “meccanismi  di  riferimento”.  Espresso
altrimenti,  quali  sono i  criteri per  scegliere  quali  sono i  “fenomeni d'interesse”  che
consentono di definire un livello?
Sia Craver sia Bechtel rigettano una visione “monolitica” dei livelli per abbracciarne
una di tipo locale. I livelli, infatti, non devono esser pensati universalmente in modo tale
da abbracciare tutti gli ambiti delle scienze naturali, bensì «localmente nel contesto di
un dato tipo di meccanismo»380. Un esempio piuttosto emblematico di tale visione la si
ritrova già in un articolo di Craver381 in cui la descrizione della memoria spaziale e del
potenziamento sinaptico viene effettuata sulla base di quattro distinti livelli: un livello
cinetico-molecolare,  indagato  dalla  biochimica  e  avente  come  entità  ioni,  micro  e
macromolecole e  i  loro  pathways biochimici;  un livello  elettrico-sinaptico,  indagato
dalla biofisica e avente come componenti i neuroni e i loro comportamenti biofisici; un
livello  computazionale-ippocampale, indagato attraverso tecniche quali l'EEG, PET e
MRI, che ha come componenti l'anatomia, la fisiologia e la patologia dell'ippocampo;
un  livello  organismico-comportamentale,  indagato  dalla  psicologia,  che  ha  come
componenti diversi tipi di apprendimento e di memoria.
Come si può facilmente notare, lo studio di un singolo fenomeno d'interesse, la memoria
spaziale, viene condotto  scomponendolo in quattro livelli e  localizzandolo nelle entità
agenti che operano in ciascuno di essi. Una lettura dei livelli in termini di entità aventi
certi meccanismi per la realizzazione di determinati fenomeni è funzionale all'euristica
della scomposizione e della localizzazione funzionale382.
380 CRAVER, C. F. e W. BECHTEL, Top-down causation without top-down causes, op. cit., p. 550.
381 Cfr. CRAVER, C. F., ʻInterlevel Experiments and Multilevel Mechanisms in the Neuroscience of
Memoryʼ, in Philosophy of Science, vol. 69 (2002), p. 89.
382 Cfr. BECHTEL, W. e R. RICHARDSON,  Discovering complexity: decomposition and localization
as strategies in scientific research, op. cit.
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La risposta alla domanda circa i criteri per conoscere quali siano i fenomeni d'interesse
per la delineazione di un livello biologico consiste proprio in una serie di meccanismi
fisico-chimici,  realizzati  da  particolari  enti,  e  indagati,  con  peculiari  tecniche,  da
particolari discipline. Quindi, si può parlare, ad esempio, di un “livello computazionale-
ippocampale”  nella  misura  in  cui  abbiamo:  1)  un  meccanismo  specifico  quale  la
computazione, 2) realizzato nella struttura anatomica dell'ippocampo, 3) indagato con le
tecniche dell'EEG, PET ed MRI, 4) oggetto d'indagine nell'ambito della biofisica e, in
parte, della biochimica.
Ad analizzarla in profondità ci possiamo rendere conto che siffatta visione definisce i
livelli più sulla base di particolari strategie di ricerca nei diversi ambiti scientifici che di
effettive divisioni presenti nelle strutture della materia. Per tale ragione, la visione dei
livelli  basata  sui  meccanismi  è,  dal  mio  punto  di  vista,  un'ontologia  che  deriva  da
particolari  strategie  conoscitive  e  da  peculiari  modi  d'indagine  nei  differenti  ambiti
scientifici. I quattro livelli di organizzazione dell'ippocampo corrispondono a  quattro
diversi  modi  d'indagine:  1)  studio  dei  pathways  biochimici coinvolti  nei  processi
metabolici, di trasduzione, di regolazione e di segnalazione a livello cellulare; 2) studio
della fisica della trasmissione e propagazione del segnale nervoso; 3) analisi dell'attività
ippocampale effettuata con strumenti di diagnostica per immagini quali l'EEG, la PET e
l'MRI, infine 4) tecniche psicologiche per lo studio dei processi di apprendimento e di
conservazione della memoria spaziale. 
In poche parole, la visione di Craver e Bechtel, sottodetermina l'ontologia dei livelli
biologici a particolari tecniche e strategie d'indagine presenti nei diversi domini delle
scienze  naturali,  biologiche  in  particolare.  Succintamente  si  potrebbe  affermare  che
l'ontologia dei livelli è subordinata all'euristica della ricerca nelle scienze naturali che
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assume le due forme della scomposizione e della localizzazione funzionale. Nella ricerca
scientifica l'esigenza,  derivante dalla  necessità  di  scomporre un fenomeno fisico nei
meccanismi che causalmente lo realizzano e di localizzare questi ultimi, fa comprendere
quali  siano i  “livelli” di  organizzazione di quel tale fenomeno. Questo è,  dunque, il
peculiare significato che Craver e Bechtel attribuiscono all'espressione “i livelli vanno
pensati  localmente nel contesto di un dato tipo di meccanismo”.
Il rischio maggiore di una visione siffatta è che, nel non voler leggere monoliticamente i
livelli biologici, si rischia di cadere nel pericolo di disintegrare il concetto di “livello” in
una serie di meccanismi eterogenei indagati con tecniche differenti. Per questa ragione
dovremmo  interrogarci  sulla  legittimità  ontologica  di  una  tale  proposta  che,
personalmente, riconosco interessante ma pericolosa, poiché pone la nozione di “livello
biologico” non su una base oggettiva determinata dalla struttura della materia, bensì su
una  di  tipo  soggettivo derivante  dai  particolari  modi  d'indagine  dei  fenomeni  fisici
presenti nelle varie scienze naturali. 
Ciò che, inoltre, appare particolarmente evidente nella lettura di Craver e Bechtel è che
essi, da un lato, fanno riferimento alle “entità agenti”, ma, dall'altro, focalizzano quasi
esclusivamente  sui  particolari  meccanismi  che  esse  realizzano.  Essi  non  danno
particolare importanza alle strutture fisiche (anatomiche nel caso dei sistemi biologici) e
sul modo in cui esse sono sottoposte a “costrizioni termodinamiche” per poter compiere
lavoro: non troviamo alcun passo in cui si presti sufficiente attenzione al fatto che i
meccanismi avvengano solo in certi luoghi e non in altri e che, dunque, il vincolo alle
strutture morfologiche sia un elemento essenziale nella definizione dei meccanismi e dei
livelli che si basano su di essi. 
La lettura che Craver  e  Bechtel  fanno dei  livelli  biologici  è,  pertanto,  deficitaria  di
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questo  aspetto  molto  importante.  Essa  è,  inoltre,  del  tutto  subordinata  alle
considerazioni,  effettuate  già  nella  monografia  del  1993,  sull'euristica  della
scomposizione e della localizzazione funzionale: i livelli biologici non sono definiti su
un'autentica base oggettiva di divisione dei sistemi biologici (i.e. le differenti strutture
anatomiche con i loro meccanismi correlati), bensì sulla base delle strategie di ricerca
adottate per indagarli (per tale ragione, ritengo si possa parlare di una base soggettiva
della divisione livellare).
Potochnik e McGill383 propongono di sostituire alla nozione classica di “livello”, come
unità  discreta e  universale di organizzazione, quella di “quasi-livello”, come unità di
organizzazione  continua e  relativa ad un certo tipo di sistema. Essi affermano che le
loro  osservazioni,  specifiche  per  l'ecologia,  possono  essere  estese  a  tutti  i  sistemi
complessi. 
Sono  tre  i  principali  significati  che  si  annidano  dietro  l'espressione  “livello”:  un
significato  metafisico,  uno  causale e,  infine,  uno  esplicativo ed  “evidenziale”384.  Il
primo concerne le proprietà della superevenienza e dell'emergenza. Il secondo riguarda
le spiegazioni meccanicistiche intra e inter-livello. La terza, infine, riguarda il valore
esplicativo, nel contesto riduzionistico, dei livelli per i sistemi complessi385. 
La nozione “classica” di livello lo concepisce come un raggruppamento discreto di enti,
effettuato mediante processi mereologici di composizione, il cui dominio si estende in
senso trasversale (o universale) per tutta la realtà naturale. La causazione può essere
383 Cfr. POTOCHNIK, A. e B. MCGILL, ʻThe Limitations of Hierarchical Organizationʼ, in Philosophy
of Science, vol. 79 (2012), pp. 120-140.
384 Cfr. Ivi, pp. 125-126.
385 Ciascuno di questi tre significati presenta delle difficoltà teoriche.
In primo luogo la realizzabilità multipla dei macro-stati rispetto ai micro-stati fa sì che la superevenienza
dei livelli superiori rispetto a quelli inferiori non sia sempre ben definibile e studiabile ponendo, così, il
problematico rapporto tra i livelli superiori e quelli inferiori. 
In  secondo luogo,  la  nozione di  “causazione nidificata” è  controversa,  poiché il  meccanicismo inter-
livello sembrerebbe essere, come osservato già da Craver e Bechtel, più una relazione di costituzione
piuttosto che di causazione in senso stretto.
Da ciò segue, come terza difficoltà teorica, la difficoltà esplicativa di un meccanicismo inter-livello. 
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pensata  solo  intra-livello386 e  le  variazioni  temporali  devono  esser  studiate
congiuntamente ai cambiamenti spaziali.
Il concetto di “quasi-livello”, proposto da Potochnik e McGill, legge i livelli in termini
di scala di misura capace di coprire ordini di grandezza differente. I quasi-livelli sono
definiti  come raggruppamenti  continui di  enti,  effettuati  non mediante composizione
bensì attraverso processi causali.  Essi non hanno un'estensione universale per l'intera
realtà naturale, bensì piuttosto circoscritta ai diversi tipi di sistemi fisici. Basandosi su
raggruppamenti continui e non discreti di enti, il problema della causazione inter-livello
non si pone, poiché la relazione causale si sviluppa lungo tutti gli ordini di grandezza,
senza  quei  problemi  relativi  all'omogeneità  delle  cause  in  livelli  ontologicamente
differenti fra loro. Infine, nei quasi-livelli, a differenza che nei livelli classici, non c'è
correlazione tra la scala spaziale e quella temporale. Lo studio delle variazioni temporali
può essere condotto separatamente da quello inerente le modificazioni spaziali. 
Il  vantaggio dei quasi-livelli rispetto ai  livelli  classici  consiste,  secondo Potochnik e
McGill, nel fatto che la relazione parti-intero sia pensata in modo continuo piuttosto che
discreto e, inoltre, che  essi siano sempre pensati come relativi a determinati sistemi e
non validi universalmente per tutta la realtà naturale. 
La proposta di Potochnik e McGill è estremamente stimolante, poiché fornisce una base
effettiva per la risoluzione del problema della causazione inter-livello. Ritengo, tuttavia,
che  una siffatta  visione  risulti  anch'essa  deficitaria  da un punto di  vista  ontologico,
poiché fa perdere la specificità dei livelli387. A differenza di Craver e Bechtel, che si
386 Potochnik e McGill dimostrano di dare un assenso alle considerazioni sulla causazione intra e inter-
livello presente in CRAVER, C. F. e W. BECHTEL,  Top-down causation without top-down causes, op.
cit.
387 E'  interessante  notare  come  Potochnik  e  McGill  sembrino,  effettivamente,  inseguire  un'idea  di
specificità dei quasi-livelli appellandosi all'idea di una loro dipendenza dal contesto anziché di una loro
estensione universale per tutta la realtà naturale.  Tuttavia,  i  quasi-livelli  si basano su processi causali
(anziché  di  composizione)  che  uniscono  enti  differenti  con  ordini  di  grandezza  differenti  secondo
peculiari relazioni di causazione. Tale principio elimina qualsiasi riferimento ad entità fisiche o biologiche
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sono incentrati maggiormente sui livelli dei sistemi biologici, le riflessioni di Potochnik
e McGill si applicano in prima istanza ai livelli ecologici per estendersi, poi, a quelli dei
diversi  sistemi  complessi.  Per  tale  ragione,  è  impossibile  aspettarsi  un  qualsiasi
riferimento al rapporto tra livello e complesso forma-funzione, relativamente ai sistemi
biologici.
Eronen osserva che la nozione di “livello” può essere molto stretta e,  al  contempo,
molto ampia. Il primo caso si dà quando essa è pensata in termini di meccanismi: è la
visione di Craver e Bechtel che mostra tutta la sua ristrettezza, dal momento che è un
approccio  locale ai  livelli.  Il  secondo caso  si  dà  quando  si  uniscono  le  nozioni  di
composizione e di scala di misura. Questi due termini sono in conflitto fra loro, dal
momento  che  fanno  riferimento  a  due  modelli  ontologici  radicalmente  differenti:  il
primo basa i livelli sulle relazioni di composizione parti-intero creando una gerarchia di
livelli, sotto-livelli, componenti e sotto-componenti; il secondo, come hanno mostrato
Potochnik e McGill, raggruppa i diversi enti di un livello non sulla base del principio di
composizione,  bensì  sulla  base di  relazioni  causali  intercorrenti  fra  di  essi.  Per  tale
ragione Eronen afferma: «il termine ʻlivelli di organizzazioneʼ si dimostra ambiguo e
contiene  due  componenti  in  conflitto:  la  scala  e  la  composizione.  Se  proviamo  a
combinare  entrambi  gli  elementi  nella  stessa  nozione,  ciò  porta  a  contraddizioni  e
problemi»388. Alla luce di questa contraddittorietà semantica Eronen propone di fare a
meno  della  nozione  di  “livello”  nelle  spiegazioni  riduzionistiche  e  meccanicistiche
avvalendosi di un'ontologia basata o sul principio di composizione o sulla nozione di
scala  di  ordini  di  grandezza:  soltanto  così  si  può  superare  l'impasse insito  in  tale
raggruppate secondo particolari affinità composizionali in natura: in tal senso si può dire che si perde la
nozione di “specificità” del livello. 
388 ERONEN, M., ʻLevels of organization: a deflationary accountʼ, in Biology and Philosophy, vol. 30
(2015), p. 55.
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concetto.
Le osservazioni di Eronen risultano piuttosto plausibili, anche se sono presenti due nodi
da sciogliere: 1) il principio di organizzazione e quello di scala di ordini di grandezza
sono davvero così antitetici e, dunque, inconciliabili? 2) Si può fare effettivamente a
meno della nozione di “livello” nei sistemi complessi e, in particolar modo, in quelli
biologici?
Per  quanto  riguarda  il  primo interrogativo,  si  può rispondere  che  se  il  principio  di
composizione origina un insieme discreto di enti, mentre quello di scala uno continuo,
allora c'è una differenza, ma non per questo un'inconciliabilità, dal momento che ci si
può avvalere di entrambe le letture senza cadere nella contraddizione. Consideriamo,
come esempio, alcuni livelli dei sistemi biologici: il livello delle cellule e quello degli
organi. Essi sono distinti, dal momento che presentano strutture anatomiche di ordine di
grandezza differente che svolgono funzioni differenti. Il principio di composizione vale,
poiché la costituzione di ciascun livello e delle relazioni fra livelli differenti si basa sul
modo  in  cui  le  parti  componenti  originano  le  strutture  superiori  che  le  inglobano
(relazioni  parti-interi).  A loro  volta,  queste  ultime  risultano  componenti  di  ulteriori
strutture. Allo stesso tempo, però, tra gli enti di un livello e quelli di un altro non ci sono
“buchi” o “salti”, ma una continuità nello sviluppo: i livelli sono legati fra di loro da
enti concepiti in modo continuo e non discreto. 
Si tratta, probabilmente, di modificare la nozione stessa di “principio di composizione”
da “unione di entità discrete” in “unione di entità continue”. La divisione mereologica
parti-intero, infatti, è una partizione della materia che, di per sé, si presenta come un
continuum senza buchi; sembra dunque legittimo affermare che la  continuità sia una
caratteristica dei livelli non solo dal punto di vista delle scale di misura, bensì anche da
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quello del principio di composizionalità parti-interi, proprio perché, alla base, la materia
si presenta come un continuum.
Per rispondere al secondo quesito dobbiamo ritornare ad alcune delle domande poste
all'inizio di questa sezione che, ancora, non hanno trovato risposta. 
Che i sistemi complessi siano strutturati gerarchicamente è un dato di fatto piuttosto
incontrovertibile. Sorge spontanea, allora, la domanda: si può costruire una gerarchia
senza livelli? La risposta è no, poiché una gerarchia implica, per definizione, una forma
di ordinamento in cui qualcosa è posto superiormente o inferiormente a qualcos'altro.
Come abbiamo visto, la gerarchia può esser pensata in termini di livelli di meccanismi
(Craver e Bechtel) oppure di scala di ordini di grandezza (Potochnik e McGill), ma in
ogni  caso  c'è  un  rimando  a  una  qualche  forma  di  ordinamento  da  cui  è  possibile
sviluppare una “gerarchia”. Ora, un livello è, nel suo significato più generale, una forma
di ordinamento; per tale ragione non si può pensare una gerarchia senza livelli. 
Assodato ciò, si pone l'ulteriore domanda: che aspetto assumono i livelli nelle gerarchie
dei sistemi biologici?
Una risposta  più esaustiva a questo interrogativo potrà  giungere solo al  termine dei
capitoli 4 e 5 del presente lavoro. Per adesso basti riflettere sul fatto che in biologia,
come pure in medicina, la nozione di “livello” copre strutture dotate di caratteristiche
morfologiche e funzionali  simili:  le  cellule  sono tali  in  quanto aventi  un'anatomia e
meccanismi che sono differenti rispetto a quelli di un tessuto, di un organo o di un
sistema. I livelli dei sistemi biologici non devono essere concepiti come divisioni rigide
della  materia,  ma  come  partizioni  determinate  eminentemente  da  esigenze
termodinamiche tali da permettere l'auto-mantenimento del sistema nella sua interezza.
La  cosiddetta  “coppia  forma-funzione”,  che  sottintende  l'inestricabile  legame  tra
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l'anatomia e la fisiologia e viceversa, è alla base della costituzione dei livelli biologici:
sono le caratteristiche anatomico-funzionali comuni a certe strutture che le qualificano
come componenti di un certo livello piuttosto che di un altro. 
Il rapporto tra la forma e la funzione, che verrà determinato nei capitoli 4 e 5, presenta
un problema teoretico molto forte: è la forma a determinare la funzione o, al contrario, è
la funzione a determinare la forma? Ora, per trovare una risposta, anche solo parziale, a
questo  interrogativo  è  necessario  studiare  il  modo  in  cui,  nei  differenti  livelli  di
organizzazione,  le strutture anatomiche mutino nella transizione da stati  fisiologici  a
stati  fisiopatologici:  questo  studio  delle  variazioni  ci  mostrerà  che  in  taluni  casi  è
possibile osservare una dipendenza rigida delle funzioni dalle strutture morfologiche, in
altri, invece, la relazione non appare così cristallina e ben determinata. 
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Capitolo 4
Relazioni tra strutture e meccanismi nel livello cellulare e in quello
tissutale del sistema cardiovascolare
Nel  capitolo  precedente  ho  presentato  i  tratti  principali  caratterizzanti  il  dibattito
sull'ontologia  e  l'epistemologia  dei  sistemi  complessi  cercando  di  richiamare
l'attenzione sul fatto che un'adeguata comprensione filosofica dello statuto ontologico
ed  epistemologico  della  coppia  forma-funzione  nei  sistemi  biologici  prevede  un
richiamo tanto al  tema dell'emergenza,  quanto a quello dei  livelli,  quanto,  infine,  al
valore epistemologico delle spiegazioni meccanicistiche (nella duplice veste downward
o upward).
Il focus filosofico di questo capitolo, come del resto anche del successivo, concerne due
questioni fondamentali:
1) in che modo si relazionano le strutture anatomiche ai meccanismi che esse realizzano
nella fisiologia e nella fisiopatologia del sistema cardiovascolare?
2) In che senso la coppia forma-funzione concorre a definire lo statuto ontologico di
“livello” in un sistema quale quello cardiovascolare?
Per rispondere a queste domande analizzo, nella sezione 4.1, le principali caratteristiche
morfo-funzionali del cardiomicita e del muscolo cardiaco in stato di fisiologia, nella
sezione  4.2  il  modo  in  cui  esse  mutano  in  un  determinato  stato  patologico:  lo
scompenso cardiaco.
Ciò che emergerà è che la dipendenza della funzione dalla struttura morfologica risulta
piuttosto  evidente  quando  si  considerino  funzioni  locali limitate  a  una  determinata
struttura.  Quando  si  considerano,  invece,  funzioni  sistemico-integrative concernenti
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l'interazione tra varie strutture morfologiche la dipendenza dell'una dall'altra non è più
così evidente (il che non significa che sia impossibile da trovare) a causa di una serie di
complessi  processi di integrazione fra le strutture e i meccanismi, i quali non rendono
semplice la comprensione dell'esatto rapporto presente tra certe strutture anatomiche e
le  funzioni  che  esse  realizzano.  Si  vedrà,  inoltre,  che  la  maggiore  ampiezza  delle
conoscenze  nella  fisiologia  del  cardiomiocita  e  del  muscolo  cardiaco,  rispetto  alla
fisiopatologia (cellulare) dello scompenso cardiaco,  fa sì che nel primo caso sia più
facile pronunciarsi sulla dipendenza della funzione dalla forma rispetto al secondo caso.
Infine, sia lo studio fisiologico sia quello fisiopatologico mostrano che  le spiegazioni
meccanicistiche  (downward e  upward) mostrano  un'effettiva  capacità  esplicativa  nel
caso di funzioni che hanno un rapporto “diretto” con le rispettive strutture morfologiche
(funzioni “locali”), ma presentano delle fragilità quando tentano di descrivere funzioni
che  sono  il  prodotto  di  differenti  processi  d'integrazione  (funzioni  “sistemico-
integrative”).
4.1 Fisiologia del cardiomiocita e del tessuto muscolare 
cardiaco
Il  cardiomicita  (o  fibra  muscolare  cardiaca  o  cellula  muscolare  cardiaca)  è  l'unità
anatomico-funzionale più basilare del sistema cardiovascolare ove si verificano processi
biochimici  cellulari  di  estrema  rilevanza  quali:  il  catabolismo  lipidico per  ottenere
energia  in  condizioni  di  riposo,  la  glicolisi  anaerobica in  condizioni  anaerobiche  o
ischemiche, i processi di  duplicazione,  trascrizione e  traduzione del DNA per rendere
possibile l'espressione genica di tutte le molecole proteiche necessarie per i  processi
fisiologici del miocita, infine l'attività delle tre principali proteine che regolano i flussi
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ionici transmembrana389 (la pompa Na+ veloce, lo scambiatore Na+-Ca2+ lento, infine la
pompa Na+-K+ con attività ATPasica) che rende possibile un flusso di ioni sodio, calcio e
potassio responsabile delle variazioni del potenziale di membrana. La depolarizzazione
del potenziale di membrana, una volta raggiunto il “valore-soglia”, permette la genesi
del  potenziale  d'azione  e,  così,  dell'impulso  elettrico  necessario  per  far  “scorrere”  i
filamenti di miosina su quelli dell'actina in modo tale da promuovere la contrazione del
tessuto muscolare. 
La morfologia del cardiomiocita è affine,
sebbene  presenti  alcune  differenze
sostanziali, alla fibrocellula390. Entrambe
possiedono  una  caratteristica  forma
allungata con delle striature dovute alle
miofibrille  (o  strutture  fibrillari)
costituite  dalle  due  proteine  contrattili
dell'actina e della  miosina.  Il  citosol  di
questi  due  tipi  di  cellule  è  detto
“sarcoplasma”  e  il  reticolo
endoplasmatico viene chiamato “reticolo
sarcoplasmatico”. 
I  filamenti  di  actina  e  miosina  sono
parzialmente  interdigitati  (grazie  alla  molecola  filamentosa  della  “titina”)  e  la  loro
389 Quando si parla di “proteine che regolano i flussi ionici transmembrana” nel cardiomicita s'intendono
diffusamente:  1)  i  canali  ionici  (Na+,  Ca2+,  K+,  del  sarcolemma e del  reticolo  sarcoplasmatico -i.e.  i
recettori rianodinici-) che effettuano un trasporto “passivo” degli ioni secondo il loro gradiente e senza
necessitare dell'energia liberata dall'idrolisi dell'ATP; 2) le pompe ioniche (Na+/K+ ATPasi, il SERCA) che
effettuano  un  trasporto  “attivo”  degli  ioni  contro  il  loro  gradiente  necessitando  dell'energia  liberata
dall'idrolisi dell'ATP; 3) gli scambiatori (Na+/Ca2+, Na+/H+) che sfruttano il gradiente ionico di alcuni ioni
entranti per permettere l'estrusione di altri.
390 La fibrocellula è l'unità basilare, i.e. la cellula, del tessuto muscolare.
Figura  1:  Organizzazione  del  muscolo  scheletrico
dal  livello  microscopico  al  livello  macroscopico
(fonte: Hall, J. E., Guyton e Hall, 2012).
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alternanza genera le cosiddette “bande I” (bande chiare contenenti solo actina), “bande
A” (bande scure costituite dalla sovrapposizione di filamenti di actina e di miosina) e
“disco  Z”  (costituito  da  proteine  filamentose  differenti  dai  filamenti  di  actina  e
miosina).  Il  disco Z è allineato con tutti  i  dischi  Z delle  miofibrille  adiacenti  e ciò
genera una loro disposizione ordinata. Il segmento di miofibrilla che intercorre tra due
dischi Z è detto “sarcomero”: esso ha una struttura contrattile dovuto al meccanismo
dell'attacco dei ponti trasversali della miosina ai siti 
attivi dell'actina, i quali consentono lo scorrimento relativo dei filamenti. 
Il filamento di actina possiede due tipi di molecole con funzione regolativa: la troponina
e  la  tropomiosina.  In  stato  di  rilasciamento  muscolare i  siti  attivi  dell'actina  non
possono  interagire  con  le  teste  della  miosina,  poiché  sono  coperti  dal  complesso
troponina-tropomiosina; al contrario, in stato di contrazione, il legame tra gli ioni Ca2+ e
la troponina C favorisce delle modifiche conformazionali tali da “liberare” il sito attivo
dell'actina e permettere il legame dei ponti trasversali della miosina. 
La fibra muscolare (scheletrica e cardiaca) risulta percorsa al suo interno da una serie di
piccoli canali (i tubuli trasversi) che sono invaginazioni della membrana plasmatica che
Figura 3: Stato di rilasciamento e di contrazione
di  una  miofibrilla.  E'  possibile  osservare  lo
scorrimento  dell'actina  (in  rosa)  sulla  miosina
(in  rosso)  e,  inoltre,  l'avvicinamento  reciproco
dei dischi Z (fonte: Hall, J. E., Guyton e Hall,
2012).
Figura 2: Disposizione delle principali proteine
coinvolte  nel  processo  contrattile  di  un
sarcomero (actina, miosina, titina) (fonte: Hall,
J. E., Guyton e Hall, 2012).
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decorrono trasversalmente alle miofibrille e consentono la propagazione del potenziale
d'azione dalla superficie della fibra muscolare fino agli strati più interni.
Figura 4: Sistema dei tubuli trasversi nel reticolo sarcoplasmatico (fonte: Hall, J.
E., Guyton e Hall, 2012).
Figura 5:  Il  complesso  troponina-tropomiosina
nel filamento di actina (fonte: Hall, J. E., Guyton
e Hall, 2012).
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Riguardo la genesi del potenziale d'azione, necessario per il processo contrattile, c'è una
differenza fondamentale nel muscolo scheletrico e in quello cardiaco: nel primo, esso
deriva  dalla  secrezione  di  acetilcolina rilasciata  dalle  sinapsi  dei  motoneuroni  nella
giunzione neuromuscolare, nel secondo da un meccanismo di autoeccitazione delle fibre
cardiache, in special modo quelle del nodo seno-atriale (abbreviato nodo SA).  
Il tessuto muscolare cardiaco è un sincizio costituito dai diversi cardiomiociti connessi
fra di loro mediante i cosiddetti “dischi intercalari” (parti delle membrane cellulari dei
cardiomiociti che separano le cellule muscolari le une dalle altre). A livello dei dischi
intercalari si trovano le “gap junctions”: aree determinate dalla fusione delle membrane
cellulari dei cardiomiciti il cui significato fisiologico è quello di favorire una diffusione
rapida degli ioni, dunque una rapida trasmissione del potenziale d'azione. 
Le  sezioni  4.1.1  e  4.1.2  mostrano  il  legame  sussistente  tra  la  morfologia  dei
cardiomiociti e del tessuto muscolare con le rispettive funzioni fisiologiche. La  linea
guida filosofica che li supporta è la seguente: in condizioni fisiologiche, in che modo le
principali funzioni biochimiche e biofisiche dei livelli cellulare e tissutale del sistema
cardiovascolare  sono  correlate  alle  strutture  morfologiche  in  cui  si  realizzano?  E'
possibile pensare tali funzioni scisse da siffatte strutture?
Figura 6: Struttura sinciziale del muscolo
cardiaco.  Le  piccole  aree  scure  che
attraversano le fibre miocardiche sono i
dischi  intercalari  (fonte:  Hall,  J.  E.,
Guyton e Hall, 2012).
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4.1.1 Struttura e significato fisiologico dei canali, delle pompe e degli 
scambiatori ionici nel cardiomiocita
Il doppio strato fosfolipidico che compone una qualsiasi membrana cellulare permette la
diffusione  delle sostanze lipofile tra il liquido intra ed extracellulare, ma non di quelle
idrofile  (i.e.  i  composti  ionici  e  polari).  Queste  ultime  possono  attraversarla  solo
mediante  delle  proteine  transmembrana  selettive per  determinati  ioni391.  Un corretto
equilibrio ionico inter e intracellulare è fondamentale per il mantenimento di un certo
range di  valori  del  potenziale  di  membrana,  per  il  mantenimento  dell'equilibrio
osmotico e per tutti i fenomeni di trasduzione del segnale. La depolarizzazione (i.e. il
raggiungimento di valori più positivi) o la ripolarizzazione (i.e. il  raggiungimento di
valori più negativi) del potenziale di membrana dipende dai flussi ionici intermembrana,
i quali vengono regolati dai canali ionici. Il comportamento fisiologico dei canali ionici
trova una perfetta spiegazione nella loro morfologia: esse sono delle molecole proteiche
composte  da  un  numero  variabile  di  subunità  che  si  associano  simmetricamente
generando un poro centrale che permette il passaggio dello ione all'interno del canale.
La porzione superiore del poro è detta “filtro di selettività”: ogni poro ha un diametro
con un valore di Ångstrom determinato che permette l'entrata di un certo tipo di ioni e
non di altri.  In tal senso si parla di “filtro di selettività”.  Gli amminoacidi del poro
fungono da ligandi proteici per lo ione, che si muove grazie a un ottimale livello di
energia  libera (determinata  dal  gradiente  elettrochimico)  in  un verso o nell'altro  del
canale. 
391 Le proteine transmembrana vanno incluse in un gruppo molto più esteso che prende il  nome di
“proteine di trasporto”. Esse non solo mediano tutti i movimenti ionici transmembrana, ma anche tutti i
fenomeni  biologici  di  natura  elettrochimica.  Le  proteine  di  trasporto  rendono  altresì  possibile  lo
spostamento intermembrana di  macromolecole che, a causa delle dimensioni, non possono diffondere
attraverso il doppio strato fosfolipidico.
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Il trasporto ionico transmembrana è detto “passivo” quando il movimento dello ione
avviene secondo il proprio gradiente di concentrazione: è un processo esoergonico che
non richiede un apporto energetico ulteriore per poter avvenire. Si parla di un trasporto
ionico  “attivo”  quando,  al  contrario,  il  movimento  ionico  avviene  contro  il  proprio
gradiente di concentrazione: il processo è di per sé endoergonico e per poter avvenire
richiede l'energia generalmente proveniente dalla rottura  di legami fosfoesterici della
molecola di ATP. 
La meccanica della contrazione è legata nei tre tipi di tessuto muscolare dell'organismo
umano (scheletrico, liscio e cardiaco) al flusso di ioni Ca2+ provenienti o dal reticolo
sarcoplasmatico  o  dal  liquido  extracellulare  del  tubulo  trasverso.  La  deplezione  dal
sarcolemma392 di Ca2+ induce l'apertura dei canali del Ca2+ voltaggio dipendenti tipo L
determinando l'ingresso di Ca2+ nel citosol. L'aumento della concentrazione citosolica di
Ca2+, a sua volta, induce l'apertura dei canali del Ca2+ del reticolo sarcoplasmatico (noti
anche come “recettori rianodinici” -Ryr-), determinando il rilascio di Ca2+ dal reticolo
sarcoplasmatico nel citosol (fenomeno denominato “calcium induced calcium release”).
392 Il sarcolemma è la membrana che ricopre le fibre del tessuto muscolare. 
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L'andamento differente del potenziale d'azione nella fibra del muscolo ventricolare e
nella fibra del nodo seno-atriale dipende da tempi differenti di apertura e chiusura dei
loro canali ionici. Nella fibra del nodo seno atriale il potenziale di membrana a riposo è
molto meno negativo rispetto a quello delle fibre del muscolo ventricolare (-55 mV
contro -90 mV)393. Al valore di -55mV i canali veloci sensibili per il sodio sono chiusi.
Pertanto, la depolarizzazione che fa passare il potenziale di membrana da -55 a -40 mV,
consentendo la genesi del potenziale d'azione, avviene grazie all'apertura dei canali lenti
sodio-calcio.  Il  potenziale  d'azione nel  nodo seno atriale  si  sviluppa più lentamente
rispetto  a  quello  del  muscolo  ventricolare  e  si  conclude  più  velocemente  rispetto  a
quest'ultimo senza originare il caratteristico plateau tipico del potenziale d'azione della
fibra  muscolare  ventricolare.  Nel  caso,  invece,  del  potenziale  d'azione  nella  fibra
ventricolare, esso scaturisce dall'apertura di due tipi di canali: 1) i canali del sodio rapidi
che favoriscono l'entrata di cationi Na+ per un intervallo di tempo piuttosto ristretto e 2)
393 Il motivo per cui le fibre del nodo SA hanno un valore del potenziale di membrana a riposo meno 
negativo risiede nel fatto che la membrana è maggiormente permeabile ai cationi sodio e calcio. Essi 
entrano con più facilità concorrendo a rendere meno negativo il potenziale di membrana. 
Figura  7:  Principali  processi  del  pathway  metabolico  del
calcio in un cardiomiocita (fonte: Hurst, Il cuore, 2009 ).
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i canali lenti del calcio, i quali fanno entrare il flusso di cationi Ca2+ dal tubulo trasverso
per la maggior parte, e dal reticolo sarcoplasmatico in misura minore. Gli ioni Na+  e
Ca2+ rendono possibile la depolarizzazione della membrana fino a che essa raggiunga il
valore soglia di  -40mV necessario per l'innesco del potenziale d'azione responsabile
della contrazione muscolare. Nel muscolo ventricolare il potenziale d'azione si mantiene
per un tempo prolungato (detta “fase di plateau”) rispetto alla fibra del nodo SA: ciò è
dovuto all'azione congiunta dei canali Ca2+ lenti, che mantengono alta, per più tempo, la
concentrazione del Ca2+  all'interno del cardiomiocita, e alla ridotta permeabilità della
membrana cellulare del cardiomicita allo ione K+ che ne limita l'estrusione favorendo il
mantenimento della concentrazione del catione potassio all'interno della cellula e, così,
contribuendo a mantenere il potenziale di membrana a valori più positivi. 
Alla  fine  del  plateau  del  potenziale  d'azione  cardiaco  gli  ioni  Ca2+  sono  pompati
nuovamente in parte nel  reticolo sarcoplasmatico (grazie a una pompa Ca2+-ATPasica
denominata  “SERCA2”)  e  in  parte  nel  liquido  extracellulare del  tubulo  trasverso
mediante  l'accoppiamento  di  uno  scambiatore  Ca2+-Na+  (abbreviato  con  la  sigla
“NCX”394), che estrude il calcio e fa entrare il sodio, e una pompa Na+-K+ (ATPasica)
che estrude il sodio e fa entrare il potassio. Il risultato prodotto è il rilasciamento delle
fibre di actina da quelle di miosina e, dunque, la fine della contrazione muscolare. Il
processo ricomincia nuovamente con l'arrivo di un nuovo potenziale d'azione. 
Nel muscolo cardiaco il processo di contrazione e rilasciamento è regolato dal sistema
nervoso ortosimpatico e da quello parasimpatico (costituito nell'area del pericardio dai
nervi “vaghi”).  Il primo innerva tutto il muscolo cardiaco, il secondo solo l'area del
nodo seno atriale. La catena gangliare ortosimpatica e quella parasimpatica trasmettono
segnali  nervosi  (potenziali  d'azione)  che  si  generano  a  livello  ipotalamico  e  che,
394 “NCX” è l'acronimo inglese per “sodium (N)- calcium (C) exchanger (X)”.
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passando  attraverso  il  midollo  spinale,  il  tronco  encefalico  e  i  gangli  orto  e
parasimpatici, giungono ai diversi organi del corpo umano. Nel sistema cardiovascolare
la catena gangliare ortosimpatica è responsabile di un'eccitazione della contrazione del
muscolo  cardiaco  e  della  vasocostrizione  dei  vari  vasi  (arteriosi  o  venosi)  della
circolazione sistemica e polmonare; la catena gangliare parasimpatica produce, invece,
effetti  opposti  nel  senso  di  un  rilasciamento  del  muscolo  cardiaco  e  di  una
vasodilatazione delle arterie e delle vene. Gli effetti orto e parasimpatici sul sistema
circolatorio  verranno  analizzati  nel  capitolo  successivo  a  proposito  dei  mezzi  di
regolazione  della  pressione  arteriosa.  Adesso  ci  soffermiamo  sul  modo  in  cui  essi
regolano la contrazione e il rilasciamento del muscolo cardiaco. 
Le  terminazioni  nervose  postgangliari  del  sistema  ortosimpatico  rilasciano
principalmente  noradrenalina  che va a legarsi  soprattutto ai  recettori  adrenergici  β1:
l'effetto prodotto sul cuore è un aumento della forza di contrazione e della frequenza
cardiaca.  Le  terminazioni  nervose  postgangliari  del  sistema parasimpatico  rilasciano
Figura  8:  Innervazione  ortosimpatica  e
parasimpatica del pericardio (fonte: Hall, J. E.,
Guyton e Hall, 2012).
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acetilcolina che attiva i due recettori colinergici (muscarinico e nicotinico): il risultato
prodotto è quello di ridurre la frequenza cardiaca  e ridurre la forza di contrazione del
miocardio atriale395.
I  recettori  sono  legati  a  proteine  integrali  della  membrana  e,  una  volta  legato  il
neurotrasmettitore,  inducono  delle  modificazioni  conformazionali  della  proteina  che
produce  principalmente  due  variazioni:  1)  alterazione  nella  permeabilità  della
membrana cellulare a determinati ioni; 2) attività di un enzima intercellulare collegato
all'estremità opposta del recettore.
Il  rilascio  di  noradrenalina aumenta  la
permeabilità  delle  membrane  cellulari  delle
diverse  zone  del  tessuto  eccitatorio  e
conduttivo agli ioni Na+ e agli ioni Ca2+. Ciò
consente  una depolarizzazione  del  potenziale
di  membrana  che  può  raggiungere  più
facilmente il “valore soglia” e, così, innescare
il potenziale d'azione: ciò produce un aumento
della  forza  di  contrazione.  Il  rilascio  di
acetilcolina,  invece,  aumenta  la  permeabilità  delle  fibre  muscolari  del  tessuto
eccitatorio e conduttivo agli ioni K+ determinando una velocità della sua estrusione. Ciò
determina un aumento della negatività del potenziale di membrana (iperpolarizzazione)
impedendo la genesi del potenziale d'azione e favorendo il rilascio delle fibre di actina
da quelle di miosina.
Il legame tra 1) la struttura delle proteine che mediano i flussi ionici e il meccanismo di
395 E' opportuno tener presente che gli effetti parasimpatici sono limitati all'area atriale, dal momento che
le terminazioni  postgangliari  parasimpatiche sono localizzate  quasi  esclusivamente  nell'area del  nodo
seno atriale.
Figura  9:  Effetti  della  stimolazione
ortosimpatica  sulla  curva  della  gittata
cardiaca (fonte: Hall, J. E., Guyton e Hall,
2012).
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trasporto che realizza, 2) il particolare funzionamento dei canali sodio e dei canali calcio
nella fibra muscolare del nodo seno atriale e nella fibra muscolare ventricolare, infine 3)
le  modificazioni conformazionali indotte dai recettori  alle proteine a cui sono legati,
sono  tre  esempi  del  modo  in  cui  determinati  meccanismi  “locali”  risultano
inscindibilmente legati alle strutture morfologiche in cui si realizzano, concorrendo a un
comportamento fisiologico più globale a livello della cellula muscolare cardiaca. 
4.1.2 Struttura e fisiologia delle proteine contrattili nel tessuto 
muscolare cardiaco
Si è detto prima che il tessuto muscolare cardiaco è un sincizio costituito da numerosi
cardiomiociti collegati in serie e in parallelo mediante i dischi intercalari. Il muscolo
cardiaco coonsta di tre tipi di tessuto: il  muscolo atriale, il  muscolo ventricolare e il
muscolo eccitatorio  e  conduttivo.  Ciascuno di  essi  ha una peculiare  morfologia  che
spiega  i  differenti  comportamenti  fisiologici.  Tra  questi  tre  tessuti  c'è  un  lavoro
sinergico, nella misura in cui la genesi e la trasmissione del potenziale d'azione che si
genera nel terzo è responsabile della meccanica della contrazione nei primi due e di
alcuni peculiari comportamenti che li riguardano. 
Iniziamo ad analizzare,  pertanto,  il  tessuto specializzato eccitatorio e  conduttivo del
cuore  proseguendo,  successivamente,  con  lo  studio  del  tessuto  muscolare  atriale  e
ventricolare. 
Il tessuto eccitatorio e conduttivo del cuore è costituito da quattro parti: 1) il nodo seno-
atriale  (o  nodo  SA)  dove  sorge  generalmente  il  potenziale  d'azione,  2)  le  tre  vie
internodali (anteriore, media e posteriore) che conducono il potenziale d'azione dal nodo
SA al nodo atrio-venricolare,  3) il  nodo atrio-ventricolare (o nodo AV) che conduce
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l'impulso al  fascio atrio-ventricolare (o fascio di  His),  4) il  fascio AV che trasmette
l'impulso dagli  atri  ai  ventricoli  servendosi di  due branche di fibre,  destra e sinistra
(cosiddette  “fibre  di  Purkinje”).  Il  tessuto  eccitatorio  e  conduttivo  è  responsabile,
pertanto,  non solo della  genesi,  ma anche della  trasmissione del  potenziale  d'azione
nella fibra muscolare atriale e ventricolare, originando così il processo di contrazione e
di rilasciamento. L'alternanza tra la contrazione (sistole) e il rilasciamento (diastole) del
muscolo cardiaco prende il nome di “ciclo cardiaco”396. 
Le fibre del nodo SA sono le più rapide ad autoeccitarsi a causa del valore piuttosto
positivo del potenziale di membrana (-55mV) che fa sì che esse abbiano un potenziale
d'azione senza plateau che dura poco, ma che si rigenera con una velocità nettamente
superiore alle altre aree del tessuto eccitatorio e conduttivo. Il potenziale delle fibre del
nodo SA è  detto  “potenziale  di  pacemaker”  o di  “depolarizzazione  diastolica”  ed  è
quello che di norma controlla la frequenza del battito dell'intero cuore397. Dal momento
396 Il ciclo cardiaco verrà esaminato in dettaglio nel primo paragrafo del capitolo successivo laddove si
esporrà la fisiologia del cuore come pompa.
397 Molte aritmie sono dovute al fatto che il potenziale d'azione si sviluppa in un luogo diverso dal nodo
SA (in un luogo “ectopico”) : ciò genera delle  variazioni nella frequenza di pacemaker responsabile di
una generale alterazione della ritmicità cardiaca. 
Figura 10: Tessuto eccitatorio e conduttivo del
cuore: nodo SA, vie internodali, nodo AV, fibre di
Purkinje  (fonte:  Hall,  J.  E.,  Guyton  e  Hall,
2012).
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che  le  fibre  del  nodo  SA si  connettono  direttamente  alle  fibre  atriali,  il  potenziale
d'azione le raggiunge immediatamente. La diffusione del potenziale d'azione nel tessuto
muscolare atriale avviene grazie alle vie internodali.         
Queste ultime trasmettono il potenziale d'azione non solo agli atri, ma anche al nodo AV.
Il nodo atrio-ventricolare, a causa di una minore presenza di  gap junctions nel tessuto
corrispondente, presenta un minore permeabilità ai flussi ionici di calcio e sodio: ciò
genera  una  conduzione  del  potenziale  d'azione  un  po'  più  lenta  rispetto  alle  vie
internodali e alle fibre di Purkinje. Tale ritardo della conduzione è la causa del fatto che
i  ventricoli si contraggono leggermente dopo gli atri che, in quanto tali, fungono da
“pompe d'innesco” del processo contrattile.
Le  fibre  di  Purkinje,  per  converso  al  nodo AV,  presentano  un gran  numero  di  gap
junctions che rende il  tessuto particolarmente permeabile  ai  flussi  ionici  di  calcio e
sodio e, pertanto, con una velocità di conduzione dell'impulso nervoso piuttosto elevata.
La morfologia delle fibre che compongono il tessuto muscolare eccitatorio e conduttivo
del  cuore  (nodo  SA,  vie  internodali,  nodo  AV,  fascio  AV con  le  fibre  di  Purkinje)
fornisce una spiegazione fisiologica sia del fatto che il potenziale d'azione si autogeneri
principalmente  a  livello  del  nodo  SA  sia  delle  diverse  velocità  di  conduzione
dell'impulso nel nodo SA, nelle vie internodali, nel nodo AV e nelle fibre di Purkinje398. 
398 La spiegazione  anatomica consiste, come abbiamo visto, nel  maggiore o minore numero di  gap
junctions a livello dei dischi intercalari, i quali aumentano la permeabilità ionica nella fibra muscolare
favorendo, così, una maggiore velocità di conduzione del potenziale d'azione (determinato, per l'appunto,
dal flusso di determinati ioni). Un altro fattore che concorre all'aumento della velocità del flusso ionico è
legato, per la seconda legge di Ohm (R =  ρ (l/A)), al diametro delle fibre. Quanto più una fibra ha un
diametro maggiore, tanto minore sarà la resistenza opposta al flusso ionico.
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Le diverse velocità di propagazione dell'impulso determinano un leggero ritardo  della
conduzione dal nodo SA fino alle fibre di Purkinje. Ciò spiega il motivo per cui gli atri
iniziano il processo sistolico pochi centesimi di secondo prima dei ventricoli fungendo,
in tal modo, da “pompe d'innesco”: il fatto che gli atri inizino a contrarsi prima dei
ventricoli  fa sì  che essi  spingano il  sangue verso i  ventricoli  ancora prima che essi
comincino a contrarsi aumentando, così, l'efficienza del pompaggio ventricolare. 
Il  muscolo atriale  e  quello  ventricolare sono entrambi divisi  in  due cavità  (destra  e
sinistra) e lavorano in sinergia per consentire un efficiente ritorno venoso e un'efficiente
gittata cardiaca399. 
L'atrio destro riceve il sangue venoso proveniente dalla vena cava superiore400 e dalla
399 I meccanismi del ritorno venoso e della gittata cardiaca verranno analizzati nel primo paragrafo del
capitolo successivo, dal momento che si studierà non solo la fisiologia del cuore come pompa, ma anche
la “logica” dell'intera circolazione sistemica e polmonare,  determinata dalla  inscindibile  relazione tra
ritorno venoso e gittata cardiaca.
400 La vena cava superiore porta il sangue venoso dalla testa e dalle estremità superiori all'atrio destro.
Figura 11: Differenti velocità di conduzione del
potenziale d'azione: ciò spiega perché gli atri si
contraggano  qualche  centesimo  di  secondo
prima dei ventricoli fungendo, così, da "pompe
d'innesco" della contrazione ventricolare (fonte:
Hall, J. E., Guyton e Hall, 2012).
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vena  cava  inferiore401 e  lo  immette,  attraverso  la  valvola  tricuspide,  nel  ventricolo
destro. Quest'ultimo in fase di sistole espelle il sangue venoso verso l'arteria polmonare
grazie  all'apertura  della  valvola  polmonare.  In  tal  modo  il  sangue  venoso,  ricco  di
anidride  carbonica,  di  ioni  idrogeno  e  di  prodotti  di  scarto  metabolici,  può  essere
immesso nel circolo polmonare e lì rilasciare anidride carbonica e acquisire ossigeno
grazie al  processo di diffusione dei gas che avviene a livello della membrana alveolo-
capillare.
Il sangue nuovamente ossigenato rientra in circolo ed entra nell'atrio sinistro dalle vene
polmonari. La contrazione dell'atrio sinistro produce l'apertura della valvola mitrale e
l'entrata  del  sangue  nel  ventricolo  sinistro che,  contraendosi  anch'esso,  fa  aprire  la
valvola aortica permettendo l'ingresso del sangue ricco di ossigeno nell'aorta e da lì a
tutta la circolazione sistemica.
Dopo aver esaminato la struttura e i meccanismi di genesi e propagazione del potenziale
d'azione nel tessuto eccitatorio e conduttivo e gli effetti di contrazione e rilasciamento
nel tessuto atriale e ventricolare, rimane da studiare la morfologia delle due proteine
contrattili  (actina e  miosina)  e  vedere  come  il  flusso  di  ioni  calcio  ne  determini
l'avvicinamento (onde la contrazione muscolare) oppure l'allontanamento (cui segue il
rilascio muscolare). 
La miosina è una proteina costituita da sei catene polipeptidiche di cui due “pesanti”
(~220kD) e quattro “leggere” (tra i 15 e i 22 kD). Ogni catena pesante ha una  testa
globulare in  corrispondenza  dell'estremità  N-terminale  e  una  coda  ad  α-elica:  sono
proprio le teste globulari (anche dette “teste della miosina”) che si legano ai siti attivi
dell'actina determinando il processo contrattile.
L'actina è una proteina che si può presentare in forma monomerica (cosiddetta “actina
401 La vena cava inferiore porta il sangue venoso dal tronco e dalle estremità inferiori all'atrio destro.
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globulare” o “actina G”) o in forma polimerizzata (cosiddetta “actina fibrosa” o “actina
F”). L'actina possiede delle subunità con siti di legame per l'ATP e per uno ione Ca 2+ o
Mg2+. 
Il legame delle teste della miosina all'actina richiede: il rilascio del Ca2+  dal reticolo
sarcoplasmatico  e  dal  liquido  extracellulare  del  tubulo  trasverso  per  favorire  una
modificazione  conformazionale  del  complesso  troponina-tropomiosina402 tale  da
permettere l'interdigitazione dell'actina con la miosina;  l'idrolisi dell'ATP ad ADP+P i da
parte  della  testa  della  miosina per  permettere  lo  scorrimento  dei  filamenti  di  actina
rispetto a quelli di miosina e il conseguente accorciamento del sarcoma. 
L'arrivo del potenziale d'azione nel tubulo trasverso provoca l'apertura dei canali ionici
voltaggio-dipendenti  tipo  L  sensibili  al  calcio.  Il  calcio  extracellulare  entra  nel
cardiomiocita andando a legarsi ai complessi troponina-tropomiosina. Ciò induce una
modificazione conformazionale di questi ultimi che permette l'accesso delle teste della
miosina ai siti di legame dell'actina in precedenza non accessibili per l'impedimento
stesso causato dalla troponina. 
La testa della miosina apre il proprio sito di legame per l'ATP che viene poco dopo
idrolizzato  a  ADP+Pi.  Ciò  consente  un  ripiegamento  della  testa  della  miosina  e  un
debole legame di essa al sito attivo dell'actina. Soltanto il rilascio del gruppo fosforilico
(Pi) rende  possibile  un  attacco  più  forte  della  testa  della  miosina  all'actina  e  lo
spostamento meccanico dei filamenti: è questo il culmine della meccanica contrattile del
tessuto muscolare. Non appena viene rilasciato anche l'adenosindifosfato (ADP) la testa
della miosina si separa dal sito di legame dell'actina e la contrazione termina. Il sito
della miosina per l'attacco dell'ATP si chiude.
402 Bisogna specificare che il complesso troponina-tropomiosina si trova esclusivamente nel muscolo
scheletrico e in quello cardiaco, ma non in quello liscio. In quest'ultimo, infatti, è l'interazione tra gli ioni
Ca2+ e la calmodulina che regola l'attacco delle teste della miosina ai siti attivi dell'actina.
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Il  ciclo  ricomincia  non appena  la  miosina  lega  nuovamente  l'ATP,  idrolizzandolo  e
avvicinandosi nuovamente al sito di legame dell'actina. 
Come si  può osservare,  un  corretto  funzionamento delle  pompe  ioniche  e  un  buon
sistema  di  conduzione  del  potenziale  d'azione  è  necessario  per  consentire  il  giusto
apporto di ioni calcio. Ciò è, a sua volta, essenziale per la meccanica della contrazione e
del rilasciamento muscolare. 
Ho cercato di mostrare come i tre principali meccanismi fisiologici dei livelli cellulare e
tissutale del sistema cardiovascolare ( 1) attività di canali, pompe e scambiatori, 2) genesi
e  propagazione  del  potenziale  d'azione  nel  sistema  eccitatorio  e  conduttivo,  3)
Figura 12: Ciclo di legame della testa della miosina al sito dell'actina
(fonte: Voet, D., J. G. Voet, e C. W. Pratt, Fondamenti di Biochimica,
2013).
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meccanismo di eccitazione/contrazione coinvolto nella meccanica della contrazione e
del  rilasciamento  muscolare)  risultino  legati  a  determinate  strutture  morfologiche
profilando una stretta dipendenza ontologica della funzione fisiologica dalla struttura
anatomica in cui essa si realizza.
Per vagliare questa ipotesi vale la pena analizzare come le tre funzioni summenzionate e
le  rispettive strutture morfologiche  mutino nel passaggio dallo stato “fisiologico” a
quello patologico dell'insufficienza cardiaca. 
4.2 Fisiopatologia dello scompenso cardiaco a livello cellulare 
e tissutale
Lo  scompenso  cardiaco  (o  insufficienza  cardiaca)  è  una  condizione  patologica
caratterizzata  da una gittata  cardiaca  ridotta  che non consente il  corretto  apporto di
metaboliti  ai  tessuti  oppure  lo  rende  possibile  soltanto  ad  un'elevata  pressione  di
riempimento.  Lo scompenso cardiaco e  la  sua fenomenologia è  caratterizzata  da un
insieme  di  meccanismi  adattivi  o  regolativi, verificantesi  ad  ogni  livello  di
organizzazione  del  sistema  cardiovascolare,  dovuto  a  sei  possibili  classi  di
cardiopatie403. 
Sono essenzialmente tre i meccanismi adattivi da parte del cuore per rispondere ad una
diminuita gittata sistolica:
1) il meccanismo Frank-Starling: aumenta la pressione e il volume nella telediastole
(aumento del cosiddetto “precarico”). Ciò favorisce una migliore interdigitazione tra i
filamenti  di  actina e di  miosina,  dunque un aumento della  tensione sviluppatasi  nel
403 Cfr. HURST, Il cuore, ed. it. a cura di Alberto Zanchetti, McGraw-Hill, Milano, 2009, p. 681. Le 6
tipologie di cardiopatie sono così raggruppate: 1) anomalie del miocardio (ad es. infarto del miocardio);
2) insufficienza legata a un sovraccarico di lavoro esterno (ad es. ipertensione); 3) insufficienza correlata
a vizi valvolari; 4) insufficienza dovuta ad aritmie; 5) insufficienza dovuta ad anomalie del pericardio o
versamento pericardico (tamponamento); 6) anomalie congenite del cuore. 
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processo contrattile.
2) L'ipertrofia cardiaca: aumenta la massa di tessuto muscolare in modo da sopperire a
una minore attività contrattile.
3) Attivazione dei sistemi neuroumorali: vengono attivati il sistema ortosimpatico (con
aumento  della  vasocostrizione  e  della  frequenza  cardiaca)  e  il  sistema  renina-
angiotensina-aldosterone  per  favorire  la  ritenzione  idrica  e  far  aumentare  il  volume
ematico.
E'  importante  osservare  che  i  meccanismi  appena  elencati  sono  delle  modificazioni
morfologiche (come  nel  caso  dell'ipertrofia)  e  funzionali (aumento  del  precarico  e
attivazione dei sistemi neuroumorali) che nel breve periodo consentono di mantenere la
gittata  sistolica  e  la  pressione  arteriosa  a  livelli  normali,  tuttavia  nel  lungo periodo
producono una  serie  di  alterazioni  morfologiche e  funzionali,  dal  livello  dei
cardiomiociti fino a quello dell'intera circolazione sistemica e polmonare, che determina
la condizione dello “scompenso cardiaco”.
L'insufficienza cardiaca si dirà “acuta” se insorge a seguito di stress emodinamici acuti,
si  dirà  “cronica”  se  insorge  a  seguito  di  una  condizione  cardiopatologica  ormai
cronicizzata.
Analizziamo  adesso  il  modo  in  cui  nello  scompenso  cardiaco  le  strutture
summenzionate (proteine transmembrana per i flussi ionici, proteine contrattili, recettori
adrenergici)  mutino  e  come questo  influenzi  le  funzioni  specifiche  a  esse  correlate
(concentrazione  degli  ioni  calcio  intra  e  intercellulari,  processo  di  contrazione-
rilasciamento, attivazione del sistema adrenergico del sistema ortosimpatico). 
Va tenuto presente che le alterazioni morfo-funzionali che verranno presentate sono solo
alcune, non tutte, delle modificazioni registrate a livello del cardiomiocita e del tessuto
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muscolare cardiaco in stato di scompenso cardiaco. 
Il  focus filosofico è il seguente: nel caso di una condizione patologica specifica, quale
l'insufficienza cardiaca, sono le alterazioni morfologiche che determinano le alterazioni
funzionali oppure è il contrario? Oppure c'è un'interdipendenza tra questi due tipi di
modificazioni?  Inoltre,  in  che  modo  il  rapporto  tra  le  strutture  morfologiche  e  le
rispettive funzioni concorre a definire lo statuto ontologico del livello di un sistema
biologico (in tal caso del cardiomiocita e del tessuto muscolare cardiaco)?
4.2.1 Alterazioni morfologiche e funzionali nei canali, nelle pompe e 
negli scambiatori ionici
Non  è  possibile  individuare  una  singola  causa responsabile  biochimicamente  di
variazioni  funzionali  nel  comportamento  del  cardiomiocita  in  un  sistema
cardiovascolare affetto da insufficienza cardiaca. Sono state individuate, nelle ricerche
compiute  fino  a  oggi,  alcune  variazioni  sia  nella  struttura  sia  nella  fisiologia  del
cardiomiocita. Non si può dire se esse siano le cause dello scompenso, bensì che esse
siano coinvolte, al livello cellulare, nella condizione patologica dello scompenso.
Una condizione di sovraccarico cardiaco (quale quella dello scompenso) determina una
mutazione  nell'espressione  genica  di  determinate  proteine (proteine  celulari  ioniche
oppure  recettori  β-adrenergici)  costituito  in  alcuni  casi  da  un  alterato  rapporto  fra
specifiche isoforme404. 
Abbiamo avuto modo di vedere che la meccanica del processo contrattile dipende da un
adeguata concentrazione di ioni calcio nel sarcoplasma del cardiomiocita. Ciò è dovuto,
a sua volta, all'apertura dei canali del calcio di tipo L voltaggio-dipendenti. 
404 Un'isoforma proteica è una delle forme alternative che può assumere una medesima proteina dovuta
principalmente a splicing alternativo o a modifiche post-traduzionali.
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Ora, alcuni studi405 hanno mostrato che in individui affetti da scompenso cardiaco c'è
una riduzione di RNA messaggero (necessario per il processo di traduzione, ovvero di
sintesi  polipeptidica)  con  conseguente  diminuzione  della  sintesi  proteica  e,  poi,  un
aumento del livello di fosforilazione dei canali Ca2+ di tipo L. Il primo fattore determina
una  riduzione del  numero dei canali  calcio,  il  secondo un'alterazione della  cinetica
normale del  flusso  ionico.  Nel  complesso  essi  determinano  una  diminuzione  della
corrente  di  calcio  entrante  (dunque  anche  del  rilascio  di  Ca2+ del  reticolo
sarcoplasmatico) con conseguente depressione dell'attività contrattile. Si ricorda, infatti,
che gli ioni calcio sono essenziali per favorire la modificazione conformazionale del
complesso troponina-tropomiosina necessaria all'apertura del sito attivo dell'actina per l'
“aggancio” della testa della miosina. 
Inoltre, è stata osservata una riduzione di quantità o di attività funzionale della Ca2+-
ATPasi  del  reticolo  sarcoplasmatico406 (SERCA2).  Ciò  potrebbe  compromettere  le
velocità di rilascio del Ca2+ e al contempo ridurre l'immagazzinamento e il rilascio di
Ca2+ nel reticolo sarcoplasmatico407. 
La ridotta captazione del Ca2+ da parte del reticolo sarcoplasmatico (a causa della ridotta
espressione  della  SERCA2)  potrebbe  essere  bilanciata  da  un'aumentata  espressione
dello scambiatore Na+-Ca2+ che, tuttavia, contribuirebbe ad un'anomala gestione del Ca2+
nell'insufficienza cardiaca. 
Si  suppone  che  la  concentrazione  cellulare  del  calcio  possa  venir  ridotta  (con
conseguente  diminuzione  della  contrattilità  muscolare)  anche  a  seguito  di
405 HOUSER, S. R. e K. B. MARGULIES,  ʻIs depressed myocyte contractility centrally involved in
heart failure?ʼ, in Circulation Research, vol. 92 (2003), pp. 350-358.
406 Il SERCA è un enzima che si trova nel reticolo sarcoplasmatico ed è specializzato nel trasportare ioni
Ca2+ dal citosol al lume del reticolo sarcoplasmatico avvalendosi energeticamente dell'idrolisi dei legami
fosfoesterici della molecola di ATP (in tal senso è un enzima dipendente dall'ATP o “ATPasi”) durante il
rilassamento muscolare. 
407 Cfr.  BONOW, R. O.,  D.  L.  MANN, D. P. ZIPES,  P.  LIBBY,  Malattie  del  cuore di  Braunwald,
Elsevier, Milano, 2012, p. 517.
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un'iperfosforilazione del  recettore rianodinico del  calcio nel  reticolo sarcoplasmatico
(Ryr2)408: ciò farebbe diminuire il pool di Ca2+ disponibile per la contrazione muscolare.
Non soltanto le pompe ioniche sensibili al Ca2+ diminuiscono di numero, ma anche i
recettori  β-adrenergici,  i  quali  mediano  gli  effetti  della  noradrenalina  secreta  dal
terminale  sinaptico  postgangliare  del  sistema  ortosimpatico.  Alcuni  studi  hanno
dimostrato  una  riduzione  nella  densità  dei  β-adrenorecettori409 e  una  loro
desensitizzazione  legata  a  un  aumento  dell'espressione  della  chinasi  dei  recettori  β-
adrenergici (βARK)410. 
In generale, il metabolismo del calcio appare alterato nel tessuto muscolare cardiaco in
stato di scompenso. Le cause, per quanto ancora non del tutto chiare da un punto di vista
biochimico,  risiedono  in  alterazioni  contestualmente  morfologiche  e  funzionali:  la
minore densità dei canali Ca2+   di tipo L, nonché il minor numero della Ca2+-ATPasi,
come  pure  la  minore  densità  dei  β-adrenorecettori  e,  per  converso,  la  maggiore
espressione  delle  proteine  dello  scambiatore  Na+-Ca2+,  possono legittimamente  esser
considerate  delle  modifiche  della  morfologia  del  cardiomiocita.  D'altra  parte,
un'eventuale iperfosforilazione del recettore rianodinico del tessuto muscolare cardiaco
(RyR2) non va letta come una modifica morfologica stricto sensu, poiché la struttura del
recettore dovrebbe risultare inalterata. 
In  generale,  tutte  queste  variazioni  morfologiche concorrono  ad  un'alterazione
408 Cfr. REIKEN, S. et al.,  ʻProtein kinase A phosphorylation of the cardiac calcium release channel
(ryanodine receptor) in normal and failing heartsʼ, in Journal of  Biological Chemistry, vol. 278 (2003),
pp. 444-453. Inoltre, cfr.  PRIORI, S. G. e C. NAPOLITANO,  ʻCardiac and skeletal  muscle disorders
caused by mutations in the intracellular Ca2+ release channelsʼ, in The Journal of Clinical Investigation,
vol. 115 (2005), pp. 2033-2038. 
Una ricerca che presenta dati sperimentali che vanno contro l'idea di un'iperfosforilazione del recettore
RyR2  nello  scompenso  cardiaco  si  trova  in  XIAO,  B.  et  al.,  ʻCharacterization  of  a  novel  PKA
phosphorylation  site,  serine-2030,  reveals  no  PKA hyperphosphorylation  of  the  cardiac  ryanodine
receptor in canine heart failureʼ, in Circulation Research, vol. 96 (2005), pp. 847-855.
409 Cfr. BRISTOW, M. R., ʻBeta-adrenergic receptor blockade in chronic heart failureʼ, in Circulation,
vol. 101 (2000), pp. 558-569. 
410 Cfr. PENELA, P. C. et al., ʻMechanisms of regulation of G protein-coupled receptor kinases (GRKs)
and cardiovascular diseaseʼ, in Cardiovascular Research, vol. 69 (2006), pp. 46-56.
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funzionale nel corretto metabolismo del calcio nel cardiomiocita, tuttavia non si può
affermare con legittimità (almeno nello stato attuale degli studi) che esse ne siano  la
causa unica. Emerge, comunque, un legame strettissimo, sebbene di  dipendenza non
rigida dell'alterazione funzionale del metabolismo del calcio da una serie di alterazioni
nella morfologia del cardiomiocita.
4.2.2 Anomalie nelle proteine contrattili
L'attività contrattile nello scompenso cardiaco non viene depressa solo per mezzo di
un'alterazione delle concentrazioni ioniche, del ridotto funzionamento della Ca2+-ATPasi
e di una minore densità dei recettori  β-adrenergici, ma anche attraverso l'espressione
genica di isoforme della catena pesante della miosina. Ci sono due isoforme della catena
pesante della miosina: l'α (presenta un'alta attività ATPasica che aumenta la velocità di
contrazione) e la β (attività ATPasica ridotta). 
E' stato notato che nell'insufficienza cardiaca c'è una maggiore espressione della forma
β anziché di quella  α411 e ciò contribuirebbe ad una generale depressione del ciclo di
attacco-separazione  delle  teste  della  miosina  dall'actina  indebolendo  il  processo
contrattile.
L'espressione genica di un'isoforma in luogo di un'altra è chiaramente un'alterazione
morfo-funzionale di una certa proteina:  se la  miosina in stato di  fisiologia possiede
l'isoforma  α, cui corrisponde una normale attività ATPasica,  e se, invece, in stato di
scompenso cardiaco, esprime l'isoforma β (con attività ATPasica ridotta), è chiaro che
ad una mutazione nella struttura corrisponde un'alterazione nella funzionalità. Qui la
dipendenza  della  variazione funzionale da una di  tipo  morfologico  sembra  alquanto
411 Cfr. LOWES, B. D. et al., ʻChanges in gene expression in the intact human heart. Downregulation of
alpha-myosin heavy chain in hypertrophied, failing ventricular myocardiumʼ, in The Journal of Clinical
Investigation, vol. 100 (1997), pp. 2315-2324.
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evidente. 
Tutti  i  processi  biochimici  appena  esposti  mostrano  un  depotenziamento  della
contrattilità del tessuto muscolare cardiaco legato ad alterazioni sia morfologiche sia
funzionali. 
Torniamo, a questo punto, alle due domande iniziali: 
1) nella transizione dallo stato di fisiologia a quello di fisiopatologia dello scompenso,
c'è  un  rapporto  di  subordinazione  o  di  mutua  interdipendenza  delle  variazioni
morfologiche da quelle funzionali?
2) In che modo tali alterazioni concorrono a definire un certo livello biologico?
Per rispondere alla prima domanda è necessario considerare due punti:
a) Se consideriamo singolarmente le varie strutture della cellula, è possibile, il più delle
volte, ravvisare delle alterazioni funzionali che seguono le alterazioni morfologiche, dal
momento  che  ogni  singola  alterazione  morfologica sembra  determinare  una  leggera
variazione  funzionale:  la  diminuzione  del  flusso  del  calcio  (responsabile  del
meccanismo contrattile) sembra dipendere da una minore densità dei canali Ca2+ di tipo
L,  dei  recettori  β-adrenergici,  dell'enzima Ca2+-ATPasi,  da  un aumento  della  densità
dello scambiatore Na+-Ca2+  e, infine, dall'assunzione dell'isoforma  β, in luogo della  α,
delle catene pesanti della miosina.
b) Tuttavia, se consideriamo una variazione funzionale nell'insieme, ad es. la  generale
alterazione del metabolismo del calcio nel cardiomicita di un individuo scompensato,
non è possibile (almeno nello stato attuale degli studi) ricondurre l'intera alterazione
funzionale alle singole modificazioni morfologiche.
Ci  troviamo  di  fronte,  pertanto,  all'enorme  problema  filosofico  dello  statuto
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dell'emergenza di cui si è avuto modo di parlare nella sezione 3.1 di questo lavoro:
l'alterazione  funzionale  del  metabolismo  del  calcio  può  essere  considerata  come  la
somma di micro-variazioni morfologiche che si verificano nel cardiomiocita (visione
dell'additività di una proprietà)? 
Il  panorama  della  ricerca  biochimica  attuale  sembrerebbe  far  spiccare  la  seguente
prospettiva:  un'alterazione  funzionale  in  un  processo  metabolico  può  in  linea  di
principio essere ricondotta a una somma di micro-alterazioni morfologiche dovute, a
loro  volta,  ad alterazioni  nell'espressione  genica;  tuttavia,  la  comprensione  esatta  di
come  avvenga  quest'integrazione delle  alterazioni  morfologiche  al  fine  di  produrre
un'unica macro-variazione funzionale in un processo metabolico è ancora oscura.
Il  nostro  limite  conoscitivo  riguardo  lo  statuto  ontologico  dell'emergenza  consiste
precisamente  nella  nostra  limitata  comprensione  dei  processi  di  integrazione tra  le
singole strutture e i rispettivi meccanismi che compongono un livello. Ciò vale sia per la
fisiologia sia per la fisiopatologia.
Nel  caso  del  sistema  cardiovascolare  molti  meccanismi  fisiologici sono
biochimicamente e biofisicamente noti ed è ormai possibile rispondere alla domanda
«sono le funzioni che dipendono dalle strutture anatomiche o viceversa?»:  nei livelli
cellulare (cardiomicita) e tissutale  (muscolo cardiaco)  del  sistema cardiovascolare le
funzioni biochimiche e biofisiche possono essere considerate o come funzioni singole
prodotte da una singola struttura morfologica (ad esempio la funzione del flusso ionico
intermembrana  dipende  ontologicamente  dalla  struttura  morfologica  delle  pompe
ioniche) oppure come funzioni composte derivanti dall'interazione e dall'integrazione di
tante singole funzioni che si verificano in altrettante singole strutture morfologiche. 
Se consideriamo,  però,  la  fisiopatologia dello  scompenso,  ci  rendiamo conto che la
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dipendenza delle  funzioni  (alterate)  dalle strutture morfologiche (alterate) è  evidente
solo quando si considera la  singola alterazione funzionale limitatamente alla  singola
struttura cellulare alterata. Se, tuttavia, consideriamo una funzione generale alterata (ho
preso in considerazione la modificazione del metabolismo del calcio nel cardiomiocita),
non è possibile ricondurla a una sommatoria di singole variazioni morfologiche. 
La causa di ciò sta proprio nella scarsa conoscenza che attualmente si possiede circa i
processi di integrazione che intervengono nella fisiopatologia dello scompenso ai livelli
cellulare  e  tissutale.  Si  comprende,  dunque,  per  quale  motivo  un'alterazione
“emergente” (quale quella  del  pathway metabolico del  calcio modificato)  non possa
trovare  un'adeguata  spiegazione  meccanicistica in  una  sommatoria  di  alterazioni
morfologiche delle singole strutture. Il limite epistemologico di ciò va ricercato in una
generale incapacità, da parte delle spiegazioni meccanicistiche downward e upward, di
rendere conto dello statuto dell'emergenza.
Va notato, inoltre, che tutte le alterazioni morfologiche nelle proteine dipendono, come
si è avuto modo di vedere, da modificazioni nell'espressione dei geni responsabili della
sintesi di siffatte proteine. Un interessante interrogativo, alquanto spinoso e su cui non
mi soffermerò,  concerne proprio  il  rapporto  sussistente  tra  le  forme e le  funzioni  a
livello genico e sul modo in cui vadano interpretate, da un punto di vista filosofico, le
modifiche che concorrono ad “attivare” o “inibire” una determinata espressione genica.
2)  Proviamo  a  rispondere  adesso  alla  seconda  domanda  circa  il  modo  in  cui  le
alterazioni  morfo-funzionali  concorrono  a  definire  lo  statuto  ontologico  di  “livello
biologico”.
Abbiamo visto che, da un punto di vista anatomico, il sistema cardiovascolare va letto
come  un'integrazione progressiva  di  cardiomiociti  nei  tre  tipi  di  tessuto  muscolare
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cardiaco,  i  quali,  a  loro  volta,  vanno  a  costituire  l'organo  del  cuore.  Quest'ultimo,
considerato  insieme  al  tessuto  endoteliale  e  connettivo  dei  vasi della  circolazione
sistemica e polmonare, va a costituire il sistema cardiovascolare nella sua interezza.
Ho mostrato nella sezione 3.3 del presente lavoro come la nozione di “livello” sia stata
criticata, a causa della sua ambiguità semantica, e considerata da taluni meramente da
un punto di  vista  epistemologico  e  non ontologico412.  Ho argomentato,  in  antitesi  a
siffatta visione,  che il  concetto di “livello” sia un correlato necessario per quello di
“sistema organizzato gerarchicamente”. 
Le  analisi  sviluppate  nei  paragrafi  precedenti  evidenziano  la  necessità e
l'irrinunciabilità, da un punto di vista ontologico e contestualmente epistemologico, del
concetto di “livello” biologico non solo per la conoscenza, ma anche e soprattutto per la
costituzione  ontologica  di  un  determinato  sistema  dell'organismo,  quale  quello
cardiovascolare. In che modo, allora, le strutture e i meccanismi concorrono a definire
ontologicamente ed epistemologicamente il livello delle cellule, dei tessuti, degli organi
e del sistema considerato nella sua interezza?
La risposta va ricercata nell'assoluta peculiarità e unicità dei complessi morfo-funzionali
che,  sia  in  stato fisiologico sia  (forse ancor  più)  in  stato patologico,  definiscono la
struttura  globale  di  un  certo  livello  (i.e.  la  sua  ontologia).  Sono,  in  breve,  certe
caratteristiche  anatomiche e  al  contempo  funzionali,  localizzate  in  aree  ben precise
dell'organismo, che definiscono lo statuto ontologico di un livello.
Ora, nel caso specifico del livello dei cardiomiociti (livello cellulare) e dei tre tipi di
muscolo cardiaco (livello  tissutale),  analizzati  in questo capitolo,  vanno fatte  alcune
osservazioni riguardo il modo in cui i loro complessi morfo-funzionali ne definiscono
412 Si vedano le analisi effettuate nel paragrafo 3.3 del presente lavoro. In particolare, cfr. CRAVER, C.
F. e W. BECHTEL, Top-down causation without top-down causes, op. cit.
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l'ontologia. 
Nel  caso  dei  cardiomiciti  abbiamo  la  morfologia  tipica  di  una  cellula  (i.e.  nucleo,
mitocondri,  citoscheletro,  citosol ecc.)  con delle caratteristiche peculiari:  anzitutto la
presenza  di  un  reticolo  sarcoplasmatico  in  luogo  di  quello  endoplasmatico,  poi  la
presenza  delle  miofibrille  (con  la  tipica  interdigitazione  di  actina  e  miosina)  che
determina una forma allungata e leggermente schiacciata della cellula, infine la presenza
di tre canali ionici peculiari (canali Ca2+ tipo L, scambiatore Na+-Ca2+, scambiatore Na+-
K+).  La morfologia è  piuttosto affine a quella  della  cellula  del  muscolo scheletrico,
tuttavia  esistono  alcune  sottili  differenze  nelle  strutture  molecolari  coinvolte  in
conseguenza  delle  quali  nel  cardiomiocita  il  rilascio  di  calcio  dal  reticolo
sarcoplasmatico  dipende  molto  più  dalle  concentrazioni  del  Ca2+  extracellulare  del
tubulo trasverso: ciò implica una significativa differenza funzionale fra cardiomiociti e
cellule muscolari scheletriche. 
Va  aggiunto,  inoltre,  che  il  tessuto  muscolare  cardiaco  presenta  la  sua  assoluta
peculiarità nella morfologia del tessuto atriale, ventricolare e del sistema eccitatorio-
conduttivo. Ciò implica una genesi del potenziale d'azione che è differente rispetto al
muscolo scheletrico e a tempistiche di propagazione del segnale che sono differenti. Ne
deriva  una  funzionalità  nella  meccanica  della  contrazione/rilasciamento  che  è,  nel
complesso, differente (sebbene con molte affinità) nel muscolo scheletrico e in quello
cardiaco.
Tutto ciò vale per lo stato di fisiologia ma può applicarsi, specularmente alle condizioni
fisiopatologiche  (quale  quella  dello  scompenso).  La  condizione  dell'insufficienza
cardiaca implica una serie di alterazioni geniche, cellulari e tissutali che sono tipiche
esclusivamente  del  sistema  cardiovascolare.  Le  alterazioni  morfo-funzionali  che
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coinvolgono il cardiomiocita e quelle che concernono l'alterazione della contrattilità del
tessuto atriale e ventricolare sono un qualcosa di  unico, nella misura in cui si verifica
solo nel sistema cardiovascolare.
Secondo  l'analisi  appena  effettuata,  trovo  legittimo  parlare  di  un  livello  dei
cardiomiociti  e  di  uno concernente  il  tessuto  muscolare  cardiaco,  dal  momento  che
esistono complessi morfo-funzionali  localizzati esclusivamente nei cardiomiciti e nel
muscolo  cardiaco  e  non  risiedenti  in  nessun'altra  parte.  Non  sarebbero,  dunque,  le
diverse tecniche d'indagine, come vorrebbero Craver e Bechtel, a definire un livello, ma
le sue strutture anatomiche e i suoi meccanismi considerati sia nello stato di fisiologia
sia  nei  multipli  possibili  stati  di  patologia.  La  costituzione  ontologica  di  un  livello
determina  anche  una  rappresentazione  globale  che  noi  abbiamo  di  un  determinato
sistema concorrendo, così, al processo di conoscenza che noi abbiamo di esso. 
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Capitolo 5
Relazioni tra strutture e meccanismi nei livelli macroscopici del
sistema cardiovascolare
Il  presente  capitolo  si  pone  in  assoluta  continuità  con  il  precedente  spostando  le
medesime  questioni  filosofiche  (i.e.  la  determinazione  del  rapporto  forma-funzione
rispetto allo statuto dell'emergenza, al concetto di livello e, poi, a quello di spiegazione
meccanicistica)  dal  livello  microscopico del  cardiomicita  a  quelli  macroscopici
dell'organo del cuore e del suo legame con la circolazione polmonare e sistemica (i.e. il
sistema cardiovascolare nella sua interezza).
Il metodo di analisi sarà il medesimo: studiare il rapporto tra le strutture anatomiche e i
meccanismi correlati tanto nello stato di fisiologia quanto in quello di fisiopatologia
dello scompenso cardiaco. Si presenteranno nuovamente domande già sollevate per il
livello cellulare e quello tissutale: 
1)  quale  relazione  intercorre  tra  una  funzione  dell'intero livello  e  le  strutture
morfologiche che lo compongono? Che rapporto c'è, invece, tra le funzioni delle singole
parti di un livello e le singole strutture che lo costituiscono?
2) In che modo le strutture morfo-funzionali del cuore e della circolazione polmonare e
sistemica concorrono a definire i due livelli del cuore come organo e del suo legame col
circolo ematico in termini di sistema cardiovascolare?
3)  Quali  sono  i  limiti  e  le  potenzialità  presenti  nelle  spiegazioni  meccanicistiche
downward e upward per la comprensione del rapporto forma-funzione?
Nella sezione 5.1.1 si focalizzerà l'attenzione sul cuore come pompa introducendo le
nozioni basilari di “ciclo cardiaco”, “precarico” e “postcarico”. Successivamente, nella
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sezione 5.1.2, si affronterà lo studio dell'intera circolazione sanguigna alla luce della
legge  di  Ohm  (F  =  ΔP/R)413 mostrando  l'interdipendenza  tra  il  flusso  ematico,  la
pressione arteriosa e la resistenza periferica. Particolare attenzione meriterà la relazione
che lega la  gittata cardiaca e il  ritorno venoso alla luce della legge di Frank-Starling.
Infine, si prenderanno in esame i principali meccanismi di regolazione locale del flusso
ematico e quelli coinvolti nella regolazione della pressione arteriosa. 
Alla  luce  di  questa  disamina  delle  principali  strutture  morfo-funzionali  dei  livelli
macroscopici del sistema cardiovascolare, si tenterà di fornire una risposta ai primi due
interrogativi,  nella  misura  in  cui  si  cercherà  di  mostrare  la  differenza  tra  funzioni
“locali” e funzioni “sistemico-integrative” e di vedere come la relazione tra strutture
morfologiche e meccanismi consente di definire ontologicamente un livello biologico. 
Nella sezione 5.2 si analizzerà il modo in cui le strutture morfologiche menzionate nei
due paragrafi precedenti si modifichino nella condizione patologica dello scompenso
cardiaco. Si focalizzerà sul fatto che i tre meccanismi adattivi414 che il cuore mette in
atto  per  rispondere  a  una diminuita  gittata  sistolica  hanno effetti  benefici  nel  breve
periodo, ma, se considerati nel lungo periodo, determinano uno stato di  insufficienza
cardiaca. 
Anche in questa sezione si cercherà di fornire delle risposte ai primi due interrogativi
evidenziando le principali trasformazioni morfologiche e funzionali che intervengono
413 Si presti molta attenzione al fatto che la legge di Ohm fu formulata principalmente per l'analisi dei
circuiti elettrici postulando una proporzionalità diretta tra l'intensità della corrente e il voltaggio ai due
capi del circuito e una proporzionalità inversa tra l'intensità della corrente e la resistenza del circuito al
passaggio della corrente (I = V/R). Tale legge, opportunamente modificata (F = ΔP/R), può essere estesa a
un  modello idraulico  quale  quello del  flusso ematico.  Questa  è  la  ragione  per  cui,  per  descrivere  il
comportamento fisico tanto del flusso ematico quanto della gittata cardiaca, ci si possa avvalere della
“legge di Ohm”.
414 I tre meccanismi adattivi sono: 1) l'aumento del precarico per favorire una maggiore interdigitazione
tra i filamenti di actina e quelli di miosina al fine di migliorare l'efficienza del processo contrattile (ciò è
spiegabile alla luce della legge di Frank-Starling); 2) l'ipertrofia cardiaca: l'aumento di massa muscolare
tenta  di  sopperire  alla  diminuita  efficienza  contrattile;  3)  meccanismi  neuroumorali:  attivazione  del
sistema ortosimpatico e dell'asse renina-angiotensina-aldosterone.
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nel passaggio dallo stato fisiologico a quello fisiopatologico.
Riguardo l'ultimo interrogativo, ciò che inizierà ad emergere è che le spiegazioni causali
downward e  upward  non  risultano  perfettamente  adeguate  per  la  descrizione  delle
funzioni “sistemiche o integrative”. Per questo motivo, nel capitolo 6, verranno prese
nuovamente  in  esame  le  spiegazioni  dinamiche,  le  quali  possono  rappresentare  un
valido  complemento  epistemologico  a  quelle  meccanicistiche  per  una  maggiore
comprensione delle funzioni “sistemiche”.
5.1 Strutture morfologiche e fisiologia del cuore e della 
circolazione sistemica e polmonare
Nella sezione 4.1 si è visto che il meccanismo biochimico coinvolto nella contrazione
muscolare consiste nell'accoppiamento di un processo  eccitatorio con uno  contrattile,
nella  misura  in  cui  l'arrivo  del  potenziale  d'azione  nella  fibrocellula,  permettendo
l'apertura dei canali Ca2+ voltaggio-dipendenti con la conseguente entrata del flusso di
ioni  calcio,  determina l'attacco  delle  teste  della  miosina  ai  siti  di  legame dell'actina
permettendo lo scorrimento dei filamenti di miosina su quelli dell'actina e consentendo,
così, il processo di contrazione muscolare.
La meccanica del cuore come “pompa” prevede un'alternanza ritmica di una fase di
rilasciamento (diastole) e di una fase di contrazione (sistole). L'unità della diastole e
della sistole costituisce il “ciclo cardiaco”, il quale viene suddiviso in quattro fasi. Dal
momento che il sangue fluisce in modo continuo dalle grandi vene negli atri,  buona
parte  del  volume  ematico  fluisce  dagli  atri  nei  ventricoli  prima  che  questi  si
contraggano:  la  contrazione  atriale,  la  quale  funge  come  “pompa  d'innesco”  della
contrazione del tessuto ventricolare415, favorisce un ulteriore riempimento dei ventricoli.
415 Il motivo per cui il muscolo atriale si contrae qualche centesimo di secondo prima rispetto a quello
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5.1.1 Struttura e fisiologia del cuore
In generale,  il  ciclo cardiaco viene studiato secondo la  cosiddetta  “curva pressione-
volume”: l'alternanza tra la diastole e la sistole nei ventricoli produce delle variazioni
pressorie  e  volumiche  che  consentono  non  solo  di  stabilire  quattro  fasi  del  ciclo
cardiaco, ma di parlare anche di una “curva di pressione diastolica” (descrizione grafica
dell'andamento della pressione ventricolare in fase di rilasciamento -diastole- in cui il
ventricolo  accoglie  volumi  ematici  sempre  maggiori)  e  di  una  “curva  di  pressione
sistolica”  (descrizione  grafica  dell'andamento  della  pressione  ventricolare  in  fase  di
contrazione -sistole- in cui il ventricolo eietta il sangue accumulatosi in fase diastolica). 
Sono quattro le fasi del ciclo cardiaco:
Fase 1:  periodo di riempimento. In tale fase della  diastole si aprono le valvole atrio-
ventricolare è spiegato nella sezione 4.1.2 del presente lavoro e dipende da una velocità di conduzione del
potenziale d'azione che, nel nodo atrio-ventricolare, è minore rispetto a quella del nodo seno-atriale e
delle vie internodali. 
Figura 13: Struttura morfologica del  cuore:  le frecce
indicano il  percorso che il  flusso ematico compie nel
passaggio  dagli  atri  ai  ventricoli  (fonte:  Hall,  J.  E.,
Guyton e Hall, 2012).
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ventricolari416 (mitrale per il sinistro, tricuspide per il destro), il ventricolo comincia a
riempirsi dal sangue proveniente dall'atrio corrispondente. Il volume sale da 45 mL (la
quantità minima di sangue rimasta nel ventricolo dal battito precedente) a un valore
normale di 115 mL; la pressione diastolica del ventricolo aumenta leggermente da 0 a 5
mmHg417.  La  fine  del  periodo  di  riempimento  rappresenta  la  fine  della  diastole (o
“telediastole”)418.
Fase  2:  periodo  della  contrazione  isovolumica.  Tale  fase  rappresenta  l'inizio  della
sistole e  comincia  con  la  chiusura  brusca  delle  valvole  atrio-ventricolari  che  non
consentono più l'entrata di  sangue: il  volume ematico dei ventricoli  rimane pertanto
inalterato (in tal senso “isovolumico”). Contestualmente, l'arrivo del potenziale d'azione
dal nodo seno-atriale al tessuto ventricolare (reso possibile grazie alle fibre di Purkinje)
ne  consente  la  contrazione.  Nel  periodo  della  contrazione  isovolumica,  il  volume
ventricolare rimane inalterato,  ma la pressione ventricolare passa da 5 a 100 mmHg
arrivando ad eguagliare quella aortica419.
416 Sia le valvole atrio-ventricolari sia quelle semilunari si aprono e si chiudono “passivamente” sulla
base  del  gradiente  pressorio  del  flusso  ematico:  si  aprono  quando  sussiste  un  gradiente  pressorio
anterogrado, si chiudono quando il gradiente pressorio è retrogrado.
417 “mmHg” è la sigla per l'unità di misura della pressione: millimetri di mercurio (il Torr). 1 mmHg
equivale alla pressione differenziale necessaria per sollevare una colonna di 1 mm di mercurio (= 133,
322 Pa).
418 Questi valori volumici sono valori medi, dal momento che esiste una variabilità individuale.
419 Questi valori pressori sono valori medi, dal momento che esiste una variabilità individuale.
198
Fase 3:  periodo di eiezione (o della gittata cardiaca). Durante questa fase della sistole
l'alta pressione ventricolare genera un gradiente pressorio anterogrado che determina
l'apertura delle valvole semilunari (aortica per il sinistro, polmonare per il destro); il
sangue può dunque essere eiettato dal ventricolo sinistro nell'aorta (e da lì passare alla
circolazione sistemica) e dal ventricolo destro nell'arteria polmonare (e da lì passare alla
circolazione polmonare). Durante l'eiezione il volume ematico ventricolare scende da
115 per ritornare a 45 mL. La pressione ventricolare inizialmente sale (poiché continua
il processo contrattile), ma successivamente scende420.
La fine del periodo di eiezione rappresenta la fine della sistole (o “telesistole”).
Fase  4:  periodo  del  rilasciamento  isovolumico.  Tale  fase  rappresenta  l'inizio  della
diastole. La diminuzione della pressione ventricolare determina un gradiente pressorio
retrogrado che fa chiudere le valvole semilunari. I ventricoli non possono più eiettare
sangue, dunque il volume ematico ventricolare rimane il medesimo (“isovolumico”).
Inizia un periodo di refrattarietà del potenziale d'azione del muscolo ventricolare che
non permette una nuova contrazione. Il diminuito afflusso di ioni calcio all'interno dei
420 Anche in questo caso si tratta di valori volumici medi.
Figura 14: Diagramma che descrive la relazione tra il
volume ventricolare e la pressione intraventricolare. Le
linee rosse indicano il ciclo cardiaco (fonte: Hall, J. E.,
Guyton e Hall, 2012).
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cardiomiociti  fa  allontanare  le  teste  della  miosina  dai  siti  di  legame  dell'actina
determinando così il  rilasciamento muscolare. Il rilasciamento del tessuto ventricolare
determina  una  drastica  caduta  della  pressione  ventricolare  da  circa  100 mmHg a  0
mmHg421.
I concetti di “precarico” e “postcarico” muscolare risultano particolarmente utili per lo
studio  del  ciclo  cardiaco.  Il  “precarico”  rappresenta  il  carico  di  tensione  (i.e.  la
pressione) da parte del muscolo all'inizio del processo di contrazione, il “postcarico”
rappresenta il  carico di tensione contro il  quale il  muscolo esercita  la  propria forza
contrattile. Nel caso del muscolo cardiaco il “precarico” è rappresentato dalla pressione
telediastolica, mentre il “postcarico” dalla pressione arteriosa contro cui il cuore deve
contrarsi (che coincide con la pressione ventricolare in fase di eiezione, ovvero con la
tensione delle pareti ventricolari). 
421 Anche in questo caso si tratta di valori pressori medi.
Figura 15: Diagramma volume-pressione che mostra in dettaglio le
variazioni volumiche e pressorie per le quattro fasi del ciclo cardiaco
(fonte: Hall, J. E., Guyton e Hall, 2012).
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La gittata  cardiaca422 viene regolata  mediante due  meccanismi:  1)  il  meccanismo di
Frank-Starling, 2) la regolazione neuroumorale da parte del sistema nervoso autonomo.
1) Secondo il “meccanismo di Frank-Starling” la velocità del flusso ematico eiettato in
fase sistolica dipende dalla velocità del ritorno venoso  in fase diastolica. Ciò è piuttosto
intuitivo se si pensa che tutto il sangue in entrata negli atri destro e sinistro (flusso
ematico venoso)  deve venire  espulso dai  ventricoli  destro e  sinistro (flusso ematico
arterioso).  Il  “meccanismo di  Frank-Starling” può essere riformulato dicendo che la
pressione di postcarico dipende dalla pressione di precarico del muscolo cardiaco. 
Ciò è coerente con il fatto che quanto più il tessuto ventricolare è stirato nel periodo del
rilasciamento,  tanto più accoglie una gran quantità di sangue proveniente dalle vene
(ritorno venoso). A seguito di ciò, esso avrà una grande forza di contrazione in sistole e
un grande volume ematico eiettato nelle grandi arterie. Inoltre, un maggiore stiramento
del nodo seno-atriale determina un incremento della frequenza cardiaca. Ad aumentare
la frequenza cardiaca concorre anche il cosiddetto “riflesso di Bainbridge”, che è un
riflesso nervoso determinato dallo stiramento dell'atrio destro.
2)  Il  sistema  nervoso  autonomo  gioca  un  ruolo  estremamente  importante  nella
regolazione della gittata cardiaca nella misura in cui i nervi ortosimpatici producono
effetti eccitatori che aumentano la frequenza del battito cardiaco e la forza contrattile del
cuore, mentre quelli parasimpatici tendono a diminuire la frequenza cardiaca423.
422 La nozione di “gittata cardiaca” coincide con quella di “velocità del flusso ematico eiettato in fase
sistolica”. La nozione di “gittata cardiaca” ha uno statuto duplice, nella misura in cui essa, pur essendo
localizzata  nell'organo  del  cuore,  risulta  regolata  da  meccanismi  che  agiscono  a  livello  dell'intera
circolazione sistemica e polmonare: il ritorno venoso e i sistemi neuroumorali. 
Per  tale  ragione  ho  deciso  di  presentare  questo  concetto  nella  sezione  5.1.1,  ma  di  trattarlo  più
diffusamente nella sezione 5.1.2.
423 La noradrenalina, rilasciata dal terminale sinaptico postgangliare dei nervi  ortosimpatici, una volta
legatasi ai recettori  β1 adrenergici, aumenta la frequenza di scarica dei potenziali d'azione da parte del
nodo SA permettendo, così, un aumento della forza contrattile e della frequenza cardiaca. 
L'acetilcolina, rilasciata dal terminale sinaptico postgangliare dei nervi parasimpatici, una volta legatasi
ai recettori colinergici, diminuisce la frequenza di scarica provocando una diminuzione della frequenza
cardiaca.
Va notato che, mentre le terminazioni ortosimpatiche innervano tutto l'epicardio, quelle parasimpatiche
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L'apporto di metaboliti e di ossigeno necessari  per le principali funzioni metaboliche
del tessuto muscolare arriva al cuore attraverso la “circolazione coronarica”: una rete di
vasi che si diparte dalle due arterie coronarie principali (quella destra e quella sinistra).
Le arterie coronarie si ramificano per tutto il miocardio innervando sia l'area posta sopra
il  miocardio  (epicardica)  sia  quella  che  vi  si  trova  sotto  (subendoepicardica).  Il
principale  fattore  di  controllo  del  flusso  ematico  coronario  è  la  concentrazione  di
ossigeno,  nella  misura  in  cui  basse  concentrazioni  di  ossigeno  determinano  uno
stiramento dei vasi coronarici in modo da favorire l'afflusso di sangue; al contrario alte
concentrazioni di ossigeno favoriscono una contrazione dei vasi in modo tale da opporre
maggiore  resistenza  all'arrivo  di  nuovo  sangue.  Bisogna,  tuttavia,  ricordare  che  c'è
anche  un  controllo  nervoso  della  circolazione  coronarica  da  parte  sia  del  sistema
ortosimpatico, che produce vasocostrizione, sia del sistema parasimpatico che, invece,
determina una vasodilatazione424.
La fisiologia del cuore ha finora messo in luce alcuni nodi estremamente importanti: 1)
solo l'area del nodo SA. In conseguenza di ciò, il parasimpatico fa diminuire la frequenza di scarica e la
frequenza cardiaca anziché ridurre in modo significativo la forza di contrazione.
424 Va osservato che, nonostante l'innervazione parasimpatica del  sistema coronarico ventricolare sia
molto scarsa, l'acetilcolina liberata durante la stimolazione parasimpatica ha un effetto diretto sulle arterie
coronarie che concorre ad un'efficiente vasodilatazione.
Figura  16:  Circolazione  coronarica:  in
evidenza  le  due  principali  arterie
coronarie (destra e sinistra) (fonte: Hall,
J. E., Guyton e Hall, 2012).
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l'assoluta centralità del ciclo cardiaco in quanto alternanza di un periodo di contrazione
(sistole) e di uno di rilasciamento (diastole); 2) il legame che, alla luce della legge di
Frank-Starling,  appare  inscindibile  tra  la  gittata  cardiaca e  il  ritorno  venoso e,  in
conseguenza  di  ciò,  l'impossibilità  di  studiare  il  cuore  separatamente  dall'intera
circolazione  sistemica  e  polmonare;  3)  i  due  meccanismi  di  controllo  della  gittata
cardiaca (legge  di  Frank-Starling  e  sistema  di  regolazione  neuroumorale);  4)  la
rilevanza  della  circolazione  coronarica per  le  esigenze  metaboliche  del  tessuto
muscolare.
Interroghiamoci  adesso sul  rapporto sussistente  tra  le  funzioni  appena descritte  e  le
strutture morfologiche in cui si verificano: lo statuto ontologico di queste funzioni è tale
in virtù della particolare anatomia del cuore? E' possibile ravvisare, come abbiamo visto
nel caso delle proteine transmembrana coinvolte nella regolazione dei flussi ionici e
delle proteine contrattili nei cardiomiciti, una dipendenza stretta dell'esistenza di certe
funzioni dalle strutture che le realizzano? Quali di questi meccanismi sono definibili
“funzioni locali” e quali, invece, “sistemico-integrative”?
L'osservazione preliminare da fare prima di rispondere a queste domande è la seguente:
la fisiologia del cuore è assimilabile a quella di una pompa il cui ciclo di funzionamento
consiste nell'alternanza ritmica di una contrazione e di un rilasciamento. La meccanica
che  la  descrive  è,  pertanto,  quella  di  una  qualsiasi  pompa  il  cui  flusso ha  una
proporzionalità diretta con la  pressione tra i capi del circuito in cui espelle il fluido e
una proporzionalità  inversa alla  resistenza che tale  circuito  oppone al  passaggio del
fluido. 
Lo  statuto  ontologico di  alcuni  meccanismi  fisiologici  cardiaci  può esser  compreso
“localmente”  grazie  a  un  legame  diretto con   singole  strutture  morfologiche.  Altri
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meccanismi  fisiologici  cardiaci,  invece,  sono  comprensibili  alla  luce  di  determinate
funzioni  generali dell'intero  sistema  cardiovascolare:  lo  statuto  ontologico  di  tali
funzioni dipende dall'integrazione di differenti strutture morfologiche poste nello stesso
livello  e  devono essere  comprese alla  luce di  alcune proprietà   “sistemiche”.  Sono,
infatti,  alcune  proprietà  generali del  sistema cardiovascolare  e  dell'intero  cuore  che
consentono di comprenderne le caratteristiche funzionali essenziali. 
Per  mostrare  il  differente  statuto  ontologico delle  funzioni  “locali”  e  di  quelle
“sistemiche o integrative” mi avvarrò di cinque casi tratti dalla fisiologia del cuore: i
primi  tre  sono  esempi  di  funzioni  con  statuto  ontologico  “locale”,  gli  ultimi  due
presentano, invece, una natura “sistemica o integrativa”. 
1) La presenza di due aree (destra e sinistra) morfologicamente separate permette che
non ci sia una commistione tra il sangue proveniente dalla vena cava (ricco di anidride
carbonica  e  ioni  idrogeno)  e  il  sangue  proveniente  dalla  vena  polmonare  (ricco  di
ossigeno). Inoltre, fa sì che il sangue eiettato nelle arterie della circolazione sistemica
non si mischi con quello eiettato nelle arterie della circolazione polmonare. 
La  possibilità,  dunque,  di  mantenere  separati  le  due  tipologie  di  sangue  aventi
concentrazioni  diverse  di  componenti  chimiche  quali  ossigeno,  anidride  carbonica  e
idrogeno,  dipende  senz'alcun  dubbio  da  una  particolare  struttura  morfologica
dell'organo del cuore e della circolazione sistemica e polmonare.
2) Al contempo, è proprio la peculiare divisione di ciascuna parte del cuore in atri e
ventricoli e, inoltre, l'esistenza stessa delle valvole atrio-ventricolari e semilunari, che
spiega il  peculiare funzionamento del  ciclo  cardiaco e  il  motivo per  cui  questo  sia
articolato  nelle  quattro  fasi  esposte  sopra.  La  peculiare  alternanza  ciclica  tra
1)telediastole - 2)inizio sistole – 3)telesistole – 4)inizio diastole trova la sua ragion d'essere
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sia nell'apertura e nella chiusura, in fasi ben precise del ciclo cardiaco, delle valvole
aortica e polmonare (valvole semilunari),  da un lato, e mitrale e tricuspide, dall'altro
(atrio-ventricolari),  sia  nella  divisione  tra  atri  (strutture  che  accolgono  il  sangue
proveniente dalle vene) e ventricoli (strutture che accolgono il sangue da eiettare nelle
arterie).
3) La rete di arterie che compone la circolazione coronarica spiega il modo in cui il
cuore  riceve  il  corretto  apporto  di  metaboliti  e  di  ossigeno,  necessari  per  i  propri
fabbisogni metabolici. L'intero metabolismo cardiaco dipende, pertanto, dalla struttura
morfologica del circolo coronarico. Tale dipendenza è comprovata dal fatto che, quando
un'arteria, a causa di processi aterosclerotici, si ostruisce, determinate aree miocardiche
vanno  incontro  a  una  perfusione  ematica  diminuita  che  produce  la  condizione  dell'
“infarto”.
In  questi  tre  casi  si  può  notare  una  dipendenza  ontologica,  davvero  stretta, della
funzione dalla corrispettiva struttura morfologica: le principali caratteristiche funzionali
di  tali  meccanismi  possono  esser  spiegate  solo  alla  luce  delle  caratteristiche
morfologiche  delle  rispettive  strutture  anatomiche.  Questi  tre  meccanismi  sono
definibili  come  “funzioni  locali”  relativamente  al  livello  di  organizzazione  e  di
descrizione dell'organo del cuore.
Si considerino adesso i due principali meccanismi di regolazione della gittata cardiaca
(la  legge  di  Frank-Starling  e  il  sistema neuroumorale):  sebbene vi  sia  un  indubbio
legame a determinate strutture, tuttavia sembra che il loro statuto ontologico dipenda da
caratteristiche funzionali molto più generali inerenti l'intera circolazione. Questi due
meccanismi sono, pertanto, definibili come “funzioni sistemiche”.
4) In breve,  se si ponesse una domanda circa lo  statuto ontologico del  meccanismo
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descritto  dalla  legge  di  Frank-Starling  (i.e.  la  velocità  della  gittata  è  regolata  dalla
velocità del ritorno venoso),  non si potrebbe rispondere semplicemente localizzandolo
in determinate strutture morfologiche, poiché i  meccanismi di regolazione della gittata
cardiaca vanno compresi alla luce di un modo di  funzionamento generale del sistema
cardiovascolare.
La legge di Frank-Starling, infatti, come si vedrà nel paragrafo successivo, si limita ad
affermare che la velocità della gittata cardiaca è determinata dalla velocità del flusso
ematico  entrante  negli  atri  (ritorno  venoso).  Le  caratteristiche  essenziali  di  questo
fenomeno non si possono comprendere soltanto in relazione alle strutture morfologiche
che lo realizzano (vene, atri, ventricoli, arterie), bensì alla luce di una relazione che lega
contemporaneamente  tante  funzioni  del  sistema  cardiovascolare  che,  nel  complesso
concorrono  all'omeostasi  dell'intero  organismo  umano:  la  pressione  arteriosa,  la
resistenza periferica totale, la pressione sistemica media di riempimento del circolo, la
pressione atriale destra, la resistenza che ogni singolo vaso oppone al flusso del “ritorno
venoso”.
5) Il  medesimo discorso si può applicare alla regolazione neuroumorale della gittata
cardiaca. In tal caso la peculiare struttura morfologica ci consente di capire per quale
motivo la  stimolazione  parasimpatica  sia  presente  esclusivamente nell'area  del  nodo
seno-atriale,  mentre quella ortosimpatica in  tutto  il  pericardio e per quale motivo la
noradrenalina, legandosi ai recettori β1 adrenergici, produca vasocostrizione e aumento
della  frequenza  cardiaca,  mentre  l'acetilcolina,  legandosi  ai  recettori  colinergici,
determini vasodilatazione e diminuzione della frequenza cardiaca.
Nonostante  ciò,  le  caratteristiche  essenziali del  funzionamento  del  sistema  nervoso
autonomo non sono da ritrovare in questi elementi morfologici, ma nel fatto che essi
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concorrono a mantenere la gittata cardiaca e la pressione arteriosa a livelli fisiologici
“normali”.  Anche in  questo caso,  dunque,  il  significato più profondo dell'orto  e del
parasimpatico,  relativamente  al  cuore,  va  ritrovato  nella  realizzazione  di  un
funzionamento generale del sistema cardiovascolare.
Nessuna  delle  cinque  funzioni  che  coinvolgono  il  cuore  può  esser  pensata
separatamente dalle strutture morfologiche che le realizzano. Tuttavia, mentre lo statuto
ontologico (i.e. le caratteristiche funzionali essenziali) delle prime tre dipende in modo
diretto da certe strutture morfologiche e può essere ricondotto a esse; nelle ultime due la
loro  ontologia  dipende  dall'integrazione  di  differenti  strutture  morfologiche poste  a
livello del cuore e il loro significato fisiologico più profondo va colto in una cornice
“sistemica” inerente l'intero sistema cardiovascolare. 
Ricapitolando, dunque, le tre funzioni cardiache inerenti: la separazione tra le vie di
conduzione  del  sangue  ossigenato  da  quelle  che  invece  trasportano  CO2 e  H+,  il
meccanismo del ciclo cardiaco, le vie di conduzione dei metaboliti mediante le arterie
coronarie sono definibili come “funzioni locali”, dal momento che il loro significato
funzionale  (fisiologico)  deriva  direttamente dalle  caratteristiche morfologiche  di  una
peculiare struttura anatomica. Al contrario, le due funzioni coinvolte nella regolazione
della  gittata  cardiaca  (meccanismo di  Frank-Starling  e  regolazione  neuroumorale  da
parte  del  sistema nervoso autonomo) sono considerabili  come “funzioni  sistemiche”,
poiché il  loro significato fisiologico è comprensibile alla luce di comportamenti  che
coinvolgono l'intero sistema cardiovascolare.
5.1.2  Struttura e fisiologia della circolazione polmonare e sistemica
La  circolazione  si  suddivide  in  polmonare  e  sistemica:  la  prima  fornisce  il  flusso
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ematico esclusivamente ai polmoni, la seconda a tutti i restanti tessuti del corpo (per tale
ragione quest'ultima è anche detta “periferica” o “grande circolazione”). I grandi vasi
che conducono il flusso ematico dai diversi tessuti agli atri prendono il nome di  vene,
quelli che conducono il flusso ematico dai ventricoli a tutti i tessuti corporei prendono il
nome di arterie.
Nella circolazione polmonare le vene trasportano sangue ricco di ossigeno, mentre le
arterie uno ricco di anidride carbonica e ioni idrogeno. Nella circolazione sistemica,
invece, le vene portano sangue ricco di anidride carbonica, ioni idrogeno e prodotti di
scarto dei processi metabolici, le arterie il sangue ossigenato. 
Per  rendere  quanto  più  efficace  possibile  la  perfusione  sanguigna  a  tutti  i  tessuti
dell'organismo,  i  grandi  vasi  si  ramificano.  Le  arterie si  suddividono in  arteriole e
capillari, ognuno dei quali ha un diametro sempre più piccolo e delle pareti sempre più
sottili che, nel caso dei capillari, permettono processi di diffusione delle sostanze (quali
acqua, elettroliti ecc.) tra il sangue e il liquido interstiziale. Le  vene si ramificano in
venule e capillari: anche in tal caso la differenza consiste nel diametro del vaso e nello
spessore  della  sua  parete.  I  capillari  sono  i  vasi  maggiormente  presenti  in  tutto
Figura 17: Circolazione polmonare e sistemica 
(fonte: Hall, J. E., Guyton e Hall, 2012).
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l'organismo  e,  per  facilitare  la  perfusione  sanguigna  dei  tessuti,  non  sono  rare  le
anastomosi.
Le vene, a causa della loro grande compliance vascolare, non hanno solo la funzione di
trasportare il sangue al cuore, bensì quello di fungere da vere e proprie riserve ematiche.
Ogni vaso sanguigno gode di due importanti proprietà: la distensibilità e la compliance
(o capacitanza). La prima descrive la capacità di un vaso di “distendersi” per accogliere
un volume ematico maggiore, la seconda è un parametro matematico che esprime il
rapporto  fra  variazione  di  volume  e  variazione  di  pressione425.  Ora,  è  proprio  la
proprietà  della  compliance che spiega il  motivo  per  cui  le  vene  fungono da vere e
proprie  riserve  ematiche:  esse  hanno  una  compliance che  è  nettamente  superiore  a
quella  delle  arterie,  ovvero  una  capacità  molto  più  alta  rispetto  alle  arterie  di
immagazzinare sangue. 
Le proprietà della distensibilità e della compliance vascolare sono considerabili come
funzioni “locali” del sistema circolatorio, dal momento che il loro significato fisiologico
è comprensibile quasi interamente dalle proprietà morfologiche delle rispettive strutture:
i vasi sanguigni. 
Il principio fondamentale che regola tutta la funzione circolatoria è quello di garantire a
tutti  i  tessuti  dell'organismo  la  perfusione  ematica  ottimale  in  relazione  alle  loro
esigenze metaboliche. 
Inoltre,  il  flusso ematico  che  passa  attraverso ogni  vaso è,  secondo quanto  afferma
l'analogia idraulica con la legge di Ohm (F =  ΔP/R), direttamente proporzionale alla
425 La distensibilità vascolare è definita matematicamente come  Aumento del volume ematico/(Aumento
della  pressione  ematicaVolume  iniziale);  la  compliance  vascolare  (o  capacitanza)  è  definita  come
Aumento del volume ematico/Aumento della pressione.
Le stesse equazioni matematiche fanno emergere chiaramente la differenza sussistente tra la distensibilità
e  la  compliance  vascolare.  La  distensibilità  vascolare,  infatti,  può  essere  altrimenti  espressa  come il
prodotto tra la compliance del vaso e il proprio volume iniziale.
In breve, mentre la distensibilità vascolare dipende dalla variabile del volume ematico iniziale del vaso,
nel caso della compliance ciò non sussiste.
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differenza  di  pressione  (anche  detto  “gradiente  pressorio”)  sussistente  tra  le  due
estremità del vaso e inversamente proporzionale alla resistenza che oppone il vaso al
passaggio del sangue426. La resistenza totale al flusso ematico nell'intera circolazione
sanguigna è uguale alla somma delle resistenze di ciascun vaso427. 
Una volta presentate le caratteristiche anatomiche principali del sistema circolatorio e
mostrata  la  relazione  (descritta  dalla  legge  di  Ohm)  tra  flusso  ematico,  gradiente
pressorio e resistenza, ritengo opportuno soffermarmi sui concetti, centrali tanto per la
comprensione  della  fisiologia  del  cuore  quanto  per  quella  dell'intera  circolazione
polmonare  e  sistemica,  di  “gittata  cardiaca”  e  “ritorno  venoso”,  nonché  sui  loro
meccanismi di regolazione. 
Per “gittata cardiaca” s'intende il volume ematico espulso dai due ventricoli nella fase
sistolica di eiezione (fase 3 del ciclo cardiaco); per “ritorno venoso” s'intende il flusso
ematico che giunge ai due atri dalle vene (vena cava per l'atrio destro, vena polmonare
per il  sinistro).  Il  ritorno venoso è uguale alla somma di tutti  i  flussi  ematici  locali
provenienti dai diversi tessuti dell'organismo. 
La gittata cardiaca (gittata cardiaca = pressione arteriosa/resistenza periferica totale) è
direttamente proporzionale alla pressione arteriosa e inversamente proporzionale alla
resistenza periferica totale (i.e.  alla somma di tutte le  resistenze vascolari  dell'intera
circolazione sistemica e polmonare)428. 
Per “pressione arteriosa” s'intende il valore pressorio registrato sia in fase diastolica sia
426 Vale  la  pena  notare  che,  per  la  legge  di  Poiseuille  (F  =  πΔPr4/8ηl),  il  flusso  ematico  risulta
direttamente proporzionale alla  quarta  potenza del  raggio del  vaso e inversamente proporzionale alla
lunghezza del vaso e alla viscosità del sangue. L'estrema rilevanza, per la determinazione del valore del
flusso ematico, della quarta potenza del  raggio,  mostra come il  diametro del  vaso (i.e.  il  doppio del
raggio) sia la variabile che maggiormente influenza il flusso ematico.
427 Si noti a tal proposito che, se i vasi ematici sono in serie allora R tot = R1+R2+R3+R4 …, se i vasi
ematici sono in parallelo allora 1/Rtot = 1/R1+1/R2+1/R3+1/R4 … .
428 L'equazione che regola la gittata cardiaca è una leggera variazione della legge di Ohm: la differenza è
che al posto del flusso ematico abbiamo il volume ematico di eiezione. 
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in quella sistolica nell'arteria polmonare (in cui eietta il sangue il ventricolo destro) e
nell'arteria  aortica  (in  cui  eietta  il  sangue  il  ventricolo  sinistro).  Va  fatta,  tuttavia,
un'importante precisazione che spiega il motivo per cui, generalmente, nei manuali di
fisiologia,  quando si  parla di  “pressione arteriosa”,  si  parla  sempre della “pressione
aortica” in fase diastolica oppure sistolica: infatti in seguito alle differenze di resistenze
vascolari e di compliance tra circolo polmonare e circolo sistemico la pressione aortica
ha valori molto più alti rispetto a quella polmonare429. 
Per “resistenza periferica totale” s'intende la sommatoria di tutte le resistenze da parte
dei vasi della circolazione polmonare e sistemica.
La  proporzionalità  diretta  tra  la  gittata  cardiaca  e  la  pressione  arteriosa  dev'essere
compresa  avendo  bene  in  mente  sia  la  proporzionalità  diretta  tra  flusso  ematico  e
gradiente pressorio stabilito dalla  legge di Ohm: se la pressione che un fluido esercita
sulle pareti di un vaso è estremamente alta, la forza necessaria per immettere altro fluido
nel  vaso  deve  crescere  proporzionalmente;  al  contrario  se  la  pressione  del  vaso
diminuisce, anche la forza per immettere altro fluido diminuirà proporzionalmente. Per
tale  ragione,  il  volume  ematico  eiettato  in  fase  sistolica  è  in  un  rapporto  di
proporzionalità diretta col valore della pressione arteriosa. Ciò spiega anche il motivo
per  cui,  come vedremo in seguito,  tutti  i  meccanismi di regolazione della pressione
arteriosa (sono quasi tutti meccanismi a feedback negativo) sono contemporaneamente
429 In fase sistolica la pressione aortica è di 120 mmHg contro i 25 mmHg dell'arteria polmonare; in fase
diastolica l'aorta ha una pressione di 80 mmHg contro gli 8 mmHg dell'arteria polmonare. La differenza
di valori pressori nell'aorta e nell'arteria polmonare ha un preciso significato fisiologico: poiché i capillari
polmonari hanno valori pressori molto bassi, necessari per il processo di diffusione dei gas a livello della
membrana alveolo-capillare, la pressione dell'arteria polmonare dev'essere anch'essa bassa. Al contrario,
la pressione nei capillari della circolazione sistemica è molto più alta, dunque la pressione aortica può
raggiungere valori più alti rispetto a quella dell'arteria polmonare.
La differenza tra la pressione sistolica e quella diastolica è detta “pressione pulsatoria”: tale differenza
pressoria produce un andamento del flusso ematico “pulsatile” ovvero “intermittente”. Vale la pena notare
che l'andamento pulsatile del flusso ematico è evidente nei grandi vasi (arterie e vene) ma diventa sempre
più piccolo nelle arteriole e nelle venule fino ad annullarsi completamente a livello capillare. I vasi con
piccolo diametro, infatti, producono uno smorzamento progressivo dell'andamento pulsatile del sangue
che viene del tutto annullato a livello dei capillari.
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meccanismi  per  mantenere  la  gittata  cardiaca  adeguata  alle  esigenze  fisiologiche
dell'organismo.
La  proporzionalità  inversa  tra  la  gittata  cardiaca  e  la  resistenza  periferica  totale  si
comprende anch'essa alla luce della legge di Ohm: ad un aumento della resistenza che
un vaso oppone al passaggio di fluido all'interno di esso corrisponderà una diminuzione
proporzionale al flusso di fluido entrante. Al contrario, una diminuzione della resistenza
implica un aumento proporzionale da parte del fluido entrante. Anche in questo caso,
alcuni  importanti  meccanismi  di  regolazione  (quelli  del  flusso  ematico  “locale”)
giocando sull'aumento o la diminuzione della resistenza periferica totale, determinano
una diminuzione oppure un aumento della gittata cardiaca in relazione alle esigenze
fisiologiche dell'organismo. 
La  regolazione  della  gittata  cardiaca si  basa  eminentemente  su  quattro  fattori:  1)
l'eccitazione della frequenza di scarica di potenziali d'azione nel nodo SA da parte del
sistema  ortosimpatico,  oppure,  al  contrario,  una  generale  inibizione  o  depressione
dell'attività da parte dei nervi vaghi del sistema parasimpatico. L'ortosimpatico produce
un  generale  aumento  della  frequenza  cardiaca  e  del  battito  cardiaco  (dunque  un
incremento della velocità del ciclo cardiaco con un aumento della velocità della gittata
cardiaca), mentre il parasimpatico una diminuzione di essi (pertanto, una depressione
della  velocità  del  ciclo  cardiaco  con  una  diminuzione  della  velocità  della  gittata
cardiaca). 2) I meccanismi di regolazione della pressione arteriosa che, agendo su di
essa, agiscono anche (per la legge di Ohm) sulla gittata cardiaca. 3) I meccanismi di
regolazione del flusso ematico “locale” che, agendo sulla resistenza periferica totale,
producono (sempre per la legge di Ohm) una variazione anche nella gittata cardiaca. 4)
Infine,  la  summenzionata  legge  di  Frank-Starling  che  afferma  che  il  ritorno venoso
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modula la velocità della gittata cardiaca. 
Dopo la presentazione del concetto fisiologico di “gittata cardiaca” è necessario passare
a quello di “ritorno venoso”, ovvero al flusso ematico che, per minuto, rientra dalle vene
agli atri.
Il ritorno venoso dipende da tre fattori: la pressione sistemica media di riempimento del
circolo sistemico, la pressione dell'atrio destro, la resistenza che i diversi vasi periferici
oppongono al ritorno ematico del sangue all'atrio destro.
L'equazione matematica che descrive il ritorno venoso è: RV = PSR-PAD/RRV.
Laddove: RV = Ritorno venoso; PSR = Pressione sistemica media di riempimento; PAD
= Pressione dell'atrio destro; RRV = Resistenza al ritorno venoso. 
Comprendere il significato fisiologico del ritorno venoso significa capire precisamente il
legame che sussiste tra le variabili della summenzionata equazione matematica.
La pressione sistemica media di riempimento intende la pressione riscontrabile in ogni
punto  del  circolo  sistemico  una  volta  che  il  flusso  ematico  risulti  completamente
arrestato. Essa rappresenta la forza pressoria che spinge il volume ematico nelle vene
verso gli atri. 
La pressione dell'atrio destro430 rappresenta il valore pressorio presente nell'atrio destro
che si oppone al rientro del flusso ematico dalle vene all'atrio destro. Questi parametri
sono  riferiti  alla  circolazione  sistemica  che  è  quella  sulla  quale,  per  ragioni
epidemiologiche e cliniche, s'incentra usualmente l'attenzione. Naturalmente parametri
del tutto analoghi possono essere riferiti al circolo polmonare in relazione alle pressione
polmonare media e alla pressione dell'atrio sinistro.
430 Si presti attenzione al fatto che la pressione dell'atrio destro è regolata, per la legge di Frank-Starling,
da un equilibrio tra il volume ematico eiettato dal ventricolo destra nell'arteria polmonare e il ritorno di
sangue dalle vene periferiche all'atrio destro.
La pressione atriale destra può, per la legge di Ohm (ΔP = F   R), dipendere da variazioni nel flusso
ematico della circolazione sistemica dovuto, a sua volta, a variazioni nella resistenza dei vasi periferici.
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Alla  luce  di  quanto  appena  detto,  quanto  maggiore  è  la  differenza  tra  la  pressione
necessaria per far entrare il sangue nell'atrio destro (i.e. la pressione sistemica media di
riempimento) e la pressione che quest'ultimo vi oppone (i.e. la pressione atriale destra),
tanto  maggiore  sarà  il  ritorno venoso.  C'è,  infatti,  una  proporzionalità  diretta tra  il
ritorno venoso e la differenza tra la pressione sistemica e la pressione atriale destra.
Al contrario, tra il ritorno venoso e la resistenza che i vasi oppongono ad esso c'è una
proporzionalità  inversa.  L'aumento  di  resistenza  vascolare  al  ritorno  venoso  è
fondamentalmente  dovuto  al  fatto  che  il  sistema  venoso,  avendo  una  compliance
piuttosto elevata, tende ad accumulare grandi quantità di sangue che fanno aumentare di
molto  la  pressione  venosa.  A tale  aumento  pressorio  corrisponde  un aumento  nella
resistenza che i vasi oppongono al flusso ematico diretto verso il cuore.
Per quanto i riguarda i fattori di regolazione del ritorno venoso è possibile segnalare i
seguenti:  1)  i  meccanismi  di  regolazione  del  flusso  ematico  “locale”  che,  agendo
direttamente sulla velocità del flusso nei vasi periferici, producono delle variazioni tanto
nella  pressione  sistemica  media  di  riempimento  quanto  nella  resistenza  al  ritorno
venoso; 2) i meccanismi di regolazione della pressione arteriosa, che, producendo delle
variazioni nella pressione arteriosa e nella gittata cardiaca, modificano il flusso ematico
totale, incluso quello diretto verso il cuore (i.e. il ritorno venoso); 3) i sistemi orto e
parasimpatico  che,  agendo direttamente  su  molti  vasi  della  circolazione  sistemica  e
polmonare favorendo una contrazione oppure un rilasciamento delle pareti, determinano
delle variazioni nella resistenza e nella pressione vasale. I sistemi orto e parasimpatico,
in  breve,  agiscono implicitamente sulla  pressione sistemica media di riempimento e
sulla  resistenza  al  ritorno venoso concorrendo a  modificare,  così,  l'intero  flusso del
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ritorno venoso.
Prima di passare in rassegna le caratteristiche funzionali essenziali dei  meccanismi di
regolazione del  flusso  ematico  “locale”  e  della  pressione  arteriosa  (responsabili
implicitamente, come abbiamo visto, anche della regolazione della gittata cardiaca, del
ritorno venoso e della resistenza periferica totale), mi sembra utile porre nuovamente la
domanda sullo statuto ontologico delle funzioni limitatamente alla  gittata cardiaca, al
ritorno venoso, alla pressione arteriosa e alla resistenza periferica.
Queste quattro funzioni, esattamente come nel caso del meccanismo di Frank-Starling e
della regolazione da parte dei sistemi orto e parasimpatico, sono il prodotto di processi
d'integrazione tra   determinate  strutture  morfologiche  presenti  a  livello  del  cuore  e
dell'intera  circolazione  polmonare  e  sistemica;  le  loro  caratteristiche  funzionali
essenziali devono essere identificate in un comportamento generale dell'intero sistema
cardiovascolare:  si tratta precisamente di meccanismi fisiologici  che, consentendo la
circolazione ematica in tutto il corpo, permettono che tutti i tessuti abbiano l'adeguata
perfusione ematica necessaria per i propri processi metabolici. Ognuno di questi quattro
meccanismi fisiologici ha, come abbiamo visto, un'indubbia base morfologica: il cuore,
da un lato,  e  il  sistema delle arterie,  delle  arteriole,  dei capillari,  delle  vene e delle
venule, dall'altro. Tali strutture, prese singolarmente, riescono a spiegare solo in minima
parte il significato fisiologico più profondo di tali meccanismi, dal momento che esse
sono le funzioni più generali dell'intero sistema cardiovascolare e necessitano di essere
lette alla luce sia dei  processi di integrazione tra le differenti strutture morfologiche
appena nominate sia di un comportamento sistemico atto a garantire un buon equilibrio
omeostatico per l'organismo. 
Ci troviamo di fronte, pertanto, a una situazione già incontrata nella sezione 4.2.2 a
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proposito del metabolismo del calcio e ritrovata nella sezione 5.1.1 a proposito delle due
“funzioni sistemico-integrative” del cuore: il legame tra le suddette funzioni e le proprie
strutture morfologiche può esser colto soltanto in una rete di strutture morfologiche e di
meccanismi  integrati  fra  di  loro,  la  cui  rilevanza  funzionale  non  è  “locale”,  bensì
“sistemica”.
Mentre  la  gittata  cardiaca,  il  ritorno  venoso,  la  resistenza  periferica  e  la  pressione
arteriosa sono interpretabili  come “funzioni sistemiche”,  nel caso della  compliance e
della  distensibilità  vascolare si  può  parlare  di  “funzioni  locali”,  giacché  le  loro
caratteristiche ontologiche essenziali sono comprensibili quasi del tutto sulla base delle
proprietà morfologiche della loro struttura:  il  vaso sanguigno. Questo è un semplice
esempio  che  vorrebbe mostrare  la  compresenza,  all'interno di  uno stesso livello,  di
funzioni  dipendenti  da  una  singola  struttura  morfologica  e  di  funzioni  che,  invece,
dipendono dalle interazioni tra molte singole strutture e dai corrispondenti meccanismi. 
I casi finora analizzati sembrano consentirci di affermare che ogni livello biologico (da
quelli microscopici a quelli macroscopici) consta sia di meccanismi “sistemici” sia di
meccanismi “locali”. I primi hanno uno statuto ontologico comprensibile maggiormente
alla  luce  dei  processi  di  integrazione  tra  le  diverse  strutture  morfologiche  che  lo
compongono  e  in  virtù  del  contributo  che  essi  apportano  all'omeostasi  dell'intero
sistema  biologico.  I  secondi,  dipendendo  ontologicamente  in  modo  “diretto”  dalle
singole strutture morfologiche che li realizzano, sono spiegabili riconducendoli quasi
del tutto a determinate proprietà morfologiche.
Un caso  estremamente  interessante  da  analizzare,  tanto  nello  stato  di  fisiologia  del
sistema cardiovascolare quanto nello stato fisiopatologico dello scompenso, è quello dei
meccanismi a feedback negativo impiegati,  da un lato, per la  regolazione locale del
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flusso  ematico,  dall'altro  per  quella  della  pressione  arteriosa.  Tali  meccanismi  sono
molto  importanti  per  comprendere  meglio  il  significato  della  tesi  ontologica  che
presento a proposito dello statuto delle funzioni nei sistemi biologici: per ogni livello di
organizzazione  e  descrizione  di  un  sistema  biologico,  alcune  sue  funzioni  (quelle
“sistemiche”) sono spiegabili alla luce sia dei processi di  integrazione fra le singole
strutture morfologiche e i meccanismi correlati sia di una globale visione “sistemica”
(i.e. proprietà relative all'intero sistema); altre funzioni (quelle “locali”) devono le loro
caratteristiche eminentemente alle strutture morfologiche in cui vengono realizzate. 
I meccanismi di controllo locale del flusso ematico sono meccanismi a feedback che nei
singoli vasi regolano il flusso di sangue permettendo una corretta perfusione ematica di
tutti i tessuti corporei. Tali meccanismi possono dirsi a “breve” o a “lungo” termine a
seconda che la regolazione operi con variazioni veloci oppure con variazioni lente del
flusso ematico. Dal momento che i meccanismi di controllo locale non sono pochi, mi
concentrerò  esclusivamente  su  due,  uno  a  breve  e  uno  a  lungo  termine:  1)  la
vasomozione e 2) la ristrutturazione vascolare.
Per  “vasomozione”  s'intende  l'apertura  e  la  chiusura  degli  sfinteri  precapillari  in
relazione  alla  concentrazione  di  ossigeno.  L'ossigeno  è  un  fattore  nutritivo
indispensabile per l'organismo e la sua disponibilità è il maggiore fattore implicato nella
regolazione a breve termine del flusso ematico locale. Quando c'è carenza di ossigeno
gli sfinteri precapillari si aprono e i vasi iniziano a dilatarsi per favorire l'arrivo di nuovo
sangue e, dunque, di nuovo ossigeno. Al contrario, quando c'è carenza di ossigeno, gli
sfinteri si chiudono e i vasi iniziano a contrarsi.
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Il rimodellamento vascolare è un meccanismo di regolazione locale del flusso a lungo
termine che include tutta una serie di processi coinvolti nella creazione di nuovi vasi per
rendere  maggiormente  perfuso  un  tessuto  in  relazione  alle  proprie  necessità
metaboliche.  I  processi  metabolici  di  un  tessuto  possono  risultare  alterati  per  una
pluralità di fattori non necessariamente patologici. 
Il rimodellamento vascolare è un interessante esempio di variazione morfologica che
Figura 19: Un esempio di rimodellamento vascolare nel
muscolo  tibiale  anteriore  di  un  ratto  stimolato
elettricamente  in  modo intermittente  per  30  giorni.  I
punti  bianchi  sono  i  capillari:  dopo  30  giorni  di
stimolazione si  riscontra un notevole aumento di  essi
(figura sotto) (fonte: Hall, J. E., Guyton e Hall, 2012).
Figura  18:  Il  flusso ematico
penetra  nel  capillare
passando per gli sfinteri: essi
si  aprono  o  si  chiudono  in
relazione alla concentrazione
di  ossigeno  registrata  nel
sangue  (fonte:  Hall,  J.  E.,
Guyton e Hall, 2012).
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incorre dopo un'alterazione funzionale nel flusso ematico in aree circoscritte dell'intero
sistema biologico. Va notato che il rimodellamento vascolare risponde a livelli massimi
di flusso piuttosto che a livelli medi: ciò significa che, anche in presenza di un forte
sforzo  muscolare  non  eccessivamente  protratto  nel  tempo,  possa  svilupparsi  una
vascolarizzazione di quel tessuto a causa delle aumentate necessità metaboliche.
In generale, i meccanismi locali di regolazione del flusso sembrerebbero confermare
un'interpretazione “locale” di certi meccanismi il cui legame con le rispettive strutture
morfologiche appare del tutto chiaro e lineare.
In modo pressoché opposto vanno considerati, invece, i meccanismi di regolazione della
pressione  arteriosa:  il  loro  statuto  ontologico  non  dipende  tanto  dal  loro  vincolo  a
singole  strutture  morfologiche,  bensì  da  una  loro  interpretazione  “sistemica”.  La
funzione  essenziale  che  tutti  questi  meccanismi  svolgono  è  quella  di  mantenere  la
pressione  arteriosa  entro  un  range di  valori  per  un'ottimale  gittata  cardiaca.  Molti
meccanismi hanno la duplice funzione, a seconda delle circostanze, di far aumentare la
pressione arteriosa quando questa è troppo bassa oppure, al contrario, farla abbassare
quando questa è troppo alta. 
Prendiamo in considerazione due meccanismi di regolazione della pressione arteriosa,
uno a breve e l'altro a lungo termine: il sistema dei barocettori (a breve termine) e l'asse
renina-angiotensina-aldosterone (a lungo termine). 
Il  sistema barocettivo è un insieme di strutture anatomiche che,  una volta registrate
brusche variazioni pressorie, emettono e conducono alcuni potenziali d'azione al nucleo
del tratto solitario nella meddula allungata al fine di produrre una risposta (cosiddetto
“riflesso barocettivo”)  finalizzata  a  eccitare  o a inibire,  a  seconda se si  registri  una
diminuzione oppure un aumento della pressione arteriosa, i sistemi orto e parasimpatico.
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Questi ultimi, infatti, come abbiamo avuto modo di vedere, producono vasocostrizione,
aumento  della  frequenza  cardiaca  e  della  forza  di  contrazione  del  cuore  (sistema
ortosimpatico)  e vasodilatazione,  diminuzione della  frequenza cardiaca e della  forza
contrattile  del  cuore  (sistema  parasimpatico).  La  struttura  morfologica  basilare  del
sistema  barocettivo  include  i  seguenti  enti:  i  barocettori  (proteine)  che  si  trovano
nell'area  aortica  e  in  quella  carotidea,  la  cui  funzione  è  quella  di  “registrare”  le
variazioni pressorie e trasdurle in segnali elettrici431; i nervi vaghi, di Hering e glosso-
faringeo che conducono i potenziali d'azione; il nucleo del tratto solitario della meddula
allungata  ove  tali  potenziali  d'azione  generano  altri  potenziali  d'azione  (il  “riflesso
barocettivo”)  che  vanno ad eccitare  o inibire  il  centro  vasocostrittore  oppure  quello
vasodilatatore del bulbo. 
Come si può osservare, il sistema barocettivo è un insieme di strutture morfologiche che
determinano il comportamento funzionale della risposta barocettiva. Le caratteristiche
funzionali essenziali del meccanismo barocettivo vanno lette in una cornice “sistemica”
431 I barocettori sono, infatti, dei meccanocettori che emettono potenziali d'azione in relazione al loro
grado di stiramento e/o di compressione.
Figura  21:  Aree  encefaliche  coinvolte  nella
regolazione  nervosa  della  circolazione  (fonte:
Hall, J. E., Guyton e Hall, 2012).
Figura 20: La frequenza di scarica
dei barocettori è massima quando
essi  registrano  grandi  variazioni
pressorie  (fonte:  Hall,  J.  E.,
Guyton e Hall, 2012).
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per  la  regolazione  della  pressione  e  come  l'esito  di  processi  d'integrazione delle
summenzionate  strutture  morfologiche.  Anche  qui,  esattamente  come  nel  sistema
eccitatorio e conduttivo del cuore esposto nella sezione 4.1.2, la genesi del potenziale
d'azione  e  la  conduzione  del  segnale  dipende  in  modo  stretto  dalle  caratteristiche
morfologiche  di  certe  strutture;  nel  caso  del  sistema barocettivo,  però,  a  differenza
dell'analisi  presentata  nella  sezione  4.1.2,  il  significato  fisiologico  pieno  del
meccanismo  barocettivo  (i.e.  la  sua  ontologia)  dipende  dall'interazione e
dall'integrazione tra  queste  diverse  strutture.  Legittimamente  si  può considerare  tale
meccanismo come “funzione sistemica”. 
Altro  caso  da  analizzare  è  il  sistema  renina-angiotensina-aldosterone.  Tale  asse  è
costituito da tre ormoni, secreti rispettivamente dalle cellule juxtaglomerulari del rene,
dall'enzima di conversione dell'angiotensina (ACE) che si trova nell'endotelio dei vasi
polmonari432, dalla corticale del surrene. Essi intervengono generalmente quando c'è una
432 L'ACE è un enzima che si trova nell'endotelio dei polmoni e la cui funzione è quella di trasformare
l'angiotensina I in angiotensina II.  È quest'ultima quella che gioca un ruolo rilevante nel controllo della
diuresi e della natriuresi.
Figura  22:  Principali
strutture  morfologiche  del
sistema  barocettivo  (fonte:
Hall, J. E., Guyton e Hall,
2012).
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variazione pressoria: se c'è un decremento pressorio, la principale azione che svolgono è
quella  di  inibire  la  natriuresi  (escrezione  di  NaCl)  e  la  diuresi  (escrezione  di  H2O)
mediante la secrezione di ormoni anti-natriuretici; al contrario, quando c'è un aumento
pressorio essi vanno ad eccitare la natriuresi e la diuresi favorendo la secrezione degli
ormoni natriuretici. La logica di questo meccanismo è piuttosto semplice: riducendo la
natriuresi e la diuresi si fa aumentare la pressione (a causa del maggiore contenuto di
sale che concorre all'aumento della pressione arteriosa) e il volume ematico (a causa
della ridotta escrezione di liquido sotto forma di urina). L'aumento del volume ematico
determina  un  incremento  del  flusso  del  ritorno  venoso  che,  per  la  legge  di  Frank-
Starling, determina un  aumento della gittata cardiaca. L'eccitazione della natriuresi e
della diuresi,  grazie al  rilascio dei  peptidi  natriuretici,  concorre al  decremento della
pressione arteriosa e alla diminuzione della gittata cardiaca.
Il  sistema  renina-angiotensina-aldosterone  è  un  meccanismo  di  regolazione  della
pressione arteriosa a lungo termine con uno statuto ontologico piuttosto particolare: esso
sembrerebbe una “funzione locale” in quanto apparentemente spiegabile sulla base di
caratteristiche  morfologiche  delle  corrispettive  proteine;  tuttavia,  il  loro  significato
fisiologico più profondo va letto come una “funzione integrativa o sistemica” in quanto
funge da meccanismo di regolazione dell'intero sistema cardiovascolare e, con esso, del
mantenimento della sua omeostasi. Le sue caratteristiche funzionali più importanti sono
da  intravedere  proprio  nell'estrema  rilevanza  che  esso  riveste  da  un  punto  di  vista
sistemico e in quanto integrazione di strutture morfologiche differenti. 
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5.2. Fisiopatologia dello scompenso a livello del cuore e della 
circolazione sistemica e polmonare
Seguendo la logica del capitolo precedente e applicandone il metodo anche al presente,
tenterò di mostrare quali  sono le maggiori  alterazioni morfologiche e funzionali  che
colpiscono  le  strutture  anatomiche  presentate  nelle  sezioni  5.1.1  e  5.1.2  nello  stato
patologico dello scompenso cardiaco.
Come  si  è  detto  nella  sezione  4.2,  l'insufficienza  cardiaca  è  uno  stato  patologico,
dovuto a sei possibili classi di cardiopatie433, caratterizzato da  tre meccanismi adattivi
che  il  sistema  cardiovascolare  mette  in  atto  per  rispondere  a  una  diminuita  gittata
cardiaca: 1) un aumento del precarico per favorire un incremento del postcarico (per la
legge di Starling), 2) un aumento della massa muscolare per sopperire a una diminuita
attività contrattile (ipertrofia cardiaca), 3) attivazione del sistema ortosimpatico e del
sistema renina-angiotensina-aldosterone (sistemi neuroumorali).
Avendo chiaro, adesso, quale sia l'intimo legame sussistente tra la gittata cardiaca e il
ritorno venoso (per  la  legge di  Frank-Starling),  tra  la  gittata cardiaca,  la  pressione
arteriosa e la  resistenza periferica totale (per la legge di Ohm), infine, tra il  ritorno
venoso, la  pressione sistemica media di riempimento del circolo, la  pressione atriale
destra e la resistenza al ritorno venoso da parte dei vasi periferici, si comprende come
un'alterazione  nella  gittata  cardiaca  determini  “a  cascata”  una  variazione  nel
meccanismo di tutte queste variabili. 
I tre meccanismi “adattivi” operano fra i differenti livelli di organizzazione del sistema
cardiovascolare consentendo nel breve periodo una funzionalità adeguata di tutti quei
433 Cfr. HURST, Il cuore, ed. it. a cura di Alberto Zanchetti, McGraw-Hill, Milano, 2009, p. 681. Le 6
tipologie di cardiopatie sono così raggruppate: 1) anomalie del miocardio (ad es. infarto del miocardio);
2) insufficienza legata a un sovraccarico di lavoro esterno (ad es. ipertensione); 3) insufficienza correlata
a vizi valvolari; 4) insufficienza dovuta ad aritmie; 5) insufficienza dovuta ad anomalie del pericardio o
versamento pericardico (tamponamento); 6) anomalie congenite del cuore.  
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meccanismi  elencati  prima  e  che  ho  definito  “funzioni  sistemiche  o  integrative”.  I
meccanismi adattivi, tuttavia, nel lungo periodo, generano una condizione patologica in
cui  le  differenti  funzioni  sistemiche  non  appaiono  più  correttamente  integrate:  le
anormalità funzionali compaiono non solo nei differenti  livelli di organizzazione del
sistema cardiovascolare  (cardiomiociti,  fibrocellule,  cuore,  circolazione  polmonare  e
sistemica), ma anche in altri organi appartenenti a differenti sistemi, quali il rene e i
polmoni. 
Lo studio della fisiopatologia dello scompenso, applicato ai livelli del cuore e dell'intero
circolo, mostra con estrema evidenza che sia le funzioni “locali” sia quelle “sistemiche”
risentono  di  alterazioni  morfologiche  locali  e  sistemiche,  tuttavia  sono  proprio  le
alterazioni delle funzioni “sistemiche” quelle che maggiormente concorrono a definire
lo status patologico dello scompenso.
Nella  sezione  4.2.2  avevo  mostrato  che  l'alterazione  di  una  funzione  “sistemico-
integrativa”  del  cardiomiocita,  quale  il  metabolismo  del  calcio,  giocava  un  ruolo
fondamentale  nella  definizione  e  nella  comprensione  dello  statuto  dello  scompenso
cardiaco a livello cellulare e tissutale. Avevo messo in luce, inoltre, il motivo per cui il
metabolismo  del  calcio  potesse  esser  considerato  legittimamente  una  funzione
“sistemico-integrativa”:  in  quanto  esito  del  processo  di  integrazione tra  tante
microstrutture  morfo-funzionali  del  livello  del  cardiomiocita  e  in  quanto  avente
un'importanza  globale  per  l'intero  sistema  cardiovascolare,  dal  momento  che
rappresenta la base biochimica del processo di contrazione e rilasciamento del tessuto
muscolare434. 
434 Nelle sezioni 4.2.1 e 4.2.2 ho mostrato anche la rilevanza, nella fisiopatologia dello scompenso,
dell'alterazione di funzioni “locali”, quali le proteine transmembrana responsabili dei flussi ionici (canali,
pompe e scambiatori) e le proteine contrattili (actina e miosina). Tali variazioni, avendo un significato
“locale”, non apparivano rilevanti di per sé per la comprensione, a livello cellulare, della fisiopatologia
dell'insufficienza cardiaca, bensì solo in quanto  parti di una funzione molto più generale, “sistemico-
integrativa” appunto, quale il metabolismo del calcio.
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Dal confronto tra la fisiologia delle principali funzioni “locali” e “sistemiche” del cuore
e del circolo con la fisiopatologia dello scompenso relativamente all'alterazione di tali
meccanismi e, inoltre, dallo studio della fisiopatologia dello scompenso per il livello
microscopico del cardiomiocita e quelli macroscopici del cuore e dell'intera circolazione
sistemica e polmonare, emergerà la validità di una  distinzione ontologica tra funzioni
“locali”  e  funzioni  “sistemico-integrative”  sia  nell'ambito  fisiologico  sia  in  quello
fisiopatologico. La domanda epistemologica che ne risulterà, e a cui si tenterà di dare
risposta nel capitolo 6, concerne la validità e il limite delle spiegazioni meccanicistiche
(downward e upward) per le funzioni “locali” e per quelle “sistemiche o integrative”. La
consapevolezza dei limiti delle spiegazioni meccanicistiche, limitatamente alle funzioni
“sistemiche”,  ci  obbligherà a  interrogarci  nuovamente sullo  statuto delle  spiegazioni
dinamiche e sul loro possibile valore epistemologico per la descrizione delle funzioni
“sistemiche”435.
5.2.1 Fisiopatologia del cuore e del sistema circolatorio in stato di 
insufficienza: alterazioni morfologiche e funzionali
Quando il cuore va incontro a una delle sei possibili classi di cardiopatie, si assiste a
un'importante  modificazione  morfologica  i  cui  effetti  funzionali  sono  notevoli:  i
sarcomeri del tessuto atriale e ventricolare non riescono ad allungarsi nel modo corretto;
ciò determina dei deficit tanto nella distensione (in diastole) quanto nella contrazione (in
sistole) dei ventricoli. Inoltre, a causa dell'alterato metabolismo del calcio, il generale
processo di contrazione dell'intero muscolo cardiaco risulta modificato: ciò determina
una diminuita gittata cardiaca. Il primo meccanismo adattivo che viene messo in atto per
435 Cfr.  la  sezione  3.2  del  presente  lavoro  per  avere  maggiori  informazioni  sulla  differenza
epistemologica  tra  le  spiegazioni  meccanicistiche  (nella  veste  downward o  upward)  e  le  spiegazioni
dinamiche. 
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rispondere a questa variazione è l'aumento del precarico (i.e. un aumento del volume
telediastolico),  che,  per  la  legge  di  Frank-Starling,  determina  un  incremento  del
postcarico (i.e. del volume ematico eiettato dal ventricolo, cioè la gittata cardiaca). Ciò,
nel  breve  periodo,  consente  di  far  risalire  la  gittata  cardiaca  a  valori  adeguati  per
un'efficiente  circolazione;  tuttavia,  nel  lungo  periodo,  il  ridotto  accorciamento  dei
sarcomeri nel ventricolo fa sì che il tessuto muscolare, quando riceve nuovo sangue, non
riesca  a  distendersi  in  modo  ottimale.  Per  questo  motivo  è  necessario  un  notevole
incremento nella pressione di riempimento, la quale va a limitare questo meccanismo di
compenso. Inoltre, dal momento che il ventricolo non riesce a contrarsi adeguatamente,
lo stesso volume ematico che esso riesce ad accogliere è notevolmente diminuito. 
L'importanza ridotta che mostra, nel lungo tempo, il meccanismo di Frank-Starling è
perfettamente  comprensibile  alla  luce  della  legge  di  Laplace:  T =  (PR)/h.  Tale
equazione stabilisce una proporzionalità diretta tra la tensione della parete vascolare (T)
e il prodotto tra la pressione interna (P) e il suo raggio (R); pone una proporzionalità
inversa tra la tensione e lo spessore della parete (h).
Col passare del tempo il cuore scompensato diventa sempre meno sensibile al precarico
e sempre più sensibile al postcarico: i sarcomeri, avendo perso la capacità di allungarsi
nel  modo  corretto,  non riescono  ad  accogliere  in  fase  diastolica  il  corretto  volume
ematico (precarico), di conseguenza il cuore risulterà molto più sensibile alla tensione
sviluppatasi nella parete del miocardio ventricolare (postcarico). La tensione delle pareti
ventricolari, tuttavia, diminuisce, perché l'ipertrofia  del cuore scompensato determina
un  ispessimento  della  parete  ventricolare che,  per  la  legge  di  Laplace,  produce  un
decremento della tensione delle pareti (poiché la tensione si distribuisce tra più fibre
muscolari).  A una riduzione della  tensione delle  pareti  ventricolari  corrisponderà un
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postcarico ridotto e, con esso, una ridotta gittata sistolica. 
I  due  meccanismi  adattivi  di  risposta  a  una  ridotta  gittata  cardiaca,  consistenti
nell'aumentato precarico (per  la  legge di  Frank-Starling)  e  nell'aumento della  massa
cardiaca  (ipertrofia),  hanno  effetti  benefici  nel  breve  tempo,  ma,  nel  lungo  tempo,
entrando in conflitto fra di loro, si annullano reciprocamente436. 
Il terzo meccanismo adattivo è rappresentato dai sistemi neuroumorali: per rispondere a
una  diminuita  gittata  cardiaca  e,  dunque,  a  una  diminuita  pressione  arteriosa,  i
barocettori  e i  chemocettori  determinano dei segnali  che vanno a eccitare il  sistema
ortosimpatico, il quale rilascia noradrenalina. Tale neurotrasmettitore produce, a livello
436 Bisogna notare che gli  effetti  dell'ipertrofia non consistono solo nell'aumentare lo spessore della
parete  ventricolare  e,  così,  far  diminuire  la  tensione  necessaria  per  una  buona  gittata  cardiaca.  La
dilatazione atriale, indotta dall'ipertrofia, può produrre fibrillazione atriale, responsabile, a sua volta, di
un'accelerata frequenza cardiaca e di un ridotto tempo di riempimento in fase diastolica. Ciò può indurre
un edema polmonare acuto. 
Figura  23:  Per  la  legge  di  Laplace  tra  la
tensione  della  parete  ventricolare  e  lo
spessore  di  essa  c'è  una  proporzionalità
inversa. L'ipertrofia cardiaca, presente nella
condizione  dello  scompenso,  produce  un
aumento  dello  spessore  parietale
determinando una diminuzione della tensione
parietale,  dunque  del  postcarico  (fonte:
Bonow, R.  O.,  et  al.,  Malattie  del  cuore  di
Braunwald, 2012).
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del  cuore,  un  aumento  della  contrazione  e  della  velocità  della  frequenza  cardiaca,
determinando una velocità del ciclo cardiaco: il ritmo della gittata cardiaca aumenta. Il
rilascio  di  noradrenalina,  a  livello  circolatorio,  produce  una  vasocostrizione,  di
conseguenza un aumento della resistenza al flusso ematico e un aumento della pressione
interna che, in generale, determina un aumento della pressione arteriosa437. 
437 Alcuni studi (cfr. HIGGINS, C. B. et al., ʻAlterations in the baroceptor reflex in conscious dogs with
heart failureʼ, in The Journal of Clinical Investigation, vol. 51 (1972), pp. 715-724) hanno mostrato che
gli individui con scompenso cardiaco hanno un sistema barocettivo alterato che determina alterazioni
anche nella produzione dei riflessi barocettoriali atti a eccitare o inibire i sistemi orto e parasimpatico.
Inoltre, il sistema parasimpatico risulta alterato con minore capacità di inviare impulsi nell'area vagale
(cfr. ECKBERG, D. L. et al., ʻDefective cardiac parasympathetic control in patients with heart diseaseʼ, in
The New English Journal of Medicine, vol. 285 (1971), pp. 877-883). E' questa la ragione per cui, quando
si parla di “risposta neuroumorale” nello stato dello scompenso il sistema parasimpatico non gioca magna
pars come l'ortosimpatico.
Figura 24: Regolazione neuroumorale normale e in stato di
insufficienza cardiaca (fonte: Bonow, R. O., et al., Malattie
del cuore di Braunwald, 2012)
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Oltre l'attivazione dell'ortosimpatico, per far risalire la pressione arteriosa, interviene il
sistema  renina-angiotensina-aldosterone  che,  rilasciando  peptidi  anti-natriuretici,
produce  una  diminuzione  della  diuresi  e  della  natriuresi  e  un  aumento  del  volume
ematico  (volemia)438:  ciò  consente,  nel  breve  tempo,  un  effettivo  aumento  della
pressione arteriosa. 
Entrambi i summenzionati meccanismi di stimolazione neuroumorale, nel lungo tempo,
generano degli effetti nocivi a livello sistemico. La stimolazione ortosimpatica, infatti,
producendo un aumento della  frequenza di scarica di potenziali  d'azione nel tessuto
eccitatorio  e  conduttivo  cardiaco,  determina  probabilisticamente  un  aumento
dell'insorgenza di aritmie cardiache che, nel complesso, non consentono una contrazione
e un rilasciamento del cuore ottimali. Inoltre, il sistema renina-angiotensina-aldosterone,
oltre che produrre una disfunzione renale,  responsabile  della  formazione di edemi a
livello polmonare oppure in aree periferiche, concorre all'aumento del precarico (poiché
l'aumento  del  volume  ematico  determina  necessariamente  un  aumento  del  ritorno
venoso)  e,  per  la  legge  di  Frank-Starling,  del  postcarico:  ciò  non  fa  altro  che
sovraccaricare il tessuto ventricolare, di per sé incapace di allungarsi nel modo ottimale,
e aumentare le necessità metaboliche dell'intero tessuto cardiaco. 
I  tre  meccanismi  adattivi  sono  degli  interessanti  esempi  di  funzioni  “sistemico-
integrative”  il  cui  principale  significato  fisiologico  consiste  nel  mantenimento
dell'omeostasi dell'intero sistema. Il loro statuto ontologico dipende dall'integrazione di
438 La  spiegazione  biochimica  delle  modificazioni  neuroumorali  nello  scompenso  cardiaco  è  molto
complessa e non è ancora del tutto compresa. Pertanto, quella che io presento è solo una breve descrizione
di funzioni “sistemiche” (a livello del cuore) e non “locali” (a livello della cellula) che consentono di
capire, in modo piuttosto generale, quali alterazioni morfologiche e funzionali intervengano a livello del
cuore, trascurando volutamente qualsiasi richiamo alla base cellulare supereveniente.
I peptidi natriuretici sono di tre tipi: il peptide natriuretico atriale (ANP), il peptide natriuretico cerebrale
(BNP) e il peptide natriuretico C (CNP). Alcuni studi (cfr. WEI, C. M. et al., ʻNatriuretic peptide system
in human heart failureʼ, in Circulation, vol. 88 (1993), pp. 1004-1009; TALWAR, S. A. et al., ʻInfluence
of  hypertension,  left  ventricular  hypertrophy,  and  left  ventricular  systolic  dysfunction  on  plasma  N
terminal proBNPʼ, in Heart, vol. 83 (2000), pp. 278-282) hanno mostrato che nel cuore scompensato c'è
un incremento di essi: ciò limiterebbe gli effetti anti-natriuretici dell'asse renina-angiotensina-aldosterone.
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differenti strutture e funzioni, poste sia a livello del cardiomiocita sia a livello del cuore,
che ne rappresentano la base supereveniente.  Essi  inoltre hanno un valore sistemico
nella misura in cui sono meccanismi che controllano funzioni di importanza globale per
l'intero sistema cardiovascolare (e, in generale, per l'organismo intero), quali la gittata
cardiaca, la pressione arteriosa, la resistenza periferica totale e il ritorno venoso. Nella
fisiopatologia  dello  scompenso,  il  dato  che  emerge  con  estrema  chiarezza,  è  che  i
processi  di  integrazione  fra  i  differenti  livelli  di  organizzazione  del  sistema
cardiovascolare non funzionano in modo ottimale: la dimostrazione consiste esattamente
nel fatto che quei medesimi meccanismi di regolazione che, in condizioni fisiologiche,
garantivano il  corretto  mantenimento della gittata  cardiaca,  della  pressione arteriosa,
della resistenza periferica totale e del ritorno venoso, nella condizione fisiopatologica
dell'insufficienza cardiaca producono effetti benefici solo per un arco di tempo molto
ridotto;  dopo  un  poco,  tuttavia,  non  fanno  altro  che  danneggiare  l'intero  sistema
cardiovascolare (e, con esso, l'intero organismo). 
Tutte le funzioni “sistemico-integrative” risultano alterate nello stato dell'insufficienza
cardiaca:  la  diminuita  gittata  determina,  per  la  legge  di  Ohm,  una  diminuzione
proporzionale nella pressione arteriosa e un aumento proporzionale della sommatoria
delle resistenze periferiche. L'aumento delle resistenze periferiche significa anche un
aumento delle  resistenze vascolari  che si  oppongono al  ritorno venoso:  quest'ultimo
risulta  depresso.  A una gittata  cardiaca e  a  un ritorno venoso non più adeguati  alle
esigenze dell'organismo corrisponde un'insufficiente perfusione ematica di vari tessuti
che  rende  piuttosto  probabile  la  formazione  di  edemi  o  in  zone  periferiche  oppure
nell'area polmonare. 
La  presentazione  delle  alterazioni  morfologiche  e  funzionali,  che  caratterizzano  lo
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scompenso cardiaco,  mette  in  evidenza  un'alterazione  nei  processi  integrativi tra  le
strutture  morfologiche  e  le  rispettive  funzioni  (locali)  che  costituiscono  la  base
supereveniente della gittata cardiaca. Quest'ultima, essendo una proprietà “sistemico-
integrativa”, ha  effetti globali  su tutti i livelli del sistema cardiovascolare e su tutte le
altre  funzioni  “sistemiche”  che  consentono  le  relazioni  inter-livello  nel  sistema
cardiovascolare  determinando  una  globale  insufficienza cardiaca  e  un'inadeguata
perfusione ematica dei tessuti:  ciò implica un apporto insufficiente o inadeguato dei
metaboliti in relazione alle esigenze metaboliche dei differenti tessuti.
A questo  punto  è  possibile  rispondere  in  modo  netto  alla  seconda  domanda  posta
all'inizio di questo capitolo circa il ruolo che il cuore e l'intera circolazione giocano
nella definizione dei livelli di “organo” e di “sistema” per il sistema cardiovascolare. La
struttura morfologica peculiare del cuore, con la sua divisione in una parte destra e in
una sinistra, in atri e ventricoli e con il peculiare sistema di valvole atrio-ventricolari e
semilunari, determina funzioni “locali”439 e funzioni “sistemiche”440  che definiscono un
livello, quello dell'organo “cuore”, che non è soltanto  ontologico (in quanto livello di
organizzazione  del  sistema),  bensì  anche  epistemologico (in  quanto  livello  di
descrizione del sistema). 
Allo stesso modo, la circolazione polmonare e quella sistemica rappresentano il livello
“più alto” (macroscopico) dell'intero sistema cardiovascolare qualificandosi esse stesse,
insieme al cuore, come “sistema”. Anche in questo caso è proprio la peculiare struttura
morfologica (arterie, arteriole, capillari, vene, venule ecc.) che determina sia funzioni
“locali” (ad es. la  compliance e la  distensibilità vascolare) sia “sistemico-integrative”
439 Divisione dell'area che contiene il sangue ricco di ossigeno da quello che invece contiene anidride
carbonica e ioni idrogeno, la specifica divisione in quattro fasi del ciclo cardiaco con l'alternanza ritmica
della diastole con la sistole, l'apporto di metaboliti grazie alla circolazione coronarica.
440 Meccanismo di Frank-Starling e regolazione neuroumorale.
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(gittata  cardiaca,  ritorno  venoso,  pressione  arteriosa,  resistenze  periferiche  ecc.).  Il
livello del “sistema” è sia una struttura di organizzazione sia di descrizione dell'intero
funzionamento  “cardiovascolare”:  la  sua  rilevanza  è  tanto  ontologica  quanto
epistemologica.
Tutte le descrizioni fisiologiche e fisiopatologiche esposte in questo capitolo e in quello
precedente  mostrano  la  struttura  epistemologica  tipica  delle  spiegazioni  causali
downward  e  upward  descritte nella sezione 3.2. Esse si dimostrano epistemicamente
feconde, nella misura in cui riescono a descrivere le interazioni tra singoli meccanismi
“locali” all'interno di uno stesso livello. Cosa dire, però, di queste spiegazioni quando si
tenta di applicarle alle funzioni “sistemico-integrative”? Praticamente in tutti i casi esse
rivelano la loro inefficacia e inadeguatezza, dal momento che non riescono a cogliere la
ricchezza  e  la  complessità dei  meccanismi  d'integrazione  che  generano  le  funzioni
“sistemico-integrative”.  Nella  sezione  4.2.2  avevamo  visto  la  debolezza  delle
spiegazioni  fisiologiche  e  fisiopatologiche  quando  volevano  spiegare  una  funzione
“sistemico-integrativa”  quale  il  metabolismo  del  calcio  nella  cellula;  nel  presente
capitolo abbiamo potuto osservare la difficoltà di rendere conto, in termini puramente
“meccanicistici”, della complessità di funzioni “sistemiche” quali la gittata cardiaca, il
ritorno venoso,  la  pressione arteriosa,  la  resistenza periferica totale  ecc.  E'  come se
qualcosa, all'interno della rete descrittiva, sfuggisse o non venisse colta. L'approccio che
è stato maggiormente seguito è stato quello di un riduzionismo interlivello che cercava
di  ricondurre il  funzionamento di un intero livello a spiegazioni  causali  concernenti
strutture  morfologiche  poste  a  livelli  inferiori  (descrizioni  bottom-up)  oppure,  al
contrario,  spiegare  le  modificazioni  delle  strutture  superevenienti  sulla  base  di
alterazioni nelle funzioni dell'intero (descrizioni top-down). Entrambe queste descrizioni
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si  sono  qualificate  come  nucleo  centrale  di  una  vera  e  propria  euristica  della
“scomposizione  e  della  localizzazione”441 operante  in  tanti  ambiti  della  ricerca
scientifica, in particolare in quello delle scienze della vita. Tuttavia, esse mostrano un
enorme limite esplicativo nel momento in cui tentano di descrivere esaustivamente le
funzioni “sistemico-integrative”. Per tale ragione merita di essere nuovamente ripresa in
considerazione nel prossimo capitolo l'ipotesi delle spiegazioni dinamiche cui s'era già
fatto accenno nella sezione 3.2.
441 Cfr. BECHTEL,W. e R. C. RICHARDSON, Discovering complexity: decomposition and localization
as strategies in scientific research, op. cit.
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Capitolo 6
Implicazioni ontologiche ed epistemologiche della distinzione tra
funzioni “locali” e “sistemico-integrative”
Dopo aver studiato il modo in cui le funzioni “locali” e quelle “sistemico-integrative” si
manifestano  tanto  nella  fisiologia  del  sistema  cardiovascolare  quanto  nella
fisiopatologia  dello  scompenso,  è  necessario  inserire  il  doppio  modello  funzionale
all'interno delle cornici concettuali che erano state tratteggiate nei primi tre capitoli. In
poche  parole,  bisogna  vedere  il  significato  che  riveste  la  coppia  funzioni  “locali”-
funzioni  “sistemico-integrative”  all'interno  del  dibattito  sulla  filosofia  dei  sistemi
complessi, in quello dell'evoluzionismo e, infine, in quello funzionalista. Ciò significa
percorrere a ritroso i  capitoli  dal 3 all'1 mostrando continuamente la rilevanza della
suddetta coppia tanto per questioni ontologiche quanto per quelle epistemologiche. 
Il  presente  capitolo  risulta  articolato  in  cinque  sezioni:  le  prime  tre  riprendono  le
tematiche  sollevate  nel  capitolo  3,  la  quarta  riprende  alcuni  concetti  dell'EvoDevo
presentati nel capitolo 2, infine la quinta riprende la grande questione della teleologia
delle  funzioni  che  era  già  stata  affrontata  nel  capitolo  1.  Ciascuno  di  questi  nuclei
tematici, come già detto, verrà messo a confronto con lo statuto peculiare delle funzioni
“locali” e di quelle “sistemico-integrative”.
La sezione 6.1, partendo dalla constatazione che tra i complessi morfo-funzionali e la
nozione di “livello” c'è un'interdipendenza ontologica, mostra il legame profondo che
sussiste  tra  il  doppio modello  funzioni  “locali”-funzioni  “sistemico-integrative”  e  la
struttura  livellare  di  un  sistema biologico  facendo  riferimento  anche  ad  alcuni  casi
specifici tratti dai capitoli 4 e 5. Verrà riabilitato pienamente il concetto di “livello” in
un orizzonte  che  si  pone distante  tanto  dalle  letture  di  Craver  e  Bechtel  quanto  di
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Potochnik e McGill, nella misura in cui metterà in rilievo che per definire un livello di
un  sistema  biologico  è  necessario  fare  riferimento  alla  nozione  di  “similarità
morfologica e funzionale” in un insieme di enti. Si mostrerà, inoltre, in che senso le
funzioni  “locali”  siano  esclusivamente  intra-livello  mentre  quelle  “sistemico-
integrative”  tanto  intra  quanto  inter-livello.  Queste  ultime,  in  virtù  di  tale  peculiare
condizione, sono la condizione di possibilità delle relazioni inter-livello.
La sezione 6.2 affronta il problema dello statuto ontologico dell'emergenza (ruolo delle
costrizioni e superevenienza) e quello delle tesi epistemologiche “forti” e “deboli” sulle
proprietà emergenti. Attraverso la revisione delle tesi ontologiche di Korn, da un lato, e
Moreno e Mossio, dall'altro, si potrà comprendere che l'emergenza è il frutto di processi
d'integrazione a cui deve corrispondere un'adeguata spiegazione, da un punto di vista
epistemologico, che vada al di là della semplicistica distinzione “emergenza forte” ed
“emergenza debole”. Un'adeguata revisione epistemologica dell'emergenza prevede una
rivalutazione  dello  statuto  delle  descrizioni  meccanicistiche  e  di  quelle  dinamiche.
Particolare  attenzione  verrà  rivolta  in  tale  paragrafo  allo  statuto  “emergente”  delle
funzioni “sistemico-integrative” in quanto prodotti dell'integrazione di diverse funzioni
“locali”.
La sezione 6.3, partendo dalla constatazione della fragilità esplicativa delle spiegazioni
meccanicistiche  (sia  downward  sia  upward)  in  merito  alle  funzioni  “sistemico-
integrative” -specialmente riguardo le relazioni inter-livello-, propone di integrare, come
già suggerito da Kaplan442, tali descrizioni con quelle dinamiche. Queste ultime, infatti,
non devono necessariamente esser considerate come delle alternative alle descrizioni
meccanicistiche,  bensì  come  delle  validissime  integrazioni  che  possono  non  solo
442 Cfr.  KAPLAN,  D.  M.,  Moving parts:  the  natural  alliance  between dynamical  and  mechanistic
modeling approaches, op. cit.
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spiegare ma anche predire meglio il comportamento “dinamico” dei diversi stati di un
sistema complesso.
La sezione 6.4 rilegge la genesi dei sistemi “integrati” alla luce sia di alcuni assunti
macro-evolutivi  (plasticità fenotipica, nicchie ecologiche, speciazione simpatrica) sia
micro-evolutivi (polimorfismi genetici). Emergerà una visione piuttosto netta: per poter
interpretare  correttamente  i  sistemi  biologici,  da  un  punto  di  vista  evolutivo,  è
necessaria una visione che integri tanto la macro quanto la micro-evoluzione (cosiddetta
visione “erotetica” dell'evoluzione).
Infine, la sezione 6.5 riprende la semantica del concetto di “teleologia” in autori come
Mayr, Nagel,  Ayala,  Hempel e Cummins.  Nonostante le prospettive differenti da cui
studiano il tema del finalismo in biologia, tutti e cinque questi autori si attestano su una
medesima  linea  di  pensiero:  sono  definibili  “teleologiche”  tutte  quelle  funzioni
biologiche che concorrono all'auto-mantenimento del sistema e al miglioramento delle
interazioni  organismo-ambiente.  Una siffatta  visione della  teleologia è  accettabile  e,
considerate in questo specifico significato, sia le funzioni “locali” sia quelle “sistemico-
integrative”  possono  definirsi  “teleologiche”.  Viene  rigettata  la  tesi  fallace  per  cui
“teleologico” sia l'aggettivo contrario di “meccanicistico”.
6.1 Una revisione della definizione di “livello” nei sistemi 
biologici
I capitoli 4 e 5 hanno fatto emergere un'interdipendenza ontologica tra il concetto di
“livello” e quello di “complesso morfo-funzionale” nei sistemi biologici: da un lato, è
possibile  definire  un  livello  biologico  soltanto  in  relazione  alle  peculiari  analogie
strutturali e funzionali  di  determinati enti dell'intero sistema, dall'altro, la differenza
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sostanziale tra funzioni “locali” e funzioni “sistemico-integrative” è comprensibile solo
all'interno di  una scala  gerarchica organizzata  per  livelli.  Se è  vero,  infatti,  che noi
possiamo identificare un livello delle “cellule” in virtù di determinate strutture (doppio
strato fosfolipidico delle membrane, nucleo, mitocondri, citoscheletro ecc.) realizzanti,
per cellule differenti, funzionalità biochimiche piuttosto affini se non del tutto identiche,
è altrettanto corretto affermare che le due tipologie di legame sussistenti tra le strutture
morfologiche e i meccanismi che esse realizzano (i.e. le funzioni “locali” e le funzioni
“sistemico-integrative”)  sono  pensabili  solo  in  un  orizzonte  livellare.  Non  avrebbe
senso, in poche parole, parlare di rapporti “locali”  e di relazioni “sistemico-integrative”
tra strutture e meccanismi, se non ci fosse a monte una struttura ordinata del sistema,
divisa  per  livelli  di  organizzazione  e  di  descrizione, che  consenta  di  individuare,
all'interno della sua scala gerarchica, sia relazioni di dipendenza  diretta tra la singola
struttura  morfologica  e  la  relativa  funzione  (funzioni  “locali”)  sia  relazioni  di
integrazione  fra  singole  morfo-funzioni  locali  che  generano  quelle  che  ho  definito
“funzioni sistemico-integrative”.
La  distinzione  che  ho  proposto  nei  capitoli  4  e  5  tra  funzioni  “locali”  e  funzioni
“sistemico-integrative” è svolta sempre all'interno di  quattro livelli di organizzazione
considerati,  dapprima,  nell'assetto  fisiologico,  successivamente,  in  quello
fisiopatologico  dello  scompenso:  il  livello  del  cardiomiocita,  il  livello  del  muscolo
cardiaco  (atriale,  ventricolare,  eccitatorio-conduttivo),  il  livello  dell'organo  cuore,  il
livello sistemico della circolazione e del cuore. La distinzione stessa tra il capitolo 4 e il
5 è stata dettata  da  una logica esplicativa che potremmo definire “bottom-up”:  dai
livelli  microscopici verso quelli  macroscopici. Nei primi le strutture morfologiche e le
relative funzioni non sono osservabili senza l'ausilio di un mezzo tecnico, nei secondi
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ciò è possibile. Naturalmente questa è una distinzione standard e, se vogliamo, anche un
po' grossolana al suo interno, nella misura in cui può dare l'impressione fallace che la
divisione gerarchica dei sistemi dipenda esclusivamente da ciò che è visibile ad occhio
nudo e da ciò che invece non lo è. La materia, infatti, si presenta come un continuum e
pensare a delle divisioni rigide o universalmente valide per i differenti tipi di sistemi
complessi non è certamente la strategia corretta da seguire. Ciò nonostante, io ritengo
che la distinzione fra differenti livelli di organizzazione di un sistema complesso sia una
componente essenziale per comprenderne l'ontologia e la  struttura gerarchica.  Come
avevo già rilevato nella sezione 3.3, il concetto di “gerarchia” sussume semanticamente
sotto di esso quello di “ordinamento tra qualcosa che è posto sopra e qualcosa che è
posto sotto”: la nozione di “livello” risponde perfettamente a questa esigenza.
Sorgono  spontanee  tre  domande  che  fungeranno  da  filo  conduttore  per  il  presente
paragrafo: 
1)  Qual  è lo  statuto ontologico di  “livello” in  un sistema biologico? Possiede delle
caratteristiche  particolari  che  lo  distinguono  dai  livelli  di  tutti  gli  altri  sistemi
complessi? 
2) Le funzioni “locali” e quelle “sistemico-integrative” si definiscono solo intra-livello
oppure anche inter-livello?
3) Rispetto alle tre letture fornite nel paragrafo 3.3 sul concetto di “livello”, come si
pone la  definizione di  livello  biologico in termini di  funzioni  “locali” e “sistemico-
integrative”? Ogni sistema complesso ha livelli  specifici  che definiscono la peculiarità
ontologica della propria gerarchia?
Tentiamo di rispondere con ordine a ciascuno di questi tre interrogativi.
I quattro livelli tracciati nei capitoli 4 e 5 sono, naturalmente, solo una divisione parziale
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di  un  sistema  biologico  quale  l'essere  umano,  dal  momento  che  ne  avrei  potuto
aggiungere  altri,  quali  il  livello  microscopico  dei  geni  o  quello  macroscopico  delle
nicchie ecologiche. Il focus primario di questo lavoro di ricerca è stato, infatti, quello di
indagare i rapporti sussistenti tra le strutture anatomiche e i rispettivi meccanismi in
alcuni  esempi  di  descrizioni  fisiologiche  e  fisiopatologiche.  Pertanto,  la  divisione
dell'essere  umano  (da  considerare  come un  token del  type “sistema biologico”)  nei
quattro livelli delle cellule, dei tessuti, degli organi e dei sistemi, non pretende di essere
del tutto esaustiva da un punto di vista ontologico,  poiché ancora implementabili  di
ulteriori livelli. 
Le analisi effettuate nei capitoli 4 e 5 mostrano però delle evidenze piuttosto importanti:
1) il fatto che sia effettivamente possibile stabilire delle analogie strutturali e funzionali
tra  enti  che  sono  tali  da  permettere  la  costituzione  ontologica di  un  livello  di
organizzazione; 2) il fatto che queste similarità strutturali e funzionali consentano di
individuare  sia  rapporti  uno-a-uno  tra  la  singola  struttura  morfologica  e  la  singola
funzione (funzioni “locali”), sia rapporti molti-a-uno in cui diverse strutture integrano le
proprie funzioni per produrre un unico meccanismo con rilevanza sistemica (funzioni
sistemico-integrative);  3)  il  fatto  che  tanto  la  descrizione  fisiologica  quanto  quella
fisiopatologica studino sia il comportamento funzionale di un singolo livello sia la sua
relazione  con  gli  altri.  In  breve,  per  comprendere  gli  stati  fisiologici  e  quelli
fisiopatologici di un sistema biologico vengono studiati sia le relazioni all'interno di uno
stesso livello sia quelle fra livelli differenti. 
Il capitolo 4 ha mostrato che il cardiomiocita rappresenta un livello di organizzazione
del  sistema  cardiovascolare  in  cui  si  presentano  peculiari  strutture  che  connotano
esclusivamente  le  fibrocellule:  il  sarcoplasma,  il  reticolo  sarcoplasmatico,  la
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caratteristica  forma allungata  della  fibrocellula,  la  presenza  delle  proteina  contrattili
(actina,  miosina,  titina)  che  generano  le  bande  I,  A e  il  disco  Z,  la  presenza  del
complesso troponina-tropomiosina. A queste strutture corrispondono funzioni “locali”
(ad es. i  singoli flussi del calcio regolati dai canali,  dalle pompe e dagli scambiatori
ionici) e funzioni “sistemico-integrative” tra cui, ad esempio, l'intero metabolismo del
calcio responsabile del processo di contrazione-rilasciamento del muscolo. Sono proprio
le  suddette  strutture  morfologiche  e  i  relativi  meccanismi  “locali”  e  “sistemico-
integrativi”  che  ci  consentono  di  parlare  di  un  particolare  tipo  di  cellula,  quale  la
fibrocellula, di cui il cardiomiocita è un esempio. Dal momento che tutte le fibrocellule
possiedono un nucleo, dei ribosomi, dei mitocondri, un citoscheletro ecc. e le funzioni
biochimiche tipiche di qualsiasi altra cellula presente in altri tessuti, esse possono essere
legittimamente esser definite “cellule”.
Sono proprio le analogie morfologiche e funzionali tra diverse strutture che definiscono
un livello  e le sue possibili differenziazioni interne: nei sistemi biologici è possibile
identificare, sulla base di analogie morfologiche e funzionali, un livello molto ampio
che comprende le cellule eucariotiche e quelle procariotiche. Tra le cellule eucariotiche
è possibile ravvisare una notevole differenza tra la cellula vegetale e quella animale sia
per quel che riguarda le strutture morfologiche sia per quel che concerne le funzioni. Le
cellule animali, poi, sono piuttosto differenti a seconda dei sistemi a cui appartengono
(la fibrocellula risulterà differente dal neurone che, a sua volta, risulterà differente dalla
cellula  uovo  e  così  via).  Come  si  può  intuire,  nonostante  le  notevoli  differenze,
morfologiche  e  funzionali,  che  sussistono  tra  le  varie  cellule  presenti  nei  sistemi
biologici,  si  può  sempre  parlare  di  “cellula”  o,  meglio,  del  livello “cellula”:  ciò  è
possibile  proprio  perché  questo  livello,  valido  per  tutti  i  sistemi  biologici,  ha  delle
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caratteristiche  morfo-funzionali  specifiche  (una  scala  di  misura  dell'ordine  dei
micrometri,  un  nucleo,  materiale  genetico  quale  DNA e  RNA, ribosomi,  membrana
cellulare,  un  processo  di  divisione  cellulare,  ecc.)  che,  una  volta  riscontrate  in  un
determinato ente, consentono di includerlo nel livello “cellula”.
Allo stesso modo,  è  possibile  identificare nel  sistema cardiovascolare un livello  dei
tessuti  rappresentato  sia  dal  tessuto  muscolare  cardiaco (atriale,  ventricolare,
eccitatorio-conduttivo),  sia  da  quello  epiteliale (epitelio  di  rivestimento  di  tutte  le
superfici esterne e delle cavità interne degli organi, epitelio ghiandolare, endotelio dei
vasi sanguigni), sia da quello  connettivo (le fibre e il tessuto ematico)443. Ciascuno di
essi svolge funzionalità precise che concorrono a definire lo statuto ontologico di quel
particolare livello  tissutale.  Nella  sezione 4.1.2 avevo mostrato le  peculiari  strutture
anatomiche del miocardio e il modo in cui le sue tre differenti parti (atri, ventricoli, e
sistema eccitatorio e conduttivo) siano coinvolte in funzioni “locali”444  e, al contempo,
“sistemico-integrative”445. 
Il capitolo 5 ha mostrato che anche la costituzione ontologica dei  livelli macroscopici
dipende dalle relazioni tra le strutture  e i meccanismi: l'organo del cuore è definibile
sulla base di tre funzioni “locali” (distinzione tra un flusso di sangue ossigenato e uno
443 Per  una  questione  di  spazio  e  di  “funzionalità  argomentativa”  nella  sezione  4.1.2  ho  parlato
esclusivamente del tessuto muscolare cardiaco senza soffermarmi anche sugli altri due tipi di tessuto che
definiscono  il  sistema  cardiocircolatorio:  quello  endoteliale  e  quello  connettivo.  Ciò  non  significa,
tuttavia, che essi risultino meno importanti per la definizione del sistema cardiovascolare.
444 Le  quattro  fasi  del  ciclo  cardiaco  sono  dovute,  come  abbiamo  visto  nella  sezione  5.1.1,  alle
caratteristiche morfologiche degli atri,  dei ventricoli e delle valvole atrio-ventricolari e semilunari. La
genesi del potenziale d'azione, che avviene soprattutto nel nodo SA, e le differenti velocità di conduzione
(responsabili del fatto che la contrazione atriale avvenga leggermente prima rispetto a quella ventricolare)
sono spiegabili sulla base delle caratteristiche morfologiche del sistema eccitatorio e conduttivo. Tutti
questi  sono esempi  di  quelle  che io ho definito funzioni  “locali”,  dal  momento che l'ontologia della
funzione è definibile quasi esclusivamente sulla base delle caratteristiche morfologiche della struttura che
la realizza. 
445 Il ciclo cardiaco  considerato nella sua interezza, ovvero come integrazione delle quattro differenti
fasi determinate dal lavoro congiunto di atri, ventricoli, valvole e conduzione del potenziale d'azione da
parte delle fibre del sistema eccitatorio-conduttivo, è a buon diritto definibile una “funzione sistemico-
integrativa” di tutto il livello del tessuto muscolare cardiaco. 
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non  ossigenato,  la  peculiare  articolazione  in  quatto  fasi  del  ciclo  cardiaco,  il
metabolismo cardiaco) e due “sistemiche” (meccanismo di Frank-Starling e regolazione
neuroumorale),  mentre l'intera circolazione gode di due importanti  proprietà “locali”
quali  la  compliance e  la  distensibilità vascolare  e  di  quattro  funzioni  “sistemico-
integrative” quali la gittata cardiaca, la pressione arteriosa, la resistenza periferica totale
e il ritorno venoso. Il quadro del sistema cardiovascolare è risultato completo solo una
volta  messi  in  luce  i  meccanismi  di  regolazione  locale  del  flusso  ematico  e  di
regolazione  della  pressione  arteriosa:  i  primi  sono  considerabili  funzioni  “locali”,  i
secondi “sistemico-integrative”.
I dati presentati ci consentono ormai di rispondere alla prima domanda: ogni livello di
un sistema biologico si definisce in virtù di similarità strutturali e funzionali tra gli enti
che lo compongono: la cosiddetta “coppia forma-funzione” è necessaria per definire lo
statuto ontologico di un un livello biologico. All'interno di ciascun livello le relazioni
che  legano le  strutture ai  meccanismi  sono di  due tipi:  funzioni  “locali”  e  funzioni
“sistemico-integrative”. Le prime rappresentano un rapporto uno-a-uno tra la struttura e
il meccanismo che realizza: c'è un vincolo così stretto tra la funzione e la sua struttura
che le caratteristiche funzionali essenziali dipendono dalle proprietà morfologiche della
struttura. Le seconde rappresentano un rapporto molti-a-uno tra la forma e la funzione:
il  meccanismo è l'esito  di  processi  d'integrazione  fra  le  differenti  strutture  e  le  sue
caratteristiche funzionali non vanno lette come una semplice sommatoria delle qualità
morfologiche delle sue strutture, bensì come proprietà che hanno rilevanza o per l'intero
livello o per l'intero sistema o, come avviene, generalmente, per entrambe. 
Le funzioni “sistemico-integrative”, determinate dalla sommatoria di un certo numero di
funzioni “locali”, sono le funzioni  globali di un intero livello e, in quanto tali,  sono
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quelle che rendono possibili le relazioni inter-livello446: in ciò consiste il loro duplice
statuto ontologico ed epistemologico. Sono proprio le funzioni sistemiche che, in quanto
“integrazione”  di  più  funzioni  locali,  rappresentano  il  passaggio  da  un  livello  di
organizzazione all'altro (dai livelli microscopici verso quelli macroscopici e viceversa)
e,  contemporaneamente,  la  transizione  da  un  livello  di  descrizione  all'altro.  I  casi
analizzati  nei  capitoli  4  e  5  hanno  mostrato  che,  in  effetti,  funzioni  “sistemico-
integrative” quali il metabolismo del calcio, la regolazione neuroumorale della gittata
cardiaca, il meccanismo di Frank-Starling, la gittata cardiaca, la pressione arteriosa, la
resistenza  periferica  totale,  il  ritorno  venoso,  i  meccanismi  di  regolazione  delle
pressione arteriosa, sono  funzioni con una portata davvero sistemica per l'intero sistema
cardiovascolare  e  per  l'organismo  nella  sua  interezza:  in  quanto  tali,  essi  rendono
possibile  il  collegamento fra  i  differenti  livelli  di  organizzazione  del  sistema
cardiovascolare  e  fra  i  diversi  livelli  di  descrizioni  fisiologiche  e  fisiopatologiche.
Consideriamo un solo caso di funzione “sistemico-integrativa” per vedere in dettaglio in
che senso essa permetta il  collegamento,  ontologico ed epistemologico,  tra il  livello
cellulare del cardiomiocita e il livello tissutale del miocardio: il metabolismo del calcio.
Questo processo è considerabile come la sommatoria di tutti i singoli flussi di calcio che
localmente si verificano nel cardiomiocita. Il  metabolismo del calcio è una funzione
generale dell'intero livello del cardiomiocita; esso, però, è anche la base fisiologica o, se
lo  volessimo  esprimere  in  termini  filosofici,  “supereveniente”  del  meccanismo  di
contrazione-rilasciamento del muscolo (in questo caso particolare del miocardio) che
rappresenta il livello “superiore” a quello cellulare.
Il metabolismo del calcio è per il sistema cardiovascolare una funzione  generale del
446 Cfr. le sezioni 1.4, 3.2. e 3.3 per rivedere i principali assunti, ontologici ed epistemologici, sulle
relazioni inter-livello.
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livello  del  cardiomiocita  che,  fungendo  da  base  supereveniente per  quello  posto
superiormente (il livello del miocardio), rappresenta la peculiare relazione  ontologica
sussistente tra di essi. E' possibile parlare qui di relazione o collegamento ontologico,
poiché l'uno è la base supereveniente dell'altro e la superevenienza è una connotazione
ontologica  dei  sistemi  complessi447.  Contestualmente,  però,  la  natura  di  questo
collegamento non è soltanto ontologica, ma anche epistemologica, giacché stabilisce un
legame tra le spiegazioni meccanicistiche relative alle funzioni “locali” del livello del
cardiomiocita e quelle del livello del miocardio. 
E'  dunque  possibile  rispondere  in  modo  preciso  alla  seconda  domanda:  mentre  le
funzioni “locali”  sono definibili (da un punto di vista ontologico) e descrivibili (da un
punto  di  vista  epistemologico)  esclusivamente  intra-livello,  quelle  “sistemico-
integrative”,  in  quanto  funzioni  generali  di  un  intero  livello,  rendono  possibile  la
definizione (in termini di superevenienza) e la descrizione (in termini di spiegazioni
meccanicistiche  downward o upward448)  delle  relazioni  inter-livello.  Le  funzioni
sistemico-integrative  hanno,  pertanto,  una  natura  doppia,  nella  misura  in  cui  sono
contemporaneamente intra  e  inter-livello,  tanto nel  loro statuto ontologico quanto in
quello epistemologico. 
Alla luce di queste acquisizioni proviamo a rispondere al terzo interrogativo.
Il fatto che lo statuto ontologico ed epistemologico di “livello” in un sistema biologico
si  definisca  sulla  base  dei  due  tipi  di  relazioni  che  intercorrono  tra  le  strutture  e  i
447Sul tema della superevenienza si può trovare una bella rassegna di articoli in KIM, J., Supervenience
and  Mind,  Cambridge  University  Press,  Cambridge,  1993.  Inoltre,  KIM,  J.,  ʻThe  Layered  Model:
Metaphysical  Considerationsʼ,  in  Philosophical Explorations,  vol.  V (2002),  pp.  2-20. Si  veda anche
BECKERMANN, A.,  ʻSupervenience, Emergence, and reductionʼ, A. Beckermann, H. Flohr e J. Kim,
Emergence  or  reduction?,  op.  cit.,  pp.  94-118.  Poi,  per  un'introduzione  di  ampio  respiro  sulla
superevenienza  si  consulti  MCLAUGHLIN,  B.  e  K.  BENNETT,  ʻsupervenienceʼ  (in
http://plato.stanford.edu/entries/supervenience/).
448 Riguardo lo statuto delle spiegazioni meccanicistiche downward e upward si vedano le sezioni 3.2 e
6.3. E' stato discusso, da Bechtel e Craver (Top-down causation without top-down causes, op. cit.), lo
statuto non causale, bensì “costitutivo” delle relazioni inter-livello. Tale lettura trova nelle relazioni inter-
livello in termini di funzioni sistemico-integrative una valida alternativa. 
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meccanismi (i.e. le funzioni “locali” e quelle “sistemico-integrative”), motiva la critica
che avevo iniziato ad avanzare nella sezione 3.3 nei confronti delle letture che Craver e
Bechtel,  Potochnik  e  McGill,  Eronen  proponevano  per  spiegare  l'organizzazione
livellare  di  un  sistema  complesso.  Bisogna  studiare  in  dettaglio  per  quale  motivo
ciascuna di queste letture risulti fallimentare qualora le si volesse applicare ai livelli dei
sistemi biologici.
Le letture che Craver e Bechtel449 danno dell'ontologia dei livelli sono molto simili fra di
loro e consistono in una interpretazione  locale,  ovvero una divisione livellare  che è
specifica non solo per un determinato sistema complesso, ma anche (e soprattutto) per le
differenti  tecniche d'indagine utilizzate per studiarlo450.  Essi ritengono inoltre che un
livello  si  definisca  sulla  base  delle  “entità  agenti”,  i.e.  sulla  base  dei  meccanismi
specifici che realizza451. Il criterio per stabilire se due enti (i1 e  i2) appartengono allo
stesso livello è quello di vedere se essi partecipano di un medesimo meccanismo a essi
superiore e se la funzione che realizza i1 non è componente di quella che realizza i2 e
viceversa452. 
La lettura che essi  propongono presenta alcuni aspetti  corretti  e altri  scorretti  o che
necessitano, a mio avviso, di essere modificati. E' corretta un'interpretazione locale dei
449 Cfr. BECHTEL, W., Mental Mechanisms, op. cit.; CRAVER, C. F., Explaining the Brain; CRAVER,
C. F. e W. BECHTEL, Top-down causation without top-down causes, op. cit.; CRAVER, C. F., Interlevel
Experiments and Multilevel Mechanisms in the Neuroscience of  Memory, op. cit.
450 Cfr.  CRAVER, C.  F.,  Interlevel  Experiments and Multilevel  Mechanisms in the Neuroscience of
Memory, op. cit., p. 89.
451 Cfr. CRAVER, C. F., Explaining the Brain, op. cit. pp. 188-189: «i livelli dei meccanismi sono livelli
di composizione, ma la relazione di composizione non è, alla base, spaziale o materiale. Nei livelli dei
meccanismi i termini si stanno comportando come meccanismi ai livelli superiori e come loro componenti
in quelli inferiori. Tali termini non sono propriamente concepiti né come entità né come attività; piuttosto,
dovrebbero esser pensati come entità agenti». Cfr. anche BECHTEL, W.,  Mental Mechanisms, op. cit., p
146:  «in un meccanismo le parti rilevanti sono […] le parti che realizzano le operazioni che rendono
capace il meccanismo di realizzare il fenomeno d'interesse. Questi possono essere di ordini di grandezza
differente, ma sono distinti per il fatto che figurano nel funzionamento del meccanismo. E' l'insieme delle
parti  operanti,  che  sono  organizzate  e  le  cui  operazioni  sono  coordinate  per  realizzare  il  fenomeno
d'interesse, che costituisce un livello». 
452 Cfr. CRAVER, C. F., Explaining the Brain, op. cit., p. 194: «[dati due enti X e S, si dice che sono allo
stesso livello] solo se X e S sono componenti nello stesso meccanismo, l'  φ-ità di X non è componente
nella ψ-ità di S, e la ψ-ità di S non è componente nella φ-ità di X».
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livelli, dal momento che ogni sistema complesso ha una sua specificità ontologica ed
epistemologica  che  si  riverbera  anche nella  sua  gerarchia  e  divisione  livellare.  Non
ritengo, tuttavia, corretto dire che l'interpretazione locale dei livelli vada fatta sulla base
delle peculiari strategie di ricerca (euristiche) adottate per lo studio di quel particolare
sistema.  Per quel  che concerne i  livelli  dei  sistemi biologici,  la  loro individuazione
ontologica  va  fatta  a  partire  dalle  due  tipologie  di  relazioni  che  legano  le  strutture
morfologiche ai meccanismi (le funzioni “locali” e le funzioni “sistemico-integrative”) e
non sulle semplici euristiche. Avevo già rilevato nella sezione 3.3 quanto questo criterio
di individuazione dei livelli fosse pericoloso, giacché subordinava lo statuto ontologico
dei livelli al modo in cui vengono studiati e analizzati. In breve, lo statuto ontologico
dei livelli era totalmente sussunto sotto quello epistemologico e ciò, nel caso dei livelli
biologici, è del tutto fallace, poiché non prende in alcuna considerazione le relazioni tra
le strutture e i meccanismi. Essi sono nel giusto quando affermano che i livelli vadano
definiti  come  un  insieme  di  “entità  agenti”,  tuttavia,  le  loro  analisi  finiscono  per
focalizzare unicamente sull'aspetto del meccanismo senza prendere in considerazione il
rapporto (necessario per una buona analisi ontologica ed epistemologica dei livelli) tra
le funzioni e le strutture. In poche parole, definire un livello biologico esclusivamente
sulla base delle funzioni che realizza, senza tener conto del vincolo che esse hanno alle
strutture (che è responsabile dei due tipi di funzioni, “locali” e “sistemico-integrative”)
conduce a una lettura ontologica errata del concetto di “livello” nei sistemi biologici.
Infine, l'affermazione di Craver per cui «[dati due enti X e S, si dice che sono allo stesso
livello] solo se X e S sono componenti nello stesso meccanismo, la  φ-ità di X non è
componente nella  ψ-ità di S, e la  ψ-ità di S non è componente nella φ-ità di X»453 è
valida solo se si presuppone la distinzione ontologica tra funzioni “locali” e funzioni
453 Ibid.
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“sistemico-integrative”.  Le  funzioni  “locali”,  avendo  un  rapporto  tra  la  struttura
morfologica e la  funzione di  tipo uno-a-uno (a una  singola struttura corrisponde un
singolo meccanismo), rappresentano le funzioni specifiche di ogni struttura: quelle che
Craver  definisce  come  φ-ità  di  una  struttura  morfologica  X e  ψ-ità  di  una  struttura
morfologica S. Ora, il fatto che le strutture morfologiche « X e S sono componenti nello
stesso meccanismo»454 significa  che  le  loro funzioni  sono integrate  per  produrre  un
unico generale meccanismo: la funzione “sistemico-integrativa”. La definizione fornita
da Craver circa il criterio per stabilire se due enti X e S siano allo stesso livello è molto
vicina,  sebbene  espressa  con termini  differenti,  alla  lettura  da  me  proposta  circa  la
distinzione tra funzioni “locali” e funzioni “sistemico-integrative”.
Altra lettura dei livelli che avevo preso in considerazione nella sezione 3.3 era quella di
Potochnik e McGill455, che hanno proposto, data la sostanziale ambiguità semantica del
concetto di “livello”, di concepire la scala gerarchica in ecologia (più in generale essi
proponevano di estenderlo a tutti  i  sistemi complessi) in termini di quasi-livello. La
visione  di  Potochnik  e  McGill  vuole  rappresentare  un'alternativa  alla  lettura
mereologica dei livelli in termini di interi costituiti da parti. Inoltre, mentre la scala è un
raggruppamento  continuo di  una  serie  di  enti,  i  livelli  sarebbero  una  forma  di
ordinamento discreto. Essi ritengono che una forma di ordinamento continua rende più
facile le spiegazioni causali inter-livello e possa conciliarsi meglio con il problema della
realizzabilità  multipla  nei  sistemi  complessi456,  dal  momento  che  non  pone  delle
partizioni  rigide  all'interno  della  materia,  come  vorrebbe,  invece,  una  certa  visione
“classica” dei livelli. La proposta di Potochnik e McGill è sicuramente interessante e
454 Ibid.
455 Cfr. POTOCHNIK, A. e B. MCGILL, The Limitations of Hierarchical Organization, op. cit.
456 Cfr. Ivi, pp. 126-130. Si ricorda che per “realizzabilità multipla” s'intende il fatto che i micro-stati
originano i macro-stati in una pluralità di modi. Ciò non rende possibile stabilire in modo assolutamente
deterministico in quali e quanti modi un macrostato origini da un insieme di n microstati.
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deve essere  presa  in  considerazione,  poiché  rappresenta  un modello  di  ordinamento
continuo  e  non  discreto  dei  sistemi  complessi.  La  domanda  che,  tuttavia,  sorge
spontanea concerne proprio lo statuto ontologico dei livelli biologici: riesce una siffatta
visione  a  costituire  una  valida  fondazione  per  la  nozione  di  “livello”  nei  sistemi
biologici? La tesi che propongo io è che il concetto di “livello” nei sistemi biologici
prevede  un  riferimento  ai  due  tipi  di  rapporti  che  coinvolgono  le  strutture  e  i
meccanismi  (funzioni  “locali”  e  funzioni  “sistemico-integrative”).  Ora,  una  siffatta
lettura  è,  secondo  me,  compatibile  con  quella  fornita  da  Potochnik  e  McGill  nella
misura in cui la stratificazione dei livelli biologici segue, naturalmente,  una scala di
misura e che l'ordinamento sia continuo e non discreto è una tesi legittima. L'unica nota
dolente della lettura dei due filosofi è che essa si presenta così tanto generale (in quanto
applicabile potenzialmente a ciascun sistema complesso) da far perdere la specificità di
ogni sistema complesso. In questo caso particolare, il mancato riferimento alle relazioni
tra  le  forme e  le  funzioni biologiche  implica  una  lettura  della  gerarchia  dei  sistemi
biologici  a-specifica e, in quanto tale, non ontologicamente valida, in quanto incapace
di esprimere i connotati necessari per la definizione del concetto di “livello biologico”.
Un  tema  che  è  stato  filosoficamente  dibattuto  per  molto  tempo  è  la  natura
intrinsecamente composizionale del concetto di “livello”, i.e. l'idea che un livello sia un
intero composto  di  parti e  che,  relativamente  all'intero  sistema  complesso (che
rappresenta l'intero), i  singoli livelli ne rappresentino le sue  parti. Alla luce della tesi
che  propongo  io,  le  relazioni  di  composizione riguardano,  all'interno  di  uno  stesso
livello,  i  processi  d'integrazione  delle  singole  funzioni  “locali”  ,  invece,  tra  livelli
differenti, le relazioni di composizione vanno lette come integrazioni fra le differenti
funzioni “sistemico-integrative”. Le funzioni “locali” sono considerabili come le  parti
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di un livello biologico, mentre le funzioni “sistemico-integrative” si possono leggere
contemporaneamente come interi e come parti: i.e. come funzioni globali di un intero
livello e come meccanismi che legano i differenti livelli (i.e. le varie  parti) dell'intero
sistema.
E'  possibile  rispondere  adesso  all'ultimo  interrogativo  di  questo  paragrafo  circa  lo
statuto locale oppure universale della divisione livellare per i sistemi complessi.
Personalmente ritengo che ogni sistema complesso goda di divisioni livellari specifiche
che,  nel  caso  dei  sistemi  biologici,  dipendono  dalle  funzioni  “locali”  e  “sistemico-
integrative” che definiscono i  rapporti  tra le strutture e i meccanismi.  I due modelli
classici  di  divisione della natura e della scienza si  sono rivelati  inadeguati  e fallaci,
poiché  pretendevano  delle  partizioni  così  generali  che  non  riuscivano  a  mostrare  i
connotati ontologici fondamentali di ogni sistema457. La divisione in livelli non può che
essere locale e ciò implica un pluralismo ontologico ed epistemologico, come afferma
molto correttamente Love458.  Ciò ha un duplice significato: «negativamente significa
che  non  c'è  una  singola,  onnicomprensiva,  rappresentazione  dei  “livelli  di
organizzazione” o della causazione gerarchica.  Positivamente significa che le visioni
multiple  dei  “livelli”  nelle  differenti  scienze catturano le  caratteristiche  significative
della realtà e le relazioni di dipendenza in tali rappresentazioni gerarchiche tracciano
una diversità delle relazioni causali»459. Il pluralismo ontologico ed epistemologico dei
livelli si presenta, dunque, come un'alternativa a letture  monistiche della natura come
457 I due modelli classici, peraltro molto simili fra di loro, sono quello di Lloyd Morgan (Emergent
Evolution,  Williams and  Norgate,  London,  1923)  e  di  Oppenheim e  Putnam (Unity  of  Science  as  a
Working Hypothesis,  op. cit.).  Il  primo riteneva che la natura fosse divisa gerarchicamente in cinque
livelli: 1) un livello di atomi, 2) un livello delle molecole, 3) un livello delle piante, 4) un livello degli
animali, 5) un livello degli esseri umani. Gli altri due pensavano che i livelli fossero sei: 1) un livello
delle  particelle  elementari,  2) un livello degli  atomi,  3) un livello delle molecole,  4) un livello delle
cellule, 5) un livello degli esseri viventi multicellulari, 6) un livello dei gruppi sociali.
458 Cfr. LOVE, A., ʻHierarchy, causation and explanation: ubiquity, locality and pluralismʼ, in Interface
Focus, vol. 2 (2012), pp. 115-125. 
459 Ivi, p. 121.
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quelle di Morgan e di Oppenheim e Putnam. 
6.2 L'emergenza come processo d'integrazione funzionale
Il problema dello statuto ontologico ed epistemologico dell'emergenza ha una rilevanza
enorme  all'interno  della  filosofia  dei  sistemi  complessi,  dal  momento  che  è  stato
lungamente  dibattuto  quali  fossero  le  sue  cause  e  il  modo  corretto  di  spiegarle
filosoficamente.  Nella  sezione  3.1  del  presente  lavoro  ho  esposto  alcune  posizioni
filosofiche  che  mostravano  il  ruolo  fondamentale  delle  costrizioni460 nella  genesi
dell'emergenza e le tesi epistemologiche delle proprietà emergenti come non-riducibili
(emergenza  “forte”)  oppure  come  inaspettate (emergenza  “debole”)  rispetto  alle
proprietà dei livelli inferiori461. 
Il doppio modello basato sulle funzioni “locali” e su quelle “sistemico-integrative” può
fornire  un  valido  apporto  al  dibattito  sul  tema  dell'emergenza,  dal  momento  che  il
passaggio dalle funzioni “locali” a quelle “sistemico-integrative” è del tutto basato sul
ruolo dei processi integrativi che coinvolgono le differenti funzioni “locali” all'interno
di uno stesso livello.
La tesi che sostengo è che ciò che noi definiamo proprietà “emergenti” altro non siano
che il prodotto di peculiari processi d'integrazione che si verificano sia intra sia inter-
livello all'interno di ciascun sistema complesso. Se volessimo, pertanto, esprimere ciò
con uno  slogan potremmo affermare:  «la sussistenza delle proprietà emergenti non è
nulla di diverso dai processi d'integrazione che le hanno generate». Ora, il modo in cui
nei sistemi biologici si costituiscono le funzioni emergenti è da ritrovare nell'interazione
460 Cfr. KORN, R. W., The Emergence Principle in Biological Hierarchies, op. cit.; MORENO, A. e M.
MOSSIO, Biological Autonomy, a Philosophical and Theoretical Enquiry, op. cit.
461 Cfr. RUEGER, A., Physical Emergence, Diachronic and Synchronic, op. cit.;  BOOGERD, F. C. et
al., Emergence and Its Place in Nature: A Case Study of Biochemical Networks, op. cit.
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e nell'integrazione tra le diverse strutture morfologiche con i corrispettivi meccanismi
“locali”.  Cos'è  infatti  una  funzione  “emergente”  se  non  un'integrazione  di  singole
funzioni “locali”? Per tale motivo, io ritengo che le funzioni “locali” siano dei buoni
candidati  per  la  costituzione  ontologica  delle  funzioni  “emergenti”  che  nei  sistemi
biologici possiamo a buon diritto definire “sistemico-integrative”.
In questo paragrafo vorrei concentrarmi sulla rilevanza dei concetti di “costrizione” e di
“realizzabilità multipla” per la genesi delle funzioni “sistemico-integrative”. I modelli
filosofici con cui mi confronterò saranno quello di Korn e quello di Moreno e Mossio.
Riprenderò  in  esame,  onde  dimostrarne  la  presunta  legittimità,  le  letture
epistemologiche  “forti”  e  “deboli”  dell'emergenza  preparando,  così,  il  terreno per  il
confronto  tra  le  spiegazioni  meccanicistiche  e  quelle  dinamiche  che  avverrà  nella
sezione 6.3.
Korn  propone  tre  possibili  cause  delle  proprietà  emergenti:  1)  rimozione  delle
costrizioni  verticali  attraverso  l'aggiunta  di  un'entità  a  un  livello  superiore;  2)  le
costrizioni verticali ai livelli superiori sono rimpiazzate da costrizioni orizzontali poste
ai livelli inferiori; 3) cambiamenti quantitativi così grandi da permettere la genesi di un
nuovo  tratto  (cambiamento  qualitativo)462.  Per  “costrizione”  s'intende  una  struttura
morfologica che, in virtù del particolare meccanismo che realizza, funge da vincolo per
lo  sviluppo morfologico  e/o  funzionale  di  un'altra  struttura  posta  allo  stesso  livello
oppure ad un altro. Korn proponeva alcuni esempi per ciascuna delle tre cause elencate
sopra:  1)  gli  enzimi:  sono delle  proteine che rendono possibile  la  reazione tra  certi
substrati che, senza di essi, o non avrebbero potuto reagire fra di loro oppure avrebbero
reagito con eccessiva lentezza rispetto all'economia globale del  pathway in cui sono
462 Cfr.  KORN, R.  W.,  The Emergence Principle in  Biological Hierarchies,  op.  cit.,  p.  142.  Cfr.  la
sezione 3.1 del presente lavoro per leggere in dettaglio le tesi di Korn.
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coinvolti463. 2) Il meccanismo a feedback negativo: il superamento da parte di un certo
parametro di un certo  range di valori ottimali per una determinata funzione biologica
innesca l'attivazione di meccanismi che riportano il valore alterato nella norma. 3) Il
cambiamento qualitativo nella memoria di un programma elettronico per il gioco degli
scacchi dovuto all'eccessivo numero (i.e. un grande cambiamento quantitativo) di partite
giocate. 
Personalmente  ritengo  che  il  tema  delle  costrizioni  sia  di  vitale  importanza  per
comprendere la genesi dell'emergenza e, nonostante alcune critiche da muovere a Korn,
trovo il suo modello accettabile. 
I  processi  d'integrazione,  infatti,  avvengono  sempre  grazie  a  delle  costrizioni
morfologiche  e  funzionali.  Non  si  potrebbe  pensare  l'integrazione  tra  più  funzioni
“locali”  se  non  ci  fossero  costrizioni  che  operino  tanto  intra quanto  inter-livello.
Talvolta  avviene,  come  suggerisce  correttamente  Korn,  che  certe  costrizioni  che
rendono  impossibili  certi  processi,  una  volta  rimpiazzate  da  altri  tipi  di  costrizioni,
fanno sì che i suddetti meccanismi avvengano. 
Consideriamo a questo proposito qualche esempio tratto dal sistema cardiovascolare di
funzione “sistemico-integrativa”, per verificare se la visione tripartita di Korn sia valida.
Il  metabolismo  del  calcio  è  la  sommatoria  delle  singole  funzioni  “locali”  che
permettono il  pathway biochimico della contrazione e del rilasciamento muscolare. I
meccanismi integrativi che soggiacciono al processo della contrazione464, come pure a
quello  del  rilasciamento  muscolare465,  sono  esposti  a  una  serie  di  costrizioni.  Nel
463 Vale la pena notare che i siti di legame di un enzima si relazionano ai propri ligandi solo se sussiste
una certa compatibilità geometrica ed elettronica. Il concetto di “vincolo”, in questo caso, si manifesta
tanto da un punto di vista geometrico-morfologico quanto funzionale (interazione elettronica).
464 Giusto  per  ricordare  i  più  importanti:  l'apertura  dei  canali  Ca2+ tipo  L,  l'apertura  dei  recettori
rianodinici per l'entrata del calcio nella fibrocellula e la modificazione conformazionale del complesso
troponina-tropomiosina.
465 Si ricordino: il funzionamento del SERCA2, dello scambiatore Na+-Ca2+, della pompa Na+-K+.
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metabolismo del calcio si può certamente parlare degli enzimi come enti che consentono
la rimozione di costrizioni poste ai livelli superiori (i.e. le costrizioni verticali), come
pure  delle  pompe  ioniche  che,  facendo  muovere  gli  ioni  contro  il  loro  gradiente,
superano un certo tipo di costrizione. Il primo tipo di causa che Korn propone per la
genesi dell'emergenza risulta pertanto valido.
Il secondo tipo di causa (che Korn attribuisce a tutti i possibili tipi di meccanismi a
feedback negativo) risulta valido se si considera l'inibizione da substrato come mezzo di
regolazione per la velocità dell'intero pathway biochimico (in tal caso è vero che una
costrizione  verticale  -l'eccessiva  velocità  della  reazione-  viene  regolata  da  una
costrizione posta a un livello inferiore -o orizzontale-, quale l'inibizione da eccesso di
substrato).  Tuttavia,  se  consideriamo altri  fenomeni  integrativi,  quali  la  regolazione
neuroumorale della pressione arteriosa, è errato affermare che una costrizione superiore
sia  eliminata  da  quelle  inferiori:  l'aumento  eccessivo  di  pressione  è  regolata  da
meccanismi  a  feedback negativo che sono posti  al  medesimo livello  e non a  livelli
inferiori.
Per quanto riguarda la terza causa dell'emergenza, i casi tratti dalla fisiopatologia dello
scompenso  rivelano  che  essa  non  è  del  tutto  corretta,  dal  momento  che  le  qualità
emergenti non sono semplicemente l'esisto di grandi modificazioni quantitative, bensì
anche  qualitative.  La  condizione  emergente  dello  scompenso  cardiaco  è  dovuta  ad
alterazioni  (benefiche  per  il  primo periodo  ma  dannose  per  il  lungo  periodo)  tanto
morfologiche (ipertrofia) quanto funzionali e quantitative (aumentato precarico, intensa
attivazione ortosimpatica e del sistema renina-angiotensina-aldosterone). 
La lettura che fornisce Korn, nonostante alcuni limiti, mette bene in luce la natura di
costrizioni  che operano tanto nell'inter-livello (costrizioni verticali)  quanto nell'intra-
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livello (costrizioni orizzontali). 
La lettura delle costrizioni fornita da Moreno e Mossio466 è estremamente valida ed è un
modello che appoggio in pieno, in quanto riesce a focalizzare in modo realmente acuto
quale  sia  lo  statuto  ontologico  proprio  dell'autonomia biologica:  il  doppio  processo
della “chiusura delle  costrizioni” e dell'interazione tra organismo e ambiente. Il ruolo
fondamentale  delle  costrizioni  consiste  nel  fatto  che  «non  producono  i  loro  effetti
trasmettendo  energia  e/o  materia  al  processo  o  alla  reazione,  ma  piuttosto  nel
canalizzare e controllare un flusso termodinamico senza esser soggetto a tale flusso»467.
Le costrizioni sono, secondo i due autori, sia entità individuali sia classi di entità che nei
sistemi  biologici,  grazie  al  fenomeno  della  “chiusura”468,  sono  all'origine  della  loro
autonomia.  Ora,  il  fatto  che  le  costrizioni  siano  modi  mediante  cui  i  sottosistemi
biologici  si  mantengano  lontani  dallo  stato  di  equilibrio  termodinamico  è
profondamente vero e, come si era già rilevato nella sezione 3.1, ciò è particolarmente
evidente  se  si  analizza  la  “logica”  che  soggiace  ai  pathways metabolici.  Moreno  e
Mossio  mostrano  l'estrema  rilevanza  delle  costrizioni  anche  nei  meccanismi  di
regolazione  coinvolti  nel  mantenimento  dell'equilibrio  omeostatico469.  Una  visione
siffatta  delle  costrizioni  è  pienamente  legittima  tanto  per  le  descrizioni  fisiologiche
quanto in quelle fisiopatologiche,  dal momento che riesce a coniugare due necessità
466 Cfr.  MORENO, A. e M. MOSSIO, Biological Autonomy, a Philosophical and Theoretical Enquiry,
op. cit. Sempre degli stessi autori, in merito al tema delle “costrizioni”, si vedano: 1) MONTÉVIL, M. e
M. MOSSIO, ʻBiological Organisation as Closure of Constraintsʼ, in Journal of Theoretical Biology, vol.
372  (2015),  pp.  179-191.  2)  MOSSIO,  M.  et  al.,  ʻEmergence,  Closure  and  Inter-Level  Causation in
Biological Systemsʼ, in  Erkenntnis,  vol. 78, suppl. 2 (2013),  pp. 153-178. 3) MOSSIO, M. et  al.,  ʻA
Computable Expression of Closure to Efficient Causationʼ, in  Journal of Theoretical Biology, vol. 257
(2009), pp. 489-498. 4) MOSSIO, M. e A. MORENO, ʻOrganisational Closure in Biological Organismsʼ,
in History and Philosophy of the Life Sciences, vol. 32 (2010), pp. 269-288. 5) MOSSIO, M. et al., ʻAn
Organizational Account of Biological Functionsʼ, in  The British Journal for the Philosophy of Science,
vol. 60 (2009), pp. 813-841.
467 MORENO, A. e M. MOSSIO,  Biological Autonomy, a Philosophical and Theoretical Enquiry, op.
cit., p. 15.
468 Cfr. Ivi, p. 24: «nella nostra visione la chiusura è descritta considerando un intervallo temporale che è
ampio abbastanza per abbracciare tutte le costrizioni e le loro dipendenze».
469 Cfr. Ivi, pp. 33-37.
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compresenti  nei  due  tipi  di  condizioni  “esistenziali”  dei  sistemi  biologici:  1)  il
mantenersi  lontano  dagli  stati  di  equilibrio  termodinamico  e  2)  regolare  i  propri
comportamenti biochimici e biofisici in modo da mantenere le condizioni dell'equilibrio
del  mezzo  interno  (omeostasi).  La  regolazione  è  il  grande  passo  verso  l'autonomia
biologica  «non  solo  perché  favorisce  la  crescita  nella  complessità  funzionale  e
strutturale,  ma  anche  perché  il  sistema  ha  interiorizzato  le  costrizioni  capaci  di
modificare le norme […] per preservare la propria esistenza»470.  Le costrizioni sono,
pertanto, il fondamento ontologico del maggiore comportamento emergente dei sistemi
biologici: l'autonomia. 
Il tema delle costrizioni rappresenta un solido argomento ontologico per la fondazione
dell'emergenza e il  tipo di descrizioni,  fisiologiche e fisiopatologiche,  presentate  nei
capitoli 4 e 5 non fanno altro che giustificare non solo la presenza di costrizioni fra
strutture  e  funzioni,  ma  anche  la  rilevanza  epistemologica  che  esse  giocano  nelle
descrizioni meccanicistiche. Nel modello da me presentato, le costrizioni si manifestano
sia  come  vincoli  morfologici (nel  senso  che  la  funzione  si  articola  e  si  altera
rispondendo alle esigenze morfologiche della propria struttura – ciò avviene nel caso
delle funzioni “locali”-) sia come vincoli contemporaneamente morfologici e funzionali
(nel caso delle funzioni “sistemico-integrative” che sono l'esito di differenti processi
d'integrazione fra vari complessi morfo-funzionali). 
Riesaminiamo adesso le tesi epistemologiche “forti” e “deboli” in merito all'emergenza.
Nella sezione 3.1 si era detto che la visione “forte” delle proprietà emergenti consiste
nel  pensarle  epistemologicamente  non deducibili dalle  proprietà  dei  livelli  inferiori,
mentre la lettura “debole” si limita ad affermarne la novità rispetto alle usuali proprietà
dei livelli inferiori. Le conseguenze logiche di siffatte letture sono, rispettivamente, per
470 Ivi, p. 38.
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l'emergenza  “forte”,  l'incapacità  di  stabilire  in  modo  deterministico  le  proprietà
emergenti  dei  livelli  superiori  rispetto  a  quelle  dei  livelli  inferiori471 mentre,  per
l'emergenza  “debole”,  il  fatto  che  ci  sia  nelle  proprietà  emergenti  un  carattere
“inaspettato” rispetto alle proprietà dei livelli inferiori472.
Abbiamo  detto  prima  che  lo  statuto  caratterizzante  le  proprietà  emergenti  è  il  loro
carattere integrativo, dal momento che esse sorgono a seguito di interazioni multiple fra
enti posti allo stesso livello oppure a livelli differenti. Alla luce di ciò, ho affermato che
si possono legittimamente considerare le funzioni “sistemico-integrative” come funzioni
“emergenti”.
La  domanda  che  è  necessario  porsi  adesso  è  la  seguente:  le  correnti  descrizioni
nell'ambito  fisiologico  e  fisiopatologico  legittimano  la  summenzionata  differenza
epistemologica  tra  una  lettura  “forte”  e  una  “debole”  dell'emergenza?  Espresso
altrimenti,  sono  legittime  delle  letture  “forti”  oppure  “deboli”  dello  statuto
epistemologico delle proprietà derivanti dai processi d'integrazione? Riguardo il nostro
modello, è legittima una lettura “forte” oppure una “debole” dello statuto ontologico
delle funzioni “sistemico-integrative”?
Per rispondere a questi tre interrogativi, ognuno correlato all'altro, propongo di prendere
in esame le difficoltà che si hanno, nello stato fisiopatologico dello scompenso cardiaco,
a  spiegare  in  modo  preciso  l'integrazione fra  gli  alterati  meccanismi  biochimici
generanti  un  alterato  metabolismo  del  calcio473.  Diversi  studi  nell'ambito  della
biochimica hanno mostrato che nel cardiomiocita di individui in stato di insufficienza
cardiaca c'è una minore densità (o una depressione funzionale) del SERCA2 del reticolo
471 Ciò significa che le proprietà emergenti sono “predicibili” solo attraverso descrizioni statistiche. La
base ontologica di ciò può essere ritrovata nel concetto di “realizzabilità multipla”: i macrostati vengono
originati a partire dai microstati in una pluralità di modi.
472 Il carattere inaspettato delle proprietà “emergenti” potrebbe essere considerato una conseguenza del
fatto che esse non sono predicibili in modo deterministico bensì solo probabilistico. 
473 Cfr. la sezione 4.2.1 del presente lavoro.
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sarcoplasmatico,  un'aumentata  espressione  dello  scambiatore  Na+-Ca2+,
un'iperfosforilazione del recettore rianodinico del calcio del reticolo sarcoplasmatico,
una minore densità dei recettori β-adrenergici come pure una ridotta densità dei canali
Ca2+ tipo L, ecc.474. Ciascuna di queste variazioni, da considerare come alterazioni nelle
funzioni  “locali”  del  cardiomiocita,  contribuisce  all'alterato  metabolismo  del  calcio;
tuttavia, nessuna di essere può essere considerata “La” causa dell'alterazione di questa
funzione  “sistemico-integrativa”,  poiché  la  reale  causa  di  ciò  risiede  precisamente
nell'alterazione dei processi  d'integrazione che stanno alla base del metabolismo del
calcio. 
Dunque,  da  un  punto  di  vista  epistemologico,  il  motivo  per  cui  una  funzione
“emergente” quale il metabolismo del calcio viene spiegato con difficoltà dipende dalla
scarsa conoscenza che negli ambiti della biochimica e della biofisica si ha dei processi
integrativi che ne stanno alla base. 
Ritorniamo a questo punto alla domanda iniziale: è legittima una lettura “forte” oppure
una “debole” delle proprietà emergenti? 
Dal mio punto di vista, ritengo che una siffatta distinzione non abbia un effettivo senso
da un punto di vista epistemologico, poiché, come abbiamo visto nella sezione 3.1, certe
proprietà  emergenti  possono  esser  state  lette  in  un  certo  momento  storico
esclusivamente come “forti” e come “deboli”, in un secondo periodo, con il progredire
delle conoscenze scientifiche, semplicemente “deboli”475. Inoltre, non ha molto senso
presentare  una  lettura  epistemologica  delle  proprietà  emergenti  basandola
esclusivamente sul carattere di “non deducibilità” o di “novità”, poiché ciò non si pone
474 Naturalmente questo è un elenco non completo delle tante alterazioni biochimiche registrate nel corso
di questi decenni nel cardiomiocita di pazienti in stato di insufficienza cardiaca.
475 Vedi l'esempio della scoperta dell'acqua riportato in nota nella sezione 3.1. Tale caso esemplifica
molto bene il fatto che la distinzione epistemologica “forte”-“debole” appare fortemente contingentata da
un punto di vista storico-temporale.
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minimamente  in  continuità  con  lo  statuto  ontologico  delle  proprietà  emergenti  che
consiste nell'integrazione tra differenti funzioni “locali”. In poche parole, trovo di scarsa
rilevanza  epistemologica affermare che  la  peculiarità  del  modo in cui  conosciamo i
processi  integrativi  generanti  le  proprietà  emergenti  sia  da  riconoscere  nella  nostra
incapacità di “dedurle da” e nel vederle come “nuove e inaspettate rispetto ad” altre
proprietà già conosciute.
Alla luce di quanto detto, mi sembra che il problema dello statuto epistemologico delle
proprietà  emergenti  possa  tranquillamente  fare  a  meno  della  distinzione
“forte”-“debole” privilegiando, invece, un esame attento del modo in cui le spiegazioni
meccanicistiche (downward e  upward) e quelle dinamiche rendono conto dei processi
integrativi.
6.3 Spiegazioni meccanicistiche o dinamiche per lo studio dei 
processi integrativi?
Per “spiegazioni meccanicistiche” s'intendono quelle descrizioni del comportamento di
un  sistema  complesso  effettuate  sulla  base  di  relazioni  causali  di  meccanismi.  Il
dibattito filosofico di questi ultimi decenni ha presentato due tipologie di descrizioni
meccanicistiche:  quelle  downward (o  top-down) che spiegano il  meccanicismo delle
parti  come il  prodotto di meccanismi causali  operanti  nell'intero e quelle  upward (o
bottom-up) che, al contrario, descrivono il meccanicismo dell'intero come un'interazione
causale tra le parti che lo compongono.
Naturalmente la distinzione tra spiegazioni meccanicistiche downward e upward si basa
su  un'ontologia  dei  sistemi  complessi  di  tipo  mereologico:  un  sistema  (l'intero per
eccellenza), è composto di livelli (considerabili come parti del sistema) e ogni livello è
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un intero rispetto alle parti che lo compongono. 
E'  stato  discusso  se  le  descrizioni  causali  downward e  upward siano  valide
esclusivamente  intra-livello  oppure  anche  inter-livello476.  La  posizione  di  Bechtel  e
Craver sostiene che esse siano definite  esclusivamente intra-livello, poiché il concetto
di causazione ha senso esclusivamente all'interno di uno stesso livello di organizzazione
e di descrizione. Le relazioni inter-livello appaiono ai due autori non di tipo causale ma
di tipo “costitutivo”: una serie di relazioni che pongono delle “connessioni”  fra i vari
livelli di organizzazione di un sistema senza per questo essere causali. Per Fazekas e
Kertész, invece, questi due tipi di descrizioni meccanicistiche valgono tanto intra quanto
inter-livello, dal momento che pensano «ci siano buone ragioni per credere che i livelli
definiti  localmente  possano  essere  estesi  in  un  modo  che  rende  comprensibile
l'affermazione che le parti costituenti delle entità differenti del livello superiore siano in
verità allo stesso livello»477. 
Le descrizioni fisiologiche e quelle fisiopatologiche, come abbiamo potuto osservare nei
capitoli 4 e 5, esemplificano perfettamente il paradigma di spiegazione meccanicistica.
Alla luce della distinzione fatta tra funzioni “locali” e funzioni “sistemico-integrative”,
è possibile affermare, in antitesi a quanto sostenuto da Bechtel e Craver e in accordo
alla lettura di Fazekas e Kertész, che possono esistere delle descrizioni meccanicistiche
inter-livello basantesi sull'integrazione fra le differenti funzioni “sistemico-integrative”
di  ciascun  livello.  E'  possibile,  ad  esempio,  spiegare  la  legge  di  Frank-Starling
richiamando  l'integrazione  dei  meccanismi  che  operano  nei  differenti  livelli  di
organizzazione del sistema cardiovascolare: ritorno venoso e gittata cardiaca, precarico
476 Cfr.  CRAVER,  C.  F.  e  BECHTEL,  W.,  Top-down causation  without  top-down causes,  op.  cit.;
FAZEKAS, P. e G. KERTÉSZ,  Causation at different levels: tracking the commitments of mechanistic
explanations, op. cit.
477 FAZEKAS,  P.  e  G.  KERTÉSZ,  Causation  at  different  levels:  tracking  the  commitments  of
mechanistic explanations, op. cit., p. 379.
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e  postcarico  muscolare,  meccanismi  di  contrazione  e  rilasciamento  del  miocardio,
metabolismo del calcio, ecc. Nulla vieta, in linea di principio, di pensare le descrizioni
meccanicistiche sia intra sia inter-livello, dal momento che, come già sottolineato, si
può pensare la relazione fra i differenti livelli di un sistema biologico come l'interazione
e  l'integrazione  delle  diverse  funzioni  “sistemico-integrative”,  le  quali  sono,  a  loro
volta, integrazioni di differenti meccanismi “locali”.
Il grande interrogativo epistemologico che sorge adesso, che dovrebbe risultare molto
chiaro alla luce dello statuto ontologico peculiare delle funzioni “sistemico-integrative”,
può  assumere  la  seguente  forma  proposizionale:  dal  momento  che  le  spiegazioni
meccanicistiche  mostrano  dei  limiti  palesi  nella  descrizione  e  nella  predizione  del
comportamento  delle  funzioni  “sistemico-integrative”,  sono  preferibili  a  quelle
meccanicistiche delle spiegazioni dinamiche? Qualora la risposta fosse affermativa, che
rilevanza epistemologica potrebbero avere le spiegazioni dinamiche per la descrizione
dei diversi stati di un sistema biologico? 
Per  quel  che  concerne  le  spiegazioni  dinamiche,  si  ricordi  quanto  detto  da  Zednik
secondo cui esse consistono in «modelli dinamici (insiemi di equazioni differenziali o di
differenza  di  equazioni  che  catturano  un  particolare  comportamento  di  un  sistema
cognitivo) e [in]  analisi dinamiche  (analisi formali  che richiedono gli strumenti e i
concetti  della  teoria  dei  sistemi  dinamici per  descrivere  le  proprietà  matematiche
astratte del sistema modellato)»478. I modelli dinamici, infatti, sono insiemi di equazioni
differenziali  ordinarie  o  parziali  che  consentono  di  descrivere  le  transizioni  fra  i
478 ZEDNIK, C., The Nature of Dynamical Explanation, op. cit., p. 242. Si presti attenzione al fatto che
Zednik, come anche buona parte della letteratura filosofica sul tema delle spiegazioni dinamiche, ne parla
specificamente  in  relazione  alla  modellizzazione  di  certi  fenomeni  neurofisiologici.  In  effetti,  alcuni
importanti modelli dinamici (si pensi, ad esempio, al modello di Haken-Kelso-Bunz per la coordinazione
bimanuale  oppure  a quello di  Hodgkin-Huxley per  lo  studio delle  dinamiche del  potenziale d'azione
attraverso  la  membrana  cellulare)  si  sono  sviluppati  in  seno  a  descrizioni  biofisiche  di  fenomeni
neurofisiologici.
260
differenti  stati  dinamici di  un sistema complesso.  Nella misura in cui le spiegazioni
dinamiche consentono di stabilire attraverso un linguaggio puramente matematico la
connessione fra meccanismi operanti nei sistemi complessi, essi possono a buon diritto
esser  considerati  come  casi  molto  particolari  (e  molto  raffinati)  di  spiegazioni
meccanicistiche.  Esse  risultano  molto  utili,  e  dimostrano  una  fecondità  epistemica,
quando  si  voglia  spiegare  la  connessione,  ovvero  l'integrazione,  tra  differenti
meccanismi. Ritengo, pertanto, che un modo epistemicamente fecondo per descrivere le
funzioni “sistemico-integrative” sia proprio quello di avvalersi di modelli dinamici. Un
modello  classico  di  spiegazione  dinamica  applicata  alla  neurofisiologia  locomotoria
inerente  la  coordinazione  bimanuale479 è  il  modello  Haken-Kelso-Bunz  (abbreviato
HKB)480.  Esso  non  spiega  la  coordinazione  tra  le  due  mani  di  un  essere  umano
basandola,  ad  esempio,  su  descrizioni  biochimiche  coinvolte  nella  genesi  e  nella
trasmissione di un trand di potenziali d'azione necessario per la corretta fisiologia della
coordinazione. Al posto di ciò, il modello HKB descrive la coordinazione di due dita
indice sulla base di  «uno schema  in-fase in cui  entrambe le  dita  indice si  alternano
nell'indicare simultaneamente verso l'alto e verso il basso, oppure uno schema anti-fase
che corrisponde al movimento parallelo dei tergicristalli sul parabrezza della maggior
parte  delle  auto.  Ad  alte  frequenze  di  oscillazione,  per  contrasto,  le  dita  indice  si
dispongono soltanto nello schema in-fase»481. Il modello HKB si definisce “dinamico”,
perché s'avvale di «una singola equazione differenziale che descrive tanto il movimento
in-fase  quanto  quello  anti-fase  consentendo  la  predizione  delle  transizioni  che  si
479 Cfr. Ivi, p. 242. Per coordinazione bimanuale s'intende «un fenomeno in cui il movimento oscillatorio
ritmico di due dita indice opponenti  diventa coordinato in un modo tale che dipende dalla frequenza
dell'oscillazione».
480 Cfr. Ivi, pp. 242-246. Cfr. HAKEN, H., J. A., KELSO e H., BUNZ,  ʻA theoretical model of phase
transitions in human hand movementsʼ, in Biological Cybernetics, vol. 51 (1985), pp. 347-356.
481 Ivi, p. 242.
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verificano tra le basse e le alte frequenze: φ = -asinφ -  2bsin2φ»482.  Tale modello è
paradigmatico  del  fatto  che  si  può  descrivere  l'integrazione tra  due  o  più  funzioni
“locali” (in questo caso il movimento delle due dita indice) basandosi unicamente o su
una equazione differenziale oppure, nella maggior parte dei casi,  su  set  di equazioni
differenziali lineari o parziali. La rilevanza epistemica del modello HKB consiste nel
fatto che esso ha una buona capacità di predizione dell'  «effetto di isteresi in cui le
transizioni di fase si verificano quando la frequenza di oscillazione cambia da valori
bassi a valori alti ma non quando la frequenza di oscillazione cambia da valori alti a
bassi»483. 
Naturalmente, non è detto che tutti i fenomeni dei sistemi complessi e, in particolare dei
sistemi biologici, siano modellizzabili dinamicamente. Non si può nemmeno affermare
con certezza che  tali  descrizioni  raggiungano quella  completezza esplicativa assente
nelle  spiegazioni  meccanicistiche  dei  fenomeni  integrati.  Quel  che  è  certo  è  che  le
descrizioni dinamiche, finora applicate a un range limitato di fenomeni biologici, quali
quelli  neurofisiologici,  hanno  mostrato  dei  buoni  risultati  da  un  punto  di  vista
descrittivo  e  predittivo.  Per  tale  ragione,  io  credo  che  le  fragilità  delle  spiegazioni
meccanicistiche applicate ai fenomeni integrati possano essere, se non del tutto almeno
in parte, superate dall'utilizzo di modelli dinamici, i quali non necessariamente devono
eliminare la precedente spiegazione meccanicistica, bensì arricchirla di un linguaggio
più  idoneo  alla  fenomenologia  tipica  dei  sistemi  complessi:  l'integrazione e  la
connessione tra funzioni singole (o “locali”). 
La conclusione ontologica a cui approdano Bechtel e Richardson nella loro monografia
482 Ibid. Si presti attenzione alle osservazioni riportate da Zednik a pag. 243, per cui quando b/a > 0,25,
dφ/dt = 0 e φ = 0° (in-fase) oppure φ = 180° (anti-fase).Quando, invece, b/a < 0,25, il movimento è stabile
solo quando  dφ/dt = 0 e φ = 0° (in-fase).
483 Ivi, pp. 243-244.
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è estremamente corretta e l'appoggio pienamente: i sistemi complessi non devono essere
pensati  come   strutture  modulari,  ciascuna  delle  quali  analizzabile  esclusivamente
mediante  l'euristica  meccanicistica  della  scomposizione del  modulo  nelle  parti
componenti e della  localizzazione diretta delle funzioni all'interno di esse, bensì come
“circuiti integrati” in cui 
le  proprietà del  sistema emergono semplicemente  come un risultato della
connettività di componenti molto semplici in una rete. Nei casi più estremi le
parti  non  realizzano  individualmente  alcuna  attività  che  possa  essere
caratterizzata nei termini di ciò che il sistema compie. La scomposizione e la
localizzazione falliscono. La caratteristica sorprendente di tali reti è che lo
schema  delle  connessioni  risulta  dalle  proprietà  sistemiche  che  non
avrebbero potuto esser anticipate attraverso la focalizzazione sui contributi
delle [singole] unità componenti. […]
Nella  misura  in  cui  i  sistemi  connessionisti  sono sistemi  intrinsecamente
paralleli,  non  è  possibile  comprenderli  guardando  ai  cambiamenti  di  un
componente  per  volta.  […] Per  comprendere  il  comportamento  di  questi
sistemi è necessario rendersi conto che una molteplicità di tali cambiamenti
si verifica simultaneamente.
Lo sviluppo dei modelli connessionisti è probabilmente una modificazione
radicale  del  nostro  modo  di  concepire  le  macchine  e  i  meccanismi.  In
particolare, modifica la nostra comprensione delle proprietà di un sistema
meccanicistico che sono state definite emergenti484.
484 BECHTEL, W. e R. C., RICHARDSON, Discovering Complexity: Decomposition and Localization
as Strategies in Scientific Research, op. cit., pp. 227-229.
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6.4 L'Evo-Devo e la genesi dei processi integrativi
L'intero percorso che ci ha condotti fin qui ha mostrato il significato del doppio modello
funzioni “locali”-funzioni “sistemico-integrative” all'interno del dibattito ontologico ed
epistemologico sui sistemi complessi, con particolare attenzione, ovviamente, ai sistemi
biologici.  L'aspetto  ontologico,  con  conseguenze  epistemologiche  davvero  rilevanti,
dell'integrazione e della  connessione di più funzioni (inerenti diversi tipi di strutture
morfologiche) merita di essere riletto alla luce di alcuni studi sul tema dell'evoluzione e
dell'adattamento esposti  nel capitolo 2.  Si tratta,  in poche parole,  di  chiedersi  se sia
possibile fornire una ragione “storica” dei processi integrativi, i quali stanno all'origine
della complessità dei sistemi biologici. 
Il dibattito sull'evoluzionismo è stato profondamente correlato ai temi dell'adattamento,
della variabilità genetica e della selezione (declinata nel duplice aspetto della filogenesi
e  dell'ontogenesi).  La  transizione  dalla  sintesi  “moderna”  di  Huxley  alla  visione
contemporanea  della  sintesi  “estesa”  è  stata  segnata  da  una  risemantizzazione  del
concetto di “variabilità”:  non più soltanto come esito  di mutazioni e ricombinazioni
casuali negli alleli di un gene, bensì anche come il prodotto di variazioni epigenetiche e
di una “plasticità fenotipica” che permette al sistema biologico di rispondere, a livello
genotipico,  in  modo attivo  e  dinamico a  input  provenienti  dall'esterno permettendo,
così, la modifica dei tratti fenotipici (o morfologici).
Il rapporto tra le strutture morfologiche e le funzioni è stato un vero e proprio Leitfaden
del suddetto dibattito: esso può essere pensato come un'enorme, meravigliosa impresa
culturale,  nel  cercare  di  dare  un  senso  “storico”  alla  cosiddetta  “coppia  forma-
funzione”. 
La lettura che Bock e Von Wahlert forniscono del complesso forma-funzione in termini
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di “facoltà”485 è davvero molto acuta:  c'è un'interdipendenza -che prende il  nome di
“synerg”- tra il ruolo biologico (i.e. l'utilizzo che l'organismo fa delle proprie facoltà nel
corso della sua vita) e le forze di selezione (i.e. le forze selettive che l'ambiente esercita
sulle facoltà dell'organismo). La sommatoria di tutte le “synergs” è la niché: la relazione
globale che lega l'organismo all'ambiente486. Siffatta visione, per quanto criticabile per la
sua applicazione alle mere caratteristiche fenotipiche senza alcun volontario richiamo
alle strutture genotipiche e per quanto distante da una formulazione “storico-adattiva”
delle caratteristiche ontologiche dei sistemi biologici, ha il grande merito di richiamare
l'attenzione sull'inscindibilità del rapporto forma-funzione e di mostrare come ciò che
noi  definiamo “complessità” di  un sistema biologico (i.e.  organizzazione per  livelli,
realizzabilità  multipla,  emergenza,  superevenienza,  ecc.)  trovi  la  sua  matrice  in  una
relazione primaria e sorgiva tra l'organismo e l'ambiente. Fu molto acuto il richiamare
l'attenzione su tre tipi  di  adattamento in cui ogni sistema biologico risulta coinvolto
(universale487, fisiologico488, evolutivo489), dal momento che ciascuno di essi mostra che
il  fenomeno  “evolutivo”  si  dispiega  su  differenti  livelli  che  coinvolgono
contemporaneamente il genotipo, il fenotipo e l'ambiente. Ora, la genesi di una struttura
livellare  e  di  funzioni  “locali”  e  “sistemico-integrative”  trova  probabilmente  la  sua
origine, come direbbero Bock e Von Wahlert, nella necessità, da parte dei complessi
485 Cfr. BOCK, W. J. e G. VON WAHLERT,  Adaptation and the Form-Function Complex, op. cit., p.
276:  «la  facoltà,  che  include  una  forma  e  una  funzione  del  tratto  [fenotipico],  è  ciò  che  il  tratto
[fenotipico]  è  capace  di  fare  nella  vita  dell'organismo ed  è  l'unità  che  fa  da  base  per  una  relazione
all'ambiente dell'organismo». Cfr. la sezione 2.1 del presente lavoro per leggere in dettaglio la posizione
di Bock e Von Wahlert.
486 Cfr.  Ivi,  p.  271:  lo  schema riassuntivo  della  relazione  che  lega  il  ruolo  biologico  e  le  forze  di
selezione, presente a p. 271, consente di comprendere perfettamente la “logica” della tesi proposta da
Bock e von Wahlert.
487 Cfr. Ivi, p. 283. L'adattamento universale viene definito come «il legame tra gli organismi viventi e il
loro ambiente».
488 Cfr. Ivi, p. 284. L'adattamento fisiologico concerne un  «caso speciale del principio generale che il
fenotipo sia un'espressione del genotipo in un particolare ambiente».
489 Cfr. Ivi, p. 285. L'adattamento evolutivo riguarda «l'adattamento ereditario di una specie a un insieme
particolare di condizioni ambientali».
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morfo-funzionali,  di svolgere “ruoli biologici” sempre più complessi: mettere in atto
una “chiusura della costrizioni” sempre più efficiente per regolare nel modo migliore il
flusso termodinamico nei diversi livelli di ogni sistema biologico, attivare o inibire una
determinata  espressione  genica  per  permettere  o  impedire  lo  sviluppo  di  certi  tratti
morfologici  che,  a  seconda  dei  contesti  ambientali,  avrebbero  consentito  all'intero
organismo (o, meglio, a un'intera specie di quell'organismo) di avere maggiori chances
di  sopravvivenza  e  di  potersi  riprodurre  in  modo  ottimale  dimostrando,  così,
un'aumentata idoneità al proprio Umwelt490. 
La nozione odierna di “plasticità fenotipica” rappresenta un importante base concettuale
dell'evoluzione,  dal  momento  che  espone  il  modo  in  cui  il  genotipo  risponde
dinamicamente  agli  input  provenienti  dall'esterno  per  produrre  certi  tratti  fenotipici
oppure per modificarli. Essa, tuttavia, considerata da sola, non sa dirci pressoché nulla
sulla genesi dei sistemi “integrati”. Ciò dipende dal fatto che la nozione di “plasticità
fenotipica”  ha  senso  se  considerata  a  livello  macroevolutivo (quello  delle  nicchie
ecologiche e della speciazione simpatrica491) e non a quello inerente la costituzione dei
singoli organismi. Allo stesso modo, però, la “micro-evoluzione” basata in gran parte
sullo  studio  dei  polimorfismi  genetici  e  sul  modo  in  cui  essi  contribuiscono  alla
produzione di variazioni fenotipiche all'interno di una popolazione o di una specie, può
certamente dirci  molto sulla «natura dell'evoluzione regolativa,  [sul] contributo della
variazione epigenetica e delle costrizioni evolutive a livello delle reti del genoma»492,
tuttavia, considerata da sola, risulta silente nel momento in cui vuol provare a rendere
490 Mi avvalgo del sostantivo tedesco “Umwelt” per richiamare l'attenzione alla duplice terminologia
utilizzata  da  Bock  e  Von  Wahlert:  “Umgebung”  per  indicare  l'insieme  dei  fattori  ambientali  che
potenzialmente potrebbero  agire  e  produrre  effetti  sull'organismo  e  “Umwelt”  per  indicare  l'habitat
specie-specifico che attualmente agisce e produce effetti sull'organismo.
491 Cfr.  PIGLIUCCI,  M.,  ʻPhenotypic  Plasticityʼ,  in  M.  Pigliucci  e  G.  B.  Müller,  Evolution  –  The
Extended Synthesis, op. cit., pp. 355-378. 
492 PURRUGANAN, M.,  ʻComplexities in Genome Structure and Evolutionʼ, in M. Pigliucci e G. B.
Müller, Evolution – The Extended Synthesis, op. cit., p. 130.
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conto  della  genesi  storica  della  struttura  morfologica  e  funzionale  globale di  ogni
sistema biologico. 
Ritengo, pertanto, che sia davvero necessaria una “sintesi estesa” (o visione “erotetica”)
dell'evoluzione dei  sistemi biologici,  per  far sì  che tanto la  micro quanto la  macro-
evoluzione del sistema possano apparire in una visione “integrata”, laddove “integrato”
(come già osservato alla fine della sezione 2.3) non è sinonimo di “unitario”493: «una
rappresentazione ampia della teoria evolutiva è utilmente caratterizzata in termini di
composizione e organizzazione delle sue agende di problemi multipli che accompagna i
fenomeni  biologici  rilevanti  per  la  comprensione  degli  schemi  e  dei  processi
evolutivi»494.
L'origine della complessità,  ovvero dei sistemi “integrati”,  può esser spiegata su più
fronti e le moderne indagini sull'evoluzione hanno sempre più messo in luce il valore
enorme delle costrizioni, tanto interne495 quanto esterne496, che operano su ogni sistema
biologico. L'interazione tra l'organismo e l'ambiente, sia da un punto di vista micro sia
macro-evolutivo,  non potrebbe esser  completa  se  non si  facesse  un accenno se  pur
minimo al valore che queste hanno nell'evoluzione. 
Trovo  molto  corretto  il  modo  in  cui  Moreno  e  Mossio  trattano  dell'evoluzione  dei
sistemi  biologici  e  del  modo  in  cui  questi  ultimi  si  siano  sviluppati  assumendo
configurazioni morfologiche e funzionali sempre più complesse atte a garantire loro lo
statuto di sistemi “autonomi”: «la prospettiva autonoma richiede l'integrazione di due
domini  fenomenologici  differenti  ma  interconnessi.  Uno  è  il  mondo  dei  processi
493 Cfr. LOVE, A. C, ʻRethinking the Structure of Evolutionary Theory for an Extended Synthesisʼ, in
M. Pigliucci e G. B. Müller, Evolution – The Extended Synthesis, op. cit., pp. 403-441.
494 Ivi, pp. 432-433.
495 Per “costrizioni interne” s'intendono i vincoli che le differenti parti di un sistema biologico operano le
une sulle altre.
496 Per “costrizioni esterne” s'intendono i vincoli che non solo l'ambiente pone allo sviluppo genotipico e
fenotipico dell'organismo, ma anche alle modifiche che un sistema biologico apporta alla propria nicchia
ecologica nell'interazione con essa.
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fisiologici  che  hanno  luogo  negli  organismi  unicellulari  e  multicellulari;  l'altro  è  il
dominio delle dinamiche delle popolazioni e inter-generazionali che si manifestano in
una scala spazio-temporale molto più ampia»497. I due autori ritengono che tutti i sistemi
biologici siano definibili in virtù della loro “complessità” che si manifesta sotto forma
di “autonomia”. Quest'ultima è il prodotto di una serie di costrizioni interne ed esterne e
del modo in cui il sistema si relaziona al proprio ambiente. L'evoluzione non consente di
comprendere  lo  statuto  ontologico di  un sistema biologico,  il  quale  coincide con la
propria autonomia, bensì il modo in cui temporalmente le differenti costrizioni operanti
nel sistema  e  sul sistema  abbiano  prodotto  una  sempre  maggiore  complessità
morfologica e funzionale dell'intero sistema che ne ha migliorato sempre più la propria
generale struttura e, in generale, la propria autonomia. L'intera evoluzione naturale altro
non è se non il succedersi di forme di organizzazione sempre più complesse dei sistemi
biologici. Ciò è riconducibile, secondo Moreno e Mossio, al modo in cui la “chiusura”
delle  costrizioni  (i.e.  le  peculiari  interazioni  tra  di  essi)  ha  prodotto  tali  forme  di
organizzazione498. Ci sono tre condizioni necessarie per realizzare l'organizzazione di un
sistema biologico499: 1) un insieme di condizioni al contorno che dia la possibilità a certi
sistemi chimici di auto-mantenersi in un'organizzazione chiusa. 2) La capacità da parte
del sistema di acquisire una sempre maggiore “differenziazione” al proprio interno che
accresca  la  complessità  geometrica  delle  proprie  strutture  morfologiche  e  faccia
aumentare  il  numero  di  funzioni  biologiche  ivi  realizzantesi.  Tali  variazioni
497 MORENO, A. e M. MOSSIO,  Biological Autonomy, a Philosophical and Theoretical Enquiry, op.
cit., p. 138.
498 Cfr. MORENO, A. e M. MOSSIO, Biological Autonomy, a Philosophical and Theoretical Enquiry,
op. cit., p. 113: «l'evoluzione dei sistemi biologici deriva dalla mutua interazione tra l'organizzazione e la
selezione:  in  una  parola,  l'organizzazione  canalizza  i  processi  selettivi  e  la  selezione  guida
l'organizzazione verso un aumento della complessità.
E' importante sottolineare che la prospettiva autonoma sostiene l'integrazione, anziché l'opposizione o la
tensione, tra le dimensioni dell'organizzazione e della storia dei sistemi biologici».
499 Cfr. Ivi, pp. 119-120.
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morfologiche e funzionali sono il prodotto dell'interazione tra costrizioni operanti in e
sul sistema.  Suddette  alterazioni  morfo-funzionali,  qualora  non  vengano
successivamente eliminate dall'evoluzione, «potrebbero a loro volta agire come nuove
costrizioni, generando funzioni più sofisticate e accurate fornite dall'intero insieme di
costrizioni a condizione che l'intero insieme di costrizioni soggetto a chiusura sia capace
di mantenere se stesso»500. 3) La capacità del sistema di riprodursi preservando, così, la
propria complessità morfologica e funzionale di generazione in generazione. 
Nell'evoluzione dei sistemi biologici a partire dai sistemi proto-cellulari un'importanza
enorme  l'ha  avuta  la  compartimentalizzazione  cellulare  (esito  di  costrizioni  esterne
operanti  sul  sistema),  la  quale  ha  permesso  una  varietà  e  una  sempre  maggiore
complessità nelle funzioni biochimiche della cellula. Oltre la compartimentalizzazione,
altro  fenomeno  centrale  nell'evoluzione  delle  protocellule  fu  lo  sviluppo  degli
oligomeri:  piccole molecole capaci  di  dare luogo alle  primigenie e  basilari  funzioni
biochimiche  inclusi  i  primi  processi  di  catalisi enzimatica  e  le  prime  forme  di
duplicazione   attraverso  una  molecola  che  fungeva  da  stampo  e  un'altra  molecola
catalizzatrice che ne riproduceva delle copie501. Se lo sviluppo degli oligomeri fu, da un
lato, l'esito di alcune costrizioni esterne operanti sulle protocellule, dall'altro, essi stessi
costituirono, mediante la genesi delle molecole catalizzatrici e replicatrici, un insieme
“chiuso”  di  costrizioni  interne  al  sistema da  un  punto  di  vista  funzionale:  l'origine
dell'organizzazione metabolica «è dipendente dalla natura delle costrizioni funzionali
che costituiscono il sistema»502.
L'evoluzione darwiniana, stricto sensu, osservano Moreno e Mossio503, inizia quando si
500 Ivi, p. 120. 
501 L'antenato delle DNA polimerasi, la famiglia di enzimi coinvolta nella replicazione del DNA, fu
l'RNA polimerasi.  E'  ormai  noto,  infatti,  che  le  protocellule  avevano  un  materiale  genetico  basato
sull'RNA e che gli enzimi stessi coinvolti nella replicazione dell'RNA fossero polimerasi dell'RNA. 
502 Ivi, p. 130 (nota 21 a piè di pagina).
503 Cfr. Ivi, p. 135.
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esce dall'era pre-biotica e si entra in quella delle cellule procariotiche ed eucariotiche.
Anche  in  questa  seconda  fase  dello  sviluppo  degli  organismi  biologici  è  possibile
riscontrare quelle tre condizioni necessarie per lo sviluppo dell'autonomia e l'estrema
rilevanza tanto delle costrizione esterne al sistema quanto di quelle interne nei termini
di costrizioni morfologiche e funzionali per lo sviluppo e la preservazione di quell'unica
generale caratteristica ontologica di tutti i sistemi biologici: l'autonomia  biologica. 
La visione di Moreno e Mossio è davvero brillante, poiché riesce a mettere in luce come
l'autonomia dei sistemi biologici sia “La” funzione emergente per eccellenza di tutti i
sistemi biologici e di come essa sia evolutivamente il prodotto della mutua interazione
tra l'organizzazione delle costrizioni (interne ed esterne al sistema) e i processi selettivi.
Essa è, altresì, capace di mostrare la genesi temporale della “complessità” dei sistemi
biologici consistente nell'acquisizione di  strutture morfologiche sempre più complesse
geometricamente  e  di  correlati  funzionali sempre  più  sfaccettati  e  articolati.  Poiché
l'evoluzione degli organismi biologici avviene  solo grazie all'interazione e alla mutua
interdipendenza  tra  la  proprietà  dell'organizzazione  delle  costrizioni e  le  forze  di
selezione  che  operano  sul  sistema  e  nel  sistema,  ne  segue  che  il  concetto  di
“organizzazione  biologica”  non  deve  esser  più  considerato  come l'explanandum del
processo evolutivo, ma come il suo  explanans (i.e. come una delle due condizioni di
esistenza dell'evoluzione)504.
504 Per approfondire il  tema dell'interazione tra le costrizioni e la genesi  dell'autonomia biologica si
vedano le seguenti opere: 1) BRAKEFIELD, P. M., ʻEvo-Devo and Constraints on Selectionʼ, in Trends
in Ecology and Evolution,  vol.  21 (2006),  pp.  362-368.  2) MORENO, A.  et  al.,  ʻThe Impact of  the
Paradigm of Complexity on the Foundational Frameworks of Biology and Cognitive Scienceʼ, in Gabbay,
D. M.,  P.  Thagard,  J.  Woods e  C. A.  Hooker,  Philosophy of Complex Systems, op. cit., pp. 311-333. 3)
MOSSIO, M. e L. BICH, ʻWhat makes biological organisation teleological?ʼ, in Synthese (2014), pp. 1-
26. 4) RUIZ-MIRAZO, K. e A. MORENO, ʻAutonomy in Evolution: from minimal to complex lifeʼ, in
Synthese, vol. 185 (2012), pp. 21-52. 5) SABORIDO, C. et al., ʻThe teleological dimension of the concept
of biological function from the organizational perspectiveʼ, in Teorema, vol. 29 (2010), pp. 31-56.
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6.5 Sul possibile carattere teleologico delle funzioni “locali” e 
di quelle “sistemico-integrative”
Questo  capitolo  non  sarebbe  completo  se  non  si  rileggesse  il  dibattito  tipico  del
funzionalismo sullo statuto teleologico oppure meccanicistico-causale delle funzioni alla
luce di tutte le acquisizioni concettuali ottenute nel corso di questo lavoro.
Riesaminare  in  dettaglio  tutte  le  posizioni  del  capitolo  1  sarebbe,  oltreché  lungo,
superfluo. Pertanto, desidero concentrarmi, dapprima, sulle posizioni di Mayr, Nagel,
Ayala,  successivamente  sul  modello  nomologico-deduttivo  di  Hempel  e  su  quello
analitico-funzionale  di  Cummins.  I  primi  tre  autori,  infatti,  hanno  intensamente  e
profondamente riflettuto sulla rilevanza epistemologica del concetto di “teleologia” in
biologia. Hempel e Cummins hanno presentato, invece, delle analisi ontologiche e al
contempo  logiche  della  nozione  di  “spiegazione  funzionale”.  Il  focus  filosofico  di
questo  paragrafo  sarà,  dunque,  il  seguente:  si  può  riscontrare  nel  doppio  modello
costituito  dalle  funzioni  “locali”  e  da  quelle  “sistemico-integrative”  un  carattere
teleologico proposto da almeno uno dei cinque autori summenzionati?
Mayr intravedeva due tipologie di fine: una inerente il mondo inorganico che raggiunge
il proprio fine in modo passivo e automatico (i cosiddetti “programmi teleomatici”), una
riguardante gli enti del mondo organico, i quali raggiungono il proprio fine in modo
attivo  obbedendo  alla  realizzazione  di  un  programma  (il  cosiddetto  “programma
teleonomico”).  Il  grande discrimine tra  i  sistemi  biologici  e  quelli  che non lo  sono
consiste  precisamente  nella  realizzazione  di  un  certo  programma  di  sviluppo
determinato dall'evoluzione naturale. Ogni qualvolta gli organismi tendono a deviare dal
normale  programma  di  sviluppo,  vengono  messi  in  atto  dei  meccanismi  (cosiddetti
“meccanismi di regolazione”) atti a evitare che la suddetta deviazione diventi eccessiva,
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dunque  nociva  per  l'organismo stesso.  Inoltre,  Mayr505 riteneva  che  il  carattere  che
distingueva  i  sistemi  biologici  dalle  macchine  consistesse  nel  fatto  che,  sebbene
entrambi  fossero  teleonomici,  i  primi  obbedissero  sia  a  programmi  chiusi  (la
realizzazione dei diversi tratti a partire dall'espressione genica contenuta nel DNA) sia a
programmi aperti (ottenere informazione addizionale attraverso conoscenze provenienti
dall'esterno), mentre i secondi esclusivamente a programmi chiusi (i.e. un programma
determinato inserito nella macchina dall'uomo che questa  deve limitarsi  a  svolgere).
Ora,  la  teleologia nelle  funzioni  dei  sistemi  biologici  si  esplica  esattamente  nella
capacità di  esprimere molecolarmente l'informazione contenuta nei geni (programma
chiuso dei sistemi biologici) e nel rielaborare in modo attivo gli input e le conoscenze
provenienti  dall'ambiente  al  fine  di  migliorare  le  proprie  capacità  interattive  con
l'ambiente (programma aperto). La reinterpretazione di Mayr della nozione aristotelica
di causa finale è davvero molto affascinante, ancorché vera in quanto parte dall'assunto
che  in  ogni sistema  biologico  sia  possibile  riscontrare  l'attuazione di  queste  due
generalissime  funzioni.  Il  concetto  di  “attuazione  di  un  fine”  è  legato,  secondo  la
filosofia antica (aristotelica in particolare), alla dimensione del divenire: non a caso la
dimensione del telos implica quella dell'entelecheia e della trasformazione di qualcosa
che inizialmente esiste ad uno stadio potenziale e successivamente raggiunge la propria
attuazione. Ciò che è davvero interessante di questa lettura “teleologica” delle funzioni
proposta da Mayr è che non tutte le funzioni di un sistema biologico sono considerate
teleologiche,  ma  solo  quelle  più  generali  in  assoluto in  quanto  coinvolte  nell'auto-
mantenimento  e   nello  sviluppo  della  vita:  lo  sviluppo  genico  e  lo  sviluppo  delle
conoscenze che un organismo ha del proprio ambiente. Ci troviamo in un orizzonte che
non presenta delle affinità con la  distinzione da me proposta tra  funzioni  “locali” e
505 MAYR, E., Teleological and Teleonomic, a new Analysis, op. cit.
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funzioni “sistemico-integrative”, tuttavia ritengo che porre la nozione di “fine” di un
organismo  biologico  nella  salvaguardia  della  propria  esistenza  e  nel  miglioramento
progressivo  (che  dovrebbe  avvenire  attraverso  l'evoluzione  naturale)  sia  una  lettura
della teleologia delle funzioni biologiche molto corretta. 
Una lettura molto simile è quella fornita da Nagel506, secondo cui, la teleologia delle
funzioni ha senso soltanto se considerata alla luce di due caratteristiche “sistemiche”: la
plasticità507 e la persistenza508. La teleologia delle funzioni biologiche, ritiene Nagel, ha
senso relativamente a queste due funzioni “sistemiche”. 
Per Ayala509 tutte le  funzioni  che concorrono a un maggior  successo riproduttivo da
parte  della  popolazione  sono  definibili  “teleologiche”.  Egli  caratterizza  tre  tipi  di
spiegazioni teleologiche: quelle intenzionali, quelle dei fenomeni autoregolatori e quelle
anatomiche510. La visione di Ayala si mantiene, come si può notare, sulla stessa linea di
pensiero di Mayr e Nagel: si definiscono “teleologiche” tutte quelle funzioni che, in un
modo o nell'altro, concorrono all'auto-mantenimento della vita e a un maggior successo
adattivo.  La  lettura  di  Ayala,  rispetto  però  a  quelle  di  Mayr  e  Nagel,  è  molto  più
inclusiva:  includere  i  fenomeni  intenzionali,  quelli  autoregolatori  e  quelli  anatomici
significa praticamente includere pressoché tutte le funzioni fisiologiche di un sistema
biologico,  umano  in  particolare.  In  una  visione  siffatta,  dunque,  tanto  le  funzioni
“locali”  quanto  quelle  “sistemico-integrative”  si  potrebbero  considerare  come
“teleologiche”, in quanto appartenenti a ciascuno dei summenzionati tre gruppi. 
Di  fronte  le  summenzionate  posizioni,  il  concetto  di  “teleologico”  riguarda
506 Cfr. NAGEL, E.,  Functional Explanations in Biology, op. cit.
507 Si definisce “plasticità” la caratteristica che ha un certo sistema ad avvalersi di percorsi alternativi per
realizzare certi processi dimostrandosi così “plastico”.
508 Si definisce “persistenza” la capacità del sistema di attuare meccanismi di compensazione per evitare
che esso si allontani da un corretto stato fisiologico.
509 Cfr. AYALA, F., Teleological Explanations in Evolutionary Biology, op. cit.
510 Cfr. Ivi, p. 9.
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principalmente  quelle  funzioni  che  permettono  l'auto-mantenimento  della  vita  e  un
incremento  dell'idoneità  dell'organismo  al  proprio  ambiente.  Se  si  assume  una
concezione  siffatta,  è  chiaro  che  sia  le  funzioni  “locali”  sia  quelle  “sistemico-
integrative” non possono che esser considerate come “teleologiche”511.
Cosa  dire,  però,  del  concetto  di  “teleologico”  proposto  da  Hempel  e  della  lettura
analitico-funzionale di Cummins? 
Hempel  non  ritiene  “scientifiche”  le  spiegazioni  funzionali,  dal  momento  che  non
rientrano all'interno del modello nomologico-deduttivo, poiché la presenza di un tratto i
in un sistema s non legittima, di per sé, la soddisfazione della condizione n necessaria
perché il sistema  s funzioni adeguatamente nel tempo  c512. Ciò nonostante, egli pensa
che il valore euristico delle descrizioni funzionali consista nella loro capacità di fornire
delle spiegazioni sui comportamenti auto-regolatori del sistema513. E' interessante notare
come anche Hempel  trovi  il  carattere  ontologico peculiare  delle  funzioni  biologiche
nella  loro  capacità  di  auto-regolare  il  sistema,  dunque  di  concorrere  al  suo  auto-
mantenimento.  La  lettura  implicita  della  “teleologia”  funzionale  che  è  possibile
riscontrare nella visione di Hempel si colloca nel medesimo orizzonte di Mayr, Nagel e
Ayala: una funzione biologica ha uno statuto “finalistico” nella misura in cui concorre
all'auto-mantenimento del sistema.
La lettura che Cummins514 propone delle funzioni in termini di capacità o disposizioni
le  caratterizza  come schemi   d'azione  potenziali da  parte  dei  tratti  morfologici  del
511 È interessante notare l'estrema vicinanza tra queste concezioni che leggono la teleologia in termini di
“omeostasi”  e  “auto-preservazione”  dell'organismo  e  quella  proposta  da  Cannon  (CANNON,  W.  B.,
ʻOrganisation for  physiological  homeostasisʼ,  in  Physiological  Reviews,  vol.  9  (1929),  pp.  399-431),
secondo cui il ruolo primario dell'omeostasi consiste nell'auto-preservazione del vivente contro tutta una
serie di perturbazioni dell'ambiente esterno che rischierebbero di minare l'equilibrio interno del sistema
biologico.
512 Cfr. HEMPEL, C. G., Aspects of Scientific Explanation, op. cit., p. 310. 
513 Cfr. Ivi, p. 323.
514 Cfr. CUMMINS, R., Functional Analysis, op. cit.
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sistema. Non è presente alcun esplicito richiamo al finalismo delle funzioni. Tuttavia, se
ben guardiamo, ci rendiamo conto che è presente sempre un'idea di programmi/schemi
d'azione che il sistema potenzialmente può attuare e che poi, a seconda delle esigenze
imposte da costrizioni interne o esterne, può autonomamente “decidere” di realizzare o
meno. Una lettura siffatta ci riporta a un'idea di teleologia delle funzioni come schemi
d'azione che il sistema compie per preservare l'auto-mantenimento e per migliorare la
propria capacità adattiva all'ambiente.
A questo punto è possibile dare una risposta netta all'interrogativo cardine di questa
sezione:  tanto  le  funzioni  “locali”  quanto  quelle  “sistemico-integrative”  hanno  un
carattere “teleologico”, se per “teleologico” s'intende qualsiasi tipo di meccanismo che,
in un sistema biologico, concorre alla propria auto-preservazione e al miglioramento
delle proprie capacità interattive con l'ambiente. E'  sempre presente, come osservava
acutamente Mayr, un'idea di  movimento,  di un  divenire incessante della natura che i
sistemi  biologici  interpretano  mediante  due  concetti  fondamentali:  l'omeostasi e  il
rapporto organismo-ambiente. 
Se,  invece,  per  “teleologico”  s'intendesse,  fallacemente,  l'aggettivo  contrario  a
“meccanicistico”, è chiaro che né le funzioni “locali” né quelle “sistemico-integrative”
potrebbero esser considerate finalistiche.
Abbiamo visto nel capitolo 1, come pure in quest'ultima sezione del capitolo 6, che
questa seconda lettura è scorretta, poiché il concetto di “teleologia”, concepito come
l'espressione  dell'auto-mantenimento  del  sistema  e  del  miglioramento  delle  proprie
interazioni  con  l'ambiente,  non  è  affatto  in  antitesi  con  quello  di  “spiegazione
meccanicistica”  oppure  “dinamica”,  dal  momento  che  rappresenta  una  qualifica
ontologica  degli  organismi  viventi,  senza  che  questo  infici,  da  un  punto  di  vista
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epistemologico, una lettura “a-meccanicistica” oppure “a-dinamica”.
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Capitolo 7
Conclusioni
L'intero percorso che ci ha condotti fin qui è stato un piccolo contributo a un grande
dibattito filosofico nato in seno alla natura delle funzioni biologiche, a quello inerente la
natura dell'evoluzione e, infine, a quello concernente l'ontologia e l'epistemologia dei
sistemi complessi.  Tanto il funzionalismo, quanto l'evoluzionismo, quanto, ancora, la
filosofia  dei  sistemi  complessi  rappresentano  l'unico  grande  sfondo  filosofico  e
concettuale in cui s'inserisce il presente lavoro. Per rispondere a quell'unica domanda
primigenia,  «quali  sono  i  rapporti  che  legano  le  strutture  anatomiche  alle  funzioni
biologiche?»,  è  stato  necessario  mettere  sul  “tavolo  da  gioco”  tante  differenti  carte
rappresentate  dalla  natura  logica  delle  proposizioni  funzionali,  da  un  loro  statuto
ontologico (con indubbie ricadute epistemologiche) causale oppure teleologico,  dalle
trasformazioni concettuali che ha incontrato il darwinismo nello sviluppo novecentesco
della genetica e della biologia molecolare, dai maggiori problemi ontologici concernenti
i  sistemi  complessi  (organizzazione  livellare,  superevenienza,  realizzabilità  multipla,
emergenza)  e  dalle  corrispondenti  difficoltà  epistemologiche  (riduzione  inter-livello,
spiegazioni  meccanicistiche  downward e  upward,  spiegazioni  dinamiche);  infine,
dall'analisi di complessi morfo-funzionali in modelli fisiologici e fisiopatologici di uno
dei più importanti (e conosciuti) sistemi dell'organismo umano: quello cardiovascolare. 
Le conclusioni a cui sono pervenuto è che ogni livello di organizzazione di un sistema
biologico  presenta  due  tipologie  di  relazioni  tra  le  forme  e  le  funzioni.  Una  prima
tipologia  consiste  nelle  funzioni  da  me  definite  “locali”,  in  quanto  il  loro  statuto
ontologico, definibile “localmente” solo intra-livello, avviene esclusivamente sulla base
delle proprietà morfologiche delle proprie strutture. Una seconda tipologia si presenta
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nella  forma  di  funzioni  “sistemico-integrative”,  il  cui  statuto  ontologico  consiste
nell'essere l'integrazione di più funzioni locali e nell'avere una rilevanza non solo intra-
livello, bensì anche (e soprattutto) inter-livello e, in quanto tali, di rilevanza “sistemica”.
Ho avuto modo di mostrare come questo doppio modello sia valido per ogni livello di
organizzazione del sistema cardiovascolare tanto nello stato fisiologico quanto in quello
fisiopatologico dello scompenso. Il fatto che questo doppio modello sia valido in uno
dei più importanti sistemi dell'organismo umano lascia ben sperare che sia estendibile
non soltanto a tutti gli altri sistemi di cui è composto l'uomo, ma a tutti gli altri esseri
viventi:  in una parola,  a tutti  i  sistemi biologici.  Quello che presento è un  possibile
modello esplicativo del particolare legame che lega le forme alle funzioni, che non ha
l'arroganza di presentarsi come definitivamente valido. Auspica, al contrario, una serie
di studi futuri che possano contribuire ad avallarlo o a respingerlo. 
Quel  che  è  certo,  come emerge  nel  capitolo  6,  è  che  il  problema dello  statuto  del
rapporto  forma-funzione  è  tutt'altro  che  semplice  e  tutt'altro  che  privo  di  rilevanza
filosofica proprio perché ci obbliga a riflettere sul significato più profondo di “livello
biologico”, di “emergenza”, di “spiegazioni meccanicistiche e dinamiche”, di “sintesi
evolutiva estesa nella contemporanea forma dell'Evolution-Development” e, infine, su
quel problema filosofico vecchio di più di duemila anni riguardante la teleologia del
vivente. Ho mostrato nel capitolo 6 in che modo il doppio modello da me presentato
possa contribuire a chiarire e a rendere un po' più perspicue le suddette problematiche e
sul  modo  in  cui,  a  loro  volta,  il  modello  funzioni  “locali”-funzioni  “sistemico-
integrative” possa ricevere tanti nuovi input e stimoli sia sul versante ontologico, sia su
quello epistemologico dei sistemi complessi, sia, infine, su quello evoluzionista. 
Il tema che spicca maggiormente in tutto il lavoro e che mi ha fatto propendere per un
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titolo, certamente non di facile comprensione ma particolarmente utile per afferrare in
una “übersichtliche Darstellung” l'intero senso di esso, è quello inerente la natura dei
processi  integrativi,  i  quali  stanno  alla  base  di  ciò  che  comunemente  è  definita
“emergenza”. Da un punto di vista funzionale, la transizione dalle funzioni “locali” a
quelle  “sistemico-integrative”  è  resa  possibile  proprio  grazie  ad  un'integrazione
progressiva  di  funzioni  “locali”  realizzate  da  singole  strutture  morfologiche.
L'emergenza,  nei  sistemi  biologici,  è  esattamente  il  prodotto  delle  molteplici
integrazioni  che sussistono tra  le  differenti  funzioni  “locali”  e  le  rispettive  strutture
morfologiche: in quanto tale, l'emergenza non è una datità ma un processo in divenire
che si costituisce tanto nell'evoluzione di un'intera specie quanto nella vita del singolo
organismo. L'integrazione morfo-funzionale si esplica, mediante le relazioni fra le varie
funzioni “sistemico-integrative”, nei differenti livelli della scala gerarchica ed è ciò che
genera i sistemi “connessionisti” rendendo possibile un'interazione inter-livello. 
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