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 4  Bevezetés 
Képzeljünk el egy vállalatot, amely az 1990-es évek elején alakult, a kezdetben papír 
alapú nyilvántartásokkal, írógépekkel. Az idő múlásával megjelentek a személyi 
számítógépek, melyek segítségével elkezdődött a papír nyilvántartások kiváltása, az 
írógépek – még az elektromos kivitelűek is – lassan eltűntek. Ezek a számítógépek 
azonban egymástól elszigetelten látták el feladataikat számítógépes hálózatok hiányában. 
A vállalat életében az első komolyabb digitális adatkezelési probléma akkor jelentkezett, 
amikor elterjedtek a számítógépes hálózatok. Az elszigetelt munkaállomásokat ez a 
vállalat is egy közös hálózatra kapcsolta. Feladatként jelentkezett az eddig különálló 
adatállományok egyesítése, amire megoldást jelentettek a szerver gépekre telepített 
relációs adatbázisok. Az idők során a szervezet munkafolyamatainak támogatására 
számos alkalmazást fejlesztettek, melyek egyedi adatbázis sémával rendelkeznek. 
A tárhelyek a technológia fejlődésével egyre olcsóbbá váltak, így a nagy mennyiségű 
adattárolás sem okozhat gondot. Probléma viszont, hogy ezek az egymástól független 
adatbázisok sok esetben olyan adatokat tárolnak, melyek valamilyen módon mégis 
összetartoznak. Az ilyen elszigetelt tárolás nagy mértékben rontja az adatok 
visszakereshetőségét, nehézkes feladat lekérdezéseket, kimutatásokat készíteni ilyen 
adatokon. Megoldást jelenthetne a különféle összetartozó adatokat tároló adatbázisok 
metaadat alapú integrációja. 
Sajnálatos módon a vállalat nem rendelkezik szisztematikus adatkezelési programmal, 
nincsenek kijelölt adatgazdák, nincs felelőse az adatok minőség biztosításának. Ebből 
kifolyólag további kezelendő kérdés az adatok tisztasága is. 
A vállalat adatvagyonában a „koszos” adatok összes tipikus tünete megjelenik: az idők 
során nagymértékű redundancia jelent meg, az adatrögzítő munkatársak hanyagsága 
folytán nem a megfelelő mezőkbe kerültek bizonyos adatok, felesleges whitespace 
karakterek a szövegekben stb. Az adatoknak mindenképpen át kell esniük egy aprólékos, 




Dolgozatom célja a fent ismertetett problémák megoldhatóságának vizsgálata. Első 
lépésként áttekintést nyújtok a fellelhető releváns szakirodalomról, majd néhány modern 
eszköz ismertetése következik. Végül pedig egy esettanulmányon keresztül bemutatom, 
hogy a megvizsgált eszközök és módszerek (ideértve a machine learning 
felhasználhatóságát is), mennyiben segíthetik az adatintegrációs feladatok megoldását. 
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 5  Szakirodalmi áttekintés 
Ullman definíciója alapján az adatbázis adatok összessége, melyeket egy adatbázis-
kezelő rendszer (DBMS) kezel. Egy DBMS lehetővé teszi a felhasználók számára, hogy 
akár nagy mennyiségű adatot, hosszú ideig, megbízható módon tároljon. Lehetőséget ad 
adatszerkezetek (sémák) létrehozására, lekérdezések és módosítások végrehajtására. [1, 
pp. 1-2] [2, pp. 52-53] 
Edgar F. Codd az 1970-ben megjelent cikkében ismertette a relációs adatmodellre épülő 
megközelítést, mellyel megalapozta a manapság leginkább elterjedt adatbázis-kezelő 
rendszerek, a relációs adatbázis-kezelő rendszerek (RDBMS) fejlődését. [3] 
A való életben sok olyan adattal találkozhatunk, melyek „jósága”, helyessége nem 
bizonyított. Ilyen adatokkal dolgoznak az ún. valószínűségi adatbázisok (probabilistic 
database). Kereskedelmi forgalomban ugyan nem kaphatók ilyen adatbáziskezelő 
rendszerek, kutatások azonban folynak a témában, prototípusok is léteznek. (MayBMS, 
MystiQ stb.) [4, p. 2]  
A 2000-es években kezdtek elterjedni a NoSql adatbáziskezelő rendszerek. [5, pp. 4-5] A 
kifejezést 1998-ban Carlo Strozzi használta először saját fejlesztésű adatbáziskezelő 
rendszerére, amely ugyan relációs adatbázis kezelő rendszer volt, mégsem SQL nyelven 
keresztül lehetett használni. A NoSql kifejezést 2009-ben értelmezte újra Johan 
Oskarsson. [6] 
A mai jelentése valójában inkább azt fejezi ki, hogy nem RDBMS-ről van szó. Az 
elnevezés alternatívájaként felmerült a NonRel, ez azonban nem terjedt el. Ma a NoSql 
egy olyan gyűjtőfogalom, mely minden olyan adatbáziskezelő rendszert magába foglal, 
melyek nem követik a hagyományosnak számító RDBMS struktúrát. Néhány példa: 
Hadoop, MongoDb stb. [5, p. 4] 
Az elmúlt évtizedekben több kifejezés is divatszóvá vált, ilyenek többek között a big data, 
a data mining, a data science. A következő bekezdésekben ezeknek a buzzword-öknek 
definícióját fogom tisztázni. 
A big data nem egy technológia, hanem technológiák összessége. Minden adathalmaz big 
data, ami meghaladja a hagyományos adatbáziskezelő rendszerek képességeit. Négy 
tényező határozza meg a big data-t, ezt 4V-nek (volume, velocity, variety and value) 
nevezi a szakirodalom. [7] 
 
10 
Az első tényező a mennyiség (volume). A big data alsó határa a terabyte-os méreteknél 
kezdődik, a felső korlát nem értelmezett. A következő tényező a sebesség (velocity), ami 
alatt az egy időegység alatt keletkező/beérkező adatmennyiség értendő. A big data 
adatsebesség valahol 30 KB/sec és a 30 GB/sec között van. [7] 
A nagy mennyiségű adatok gyakran bonyolult struktúrákban vagy éppen struktúrálatlanul 
állnak rendelkezésünkre, ez a tulajdonság a változatosság (variety). A felsorolásban az 
utolsó V betű, az alacsony érték (low value) azt jelképezi, hogy a big data adattárak nyers 
formájukban alacsony értéket képviselnek. [7] 
A big data paradigmában két terület kiemelendő: a data science és a data engineering. Az 
adattudomány (data science) kifejezés az 1960-a s években jelent meg, eleinte azonban 
a számítástechnika szinonimájaként használták [8] Az évtizedek alatt a definíció sokat 
változott és a kifejezés széleskörben ismert hívószóvá vált. 
Lillian Pierson szerint az adattudomány egy olyan gyakorlat, amely nyers adatsorokból 
értékes, hasznosítható információt nyer ki különböző számítási módszerek segítségével. 
Ide kapcsolódik a data engineering tevékenység, ami a nagy mennyiségű adatok 
kezelésével, adatszerkezetekkel, munkafolyamatokkal foglalkozik. [7] 
Az adattudomány szakterületén több szerepkört különböztethetünk meg. Az adattudósok 
olyan szakemberek, akik különféle statisztikai, analitikai módszereket, gépi tanulást 
alkalmaznak kritikus üzleti problémák megoldására. Az elsődleges feladatuk, hogy a 
vállalatok adatvagyonból (legyen az akár big data léptékű) értékes információkat 
állítsanak elő. Elvárható tőlük, hogy rendelkezzenek programozási képességekkel, 
legyenek képesek új algoritmusokat megalkotni és rendelkezzenek tudással az adott 
vállalat főtevékenységéről. [9] 
Az adatmérnökök olyan szoftvermérnökök, akik adatszerkezeteket terveznek, különböző 
adatforrásokból adatokat integrálnak nagy mennyiségben, továbbá összetett 
lekérdezéseket készítenek. Fő feladatuk a big data infrastruktúra előkészítése az 
adattudósok számára. Bizonyos esetekben ETL (Extract, Transform and Load, lásd 
később) tevékenységeket is végezhetnek. [9] 
Az 1980-as években jelent meg az adatbányászat (data mining), melynek egy 
interdiszciplináris területe a számítástechnikának. Célja, hogy statisztikai és egyéb 
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módszerekkel nagy adatsorokból információt nyerjen ki és a kinyert információt további 
felhasználásra alkalmas formára hozza. [10] 
Big data kezelésére több megoldás is létezik, ilyen pl. az adattárház. A témában két 
meghatározó személyt fontos megemlíteni: Bill Inmon, az adattárház „atyja” és Ralph 
Kimball a dimenzionális modellezés megalkotója. A Bill Inmon a 1990-es években így 
definiálta a fogalmat: az adattárház témakör-orientált, időfüggő, de időben nem változó 
adatok gyűjteménye, amelyet a cég stratégiai döntéshozatalának támogatására használnak. 
A mai értelmezésében annyival egészül ki, hogy az adattárházak az adatintegráció 
központi színterét jelentik és az adattárházak szolgáltatják az adatokat az ún. 
adatpiacokhoz. Inmon a rendszert CIF-nek (Corporate Information Factory) nevezte el. 
Az adattárház egységes adatmodellben (3NF relációs) tárolja az adatokat a 
forrásrendszerek adatszerkezeteitől függetlenül. A különböző forrásokból érkező adatok 
egységes formátumúra alakításáért az ETL (Extract, Transform and Load) folyamat a 
felelős. Az adattárház közvetlenül nem alkalmas elemzési feladatok végrehajtására, erre 
a célra az adatpiacok használhatóak, melyek forrása az adattárház. [11, pp. 23-28] 
Kimball EDW-nak (Enterprise Data Warehouse) nevezi az általa megalkotott 
architektúrát. Sokban hasonlít az Inmon-féle modellre, pl. itt is az ETL felelős az 
adattisztításért, betöltésért, ugyanúgy egy cégszintű, központi adattárház létrehozása a cél, 
de vannak fontos különbségek is. Ilyen például az is, hogy szemben a CIF-el, nem 3NF 
relációs formában tárolja az adatokat. Az EDW esetében az adattárház központi részét az 
elemzésre orientált csillagszerkezetű adatpiacok képezik. [11, pp. 26-27] 
Eddig a pontig már többször olvashattuk az ETL rövidítést, itt az ideje, hogy megismerjük 
a definícióját. Ralph Kimball definíciójából fogok kiindulni: az ETL (Extract, Transform 
and Load) rendszer az adattárházak alapja. Feladata, hogy akár több különböző 
forrásrendszerből adatokat nyerjen ki úgy, hogy kikényszerítse azok minőségét és 
konzisztenciáját. Ezt követően olyan formára hozza az adatokat, melyek az adattárház 
bemeneti formátumával kompatibilisek, végül pedig megjelenítésre alkalmas formában 
elérhetővé teszi a szoftverfejlesztők és a felhasználók számára. [12, p. xxi] 
Kimball szerint az adattárház sikere az ETL-en múlik. Egy ETL rendszer nagyban 
hozzájárul az adatvagyon értékének növeléséhez, hiszen többek között a redundancia 
felszámolása, az adattisztítás is az ETL feladatkörébe tartozik. Egy ilyen rendszer 
tervezése igen erőforrásigényes feladat és a végfelhasználó számára szinte láthatatlan 
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tevékenység. Az ETL-rendszer becslések szerint gyakran az adattárházak kiépítésére 
fordított idő és erőfeszítés 70 százalékát teszi ki [12, p. xxi] [13, p. 430] 
Kimball szerint 34 db ETL alrendszer azonosítható, melyek szinte mindegyike szükséges 
egy hatékony adattárház kiépítéséhez. Négy csoportba foglalva, röviden ismertetem az 
alrendszerek feladatait. 
Az első csoport az adatok beolvasásáért felelős. Ide értendőek az oszlop 
tulajdonságelemzést, potenciális külső kulcs/elsődleges kulcs kapcsolatok felderítését, az 
adatszabály-elemzést végző rendszerek, továbbá változásfigyelő rendszer. 
A következő csoport fő feladata az adattisztítás, ezek az alrendszerek foglalkoznak a 
következő problémákkal: duplikátumok azonosítása, kiszűrése. Ide tartozik még az ETL 
hibakezelő alrendszer a hibajelenségek jelentésére, kezelésére. 
A következő kategóriába azok az alrendszerek tartoznak, melyek az adatok 
megjelenítésre történő előkészítéséért felelősek. Helyettesítőkulcs készítő alrendszer 
minden dimenzióhoz, dimenziók létrehozása, karbantartása, kapcsolótáblák készítése a 
dimenziók több-több kapcsolataihoz, aggregált struktúrák készítése karbantartása. 
Végül, a negyedik kategóriába tartozó alrendszerek az ETL rendszer menedzsment 
feladatait hivatottak segíteni. Ilyenek például: időzített feladatok ütemezése, biztonsági 
mentések készítése, verziókezelés pillanatképekkel stb. [13, pp. 430-434] 
Az adattárház mellett egy másik lehetőség is kínálkozik a big data kezelésére, ez pedig 
az adattó (data lake), ami nem más, mint egy olyan lerakat, melyben az adatok – 
jellemzően fájlok – a nyers formájukban tárolódnak. Az adattó tartalmazza a teljes 
vállalati adatvagyont, ideértve a forrásrendszerek nyers adatait, és a különféle célokra 
(jelentéskészítés, vizualizáció, elemzés, gépi tanulás) átalakított adatokat. Tartalmazhat 
RDBMS-ekből származó strukturált adatokat (táblák), részben strukturált adatokat (CSV, 
XML, JSON fájlok, logok), nem strukturált adatokat is (e-mail-ek, dokumentumok) és 
képeket, hangokat, videókat, azaz blob-okat (binary large object). [14] Azokat az 
adathalmazokat, melyek nagyon kicsi értéket képviselnek, adatmocsárnak (data swamp) 
nevezik. [15] Adattavak megvalósítására használható például az Apache Hadoop elosztott 
fájlrendszer, a Microsoft Azure Data Lake, vagy az Amazon S3 felhő tárhely megoldása. 
Christoph Koch 2001-ben keletkezett írása arra világít rá, hogy az adatintegráció 
különböző sémákból nem minden esetben kívánatos, vagy egyáltalán kivitelezhető egy 
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újratervezett, egységes sémába. Ehelyett inkább úgy kell eljárni, hogy a forrásokat 
érintetlenül hagyjuk és lekérdezések/nézetek segítségével végezzük el a szükséges 
transzformációkat. Az ilyen jellegű transzformációk végrehajtásához szükséges, hogy a 
különböző sémák közötti megfeleltetéseket (mapping) definiáljuk. Ha az integrációt 
lekérdezések szintjén valósítjuk meg, akkor lekérdezés újraírásról (query rewriting) 
beszélünk, az adattranszformáció pedig azt jelenti, hogy a transzformáció után az adatok 
már egy új integrációs sémának megfelelő formátumban érhetők el. [16, p. 13] 
Koch két megközelítést ismertet: global-as-view (GAV) és local-as-view (LAV) 
megközelítés. A hagyományosnak számító GAV esetében a sémák közötti 
megfeleltetéseket mediátoroknak (mediator) nevezzük. A mediátorok olyan virtuális 
entitásokat (koncepciók, relációk, osztályok) valósítanak meg nézetek formájában, 
melyek csökkentik a forrásrendszer összetettségét. Ezt a módszert használják például 
adattárházak építése esetén is. [16, p. 14] 
A LAV megközelítése alkalmazásakor először a globális sémát kell megtervezni, majd 
ehhez illesztjük a lokális sémákat. A LAV modellezés előnye, hogy az új adatforrásokat 
sokkal kevesebb munkával lehet hozzáadni, mint a GAV megközelítésben. Ezért célszerű 
előnyben részesíteni a LAV módszert azokban az esetekben, amikor a mediált séma 
változékony. A módszer sikeresen alkalmazható átfogó információs rendszerekbe 
adatintegrációra, és lekérdezés optimalizálásra. [17, pp. 5-6] 
Egy újabb buzzword ismertetése következik, ez pedig a gépi tanulás (machine learning). 
A gépi tanulás egy interdiszciplináris tudományág, szoros kapcsolatban áll a matematikai 
statisztikával, információelmélettel, játékelmélettel. Alapvetően tanulásra képes 
programok készítésével foglalkozik. Tanulás alatt az értendő, hogy a szóban forgó 
rendszerek korábbi tapasztalatokból gyakorlatot ill. tudást alakítanak ki. A bement a tanító 
adat (training data), ami a tapasztalatot hivatott reprezentálni, a kimenet pedig egy olyan 
számítógépprogram (egy matematikai modell), amely már magában hordozza és 
alkalmazni képes a kialakult tudást. [18, p. 19] [18, pp. 24-25] 
A tanítás többféle lehet, először vizsgáljuk meg a különbséget a felügyelt és nem felügyelt 
tanítás között. Az előbbi módszer alkalmas képfelismerési feladatok, osztályozás, 
regresszió megvalósítására. A tanításhoz felhasználunk egy ún. tanító adathalmazt, 
amelyet előkészítettünk erre a célra. Például egy spamszűrő esetében egy bizonyos 
mennyiségű e-mailt már előre felcímkéztünk, hogy azok közül melyik spam és melyik 
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nem spam. Ezt követően a rendszer már képes döntést hozni újonnan beérkező levelekről. 
[18, pp. 23-24] [19] 
Nem felügyelt tanítás esetében nem használunk fel tanító adathalmazt, nem határozunk 
meg címkéket. Ilyen például egy anomália detektáló rendszer, ahol a bemeneti adatok 
hasonlóság alapján csoportokba rendezése, klaszterezése a cél. A nem felügyelt tanítás 
mintákat fedezhet fel a bementi adatokban. [18, pp. 23-24] [19] 
A tanuló algoritmus aktivitása alapján a tanulás lehet aktív vagy passzív. Egy passzív 
tanuló algoritmus figyeli a környezete (akár a tanító) által generált információkat. Az 
előbbi példára levetítve ilyen egy spam szűrő, hiszen passzívan várakozik, amíg a 
felhasználók spam-nek jelölnek leveleket. Egy aktív rendszer esetében elképzelhető, 
hogy a tanuló algoritmus kiválaszt pl. leveleket és megkéri a felhasználót, hogy címkézze 
fel, ezzel segítve a tanulást. [18, pp. 23-24] 
A létező tanulók közül a különféle klaszterezésekről szeretnék bővebben írni, mert a 
dolgozat további részeiben ezek lesznek igazán relevánsak. A klaszterező algoritmusokat 
két fő típusra oszthatjuk: particionáló és hierarchikus (ezen kívül léteznek mások is: pl. 
fuzzy, de ezeket nem tárgyalom). Egy particionáló klaszterezés úgy osztja az elemeket 
részhalmazokra, hogy minden egyes adat csak egy részhalmazban szerepelhet, ezzel 
szemben a hierarchikus klaszterezés egy fába szervezett egymásba ágyazódó felosztást 
valósít meg. A hierarchikus klaszterezés eredményét egymásba ágyazódó 
részhalmazokkal vagy dendrogrammokkal ábrázolhatjuk. [20, pp. 6-9] 
Három algoritmust szeretnék kiemelni, melyek a dolgozat szempontjából lényegesek: a 
k-means clustering, az agglomerative hierarchical clustering valamint a DBSCAN. 
A K-means clustering egy particionáló klaszterezés, melyben minden klaszter egy 
centroidhoz kapcsolódik, minden pont a legközelebbi centroiddal kerül egy klaszterbe. A 
klaszterek számát (K) előre meg kell adni. [20, pp. 17-20] 
Hierarchikus klaszterezésből is kétféle létezik, az egyik top-down, a másik pedig bottom-
up módszerrel dolgozik. Az előbbi a divisive, az utóbbi pedig az agglomerative változat. 
A továbbiakban az agglomerative változatról fogok írni. Kezdetben minden egyes elem 
egy különálló klaszterben helyezkedik el. Ezt követően az algoritmus minden lépésben 
összevonja a páronként egymáshoz legközelebb álló klasztereket, egészen addig, míg el 
nem jut addig, hogy már csak egy klaszter maradt. Előnye a K-means-hez képest, hogy 
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nem kell előre beállítanunk az algoritmusnak a klaszterek számát. Bármennyi klasztert 
kaphatunk a dendrogram megfelelő helyen történő elvágásával. [20, pp. 40-45] 
A harmadik releváns algoritmus a DBSCAN, amelynek szintén nem szükséges előre 
megadni a klaszterek számát. Az algoritmus egy sűrűség alapú klaszterezési eljárás, ez 
azt jelenti, hogy a klaszterek azok a területek, ahol a pontok nagy sűrűséggel 
helyezkednek el, a klasztereket egymástól olyan területek választják el, ahol alacsonyabb 
a pontsűrűség, akkor használatos, ha a klaszterek szabálytalan alakúak, egymásba 
fonódók. [20, pp. 69-73] 
Az algoritmusnak két paraméterre van szüksége: epszilon, és minimális elemszám. Az 
egy pontbéli sűrűséget úgy határozhatjuk meg, hogy hány elem jut annak a pontnak az 
epszilon sugarú környezetébe. A sűrű terület pedig a következőképp fogalmazható meg: 
egy olyan epszilon sugarú kör, melybe legalább annyi elem esik bele, amennyit a 
minimum elemszámban meghatároztunk. [20, pp. 69-73] 
A fent említett klaszterező algoritmusok mindegyike adatpontok hasonlóságának 
kiszámításán alapul. Egy n oszlopú számokat tartalmazó táblázat felfogható egy n 
dimenziós térként, a sorok pedig ebben a térben elhelyezett pontokként. A pontok 
távolságának meghatározására többféle metrika létezik, úgymint a közismert euklideszi 
távolság, a Manhattan távolság és még sok más. [7, pp. 102-103] Szöveges adatok 
távolságának meghatározására használható még a Levenshtein távolság vagy szerkesztési 
távolság is, ami azt határozza meg két szó között, hogy az egyik szóban minimálisan hány 
darab egykarakteres szerkesztési művelet (beszúrás, törlés, helyettesítés) szükséges, 
ahhoz, hogy a másik szóvá alakuljon. [21] 
Big data-hoz kapcsolódó tevékenység az entitásrezolúció (ER), ami nem más, mint valós 
entitások (személyek, szervezetek stb.) azonosítása egy adathalmazban. A valódi 
entitások (személy, szervezet stb.) a digitális világban rekordok, megemlítések 
formájában jelennek meg, melyek változatos formában utalhatnak ugyanazokra a valódi 
entitásokra. Az ER segítségével csökkenthető az adatok bonyolultsága, hiszen javaslatot 
tesz entitások kanonikus alakjára, megszünteti a duplikációt és felvázolja a kapcsolatot a 
felismert entitások között. [22].  
Az ER-nek több problémával is szembe kell nézni. Tekintsük először a deduplikációt, 
mely az egy entitáshoz tartozó adatrekordok klaszterezését jelenti, ezt pedig az egyes 
klasztereket reprezentáló entitások kiszámítása követi. A különböző már deduplikált 
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adatforrások entitásai közötti megfeleltetés a record linkage. Egy zajos adattömeg 
rekordjait megfeleltethetjük egy már deduplikált referencia táblának, ezt reference 
matching-nek nevezzük. [22] 
Szakterületi tudásbázis ábrázolására gyakran használnak ontológiákat. Az ontológiákban 
formálisan írhatjuk le egy adott szakterület fogalmait (concept, vagy class). A fogalmak 
tulajdonságait, jellemzőit slot-oknak nevezik, a slot-okra vonatkozó megkötéseket pedig 
facet-eknek. Az ontológia és egyedi fogalom vagy osztálypéldányok egy halmazának 
együttese meghatároz egy tudásbázist. Nagyon vékony határvonal húzódik az ontológia 
vége és a tudásbázis kezdete között. [23, p. 3] A tudásbázisok állításait elsőrendű logika, 
vagy leíró logika segítségével szokás reprezentálni. [24, p. 2] 
Margaret Rouse a következők szerint definiálta az adatkezelés (data governance) 
fogalmát: az adatkezelés egy vállalat működése során használt adatok teljeskörű kezelése 
elérhetőség, integritás, használhatóság és biztonsági szempontból. Egy erős adatkezelési 
program rendelkezik egy adatkezelő testülettel vagy tanáccsal, és egy jól definiált 
eljárásrenddel. [25] 
Egy adatkezelő keretrendszer megvalósításakor kiemelten fontos, hogy a vállat jelöljön 
ki adatgazdákat (data stewards). Az adatgazdák felelősek azért, hogy az általuk kezelt 
adatok minőségét biztosítsák. [26] 
A törzsadatkezelés (Master Data Management, MDM) üzleti értelemben véve egy vállalat 
kritikus adatainak definiálására és kezelésére használatos technikák összesége. [27] Az 
MDM szisztematikus megközelítést ad az adatintegrációra, ezzel biztosítva az adatok 
következetes hasznosítását és újra hasznosítását. [28] 
A számítástechnikában az MDM eszközök az üzleti MDM támogatását szolgálják. 
Standardizáljak az adatokat, szabályokkal kényszerítik ki, hogy ne kerülhessenek hibás 
adatok a rendszerbe, valamint felszámolják a duplikátumokat. [27] Fontos kiemelni, hogy 
a törzsadatkezelés nem valósít meg egy teljes értékű adatkezelési programot. 
Kiemelt kulcsszó a dolgozatban a metaadat. Végletekig leegyszerűsítve a definíciót, a 
metaadat nem más, mint adat az adatról. A kifejezés 1990-es években jelent meg a 
szaknyelvben, az évtizedek alatt azonban többen is megkíséreltek pontos definíciót adni 
rá. [29, p. 1] Brackett megfogalmazásában a metaadat egy szervezet adatairól szóló 
bármilyen adat. [30, p. 149] 
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David Marco szerint a metaadatok származhatnak a szervezeten belülről és kívülről, 
minden olyan adat, tudás és információ beleértendő, melyek az alábbiak valamelyikére 
vonatkozik: tényleges adatok, technikai jellegű és üzleti folyamatok, adatokra vonatkozó 
szabályok és megkötések, a vállalat által használt adatszerkezetek. [31, p. 5] 
Ez utóbbi definícióból tisztán látszik, hogy meg kell különböztetni üzleti és technikai 
metaadatokat. [29, p. 2] Az üzleti metaadat kontextusba helyezi az adatokat, vagy 
kontextust ad az adatokról. Az üzleti metaadatok segítséget nyújtanak abban, hogy a 
különféle riportokból, információs rendszerekből, BI megoldásokból származó adatok 
tisztán, minden résztvevő számára egyformán érthetőek legyenek, ezáltal a lehető 
legnagyobb támogatást nyújtva az üzleti folyamatoknak. [32] A technikai metaadatok 
sokkal inkább az adatok tárolására és feldolgozására alkalmazott technológiákra 
vonatkoznak. [29, p. 2] 
Beszélhetünk továbbá adminisztratív metaadatokról is, melyek a rendszerek működéséről 
szolgáltatnak információkat. Ilyenek lehetnek például a különféle feladatok lefutásával 
kapcsolatos státuszinformációk (mikor futott, mennyi ideig, hány rekordot dolgozott fel, 
stb.) [11, p. 29] 
Létezik azonban meta-metaadat is, amit a metaadatok megértésére és kezelésére 
használhatunk. [29, p. 2] Ennek tárgyalása azonban meghaladná jelen dolgozat határait. 
Fontos néhány bekezdést a személyes adatok kezelésének jogszabályi környezetének 
tárgyalására is szánni, hiszen az elmúlt években ez egy kiemelt téma volt. Világszerte 
egyre több olyan megoldás jött létre, melyek egyre nagyobb mennyiségben 
gyűjtenek/generálnak adatokat a felhasználókról, és azok szokásairól. A digitális 
adatkezelés jogi szabályozásának szükségességét kormányok, világszervezetek is 
elismerik. Ezt erősíti meg az Európai Unió területén 2016. május 24-én hatályba lépett 
GDPR (General Data Protection Regulation) megjelenése is.  
A rendelet alapkoncepciója, hogy a személyes adat az egyén tulajdona, az egyén 
rendelkezhet annak felhasználásáról. A GPDR emellett a személyes adatok Európai 
Unión kívüli országba történő „exportját” is hivatott szabályozni. [33] 
Ide kapcsolódik még a Privacy Shield Framework, mely az Amerikai Egyesült Államok, 
az EU, és Svájc együttműködésével jött létre. A Privacy Shield biztosítja, hogy az USA-
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EU és az USA-Svájc viszonylatokban létrejött kereskedelmi ügyletek megfeleljenek a 
felek adatvédelmi követelményeinek. [34] 
A fentiekkel szemben Kínában egészen más módon kezelik a személyes adatokat: az 
állam gyakorolja a tulajdonosi jogokat a mangánszemélyek adatait felett. Az ország 
minden lakója rendelkezik egy adatlappal, melyen az életvitelét pontozzák. A jó 
pontszámokkal rendelkezők jobb szolgáltatásokat vehetnek igénybe, a lepontozottak 




 6   A kutatás ismertetése - szoftverkísérletek 
 6.1  Problémafelvetés 
Legyen egy képzeletbeli autó márkakereskedés és márkaszerviz, amely két telephellyel 
rendelkezik. Mindkét telephelyén saját elektronikus nyilvántartó rendszerrel. A cég 
felvásárol egy másik márkaszervizt, amely szintén saját nyilvántartással rendelkezik. A 
cég vezetése úgy dönt, hogy létrehoz egy egységes nyilvántartó rendszert. A dolgozat 
célja annak vizsgálata, hogy a ma elérhető szoftvereszközök segítségével milyen 
mértékben támogathatók az ilyen jellegű adatintegrációs feladatok. 
 6.2  A piacon elérhető eszközök vizsgálata 
Tartalmi korlátok miatt szükséges leszűkíteni a vizsgálandó eszközök körét. A következő 
alfejezetekben röviden ismertetek néhány ma elérhető ETL eszközt, megvizsgálom 
továbbá a RapidMiner Studio felhasználhatóságát. Végül két framework-öt fogok 
bemutatni: a SciKit Learn Python alapú machine learning keretrendszert valamint a 
kevésbé elterjedt Microsoft gépi tanulási megoldását, az ML.NET-et. 
A vizsgált szoftverek/keretrendszerek értékeléséhez az alább ismertetett 
szempontrendszert vezetem be. A szempontrendszer segítségével számszerűsíthetővé 
válik az eszközök „jósága”. 
 6.2.1  Értékelési szempontok 
Hat fő szempont alapján fogom értékelni a vizsgálat alá vont szoftvereket. Első szempont 
a kezelhetőség. Akkor tekintek egy szoftvert könnyen kezelhetőnek, ha rendelkezik olyan 
grafikus felülettel, melyet gördülékenyen, intuitívan lehet használni. Programozási 
keretrendszerek esetében ez alatt az intuitívan használható API-t értem. 
A következő szempont a dokumentáltság. Véleményem szerint még egy hatékony eszköz 
is okozhat csalódásokat megfelelő dokumentáció hiányában, ezért nagy súllyal fog 
szerepelni az értékelésben ez a szempont is. 
Robusztusság alatt az értendő, hogy a vizsgált program/keretrendszer hibatűrő és nagy 
adatmennyiségek feldolgozása során sem veszíti el a reszponzívitását. 
Az erőforrásigény is fontos szempont. Ha egy alkalmazás indokolatlanul nagy 
erőforrásfelhasználással (CPU, RAM stb.) dolgozik, akkor alacsonyabb pontszámot fog 
kapni ebben a kategóriában.  
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A dolgozat nagyvállalati környezetet feltételez, ennek következményeként az árazást is 
csak alacsony súllyal számítom bele az értékelésbe. Nem fogok különbséget tenni az open 
source és a zárt kódú megoldások között. 








1. táblázat. Értékelési szempontok 
A szoftverek kiválasztásához két, az internet fellelhető cikket veszek alapul: Alooma – 
ETL tools: a modern list [36] és guru99.com – 20 Best ETL / Data Warehousing Tools in 
2019. [37]. Számtalan ETL-t támogató szoftver érhető el a piacon, képtelenség lenne az 
összeset megvizsgálni, ezért a vizsgálat alá bevont eszközök körét leszűkítem az alábbiak 
szerint. 
Két on premise és két cloud szolgáltatást fogok vizsgálat alá vetni. A cloud kategóriában 
a publikus felhőben elérhető szolgáltatások szerepelnek. A következő táblázatban 
felsorolom a vizsgálat tárgyát képező szoftvereket. 
Kategória Szoftver megnevezése 
On premise 
Talend Open Studio 
RapidMiner 
Cloud 





2. táblázat. A vizsgálatban résztvevő szoftverek 
 6.2.2  Tesztadatok 
Adatokkal dolgozó szoftverekkel kísérletezéshez szükség van adatokra is, méghozzá 
olyanokra, amelyeken keresztül jól demonstrálhatók a szóban forgó termékek képességei. 
Big data-ról lévén szó, sok adatra van szükség. 
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Több ingyenesen elérhető big data léptékű adatforrás elérhető az interneten, melyek közül 
néhányat fel fogok használni a kísérleteimhez. Az alábbi táblázatban felsorolom a 
kísérletekhez felhasznált adatforrásokat. 
 
Adatforrás megnevezése Rövid név Rövid leírás Formátum Méret 
Million song dataset [38] MSD Egymillió kortárs zeneszám audio 
tulajdonságainak és metaadatainak 
gyűjteménye. 
HDF5, CSV 2,54 GB 
CIA The World Factbook 
[39] 
Factbook A World Factbook a világ 267 
országának a történeleméről, a 
lakosságáról, a kormányzatáról, a 
gazdaságáról és egyéb témákról 
nyújt információkat. 
html 2,70 GB 
tagtraum genre annotations 
for the Million Song 
Dataset [40] 
MSD genre A Million Songs Dataset 
kiegészítése több forrásból 
származó műfaj információkkal. 
csv 5 MB 
3. táblázat. A kísérletekhez felhasznált adatforrások listája 
 6.2.3  A tesztekhez használt számítógép 
A kísérletek végrehajtásához egy Asus PRO BU201-es laptopot használtam, amely Core 
i7-es processzorral, 8 GB memóriával, és 1 TB HDD-vel rendelkezik. A gép esetében a 
szűk keresztmetszetet az SSD hiánya jelenti. A videokártyája egy semmilyen 
szempontból sem kiemelkedő Intel kártya, de ez nincs különösebb hatással a 
vizsgálatokra. Az operációs rendszer Windows 10 Enterprise 64 bit. 
Kezdjük az elemzést az on premise kategória egyik jelöltjével a Talend Open Studioval. 
 6.2.4  Talend termékcsalád 
Talend Open Studio for Data Integration 
A Talend Open Studio alapvetően egy nyílt forráskódú adattárház eszköz, de rendelkezik 
megvásárolható verzióval is. Különböző forrásokból származó adatok konvertálására, 
egyesítésére és frissítésére tervezték. Olyan intuitív eszközöket biztosít, amelyek 
könnyebbé teszik az adatok kezelését. Alkalmas big data integrációra, adatminőség 
biztosítására (adattisztítás, deduplikáció) és törzsadatkezelés megvalósítására. [37] 
A Talend Open Studio több különböző verzióban elérhető, melyek mindegyike egy cél 
elérését segíti. A szoftver szemmel láthatóan Eclipse alapokon nyugszik. Külön verzió 
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készült adatintegrációra, master data managementre, big data kezelésre stb. Elsőként az 
adatintegrációt támogató verziót vizsgáltam meg. 
A szoftver telepítése hosszadalmas volt, ez felírható a laptop lassúnak mondható HDD-
jének a számlájára. A program indulása kínosan sok időt vesz igénybe, indulás közben a 
merevlemezt nem terhelte túl a program, ez már nem a HDD hibája. Ami igazán kínos, 
hogy az alkalmazás futás közben könnyen a „szürke halál” állapotába hozható, ami azt 
jelenti, hogy a fejlesztők nem ügyeltek eléggé arra, hogy a CPU intenzív folyamatokat ne 
a UI szálon végezzék. 
Indulás után egy varázsló fogadja a felhasználót, melynek segítségével új repository-t 
(projekt) lehet létrehozni, vagy létezőt megnyitni. Első induláskor a felület betöltődése 
után egy rövid tutorial következik, ami végig vezeti a felhasználót a főbb funkciókon. Az 
alábbi ábrán láthatjuk a felületet. 
 
1. ábra Talend Open Studio for Data Integration 
Bal oldalon található a projekt struktúra, jobb oldalon az eszköztár, középütt pedig a 
designer. Egy projekt job-okból, ábrákból (Business models), rutinokból, sql template-
ekből, metaadatokból állhat. 
Az ábrák a Talend Studio esetében véleményem szerint kevésbé hasznosak, mert nem 
lehetséges őket séma generálására használni. A megrajzolt ábrákból semmilyen kódot 
nem generál a szoftver. 
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A job-ok alkalmasak arra, hogy adatfeldolgozó munkafolyamatokat hozzunk létre, ehhez 
egy grafikus designer nyújt segítséget. A desingerben drag and drop-al összeköthetjük a 
felvett komponenseket, beállíthatjuk azok tulajdonságait. 
A felhasználható komponensek alapvetően három fő kategóriára oszthatók fel: bementek 
kezelése, feldolgozás, kimenetek kezelése. Többféle be- és kimenetet képes kezelni a 
program: csv, xml, a legtöbb relációs adatbáziskezelő rendszer tábláit. No sql 
adatbáziskezelőket azonban nem támogat. Lehetőséget biztosít felhőszolgáltatások 
használatára is pl. Azure Storage. 
A feldolgozó komponensek szűréseket, map-eléseket, ellenőrzéseket (sémának való 
megfelelés) valósítanak meg. 
Létrehoztam egy job-ot, amely a teljes Million Songs adatforrást importálja csv-ből, majd 
egy megfeleltetés után három kimenetet állít elő: egy XML fájlt, egy MySQL táblát eldob, 
újra létrehoz és inzertálja a rekordokat, továbbá egy Google Big Query bulk insert scriptet. 
A job létrehozása nem volt teljesen zökkenőmentes. Az első apróság, ami a használatot 
ugyan nem befolyásolja az volt, hogy a job létrehozásáért felelős varázsló megkövetelte, 
hogy a job neve nagybetűvel kezdődjék. Az alábbi ábrán látható az elkészül job. 
A designer használata közben többször kaptam Java null pointer exception-t, aminek a 
lenyugtázása még nem oldotta meg a helyzetet, de a designer bezárása és újra megnyitása 
már igen. Működés közben többször előfordult, hogy „szürke halál” állapotába került az 
alkalmazás. 
A csv input komponens sajnos nem mutatja meg a kiválasztott fájl előnézetét, nem tesz 
javaslatot az oszlopnevekre. Ez a funkció a MS Excel-ben már évek óta megtalálható, 




2. ábra. Million songs import job 
Egy mapping (a fenti ábrán tMap_2) bal oldalán a bemenet, jobb oldalán a kimenetek 
találhatóak. Szerkesztésekor minden kimeneti sémát kézzel kell megadni, nem derítette 
fel a MySql tábla szerkezetét sem. Az oszlopnevek és típusok megadása után az „Auto 
map!” feliratú gombra kattintva névegyezés alapján összeköti a designer a bemeneteket 
és a kimeneteket, de típusellenőrzést nem végez. Az oszlopok típusa közötti konverziós 
hibák csak a job futása közben derülnek ki. 
Negatívumként éltem meg, hogy használat közben további jar fájlokat kell telepíteni pl. 
a Contexts funkció használatához is, kicsit javít a helyzeten, hogy ez többnyire 
automatikus, leszámítva azokat az eseteket, amikor kereskedelmi termékhez (pl. MS Sql 
Server) szeretnénk illeszkedni. Ilyenkor kézzel kell beszereznünk és a megfelelő helyre 
másolnunk a hiányzó jar fájlokat. 
Definiálhatunk különböző kontextusokat, melyekbe felvehetünk változókat. Ezt arra 
használhatjuk, hogy egy job-ot több különféle helyzetben is használhassunk, vagyis a job-
ok felhasználhatják ezeket a kontextus változókat, és ezektől függően másként 
viselkedhetnek. 
A job 830 rekord/sec átlagsebességgel futott, lehetőség van a többszálú végrehajtás 
bekapcsolására, ez azonban a sebességen mit sem változtatott. 
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Lehetséges a projekthez saját fejlesztésű rutinokat hozzáadni. Ezek nem mások, mint Java 
nyelven írt metódusok, melyeket akár a mapping-ek megfogalmazásánál is 
felhasználhatunk. 
A Talend Open Studio nem támogatja a hagyományos ETL folyamatot, helyette inkább 
az ELT-hez (Extract, Load and Transform) nyújt segítséget. A lényeges különbség a két 
folyamat között, hogy az utóbbi esetben a feldolgozás (a transform) lépés az adatokon 
már a „helyükön”, vagyis a cél adatbázisban hajtódik végre. Ennek támogatására a 
gyakran ismétlődő feladatok megoldására SQL template-ek fogalmazhatóak meg 
aggregálások, szűrések és transzformációk végrehajtására. 
Negatívumként hoznám fel, hogy a Talend cég nem minden szolgáltatása érhető el ebben 
a szoftververzióban, például a gépi tanulási komponensek csak a fizetős változatba 
kerültek bele. A törzsadatkezelés pedig a Talend Open Studio for Master Data 
Management változatban szerepel. 
A machine learning képesség nem része az ingyenes változatnak. Ezen a téren a 
dokumentáció megtévesztő, mert a különféle machine learning komponensek 
dokumentációs oldalai nem írják le, hogy melyik verziókban érhetők el. Ezért 
megvizsgáltam a Talend Big Data & Machine Learning Sandbox névre hallgató trial 
verziót is. 
Talend Real-time Big Data Platform 
A trial verzió beszerzéséhez regisztrálni kellet, és egy virtuális gép képfájl letöltése után 
már indítható is volt a testreszabott 16.04-es Ubuntu, melyre előtelepítették a Talend 
Real-time Big Data Platform-ot. A dokumentációból kiderült számomra, hogy a Talend 
önmagában nem rendelkezik machine learning szolgáltatásokkal, mindössze felhasználja 
az Apache Spark, vagy a Microsoft Azure nyújtotta szolgáltatásokat. Ez persze előnyös 
is lehet, hiszen így nem a kliens számítógépünk erőforrásait terheljük a különféle gépi 
tanulási algoritmusok futtatásával. További előny, hogy Talend machine learning 
komponensein keresztül beépíthetjük a Spark, vagy az Azure szolgáltatásait a Talend 
Studio-ban összeállított munkafolyamatainkba. 
Rendelkezik komponensekkel osztályozó-, klaszterező- és javaslattevő algoritumosok 
munkafolyamatinkba történő beépítéséhez. A különféle klaszterezések közül a K-means 




A Talend Open Studio célja, hogy minimalizálja az adatok előkészítéséhez szükséges 
programozói tudást. Ebben segítséget nyújt a grafikus designer, de ha már egy 
összetettebb problémát szeretnénk megoldani, Java osztályokat és SQL lekérdezéseket 
szükséges elkészíteni. Ehhez egyébként is szükséges programozói tudás. Meglátásom 
szerint, ha egy vállalatnál egyébként is van Java és SQL tudás, biztosabb megoldást 
jelenthet, ha inkább a programozásra esik a választás. Pozitívumként említeném meg, 










 6.2.5  RadpidMiner 
A termékleírás szerint a RapidMiner könnyen kezelhető grafikus felületet biztosít 
adatfeldolgozó munkafolyamatok tervezéséhez, kivitelezéséhez. Nagy közösséggel 
rendelkezik, így a dokumentáció olvasásán túl is van hova segítségért fordulni. Több mint 
60 előre elkészített illesztő segítségével férhetünk hozzá strukturált, nem strukturált és 
big data adatokhoz. Több machine learning funkcionalitással bír, mint más grafikus 
eszközök. [41] 
A grafikus felülete tényleg könnyedén megtanulható. A következő ábrán egy 
adatfeldolgozó folyamat képét láthatjuk. Középütt helyezkedik el a grafikus designer, 
balra fent az adatforrások, lent a különféle operátorok láthatók. Jobbra fent a designerben 
kiválasztott operátor beállításai szerkeszthetők, lent pedig a kiválasztott komponenshez 




3. ábra A RapidMiner Studio grafikus felülete 
Elsőként importáltam az MSD és az MSD genre adatforrásokat. Az importáló varázsló 
kellő mértékben informatív, nagyon jól testre szabható. Ha valamelyik rekord hibás, 
akkor arról azonnal tájékoztat, jól beazonosítható módon, vagyis a hiba pontos helyét is 
egyből a felhasználó tudtára adja. Importáláskor az oszlopok neve, típusa és egyéb 
tulajdonságai (id-e a mező) megadhatók. Az alábbi ábrán az importáló varázsló egy 
képernyőjét láthatjuk. 
 
4. ábra RapidMiner csv importálás 
Az importálás elindítása után megjelenik egy foglaltság jelző, ami azonban véleményem 
szerint nem ad kellő tájékoztatást a haladásról. Még egy közelítő érték is sokat javítana a 
felhasználói élményen és a kiszámításához szükséges információk is rendelkezésre állnak, 
hiszen a csv sorainak száma ismert, továbbá a már feldolgozott sorok száma is. 
 
28 
Ezt követően a már beimportált, egymillió rekordot tartalmazó adatforrás sémáját 
szerettem volna szerkeszteni. Erre sajnos nincs lehetőség a teljes adatforrás betöltése 
nélkül, véleményem szerint ez a művelet hatékonyabb lehetne, ha nem kellene az adatokat 
is betölteni. Változtattam a sémán, beállítottam, hogy a „track_id” az adatforrás egyedi 
azonosítója, a mentés sokáig tartott, ami lehet indokolt, ha a program leellenőrizte, hogy 
valóban egyedi-e az oszlop adattartalma. 
Ezt követően az alábbi ábrán látható munkafolyamatot állítottam össze, amely 
összekapcsolja az egyedi zeneszámok rekordjait a zeneszámokhoz tartozó műfaj 
rekordokkal, majd az eredményt elmenti egy csv fájlba. 
 
5. ábra Az MSD adatforrások join-olása RapidMinerrel 
A futtatások során többször olyan futás idejű hibákkal találkoztam, melyek véleményem 
szerint még tervezési időben is kiszűrhetők lennének. Ilyen például a komponensek 
bemeneti sémája: ha egy komponens bemenetére olyan adat érkezik, ami nem felel meg 
a sémának, akkor futás idejű hiba keletkezik, ez önmagában nem lenne baj, csakhogy 
meglátásom szerint szerkesztési időben minden séma információ rendelkezésre áll egy 
ilyen vizsgálat elvégzéséhez. Egy bonyolult munkafolyamat, amely sok adattal dolgozik 
futásideje hosszú is lehet, ezért igen kényelmetlen lehet minden egyes újra futtatás. A 
Talend Studioval ellentétben a RapidMiner a processzek futtatása közben nem jeleníti 




Több machine learning komponens is elérhető: klaszterező algoritmusok, különböző 
SVM algoritmusok, különféle regressziós algoritmusok. Az előbbiek közül az 
agglomerative clustering algoritmust próbáltam ki, amely az esettanulmányban is 
felhasználható lehet. 
A hierarchikus klaszterezés működésének demonstrálására kiválasztottam 11 zeneszámot 
az MSD adatforrásból. A számokat három előadó összesen hét albumjából választottam 
ki. Egyes albumokba két, másokba egy zeneszámnak kellett kerülnie. A zeneszámok az 
alábbi táblázatban láthatók. 
genre title release year artist 
Pop_Rock Personal Jesus Violator 1985 Depeche Mode 
Pop_Rock Spade The Golden Age Of Grotesque 0 Marilyn Manson 
 The Unnamed Feeling St. Anger 2003 Metallica 
Pop_Rock Waiting For The Night Violator 1990 Depeche Mode 
Metal Devil's Dance S & M 1995 Metallica 
 
Leave In Silence (2006 
Digital Remaster) 
A Broken Frame (2006 Digital 
Remaster) 0 Depeche Mode 
Rock Rock Is Dead 
Mechanical Animals (Ecopac 
explicit) 0 Marilyn Manson 
 
Mercy In You (Live 
1993) 
Songs Of Faith And Devotion 
Live 0 Depeche Mode 
Metal My World St. Anger 2003 Metallica 
Pop_Rock Para-noir The Golden Age Of Grotesque 0 Marilyn Manson 
 
Get Right With Me (Live 
1993) 
Songs Of Faith And Devotion 
Live 0 Depeche Mode 
4. táblázat A klaszterezéshez felhasznált adatsor 
Az alábbi ábrán látható a klaszterezés munkafolyamata. Első lépés az adatok beolvasása, 
majd az ezt követő két komponens (Generate Attributes, Nominal to Text) előállít egy 
text típusú mezőt, melyen a text mining-ot hajtja végre a processz. Ez a text típusú mező 





6. ábra Az MSD adatforrás klaszterezése 
A Process documents from Data komponens végzi el a text mining-ot TF IDF segítségével. 
Ez az alprocessz több lépésből áll: a szövegek kisbetűsítése, tokenizálás nem 
alfanumerikus karakterek mentén, a túlságosan gyakori szavak (stop word-ök) kiszűrése 
(angol nyelven), szótövezés (szintén angol nyelven) végül pedig három hosszúságú n-
gram-ok előállítása. Ezt követően a Remove Attribute Range eltávolítja a klaszterezés 
szempontjából érdektelen mezőket, majd a Clustering komponens végrehajtja a 
klaszterezést. 
A klaszterezést a következő táblázatban látható beállításokkal végeztem el. A mode 
CompleteLink értéke azt jelenti, hogy az algoritmus minden lépésben a páronként mért 
legkisebb távolságú elemeket vonja össze egy klaszterbe. A measure types értékét a 
klaszterezésben résztvevő adatok típusától függően kell megválasztani. Mivel a 
Clustering bemenetén megjelenik a szöveges track_id is, ezért nem választható a 
NumericalMeasures, hanem kizárólag a MixedMeasures. MixedMeasures választása 
esetén a mixed measure beállításnak csak a MixedEuclideanDistance választható. 
Beállítás neve Beállítás értéke 
mode CompleteLink 
measure types MixedMeasures 
mixed measure MixedEuclideanDistance 
5. táblázat A Clustering komponens beállításai 
A klaszterezés eredményét az alábbi ábrán láthatjuk. A 21-es node bal oldali részfája az 
összes Marilyn Manson számot tartalmazza, a jobb oldali részfája pedig az összes 
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Depeche Mode-ot. A 19-es node bal oldali levele az egyetlen Metallica szám az S & M 
albumról, a jobb oldali részfája pedig a St. Anger album. A 15-ös node levelei a The 
Golden age of grotesque c. albumról, a 6-os levél pedig a Mechanical Animals c. albumról 
származik. Az 5-ös levél a Broken Frame c. albumot, a 12-es a Songs of Faith and 
Devotions címűt, a 16-os pedig a Violator címűt reprezentálja. 
 
A fenti klaszterezési feladatot a DBSCAN algoritmus felhasználásával is végrehajtottam, 
amely hasonlóan jó eredménnyel a megfelelő klaszterekbe csoportosította a 
zeneszámokat előadó és album alapján. 
Értékelés 
A RapidMiner kezelése könnyen és gyorsan tanulható. Esetében tényleg nem feltétlenül 
elvárás, hogy a felhasználója SQL ismeretekkel rendelkezzen adattisztítási, 
adattranszformációs műveletek elvégzéséhez. Negatívumként említeném meg, hogy a túl 
hosszú ideig futó processzeket nem lehet leállítani. Amikor egy processzt megpróbáltam 
leállítani, az alkalmazás közölte, hogy a futó folyamatot befejezi, mielőtt leállítaná a 
processzt, ezért inkább kiléptem a RapidMiner Studio-ból. Nem egy előnyös tulajdonság, 
hogy egy véletlenül rosszul beállított processz futását csak az alkalmazásból kilépéssel 
tudjuk megállítani. Számomra hiányosságként értelmezhető az is, hogy az aktuális 
processz futásáról nem jelenik meg semmilyen információ. Az alkalmazás nem tájékoztat 













A következő alfejezetekben a kiválasztott felhő alapú megoldásokat fogom ismertetni, 
elsőként a Panoply nevű alkalmazást. 
 6.2.6  Panoply 
A Panoply egy kereskedelmi, felhő alapú megoldás, amely sokféle forrásból képes 
adatokat importálni. Tölthetünk fel saját fájlokat, képes különféle API-kon (pl. DropBox, 
Github, Facebook stb.) keresztül adatok átvételére, továbbá importálhatóak adatok már 
létező adatbázisokból (MongoDB, Google Big Query, MS SQL Server, MySQL stb.). 
A termék leírása szerint a szoftver célja egy vállalat adatvagyonának egységes felületen 
való kezelése, lekérdezhetőségének biztosítása. Szinte bármilyen BI eszközzel 
csatlakozni lehet a Panoply adatbázishoz, és nem szükséges SQL tudás lekérdezések 
végrehajtásához. Továbbá a leírás szerint machine learning-el támogatott az adatok 
felvitele is. A termék ára a dolgozat írásának időpontjában a havi 249 USD-től kezdődött, 
3 előre definiált csomag állt rendelkezésre (249 USD, 499 USD és 749 USD), és egy 
Enterprise, amely egyedi megállapodás alapján jöhet létre. [42] 
Létrehoztam egy új „File Upload” típusú adatforrást, feltöltöttem az MSD teljes 
rekordállományát csv formátumban. A feltöltés előtt kizárólag alapvető dolgokat lehetett 
testre szabni: a cél tábla nevét, a szeparátort, törölje-e ki a táblát, ha már létezik stb. 
Sajnálatos módon a program a feltöltött fájlok első sorát mindenképpen fejlécnek 





7. ábra. A Panoply file feltöltő felülete 
A feltöltést követően a rekordok feldolgozása nem vett igénybe túl sok időt. Valamilyen 
logika szerint valóban próbálta több táblára szétválogatni az adatokat, erről azonban 
semmilyen összefoglaló/tájékoztató ablak nem jelent meg. Eredménykén létrejött az msd 
tábla, melybe bekerült az egymillió rekord és egy msd_title nevű tábla. 
Az msd_title tartalma öt rekord, mindegyik kapcsolódik az msd tábla egyik rekordjához. 
Egy olyan oszlopot hozott létre az alkalmazás, amely nem szerepelt az eredeti adatsorban, 
ez pedig a „Country” oszlopnévre hallgat Ebben az oszlopban mind az öt rekord esetében 
a „China” szó szerepel. Ez a tábla feltehetően azért jött létre ilyen adattartalommal, mert 
a kapcsolódó rekordok egy konverziós hiba folytán tartalmazták a „¥” karaktert, ami a 
kínai jüan pénznem jele. (Egyébként ugyanez a karakter jelöli a japán jent is.) 
A táblákat mappákba rendezhetjük, de csoportos kijelölés funkcióval nem rendelkezik az 
alkalmazás, vagyis egyenként kell a megfelelő helyre mozgatnunk a táblákat. 
A Jobs nézeten alapesetben az éppen futó és a korábban lefutott feladatok állapotát 
tekinthetjük meg. Ütemezett feladatok beállítására is van lehetőség, ezt a Data Sources 
felületen tehetjük meg. 
A leírás szerint ugyan nem szükséges SQL tudás, de az Analyze nevű nézeten csakis SQL 
lekérdezéseket fogalmazhat meg a felhasználó. A lekérdezések megírásában nem segíti a 
felhasználót autocomplete funkcionalitás sem az SQL kulcsszavak, sem a 
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tábla/mezőnevek vonatkozásában. Az eredménytáblázatot nem lehet exportálni, 
semmilyen adatot nem lehet vágólapra kimásolni. 
 
8. ábra. Panoply lekérdezőfelület 
Ha egy lekérdezés túl széles táblázatot eredményez, és az kilóg a képernyőről, nem jelenik 
meg vízszintes görgetősáv, hogy görgethessen a felhasználó, csak kijelöléssel lehet 
mozgatni a megjelenítőt. 
Az egymillió rekordon a fenti ábrán látható lekérdezés javított változata (az ábrán még 
befejezetlen), amely 5 rekordot szolgáltat eredményül másodperceken keresztül futott, 
véleményem szerint ez lassúnak számít, tekintve, hogy egy big data eszközről van szó. 
Egy lekérdezés alapján állíthatunk be figyelmeztetéseket is, ezt nagy körültekintéssel kell 
megtenni, ugyanis a figyelmeztetés elmentését követően a lekérdezésen már nem lehet 
változtatni. Egy létező alertnek csak a nevét tudjuk megváltoztatni, esetleg letörölhetjük 
és újra létrehozhatjuk. 
Az adatok hozzáférésvédelmét ún. Team-eken keresztül valósították meg. Alapesetben 
két Team tartozik egy Panoply projekthez: Admins és Editors. A csapatokba e-mail cím 
alapján hívhatóak meg tagok. Egyelőre saját Team létrehozása nem lehetséges, de a 
termék dokumentációja szerint a roadmap-en szerepel a funkció megvalósítása. Az 
eszköz adattavak létrehozásra nem alkalmas. 
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A felöltött adatbázisainkhoz lehet csatlakozni különböző BI alkalmazásokkal, úgy mint: 
MS Power BI, Google Data Studio egy ablakban tájékoztat minket az alkalmazás. 
 
9. ábra. Panoply Connection Details 
Értékelés 
A termék kezelőfelülete egyszerű, mondhatni túlságosan is, összeségében a termék 
kevesebbet nyújtott, mint amire a leírása alapján számítottam. Számomra a felület nem 
volt elég intuitív: bizonyos funkciókat nem ott találtam meg, ahol azokat elvártam volna 
(pl. Job-ot nem lehet létre hozni a Jobs nézeten és Alert-et nem lehet beállítani az Alert 
nézeten). A szoftver dokumentációja korrekt, minden felmerülő kérdést megválaszolt. 
A képességek hiányát kompenzálja a termék ára, ami jóval alacsonyabb, mintha saját 
szervert üzemeltetnénk, de más szolgáltatóknál (pl. MS Azure) is kedvezőbb. Az 
„Analyze” menüpont megnevezése igen megtévesztő, ugyanis az alkalmazás 
adatelemzést nem tesz lehetővé, csakis SQL lekérdezések futtatására alkalmas a felület. 
A tárolt adatokon magával az alkalmazással transzformációkat nem tudunk végrehajtani, 
ehhez már mindenképpen szükséges, hogy valamilyen BI eszközzel csatlakozzunk az 
adatbázisunkhoz. 
A használat közben tapasztaltak alapján véleményem szerint nem is egy ETL eszközről 











 6.2.7  Google Cloud Platform 
A Google Cloud Platform egy erőteljes felhőszolgáltatás, melynek nagy előnye, hogy 
csak a felhasznált erőforrások (tárhely, CPU idő) után kell fizetni. Igen széles 
eszköztárába beletartozik a BigQuery is, amely egy szerver nélküli, nagymértékben 
skálázható, vállalati adattárház megoldás. A felhasználók a már megszokott SQL 
lekérdező nyelvet használva juthatnak értékes információkhoz anélkül, hogy adattárház 
üzemeltetési feladatok terhelnék a vállalatot. 
Egyszerű SQL-ek segítségével gépi tanulási megoldások hozhatók létre és működtethetők. 
Az adatok szervezeten belül könnyen és biztonságosan megoszthatók. A BigQuery valós 
idejű adatgyűjtést és elemzést tesz lehetővé az erőteljes streaming funkcióval. Havi 1TB 
forgalomig és 10 GB tárolt adatig ingyenes. [43] 
Kezdetnek az MSD adatforrást szerettem volna importálni csv formátumból. Ezzel már 
rögtön az elején problémákba ütköztem. A fájl ugyanis túl nagy ahhoz, hogy közvetlenül 
feltöltésből feldolgozza a rendszer, azt javasolta, előbb töltsem fel a Google Storage-be. 
A felületen a csv feldolgozás testre szabható: kiválasztható az elválasztó karakter, 
kérhetjük, hogy automatikusan derítse fel a sémát, beállíthatunk saját titkosító kulcsot. 
Nem választhatunk karakterkódolást, és szövegjelölőt sem. A dokumentációból kiderül, 
hogy UTF-8 kódolást vár el a rendszer, így a fájlt átkonvertáltam. 
Az egymillió rekord mindenféle karaktert tartalmaz, ami csak előfordulhat, így az 
adattartalom vesszőt, pontosvesszőt, kérdőjelet stb. karaktereket is tartalmaz, így ezek 
nem használhatók szeparátorként. Biztosan nem tartalmazza azonban az „¤” karaktert 
egyik rekord sem, ezért ezt választottam szeparátornak. Sajnálatos módon többszöri 
próbálkozásra sem sikerült a fájlt olyan formátumúra hozni, hogy hiba nélkül tudjam 
importálni. 
A Talend Open Studioval JSON formátumra hoztam az adatforrást, újra megpróbáltam 
importálni a Google Big Query-be és azt a hibaüzenetet kaptam, hogy hiányzik egy lezáró 
idézőjel a fájlban. Sajnos a hibaüzenet nem tartalmazza, hogy a fájl hányadik sorának 
hányadik pozícióján. Tovább kísérleteztem a JSON formátummal is, de nem jártam 
sikerrel. A Talend JSON output komponensében sajnos nem lehet beállítani, hogy 
soronként legyen tördelve, továbbá a fájl karakterkódolását sem, így nem sikerült olyan 
JSON fájlt előállítanom, amely a Google Big Query-nek megfelelő bemenet lenne. 
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Ezt követően a Talend Open Studio-val beszúrtam egy MySql táblába az MSD adatforrást. 
Eddigi kísérleteim alapján ez működik a legmegbízhatóbban. A BigQuery azonban nem 
támogatja az importálást közvetlenül más SQL adatbázisokból. 
Adattó létrehozására is lehetőségünk van a Google Storage segítségével. Szorosan ugyan 
nem kapcsolódik az alap problémához, de néhány rövid bekezdést talán érdemes rászánni. 
Eleve sikertelenségre ítélt kísérlet, de mégis megpróbáltam a web-es felületen feltölteni 
a Factbook nevű adatforrást (kb. 16 000 fájl, összesen 2,7 GB). A webes alkalmazás 
teljesen megáll tőle, de ezen gyorsan túl léphetünk, mert ez nem egy reális felhasználási 
mód. A dokumentációban azt javasolják, hogy telepítsem a számítógépemre a Google 
Cloud Platform SDK-t és töltsem fel annak a segítségével. Telepítéskor kérte, hogy 
hitelesítsek a Cloud Platformba a regisztrált e-mail címemmel, ezt meg is tettem. Majd a 
gsutil nevű tool segítségével elkezdtem feltölteni a fájlokat. 
Pozitívumként értékelem, hogy az első futtatás közben az eszköz figyelmeztetett, hogy 
egy további kapcsoló bekapcsolásával valószínűleg nagyobb sebességgel fognak a 
feltöltések haladni. Újraindítottam az új kapcsoló megadásával és valóban észrevehetően 
gyorsabb lett a feltöltés. 
A dokumentáció szerint az adatok feldolgozására több lehetőség is adódik: Cloud 
DataProc (Hadoop megoldás), Cloud DataFlow (adattranszformációs eszköz) és Cloud 
DataPrep (adattisztító eszköz). Ezek részletes vizsgálata azonban már túlmutatna a 
dolgozat határain. 
Ezt követően a BigQuery gépi tanulás szolgáltatásit vizsgáltam meg: A BigQuery ML 
szolgáltatásai a Google Datalab-on keresztül érhetők el. Az elérésükhöz először létre kell 
hozni egy Google Compute Engine virtuális gépet, melyet a Cloud Platform SDK 
parancssoros eszközeivel tehetünk meg, melyben segítséget nyújt a Datalab 
dokumentációja. 
A BigQuery ML kipróbálásához a Google Analytics szolgáltatás példa adatforrását 
használtam. Az adatforrás egy valódi webáruház felhasználói tevékenységeit tartalmazza. 
Egy olyan modellt hoztam létre, amelynek tanító adathalmaza a korábbi (2016. augusztus 
1. és 2017. június 30. közötti időszak) felhasználói tevékenységek listája volt. A modell 
tanítására az alábbi parancs használatos: 
%%bigquery 





  IF(totals.transactions IS NULL, 0, 1) AS label, 
  IFNULL(device.operatingSystem, "") AS os, 
  device.isMobile AS is_mobile, 
  IFNULL(geoNetwork.country, "") AS country, 
  IFNULL(totals.pageviews, 0) AS pageviews 
FROM 
  `bigquery-public-data.google_analytics_sample.ga_sessions_*` 
WHERE 
  _TABLE_SUFFIX BETWEEN '20160801' AND '20170630' 
A label oszlopban a 0 jelenti azt, hogy a felhasználó nem vásárolt, az 1 pedig azt, hogy 
igen. Ha azt szeretnénk megtudni, hogy melyik országból származó felhasználók fognak 
vásárolni a következőben, azt a következő „lekérdezés” végrehajtásával tehetjük meg: 
%%bigquery 
SELECT 
  country, 
  SUM(predicted_label) as total_predicted_purchases 
FROM ML.PREDICT(MODEL `bqml_tutorial.sample_model`, ( 
  SELECT 
    IFNULL(device.operatingSystem, "") AS os, 
    device.isMobile AS is_mobile, 
    IFNULL(totals.pageviews, 0) AS pageviews, 
    IFNULL(geoNetwork.country, "") AS country 
  FROM 
    `bigquery-public-data.google_analytics_sample.ga_sessions_*` 
  WHERE 
    _TABLE_SUFFIX BETWEEN '20170701' AND '20170801')) 
  GROUP BY country 
  ORDER BY total_predicted_purchases DESC 
  LIMIT 10 
A fenti lekérdezés eredménye azt mondja meg, hogy hány vásárlás várható az egyes 
országokból származó felhasználóktól. Az eredményt az alábbi ábrán láthatjuk.  
 
10. ábra A teszt BigQuery ML lekérdezés eredménye 
Sajnálatos módon a Big Query ML csak néhány modellt támogat: lineáris regresszió, 
bináris logisztikus regresszió és többszörös logisztikus regresszió. 
Értékelés 
Véleményem szerint a Google BigQuery önmagában nem nevezhető ETL eszköznek, de 
ha a többi Google Cloud Platform (GCP) szolgáltatást is hozzávesszük akkor már igen. A 
GCP eszközök széles palettáját kínálja, ezen eszközök hatékony használata azonban igen 
nagy felkészülést igényel. A GCP dokumentációja megfelelő, hiszen minden 
szolgáltatáshoz részletes leírások, tutorial-ok érhetők el nagy mennyiségben. Sajnálattal 
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tapasztaltam, hogy a BigQuery-be történő adatimportálás kihívásnak bizonyul. A gépi 
tanulás funkcionalitása nehezen hozzáférhető, dokumentáció hiányában meg sem 
találtam volna. A BigQuery ML könnyed, SQL szerű „lekérdező” nyelve, melynek 
segítségével modelleket hozhatunk létre és használhatjuk azokat, pozitívumként 
értékelendő. A támogatott algoritmusok szűkösségének következményeként azonban az 
esettanulmányban nem fogom tudni alkalmazni a BigQuery ML-t. 
A GCP túl sok szolgáltatást nyújt ahhoz, hogy oktatás/képzés nélkül átlátható legyen. A 
jelek szerint ezzel a Google is tisztában van, hiszen rendelkezik egy képzési programmal, 











 6.2.8  SciKit Learn 
A SciKit Learn egy nyílt forráskódú, kereskedelmi célra is használható python könyvtár, 
a NumPy és a SciPy könyvtárakra épül. Eszközöket biztosít adatbányászathoz és 
adatelemzéshez. Több algoritmust is a fejlesztők rendelkezésére bocsát: osztályozás, 
klaszterezés, regresszió. [45] 
A 4.2.5. RapidMiner c. fejezetben ismeretett zeneszámok klaszterezési feladatát oldottam 
meg ennek a keretrendszernek a felhasználásával is. A megoldó program az 1. Függelék-
ben található. 
A csv fájl betöltését a pandas könyvtár segétségével végezem el, ezt követően összefűzöm 
az előadó és az album oszlopokat kisbetűsítve. Ez után következik a szöveg tokenizálása, 
majd a stopword-ök kiszűrése. 
A nem kívánatos szavak eltávolítása után hasonlóan a RapidMiner processhez, a Porter 
szótövező algoritmus következik. Ezt a text featurization követi legfeljebb 3 hosszúságú 
ngram-okkal. Aztán a tf-idf eredményén végrehajtom a DBSCAN klaszterezést a 
minimum elemszámot egyre, az epszilont pedig 0.1-re választva. Beállítható még, hogy 
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milyen metrikát használjon az elemek távolságának meghatározásához, ez alapesetben az 
euklideszi távolságmérték (és még néhány a feladat szempontjából kevésbé releváns 
beállítás). Végezetül pedig az eredményt a képernyőre iratom, mely az alábbi ábrán 
látható. 
 
11. ábra SciKit learn DBSCAN eredménye 
Ahogy az a fenti ábrán is látszik, az algoritmus azonos klaszterbe sorolta be az azonos 
albumba tartozó zeneszámokat. A megoldás jól működik 12 rekordra, de megvizsgáltam 
azt is, hogy nagyobb rekordszámok feldolgozásakor hogyan viselkedik. 
Az első problémát a 32 bites Python okozta, ugyanis az egymillió rekord feldolgozása 
közben a 32 bites processzek számára maximálisan hozzáférhető 2 GB memória elfogyott. 
Szótövezés közben MemoryError hibaüzenettel leállt a program. Ezért feltelepítettem a 
64 bites Python környezetet, ezután (és a szükséges library-k újratelepítése után) már 
gond nélkül lefutott a scriptem. 
A fentebb közölt scriptet kiegészítettem a részeredmények fájlba mentésével. A mentést 
és a későbbi betöltést a joblib python könyvtár dump és load metódusaival valósítottam 
meg. Az egyik mentés a transzformációk elvégzése után történik, az egymillió rekord 
transzformációk utáni dump fájlja megközleítőleg 140 MB méretű, de készítek mentést a 
dbscan eredményéről is. Továbbá a mérhetőség miatt naplózással is kiegészítettem a 
programot. 
Az adatok transzformációja 10 perc alatt lefutott, a hosszabb időt a DBSCAN fit művelete 
vette igénybe, ami közel 7 órát vett igénybe. Memória probléma nem volt, hiba nélkül 
lefutott a script. Az eredményeket ezután RapidMiner-el az újonnan meghatározott 
klaszter azonosító szerint csoportosítottam. Az algoritmus 218 594 különböző albumot 
azonosított. Klaszter azonosítóra rendezve az adathalmazt megfigyelhető, hogy az azonos 




12. ábra Sklearn DBSCAN klaszterezés eredménye 
A tf-idf featurization futtatásakor a generálandó ngram-ok hosszát legfeljebb háromra 
választottam, ez annyi problémát okozott, hogy ha egy előadónak van több albuma, 
melyek címe csak egy sorszámban tér el, akkor azokat az algoritmus azonos klaszterbe 
sorolta. 
A fenti megoldás nem szolgáltat kielégítő megoldást, ha az egyes szövegrészek elírásokat 
tartalmaznak. A korábbi 12 elemű adathalmazban két rekordba szándékosan 
elgépeléseket helyeztem el. Az egyik rekordban a „Depeche Mode”-ból kihagytam egy 
„e” betűt, így lett „Depche Mode”, egy másik rekordban pedig a „Violator” szóból 
kitöröltem 3 karatert, ami így „Violr”-ré alakult. Lefuttatva a scriptet erre az adatsorra az 
alábbi ábrán látható eredményt produkálta. 
 
13. ábra Klaszterezés elírásokat taratlmazó adathalmazon 
A három, egyébként a Depeche Mode Violator c. albumára tartozó zeneszámot három 
különböző klaszterbe sorolta be. A Levenhstein távolság bevezetése segíthet a helyzeten. 
A tf-idf lecserélése a teljes szövegek Levenshtein távolságának kiszámítására a tizenkét 
rekordos adatsor esetében elfogadható sebességgel lefutott és jó eredményt is szolgáltatott, 
 
42 
viszont a teljes adatforrásra minden bizonnyal túlságosan hosszú ideig futott volna, mert 
még a script tf-idf-vel készített változata is 7 órán keresztül futott. 
A következő lépés alapötlete a következő: nem közvetlenül a szövegekre határozom meg 
a Levenhstein távolságot, hanem a tf-idf által legenerált legfeljebb 3 hosszúságú ngram-
okra. A megoldás a 2. Függelékben olvasható, az msd_combined.py scriptben. 
A tf-idf text featurization lépésig ugyanazokból a lépésekből áll a program, mint az 1. 
Függelékben ismeretett változata. Azt követően a tf-idf feature-ökre páronként kiszámítja 
a Levenhstein távolságukat. Azokat a feature-öket, amelyek távolsága nem több, mint 
három, összevonja az alábbiak szerint. A feature-öket elemenként összeadja és mindkét 
eredeti feature oszlopot felülírja az újonnan kiszámolt értékekkel. A dbscan epszilon 
értékét megnövelve az alábbi eredményt szolgáltatja a script. 
 
14. ábra MSD klaszterezés TF-IDF és Levenhstein távolság kombinálásával 
Mint az jól megfigyelhető az elírásokat tartalmazó rekordokat a DBSCAN helyesen a 0-
s klaszterbe sorolta. 
A scriptet lefuttatva a teljes MSD adatforrásra sajnos rövid úton MemoryError-t kapunk. 
A hiba eredete az a rész, ahol az új feature oszlopokat kiszámítom a pandas library 
felhasználásával. Továbbfejlesztési lehetőség lenne ennek a memória szivárgásnak a 
kijavítása és kiküszöbölése, ezt azonban terjedelmi okokra hivatkozva nem fogom ebben 
a dolgozatban tárgyalni. 
Értékelés 
Igen kellemes tapasztalatként éltem meg a fenti kódok megírását. A Python (nem 
rendelkezem előképzettséggel) és az SKLearn használata gyorsan tanulható, igen sok 
könyvtár letölthető (pl. pandas), melyek hatékonyan segítik a fejlesztők munkáját. Az 
SKlearn jól láthatóan nagy közösséggel rendelkezik, hiszen rengeteg cikk, tutorial és 
fórumhozzászólás megtalálható az interneten a témában. A keretrendszer kellőképpen 
robusztus, hiszen az egymillió rekord feldolgozása sem okozott gondot a 
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futtatókörnyezetnek. Futás közben a memóriafoglaltság magas volt, de minden bizonnyal 











 6.2.9  Microsoft ML.NET 
A Micrsoft ML.NET egy nyílt forráskódú gépi tanulási keretrendszer, melynek 
segítségével akár C# és F# nyelven is létrehozhatók machine learning megoldások. A 
keretrendszer cross-platform, elérhető Windows-on, Linux-on és macOS-en is. Alkalmas 
klaszterezésre, előrejelzésre és címkézés végrehajtására. [46] 
Az ML.NET-ben alapvetően adatfeldolgozó pipeline-okat definiálunk. Egy pipeline az 
adatbetöltéstől a modell betanításáig tart. Ezt követően az elkészült modellt 
kiértékelhetjük, majd elmenthetjük fájlba. A lementett modell később bármikor betölthető 
és felhasználható. 
A keretrendszer biztosít szolgáltatásokat az adatok betöltéséhez. Különféle fájlokból 
képes beolvasni, pl. csv-ből, apache parquet-ből stb. A beolvasás közvetlenül 
objektumokba is történhet, ehhez egy saját osztályt kell készíteni, melynek tagjait 
megjelöljük a megfelelő attribútumokkal (LoadColumn[x], amivel meghatározhatjuk, 
hogy az osztály megjelölt tagját, a csv fájl hányadik oszlopából kell feltöltenie a 
keretrendszernek. 
Az adatok betöltése után a transzformációs lépések következnek, úgymint szöveges 
adatok átalakítása, stopword-ök kiszűrése, n-gramok kialakítása, hiányzó értékek 
kezelése stb. Ezt követően történhet az algoritmus kiválasztása és betanítása. A következő 
tanuló algoritmusokból választhatunk: lineáris algoritmusok (pl. SymSGD), boosted trees 
(pl. fasttree), SVM, K-means. A betanítás után több különböző kiértékelő módszer közül 
választhatunk a gépi tanulási feladattól függően. 
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Végezetül a modell bináris fájlba mentése következhet. Ezt a binárist később 
bármely .NET alkalmazásba beágyazhatjuk, és felhasználhatjuk a korábban betanított 
modellt. [46] 
A 4.2.5 RapidMiner c. fejezetben ismeretett zeneszám klaszterezési feladatot 
megoldottam az ML.NET keretrendszer segítségével is. 
Az alábbi kódrészletben látható egy példa a modell tanítására. Először is a 
LoadFromTextFile függvénnyel csv-ből betöltöm az adatokat egy IDataView interfészt 
megvalósító osztályba. 
Ezt követően összeállítom a training pipeline-t, mely az alábbi lépésekből áll: szöveg 
normalizálás (kisbetűsítés, írásjelek eltávolítása), stopword-ök eltávolítása, tokenizálás, 
text featurization, és végül a K-means klaszterezés. Ebből a megoldásból a szótövezés 
kimarad, mert az ML.NET nem támogatja. Az adathalmazban összesen 12 elem van, ezért 
legfeljebb 12 különböző klaszter létezhet. A K-means klaszter darabszám paraméterét 
ebből kifolyólag 12-re állítottam. 
private static void train_and_save_model(string csv_path) 
        { 
            MLContext mlContext = new MLContext(); 
 
            IDataView data = mlContext.Data.LoadFromTextFile<SongData>(path: csv_path, 
hasHeader: false, separatorChar: ','); 
 
            var training = 
 
                mlContext.Transforms.Concatenate("Text", "artist", "release") 
                .Append(mlContext.Transforms.Text.NormalizeText("Normalized", "Text")) 
                .Append(mlContext.Transforms.Text.RemoveDefaultStopWords("NoStopWords", 
"Normalized")) 
                .Append(mlContext.Transforms.Text.TokenizeIntoWords("Tokenized", 
"NoStopWords")) 
                .Append(mlContext.Transforms.Text.FeaturizeText("Features", 
"NoStopWords")) 
             .Append(mlContext.Clustering.Trainers.KMeans("Features", numberOfClusters: 
12)); 
 
            var model = training.Fit(data); 
 
            using (var stream = 
System.IO.File.Create(@"d:\data\msd_clustering_model.zip")) 
            { 
                mlContext.Model.Save(model, data.Schema, stream); 
            } 
        } 
Ezt követően létrehozom a modelt a tanító pipeline Fit metódusával, a csvből betöltött 
adatokkal, végezetül pedig elmentem a modellt fájlba. 
A következő kódrészletben a fent betanított modell felhasználását láthatjuk. A modell, 
majd az adatok betöltésével kezdődik. Ezt követően a betöltött adatokon elvégzem a 
modellben definiált transzformációkat, a modell Transform metódusának meghívásával.  
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Ezután lefuttatom a klaszterezést a transzformált adathalmazra, majd kiiratom a 
képernyőre az eredményeket. 
private static void load_and_use_model(string csv_path) 
        { 
            var _mlcontext = new MLContext(); 
            DataViewSchema loadedSchema; 
            var loadedModel = _mlcontext.Model.Load(@"d:\data\msd_clustering_model.zip", 
out loadedSchema); 
 
            IDataView data_ = _mlcontext.Data.LoadFromTextFile<SongData>(path: csv_path, 
hasHeader: false, separatorChar: ','); 
            var transformedData = loadedModel.Transform(data_); 
 
            var predictions = 
_mlcontext.Data.CreateEnumerable<ClusteringPrediction>(transformedData, false); 
            foreach (var p in predictions) 
            { 
                Console.WriteLine($"cluster: 
{p.SelectedClusterId}\t{p.artist}\t{p.release}\t{p.title}"); 
            } 
        } 
A klaszterezés eredményét az alábbi ábrán figyelhetjük meg, melyen jól látszik, hogy 
azonos albumba tartozó zeneszámokat valóban azonos klaszterbe helyezte az algoritmus. 
 
15. ábra ML.NET K-means clustering eredménye 
Ezt követően a teljes MSD adatforrásra lefuttattam a programot kiegészítve naplózással. 
A K-means klaszter darabszám paraméterének először az egymilliót választottam, hiszen 
„legrosszabb” esetben az egymillió zeneszám egymillió különböző rekordhoz tartozhat. 
A program a modell betanítása közben egy percen belül leállt „Out of memory” kivétellel. 
Ezt követően a build konfigurációt átállítottam Release x64-re, remélve, hogy ez – ahogy 
az sklearn esetében is – megoldja a problémát. Az eredmény sajnálatos módon ugyanúgy 
„OutOfMemoryException” lett. Ez előbbi mondatot kétszer is le kellett gépelnem, mert 
az előbbi memória elfogyástól az operációs rendszer is instabillá vált és a jól ismert Blue 




16. ábra ML.NET OutOfMemoryException 
Értékelés 
Az ML.NET a C#-tól és a .NET-től megszokott könnyedséggel teszi lehetővé machine 
learning algoritmusok betanítását és kiértékelését. Sajnálatos módon egyelőre kevés 
algoritmust támogat, ahogy azt a leírásában is olvashatjuk. Nem támogatja sem 
hierarchikus klaszterezési algoritmusokat, sem a DBSCAN algoritmust. A termék 
roadmap-jéből azonban kiolvasható, hogy további tanuló algoritmusok, és egyéb 
funkcionalitások beépítése várható. [47] Az eszközt robusztusnak semmiképpen nem 
mondanám, hiszen az egymillió rekordos (ami talán még nem is nevezhető big data-nak) 










 6.3  Szoftver esettanulmány 
Térjünk vissza a 4.1 Fejezetben röviden felvezetett példához! Az alábbi esettanulmány a 
példában szereplő márkakereskedés életszerű adatintegrációs problémájának 
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megoldására tesz javaslatot. A feladat végrehajtására a korábban bemutatott eszközöket 
fogom felhasználni, ezzel demonstrálva, hogy azok sikeresen alkalmazhatók valós 
helyzetekben. 
 6.3.1  A probléma meghatározása 
A képzeletbeli autó márkakereskedés és szerviz két telephellyel rendelkezik Budapesten. 
A telephelyek egymástól függetlenül adminisztrálják a tevékenységüket, az elvégzett 
munkákat, az ügyfél adatokat. Könnyen előfordulhat, hogy egy ügyfél az autóját mindkét 
telephelyen szervizeltette már. Ez a márkaszerviz felvásárol egy másik céget, amely 
szintén saját nyilvántartással rendelkezik. 
Az egyik probléma az, hogy a márkaszerviz dolgozói nem kérdezhetik le egy felületen az 
autó előéletét, hiszen elképzelhető, hogy a másik telephely adatbázisában is vannak 
releváns rekordok. Továbbá a márkaszerviz időnként akciókat hirdet, melyekről levélben 
és lehetőleg elektronikus levélben értesíti az ügyfeleit, ebben az esetben a probléma az 
lehet, hogy egy ügyfél több levelet is kap az egyes telephelyektől. Megérett a helyzet 
tehát az adatok integrálására. 
 6.3.2  Adatszerkezetek 
A három telephelyt nevezzük rendre telephely 1, telephely 2 és telephely 3-nak. A három 
szóban forgó telephelyen az adatokat nem egységes sémában tárolják.  
Telephely 1 
Az adatokat egy igen elavult Access mdb fájlban tárolják, az alábbi ábrán látható 
szerkezetben. 
 
17. ábra A Telephely 1-en tárolt adatok szerkezete 
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Mint az jól látható az adatokat egyetlen táblában, ügyfél központúan tárolják. Vagyis, ha 
egy ügyfélnek több autója is van, akkor minden esetben berögzítik újra az ügyfél nevét, 
címét is. 
Az ügyfél táblához kapcsolódik (egy-több) a munkalapok tábla, amely az egyes 
gépjárműveken elvégzett munkákat tárolja. A probléma a fentiekkel az, hogy a kilométer 
óra állását az ügyféltáblában minden munka elvégzésekor felülírják, így nem látszik a 
történetisége. 
Telephely 2 
Ezen a telephelyen is egy elavult megoldást alkalmaznak, ez pedig a FileMaker Pro nevű 
adatbáziskezelő alkalmazás egy évtizeddel korábbi verziója. Az adatszerkezet azonban 
jobban megfelel a mai elvárásoknak. 
Egyfajta törzsadatkezelést valósítottak meg. Az ügyfél törzs táblában tárolják az ügyfelek 
nevét, elérhetőségeit, de a címek táblában tárolják az ügyfelek lakcímeit (egy-több 
kapcsolat). Egy ügyfélhez több gépjármű is tartozhat, egy gépjárműhöz viszont csak egy 
ügyfél. Ebből kifolyólag, ha egy új tulajdonos hozza be ugyanazt a járművet, akkor a régi 
tulajdonost felül kell írni. Kevésbé lehet személyre szabott ajánlatokkal megtalálni a 
korábbi ügyfeleket, hiszen azt az információt elveszítjük, hogy milyen típusú 




18. ábra A Telephely 2 adatszerkezete 
Egy autóhoz tartozhat több munkalap, a munkalapokon az elvégzett munkák nincsenek 
tételesen feltüntetve, csak szövegesen, így a rendszer pl. számlázásra nem alkalmas. 
Telephely 3 
Végül következzen a felvásárolt telephely. Ezen a telephelyen üzemeltetnek egy linux 
operációs rendszerrel telepített szerver számítógépet, melyen egy MySQL szerver fut. A 




19. ábra A Telephely 3 adatszerkezete 
Az adatbázis tervezésekor a gépjárműveket helyezték a középpontba. Az autok_torzs 
tábla a tulajdonos nevű kapcsolótáblán keresztül több-több kapcsolatban áll az ügyfél 
táblával. Ez azt jelenti, hogy egy autóhoz időben tartozhat több tulajdonos is. Az ügyfél 
adatok a Telephely 2 adatszerkezetében alkalmazottakhoz nagyon hasonlók. A 
munkalapok kezelése fejlettebb az előzőknél, ugyanis az elvégzett tevékenységek egy 
külön táblában foglalnak helyet. 
 6.3.3  Tesztadatok előállítása 
Az esettanulmányhoz tesztadatokat a Mockaroo nevű tesztadat-generátor eszközzel 
állítottam elő, és a RapidMiner felhasználásával alakítottam át a fenti sémáknak 
megfelelő formátumúra. A telephelyek eredeti sémáit egy-egy MySQL adatbázisban 
tároltam el. 
Összesen 36 000 ügyfél adatot generáltam le, melyek azonosítója egész szám 1-től 
36000-ig. Ezek közül 15 000 került a Telephely1-be, 10 000 a Telephely2-be és 11 000 a 
Telephely3-ba. Ezen felül minden telephely adatbázisába redundanciát is építettem be, 





A könnyebb ellenőrizhetőség érdekében a különböző sémákba beszúrt rekordok esetében 






Telephely1 15 000 200 rekord 
telephely2-ből 
és 200 rekord 
telephely3-ból 
15 400 
Telephely2 10 000 200 rekord 
telephely1-ből 
és 200 rekord 
telephely3-ból 
10 400 
Telephely3 11 000 200 rekord 
telephely1-ből 
és 200 rekord 
telephely2-ből 
11 400 
6. táblázat Az eredeti sémák adattartalma 
Egy olyan rekord szerepel a telephely2 adatai között, amely a telephely1-ből származik 
és csak az ügyfél keresztneve és a városának irányító száma egyezik meg. A vezetéknevét 
megváltoztattam, a város nevét átírtam, az utca házszám adatokat pedig kitöröltem. 
 6.3.4  A megoldás 
Felmerül a kérdés, hogy a központosított adatbázis fizikailag hol helyezkedjen el. Az 
egyik telephelyen már üzemeltetnek egy szerver gépet, de annak rendelkezésre állása 
hagy kívánni valókat maga után. Nem rendelkezik redundanciával, nincs terheléselosztás, 
nincs backup stratégia. Ezek kivitelezéséhez további informatikai üzemeltető és fejlesztő 
munkatársak felvételére lenne szükség. 
A másik lehetőség, hogy az adatokat valamilyen felhő szolgáltatásban helyezik el, ebben 
az esetben, mivel további üzemeltetési feladatok nem keletkeznek, elegendő lehet a 
cégnek dolgozó informatikusok átképzése. 
További kérdés, hogy kezel-e a cég olyan üzleti/ipari titkokat, melyek kiszivárgása 
kockázatot jelenthet a cég sikerességére. A saját szerverek esetében az üzemeltető 
munkatársak rendszeres továbbképzése informatikai biztonság területen elengedhetetlen. 
Ez egyrészt költséges feladat, másrészt pedig a felelősség is a cég munkatársait terheli. 
Ha egy felhőszolgáltatást választ a cég, akkor a fenti probléma a bizalom kérdéskörére 
szűkül le. Megbízunk-e a szolgáltató szakember gárdájában? 
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A márkaszerviz vezetősége úgy dönt, hogy egy felhőszolgáltatást választ, hiszen a fő 
profilja gépjárművek értékesítése, és szervizelése, és nem kíván egy informatikai 
üzemeltető csapat építésével, oktatásával foglalkozni. 
A megoldási javaslatom az alábbi: az adatok tárolása a Google Cloud Services Big Query 
rendszerében egységes sémában történne, mert így biztosított az adatok rendelkezésre 
állása és a bármely telephelyről elérhetősége. A szükséges adattranszformációk a 
RapidMiner segítségével valósulnának meg. 
Az ügyféladatokon entitásrezolúciót kell végrehajtani, amely véleményem szerint gépi 
tanulás segítségével is kivitelezhető. A cél egy olyan klaszterezés megvalósítása, melyben 
az egyes klaszterek fogják reprezentálni az ügyfélentitásokat. Az egyes klaszterek 
várhatóan alacsony elemszámúak lesznek (1-5). 
A továbbiakban terjedelmi korlátok miatt kizárólag az ügyféladatok egyesítésére fogok 
koncentrálni. A klaszterezést két különböző eszközzel fogom végrehajtani: az SKlearn 
könyvtár, DBSCAN algoritmus és ML.NET, k-means klasztering. 
Az adatok előkészítése 
A különböző sémákból RapidMiner segítségével az adatokat egységes formára hoztam. 
Az entitásrezolúcióhoz az ügyfelek nevét és lakcímét használtam fel. Az alábbi ábrán 
látható a RapidMiner processz, ami a szükséges transzformációkat elvégzi. 
 
20. ábra Adatok előkészítése klaszterezéshez 
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A klaszterezéshez felhasznált adatok sémája a következők szerint alakult: azonosító, név, 
lakcím. Az azonosító mezőbe módosítás nélkül felhasználtam az eredeti adatforrásbeli 
ügyfél azonosítóját, a nevét szintén nem módosítottam, mert mindhárom adatforrásban 
egy mezőben tárolódik a vezetéknév és a keresztnév. A lakcímeket viszont nem 
egységesen tárolják a különböző eredeti sémák, ezért azokat közös formátumra 
alakítottam. Az új formátumban az irányítószám, a város és a cím egymás után összefűzve 
szóközzel elválasztva szerepel. A feldolgozandó ügyfélrekordok száma összesen 37 200 
db. 
Entitásrezolúció SciKit Learn segítségével 
Ezt követően elkészítettem az entitásrezolúciót végrehajtó, entres.py nevű Python scriptet, 
mely az 3. Függelékben olvasható. A script az iménti részben előkészített adatokat 
DBSCAN algoritmussal klaszterezi, a kimenete egy csv fájl, amelyben a bemeneti fájlhoz 
képest eggyel több oszlopot tartalmaz, ami nem más, mint a klaszter sorszáma. A script a 
tevékenységeket naplózza, a részeredményeket kimenti fájlba. 
Az adatok betöltése a pandas könyvtár segítségével történik. Az adatok transzformációja 
jóval egyszerűbb, mint a 4.2.8. Fejezetben az MSD adatforrás feldolgozásának esetében. 
Nevekről és címekről van szó, nem természetes nyelvi szövegekről, így a stopword-ök 
kiszűrésére és szótövezésre nincs szükség. Ezek elhagyása miatt kihagyható a tokenizálás 
lépése is. 
A transzformáció lényegében a szövegek normalizálásából áll: a név és a lakcím oszlopok 
kisbetűsítése, majd összefűzése szóköz elválasztó karakterrel. Ezt követi a TF-IDF text 
featuring, amely legfeljebb 4 hosszúságú ngramokat állít elő. Ezen a ponton a 
transzformált adatokról készül egy dump. 
Ezt követi a DBSCAN végrehajtása, az algoritmus parméterezése: epszilon = 0.1, 
min_samples=1. Vagyis a klaszterek átmérője 0.1 egység, a minimális elemszám pedig 1. 
Az alábbi ábrán láthatjuk, hogy a 37 200 felhasználói rekord kiértékelése kevesebb, mint 
egy percett vett igénybe. 
2019-05-05 14:56:17.763283: Adatok importálása 
2019-05-05 14:56:17.770279: rowcount: 37200 
2019-05-05 14:56:17.880217: Szövegek normalizálása 
2019-05-05 14:56:17.979161: tf-idf 
2019-05-05 14:56:23.118900: dbscan 
2019-05-05 14:56:23.129895: dbscan fit 
2019-05-05 14:56:43.950379: eredmény kiírása fájlba 
21. ábra Futtatás eredménye 
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Az eredmény csv fájlt az alábbi RapidMiner processzel vizsgáltam meg. 
Megszámoltattam az egyedi klasztereket, klaszter azonosító szerint rendeztem az 
eredményhalmazt és kiszűrtem azokat a klasztereket, melyek 1-nél több elemet 
tartalmaztak. 
 
22. ábra Ügyféladatok klaszterezésének kiértékelése - SciKitLearn DBSCAN 
Az eredmény kiértékeléséből jól látszik, hogy az algoritmus 36 001 különböző klaszterbe 
sorolta a rekordokat és 1 199 olyan klasztert hozott létre, ami 1-nél több elemet 
tartalmazott. Vagyis az algoritmus pontosan végezte el az entitásrezolúciót, leszámítva 
azt az egy rekordot, ahol el van írva az ügyfél neve. 
Szöveges adatok távolságmérésére alkalmas lehet még a Levenshtein távolság is. A 
probléma megoldására elkészítettem a 4. Függelékben megtalálható entres_leven.py 
scriptet is. Az SciKit learn nem definiálja a Levenshtein távolságot, mint metrikát, de 
algoritmusai dolgozhatnak egyedileg definiált metrikákkal is. 
Egy apró trükk segítségével készítettem el a DBSCAN algoritmus számára használható 
lev_metric nevű metrikát. Erre azért van szükség, mert a DBSCAN alapvetően float 
típusokkal dolgozik. Ezért ebben az esetben nem az adatokon fut le, hanem egy olyan 
tömbön, amely a következő módszerrel áll elő: a NumPy.arange metódussal létrehozok 
egy tömböt, melynek elemei rendre a [0,37200) intervallum elemei, majd veszem ennek 
transzponáltját. Az egyes elemeket float-ként fogja kezelni a DBSCAN és meghívja rajtuk 
páronként a lev_metric függvényt, ami a paraméterében kapott két float értéket int-é 
alakítja, és ezek felhasználásával az eredeti adatsorból kiolvassa a megfelelő sorokat; 
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A klaszterek átmérőjét 5 egységre választottam Levenshtein távolságban mérve (epszilon 
=5), ez azt jelenti, hogy az klaszterek azokat a rekordokat fogják tartalmazni, melyek 
páronként 5 egykarakteres művelettel forgathatók egymásba. 
A várakozásaimnak megfelelően ez a változat jóval hosszabb ideig futott. Valójában meg 
sem vártam a végét, több mint nyolc óra futás után leállítottam. 
A fenti két megoldásból látszik, hogy egy valós helyzetben önmagában egyik sem 
jelentene teljes biztosságot nyújtó megoldást. A 4.2.8 SciKit Learn c. fejezetben 
ismeretett TF-IDF és Levenshtein távolságot kombináló gondolatmenetet átültettem erre 
a feladatra is (5. Függelék), de sajnálatos módon ezen a viszonylag alacsony 
rekordszámon is MemoryError-ban végződött a script futása. 
Entitásrezolúció ML.NET segítségével 
Az ML.NET-ben írt megoldás a 6. Függelékben olvasható. Hasonlóan az előbbi 
megoldáshoz, az adattranszformáció jelen esetben is csak a normalizálásból és a text 
featurization-ből áll. Ezt követi a k-means klaszterezés végrehajtása. Az algoritmus 
paraméterezése: nclusters=37200. Azért ezt az értéket választottam, mert összesen 37 200 
rekordot kell feldolgozni. Ha abból a feltételezésből indulunk ki, hogy a rekordok nem 
tartalmaznak redundanciát, akkor annyi különböző klaszter szükséges, ahány rekordból 
áll a bemeneti adatforrás, vagyis 37 200. 
Ezekkel a beállításokkal rövid úton OutOfMemoryException lett a futtatás eredménye. 
Mivel a példában előre tudjuk, hogy 36 000 különböző entitásról van szó, ezért –sikert 
ugyan nem várva – megpróbáltam a klaszterek számát 36 000-re állítani. Az eredmény 
ismét OutOfMemoryException. 
Ezt követően két lépcsőben próbáltam meg elvégezni a klaszterezést. Először kizárólag a 
Telephely1 és a Telephely2 adatait bevonva, így 11 400 rekorddal kevesebbet kell 
feldolgozni. Az eredmény azonban így is OutOfMemoryException. Több kísérletet a 
framework-el nem végeztem. 
A két megoldás összehasonlítása 
Az ML.NET vonzó framework-nek tűnhet különösen olyan fejlesztők számára, akik 
a .NET ökoszisztémában rendelkeznek tapasztalattal, mint jómagam is. Elvégezve 
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azonban ezeket a kísérleteket jól látható, hogy az ML.NET még nem kiforrott, így éles 
környezetben alkalmazását ez eddigi tapasztalataim alapján nem ajánlanám. 
Ezzel szemben a SciKit Learn Python library sokkal robusztusabb szolgáltatásokat 
biztosít a szoftverfejlesztőknek. Az interneten elérhető nagyszámú tutorial, forum 
hozzászólás felhasználásával gyorsan lehet látványos eredményt elérni a 




 7  Összefoglalás 
A dolgozat véleményem szerint elérte a célját, hiszen a modern adatbáziskezelő, 
adatbányász és machine learning eszközökön végzett kísérleteken keresztül választ ad 
többek között arra a kérdésre is, hogy ezek a szoftverek hogyan hasznosíthatók az ETL 
folyamat támogatására. 
A következő táblázatban összefoglalom a megvizsgált szoftverek értékelését. 
Termék neve Összpontszám (max. 100 pont) 
Talend termékcsalád 75 pont 
Rapidminer 82 pont 
Panoply 71 pont 
Google Cloud Platform 79 pont 
7. táblázat ETL eszközök pontszámainak összesítése 
A kiválasztott szoftverek közül a Panoply ugyan nem bizonyult igazi ETL eszköznek, de 
felhő alapú adattárolásra egy megfizethető alternatívának látszik. Számomra az is 
bebizonyosodott a vizsgálatok során, hogy a machine learning manapság valóban egy 
túlhasznált kifejezés. Például a Panoply esetében meglátásom szerint a machine learning 
kifejezés csak azért szerepel a leírásában, hogy vonzóbb legyen a felhasználók számára. 
A Talend termékcsalád kitűnő eszközöket biztosít adattranszformációs és adatintegrációs 
feladatok végrehajtásához. Könnyen tanulható grafikus designere segítségével olyan akár 
domain expert-ek is állíthatnak össze ETL munkafolyamatokat, akik nem rendelkeznek 
komolyabb programozói előképzettséggel. Azonban a Talend esetében is láthatunk példát 
a machine learning kifejezés túlzó használatára. A termék leírásában véleményem szerint 
némiképp megtévesztő módon fogalmaztak a Talend Big Data Platform machine learning 
képességeit illetően, hiszen – ahogyan az a részletes dokumentáció elolvasásából kiderül 
– a szoftver csak más platformok funkciónak meghívásán keresztül alkalmas gépi tanulási 
feladatok megoldására, önmagában nem. 
A RapidMiner egy könnyen és gyorsan tanulható megoldásnak bizonyult, melynek ETL 
feladatokra használatához valóban nem előfeltétel lekérdező és programozási nyelvek 
ismerete. A machine learning képességeinek használatához azonban már szükséges, hogy 
a különféle tanuló algoritmusok működését ismerje a felhasználó. Az elvégzett 
kísérletekhez szükséges adattranszformációkat túlnyomó többségében ezzel az eszközzel 




A Google Cloud Platform eredményes és költséghatékony használatához véleményem 
szerint elengedhetetlen, hogy a témában érdekeltek oktatásban részesüljenek. Ehhez a 
Google is hozzájárul, hiszen – ahogy azt korábban is írtam – rendelkezik online elérhető 
képzésekkel. Meglátásom szerint szolgáltatásai vállatok számára megfizethetők, más 
felhőszolgáltatókkal összemérhetők. 
A két megvizsgált szoftverfejlesztő keretrendszer közül véleményem szerint 
egyértelműen a SciKit learn nyújtott meggyőzőbb teljesítményt. A Python 
ökoszisztémába jól beilleszkedő library, megfelelő dokumentáltságával és nagy 
programozói közösségével egy gyorsan tanulható eszköz, melynek segítségével gyorsan 
lehet látványos eredményeket elérni. Az implement algoritmusok nagy száma sok feladat 
megoldására alkalmassá teszi. 
A Microsoft ML.NET, az eddigi tapasztalataimat figyelembe véve egy kezdetlegesebb 
megoldás a SciKit Learn-höz képest. A termék roadmap-jét elolvasva azonban jól látszik, 
hogy sok fejlesztés és új feature fog még belekerülni a termékbe. Tudva azt, hogy egy 
olyan nagyvállalat gondozásában zajlik a fejlesztése, mint a Microsoft, további 
bizakodásra ad okot. 
A két megvizsgált machine learning keretrendszer pontszámait az alábbi táblázat 
tartalmazza. 
Keretrendszer neve Összpontszám (max. 100 pont) 
SciKit learn 87 pont 
Microsoft ML.NET 71 pont 
8. táblázat Machine learning keretrendszerek pontszámainak összesítése 
Véleményem szerint a 2. Függelékben közölt msd_combined.py script 
továbbfejlesztésére érdemes lenne további kutatómunkát allokálni, ez azonban minden 
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 1  Függelék. msd.py 
import pandas 
from sklearn.feature_extraction.text import TfidfVectorizer 
from nltk.corpus import stopwords 
import nltk 
from nltk.stem import PorterStemmer 
from sklearn.cluster import DBSCAN 
from joblib import dump, load 
import os.path 
import codecs 
from datetime import datetime 
 
rowcount = 1000000 





    msgtolog = str(datetime.now())+": "+ msg 
    print(msgtolog) 
    with codecs.open(logfilename, "a", "utf-8") as l: 





log("rowcount: "+ str(rowcount)) 
modelpath = "msd_model"+str(rowcount)+".joblib" 
data = pandas.read_csv('d:\data\msd_with_genre.csv',sep=';' ).head(rowcount) 
#data = pandas.read_csv('d:\data\cluster_example_msd.csv',sep=';' ) 
 
if os.path.isfile(modelpath): 
    log('transzformált adatok olvasása fájlból') 
    response = load(modelpath) 
else: 
    def try_tokenize_row(row): 
        try: 
            return nltk.word_tokenize(row) 
        except(ValueError, TypeError): 
            log("Hiba a sor feldolgozása közben: "+ str(row)) 
        return [] 
 
    #szövegek előkészítése a tf-idf-nek 
    log("Szövegek normalizálása") 
    data["text"] = data["artist"].str.lower() + " " + data["release"].str.lower() 
    log("Szövegek tokenizálása") 
    data["tokenized"] = data["text"].apply(lambda row: try_tokenize_row(row)) 
 
    #stopword-ök kiszűrése 
    log("Stopword-ök kiszűrése") 
    stop_words = set(stopwords.words("english")) 
    data["filtered"] = data["tokenized"].apply(lambda row: [word for word in row if not 
word in stop_words]) 
 
    log("Szótövezés") 
    stemmer = PorterStemmer() 
    data["stemmed_words"] = data["filtered"].apply(lambda row: [stemmer.stem(word) for 
word in row]) 
    data["stemmed_text"] = data["stemmed_words"].apply(lambda row: " ".join(row)) 
 
    #tf-idf 
    log("tf-idf") 
    vectorizer = TfidfVectorizer(ngram_range=(1,3)) 
    response = vectorizer.fit_transform(data["stemmed_text"]) 
 
    dump(response, modelpath)  
 
if os.path.isfile("msd_db_"+ str(rowcount)+".joblib"): 
    log('dbscan eredményének olvasása fájlból') 
    db = load("msd_db_"+ str(rowcount)+".joblib") 
    y_pred = load("msd_y_pred_"+ str(rowcount)+".joblib") 
else: 
    #clustering 
    log("dbscan") 
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    clustering = DBSCAN(eps = 0.1, min_samples=1) 
 
    log("dbscan fit") 
    db = clustering.fit(response) 
    dump(db, "msd_db_"+ str(rowcount)+".joblib") 
 
    log("dbscan fit_predict") 
    y_pred = db.fit_predict(response) 
    dump(y_pred, "msd_y_pred_"+ str(rowcount)+".joblib") 
     
log("eredmény kiírása fájlba") 
with codecs.open("msd_clustering_res_"+ str(rowcount)+".txt","w","utf-8") as f: 
    for l, a, r, t in zip(db.labels_, data["artist"],data["release"],data["title"]): 
        if rowcount <= 20: 
            print("cluster: ",l,"\t", a,"\t", r,"\t", t) 





 2  Függelék. msd_combined.py 
import pandas 
from sklearn.feature_extraction.text import TfidfVectorizer 
from nltk.corpus import stopwords 
import nltk 
from nltk.stem import PorterStemmer 
from sklearn.cluster import DBSCAN 
import os.path 
import codecs 
from datetime import datetime 
from leven import levenshtein 
import itertools 
import numpy 
from scipy import sparse 
 
rowcount = 1000000 
maxlev = 3 
logfilename = "log_"+str(rowcount)+".log" 
 
if os.path.isfile(logfilename): 
    os.remove(logfilename) 
 
def log(msg): 
    msgtolog = str(datetime.now())+": "+ msg 
    print(msgtolog) 
    with codecs.open(logfilename, "a", "utf-8") as l: 





log("rowcount: "+ str(rowcount)) 
modelpath = "msd_model"+str(rowcount)+".joblib" 
#data = pandas.read_csv('d:\data\msd_with_genre.csv',sep=';' ).head(rowcount) 
data = pandas.read_csv('d:\data\cluster_example_msd_eliras.csv',sep=';' ).head(rowcount) 
 
def try_tokenize_row(row): 
    try: 
        return nltk.word_tokenize(row) 
    except(ValueError, TypeError): 
        log("Hiba a sor feldolgozása közben: "+ str(row)) 
    return [] 
 
#szövegek előkészítése a tf-idf-nek 
log("Szövegek normalizálása") 
data["text"] = data["artist"].str.lower() + " " + data["release"].str.lower() 
log("Szövegek tokenizálása") 




stop_words = set(stopwords.words("english")) 




stemmer = PorterStemmer() 
data["stemmed_words"] = data["filtered"].apply(lambda row: [stemmer.stem(word) for word 
in row]) 




vectorizer = TfidfVectorizer(ngram_range=(1,3)) 
response = vectorizer.fit_transform(data["stemmed_text"]) 
 
txt_features = vectorizer.get_feature_names() 
dense_response = response.todense() 
p_response = pandas.DataFrame(dense_response) 
new_response = pandas.DataFrame(dense_response) 
for i in range(len(txt_features)): 
    for j in range(len(txt_features)): 
        if i < j: 
            a = txt_features[i] 
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            b = txt_features[j] 
            lev = levenshtein(a,b) 
            if lev <= maxlev: 
                new_response[i] = abs(p_response[i]+p_response[j]) 
                new_response[j] = abs(p_response[i]+p_response[j]) 




clustering = DBSCAN(eps = 1, min_samples=1) 
 
log("dbscan fit") 
db = clustering.fit(n_response) 
 
log("dbscan fit_predict") 
y_pred = db.fit_predict(n_response) 
     
log("eredmény kiírása fájlba") 
with codecs.open("msd_clustering_res_"+ str(rowcount)+".txt","w","utf-8") as f: 
    for l, a, r, t in zip(db.labels_, data["artist"],data["release"],data["title"]): 
        if rowcount <= 20: 
            print("cluster: ",l,"\t", a,"\t", r,"\t", t) 






 3  Függelék. entres.py 
import pandas 
from sklearn.feature_extraction.text import TfidfVectorizer 
from sklearn.cluster import DBSCAN 
from joblib import dump, load 
import os.path 
import codecs 
from datetime import datetime 
 
rowcount = 20 





    msgtolog = str(datetime.now())+": "+ msg 
    print(msgtolog) 
    with codecs.open(logfilename, "a", "utf-8") as l: 





log("rowcount: "+ str(rowcount)) 






    log('transzformált adatok olvasása fájlból') 
    response = load(modelpath) 
else: 
    def try_tokenize_row(row): 
        try: 
            return nltk.word_tokenize(row) 
        except(ValueError, TypeError): 
            log("Hiba a sor feldolgozása közben: "+ str(row)) 
        return [] 
 
    #szövegek előkészítése a tf-idf-nek 
    log("Szövegek normalizálása") 
    data["text"] = data["nev"].str.lower() + " " + data["lakcim"].str.lower() 
 
    #tf-idf 
    log("tf-idf") 
    vectorizer = TfidfVectorizer(ngram_range=(1,3)) 
    response = vectorizer.fit_transform(data["text"]) 
 
    dump(response, modelpath)  
 
if os.path.isfile("esettanulmany_db_"+ str(rowcount)+".joblib"): 
    log('dbscan eredményének olvasása fájlból') 
    db = load("esettanulmany_db_"+ str(rowcount)+".joblib") 
    y_pred = load("esettanulmany_y_pred_"+ str(rowcount)+".joblib") 
else: 
    #clustering 
    log("dbscan") 
    clustering = DBSCAN(eps = 0.1, min_samples=1) 
 
    log("dbscan fit") 
    db = clustering.fit(response) 
    dump(db, "esettanulmany_db_"+ str(rowcount)+".joblib") 
 
    log("dbscan fit_predict") 
    y_pred = db.fit_predict(response) 
    dump(y_pred, "esettanulmany_y_pred_"+ str(rowcount)+".joblib") 
     
log("eredmény kiírása fájlba") 
with codecs.open("esettanulmany_clustering_res_"+ str(rowcount)+".txt","w","utf-8") as 
f: 
    for l, a, n, l in zip(db.labels_, data["azonosito"],data["nev"],data["lakcim"]): 
        if rowcount <= 20: 
            print("cluster: ",l,"\t", a,"\t", n,"\t", l) 
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 4  Függelék. entres_leven.py 
import pandas 
from sklearn.feature_extraction.text import TfidfVectorizer 
from sklearn.cluster import DBSCAN 
from joblib import dump, load 
import os.path 
import codecs 
from datetime import datetime 
from leven import levenshtein        
import numpy as np 
 
def lev_metric(x, y): 
    i, j = int(x[0]), int(y[0]) 
    return levenshtein(data["text"][i], data["text"][j]) 
 
#rowcount = 20 
rowcount = 37200 
logfilename = "log_"+str(rowcount)+".log" 
 
if os.path.isfile(logfilename): 
    os.remove(logfilename) 
 
def log(msg): 
    msgtolog = str(datetime.now())+": "+ msg 
    print(msgtolog) 
    with codecs.open(logfilename, "a", "utf-8") as l: 





log("rowcount: "+ str(rowcount)) 







data["text"] = data["nev"].str.lower() + " " + data["lakcim"].str.lower() 




X = np.arange(len(data["text"])).reshape(-1, 1) 
print(X) 
clustering = DBSCAN(metric=lev_metric, eps=5, min_samples=1) 
 
log("dbscan fit") 
db = clustering.fit(X) 
dump(db, "esettanulmany_db_"+ str(rowcount)+".joblib") 
     
log("eredmény kiírása fájlba") 
with codecs.open("esettanulmany_clustering_res_"+ str(rowcount)+".csv","w","utf-8") as 
f: 
    for label, azonosito, nev, lakcim in zip(db.labels_, 
data["azonosito"],data["nev"],data["lakcim"]): 
        if rowcount <= 20: 
            print("cluster: ",label,"\t", azonosito,"\t", nev,"\t", lakcim) 





 5  Függelék. entres_combined.py 
import pandas 
from sklearn.feature_extraction.text import TfidfVectorizer 
from sklearn.cluster import DBSCAN 
from joblib import dump, load 
import os.path 
import codecs 
from datetime import datetime 
from leven import levenshtein 
import itertools 
import numpy 
from scipy import sparse 
 
#rowcount = 20 
rowcount = 37200 
maxlev =3 
logfilename = "log_"+str(rowcount)+".log" 
 
if os.path.isfile(logfilename): 
    os.remove(logfilename) 
 
def log(msg): 
    msgtolog = str(datetime.now())+": "+ msg 
    print(msgtolog) 
    with codecs.open(logfilename, "a", "utf-8") as l: 





log("rowcount: "+ str(rowcount)) 





#szövegek előkészítése a tf-idf-nek 
log("Szövegek normalizálása") 




vectorizer = TfidfVectorizer(ngram_range=(1,4)) 
response = vectorizer.fit_transform(data["text"]) 
 
txt_features = vectorizer.get_feature_names() 
dense_response = response.toarray() 
p_response = pandas.DataFrame(dense_response) 
new_response = pandas.DataFrame(dense_response) 
for i in range(len(txt_features)): 
    for j in range(len(txt_features)): 
        if i < j: 
            a = txt_features[i] 
            b = txt_features[j] 
            lev = levenshtein(a,b) # - abs(len(a) - len(b)) 
            if lev <= maxlev: 
                new_response[i] = abs(p_response[i]+p_response[j]) 
                new_response[j] = abs(p_response[i]+p_response[j]) 




clustering = DBSCAN(eps = 1, min_samples=1) 
 
log("dbscan fit") 
db = clustering.fit(n_response) 
dump(db, "esettanulmany_db_"+ str(rowcount)+".joblib") 
     
log("eredmény kiírása fájlba") 
with codecs.open("esettanulmany_clustering_res_"+ str(rowcount)+".csv","w","utf-8") as 
f: 
    f.write("\"cluster_id\";\"azonosito\";\"nev\";\"lakcim\"\r\n") 




        if rowcount <= 20: 
            print("cluster: ",label,"\t", azonosito,"\t", nev,"\t", lakcim) 


















    //Ügyféladatokat tároló osztály 
    public class UgyfelAdat 
    { 
 
        [LoadColumn(0)] 
        public int azonosito { get; set; } 
        [LoadColumn(1)] 
        public string nev { get; set; } 
        [LoadColumn(2)] 
        public string lakcim{ get; set; } 
    } 
    //A klaszterezés eredményét tároló osztály 
    public class ClusteringPrediction 
    { 
        [ColumnName("PredictedLabel")] 
        public uint SelectedClusterId; 
        public int azonosito{ get; set; } 
        public string nev { get; set; } 
        public string lakcim { get; set; } 
 
    } 
    class Program 
    { 
        static void log(string msg) 
        { 
            var msgtolog = DateTime.Now + ": " + msg; 
            Console.WriteLine(msgtolog); 
            File.AppendAllLines(logpath, new List<string> { msgtolog }); 
        } 
        static int rowcount = 1000000; 
        static int nclusters = 1000000; 
        static string logpath = @"d:\data\log_ER" + rowcount + ".log"; 
        static string modelpath = @"d:\data\er_clustering_model.zip"; 




        static void Main(string[] args) 
        { 
            File.Delete(logpath); 
            train_and_save_model(csv_path); 
            load_and_use_model(csv_path); 
        } 
 
        private static void load_and_use_model(string csv_path) 
        { 
            var _mlcontext = new MLContext(); 
            DataViewSchema loadedSchema; 
            log("modell betöltése fájlból"); 
            var loadedModel = _mlcontext.Model.Load(modelpath, out loadedSchema); 
 
            log("adatok betöltése"); 
            IDataView data_ = _mlcontext.Data.LoadFromTextFile<UgyfelAdat>(path: 
csv_path, hasHeader: true, separatorChar: ',', allowQuoting: true); 
            data_ = _mlcontext.Data.TakeRows(data_, rowcount); 
            log("adatok transzformálása"); 
            var transformedData = loadedModel.Transform(data_); 
 
            log("k-means"); 




            if (File.Exists(@"d:\data\er_clustering_result.txt")) 
File.Delete(@"d:\data\er_clustering_result.txt"); 
            foreach (var p in predictions) 
            { 
                var line = $"cluster: 
{p.SelectedClusterId}\";{p.azonosito};\"{p.nev}\";\"{p.lakcim}"; 
                if (rowcount <= 20) log(line); 
                File.AppendAllText(@"d:\data\er_clustering_result.txt", line + "\r\n"); 
            } 
 
        } 
 
        private static void train_and_save_model(string csv_path) 
        { 
            MLContext mlContext = new MLContext(); 
            log("adatok betöltése"); 
            IDataView data = mlContext.Data.LoadFromTextFile<UgyfelAdat>(path: csv_path, 
hasHeader: true, separatorChar: ',', allowQuoting: true); 
            data = mlContext.Data.TakeRows(data, rowcount); 
 
            var training = 
                mlContext 
                .Transforms.Concatenate("Text", "nev", "lakcim") 
                .Append(mlContext.Transforms.Text.NormalizeText("Normalized", "Text")) 
                .Append(mlContext.Transforms.Text.FeaturizeText("Features", "Text")) 
             .Append(mlContext.Clustering.Trainers.KMeans("Features", numberOfClusters: 
nclusters)); 
 
            log("modell tanítása"); 
            var model = training.Fit(data); 
 
            log("modell mentése fájlba"); 
            using (var stream = System.IO.File.Create(modelpath)) 
            { 
                mlContext.Model.Save(model, data.Schema, stream); 
            } 
        } 
    } 
} 
