ABSTRACT When used for direction of arrival (DOA) estimation with large uniform linear arrays (ULAs), both root-MUSIC and unitary root-MUSIC (U-root-MUSIC) involve high-dimension eigenvalue decomposition (EVD) and high-degree polynomial rooting computations. In this paper, we propose a novel realvalued modification of root-MUSIC to reduce the computational complexity. We first divide the large ULA into two moderate subarrays and exploit the subarray structure to extract a real noise matrix with reduceddimension EVD. Using this real noise matrix, we construct a real polynomial, and further employ a variable substitution technique to transform the real polynomial to a new one with reduced degree equivalently. As such, both tasks of EVD and polynomial rooting can be computed efficiently. We finally show by numerical simulations that with significantly reduced computational complexity, the proposed method sacrifices statistically nonsignificant accuracy that is acceptable.
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I. INTRODUCTION
Large arrays are widely used in many applications such as radar, sonar and wireless communication, etc, to gain predominance in detection range and spatial resolution capability [1] ∼ [3] . However, the tremendous sensor number costs significant computational complexity if highcomplexity search-based algorithms such as subspace fitting (SF) [4] , minimum norm (MN) [5] , maximum likelihood (ML) [6] and multiple signal classification (MUSIC) [7] , are exploited for direction-of-arrival (DOA) estimation [8] . Polynomial rooting-based techniques have much lower complexity than search-based methods [9] . The most representative polynomial rooting-based algorithm is root MUSIC (root-MUSIC) [10] . However, root-MUSIC is still computationally expensive with large arrays. This is because for a uniform linear array (ULA) composed of L sensors, the standard root-MUSIC generally require to perform eigenvalue
The associate editor coordinating the review of this article and approving it for publication was Wei Liu. decomposition (EVD) on an L × L covariance matrix, and to find the roots of a polynomial with degree 2(L−1) [11] . When large arrays are used, L can be a large number. Thus, both tasks of EVD and polynomial rooting in root-MUSIC require much higher computational complexity than expected.
Unitary (real-valued) root-MUSIC (U-root-MUSIC) [12] is known to have lower complexity than the standard root-MUSIC because it exploits the forward/backward (FB) averaging [13] and uniform transformation [14] techniques to realize efficient real-valued computations. Unfortunately, unlike other famous unitary methods such as unitary MUSIC (U-MUSIC) [15] and unitary estimation of signal parameter via rotation invariance technique (U-ESPRIT) [16] which employ real-valued computations in their primary arithmetic tasks, the real-valued computations in U-root-MUSIC are only involved in the EVD stage. Therefore, complexity reduction by U-root-MUSIC is in fact rather limited.
To realize thorough real-valued computations for both tasks of EVD and polynomial rooting, we have proposed another real-valued formulation of root-MUSIC for fast DOA estimation in [17] . Compared with root-MUSIC and U-root-MUSIC, the estimator presented in [17] not only realizes thorough real-valued computations, but also reduces the EVD and singular value decomposition (SVD) dimensions. Nevertheless, the objective polynomial in [17] is of a high degree 2(L−1). When large arrays are used, this method still requires high complexity, and there is a wide gap to further reduce the high computational complexity for super-resolution DOA estimation with large ULAs.
Therefore, the main motivation of this paper is to propose a novel modified root-MUSIC algorithm which can be used for low-complexity DOA estimation with large arrays. To this end, we first divide a standard ULA into two subarrays and exploit the subarray structure to extract a real noise matrix by real-valued EVD computation on a real-valued matrix which has half-reduced dimensions [18] . Using this real noise matrix, we construct a real polynomial and further employ a variable substitution technique to transform this polynomial to a new one with reduced degree equivalently. We show by in-depth analysis that DOA information are contained in the desired roots of this new polynomial, and the desired roots can be easily selected with very low additional complexities. Consequently, the proposed method realizes significant deflations for both EVD and polynomial rooting computations. Furthermore, the new technique requires only realvalued computations [19] in both two primary tasks of EVD and polynomial rooting, and hence, it is computationally much more efficient than root-MUSIC and U-root-MUSIC. We finally show by numerical simulations our algorithm can provide a similar performance to ESPRIT [20] , and thus, it provides an efficient trade-off between complexity and accuracy.
Mathematical Notations: Throughout the paper, matrices and vectors are denoted by upper-and lower-boldface letters, respectively; Complex-and real-vectors and matrices are denoted by single-bar-and double-bar-boldface letters, respectively, I, J and 0 are the identity-, exchange-and zero matrices, respectively, (·) s,t and trace(·) denote the s-th row and t-th column element-and the trace-of the embraced matrix, respectively while subscripts s and n stand for the signal-and the noise-subspaces, respectively. In addition,
is the real part of the embraced element, span(·) denotes the column space of the embraced matrix, and (·) stands for the angle of the embraced complex number.
II. PRELIMINARIES
Let K narrowband signals with unknown DOAs [θ 1 , θ 2 , . . . , θ K ] impinge on a ULA of L elements with interspacing d, where K is assumed to be known in advance [21] , and d is assumed to satisfy the half-wavelength constraint d λ/2, to avoid phase ambiguity caused by the multivalue of the trigonometric function [22] , where λ is the wavelength of the narrowband source. In most subspace-based superresolution DOA estimators, L is generally assumed to be larger than K [23] . In the proposed technique, it is assumed L > 2K , which is reasonable for large ULAs [1] ∼ [3] . The array output can be written in matrix form as
where s(t) is the K × 1 source waveform vector, n(t) ∼ CN 0, σ 2 n I is the L × 1 sensor noise vector, σ 2 n is the noise power, A (θ) = [a(θ 1 ), a(θ 2 ), . . . , a(θ K )] is the L × K array manifold matrix, and each column of A(θ ) is known as an L ×1 steering vector. In most polynomial rooting-based DOA estimation algorithms including the standard root-MUSIC and U-root-MUSIC, the first sensor of the ULA is usually assumed to be placed at the reference position with coordinate zero, therefore, the steering vector can be written in the Vandermonde form as
where
The L × L covariance matrix of x(t) is given by
where R ss E[s (t) s H (t)] is the K × K signal covariance matrix. The theoretical covariance matrix is unavailable, and it is usually estimated in practice by N snapshots of the received data as
and its EVD can be written in a standard way as
Using the facts span (U s ) ⊥ span (U n ) and span [A(θ)] = span (U s ), the standard root-MUSIC suggests to find DOAs by rooting polynomial [10] 
for the K roots x k , k ∈ [1, K ] that lie closest to and inside the unit circle, and DOAs are estimated by [10] 
As R xx is complex, U n and the coefficients of f root-MUSIC (z) are complex accordingly. Hence, both EVD and polynomial rooting in root-MUSIC require complex computations.
To realize real-valued EVD arithmetics, U-root-MUSIC [12] exploits the forward/backward covariance mtrix [13] 
to obtain a symmetrical real matrix
and performs real-valued EVD on R xx as
where Q is a unitary matrix determined by the parity of L in two cases as
Using the noise matrix E n to define a polynomial
and find its K roots that lie closest to and inside the unit circle, one can similarly estimate DOA by (8) .
It should be noted that U-root-MUSIC realizes realvalued computations only in the EVD stage because it still requires complex arithmetics to find its roots (since f U-root-MUSIC (x) has complex coefficients). It should be also noted that both R xx and R xx have high dimensions L × L, and both f root-MUSIC (x) and f U-root-MUSIC (x) have high degrees 2(L − 1). When large ULA is used, L can be a large number. In such cases, both root-MUSIC and U-root-MUSIC require to compute high-dimensional EVD and high-degree polynomial roots, and the two methods may be time-consuming than expected.
III. THE PROPOSED ALGORITHM
In this section, we are to propose our modified root-MUSIC algorithm for fast DOA estimation with a large ULA. We start our technique by constructing a low-degree real polynomial, which is realized by dividing the entire ULA into two subsarrays. For the sake of clear readability, we first discuss the process of polynomial construction and array division with respect to the parity of the number of sensors L in two cases, and then ends up by a summarization of the propsoed method.
Assume that the central senor of the ULA is placed at the reference point with coordinate zero. Because L = 2M + 1, the steering vector of the entire ULA can be expressed as
where As shown in Fig. 1 , we divide the entire ULA into two subarrays such that the central sensor is shared by the two subarrays. The outputs of the two subarrays can be wrote as
respectively, where A 1 (θ) and A 2 (θ) are manifolds of the two subarrays, given by
Clearly, A 1 (θ) = A * respectively, where A 1 (θ) = A * 2 (θ) and E n 1 (t) n H 2 (t) = 0 are used in the last lines of (19-1) and .
Using the above four covariance-and cross-covariancematrices to define a new matrix
we can equivalently regard Basthecovarianceofthereceived data by a virtual array with manifold matrix A(θ). Omitting the constant two in (21), A(θ) can be taken as the real part of A 1 (θ), and therefore, it must be a real matrix. Each column of A(θ) is a real steering vector of this virtual array,
given by
Comparing (20) with (4), we can exploit the EVD of B by
to obtain the real noise matrix U n for DOA estimation. Note that Bisofreduceddimensions(M+1)×(M+1)ascompared with R xx and R xx (both have high dimensions
Referring to (3), (17-1) and (22) , the real steering vector of the virtual array can be expressed as (24) where
Denoting
and using the cosine formula with multiple angles [24] cos(mφ) = 2 cos φ · cos(m − 1)φ − cos(m − 2)φ, (27) we have
where the coefficients Using (29), we can determine cos(mφ) immediately. For implementation convenience, Table 1 gives a m,p within m 10. From table 1, we can write that, for example, (24), we can write
Note that the elements in matrix C are rearrangement of the coefficients a m,p in Table 1 . (30), we can define a real polynomial for DOA estimation as follows
where matrix D can be computed by
Note that all the coefficients
as compared with f root-MUSIC (x) and f U-root-MUSIC (x). Now, we are to show by further using a variable substitution technique, we can transform h(y) to a new polynomial with half reduced degree M = (L − 1)/2 equivalently. It follows directly from the third line of (32) that
Because D T = D, we observe by comparing the last line of (32) with (34) that
Using (35), we can rewrite h(y) as
Define
For m = 1, we have g(y, 1) = z, and ∀m ∈ [2, M ], we have
Using (38), we can express g(y, m) as
where the coefficients c m,
Using (40), we can compute c m,q one after one recursively, and obtain the following matrix
where g(y, m) is determined by the elements of the m-th row of E. More specifically, the m-th row and q-th column element of E is the coefficient of c m,q in g(y, m). For example, we can conclude from (41) that
Inserting (39) into (36), we can transform h(y) into a new polynomial respect to variable z as follows 
, which is of a quarter size as compared with f root-MUSIC (x) and f U-root-MUSIC (x).
When L = 2M , we assume that the central position (instead of the center sensor) of the ULA is placed at the reference point with coordinate zero. In such a case, the steering vector of the entire ULA can be expressed as
As shown in Fig.2 , we divide the entire ULA along its center position into two subarrays. The outputs of the two subarrays can be also wrote as (16) , and the manifolds of the two subarrays can be expressed as
respectively. Similarly, we can compute the four covarianceand cross-covariance-matrices R 11 , R 22 , R 12 and R 21 by (18-1)∼(19-2), obtain the virtual real matrix B by (20) , and further extract the real noise matrix U n from the EVD of B by real-valued computations. The virtual real matrix B can be regarded as the covariance matrix of a virtual array, whose steering vector can be expressed as
where φ is defined by (25) . By further defining
we can write
where b( y) = [y, y 3 , · · · , y 2M −1 ] T and matrix C is given by 
Clearly, the elements in matrix C are the odd-line coefficients a m,p in Table 1 that arranged in the inverted order. As b( y)
is of the Vandermonde structure, we can also define a real polynomial for DOA estimation as follows
where 
Clearly, g( z) has degree 2M − 1 = L − 1, which is of a half size as compared with f root-MUSIC (x) and f U-root-MUSIC (x). Remark 1: Note that the degrees of the final real polynomial are different in the above two different cases. In the VOLUME 7, 2019 first case with L = 2M + 1, the final real polynomial g(z) has degree M = (L − 1)/2, which is of a quarter size as compared with f root-MUSIC (x) and f U-root-MUSIC (x) (both have high degrees 2(L − 1)). In the second case with L = 2M , the final real polynomial g( z) has degree 2M − 1 = L − 1, which is of a half size as compared to f root-MUSIC (x) and f U-root-MUSIC (x). The above difference is in fact resulted from the different structures of the Vandermonde vectors c (x k ) in (15) 
Each quadratic equation has two root, and the 2M quadratic equations have 2M roots, which can be easily computed by
The distribution law of the above 2M roots are revealed by the following theorem. 
Using the observations
and 
To solve the problem of ambiguity, we can finally select the K true DOAs among θ t , t ∈ [1, M ] by maximizing the conventional beamforming (CBF) [25] function a H 1 (θ )R 11 a 1 (θ ) 2 F . Remark 2: In the cases L = 2M , there are L − 1 roots for g( z), and we have 2(L − 1) possible roots by computing L − 1 quadratic equations. Similarly to theorem 1, among the 2(L − 1) possible roots, there must be L − 1 roots being located inside [−1, 1] and containing DOA information. Thus, the remaining strategy for solving the ambiguity problem is the same as that in the cases L = 2M + 1.
Algorithm 1 Modified Root-MUSIC With Large Arrays
Require: {x 1 (t), x 2 (t)} N t=1 : N snapshots of received data. To summarize, detailed steps for implementing our modified Root-MUSIC algorithm with large arrays are listed in Algorithm 1. Note that the three look-up matrices C, C and E can be determined in advance before running the algorithm with off-line computations.
IV. COMPLEXITY ANALYSIS AND COMPARISON
In Table 2 , we compare the primary real-valued computational flops of the proposed algorithm with the two famous polynomial rooting-based methods root-MUSIC [10] and U-root-MUSIC [12] , where the factor O(L 2 K ) denotes both flops required by EVD of an L × L real matrix and rooting of an L-degree real polynomial, both by using the fast subspace decomposition (FSD) technique [26] . Because ESPRIT [20] is also famous for its low complexity, we consider ESPRIT as a benchmarks in the Table. According to [20] , the primary computational tasks for ESPRIT is to compute the EVD of the L × L covariance matrix, and to compute the inverse of the (L − 1) × (L − 1) rotational matrix. Therefore, the total complexity of ESPRIT is approximately given by
For root-MUCIC, both computations in EVD and rooting are complex. As matrix R xx is of high dimensions L × L and
flops in the EVD- [27] and rooting- [28] stages, respectively. Thus, the primary real-valued flops of root-MUSIC is
For U-root-MUSIC, it only involves real-valued computations in the EVD stage [12] , which reduces the complex of EVD by a factor of four as compared to root-MUSIC [29] .
Because matrix R xx is also of high dimensions L × L and f U-root-MUSIC (x) also has high degree 2(L − 1), the total complexity of U-root-MUSIC is given by
For the proposed algorithm, all the computations are real.
In addition, because B is of about half dimensions L/2×L/2, Although the proposed method requires additional transformation to compute the coefficients of the final polynomial and to compute the product a H 1 (θ)R 11 a 1 (θ) 2 F , the additional complexity is only about 4
Hence, the total complexity of the proposed method is given by
Comparing (62)∼(64), we can easily concluded that the proposed method is the most efficient one among the four algorithms, and it reduces the computational complexity significantly as compared to the other three techniques.
V. NUMERICAL SIMULATIONS
Simulations with 500 independent Monte Carlo trials were performed to gain more insights into the performance of the proposed method with comparison with different state-of-theart polynomial rooting-based algorithms. For the root mean square error (RMSE) comparison in the second simulation, the unconditional Cramér-Rao Lower Bound (CRLB) [30] (the derivation of CRLB can be found in [31] ) was applied as a common reference, where the RMSE is defined as RMSE 10log 10 1 500 VOLUME 7, 2019 where θ i is the ith estimated value of the incident angle θ. For K sources, the signal-to-noise ratio (SNR) is defined as SNR 10log 10
In addition, to make the results convincing, we use randomly distributed angles in region [−45, 45] in degree to validate the performance of the proposed algorithm in all the simulations. For all the results except that in figure 6 , the following Matlab codes are used to guarantee that the K = 2 DOAs have a minimum interval bigger than 2 in degree. while 1 DOA_1= (rand-0.5) * 90; DOA_2= (rand-0. [10] , U-root-MUSIC [12] and ESPRIT [20] . We consider scenarios where the four methods are used with the same ULA composed of L = 2M + 1 sensors. Because both ESPRIT and the proposed technique require to form subarrays, the four methods in fact work with different degree of freedoms (DOFs). More specifically, both root-MUSIC and U-root-MUSIC work with all the L sensors. By contrary, ESPRIT works with two bigger subarrays composed of L − 1 sensors while the proposed method works with two smaller subarrays composed of M + 1 sensors. Firstly, we set L = 2M + 1 = 17 and compare in Fig. 3 and Fig. 4 the root distributions of root-MUSIC and the proposed method, where the rooting procedure in the proposed method is considered as two separate steps in (42) and (56). It can be seen clearly from Fig. 3 and Fig. 4 that for L = 17 sensors and K = 2 sources, root-MUSIC requires Secondly, we set L = 2M + 1 = 19 and compare the RMSE performance of the proposed method with root-MUSIC, U-root-MUSIC and ESPRIT in Fig. 5 . It is seen clearly from Fig. 5 that although the proposed method works with much smaller DOF than ESPRIT, it still outperforms ESPRIT, especially with low SNRs. This is because the proposed method exploits all the data sampled from the 19 sensors, and no information is lost as compared with ESPRIT. Although root-MUSIC and U-root-MUSIC outperform the proposed method, the disparity among the three techniques are acceptable because all the four estimators can provide satisfactory RMSEs close to the CRLB.
Next, we examine the RMSE performance of the proposed method, and compare it with root-MUSIC, U-root-MUSIC and ESPRIT in Fig. 6 , where the number of signals, i.e., K is set as a control parameter. It can be seen from 6 that as K increases, the RMSEs of the four algorithm increase slightly. This is because as K increases, the dimension of noise subspace along with the orthogonality between signal-and noisesubspace decreases accordingly. Nevertheless, all the four techniques can provide high accuracies close to the CRLB even with K = 3. On the other hand, we can also seen again from Fig. 6 that the proposed algorithm outperforms ESPRIT, especially with small K and low SNRs, which confirms the conclusions in the previous simulation.
Finally, we investigate in Fig. 7 the computational efficiency of the proposed method and compare it with root-MUSIC, U-root-MUSIC and ESPRIT, where the efficiency is equivalently evaluated in terms of CPU times by running MATLAB codes in the same environment. It can be seen from Fig. 7 that with an obvious efficiency advantage, the proposed method costs much less CPU time than the other three methods. This is because the proposed method exploits thorough real-valued arithmetics in all its primary computational tasks while the other three methods contains expensive complex-valued arithmetics. The results match our expectations and verifies the correctness of theoretical analysis in section IV.
Experiment 2 (Comparison of Various Algorithms With the Same DOF):
In this experiment, we compare the proposed algorithm with various methods including root-MUSIC, U-root-MUSIC and ESPRIT. Unlike the first experiment, we consider in this experiment scenarios where all the methods are used with the same DOF. Considering ESPRIT and the proposed technique require to form subarrays, both root-MUSIC and U-root-MUSIC should be used with smaller arrays for fair comparisons on accuracy and efficiency. First, we compare in Fig. 8 the RMSE performances of the four algorithms with low SNRs less than 0dB, where root-MUSIC, U-root-MUSIC, ESPRIT and the proposed method are used with half-wavelength ULAs composed of 8 sensors, 8 sensors, 9 sensors and 16 sensors, respectively. Thus, all the four estimator work with the same DOF. It can be seen from Fig. 8 that with the same DOF, the proposed algorithm provides the smallest RMSEs for the most accuracy DOA estimation than the other three techniques. This is because much more sensor data and information are utilized by the proposed method as compared to the other three algorithms.
Next, we investigate in Table 3 the computational efficiency of the proposed method and compare it with root-MUSIC, U-root-MUSIC and ESPRIT. We set the same parameters as the above simulation so that the four techniques work again with the same DOF. We conduct four groups of simulation (SL) for each method, and each SL is the average of 500 independent Monte Carlo trials. The CPU time is obtained by running MATLAB codes in the same environment. It can be concluded from Table 3 that with with the same DOF and much larger number of sensors, the proposed method still costs lower CPU time than the other three estimators. This is because the matrix/vector dimensions in the proposed method are about halved to be approximately the same as those in the other three algorithms. Considering the proposed method exploits thorough real-valued arithmetics in all its primary computational tasks while the other three methods contains expensive complexvalued arithmetics, it can be expected that the proposed method cost lower CPU time than the other three techniques although our algorithm works with much more sensors. The results in Table 3 verifies again the correctness of complexity analysis in section IV and computational efficiency advantage of our algorithm.
VI. CONCLUSION
We have proposed a new modified root-MUSIC algorithm for fast DOA estimation with large arrays. The new technique reduces the dimensions of EVD by a factor about a half, and deflates the degree of polynomial by a factor about four, both with real-valued computations. Simulations show that with significantly computational efficiency, the new method is able to provide better RMSE performance than ESPRIT. 
