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LOCALIZATION FORMULAS ON COMPLEX SUPERMANIFOLDS
LEONARDO ABATH, MAURÍCIO CORRÊA, AND MIGUEL RODRÍGUEZ PEÑA
Abstract. In this work we provide a localization formulae for odd holomorphic super vector fields on
compact complex supermanifolds with fermionic dimension equal to the bosonic dimension. We prove
a residue theorem for holomorphic super vector fields with non-degenerated and isolated singularities
and we determine the residues under certain generic local conditions.
1. Introduction
Localization theories and their techniques have been very useful tools in the study of several areas of
mathematics and theoretical physics, for instance in the supersymmetric gauge theories [18], symplectic
geometry [10], equivariant cohomology [1, 3], singular holomorphic foliations [2, 5, 9], Morita-Futaki
invariants [8, 11, 12], Superconnections and the Index Theorem [4]. We refer to [18, 27] for more details
about applications of localization techniques in supersymmetric quantum field theories.
In [10] Duistermaat and Heckman provided a localization formula for a torus action on a symplectic
manifold which gives sufficient conditions for exactness of semiclassical approximation of field theoretical
models. Later, Berline and Vergne [3] and Atiyah and Bott [1] generalized the Duistermaat-Heckman
formula. In [26], Witten has provided a proof of this result by using supergeometry techniques. In the
real supermanifold context, Schwarz and Zaboronsky (in [21]) have provided a localization formula for
odd supervector fields. See also [6, 28].
Our aim in this work is to provide a localization formulae in the context of complex supermanifolds.
Theorem 1.1. If the odd holomorphic vector field V is a supervector without singularities on a super-
manifold S of n|n dimension, then for any η ∈ ⊕A(p,q)|(r,s) such that (∂ + iV )(η) = 0, we have:∫
S
η = 0.
Theorem 1.2. Let V be an odd holomorphic supervector field on S with isolated singularities pi ∈
Sing(V ), then for any η ∈ ⊕A(p,q)|(r,s) such that (∂ + iV )(η) = 0, we have:∫
S
η =
∑
i
Respi(V, η)
where
Respi(V, η) = lim
t→0
∫
SBǫ(pi)
η · exp
{
−∂ω
t
− iV (ω)
t
}
and SBǫ(pi) denotes a superball centered on pi of radius ǫ and ω denotes a super 1-form such that
iV (ω)(p) 6= 0 for all p ∈ S0 = S − ∪iSBǫ(pi).
Once we have proved these localization theorems, a challenge which naturally emerges is the explicit
determination of residues. Our next results are the determinations of such residues for a general classes
of super vector fields.
Theorem 1.3. Let V be an odd holomorphic vector field with a non-degenerate isolated singularity
p ∈ C(n,n), given by V =∑ni=1 fi ∂∂zi +∑ni=1 gi ∂∂ξi , where gi(z) are even functions without odd variables
and fi(z, ξ) are non-constant odd functions, and det
(
∂fk
∂ξl
)
(p) 6= 0. If η ∈ ⊕A(p,q)|(r,s) is such that
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(∂ + iV )(η) = 0, and the number n (dimension) is even (odd), if the functions η
(0,0)|(n,n), η
(1,0)|(n−1,n)
∗̂
have in its expansion only even (odd) quantities of variables ξj , then we have:
Resp(V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
Ber(V ) · det(D)
 (p)
where
Ber(V ) = sdet
(
∂gi
∂zj
∂fk
∂zj
∂gi
∂ξl
∂fk
∂ξl
)
and D =
(
∂fk
∂ξl
)
.
In particular, if det
(
∂fk
∂ξl
)
(p) = 1, we have
Resp(V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
Ber(V )
 (p)
By remark 3.24, we also obtain the following:
Theorem 1.4. Let V be an odd holomorphic vector field with a non-degenerate isolated singularity
p ∈ C(n,n), given by V = ∑ni=1 gi ∂∂ξi , where gi(z) are even functions without odd variables and let
η ∈⊕A(p,q)|(r,s) be a form such that (∂ + iV )(η) = 0, then:
Resp(V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
det (JV )
 (p) ,
where JV =
(
∂gi
∂zj
)
n×n
.
Finally, we have the following more general result.
Theorem 1.5. Let V be an odd holomorphic vector field with a non-degenerate isolated singularity
p ∈ C(n,n), given by V =∑ni=1 fi ∂∂zi +∑ni=1 gi ∂∂ξi , where gi(z) are even functions without odd variables
and fi(z, ξ) are odd functions such that fi(z, ξ) =
∑
λ∈M ξ
λ · aiλ · gi +
∑
λ∈M ξ
λ · biλ · giλ with M being
the set of multi-indices, aiλ, b
i
λ ∈ CS and iλ ∈ {1, . . . , î, . . . , n}. If η ∈
⊕
A(p,q)|(r,s) is a form such that
(∂ + iV )(η) = 0, then:
Resp(V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n,1...n) + η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (p) +
+
(
2π
i
)n ∑nj=1∑λ,µ∈M
{
ajλ
(
η
(1,0)|(n−1,n)
∗̂(µ,1...n) − η(0,0)|(n,n)(µ,1...n)
)}
det (JV )
 (p) .
where L(λ) are odd numbers, µ = λc = {1, . . . , n} − λ and JV =
(
∂gi
∂zj
)
n×n
.
As applications, we provide a Duistermaat–Heckman type formula for odd holomorphic vector fields,
and we also show that holomorphic super fields on super projective spaces Pn|n must be singular.
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2. Preliminaries
2.1. Complex Grassmann algebra. Based on [19], we will define the complex Grassmann algebra.
Definition 2.1. For each finite positive integer L, CS[L] denotes the Grassmann algebra over C with
L generators. That is, CS[L] is the algebra over C with generators
1, β[1], β[2], . . . , β[L]
and relations
1β[i] = β[i] = β[i]1 i = 1, . . . , L
β[i]β[j] = −β[j]β[i] i, j = 1, . . . , L
As a direct consequence, we have β[i]β[i] = 0, ∀i.
If X ∈ CS[L], then:
X =
∑
λ∈ML
Xλβ[λ]
whereML is the set of all multi-indices (including the empty index ∅); β[∅] = 1; λ ∈ML ⇒ λ = λ1 · · ·λk,
with 1 ≤ λ1 < · · · < λk ≤ L and β[λ] = β[λ1] · · ·β[λk]. Furthermore, Xλ ∈ C, ∀λ ∈ML.
We define the even elements of CS[L] by:
(2.1) CS[L0] =
x|x ∈ CS[L], x = ∑
λ∈ML0
Xλβ[λ]

where ML0 is the set of multi-indices with even numbers of indices. Now, we define the odd elements
of CS[L] by:
(2.2) CS[L1] =
x|x ∈ CS[L], x = ∑
λ∈ML1
Xλβ[λ]

where ML1 is the set of multi-indices with odd numbers of indices.
Definition 2.2. Let X0 be the set of all even elements of the complex Grassmann algebra and let X1
be the set of the all odd elements. Then the parity map ε is defined by
ε : X0 ∪X1 → {0, 1}
where ε(X0) = 0 and ε(X1) = 1.
Definition 2.3. The elements of parity zero will be called even elements and elements of parity one
odd elements. The symmetric bilinear map 〈_|_〉 : Z2 × Z2 → Z2 will be given by
〈α|β〉 = α · β
for α, β ∈ Z2. Now, let x, y ∈ CS[L] be two homogeneous elements (even or odd) of the Grassmann
algebra, then:
x · y = (−1)〈ε(x)|ε(y)〉y · x
This construction give to CS[L] a structure of graded commutative ring.
Remark 2.4. The set of nilpotent elements is equal to:
N =
∑
λ∈(ML\{∅})
Xλβ[λ]
Thus, the body map B : CS[L] → C ≃ CS[L]N is equal to:
B
( ∑
λ∈ML
Xλβ[λ]
)
= X∅.
Remark 2.5. From now on, we will consider Grassmann algebras with infinite quantity of generators,
i.e., with L→∞, and we will denote these specific Grassmann algebras by CS .
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2.2. The Berezinian. The ordinary determinant is defined on square matrices with reals or complex
coefficients. It is possible extend this concept to matrices Gl(p|q,A) through the definition of a graded
determinant Ber : Gl(p|q,A)→ A0 called Berezinian determinant.
Definition 2.6. Let X =
(
A B
C D
)
∈ Gl(p|q,CS[L]), then we define the Berezinian determinant Ber :
Gl(p|q,CS[L])→ CS[L0] by:
Ber(X) = Det
(
A−BD−1C) (Det (D))−1 .
2.3. Superspace.
Definition 2.7. We define the m|n dimension superspace Cm,nS[L] by
C
m,n
S[L] = CS[L0] × · · · × CS[L0]︸ ︷︷ ︸
m copies
×CS[L1] × · · · × CS[L1]︸ ︷︷ ︸
n copies
with m said to be the even dimension and n the odd dimension of the superspace.
A typical element of Cm,nS[L] is denoted by (x1, . . . , xm, ξ1 . . . , ξn), or more briefly as (x, ξ).
C
m,n
S is found doing L→∞, and
C
m,n
S = CS0 × · · · × CS0︸ ︷︷ ︸
m copies
×CS1 × · · · × CS1︸ ︷︷ ︸
n copies
A complex superspace Cm,nS of m|n dimension is naturally a real superspace R2m,2nS of 2m|2n dimen-
sion. Complexifying this superspace, we have:
Definition 2.8. On R2m,2nS ⊗ CS , we define:
(a) (Even holomorphic and antiholomorphic variables)
zj = xj + iyj zj = xj − iyj
with xj , yj even variables and j ∈ {1, . . . ,m}.
(b) (Odd holomorphic and antiholomorphic variables)
ξκ = ηκ + iζκ ξκ = ηκ − iζκ
with ηκ, ζκ odd variables and κ ∈ {1, . . . , n}.
Definition 2.9. (DeWitt topology) A subset U of Cm,nS is said to be open in the DeWitt topology on
C
m,n
S if and only if there exists an open subset V of C
m such that
U = B−1 (V ) .
Remark 2.10. The DeWitt topology is a non-Hausdorff topology.
By [19, 22], we define:
2.4. Superfunctions.
Definition 2.11. Let U be an open set in the CS-vector space C
m,n
s . Then f : U → CS is said to
be a superholomorphic function on U if and only if there exists a collection {fµ|µ ∈Mn} of CS-valued
functions which are holomorphic on B(U) such that
f(z1, · · · , zm; ξ1, · · · , ξn) =
∑
µ∈Mn
ξµ · fµ(z1, · · · , zm)
where µ ∈Mn is a multi-index µ = {µi1 , · · · , µik}, with µi1 < · · · < µik .
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Definition 2.12. Let U be an open set in a complexified space of 2m|2n dimension. Then f : U → Cs
is said to be a supersmooth function on U if and only if there exists a collection {fµ,λ|µ ∈Mn, λ ∈ Nn}
of Cs-valued functions which are smooth functions on B(U) such that
f(z1, · · · , zm, z1, · · · , zm; ξ1, · · · , ξn, ξ1, · · · , ξn) =
∑
µ∈Mn,λ∈Nn
ξµ · ξ λ · fµ;λ(z1, · · · , zm, z1 · · · , zm)
where µ ∈Mn is a multi-index µ = {µi1 , · · · , µik}, with µi1 < · · · < µik , and λ ∈ Nn is other multi-index
λ = {λj1 , · · · , λjl}, with λj1 < · · · < λjl .
Definition 2.13. Let U be an open set in the CS-vector space C
m,n
s .
• We say that f : U → CS is an even supersmooth function on U if and only if there exists a
collection {fµE |µE ∈ MnE} of CS-valued functions, where MnE is the set of all even multi-
indices, such that
f(z1, · · · , zm; ξ1, · · · , ξn) =
∑
µE∈MnE
ξµE · fµE (z1, · · · , zm)
where µE ∈MnE is an even multi-index µE = {µi1 , · · · , µi2k} (or µE = ∅), with µi1 < · · · < µi2k ,
for k = 1, 2, . . . .
• We say that f : U → CS is an odd supersmooth function on U if and only if there exists a
collection {fµO |µO ∈MnO} of CS-valued functions, whereMnO is the set of all odd multi-indices,
such that
f(z1, · · · , zm; ξ1, · · · , ξn) =
∑
µO∈MnO
ξµO · fµO(z1, · · · , zm)
where µO ∈ MnO is an odd multi-index µO = {µi1 , · · · , µi(2k+1)}, with µi1 < · · · < µi(2k+1) , for
k = 0, 1, 2, . . . .
2.5. Derivation on superfunctions.
Definition 2.14. Suppose that f is a supersmooth function. Then the derivative is defined as follows:
∂
∂zi
f(z, z; ξ, ξ) =
∑
µ∈Mn,λ∈Nn
ξµ · ξλ ·
∂
∂zi
fµ;λ(z, z)
∂
∂zi
f(z, z; ξ, ξ) =
∑
µ∈Mn,λ∈Nn
ξµ · ξλ ·
∂
∂zi
fµ;λ(z, z)
∂
∂ξj
f(z, z; ξ, ξ) =
∑
µ∈Mn,λ∈Nn
ρj,µ · ξµ/j · ξ λ · fµ;λ(z, z)
where ρj,µ =

(−1)l−1 if j = µl
0 otherwise
and µ/j =

µ1 · · ·µl−1µl+1 · · ·µk if j = µl
0 otherwise
∂
∂ξj
f(z, z; ξ, ξ) =
∑
µ∈Mn,λ∈Nn
(−1)L(µ)ρj,λ · ξµ · ξλ/j · fµ;λ(z, z)
where ρj,λ =

(−1)l−1 if j = λl
0 otherwise
and λ/j =

λ1 · · ·λl−1λl+1 · · ·λk if j = λl
0 otherwise
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Remark 2.15. L(µ) is the length of the multi-index µ ∈Mn.
By [19, Theorem 10.3.4] and by [20, pg 160], we define the following:
Definition 2.16. Let M be a supermanifold of m|n dimension, and let f(z, ξ) be a superfunction, then:
∂ f =
m∑
i=1
dzi
∂f
∂zi︸ ︷︷ ︸
∂
E
f
+
n∑
j=1
dξj
∂f
∂ξj︸ ︷︷ ︸
∂
O
f
.
Then
∂ f = ∂
E
f + ∂
O
f.
∂
E
f is called the even derivation of f and ∂
O
f is called the odd derivation of f .
Remark 2.17. Since dE = ∂E + ∂
E
and dO = ∂O + ∂
O
, then if f(z, ξ) is holomorphic, then ∂ f =
dEf + dOf = df.
Definition 2.18. Let dX = dx1 ∧ · · · ∧ dxn be a homogeneous n-form (i.e, each dxj is homogeneous)
and let f be a homogeneous superfunction, then the parity ε(dXf) is given by the formula:
ε(dXf) = ε(dX) + ε(f) =
(
n∑
i=1
ε(dxi)
)
+ ε(f).
Lemma 2.19. If f is an odd (even) superfunction, then ∂ f is an odd (even) 1-form.
Proof. Let ∂ f =
∑m
i=1 dzi
∂f
∂zi
+
∑n
j=1 dξj
∂f
∂ξj
. Then if f is odd, we have that ∂f∂zi is odd, and dzi
∂f
∂zi
will be odd too. In the same way, if f is odd, ∂f
∂ξj
will be even, and dξj
∂f
∂ξj
will be odd. Therefore, ∂ f
will be odd.
Now, to ∂ f =
∑m
i=1 dzi
∂f
∂zi
+
∑n
j=1 dξj
∂f
∂ξj
, if f is even, then ∂f∂zi will be even, and consequently
dzi
∂f
∂zi
will be even too. Moreover, ∂f
∂ξj
will be odd, and consequently dξj
∂f
∂ξj
will be even. Therefore,
∂ f will be even. 
Remark 2.20. By lemma above, we conclude that if f is even, then ∂
E
f and ∂
O
f are both even, and
if f is odd, then ∂
E
f and ∂
O
f are both odd.
Proposition 2.21. Given a {0, 1}-graded C-module E, k, l ∈ N and K ∈ ∧k E, L ∈ ∧lE, both
homogeneous, then:
K ∧ L = (−1)kl · (−1)〈ε(K)|ε(L)〉L ∧K.
Proof. Vide [22, pg 27]. 
By [19, Theorem 10.3.4], we have
d(α ∧ β) = d(α) ∧ β + (−1)pα ∧ d(β),
with α being a p-form.
Therefore, by the above result, by [13, pg 17], and by proposition 2.21 , we get the following definition:
Definition 2.22. Let dX be an even or odd 1-form. Then, for the section dXf , with f holomorphic,
we have:
∂(dXf) =
m∑
i=1
(−1)〈ε(dX)|ε(dzi)〉dzi ∧ dX ∂f
∂zi
+
n∑
j=1
(−1)〈ε(dX)|ε(dξj)〉dξj ∧ dX
∂f
∂ξj
.
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From definition 2.22, we deduce easily the following analogous formula:
∂(dXf) =
m∑
i=1
−dX ∧ dzi ∂f
∂zi
+
n∑
j=1
−dX ∧ dξj
∂f
∂ξj
,
and
(2.3) ∂(dXf) = −dX ∧ dEf − dX ∧ dOf.
2.6. Supermanifolds.
Definition 2.23. Let M be a set, and let m and n be positive integers.
(i) A m|n superholomorphic chart on M is a pair (V, ψ) where V is a subset of M and ψ is a
bijective superholomorphic map from V onto an open subset of Cm,nS (in the DeWitt topology);
(ii) Am|n superholomorphic atlas onM is a collection ofm|n superholomorphic charts {(Vα, ψα)| α ∈ Λ}
such that
a.
⋃
α∈Λ Vα = M
b. for each α, β in Λ such that Vα
⋂
Vβ 6= ∅ the map
ψα ◦ ψ−1β : ψβ
(
Vα
⋂
Vβ
)
→ ψα
(
Vα
⋂
Vβ
)
is a bijective superholomorphic map C∞ (ψβ (Vα
⋂
Vβ) ;ψα (Vα
⋂
Vβ));
(iii) Am|n superholomorphic atlas {(Vα, ψα)| α ∈ Λ} onM which is not contained in any other such
atlas on M is called a complete m|n superholomorphic atlas on M .
Based on definition 2.23, we have the following important definition.
Definition 2.24. A m|n complex (DeWitt) supermanifold consists of a setM together with a complete
m|n superholomorphic atlas on M .
Theorem 2.25. Let M be a complex supermanifold with atlas {(Vα, ψα) | α ∈ Λ}. Then
a. the relation ≃ defined on M by p ≃ q if and only if there exists α ∈ Λ such that both p and q
lie in Vα and
B (ψα(p)) = B (ψα(q))
is an equivalence relation.
b. The space B (M) = M/ ≃ has the structure of am-dimensional manifold with atlas {(V∅α, ψ∅α) | α ∈ Λ}
where V∅α = {[p]| p ∈ Vα} and
ψ∅α : V∅α → Cm
[p] → B (ψα(p)) .
(Here square brackets [ ] denote equivalence classes in M under ≃)
Proof. Vide [19, pg 60]. 
Definition 2.26. The manifold M/ ≃ is called the body of M and denoted by M∅. The canonical
projection of M onto M∅ is denoted by B.
B: Mm,ns −→ M∅m
U 7→ B(U) = U∅
Example 2.27. Let S be a supermanifold on Cm,ns , then X = B(S) is a manifold on C
m, and X is
called the body manifold associated to S.
Example 2.28. Let SBǫ(p) ⊂ S be a superball centered at p ∈ S in the supermanifold S. Then
Bǫ(B(p)) = B(SBǫ(p)) is a ball centered at B(p) of radius ǫ in the manifold X .
By [19, pg 61], we define:
Definition 2.29. The supermanifold S is called compact if X = B(S) is compact.
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2.7. Supervector fields. Based on [7, 19, 21, 23, 28], we define:
Definition 2.30. Let S be a supermanifold of dimension m|n and let V , in local coordinates, be equal
to the supervector field V =
∑m
i=1 fi(z, ξ)
∂
∂zi
+
∑n
j=1 gj(z, ξ)
∂
∂ξj
on S.
(i) We say that V is an even vector field if, for all local coordinates, f is an even function and g
is an odd function. Therefore, expanding the homogeneous functions (see definition 2.13), we
have:
V =
m∑
i=1
[fi(z)∅ + ξ1ξ2fi(z)12 + · · · ]
∂
∂zi
+
n∑
j=1
[ξ1gj(z)1 + ξ2gj(z)2 + · · · ]
∂
∂ξj
(ii) We say that V is an odd vector field if, for all local coordinates, f is an odd function and g is an
even function. Therefore, expanding the homogeneous functions (see definition 2.13), we have:
V =
m∑
i=1
[ξ1fi(z)1 + ξ2fi(z)2 + · · · ]
∂
∂zi
+
n∑
j=1
[gj(z)∅ + ξ1ξ2gj(z)12 + · · · ]
∂
∂ξj
2.8. Superforms.
Definition 2.31. Let S be a supermanifold ofm|n dimension. Then we define the form η ∈ ⊕A(p,q)|(r,s)
on S as
(2.4) η = η̂(∅;∅) + ξ1η̂(1;∅) + ξ2η̂(2;∅) + · · ·+ ξγ1ξγ2 . . . ξγκ η̂(γ1γ2···γκ;∅) + ξ1η̂(∅;1) + ξ2η̂(∅;2) + · · ·+
+ · · ·+ ξγ1 . . . ξγκ1 ξµ1 . . . ξµκ2 η̂(γ1···γκ1 ;µ1···µκ2 ) + · · ·+ ξ1 . . . ξnξ1 . . . ξnη̂(1···n;1···n),
where each term η̂(α;β) is given by
(2.5) η̂(α;β) = η̂
(0,0)|(0,0)
(α;β) + dz1 η̂
(1,0)|(0,0)
(α;β) + dz1 ∧ dz1 η̂(1,1)|(0,0)(α;β) + · · ·
· · ·+ dz1 ∧ · · · ∧ dzm ∧ dz1 ∧ · · · ∧ dzm ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn η̂(m,m)|(n,n)(α;β)
Remark 2.32. Based in [15, page 358], we define the graded contraction operator as the following
(2.6) iV (α ∧ β) = iV (α) ∧ β + (−1)k · (−1)〈ε(α)|ε(V )〉 α ∧ iV (β) ,
where α is a homogeneous k-form, and V is a homogeneous vector field.
2.9. Berezin integral. The theory of integration on the purely odd superspace C0,nS is based on the
following definition:
Definition 2.33. Suppose that f is a C∞(C0,nS ,CS) function of C
0,n
S into CS with
f(ξ1, . . . , ξn) = ξ1 · · · ξnf1...n + lower order terms.
Then the Berezin integral of f is defined to be∫
dnξf(ξ1, . . . , ξn) = f1...n.
Now, let us define an integral over an open set U in Cm,nS in terms of a Berezin integral over
anticommuting variables together with an ordinary integral over the body B(U) of U .
Definition 2.34. Let U be open in Cm,nS and f : U → CS be C∞(U,CS). Then the integral of f over
U is defined to be∫
U
dmxdnξ f(x1, . . . , xm, ξ1, . . . , ξn) =
∫
B(U)
dmx f1...n(x1, . . . , xm).
where the integration over B(U) is evaluated as a standard Riemann integral.
The method of integration on Cm,nS developed leads naturally to an integral of a Berezin density on a
compact supermanifold. Like conventional manifolds, a partition of unity is used to sum the contribution
from different coordinate patches.
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Definition 2.35. Suppose that ω is a Berezin density on M and that the collection {(Vα, fα)|α ∈ Γ} is
a partition of unity on M where each Vα is a coordinate neighborhood with corresponding coordinate
map ψα. Then the integral of ω over M is defined to be∫
M
ω =
∑
α∈Γ
∫
ψα(Vα)
dmxdnξ ωα(x; ξ)fα ◦ ψ−1α (x; ξ),
where ωα is the local representative of ω in the chart (Vα, ψα).
Now, we will generalize the definitions 2.33, 2.34 and 2.35 using holomorphic and anti-holomorphic
variables.
Definition 2.36. [Berezin integral of supersmooth functions with odd holomorphic and antiholomorphic
variables]
From the expansion
f(ξ1, . . . , ξn, ξ1, . . . , ξn) = ξ1 · · · ξn · ξ1 · · · ξnf1,...,n;1,...,n + lower order terms.
we have: ∫
dnξ dnξ f(ξ1, · · · , ξn, ξ1, · · · , ξn) = f1,...,n;1,...,n.
Definition 2.37 (Integral over U ⊂ Cm,nS ).∫
U
dmz dmz dnξ dnξ f(z1, · · · , zm, z1, · · · , zm, ξ1, · · · , ξn, ξ1, · · · , ξn) =
=
∫
B(U)
dmz dmz

∫
dnξ dnξ f(z1, · · · , zm, z1, · · · , zm, ξ1, · · · , ξn, ξ1, · · · , ξn)︸ ︷︷ ︸
Berezin integral
 =
=
∫
B(U)
dmz dmz f1,...,n;1,...,n(z1, . . . , zm, z1, . . . , zm).
Definition 2.38. Suppose that ω is a Berezin density, i.e., ω is a volume form on the compact com-
plex supermanifold S, and suppose that the collection {(Vα, fα)|α ∈ Γ} is a partition of unity (that
exists because the supermanifold is compact) on S where each Vα is a coordinate neighbourhood with
corresponding coordinate map ψα. Then the integral of ω over S is defined to be∫
S
ω =
∑
α∈Γ
∫
ψα(Vα)
dmz dmz dnξ dnξ [ω ◦ ψ−1α ](z, z; ξ, ξ) [fα ◦ ψ−1α ](z, z; ξ, ξ).
3. Localization formulas for supervector fields
3.1. Existence of residues for odd vectors. We will begin this section with some definitions and
technical lemmas.
Lemma 3.1. If dO1 and dO2 are both odd 1-forms, and if dE1 and dE2 are both even 1-forms, then the
wedge product between 2-forms composed by 1-forms with inverse parities are anticommutatives, i.e.,
(dEi ∧ dOj) ∧ (dEk ∧ dOl) = −(dEk ∧ dOl) ∧ (dEi ∧ dOj)
(dOj ∧ dEi) ∧ (dEk ∧ dOl) = −(dEk ∧ dOl) ∧ (dOj ∧ dEi)
(dEi ∧ dOj) ∧ (dOl ∧ dEk) = −(dOl ∧ dEk) ∧ (dEi ∧ dOj)
(dOj ∧ dEi) ∧ (dOl ∧ dEk) = −(dOl ∧ dEk) ∧ (dOj ∧ dEi)
with i, k ∈ {1, 2}, i 6= k and j, l ∈ {1, 2}.
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Proof. This is a direct consequence of the following facts (see proposition 2.21):
dEi ∧ dEk = −(−1)〈ε(dEi)|ε(dEk)〉dEk ∧ dEi = −dEk ∧ dEi
dEi ∧ dOj = −(−1)〈ε(dEi)|ε(dOj)〉dOj ∧ dEi = −dOj ∧ dEi
dOj ∧ dOl = −(−1)〈ε(dOj)|ε(dOl)〉dOl ∧ dOj = dOl ∧ dOj .

Definition 3.2. Given, in local coordinates, ω =
∑n
i=1 dzigi +
∑n
i=1 dξigi, then we define ω1 and ω2
as:
ω1 :=
n∑
i=1
dzigi and ω2 :=
n∑
i=1
dξigi
Lemma 3.3. Let V =
∑n
i=1 fi
∂
∂zi
+
∑n
i=1 gi
∂
∂ξi
be a holomorphic odd vector written in local coordinates,
where the fi are holomorphic odd functions and gi are holomorphic even functions without odd variables.
Then, given ω =
∑n
i=1 dzigi +
∑n
i=1 dξigi, we have:
(i) ∂ω =
∑n
i=1 dgi ∧ dzi +
∑n
i=1 dgi ∧ dξi;
(ii) ∂ω1 =
∑n
i=1 dgi ∧ dzi and ∂ω2 =
∑n
i=1 dgi ∧ dξi;
(iii) (∂ω1)
n−1 =
∑n
j=1(n− 1)! dg1 ∧ dz1 ∧ · · · ∧ ̂dgj ∧ dzj ∧ · · · ∧ dgn ∧ dzn;
(iv) (∂ω1)
n = (−1)n(n+1)2 n!det(JV ) dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn,
where JV =
(
∂gi
∂zj
)
n×n
;
(v) (∂ω2)
2 = 0;
(vi) (∂ω1)
n−1 · ∂ω2 =
∑n
j=1(n− 1)! (−1)
n(n+1)
2 dz1∧ · · · ∧dξj ∧ · · ·∧dzn∧dg1 ∧ · · ·∧dgj ∧ · · · ∧dgn.
Proof. (i) ω =
∑n
i=1 dzigi +
∑n
i=1 dξigi, then, by equation (2.3), we have:
∂ω =
n∑
i=1
−dzi ∧ dgi +
n∑
i=1
−dξi ∧ dgi =
n∑
i=1
dgi ∧ dzi +
n∑
i=1
dgi ∧ dξi
(ii) It’s a direct consequence of (i).
(iii) (∂ω1)
n−1 = (
∑
dgi ∧ dzi)n−1 =
∑n
j=1(n− 1)! dg1 ∧ dz1 ∧ · · · ∧ ̂dgj ∧ dzj ∧ · · · ∧ dgn ∧ dzn.
(iv)
(∂ω1)
n =
(∑
dgi ∧ dzi
)n
= (n)! dg1 ∧ dz1 ∧ · · · ∧ dgj ∧ dzj ∧ · · · ∧ dgn ∧ dzn
(∂ω1)
n = (n)!(−1)n(n+1)2 dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn
(∂ω1)
n = (−1)n(n+1)2 (n)!
det(JV )
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn
where JV =
(
∂gi
∂zj
)
n×n
.
(v) As a direct consequence of lemma 3.1, we have (
∑
dgi ∧ dξi)2 = 0. Thus
(∂ω2)
2 =
(∑
dgi ∧ dξi
)2
= 0.
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(vi)
(∂ω1)
n−1 · ∂ω2 = n∑
j=1
(n− 1)! dg1 ∧ dz1 ∧ · · · ∧ ̂dgj ∧ dzj ∧ · · · ∧ dgn ∧ dzn
 ·( n∑
i=1
dgi ∧ dξi
)
.
(∂ω1)
n−1 · ∂ω2 =
 n∑
j=1
(n− 1)! dg1 ∧ dz1 ∧ · · · ∧ dgj ∧ dξj ∧ · · · ∧ dgn ∧ dzn

(∂ω1)
n−1 · ∂ω2 =
n∑
j=1
(n− 1)! (−1)n(n+1)2 dz1 ∧ · · · ∧ dξj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgj ∧ · · · ∧ dgn.

Remark 3.4. Since the functions gi, i ∈ {1, . . . , n}, are even functions, then, in this case, it’s no
problem to represent ω, ω1 and ω2 by
ω =
n∑
i=1
gidzi +
n∑
i=1
gidξi, ω1 =
n∑
i=1
gidzi, and ω2 =
n∑
i=1
gidξi.
Lemma 3.5. Let V =
∑n
i=1 fi
∂
∂zi
+
∑n
i=1 gi
∂
∂ξi
be a holomorphic odd vector written in local coordinates,
where f is a holomorphic odd function and g a holomorphic even function without odd variables. Then,
given ω =
∑n
i=1 gidzi +
∑n
i=1 gidξi, we have:
(i) exp {−iV (ω)} = exp {−
∑
gigi} · (1−
∑
gifi);
(ii) exp {∑ni=1 dgi ∧ dzi +∑ni=1 dgi ∧ dξi} = exp {∑ni=1 dgi ∧ dzi} · (1 +∑ni=1 dgi ∧ dξi);
(iii) exp
{
−∂ωt
}
= exp
{
−∂ω1t
}
+
∑n
j=1
(−1)j
(j−1)!
(∂ω1)
(j−1)
∂ω2
tj .
Proof. (i)
exp {−iV (ω)} = exp
{
−
∑
gigi −
∑
gifi
}
= exp
{
−
∑
gigi
}
· exp
{
−
∑
gifi
}
=
exp
{
−
∑
gigi
}
·
(
1−
∑
gifi +
(
∑
gifi)
2
2!
− (
∑
gifi)
3
3!
+ · · ·
)
But observe that the function
∑
gifi is odd, and thus is nilpotent, i.e:(∑
gifi
)2
=
(∑
gifi
)3
= · · · =
(∑
gifi
)k
= · · · = 0.
So, the result follows.
(ii)
exp
{
n∑
i=1
dgi ∧ dzi +
n∑
i=1
dgi ∧ dξi
}
= exp
{
n∑
i=1
dgi ∧ dzi
}
· exp
{
n∑
i=1
dgi ∧ dξi
}
=
exp
{
n∑
i=1
dgi ∧ dzi
}
·
(
1 +
(
n∑
i=1
dgi ∧ dξi
)
+
(
∑n
i=1 dgi ∧ dξi)2
2!
+
(
∑n
i=1 dgi ∧ dξi)3
3!
+ · · ·
)
However, as direct consequence of the lemma 3.1, we have:(
n∑
i=1
dgi ∧ dξi
)2
=
(
n∑
i=1
dgi ∧ dξi
)3
= · · · =
(
n∑
i=1
dgi ∧ dξi
)k
= · · · = 0.
So, the result follows.
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(iii) As consequence of the item (ii), we have:
exp
{
−∂ω
t
}
= exp
{
−∂ω1
t
− ∂ω2
t
}
= exp
{
−∂ω1
t
}
· exp
{
−∂ω2
t
}
={
1 + · · ·+ 1
(k − 1)!
(
−∂ω1
t
)k−1
+
1
k!
(
−∂ω1
t
)k
+ · · ·
}{
1− ∂ω2
t
}
= exp
{
−∂ω1
t
}
+{
−∂ω2
t
+
∂ω1 · ∂ω2
t2
− 1
2!
(
∂ω1
)2 · ∂ω2
t3
+ · · ·
· · ·+ (−1)
n
(n− 1)!
(
∂ω1
)n−1 · ∂ω2
tn
+
(−1)n+1
(n)!
(
∂ω1
)n · ∂ω2
tn+1
}
.
Since
(−1)n+1
(n)!
(
∂ω1
)n · ∂ω2
tn+1
= 0
we have that
exp
{
−∂ω
t
}
= exp
{
−∂ω1
t
}
+
n∑
j=1
(−1)j
(j − 1)!
(
∂ω1
)(j−1)
∂ω2
tj

Definition 3.6. Let us to define some notations that will be important to the next lemma and theorems:
(1) We define the function η
(1,0)|(n−1,n)
ĵ
as the function that go along with the form:
dzj ∧ dξ1 ∧ · · · ∧ d̂ξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn η(1,0)|(n−1,n)ĵ
(2) We define the function η
(1,0)|(n−1,n)
∗̂ as the sum of the functions η
(1,0)|(n−1,n)
ĵ
, i.e.:
η
(1,0)|(n−1,n)
∗̂ =
n∑
j=1
η
(1,0)|(n−1,n)
ĵ
(3) We define Eη
(1,0)|(n−1,n)
∗̂ as the even function given by:
Eη
(1,0)|(n−1,n)
∗̂ =
n∑
j=1
Eη
(1,0)|(n−1,n)
ĵ
where each parcel Eη
(1,0)|(n−1,n)
ĵ
is an even function.
(4) We define Oη
(1,0)|(n−1,n)
∗̂ as the odd function given by:
Oη
(1,0)|(n−1,n)
∗̂ =
n∑
j=1
Oη
(1,0)|(n−1,n)
ĵ
where each parcel Oη
(1,0)|(n−1,n)
ĵ
is an odd function.
And as consequence of the items (3) and (4), to a non homogeneous function η
(1,0)|(n−1,n)
∗̂ , we have:
(3.1) η
(1,0)|(n−1,n)
∗̂ =
Eη
(1,0)|(n−1,n)
∗̂ ⊕ Oη(1,0)|(n−1,n)∗̂
Remark 3.7. Let us to comment some important details to comprehension the proofs of the next
theorems:
• As Oη(1,0)|(n−1,n)∗̂ is an odd function, then the term
(
ξ1 · · · ξn · ξ1 · · · ξn Oη(1,0)|(n−1,n)∗̂(1...n,1...n)
)
does not
belong to its expansion because this term is even;
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• If L(µ) is an even number (µ is a multi-index) and n is an odd number, or if L(µ) is an odd
number and n is an even number, then the term
(
ξµ · ξ1 · · · ξn Eη(1,0)|(n−1,n)∗̂(µ,1...n)
)
does not belong
to the expansion of Eη
(1,0)|(n−1,n)
∗̂ because this term is odd, but the function
Eη
(1,0)|(n−1,n)
∗̂ is
even.
Lemma 3.8. With the notations of the definition 3.6, we have:
n∑
j=1
dzj ∧ dξ1 ∧ · · · ∧ d̂ξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn η(1,0)|(n−1,n)ĵ ∧
∧ dz1 ∧ · · · ∧ dξj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn =
dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn Eη(1,0)|(n−1,n)∗̂
− dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn Oη(1,0)|(n−1,n)∗̂ .
Proof. Remembering that η
(1,0)|(n−1,n)
ĵ
= Eη
(1,0)|(n−1,n)
ĵ
+ Oη
(1,0)|(n−1,n)
ĵ
, and using proposition 2.21,
let us to begin studying the following factor:
dzj∧dξ1∧· · ·∧ d̂ξj∧· · ·∧dξn∧dξ1∧· · ·∧dξn η(1,0)|(n−1,n)ĵ ∧dz1∧· · ·∧dξj ∧· · ·∧dzn∧dg1∧· · ·∧dgn =
dzj ∧ dξ1 ∧ · · · ∧ d̂ξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn
(
Eη
(1,0)|(n−1,n)
ĵ
+ Oη
(1,0)|(n−1,n)
ĵ
)
∧ dz1∧
· · · ∧ dξj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn =
dzj ∧dξ1∧· · ·∧ d̂ξj ∧· · ·∧dξn∧dξ1∧· · ·∧dξn Eη(1,0)|(n−1,n)ĵ ∧dz1∧· · ·∧dξj ∧· · ·∧dzn∧dg1∧· · ·∧dgn+
dzj ∧dξ1∧· · ·∧ d̂ξj ∧· · ·∧dξn∧dξ1∧· · ·∧dξn Oη(1,0)|(n−1,n)ĵ ∧dz1∧· · ·∧dξj ∧· · ·∧dzn∧dg1∧· · ·∧dgn =
−dξ1 ∧· · ·∧ d̂ξj ∧· · · ∧dξn ∧dξ1∧· · · ∧dξn Eη(1,0)|(n−1,n)ĵ dzj ∧dz1 ∧· · ·∧dξj ∧· · · ∧dzn∧dg1∧· · ·∧dgn
−dξ1∧· · ·∧ d̂ξj∧· · ·∧dξn∧dξ1∧· · ·∧dξn Oη(1,0)|(n−1,n)ĵ dzj∧dz1∧· · ·∧dξj ∧· · ·∧dzn∧dg1∧· · ·∧dgn =
dξ1 ∧· · ·∧ d̂ξj ∧· · · ∧dξn ∧dξ1∧· · · ∧dξn Eη(1,0)|(n−1,n)ĵ dξj ∧dz1∧· · · ∧dzj ∧· · · ∧dzn∧dg1∧· · ·∧dgn +
dξ1 ∧· · · ∧ d̂ξj ∧· · ·∧dξn ∧dξ1 ∧· · ·∧dξn Oη(1,0)|(n−1,n)ĵ dξj ∧dz1∧· · · ∧dzj ∧· · · ∧dzn ∧dg1∧· · · ∧dgn =
dξ1 ∧ · · · ∧ dξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn Eη(1,0)|(n−1,n)ĵ ∧ dz1 ∧ · · · ∧ dzj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn
− dξ1∧· · ·∧dξj∧· · ·∧dξn∧dξ1∧· · ·∧dξn Oη(1,0)|(n−1,n)ĵ ∧dz1∧· · ·∧dzj ∧· · ·∧dzn∧dg1∧· · ·∧dgn =
dξ1 ∧ · · · ∧ dξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn ∧ dz1 ∧ · · · ∧ dzj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn Eη(1,0)|(n−1,n)ĵ
− dξ1 ∧· · ·∧dξj ∧· · ·∧dξn∧dξ1∧· · ·∧dξn∧dz1∧· · ·∧dzj ∧· · ·∧dzn∧dg1∧· · ·∧dgn Oη(1,0)|(n−1,n)ĵ .
Then:
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n∑
j=1
dzj ∧ dξ1 ∧ · · · ∧ d̂ξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn η(1,0)|(n−1,n)ĵ ∧
∧ dz1 ∧ · · · ∧ dξj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn =
dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn ∧ dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn
 n∑
j=1
Eη
(1,0)|(n−1,n)
ĵ

− dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn ∧ dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn
 n∑
j=1
Oη
(1,0)|(n−1,n)
ĵ
 .
And by definition 3.6, items (3) and (4), we have:
n∑
j=1
dzj ∧ dξ1 ∧ · · · ∧ d̂ξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn η(1,0)|(n−1,n)ĵ ∧
∧ dz1 ∧ · · · ∧ dξj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn =
dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn Eη(1,0)|(n−1,n)∗̂
− dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn Oη(1,0)|(n−1,n)∗̂ .

Now, consider the odd vector field in the superball SBǫ(pi):
(3.2) V =
n∑
j=1
fj
∂
∂zj
+
n∑
j=1
gj
∂
∂ξj
with fj(z, ξ) holomorphic odd functions and gj(z) holomorphic even functions without odd variables,
i.e, even functions with expansion gj(z, ξ) = ĝj∅(z) +
∑
λ∈M ξ
λ · 0.
Definition 3.9. Let S be a complex supermanifold and let V be an odd supervector on S written
locally as done in the equation (3.2). Then, as usual, we define the singular set of V by:
Sing(V ) := {p ∈ S | V (p) = 0} .
Definition 3.10. We say that Sing(V ) is a set of isolated singularities if ∀pi ∈ Sing(V ) ∃ ǫ > 0 such
that Bǫ (B(pi)) ∩ B (Sing(V )) = B(pi).
Definition 3.11. Let V be an odd supervector on S. We say that p ∈ Sing(V ) is a non-degenerate
singularity of V if det (JV ) (p) := det
[(
∂gi
∂zj
)
n×n
]
(p) 6= 0.
Let V be an odd supervector with isolated singularities. Then, for all pκ ∈ Sing(V ), choose superballs
SBǫ(pκ) (with Bǫ(B(pκ)) = B(SBǫ(pκ))) such that Bǫ(B(pi))
⋂
Bǫ(B(pj)) = ∅, for each B(pi) 6= B(pj),
with pi, pj ∈ Sing(V ).
Remark 3.12. If B(pi) = B(pj), then SBǫ(pi) = SBǫ(pj) because we are working in the DeWitt
topology (see definition 2.9), and, therefore, any superball cover all the odd part of the supermanifold.
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Now, assuming the conditions over the superballs, consider the form defined in SBǫ(pi):
(3.3) ω˜i =
n∑
j=1
gjdzj +
n∑
j=1
gjdξj
Observe that each ω˜i is defined only locally, because the functions gi are holomorphic on the compact
supermanifold S. If they were defined globally, then they should be constant functions ([14]). We will
use the unit partition to define a global form ω on S.
With an appropriate partition of unity, we will construct a global form ω such that
ω|SBǫ(pi) = ω˜i, ∀i.
Definition 3.13. Let S be a compact supermanifold of n|n dimension, and let SBǫ(pi) be superballs in S.
Now, let U =
(
S − ∪iSBǫ(pi)
)⋃
(∪iSB2ǫ(pi)) be an open cover of S, such that Bǫ(B(pi))
⋂
Bǫ(B(pj)) =
∅, for pi, pj ∈ Sing(V ), let ω0 be a form defined on
(
S − ∪iSBǫ(pi)
)
such that B
[
iV (ω
0)
]
> 0 and let
{ρi} be a partition of unity subordinated to U. Then we define ω as the global form given by:
(3.4) ω = ρ0ω
0 +
∑
i
ρiω˜i.
To complete the definition, we need to construct the form ω0. Let V =
⋃
j Wj be an open cover of
S − ∪iSBǫ(pi), where, for each Wj , we have V =
∑n
i=1 f
j
i
∂
∂zi
+
∑n
i=1 g
j
i
∂
∂ξi
, and let {µ} be a partition
of unity subordinated to V. Then, we construct ω0 as follows:
(3.5) ω0 =
∑
j
µj
(
n∑
i=1
gjidξi
)
.
With this construction, we ensure that B
[
iV (ω
0)
]
> 0 ∀p ∈ S − ∪iSBǫ(pi).
Remark 3.14. The operation S − ∪iSBǫ(pi) is defined as follows:
S − ∪iSBǫ(pi) := B−1
(
X − ∪iBǫ (B(pi))
)
where X = B(S).
Lemma 3.15.
(∂ + iV )
2(ω˜i) = 0, ∀i and (∂ + iV )2(ω0) = 0.
Proof. Consider ω˜i =
∑n
i=j gjdzj +
∑n
j=1 gjdξj . Then, by the fact that f, g are holomorphic functions
together with the properties of the graded contraction operator (see equation 2.6) and of the derivation,
it follows that:
(∂ + iV )
2(ω˜i) = (∂ + iV )
2
(∑
gjdzj +
∑
gjdξj
)
= (∂ + iV )(∂ + iV )
(∑
gjdzj +
∑
gjdξj
)
=
(∂ + iV )(∂)
(∑
gjdzj +
∑
gjdξj
)
+ (∂ + iV )(iV )
(∑
gjdzj +
∑
gjdξj
)
=
(∂ + iV )
(∑
dgj ∧ dzj +
∑
dgj ∧ dξj +
∑
gjfj +
∑
gjgj
)
=
(∂)
(∑
dgj ∧ dzj +
∑
dgj ∧ dξj +
∑
gjfj +
∑
gjgj
)
+
(iV )
(∑
dgj ∧ dzj +
∑
dgj ∧ dξj +
∑
gjfj +
∑
gjgj
)
=
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(3.6)
∑[
∂gjfj + gj∂fj
]
+
∑[
∂gjgj + gj∂gj
]
+∑(
iV (dgj) ∧ dzj − dgj ∧ iV (dzj)
)
+
∑(
iV (dgj) ∧ dξj − dgj ∧ iV (dξj)
)
+∑
iV
(
gjfj
)
+
∑
iV
(
gjgj
)
Since ∂fj = ∂gj = 0 (because fj , gj are holomorphic functions), iV (dgj) = 0, and, by convencional
(see [15]), iV (gjfj) = iV (gjgj) = 0, we have that the equation 3.6 is equal to:
=
(∑
fjdgj +
∑
gjdgj
)
+
(
−
∑
fjdgj −
∑
gjdgj
)
= 0.
Now, let us to prove that (∂ + iV )
2(ω0) = 0.
(∂ + iV )
2
∑
j
µj
(
n∑
i=1
gjidξi
) =∑
j
µj
(
n∑
i=1
(∂ + iV )
2(gjidξi)
)
And, for each term, we have:
(∂ + iV )
(
dgji ∧ dξi + gjigji
)
= ∂
(
dgji ∧ dξi + gjigji
)
+ iV
(
dgji ∧ dξi + gjigji
)
=
∂gjig
j
i + g
j
i∂g
j
i + iV (dg
j
i ) ∧ dξi − dgji ∧ iV (dξi) = gji dgji − gji dgji = 0.

Remark 3.16. By equation (3.3), lemma 3.15 and definiton 3.13, we observe that ω|SBǫ(pi) = ω˜i, ∀i,
and (∂ + iV )
2(ω) = 0.
Lemma 3.17. Let S be a compact complex supermanifold of dimension m|n. Then, for all ω ∈
⊕A(p,q)|(r,s), we have: ∫
S
∂ω = 0
Proof. It is sufficient to consider the following two cases:
(i) ω ∈ A(m,m)|(n,n−1), then ∫
S
∂ω = 0.
Indeed, based on [13, 19, 20], we have:
∂ω =
∑
i
dzi ∧ ∂ω
∂zi︸ ︷︷ ︸
=0
+
∑
j
dξj ∧
∂ω
∂ξj
=
∑
j
dξj ∧
∂ω
∂ξj
.
Since, ∀j, the expansion of dξj ∧ ∂ω∂ξj in powers of ξ and ξ has no top term, then, by definition
2.37 of the Berezin integral, we have:∫
S
∂ω =
∫
S
∑
j
dξj ∧
∂ω
∂ξj
=
∑
j
∫
S
dξj ∧
∂ω
∂ξj
= 0
(ii) ω ∈ A(m,m−1)|(n,n) , then ∫S ∂ω = 0.
First, observe that
∫
S ∂ω = 0 because
∂ω =
∑
i
dzi ∧ ∂ω
∂zi︸ ︷︷ ︸
=0
+
∑
j
dξj ∧ ∂ω
∂ξj
=
∑
j
dξj ∧ ∂ω
∂ξj
and since
∑
j dξj ∧ ∂ω∂ξj ∈ A(m,m−1)|(n+1,n), then
∫
S
∑
j dξj ∧ ∂ω∂ξj = 0 and therefore
∫
S
∂ω = 0.
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Now, without loss of generality, consider ω as following:
ω = dz1 ∧ · · · ∧ d̂zi ∧ · · · ∧ dzm ∧ dξ1 ∧ · · · ∧ dξn[ξ1 . . . ξn · ξ1 . . . ξnω(1,...,n;1,...,n) + (lower terms)].
Then, by the Berezin integral and by stokes, we have:∫
S
∂ω =
∫
S
(∂ + ∂)ω =
∫
S
dω =∫
X=B(S)
dmz dm−1z
∫
dnξ dnξ d [ξ1 . . . ξn · ξ1 . . . ξnω(1,...,n;1,...,n) + (lower terms)] =∫
X
dmz dm−1z dω(1,...,n;1,...,n)
(by stokes)
= 0

Lemma 3.18. Let S be a supermanifold of n|n dimension. If t > 0 and if η ∈⊕A(p,q)|(r,s) is a form
such that (∂ + iV )(η) = 0, then we have:∫
S
η =
∫
S
η · exp
{
−∂ω
t
− iV (ω)
t
}
Proof.
∂
∂κ
∫
S
η · exp{−κ(∂ + iV )ω} = − ∫
S
η · (∂ + iV )ω · exp
{−κ(∂ + iV )ω} .
Now, observe that, by remark 3.16
(
(∂ + iV )
2(ω) = 0
)
, we have:
(∂ + iV ) exp
{−κ(∂ + iV )ω} =∑
L
(∂ + iV )
(−κ(∂ + iV )ω)L
L!
= 0
Therefore, as (∂ + iV )η = 0 and (∂ + iV ) exp
{−κ(∂ + iV )ω} = 0, we have:
−
∫
S
η · (∂ + iV )ω · exp
{−κ(∂ + iV )ω} = − ∫
S
(∂ + iV )
(
η · ω · exp{−κ(∂ + iV )ω}) .
Then:∫
S
(∂ + iV )
(
η · ω · exp{−κ(∂ + iV )ω}) =∫
S
∂
(
η · ω · exp{−κ(∂ + iV )ω})+ ∫
S
iV
(
η · ω · exp{−κ(∂ + iV )ω}) .
By lemma 3.17, we have
∫
S
∂
(
η · ω · exp{−κ(∂ + iV )ω}) = 0 and as the contraction iV promotes the
lost of top form, then ∂∂κ
∫
S
η · exp{−κ(∂ + iV )ω} = 0. Therefore:∫
S
η =
∫
S
η · exp
{
−∂ω
t
− iV (ω)
t
}

Theorem 3.19. If the odd holomorphic vector field V is a supervector without singularities on a su-
permanifold S of n|n dimension, then for any η ∈ ⊕A(p,q)|(r,s) such that (∂ + iV )(η) = 0, we have:∫
S
η = 0.
Proof. By definition 3.13 , we have:
(3.7) iV (ω) =
ρoω0 +∑
i
ρi
∑
j
gijdξj
 (V ) +
∑
i
ρi
∑
j
gijdzj
 (V )
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To simplify the notation, we will use the following:
(3.8) ωv =
ρoω0 +∑
i
ρi
∑
j
gijdξj
 (V ).
Since V is a supervector without singularities on S, then B (ωv) > 0, and as S is compact, ∃δ > 0
such that:
(3.9) B (ωv) > δ.
Now, note that:
(3.10)
∑
i
ρi
∑
j
gijdzj
 (V ) =
∑
i
ρi
∑
j
gijf
i
j
 .
Moreover, we have:
(3.11) ∂ω = ρ0
∑
k
µk
 n∑
j=1
dgkj ∧ dξj
+∑
i
ρi
 n∑
j
dgij ∧ dξj
+∑
i
ρi
 n∑
j=1
dgij ∧ dzj

Then, by lemma 3.18:∣∣∣∣∫
S
η
∣∣∣∣ = ∣∣∣∣∫
S
η · exp
{
−∂ω
t
− iV (ω)
t
}∣∣∣∣ = ∣∣∣∣∫
S
η · exp
{
−∂ω
t
}
exp
{−iV (ω)
t
}∣∣∣∣ .
By equation (3.7), we have:
=
∣∣∣∣∣∣
∫
S
η · exp
{
−∂ω
t
}
exp
−
[
ρoω
0 +
∑
i ρi
(∑
j g
i
jdξj
)]
(V )
t
−
[∑
i ρi
(∑
j g
i
jdzj
)]
(V )
t

∣∣∣∣∣∣ .
By notation (3.8), we have:
=
∣∣∣∣∣∣
∫
S
η · exp
{
−∂ω
t
}
exp
−ωvt −
[∑
i ρi
(∑
j g
i
jdzj
)]
(V )
t

∣∣∣∣∣∣
Let us denote exp
{−ωvt } by e−ωv/t. Then:
=
∣∣∣∣∣∣
∫
S
η · exp
{
−∂ω
t
}
exp
−
[∑
i ρi
(∑
j g
i
jdzj
)]
(V )
t
 e−ωv/t
∣∣∣∣∣∣ .
By equation (3.10):
=
∣∣∣∣∣∣
∫
S
η · exp
{
−∂ω
t
}
exp
−
[∑
i ρi
(∑
j g
i
jf
i
j
)]
t
 e−ωv/t
∣∣∣∣∣∣ .
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By the proof of lemma 3.5, item (i), we have:
=
∣∣∣∣∣∣
∫
S
η · exp
{
−∂ω
t
}1−
[∑
i ρi
(∑
j g
i
jf
i
j
)]
t
 e−ωv/t
∣∣∣∣∣∣ ≤∣∣∣∣∫
S
η · exp
{
−∂ω
t
}
e−ω
v/t
∣∣∣∣+
∣∣∣∣∣∣
∫
S
η · exp
{
−∂ω
t
}
·
[∑
i ρi
(∑
j g
i
jf
i
j
)]
t
e−ω
v/t
∣∣∣∣∣∣ ≤∣∣∣∣∫
S
η · exp
{
−∂ω
t
}
e−ω
v/t
∣∣∣∣+∑
a
∑
b
∣∣∣∣∫
S
η · exp
{
−∂ω
t
}
· [ρa (g
a
bf
a
b )]
t
e−ω
v/t
∣∣∣∣ .
By equation (3.11):
=
∣∣∣∣∣∣
∫
S
η · exp


−ρ0
∑
k µk
(∑n
j=1 dg
k
j ∧ dξj
)
−
∑
i ρi
(∑n
j dg
i
j ∧ dξj
)
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t

 e−ω
v/t
∣∣∣∣∣∣
+
∑
a
∑
b
∣∣∣∣∣∣
∫
S
η · exp


−ρ0
∑
k µk
(∑n
j=1 dg
k
j ∧ dξj
)
−
∑
i ρi
(∑n
j dg
i
j ∧ dξj
)
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t

×
[
ρa
(
gab f
a
b
)]
t
e
−ωv/t
∣∣∣∣∣
By lemma 3.5, item (ii):
=
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
×1− ρ0∑k µk
(∑n
j=1 dg
k
j ∧ dξj
)
t
−
∑
i ρi
(∑n
j dg
i
j ∧ dξj
)
t
 e−ωv/t
∣∣∣∣∣∣ +
∑
a
∑
b
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
×1− ρ0∑k µk
(∑n
j=1 dg
k
j ∧ dξj
)
t
−
∑
i ρi
(∑n
j dg
i
j ∧ dξj
)
t
 · [ρa (gabfab )]
t
e−ω
v/t
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
 e−ωv/t
∣∣∣∣∣∣+
∑
k
∑
j
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
 ρ0µk
(
dgkj ∧ dξj
)
t
e−ω
v/t
∣∣∣∣∣∣+
∑
i
∑
j
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
 ρi
(
dgij ∧ dξj
)
t
e−ω
v/t
∣∣∣∣∣∣+
∑
a
∑
b
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
 [ρa (gabfab )]t e−ωv/t
∣∣∣∣∣∣+
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∑
a
∑
b
∑
k
∑
l
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
 ρ0µk
(
dgkl ∧ dξl
)
t
[ρa (g
a
bf
a
b )]
t
e−ω
v/t
∣∣∣∣∣∣+
∑
a
∑
b
∑
k
∑
l
∣∣∣∣∣∣
∫
S
η · exp
−
∑
i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
 ρk
(
dgkl ∧ dξl
)
t
[ρa (g
a
bf
a
b )]
t
e−ω
v/t
∣∣∣∣∣∣ ≤
n∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α · η(n−α,n−α)|(n,n)(1...n,1...n) e−ωv/t
∣∣∣∣∣∣+
n−1∑
α=0
1
α!
∑
k
∑
j
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρ0µkdgkj
t
· η(n−α,n−α−1)|(n−1,n)(1...n,1...n) e−ω
v/t
∣∣∣∣∣∣+
n−1∑
α=0
1
α!
∑
i
∑
j
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρidgij
t
· η(n−α,n−α−1)|(n−1,n)(1...n,1...n) e−ω
v/t
∣∣∣∣∣∣+
n∑
α=0
1
α!
∑
a
∑
b
∑
λ1,λ2,λ3,λ4∈M
λ1+λ3=λ2+λ4=n
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α)|(n,n)(λ3,λ4) e−ω
v/t
∣∣∣∣∣∣ +
n−1∑
α=0
1
α!
∑
a
∑
b
∑
k
∑
l
∑
λ1,λ2,λ3,λ4∈M
λ1+λ3=λ2+λ4=n
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρ0µkdgkl
t
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α−1)|(n−1,n)(λ3,λ4) e−ω
v/t
∣∣∣∣∣∣+
n−1∑
α=0
1
α!
∑
a
∑
b
∑
k
∑
l
∑
λ1,λ2,λ3,λ4∈M
λ1+λ3=λ2+λ4=n
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρkdgkl
t
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α−1)|(n−1,n)(λ3,λ4) e−ω
v/t
∣∣∣∣∣∣ .
And by (3.9), we have:
≤
n∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α · η(n−α,n−α)|(n,n)(1...n,1...n)
∣∣∣∣∣∣ e−δ/t+
n−1∑
α=0
1
α!
∑
k
∑
j
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρ0µkdgkj
t
· η(n−α,n−α−1)|(n−1,n)(1...n,1...n)
∣∣∣∣∣∣ e−δ/t+
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n−1∑
α=0
1
α!
∑
i
∑
j
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρidgij
t
· η(n−α,n−α−1)|(n−1,n)(1...n,1...n)
∣∣∣∣∣∣ e−δ/t+
n∑
α=0
1
α!
∑
a
∑
b
∑
λ1,λ2,λ3,λ4∈M
λ1+λ3=λ2+λ4=n∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α)|(n,n)(λ3,λ4)
∣∣∣∣∣∣ e−δ/t
+
n−1∑
α=0
1
α!
∑
a
∑
b
∑
k
∑
l
∑
λ1,λ2,λ3,λ4∈M
λ1+λ3=λ2+λ4=n∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρ0µkdgkl
t
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α−1)|(n−1,n)(λ3,λ4)
∣∣∣∣∣∣ e−δ/t+
n−1∑
α=0
1
α!
∑
a
∑
b
∑
k
∑
l
∑
λ1,λ2,λ3,λ4∈M
λ1+λ3=λ2+λ4=n∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρkdgkl
t
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α−1)|(n−1,n)(λ3,λ4)
∣∣∣∣∣∣ e−δ/t.
Studying each parcel, we find constants C1 > 0, C2 > 0, C3 > 0, C4 > 0, C5 > 0, C6 > 0 such that:
n∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α · η(n−α,n−α)|(n,n)(1...n,1...n)
∣∣∣∣∣∣ e−δ/t ≤
C1e
−δ/t
(
1 +
1
t
+ · · ·+ 1
tn
)
V ol(X)
t→0−→ 0;
n−1∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρ0µkdgkj
t
· η(n−α,n−α−1)|(n−1,n)(1...n,1...n)
∣∣∣∣∣∣ e−δ/t ≤
C2e
−δ/t
(
1
t
+ · · ·+ 1
tn
)
V ol(X)
t→0−→ 0;
n−1∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρidgij
t
· η(n−α,n−α−1)|(n−1,n)(1...n,1...n)
∣∣∣∣∣∣ e−δ/t ≤
C3e
−δ/t
(
1
t
+ · · ·+ 1
tn
)
V ol(X)
t→0−→ 0;
n∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α)|(n,n)(λ3,λ4)
∣∣∣∣∣∣ e−δ/t ≤
C4e
−δ/t
(
1
t
+ · · ·+ 1
tn+1
)
V ol(X)
t→0−→ 0;
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n−1∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρ0µkdgkl
t
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α−1)|(n−1,n)(λ3,λ4)
∣∣∣∣∣∣ e−δ/t
≤ C5e−δ/t
(
1
t2
+ · · ·+ 1
tn+1
)
V ol(X)
t→0−→ 0;
n−1∑
α=0
1
α!
∫
X
∣∣∣∣∣∣
−∑i ρi
(∑n
j=1 dg
i
j ∧ dzj
)
t
α ρkdgkl
t
[
ρa
(
gabf
a
b(λ1,λ2)
)]
t
· η(n−α,n−α−1)|(n−1,n)(λ3,λ4)
∣∣∣∣∣∣ e−δ/t
≤ C6e−δ/t
(
1
t2
+ · · ·+ 1
tn+1
)
V ol(X)
t→0−→ 0,
where C1, C2, C3, C4, C5, C6 are constants that limit superiorly the continuous functions in each integral
(remember that X is a compact manifold). Since all the isolated parcels above go to zero when t→ 0,
then the complete sums of each parcel go to zero too, and thus we get our result. 
In the next result, we will formalize the theorem of residues to an odd holomorphic supervector field
V on a supermanifold S of n|n dimension.
Theorem 3.20. Let V be an odd holomorphic supervector field on S with isolated singularities pi ∈
Sing(V ), then for any η ∈ ⊕A(p,q)|(r,s) such that (∂ + iV )(η) = 0, we have:∫
S
η =
∑
i
Respi(V, η)
where
Respi(V, η) = lim
t→0
∫
SBǫ(pi)
η · exp
{
−∂ω
t
− iV (ω)
t
}
Proof. By Lemma 3.18, we have: ∫
S
η =
∫
S
η · exp
{
−∂ω
t
− iV (ω)
t
}
Therefore, for pi, pj ∈ Sing(V ) such that Bǫ(B(pi))
⋂
Bǫ(B(pj)) = ∅, we have:∫
S
η =
∫
S−(
⋃
i SBǫ(pi))
η · exp
{
−∂ω
t
− iV (ω)
t
}
︸ ︷︷ ︸
=0 (by theorem 3.19)
+
∑
i
∫
SBǫ(pi)
η · exp
{
−∂ω
t
− iV (ω)
t
}
Then: ∫
S
η =
∑
i
∫
SBǫ(pi)
η · exp
{
−∂ω
t
− iV (ω)
t
}
=
∑
i
∫
SBǫ(pi)
η · exp
{
−∂ω
t
− iV (ω)
t
}
.
Thus: ∫
S
η = lim
t→0
∑
i
∫
SBǫ(pi)
η · exp
{
−∂ω
t
− iV (ω)
t
}
.
Therefore, as Respi(V, η) = lim
t→0
∫
SBǫ(pi)
η · exp
{
−∂ω
t
− iV (ω)
t
}
, we finally have:∫
S
η =
∑
i
Respi(V, η)

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3.2. Determination of residues for odd vectors. In this section, we will determine, under some
hypotheses, formulas to calculate the residues Respi(V, η) to odd vectors. To begin with, we have the
lemma below, based on [25].
Lemma 3.21. Let V =
∑m
i=1 fi
∂
∂zi
+
∑n
j=1 gj
∂
∂ξj
be an odd supervector field, in local coordinates, on
the complex supermanifold S of n|n dimension, where fi are odd functions and gj are even functions
without odd variables. If det
[(
B
(
∂fk
∂ξl
(pj)
))
n×n
]
6= 0 for some point pj ∈ S, then:
Ber(V )(pj) =
det (JV )
det(D)
(pj).
where
Ber(V )(z; ξ) = sdet
(
∂gi
∂zj
∂fk
∂zj
∂gi
∂ξl
∂fk
∂ξl
)
, JV =
(
∂gi
∂zj
)
n×n
, and D =
(
∂fk
∂ξl
)
.
Proof. Consider T =
(
A B
C D
)
, with:
A =
(
∂gi
∂zj
)
, B =
(
∂fk
∂zj
)
, C =
(
∂gi
∂ξl
)
, D =
(
∂fk
∂ξl
)
.
Now, note thatC = 0 because the functions gi do not have odd variables. Then, since det(B(D))(pj) 6=
0 (hypothesis), by definition 2.6 we have:
Ber(V )(pj) =
[
det(A−BD−1C) · (det(D))−1] (pj) = det(A)
det(D)
(pj) =
det (JV )
det(D)
(pj).

Now, with the notations of definition 3.6 in hands, we have the following results.
Theorem 3.22. Let S be a compact complex supermanifold of n|n dimension, let V be an odd holo-
morphic vector field with a non-degenerate isolated singularity pj ∈ Sing(V ), whose representation in
local coordinates is equal to V =
∑n
i=1 fi
∂
∂zi
+
∑n
i=1 gi
∂
∂ξi
, where gi(z) are even functions without odd
variables and fi(z, ξ) are non-constant odd functions, and let η ∈
⊕
A(p,q)|(r,s) be a form such that
(∂+ iV )(η) = 0. If the number n (dimension) is even (odd) and if the functions η
(0,0)|(n,n), η
(1,0)|(n−1,n)
∗̂
have in its expansion only even (odd) quantities of variables ξj , then:
Respj (V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
det (JV )
 (pj)
Proof. Since Respj(V, η) = lim
t→0
∫
SBǫ(pj)
η · exp
{
−∂ω
t
− iV (ω)
t
}
, then it’s sufficient to show that:
lim
t→0
∫
SBǫ(pj)
η · exp
{
−∂ω
t
− iV (ω)
t
}
=
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
det (JV )
 (pj) .
Then: ∫
SBǫ(pj)
η · exp
{
−∂ω
t
− iV (ω)
t
}
=
∫
SBǫ(pj)
η · exp
{
−∂ω
t
}
· exp
{
− iV (ω)
t
}
.
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By lemma 3.5, item (iii):
∫
SBǫ(pj)
η ·
exp
{
−∂ω1
t
}
+
n∑
j=1
(−1)j
(j − 1)!
(
∂ω1
)(j−1)
∂ω2
tj
 · exp
{
− iV (ω)
t
}
=
∫
SBǫ(pj)
η · exp
{
−∂ω1
t
}
· exp
{
− iV (ω)
t
}
+
n∑
j=1
(−1)j
(j − 1)!
∫
SBǫ(pj)
η ·
((
∂ω1
)(j−1)
∂ω2
tj
)
· exp
{
− iV (ω)
t
}
=
n∑
k=0
(−1)k
k!
∫
SBǫ(pj)
η ·
(
∂ω1
t
)k
· exp
{
− iV (ω)
t
}
+
n∑
j=1
(−1)j
(j − 1)!
∫
SBǫ(pj)
η ·
((
∂ω1
)(j−1)
∂ω2
tj
)
· exp
{
− iV (ω)
t
}
.
Now, linearizing the functions near the singularity through the Taylor series, and doing the change
of variable z 7→ z√t, we have:
=
n∑
k=0
(−1)k
k!
∫
SBǫ/
√
t(pj)
η ·
(
∂ω1
)k
√
t
2k
· exp {−iV (ω)}det

√
t 0
. . .
0
√
t
 +
n∑
j=1
(−1)j
(j − 1)!
∫
SBǫ/
√
t(pj)
η ·
(
∂ω1
)(j−1)
∂ω2√
t
2j · exp {−iV (ω)} det

√
t 0
. . .
0
√
t
 =
n∑
k=0
(−1)k
k!
∫
SBǫ/
√
t(pj)
η · (∂ω1)k · exp {−iV (ω)} · √t2n−2k +
n∑
j=1
(−1)j
(j − 1)!
∫
SBǫ/
√
t(pj)
η · (∂ω1)(j−1) ∂ω2 · exp {−iV (ω)} · √t2n−2j .
Doing t→ 0, we have:
=
(−1)n
n!
∫
Cn|n
η · (∂ω1)n · exp {−iV (ω)} + (−1)n
(n− 1)!
∫
Cn|n
η · (∂ω1)(n−1) ∂ω2 · exp {−iV (ω)}
By lemma 3.3, items (iv), (vi), and by definition 3.6, item (1), we have:
=
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1∧· · ·∧dgn∧dg1∧· · ·∧dgn∧dξ1∧· · ·∧dξn η(0,0)|(n,n) ·exp {−iV (ω)} +
(−1)n
(n− 1)!
∫
Cn|n
n∑
j=1
(n− 1)! (−1)n(n+1)2
(
dzj ∧ dξ1 ∧ · · · ∧ d̂ξj ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn η(1,0)|(n−1,n)ĵ
)
∧ dz1 ∧ · · · ∧ dξj ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgj ∧ · · · ∧ dgn · exp {−iV (ω)} .
Now, by lemma 3.8, we have:
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=
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1∧· · ·∧dgn∧dg1∧· · ·∧dgn∧dξ1∧· · ·∧dξn η(0,0)|(n,n) ·exp {−iV (ω)} +
(−1)n · (−1)n(n+1)2
∫
Cn|n
dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Eη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)}
− (−1)n · (−1)n(n+1)2
∫
Cn|n
dz1 ∧ · · · ∧ dzn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)} =
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧dgn ∧dg1 ∧ · · · ∧dgn ∧dξ1 ∧ · · · ∧dξn η(0,0)|(n,n) · exp {−iV (ω)} +
(−1)n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Eη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)}
− (−1)
n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)} .
To a better comprehension, let us study these integrals separately
(a)
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp {−iV (ω)} ,
(b)
(−1)n · (−1)n(n+1)2
det (JV )(pj)
×∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn Eη(1,0)|(n−1,n)∗̂ · exp {−iV (ω)}
− (−1)
n · (−1)n(n+1)2
det (JV )(pj)
×∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn Oη(1,0)|(n−1,n)∗̂ · exp {−iV (ω)} .
(a) By lemma 3.5, item (i), we have:
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp {−iV (ω)} =
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(3.12)
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp
{
−
∑
gigi
}
+
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×
η(0,0)|(n,n) · exp
{
−
∑
gigi
}(
−
∑
gifi
)
.
Let us calculate the first integral of (3.12):
(3.13)
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1∧· · ·∧dgn∧dg1∧· · ·∧dgn∧dξ1∧· · ·∧dξn η(0,0)|(n,n)·exp
{
−
∑
gigi
}
=
(−1)n · (−1)n(n+1)2 η(0,0)|(n,n)(1...n,1...n)
det(JV )
(pj)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
=
η
(0,0)|(n,n)
(1...n,1...n)
det(JV )
(pj)
∫
Cn
dg1 ∧ dg1 ∧ · · · ∧ dgn ∧ dgn exp
{
−
∑
gigi
}
=
(3.14)
η
(0,0)|(n,n)
(1...n,1...n)
det(JV )
(pj)×
∫
R2n
det

∂g1
∂x1
∂g1
∂y1
∂g1
∂x1
∂g1
∂y1
. . .
∂gn
∂xn
∂gn
∂yn
∂gn
∂xn
∂gn
∂yn
 dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn exp
{−(x21 + y21 + · · ·+ x2n + y2n)}
But since
det

∂g1
∂x1
∂g1
∂y1
∂g1
∂x1
∂g1
∂y1
. . .
∂gn
∂xn
∂gn
∂yn
∂gn
∂xn
∂gn
∂yn
 =
det

∂
∂x1
(x1 + iy1)
∂
∂y1
(x1 + iy1)
∂
∂x1
(x1 − iy1) ∂∂y1 (x1 − iy1)
. . .
∂
∂xn
(xn + iyn)
∂
∂yn
(xn + iyn)
∂
∂xn
(xn − iyn) ∂∂yn (xn − iyn)
 =
det

1 i
1 −i
. . .
1 i
1 −i
 = (−2i)n ,
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then we have that the equation (3.14) is equal to:
η
(0,0)|(n,n)
(1...n,1...n)
det(JV )
(pj)
∫
R2n
(−2i)ndx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn · exp
{−x21 − y21 − · · · − x2n − y2n} =
(−2i)n · η(0,0)|(n,n)(1...n,1...n)
det(JV )
(pj)
∫ +∞
−∞
exp
{−x21} dx1 ∫ +∞
−∞
exp
{−y21} dy1 · · ·
· · ·
∫ +∞
−∞
exp
{−x2n} dxn ∫ +∞
−∞
exp
{−y2n} dyn =
(−2i)n · η(0,0)|(n,n)(1...n,1...n)
det(JV )
(pj)
(√
π
)2n
= (−2πi)n
η
(0,0)|(n,n)
(1...n,1...n)
det(JV )
(pj) =
(
2π
i
)n η(0,0)|(n,n)(1...n,1...n)
det(JV )
(pj) .
To analyze the second integral of (3.12), the hypotheses will be necessary:
• (Even case) The second Berezin integral is equal to zero because gifi are odd functions (odd
quantities of variables ξj) but, by hypothesis, η
(0,0)|(n,n) has only even quantities of variables ξj .
Furthermore (by hypothesis) n is an even number (even dimension). Therefore, we will never
find an even top quantity of variables ξj , i.e, we will always find the following:
(3.15) dξ1 ∧ · · · ∧ dξn︸ ︷︷ ︸
even quantity
ξj1 · · · ξj(2l+1)︸ ︷︷ ︸
odd quantity
∫
−→ 0.
• (Odd case) The second Berezin integral is equal to zero because gifi are odd functions (odd
quantities of variables ξj) but, by hypothesis, η
(0,0)|(n,n) has only odd quantities of variables
ξj . Furthermore (by hypothesis) n is an odd number (odd dimension). Therefore, we will never
find an odd top quantity of variables ξj , i.e, we will always find the following:
(3.16) dξ1 ∧ · · · ∧ dξn︸ ︷︷ ︸
odd quantity
ξj1 · · · ξj2l︸ ︷︷ ︸
even quantity
∫
−→ 0.
Then:
(3.17)
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · ·
· · · ∧ dξn η(0,0)|(n,n) · exp
{
−
∑
gigi
}(
−
∑
gifi
)
= 0
Therefore:
(3.18)
(−1)n · (−1)n(n+1)2
det(JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp {−iV (ω)} =(
2π
i
)n η(0,0)|(n,n)(1...n,1...n)
det(JV )
(pj) .
(b)
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(−1)n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Eη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)}
− (−1)
n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)}
And by lemma 3.5, item (i):
=
(−1)n · (−1)n(n+1)2 Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pj)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
−
(−1)n · (−1)n(n+1)2 Oη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pj)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
− (−1)
n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Eη
(1,0)|(n−1,n)
∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
+
(−1)n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
.
Since Eη
(1,0)|(n−1,n)
∗̂ is an even function and as
Oη
(1,0)|(n−1,n)
∗̂ is an odd function (look remark 3.7),
we have:
(3.19) =
(−1)n · (−1)n(n+1)2 Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pj)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
+
(−1)n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
.
To the first integral of (3.19), we have:
(−1)n · (−1)n(n+1)2 Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pj)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
=
(3.20)
(
2π
i
)n Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pj) = (2π
i
)n η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pj) .
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And by a similar argument showed in (3.15) or (3.16) (assuming the hypotheses), we have:
(−1)n · (−1)n(n+1)2
det (JV )(pj)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · ·
· · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn Oη(1,0)|(n−1,n)∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
= 0.
Therefore, by equations (3.18) and (3.20), we have:
lim
t→0
∫
SBǫ(pj)
η · exp
{
−∂ω
t
− iV (ω)
t
}
=
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
det (JV )
 (pj) .
Therefore
Respj(V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
det (JV )
 (pj) .

Corollary 3.23. Under the same conditions of the theorem 3.22, if det
(
∂fk
∂ξl
)
(pj) 6= 0, then we have:
Respj (V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
Ber(V ) · det(D)
 (pj)
where
Ber(V ) = sdet
(
∂gi
∂zj
∂fk
∂zj
∂gi
∂ξl
∂fk
∂ξl
)
and D =
(
∂fk
∂ξl
)
.
In particular, if det
(
∂fk
∂ξl
)
(pj) = 1, follows the result:
Respj (V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n;1...n) + η(1,0)|(n−1,n)∗̂(1...n;1...n)
Ber(V )
 (pj)
Proof. Direct application of lemma 3.21 on the theorem 3.22. 
Remark 3.24. Observe that doing fi = 0, for i = 1, . . . , n, on theorem 3.22, we find the same residue
formula, but more generally because the second integral of the equations (3.12) and (3.19) will be
naturally zero, and the assumptions about the number n and the functions η(0,0)|(n,n), η
(1,0)|(n−1,n)
∗̂ will
be no longer necessary.
In the previous theorem, we have imposed conditions over the form η and over the supermanifold’s
dimension. Now we go to choose a class of odd functions such that those hypotheses will not be more
necessary.
Theorem 3.25. Let S be a compact complex supermanifold of n|n dimension and let V be an odd
holomorphic vector field with a non-degenerate isolated singularity pκ ∈ Sing(V ), whose representation
in local coordinates is equal to V =
∑n
i=1 fi
∂
∂zi
+
∑n
i=1 gi
∂
∂ξi
, where gi(z) are even functions without odd
variables and fi(z, ξ) are odd functions such that fi(z, ξ) =
∑
λ∈M ξλ ·aiλ ·gi+
∑
λ∈M ξλ ·biλ ·giλ with M
being the set of multi-indices, aiλ, b
i
λ ∈ CS and iλ ∈ {1, . . . , î, . . . , n}. Furthermore, let η ∈
⊕
A(p,q)|(r,s)
be a form such that (∂ + iV )(η) = 0. Then, we have:
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Respκ(V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n,1...n) + η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pκ) +
(
2π
i
)n ∑nj=1∑λ,µ∈M
{
ajλ
(
η
(1,0)|(n−1,n)
∗̂(µ,1...n) − η(0,0)|(n,n)(µ,1...n)
)}
det (JV )
 (pκ) .
where L(λ) are odd numbers and µ = λc = {1, . . . , n} − λ.
Proof. Since Respκ(V, η) = lim
t→0
∫
SBǫ(pκ)
η · exp
{
−∂ω
t
− iV (ω)
t
}
, then it’s sufficient to show that:
lim
t→0
∫
SBǫ(pκ)
η · exp
{
−∂ω
t
− iV (ω)
t
}
=
(
2π
i
)n η(0,0)|(n,n)(1...n,1...n) + η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pκ) +
(
2π
i
)n ∑nj=1∑(λ,µ∈M|L(λ)+L(µ)=n)
{
ajλ
(
η
(1,0)|(n−1,n)
∗̂(µ,1...n) − η(0,0)|(n,n)(µ,1...n)
)}
det (JV )
 (pκ) .
Following the same steps of the theorem 3.22, we find:
(a)
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
×∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp {−iV (ω)} ,
(b)
(−1)n · (−1)n(n+1)2
det (JV )(pκ)
×∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn Eη(1,0)|(n−1,n)∗̂ · exp {−iV (ω)}
− (−1)
n · (−1)n(n+1)2
det (JV )(pκ)
×∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn Oη(1,0)|(n−1,n)∗̂ · exp {−iV (ω)} .
(a) By lemma 3.5, item (i), we have:
LOCALIZATION FORMULAS ON COMPLEX SUPERMANIFOLDS 31
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp {−iV (ω)} =
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧dgn ∧dg1 ∧ · · · ∧dgn ∧dξ1 ∧ · · · ∧dξn η(0,0)|(n,n) · exp
{
−
∑
gigi
}
+
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×
η(0,0)|(n,n) · exp
{
−
∑
gigi
}(
−
∑
gifi
)
.
The first integral is equal to:
(3.21)
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp
{
−
∑
gigi
}
=
(
2π
i
)n η(0,0)|(n,n)(1...n,1...n)
det(JV )
(pκ) .
Now, let us calculate the second integral:
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×
η(0,0)|(n,n) · exp
{
−
∑
gigi
}(
−
∑
gjfj
)
=
− (−1)
n · (−1)n(n+1)2
det(JV )(pκ)
∑
j
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×
η(0,0)|(n,n) · exp
{
−
∑
gigi
}
· gjfj =
− (−1)
n · (−1)n(n+1)2
det(JV )(pκ)
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×(
ξµ · ξ1 · · · ξnη(0,0)|(n,n)(µ,1...n)
)
· exp
{
−
∑
gigi
}
· gjξλ ·
(
ajλgj + b
j
λgjλ
)
=
− (−1)
n · (−1)n(n+1)2
det(JV )(pκ)
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×(
ξµ · ξ1 · · · ξnη(0,0)|(n,n)(µ,1...n)
)
· exp
{
−
∑
gigi
}
· gjξλ · ajλgj
− (−1)
n · (−1)n(n+1)2
det(JV )(pκ)
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×(
ξµ · ξ1 · · · ξnη(0,0)|(n,n)(µ,1...n)
)
· exp
{
−
∑
gigi
}
· gjξλ · bjλgjλ =
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(3.22)
−
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
ajλ · η(0,0)|(n,n)(µ,1...n)
det(JV )
(pκ)
∫
Cn
dg1 ∧ dg1 ∧ · · · ∧ dgn ∧ dgn exp
{
−
∑
gigi
}
· gj · gj
−
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
bjλ · η(0,0)|(n,n)(µ,1...n)
det(JV )
(pκ)
∫
Cn
dg1∧dg1∧· · ·∧dgn∧dgn exp
{
−
∑
gigi
}
·gj ·gjλ .
where λ, µ are multi-indices (λ is an odd multi-index because f is odd), M is the set of all multi-indices
and L is the function that gives the length of the multi-index.
Then, from (3.22), we have the two parcels:
(3.23)
−
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
ajλ · η(0,0)|(n,n)(µ,1...n)
det(JV )
(pκ)
∫
Cn
dg1 ∧ dg1 ∧ · · · ∧ dgn ∧ dgn exp
{
−
∑
gigi
}
· gj · gj ,
and
(3.24)
−
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
bjλ · η(0,0)|(n,n)(µ,1...n)
det(JV )
(pκ)
∫
Cn
dg1 ∧ dg1 ∧ · · · ∧ dgn ∧ dgn exp
{
−
∑
gigi
}
· gj · gjλ .
First, let us calculate the integral from (3.24):
∫
Cn
dg1 ∧ dg1 ∧ · · · ∧ dgn ∧ dgn exp
{
−
∑
gigi
}
· gj · gjλ =∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn(−2i)n · exp
{−x21 − y21 − · · · − x2n − y2n} (xj − iyj)(xjλ + iyjλ).
Since (xj − iyj)(xjλ + iyjλ) = xjxjλ + ixjyjλ − ixjλyj + yjyjλ , then we have:
= (−2i)n
∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn · exp
{−x21 − y21 − · · · − x2n − y2n} · xjxjλ +
i(−2i)n
∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn · exp
{−x21 − y21 − · · · − x2n − y2n} · xjyjλ −
i(−2i)n
∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn · exp
{−x21 − y21 − · · · − x2n − y2n} · xjλyj +
(−2i)n
∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn · exp
{−x21 − y21 − · · · − x2n − y2n} · yjyjλ =
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(−2i)n
∫ ∞
−∞
exp{−x21} · · ·
∫ ∞
−∞
exp{−x2j}xj︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−x2jλ}xjλ︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−y2n} +
i(−2i)n
∫ ∞
−∞
exp{−x21} · · ·
∫ ∞
−∞
exp{−x2j}xj︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−y2jλ}yjλ︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−y2n} −
i(−2i)n
∫ ∞
−∞
exp{−x21} · · ·
∫ ∞
−∞
exp{−x2jλ}xjλ︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−y2j}yj︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−y2n} +
(−2i)n
∫ ∞
−∞
exp{−x21} · · ·
∫ ∞
−∞
exp{−y2j}yj︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−y2jλ}yjλ︸ ︷︷ ︸
=0
· · ·
∫ ∞
−∞
exp{−y2n} = 0.
Thus:
(3.25) −
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
bjλ · η(0,0)|(n,n)(µ,1...n)
det(JV )
(pκ)×∫
Cn
dg1 ∧ dg1 ∧ · · · ∧ dgn ∧ dgn exp
{
−
∑
gigi
}
· gj · gjλ = 0.
with jλ ∈ {1, . . . , ĵ, . . . , n}.
Now, let us to calculate the integral from (3.23):
∫
Cn
dg1 ∧ dg1 ∧ · · · ∧ dgn ∧ dgn exp
{
−
∑
gigi
}
· gj · gj =∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn(−2i)n · exp
{−x21 − y21 − · · · − x2n − y2n} (x2j + y2j ) =∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn(−2i)n · exp
{−x21 − y21 − · · · − x2n − y2n} x2j +∫
R2n
dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn(−2i)n · exp
{−x21 − y21 − · · · − x2n − y2n} y2j =
(3.26) (−2i)n
∫ ∞
−∞
exp{−x21} · · ·
∫ ∞
−∞
exp{−x2j}x2j︸ ︷︷ ︸
=
√
π
2
· · ·
∫ ∞
−∞
exp{−y2n} +
(−2i)n
∫ ∞
−∞
exp{−x21} · · ·
∫ ∞
−∞
exp{−y2j}y2j︸ ︷︷ ︸
=
√
π
2
· · ·
∫ ∞
−∞
exp{−y2n} =
(−2i)n · (√π)2n−1 ·
√
π
2
+ (−2i)n · (√π)2n−1 ·
√
π
2
= (−2πi)n =
(
2π
i
)n
.
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So, by (3.22), (3.23), (3.25) and (3.26), we have:
(3.27)
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · ·
· · · ∧ dξn ∧ dξ1 · · · dξn η(0,0)|(n,n) · exp
{
−
∑
gigi
}(
−
∑
gjfj
)
=
−
(
2π
i
)n ∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
ajλ · η(0,0)|(n,n)(µ,1...n)
det(JV )
(pκ) .
Therefore, by (3.21) and (3.27), we finally have:
(3.28)
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn η(0,0)|(n,n) · exp {−iV (ω)} =(
2π
i
)n η(0,0)|(n,n)(1...n,1...n)
det(JV )
−
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
ajλ · η(0,0)|(n,n)(µ,1...n)
det(JV )
 (pκ) .
(b)Let us to calculate:
(−1)n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Eη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)}
− (−1)
n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp {−iV (ω)} =
(−1)n · (−1)n(n+1)2 Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pκ)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
−
(−1)n · (−1)n(n+1)2 Oη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pκ)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
−
(−1)n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Eη
(1,0)|(n−1,n)
∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
+
(−1)n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
.
And since Eη
(1,0)|(n−1,n)
∗̂ is an even function and
Oη
(1,0)|(n−1,n)
∗̂ is an odd function (look remark 3.7),
we have:
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(3.29)
=
(−1)n · (−1)n(n+1)2 Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pκ)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
+
(−1)n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×
Oη
(1,0)|(n−1,n)
∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
.
Then, by the first parcel of (3.29):
(3.30)
(−1)n · (−1)n(n+1)2 Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
(pκ)
∫
Cn
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn exp
{
−
∑
gigi
}
=
(
2π
i
)n Eη(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pκ) = (2π
i
)n η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pκ) .
Now, by the second parcel of (3.29), we have:
(−1)n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · ·
· · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn Oη(1,0)|(n−1,n)∗̂ · exp
{
−
∑
gigi
}(∑
gjfj
)
=
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×(
ξµ · ξ1 · · · ξn Oη(1,0)|(n−1,n)∗̂(µ,1...n)
)
· exp
{
−
∑
gigi
}
· gjξλ ·
(
ajλgj + b
j
λgjλ
)
=
(3.31)
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×(
ξµ · ξ1 · · · ξn Oη(1,0)|(n−1,n)∗̂(µ,1...n)
)
· exp
{
−
∑
gigi
}
· gjξλ · ajλ · gj+
(−1)n · (−1)n(n+1)2
det(JV )(pκ)
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
∫
Cn|n
dg1 ∧ · · · ∧ dgn ∧ dg1 ∧ · · · ∧ dgn ∧ dξ1 ∧ · · · ∧ dξn×(
ξµ · ξ1 · · · ξn Oη(1,0)|(n−1,n)∗̂(µ,1...n)
)
· exp
{
−
∑
gigi
}
· gjξλ · bjλ · gjλ .
And by analogous calculations to those made previously, we have that equation (3.31) is equal to
(3.32)
(
2π
i
)n ∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
ajλ · Oη(1,0)|(n−1,n)∗̂(µ,1...n)
det(JV )
(pκ) =
(
2π
i
)n ∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
ajλ · η(1,0)|(n−1,n)∗̂(µ,1...n)
det(JV )
(pκ)
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Therefore, by equations (3.30) and (3.32), we have:
(3.33)
(−1)n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1∧ · · · ∧dgn ∧dg1 ∧ · · ·∧dgn ∧dξ1 ∧ · · · ∧dξn Eη(1,0)|(n−1,n)∗̂ · exp {−iV (ω)}
− (−1)
n · (−1)n(n+1)2
det (JV )(pκ)
∫
Cn|n
dg1∧· · ·∧dgn∧dg1∧· · ·∧dgn∧dξ1∧· · ·∧dξn Oη(1,0)|(n−1,n)∗̂ ·exp {−iV (ω)}
=
(
2π
i
)n η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
+
∑
j
∑
(λ,µ∈M|L(λ)+L(µ)=n)
ajλ · η(1,0)|(n−1,n)∗̂(µ,1...n)
det(JV )
 (pκ)
Then, by equations (3.28) and (3.33), we have:
lim
t→0
∫
SBǫ(pκ)
η · exp
{
−∂ω
t
− iV (ω)
t
}
=
(
2π
i
)n η(0,0)|(n,n)(1...n,1...n) + η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pκ) +
(
2π
i
)n ∑j∑(λ,µ∈M|L(λ)+L(µ)=n)
{
ajλ
(
η
(1,0)|(n−1,n)
∗̂(µ,1...n) − η(0,0)|(n,n)(µ,1...n)
)}
det (JV )
 (pκ)
Therefore:
Respκ(V, η) =
(
2π
i
)n η(0,0)|(n,n)(1...n,1...n) + η(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pκ) +
(
2π
i
)n ∑j∑(λ,µ∈M|L(λ)+L(µ)=n)
{
ajλ
(
η
(1,0)|(n−1,n)
∗̂(µ,1...n) − η(0,0)|(n,n)(µ,1...n)
)}
det (JV )
 (pκ) .

4. Applications and examples
4.1. Duistermaat-Heckman type formula for homogeneous vector fields. Let V be an odd
vector field with only nondegenerate zero components on a supermanifold S of dimension n|n. If ω
is a 2-form of type (1, 1) such that (∂ + iV )ω = 0 and if there is a smooth superfunction g such that
iV ω = ∂(g), then for any s > 0, we obtain the following two Duistermaat-Heckman type formulas, in
the spirit of [24], for odd vectors:
(a) (under the conditions of Theorem 3.20 and corollary 3.23)
∫
S
e−sg
ωn
n!
=
(
2π
i
)n ∑
pκ∈Sing(V )
 (eω−sg)(0,0)|(n,n)(1...n;1...n) + (eω−sg)(1,0)|(n−1,n)∗̂(1...n;1...n)
Ber(V )
 (pκ) .
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(b) (under the conditions of Theorems 3.20 and 3.25)
∫
S
e−sg
ωn
n!
=
(
2π
i
)n ∑
pκ∈Sing(V )
 (eω−sg)(0,0)|(n,n)(1...n,1...n) + (eω−sg)(1,0)|(n−1,n)∗̂(1...n,1...n)
det (JV )
 (pκ) +
(
2π
i
)n ∑
pκ∈Sing(V )
∑nj=1∑λ,µ∈M
{
ajλ
(
(eω−sg)
(1,0)|(n−1,n)
∗̂(µ,1...n) − (eω−sg)(0,0)|(n,n)(µ,1...n)
)}
det (JV )
 (pκ) .
4.2. Complex projective superspaces. The complex projective superspace Pn|m is the supermani-
fold obtained as the quotient of Cn+1|m by the C∗-action which is defined as
λ · (z0, . . . , zn, ζ1, . . . , ζm) := (λz0, . . . , λzn, λζ1, . . . , λζm)
for all λ ∈ C∗. See [16] for more details about projective superspace.
Consider the Kähler supermetric on Pn|m given by the Fubini-Study supermetric:
ωFS([Z]) =
i
2π
∂∂¯ log |Z|2 = i
2π
∂∂¯ log(1 + |Z0|2),
where |Z0|2 = 1 +
∑
i z¯
i
0z
i
0 + i
∑
ι ζ¯
ι
0ζ
ι
0. On U0 = {z0 6= 0} ⊂ Pm|n we have the local coordinates
(ZI0 ) = (z
i
0, ζ
ι
0), I = 1, . . . ,m+ n, where z
i
0 =
zi
z0 and ζ
ι
0 =
ζι
z0 . Thus,
ωFS |U0 =
∑
I,J
ωIL dZ
I
0 ∧ dZL0
with
ωIL =
(
ωil ωiλ
ωιl ωιλ
)
=
i
2π(1 + |Z0|2)2
(
δil(1 + |Z0|2)− z¯i0zl0 −iz¯i0ζλ0
iζ¯ι0z
l
0 iδ
ιλ(1 + |Z0|2)− ζ¯ι0ζλ0
)
.
If n ≥ m, then it follows from [17, pg. 28] that∫
Pn|m
ωnFS =
1
(n−m)! ,
By the same computation in the case m = 0, we can conclude that (∂ + iV )ω
n
FS = 0 for all vector field
V on Pn|m, see for instance [1, pages 25-26]. Therefore, by Theorem 1.1 we conclude that projective
superspace Pn|n has no odd vector field without singularities.
Example 4.1. Let P1|1 be the complex projective superspace obtained as the quotient of C2,1, with U0
being the open set of coordinates (1 : z : ξ) and U1 the open set of coordinates (z0 : 1 : ξ). Let V be an
odd holomorphic vector field with local coordinates on U0 equal to:
V0 = (z + z
2)ξ
∂
∂z
+ z
∂
∂ξ
.
Considering the function of transition ϕ10 = ϕ1 ◦ ϕ−10 (z, ξ) =
(
1
z ,
ξ
z
)
, then we have the cocycle
D(ϕ10) =
− 1z2 0
− ξz2 1z
 on U0 ∩ U1. Therefore we can represent the coordinates of V on U1 by:
V1 = −
(
1
z
+ 1
)
ξ
∂
∂z0
+ 1
∂
∂ξ
with z 6= 0. Then V have one non-degenerate isolated singularity Sing(V ) = {p = (1 : 0 : ξ)} on U0
(see definition 3.10).
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Now, we will consider a superform η such that (∂ + iV )η = 0 which is given on local coordinates on
U0 by
η = dz∧dz∧dξ∧dξ ξξ
[
i
2π
· 1
(1 + zz)2
]
+dz∧dξ ξξ
[
i
2π
· 1 + 2zz
1 + zz
]
−dz∧dξ∧dξ∧dξ ξ
[
i
2π
· z
1 + zz
]
.
Calculating the berezin integral explicitly, the form η reduces to the fubini-study. Then:∫
P1|1
η =
∫
C1|1
dz ∧ dz ∧ dξ ∧ dξ ξξ
[
i
2π
· 1
(1 + zz)2
]
+ · · · =
i
2π
∫
C1
dz ∧ dz 1
(1 + zz)2
= 2
∫ ∞
0
rdr
(1 + r2)2
= 1
On the other hand,
Resp(V, η) =
∫
SBǫ(p)
η =
(
2π
i
) (η(0,0)|(1,1)(1,1) + η(1,0)|(0,1)∗ˆ(1,1) )
det(J(V ))
(p)
Since det(J(V ))(p) = 1, η
(0,0)|(1,1)
(1,1) = 0 and η
(1,0)|(0,1)
∗ˆ(1,1) =
i
2π · 1+2zz1+zz , then:
Resp(V, η) =
(
2π
i
) (η(0,0)|(1,1)(1,1) + η(1,0)|(0,1)∗ˆ(1,1) )
det(J(V ))
(p) =
(
2π
i
)(
i
2π
· 1 + 2zz
1 + zz
)
(p) = 1
Example 4.2. Let P2|2 be the complex projective superspace and let V be an odd holomorphic vector
field with local coordinates on U0 equal to:
V0 = (ξ1z1 + ξ2z2)
∂
∂z1
+ (3ξ2z2 + (ξ1 + ξ2)z1)
∂
∂z2
+ z1
∂
∂ξ1
+ z2
∂
∂ξ2
.
Since ϕ1 ◦ ϕ−10 (z1, z2, ξ1, ξ2) = ( 1z1 , z2z1 ,
ξ1
z1
, ξ2z1 ) and V1 = D
(
ϕ1 ◦ ϕ−10
) · V0 on U0 ∩ U1, then we can
represent locally the coordinates of V1 by:
V1 =
[
−ξ1 1
z1
− ξ2 z2
(z1)2
]
∂
∂z0
+
[
ξ1
(
z1 − z2
z1
)
+ ξ2
(
z21 − z22 + 3z1z2
(z1)2
)]
∂
∂z2
+
(
1− ξ1ξ2 z2
(z1)2
)
∂
∂ξ1
+
(
z2
z1
− ξ1ξ2 1
z1
)
∂
∂ξ2
with z1 6= 0 on U1.
Since ϕ2 ◦ ϕ−10 (z1, z2, ξ1, ξ2) = ( 1z2 , z1z2 ,
ξ1
z2
, ξ2z2 ) and V2 = D
(
ϕ2 ◦ ϕ−10
) · V0 on U0 ∩ U2, then we can
represent locally the coordinates of V2 by:
V2 =
[
−ξ1 z1
(z2)2
− ξ2
(
z1 + 3z2
(z2)2
)]
∂
∂z0
+
[
ξ1
(
z1z2 − z21
(z2)2
)
+ ξ2
(
z22 − 3z1z2 − z21
(z2)2
)]
∂
∂z1
+
[
z1
z2
− ξ1ξ2
(
3
z2
+
z1
(z2)2
)]
∂
∂ξ1
+
(
1− ξ1ξ2 z1
(z2)2
)
∂
∂ξ2
with z2 6= 0 on U2.
Then V have one non-degenerate isolated singularity Sing(V ) = {p ∈ U0| B(p) = (1 : 0 : 0)}, with
det(JV )(p) = det
(
1 0
0 1
)
= 1.
Now, let η be the following superform, which satisfies (∂ + iV )η = 0:
η = dz1∧dz2∧dz1∧dz2∧dξ1∧dξ2∧dξ1∧dξ2ξ1ξ2ξ1ξ2ω
2
+
1
2
dξ1∧dξ2∧dξ1∧dξ2ξ2ξ1ξ2ω
2
−
1
4
dξ1 ∧dξ2∧dξ2∧dξ1∧dξ1∧dξ2ξ2ξ2
1
z2
ω
2
−dz1 ∧ dz2 ∧ dz2 ∧ dξ1 ∧ dξ2 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ1ξ2ξ2
∫
ω
2
dz1 +
1
2
dz1 ∧ dξ1 ∧ dξ1 ∧ dξ2 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
1
z1
∂ω2
∂z1
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+dz1 ∧ dz2 ∧ dz2 ∧ dξ1 ∧ dξ2 ∧ dξ1 ∧ dξ2 ∧ dξ2ξ1ξ2ξ1
∫
ω
2
dz1 +
1
2
dz2 ∧ dξ1 ∧ dξ1 ∧ dξ2 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
1
z1
∂ω2
∂z2
−dz1 ∧ dz2 ∧ dz2 ∧ dξ2 ∧ dξ1 ∧ dξ2ξ1ξ2ξ1ξ2z1
∫
ω
2
dz1 +
1
2
dξ1 ∧ dξ1 ∧ dξ2 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ2ξ2
1
z1
ω
2
−dz1 ∧ dz2 ∧ dz2 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ1ξ2ξ1ξ2z2
∫
ω
2
dz1 −
1
2
dξ1 ∧ dξ1 ∧ dξ2 ∧ dξ1 ∧ dξ2 ∧ dξ2ξ2ξ1
1
z1
ω
2
−2dz1 ∧ dz2 ∧ dξ1 ∧ dξ2ξ1ξ2ξ1ξ2z1z2
[∫
ω
2
dz1 ∧ dz2
]
−
1
4
dξ2 ∧ dξ2 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
z1
z2
ω
2
−2dz1 ∧ dz2 ∧ dz1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ1ξ2ξ1ξ2z2
∫
ω
2
dz2 −
1
4
dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
z2
z1
ω
2
+2dz1 ∧ dz2 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ1ξ2ξ2z2
[∫
ω
2
dz1 ∧ dz2
]
−
1
4
dz1 ∧ dξ1 ∧ dξ2 ∧ dξ2 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
1
z2
∂ω2
∂z1
−2dz1 ∧ dz2 ∧ dξ1 ∧ dξ1 ∧ dξ2 ∧ dξ2ξ1ξ2ξ1z2
[∫
ω
2
dz1 ∧ dz2
]
−
1
4
dz2 ∧ dξ1 ∧ dξ2 ∧ dξ2 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
1
z2
∂ω2
∂z2
−dz1 ∧ dz2 ∧ dz1 ∧ dz2 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ1ξ2ξ1ξ2
z2
z1
ω
2
−
1
4
dz2 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
z2
(z1)2
∂ω2
∂z2
+dz1 ∧ dz2 ∧ dz2 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ1ξ2ξ2
z2
z1
∫
ω
2
dz1 −
1
4
dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ2ξ2
z2
(z1)2
ω
2
−dz1 ∧ dz2 ∧ dz2 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2 ∧ dξ2ξ1ξ2ξ1
z2
z1
∫
ω
2
dz1 +
1
4
dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2 ∧ dξ2ξ2ξ1
z2
(z1)2
ω
2
+
1
4
dξ1 ∧ dξ2 ∧ dξ2 ∧ dξ1 ∧ dξ2 ∧ dξ2ξ2ξ1
1
z2
ω
2
−
1
4
dz1 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ1 ∧ dξ2ξ2ξ1ξ2
z2
(z1)2
∂ω2
∂z1
where ω2 =
(
i
2π
)2 −2
(1+z1z1+z2z2)3
. Calculating the berezin integral explicitly, the form η reduces to a
fubini-study. Then (see [14]): ∫
P2|2
η =
∫
P2
dz1 ∧ dz2 ∧ dz1 ∧ dz2ω2 = 1.
On the other hand, we have that
Resp(V, η) =
(
2π
i
)2 (η(0,0)|(2,2)(12,12) + η(1,0)|(1,2)∗ˆ(12,12) )
det (JV )
(p)+
(
2π
i
)2 a11
(
η
(1,0)|(1,2)
∗ˆ(2,12) − η(0,0)|(2,2)(2,12)
)
+ a12
(
η
(1,0)|(1,2)
∗ˆ(1,12) − η(0,0)|(2,2)(1,12)
)
det (JV )
 (p)+
(
2π
i
)2 a21
(
η
(1,0)|(1,2)
∗ˆ(2,12) − η(0,0)|(2,2)(2,12)
)
+ a22
(
η
(1,0)|(1,2)
∗ˆ(1,12) − η(0,0)|(2,2)(1,12)
)
det (JV )
 (p) =
(
2π
i
)2 −a11η(0,0)|(2,2)(2,12)
det (JV )
 (p) = (2π
i
)2 [
−1
2
ω2
det (JV )
]
(p) = 1.
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