In this study, we consider a spatial stochastic volatility model in which the latent log-volatility term is specified through a spatial autoregressive process. Though there is no spatial correlation in the outcome equation (the mean equation), the spatial autoregressive process defined for the log-volatility term introduces spatial dependence in the outcome equation. To introduce the Bayesian Markov chain Monte Carlo (MCMC) estimation approach, we transform the model such that the outcome equation is in the form of log-squared terms. We approximate the distribution of the log-squared error term in the outcome equation with a finite mixture of normal distributions such that the transformed model turns into a linear Gaussian state-space model, where the log-volatility equation constitutes the state equation. We develop an MCMC algorithm in which the latent log-volatility term is considered as an additional parameter to facilitate the posterior simulation. Our simulation results indicate that the Bayesian estimator has satisfactory finite sample properties. We investigate the empirical validity of our specification by using the price returns of residential properties in the broader Chicago Metropolitan area for the years 2014 and 2015.
Introduction
Both stochastic volatility and autoregressive conditional heteroskedasticity (ARCH) type models are designed to capture the effects of the volatility clustering phenomenon observed in financial time series. Unlike the ARCH type models, the standard univariate stochastic volatility model consists of separate independent error processes for the conditional mean and conditional variance.
The process for the conditional variance is specified as a log-normal autoregressive process with independent innovations. There is evidence that the stochastic volatility models can offer increased flexibility over the ARCH type models (Fridman and Harris 1998; Jacquier et al. 1994 Jacquier et al. , 2004 Kim et al. 1998 ).
The purpose of this paper is to extend the standard univariate stochastic volatility model to spatial data. Our model specification is parsimonious because we directly model the log-volatility of disturbance terms through a first order spatial autoregressive process. The resulting spatial stochastic volatility model exhibits similar properties to the standard stochastic volatility model in time series, and is designed to capture the effect of spatial volatility clustering by letting a spatial autoregressive process for the log-volatility. We propose a Bayesian Markov chain Monte Carlo (MCMC) estimation approach in which we use the data augmentation technique to treat the latent log-volatility terms as additional parameters to facilitate the posterior simulation. As such, our Bayesian estimation approach allows us to estimate the log-volatility terms. We illustrate the empirical validity of our specification by using the price returns of residential properties in the broader Chicago Metropolitan area for the years 2014 and 2015. The scatter plots of the returns and squared returns are provided in Figure 1 . 1 The spatial clustering patterns in these plots indicate that the conditional variance of the returns may vary over space.
In spatial econometric models, the spatial lag term (autoregressive lag) of the dependent variable is used to account for the spatial correlation in the dependent variable over space. A regression model that includes a spatial lag term as a regressor is called the spatial autoregressive model, which can be considered as the empirical counterpart for the equilibrium outcome of theoretical economic models of interacting spatial units (Anselin 2007) . We use the spatial autoregressive process to specify the spatial correlation in the log-volatility of spatial data to capture the effect of spatial clustering in volatility. Thus, like the standard volatility model, our specification consists of two independent error terms: one for the outcome equation and the other for the log-volatility equation.
Under the assumption that both error terms have normal distribution, our spatial process requires a leptokurtic symmetric distribution for spatial data. More importantly, though our specification implies no spatial correlation in the outcome variable, the spatial autoregressive process defined for the log-volatility introduces spatial correlation in higher moments of the outcome variable, implying spatial dependence in the outcome variable. As such, we also formulate a test based on the spatial autoregressive parameter in the log-volatility equation to test the presence of spatial dependence in the outcome variable.
1 The returns and squared returns are classified into low and high categories according to whether they are smaller or larger than their corresponding sample averages. To introduce an estimation approach for our specification, we transform the model such that the outcome equation is in the form of log-squared terms. For a similar spatial model, Robinson (2009) approximates the distribution of the log-squared error term with the normal distribution and establishes the asymptotic consistency and normality of the resulting Gaussian pseudo-maximum likelihood estimator (PMLE). In the time series literature, the PMLEs obtained in this way for the standard stochastic volatility models also attain the standard large sample properties, but they are sub-optimal in the sense that they have poor finite sample properties (Jacquier et al. 1994; Kim et al. 1998; Sandmann and Koopman 1998; Shephard 1994) . Therefore, we use the Gaussian mixture distributions approach suggested by Shephard (1994) and Kim et al. (1998) to approximate the distribution of the log-squared error term so that the resulting estimation system turns into a Gaussian state-space type model, where the log-volatility equation constitutes the state equation.
We then introduce the Bayesian MCMC estimation approach in which we use the data augmentation technique to treat the latent log-volatility terms as additional parameters to facilitate the posterior simulation. The data augmentation method also enables us to estimate the log-volatility term as a natural by-product of the estimation process. In a Monte Carlo study, we investigate the finite sample properties of our Bayesian estimator along with a (naive) Bayesian estimator based on an algorithm in which the log-squared error term is naively approximated by the normal distribution.
Our results indicate that the naive Bayesian estimator has poor finite sample properties, whereas the Bayesian estimator based on the finite mixture of normal distributions performs very well. To test the presence of spatial correlation in the log-volatility, i.e., to test spatial dependence in the outcome variable, we suggest the Savage-Dickey density ratio (SDDR) proposed by Dickey (1971) and Verdinelli and Wasserman (1995) for the calculation of the Bayes factor.
To investigate the empirical validity of our specification, we apply our specification to the price returns of the residential properties in the broader Chicago Metropolitan area for the years of 2014 and 2015. We first use the Moran I test to check for the presence of spatial correlation in the returns and squared returns. The results indicate that there is somewhat mild evidence for spatial correlation in the return series, whereas there is strong evidence for spatial correlation in the squared returns. Based on these results, the housing market may not be efficient and therefore we estimate a specification that allows for spatial correlation both in the returns and the logvolatility of disturbance terms. We show that the estimated spatial autoregressive parameters are significant, suggesting spatial correlation in both returns and log-volatilities. The conditional variance estimates indicate that the lowest estimates are scattered over the suburbs of the city of Chicago, while relatively larger estimates are concentrated over a corridor extending from the west side of the city to the south side.
The rest of this study is organized as follows. In Section 2, we provide a brief review of the related literature, where we first describe the theoretical literature related to our estimation approach, and then the literature on house price formations. We discuss the empirical justification for our suggested spatial stochastic volatility model in the context of price returns in the residential properties in the city of Chicago and its surrounding suburbs. In Section 3, we state our suggested specification and discuss its properties. In Section 4, we show how Bayesian MCMC methods along with the data augmentation method can be used to estimate our model. In Section 5, we develop a test based on the SDDR for testing the presence of spatial correlation in log-volatilities.
In Section 6, we consider some extension of our parsimonious model and show how the Bayesian estimation approach should be adjusted accordingly. In Section 7, we investigate the finite sample properties of our suggested algorithms through a Monte Carlo study. In Section 8, we provide the details of our empirical application on house price returns. In Section 9, we offer concluding comments.
Related Literature
The model specification suggested in this paper belongs to a recent and growing literature on spatial econometric models. The conventional regression models are extended by including the spatial lag(s) of the dependent variable and/or the spatial lag(s) of the disturbance terms. The spatial models formulated in this way are called spatial autoregressive models, which can be considered as the empirical counterparts for the equilibrium outcome of theoretical economic models of interacting spatial units (Anselin 1988 (Anselin , 2007 Cliff and Ord 1972; Elhorst 2014; Kelejian and Prucha 1998, 2010; Lee 2004; LeSage and Pace 2009; Ord 1975) . In some recent studies, the spatial lag terms are used to account for the weak spatial dependence in regression models, whereas the standard factor models are used to account for the strong spatial dependence (Bailey et al. 2016; Chudik et al. 2011; Han and Lee 2016; Pesaran 2015; Shi and Lee 2017) . To the best of our knowledge, spatial dependence in the higher moments of the dependent variable has not been considered in the literature, except Robinson (2009) who introduces a spatial process that has similar properties to the conventional stochastic volatility models in time series. We consider extended versions of Robinson (2009) , and instead of using his proposed PML estimator, we propose the Bayesian MCMC estimation approach along with a data augmentation scheme for the estimation. More specifically, we approximate the distribution of log-squared error terms by the finite mixture of normal distributions as suggested by Shephard (1994) and Kim et al. (1998) . Our estimation approach also produces estimates of the latent log-volatility terms, which is not the case in the PML estimation approach adopted by Robinson (2009) .
In an empirical application, we focus on the spatial dependence in log-volatilities of the returns calculated from house prices in the broader Chicago Metropolitan area. Spatial correlation in house price variations may arise due to several factors. For example, Meen (1999) points to migration, equity transfer, spatial arbitrage and spatial patterns in the determinants of house prices. The migration flows due to the price differences over the space can reduce the range of price deviations among regions over time. The equity transfer induces spatial dependence in house prices when buyers selling at high prices in one region move to other regions for the purpose of buying at low prices. When the housing markets are fully efficient, i.e., when house prices on average adjust quickly without bias to new information, financial flows in pursuit of high returns would eliminate any differences in house price returns over space. The lack of spatial arbitrage opportunities imply that housing returns in one region cannot be used to predict returns in other regions. However, if the house markets are not fully efficient (Case and Shiller 1989; Hendershott and Hu 1981) , for example, when new information that becomes available in one region transmits to other regions with lags, the transmission process would cause spatial patterns in prices (Brady 2011; Pollakowski and Ray 1997) . Finally, the spatial patterns in determinants of prices such as shared location amenities (for example neighborhood characteristics, accessibility, and proximity externalities) can simply induce spatial dependence in house prices. Bell and Bockstael (2000) and Fingleton (2008a,b) use the generalized method of moments (GMM) estimators for spatial house price models and find evidence of spatial dependence in house prices. Bailey et al. (2016) In some studies, spatial correlation is incorporated into standard vector autoregression models (VARs) to explore the spatio-temporal diffusion of house prices through impulse response analysis (Beenstock and Felsenstein 2007; Brady 2011 Brady , 2014 Holly et al. 2011; Kuethe and Pede 2011) . For example, using a single equation spatial autoregressive model, Brady (2014) estimates the spatial diffusion of housing prices across US states over a period from 1975 to 2011, and shows that the spatial diffusion of housing prices is statistically significant and persistent across the US states. A significant bulk of literature focuses on testing the conintegration relationships between house prices and their determinants implied by the arbitrage equations derived from theoretical models (Gallin 2006; Holly et al. 2010; Levin et al. 2002; Meen 1996) . Holly et al. (2010) consider a model in which the price of a house is determined by setting the expected net benefit from owning the house against the real rental cost of the same property. The market equilibrium implies a cointegrating relationship between the real price of housing and the real per capita personal disposable income, and Holly et al. (2010) The focus of our analysis differs from the studies mentioned in the preceding paragraph in two important ways. First, instead of using house price levels, we focus on the returns calculated from the first difference of log house prices and suggest a parsimonious formulation to model spatial dependence in returns. Our formulation allows us to make a clear distinction between spatial correlation and spatial dependence in the returns. Second, we directly model the returns and the log-volatility of disturbance terms through a first order spatial autoregressive process. Importantly, our Bayesian estimation approach along with the data augmentation method allows us to estimate the log-volatility of the disturbance terms. For the empirical justification of our formulation, we use the residential property sale prices in the city of Chicago and its surrounding suburbs for the years 2014 and 2015. 2 As shown in the scatter plots of the returns and squared returns in Figure 1 , there are spatial clustering patterns in squared returns and therefore conditional variance of the returns may vary over space. Indeed, as we will show in Section 8, the Moran I test rejects the null hypothesis of no spatial correlation in the squared returns. Hence, we use the first order spatial autoregressive process for the log-volatilities to account for both the space-varying conditional variances and the spatial correlation.
Model Specification
Following the time series literature on stochastic volatility models, we specify the following outcome equation
where ε i is an independent and identically distributed (i.i.d) normal random variable with mean zero and unit variance for i = 1, . . . , n. We assume a first order spatial autoregressive process for h i given by
where w ij 's for i, j = 1, . . . , n are exogenous spatial weights, and u i is an i.i.d normal random variable with mean zero and variance σ 2 u . We assume that u i and ε j are independent for all i, j. 3 The scalar parameter λ is the spatial autoregressive parameter and measures the degree of spatial correlation among h i 's. It follows that the conditional variance of y i given h i is
which indicates that the conditional variance of y i is space-varying. Thus, analogous to time-series literature on stochastic volatility models, we call h i the log-volatility. Let h = (h i , . . . , h n ) be the n × 1 vector of log-volatilities and u = (u 1 , . . . , u n ) be the n × 1 vector of disturbance terms. Then, (3.2) can be written in vector form as
where W = (w ij ) is the n × n spatial weights matrix with zero diagonal elements. The spatial autoregressive model is an equilibrium model, hence we assume that h = S −1 (λ)u exists, where
The process y i defined through (3.1) and (3.2) exhibits no spatial correlation since E(y i y j ) = 0 ∀i = j. Furthermore, all odd moments of y i are zero since ε i has the standard normal distribution and is independent of h i for all i. Let K i (λ) be the ith row vector of S −1 (λ) and r ∈ N be an even number. Then, all even moments of y i exist and are given by
where
Using (3.5), it can be shown that E(
The covariance in (3.6) is generally not zero, implying spatial dependence for y i 's. When λ = 0, we have Cov(y r i , y r j ) = 0 because (e σ 2 u r 2 8
Thus, the presence of spatial dependence in y i 's can be tested by a test statistic for the null hypothesis of
For Bayesian analysis, we transform the model so that the resulting estimation equation becomes linear in the log-volatility h i . Thus, we square both sides of (3.1) and then take the logarithm to obtain
where y * i = log y 2 i , and ε * i = log ε 2 i . Note that ε * has a log χ 2 1 distribution with the density given by (3.8) and it can be shown that E(ε * i ) ≈ −1.2704 and Var(ε * i ) = π 2 /2 ≈ 4.9348. The density given in (3.8) is highly skewed with a long tail on the left as shown in Figure 2 .
Let y = (y 1 , . . . , y n ) be the n × 1 vector of the dependent variable, and ε * = (ε * 1 , . . . , ε * n ) be the n × 1 vector of transformed disturbance terms. Then, in vector form, we have
Analogous to time series literature, we note that (3.9) and (3.2) define a linear state space model in h i . In the time series setting, the state equation determines how the state variable is generated from the time-lags of the state variable. In our case, instead, the state variable h depends on its spatial-lag term W h as shown in (3.4).
4 In Section 4, we show how this null hypothesis can be tested. 
Posterior Analysis
In this section, we determine the conditional posterior distributions of parameters based on the linear model in (3.9). We use the Gaussian mixture distribution suggested in Shephard (1994) and Kim et al. (1998) to approximate the density function p(ε * i ) given in (3.8). More precisely, we consider the following m-component Gaussian mixture distribution:
where φ(ε * i |µ i , σ 2 i ) denotes the Gaussian density function with mean µ i and variance σ 2 i , p i is the probability of ith mixture component and m is the number of components. Following Kim et al. (1998) , we can equivalently write (4.1) in terms of an auxiliary random variable s i ∈ {1, . . . , m} that serves as the mixture component indicator:
We will use this representation in formulating a Gibbs sampler for our model. Thus, our model in (3.7) is now conditionally linear Gaussian given the component indicator s = (s 1 , . . . , s n ). We are now in a position to determine the elements of (4.1) to make the mixture approximation sufficiently good. By matching the moments of the log χ 2 1 distribution, Kim et al. (1998) suggest a seven-component Gaussian mixture distribution specified as where the values of parameters are given in Table 1 . Hence, this approximation does not require any additional computation time in the estimation.
To complete the model specification, we assume the following independent prior distributions for σ 2 u and λ:
where p(σ 2 u ) is the inverse-gamma density function, denoted by IG(a 0 , b 0 ), with shape parameter a 0 and scale parameter b 0 . For λ, we assume a uniform distribution Uniform(−1/τ, 1/τ ), where τ is the spectral radius of W . A closed subset of the interval (−1/τ, 1/τ ) can be considered as the parameter space for λ since S(λ) is invertible for all λ ∈ (−1/τ, 1/τ ). 5 Using the Bayes' theorem, the joint posterior distribution p(h, s, σ 2 u , λ|y * ) can be stated as
where p(y * |h, s) is the likelihood function of (3.7). Let d s = (µ s 1 − 1.2704, . . . , µ sn − 1.2704) and
. From (3.7) and (3.2), we have
We design a Gibbs sampler (Casella and George 1992; Gelfand and Smith 1990; Gelfand et al. 1990; Geman and Geman 1993; Hastings 1970) consisting of the following steps to generate random draws from p(h, s, σ 2 u , λ|y * ). Algorithm 1:
2. Sample h from p(h|y * , s, σ 2 u , λ).
3. Sample σ 2 u from p(σ 2 u |y * , h, s, λ).
4. Sample λ from p(λ|y * , h, s, σ 2 u ).
To determine p(s|y * , h, σ 2 u ), we note that given y * and h, ε * is completely known. Then, it follows that the component indicators {s i } are conditionally independent given y * , h and σ 2 u . Thus, 8) which implies that each s i can be sampled independently. Note that s i is a discrete random variable and its conditional probability mass distribution can be determined from (4.5) as
where the denominator is the normalizing constant. The inverse-transform method can be used to sample from this distribution.
Next, we determine p(h|y * , s, σ 2 u , λ). Using (4.5) and some standard regression results (Zellner 1971) , we have
To reduce the computational burden of this step, we may first obtain the Cholesky factor C such that C C = H h and then solve 
Finally, p(λ|y * , h, s, σ 2 u ) can be determined from (4.5) as
which does not corresponds to any known density function. We use a Metropolis-Hasting logarithm to generate random draws from p(λ|y * , h, s, σ 2 u ) (Chib 2001; Chib and Greenberg 1995; Hastings 1970; Robert 2014; Tierney 1994) . LeSage and Pace (2009) suggest a random walk MetropolisHasting algorithm with a normal proposal distribution for spatial autoregressive parameters. A candidate value λ new is generated according to
where Z is a random variable that has a standard normal distribution, and z λ is the tuning parameter. The candidate value is accepted with probability given by P(λ new ) = min 1,
.
The tuning parameter z λ is adjusted such that the acceptance rate falls between 40% and 60% during the sampling process (LeSage and Pace 2009). Instead of using (4.13), we use a normal distribution, denoted as N (µ λ , σ 2 λ ), where µ λ is the mode of log p(λ|y * , h, s, σ 2 u ) and σ 2 λ is the negative Hessian of log p(λ|y * , h, s, σ 2 u ) evaluated at the mode, to generate candidate values. The mode of log p(λ|y * , h, s, σ 2 u ) can be found by using the Newton-Raphson recursion based on
14)
The candidate value generated from N (µ λ , σ 2 λ ) are accepted with probability given by P (λ new ) = min 1,
, where g(λ) is the normal density function with mean µ λ and variance σ 2 λ . We also use the simulation method called the Griddy-Gibbs sampler to generate draws from p(λ|y * , h, s, σ 2 u ) (Ritter and Tanner 1992) . This method can be considered as a discretized version of the inverse-transform method and it only requires the evaluation of the target density. Here, the conditional posterior distribution of λ is approximated by a discretized distribution on a fine grid formed from the parameter space of λ. The steps of this sampler are summarized in the following algorithm.
Algorithm 2. (Griddy-Gibbs Sampler)
1. Construct a grid with random points λ 1 , . . . , λ n from the interval (−1/τ, 1/τ ), where τ is the spectral radius of W .
Compute p(λ
for i = 1, . . . , n.
Compute
. . , n, and generate U from Uniform(0, 1).
4. Determine the smallest positive integer k such that P k ≥ U and return λ = λ k .
An alternative approach for estimation can be based on the approximation of the normal distribution to the distribution of log ε 2 i (Harvey et al. 1994; Robinson 2009; Ruiz 1994) . Although the QMLE obtained based on this approximation has the standard large sample properties, it is sub-optimal in the sense that it has poor finite sample properties because the distribution of log ε 2 i is poorly approximated by the normal distribution (Jacquier et al. 1994; Kim et al. 1998; Sandmann and Koopman 1998; Shephard 1994) . We compare the seven-component Gaussian mixture in (4.3) and the normal distribution in terms of how well they approximate to the distribution of log ε 2 i . In Figure 3 , we plot the density of each distribution. Figure 3(a) shows the densities of log χ 2 1 and the Gaussian distribution that has a mean of −1.2704 and a variance of π 2 /2. In Figure 3(b) , we plot the densities of log χ 2 1 and the seven-component Gaussian mixture distribution. It is obvious that the seven-component Gaussian mixture distribution approximates the distribution of log ε 2 i much better than the Gaussian distribution. Next, we illustrate the Bayesian estimation under the Gaussian approximation. Let ξ i = log ε 2 i −E(log ε 2 i ). Then, we can express (3.7) in terms of ξ i as
. . , y • n ) be the n × 1 vector. Under the assumption that ξ i is i.i.d Gaussian with mean zero and variance π 2 /2, we have
We assume the same priors given in (4.4) for σ 2 u and λ to complete the model. Then, by the Bayes' theorem, we have the following joint posterior density:
The following three steps Gibbs sampler can be considered to generate random draws from p(h, σ 2 u , λ|y • ). Algorithm 3: 19) where
The remaining required conditional posteriors are respectively given by
is not in a standard form therefore we need either a Metropolis-Hasting algorithm or a Griddy-Gibbs sampler to generate random draws for λ.
Testing Spatial Dependence
In this section, we consider tests for the null hypothesis of no spatial dependence, i.e., H 0 : λ = 0 against H 1 : λ = 0 in (3.2). In the Bayesian approach, hypothesis testing can be considered as a model comparison exercise and thus can be conducted through the Bayes factors calculated for the competing models (see Kass and Raftery (1995) for a survey on the Bayes factors). Since our null hypothesis requires a nested model comparison, we consider the Savage-Dickey density ratio (SDDR) proposed by Dickey (1971) and Verdinelli and Wasserman (1995) for calculating the Bayes factor. Let M R and M U be respectively the restricted and the unrestricted model. Then, the Bayes factor in favor of the unrestricted model is
where p(y * |M j ) = p(y * |θ j , M j )×p(θ j |M j )dθ j is the corresponding marginal likelihood or marginal data density for j ∈ {U, R}, and θ j is the corresponding parameter vector in the competing models.
Since our prior distributions are independent, the Bayes factor in (5.1) reduces to the SDDR given by (Verdinelli and Wasserman 1995) 
where p(λ = 0|M U ) and p(λ = 0|y * , M U ) are respectively the prior and the marginal posterior of λ evaluated at λ = 0. Thus, if p(λ = 0|M U ) is larger than p(λ = 0|y * , M U ), i.e., if λ = 0 is more likely under the prior relative to the marginal posterior, then BF U R provides evidence in favor of H 1 .
Given our Uniform(−1/τ, 1/τ ) prior, we have p(λ = 0|M U ) = 1/2τ , and the marginal posterior p(λ = 0|y * , M U ) can be estimated by the following Monte Carlo average:
where {h r , s r , σ 2r u } R r=1 is the sequence of random draws generated through Algorithm 1 of Section 3. Note that the estimator in (5.3) requires that the conditional density p(λ|y * , h, s, σ 2 u ) is in a standard form, which is not the case given our result in (4.12). 6 However, the conditional posterior density p(λ|y * , h, s, σ 2 u ) is bounded on the interval (−1/τ, 1/τ ), and thus we can evaluate the density on a grid given our posterior draws from Algorithm 1. In the following algorithm, we show how p(λ = 0|y * , M U ) can be evaluated.
Algorithm 4 (Calculating SDDR):
1. Construct a grid with random points λ 1 , . . . , λ n from the interval (−1/τ, 1/τ ), where τ is the spectral radius of W . The grid must include λ j = 0.
2. Compute p r (λ i ) = p(λ i |y * ,h r ,s r ,σ 2r u ) n j=1 p(λ j |y * ,h r ,s r ,σ 2r u )
for i = 1, . . . , n and r = 1, . . . , R.
Compute p(λ
4. Then, p(λ = 0|y * , M U ) = p(λ j ).
Some Extensions
In this section, we extend out basic model in (3.1) in three directions and show how our suggested Gibbs samplers should be adjusted accordingly. In the first extension, we assume that the process has a deterministic mean equation determined by a vector of exogenous variables. More specifically, we consider
where x i is the k × 1 vector of exogenous variables with the matching parameter vector β. It is obvious that this model has the same characteristics as our simple model in (3.1), except having a non-zero mean equation. Our auxiliary mixture sampler introduced in Section 3 should be modified by simply replacing y * i with log(y i − x i β) 2 in Algorithm 1. For the prior of β, we assume that β ∼ N (µ β , V β ). Then, it can be shown that
where y = (y 1 , . . . y n ) and X = (x 1 , . . . , x n ) , which is suppressed in the conditioning set for simplicity. The above expression implies that
. . , e −hn )y . Thus, our auxiliary mixture sampler in Section 3 is completed with this extra block of sampling from p(β|y, h, s, σ 2 u ). We summarize these steps in the following algorithm.
Algorithm 5:
1. Set y * i = log(y i − x i β) 2 in (4.9), (4.10), (4.11) and (4.12) for sampling s, h, σ 2 u and λ.
2. Sample β from p(β|y, h, s, σ 2 u ) in (6.3).
In our second extension, we consider a first order spatial autoregressive process for the dependent variable. More precisely, we consider
where m ij 's are exogenous spatial weights, ν i is the regression disturbance term, h i is the logvolatility of ν i , and ρ is the scalar spatial autoregressive parameter measuring the degree of spatial correlation in the dependent variable. In vector form, (6.4) can be written as
where M is the n × n matrix of spatial weights with zero diagonal elements. Let R(ρ) = (I n − ρM ).
Since the spatial autoregressive model is an equilibrium model, we assume that the following reduced form exits.
Next, we consider the extension of our auxiliary mixture sampler in Section 3 for this model. First, the auxiliary sampler should be modified by replacing y * i with log(y i − ρ n j=1,j =i m ij y j − x i β) 2 in sampling s, h, σ 2 u and λ in Algorithm 1. Second, we assume the following prior distributions for β and ρ to determine the conditional posteriors of these parameters.
where γ is the spectral radius of M . Then, we have 8) which implies that
Finally, the conditional posterior distribution of ρ is given by
which is not in a standard form. The Metropolis-Hasting algorithm or the Griddy-Gibbs sampler discussed in Section 3 can be used to generate random draws from p(ρ|y, h, s, σ 2 u , β). We summarize these steps in the following algorithm.
Algorithm 6: 1. Set y * i = log(y i − ρ n j=1,j =i m ij y j − x i β) 2 in (4.9), (4.10), (4.11) and (4.12) for sampling s, h, σ 2 u and λ.
2. Sample β from p(β|y, h, s, σ 2 u , ρ) in (6.9).
3. Sample ρ from p(ρ|y, h, s, σ 2 u , β) in (6.10).
For the final extension, we consider a model that has spatial dependence in both the dependent variable and the disturbance terms. More specifically, we consider (6.11) where m 1,ij and m 2,ij are spatial weights, ν i is the regression disturbance term and the scalar parameters ρ 1 and ρ 2 are spatial autoregressive parameters. In vector form, we have (6.12) where M 1 = (m 1,ij ) and M 2 = (m 2,ij ) are the n × n spatial weight matrices that have zero diagonal elements, and ν = (ν 1 , . . . , ν n ) is the n × 1 vector of disturbance terms. Let
and R 2 (ρ 2 ) = (I n − ρ 2 M 2 ). Under the assumption that R 1 (ρ 1 ) and R 2 (ρ 2 ) are invertible, the reduced form of (6.11) is given by
We note that (6.13) is in the form of (6.6) and therefore the same estimation approach can be adopted for the estimation of this extended model.
Simulation Study

Design
In this section, we design a Monte Carlo study to assess sampling properties of our Bayesian estimators and the SDDR for testing spatial dependence. The data generating process (DGP)
consists of the following specification
where ε i 's and u i 's are generated independently from standard normal distribution. We generate the weights matrix according to (i) the Rook contiguity and (ii) the Queen contiguity. The n spatial units are randomly permuted and allocated into a lattice of k × m squares, where k = m = √ n.
In the case of Rook contiguity, we set w ij = 1 if the spatial unit j is in a square that is adjacent (left/right/above or below) to the square of the spatial unit i. In the case of Queen contiguity, we set w ij = 1 if the spatial unit j is in a square that is adjacent to or shares a corner with the square of the spatial unit i. In both cases, we row normalize W such that each row has a unit sum.
The spatial autoregressive parameter λ takes values from fairly wide range of parameter values in {0, 0.2, 0.6}. We consider sample sizes of n = {400, 900} and the number of repetitions for all experiments is 200.
We consider the following prior distributions: p(σ 2 u ) = IG(6/2, 4/2), and p(λ) = Uniform (−1, 1) . The length of the Markov chain is 6000 and the first 1000 draws are discarded as burned-ins to dissipate the effect of the initial values. We consider the following algorithms: (i) Algorithm 1 with the MH sampler for λ (7 MH), (ii) Algorithm 1 with the Griddy-Gibbs sampler for λ (7 GG), (iii) Algorithm 3 with the MH sampler for λ (N MH), (iv) Algorithm 3 with the Griddy-Gibbs sampler for λ (N GG). We apply the method suggested in Raftery and Lewis (1992) to determine the adequate length of our samplers. Some exemplary trace plots of the Bayesian estimates are provided in Figures 4-6 to demonstrate the convergence of MCMC samplers. Following Jacquier et al. (2004), we report the average bias and the root mean square errors (RMSE) for λ and σ 2 u and two summary measures for h. Let h r ji be the ith log-volatility calculated in the jth repetition and rth-pass from the sampler. Then, for the stochastic volatility, we report the grand RMSE calculated by RMSE=
. We also report the mean absolute errors calculated by MAE=
where h i is the Bayesian estimate of ith log-volatility and h i is the corresponding true value. For the model selection, we focus on the true model selection frequency over 200 repetitions. To this end, we calculate the rejection frequency for the null hypothesis H 0 : λ = 0 using the associated SDDR's based on Algorithm 4, when the data generating process involves respectively no, weak, and strong spatial dependence.
Simulation Results
The simulation results are presented in Tables 2 and 3 . 7 In terms of scalar measures reported in Tables 2 and 3, both Tables 2 and 3 show that the RMSE's get smaller as the sample size increases only in the case of Algorithm 1 with either the Griddy-Gibbs sampler or the MH sampler.
Next, we consider the performance of algorithms in terms summary measures given in Tables 2   and 3 for the log-volatility estimates. First, both the Griddy-Gibbs sampler and the MH sampler produce almost identical summary measures in all cases. Second, the Bayesian estimator based on Algorithm 1 report relatively smaller average absolute errors in both tables and in all cases. Figure 7 provides plots in which we compare the estimated log-volatilities across all repetitions ( h) with the true log-volatilities. The estimates based on Algorithm 3 (the estimates in two plots in the lower panel) are substantially smaller than the corresponding true values. On the other hand, in the case of Algorithm 1, the estimates are much closer to the true log-volatilities. Finally, we compare the performance of algorithms in terms of RMSE's reported in Tables 2 and 3. The Bayesian estimator based on Algorithm 1 produces relatively substantially smaller RMSE's in both tables and in all cases. As the sample size increases, the reported RMSE's get smaller only in the case of Algorithm 1 as shown in Table 2 .
Finally, we compare the performance of the algorithms in terms of true model selection. Table 4 presents the frequency of rejecting H 0 : λ = 0 when the true value of λ is 0, 0.2 and 0.6 for all algorithms. It is clear from the table that regardless of whether the null hypothesis is true or not, the Bayesian estimator based on Algorithm 3 always rejects the null hypothesis, implying a false rejection rate of 100% when the null hypothesis is true. On the other hand, the Bayesian estimator based on Algorithm 1 has the false rejection rate around 30%, and it significantly improves as the true value of λ increases. Also, this improvement is magnified as the sample size gets larger.
Overall, it is fair to claim that model selection based on the Bayesian estimator from Algorithm 3 may yield unreliable results. Notes: (i) 7 GG: Algorithm 1 with the Griddy-Gibbs sampler for λ, (ii) 7 MH: Algorithm 1 with the MH sampler for λ, (iii) N GG: Algorithm 3 with the Griddy-Gibbs sampler for λ, (ii) N MH: Algorithm 3 with the MH sampler for λ.
Empirical Application
We use the residential property sale prices in the broader Chicago Metropolitan area for the years 2014 and 2015 to calculate the returns in house prices. The data is collected from the Illinois Association Realtors (IAR) and contain residential sale prices for residential properties in 1292 census tracts over 38 townships. Observations in our sample consist of annual median house prices for the years 2014 and 2015. We calculate the annual returns from the first difference of log-annual median house prices. The summary statistics on returns are given in Table 5 . The reported sample standard deviations indicate that West township has the largest variations in returns, followed by Hyde Park, Lake, Bloom, South and Calumet.
Before specifying the model, we use the Moran I test to check for existence of spatial correlation in the returns and squared returns. The Moran I statistic tests the null hypothesis of no spatial correlation against an unspecified form of spatial correlation. We use the queen and rook contiguity weights matrices for the calculation of the test statistic. The results are reported in Table 6 . The results indicate that there is mild statistical evidence for the rejection of the null hypothesis of no spatial correlation in the returns, and there is strong evidence for the spatial correlation in the squared returns. Note that the reported test statistics are substantially larger in the case of squared returns suggesting the spatial dependence. The presence of spatial correlation in the return series
indicates that the housing market may not be fully efficient in the sense that the return in a census tract can be predicted by the returns in the nearby census tracts. This result is not surprising since the frictions in a housing market such as transaction costs, carrying costs and tax considerations may limit arbitrage opportunities leading to pricing inefficiencies (Case and Shiller 1989) .
Given the non-zero overall mean in Table 5 and the Moran I test results, we consider the following version of (6.4) for the estimation
for i = 1, . . . , 1292, where µ is the constant mean. We do not consider the effect of location and housing attributes on the level of returns in (8.1). The literature on the decompositions of temporal changes in the house prices shows that house prices are mainly driven by altered coefficients in hedonic regressions rather than by the changes in characteristics (McMillen 2008; Nicodemo and Raya 2012; Thomschke 2015) . In particular, McMillen (2008) shows that the variables on location and housing attributes do not explain the change in the house price distributions by using a sample In (8.1), we specify the elements of weights matrix according to the queen and rook contiguity.
Both weights matrices are row normalized. We use the measure of fit called the deviance information criterion (DIC) suggested by Spiegelhalter et al. (2002) to determine which weights matrix is more compatible with the sample data. In the context of our model, the DIC is given by
where p (y * |s, h) is the conditional likelihood given in (4.6), and s and h are the estimates of s and h, respectively. The first term E log p (y * |s, h) y * can be estimated by averaging the conditional likelihood log p (y * |s, h) over the posterior draws of s and h. Then, given a set of competing models each of which corresponds to a different weights matrix, the preferred model is the one with the minimum DIC value. 8 Notes: (i) Weight matrices are row normalized, (ii) h is the mean of estimated log volatilities, and (iii) DIC stands for the deviance information criterion.
The estimation results are reported in Table 7 . The results are similar for both weights matrices and the DIC statistic indicates that the model based on the queen weights matrix is more compatible 8 The DIC in (8.2) is called the conditional DIC, since it is formulated with the conditional likelihood p (y * |s, h). Note that the conditional DIC can favor over-fitted models in model comparison exercises (Chan and Grant 2016) . with the sample data. Therefore, we focused on the queen-based results. The estimates of spatial autoregressive parameters ρ and λ are significant, and given by 0.152 and 0.983, respectively.
These estimates indicate that though there is weak spatial correlation in returns, log-volatilities exhibit strong spatial correlation. The mean of estimated log-volatilities ( h) is −3.229, implying an average conditional variance estimate (exp( h)) of 0.0396. In Figure 8 shows the line plots of ν 2 i = (y i − µ − ρ n j=1,j =i w ij y j ) 2 and exp( h i ). This figure indicates that the census tracts that have large residuals also have large conditional variance estimates. Table 8 gives the spatial distribution of average conditional variance estimates over townships. The five townships in order of large conditional variance estimates are West, Hyde Park, Lake, South and Calumet. Note that these townships also have relatively large variation in returns as shown in Table 5 . The estimated conditional variances over census tracts are displayed in maps given in Figure 9 . The lowest conditional variance estimates are distributes over the suburbs of the city of Chicago. On the other hand, the estimated conditional variances are relatively higher in the corridor extending from the west side of city to the south side of city. As shown in the maps, the spatial clustering in the west side of city has the highest estimates. 
Conclusion
In this paper, we suggest a spatial stochastic volatility model that allows a first order spatial autoregressive process for the latent log-volatility term. Our parsimonious model allows us to make a clear distinction between spatial dependence and spatial correlation, which are often loosely used in the literature. Our baseline specification allows for spatial dependence in the dependent variable, but implies no spatial correlation in the dependent variable. We also propose some extensions that allow for spatial correlation in the outcome equation by introducing the spatial lag of the dependent variable. For the estimation, we consider a transformed version of the model that is in the form of a linear Gaussian state-space model, where the log-volatility equation can be considered as the state equation. We devise MCMC algorithms coupled with the data augmentation method for the estimation of parameters and the latent log-volatility term. Our simulation results indicate that the Bayesian estimator has good finite sample properties. In an empirical application using the price returns in the residential properties in the city of Chicago and its surrounding suburbs for the periods of 2014 and 2015, we show that though there is weak positive spatial correlation in the returns, there is strong and statistically significant positive spatial correlation in log-volatilities. Our results on the estimated conditional variances indicate that the lowest estimates are distributed over the suburbs of the city of Chicago, while relatively larger estimates are distributed over a corridor extending from the west side of city to the south side.
Our analysis suggests a number of directions for future research. First, we have already considered some extensions of our parsimonious model in Section 6. In future research, Bayesian model comparison criteria based on either the marginal likelihood or the information criterion can be developed for model selection. Second, the spatial panel data versions of our model can be developed to allow for a rich structure in both the outcome and log-volatility equations. Similarly, another fruitful avenue for future research would be the extension of our parsimonious model to a multivariate model in which a correlation structure between log-volatilities of different processes is allowed analogous to the multivariate versions suggested by Bollerslev (1990) and Harvey et al. (1994) . Last but not least, another important area for future research is to consider spatial panel data models in which weak and strong spatial correlations (Chudik et al. 2011; Pesaran 2015) are allowed either for the outcome or the log-volatility equation.
