Abstract. A large-scale sea-ice -oceanic mixed-layer model for the Southern Ocean is forced with daily atmospheric fields from operational numerical weather prediction analyses. The strength of the atmospheric forcing is modified considering atmospheric surfacelayer physics, which is itself directly dependent on the instantaneous sea-ice condition provided by the sea-ice model. In earlier applications, the atmospheric drag on sea ice was computed from the local momentum transfer over ice. In the present study, this is replaced by a large-scale momentum flux, which is characterized by a large-scale stability function and a large-scale roughness length. The large-scale roughness length depends on the local skin drags and on the form drag, where the latter is given as a function of the ice-plus-snow freeboard and the ice concentration, both provided by the sea-ice model. The thermodynamic part of the calculation is given by the local fluxes, which depend on the local stability of the atmospheric surface layer. This, physically more reasonable, description of the largescale dynamic forcing generally leads to an increase of the momentum transfer via an increase of the roughness length and a decrease of the stability in the atmospheric surface layer. Finally, this yields improved model results, especially in terms of a more dynamic pattern of the ice-thickness distribution.
Introduction
Scientists engaged in coupled ocean -atmosphere general circulation model (GCM) experiments have generally recognized that the simulation results in high and mid-latitudes are highly dependent on the treatment of the sea-ice component (Meehl and Washington 1990;  This paper was presented at the Second International Conference on Modelling of Global Climate Variability, held in Hamburg 7-11 September 1992 under the auspices of the Max Planck Institute for Meteorology. Guest Editor for these papers is L. Dtimenil Manabe et al. 1992; Cubasch et al. 1992) . One problem is related to the physical description of the sea-ice component itself, which in coupled GCMs is usually rather crude in comparison to sea-ice models used for regional polar studies. Specifically, certain first-order effects that occur e.g. due to the consideration of an ice rheology for the ice dynamics or a comprehensive heatbudget calculation including the insulation effect of snow (St6ssel et al. 1990 ), are usually not properly determined.
The other crucial part of the sea-ice treatment is the proper determination of the fluxes between the atmosphere, sea-ice and ocean components. In order to ensure this, it appears to be necessary to resolve more physical processes within the transition zones from one component to the other, i.e. to account for boundarylayer processes including sub-grid scale features due to surface heterogeneities. This is a problem which ought to be addressed also in forced experiments. Questions concerning interactive and boundary-layer processes together with the specification of the appropriate forcing (coupling) interface are inherent and decisive for forced simulations, too.
In sea-ice regions the dominant factors controlling the strength of the forcing or coupling between atmosphere and sea ice originate from the extremely heterogeneous horizontal distribution of static stability within the atmospheric boundary layer, and the variations in surface roughness due to variable ice and snow thicknesses, deformations in the form of pressure ridges and variable ice coverage. These aspects are referred to in St6ssel (1992) and Claussen (1991a).
Another aspect not very well considered so far is related to the large-scale application of the sea-ice component. Since sea-ice simulations on GCM scales are far from resolving ice floes, sea ice is treated as a continuum. However, options are provided to present a grid cell partially ice covered (expressed by the ice concentration or ice compactness), dividing the grid cell into two regions with totally different characteristics of the respective (local) atmospheric boundary layers. Furthermore, the local boundary layers merge to a mixture of their characteristics beyond a certain height above the surface (the blending height) depending on the specific distribution of the ice-covered and ice-free part within a grid cell.
In earlier sea-ice simulations (StOssel 1992) the forcing level was established at a certain height above the surface in order to introduce modifications of the forcing based on atmospheric surface-layer (ASL) physics. Specifying the atmospheric forcing above the blending height suggests the boundary-layer modifications of the dynamic forcing to be determined by "large-scale" or "effective" boundary-layer quantities. These are calculated as functions of the ice concentration, ice freeboard, snow thickness and the local surface-layer quantities, representing the main issue of this study.
After some basic comments on the applied models and forcing fields in Section 2, a detailed description of the large-scale modifications to the earlier atmospheric surface-layer formulation is given in Section 3. The impact of these modifications on the results are presented in Section 4, primarily as differences from studies with local derivation of the momentum transfer.
Basic models and forcing fields
The basic model consists of a dynamic-thermodynamic sea-ice model coupled to an oceanic mixed-layer model, both described in detail in Lemke et al. (1990) . Snow condition is described according to Owens and Lemke (1990) . Atmospheric boundary-layer parameterizations were introduced by St6ssel (1992). The earlier literature is referred to for the model formulations, since they are comprehensive and not critical for the present study.
As in the earlier studies, the region of interest is the entire Southern Ocean. Following St6ssel (1992) , the model grid is spherical with Aq~=2.5 ° and AA=5 °, the time step is one day and the integration time 6 years to achieve cyclostationarity with respect to the ice volume. The main atmospheric forcing variables consist of real-time daily mean temperature, humidity and winds at the 1000 hPa level from the global analyses of the European Centre for Medium Range Weather Forecasts (ECMWF) (Trenberth and Olson 1988) . The surface pressure is derived from variables of the same data set. The reasons for using these essentially model generated data and the reconstruction of the actual forcing level are described in St6ssel (1992). As in the earlier studies, the final year of integration is determined by the real-time forcing of the year 1986. All other forcing variables are derived from climatologies, also being equivalent to the earlier specifications (see St6ssel et al. 1990 ).
The equations of interest for the present study are those of the atmospheric surface-layer parameterization and those related to the heterogeneous surface of a model grid cell. In the earlier applications it was assumed that the boundary layers develop separately (locally) over the ice-free and the ice-covered part of a grid cell. In the present study, this scheme is retained to calculate the local heat budgets, which largely determine the ice growth rates. Specifically, it is assumed that the turbulent heat fluxes are governed by the local stabilities of the respective ASLs. The motivation for this approach is given in St6ssel (1992) and is summarized in the following.
Independent of the particular atmospheric forcing used, there is only one forcing variable (e.g. air temperature) per grid cell available. This actually ought to be a blend of data sampled over the instantaneous (heterogeneous) sea-ice distribution in the grid cell area or, in case of an atmospheric GCM (AGCM) product, a result depending on the instantaneous boundary conditions of the AGCM. By raising the forcing level to the top of the ASL, the requirement for local atmospheric surface forcing variables (2 m or 10 m quantities) is relaxed, the local forcing being determined via the local ASL properties.
The formulas describing the atmospheric surface layers were derived from Louis (1979) . They are based on the Monin-Obukhov similarity theory, the MoninObukhov length being replaced by the Richardson number for the lowest atmospheric layer. The local Richardson numbers over the ice-covered (i) and the ice-free (o) parts yield:
(1) where: g: acceleration due to gravity, za: height of the lowest atmosphere layer ( = forcing level), Oa: potential temperature of the lowest atmosphere layer, 0i: potential temperature at ice-covered surface ( = T/), 0o: potential temperature at ice-free surface (=to), T,, o: local surface temperatures, q: specific humidity of lowest atmosphere layer, o: specific humidities at the local surfaces, : wind in the lowest atmosphere layer.
Here, the surface variables are determined by the local surface properties, e.g. Ti by the ice-or snow-surface temperature in the ice-covered part and To by the seasurface temperature [=oceanic mixed-layer temperature Zol in St6ssel (1992) ] in the ice-flee part (=freez-ing point, when ice occurs within a grid cell).
In the present application, za = 30 m, unless the surface pressure exceeds = 1004 hPa, i.e. the 1000 hPa level lies above 30 m. In this case, Za increases together with the 1000 hPa level (St6ssel 1992).
The local friction .velocities (u,i, o) are defined from the vertical eddy fluxes of momentum: (w u )i, o =-u,i, o In ( Z2Zoi, o) where x: von Karman constant z0~,o: local roughness lengths Fu~o: stability functions for local momentum fluxes.
