The goal of this paper is to perform 3D object detection in the context of autonomous driving. Our method aims at generating a set of high-quality 3D object proposals by exploiting stereo imagery. We formulate the problem as minimizing an energy function that encodes object size priors, placement of objects on the ground plane as well as several depth informed features that reason about free space, point cloud densities and distance to the ground. We then exploit a CNN on top of these proposals to perform object detection. In particular, we employ a convolutional neural net (CNN) that exploits context and depth information to jointly regress to 3D bounding box coordinates and object pose. Our experiments show significant performance gains over existing RGB and RGB-D object proposal methods on the challenging KITTI benchmark. When combined with the CNN, our approach outperforms all existing results in object detection and orientation estimation tasks for all three KITTI object classes. Furthermore, we experiment also with the setting where LIDAR information is available, and show that using both LIDAR and stereo leads to the best result.
INTRODUCTION
A UTONOMOUS driving is receiving a lot of attention from both industry and the research community. Most selfdriving cars build their perception systems on expensive sensors, such as LIDAR, radar and high-precision GPS. Cameras are an appealing alternative as they provide richer sensing at a much lower cost. This paper aims at highperformance 2D and 3D object detection in the context of autonomous driving by exploiting stereo imagery.
With impressive advances in deep learning in the past few years, recent efforts in object detection exploit object proposals to facilitate classifiers with powerful, hierarchical visual representation [1] , [2] . Compared with traditional sliding window based methods [3] , the pipeline of generating object proposals that are combined with convolutional neural networks has lead to more than 20 percent absolute performance gains [4] , [5] on the PASCAL VOC dataset [6] .
Object proposal methods aim at generating a moderate number of candidate regions that cover most of the ground truth objects in the image. One typical approach is to perform region grouping based on superpixels using a variety of similarity measures [7] , [8] . Low-level cues such as color contrast, saliency [9] , gradient [10] and contour information [11] have also been exploited in order to select promising object boxes from densely sampled windows. There has also been some recent work on learning to generate a diverse set of region candidates with ensembles of binary segmentation models [12] , parametric energies [13] or CNN-based cascaded classifiers [14] .
The object proposal methods have proven effective on the PASCAL VOC benchmark. However, they have very low achievable recall on the autonomous driving benchmark KITTI [15] , which presents the bottleneck for the state-of-the-art object detector R-CNN [4] , [16] on this benchmark. On one hand, the PASCAL VOC dataset uses a loose overlap criteria for localization measure, i.e., a predicted box is considered to be correct if its overlap with the ground-truth box exceeds 50 percent. For selfdriving cars, however, object detection requires a stricter overlap criteria to enable correct estimates of the distance of vehicles from the ego-car. Moreover, objects in KITTI images are typically small and many of them are heavily occluded or truncated. These challenging conditions limit the performance of most existing bottom-up proposals that rely on intensity and texture for superpixel merging and window scoring.
In this paper, we propose a novel 3D object detection approach that exploits stereo imagery and contextual information specific to the domain of autonomous driving. We propose a 3D object proposal method that goes beyond 2D bounding boxes and is capable of generating high-quality 3D bounding box proposals. We make use of the 3D information estimated from a stereo camera pair by placing 3D candidate boxes on the ground plane and scoring them via 3D point cloud features. In particular, our scoring function encodes several depth informed features such as point densities inside a candidate box, free space, visibility, as well as object size priors and height above the ground plane. The inference process is very efficient as all the features can be computed in constant time via 3D integral images. Learning can be done using structured SVM [17] to obtain class-specific weights for these features. We also present a 3D object detection neural network that takes 3D object proposals as input and predict accurate 3D bounding boxes. The neural net exploits contextual information and uses a multi-task loss to jointly regress to bounding box coordinates and object orientation.
We evaluate our approach on the challenging KITTI detection benchmark [15] . Extensive experiments show that: 1) The proposed 3D object proposals achieve significantly higher recall than the state-of-the-art across all overlap thresholds under various occlusion and truncation levels. In particular, compared with the state-of-the-art RGB-D method MCG-D [18] , we obtain 25 percent higher recall with 2K proposals. 2) Our 3D object detection network combined with 3D object proposals outperforms all published results on object detection and orientation estimation for Car, Cyclist and Pedestrian. 3) Our approach is capable of producing accurate 3D bounding box detections, which allows us to locate objects in 3D and infer the distance and pose of objects from the ego-car. 4) We also apply our approach to LIDAR point clouds with more precise, but sparser, depth estimation. When combining stereo and LIDAR data, we obtain the highest 3D object detection accuracy.
A preliminary version of this work was presented in [19] . In this manuscript, we make extensions in the following aspects: 1) A more detailed description of the inference process of proposal generation. 2) The 3D object proposal model is extended with a class-independent variant.
3) The detection neural network is extended to a two-stream network to leverage both appearance and depth features. 4) We further apply our model to point clouds obtained via LIDAR, and provide comparison of the stereo, LIDAR and the hybrid settings. 5) We extensively evaluate the 3D bounding box recall and 3D object detection performance. 6) Our manuscript includes ablation studies of network design, depth features, as well as ground plane estimation.
RELATED WORK
Our work is closely related to object proposal generation and 3D object detection. We briefly review the literature with a focus on the domain of autonomous driving.
Object Proposal Generation. Object proposal generation has become an important technique in object detection. It speeds up region searching and enables object detectors to leverage the great power of deep neural networks [1] , [2] . Numerous works have been proposed for different modalities, i.e., RGB [7] , [8] , [10] , [11] , [13] , [20] , RGB-D [18] , [21] , [22] , [23] , and video [24] , [25] .
In RGB, one typical paradigm is to generate candidate segments by grouping superpixels or multiple figure-ground segmentations with diverse seeds. Grouping-based methods [7] , [8] , [26] build on multiple oversegmentations and merge superpixels based on complementary cues such as color, texture and shape. Geodesic proposals [27] learn to place diverse seeds and identify promising regions by computing geodesic distance transforms. CPMC [20] solves a sequence of binary parametric min-cut problems with different seeds and unary terms. The resulting regions are then ranked using Gestalt-like features and diversified using maximum marginal relevance measures. This approach is widely used in recognition tasks [5] , [28] , [29] . Some recent approaches also follow this pipeline by learning an ensemble of local and global CRFs [12] or minimizing parametric energies that encode mid-level cues such as symmetry and closure [13] . Another paradigm generates bounding box proposals by scoring exhaustively sampled windows. In [9] , a large pool of windows are scored with a diverse set of features such as color contrast, edges, location and size. BING [10] scores windows using simple gradient features which serve as an object closure measure and can be computed extremely fast. BING++ [30] further improves its localization quality using edge and superpixel based box refinement [31] . EdgeBoxes [11] design an effective scoring function by computing the number of contours that exist in or straddle the bounding box. [14] computes integral image features from inverse cascading layers of CNN for candidate box scoring and refinement. A detailed comparison of existing proposal methods has been carried out in [32] . While most of these approaches achieve more than 90 percent recall with 2K proposals on the PASCAL VOC benchmark [6] , they have significant lower recall on the KITTI dataset.
In RGB-D, [21] , [22] extend CPMC [20] with depth cues and fit 3D cubes around candidate regions to generate cuboid object proposals. [18] extends MCG [8] with RGB-D contours as well as depth features to generate 2.5D proposals. They obtain significantly better performance compared with purely RGB approaches. In [23] , candidate objects are proposed from 3D meshes by oversegmentation and several intrinsic shape measures. Our work is also relevant to Sliding Shapes [33] , which densely evaluates 3D windows with exemplar-SVM classifiers in 3D point clouds. However, they train exemplar classifiers on CAD models with hundreds of rendered views and complex shape features, resulting in very inefficient training and inference. In our work, we advance over past work by exploiting the physical sizes of objects, the ground plane, as well as depth features and contextual information in 3D.
3D Object Detection. In the domain of autonomous driving, accurate 3D localization and pose estimation of objects beyond 2D boxes are desired. In [34] , the Deformable Partbased Model [3] is extended to 3D by adding viewpoint information and 3D part geometry. The potentials are parameterized in 3D object coordinates instead of the image plane. Zia et al. [35] initialize a set of candidate objects using a variant of poselets detectors and model part-level occlusion and configuration with 3D deformable wireframes. [36] trains an ensemble of subcategory models by clustering object instances with appearance and geometry features. In [37] , a top-down bounding box re-localization scheme is proposed to refine Selective Search proposals with Regionlets features. [38] combines cartographic map priors and DPM detectors into a holistic model to re-reason object locations. [39] uses And-Or models to learn car-to-car context and occlusion patterns. [40] learns AdaBoost classifier with dense local features within subcategories. The recently proposed 3DVP [41] employs ACF detectors [42] and learns occlusion patterns with 3D voxels.
With the shift of low-level features to multi-layer visual representation, most of recent approaches exploit CNNs for object detection also in the context of autonomous driving.
In [43] , R-CNN is applied on pedestrian detection with proposals generated by SquaresChnFtrs detector, achieving moderate performance. [44] learns part detectors with convolutional features to handle occlusion in pedestrian detection. [45] designs a complexity-aware cascade pedestrian detector with convolutional features. Parallel to our work, Faster R-CNN [46] improves upon their prior R-CNN [4] pipeline by integrating proposal generation and R-CNN into an end-to-end trainable network. However, these methods only produce 2D detections, whereas our work aims at 3D object detection in order to infer both, accurate object pose as well as the distance from the ego-car.
3D OBJECT PROPOSALS
Our approach aims at generating a diverse set of 3D object proposals in the context of autonomous driving. 3D reasoning is crucial in this domain as it eases problems such as occlusion and large scale variation. The input to our method is a stereo image pair. We compute depth using the method by Yamaguchi et al. [47] , yielding a point cloud x. We place object proposals in 3D space in the form of 3D bounding boxes. Note that only depth information (no appearance) is used in our proposal generation process. Next we describe our parameterization and the framework.
Proposal Generation as Energy Minimization
We use a 3D bounding box to represent each object proposal y, which is parametrized by a tuple, x; y; z; u; c; t ð Þ , where x; y; z ð Þ is the 3D box center and u denotes the azimuth angle. Here, c 2 C is the object class and t 2 f1; . . . ; T c g indexes a set of 3D box templates, which are learnt from training data to represent the typical physical size of each class c (details in Section 3.3.1). We discretize the 3D space into voxels for candidate box sampling and thus each box y is represented in discretized form (details in Section 3.2).
We generate proposals by minimizing an energy function which encodes several depth-informed potentials. We encode the fact that the object should live in a space occupied with high density by the point cloud. Furthermore, the box y should have minimal overlap with the free space in the scene. We also encode the height prior of objects, and the fact that the point cloud in the box's immediate vicinity should have lower prior values of object height than the box. The energy function is formulated as The weights of the energy terms are learnt via structured SVM [48] (details in Section 3.3). Note that the above formulation encodes dependency of weights on the object class, thus weights are learnt specific to each class. However, we can also learn a single set of weights for all classes (details in Section 3.3.3). We next explain each potential in more detail.
Point Cloud Density. This potential encodes the point cloud density within the box
where P ðvÞ 2 f0; 1g indicates whether voxel v contains point cloud points or not, and VðyÞ denotes the set of voxels within box y. The feature P is visualized in Fig. 1 . This potential is simply computed as the fraction of occupied voxels within the box. By using integral accumulators (integral images in 3D), the potential can be computed efficiently in constant time. Free Space. Free space is defined as the space that lies on the rays between the point cloud and the camera. This potential encodes the fact that the box should not contain a significant amount of free space (since it is occupied by the object). We define F as a binary valued grid, where F ðvÞ ¼ 1 means that the ray from the camera to voxel v is not intercepted by any occupied voxel, i.e., voxel v belongs to the free space. The potential is defined as follows:
It encourages less free space within the box, and can be efficiently computed using integral accumulators. Height Prior. This potential encourages the height of the point cloud within the box w.r.t. the road plane to be close to the mean height m c;ht of the object class c. We encode it as follows:
with
Here, d v is the distance between the center of the voxel v and the road plane, along the direction of the gravity vector. By assuming a Gaussian distribution of the data, we compute m c;ht ; s c;ht as the MLE estimates of mean height and standard deviation. The feature is shown in Fig. 1 . It can be efficiently computed via integral accumulators. Height Contrast. This potential encodes the fact that the point cloud surrounding the box should have lower values In the third image, occupancy is marked with yellow (P in Eq. (1)) and purple denotes free space (F in Eq. (2)). In the prior, the ground plane is green and blue to red indicates increasing prior value of object height.
of the height prior relative to the box. We first compute a surrounding region y þ of box y by extending y by 0.6 m 1 in the direction of each face. We formulate the contrast of height priors between box y and surrounding box y þ as f htÀcontr ðx; yÞ ¼ f ht ðx; yÞ f ht ðx; y þ Þ À f ht ðx; yÞ : (5)
Inference
We compute the point cloud x from a stereo image pair using the approach by Yamaguchi et al. [47] . Then we discretize the 3D space and estimate the road plane for 3D candidate box sampling. We perform exhaustive scoring of each candidate using our energy function, and use non-maximal suppression (NMS) to obtain top K diverse 3D proposals. In particular, we use a greedy algorithm, where at each iteration we select the next proposal that has the lowest energy and its IoU overlap with the previously selected proposals does not exceed a threshold d. Specifically, the mth proposal y m is obtained by solving the following problem:
Discretization and Accumulators. The point cloud is defined in a left-handed coordinate system, where the Y -axis goes in the direction of gravity and the positive Z-axis is along the camera's viewing direction. We discretize the 3D continuous space such that the each voxel has length of 0.2 m in each dimension. We compute the point cloud occupancy, free space and height prior grids in this voxel space, as well as their 3D integral accumulators. Ground Plane Estimation. We estimate the ground plane by classifying superpixels [47] using a very small neural network, and fitting a plane to the estimated ground pixels using RANSAC. We use the following features on the superpixels as input to the network: mean RGB values, average 2D and 3D position, pitch and roll angles relative to the camera of the plane fit to the superpixel, a flag as to whether the average 2D position was above the horizon line, and standard deviation of both the color values and 3D position. This results in a 22-dimensional feature vector. The neural network consists of only a single hidden layer which also has 22 units. We use tanh as the activation function and cross-entropy as the loss function. We train the network on the KITTI's road benchmark [15] .
Bounding Boxes Sampling and Scoring. For 3D candidate box sampling, we use three size templates per class and two orientations u 2 f0; 90g. As all the features can be efficiently computed via integral accumulators, it takes constant time to evaluate each configuration y. Despite that, evaluating exhaustively in the entire space would be slow. We reduce the search space by skipping empty boxes that do not contain any points. With ground plane estimation, we further reduce the search space along the vertical dimension by only placing candidate boxes on the ground plane.
However, to alleviate the noise of stereo depth at large distances, we sample additional candidate boxes at distances larger than 20 m from the camera. In particular, let y road denote the height of the ground plane. We deviate this height along the vertical dimension to compute two additional planes that have heights y ¼ y road AE s road . Here s road denotes the MLE estimate of the standard deviation of a Gaussian distribution modeling the distance of objects from the ground plane. We then sample additional boxes on these planes. With our sampling strategy, scoring all configurations can be done in a fraction of a second.
Note that the energy function is computed independently with respect to each candidate box. We rank all boxes according to the values of Eðx; yÞ, and perform greedy inference with non-maxima suppression. In practice, we perform NMS in 2D as it achieves similar recall as NMS in 3D while being much faster. The IoU threshold d is set to 0.75. The entire feature computation and inference process takes 1.2s per image on average for 2K proposals.
Learning
We next explain how we obtain the 3D bounding box templates, and how we learn the weights in our model.
3D Bounding Box Templates
The size templates are obtained by clustering the ground truth 3D bounding boxes on the training set. In particular, we first compute a histogram for the object sizes, and choose a cluster of boxes that have IoU overlaps with the mode of the histogram above 0.6, then remove those boxes and iterate. The representative size templates are computed by averaging the box sizes in each cluster.
Learning the Weights in Our Model
We use structured SVM [48] to learn the model's weights fw c;pcd ; w c;fs ; w c;ht ; w c;htÀcontr g. Given N input-output training pairs, fx ðiÞ ; y ðiÞ g i¼1;...;N , we obtain the parameters by solving the following optimization problem:
i s:t: : w T ðfðx ðiÞ ; yÞ À fðx ðiÞ ; y ðiÞ ÞÞ ! Dðy ðiÞ ; yÞ À i ; 8y n y ðiÞ :
We use the parallel cutting plane implementation of [49] to solve this minimization problem. As the task loss Dðy ðiÞ ; yÞ, we use the strict 3D Intersection-over-Union (IoU) to encourage accurate placement of the 3D proposals. In particular, 3D IoU is computed as the volume of intersection of two 3D bounding boxes divided by the volume of their union.
Class-Independent 3D Proposals
The method described above learns separate weights for each category, thus generating class-dependent object proposals. However, the approach can be easily modified to generate class-independent proposals by learning only a single scoring model for all categories. In particular, we learn object templates for all classes jointly rather than for each specific class. Therefore, the weights in this energy are 1 . The value as well as other hyper parameters (e.g., voxel size) are determined based on the performance on the validation set.
class-independent (we have only a single set of weights). We compare these two approaches in the experiments.
3D OBJECT DETECTION NETWORKS
In this section, we describe how we score the top-ranked 3D object proposals via convolutional networks. We design a network architecture for two tasks: joint 2D object detection and orientation estimation, and 3D object detection.
Joint 2D Object Detection and Pose Estimation
The architecture of our network for joint 2D object detection and orientation estimation is shown in Fig. 2 . The network is built upon Fast R-CNN [16] , which share the convolutional features across all proposals and use a ROI pooling layer to compute proposal-specific features. We extend this basic network by adding a context branch after the last convolutional layer (i.e., conv5), and an orientation regression loss to jointly learn object location and orientation. Specifically, the first branch encodes features from the original candidate regions while the second branch is specific to context regions, which are computed by enlarging the candidate boxes by a factor of 1.5, following the segDeepM approach [5] . Both branches consist of a ROI pooling layer and two fully connected layers. ROIs are obtained by projecting the 3D proposals onto the image plane and then onto the conv5 feature maps. We concatenate the features from fc 7 layers and feed them to the prediction layers.
We predict the class labels, bounding box coordinate offsets, and object orientation jointly using a multi-task loss. We define the category loss as cross entropy, the orientation loss and bounding box offset loss as a smooth ' 1 loss. We parameterize the bounding box coordinates as in [4] . Each loss is weighted equally and only the category label loss is employed for the background boxes.
3D Object Detection
For 3D object detection, we want to output full 3D bounding boxes for objects. We use the same network as in Fig. 2 , except that 2D bounding box regressors are replaced by 3D bounding box regressors. Similarly to 2D box regression, we parametrize the centers of 3D boxes with size normalization for scale-invariant translation, and the 3D box sizes with log-space shift. In particular, we denote a 3D box proposal as P ¼ ðP x ; P y ; P z ; P s x ; P s y ; P s z Þ, and its corresponding ground truth 3D box as G ¼ ðG x ; G y ; G z ; G s x ; G s y ; G s z Þ, which specify the box center and the box size in each dimension. The regression targets for the box center T c ðP Þ and the box size Given the 3D box coordinates and the estimated orientation, we then compute the azimuth angle u of the box.
CNN Scoring with Depth Features
Despite only using appearance features (i.e., RGB image), the basic network described above already performs very well in practice. To take advantage of depth information in CNN scoring process, we further compute a depth image encoded with HHA features [18] . HHA has three channels which represent the disparity map, height above the ground, and the angle of the normal at each pixel with respect to the gravity direction. We explore two approaches to learn feature representation with both RGB and depth images as input. The first approach is a single-stream network, which directly combines RGB channels and HHA channels to form a 6-channel image, and feed it to the network. This architecture is exactly the same as the basic model in Fig. 2 , except that its input is a 6-channel image. The second approach is a two-stream network which learns features from RGB and HHA images respectively, as shown in Fig. 3 . Note that the two-stream network has almost double the parameters of the single-stream model, and thus requires more GPU memory in training.
Implementation Details
In our object detection experiments, we use class-specific weights for proposal generation. For network training, we choose training samples based on the IoU overlap threshold of the 2D bounding box proposals and ground truth boxes. Since KITTI uses different overlap criteria for Car and Pedestrian/Cyclist, we set the threshold for Car to 0.7 and 0.5 for the Pedestrian/Cyclist classes. By default, we use the VGG-16 network [2] trained on ImageNet to initialize our networks. We initialize the context branch by copying the weights of the fully-connected layers from the pre-trained model. For the two-stream RGB-HHA model, which requires more GPU memory, we use the 7-layer VGG_CNN_M_1024 network [50] . The weights for the HHA channels/branch are copied from the corresponding RGB channels/branch. For the one-stream model, we finetune all the layers starting from conv1. For the two-stream model, all layers are fine-tuned for the HHA branch, and only layers above conv2 are fine-tuned for the RGB branch. We use bilinear interpolation to upscale the input image by a factor of 3.5, which is crucial to achieve very good performance since objects in KITTI imagery are typically small. We use a single scale for input images in both training and testing. We run SGD and set the initial learning rate to 0.001. After 30 K iterations we reduce it to 0.0001 and run another 10 K iterations. Training proposals are sampled in a image-centric manner with a batch size of 1 for images and 128 for proposals. At test time, the network takes around 2 s to evaluate one image with 2 K proposals on a Titan X GPU.
EXPERIMENTAL EVALUATION
We evaluate our approach on the challenging KITTI detection benchmark [15] , which has 7,481 training and 7,518 test images. The benchmark contains three object classes: Car, Pedestrian, and Cyclist. Evaluation is done for each class in three regimes: Easy, Moderate and Hard, which contain objects of different occlusion and truncation levels. We split the 7,481 training images into a training set (3,712 images) and a validation set (3,769 images). We ensure that the training and validation set do not contain images from the same video sequences, and evaluate the performance of our proposals on the validation set. Metrics. To evaluate proposals, we use the oracle recall as the metric, following [7] , [32] . A ground truth object is said to be recalled if at least one proposal overlaps with it with IoU above a certain threshold. We set the IoU threshold to 70 percent for Car, and 50 percent for Pedestrian and Cyclist, following the standard KITTI's setup. The oracle recall is then computed as the percentage of recalled ground truth objects. We also report average recall (AR) [32] , which has been shown to be highly correlated with the object detection performance.
We also evaluate the whole pipeline of our 3D object detection model on KITTI's two tasks: 2D object detection, and joint 2D object detection and orientation estimation. Following the standard KITTI setup, we use the Average Precision (AP 2D ) metric for 2D object detection task, and Average Orientation Similarity (AOS) [15] for joint 2D object detection and orientation estimation task.
For the task of 3D object detection, we evaluate the performance using two metrics: Average Precision (AP 3D ) using 3D bounding box overlap measure, and Average Localization Precision (ALP). Similar to the setting in [33] , we use 25 percent overlap criteria for the 3D bounding box overlap measure. Average Localization Precision is computed similarly to AP, except that the bounding box overlap is replaced by 3D localization precision. We consider a predicted 3D location to be correct if its distance to the ground truth 3D location is smaller than certain threshold. Note that this 3D localization precision measure is used when computing both precision and recall.
Baselines. We compare our proposal method with several top-performing approaches on the validation set: MCG-D [18] , MCG [8] , Selective Search (SS) [7] , BING [10] , and EdgeBoxes (EB) [11] .
Proposal Recall
We evaluate recall of the two variants of our approach: class-dependent and class-independent proposals. We denote the class-independent variant as 'Ours-G'.
2D Bounding Box Recall. Fig. 4 shows recall as a function of the number of candidates. We can see that in general our class-specific proposals perform slightly better than the class-independent variant. This suggests the advantage of exploiting size priors tailored to each class. By using 1,000 proposals, our approach achieves almost 90 percent recall for Car in the Moderate and Hard regimes, while for Easy we need only 200 proposals to reach the same recall. In contrast, other methods saturate or require orders of magnitude more proposals to reach 90 percent recall. For Pedestrian and Cyclist our approach achieves similar improvements over the baselines. Note that while our approach uses depthbased features, MCG-D combines depth and appearance features, and all other methods use only appearance features. This suggests the importance of 3D reasoning in the domain of autonomous driving. In Fig. 5 , we show recall as a function of the IoU overlap for 500 proposals. We obtain significantly higher recall over the baselines across all IoU overlap levels, particularly for Cyclist.
Recall versus Distance. We also plot recall as a function of the object's distance from the ego-car in Fig. 6 . We can see that our approach remains at a very high recall even at large distances ( > 40 m), while the performance of all other proposal methods drops significantly with the increasing distance. This shows the advantage of our approach in the autonomous driving scenario.
3D Bounding Box Recall. Since the unique benefit of our approach is the output of 3D bounding boxes, we also evaluate recall in 3D, i.e., using 3D bounding box overlap. We set IoU overlap threshold computed in 3D between the ground-truth 3D bounding boxes and ours to 0.25. Fig. 3 . Two-stream network for 3D object detection: The convnet learns from RGB (top) and HHA [18] (bottom) images as input, and concatenates features from fc7 layers for multi-task prediction. The model is trained end-to-end.
As shown in Fig. 7 , when using 2,000 proposals, our approach achieves around 90, 80 and 60 percent 3D recall for Car, Pedestrian and Cyclist, respectively.
Running Time. The running time of different proposal methods are shown in Table 1 . Our approach is fairly efficient and takes 1.2s on a single core. The only faster proposal method is BING, which however achieves a much lower recall than our approach (Fig. 4) .
Qualitative Results. Figs. 11 and 12 show qualitative results for cars and pedestrians in KITTI images. We show the input RGB image, top 100 proposals, the 3D ground truth boxes, as well as the best proposals that have the highest IoU with ground truth boxes (chosen from 2 K proposals). We can see that our proposals are able to locate objects precisely even for the distant and occluded objects.
2D Object Detection and Orientation Estimation
Performance on KITTI Test. We test our approach on KITTI's Test for two tasks: 2D object detection, and joint 2D object detection and orientation estimation. We choose our best model based on the validation set, and submit our results to the benchmark. We choose the class specific variant of our method for generating proposals. For the detection network, we use the single-stream model with RGB image as input. As shown in Tables 2 and 3 , our approach significantly outperforms all published methods, including both image-based and LIDAR-based methods. In terms of 2D object detection, our approach outperforms Faster R-CNN [46] , which is the state-of-the-art model on ImageNet, MS COCO, and PASCAL datasets. We achieve 7.98, 3.52 and 5.47 percent improvement in AP 2D for Car, Pedestrian, and Cyclist, in the Hard regime.
For the task of joint 2D object detection and orientation estimation, our approach also outperforms all methods by a large margin. In particular, our approach obtains $12 percent higher AOS scores than 3DVP [41] on Car in the Moderate and Hard regimes. For Pedestrian and Cyclist, the improvements are even more significant as our results exceed the second best method by more than 20 percent. Fig. 4 . 2D bounding box Recall versus number of Candidates. " Ours-G" : Class-independent proposals. " Ours" : Class-dependent proposals. We use an overlap threshold of 0.7 for Car, and 0.5 for Pedestrian and Cyclist, following the KITTI evaluation protocol [15] . From left to right are for Easy, Moderate, and Hard evaluation regimes, respectively.
TABLE 1 Running Time of Different Proposal Methods

Method
Time (sec.)
BING [10] 0.01 Selective Search (SS) [7] 15 EdgeBoxes (EB) [11] 1.5 MCG [8] 100 MCG-D [18] 160 Comparison with Baselines. We also apply our detection network on two state-of-the-art bottom-up proposals, Selective Search [7] and EdgeBoxes [11] . We conduct the experiments on the validation set. 2 K proposals per image are used for all methods. As shown in Table 4 , our approach outperforms Selective Search and EdgeBoxes by around 20 percent in terms of 2D detection AP and orientation estimation score AOS. We also report AP 2D as a function of the proposal budget for Car on Moderate data, in Fig. 8 . When using only 100 proposals, our approach already achieves 70 percent AP, while Edge-Boxes and Selective Search obtain only 25.9 and 16.5 percent, respectively. Furthermore, EdgeBoxes reaches its best performance (78.7 percent) with 5,000 proposals, while our approach needs only 200 proposals to achieve a similar AP.
3D Object Detection Performance
As the KITTI object detection benchmark does not evaluate 3D object detection on the (held-out) test set, we evaluate 3D object detection performance on the validation set. We use 1 and 2 m as the threshold when evaluating Average Localization Precision (ALP). We report the results of our basic model with VGG-16 network for Car in Table 6 . Results of RGB-HHA models are presented in Table 8 . We obtain the highest AP 3D and ALP with a two-stream RGB-HHA model using proposals generated with hybrid data, i.e., combining stereo and LIDAR. In particular, we achieve 81.21 percent AP 3D and 75.44%/88.83% ALP within threshold of 1 m/2 m in the Moderate regime for 3D Car detection.
Stereo versus LIDAR
We also apply our proposal method to LIDAR data. Compared with stereo, LIDAR point cloud has more precise depth estimation while being very sparse. Since road plane estimation is less accurate when using only sparse LIDAR point cloud, we also experiment with a hybrid approach, which uses dense stereo point cloud to compute superpixel features for road region classification, and LIDAR point cloud to fit a ground plane and to compute energy potentials for inference in our model.
Proposal Recall. As shown in Fig. 10 , using LIDAR point cloud significantly boosts the 3D bounding box recall, especially for small objects, i.e., pedestrians, cyclists and distant objects. We obtain the highest 3D recall with the hybrid approach, which combines stereo and LIDAR for road estimation. In terms of 2D bounding box recall shown in Fig. 9 , stereo works slightly better.
Detection Performance.We report 2D/3D detection performance in Tables 5 and 6 for comparison of stereo and LIDAR approaches. In terms of 2D detection and orientation estimation, we obtain the best performance with stereo. For 3D detection, we achieve significantly higher 3D AP and Fig. 8 . AP 2D versus #proposals on Car for the Moderate setting. Fig. 9 . Stereo versus LIDAR: 2D bounding box Recall versus number of Candidates onModeratedata. We use an overlap threshold of 0.7 for Car, and 0.5 for Pedestrian and Cyclist. By hybrid we mean the approach that uses both stereo and LIDAR for road plane estimation, and LIDAR for feature extraction. ALP using LIDAR data under the Moderate and Hard regimes. However, stereo still works better in the Easy regime. This demonstrates the advantage of LIDAR point cloud in detecting small, occluded, and distant objects owing to its precise depth information, while dense point cloud from stereo works better for objects at shorter distances. When using the hybrid approach, we get the highest 3D accuracy in the Moderate and Hard setting.
Ablation Studies
Network Design. We study the effect of orientation regression and the contextual branch in our detection network. As shown in Table 4 , by jointly doing bounding box and orientation regression we get a large boost in performance in terms of the AOS, while the 2D detection AP remains very similar. By adding the contextual branch, we achieve the highest AP 2D and AOS on Car. We also observe different effect on Pedestrian and Cyclist in some cases, which is probably due to the fact that the contextual branch nearly doubles the size of the model and makes it more difficult to train with very few pedestrian and cyclist instances.
RGB-D Networks. We study the effect of depth features in CNN scoring model on 2D detection, orientation estimation, and 3D detection. Comparisons of different approaches are shown in Tables 7 and 8 . As the RGB-HHA models require more GPU memory, we use 7-layer VGG_CNN_M_1024 network [50] for this experiment.
Overall, RGB-HHA models achieve improvement over the RGB model for both 2D and 3D detection. The two-stream RGB-HHA model also gains in performance over the onestream RGB-HHA model in most cases. The improvement is significant for 3D detection while marginal ($0.5 percent) for 2D detection. In particular, the two-stream RGB-HHA model outperforms the RGB model by about 10 and 5 percent for the stereo and LIDAR/hybrid approaches respectively for 3D detection. Note that for 3D car detection, we obtain the highest accuracy using a 7-layer two-stream RGB-HHA model with hybrid data, which even outperforms the 16-layer RGB model (see Table 6 ). This suggests the importance of depth information for the 3D object detection task.
Ground Plane. To study the effect of ground plane estimation on detection performance, we allow access to "oracle" ground planes. We approximate the oracle ground plane by fitting a plane to the footprints of ground truth 3D bounding boxes. We show results for both, the stereo and LIDAR approaches on Car detection. Proposal recall plots are shown in Fig. 9 and Fig. 10 . 2D/3D detection results are shown in Tables 5 and 6 . Giving access to oracle ground plane significantly boosts the 2D and 3D box recall of the LIDAR approach. Similarly, AP 2D /AOS improve by about 9 percent, AP 3D /ALP by about 8 percent for the LIDAR approach, while the improvement on stereo is marginal. This suggests that exploiting a better approach for ground plane estimation using sparse LIDAR point clouds would further improve the performance of the LIDAR approach. 
CONCLUSION
We presented a novel approach to 3D object detection in the context of autonomous driving. In contrast to most existing work, we take advantage of stereo imagery and generate a set of 3D object proposals that are then run through a convolutional neural network to obtain high-quality 3D object detections. We generate 3D proposals by minimizing an energy function that encodes object size priors, ground plane context, and some depth informed features. For CNN scoring, we exploit appearance as well as depth and context information in our neural net and jointly predict 3D bounding box coordinates and object pose.
Our approach significantly outperforms existing state-ofthe-art object proposal methods on the KITTI benchmark. Particularly, our approach achieves 25 percent higher recall than the state-of-the-art RGB-D method MCG-D [18] for 2K proposals. We have evaluated our full 3D detection pipeline on the tasks of 2D object detection, joint 2D object detection and orientation estimation, as well as 3D object detection on KITTI. Our method significantly outperforms all previous published object detection methods for all three object classes on the challenging KITTI benchmark [15] .
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