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Abstract. In this work we investigate the use of deep neural networks
for object detection in floor plan images. Object detection is important
for understanding floor plans and is a preliminary step for their conver-
sion into other representations.
In particular, we evaluate the use of object detection architectures, origi-
nally designed and trained to recognize objects in images, for recognizing
furniture objects as well as doors and windows in floor plans. Even if the
problem is somehow easier than the original one in the case of this re-
search the datasets available are extremely small and therefore the train-
ing of deep architectures can be problematic. In addition to the use of
object detection architectures for floor plan images, another contribu-
tion of this paper is the creation of two datasets that have been used for
performing the experiments covering different types of floor plans with
different peculiarities.
Keywords: Floor Plan Analysis, Object Detection, Convolutional Neu-
ral Networks, Transfer Learning
1 Introduction
Detecting and recognizing objects in floor plans is an essential task for the un-
derstanding of these graphical documents. Our research on this topic is part of
the overall task of understanding of graphical documents for generating acces-
sible graphical documents for visually impaired people [4, 13]. A comprehensive
perception of a floorplan is crucially important for blind people, allowing them
to find their path as they face a new building. It is important to clarify that
floorplans available in real estate websites or other floorplans in other websites
are nearly always in image format even if they have been produced with CAD
tools. CAD files are in general only available to their authors and not distributed.
Object detection in natural images is basically defined as finding the location
of objects in one image and labeling them. In many cases, the object location
is based on the identification of the bounding box surrounding it. Also in this
application the identification of the object bounding box is sufficient for our pur-
poses. Starting from widely studied architectures based on convolutional neural
networks, a few object detectors have been recently proposed, such as: Faster
R-CNN [17], R-FCN, Multibox, SSD [11] and YOLO [16].
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1.1 Previous Work
As in several domains also the document analysis community faced a growing
use of deep learning in recent research. When looking to the use of deep learning
in the area of graphics recognition there are a limited, but interesting research
works. Among various techniques object detectors have been used to address
various problems in document analysis. Symbol detection in on-line graphical
documents is proposed in [9] where the authors use Faster R-CNN do address the
task. In particular, the work addresses the recognition of mathematical expres-
sions and flowcharts in handwritten documents by using the Tensorflow Object
Detection API [8]. Another application of the latter API is related to handwrit-
ten music object detection [14] where the Faster R-CNN is used to recognize
musical symbols. In both papers the number of training items is relatively high
and the results are evaluated only considering the accuracy of the model with-
out taking into account the recall. Other authors used Faster R-CNN for page
layout identification [18], for comic character face detection [15], and for arrow
localization on handwritten industrial inspection sheets [5].
One recent effort to extract structural information from floor plan images is
described in [2] where the authors parse floor plan images to estimate the size of
the rooms for interactive furniture fitting. They first perform wall segmentation
by using a fully convolutional neural network, subsequently they detect objects
using a Faster R-CNN, and finally, they do optical character recognition to obtain
the rooms dimensions. One interesting feature of this work is the combination
of three methods to achieve the overall floor plan understanding. Unfortunately,
very few details are provided in the paper about the use of Faster R-CNN for
object location. Moreover, the floor plan dataset created by the authors only
contains the ground-truth about the wall position.
In the work described in [6] the authors address the floor plan understanding
by segmenting walls, windows, and doors. One of the main focuses of the paper is
to address images with different notations (e.g. for walls or for furniture objects).
The proposed techniques are tested on four floor plan datasets (named CVC-
FP) which are freely accessible to the public. As discussed also in Section 3 the
CVC-FP dataset only contains objects of 6 classes: sink, toilet, shower, bath,
door, and window, without include furniture objects.
From the point of view of the neural architecture one important paper for this
work is [7] where the authors evaluate and compare different object detection
architectures. The goal of [7] is to identify the most successful architectures and
support users when choosing one architecture on the basis of various perspec-
tives: speed, memory, and accuracy. To this end, the authors in [7] implement
some modern convolutional detectors: Faster R-CNN, R-FCN and SSD in a uni-
fied framework, as a part of the Tensorflow Object Detection API [8]. The au-
thors pre-trained the architectures on several datasets, but the best performance
were achieved by pre-training with the COCO dataset [10].
In this work we explore the use and adaptation of the Tensorflow Object
Detection API [8] to identify floor plan objects in two datasets that have been
built to address this task.
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The rest of the paper is organized as follows. In Section 2 we describe the ar-
chitecture of the Faster R-CNN model considered and provide some information
about how we modified it in order to obtain information about the recall of the
system. In Section 3 we analyze the peculiarities of the floor plan datasets that
we built and used in the experiments discussed in Section 4. Our conclusions
and pointers for future work are in Section 5.
2 The Architecture
In this research we work with the widely used Tensorflow Object Detection API
[8] for an easy comparison of alternative architectures. We initially evaluated
one COCO-pre-trained Single Shot Detector with MobileNets that we fine-tuned
with floor plan images. We selected this architecture because it is a small and
flexible model that has the benefit of fast training times compared to larger
models, while it does not sacrifice much in terms of accuracy. In these prelimi-
nary tests we also compared the SSD with Faster R-CNN with ResNet 50 and
with ResNet 101. After these preliminary experiments it turned out that Faster
R-CNN performs significantly better than SSD. Moreover, comparing the per-
formance of ResNet 50 with ResNet 101 on the floor plan datasets, there was
no real difference. We therefore used Faster R-CNN with ResNet 50 as a basis
model for our work.
Faster R-CNN is one of the most accurate and fast neural object detectors
proposed so far. The internal structure of the network is as follows (see Figure 1):
first, the image is passed through some convolutional layers to produce several
feature maps. Then, the main component of Faster R-CNN, the region proposal
network (RPN), uses a 3 × 3 sliding window and takes the previous feature
maps as input. The output of the RPN is a tensor in a lower dimension. At this
stage, each window location generates some bounding boxes, based on fixed-ratio
anchor boxes (e.g. 2.0, 1.0, 0.3) and an ”objectness” score for each box. These are
the region proposals for the input image which provide approximate coordinates
of the objects in the image. The ”objectness” scores, if above a given threshold,
determine which region proposal can move forward in the network. Subsequently,
the good regions pass through a pooling layer, then a few fully-connected layers,
and finally a softmax layer for classification and a regressor for bounding box
refinement.
As previously mentioned to perform our experiments we use the Tensorflow
Object Detection API. This is an open source framework, built on top of the
widely used Tensorflow library, that takes care of the training and evaluation
of the different architectures implemented. One interesting feature of the API is
that it makes it easy to train different models on the same dataset and compare
their performance. In addition to the average precision performance per category,
we extended the API to calculate the number of false negatives as well as the
average recall per class.
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Fig. 1: The internal architecture of the Faster R-CNN as a single, unified network for
object detection (image from [17]).
2.1 False Negative Calculation
By default, the Tensorflow Object Detection API supports the PASCAL Visual
Object Classes (VOC) 2007 [3] detection metric. This metric is designed to
evaluate visual object detection and recognition models, which helps machine
learning researchers have standard evaluation procedures.
In the detection metric, for a detection bounding box to be a true positive,
three conditions must be true:
– The area of the intersection of the detected bounding box Bd and the ground
truth bounding box Bgt over the union area of the two bounding boxes must
be greater than 0.5, according to the following equation:
ri =
area(Bd ∩Bgt)
area(Bd ∪Bgt) > 0.5 (1)
– The class label of the detection bounding box and the ground truth bounding
box must be the same.
– The probability of the object’s recognition must be greater than some specific
thresholds. In most cases, and also in this work, we consider the object as
found if the probability is higher than 0.50.
To find false negative detections we first matched all the detections to objects
in the ground truth. True/false positives are determined and detections matched
to difficult boxes are ignored. In the next stage the ground truth objects that
have not been detected are determined as false negatives.
After computing the true positives and false negatives number for each cate-
gory it is easy to calculate the average recall in addition to the average precision
computed by the API: Recall = TPTP+FN .
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Fig. 2: Object class distribution of the d1 dataset.
3 The Floor Plan Datasets
In order to evaluate the object detection in floor plans we obviously need one
or more labeled datasets. In the past decade, some datasets have been proposed
for evaluating research on floor plan analysis. The SESYD dataset [1] contains
synthetic floor plans where furniture objects are randomly placed on a few fixed
floor plan layouts. Even if this approach for dataset generation is very interesting,
the actual dataset contains only ten floor plan layouts and the objects come
from a limited number of categories (for instance, there is only one model for
the bed). Moreover, the generated floor plans are somehow unrealistic with very
small beds or similar mistakes. Another dataset widely used for this research
has been proposed in [12]. This dataset contains 90 actual floor plans provided
by one architectural firm. While more realistic than the others, these floor plans
contain only few objects and therefore are not suitable for the research carried
out in this work.
In order to work with realistic images we first created one small dataset
(referred to as d1 ) using the images that show up in Google’s image search. This
dataset consists of 135 images of variable size containing objects in 15 classes
and a total of 4973 objects (in the experiments we considered 2697 objects in the
training set, 1165 objects in the validation set, and 1111 objects in the test set).
In Figure 4 we show one example of floor plan in this collection, while Figure 2
shows the distribution of objects in the different classes. Of course some types of
objects are not present in all the images, for instance the floor plan of an office
might not have any bed in it. Among all the classes, the oven is the rarest one
and the door is the most frequent one.
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Fig. 3: Object class distribution of the d2 dataset
The second dataset that we gathered is called d2. This dataset contains Mid-
dle Eastern floor plans, with object shapes different from the ones in d1. Another
important feature is that the floor plans in d2 come from one architectural firm
and are therefore more homogeneous in their content. The d2 dataset consists
of 300 images, but only 160 images have been labeled so far. The 160 images
contain objects in 12 classes and a total of 7788 (in the experiments we consid-
ered 4535 objects in the training set, 1457 objects in the validation set, and 1796
objects in the test set). In Figure 5 we show one example of floor plan in this col-
lection, while Figure 3 shows the distribution of objects in the different classes.
As a particular property of these floor plan datasets, it is worth to note that
the images are mostly grayscale and contain simple shapes. As we will see in the
experimental part this property has a positive effect on the performance of the
model, compared to datasets that contain images with more complex features
and more noise. The dataset d1 has the greatest imbalance in the number of
objects in each class. Moreover, images in d1 have more diversity. For example,
almost none of the objects in d2 are filled with color, while in d1 all the floor
plans are painted, for presentation purposes.
4 Experiments
The Faster R-CNN is first trained on the d1 dataset, which contains 135 images.
As mentioned earlier, this dataset is substantially diverse and contains random
non-standard images collected from the Internet.
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Table 1: Final Evaluation Results
Dataset Objects False Mean Average Mean Average
Negatives Precision Recall
Val Test Val Test Val Test
d1 1111 411 445 0.32 0.31 0.60 0.56
d2 1796 87 102 0.83 0.86 0.92 0.92
Final evaluation results of the d1 dataset after 46916 training steps, and the
d2 dataset after 18550 training steps.
In the first experiments performed on a smaller dataset with the default
configuration of the API the results on the validation set were not satisfying
with a maximum mean average precision of about 0.26. To aid generalization, we
threw in a few of data augmentation options. In particular we considered random
horizontal flip, random vertical flip, random rotation 90, and random
RGB to gray. These options are provided by the Tensorflow Object Detection
API. In addition to data augmentation we also changed the scales and aspect
ratios of anchor generator in order to take into account the peculiarities of the
floor plan objects.
With the above mentioned modified configuration we also ran our experi-
ments on the d2 dataset. After stopping the training considering the validation
set, the mean average precision and recall on the test set for both datasets are
shown in Table 1. Details about the performace achieved for each class are re-
ported in Table 2.
Taking into account the features of the two datasets it is not surprising that
the best results are achieved on the d2 dataset with a mean average precision of
0.86, and a mean average recall of 0.92. Part of the difference in performance is
probably related to the special nature of the dataset: compared to d1, the objects
are cleaner, less diverse and not different across images other than rotation and
scale. As it turns out, the performance of the model is not too much affected
by an imbalanced dataset (d2 ). For instance the model achieves 0.80 average
precision for the couch class that is the less frequent one. At the same time
the model achieved 0.93 average precision for the door class which has at least
10 times more samples than the couch class. Concerning the average recall it
is very interesting to notice that the test images had zero false negatives for
the hot-plate and bed classes. On the basis of the superior performance of the
network on the d2 dataset we wanted to explore more in details the possibility of
doing some transfer learning of this network to improve the performance on the
d1 dataset. As we can see in Table 3 by finetuning on the d1 dataset one network
previously trained on the d2 dataset we achieve a 0.39 mean average precision
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and 0.69 mean average recall. This is better than the previously mentioned
results obtained by finetuning on the d1 dataset one network previously trained
on the COCO dataset.
Table 2: Performance by Category
Average Average Average Average
Recall(Val) Recall(Test) Precision(Val) Precision(Test)
Class d1 d2 d1 d2 d1 d2 d1 d2
armchair 0.92 0.97 0.50 0.95 0.21 0.92 0.21 0.92
bathtub 0.72 N/A 0.80 N/A 0.57 N/A 0.57 N/A
bed 0.56 1.00 0.70 1.00 0.47 0.98 0.47 0.98
bidet 0.57 N/A 0.54 N/A 0.11 N/A 0.11 N/A
chair 0.58 0.68 0.44 0.76 0.12 0.50 0.12 0.62
couch 0.75 0.80 0.52 0.88 0.46 0.52 0.48 0.80
door 0.63 0.97 0.63 0.95 0.60 0.94 0.60 0.93
hot plate 0.67 0.97 0.52 1.00 0.40 0.92 0.39 0.96
night table 0.65 0.93 0.34 0.81 0.37 0.86 0.37 0.79
oven 0.12 N/A 0.55 N/A 0.01 N/A 0.01 N/A
shower 0.55 0.97 0.71 0.93 0.19 0.90 0.16 0.90
sink 0.57 0.95 0.47 0.94 0.28 0.80 0.28 0.85
table 0.58 0.94 0.46 0.98 0.33 0.86 0.33 0.93
wc 0.45 1.00 0.65 0.95 0.13 0.79 0.13 0.78
window 0.58 0.91 0.54 0.88 0.49 0.87 0.48 0.85
Average precision and recall calculated by category, for the d1 and d2 dataset
after 46916 and 18550 training steps, respectively.








COCO - d1 1111 445 0.31 0.60
d2 - d1 1111 368 0.39 0.69
The final evaluated results of the pre-trained models that is fine tuned on
dataset d1.
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Fig. 4: An inference result of the model trained on the d1 dataset. False negatives have
black bounding boxes and detection bounding boxes are colorful. Note how new shapes
and colors in this test image damage the performance of the model.
4.1 Discussion
From the experiments performed on the two datasets we can notice that by
using convolutional object detectors, the recognition performance are not too
much influenced from class imbalance in the training set.
The only exception is related to the oven class from dataset d1 whose ex-
tremely low performance are probably due to the very low sample size and the
variability of the appearance of this object in the dataset. On the other hand,
the door and window classes are responsible for 52% of the false negatives in
d1 validation set, while they make up 58% of the object samples. In these two
classes the model performs relatively well in terms of average precision, but it
is not capable of detecting many objects. At first this result might contradict
the intuition that more samples led to better performance. However it is impor-
tant to recall that the performance of the model in one class heavily depends on
the diversity of object samples. It is useful to remark that in the case of doors
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Fig. 5: Example of results of the model trained on the d2 dataset.
and walls the objects are connected to the walls while other objects are usually
more isolated in the rooms. The diversity of walls and doors is therefore higher
with respect to other classes because of the variable context. Another source of
errors for windows is the higher variability of the aspect-ratio with respect to
other objects that in most cases are simply scaled and rotated, in particular in
dataset d2 where reasonable performance on the dataset is obtained. Regarding
the three most frequent classes in d2 armchair, door, and window, it can be
seen from Table2 that the model is nearly perfect in terms of average precision
and the class bed (whose items are more regular) achieves an average precision
of 98 %.
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5 Conclusions
In this work two different floor plan datasets have been created to cover different
architectures and drawing conventions of floor plans from all over the world. The
performance of an object detector which is originally designed for detecting ob-
jects in natural images was tested to identify objects in the floor plans in these
datasets. The floor plan has an essential misrepresentation issue in terms of the
sample size of objects. To better analyze the performance, false negative objects
of each class have individually been counted in order to find out whether the
detection results suffer from differences in the number of samples for each class.
We noticed that the performance of the model in a class heavily depends on
the diversity of object samples, object rotation and scale somehow outweighing
the role of sample size. It is interesting also to notice how a network that pre-
trained from another domain (COCO pre-trained Faster-RCNN with Res Net
50) can perform well on the floor plan datasets using just a one hundred images.
To further improve the results on this task, it is recommended to either col-
lect larger datasets to cover different graphical conventions, or implement data
augmentation techniques more suitable for the object detection in floor plans.
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