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4Preface
The first part of this thesis is an introduction to the atomic decomposition
and the included articles. In section 1 we recall the basics of Bergman spaces
and Bergman projections, which are the common denominators of all the in-
cluded articles. Section 2 has the concept of atomic decomposition developed
following its original proof in 1980. In section 3 we take a look at regulated
domains and explain shortly some background to article [a].
Later on we introduce the notion of pseudoconvexity in the calculus of several
complex variables in section 4 and go briefly through some differences in the
theory of Bergman spaces in the complex plane and Cn in section 5 which are
needed for article [b]. Section 6 develops the subject of locally convex spaces
and inductive limits, while section 7 goes through the Ko¨the sequence spaces,
these two subjects being vital for article [c]. Finally in section 8 we sum up
articles [b] and [c].
The presentation in this first part of the thesis can be found in the existing
literature, the author claims no original ideas thereof.
The second part of the thesis consists of the articles themselves (listed here
in order of appearance):
[a] T. Ha¨nninen: Atomic decomposition in regulated domains. Note Mat.
24 (2005), 65–84.
[b] M. Engliˇs, T. Ha¨nninen, J. Taskinen: Minimal L∞-type spaces
on strictly pseudoconvex domains on which the Bergman projection is
continuous. Houston J. Math. 32 (2006), 253–275.
[c] T. Ha¨nninen, J. Taskinen: Atomic decomposition of a weighted in-
ductive limit in Cn. Mediterr. J. Math. 2 (2005), 277–290.
51. The Bergman kernel
The theory of Bergman spaces developed in the mid-20th century from several
different sources whose primary inspiration was the related theory of Hardy
spaces Hp, 0 < p <∞, of functions f analytic in the unit disk D with integrals∫ 2pi
0
|f(reiθ)|pdθ which remain bounded as r→ 1.
A significant step forwards was taken when S. Bergman [4] published the
first systematic treatment of the Hilbert space of square-integrable analytic
functions on a domain with respect to Lebesgue area or volume measure. When
attention later shifted to the spaces Ap on the unit disk, it was natural to call
them Bergman spaces Ap(D), which, for 0 < p < ∞, consist of all analytic
functions such that
‖f‖p =
(∫
D
|f(z)|p dA(z)
)1/p
<∞,
where dA is the area measure normalised so that the area of D equals 1. Clearly
Hp ⊂ Ap. For p = ∞ we denote by H∞(D) = A∞(D) the space of bounded
analytic functions on the unit disk with
‖f‖∞ = sup {|f(z)| | z ∈ D} <∞.
As counterparts to Hardy spaces, Bergman spaces presented analogous prob-
lems, however, it soon became evident that they are in many aspects more
complicated than Hardy spaces. A good example of the additional complexity
of Bergman spaces are the invariant subspaces, which for Hardy spaces were
completely characterised already in 1949 by A. Beurling [5], but for Bergman
spaces they still remain largely unresolved and are known to be very compli-
cated.
In Bergman’s original work the emphasis is on the case of the Hilbert space
A2. This enables the use of orthogonal systems of functions and ultimately leads
to the Bergman kernel function K(z, ζ) because if {en} denotes an arbitrary
orthonormal basis of the space A2(Ω), then the Bergman kernel, also known as
the reproducing kernel, of the domain Ω ⊂ C has the representation K(z, ζ) =∑∞
n=1 en(z)en(ζ). On the unit disk this takes the form K(z, ζ) = 1/(1 − zζ)2
and it has the reproducing property
(1.1) f(z) =
∫
D
K(z, ζ)f(ζ) dA(ζ), z ∈ D,
for each function f ∈ A2(D).
Associated with the kernel is the Bergman projection P which is the integral
operator induced by the Bergman kernel. In L2(D), P denotes the orthogonal
projection of L2 onto A2 and although the Bergman projection is originally
defined on L2, the formula (of which (1.1) is a special case where f ∈ A2)
(1.2) Pf(z) =
∫
D
f(ζ)
(1− ζz)2 dA(ζ),
being a well-defined linear operator on L1, clearly extends the domain of P to
L1(D). In fact, it can be shown that the Bergman projection is a bounded map
6from Lp onto Ap for all 1 < p < ∞. It is not, however, bounded for p = 1,
since there exist functions f in L∞ for which Pf is not essentially bounded for
ζ ∈ D. Thus P : L∞→ L∞ is not a bounded operator and hence, the dual space
of L1 being isomorphic to L∞, the operator P : L1→ L1 cannot be bounded
either. There are other continuous projections from L1 to A1, such as (1.4)
when α > 0, but from L∞ to A∞ no continuous projections exist. To answer
this problem a slightly larger space L∞V ⊃ L∞ where the Bergman projection is
bounded is introduced by J. Taskinen in [33] and in [b] the results are extended
to smoothly bounded strictly pseudoconvex domains in Cn. The boundedness
of the Bergman projection on Lp immediately gives the duality between the
Bergman spaces, which in the case of weighted Bergman spaces proves to be a
very useful property as seen in [a].
For simply connected domains Ω ⊂ C other than the unit disk the Bergman
kernel can be calculated using the relevant Riemann mapping function ϕ :
Ω→ D. The resulting kernel is of the form
(1.3) K(z, ζ) =
ϕ′(z)ϕ′(ζ)
(1− ϕ(z)ϕ(ζ))2 ,
where the connection to the geometry of the domain is clearly visible by way of
the Riemann mappings present in the formula. The projection associated with
the kernel in (1.3) yields the standard orthogonal Bergman projection, but there
are also other kernels that render bounded projections from Lp(Ω) onto Ap(Ω).
The weighted version of the kernel (1.3) can be obtained by applying a simple
change of variables in the weighted Bergman projection
(1.4) Pαf(z) =
∫
D
f(ζ)
(1− ζz)2+α dAα(ζ),
where the weight function is included in dAα(ζ) = (α + 1)(1 − |ζ|2)α dA(ζ),
with α > −1. The formula (1.4) still reproduces analytic functions and thus
the reproducing kernel of the weighted Bergman space Apα(Ω) takes the form
(1.5) K(z, ζ) =
ϕ′(z)ϕ′(ζ)(1− |ϕ(ζ)|2)α
(1− ϕ(z)ϕ(ζ))2+α ,
which together with a projection operator gives again an orthogonal projection.
Yet another interesting Bergman kernel can be found by considering the
composition operator Cψ : f 7→ f ◦ψ, where ψ : D→ Ω is a conformal mapping.
The operator Cψ is a linear homeomorphism from L
p(Ω) onto Lp(D) and from
Ap(Ω) onto Ap(D) making the operator Pψ = (Cψ)−1PCψ, where P is the
standard unweighted Bergman projection (1.2), again algebraically a projection
operator on Lp(Ω). The projection Pψ associated with the kernel
(1.6) K(z, ζ) =
|ϕ′(ζ)|2(1− |ϕ(ζ)|2)α
(1− ϕ(z)ϕ(ζ))2+α ,
where ϕ = ψ−1, is called the conjugated Bergman projection, it plays an essen-
tial role in the construction of the atomic decomposition in article [a].
7Many operator-theoretic problems in the analysis of Bergman spaces involve
estimating integral operators similar to (1.2) or (1.4) whose kernel is a power
of the Bergman kernel. This together with the use of the reproducing property
of the Bergman kernel brings us to a close relative of the formula (1.1), the
atomic decomposition.
For more reading on Bergman spaces we recommend the recent and well-
written book by P. Duren and A. Schuster [13] and the slightly more theoretical
one by H. Hedenmalm, B. Korenblum and K. Zhu [19].
2. Background on atomic decomposition
The decomposition of an element of a Banach space on a domain is a widely
studied area of modern mathematics of which atomic decomposition is an exam-
ple. An atomic decomposition consists of a sequence of simple building blocks
(called atoms) in the unit ball of the Banach space, such that every element
is a linear combination
∑
n ank(λn) of atoms k with
∑
n |an|p < ∞ for some
1 ≤ p <∞, an ∈ C. The infimum of the sum of the coefficients an defines the
norm or an equivalent one for the Banach space. Thus an atomic decomposition
is a sequence which has basis-like properties but which does not need to be a
basis.
In general atomic decompositions are overcomplete, the sampling sequences
(λn) usually contain too many points for the set of atoms { k(λn) } to be linearly
independent in which case it forms a frame instead of a basis. In a frame the
representation f =
∑
n ank(λn) is not unique and there are many possible dual
frames such that f =
∑
n ank(λ
∗
n). For more details on frames and bases, see
[11].
First to come up with the idea of atomic decomposition were Coifman and
Rochberg [12] who in 1980 showed that a “decomposition theorem” holds for
domains in the Bergman space Ap(D, dA) of analytic functions on a bounded
symmetric domain D ⊂ Cn. Their basic idea is to use the reproducing property
(1.1) of the Bergman kernel to represent a function f ∈ Ap by an integral. To
approximate (1.1) they set up a partition of D by covering it with a disjoint
union of hyperbolic disks D(λn, r) with a constant (hyperbolic) radius r and
points λn making up a lattice with respect to the hyperbolic metric.
The integral in (1.1) is then approximated by a Riemannian sum over the
partition using the values of f and the kernel K at the points λn of the lattice.
If the partition is sufficiently dense, this will produce a good approximation
and an iteration of the process now yields
(2.1) f(z) =
∞∑
n=1
m(D(λn, r))
f(λn)
(1− zλn)2
.
Since the functions in question are analytic, then also their building blocks
must be analytic. In fact it turns out that the right type of atoms will be
comparable to the normalised reproducing kernels kz(w) = (1− |z|2)/(1− zw)
of the Bergman space A2(D) (originally in [12] the building blocks for Bergman
spaces were called “molecules”). In search for a representation of f as a linear
8combination of atoms this makes sense, since the kernels kz are also the unit
vectors in A2 and, in some sense, play the part of an orthonormal basis for A2
even though they are not mutually orthogonal.
Leaving the atoms and denoting all the rest by the coefficients an the expres-
sion (2.1) translates into the atomic decomposition of the function f ∈ Ap(D):
(2.2) f(z) =
∞∑
n=1
an
(1− |λn|2)2/q
(1− λnz)2
,
valid such that for any (an) ∈ `p, the function in (2.2) is in Ap and if f ∈ Ap,
then there is a sequence (an) ∈ `p such that (2.2) holds. Here 1p + 1q = 1. For
the coefficients we get
(2.3)
∞∑
n=1
|an|p <∞ and ‖(an)‖`p  ‖f‖Ap ,
which can be seen as the discrete analogue to the fact that the integral repro-
ducing formula gives a bounded projection from Lp onto Ap. The formal proof
for (2.2) is quite technical (see Chapter 4 in [36], or [12]).
In Bergman spaces the atomic decomposition can thus be regarded as a dis-
crete analogue of the reproducing property, where it was derived from initially.
The utility of an atomic decomposition is that it is often possible to prove
statements about Ap by verifying them first in the simple special case of atoms
and then extending the results to the entire space. Examples of these include
the description of the behaviour of Bergman spaces under various integral and
differential operators and results about zero sets for holomorphic and harmonic
functions. An immediate corollary of the atomic decomposition is that it es-
tablishes an isomorphism between Ap and the sequence space `p, thus allowing
to analyse sequences of numbers instead of functions, which has a potential of
easing considerably the time needed for computations on a computer.
The classic atomic decomposition is also the starting point of the first in-
cluded article [a] where using (2.2) a new atomic decomposition is constructed
directly on a regulated domain Ω.
3. Atomic decomposition in regulated domains,
summary of article [a]
The result of Coifman and Rochberg was valid for functions in a bounded
symmetric domain D ⊂ Cn with radial weight functions of the form K(z, z)−α,
α > −1, where K is the reproducing kernel of the domain. In one-dimensional
complex plane C this effectively means (due to the Riemann mapping theorem)
that functions in every simply connected domain Ω ⊂ C have an atomic de-
composition. Even though a decomposition resulting from a conformal mapping
ψ : D→ Ω is easy to form, it has other problems. Such a decomposition tends
to be very implicit and it often lacks any clear connection to the geometry of
the domain Ω that it has been mapped into, clearly demonstrated by the points
of the lattice where the atoms of the decomposition are evaluated. The lattice
9usually follows closely the geometry of the original domain D, but after map-
ping the domain into another this connection is easily lost and the distribution
of points becomes seemingly random. Another problem with forming atomic
decompositions by a conformal mapping is that the weight functions which are
natural and easy in D tend to be very unnatural and cumbersome in ψ(D).
The above problems pertain to the use of a conformal mapping from the
unit disk and can be bypassed by constructing the decomposition directly on
the simply connected domain Ω, which is what we will do in [a]. Because
we need the Bergman projection to be continuous in the domain to obtain a
successful decomposition, it turns out that the class of regulated domains with
some limitations is suitable for the construction.
A very good treatment of regulated domains can be found in C. Pommerenke’s
study [28]. We recall the basic definitions. Let ϕ : Ω→ D and ψ := ϕ−1 : D→ Ω
be Riemann mappings and let ω(t) = ψ(eit), 0 ≤ t ≤ 2pi be a parametrisation
of the boundary curve ∂Ω. Now the domain Ω is said to be regulated if each
point on ∂Ω is attained only finitely often by ψ and if the direction angle
(3.1) β(t) = lim
τ→ t+
arg(ω(τ)− ω(t))
of the forward tangent of the boundary curve ω(t) exists for all t and β defines a
regulated function (a function is regulated if it can be uniformly approximated
by step functions, that is, for all ε > 0 there exist 0 < t0 < . . . < tn < 2pi and
constants γ1, . . . , γn such that
|β(t)− γj| < ε for all tj−1 < t < tj).
Thus Ω is regulated if its boundary consists of a finite union of C∞-arcs with
a finite number of corners. Forward and backward tangents exist also at these
corners.
In [1] and [2] D. Be´kolle´ showed that the Be´kolle´–Bonami Bp condition (see
[2], p. 129) for the weight function |ψ′|,
(3.2) sup
S
∫
S
|ψ′| dAα
(∫
S
|ψ′|−q/p dAα
)p/q
≤ Cmα(S)p,
where S = S(θ, ρ) = { reit ∈ D | 1− ρ < r < 1, |θ− t| < 2piρ }, with 0 ≤ θ ≤ 2pi
and 0 < ρ < 1, is equivalent to the boundedness of the Bergman projection
on the space Lpα(Ω) corresponding to the mapping ψ. Using Be´kolle´’s result
J. Taskinen [34] studied the connection between the geometry of a regulated
domain Ω and the existence of Bergman type projections from Lpα(Ω) to A
p
α(Ω).
The relationship was established in Theorem 3.1 of [34] by taking advantage of
the possibility in regulated domains to approximate the direction angle of the
boundary curve simply by step functions.
In [a] we use this connection to find out what kind of regulated domains are
suitable for the construction of an atomic decomposition, i.e. in which domains
the Bergman projection associated with (1.6) is continuous. As the weight we
use on Ω, the power of boundary distance (dist(z, ∂Ω))α = d(z)α, corresponds
on the unit disk to the weight (1 − |z|2)α|ψ′(z)|2+α, we see that |ψ′(z)|2+α
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satisfies a condition similar to (3.2) if the opening angles piγ of the corners on
the boundary curve ∂Ω stay within
(3.3) 0 < piγ < ppi,
where p is the integration exponent of the Bergman space Ap. Thus for example
in A2α(Ω) cusps are excluded from the boundary curve.
In the actual construction of the atomic decomposition we may now follow
the geometry of Ω in the setting up of the lattice of points λn,k ∈ Ω where the
atoms are evaluated. This is done by dividing Ω into small squares Qn,k that
decrease in size towards the boundary ∂Ω. Each of these squares contains one
lattice point. Lemma 6 of [a] states that
(3.4)
∑
n,k
∫
Qn,k
|f(z)− f(λn,k)|p dAα(z) ≤ C
∫
Ω
|f(z)|p dAα(z),
that is, even though in every square Qn,k the values of a function f(z) are rep-
resented by its value in only one point of the lattice f(λn,k), the error incurred
by all these representations remains small and we will still be able to estimate
the behaviour of f .
Once the lattice has been fixed, the proof that it defines an atomic decompo-
sition follows closely that of K. Zhu [36] and Lusky, Saksman and Taskinen [26].
We define three bounded operators R : Apα→ lp, S : Apα→ Apα and T : lp→ Apα
with which we are able to show that the space Apα(Ω) is isomorphic to the
sequence space lp. The direct consequence of this isomorphism is the atomic
decomposition for functions in Apα(Ω) given in Theorem 3 of [a].
Finally in Section 8 of [a] we compute an example of atomic decomposition
in a simple domain on C. From the example it becomes clear that the sequence
of sampling points λn,k is quite a bit more dense than its counterpart in the
classic atomic decomposition of the unit disk D. The reason behind this is
the combined effect of the ample security margins in the constants used in the
process leading up to the sequence (λn,k). Aspiring towards a thinner sampling
sequence more like those on the unit disk still would not make our main result
(constructing a sampling sequence directly on Ω) any better because even in
the classic decompositions there are too many points in the sequence to obtain
a Schauder basis for the space Ap(D), and a frame is formed instead.
3.1. Correction. In Chapter 5 of [a] we mistakenly imply that the result (28)
of [a] for analytic functions on D in the hyperbolic metric would be used in
the argument that then follows. However, the metric in Lemma 6 and Propo-
sition 7 of [a] is Euclidean and hence Corollary 8 of [a] follows from the normal
subharmonicity of f .
On page 73, in the proof of Lemma 9, the disks are erroneously called hyper-
bolic disks, Euclidean disks are correct.
Additionally, in Proposition 7 the constant 2 in (32) is probably too optimistic
and a suitable constant is 7. We present the revised Proposition 7 here with an
outline of the proof.
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Proposition 7. Let Q be as in Lemma 6 of [a], r = diam(ϕ(Q)). Then there
exist disks D ⊂ D such that
(3.5) D(z,
r
7
) ⊂ ϕ(Q) ⊂ D(z, 7r),
where z = ϕ(x), x ∈ Q and x is the centre of Q.
Proof. Let
(3.6) r := sup{|z − w| : z, w ∈ ϕ(Q)}
be the Euclidean diameter of ϕ(Q). From the Koebe distortion theorem we get
that
1
4
· 1− |ϕ(z)|
2
d(z)
≤ |ϕ′(z)| ≤ 1− |ϕ(z)|
2
d(z)
, z ∈ Ω.
If now ζ ∈ Q is such that d(ζ) = minz∈Q d(z), then, by (29) of [a], it follows
that maxz∈Q d(z) ≤ (1 + c)d(ζ), where 0 < c << 1. Hence by (30) and (31) of
[a] we have
1 ≥ minw∈Q |ϕ
′(w)|
maxw∈Q |ϕ′(w)| >
1
4(1 + c)
· infz∈Q(1− |ϕ(z)|
2)
supz∈Q(1− |ϕ(z)|2)
>
1
4
· 1
(1 + c)2
>
1
5
,
(3.7)
because c << 1. Now for all z, x ∈ Q ⊂ Ω, it is true that |ϕ(z) − ϕ(x)| =
|ϕ′(ξ)||z − x| for some ξ ∈ Q, and thus
1
5
max
w∈Q
|ϕ′(w)||z − x| ≤ |ϕ(z)− ϕ(x)| ≤ max
w∈Q
|ϕ′(w)||z − x|
using (3.7). This implies that for points ζ0, ζ1 ∈ ∂Q opposite each other (points
for which the straight line that connects them passes through the centre of the
square) we get the following inequality:
(3.8)
`
5
max
w∈Q
|ϕ′(w)| ≤ |ϕ(ζ0)− ϕ(ζ1)| ≤
√
2`max
w∈Q
|ϕ′(w)|,
since ` ≤ |ζ0− ζ1| ≤
√
2`. Thus ϕ(Q) contains a disk with radius less than r/7.
More precisely, setting f(Q) = maxw∈Q |ϕ′(w)| we get that
r
7
≤ `
5
f(Q) ≤ |ϕ(ζ0)− ϕ(ζ1)| ≤
√
2`f(Q) ≤ 7r.

Other misprints in atricle [a] include:
– Page 69. The first row of the equation array after equation (19) has an
extra (α+ 1)(α+ 2), it should read
〈 f ′ | g 〉α+p =
∫
D
f ′(z)g(z)(1− |z|2)p/q(1− |z|2)p−p/q dAα(z).
– Page 74. On the first row of the equation array instead of |f(z)|p there
should be |f(z)|1.
– Page 75. The line beginning “the adjoining families Qn±k. . . ” should
be “the adjoining families Qn±1. . . ”
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– Page 76. On the last row of the last equation array, instead of dAα+p,ϕ
there should be dAα+p,ϕp .
4. Pseudoconvex domains
Let Ω ⊂ Cn be a domain and H(Ω) be the family of holomorphic functions on
Ω. Then a domain of holomorphy is the proper domain of existence of a holo-
morphic function which cannot be extended analytically in a neighbourhood of
any boundary point. An open set U ⊂ Cn is called a domain of holomorphy if
there do not exist nonempty open sets U1, U2, where U2 is connected, U2 6⊂ U ,
U1 ⊂ U2 ∩ U , such that for every h ∈ H(U) there is a h2 ∈ H(U2) such that
h = h2 on U1. The definition is complicated because we have to take into ac-
count the possibility that ∂U may intersect itself. That aside, we see that an
open set U is not a domain of holomorphy if there is an open set Uˆ ) U such
that every h ∈ H(U) analytically continues to a holomorphic function hˆ on Uˆ .
It is well known that every open subset of C is a domain of holomorphy, but
for domains in Cn the situation is different. For example the Hartogs domain
Ω = D2(0, 3) \ D¯2(0, 1) ⊂ C2
is not a domain of holomorphy, since all holomorphic functions on Ω continue
to the larger domain D2(0, 3) ⊃ Ω, where Dn(z0, r) = { z ∈ Cn | |zj − z0j | <
r, j = 1, . . . , n } denotes the open polydisk and D¯n(z0, r) its closure. Thus we
may have two connected open sets V ⊂ U ⊂ Cn, n ≥ 2, such that every
f ∈ H(V ) has a unique analytic continuation to H(U). The first to realise this
phenomenon was F. Hartogs [18].
The Cartan-Thullen theorem (see [27], p. 52) characterises domains of holo-
morphy by a convexity property with respect to holomorphic functions by defin-
ing that a domain Ω ⊂ C is holomorphically convex or pseudoconvex if for every
compact subset K ⊂ Ω its holomorphically convex hull
(4.1) KˆΩ = { z ∈ Ω | |f(z)| ≤ sup
w∈K
|f(w)| for all f ∈ H(Ω) }
is again compact. Consequently every convex domain Ω in Cn is pseudoconvex.
The definition (4.1) of pseudoconvexity uses only the internal structure of
Ω, but it is quite difficult to verify in general. It turns out that for domains
Ω ⊂ Cn whose topological boundary is smooth (of class C∞) there exists an
equivalent condition in terms of the differential geometry of the manifold ∂Ω
which is easier to verify.
Let Ω ⊂ Cn be a bounded domain with a smooth boundary. A real-valued
function ρ ∈ C∞(Cn) is a defining function for Ω if
Ω = { z ∈ Cn | ρ(z) < 0 }, Ω¯{ = { z ∈ Cn | ρ(z) > 0 }
and ‖grad ρ(z)‖ 6= 0 for all z ∈ ∂Ω. The negative signed distance dist(·, ∂Ω)
always has these properties, but it is often convenient to use other choices.
Then the boundary
∂Ω = { z ∈ Cn | ρ(z) = 0 }
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is a smooth real submanifold of Cn ∼ R2n whose real tangent space at z ∈ ∂Ω
can be identified with the real subspace
TRz (∂Ω) = {u ∈ Cn | 〈 grad ρ(z) |u 〉R2n = 0 }
of Cn. The complex subspace
Tz(∂Ω) =
{
u ∈ Cn |
n∑
j=1
∂ρ
∂zj
(z)uj = 0
}
= TRz (∂Ω) ∩ iTRz (∂Ω)
is called the complex tangent space at z ∈ ∂Ω. It is the largest complex subspace
contained in TRz (∂Ω) in the sense that if S is a real linear subspace of T
R
z (∂Ω)
that is closed under multiplication by i, then S ⊂ Tz(∂Ω).
Now consider, for every z ∈ ∂Ω, the sesquilinear form
(4.2) 〈u | v 〉z = ∂∂¯ρ(z)(u, v) :=
n∑
i,j=1
∂2ρ
∂zi∂z¯j
(z)uiv¯j
defined for u, v ∈ Cn. Since ρ is real-valued, we have 〈u | v 〉z = 〈 v |u 〉z, that
is, (4.2) is a Hermitian form at z called the Levi form associated with Ω. The
domain Ω is called pseudoconvex if at every boundary point z ∈ ∂Ω the Levi
form (4.2) is positive semi-definite when restricted to the complex tangent space
Tz(∂Ω), i. e.,
(4.3)
n∑
i,j=1
∂2ρ
∂zi∂z¯j
(z)wiw¯j ≥ 0, ∀w ∈ Tz(∂Ω).
If the expression on the left side of (4.3) is strictly positive definite (positive
whenever w 6= 0, w ∈ Tz(∂Ω)) for all z ∈ ∂Ω, then Ω is said to be strictly
pseudoconvex. Note that in one complex dimension pseudoconvexity is not an
interesting condition because Tz(∂Ω) = { 0 } at every boundary point and thus
any domain in C is vacuously pseudoconvex. The condition (4.3) was discovered
by E.E. Levi [24] in 1910 in the case of two variables.
For example the unit ball Bn = { z ∈ Cn | z · z¯ < 1 } is strictly pseudocon-
vex since ρ(z) = z · z¯ − 1 is a smooth defining function with the Levi form
∂∂¯ρ(z)(u, v) = u · v¯ for all u and v, where z · ζ¯ = z1ζ¯1 + z2ζ¯2 + . . . + znζ¯n
is the usual scalar product for z, ζ ∈ Cn. On the other hand, the polydisk
Dn(0, 1) = { z ∈ Cn | ‖z‖∞ < 1 } is pseudoconvex but not strictly pseudocon-
vex if n > 1.
It is known that pseudoconvexity is independent of the choice of the defining
function ρ, and if Ω is strictly pseudoconvex, then it is possible to even choose
a ρ such that the Levi form is positive definite not only on the tangent space
but on the whole of Cn, for all z ∈ ∂Ω, i. e., one can choose ρ to be strictly
plurisubharmonic on ∂Ω.
For more details on pseudoconvex domains see for instance S.G. Krantz [23],
R.M. Range [29] or H. Upmeier [35].
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5. Bergman type projections in Cn
As in the one dimensional case, define the Bergman space A2(Ω), Ω ⊂ Cn to
be the space of all holomorphic functions f on Ω such that
‖f‖A2 =
(∫
Ω
|f(z)|2 dV (z)
)1/2
<∞,
where dV (z) = (1/2i)n (dz¯1 ∧ dz1) ∧ . . . ∧ (dz¯n ∧ dzn) is the standard Eu-
clidean volume form on Cn. Then the Bergman kernel K(z, ζ) is the uniquely
determined function of A2(Ω) in the variable z,which is conjugate symmetric
K(z, ζ) = K(ζ, z) and has the reproducing property
f(z) =
∫
Ω
K(z, ζ)f(ζ) dV (ζ)
for all f ∈ A2(Ω). For example, for z, ζ in the unit ball Bn = { z ∈ Cn | |z| < 1 }
we have
KBn(z, ζ) =
n!
pin
1
(1− z · ζ¯)n+1 .
However, unlike in the complex plane, in Cn the Bergman kernel can almost
never be calculated explicitly. Unless the domain Ω has a great deal of sym-
metry, so that a useful orthonormal basis for A2(Ω) can be obtained, there are
few techniques for determining KΩ(z, ζ).
In 1974 C. Fefferman [14] (see also L. Boutet de Monvel and J. Sjo¨strand
[10]) introduced a new technique for obtaining an asymptotic expansion for
the Bergman kernel on a large class of domains, which is used in [b] in the
more general case of weighted Bergman spaces. This enabled rather explicit
estimations of the Bergman kernel and opened up an entire branch of analysis
on domains in Cn.
The lack of an exact formula for the Bergman kernel also contributes to
difficulties in establishing the boundedness of the Bergman projection, which
was resolved also in 1974 by F. Forelli and W. Rudin in [16]. Their idea was to
imbed the unit ball Bn of Cn into the unit ball Bn+s of Cn+s via i(z) = (z, 0)
and use the reproducing property of the Bergman kernel of Bn+s to obtain a
new reproducing kernel on Bn. Namely, if z, w ∈ Bn, then for each complex
s = σ + it, σ > −1 there is an associated kernel
(5.1) Ks(z, w) =
(1− |w|2)s
(1− z · w¯)n+1+s .
When s = 0, then (5.1) is the classical Bergman kernel for Bn up to normal-
isation. Using ordinary Lebesgue measure, the kernel Ks induces an integral
operator Ts,
Ts =
(
n+ s
s
)∫
Bn
Ks(z, w)f(w) dV (w)
on functions defined on Bn. The main theorem of [16] (see also [30], Chapter 7)
states that, for 1 ≤ p <∞, Ts is bounded on Lp(Bn) if and only if (1+σ)p > 1,
in which case Ts projects L
p(Bn) onto Ap(Bn).
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6. Locally convex inductive limits
A locally convex space (E, p) is a Hausdorff topological vector space whose
topology is defined by a family of seminorms {p} such that the neighbourhood
filter at zero (and thus at any point) has a basis consisting of open convex sets
Bp(x, r) = { y ∈ E | p(x − y) < r }. If in addition the family of seminorms
is countable the resulting space, when complete, is called a Fre´chet space. Lo-
cally convex spaces are generalisations of seminormed spaces, also every Banach
space is a locally convex space and as such their theory generalises parts of the
theory of Banach spaces. An important difference between Banach and Fre´chet
spaces is that unlike for Banach spaces the strong dual of a Fre´chet space is
not metrisable in general, but instead a (DF)-space, a class introduced by A.
Grothendieck [17].
A directed index set A is a partially-ordered set with an upper bound for any
pair of elements, that is, given i, j ∈ A there exists a k ∈ A such that i ≤ k
and j ≤ k. The set of positive integers with its natural ordering is the simplest
example of a directed set.
A locally convex inductive system {Eα, fαβ}α,β∈A is a family of locally convex
spaces {Eα | α ∈ A} indexed by a directed set A with a collection of linking
maps
fαβ : Eα−→ Eβ when α < β
which satisfy the compatibility condition
(6.1) fαγ = fβγ ◦ fαβ when α < β < γ.
The inductive limit indα→ {Eα, fαβ} of the system is now defined as follows:
We form the disjoint union of the locally convex spaces Eα
U =
⊔
α∈A
Eα
and define an equivalence relation in U by putting x ∼ y for x ∈ Eα and y ∈ Eβ
if there exists a γ ≥ α, β such that fαγx = fβγy. Then we get
(6.2) E = ind
α→
{Eα, fαβ} = U/ ∼ .
The space E is now endowed with the finest locally convex topology that makes
all the mappings fα : Eα−→ E continuous.
If a family of locally convex spaces {En | n ∈ N} has N with its natural
ordering as its index set the resulting space E = indn→ {En, fnm} is called a
countable inductive limit. In many cases the family {En}n∈N can be organised in
an increasing order . . . ⊂ En ⊂ En+1 ⊂ En+2 ⊂ . . . creating natural inclusions
fnm : En ↪→ Em, n < m. For the inclusions we get fnmx = x for all x ∈ En
and hence x ∼ y in the sense of (6.2) if and only if x = y. Then the countable
inductive limit of the spaces En reduces simply to
E = ind
n→
{En, fnm} =
∞⋃
n=1
En
equipped with the finest locally convex topology that makes all the mappings
fα : Eα−→ E continuous.
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Likewise, if the index set of the locally convex family is larger than N, then
we will have an uncountable locally convex inductive system {Eα}α∈A. The
difference in the size of the index set is remarkable as nearly all existing positive
results about inductive limits concern countable cases and a general theory of
uncountable inductive limits appears to be practically impossible to develop.
A locally convex projective system {Eα, fαβ}α,β∈A is, similarly to inductive
systems, again a family of locally convex spaces indexed by a directed set A
with a collection of maps fαβ : Eβ−→ Eα, α < β which satisfy the compatibility
condition (6.1). The projective limit of the system {Eα, f} is now defined as a
subspace of the product space
∏
αEα such that
proj
←α
Eα = E =
{
(xα)α ∈
∏
α∈A
Eα | fαβxβ = xα for all β ≥ α
}
endowed with the induced topology from the product space. Algebraically it is
the set of all the vectors from the product whose position in the product space
commutes with the mapping f . Again, if the index set A = N, then usually
the family {En}n∈N can be organised in a decreasing order and the countable
projective limit of the spaces En becomes E = proj←nEn = ∩∞n=1En.
On the duality of inductive and projective limits we get (see [15]) that for
any inductive system (Eα)α∈A of locally convex spaces, (E ′α)α∈A is a projective
system and thus
(6.3) (ind
α→
Eα)
′ = proj
←α
E ′α
algebraically. If the system (Eα)α∈A is regular, that is, if for each bounded set
B ⊂ indα→Eα there exists an α = α(B) ∈ A such that B ⊂ Eα and B is
bounded in Eα, then (6.3) holds also topologically.
Each Fre´chet space is the projective limit (usually an intersection) of a count-
able collection of Banach spaces, of which a good example is the Schwartz class
S(Rn) of smooth rapidly decreasing functions. On the other hand, a countable
inductive limit of Fre´chet spaces (resp. Banach spaces) is called an (LF)-space
(resp. (LB)-space), some of the most important examples of locally convex
inductive limits belong to one of these classes. A Fre´chet space E is called
Fre´chet–Schwartz (FS), if the linking maps are compact in the sense that for
each n ∈ N there is an m > n such that fnm : Em→ En is compact, or equiva-
lently, if for each n ∈ N there is an m > n such that for each ε > 0 there is a
finite set F with Um ⊂ F + εUn, where Un = { f ∈ F | pn(f) ≤ 1 } is the unit
ball with respect to the corresponding seminorm pn.
7. Ko¨the sequence spaces
Let the Ko¨the matrix A = (an)n∈N be an increasing sequence of strictly
positive functions on an arbitrary index set I. The echelon space λp = λp(A) of
order p corresponding to each Ko¨the matrix A and 1 ≤ p <∞ is defined to be
λp(A) = {x = (x(i))i∈I ∈ CI |∀n ∈ N, (an(i)x(i))i∈I is p-absolutely summable},
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that is, for all n ∈ N, qpn(x) =
(∑
i∈I(an(i)|x(i)|)p
)1/p
<∞. We also have
λ∞(A) = {x ∈ CI | ∀n ∈ N, q∞n (x) = sup
i∈I
an(i)|x(i)| <∞},
λ0(A) = {x ∈ CI | ∀n ∈ N, (an(i)x(i))i∈I converges to 0}.
The echelon spaces λp(A) are Fre´chet spaces with the sequence of norms qn = q
p
n,
n = 1, 2, . . .. If A consists of a single strictly positive function a = (a(i))i∈I , we
may write `p(a) instead of λp(A), 1 ≤ p ≤ ∞, and c0(a) instead of λ0(A). Of
course, if I = N and a ≡ 1, we obtain the familiar sequence spaces `p and c0.
The elements of the echelon spaces can be considered as generalised sequences
and for instance `p(a) is a diagonal transform via a of the space `p(I) of all
p-absolutely summing sequences on I. Thus formally `p(a) = λp(Cn) for the
constant Ko¨the matrix Cn on I consisting of the single function a and hence
λp(A) = proj←n `p(a) algebraically and topologically.
For a Ko¨the matrix A = (an)n, let V = (vn)n denote the associated decreasing
sequence of strictly positive functions vn = 1/an. In the notation introduced
above we put
kp(V ) = ind
n→
`p(vn) for 1 ≤ p ≤ ∞
and k0(V ) = indn→ c0(vn). That is, kp(V ) is an increasing union of the Banach
spaces `p(vn) endowed with the strongest locally convex topology under which
the injection from each of these Banach spaces is continuous. The spaces kp(V )
are called co-echelon spaces of order p and by the duality of projective and
inductive limits (6.3) we get algebraically that
λp(A)
′ = kq(V ),
1
p
+
1
q
= 1 and q = 1 for p = 0.
Ko¨the echelon and co-echelon spaces are among the most important examples
of Fre´chet and (DF)-spaces, respectively.
For a given decreasing sequence V = (vn)n of strictly positive functions on
I or for the corresponding Ko¨the matrix A = (an)n, an = 1/vn, we denote by
V = V (V ) the uncountable system
λ∞(A)+ =
{
v = (v(i))i∈I ∈ RI+ | ∀n ∈ N : sup
i∈I
v(i)
vn(i)
= sup
i∈I
an(i)v(i) <∞
}
of non-negative generalised sequences. Even though all the functions vn are
assumed to be strictly positive, the system V need not contain any strictly pos-
itive elements (see [7], Example 1.6). However, if I is countable, then V always
contains strictly positive functions v ∈ V and we can restrict our attention to
such functions.
Then, for 1 ≤ p ≤ ∞ we associate with V the spaces Kp, where
Kp(V ) = {x = (x(i))i∈I ∈ CI | ∀ v ∈ V : r(p)v (x) =
(∑
i∈I(v(i)|x(i)|)p
)1/p
<∞},
as well as
K∞(V ) = {x ∈ CI | for each v ∈ V : r∞v (x) = sup
i∈I
v(i)|x(i)| <∞},
K0(V ) = {x ∈ CI | for each v ∈ V : (v(i)x(i))i∈I converges to 0 on I}.
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These spaces are equipped with the complete locally convex topology given by
the seminorms r
(p)
v , v ∈ V . The notation suggests that Kp(V ) is in some sense
related to kp(V ) and in fact it is easily seen that kp(V ) is continuously embedded
in Kp(V ), p = 0 or 1 ≤ p ≤ ∞ and that for 1 ≤ p ≤ ∞, kp(V ) = Kp(V )
algebraically, that is, the spaces are equal as linear spaces and have the same
bounded sets.
Whether this equality holds also topologically is an interesting question, since
in general the inductive limit topology of kp is strictly finer than the weighted
topology of Kp. It turns out that for 1 ≤ p < ∞ we do have kp(V ) = Kp(V )
algebraically and topologically and in particular the inductive limit topology of
kp(V ) is given by the system (r
(p)
v )v∈V of seminorms and kp is always complete.
However, for p = 0 and p = ∞ the topological equality is not true in general:
when p = 0, the inductive limit topology of k0 is the one induced by the
system (r
(0)
v )v∈V of seminorms, but k0 can be a proper subspace of K0, whereas
for p = ∞ the topologies of k∞ and K∞ do not always agree. To establish
when an inductive limit can be identified algebraically and topologically with
its associated weighted space is called the projective description problem, see
for instance [9].
In the literature a thorough introduction to Ko¨the sequence spaces by K.
Bierstedt, R. Meise and W. Summers can be found in [7] with the main results
being summarised in [8] from the point of view of Fre´chet spaces. In [6] the em-
phasis is on inductive limits but the theory of sequence spaces is also developed
as an example of the applicability of projective and inductive limits.
The echelon and co-echelon spaces have been named after G. Ko¨the who
studied them (with O. Toeplitz) already before the development of the tools
available through the present day theory of topological vector spaces. Ko¨the’s
early work with sequence spaces helped the development of the general theory
of locally convex spaces by often simplifying proofs of old theorems and making
important generalisations of others. Even today echelon and co-echelon spaces
are still a useful source of examples and counterexamples which mark out the
boundaries of possible theorems, see [22].
8. Summary of articles [b] and [c]
It is well known that the Bergman projection is not bounded on the space
L∞(D) of bounded measurable functions. In [33] J. Taskinen introduced the
weighted locally convex spaces L∞V (D) of measurable and H∞V (D) of analytic
functions on the open unit disk. They are both (LB)-spaces containing the
spaces L∞(D) and H∞(D), respectively, and the Bergman projection is con-
tinuous from L∞V (D) onto H∞V (D). Considering the continuity of the Bergman
projection the space H∞V is in some sense the smallest possible substitute to
H∞.
This result was extended to the unit ball of Cn by M. Jasiczak in [20], then
further generalised to a smoothly bounded strictly pseudoconvex domain Ω ⊂
Cn by M. Engliˇs, the author and J. Taskinen in [b] and also, independently and
more or less at the same time, by Jasiczak in [21].
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Let Ω ⊂ Cn be a smoothly bounded strictly pseudoconvex domain with a
defining function r such that r > 0 on Ω. Denote by V the family of strictly
positive functions v : (−∞, 1)→ R+ such that supt<1 v(t)l(t)n < ∞ for all
n = 0, 1, 2, . . ., where l(t) = max{1,− log(1− t)}. Then a function w on Ω with
a defining function r belongs to VΩ,r if w(z) = v(1 − r(z)) for some v ∈ V .
Let also H∞V,r(Ω) be the space of all holomorphic functions f on Ω such that
‖f‖w = supz∈Ωw(z)|f(z)| is finite for all w ∈ VΩ,r, equipped with the topology
induced by the seminorms ‖ · ‖w. Define L∞V,r(Ω) in the same way replacing
”holomorphic” by ”measurable” and sup by ess sup.
In the article [b] we show that, firstly, the weighted Bergman projection
Pα : L
2
α(Ω)→ A2α(Ω),
Pαf(z) =
∫
Ω
Kα(z, ζ)f(ζ)r(ζ)
α dA(ζ),
is a continuous operator on L∞V , here Kα(z, ζ) is the associated reproducing
kernel and dA is the Lebesgue measure on Cn. Secondly, we show that L∞V is
the smallest locally convex space X for which a) L∞(Ω) ⊂ X , b) the unweighted
Bergman projection P is bounded on X and c) the topology in X is given by
a family of radially weighted sup-norms. This, as well as [21], generalises the
result of [33].
In both cases the proof of the continuity is based on generalised Forelli-
Rudin estimates while the proof of minimality uses peaking functions and a
construction of functions inspired by S. Bell (Lemma 2 in [3]).
In [32] Taskinen showed that the space H∞V (D) admits an atomic decompo-
sition and this result is generalised in [c] by proving an atomic decomposition
result for the space H∞V (Ω), where Ω ⊂ Cn is again a smoothly bounded strictly
pseudoconvex domain. Every function f ∈ H∞V (Ω) can be presented as an infi-
nite linear combination of atoms on Ω such that the coefficient sequence belongs
to a suitable Ko¨the co-echelon space.
The construction of the atomic decomposition in [c] follows that of [32] with
some technical modifications due to higher dimensions. The general outline
of the proof is the same as the one used in [a], dating back to Coifman and
Rochberg [12] and Zhu [36]. This includes the setting up of a lattice for the
atoms to be evaluated in and defining three continuous operators which together
make up a continuous projection in the Ko¨the sequence spaceK∞ thus implying
that the space H∞V and a complemented subspace of K∞ are isomorphic to each
other.
The notation used in [c] for the Ko¨the sequence spaces differs slightly from the
traditional one used by Bierstedt and above in Section 7, where an(i) denotes
the same sequence as ak(n) in [c], equation (4.2).
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