, on an analytic Jordan curve y in the plane of the complex variable z, and let p"(z) be the unique sequence of polynomials in z of respective degrees re of best approximation to F(z) on 7 in the sense of minimizing fy\Fiz) -pniz)\p\dz\; these minimizing Pniz) may also be subjected to certain auxiliary conditions of interpolation pniwk) = uk, k = l,2,---,m, which are independent of re and are not necessarily related to F(z). The object is to study convergence and degree of convergence of the sequence p"(z) to a possible limit minimizing function and to study various properties of this limit function. We attack this problem first (Part I) by studying a general situation in Fp-space, and then (Part II) by specializing to the problem already mentioned. We treat likewise the analogous problem where best approximation is measured by a surface integral over the interior C of y.
Forp#2we
rely on suitable inequalities and make large use of the orthogonality condition (Theorem 4) which characterizes the extremal function/*. Continuity properties of the extremal function enable us to estimate I Pn || -||/* II» and inequalities depending on the uniform convexity of Lp to estimate ||/* -p*|| • Conclusions are obtained involving degree of convergence, and overconvergence, i.e., convergence in a larger region. (Compare with the simpler case, p = 2 [19, §11.5, Theorem 9] .)
In Part I we are concerned with a closed convex subset L* of Lp with closure by the Lp-norm topology. If f(z) is analytic interior to the unit circle and if the integrals f02'\f(rew) \pdd, 0 < r < 1, are bounded, f(z) is said to be of class T7P and it is well known that for radial approach or approach "in angle" has boundary values almost everywhere on the unit circle and that for these boundary values the integral Jo*\f(ew) \pd6 exists. The subclass Hp of Lp on \z\ = 1 so determined is known to be a closed subset of Lp. For the case that y is an analytic Jordan curve, T7P (7) is defined in the obvious way by a conformai mapping onto the interior of the unit circle. The closure on y of 77p in Lp is evident.
If Lp refers to the surface integral taken with respect to area over C, a limited region of the complex plane, 77p is defined as the subset of functions of Lp analytic on C. If fm, /"£ 7TP and limm,"_ ffc |/" -/m|pdS = 0, there exists/£Lp such that lim"_ ffc \f-fA"dS = 0. Then limn_/"(z) = f(z) uniformly on any closed set interior to C [ 19, p. 109] . Thus H'p is closed.
A subset L* of L" is called a convex subset of Lp provided that g, A £ L* implies [rg + (1 -r)h] E L* for all r such that 0 £ r £ 1. We say Ln is a nested sequence of subsets of Lp if L" £ Ln+X £ Lp, re = 1,2, • • •. In the applications considered in this paper (Part II) L* is the closure of U" Ln.
It is assumed throughout this paper that C is a limited region of the complex plane and that integration is over E, namely, the boundary y of C or the point set C itself. In the former case we suppose y is an analytic Jordan curve and integrate with respect to arc length; in the latter case we integrate with respect to area. If fE\fi -/21p¿M = 0, fx and f2 are regarded as the same function on E.
A polynomial pAz) of degree re is a function which can be expressed in the form a02n-f axzn~l + ■•• +an, where a0 may be zero. We give examples for later reference of closed convex subsets L* of 7/ and nested sequences L" of such sets.
Example A. For L* = Hp (or 77p) and Ln, the set of polynomials of degree re, Ln is a nested sequence of closed convex subsets of the closed convex subset L*.
Example B. Given points wx,w2, ■ ■ -,wm interior to C, let interpolation conditions f(wj) = u¡, j = 1,2, ■■ -,m, be assigned. If the wj are not all distinct, the appropriate Uj are to be interpreted in the usual way as values [25, p. 129] . We assume that the measure u of E is finite. In this paper extremal function of L* denotes a function g * which minimizes ||g||p, g EL*.
Theorem 1. If FELP and L* is a closed convex subset of Lp, then L'*={g\g = F-f,fEL*\ is also a closed convex subset of Lp. There exists a unique element f* of F* for which || F -/ ||p is a minimum, namely: f* = F -g*, where g* is the extremal function of L*.
In Theorem 2 the weight function w is understood to be positive, integrable, and bounded from zero on F. Theorem 2. If L* is a closed convex subset of Lpw (the set of functions f such that fEw\f\"dfi exists) when [ fEw\f\pdu]Up is taken as ||/||p, then f;=|sIs = »>1/p/,/ef*} is a closed convex subset of Lp. Hence, there exists a unique element f* EL* for which \\f\\p is a minimum, namely: f* = g*/iw)i/p, where g* is the extremal function of L*.
By combining the results of Theorems 1 and 2 we obtain the following: If w is a weight function as described above and if F is an arbitrary element of Fp then for / in L*, a closed convex subset of Lpm there is a unique /* of L* such that fw\F -f\pdp is a minimum and f* = F -g*/iw)1,p.
3. Inequalities for norms in an arbitrary L'-space. As is customary,
is abbreviated by ||g||p or just by ||g||. Theorem 3. Choose r, 0 < r < 1. Suppose p > 1 and f,gELp with integration over E. Let Ex denote the subset of E on which \g/f\ < r and E2 the subset of E on which \glf\ ^ r. TAere (a) f \f + g\"dp= f |/|pdM + pRef \f\p(glf)dp + f Rxdp, Proof. In Theorem 3 set g = X<¡> with -i> = f -h and denote Fi and E2, which now depend on X, by Eh and F2a. Addition of (a) and (b) yields:
For p S: 2, it follows from the Holder inequality and the fact the integral is not decreased by substituting F for Ex that the third term on the right is bounded by A(p,r) ||/||P_2|X12¡0||p. Clearly the fourth term on the right side of (4.2) is bounded by F(p,r) |X|P||0||P. For 1 <p < 2, the third term on the right side of (4.2) is bounded by A(p,r) |X|2^|/|p|0//|pdp, that is, by Aip,r)\x\2\\<j>\\pp, and the fourth term by F(p,r)|x|p||</.||p. which completes the proof of (a). In (5.1) we factor sup|/|p"2 from the first integral and, in case \f -itn\ < 1 and p à 2, substitute \f -t"|2 for \f -ir"|p in the second integral on the right without changing the sense of the inequality or the constant factors, thus obtaining (b) for p ^ 2. If 1 <p < 2 and | (/ -tt)//| < r < 1 on E, since Ein is the null set, the result (b) is obtained from (5.1) by factoring sup |/|p 2 from the first integral on the right. Noting |/|p_2|/ -tt"|2 = | (/ -tt")//|2 p|/-tt"|p and substituting into (5.1) in the case 1 <p < 2, we obtain (c). In case (d), E^ is the null set. Proof. If ||t"|| = ||/||, the result is trivial. Otherwise, the law of the mean applied to the function Xp implies there exists £", ||/|| < £" < ||7r"||, so that with r = p for p 2: 2 and r = 2 for 1 < p < 2. For p^2, if L* is admissible and if ||/ -ir"|| = 0(y") with lim^^y,, = 0, íAere
Proof. We apply an inequality on uniformly convex spaces proved by
Hanner [6] forp > 1. In the casep ^ 2 a result of Clarkson [3] could be used.
Since with r = 2forl<p<2 and r = p for p ^ 2. Now
Combining Corollary 5.1, as applied to (a) of Theorem 5 and the result of the present theorem, we obtain (6.2).
For 2 i p < oe, if / is extremal for F*, a convex subset of Fp, and h is an arbitrary element ofL*, it can be proved easily from an inequality of Clarkson [3] For if this inequality held it could be combined with the conclusion in Theorem 5, ll,rn||p-||/||p < Af3||/-7rn|||, to obtain a degree of convergence stronger than maximal convergence in the case / is analytic and bounded from zero on y.
When {e" j is used henceforth in this paper, it is to be understood that for re sufficiently large 0 < tn+x i tn<l and lim"_^" e" = 0.
Theorem 7. Suppose f, such that ||/|| ^ 0, is extremal for an admissible convex subset L* of Lp, p > 1. Suppose, for given {«"(, there exists rn i EL*) such that ||/ -7r"|p < 1 and such that for some M
where E0 is a set of measure zero and is independent of re. If \pnEL* and Uni è ||ir"||, then ||/ -^|| = 0(e2/r), re-* oo, with r = p for p è 2 but r= 2 forl<p<2.
Proof. Corollary 5.1, applied to (d) of Theorem 5, followed by (7.1) and Theorem 6, yields the result. TAere, i/||/||p ^ 0 and if f is bounded on E, the conclusion of Theorem 7 holds. f \f-U¿il'a> dp = 0(£2(1-") fora = 1/(1 + ß).
Je , Proof. We first derive (9.2), which holds for p > 1 if / is extremal for an admissible subset L * of Lp, and (9.3). Finally (9.5), (9.3), and (9.4) are combined to complete the proof.
We begin with the identity J \f\p-'V-g\2du = j \f\p-2f(f-g)dp-f \f\p-2fgdp Since / is extremal, the right member is not greater than f \g \pdp. This result combined with (9.2) implies that (9.3) f \f\p"2\f-g\2dpi j \g\pdp-J \f\pdp.
We note now that ifp > 0 and r > 0, if |/|p~2|/ -g\r is integrable and if, for some ß( > 0), also [|/|P~2]~'J is integrable, then is an immediate consequence of (a) of Theorem 5.
Combining (9.5) with (9.3) and (9.4) when g is replaced by \¡/n, we obtain the required result.
II. Applications to analytic functions 4. Convergence of sequences of functions extremal for line and surface integrals in the complex plane. The remainder of this paper is concerned with convergence, in particular, degree of convergence of the extremal polynomials to the corresponding extremal function in 77p on certain subsets of the complex plane. We frequently use Hypothesis H. Let D be a closed limited Jordan region, with interior C, bounded by a Jordan curve y which, for the line integral case, is supposed analytic. Assume integration over C for the surface integral, over y for the line integral. Define L * and Ln as in Example B of the introduction. Suppose F £ Lp defined on E, the set over which the integral is taken, and let f* and f* minimize \\F-/||p, fEL*, and \\F-fn\\p, fnELn, respectively.
Before proceeding to consider degree of convergence under assumption of special behavior of the extremal function we consider convergence in the general case. Proof. ||P-/| = || (P-P)/B-(/-P)IB\\. The following theorem was proved in more general form by Rogosinski and Shapiro ([13] or [16] ).
Theorem A. Suppose F(z) is analytic for t < \z\ < 1/i, 0 < t < 1. Then for some t', t :S t' < 1, ifte minimizing function f* for \\F -/||p, /£ 77p, norm on \z\ = 1, satisfies the following conditions. For p = 1, f*(z) is analytic for \z\ < 1/i'. For 1 <p < oo, f*(z) is analytic for \z\ < 1/i' except possibly for isolated branch points in 1 < \z\ <I/t'. Corollary 11.2. The extremal function for L* defined as in Example B for the line integral over an analytic Jordan curve y is always analytic on C + y.
Proof. The general case reduces to the unit circle case by mapping the interior of y onto the interior of |u;| = 1.
5. Maximal convergence of sequences of polynomials extremal for line and surface integrals in the complex plane. We now consider some cases where the sequence of polynomials p*(z), extremal for polynomials of degree re contained in a closed convex subset L * of Lp, can be shown to converge maximally to the extremal function of L*.
For a more complete definition of maximal convergence the reader is referred to [19, Chapter IV] . We let D denote a closed limited set in the complex plane whose complement K in the extended plane is connected; DR the equipotential locus in K, G(x,y) = log 7? > 0, and p = p(f) the greatest number such that f(z) is single-valued and analytic everywhere interior to Dp. A sequence of polynomials [pAz) j with the property that for every R < p there exists M (which may depend on R but is independent of n and z) such that \f(z) -p"(z)| ^M/R", zED, is said to converge maximally to
The case P£ L*, /* = P, is already known. For the sake of simplicity in certain theorems we exclude this case. Theorem 12. Assume Hypothesis H. If f* is single-valued and analytic on D, we conclude the following. In case p 2: 2, if [ (F -/*)p-2]" ¿s integrable for some ß > 0, then the sequence f*(z) converges maximally to f*(z) on D. In case 1 < p < 2, if F -f* = Qqd> for some function <f> continuous and nonvanishing on E and Qq a polynomial, say of degree q, then the convergence is maximal on D.
Proof. We note that if F is analytic on E (that is on D in case of the surface integral, on y for the line integral case) and if f* is analytic on D as in the fine integral case (by Corollary 11.2), the requirements in the hypothe- Proof of (b). Theorem 9, applied to L'* = \g\g = F -f,fEL*\ with *" of Theorem 9 taken as F -ir" and \pn as F -/* implies the first part of (b) ;
[ 15, p. 123] implies the second part of (b).
In the next theorem the surface integral is used. A degree of convergence of the minimizing polynomials to the minimizing function /* of H'p is obtained provided f*EH(k,a,2).
When the norm notation is used here, the surface integral is to be understood. (2) is applied with F -f* and F -f* taken respectively as /* and /*, the theorem yields the required result for ||/* -/*||p. Application of [15, Exercise 4.6.14] completes the proof for Case (i).
Proof of Case (ii). 1 < p < oe. We proceed to show Theorem 7' can be applied. By [ 21], [ la], or [ 24] , there exist polynomials 7r" of respective degree re such that 
