Abstract
I
t is challenging to develop highly efficient and clean engines while meeting user expectations in terms of performance, comfort and drivability. One of the critical aspects in this regard is combustion noise control. Combustion noise accounts for about 40 percent of the overall engine noise in typical turbocharged diesel engines. The experimental investigation of noise generation is difficult due to its inherent complexity and measurement limitations. Therefore, it is important to develop efficient numerical strategies in order to gain a better understanding of the combustion noise mechanisms. In this work, a novel methodology was developed, combining computational fluid dynamics (CFD) modeling and genetic algorithm (GA) technique to optimize the combustion system hardware design of a highspeed direct injection (HSDI) diesel engine, with respect to various emissions and performance targets including combustion noise. The CFD model was specifically set up to reproduce the unsteady pressure field inside the combustion chamber, thereby allowing an accurate prediction of the acoustic response of the combustion phenomena. The model was validated by simulating several steady operating conditions and comparing the numerical results against experimental data, in both temporal and frequency domains. Thereafter, a GA optimization was performed with the goal of minimizing indicated specific fuel consumption (ISFC) and combustion noise, while restricting pollutant (soot and NO x ) emissions to their respective baseline values. Eight design variables were selected pertaining to piston bowl geometry, nozzle inclusion angle, number of injector nozzle holes and in-cylinder swirl. An objective merit function based on the emissions, ISFC and combustion noise, was constructed to quantify the strength of the engine designs, and was determined using the CFD model as the function evaluator. The in-cylinder noise level was characterized by the total resonance energy of local pressure oscillations. The optimum engine configuration thus obtained, showed a significant improvement in terms of efficiency and combustion noise compared to the baseline system, along with both soot and NO x emissions within their respective constraints. This optimum configuration included a deeper and tighter bowl geometry with higher swirl and larger number of nozzle holes. Subsequently, a more detailed acoustics analysis based on proper orthogonal decomposition (POD) technique was carried out to further explore the combustion noise benefits achieved by the GA optimum. This computational study is a first of its kind (to the best of the authors' knowledge), which demonstrates a comprehensive framework to incorporate combustion noise into a numerical optimization strategy for engine design.
Introduction
T he degradation of air quality due to exhaust emissions from the transport vehicles has increased concerns about the pollutant emission sources over the last few decades. While the number of respiratory diseases has significantly grown in urban environments [1] , the weather has also experienced noticeable changes due to global warming [2] . This situation has forced engine manufacturers to face everincreasing exhaust emissions regulations while adhering to strict consumer demands of high fuel economy, thermal efficiency and drivability.
As a consequence of this struggle, a variety of new combustion modes [3, 4, 5] have been developed. Most of them operate in highly premixed conditions to avoid particulate matter (PM) precursors while the generation of nitrous oxides (NO x ) is controlled via large amounts of exhaust gas recirculation (EGR). A considerable number of investigations [6, 7] have confirmed the suitability of these combustion concepts to achieve really low emissions of both NO x and soot particulates, while maintaining or even improving the engine performance. However, high pressure rates associated with these particular modes of combustion exacerbate the NVH (Noise, Vibration and Harshness) issues and thus compromise the user's comfort and the quality of life in populated areas [8] .
Combustion noise is a result of the interaction between combustion and turbulence [9] . The contribution of both phenomena to the overall noise emissions may be completely different depending on the application. For instance, in compression ignition (CI) engines operating with conventional diesel combustion (CDC), the pressure instabilities generated during the premixed combustion largely dominate the acoustic source, rendering the pressure oscillations induced by turbulence-combustion interaction [10, 11] secondary. Therefore, a better fundamental understanding of noise is essential for assessing the connection between combustion and its corresponding acoustics.
In addition to the pressure instability induced by combustion itself, the generated pressure waves resonate inside the chamber [12] , interacting with the chamber walls, thereby acting as an extra acoustic source. This complex phenomenon, commonly known as combustion chamber resonance, has a significant impact on the radiated engine noise because the characteristic excitation frequency span is in the highly sensitive human perception range [13, 14] and its effects become especially evident during low-to-medium load operation and at transient conditions [15] .
Once the acoustic excitation occurs, acoustic perturbations are transferred through the engine block into the vehicle and the environment. NVH analysis has demonstrated the complexity of the propagation patterns of acoustic energy [16] . Moreover, it allowed to establish a relation among acoustic response of the engine, block design and acoustic insulation [17] .
Two different strategies are traditionally used to reduce noise emissions and modify the acoustic signature of the engine. The first, known as passive solution, is related to the modification of the acoustic response of the source by combining a proper engine block design and encapsulation. The second strategy, known as active solution, entails optimizing the hardware design and operation settings to act directly on the combustion noise source.
Passive solutions have been thoroughly explored in the past due to their inherent simplicity. Since the basis of these strategies lies in attenuating the frequency contents which have an untoward effect on NVH, the unsteady nature of the acoustic response and its highly non-linear behavior complicate the understanding of the radiation paths and the involved mechanisms. Nevertheless, research efforts have been made to assess the acoustic radiation through simple models, establishing a relation between the combustion noise source and the end user. Anderton [18] proposed a linear behavior between the source and the observer for the engine block attenuation curve. Even though this simplification did not allow for an accurate prediction of the radiated noise level, it was useful to perform comparative analyses, and several combustion noise metrics were defined following this method. More recently, cause-effect relationships between typical combustion related parameters and free-field noise measurements were found [19] , thereby connecting the noise source to both the objective and subjective effects of engine radiated noise [13, 14] .
In contrast to passive solutions, the major difficulties in the active strategies lie in the understanding of the complex phenomena involved in noise generation and their direct effects on the in-cylinder pressure field. This demands multiple measurement points across the combustion chamber [20] for the recreation of the unsteady pressure field and subsequent analysis, which in turn requires complex and expensive engine modifications. For this reason, most studies have resorted to numerical simulations in order to assess the noise source [21] instead. In particular, the use of computational fluid dynamics (CFD) is nowadays widely established in the automotive industry. Moreover, recent studies have demonstrated that CFD is a useful tool to recreate, visualize and study the combustion noise source [22, 23] . Despite the attractive benefits of this method, the simulation of an internal combustion engine is challenging due to complex geometry, spatially and temporally varying conditions and complicated combustion chemistry. Therefore, additional efforts must be focused on not only developing more robust codes, but also on the validation procedure to ensure a correct estimation of the involved physical phenomena [24] .
Once the simulations have been validated, any number of parameters can be modified and readily tested. This encouraged development of additional techniques for the identification of optimization pathways with respect to combustion chamber design [25] or engine operating conditions [26, 27] . The interest in optimization methods based on genetic algorithm (GA) has increased in the automotive industry over the last few years due to the wide range of solutions they offer in combination with CFD. Several studies [28, 29] have applied this technique to diverse engine applications in which the number of optimized parameters is relatively high. For instance, Senecal and Reitz [30] optimized the combustion chamber design of a CI diesel engine with six design parameters considering emissions and performance. Sun and Wang [31] combined GA and artificial neural network for optimizing the intake port design of a spark-ignited (SI) engine with four control parameters. However, till date, combustion noise control has not been employed as a criterion in engine design optimization studies.
In the present work, a novel numerical methodology was implemented for optimizing the combustion system in a high-speed direct injection (HSDI) diesel engine. Besides the performance and emissions (NO x and soot), engine noise was also included as an objective parameter. In this regard, specific considerations were made pertaining to the CFD model parameters that could affect the estimation of the in-cylinder pressure field, and subsequently, the noise emissions. Although one of the objectives of this paper was to contribute to the understanding of the relationship between noise emissions and chamber geometry in CDC, the final goal was to develop a general technique which could also be applied to new combustion modes such as Homogenous Charge Compression Ignition (HCCI) or Partially Premixed Combustion (PPC) in different engine configurations.
The paper is organized as follows. First, the engine specifications are briefly described. Then, the numerical methodology is described, along with CFD model validation and details of the design optimization strategy. Subsequently, results from the numerical study are presented and discussed. The paper concludes with a summary of the main findings and directions for future work.
Engine Specifications and Experimental Facility
The engine configuration is the same as that used in previous investigations by the authors [13, 14] . The tests were carried out in a light-duty HSDI diesel engine for automotive applications directly coupled to an asynchronous dynamometer. It was a 1.6 L, four-cylinder, turbocharged engine equipped with a common rail injection system. The main specifications of the engine and the fuel injector are summarized in Table 1 .
The test bench was installed inside an anechoic chamber which guaranteed free-field conditions for frequencies above 100 Hz. In addition, the dynamometer was physically and acoustically isolated with sound damping panels to prevent possible disturbances in the noise measurements. Moreover, the rate of heat release and other relevant combustion parameters were estimated by applying some simplifications to the energy equation [32] .
Methodology
In this section, the numerical methodology and mathematical approaches outlined in the introduction are described in detail.
Numerical Model Setup
A numerical model of the engine was developed using the commercial CFD code CONVERGE v2.2 [33] . The simulations were performed between two consecutive exhaust valve openings (EVO), encompassing a complete engine cycle. The numerical solution of the 3D domain was obtained by using the finite volume method. A second-order central difference scheme was used for spatial discretization and a first-order implicit scheme was employed for temporal discretization.
The numerical domain, as shown in Figure 1 , included the complete single cylinder geometry and the intake/exhaust ports for performing full cycle simulations. The mesh discretization was done using the cut-cell Cartesian method available in the code. The base mesh size was 3 mm throughout the domain. Three levels of fixed embedding (0.375 mm of cell size) were added to the walls of the combustion chamber, ports and region near the fuel injector, to improve boundary layer prediction and the accuracy of spray atomization, droplet breakup/coalescence, etc. Mesh size in the chamber was reduced with two levels of embedding (0.75 mm of cell size) after the start of combustion, for an improved recreation of the interaction and reflection of the pressure waves. The code also employed adaptive mesh refinement (AMR) to increase grid resolution (up to 0.378 mm minimum cell size) based on the velocity and temperature subgrid scales of 1 m/s and 2.5 K, respectively. As a result, the total number of cells varied between 1.5 million at Bottom Dead Center (BDC) and 0.5 million at Top Dead Center (TDC). This mesh configuration was selected after a grid independence study, offering a grid-independent solution for the pertinent acoustic and combustion parameters.
The maximum sonic Courant number, based on the speed of sound, was fixed to unity during combustion to capture local fluctuations of the in-cylinder pressure field. Several monitor points were distributed across the combustion chamber in order to analyze the location of the standing waves. Moreover, the computed pressure was recorded at a sampling frequency of 50 kHz so as to provide an aliasing-free bandwidth sufficient to cover the human hearing range [34] .
In-cylinder turbulence was modeled using the ReynoldsAveraged Navier Stokes (RANS) based re-normalized group (RNG) k-ε model [35] coupled with the wall heat transfer model developed by Angelberger et al. [36] . The RedlichKwong equation [37] was selected as the equation of state for calculating the compressible flow properties. Pressure-velocity coupling was achieved by using a modified Pressure Implicit with Splitting of Operators (PISO) method [38] .
Fuel injection was described by the standard Discrete Droplet Model (DDM) [39] and Kelvin Helmholtz (KH)-Rayleigh Taylor (RT) breakup model was employed to model spray atomization [40] . Droplet collision and coalescence were modeled by O'Rourke's model [41] . Moreover, the Frossling correlation [42] was used to model fuel evaporation. The drag coefficient of the droplets was calculated by the dynamic drag model of Liu et al. [43] . A reduced chemical kinetic mechanism for primary reference fuels (PRF) consisting of 42 species and 168 reactions based on Brakora et al. [44] was used in this work to account for fuel chemistry and n-heptane was used as the diesel surrogate. Regarding emissions, soot formation and oxidation were determined by the empirical Hiroyasu soot model [45] whereas NO x formation was modeled by the extended Zel'dovich mechanism [46] . For combustion modeling, the SAGE detailed chemistry solver [47] was employed along with a multi-zone (MZ) approach, with bins of 5 K in temperature and 0.05 in equivalence ratio [48] . Although it does not utilize an explicit turbulent combustion closure [49, 50] , the SAGE-MZ model has been demonstrated to perform well for simulating spray combustion in the context of RANS in previous studies [51, 52] .
Cylinder wall temperatures were assumed to be constant and estimated using a lumped heat transfer model [53] . The inflow/outflow boundaries placed at the end of the intake and exhaust ports were prescribed the cycle-averaged values of the corresponding measured pressures and temperatures.
Finally, the runtime for a full cycle simulation was around 130 hours on 32 processors.
Model Validation
Four different steady operating conditions, summarized in Table 2 , were selected to validate the numerical model. These conditions were sufficiently representative of all noise issues present in the whole operating range and the contribution of each frequency band (low, medium and high frequency) to the overall engine noise was completely different among these operation points.
Traditional in-cylinder pressure measurements through a single transducer do not provide enough information for evaluating the effects of the resonance due to local fluctuations of the pressure field. Broatch et al. [22] proposed a methodology based on CFD simulations to overcome this limitation without complex and expensive engine modifications. They compared the simulated and measured pressure profiles at the same location of the pressure transducer and checked the consistency between numerical results and measurements in both the time and frequency domains. Then, the solution was considered to be suitable for extrapolation to the entire domain. They also defined an elaborate procedure for choosing a representative cycle of a specific operation point. This method was specifically developed for preserving the high frequency content of the pressure signal after cycle averaging. The resulting cycle would, therefore be the most representative of the noise generated during the specific engine test. Figure 2 shows the comparison between simulations and experiments at the four conditions considered for validation. On the left side, pressure traces registered at the transducer location in experiments and simulations are plotted along with the corresponding rates of heat release (RoHR). In general, a good agreement is obtained with experiments for all the four operating points. Zoomed views also show that the resonant oscillation process is consistently reproduced by the simulations. On the other hand, the pressure spectral density or sound pressure level (SPL) of all operation points is displayed on the right side. Numerical results overlap with measurements in almost the whole frequency range and for all the operating conditions, with only a slight disagreement observed for the medium frequencies in Points #2 and #4.
The suitability of the model for predicting noise emissions and performance levels was also assessed. The Overall Noise (ON), further explained in Appendix A, and ISFC were selected for validation. Figure 3 shows that both ON and ISFC predictions are quite reasonable, since errors between the simulations and experiments are below 1% and 10%, respectively. Thus, although there was a slight disagreement in the medium frequency range of the spectrum of some of the operating points, the model ensures an accurate prediction of the external engine acoustic field and fuel consumption for all the operating conditions considered.
It is noted that NO x and soot emissions predicted by the CFD model could not be compared with direct measurements as it was not possible to measure these pollutant emissions inside the anechoic chamber. Nevertheless, based on the authors' experience, Hiroyasu soot model [45] and Zel'dovich mechanism [46] are expected to provide good estimations of soot and NO x emissions, respectively. The authors have employed them in various engine studies before and both emissions were reasonably well predicted when compared to exhaust analyzer measurements. Examples of such validation can be found in Refs. [22, 52] . Therefore, the CFD soot/NO x predictions are considered to be sufficiently representative of the real emission levels in this study.
Simplified Approach
Despite good agreement between simulations and experiments shown above, the CFD simulations were highly time consuming. This compromises their suitability for use with optimization techniques, such as genetic algorithms, that automatically refine the solution until an optimum is found after a large number of calculations.
Several modifications to the original model setup were, therefore, made in order to minimize the calculation time while ensuring high accuracy.
First, the base mesh size was increased to 5 mm. All fixed embedding regions were maintained at the same levels of grid refinement. As a result, the walls, spray and AMR regions had a minimum cell size of 0.625 mm whereas the resolution of the mesh in the chamber was reduced to 1.25 mm during the combustion event. In addition, the maximum sonic Courant number was set to 2 during combustion. Finally, the total simulation time was reduced to the closed cycle, encompassing only the time between IVC and EVO. Furthermore, the simulations were initialized by a nonuniform spatial distribution of thermodynamic conditions and species concentrations. This was obtained from a previous simulation of the gas exchange process using the original baseline model setup. Although the calculation time is considerably reduced with these modifications, the conditions at IVC may notably change when the combustion chamber is modified. In view of this, a preliminary analysis was carried out to check the accuracy of the simplified model. In this case, the nominal injection specifications of operating point #3 were varied to cause significant changes in emissions and ISFC levels. Figure 4 depicts the results of this study. It can be observed that the simplified model does not predict the exact values of all considered parameters. However, trends are properly reproduced, showing a high level of agreement with the original model solution.
These modifications reduced the calculation time by almost 80% while ensuring a correct reproduction of the observed trends in the most relevant parameters. Nevertheless, any solution obtained by this simplified approach was later verified using the original model setup.
GA Optimization Strategy
The combustion system optimization was performed using a genetic algorithm approach, which operates following the principles of evolution, where citizens in a population evolve over subsequent generations -with successful characteristics passing on genetically to children. This method has been demonstrated to be suitable for finding the global optimum solutions of complex multivariable problems related to engine optimization, such as combustion chamber [54] or intake port design [31] .
Although there are many different styles of GA, they share a common underlying framework. The mathematical algorithm attempts to imitate the natural evolution by generating a population of candidates, or generation of citizens, which are subjected to a quality test. The best candidates are then selected to produce a new generation of citizens with better traits. In addition, it incorporates random variations of the best traits in order to mimic aleatory genetic mutations viewed in the nature. Differences reside in which mathematical approaches are used to mimic these aspects. In the GA used in this work, each generation is produced by using the Punnett diagram [55] where the best five citizens of the previous generation become the parents of the new generation. Consequently, the size of the population, which depends on the number of parents, is equal to 25 in this study.
Once the generation is created, each chromosome (optimizing parameter) of every citizen is then mutated. The original value of the chromosome is adjusted by a normally distributed random number. The standard deviation of this random distribution is exponentially reduced as the genetic algorithm progresses, thereby causing the mutation rate to decay. This approach allows exploration of the whole design space in the early steps of the GA, whereas in the final generations the solution is forced to converge.
As mentioned earlier, the main goal of this optimization procedure is to reduce combustion noise and fuel consumption without any emission penalties. Recent studies [56] have shown two different paths to deal with the combustion noise issue by using active solutions. The first strategy relies on decreasing the maximum rate of change of pressure by promoting smooth premixed combustion. However, as a consequence, the inherent correlation between the rate of pressure change and cycle efficiency can compromise the engine performance. The other strategy is based on controlling noise by reducing the contribution of resonance phenomena. This offers an attractive advantage when compared to the previous one: independence from cycle efficiency. The optimization was, therefore approached from the latter point of view in which noise emissions are reduced by the effect of lowering the resonance. Also, the operating point #3 used in the validation section, was selected as the baseline for the optimization, since this point exhibited the highest magnitude of resonance energy.
In order to be consistent with the second strategy, the energy of resonance (E res ), documented in Appendix A, and ISFC were prescribed as the two main parameters to be minimized by the GA. In addition, NO x and soot emissions were considered as the constraint variables. Thus, citizens which surpassed the emission constraints were penalized. All these considerations were mathematically expressed in the form of an objective merit function (MF) as follows. 
Where x n is the value of each output parameter for a given engine design candidate, x target is an optimistic estimation value of either resonance energy or ISFC, whereas x limit refers to the emission levels achieved by the baseline configuration (emission constraints). Finally, α i , β i and γ i are weighted constants for specifying the influence of each parameter on the merit function. Table 3 shows the constants and reference values considered in this study. All these constants were prescribed based on a previous sensitivity analysis and several simulations with the baseline configuration. A set of citizens were artificially created and ranked by taking into account several subjective factors. Then, different combinations of possible constants were applied to all individuals of the population. Finally, the set of constants that better recreated the defined ranking were considered in the merit function.
Eight parameters related to combustion system design were chosen as inputs for the GA. Five of them were related to combustion chamber geometry, two were related to injector configuration and the last one was associated with the design of intake ports.
The generation of realistic and coherent combustion chamber designs was one of the most complex steps in this procedure. Chamber geometry can be very intricate which, in turn, complicates its recreation with only a few parameters. Here, a piston bowl profile generator was implemented using Bezier polynomial curves and five optimizing parameters [25] . As can be seen in Figure 5 , this method offers a wide range of possible chamber designs, from large open bowls to tight and highly reentrant ones. The only restriction imposed on the chamber generation was compression ratio, which was set to be the same as in the baseline case. The compression ratio was kept constant by adjusting the free squish height. However, in some cases where the proposed geometry could not match the specified compression ratio, it was discarded and a distinct set of random mutations were applied to the geometric parameters to generate a new one.
The two parameters considered to optimize the injector configuration were the spray inclusion angle to guide the fuel within the piston bowl, and the number of injector nozzle holes. In all cases, the total fuel mass injected, total nozzle area and injection pressure were kept constant. Therefore, nozzle diameter of the injector holes were adapted to maintain the overall injection area, assuming that the discharge coefficient remains constant for every hole. Therefore, the nozzle diameter was decreased as the number of nozzle holes were increased.
The design of intake ports was indirectly optimized by considering the swirl number at IVC as an optimizing parameter in the GA loop. The magnitudes of the velocity components at initialization were accordingly adjusted so as to correspond to a given value of swirl number.
The ranges of all the input parameters in the design space are listed in Table 4 . These parameters and their ranges of variation were selected by taking into account possible technological limitations such as minimum injector orifice diameter and maximum bowl depth. 
Results and Discussion
In this section, results from the optimization procedure are presented and discussed. First, the convergence of the GA is verified and trends of the output parameters are analyzed. Then, the comparison of the results between the simplified and original model setups is inspected. Finally, the outputs of the optimized configuration are compared against the baseline case and in-cylinder acoustic effects are analyzed in detail to understand the noise generation mechanisms.
Optimization Results
As the first step, algorithm convergence was verified to ensure that the GA reached a unique global optimum. Although convergence is mathematically determined since the mutation variability is reduced as the GA progresses, the attainment of the best solution after a given number of generations defined a priori is not guaranteed. For this reason, the progression of the merit function as the GA progresses was tracked as shown in Figure 6 . Besides the MF values for every simulation, the generation averaged value and the generation dispersion (±SD) are also included in the graph. It can be seen that the average and dispersion are significantly reduced after the 12 th generation (300 th simulation). Nevertheless, the solution continues to improve even after the 20 th generation (500 th simulation). After this point, the average remains practically constant. The dispersion however keeps oscillating until the 27 th generation (675 th simulation), after which it becomes reasonably constant. Observing this progress, the optimization was stopped after the 29 th generation and the GA was considered to have converged.
Subsequently, the inspection of the target and constraint parameters was carried out in order to check the solution success and compliance with the constraints. Figure 7 shows the progress of these parameters during the optimization procedure. The graphs at the top show how both soot and NO x emissions move towards their respective constraint values, reaching a final solution which practically coincides with these values. The middle graphs show notable improvements in both the objectives: while the energy of resonance is reduced by almost 70%, the ISFC exhibits an improvement of 2%. The bottom plots are included to illustrate how these improvements affect the overall noise and indicated efficiency. It can be observed that noise emissions are reduced by acting directly on the resonance phenomena whereas the indicated efficiency is increased. This fact confirmed the suitability of this strategy for lowering noise emissions [56] as described in the previous section.
In addition to the general trends observed in these parameters, in Table 5 , a comparison between the baseline and optimized specifications is included to quantify the maximum improvement in all the relevant output parameters. As observed in the previous trends, the energy of resonance is lowered the most, so the overall noise is reduced by more than 1 dB. Moreover, indicated efficiency increases by 1.8%, whereas both pollutant emissions are maintained below their baseline levels. The optimized configuration was further examined to determine which design parameters had changed to a greater extent. Hence, all the design parameters of both specifications are included in Figure 8 for comparison. The optimized geometry exhibits a deeper and tighter bowl profile with a less reentrant shape. The number of injector nozzle holes increases up to 12, as a result the nozzle diameter is also reduced. Finally, the spray inclusion angle is expanded by 13.4 degrees while the swirl number is slightly higher. These changes in the injector configuration and swirl would enhance the mixing rate and minimize spray penetration, thereby avoiding an excessive spray-wall impingement during the injection event.
Coherence of the Results
As mentioned in the previous section, certain modifications were made to the original model setup in order to reduce the computational time for the optimization. Although results of this modified model were considered sufficiently accurate since it captured the main trends of the original solution, the coherence of this solution must be verified by simulating the optimized system with the original model setup.
Therefore, a series of consecutive engine cycles using the optimized configuration were simulated with the original base mesh size (3 mm) and fixing the sonic Courant number to 1. As the design of the intake ports was indirectly optimized by the swirl number achieved after the gas exchange process, the velocity field was adjusted at IVC of each cycle to achieve the swirl number demanded by the optimized design. Following this approach, it was possible to modify the swirl motion during combustion without intake pressure changes, thereby allowing a fair comparison between the two combustion systems. It was thus assumed that the new design reaches a high swirl with the same intake pressure.
The solution was considered converged after the third cycle, since the pressure trace and spectrum registered at the transducer location did not show any relevant dispersion. Table 6 summarizes the results for the two model setups with both combustion system designs. It is evident how the simplified model causes the same effects on the solution in both designs. Every parameter which is overestimated in the baseline design (soot and indicated efficiency levels), is also overestimated in the optimized one, with the simplified model. In the same way, this behavior is also replicated in every underestimated parameter (NO x and overall noise levels). This fact evinces the consistency between both the numerical models, since they reproduce the trends even when the system configuration is completely modified.
Apart from this, the differences in NO x , soot and efficiency levels between the two numerical models for the same engine configuration, show great similarity. For instance, between the two numerical setups, NO x emissions vary by 0.33 mg/s for the baseline configuration whereas the difference for the optimized one is 0.37 mg/s. However, this difference between the numerical setups is noticeably higher for noise levels. It is around 0.8 dB for the baseline, whereas in a case of the optimized configuration, a 1.6 dB of difference is seen. As Broatch et al. and Torregrosa et al. emphasized in several previous studies [22, 23, 56] , local thermodynamic conditions before ignition govern the combustion phenomena and its subsequent in-cylinder pressure field effects. Therefore, limiting the simulation to the closed cycle and initializing the simulation with the results of the previous gas exchange process using the baseline configuration, may affect the prediction of noise levels when the geometry is highly modified, since local thermodynamic conditions can change notably.
Despite this slight discrepancy, the simplified solution offers a good prediction of the main parameters and it achieves the optimization objective: It gives a combustion system configuration which reduces noise emissions while pollutant emissions and efficiency levels are maintained at the baseline level. Thus, even though not perfect in terms of prediction, the proposed approach is still a very reliable tool for incorporating combustion noise of CDC in optimization methods.
Emissions Analysis
In this section, an analysis of pollutant emissions (NO x and soot) is performed to understand the effect of the optimized combustion system design. This study uses the solutions of the original model setup (base mesh size of 3 mm) to increase the integrity of the results and therefore the soundness of the conclusions. Although emissions levels are practically the same in both specifications, it does not necessarily imply that they evolve in the same way during the cycle. Consequently, the production and later oxidation of these pollutants may change. For instance, Figure 9 (top) shows how soot mass follows different paths as the combustion progresses. The maximum amount of soot is clearly lower in the optimized configuration. This indicates that the optimized design enhances in-cylinder mixing, thereby lowering soot production.
In Figure 9 (bottom), the fuel mass versus equivalence ratio is shown at 24 CAD aTDC. It can be clearly seen that the fuel mass within the soot production region (ϕ > 2) is substantially decreased for the optimized case as compared to the baseline, thereby leading to lower soot production. Nonetheless, the optimized design is not able to oxidize the same amount of soot as the baseline, reaching nearly the same levels of soot at the end of the closed cycle. This particular behavior is probably caused by the shortage of oxygen within the optimized piston bowl due to its extremely deep design.
On the other hand, as can be seen in Figure 10 , NO x emissions barely exhibit differences between the two configurations. Only slight differences can be observed during the combustion of the two pilot injections.
Acoustic Analysis
In addition to consider combustion noise control in optimization strategies, another important aspect of this investigation is to reproduce the pressure oscillations that are present in a real engine and are responsible for resonant combustion noise. The comprehension of such complex phenomena is critical to devise strategies for combustion noise mitigation.
The numerical pressure data available from the simulations, once validated, can then be analyzed through different techniques to reveal the real behavior of the in-cylinder pressure field, thus providing valuable information about pressure oscillation modes, their characteristic frequencies and their temporary evolution. However, the complexity of the resonant acoustic field complicates even a simple recreation for visualization purposes and hinders a correct interpretation of the involved phenomena.
For this reason, most of acoustics related studies till date have focused on performing basic and straightforward analyses which are based on qualitative comparisons of the acoustic field [57] or traditional acoustic metrics [58] . Only a few of them attempted to link the frequency content with the spatial energy distribution [23] or the time evolution [59] , in an effort to understand the propagation and dissipation patterns.
A way to explore the spatial distribution of the acoustic pressure field for different frequency phenomena of interest is to perform Fast Fourier Transform (FFT) at each cell record in the considered domain. Then, the dispersion of the high frequency spectra gives an idea, at least in a qualitative way, about the variability of the pressure field in the combustion chamber. Figure 11 exemplifies this procedure; the averaged pressure spectra are plotted together with the spatial variation, represented by the standard deviation (±SD), for both configurations considered so far. Interesting information can be obtained about the most excited modes from this comparison. It appears that the acoustic energy is shifted towards higher frequencies for the optimized configuration. Consequently, new resonant modes experience a notable lowering of amplitude, causing the reduction of the overall resonant noise. Also, the spatial variability is reduced in the frequencies for which the modes are attenuated (6-8.5 kHz) and, conversely, it is FIGURE 9 Soot mass evolution versus crank angle for both baseline and optimized configurations (top). Analysis of local conditions evaluated at 24 CAD aTDC. Fuel mass versus equivalence ratio is also included for both configurations (bottom).
© SAE International FIGURE 10 NO x mass as a function of the crank angle for both combustion system configurations: baseline and optimized.
increased at the harmonics with higher level of excitation (8.5-13 kHz and 15-20 kHz).
Although this information sheds some light on the in-cylinder pressure field, it becomes impossible to imagine how this field is locally changing, given the limitations of this method. Some studies have taken a step forward by combining FFT, band-pass filtering and multiple monitor points in the combustion chamber [21] in order to overcome these limitations. However, they still missed the temporal evolution of each acoustic mode. In this context, proper orthogonal decomposition (POD), also known as principal component analysis (PCA) or Karhunen-Loève expansion [60, 61] , is a viable tool suitable for identifying which spatial structures comprise most of the energy of the flow field. This method decomposes the flow into both spatial and temporal orthogonal modes whereas frequency components of these modes can be obtained by FFT application. Thus, once the method is applied, a complete connection between spatial, temporal and frequency domains can be revealed. Although some studies have specifically addressed ICE combustion issues through POD, they have been focused on cycle-to-cycle variation analysis [62, 63] , spark-ignition engine misfire [64] or the evolution of a particular species [65] . Only Torregrosa et al. [66] have applied this method to acoustic issues of combustion chambers.
Taking the previous work by Torregrosa et al. [66] as a reference, a POD analysis of the in-cylinder pressure field was carried out to address the limitations of previous methods mentioned above. Orthonormal POD modes (Ψ i ) and their corresponding energy of excitation (obtained from their principal values σ i ) were obtained, together with the temporal evolution coefficients (a i ).
In order to characterize the relevance of each mode, its contribution to the total resonance energy was analyzed, as shown in the Pareto charts of Figure 12 . It can be seen that the POD modes Ψ 1-11 gather approximately 70% of the resonant energy, with 50% being gathered just by modes Ψ 1-5 . Although not shown in the figure, 80% of the remaining energy is represented by modes Ψ 1-26 and finally modes Ψ 1-179 sum up to 99%. The rest of the modes represent just 1% of the remaining energy. Apart from that, for the baseline configuration, the first three modes (Ψ 1-3 ) account for the major part of this energy while the energy distribution for the optimized configuration is more equitable.
The pressure amplitude associated with each set of coordinates is plotted in Figure 13 using a set of iso-volumes. POD modes Ψ 1-5 are thus displayed by showing the upper and lower 10% tails (i.e., the 10% and 90% percentiles) of the distribution of their amplitudes. In this figure, red and blue volumes thus indicate the distribution of the top 10% positive and negative amplitudes of the mode. In other words, the red and blue volumes identify the regions oscillating with alternating higher amplitudes. On the other hand, the nodal regions whose amplitude remains mostly constant in time, correspond to the empty volume regions. The five most energetic modes were included in the analysis since they exhibited the most meaningful differences between the two designs.
Inspecting the shapes of modes Ψ 1 and Ψ 2 in Figure 13 , it can be clearly observed how the higher amplitudes are oscillating on opposite sides of the squish zone, in two different orientations. Furthermore, these two modes are reminiscent of the classical acoustic transversal modes in open combustion chambers, specifically mode (m = 1, n = 0) in the notation of Hickling et al. [21] , also called the first asymmetric mode. In contrast to these, POD mode Ψ 3 features a completely circular distribution between the squish zone and the bowl, with an annular nodal region instead of a straight one like in the previous modes, being similar to Hickling's first radial mode (m = 0, n = 1). There is another interesting aspect in Figure 13 which can provide additional information about the resonant modes' behavior. It can be seen how the spatial distribution of the most energetic modes are remarkably different in both engine configurations.
Recalling the energy distribution of the modes plotted in Figure 12 , the energy share and spatial distribution of POD modes Ψ ' 1-5 are plotted in Figure 14 , along with the corresponding most closely resembling modes of the baseline (Ψ 1, 3, 4, 5, 8 ). This figure shows how the modal energy has shifted from the original to the modified combustion, i.e., how the spatial distribution of the unsteady pressure fluctuations has been affected by the change in engine design. It can be seen that Ψ ' 1-2 modes which were previously ranked fourth and fifth with 5.36% and 3.48% of the energy, are now the most relevant with an energy share of 17.73% and 13.57%, respectively. Modified mode Ψ ' 3 is found to closely resemble the original Ψ 3 mode. Its energy content, on the other hand, has been slightly diminished. Finally, mode Ψ 8 for the original bowl has been promoted to the fifth place for the optimized configuration, with almost three times its previous energy. Therefore, it is possible to claim that the transfer of resonant energy to higher frequencies, which was observed in Figure 11 , is also accompanied by a change in the spatial distribution of the pressure field.
The information contained within the POD data also allows the analysis of the evolution of each mode in time and frequency domains. In Figure 15 , the frequency content associated to Ψ 1,4,8 and Ψ ' 4,1,5 modes is presented. It is evident that each POD mode is associated with a specific frequency band. These modes were specifically selected to illustrate the effects described in Figure 11 . For instance, modes Ψ 1 and Ψ ' 4 clearly mimic the reduction of the pressure spectra gathered between 5 and 8.5 kHz. In a similar way, the rest of the represented modes aim to reproduce the energy increase observed for the frequencies comprising 8.5-13 kHz and 15-20 kHz. Again, this clearly depicts how the pressure field changes its spatial distribution as the frequencies being excited vary. On the other hand, it is interesting to note that the energy of the modes is progressively concentrated within the bowl as the frequency increases, going from completely squish-dominated modes at 5-8.5 kHz to entirely inside-bowl oscillations at 15-20 kHz. Meanwhile a mixed effect of both is easily identifiable at 8.5-13 kHz.
Continuing this comparison, Figure 16 displays the time evolution of these three specific modes, in an attempt to find possible relationships between the inception of these modes and different phases of the combustion process. The first plot depicts how the onset of mode Ψ 1 is coincident with the start of combustion of the first pilot. Moreover, the amplitude rapidly reaches its maximum value during the second pilot combustion phase. This mode is again excited during the diffusive combustion, with its amplitude increasing practically up to the highest value. Mode Ψ ' 4 however, starts to develop after the onset of the second combustion phase and practically disappears very soon after the start of the third combustion stage. This indicates the relevance of the early pilot injections in the resonant noise generation, since they heavily contribute to the excitation of less energetic modes.
In the second plot, both modes Ψ 4 and Ψ ' 1 appear at the second ignition event, although the amplitude rise is much more pronounced for mode Ψ ' 1 while for mode Ψ 4 the time evolution is essentially constant during the whole combustion. Furthermore, the amplitude of mode Ψ ' 1 increases during the main combustion stage, reaching its maximum value at 10 CAD aTDC.
Finally, the last plot shows the evolution of Ψ 8 and Ψ ' 5 modes. Mode Ψ ' 5 displays an amplitude rise at the start of the last two combustion phases but its intensity is severely attenuated due to its high characteristic frequencies. On the other hand, mode Ψ 8 shows little relevance after the second combustion onset, only exhibiting a significant amplitude during this short stage.
Summary and Conclusions
In this paper, a numerical methodology for combustion system optimization of an internal combustion engine was proposed, with the target of controlling combustion noise while maintaining (or even improving) pollutant emissions and performance. The methodology was based on the combination of genetic algorithm method and CFD modeling, specifically implemented to accurately assess the source of combustion noise emissions. Special attention was given to recreation of the frequency response of the pressure field within the combustion chamber.
This methodology was employed to optimize the combustion system of a CI diesel engine considering chamber geometry, injector specifications and in-cylinder swirl, in order to promote a quieter engine design by minimizing high frequency pressure oscillations. The new system was able to reduce noise emissions, owing to the lowering of resonance energy, since it modified the frequency content to feature higher frequencies, less perceptible by human hearing.
The optimized design included a deeper and tighter bowl geometry with higher swirl and greater number of nozzle holes with smaller nozzle diameters. The changes in the injector and swirl led to enhanced mixing rate and minimized spray penetration, thereby avoiding excessive spraywall impingement during the injection event. Moreover, the spray inclusion angle increased in order to match with the new bowl geometry.
In addition, a detailed analysis of the in-cylinder acoustic effects was carried out to understand the unsteady pressure field behavior and to identify the most relevant noise issues. POD decomposition of the results for both the baseline and optimized designs was performed, revealing the energy shifting between modes as a result of the different combustion system features. The most dominant mode, and thus the main source of resonant emissions, was significantly attenuated whereas the amplitudes of higher order modes were accordingly increased, albeit never reaching levels as high as the first one. Besides the frequency shift, the pressure field also experienced a change in spatial distribution. Specifically, the spectral content at 5-8.5 kHz was related to the squishdominated pulsation, the 8.5-13 kHz frequencies featuring squish-bowl interaction and the higher frequency content at 15-20 kHz related to central top-down bowl oscillations. Finally, a relation between the inception of the modes and different phases of the combustion was identified, showing how early pilot injections significantly contributed to the excitation of less energetic modes.
In summary, the methodology presented in this work allowed identification of an optimization path for diminishing combustion noise, by acting on the acoustic source. The subsequent acoustic analysis provided a detailed understanding of the resonant pressure oscillations within the combustion chamber. Interestingly, the optimization methodology and analytical tools employed in this study are quite general and can be readily applied to different engine configurations and combustion concepts (such as knock in sparkignited engines [67, 68] ), which will be explored as part of future work.
