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Abstract
This paper considers a state space model with integrated latent variables. The
model provides an e®ective framework to specify, test and extract common
stochastic trends for a set of integrated time series. The model can be readily
estimated by the standard Kalman ¯lter, whose asymptotics are fully developed
in the paper. In particular, we establish the consistency and asymptotic mixed
normality of the maximum likelihood estimator, and therefore, validate the use
of conventional methods of inference for our model. Moreover, we construct a
likelihood ratio test to determine the number of common stochastic trends in a
system of integrated time series. The asymptotic distribution of the test statistic
is also derived as standard chi-square.
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1. Introduction
The Kalman ¯lter is the basic tool used in the standard state space models, which typically
deals with dynamic time series models that involve unobserved variables. The applications of
Kalman ¯lter can be found in many ¯elds including economics and ¯nance. The asymptotic
behavior of maximum likelihood (ML) estimators based on the ¯lter is well known under
regular conditions, i.e., linearity, Gaussianity, and stationarity. If linearity is violated, the
extended Kalman ¯lter is a standard alternative. Moreover, it is well known that the
pseudo-ML estimation performs well when Gaussianity does not hold. To the best of our
knowledge, however, no research has been done to investigate the properties of the ¯lter for
the case that stationarity is violated. Only very recently, Chang, Miller and Park (2007),
which will be referred to as CMP hereafter, pioneered in developing a rigorous asymptotic
theory for the state space models with integrated latent variables.
However, CMP allow for only one integrated latent factor, and do not provide any test
for the number of distinct latent factors. This would certainly be an important limitation
in practical applications. In many empirical analysis, we see some strong evidence that the
common stochastic trends in systems consisting of multiple integrated time series cannot
be explained by a single factor. The presence of single common stochastic trend would
imply the presence of as many cointegrating relations as only one net of the number of
integrated time series included the system. This is highly unlikely, especially when the
underlying system is large and involves many integrated time series, as is often the case
in many practical applications. The reader is referred to, e.g., Kim and Nelson (1999) for
various models used in practice and previous empirical researches.
In this paper, we extend CMP to allow for multiple latent factors, and develop a test
which can be used to formally test for the number of latent factors. Our framework is
completely general, except that we require the latent common factors follow random walks
in a strict sense. Within this general framework, we show that the ML estimators of the
parameters in the model are consistent and asymptotically mixed normal. The standard
inference based on the ML procedure is therefore valid. The convergence rate for the ML
estimator is
p
n as in the standard model. However, we have a faster n rate of convergence
for the coe±cient of latent common stochastic trends along the cointegration space. This
is in parallel to the convergence rates in other types of cointegrated models. We also show
that the usual likelihood ratio test can be applied in our model to test for the number of
common stochastic trends, and that it has asymptotic chi-square distribution. The test
appears to be particularly useful for a large system of integrated time series, which shares
a relatively small number of common stochastic trends.
The state space modeling with latent integrated factors provides an alternative way of
analyzing cointegrated systems. It is in contrast with the cointegrating regressions con-
sidered by, for instance, Phillips (1991) and Park (1992), and also closely related to the
error correction formulation used in Johansen (1988, 1991) and Ahn and Reinsel (1990).
They all can be used in modeling a system of cointegrated processes which share common
stochastic trends. The state space model, however, is unique and distinguishes itself from
other competing models in that it may allow for the common stochastic trends to be mod-
eled as pure random walks. As we show in the paper, the state space model with common2
stochastic trends speci¯ed as pure random walks is not compatible with a ¯nite order error
correction model (ECM) or vector autoregression (VAR). Therefore, the testing procedure
that are based on a ¯nite order ECM or VAR is not applicable for the state space models
we consider in the paper.
The rest of the paper is organized as follows. In Section 2, we introduce our state
space model and outline the Kalman ¯ltering technique used to estimate the model. Some
preliminary results are also included in this section. Section 3 and 4 present the main
theoretical ¯ndings. In particular, in Section 3 we establish the consistency and asymptotic
mixed normality of the ML estimators. Theories about the determination of number of
common stochastic trends are presented in Section 4. We conclude the paper in Section 5.
Mathematical proofs are given in Appendix.
2. The Model and Preliminary Results
We consider the state space model given by
yt = A0xt + ut
xt = xt¡1 + vt (1)
under the following assumptions:
SSM1: (yt) is a p-dimensional observable time series,
SSM2: (xt) is a q-dimensional vector of latent variable,
SSM3: A0 is a p £ q matrix of unknown parameters of rank q, where q · p,
SSM4: (ut) and (vt) are p- and q-dimensional independent, identically distributed
(iid) errors that are normal with mean zero and variance ¤0 and identity
matrix Iq, respectively, and independent of each other, and
SSM5: x0 is independent of (ut) and (vt), and assumed to be given.
Our model can be used to extract common stochastic trends in time series (yt). Notice that
latent variable (xt) is de¯ned as a vector of random walks, our model provides a natural
way to decompose a cointegrated time series into a permanent and transitory components.
The parameter A0 and the latent common stochastic trends (xt) are not globally identi-
¯ed in our model. Obviously, the observable time series (yt) have the same likelihood under
joint transformation
A0 7! A0H and xt 7! H0xt (2)
for any q-dimensional orthogonal matrix H. They are identi¯ed only up to the equivalence
class de¯ned by the transformation in (2). However, both of A0 and (xt) are locally iden-
ti¯ed. Indeed, we may easily see that, for any q-dimensional orthogonal matrix H, A0H is
not in the neighborhood of any p £ q matrix A0 of rank q de¯ned by the Euclidean or any
equivalent norm in the vector space of p£q matrices. Of course, (xt) is identi¯ed locally if
A0 is.3
In the subsequent development of our theory, we will not impose any extra restrictions
to globally identify A0 and (xt). This does not seem to be necessary for most potentially
useful applications of our model, for which we would be primarily interested in ¯nding out
the dimension of common stochastic trends and extracting random walks representing them.
All the results in the paper for A0 and (xt) should therefore be interpreted as applying to a
member of the equivalent class given by the transformation in (2). To ease the exposition
of the paper, we ¯rst assume that q, i.e., the dimension of (xt) and rank of A0, is known to
explain how to extract (xt) and to develop the asymptotic theory for the ML estimation of
A0. The likelihood ratio test for q will then be introduced and discussed later.
Throughout the paper, we will mainly look at the simple model given by (1). This is
purely for expositional convenience. Our subsequent results, however, extend trivially to a
more general class of state space models with measurement equation given by
yt = A0xt +
m X
k=1
¦k4yt¡k + ut; (3)
in place of the one in (1). The inclusion of the lagged di®erences of (yt) in (3) only intro-
duces more parameters associated with the observable stationary components of the model,
and would not a®ect our asymptotic theory in any important manner. In our subsequent
development of the theory, we will mention explicitly what modi¯cations are needed to ac-
commodate the general model in (3). In all cases, the necessary modi¯cations are obvious
and straightforward.
The model de¯ned in (1) can be estimated by the usual Kalman ¯lter. Let Ft be the
¾-¯eld generated by y1;:::;yt, and for zt = xt or yt, we denote by ztjs the conditional
expectation of zt given Fs and by ­tjs and §tjs the conditional variances of xt and yt given
Fs, respectively. The Kalman ¯lter consists of the prediction and updating steps. For the
prediction step, we utilize the relationships
xtjt¡1 = xt¡1jt¡1;
ytjt¡1 = Axtjt¡1;
and
­tjt¡1 = ­t¡1jt¡1 + Iq;
§tjt¡1 = A­tjt¡1A0 + ¤:
On the other hand, the updating step relies on the relationships
xtjt = xtjt¡1 + ­tjt¡1A0§¡1
tjt¡1(yt ¡ ytjt¡1);
­tjt = ­tjt¡1 ¡ ­tjt¡1A0§¡1
tjt¡1A­tjt¡1:
The ML estimation method is used in estimating the unknown parameters.
For many uses of Kalman ¯lter, the primary goal is to calculate a forecast and also the
conditional variance of the observed time series (yt) as a function of previous observations.4
However, in the case that the value of the unobserved variable is of interest for its own sake,
smoothing technique is often used, denoted xtjn = E(xtjFn). The smoothed series (xtjn) is
estimated conditionally on all of the information in the sample - not just the information
up to time t. The following is the key equation for smoothing:
xtjn = xtjt + ­tjt­¡1
t+1jt(xt+1jn ¡ xt+1jt):
This procedure works recursively by starting from t = n ¡ 1. Starting value xnjn together
with series (xtjt), (xt+1jt), (­tjt) and (­t+1jt) are achieved in the estimation procedure. The
reader is referred to Hamilton (1994) or Kim and Nelson (1999) for more details of this
technique. One thing is clear that smoothing is implemented after the model parameters
are estimated, so this procedure has no e®ect on the parameter estimates.
For any given values of A and ¤, there exist steady state values of ­tjt¡1 and §tjt¡1,
which we denote by ­ and §.
Lemma 2.1 The steady state values ­ and § exist and are given by
­ =
1
2
(Iq + (Iq + 4(A0¤¡1A)¡1)1=2);
§ =
1
2
A(Iq + (Iq + 4(A0¤¡1A)¡1)1=2)A0 + ¤
for p £ q matrix A and p £ p matrix ¤.
We will set
­0j0 = ­ ¡ Iq (4)
for the rest of the paper, so that ­tjt¡1 takes its steady state value ­ for all t ¸ 1. Of
course, §tjt¡1 also becomes time invariant and takes its steady state value § under this
convention.5 The following lemma speci¯es (xtjt¡1) more explicitly as a function of the
observed time series (yt) and the initial value x0. To simplify the exposition, we let y0 = 0.
Lemma 2.2 We have
xtjt¡1 = (A0¤¡1A)¡1A0¤¡1yt ¡
t¡1 X
k=0
(Iq ¡ ­¡1)k(A0¤¡1A)¡1A0¤¡1¢yt¡k + (Iq ¡ ­¡1)t¡1x0
for all t ¸ 2.
The result of Lemma 2.2 is given entirely by the prediction and updating steps of Kalman
¯lter. In particular, it holds even under misspeci¯cation of our model in (1).
It follows from Lemma 2.1 that ­ > Iq, and therefore, 0 < ­¡1 < Iq. As a consequence,
we have 0 < Iq ¡ ­¡1 < Iq, and therefore, the magnitude of the term (Iq ¡ ­¡1)t¡1x0 is
5Though we do not show explicitly in the paper, (­tjt¡1) always converges in our experiments to the
steady state value ­ as t increases, regardless of the starting values.5
geometrically declining as t ! 1. It implies that the e®ect of x0 on xtjt¡1 dilutes out as
t ! 1, as long as x0 is ¯xed and ¯nite a.s. Therefore, we may set
x0 = 0 (5)
without a®ecting our asymptotic results.
Let ­0 be the value of ­ de¯ned with the true values A0 and ¤0 of A and ¤. If we
denote by x0
tjt¡1 the value of xtjt¡1 under model (1), we may deduce from Lemma 2.2 and
smoothing technique that
Proposition 2.3 We have
x0
tjt¡1 = xt + ­¡1
0
t¡1 X
k=1
(Iq ¡ ­¡1
0 )k¡1(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 ut¡k ¡
t¡1 X
k=0
(Iq ¡ ­¡1
0 )kvt¡k
for all t ¸ 2, and
x0
tjn = x0
tjt +
n¡t X
k=1
(Iq ¡ ­¡1
0 )k¢x0
t+kjt+k
for all t · n ¡ 1.
Proposition 2.3 implies in particular that
x0
tjt¡1 ¡ xt = ­¡1
0 at¡1 ¡ bt¡1;
where
at¡1 =
t¡1 X
k=1
(Iq ¡ ­¡1
0 )k¡1(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 ut¡k and bt¡1 =
t¡1 X
k=0
(Iq ¡ ­¡1
0 )kvt¡k:
Under the assumption that (ut) and (vt) are iid random sequences, the time series (at) and
(bt) become the stationary ¯rst-order VAR processes given by
at = (Iq ¡ ­¡1
0 )at¡1 + (A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 ut;
bt = (Iq ¡ ­¡1
0 )bt¡1 + vt
respectively, since 0 < Iq ¡ ­¡1
0 < Iq.
Clearly, every component of (x0
tjt¡1) or (x0
tjn) is cointegrated with the corresponding
component of (xt) with unit cointegrating coe±cient. The stochastic trends in (xt) may
therefore be identi¯ed and represented by those in (x0
tjt¡1) or (x0
tjn). It seems worth noting
that the results in Proposition 2.3 do not rely on the iid assumption of (ut) and (vt). In
particular, our results here imply that we may extract the common stochastic trend in (yt)
using the predicting and smoothing steps of Kalman ¯lter, as long as (ut) and (vt) are
general stationary processes. Apparently, we need to know the true parameter values to
obtain (x0
tjt¡1) or (x0
tjn). The true parameter values are typically unknown and have to be6
estimated. In most practical applications, we should therefore use the parameter estimates
to compute (x0
tjt¡1) or (x0
tjn). It is rather clear that the estimates of (x0
tjt¡1) and (x0
tjn) based
on the estimated parameter values are close to (x0
tjt¡1) and (x0
tjn), respectively, if we use the
consistent parameter estimates.
The Kalman ¯lter has exactly the same prediction and updating steps for the measure-
ment equation (3), if we let
ytjt¡1 = Axtjt¡1 +
m X
k=1
¦k4yt¡k:
in place of ytjt¡1 = Axtjt¡1. Therefore, it is clear that Lemma 2.1 and Proposition 2.3 hold
for this general model without any modi¯cation. Moreover, Lemma 2.2 continues to be
valid if we only replace (yt) with (yt ¡
Pm
k=1 ¦k¢yt¡k). The theory of Kalman ¯lter for the
general model is thus followed immediately.
3. Asymptotics for Maximum Likelihood Estimation
In this section, we consider the maximum likelihood estimation of our model. In particular,
we establish the consistency and asymptotic Gaussianity of the maximum likelihood esti-
mator under normality. Because the integrated process is involved, the usual asymptotic
theory for ML estimation of state space models given by, for instance, Caines (1988), does
not apply. CMP develops a general asymptotic theory of ML estimation, which allows for
the presence of nonstationary time series. They obtain the asymptotics of ML estimator
of the parameters in their model, where the number of latent variable is restricted to one.
In this paper, we derive the asymptotic properties of the ML estimator of the parameters
in the state space model that has multiple stochastic latent variables. In developing our
asymptotic theory, we will frequently refer to the results obtained previously in CMP.
We let µ be a ·-dimensional parameter vector and de¯ne
"t = yt ¡ ytjt¡1
to be the prediction error with conditional mean zero and variance matrix §. Under nor-
mality, the log-likelihood function of y1;:::;yn is given by
`n(µ) = ¡
n
2
logdet§ ¡
1
2
tr§¡1
n X
t=1
"t"0
t
ignoring the unimportant constant term. Here, § and ("t) are in general given as functions
of µ. Let sn(µ) and Hn(µ) be the score vector and Hessian matrix, i.e.,
sn(µ) =
@`n(µ)
@µ
and Hn(µ) =
@2`n(µ)
@µ@µ0 :
After some algegra, we may deduce that
sn(µ) = ¡
n
2
@(vec§)0
@µ
vec(§¡1) +
1
2
@(vec§)0
@µ
vec
Ã
§¡1
n X
t=1
"t"0
t§¡1
!
¡
n X
t=1
@"0
t
@µ
§¡1"t;7
and
Hn(µ) = ¡
n
2
£
I· ­ (vec§¡1)0¤·
@2
@µ@µ0 ­ (vec§)
¸
+
1
2
"
I· ­
Ã
vec§¡1
Ã
n X
t=1
"t"0
t
!
§¡1
!0#·
@2
@µ@µ0 ­ (vec§)
¸
+
n
2
@(vec§)0
@µ
(§¡1 ­ §¡1)
@(vec§)
@µ0
¡
1
2
@(vec§)0
@µ
"
§¡1 ­ §¡1
Ã
n X
t=1
"t"0
t
!
§¡1 + §¡1
Ã
n X
t=1
"t"0
t
!
§¡1 ­ §¡1
#
@(vec§)
@µ0
¡
n X
t=1
@"0
t
@µ
§¡1@"t
@µ0 ¡
n X
t=1
(I ­ "0
t§¡1)
µ
@2
@µ@µ0 ­ "t
¶
+
@(vec§)0
@µ
(§¡1 ­ §¡1)
n X
t=1
µ
@"t
@µ0 ­ "t
¶
+
n X
t=1
µ
@"0
t
@µ
­ "0
t
¶
(§¡1 ­ §¡1)
@(vec§)
@µ0
as given in CMP. Here and elsewhere in the paper, vec A denotes the column vector obtained
by stacking the rows of matrix A.
Denote by ^ µn the maximum likelihood estimator of µ, the true value of which is denoted
by µ0. As in the standard stationary model, the asymptotics of ^ µn in our model can be
obtained from the ¯rst order Taylor expansion of the score vector, which is given by
sn(^ µn) = sn(µ0) + Hn(µn)(^ µn ¡ µ0); (6)
where µn lies in the line segment connecting ^ µn and µ0. Assuming that ^ µn is an interior
solution, we have sn(^ µn) = 0 immediately. Therefore, it is now clear from (6) that we may
write
º0
nT¡1(^ µn ¡ µ0) = ¡[º¡1
n T0Hn(µn)Tº¡10
n ]¡1[º¡1
n T0sn(µ0)] (7)
for appropriately de¯ned ·-dimensional square matrices ºn and T, which are introduced
here respectively for the necessary normalization and rotation.
Upon appropriate choice of the normalization matrix sequence ºn and rotation matrix
T, we will show that
ML1: º¡1
n T0sn(µ0) !d N as n ! 1 for some N,
ML2: ¡º¡1
n T0Hn(µ0)Tº¡10
n !d M > 0 a.s. as n ! 1 for some M, and
ML3: There exists a sequence of invertible normalization matrices ¹n such that
¹nº¡1
n ! 0 a.s., and such that
sup
µ02£0
°
° °¹¡1
n T0 (Hn(µ) ¡ Hn(µ0))T¹¡10
n
°
° ° !p 0;
where £n = fµjk¹0
nT¡1(µ ¡ µ0)k · 1g is a sequence of shrinking neighbor-
hoods of µ0.8
As shown by Park and Phillips (2001) in their study of the nonlinear regression with
integrated time series, conditions ML1-ML3 above are su±cient to derive the asymptotics for
^ µn. In fact, under conditions ML1-ML3, we may deduce from (7) and continuous mapping
theorem that
º0
nT¡1(^ µn ¡ µ0) = ¡[º¡1
n T0Hn(µ0)Tº¡10
n ]¡1[º¡1
n T0sn(µ0)] + op(1) !d M¡1N (8)
as n ! 1. In particular, ML3 ensures that sn(^ µn) = 0 with probability approaching to one
and
º¡1
n T0 (Hn(µn) ¡ Hn(µ0))Tº¡10
n !p 0 (9)
as n ! 1. This was shown by Wooldridge (1994) for the asymptotic analysis of extremum
estimators in models including nonstationary time series.
To obtain the limit distribution of sn(µ0), we ¯rst let "0
t, (@=@µ0)"0
t and (@=@µ0)vec§0 be
de¯ned respectively as "t, (@=@µ0)"t and (@=@µ0)vec§ evaluated at the true parameter value
µ0 of µ. Then we have
sn(µ0) =
1
2
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )vec
"
n X
t=1
("0
t"00
t ¡ §0)
#
¡
n X
t=1
@"00
t
@µ
§¡1
0 "0
t:
As shown in CMP,
1
p
n
n X
t=1
("0
t"00
t ¡ §0) !d N(0;(I + K)(§0 ­ §0)) (10)
as n ! 1, where K is the commutation matrix, and
n X
t=1
("0
t"00
t ¡ §0) and
n X
t=1
@"00
t
@µ
§¡1
0 "0
t are asymptotically independent. (11)
Note in particular that
"0
t = yt ¡ y0
tjt¡1 = A0(xt ¡ x0
tjt¡1) + ut;
and as a consequence ("0
t;Ft) is a martingale di®erence sequence and ((@=@µ0)"0
t) is a pre-
dictable sequence with respect to the ¯ltration (Ft).
If our model were stationary, the limit distribution would therefore be easily derivable
from (10), (11) and
1
p
n
n X
t=1
@"00
t
@µ
§¡1
0 "0
t !d N
Ã
0; plim
n!1
1
n
n X
t=1
@"00
t
@µ
§¡1
0
@"0
t
@µ0
!
; (12)
which can be readily obtained by employing the standard martingale CLT. Of course,
asymptotics in (12) does not hold for our nonstationary model with integrated latent vari-
ables. As we will show below in Lemma 3.1, the multivariate process ((@=@µ0)"0
t) is given by
a mixture of stationary and nonstationary processes. Our subsequent asymptotic analysis9
will therefore be focused on solving the complexity caused by this mixture of stationarity
and nonstationarity.
Now we look at our model more speci¯cally. The parameter µ for our model is given by
µ = ((vecA)0;v(¤)0)0; (13)
with the true value µ0 = ((vecA0)0;v(¤0)0)0. Here and elsewhere in the paper, v(A) de-
notes the subvector of vecA with all subdiagonal elements of A eliminated. Therefore,
v(A) vectorizes only the nonredundant elements of A. We may relate vec(A) and v(A) by
Dv(A) = vecA, where D is the duplication matrix. See, e.g., Magnus and Neudecker (1988,
pp.48-49). The dimension of µ is given by · = pq +p(p+1)=2, since in particular there are
only p(p + 1)=2 number of nonredundant elements in ¤.
For our model (1), we may easily deduce from Lemma 2.2 and Proposition 2.3 that
Lemma 3.1 We have
@"00
t
@vecA
= ¡
¡
Iq ¡ ¤¡1
0 A0(A0
0¤¡1
0 A0)¡1A0
0
¢
­ xt + at(u;v) and
@"00
t
@vec¤
= bt(u;v);
where at(u;v) and bt(u;v) are stationary linear processes driven by (ut) and (vt).
According to Lemma 3.1,
@"00
t
@µ
=
µ
@"0
t
@(vecA)0;
@"0
t
@v(¤)0
¶0
is a matrix time series consisting of a mixture of integrated and stationary processes since
at(u;v) and bt(u;v) are stationary linear processes driven by (ut) and (vt). Notice that
P = Iq ¡ ¤¡1
0 A0(A0
0¤¡1
0 A0)¡1A0
0 (14)
is a (p ¡ q)-dimensional (non-orthogonal) projection on the space orthogonal to A0 along
¤¡1
0 A0. Naturally, we have A0
0P = 0. Consequently, A0 ­ Iq annihilates the common
stochastic trends in (@"00
t =@vecA), and therefore ((A0 ­Iq)0(@"00
t =@vecA)) becomes station-
ary. Unlike (@"00
t =@vecA), it is rather clear from Lemma 3.1 that (@"00
t =@vec¤) is entirely
stationary.
In order to e®ectively deal with the singularity of the matrix P in (14), we follow CMP
and introduce the necessary rotation. Let B0 be an p £ (p ¡ q) matrix satisfying the
conditions
B0
0¤¡1
0 A0 = 0 and B0
0¤¡1
0 B0 = Ip¡q: (15)
Note that if rank(A0) = q = p, such a B0 does not exist. In the following discussion we will
focus on the case where q < p. It is easy to deduce that
P = Iq ¡ ¤¡1
0 A0(A0
0¤¡1
0 A0)¡1A0
0 = ¤¡1
0 B0B0
0; (16)
since P is a projection matrix such that A0
0P = P¤¡1
0 A0 = 0.10
Now the ·-dimensional rotation matrix T is de¯ned as
T = (TN; TS); (17)
where TN and TS are matrices of dimensions · £ ·1 and · £ ·2 with ·1 = (p ¡ q)q and
·2 = q2 + p(p + 1)=2, which are given by
TN =
µ
B0 ­ Iq
0
¶
and TS =
µ
A0(A0
0¤¡1
0 A0)¡1=2 ­ Iq 0
0 Ip(p+1)=2
¶
respectively. It follows immediately from Lemma 3.1, (15) and (16) that
T0
N
@"00
t
@µ
=
¡
B0
0 ­ Iq
¢µ
@"00
t
@vecA
¶
= ¡B0
0 ­ xt + cN
t (u;v) (18)
and
T0
S
@"00
t
@µ
=
0
B
@
£
(A0
0¤¡1
0 A0)¡1=2A0
0 ­ Iq
¤ @"00
t
@vecA
@"00
t
@v(¤)
1
C
A = cS
t (u;v) (19)
for some stationary linear processes cN
t (u;v) and cS
t (u;v) driven by (ut) and (vt). Moreover,
we can easily get the inverse of the rotation matrix T as
T¡1 =
0
@
B0
0¤¡1
0 ­ Iq 0
(A0
0¤¡1
0 A0)¡1=2A0
0¤¡1
0 ­ Iq 0
0 Ip(p+1)=2
1
A (20)
from our de¯nition of T given above in (17).
Before deriving the main asymptotic results for the ML estimator ^ µn of µ, we need
to establish two lemmas, which will be presented subsequently. They are straightforward
extensions of Lemmas 3.3 and 3.4 in CMP.
Lemma 3.2 If we let
(Un(r);Vn(r);Wn(r)) =
0
@ 1
p
n
[nr] X
t=1
§¡1
0 "0
t;
1
p
n
[nr] X
t=1
¢T0
N
@"00
t
@µ
;
1
p
n
[nr] X
t=1
T0
S
@"00
t
@µ
§¡1
0 "0
t
1
A
for r 2 [0;1], then it follows that
(Un(r);Vn(r);Wn(r)) !d (U;V;W)
as n ! 1, where U, V , and W are (possibly degenerate) Brownian motions such that V
and W are independent of U, and such that
R 1
0 V (r)§¡1
0 V (r)0dr is of full rank a.s.
We may readily establish from Lemma 3.2 the joint asymptotics of
1
n
T0
N
n X
t=1
@"00
t
@µ
§¡1
0 "0
t !d
Z 1
0
V (r)dU(r); (21)11
and
1
p
n
T0
S
n X
t=1
@"00
t
@µ
§¡1
0 "0
t !d W; (22)
where we denote W(1) simply as W. This convention will be made for the rest of the paper.
Because of the independence of V and U, the limiting distribution in (21) is mixed normal.
On the other hand, the independence of W and U renders the two limit distributions in
(21) and (22) to be independent. Clearly, we have W =d N(0;var(W)); where
var(W) = plim
n!1
T0
S
Ã
1
n
n X
t=1
@"00
t
@µ
§¡1
0
@"0
t
@µ0
!
TS:
Moreover, if we de¯ne
Zn =
1
2
T0
S
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )vec
"
1
p
n
n X
t=1
("0
t"00
t ¡ §0)
#
;
then it follows that Zn ! Z, where Z =d N(0;var(Z)) with
var(Z) =
1
2
T0
S
·
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )
@(vec§0)
@µ0
¸
TS:
As noted earlier, Z is also independent of U, V and W introduced in Lemma 3.2.
Now we are ready to derive the limit distribution for the ML estimator µn of µ de¯ned
in (13). They are given by (8) with the rotation matrix T in (17) and the sequence of
normalization matrix
ºn = diag(nI·1;
p
nI·2);
as we state below as a theorem.
Theorem 3.3 All three conditions in ML1-ML3 are satis¯ed for our model. In particular,
ML1 and ML2 hold, respectively, with
N =
µ
¡
R 1
0 V (r)dU(r)
Z ¡ W
¶
and
M =
µ R 1
0 V (r)§¡1
0 V (r)0dr 0
0 var(W) + var(Z)
¶
in notations introduced before.
Theorem 3.3 is completely analogous to Theorem 3.5 in CMP. In particular, Theorem
3.3 shows that the results in Theorem 3.5 of CMP extends well to the multi-dimensional
case, though the proof is much more involved to deal with the multi-dimensionality of the
stochastic common trend.12
As in CMP, we let
Q = ¡
µZ 1
0
V (r)§¡1
0 V (r)0
¶¡1 Z 1
0
V (r)dU(r)
and µ
R
S
¶
= ¡[var(W) + var(Z)]¡1(W ¡ Z); (23)
where R and S are ·2-, and p(p+1)=2-dimensional, respectively. Note that Q has a mixed
normal distribution, whereas R and S are jointly normal and independent of Q. Now we
may easily deduce from Theorem 3.2 that
p
n
³
v(^ ¤n) ¡ v(¤0)
´
!d S;
and
n
¡
B0
0¤¡1
0 ­ Iq
¢
vec ^ An !d Q (24)
p
n
³
(A0
0¤¡1
0 A0)¡1=2A0
0¤¡1
0 ­ Iq
´
(vec ^ An ¡ vecA0) !d R; (25)
similarly as in CMP. In particular, it follows immediately from (24) and (25) that
p
n(vec ^ An ¡ vecA0) !d
³
A0(A0
0¤¡1
0 A0)¡1=2 ­ Iq
´
R;
which has a degenerate normal distribution, if q < p.
From Theorem 3.2 and the subsequent remarks, we know that the ML estimators ^ An
and ^ ¤n converge at the standard rate
p
n, and have normal limit distributions. However, in
the case where q < p the limit distribution of ^ An is degenerate. In the direction of B0
0¤¡1
0 , it
has a rate of convergence n and a mixed normal limit distribution. The normal and mixed
normal asymptotic distributions of ML estimators validate the conventional inference for
hypothesis testing in such state space models where multiple integrated latent variables are
included.
As discussed in CMP, the asymptotic results for the ML estimator for our model also
hold, at least qualitatively, for more general models, such as the type of the models including
lagged terms in measurement equations. Even for the case where time series consists not
only stochastic integrated trends, but deterministic linear time trend, after some proper
rotation of the time series, see, e.g., Park (1992), our asymptotic theories are applicable
for the rotated time series. The rotation simply separates out the component dominated
by a deterministic linear time trend and the component represented as a purely stochastic
integrated process.
4. Determination of Number of Common Trends
In the asymptotic analysis of the ML estimator for our model de¯ned in (1), we assume that
the number q of stochastic common trends in (yt) is known. This of course is equivalent13
to assuming that the number of cointegrating relationships in the p-dimensional time series
(yt) is known to be p¡q. From our analysis in the previous section, we may indeed readily
deduce that
B0
0¤¡1
0 yt = B0
0¤¡1
0 ut and var(B0
0¤¡1
0 ut) = Ip¡q:
It is therefore clearly seen that ¤¡1
0 B0 is the matrix of p¡q cointegrating vectors, which yield
cointegrating errors with identity covariance matrix. However, the number of stochastic
common trends or the cointegrating relationships is typically unknown in empirical studies.
In this section, we will develop the likelihood ratio test for the number of stochastic common
trends, and explain how we may use the test to determine the dimensionality of the latent
integrated processes in our model.
Needless to say, testing for the number of stochastic common trends is equivalent to
testing for the number of cointegrating relationships. Therefore, at least conceptually, we
may use the existing tests, such as Park (1990), Phillips and Ouliaris (1990) and Shin
() in regression framework or Johansen (1988, 1991) and Ahn and Reinsel () in vector
autoregressions and error correction models, to ¯nd out the cointegrating rank to determine
the rank of stochastic common trends. Nevertheless, none of the existing methods seems
appropriate in our framework. The regression based methods require normalization, which
assumes that the coe±cients of the regressands are nonzero. And we do not have any
natural normalization for our model.
Vector autoregression or error correction model based methods do not require such
a priori normalization. However, they have two shortcomings. First, as we will show
subsequently, our model cannot be represented as any ¯nite order vector autoregression or
error correction model. Any ¯nite order VAR or ECM is therefore inconsistent with our
model. Second, our model is potentially more useful for a large system of time series which
share a few stochastic common trends. For such systems, VAR or ECM formulations often
become too °exible, allowing too many parameters. In particular, it is impossible to use
long VAR's or ECM's, trying to ¯t an in¯nite order VAR or ECM.
Proposition 4.1 We have
4yt = ¡B0(¤¡1
0 B0)0yt¡1 ¡
t¡1 X
k=1
Ck¢yt¡k + "0
t; (26)
where Ck = A0(Iq ¡ ­¡1
0 )k(A0¤¡1
0 A0)¡1A0
0¤¡1
0 .
Proposition 4.1 makes clear the di®erence between our model and the conventional
ECM. From (26), we may immediately see that (yt) is generated as VAR(1), which in
particular implies that the our model is not representable as a ¯nite-order VAR. Moreover,
we have rank de¯ciencies in the short-run coe±cients (Ck), as well as in error correction term
B0(¤¡1
0 B0)0. Note that (Ck) are of rank q and (¤¡1
0 B0)0Ck = 0 for all k = 1;2;:::. In the
conventional ECM, there is no such rank restriction imposed on the short-run coe±cients.
As a consequence, Johansen's approach, based on ¯nite order ECM's, is not applicable in
our model.14
Now we consider the null hypothesis
H0 : rankA0 · q;
which will be tested against
H1 : rankA0 > q:
Let ^ µn be the (pq +p(p+1)=2)-dimensional ML estimator computed under the assumption
that rank A0 is q-dimensional, and let ~ µn be the (p2+p(p+1)=2)-dimensional ML estimator
obtained under the presumption that rank A0 = p. If we denote by `n(^ µn) and `n(~ µn)
the log-likelihood values respectively for the ML estimators ^ µn and ~ µn, the likelihood ratio
statistic ¿n for the null and alternative hypotheses introduced above is de¯ned as
¿n = ¡2
³
`n(^ µn) ¡ `n(~ µn)
´
:
The following theorem establishes the limit null distribution of ¿n.
Theorem 4.2 We have
¿n !d Â2
p(p¡q)
as n ! 1.
In a large dimensional system appearing to share a few common stochastic trends, it
seems more practically useful to consider
H1 : q < rankA0 · r
for some r < p. In this case, we may similarly de¯ne the likelihood ratio statistic by de¯ning
~ µn to be (pr + p(p + 1)=2)-dimensional, and the statistic now has limit distribution that is
chi-square with p(r ¡ q)-degrees of freedom. It is also possible to set r = q + 1, and test
sequentially for smaller values of q until the null is rejected in favor of the alternative. In
this setting, we test for p-number of additional restrictions in each step, and therefore the
test statistics will have chi-square with p-degrees of freedom.
So far we have constructed a proper test for determining the number of common stochas-
tic trends k, and derived the asymptotic theories about the ML parameter estimates. Our
results for model (1) can then be used to decompose time series (yt) into the permanent and
transitory (PT) components. As in CMP, we denote them as (yP
t ) and (yT
t ) respectively,
such that
yP
t = A0x0
tjt¡1 and yT
t = yt ¡ A0x0
tjt¡1: (27)
It is easy to see that yP
t is I(1) and predictable and yT
t is I(0) and mds.
5. Conclusion
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Appendix: Mathematical Proofs
Proof of Lemma 2.1 According to the prediction and updating steps, we have
­t+1jt ¡ Iq = ­tjt¡1 ¡ ­tjt¡1A0(A­tjt¡1A0 + ¤)¡1A­tjt¡1: (28)
In order to show that the steady state value of ­ uniquely exists, we consider the matrix
equation given by
X ¡ Iq = X ¡ XA0(AXA0 + ¤)¡1AX: (29)
Here the unknown matrix X is a q £ q positive de¯nite matrix. We need to check if there
exists one and only one positive de¯nite matrix X satisfying the matrix equation.
From function (29), we have
XA0(AXA0 + ¤)¡1AX = Iq: (30)
Moreover, using the standard rules for matrix algebra, we may easily deduce that
(AXA0 + ¤)¡1 = ¤¡1 ¡ ¤¡1AX(X + XA0¤¡1AX)¡1XA0¤¡1
= ¤¡1 ¡ ¤¡1A(Iq + XA0¤¡1A)¡1XA0¤¡1; (31)16
and therefore,
XA0(AXA0 + ¤)¡1AX
= XA0¤¡1AX ¡ XA0¤¡1A(Iq + XA0¤¡1A)¡1XA0¤¡1AX
= XA0¤¡1AX ¡ (Iq + XA0¤¡1A)(Iq + XA0¤¡1A)¡1XA0¤¡1AX
+ (Iq + XA0¤¡1A)¡1XA0¤¡1AX
= (Iq + XA0¤¡1A)¡1XA0¤¡1AX: (32)
Consequently, we have
(Iq + XA0¤¡1A)¡1XA0¤¡1AX = Iq;
i.e.,
X(A0¤¡1A)X = Iq + XA0¤¡1A; (33)
due to (30) and (32).
Now it easy to check that
X1 =
1
2
(A0¤¡1A)¡1
³
(A0¤¡1A) +
£
(A0¤¡1A)2 + 4(A0¤¡1A)
¤1=2´
=
1
2
³
Iq +
£
Iq + 4(A0¤¡1A)¡1¤1=2´
X2 =
1
2
³
Iq ¡
£
Iq + 4(A0¤¡1A)¡1¤1=2´
are the two solutions for X in matrix equation (33). Because X2 is negative de¯nite, it does
not satisfy the properties of X. Therefore, X1 which is positive de¯nite is the only solution
for our problem, i.e, the steady state value of ­ uniquely exists. The steady state value for
§ follows immediately with § = A­A0 + ¤. ¤
Proof of Lemma 2.2 From the prediction and updating steps of the Kalman ¯lter, we
have
xt+1jt = xtjt¡1 + ­A0§¡1(yt ¡ ytjt¡1)
= xtjt¡1 + ­A0§¡1(yt ¡ Axtjt¡1)
= (Iq ¡ ­A0§¡1A)xtjt¡1 + ­A0§¡1yt
= (Iq ¡ ­A0§¡1A)xtjt¡1 + ­A0§¡1yt (34)
with the steady state values ­ and §. However, it follows from (28) that
­A0§¡1A­ = Iq;
i.e.,
­A0§¡1A = ­¡1: (35)17
We may also deduce from (31) that
§¡1 = (A­A0 + ¤)¡1 = ¤¡1 ¡ ¤¡1A(Iq + ­A0¤¡1A)¡1­A0¤¡1; (36)
which yields
­A0§¡1A = ­A0¤¡1A ¡ ­A0¤¡1A(Iq + ­A0¤¡1A)¡1­A0¤¡1A
= ­A0¤¡1A
£
Iq ¡ (Iq + ­A0¤¡1A)¡1­A0¤¡1A
¤
: (37)
Therefore, it follows from (35) and (37) that
Iq ¡ (Iq + ­A0¤¡1A)¡1­A0¤¡1A = (­A0¤¡1A)¡1­¡1: (38)
Furthermore, we have
§¡1A = ¤¡1A ¡ ¤¡1A(Iq + ­A0¤¡1A)¡1­A0¤¡1A
= ¤¡1A
£
Iq ¡ (Iq + ­A0¤¡1A)¡1­A0¤¡1A
¤
= ¤¡1A
¡
­A0¤¡1A
¢¡1 ­¡1
and
­A0§¡1 = ­
£
¤¡1A(­A0¤¡1A)¡1­¡1¤0 = ­¡1(A0¤¡1A)¡1A0¤¡1; (39)
due to (36) and (38).
Now we have from (34), (35) and (39) that
xt+1jt = (Iq ¡ ­¡1)xtjt¡1 + ­¡1(A0¤¡1A)¡1A0¤¡1yt;
and consequently,
xtjt¡1 =
t¡1 X
k=1
(Iq ¡ ­¡1)k¡1­¡1(A0¤¡1A)¡1A0¤¡1yt¡k + (Iq ¡ ­¡1)t¡1x1j0: (40)
Moreover,
t¡1 X
k=1
(Iq ¡ ­¡1)k¡1­¡1(A0¤¡1A)¡1A0¤¡1yt¡k
=
t¡1 X
k=1
(Iq ¡ ­¡1)k¡1 £
Iq ¡ (Iq ¡ ­¡1)
¤
(A0¤¡1A)¡1A0¤¡1yt¡k
= (A0¤¡1A)¡1A0¤¡1yt ¡
t¡2 X
k=0
(Iq ¡ ­¡1)k(A0¤¡1A)¡1A0¤¡14yt¡k
¡ (Iq ¡ ­¡1)t¡1(A0¤¡1A)¡1A0¤¡1y1
= (A0¤¡1A)¡1A0¤¡1yt ¡
t¡1 X
k=0
(Iq ¡ ­¡1)k(A0¤¡1A)¡1A0¤¡14yt¡k: (41)
The stated result now follows directly from (40) and (41). Note that x1j0 = x0j0 = x0 and
y0 = 0. The proof is therefore complete. ¤18
Proof of Proposition 2.3 For the proof of equation (??), the readers are referred to the
proof of Proposition 2.4 in Chang et al. (2007) for the details. In order to ¯t our model,
we only need to replace !0 with ­0 and 1=!0 with ­¡1
0 . Now let us look at the proof of
equation (??). It follows from Lemma 2.2 that
x0
tjt¡1 =(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 (A0xt + ut)
¡
t¡1 X
k=0
(Iq ¡ ­¡1
0 )k(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 (A0vt¡k + (ut¡k ¡ ut¡k¡1))
=xt + (A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 ut ¡
t¡1 X
k=0
(Iq ¡ ­¡1
0 )k(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 (ut¡k ¡ ut¡k¡1)
¡
t¡1 X
k=0
(Iq ¡ ­¡1
0 )kvt¡k: (42)
However, we may easily deduce that
t¡1 X
k=0
(Iq ¡ ­¡1
0 )k(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 (ut¡k ¡ ut¡k¡1)
= (A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 ut ¡ ­¡1
0
t¡1 X
k=1
(Iq ¡ ­¡1
0 )k(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 ut¡k: (43)
The stated result now follows immediately from (42) and (43). ¤
Proof of Lemma 3.1 In the proof, we use the generic notation (wt) to signify any
stationary linear process driven by (ut) and (vt). In particular, the de¯nition of (wt) is
di®erent from line to line. It follows from Lemma 2.2 that
xtjt¡1 = (A0¤¡1A)¡1A0¤¡1yt + wt; (44)
under our convention here. We de¯ne the commutation matrix Kab by
KabvecA = vecA0 (45)
for a£b matrix A. Note that we de¯ne vec to be the operator stacking rows, not the columns,
of a matrix. Therefore, if we let vec be the operator stacking columns of a matrix, and let
Kab be the commutation matrix such that Kab vecA = vecA0, then we have Kab = Kba.
The readers are referred to Magnus and Neudecker (1988) for more on the commutation
matrix.
Since
"t = yt ¡ ytjt¡1 = yt ¡ Axtjt¡1
and
vec Axtjt¡1 = (Ip ­ x0
tjt¡1)vecA;19
we may easily deduce that
@"t
@(vecA)0 = ¡A
@xtjt¡1
@(vecA)0 ¡ Ip ­ x0
tjt¡1: (46)
Moreover, it follows that
@"t
@(vec¤)0 = ¡A
@xtjt¡1
@(vec¤)0: (47)
The partial derivatives of "t with respect to vecA and vec¤ may therefore be easily obtained
from (46) and (47), once we ¯nd the partial derivatives of xtjt¡1 with respect to vecA and
vec¤ in (44).
Firstly, in order to get the partial derivative of xtjt¡1 with respect to A, we assume ¤
to be ¯xed. Then it follows from (44) that
dxtjt¡1 = ¡ (A0¤¡1A)¡1(dA0¤¡1A + A0¤¡1dA)(A0¤¡1A)¡1A0¤¡1yt
+ (A0¤¡1A)¡1dA0¤¡1yt + wt
= ¡ (A0¤¡1A)¡1dA0(¤¡1A(A0¤¡1A)¡1A0¤¡1yt)
¡ ((A0¤¡1A)¡1A0¤¡1)dA((A0¤¡1A)¡1A0¤¡1yt)
+ (A0¤¡1A)¡1dA0(¤¡1yt) + wt;
and that
dxtjt¡1 = ¡
£
(A0¤¡1A)¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1A0¤¡1¤
dvecA0
¡
£
(A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1¤
dvecA
+
£
(A0¤¡1A)¡1 ­ y0
t¤¡1¤
dvecA0 + wt
= ¡
£
(A0¤¡1A)¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1A0¤¡1¤
KpqdvecA
¡
£
(A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1¤
dvecA
+
£
(A0¤¡1A)¡1 ­ y0
t¤¡1¤
KpqdvecA + wt:
Consequently, we have
@xtjt¡1
@(vecA)0 = ¡
£
(A0¤¡1A)¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1A0¤¡1¤
Kpq
¡ (A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1
+
£
(A0¤¡1A)¡1 ­ y0
t¤¡1¤
Kpq + wt
= ¡ y0
t¤¡1A(A0¤¡1A)¡1A0¤¡1 ­ (A0¤¡1A)¡1
¡ (A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1
+ y0
t¤¡1 ­ (A0¤¡1A)¡1 + wt (48)20
Now we may easily deduce from (48) that
@x00
tjt¡1
@vecA
= ¡ (¤¡1
0 A0xt + wt) ­ (A0
0¤¡1
0 A0)¡1 ¡ ¤¡1
0 A0(A0
0¤¡1
0 A0)¡1 ­ (xt + wt)
+ (¤¡1
0 A0xt + wt) ­ (A0
0¤¡1
0 A0)¡1
= ¡ ¤¡1
0 A0(A0
0¤¡1
0 A0)¡1 ­ xt + wt; (49)
and subsequently from (46) that
@"00
t
@vecA
= ¡
@x00
tjt¡1
@vecA
A0
0 ¡ Ip ­ x0
tjt¡1
= ¤¡1
0 A0(A0
0¤¡1
0 A0)¡1A0
0 ­ xt ¡ Ip ­ x0
tjt¡1
= ¡
£
Ip ¡ ¤¡1
0 A0(A0
0¤¡1
0 A0)¡1A0
0
¤
­ xt + wt;
as was to be shown.
Secondly, we consider the partial derivative of xtjt¡1 with respect to vec¤. Assuming A
is ¯xed, we have
dxtjt¡1 = ¡ (A0¤¡1A)¡1A0(¡¤¡1d¤¤¡1)A(A0¤¡1A)¡1A0¤¡1yt
+ (A0¤¡1A)¡1A0(¡¤¡1d¤¤¡1)yt + wt
=
£
(A0¤¡1A)¡1A0¤¡1¤
d¤
£
¤¡1A(A0¤¡1A)¡1A0¤¡1yt
¤
¡
£
(A0¤¡1A)¡1A0¤¡1¤
d¤(¤¡1yt) + wt
and
dxtjt¡1 =
£
(A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1A0¤¡1¤
dvec¤
¡
£
(A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1¤
dvec¤ + wt:
Consequently, we have
@xtjt¡1
@(vec¤)0 =(A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1A(A0¤¡1A)¡1A0¤¡1
¡ (A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1 + wt
=(A0¤¡1A)¡1A0¤¡1 ­ y0
t¤¡1 £
A(A0¤¡1A)¡1A0¤¡1 ¡ Ip
¤
+ wt;
from which we have
@x00
tjt¡1
@vec¤
= wt
due to (47). The proof is therefore complete. ¤21
Proof of Lemma 3.2 It follows immediately from (18) that
Vn(r) = ¡B0
0 ­
1
p
n
[nr] X
t=1
vt + op(1):
Moreover, due to (19), T0
s(@"00
t =@µ) is a stationary linear process and Ft¡1-measurable. Con-
sequently, Wn is a partial sum process of the martingale di®erence sequence T0
S(@"00
t =@µ)§¡1
0 "0
t.
The stated results can therefore be readily deduced from the invariance principle for the
martingale di®erence sequence. ¤
Proof of Theorem 3.2 The proof will be done in three steps, each of which will establish
ML1, ML2 and ML3. As in Chang et al. (2007), we use the following notational convention
in the proof:
(a) (wt) denotes a linear process driven by (us)t
s=1 and (vs)t
s=1 that has geometrically
decaying coe±cients, and
(b) ( ¹ wt) is such a process that is Ft-measurable.
The notation (wt) and ( ¹ wt) are generic and signify any processes satisfying the conditions
speci¯ed above. In general, (wt) and ( ¹ wt) appearing in di®erent lines represent di®erent
processes.
First Step ML1 holds with N given in the theorem, as shown in the proof of Theorem
3.5 of Chang et al. (2005).
Second Step Now we establish ML2. It is shown in Chang et al. (2007) that
1
n2T0
NHn(µ0)TN !d ¡
Z 1
0
V (r)§¡1
0 V (r)0dr
as n ! 1, and that
1
n3=2T0
NHn(µ0)TS = Op(n¡1=2)
for large n, which are in particular due to
n X
t=1
(I ­ "00
t §¡1
0 )
µ
@2
@µ@µ0 ­ "0
t
¶
= Op(n)
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )
n X
t=1
µ
@"0
t
@µ0 ­ "0
t
¶
= Op(n)
n X
t=1
µ
@"00
t
@µ
­ "00
t
¶
(§¡1
0 ­ §¡1
0 )
@(vec§0)
@µ0 = Op(n)22
for large n.
In order to establish ML2, we only need to show
1
n
T0
SHn(µ0)TS !p ¡[var(W) + var(Z)]: (50)
Notice that
1
n
T0
SHn(µ0)TS = An + Bn + Cn + (Dn + D0
n) + op(1);
where
An = ¡
1
2
T0
S
·
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )
@(vec§0)
@µ0
¸
TS + op(1)
Bn = ¡
1
n
n X
t=1
T0
S
µ
@"00
t
@µ
§¡1
0
@"0
t
@µ0
¶
TS
Cn = ¡
1
n
n X
t=1
T0
S
·
(I ­ "00
t §¡1
0 )
µ
@2
@µ@µ0 ­ "0
t
¶¸
TS
Dn = T0
S
"
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )
1
n
n X
t=1
µ
@"0
t
@µ0 ­ "0
t
¶#
TS:
As shown in Chang et al. (2007),
An = ¡var(Z) + op(1)
Bn = ¡var(W) + op(1)
Dn = Op(n¡1=2)
for large n. Therefore, it su±ces to show that
Cn =
µ
Cn(A;A) Cn(A;¤)
Cn(¤;A) Cn(¤;¤)
¶
= Op(n¡1=2) (51)
to deduce (50). Note that we have from (48)
Iq ­ xtjt¡1 + (A0 ­ Iq)
@x0
tjt¡1
@vecA
= wt¡1; (52)
which will be used below in the proof of (51).
First, we prove
Cn(A;A) = Op(n¡1=2): (53)
It follows from (46) that
vec
@"0
t
@vecA
= ¡vec(Ip ­ xtjt¡1) ¡ vec
@x0
tjt¡1
@vecA
A0;
and since
vec(Ip ­ xtjt¡1) = (Ip ­ Kpq)[(vecIp) ­ xtjt¡1]23
and
vec
@x0
tjt¡1
@vecA
A0 = (Ipq ­ A)vec
@x0
tjt¡1
@vecA
=
Ã
@x0
tjt¡1
@vecA
­ Ip
!
vecA0 =
Ã
@x0
tjt¡1
@vecA
­ Ip
!
KpqvecA;
we have
@
@(vecA)0vec
@"0
t
@vecA
= ¡(Ip ­ Kpq)
·
(vecIp) ­
@xtjt¡1
@(vecA)0
¸
¡
Ã
@x0
tjt¡1
@vecA
­ Ip
!
Kpq ¡ (Ipq ­ A)
@
@(vecA)0vec
@x0
tjt¡1
@vecA
: (54)
In what follows, we will use (54) to show
(A0
0 ­ Iq)
¡
Ipq ­ "00
t §¡1
0
¢
µ
@
@(vecA)0vec
@"00
t
@vecA
¶
(A0 ­ Iq) = wt¡1"0
t; (55)
from which (53) follows immediately.
For the ¯rst term in (54), we have
(A0
0 ­ Iq)
¡
Ipq ­ "00
t §¡1
0
¢
(Ip ­ Kpq)
"
(vecIp) ­
@x0
tjt¡1
@(vecA)0
#
(A0 ­ Iq)
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0
¢
(Ip ­ Kpq)
"
(vecIp) ­
@x0
tjt¡1
@(vecA)0
#
(A0 ­ Iq)
= A0
0 ­
¡
Iq ­ "00
t §¡1
0
¢
Kpq
"
(vecIp) ­
@x0
tjt¡1
@(vecA)0
#
(A0 ­ Iq)
=
¡
A0
0 ­ "00
t §¡1
0 ­ Iq
¢
"
(vecIp) ­
@x0
tjt¡1
@(vecA)0(A0 ­ Iq)
#
= A0
0§¡1
0 "0
t ­
"
@x0
tjt¡1
@(vecA)0(A0 ­ Iq)
#
= A0
0§¡1
0 "0
t ­ Iq ­ x0
t + wt¡1"0
t: (56)24
For the second term in (54), we may deduce that
(A0
0 ­ Iq)
¡
Ipq ­ "00
t §¡1
0
¢
Ã
@x00
tjt¡1
@vecA
­ Iq
!
Kpq(A0 ­ Iq)
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0
¢
Ã
@x00
tjt¡1
@vecA
­ Iq
!
(Iq ­ A0)Kqq
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0
¢
Ã
@x00
tjt¡1
@vecA
­ A0
!
Kqq
=
"
(A0
0 ­ Iq)
@x00
tjt¡1
@vecA
­ "00
t §¡1
0 A0
#
Kqq
= "00
t §¡1
0 A0 ­
"
(A0
0 ­ Iq)
@x00
tjt¡1
@vecA
#
= "00
t §¡1
0 A0 ­ Iq ­ xt + wt¡1"0
t; (57)
similarly as for the ¯rst term in (54).
The third term in (54) are written as
(A0
0 ­ Iq)
¡
Ipq ­ "00
t §¡1
0
¢
(Ipq ­ A0)
Ã
@
@(vecA)0vec
@x00
tjt¡1
@vecA
!
(A0 ­ Iq)
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0
¢
(Ipq ­ A0)
Ã
@
@(vecA)0vec
@x00
tjt¡1
@vecA
!
(A0 ­ Iq)
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0 A0
¢
Ã
@
@(vecA)0vec
@x00
tjt¡1
@vecA
!
(A0 ­ Iq); (58)
and analyzed using the identity introduced in (52). It follows from (52) that
(Iq ­ Kqq)
"
(vecIq) ­
@x0
tjt¡1
@(vecA)0
#
+ (A0 ­ Iq ­ Iq)
Ã
@
@(vecA)0vec
@x00
tjt¡1
@vecA
!
+
Ã
Iq ­ Iq ­
@x0
tjt¡1
@(vecA)0
!
(Iq ­ Kpq ­ Iq)[Kpq ­ (vecIq)] = wt¡1; (59)
since
vec(Iq ­ xtjt¡1) = (Iq ­ Kqq)
£
(vecIq) ­ xtjt¡1
¤
and
vec(A0 ­ Iq)
@x0
tjt¡1
@vecA
= (A0 ­ Iq ­ Iq)vec
@x0
tjt¡1
@vecA
=
µ
Iq ­ Iq ­
@xtjt¡1
@(vecA)0
¶
vec(A0 ­ Iq)25
with
vec(A0 ­ Iq) = (Iq ­ Kpq ­ Iq)[(vecA0) ­ (vecIq)]
= (Iq ­ Kpq ­ Iq)[(KpqvecA) ­ (vecIq)]:
See, e.g., Magnus and Neudecker (1988) for the rules in matrix algebra used here.
Now we pre- and post-multiply all three terms in (59) by
Iq ­ Iq ­ "00
t §¡1
0 A0 and A0 ­ Iq:
The ¯rst term in (59) becomes
(Iq ­ Iq ­ "00
t §¡1
0 A0)(Iq ­ Kqq)
"
(vecIq) ­
@x0
tjt¡1
@(vecA)0
#
(A0 ­ Iq)
=
¡
Iq ­ "00
t §¡1
0 A0 ­ Iq
¢
"
(vecIq) ­
Ã
@x0
tjt¡1
@(vecA)0(A0 ­ Iq)
!#
= A0
0§¡1
0 "0
t ­ Iq ­ x0
t + wt¡1"0
t: (60)
On the other hand, the third term in (59) reduces to
(Iq ­ Iq ­ "00
t §¡1
0 A0)
Ã
Iq ­ Iq ­
@x0
tjt¡1
@(vecA)0
!
(Iq ­ Kpq ­ Iq)[Kpq ­ (vecIq)](A0 ­ Iq)
=
h
Iq ­ Iq ­ "00
t §¡1
0 A0
¡
A0
0¤¡1
0 A0
¢¡1
A0
0¤¡1
0 ­ x0
t
i
(Iq ­ Kpq ­ Iq)[Kpq(A0 ­ Iq) ­ (vecIq)]
+ wt¡1"0
t
=
h
Iq ­ "00
t §¡1
0 A0
¡
A0
0¤¡1
0 A0
¢¡1
A0
0¤¡1
0 ­ Iq ­ x0
t
i
(Iq ­ Kpq ­ Iq)[Kpq(A0 ­ Iq) ­ (vecIq)]
+ wt¡1"0
t
=
h
"00
t §¡1
0 A0
¡
A0
0¤¡1
0 A0
¢¡1
A0
0¤¡1
0 ­ Iq
i
(A0 ­ Iq) ­ xt + wt¡1"t
= "00
t §¡1
0 A0 ­ Iq ­ xt + wt¡1"0
t: (61)
Therefore, it follows from (59), (60) and (61) that
(A0
0 ­ Iq ­ "00
t §¡1
0 A0)
Ã
@
@(vecA)0vec
@x00
tjt¡1
@vecA
!
(A0 ­ Iq)
= A0
0§¡1
0 "0
t ­ Iq ­ x0
t + "00
t §¡1
0 A0 ­ Iq ­ xt + wt¡1"0
t; (62)
which establishes the required result for the third term of (54), as shown in (58). Conse-
quently, we may deduce (55) from (56), (57) and (62).
Second, we prove that
Cn(A;¤) = Op(n¡1=2): (63)26
As we have shown earlier, we have
vec
@"0
t
@vecA
= ¡(Ip ­ Kpq)[(vecIp) ­ xtjt¡1] ¡ (Ipq ­ A)vec
@x0
tjt¡1
@vecA
;
and it follows that
@
@(vec¤)0vec
@"0
t
@vecA
= ¡(Ip ­ Kpq)
·
(vecIp) ­
@xtjt¡1
@(¤)0
¸
¡ (Ipq ­ A)
@
@(vec¤)0vec
@x0
tjt¡1
@vecA
: (64)
In what follows, it will be shown that
(A0
0 ­ Iq)
¡
Ipq ­ "00
t §¡1
0
¢
·
@
@(vec¤)0vec
@"00
t
@vecA
¸
¸ = wt¡1"0
t (65)
for any p2-dimensional vector ¸. Clearly, (63) can be deduced immediately from (65).
For the ¯rst term in (64), we have
(A0
0 ­ Iq)
¡
Ipq ­ "00
t §¡1
0
¢
(Ip ­ Kpq)
"
(vecIp) ­
@x0
tjt¡1
@(vec¤)0
#
¸
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0
¢
(Ip ­ Kpq)
"
(vecIp) ­
@x0
tjt¡1
@(vec¤)0
#
¸
=
¡
A0
0 ­ "00
t §¡1
0 ­ Iq
¢
(Ip ­ Kpq)
"
(vecIp) ­
@x0
tjt¡1
@(vec¤)0
#
¸
= A0
0§¡1
0 "0
t ­
"
@x0
tjt¡1
@(vec¤)0¸
#
= wt¡1"0
t: (66)
The proof for (65) will be ¯nished, if we show that the second term in (64) also yields
(A0
0 ­ Iq)
¡
Ipq ­ "00
t §¡1
0
¢
(Ipq ­ A)
@
@(vec¤)0vec
@x00
tjt¡1
@vecA
¸
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0
¢
(Ipq ­ A)
@
@(vec¤)0vec
@x00
tjt¡1
@vecA
¸
=
¡
A0
0 ­ Iq ­ "00
t §¡1
0 A0
¢ @
@(vec¤)0vec
@x00
tjt¡1
@vecA
¸ = wt¡1"0
t; (67)
similarly as the ¯rst term in (64).
To establish (67), we use the identity in (52). We may write it as
(Iq ­ Kqq)[(vecIq) ­ xtjt¡1] + (A0 ­ Iq ­ Iq)vec
@x0
tjt¡1
@vecA
= wt¡1;27
from which it follows that
(Iq ­ Kqq)
·
(vecIq) ­
@xtjt¡1
@(vec¤)0
¸
+ (A0 ­ Iq ­ Iq)
@
@(vec¤)0vec
@x0
tjt¡1
@vecA
= wt¡1: (68)
Now we may evaluate (68) at the true values of parameters A and ¤, and pre- and post-
multiply both sides by
Iq ­ Iq ­ "00
t §¡1
0 A0 and ¸
respectively, to get
A0
0§¡1
0 "0
t ­
@x0
tjt¡1
@(vec¤)0¸ +
¡
A0
0 ­ Iq ­ "00
t §¡1
0 A0
¢ @
@(vec¤)0vec
@x00
tjt¡1
@vecA
¸ = wt¡1"0
t: (69)
Note that
(Iq ­ Iq ­ "00
t §¡1
0 A0)(Iq ­ Kqq)
·
(vecIq) ­
@xtjt¡1
@(vec¤)0
¸
¸
=
¡
Iq ­ "00
t §¡1
0 A0 ­ Iq
¢
·
(vecIq) ­
@xtjt¡1
@(vec¤)0
¸
= A0
0§¡1
0 "0
t ­
·
@xtjt¡1
@(vec¤)0¸
¸
:
The proof for (63) is complete, since (67) can be deduced readily from from (69).
The proof for Cn(¤;¤) is straightforward, as in Chang el al. (2007). Therefore, we have
established (51), and the proof for the second step is complete. ¤
Third Step To establish ML3, as Chang et al. (2007), we let
¹n = º1¡±
n
for some ± > 0 small, and let µ 2 £n be arbitrarily chosen. Since
¡
B0
0¤¡1
0 ­ Ik
¢
(vecA ¡ vecA0) = O(n¡1+±)
³
(A0
0¤¡1
0 A0)¡1=2A0
0¤¡1
0 ­ Ik
´
(vecA ¡ vecA0) = O(n¡1=2+±)
vec¤ ¡ vec¤0 = O(n¡1=2+±);
we have
vecA = vecA0 + Op(n¡1=2+±) (70)
vec¤ = vec¤0 + Op(n¡1=2+±): (71)28
We will show that
1
n2(1¡±)T0
N
"
n X
t=1
Ã
@"0
t
@µ
¡
@"00
t
@µ
!
§¡1
0
@"0
t
@µ0
#
TN !p 0 (72)
1
n2(1¡±)T0
N
"
n X
t=1
Ã
@"0
t
@µ
¡
@"00
t
@µ
!
§¡1
0
µ
@"t
@µ0 ¡
@"0
t
@µ0
¶#
TN !p 0 (73)
1
n1¡±T0
S
"
n X
t=1
Ã
@"0
t
@µ
¡
@"00
t
@µ
!
§¡1
0
@"0
t
@µ0
#
TS !p 0 (74)
1
n1¡±
n X
t=1
T0
S
·
(I ­ ("0
t ¡ "00
t )§¡1
0 )
µ
@2
@µ@µ0 ­ "0
t
¶¸
Ts !p 0 (75)
1
n1¡±
n X
t=1
T0
S
·
(I ­ "00
t §¡1
0 )
µ
@2
@µ@µ0 ­ ("t ¡ "0
t)
¶¸
Ts !p 0 (76)
T0
S
"
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )
1
n1¡±
n X
t=1
µµ
@"t
@µ0 ¡
@"0
t
@µ0
¶
­ "0
t
¶#
TS !p 0 (77)
T0
S
"
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )
1
n1¡±
n X
t=1
µ
@"0
t
@µ0 ­ ("t ¡ "0
t
¶#
TS !p 0 (78)
and
1
n1¡±T0
S
"
n X
t=1
Ã
@"0
t
@µ
¡
@"00
t
@µ
!
§¡1
0
µ
@"t
@µ0 ¡
@"0
t
@µ0
¶#
TS !p 0 (79)
1
n1¡±
n X
t=1
T0
S
·
(I ­ ("0
t ¡ "00
t )§¡1
0 )
µ
@2
@µ@µ0 ­ ("t ¡ "0
t)
¶¸
TS !p 0 (80)
T0
S
"
@(vec§0)0
@µ
(§¡1
0 ­ §¡1
0 )
1
n1¡±
n X
t=1
µµ
@"t
@µ0 ¡
@"0
t
@µ0
¶
­ ("t ¡ "0
t)
¶#
TS !p 0 (81)
for all A and ¤ satisfying (70) and (71). Here we only prove that the nonstationary com-
ponents in (72)-(81) satisfy the required conditions. It is rather obvious that the required
conditions hold for the stationary components. In what follows, we use the generic notation
¢(n·xt) to denote the terms which include n· (or of a lower order) times (xt). Clearly, we
have
"t ¡ "0
t;
@"t
@µ0 ¡
@"0
t
@µ0 ;
@2
@µ@µ0 ­ ("t ¡ "0
t) = ¢(n¡1=2+±xt) + wt; (82)
since both A = A0+O(n¡1=2+±) and ¤ = ¤0+O(n¡1=2+±). The results in (72)-(78) follow
immediately from (82). The proof for (79)-(81) are more involved. For (80) and (81), we
need to show
x0
tjt¡1 = xt + wt (83)
xtjt¡1 ¡ x0
tjt¡1 = ¡n¡1=2+±xt¢(n¡1+2±xt) + wt: (84)29
The result in (83) follows directly from (??). To establish (84), note that
xtjt¡1 ¡ x0
tjt¡1 =
@x0
tjt¡1
@(vecA)0(vecA ¡ vecA0) +
@x0
tjt¡1
@(vec¤)0(vec¤ ¡ vec¤0) + ¢(n¡1+2±xt) + wt
= ¡n¡1=2+±xt¢(n¡1+2±xt) + wt;
due to (??) and (49). Now it follows immediately from (83) and (84) that
"t ¡ "0
t = ¡(A ¡ A0)x0
tjt¡1 ¡ A(xtjt¡1 ¡ x0
tjt¡1) = ¢(n¡1+2±xt) + wt; (85)
from which, together with (82), we may easily deduce (80) and (81).
Finally we prove (79). To do so, we ¯rst show that
(A0
0 ­ Ik)
@x0
tjt¡1
@(vecA)0 = ¡xt + wt (86)
(A0
0 ­ Ik)
Ã
@x0
tjt¡1
@(vecA)0 ¡
@x0
tjt¡1
@(vecA)0
!
= 2n¡1=2+±xt + ¢(n¡1+2±) + wt: (87)
The result in (86) follows immediately from (49). To derive (87),
we note that
@x0
tjt¡1
@(vecA)0 ¡
@x0
tjt¡1
@(vecA)0 =
@2x0
tjt¡1
@vecA@(vecA)0(vecA ¡ vecA0) +
@2x0
tjt¡1
@vecA@(vec¤)0(vec¤ ¡ vec¤0)
+¢(n¡1+2±xt) + wt;
and that *********** subsequent proof
Proof of Proposition 4.1 The stated result follows immediately from Lemma 2.2 and
equation (??). Note that we have from Lemma 2.2
A0x0
tjt¡1 = A0(A0
0¤¡1
0 A0)¡1A0
0¤¡1
0 yt ¡
t¡1 X
k=0
A0(Iq ¡ ­¡1
0 )k(A0¤¡1
0 A0)¡1A0
0¤¡1
0 4yt¡k
under the convention x0 = 0, and
A0x0
tjt¡1 = yt ¡ "0
t
due to the de¯nition of ("0
t). ¤
Proof of Theorem 4.2 Throughout the proof, we let ¤ be known and µ = vecA. The
proof of the general case with ¤ unknown is essentially identical, only with added complexity
in notation and exposition. In what follows, we denote by ~ An, with its vectorized version
vec ~ An, the MLE of A for the case of p = q, i.e., there are p-common stochastic trends and
no cointegration. Under this convention, we write the likelihood function as
`n(A) = `( ~ An) ¡
1
2
(vecA ¡ vec ~ An)0Hn(A; ~ A)(vecA ¡ vec ~ An); (88)30
where Hn(A; ~ A) is the Hessian matrix evaluated at some value ¹ A, say, of A which lie in the
line connecting ~ An and A.
Under the null hypothesis, there are only q < p stochastic common trends so that A is
p£q, instead of p£p. In what follows, we denote by ^ A and vec ^ An the MLE of A under the
null hypothesis. Note that vec ^ An is pq-dimensional vector, whereas vec ~ An is p2-dimensional.
Moreover, we de¯ne
^ TN = ^ Bn ­ Ip and ^ TS = ^ An
³
^ A0
n^ ¤¡1=2
n ^ An
´¡1=2
­ Ip;
where ^ Bn and ^ ¤n are the MLE's of B and ¤ obtained together with ^ An from the model
with q-stochastic common trends. Finally, we let
^ Tn = (^ TN; ^ TS);
and
ºn = diag(nIp(p¡q);
p
nIpq);
a diagonal matrix. Note that
^ T¡1
n =
µ ^ B0
n^ ¤¡1
n
( ^ A0
n^ ¤¡1
n ^ An)¡1=2 ^ A0
n^ ¤¡1
n
¶
­ Ip; (89)
similarly as in (20).
As we have shown in the proof of Theorem 3.2,
º¡1
n ^ T0
nHn(A; ~ A)^ Tnº¡1
n = º¡1
n ^ T0
nHn(A0)^ Tnº¡1
n + op(1)
for large n. Therefore, we may write (88) as
`n(A) ¡ `( ~ An)
= ¡
1
2
h
(vecA ¡ vec ~ An)0 ^ T¡10
n ºn
ih
º¡1
n ^ T0
nHn(A0)^ Tnº¡1
n
ih
ºn ^ T¡1
n (vecA ¡ vec ~ An)
i
; (90)
up to the term of order op(1), uniformly in a neighborhood of A0. Furthermore, we de¯ne
±n = ºn ^ T¡1
n vecA and ~ ±n = ºn ^ T¡1
n vec ~ A
and
Mn = º¡1
n ^ T0
nHn(A0)^ Tnº¡1
n ;
and rewrite (90) as
`n(A) ¡ `( ~ An) =
1
2
(±n ¡ ~ ±n)0Mn(±n ¡ ~ ±n); (91)
which is maximized with respect to an p £ q-dimensional matrix A.
We know that the maximizer of A in (91) is given by ^ An, up to an error of order op(1).
Moreover, we have
^ B0
n^ ¤¡1
n ^ An = 0:31
Therefore, if we de¯ne
±n = (±0
1n;±0
2n)0;
then we may set the ¯rst p(p¡q)-elements ±1n of ±n to be zero in our maximization problem
(91) up to an error which is asymptotically negligible. Consequently, if we let
~ ±n = (~ ±0
1n; ~ ±0
2n)0
analogously with ±n, and
Mn =
µ
Mn
11 Mn
12
Mn
21 Mn
22
¶
;
where the partition is made conformably with ~ ±n and ±n, then it follows that
¿n = 2
h
`n( ^ An) ¡ `( ~ An)
i
= ~ ±0
1n
¡
Mn
11 ¡ Mn
12Mn¡1
22 Mn
21
¢ ~ ±1n + op(1); (92)
from which we may easily derive the asymptotic distribution for the likelihood ratio test
statistic ¿n.
As we have shown in the proof of Theorem 3.2, we have under the null hypothesis
~ ±1n !d
µZ 1
0
V (r)§¡1
0 V (r)0dr
¶¡1 Z 1
0
V (r)dU(r)
and
Mn
11 !d
Z 1
0
V (r)§¡1
0 V (r)0dr:
Moreover,
Mn
12;Mn
21 !p 0
and Mn
22 converges in probability to a positive de¯nite matrix. Consequently, we have
¿n !d
Z 1
0
dU(r)V (r)0
µZ 1
0
V (r)§¡1
0 V (r)0dr
¶¡1 Z 1
0
V (r)dU(r) =d Â2
p(p¡q)
as n ! 1, as was to be shown. The proof is therefore complete. ¤