Abstract-DNA microarray technology relies on the hybridization process, which is stochastic in nature. Currently, probabilistic cross hybridization of nonspecific targets, as well as the shot noise (Poisson noise) originating from specific targets binding, are among the main obstacles for achieving high accuracy in DNA microarray analysis. In this paper, statistical techniques are used to model the hybridization and cross-hybridization processes and, based on the model, optimal algorithms are employed to detect the targets and to estimate their quantities. To verify the theory, two sets of microarray experiments are conducted: one with oligonucleotide targets and the other with complementary DNA (cDNA) targets in the presence of biological background. Both experiments indicate that, by appropriately modeling the cross-hybridization interference, significant improvement in the accuracy over conventional methods such as direct readout can be obtained. This substantiates the fact that the accuracy of microarrays can become exclusively noise limited, rather than interference (i.e., cross-hybridization) limited. The techniques presented in this paper potentially increase considerably the signal-to-noise ratio (SNR), dynamic range, and resolution of DNA and protein microarrays as well as other affinity-based biosensors. A preliminary study of the Cramer-Rao bound for estimating the target concentrations suggests that, in some regimes, cross hybridization may even be beneficial-a result with potential ramifications for probe design, which is currently focused on minimizing cross hybridization. Finally, in its current form, the proposed method is best suited to low-density arrays arising in diagnostics, single nucleotide polymorphism (SNP) detection, toxicology, etc. How to scale it to high-density arrays (with many thousands of spots) is an interesting challenge.
experiments, as well as the richness of the information obtained by them. This stands in contrast to traditional techniques that are capable of analyzing only a small number of genes at a time. DNA microarrays [1] , [2] (which are, essentially, massively parallel affinity-based biosensors) are primarily used to measure gene expression levels, i.e., to quantify the process of transcription of DNA data into messenger RNA molecules (mRNA). The information transcribed into mRNA is further translated to proteins, the molecules that perform most of the functions in cells. Therefore, by measuring gene expression levels, researchers may be able to infer critical information about functionality of the cells or the whole organism. Accordingly, a perturbation from the typical expression levels is often an indication of a disease; thus, DNA microarray experiments may provide valuable insight into the genetic causes of diseases. Indeed, one of the ultimate goals of DNA microarray technology is to allow development of molecular diagnostics and creation of personalized drugs.
A DNA microarray is basically an affinity-based biosensor where the binding is based on hybridization, a process in which complementary DNA (cDNA) strands specifically bind to each other creating structures in a lower energy state. Typically, the surface of a DNA microarray consists of an array (grid) of spots, each containing identical single-stranded DNA oligonucleotide capturing probes, whose locations are fixed during the process of hybridization and detection. Each single-stranded DNA capturing probe has a length of 25-70 bases, depending on the exact platform and application [1] . In the DNA microarray detection process, the mRNA targets that need to be quantified are initially used to generate fluorescent labeled cDNA, which are applied to the microarray afterwards. Under appropriate experimental conditions (i.e., temperature and salt concentration), labeled cDNA molecules that are the perfect match to the microarray probes will hybridize, i.e., bind to the complementary capturing oligos. Nevertheless, there will always be a number of nonspecific bindings since cDNA may nonspecifically cross-hybridize to probes that are not the perfect match but are rather only partial complements (having mismatches). It is important to understand that this particular phenomenon, i.e., nonspecific binding, is inherent to all affinity-based biosensors such as DNA or protein microarrays and also inevitable, given that it originates from the probabilistic and quantum mechanical nature of molecular interactions and biochemical bonds present in these systems [3] . Finally, the fluorescent intensities at each spot are measured to obtain an image, having correlation to the hybridization process, and thus the gene expression levels.
Today, the sensitivity, dynamic range and resolution of the DNA microarray data is limited by cross hybridization [6] (which may be interpreted as interference), in addition to several other sources of noise and systematic error in the detection procedure [7] . The number of hybridized molecules varies due to the probabilistic nature of the hybridization. It has been observed that these variations are very similar to shot noise (Poisson noise) at high expression levels, yet more complex at low expression levels where the interference (i.e., cross hybridization) becomes the dominating limiting factor of the signal strength ( [6] , [7] ). In addition, the measurements are also corrupted by the noise due to imperfect instrumentation and other biochemistry independent noise sources.
Typically, cross hybridization is considered to be hurtful and often attempted to be suppressed by creating more specific probes. For instance, in the design of DNA microarrays, the capturing probes are often selected so that the sequences of nucleotides that comprise them are as unique as possible, and different from others as much as possible [5] . Nevertheless, if the application requires distinguishing among similar targets, cross hybridization is certainly present and perhaps limiting the accuracy. This may often be the fundamental limitation in microarrays designed for diagnostics and single nucleotide polymorphism (SNP) detection, for instance.
One of the main challenges for a precise target detection and quantification is the correct identification and modeling of the noise sources, and the consecutive incorporation of the noise model in the design of optimal estimators. While the former has recently been experimentally studied (see, e.g., [6] ), the latter is still largely unexplored. In this paper, we describe the hybridization and cross-hybridization processes by Markov chains, similar to the techniques employed for modeling affinity based sensors in [3] , which suggests that these biosensors have a quantum-limited SNR. Using the stationary distribution of the Markov chains, we formulate a statistical model of the microarray measurements. We note that a statistical modeling of DNA microarray data, using the experimentally measured correlation between observed hybridization intensity and calculated free energy of hybridization, was also proposed in [9] . In a related work [8] , another statistical model that addresses individual probe-specific effects and automatic detection and handling of outliers and image artifacts, was proposed. However, we believe our model and algorithms go well beyond those of [8] and [9] .
In our model, the biological noise is modeled as shot noise, thus accounting for the inherent fluctuations of the measured signal. We consider various criteria for the design of optimal algorithms for the detection of the presence and the estimation of the quantity of the target molecules. In particular, we consider the maximum-likelihood, maximum a posteriori, and constrained least-squares criteria. Therefore, instead of trying to suppress the cross hybridization, we essentially exploit it. This results in an increase in the signal-to-interference-and-noise ratio (SINR), and accordingly the precision of the microarray becomes limited by only the inherent noise, getting closer to its fundamental quantum-limited SNR.
The paper is organized as follows. In Section II, we develop a probabilistic model of the DNA microarray. Based on this model, we consider several algorithms for optimal detection of the target concentrations in Section III and derive the Cramer-Rao lower bound (CRLB) on the minimum mean-square error of all estimators. In Sections IV and V, we test the performance of the proposed technique on two sets of experiments: one involving oligonucleotide targets and the other cDNA targets in rich biological background. Finally, conclusions and directions for future work (such as how to scale the calibration experiments to high-density arrays) are discussed in Section VI.
Preliminary results of this paper were first reported in [10] .
II. PROBABILISTIC DNA MICROARRAY MODEL
We consider an DNA microarray, with different types of oligonucleotide probes attached to its surface. In other words, a particular oligonucleotide probe may be present at more than one spot of the array. Each probe is particularly designed to capture one of the possible targets in the sample that is required to be detected and quantified. We will assume that a total of molecules of different types of cDNA targets, , each consisting of molecules , are present in the sample that is applied to the microarray in the hybridization phase. For any target, there may be more than one spot on the array where the complementary probes are located; we denote the number of spots with probes that are complements to the target of the type by , and note that . (For notational simplicity, we will in fact assume that
.) The array is scanned after the system has reached biochemical equilibrium. The resulting image has information about the number of targets captured at each spot and the goal is to detect which targets are present and to estimate their unknown concentrations .
In general, in addition to hybridization to its matching oligonucleotide probe, each target molecule of type may also engage in nonspecific cross hybridization with probes whose nucleotide sequences are only partial matches with the target. In particular, for each target , we will denote by the number of nonspecific cross hybridizations. In our model, we assume that both hybridization and cross hybridization are random events. Accordingly, let denote the probability that a target of type hybridizes to its matching probe. If we assume that is the probability that target hybridizes to its matching probe when it is in the proximity of its matching probe, then we can write target is in proximity of its matching probe where we have used the fact that the target molecules are undergoing a random walk to deduce the factor. The reason for expressing in terms of is that the latter is what depends on factors such as the chemistry and probe and target sequences. For example, can be estimated from the target and probe sequences, as well as the hybridization conditions, using the concepts of (Gibbs free energy change) and melting temperature (see, e.g., [11] and [12] ). However, these give only Furthermore, let denote the probability that a target of type cross-hybridizes to a probe of type . Similarly, we may write , where is the probability that target cross-hybridizes with probe when it is in its proximity. We should note that cross hybridization is not necessarily reciprocal: in other words, in general . In fact, cross hybridization need not even be mutual: If a target of type cross-hybridizes to a probe of type , the target does not necessarily cross-hybridize to a probe of type , i.e., it could be that even though . Finally, the diffusion of the unbound target molecules is modeled as a random walk across the array [13] . Thus, in equilibrium, the distribution of the molecules is assumed to be uniform on the array [3] .
If all we have is a probability of binding (i.e., hybridization and cross hybridization) then, if enough probes are present, eventually all the target molecules would bind to the probes. However, this is not the case since both hybridization and cross hybridization are reversible processes: once a target molecule is bound to a probe there is a nonzero probability that it will be released. We denote the release probability for hybridization (i.e., the probability that target is released from probe ) by and for cross hybridization (i.e., the probability that target is released from probe ) by . In this sense, any target molecule of type can be in one of states: one state corresponding to hybridization to probe , states corresponding to cross hybridization to probes , and one unbound state. The transition probabilities between these states are given by the probabilities , , , and . The corresponding Markov chain model is depicted in Fig. 1 for an example where . The probability in Fig. 1 denotes the likelihood that an unbound target remains free.
Remark 1: At this point, we need to mention an important assumption in our work. We will assume that the probabilities and are constant. In other words, they do not depend on the number of target molecules that are bound to different probes. It is certainly conceivable that if there are not enough probes, and/or if there are too many target molecules, then as more targets bind to probes there will be less probes available for binding and so the binding probabilities and will decrease. This will essentially lead to saturation. Therefore, in our model we will restrict ourselves to the case where saturation is not met, i.e., we will assume that the concentration of target molecules relative to the number of probes is low. 1 Remark 2: Recently, correlation between probes on the chip (locational dependency) has been studied (see, e.g., [14] ). We have not directly incorporated these into our model, although in principle it is possible to do so by adjusting the values of the and in accordance with the location of those probes. The calibration experiments which we use to finetune the model in Sections IV and V do, in fact, make the corrections required by macroscopic issues such as the correlation between the probes.
What we are interested in is the probability that a given molecule of type is in any of the aforementioned states, once we have reached equilibrium. Let us denote this by the probability vector , where is the probability of being in the hybridized state, , is the probability of being in the th cross-hybridized state, and is the probability of being unbound. These probabilities are clearly given by the stationary distribution of the Markov chain, i.e., they satisfy where denotes the vector of all 1's, and where the transition matrix is given by . . . . . . . . . . . . . . . 1 We should mention that modeling the case where the binding probabilities p and p are a function of the number of molecules already in a bounded state is quite interesting and will allow one to study microarrays when the target concentrations are high. However, the model and resulting estimation algorithms become quite more complicated.
Since what is measured in a microarray is (an indication of) the number of molecules bound to any particular probe, let us now turn our attention from target molecules to probes. Thus, consider the th probe, and let the number of target molecules of type that are bound to it be given by . Clearly, the total number of molecules bound to probe is given by . Each is an independent binomial random variable, one of which corresponds to hybridization and the remaining to (possible) cross hybridizations. Let us denote by the probability that a target of type is bound to probe . These can be readily found from the earlier computed s. In fact if target hybridizes with probe if is the th probe target cross-hybridizes to otherwise Since the total number of target molecules of type that are available is given by , the distribution of is given by
Since the number of molecules involved is large, this is well approximated by a Gaussian random variable with the same mean and variance . Furthermore, since the are independent, is well approximated by a Gaussian random variable with mean and variance . Arranging the into a column vector , the measurement obtained from a DNA microarray is (2) where is the noise due to imperfect instrumentation (e.g., read noise of scanner or camera) and other biochemistry independent noise sources and can be well modeled as having iid Gaussian entries with zero mean and variance . Recall further that also can be represented as having independent Gaussian entries with mean and variance . Thus, defining the column vector , we may write the microarray master equation (3) where is the matrix with component and is a zeromean Gaussian random vector with covariance matrix (4) The master equation (3) is the relationship between the measured signal and the unknown target concentrations . Note that once and are given, the model is fully specified. ( can be obtained either by direct measurements or through knowledge of the probabilities , , and .) Note also that the unknown concentrations (the ) are also present in the covariance matrix of . In fact, this means that we have a shot-noise model.
III. OPTIMAL ESTIMATION OF TARGET CONCENTRATIONS
In this section, we state a few criteria that may be used for recovering the unknown vector in the microarray master equation (3) . Furthermore, we derive a lower bound (viz., the Cramer-Rao bound) on the minimum mean-square error of the target concentrations estimation. We also offer some discussions of the results.
Maximum-Likelihood Criterion:
The maximum-likelihood (ML) estimate of the input concentrations maximizes the probability , i.e., it is obtained by solving the optimization problem (5) where, due to Gaussian distribution of both and , we have where the covariance matrix is given by the equation shown at the bottom of the page. The optimization (5) is equivalent to the minimization (6) or more spelled out (7) Note that the above problem is highly nonlinear and nonconvex. It can be, at best, solved via some iterative procedure. A good initial condition for any such iterative method can be found from the deterministic least-squares solution described further below.
Maximum a posteriori Criterion: In many cases, one may have prior information about the target concentrations. In this case, one would want to use the maximum a posteriori (MAP) (8) where is the a priori information about the joint presence of the different targets. The a priori information in the MAP estimation therefore accommodates potential use of information obtained previously by some other means, i.e., it allows for biological data fusion.
Deterministic Least-Squares Criterion: The deterministic least-squares (LS) solution is obtained by solving the following optimization problem: (9) Although this criterion does not have as nice a stochastic interpretation, it is a quadratic program that can be solved exactly via efficient convex optimization techniques (e.g., the reflective Newton method-see [15] ). In other words, the inequality constraints do not pose a problem. In fact, any other prior information (such as upper and lower bounds on the concentrations, saturation, etc.) that can be cast as inequality (or, more generally, convex) constraints can be readily incorporated into the method and solution.
As mentioned earlier, the solution obtained from deterministic least-squares is often a very good initial condition for iterative methods used for solving the ML and/or MAP problems.
A. Limits of Performance
The minimum mean-square error (MMSE) of any estimation procedure is lower bounded by the Cramer-Rao bound [16] . We compute and use this bound to characterize the limits of achievable performance of target quantification in microarrays.
Assuming an unbiased estimator, the CRLB on the MMSE of estimating a parameter is given by (10) where the Fisher information matrix is given by the negative of the expected value of the Hessian matrix of . In other words, the entries of are given by (11) Since the expectation is over only , (and hence the CRLB) is a function of . We shall further find it convenient to define the entries of the Hessian matrix as Note now that is a function of both and .
In our case, the function whose second derivative we desire is Rather than attempt to compute the Hessian by evaluating two consecutive derivatives, we shall find it more convenient to do so by perturbing around two of its components, say and , and noting that to second order (12) where and are the th and th unit vectors with ones in the th and th components, respectively, and zeros elsewhere. To determine the expansion (12), we will find it useful to write the covariance matrix as where , and where . . .
Furthermore, note that we can write where and
To find the contribution of to the Hessian, we use to write
Comparing (13) and (12), it is clear that (14) We now shift our attention to . To find its contribution to the Hessian , we use to obtain Putting this back in the expression for , it is not too difficult to identify (15) Using and to obtain the expectation of (15) and combining the result with (14) 
1) Comparison With Direct Readout:
Note that, being unbiased, the ML estimate (7) achieves the Cramer-Rao bound in (17) . In most current applications of microarrays, one assumes that and estimation is performed by direct readout. In this case it is easy to see that the mean-square error of direct readout is given by (18) Comparing (18) with (17) for a given system model and concentrations provides a measure of the improvement of the techniques proposed in this paper over the currently widely used methods that employ direct readout.
B. Effect of Cross Hybridization
In current microarray technology a great deal of effort is put into the design of the probes (often using some time-consuming form of combinatorial optimization) in such a way so as to minimize the effect of cross hybridization. In some important applications, such as SNP detection, the desired targets are inherently similar and so eliminating the effect of cross hybridization may not be completely possible.
Moreover, using the algorithms described in this paper, it may be that cross hybridization can be turned to one's advantage. Take, for simplicity, the extreme case where our sample has only a single target, i.e.,
. If an array has been designed that has no cross hybridization then, assuming the target present is the first target, it will only bind to probe site number one and not to any of the other sites. The Fisher matrix from (17) therefore becomes (19) Assume now that the array does have cross hybridization, i.e., that target 1 can bind to probe with probability . The Fisher matrix now becomes In other words, the existence of cross hybridization improves the accuracy of our estimate of target 1.
Of course, as one increases the number of targets beyond , one would expect the improvement in accuracy to diminish and, in fact, for large enough for the accuracy to degrade compared to the case of no hybridization. However, for what value of this transition occurs depends very much on the values of the parameters and , on the concentration of the targets and on the number of probes . To illustrate this, consider an artificial example where we have targets that hybridize to their corresponding probes with probability and that cross-hybridize to all other probes with probability , . Furthermore, assume that the concentration of all targets are identical, i.e., , for . (The reason for choosing such symmetric parameters is that it will allow us to explicitly compute the inverse of the Fisher matrix . We hope it will also give some insight into the more general setting.)
With these parameters, it is not difficult to see that and that (after some straightforward algebra)
where Now, inverting a matrix of the form of above is straightforward since Therefore (20) This is the CRLB that should be compared with the one without cross hybridization in (19) . Fig. 2 does this comparison for the parameters , , (i.e., a 10 10 array), , and . As can be seen from the figure, cross hybridization is, in fact, beneficial when the number of targets is . Therefore, our artificial example seems to indicate that there is benefit in having cross hybridization in scenarios where the number of targets of interest in a given sample is much less than the number of probes on the array.
IV. EXPERIMENTAL VERIFICATION (I): OLIGONUCLEOTIDE TARGETS
In this section, we describe a set of experiments designed specifically to test our hypotheses regarding the statistical model and to verify the performance of the estimation algorithms on this experimental data. 
Description of the Experiments:
We started with a commercial set of oligonucleotide probes chosen from 96 genes of the bacterium Escherichia coli (specifically, the E. coli Array-Ready Oligo Set sample purchased from Operon Technologies, Huntsville, AL); denote this set by Each probe is a 70 bases long (i.e., a 70-mer) and, even though the set is commercial and designed with minimization of cross hybridization in mind, there are many pairs of probes that are mutually similar. We selected a subset of ten such probes, i.e., the probes are selected so that there is some cross correlation between the sequences of nucleotides comprising them. More specifically, we proceeded in the following manner. We selected the first probe as . To find the second probe, we used the sequence alignment functions in Matlab's Bioinformatics Toolbox to find one that had significant cross correlation with . Call this probe . In the process of determining , we also designed two targets, and , which are 25 mers such that they are Watson-Crick complements of certain subsequences of and , respectively, and such that they have high cross correlation with a certain subsequence of the other probe.
After this, we proceeded in a sequential manner by determining a probe, say , that has significant cross correlation with the probes selected earlier, , and in doing so designed a 25-mer target that hybridizes perfectly to , yet has high cross correlation with certain subsequences of the earlier probes . At the end of this process, we obtained a subset of ten probes as well as a set of ten targets
The targets were highly purified and fluorescently labeled with Cy5 Cyanine dyes.
Two types of 10 10 arrays were designed:
• Type 1, which has all 96 probes from • Type 2, which contains only the probes from
Determiming Parameters of the Statistical Model:
To apply the estimation algorithms discussed in Section III, we need to determine matrix in (3) . To this end, the probabilities of hybridization and cross hybridization of each of the 10 targets to any of the ten probes are determined based on both of the following:
• analytical expressions ( , melting temperature, etc.; see, e.g., [12] );
• calibration experiments, where only one target is applied to a microarray, and its binding to each probe is quantified. The melting temperature is used to get a rough estimate of the desired probabilities. Then, the calibration experiments are used to finetune them. We performed two sets of calibration experiments where the target quantity was 2 pmol in 50 . The final measurement obtained by the experiment is a 16-b image (scanned by GenePix scanner by Axon Instruments, Inc., Foster City, CA) with the intensities of the pixels ranging between 0 and 65 535. These intensities are correlated to the hybridization process. The results of the calibration experiments are summarized in the matrix shown below. The matrix is proportional to the probability matrix whose component is the probability that target binds to probe . The reason for having the factor is that we do not directly measure the number of molecules (as suggested by (3)) but rather light intensity. Therefore, is essentially the factor that translates the concentration of target molecules to light intensity.
The peculiar (almost) lower-triangular structure of is an artifact of the sequential selection of the probes and targets in and . Thus, is likely to cross-hybridize to probes selected earlier, , and not to ones selected later, . The Algorithm in Action: We tested the performance of the estimation algorithm in experiments where a mixture of 2 or 3 targets were applied to the designed microarrays. In particular, the mixtures were prepared, each with an equal amount of component target concentrations. The final concentrations of , , and were 1 pmol each and were applied to a 50 microarray reaction buffer. Each experiment was replicated four times. GenePix and Matlab's Bioinformatics Toolbox were used for data analysis.
Figs. 3-5 show the measured signal and the estimated target quantities obtained from the constrained least-squares algorithm. Fig. 4 shows a very accurate estimation of the true target quantities of 50 pmol for targets and . Fig. 3 shows a relatively good estimation of the target quantities of 33 pmol for targets , , and . Note also that in both cases the artifacts due to cross hybridization are suppressed, i.e., no target is incorrectly detected (as a false positive). A particularly interesting experiment is the one where is applied to the microarray. The signal that was measured is shown in Fig. 6 and Fig. 7 and indicates a significant presence of binding to not only targets and , but also to and . The raw measured data vector is However, we know from our design of the experiment that the high levels of binding in spots 3 and 4 must be due to cross hybridization since contains only targets and . When our algorithm is applied to the measured data, it correctly identifies the presence of only two targets in the mixture, and quantifies them quite precisely as pmol V. EXPERIMENTAL VERIFICATION (II): cDNA TARGETS IN BIOLOGICAL BACKGROUND
In Section IV, we reported a set of microarrays experiments where the targets were synthesized 25-mer oligonucleotides. In this section, we present the results of an experiment wherein the targets are actual E.Coli cDNA molecules in a rich biological background (typical of actual microarray experiments).l Description of the Experiments: The targets used in the experiment are generated from The RNA Spikes, a commercially available set of eight purified RNA transcripts purchased from Ambion, Inc., Austin, TX. The sizes of the RNA sequences are (750, 752, 1000, 1000, 1034, 1250, 1475, 2000), respectively. These spikes are used for calibration purposes in microarrays and so have been chosen such that the eight sequences have minimal correlation. We were therefore also very interested in whether we could observe cross hybridization effects in such a highly optimized set of targets. The RNA sequences were reverse transcribed to obtain cDNA targets, labeled with Cy5 dyes.
We designed 32 probes (25-mer oligonucleotides), four for each of the eight targets, and printed slides where each probe is repeated in ten different spots (hence, the slides have 320 spots). Denote the probes by , where , ; therefore, denotes the th probe for the th target. Furthermore, let , be the th probe set. The probes are designed so that they cross-hybridize with one or more targets other than their intended ones.
The melting temperature is used to get a rough analytical estimate of the probabilistic model (i.e., of the matrix Q in the master equation (3)). Then, calibration experiments were performed in order to finetune the model. Two sets of eight calibration experiments were performed, wherein 2 ng of a single target was applied to a slide in every experiment. The experiments were done at 24.8 C, the data was acquired with a GenePix scanner by Axon Instruments and analyzed with GenePixPro 6.0 and Matlab's Bioinformatics Toolbox.
To test the performance of the estimation algorithm, we performed a set of experiments where a mixture of three targets was spiked with a complex biological background (from mouse total RNA). In particular, we used a mixture ng and spiked it with 500 ng of the mouse RNA. The experiment was replicated four times. The conditions of these experiments were the same as the conditions of the calibration experiments. Fig. 8 shows the scanned image. In Fig. 9 , we show the measured signal and the estimated values of the targets using the probe set . Similarly, Figs. 10-12 show the measured signals and the estimated values of the targets using the probe sets , respectively. These figures show several interesting features. A direct readout of the signal obtained from Fig. 9 for probe set might lead an observer to conclude that there is more target than target in the applied mixture. However, the constrained least-squares algorithm corrects this, recovers the true relation of the targets in the mixture, and gives fairly accurate estimates of their quantities. It also suppresses the cross-hybridization artifact that may lead one to erroneously believe in the presence of in the mixture. Similar remarks apply to Fig. 10 (obtained from the probe set ) where the algorithm correctly estimates the presence of target , even though this barely evident from the direct readout. The presence of the biological background seems to most adversely affect the results of Figs. 11 and 12 obtained from probe sets and , respectively. In particular, in Fig. 12 , the algorithm incorrectly identifies the presence of target . However, when all four sets of probes are used for estimation, the targets are estimated quite precisely, as indicated by Fig. 13 .
The results thus demonstrate that our algorithm is fairly robust with respect to the presence of rich biological background. Moreover, it should be surely possible to further improve the performance of the algorithm by incorporating the presence of a biological background into our statistical model. 
VI. SUMMARY AND CONCLUSION
We developed a statistical model for DNA microarrays based on a probabilistic description of the hybridization and cross-hybridization processes. In particular, when the target concentrations are not too high, or if the number of probes per site is not too low-so that saturation does not occur-we show a linear relationship between the unknown target concentrations and the measured light intensities. This linear relationship is perturbed by additive white Gaussian noise consisting of two components, one of which has a variance proportional to the number of targets (and hence is shot noise). The shot noise nature of the noise in DNA microarrays has been earlier observed experimentally [6] .
The statistical model can be fully described by knowing the probability of different targets binding to different probes. Though these probabilities can be somewhat estimated based on the target and probe sequences, e.g., using the concepts of and melting temperature (see, e.g., [12] ), it appears that one needs some sort of calibration experiments to estimate them more accurately. Therefore, in its current form, our method is best suited to low-density arrays where the number of spots is not too large so that the number of calibration experiments is not too prohibitive. Fortunately, there are many applications for such arrays in diagnostics, SNP detection, toxicology, etc. (see, e.g., [18] [19] [20] [21] and the references therein). Of course, it would be very interesting to see whether our method can be scaled to high-density arrays (with many thousands of spots) by coming up with models that require only a few calibration experiments.
In any event, once the probabilistic framework is in place, one may use a variety of statistical methods to estimate the target concentrations and we described ML, MAP, and constrained least-squares estimation. We also determined the Cramer-Rao bounds for estimation in DNA microarrays.
Our proposed algorithm differs from current methods (see, e.g., [4] ) in that, rather than treating cross hybridization as noise, it views it as interference and does estimation while taking it into account. In fact, some preliminary studies of the Cramer-Rao bounds suggest that cross hybridization may, in fact, be beneficial. In particular, if we have only a few target types present in the sample (as is often the case in diagnostic applications), the existence of cross hybridization can lead to more accurate estimates of the target concentrations, simply because there are more sites where the targets can bind, thus increasing the signal strength. This result may have ramifications for probe design. [Currently, all probe design is based on minimizing the amount of cross hybridization (see, e.g., [17] and the references therein).]
Two sets of experiments were designed and performed, that confirmed the validity of the proposed model and the efficacy of the estimation techniques. The experiments included an example with a sample consisting of two oligonucleotide targets where existing techniques would detect the presence of four targets (the extra detected targets being an artifact of cross hybridization). Our algorithm, on the other hand, correctly detects only two targets and estimates their concentrations to remarkable accuracy. Results of a similar flavor were obtained in experiments with cDNA targets in the presence of a complex biological background.
The work described in this paper can be extended in several ways. One is to generalize the model to the case where the target concentrations are high and saturation at the probes may occur. This would require modeling the probability of binding to different probes as a function of the number of targets that are already bound to the probes. This will undoubtedly make the model nonlinear and will require modifications to the estimation algorithm. Another direction would be to study ways to more accurately compute the probabilities of various targets and probes binding (including possible local dependencies). As mentioned earlier, this may allow the method to scale to high-density arrays where extensive experimental calibration is not feasible. Also, a study of the robustness of the estimation algorithms to uncertainties in the statistical model should be useful. Our methods seemed fairly robust to the presence of a complex biological background. Nonetheless, one of the most interesting generalizations will be to study, both theoretically and experimentally, the proposed statistical framework for detection and quantification of targets in a complex biological background.
