Much recent work on automatic history matching and data assimilation has focused on the adjustment of simulator gridblock permeabilities and porosities. Here, we show that when production data are assimilated into reservoir models with the ensemble Kalman filter, it is relatively easy to account for uncertainty in the depths of the initial fluid contacts and provide estimates of these depths in addition to the traditional estimates of rock properties fields. The contact depths strongly affect the initial oil in place and cumulative oil production. We demonstrate that if one uses fixed, but incorrect fluid contacts when assimilating data with EnKF, reasonable matches of production data are obtained, but future performance predictions are inaccurate and severely biased. Considering these same inaccurate contact depths as the means of probability density functions for the two depths and including both the contact depths and rock property fields in the EnKF state vector, we obtain improved performance predictions compared with the case where incorrect depths are assumed to be correct. With uncertain initial fluid contacts, the estimates of the location (depths) of the contacts obtained by matching production data are more accurate than the prior estimates, but unfortunately, do not always provide an improved estimate of the thickness of the oil column. However, this is reflected in a larger estimated uncertainty in the predictions.
Introduction
The ensemble Kalman filter (EnKF), introduced by Evensen 1 , has been used extensively for forecasts of dynamic variables in meteorological and oceanographic systems. Since its introduction into the petroleum engineering literature as a method for real-time assisted history matching by Naevdal et al. 2, 3, 4 for estimation or stochastic simulation of both reservoir model parameters and reservoir simulator primary variables, it has been a focus of much research activity in the reservoir engineering literature 5, 6, 7, 8, 9, 10, 11, 12 . A discussion of the combined parameter and state estimation problem can be found in Evensen 13 . In the reservoir engineering literature, EnKF has been primarily used to estimate or stochastically simulate gridblock permeabilities and porosities. However, it can conceptually be extended to include other parameters such as depths of fluid contacts and fault transmissibilities 14 or the location of boundaries between facies 7 .
As noted above, most EnKF history matching implementations have focused on the estimation or simulation of gridblock permeabilities and porosities, properties that are easy to update sequentially in reservoir simulators. In this case, all reservoir parameters not included in the estimation, and that in reality are not perfectly known, are assumed to be correct during the history matching phase. This can result in tuning of the wrong parameters to compensate for the model error introduced by an incorrect parameter. In particular, the depths of the initial fluid contacts are often not known accurately but have a large impact on oil in place and the production of hydrocarbons as well as water.
Very recently, Evensen 14 presented the results of a field history match in which he was able to use EnKF to successfully match data by updating gridblock permeabilities and porosities, fault transmissibilities and the locations of initial fluid contacts together with the dynamic variables. Our objective, here, is to investigate the reliability of EnKF for updating both the depths of the initial fluid contacts and the rock property fields for a reservoir model where the truth is known exactly. Specifically, we apply EnKF to the PUNQ-S3 model 15 to update both contact depths and simulator gridblock rock properties given prior Gaussian probability density functions where the best prior estimates of contact depths (the prior means) differ significantly from the depths of the true case. We compare reservoir performance predictions obtained with this process with those obtained by updating only rock property fields with (i) the contact depths set equal to their prior means, and (ii) the case where the location of fluid contacts are set equal to the true values during data assimilation.
The outline of the paper is as follows. A short description of the EnKF methodology is given in the next section followed by an explanation of a concept of consistency for the combined parameter and dynamic state estimation. A brief description of the PUNQ-S3 model is given and the two examples we consider are discussed. In the first example, the prior pdfs for the depths of the contacts have means which indicate an oil column thickness much smaller than the truth. In the second example, the prior pdfs both have mean depths larger than the truth, but the thickness of the oil column computed as the difference between the means of the contacts is the same as for the truth case. Finally we give some conclusions.
Estimating Initial Fluid Contacts With the Ensemble Kalman Filter
The ensemble Kalman filter is a sequential Monte Carlo method developed for data assimilation for non-linear dynamical systems. It consists of a two step process at each data assimilation time, a prediction or forecast based on the state estimate from the previous data assimilation step, and an update of the state variables by assimilating or matching the observed data available at the current assimilation time step.
When using EnKF to solve a combined parameter and state estimation problem, the state vector is augmented with the parameters to a combined vector consisting of a vector of model parameters denoted here by α and a vector of dynamic variables denoted here by x k , i.e., the combined state vector is given by where k denotes the data assimilation time. For simplicity, we assume here that observed data is assimilated at every time step so x k is the dynamic state at time t k . Consider the non-linear model
where g represents the dynamic system for propagating the model from time t k−1 to time t k , ε m k is the assumed Gaussian model error, d k are data measurements, and ε d k is the measurement error, which is also assumed to be Gaussian.
The ensemble Kalman filter uses an ensemble of realizations, where at the k'th assimilation step, each ensemble member is a sample from the estimated posterior distribution f (ψ k |d k:1 ). Here d k:1 denotes all the observed data up to and including time t k , d 1 , d 2 , . . . , d k , and N e is number of ensemble members. The superscript a in (4) denotes the analyzed or updated state, as opposed to the forecast or predicted state which is denoted with a superscript f .
At the forecast step, each of the ensemble members is propagated in time, adding sampled model noise so that for i = 1, 2, · · · N e . In the ensemble Kalman filter, the covariance matrix at each time step is estimated from the N e ensemble members by the equation
where At the analysis step, each ensemble member is updated, using different perturbed data for each ensemble member, with the regular Kalman filter update equations 16,13 to obtain
where
is the perturbed data 17 , and the covariance matrix C f ψ k is estimated from the forecast ensemble. For a linear forward model with Gaussian statistics, the EnKF samples exactly, as the ensemble size approaches infinity.
After the last assimilation step, predictions with uncertainty may normally be generated by simply running the simulation from the last data assimilation time for all the models in the ensemble. Since there is no effective way to change fluid contacts during the middle of a reservoir simulation run, the estimated fluid contact depths will not affect the predictions forward from the last data assimilation step and do not affect the updated rock property fields in this case. Thus, even though they are updated during each assimilation step, they cannot be used explicitly until we return to time zero and run all predictions forward. However, the saturation changes during the assimilation run will reflect the movements of say the oil column, and in the examples shown, the predictions obtained by just running the simulations forward are not substantially different from those obtained by rerunning the simulator from time zero using the updated ensemble of fluid contacts and properties.
In the next section we address the consistency between predictions obtained by simulating forward from the last data assimilation time, and by rerunning from time zero for a linear model.
Consistency
When using the Kalman filter or the ensemble Kalman filter to solve the combined parameter and state estimation problem, we would like the method to be consistent. By this, we mean that the state estimates, x f k or x a k , obtained using the filter are the same as what we would obtain if we ran the model with the corresponding parameter estimates, α f k or α a k respectively, from time zero with an initial state x 0 . In this case, with uncertainty initial fluid contacts, and thus in the initial saturations and pressures, we also need to establish consistency where there is uncertainty in the initial state x 0 . We show consistency for a general linear model as long as explicit model errors can be neglected, i.e., if the uncertainty in the model due to uncertainty in the model parameters is much larger than the uncertainty due to model errors.
Consider the general linear model
and introduce the recursive notation With this notation, Eq. 10 becomes (17) where e.g. x a 0,k is the estimate of x 0 after assimilating data up to d k . Eq. 16 follows immediately from Eq. 17 from the previous time step, so we need to show that Eq. 17 is true for all k. Since this is a linear model, consistency will be shown using the classical Kalman filter.
Consistency will now be proved by mathematical induction. The case for k = 0 is straightforward, so we make the induction assumption that after assimilating observed data d k−1 we have consistency, i.e., The analysis update is now
and
represents predicted data at t k . From Eqs. 10 and 21, we notice that
. (25) which allows us to write the conditioned cross-covariance matrix between the dynamic variables and the data as
where the final approximation in the last equation assumes that the error in the model noise is negligible compared to the error though the unknown parameters (x 0 and α).
Substituting the final expression in Eq. 29 into Eq. 22 gives, after some algebraic manipulations and using Eq. 21, We have assumed Eq. 18 and deduced Eq. 30, and thus proved the consistency in Eqs. 16 and 17 by induction. If in our model, we have model noise we have to assume that the model noise is negligible compared to the mismatch due to the unknown parameters in order to have consistency.
PUNQ-S3
The reservoir model used is the well known small synthetic reservoir engineering model, the PUNQ-S3 test case 15 . The structure is dome shaped. The top structure of the field is shown in Fig. 1 . There are six producers and no injectors, the reservoir is supported by a fairly strong aquifer on the north and west side. A fault bounds the reservoir on the south and east sides. This model is based on a real field and was set up as a test case to evaluate methods for assessing uncertainty in reservoir description and performance predictions. Gao et al. 11 found that for this problem, EnKF and randomized maximum likelihood both gave similar and reasonable characterizations of the uncertainty in future performance predictions. More details on the PUNQ-S3 model can be found in Floris et al. 18 and on the PUNQ-S3 web page. 15
Examples
To evaluate the effect of unknown contacts, we first assimilate data using the standard EnKF where the fluid contacts are fixed at their true values. We use an ensemble consisting of 90 realizations where the initial ensemble is generated from the geological model derived by Gao et al. 10 . Wellbore pressures, GOR and watercut data over a 11 year period (4,023 days) are used to update gridblock porosities and horizontal and vertical log-permeabilities. All results are plotted in field units with time in days. To evaluate the consistency of the method for this non-linear model, we have also done predictions by running the simulator from time zero using the ensemble of rock property fields obtained at the last EnKF assimilation step. While more computationally expensive, running predictions from time zero makes it possible to explicitly incorporate the updated contact depths. It has also the advantage that it guarantees preservation of material balance for each ensemble member and that nonphysical values of reservoir simulation primary variables are avoided. We consider two general examples. The main difference between the examples is in the prior mean depth for the location of the fluid contacts. In Example A, the means are such that the mean depth of the water-oil contact (WOC) is 20 feet higher than the true depth and the mean depth of the gas-oil contact (GOC) is 20 feet lower than the true depth. The net effect is that the best prior estimate of the oil column thickness is 40 feet less than the true thickness. In Example B, the mean depth of both contacts is 30 feet lower than the truth so the best prior estimate of the thickness of the oil column is equal to the true thickness. We assume a prior Gaussian distribution for the depths of the contacts. The pertinent information on the prior models is given in Table 1 where std denotes the standard derivation and the other entries refer to the mean depths. For each example, we consider four cases, which are labelled (a) through (d) in the figures and defined below.
• (a) The depths of the fluid contacts are fixed at the true values. Data for 11 years are assimilated with EnKF to update only log-permeability and porosity fields.
• (b) Contact depths are fixed at the incorrect values given by the prior means in Table 1 , and only logpermeability and porosity fields are updated by data assimilation with EnKF.
• (c) Here, we include the depths of the contacts along with the log-permeabilities and porosities as model parameters. The means and standard derivations of the depths for the prior Gaussian distribution of the two initial fluid contacts are given in the Table 1 . Using these distributions, we generate a set of 90 realizations of each fluid contact depth and combine them with the 90 initial ensemble members for the rock property fields. The initial ensemble of the rock property fields is the same in all cases. Note that the estimated contacts are not explicitly used for predictions, except for the case when the simulator is rerun from time zero using the final updated ensemble members.
• (d) As in case (c), the initial contacts and rock property fields are updated by assimilating the observed data during the first 11 years with EnKF. Then, we return to time zero and use the ensemble of updated contact depths together with the initial (not updated) ensemble of rock property fields as the initial ensemble for a second EnKF data assimilation run. In the second run, we update only the gridblock log-permeabilities and porosities, not the contacts. In this case the "rerun predictions", starting from time zero, are based on a set of realizations obtained by using the updated ensemble of rock property fields from the second data assimilation run together with the updated contact depths from the first run. Although the second assimilation is consistent with itself, this two-step procedure will not be consistent as defined above for a linear case, since the initial correlations between contact depths and porosities and permeabilities depend on the data for the second assimilation. However, such a sequential update may still give the best results in practice for a nonlinear case.
Example A. Fig. 2 shows how the estimate and the uncertainty in the fluid contacts are updated during the EnKF data assimilation for cases (c) and (d). Note that the estimated depths mean moves towards the truth giving a thicker oil column and the uncertainty band narrows as more data are as-similated, but unfortunately, overshooting occurs. The final estimates for the mean and standard deviation of the contact depths are given in Table 2 . It is seen that EnKF actually over corrected as the estimated depth of the WOC is 11 feet greater than the true depth and the estimated depth of the GOC is 9 feet smaller than the truth. Subtracting the estimated mean depth of the GOC from the estimated mean depth of the WOC gives an estimated oil column height of 151.5 feet as opposed the true height which is equal to 131.23. Thus, the prior means result in an estimated oil column thickness which is 40 feet less than the true thickness, whereas EnKF over estimates the thickness of the oil column by 20.3 feet.
Figs. 3 through 13 show the predictions for cases (a), (b) (c) and (d).
Figs. 3, 4 and 5, respectively, show ensemble predictions of bottom-hole pressure, producing GOR and water cut from one of the producers (PRO-11) compared to the data and results obtained by running the true model. The data are obtained by adding Gaussian noise to the results from the true model. The ensemble predictions are obtained by plotting the forecasts steps during the data assimilation process for each member of the ensemble. Thus the future predictions are obtained by simply running the simulation forward from the last data assimilation time for another 5.5 years (1,991 days).
As noted previously, in case (b) we adjust only rock property fields by assimilating production data with contacts depths fixed equal to their prior means (Table 1) so that the thickness of the oil column is fixed and has a value 40 feet less than the thickness of the true reservoir associated with the observed data. The results of Figs. 3(b) , 4(b) and 5(b) indicate that even though we used fixed incorrect depths of fluid contacts, we are able to match most of the historical data fairly well, but we see that predictions are significantly worse than in the other cases. The trend in predicted water cut is incorrect during later prediction period (Fig. 5(b) ), and there is a more clear bias in the predicted GOR (Fig. 4(b) ) than in the other cases.
It should be noted that zero water cut measurements at early times were not used in the analysis for this well, resulting in too early predicted water break through. This is adjusted for at later times when observed water cut data are assimilated. Although predictions are shown for only one well, the results are similar for the other wells. In general, the predictions of wellbore pressures and gas-oil ratios are fairly good, while the water cut predictions are of varying quality, and with a large uncertainty. This may be because the estimated water-oil contact is too deep. Fig. 6 shows predictions of water cut obtained by rerunning from time zero using the final analyzed ensemble of parameters. Note that these predictions are reasonably consistent with those obtained by predicting from the last assimilation step (Fig. 5) . However, the spread in the ensemble predictions is slightly larger for the rerun in cases (c) and (d).
Corresponding plots for field cumulative oil, water and gas production for the four cases are shown in Figs. 7 through 12. The spread in cumulative oil production is not very large, and quite similar for all cases. Case (b) over predicts water production as expected because the depth of the WOC is much shallower, and hence closer to the lower completions of the producing wells than in the true reservoir. It seems that to match initial pressure drawdown, the EnKF over-estimates pore volume in all cases. At late times, this results in an average pressure that is too high (Fig. 13) , which results in a slight over-prediction of cumulative oil production. However, for case (b) this is compensated by the wrong contacts, which results in a too high water and gas production. In case (b), the prediction of cumulative oil is good, but for the wrong reason. True, initial, and estimated mean fluid volumes are listed in Table 3 . Although over compensating, it is clearly seen that including the contacts as parameters improves the estimate of initial oil in place. In case (b), the STOIIP is far too low, and quite close to the initial mean, while most of the pore volume adjustments are incorrectly imposed in the water filled parts of the reservoir. With respect to gas (Figs. 11, 12 ), the predictions from case (b) with the contact depths fixed at incorrect values are clearly biased, significantly over-predicting cumulative gas production because the gas-oil contact is much closer to the well than in the truth case.
The apparently strange behavior of the water and gas predictions, seen in Figs. 9(c) and 11(c), where there is a large uncertainty initially, which do not increase further with time, is due to the initial uncertainty in contacts. Since the wells are controlled by oil the rate, the variations in contacts depths result in a large variation in early water production, produced gas-oil ratios and bottom-hole pressures within the ensemble, and thus a large uncertainty in water and gas production. Later, when more data have been assimilated, this uncertainty is reduced, and the spread in cumulative production does not increase. Thus, when comparing the "continuous" predictions of cumulative production (Figs. 7, 9, 11) with the predictions from time zero (Figs. 8, 10, 12) , only the values after the last assimilation steps are relevant.
Example B. In example B, we also assume the prior means of the contact depths are not equal to the true depths, but the difference between the means gives the true height of the oil column. According to the prior model shown in the table, the prior mean of each initial fluid contact depth is 30 feet greater than the true depth. Fig. 14 shows the development of the fluid contact estimates during assimilation. The final estimates for the contact depths are given in Table 4 . Recall that the true depth of the WOC is 7857.6 ft and the true depth of the GOC is 7726.4 ft. Thus, like in Example A, our estimate of the depth of the initial GOC is reasonably good, but our estimate of the depth of the WOC is too low. In fact, the mean value of WOC is hardly changed at all during the assimilation. The difference in the means gives an estimated oil column thickness of 168.7 feet, about 37.5 feet greater than the true thickness.
The overall results of Example B are quite similar to Example A, and thus we show only plots of cumulative produc- tion of oil gas and water (Figs. 15 through 20) . Apparently, the data as defined here does not provide sufficient information to condition the water-oil contact. However, this is reflected in a larger uncertainty in the predictions, and although the estimates of initial contacts are not very good, the ensemble predictions in case (c) and (d) cover the true cumulative water and gas production in both examples, while the predictions in case (b), with assumed known, but incorrect contacts, are clearly biased with a low estimated uncertainty.
Comments and Conclusions
A methodology and motivation for including depths of the initial fluid contacts into the ensemble Kalman filter has been presented. The initial fluid contacts might be poorly known in many cases, and we have shown that it is critical to include the contact depths as parameters when assimilating data with EnKF. Failure to do so may lead to erroneous and biased future performance predictions. With contact depths fixed at incorrect values, we obtained reasonable data matches with the wrong model, but future predictions were biased.
Reasonable performance predictions were obtained when updating the contacts along with the rock property fields using EnKF. Two methods were given for including uncertainty in the contacts, and from a cursory examination of all predictions on a well by well basis, it not clear which one is best. Further investigations are needed.
We show that the Kalman filter and ensemble Kalman filter for combined state and parameter estimation are consistent for a linear model. That is, the state estimates obtained using the filter are the same as what we would obtain if we ran the model with the corresponding parameter estimates from time zero. We demonstrate that the EnKF is reasonably consistent also when updating rock properties and/or fluid contacts for the PUNQ-S3 case. 
