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Abstract
Photosystem I (PSI), is a large natural light harvesting complex that drives oxygenic photosynthesis by
conversion of the photon from sunlight into a long-lived charge separated state with near unity quantum
efficiency. As PSI is one of nature’s most efficient energy converters, it has inspired decades of many
researchers to unravel the primary photosynthetic mechanism. Because of the structural complexity of
PSI ~300 tightly packed chlorophylls, there still remain unanswered questions regarding photochemical
and photophysical mechanisms of PSI. Understanding the mechanisms of energy transfer and electron
transfer in PSI is key for solving the puzzle of the high quantum efficiency of this complex and for
achieving the improvement of artificial solar energy conversion systems. In this thesis, I have investigated
1) natural PSI complexes isolated from two of cyanobacteria and 2) BODIPY molecules, structurally
simpler model light harvesting chromophore. To explore the ultrafast photoexcited dynamics of natural
and model light harvesting systems, I use ultrafast two-dimensional electronic spectroscopy (2DES) and
transient absorption spectroscopy (TA). This thesis presents 2DES studies of PSI complexes isolated
from in different cyanobacterial species to gain further insights into ‘red’ chlorophylls. Red chlorophylls
consist of a few groups of strongly coupled chlorophyll molecules that lie to lower energies than the
reaction center, so the red chlorophylls must undergo uphill energy transfer. Through applying a global
analysis to the 2DES spectra, I find that energy equilibration involving red chlorophylls occurs on two
ultrafast timescales and by different pathways. Moreover I explore how ultrafast photophysical dynamics
alter through non-covalent interactions and molecular substitutions comparing the halogenated and nonhalogenated BODIPY dyes through applying 2DES and TA. Previous studies have shown that vibrational
motion is important for the initial charge separation event of light harvesting complexes. In my work, I am
investigating how derivatization effects vibrational motion strongly coupled to the electronic excitation,
which can lead to insight into the design of artificial photosynthetic complexes based on BODIPY dyes.
From these studies I can gain a further understanding of ultrafast energy transfer and charge separation
in PSI complexes and gain additional insights into solvation dynamics and how non-covalent interactions
act to alter the photophysical properties and solvation dynamics of molecules.
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ABSTRACT
ELUCIDATING ULTRAFAST PHOTOCHEMICAL AND PHOTOPHYSICAL PROCESSES
OF NATURAL AND MODEL LIGHT HARVESTING SYSTEMS
BY TWO-DIMENSIONAL ELECTRONIC SPECTROSCOPY
YUMIN LEE
Dr. JESSICA M. ANNA

Photosystem I (PSI), is a large natural light harvesting complex that drives oxygenic
photosynthesis by conversion of the photon from sunlight into a long-lived charge
separated state with near unity quantum efficiency. As PSI is one of nature’s most efficient
energy converters, it has inspired decades of many researchers to unravel the primary
photosynthetic mechanism. Because of the structural complexity of PSI ~300 tightly
packed chlorophylls, there still remain unanswered questions regarding photochemical
and photophysical mechanisms of PSI. Understanding the mechanisms of energy transfer
and electron transfer in PSI is key for solving the puzzle of the high quantum efficiency of
this complex and for achieving the improvement of artificial solar energy conversion
systems. In this thesis, I have investigated 1) natural PSI complexes isolated from two of
cyanobacteria and 2) BODIPY molecules, structurally simpler model light harvesting
chromophore. To explore the ultrafast photoexcited dynamics of natural and model light
harvesting systems, I use ultrafast two-dimensional electronic spectroscopy (2DES) and
transient absorption spectroscopy (TA). This thesis presents 2DES studies of PSI
complexes isolated from in different cyanobacterial species to gain further insights into
‘red’ chlorophylls. Red chlorophylls consist of a few groups of strongly coupled chlorophyll
v

molecules that lie to lower energies than the reaction center, so the red chlorophylls must
undergo uphill energy transfer. Through applying a global analysis to the 2DES spectra, I
find that energy equilibration involving red chlorophylls occurs on two ultrafast timescales
and by different pathways. Moreover I explore how ultrafast photophysical dynamics alter
through non-covalent interactions and molecular substitutions comparing the
halogenated and non-halogenated BODIPY dyes through applying 2DES and TA. Previous
studies have shown that vibrational motion is important for the initial charge separation
event of light harvesting complexes. In my work, I am investigating how derivatization
effects vibrational motion strongly coupled to the electronic excitation, which can lead to
insight into the design of artificial photosynthetic complexes based on BODIPY dyes. From
these studies I can gain a further understanding of ultrafast energy transfer and charge
separation in PSI complexes and gain additional insights into solvation dynamics and how
non-covalent interactions act to alter the photophysical properties and solvation dynamics
of molecules.
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Chapter 1.
General Introduction

Challenge and Future of Solar Energy Conversion
Modern society requires an ever-increasing demand for energy. Currently fossil fuels are
the main source of our energy needs. Petroleum, natural gas, and coal account for more
than 78% of the energy needs in the US and 85% in the world reported by the US energy
information administration (US EIA).1 However, fossil fuels suffer from problems with
inequality in resource accessibility and environmental pollution .2 The depletion of these
traditional energy sources coupled with their negative contribution to the oncoming
climate crisis has led to intense scientific research .3-6
Many scientists and engineers have been actively focusing on developing technologies that
use carbon-free renewable energy sources, including wind, sunlight, hydro, and nuclear,
to serve as substitutes for fossil fuels.1-2 Among these, solar energy is being studied most
actively, due to its abundance, accessibility, and eco-friendly properties.1-2 An artificial
solar energy converter such as photovoltaic cells is a device that converts solar photon
energy directly into electricity. Compared to the high-cost silicon based solar cells,
titanium oxide (TiO2) based dye sensitized solar cells (DSSCs) are one of the well-known
cost-effective photovoltaics.6-10 Advantages of DSSC are inexpensive materials and simple
fabrication process. However, photovoltaics still faced the challenges of energy conversion
efficiency (<15 %) and reduction of materials causing the device stability issues.7 Based on
the solar energy converter efficiency chart reported from U. S. National Renewable Energy
1

Laboratory11, solid-state perovskite(CH3NH3PbI3) based solar cells are recently improved
efficiency peak to 24 %. However, improvement of the perovskite solar cell stability and
issues needs to be addressed in future work besides increasing the efficiency. 7, 12
One-way researchers approach issues with solar energy conversion is to take inspiration
from nature, focusing on the natural process of photosynthesis. 12-19 Unlike synthetic dye
solar cell materials, the natural dye materials, like chlorophylls, have a high abundance,
are cost effective, non-toxic, and eco-friendly.6, 13, 15 However, artificial light-harvesting
devices still face challenges in mimicking the efficiency of natural photosynthesis.6, 13 This
can be attributed to our limitation in the understanding of the light-induced processes of
photon absorption, energy transfer and electron transfer in natural and artificial systems.

Light Harvesting Complexes
Photosynthetic organisms have evolved to convert sunlight into chemical energy. The first
steps of photosynthesis involve the absorption of a photon. This is followed by the transfer
of the excitation energy to the reaction center where electron transfer takes place to
generate a charge-separated state with very high quantum efficiency.20-22 This first step in
photosynthesis is very efficient and is accomplished by pigment-protein complexes, called
light harvesting complexes. A particular membrane system called the thylakoid membrane
exists in the oxygenic photosynthetic cyanobacterial cell as a continuous membrane
system enclosing aqueous space, called the lumen. In Figure 1.1 a schematic of the
cyanobacterial photosynthetic membrane featuring the light driven electron transfer,
energy flow, water oxidation, NADP reduction, and ATP formation is depicted. The
thylakoid membranes contain four different pigment-protein complexes involved in
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photosynthesis, PSI, PSII, cytochrome-b6f, and ATP synthase. Together these complexes
act to catalyze for the primary steps of oxygenic photosynthesis.

Figure 1.1 A schematic depiction of the photosynthetic membrane of cyanobacteria where the
4 main membrane bound complexes are depicted. The reaction center of PSI is highlighted in
color. The schematic was adapted from reviews and books. 23-25

As shown in Figure 1.2 PSI and PSII complexes work together to harvest solar energy. It
is accomplished through the Z-scheme of the non-cyclic electron transfer. Here antenna
chlorophylls act to absorb light, and the excited energy is equilibrated over the antenna
and eventually reaches the reaction center. The reaction center serves as a “trap”, where
the energy is trapped as the system undergoes primary electron transfer where the primary
electron donor initiates along the electron transfer chain to form a charge separated state.
Though much is known about the general picture of light harvesting, the molecular level
parameters that lead to this robust and efficient light harvesting are still lacking.
Understanding the mechanisms of energy transfer and charge separation in light
harvesting complexes can lead to the further development of bio-inspired systems for solar
energy conversion. This motivates the studies presented in this thesis where I will focus
3

on PSI. The structural details of the antenna chlorophylls, reaction center, and electron
transfer pathways in cyanobacterial PSI complexes are discussed in the following chapters.

Figure 1.2 Schematic diagram of the Z-scheme of oxygenic photosynthesis depicting the energy
and electron transport pathway.

Natural Light Harvesting Complex: Photosystem I
Photosystem I (PSI) is one of nature’s most efficient energy converters that drives oxygenic
photosynthesis and can be thought of as a natural nanoscale system with the capability of
a photoelectrode.24 PSI is involved in the initial steps of the oxygenic photosynthesis where
it drives a transmembrane electron transfer. The conversion of photons from sunlight into
a charge separated state, occurs in oxygenic organisms such as green plants, algae and
some bacteria with a quantum efficiency approaching 100%. 20-21, 25 Understanding the
mechanism of energy transfer in PSI that gives rise to its high quantum efficiency can be
crucial for achieving the improvement of artificial solar energy conversion and can lead to
the development of PSI-based technologies for generating solar fuels from nature’s most
abundant energy source, sunlight.12, 26
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PSI is a large natural light harvesting complex. The crystal structure of trimeric PSI from
cyanobacterial Synechocystis sp. PCC6803 has been obtained at 2.5 Å resolution (PDB
5OY0)27 and is shown in Figure 1.3, and detail structure of the reaction center of PSI shown
in Figure 1.4. As shown in Figure 1.3, The cyanobacterial PSI trimeric complex isolated
from Synechocystis sp. consists of ~285 tightly packed light harvesting chlorophyll a
molecules in trimeric form (green sticks), 72 carotenoids (orange sticks) in 33 protein
subunit scaffolds, the reaction center also includes 9 iron-sulfur clusters (3/monomer)
(yellow-orange balls) and 6 plastoquinones (2/monomer) (sky blue balls). 27-28

Figure 1.3 Crystal structure of trimeric photosystem I isolated from Synechocystis sp.
PCC6803 at 2.5 Å resolution view. The figure was generated using the PyMol program (PDB
5OY027).
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Figure 1.4 Crystal structure of PSI reaction center at 2.5 Å resolution. Each RC cofactors in Aand B-branches are labeled with spectroscopic names (middle) and crystallographic names
(side).

For PSI, both energy transfer and electron transfer processes can take place and the initial
event – the absorption of a photon – is accomplished by light harvesting antenna
chlorophylls (Chls). Most of the Chls absorbed light energy at energies corresponding to
wavelengths below ~700 nm. These Chls transfer energy by a generalized Förster
mechanism29 downhill to the primary electron donor, the P700 special pair of the reaction
center. Reaction centers are surrounded by the antenna chlorophylls in the protein
scaffolds, where the energy is ‘trapped’ to form long-lived charge separated state by
electron transfer through cofactors that are involved in the electron transport chain.(see
Figure 1.4) After trapping of the energy by the reaction center, the electron transfers
6

through the reaction center via a series of electron transfer reactions involving the primary
electron donor, the special pair (P700), primary electron acceptor (A0), phylloquinones (A1)
and the Fe4-S4 cluster (Fx cofactors) (Figure 1.5).

Figure 1.5 Summarized electron transport diagram of electron transfer processes in PS I
reaction center as a function of midpoint redox potential (Em). This diagram is based off of the
following review: Hohmann-Marriott and Blankenship (2011)24.

As mentioned earlier, there still remains unanswered questions regarding the
photochemical and photophysical mechanisms of energy transfer and electron transfer in
PSI.20 In the past several decades, there have been many studies focusing on elucidating
the mechanism of energy transfer and the formation of the long-lived charge separated
state in the photosystem I.20-21, 30-33 However, there still remains unanswered questions
regarding photoinitiated processes of the PSI complexes because of the spectral and
7

temporal congestion.20, 25, 31, 34-35 Due to the structural complexity of PSI by the tightly
packed ~300 chlorophylls in transmembrane suffers from high spectral complexity.
Temporal congestion as a limitation of studying PSI exists from overlapping different
photoinitiated processes of PSI occurring on similar timescales range from femtosecond
to the nanosecond.
The rate of photoinitiated processes in PSI: energy transfer, electron transfer, energy
trapping and charge separation mechanisms have been actively discussed by two different
kinetic model cases depending on the rate-limit steps.21, 34, 36 The first kinetic model is the
‘trap limited case’, where energy transfer to the RC is fast and the initial charge separation
is slower.37-42 The second kinetic model case is ‘transfer-to-trap-limited’, which is limited
to electronic energy transfer from antenna to the RC. In this case charge transfer is fast,
where the transfer of electronic energy transfer to the reaction center is slower.21, 30, 43-46
Regardless of the kinetic modeling, the first initial charge separation state is observed as
P700+A0- with a lifetime around ~20 ns without phylloquinone and ~10 us with
phylloquinone.34

Red Chlorophylls in Cyanobacterial PSI
In photosystem I, the tight packing of hundreds of chlorophyll molecules within a protein
scaffold leads to the formation of excitonic states, where the chlorophylls can form the
excitonic dimers or trimers. As a result, transition energies associated with the
chlorophylls result in a heterogeneous distribution within the Qy transitions.
The strongly coupled bulk antenna chlorophylls transfer energy downhill towards the
P700 special pair of the reaction center. In regards to the spectral heterogeneity, the
trimeric core of PSI from cyanobacteria contains a few groups of excitonically coupled
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chlorophyll molecules that absorb light at energies below that of the P700 special pair.
These are the so called “red chlorophylls” as their absorptions are red-shifted with respect
to the special pair.21, 47-48 The transition frequencies of the red chlorophylls have been
characterized but their exact identity in cyanobacterial PSI is unknown. Based on structure
modeling, the possibility of various Chls to form J-aggregates has been investigated, and
in this way, different possible candidates for the red chlorophyll pools have been
hypothesized and discussed in previous experimental studies and model calculations.28, 4951

With the publication of the crystal structure of PSI isolated with Synechococcus

elongatus cyanobacterial species by Jordan et al. (2001)28, many modeling and
experimental studies of cyanobacterial PSI have performed. These studies have
characterized distinctive features associated with the red chlorophylls. Comparing PSI
complexes isolated from different cyanobacteria, it was found that the energetics and
number of red chlorophylls are species dependent.21,

36, 52-55

For example, PSI of

Synechococcus sp. PCC7002 has 2-3 red chlorophylls assigned to one absorption band at
708 nm.48,

56

PSI of Synechocystis sp. PCC 6803 has 4-5 red chlorophylls with two

absorption bands at 706 nm and 714 nm.47
An interesting feature of red chlorophylls is that their bright excitonic state lies to lower
energies than the reaction center special pair. This leads to a competition between energy
transfer to the reaction center and red chlorophylls. And though the red chlorophylls act
to increase the absorption cross-section of PSI, uphill energy transfer must occur for the
energy absorbed by the red chlorophylls to lead to charge separation. In this sense, the
role of the red chlorophylls in PSI light harvesting is still unknown, and this has to lead to
many ultrafast spectroscopy experimental and theoretical studies.28,

50, 52, 57

Since

photoexcited energetics of excitonically coupled antenna chlorophylls play an important
role in energy transfer and electron transfer pathways, identification and spectroscopic
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characterization of the red chlorophylls are of the key to unravel the mechanisms of energy
transfer and electron transfer in PSI and achieving improvement of artificial solar energy
conversion systems as well.

Model Light Harvesting Chromophore: BODIPY Derivatives
One of the biggest challenges to study initial photosynthetic processes of PSI is structural
and temporal complexity Compared to PSI structurally simpler model system can help to
strengthen the basis to understand natural light harvesting system in a way to mimic light
harvesting processes and giving insights for system-bath interaction. One of the great
candidates of model light harvesting chromophores is BODIPY, which is Borondipyrromethene

abbreviation

(4,4’-difluoro-4-bora-3a,4a,-diaza-s-indacene).

This

molecule has been well-known for a diverse range of applications from biological imaging
probe, fluorescence switches, photodynamic therapy to artificial photosynthetic systems
and donor-acceptor type of materials.58-67 This diverse range can be mapped to the robust
photophysical properties of BODIPY chromophores coupled with their large extinction
coefficient, good photostability based on the high fluorescence quantum yield, and
modifiability of the core structure.58-59,

62-63

The photophysical and optoelectronic

properties of BODIPY derivatives can be easily tune by the modification of the core
structure at 8 different positions. (see Figure 1.6) In the emerging fields of BODIPY
synthesis and design chemistry, understanding of the photoexcitation dynamics of
BODIPY derivatives within singlet excited state and the conversion of the singlet excited
state to the triplet state are important for the design and prediction of BODIPY based
application systems for solar energy conversion and could lead to further advances in
BODIPY applications.59, 63-66
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Figure 1.6 BODIPY core structure with the 8 different modifiable positions indicated as green
numbered circles.

Photophysical Processes and Ultrafast Dynamics of BODIPY
Modifications of BODIPY dyes substituents can lead to changes in the photophysical
properties of BODIPYs. For example different substituents can alters the fluorescence
lifetimes, quantum yields, absorption coefficients and transition frequencies associated
with the maximum in absorption and fluorescence.59, 63 This attractive feature of the
system motivates lots of spectroscopic studies mainly focusing on the energy transfer
between different electronic states of the BODIPY based applications on time scales range
of femtoseconds to nanoseconds.67-80 However, there have been limited studies
characterization of their ultrafast dynamics upon excitation of the singlet excitation.
Ultrafast dynamics of BODIPY chromophores could lead to further insights into the design
and prediction aspect of BODIPY based applications from artificial light harvesting
systems and donor-acceptor type of dye-sensitizer solar cells.
In this thesis the study of BODIPY is focused on resolving ultrafast dynamics of the singlet
and triplet excitation compared with two of BODIPY derivatives, halogenated BODIPY
(BODIPY-2I) and non-halogenated BODIPY (BODIPY-2H), dissolved in various solvent
11

environment. In Figure 1.7 the Jablonski diagram of halogenated BODIPY chromophores
is displayed where the triplet excited state can be formed due to the heavy atom effect.
Without a halogen atom attached to BODIPY, BODIPY-2H, BODIPY does not undergo
intersystem crossing (ISC) to form the triplet state from singlet excited state after
photoexcitation. BODIPY-2I has two iodine atoms at the 2 and 6 position which leads to
an increased spin-orbit coupling resulting in intersystem crossing and the formation of
the triplet excited state. In my work, I’ve applied ultrafast spectroscopic tools to BODIPY2I and BODIPY-2H to explore not only the singlet and triplet excited state population
dynamics, but also the solvation and wavepacket dynamics of these systems. Through
comparative studies I focus on understanding how varying the substituents and local
solvent environments can alter the photophysical properties of the BODIPY
chromophores. These studies could lead to additional insight and a better understanding
of how chromophores interact with the bath in the condensed phase and to fully realize
the potential for BODIPY dyes to serve as artificial light harvesting chromophores.

Figure 1.7 Structure of BODIPY-2H and BODIPY-2I (left) and the Jablonski diagram of
BODIPY chromophores indicating the kinetics after photoexcitation(right).
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Thesis Overview
This thesis focuses on the study of ultrafast photophysical and photochemical processes
of the natural light harvesting complex, Photosystem I (PSI), and model light harvesting
BODIPY chromophores. Ultrafast dynamics of these systems are characterized by timeresolved nonlinear spectroscopic tools, two-dimensional electronic spectroscopy (2DES),
and transient absorption spectroscopy (TA) using a visible light source with femtosecond
time resolution. I focus on exploring various condensed phase dynamics on the ultrafast
timescale: 1) ultrafast photoexcitation dynamics involved in the PSI such as energy
transfer and electron transfer or 2) investigating how BODIPY derivatization alters
wavepacket dynamics, 3) determining how non-covalent solvent interactions change the
timescale for intersystem and ultimately that formation of the triplet state.
Chapter 1 introduces the systems being studied, where the structural properties and
previous studies of PSI are discussed in addition to introducing BODIPY chromophores.
The motivation for the study of natural and model light harvesting systems as promising
candidates for contributing to the solution of the global energy challenge is discussed,
where the investigations of various ultrafast dynamics of both PSI and BODIPYs can lead
to the development of design aspects and additional insights into artificial solar energy
conversion system.
Chapter 2 describes the theory and concepts of nonlinear spectroscopy including 2DES
and TA. In addition, it includes a description of how to interpret how three field-matter
interactions result in the spectral lineshape changes in time, different phase matching
conditions of spectra, the introduction of global and target analysis to account for the
photophysical dynamics of systems after photoexcitation.
Chapter 3 describes the construction of the experimental setup for 2DES and WLPP. A
description of the nonlinear optics required for the generation of the NOPA signal, the
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design of pulse compressors, a description of the autocorrelation pulse characterization,
and pulse shaping. The completed experimental procedure is presented for obtaining
2DES and WLPP spectrum.
In chapter 4, the study of the ultrafast photoinitiated processes of PSI complexes isolated
from two different cyanobacterial species is presented. I focused on investigating the red
chlorophylls of PSI, which are a few groups of strongly coupled chlorophylls that lie to
lower energy than the energy of the reaction center. Applying 2DES to PSI isolated from
different cyanobacteria, I focus on probing energy transfer pathways involving the speciesdependent red chlorophylls while maintaining both high temporal and spectral resolution.
I observed that the red chlorophylls are included in the two different pathways of
equilibration that evolve on different timescales by implementing a global kinetic analysis
tool to the 2DES spectra of PSI.
Chapter 5 investigates how derivatization affects the ultrafast dynamics of BODIPY
chromophores through the application of 2DES spectroscopy. In this work I demonstrate
a new data analysis procedure for extracting the dynamic stokes shift from 2DES spectra.
In this way information on the ultrafast solvent response can be extracted. Moreover, in
the 2DES spectrum of two different BODIPY derivatives, BODIPY-2H and BODIPY-2I, I
extracted the vibrational frequencies that are strongly coupled to the electronic excitation.
I assign the wavepacket motion through the aid of DFT calculations. I find that the
structural difference of BODIPY derivatives alters the identity and property of the FranckCondon active vibrational modes.
In Chapter 6, I investigate how non-covalent solvent interactions can alter the
photophysical properties of BODIPYs. Here I focused on resolving how halogen bond
formation between pyridine based solvent molecules and BODIPY-2I alters the formation
kinetic of the triplet state. I applied TA spectroscopy to halogenated BODIPY (BODIPY14

2I) dissolved in a series of pyridine-based solvents that vary in halogen bond strength.
Applying a global and target analysis to the TA spectra I extracted the intersystem crossing
rate constant and interpreted how halogen bond acceptors can influence the kinetics of
the formation of triplet states using Marcus expression aided by DFT, TD-DFT, and spinorbit coupling calculations.
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Chapter 2.
Theory and Background of Ultrafast Spectroscopy

Overview
In this chapter the theoretical background of ultrafast nonlinear spectroscopy is presented
along with the different experimental implementations of 2DES spectrum. It introduces
the how the three field-matter interactions result in a 2D spectra and how different
processes such as solvation dynamics and energy transfer present in the 2D spectrum as
line shape changes and the growth and appearance of crosspeaks. This chapter also gives
an introduction to the global and target analysis used to interpret the 2DES and TA spectra.

Nonlinear Spectroscopy and Condensed Phase Dynamics
Nonlinear spectroscopy is a widely used as a key-tool for the understanding of various
dynamic phenomena and the natures of chemical and biological molecular systems and
nano-based materials.1-7 Nonlinear spectroscopic techniques have been developed over a
wide-range of spectral regions, including terahertz (THz), mid-IR, VIS, and UV, and can
probe a wide range of the timescales ranging from femtosecond (x10-15 sec) to second.8
Figure 2.1 represents the timescales of the ultrafast photophysical and photochemical
processes of natural and model light harvesting systems discussed in the works presented
following chapters. These processes span the fs to millisecond timescales. Development of
the femtosecond laser enabled experiments to be performed on these ultrafast timescales
24

ranging from femtosecond to picosecond, allowing for molecular dynamics such as
photoexcited vibrational, vibronic, electronic molecular motions, energy/electron transfer
kinetics of the systems, and conformational information to be probed.7 Various
spectroscopic techniques including pump-probe spectroscopies, transient absorption,
photon-echo, femtosecond up-conversion, and recently developed multidimensional
spectroscopic tools have been developed. These experiments have been performed over
different frequency ranges allowing for different energy levels to be probed. This allows
for information on condensed phase dynamics to be gained, including information on
molecular

motions,

solvent-solute

interactions

and

intramolecular

vibrational

redistributions(IVR).8-10

Figure 2.1 Relative timescale chart for the ultrafast processes of natural and model light
harvesting systems discussed in the works presented following chapters. The figure is inspired
by the following review papers6-7.

In the following chapters I will present my work on how energy and electrons flow through
the natural light harvesting complex, PSI, and how derivation and solvent interactions
alter the photoinduced processes of model light harvesting chromophores. To investigate
these systems, I performed multidimensional spectroscopy and transient absorption
spectroscopy on the systems. I interpret the data through computational approaches
25

including density functional theory (DFT) and time-dependent density functional theory
(TD-DFT) in addition to simulations and modeling of spectra through global and target
kinetic analysis. In this chapter a general theory and background of multidimensional
spectroscopy

is

presented,

including

a

discussion

of

different

experimental

implementations of these techniques. I also include a description of the kinetic analysis
and background related to the work presented in the following chapters.

Coherent Multidimensional Ultrafast Spectroscopy
Techniques
Multidimensional spectroscopy is a cutting-edge ultrafast spectroscopic technique, where
the pump frequency axis is resolved leading to the creation of frequency-frequency
correlation maps. These techniques can be used to probe different ultrafast timescales of
phenomena occurring in the diverse systems in many fields, as chemistry, biological,
physical and materials, where the frequency of the incoming pulses can be choosen to
probe different phenomena.1-3, 11-14 As shown in Figure 2.2, multidimensional spectroscopy
is a third-order nonlinear spectroscopy technique, where three electric fields (E 1, E2 and
E3) interact with the system, generating a 3rd order polarization that leads to the emission
of the signal (Es). The emitted signal depends on the different combinations of laser pulse,
where different multidimensional spectroscopic techniques can distinguish and probe
different dynamics based on the frequency ranges of pulses. The pulse sequences for a few
different multidimensional spectroscopies in the visible and mid-IR regions are presented
in Figure 2.2.
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Figure 2.2 Pulse sequences for different multidimensional spectroscopies where pulses in
different frequency ranges are indicated by different colored Gaussians. Pink pulses indicate
the visible range pulses, yellow pulses represent the white-light pulses, green indicate the
UV/Vis range pulse of actinic pump and blue pulses represent the mid-IR pulses. The time
delays (t1, t2, and t3) between the pulses are labeled and the three pulses for the 2D experiments
are labeled with (E1, E2) for the pump pulses and (E3) for the probe pulses.

For the different techniques presented in Figure 2.2 transient absorption (TA)
spectroscopy in the visible range is the most common where the system is excited with a
visible pump and detected with white-light broadband probe pulse.15 Compared with TA,
separating the field matter interaction of the two pump pulses allows us to generate
additional time delay (t1) between two pump pulses (E1 and E2). Two-dimensional
electronic spectroscopy (2DES) uses visible range pulses (pink) to probe the dynamics
after the electronic photoexcitation.16-18 Two-dimensional infrared spectroscopy (2DIR)
using mid-IR range pulses (blue) can directly probe the structural dynamics of the system
in the ground electronic state utilizing vibrational modes.11,
27

19-21

In addition, mixed

frequency 2D spectroscopies such as 2D electronic vibrational spectroscopy (2DEV, VISpumps, and IR-probe) and 2D vibrational electronic spectroscopy (2DVE, IR-pumps, and
VIS-probe), have been recently developed and studied by several groups recently. 2DEV
uses visible pumps and a mid-IR probe to investigate the dynamics of electronically
excited systems by using vibrational modes as a reporter.12, 22-25, 2DVE uses IR pumps and
a VIS probe to provide information regarding how perturbation of structure through
excitation of vibrational modes alters electronic energy flow. 25-26 2-color-2DES
techniques using a white-light continuum (yellow) as a probe and a VIS pump pulses allow
detecting the information in a 2DES experiment far from the diagonal to investigate the
coupling and kinetics between electronic transitions.27 The transient 2DIR technique (T2DIR) probes the structurally sensitive normal modes coupled to the vibrational energy
transfer in a non-equilibrium process initiated by an optical actinic pump pulse (green)
before the two mid-IR pump pulses.28-30 The mixing of these 2D spectroscopy techniques
extends the range of accessibility to probe the molecular dynamics and photoinduced
processes probed by different spectroscopies in different frequency ranges leading to a
correlation between energy levels probed in different frequency domains.

Linear vs Nonlinear Spectroscopy
The nonlinear spectroscopy techniques that I use, including TA and 2DES, use optical
pulses to probe the structure and kinetic processes of systems. In these spectroscopic tools,
a macroscopic polarization is generated in the sample through the interaction of the
incoming electric fields this leads to the emission of a signal. Optical nonlinearity is
increased by nonlinear response of electrons in a material to an optical field. 15, 31 The
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macroscopic polarization can be denoted as P and can be described by the eq. 2.1 with
linear polarization P(1) and the nonlinear polarization 𝑃𝑁𝐿 = 𝑃(2) + 𝑃 (3) + ⋯,
𝑃 = 𝑃 (1) + 𝑃𝑁𝐿

(eq 2.1)

The time dependent polarization P(t) can by described by an expansion of polarization
with the electric fields as below,
𝑃(𝑟, 𝑡) = 𝑃 (1) (𝑟, 𝑡) + 𝑃(2) (𝑟, 𝑡) + 𝑃(3) (𝑟, 𝑡) + ⋯
= 𝜀0 (𝜒 (1) 𝐸(𝑡) + 𝜒 (2) 𝐸(𝑡) + 𝜒 (3) 𝐸(𝑡) + ⋯ )

(eq 2.2)
(eq 2.3)

With 𝜒 (𝑛) denoting the nonlinear susceptibility. The first order susceptibility 𝜒 (1)
corresponds to the linear response and can describe the 1st order absorption P(1). All low
order nonlinear technique corresponds to the nonlinear polarization PNL. Linear and
nonlinear polarization can be defined by the same order of each susceptibilities and
electromagnetic field quantities as eq 2.3. Where χ(1) is the linear susceptibility and 𝜒 (2)
and 𝜒 (3) are the second-order and third-order nonlinear susceptibilities, respectively. In
this thesis I will focus on first order and third order techniques. The electric fields terms
ineq. 2.3 can be can be described as in eq 2.4. The real field quantities E(r,t) have a
complex conjugate term (eq. 2.4). This can then be incorporated into the polarization,
𝑃(𝑛) (𝑟, 𝑡) to yield eq. 2.5 which gives the the real space and time domain representation
for the polarization.
𝐸(𝑟, 𝑡) = E(r, t) + E ∗ (r, t) = ∑ 𝐸𝑛 𝑒 −𝑖𝜔𝑛𝑡 + 𝑐. 𝑐
𝑛

= ∑ 𝐴𝑛 (𝑟, 𝜔𝑛 )𝑒 𝑖𝑘𝑛 𝑟−𝑖𝜔𝑛𝑡
𝜔𝑛
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(eq 2.4)

𝑃(𝑛) (𝑟, 𝑡) = P(n) (r, t) + P(n)∗ (r, t) = ∑ 𝑃𝑛 𝑒 −𝑖𝜔𝑛𝑡 + 𝑐. 𝑐

(eq 2.5)

𝑛

The optical field and the nonlinear polarization can be expressed in terms of the sum of its
frequency components as in eq 2.4 and eq 2.5. Where 𝐴𝑛 (𝑟, 𝜔𝑛 ) is the slowly varying
amplitude and kn is the wavevector of frequency 𝜔𝑛 . However, the nonlinear polarization
terms are not including a slowly varying polarization amplitude as it done for 𝐸𝑛 (r), since
it is characterized by fast varying spatial phase term which is related to a particular
nonlinear interaction of interest by the fields. Using the eq.2.3-2.5, by taking the Fourier
transform on P(2)(ωn) and P(3)(ωn),
𝑃(2) (𝜔𝑛 ) = 𝜒 (2) (𝜔𝑛 ; 𝜔𝑝 , 𝜔𝑞 )𝐸(𝜔𝑝 )𝐸(𝜔𝑞 )

(eq 2.6)

𝑃(3) (𝜔𝑛 ) = 𝜒 (3) (𝜔𝑛 ; 𝜔𝑝 , 𝜔𝑞 , 𝜔𝑟 )𝐸(𝜔𝑝 )𝐸(𝜔𝑞 )𝐸(𝜔𝑟 )

(eq 2.7)

In nonlinear processes, the second-order susceptibility 𝜒 (2) process in nonlinearity from
the second harmonic generation or sum frequency generation or different frequency
generation. The third-order susceptibility 𝜒 (3) is a nonlinear response from the four-wave
mixing. The multi-wave mixing processes in third-order polarization regime from the
nonlinear spectroscopy involves the interaction of the laser electric fields with the system
and it can be represented as a pulse sequence. For example, 2DES measurement follows
the pulse sequence as shown in Figure 2.2 and Figure 2.3. The 2DES pulse sequence uses
three visible pulses that create three electric field-matter interactions with the incident
fields, E1, E2, and E3, having wavevectors, k1, k2, and k3, respectively. The field-matter
interactions induce the optical response of a system nonlinearly and radiate the nonlinear
response of the signal field Es with wavevector ksig. To calculate the third order signal, the
three field-matter interactions can be treated with perturbation theory. This will be the
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focus of the next section, where I will focus on how the three field matter interactions lead
to the 2DES spectrum.
There are two main experimental methods to obtain coherent 2D spectroscopy. These
different in the interaction of the wavevectors with the system, where the manipulation of
the incoming fields wavevectors (and phases) can be used as a means to distinguish and
control the relative phases between the signal and a reference pulse, called the local
oscillator. The first uses heterodyne detection following the BOXCAR geometry, similar to
photon-echo with four wave mixing experiments (see in Figure 2.3(c)). The second is a
self-heterodyne detection as like hole-burning or TA following the pump-probe geometry
(see in Figure 2.3(b)).32-33 The first case, imaginary and real parts of the susceptibility are
measured separately since the signal field (k sig) is generated in a new “background free”
direction. Both techniques have the advantages and drawbacks that I will discuss below.
The background free geometry has the flexibility of control the signal-to-noise ratio and it
is better than the ratio of pump-probe geometry up to a factor of 19.518. However, for this
technique one must perform two separate measurements and then add these together by
adjusting their relative phase to obtain a purely absorptive spectrum. The adjustment of
the phase parameter can lead to “phase twists” and it can be hard to distinguish these
artifacts from lineshape changes. In the second case, using the pump-probe geometry
purely absorptive spectra are obtained directly.20, 27 Using the pulse shaper to generate the
time delay between two pump pulses allows for a collinear excitation with the pump beams
and the signal is generated in the same direction of the incoming probe pathway. The
advantage here lies in the fact that purely absorptive spectra are directly measured.
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Figure 2.3 2DES Pulse sequence (a) and experimental pulse geometry configuration: (b)
pump-probe geometry and (c) boxcar geometry.

Theory of 2DES
The pulse sequence used to perform 2DES spectroscopy is depicted in Figure 2.3(a) where
three field-matter interactions generate a third-order polarization P(3). To obtain a 2D
spectra and extract time-dependent information it is a key control of three incident fields,
E1, E2, and E3. Following each laser pulses interaction there are three time delays, t1, t2,
and t3. During these time periods the system is free to evolve under the field free
Hamiltonian. Using the visible light as incoming pulses, the first field (E 1) interacts with
the sample creating a coherence between the ground and excited state and the initiating
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the t1 time delay. Interaction of the second field (E2) leads to the creation of a population
in the ground or excited state, or coherence between energy levels that lie within the
bandwidth of the incoming laser pulses. This population or coherence occurs in the second
time marking the end of the E1 field’s time and the beginning of the E2 field’s time, which
is the waiting time delay (t2). The system is free to evolve during the waiting time.
Interaction of the third field (E3) creates another coherence and leads to the emission of
the signal (Esig). The three field-matter interactions can be described readily by
perturbation theory and diagrammatically using double-sided Feynman diagrams.
In our lab spectrometer is setup according to the pump-probe geometry, the signal is
emitted in the same direction as the probe pulse and detected through spectral
interferometry. Fourier-transformation along with the t1 and t3 time axis yields the
excitation frequency axis (ω1) and detection frequency axis (ω3). The resulting 2D
spectrum can be thought of as a correlation map where each excitation frequency is
correlated to each detection frequency.13, 16 The following section first discusses the timedependent perturbation theory for 2D spectroscopy and then takes a look at information
is represented in the 2DES spectra.

Time-dependent Perturbation Theory
In 2DES spectroscopy, where the incoming electric fields are considered weak, the fieldmatter interaction can be treated perturbatively. In this section derivation of the
perturbation theory for 2D spectroscopy follows Mukamel book.15 The total timê (𝑡) is comprised of the system’s Hamiltonian 𝐻
̂0 and electric
dependent Hamiltonian 𝐻
̂𝑖𝑛𝑡 :
field-matter interaction Hamiltonian 𝐻
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̂ (𝑡) = 𝐻
̂0 + 𝐻
̂𝑖𝑛𝑡 (𝑡)
𝐻

(eq 2.8)

̂𝑖𝑛𝑡 an operator that describes the
Where the time dependent interaction Hamiltonian 𝐻
interaction between the laser pulse and the molecule. It is given by the dipole operator of
the molecule and an external electric field E as eq 2.5:
̂𝑖𝑛𝑡 (𝑡) = −𝐸(𝑟, 𝑡)𝑉
𝐻

(eq 2.9)

With the dipole operator given by 𝑉 = ∑𝛼 𝑞𝛼 (𝑟 − 𝑟𝛼 ), and 𝛼 is number of all nuclei and
electrons, 𝑞𝛼 is the charges, and 𝑟𝛼 is positions. The dipole operater 𝑉 and the electric field
are both vectors. Note that it is this vectoral that allows the polarization dependent
̂𝑖𝑛𝑡 is time dependent and the
nonlinear spectroscopy measurements to be performed. 𝐻
time evolution of the total Hamiltonian can be described by the Liouville equation where
𝜌 is the density matrix:
𝜕𝜌
𝑖
𝑖
𝑖
̂ 𝜌 + 𝜌𝐻
̂ = − [𝐻
̂ , 𝜌]
= − 𝐻
𝜕𝑡
ℏ
ℏ
ℏ

(eq 2.10)

In Liouville space eq 2.8 can be written as the following, where the time-dependence of
the system is descried by commutators:
𝑖
𝑖
𝑖
̂ , 𝜌] = − [𝐻
̂0 , 𝜌] − [𝐻
̂ , 𝜌]
− [𝐻
ℏ
ℏ
ℏ 𝑖𝑛𝑡

(eq 2.11)

Substituting eq 2.9 into eq 2.10 gives the following:
𝑖
𝑖
𝑖
̂ , 𝜌] = − [𝐻
̂0 , 𝜌] − 𝐸(𝑡)[𝜇̂ , 𝜌]
− [𝐻
ℏ
ℏ
ℏ

(eq 2.12)

Eq. 2.12 can be rewritten as
𝜕𝜌
𝑖
𝑖
̂ 𝜌− 𝐻
̂ 𝜌
= − 𝐻
𝜕𝑡
ℏ 0
ℏ 𝑖𝑛𝑡
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(eq 2.13)

According to the time-dependent Schrödinger equation the time evolution of the system
can be described as eq 2.14.
𝜕
𝑖
̂ (𝑡)|ψ(𝑡)⟩
|ψ(𝑡)⟩ = − 𝐻
𝜕𝑡
ℏ

(eq 2.14)

In the interaction picture the wavefunction can be defined as the following,
(eq 2.15)

|ψ(𝑡)⟩ ≡ 𝑈0 (𝑡, 𝑡0 )|ψint (𝑡)⟩

where 𝑈0 (𝑡) is the time evolution operator with respect to the system Hamiltonian and is
given below.
𝑖

𝑈0 (𝑡, 𝑡0 ) = 𝑒 −ℏ𝐻(𝑡−𝑡0

(eq 2.16)

)

So, the density matrix in the interaction picture is given by the following:
𝑖

𝑖

|𝜓(𝑡)⟩⟨𝜓(𝑡)| = 𝑒 −ℏ𝐻0(𝑡−𝑡0 ) |𝜓𝑖𝑛𝑡 (𝑡)⟩⟨𝜓𝑖𝑛𝑡 (𝑡)|𝑒 ℏ𝐻0 (𝑡−𝑡0 )
𝑖

𝜌(𝑡) = 𝑒 −ℏ𝐻0

(𝑡−𝑡0 )

𝑖

𝜌𝑖𝑛𝑡 (𝑡)𝑒 ℏ𝐻0

(𝑡−𝑡0)

(eq 2.17)
(eq 2.18)

As 2DES spectroscopy involves three field-matter interactions, we must take into account
the three incoming laser pulses to describe the system:
𝑖

𝑡

𝜏

𝜏

0

0

0

𝜌(3) (𝑡) = − ℏ ∫𝑡 𝑑𝜏3 ∫𝑡 3 𝑑𝜏2 ∫𝑡 2 𝑑𝜏1 𝐸(𝜏3 )𝐸(𝜏2 )𝐸(𝜏1 )…
𝑖
𝑖
(𝑡−𝑡0 )
(𝑡−𝑡0 )
𝑒 −ℏ𝐻0
[𝑉(𝜏3 ), [𝑉(𝜏2 ), [𝑉(𝜏1 ), 𝜌(𝑡0 )]]] 𝑒 ℏ𝐻0

(eq 2.19)

The third-order time-dependent polarization P(t) is the macroscopic response of the
incident electric field interactions that leads to the emission of the signal and is equivalent
to the expectation value of the dipole operator.
𝑃 (3) (𝑡) = Tr < V𝜌(3) (t) >
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(eq 2.20)

The third order polarization is obtained by inserting eq 2.19 into eq 2.20 and yields the
following,
𝑃(3) (𝑡)
𝜏3
𝜏2
𝑖 𝑡
= − ∫ 𝑑𝜏3 ∫ 𝑑𝜏2 ∫ 𝑑𝜏1 𝐸(𝜏3 )𝐸(𝜏2 )𝐸(𝜏1 ) [𝑉(𝜏3 ), [𝑉(𝜏2 ), [𝑉(𝜏1 ), 𝜌(−∞)]]]
ℏ 𝑡0
𝑡0
𝑡0

(eq 2.21)

A changes in the time variables change to the time delays 𝑡1 =𝜏2 − 𝜏1 , 𝑡2 =𝜏3 − 𝜏2 , and
𝑡3 =𝑡 − 𝜏3 gives the following,
∞
∞
𝑖 ∞
𝑃 (3) (𝑡) = − ∫ 𝑑𝑡3 ∫ 𝑑𝑡2 ∫ 𝑑𝑡1 𝐸(𝑡 − 𝑡3 )𝐸(𝑡 − 𝑡3 − 𝑡2 ) …
ℏ 0
0
0

(eq 2.22)

𝐸(𝑡 − 𝑡3 − 𝑡2 − 𝑡1 ) [𝑉(𝑡 − 𝑡3 ), [𝑉(𝑡 − 𝑡3 − 𝑡2 ), [𝑉(𝑡 − 𝑡3 − 𝑡2 − 𝑡1 ), 𝜌(−∞)]]]
Here third order polarization is written in terms of the third order optical response
function S(3), the nested commutators given by eq. 2.24, convolved with the three incoming
electric fields from the eq 2.20:
𝑃 (3) (𝑡) =
∞

∞

∞

∫ 𝑑𝑡3 ∫ 𝑑𝑡2 ∫ 𝑑𝑡1 𝐸(𝑡 − 𝑡3 )𝐸(𝑡 − 𝑡3 − 𝑡2 )𝐸(𝑡 − 𝑡3 − 𝑡2 − 𝑡1 )𝑆(𝑡3 , 𝑡2 , 𝑡1 )
0

0

(eq 2.23)

0

𝑖
𝑆 (3) (𝑡3 , 𝑡2 , 𝑡1 ) = − 〈𝑉(𝑡1 + 𝑡2 + 𝑡3 ), [𝑉(𝑡1 + 𝑡2 ), [𝑉(𝑡1 ), [𝑉(0), 𝜌(−∞)]]]〉
ℏ

(eq 2.24)

Evaluating the commutators for the response function 𝑆 (3) (𝑡3 , 𝑡2 , 𝑡1 ) gives a total of 8
terms (2n, n=3 field matter interactions) and with 2n-1, n=3 field matter interaction of the
total terms being independent, 4 in this case. The other 2n-1 terms are complex conjugates
of the independent terms. The 8 terms arise because the dipole operator can act on both
the right (ket side) or left (bra side) of the density matrix. The evaluated commutators are
given below (eq 2.25-2.34) and denoted as 𝑅𝛼 and 4 of complex conjugates as 𝑅𝛼∗ .
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𝑖
𝑆 (3) (𝑡3 , 𝑡2 , 𝑡1 ) = − 〈𝑉(𝑡1 + 𝑡2 + 𝑡3 ), [𝑉(𝑡1 + 𝑡2 ), [𝑉(𝑡1 ), [𝑉(0), 𝜌(−∞)]]]〉
ℏ
𝑖

(eq 2.25)

𝑆 (3) (𝑡3 , 𝑡2 , 𝑡1 )= − ℏ ∑4𝛼=1[𝑅𝛼 (𝑡3 , 𝑡2 , 𝑡1 ) − 𝑅𝛼∗ (𝑡3 , 𝑡2 , 𝑡1 )]

(eq 2.26)

𝑅1 (𝑡3 , 𝑡2 , 𝑡1 ) = 〈𝑉(𝑡1 + 𝑡2 + 𝑡3 )𝑉(𝑡1 )𝜌(−∞)𝑉(0)𝑉(𝑡1 + 𝑡2 )〉

(eq 2.27)

𝑅2 (𝑡3 , 𝑡2 , 𝑡1 ) = 〈𝑉(𝑡1 + 𝑡2 + 𝑡3 )𝑉(𝑡1 + 𝑡2 )𝜌(−∞)𝑉(0)𝑉(𝑡1 )〉

(eq 2.28)

𝑅3 (𝑡3 , 𝑡2 , 𝑡1 ) = 〈𝑉(𝑡1 + 𝑡2 + 𝑡3 )𝑉(0)𝜌(−∞)𝑉(𝑡1 )𝑉(𝑡1 + 𝑡2 )〉

(eq 2.29)

𝑅4 (𝑡3 , 𝑡2 , 𝑡1 ) = 〈𝑉(𝑡1 + 𝑡2 + 𝑡3 )𝑉(𝑡1 + 𝑡2 )𝑉(𝑡1 )𝑉(0)𝜌(−∞)〉

(eq 2.30)

𝑅1∗ (𝑡3 , 𝑡2 , 𝑡1 ) = −〈𝑉(𝑡1 + 𝑡2 )𝑉(0)𝜌(−∞)𝑉(𝑡1 )𝑉(𝑡1 + 𝑡2 + 𝑡3 )〉

(eq 2.31)

𝑅2∗ (𝑡3 , 𝑡2 , 𝑡1 ) = −〈𝑉(𝑡1 )𝑉(0)𝜌(−∞)𝑉(𝑡1 + 𝑡2 )𝑉(𝑡1 + 𝑡2 + 𝑡3 )〉

(eq 2.32)

𝑅3∗ (𝑡3 , 𝑡2 , 𝑡1 ) = −〈𝑉(𝑡1 + 𝑡2 )𝑉(𝑡1 )𝜌(−∞)𝑉(0)𝑉(𝑡1 + 𝑡2 + 𝑡3 )〉

(eq 2.33)

𝑅4∗ (𝑡3 , 𝑡2 , 𝑡1 ) = −〈𝜌(−∞)𝑉(0)𝑉(𝑡1 )𝑉(𝑡1 + 𝑡2 )𝑉(𝑡1 + 𝑡2 + 𝑡3 )〉

(eq 2.34)

As shown in this chapter, the third order polarization is proportional to the convolution of
the incoming electric fields and the third order optical response function. The third order
optical response function is a nested commutator in terms of the 4 independent Liouville
space pathways with their complex conjugates. In the next section we see how double sided
Feynman diagrams can give a diagrammatic description of the Liouville space pathways.

Double Sided Feynman Diagrams
To track the time evolution of the density matrix double sided Feynman diagrams can be
used are introduced in this section. Note we make use of phase matching here, and the
details of phase matching selection will be described in the following section.
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Figure 2.4 Representation of a double-sided Feynman diagram with pulse sequences
indicating incoming laser pulses and generated time delays (a) and corresponding ladder
diagram(b). Third-order Feynman diagrams following the Liouville pathways in eq(2.27 –
2.34) in (c).

The double-sided Feynman diagrams graphically represent the field matter interactions
on the ket and bra of the density matrix. An example of the double sided Feynman diagram
is shown in Figure 2.4(a). First, vertical lines indicate the time evolution of the ket and bra
of the density matrix. Second, incoming electric fields are shown as arrows and horizontal
lines represent field matter interactions. After three field-matter interaction, the signal is
emitted and is represented by a dashed arrow. Interaction on the right side indicates an
interaction on the right side of the density matrix and an interaction with the electric field
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with 𝑒 −𝑖𝜔𝑡+𝑖𝑘𝑟 . The interaction on the left acts on the density matrix from the left and an
interaction with the electric field with 𝑒 +𝑖𝜔𝑡−𝑖𝑘𝑟 . The interaction with the density matrix
can lead to transitions allowed by the selection rules. For the signal to be detected, the
emitted field must result in the creation of a population state. The arrow pointing towards
the system means an absorption of the corresponding side of the density matrix, while an
arrow pointing away means emission of the state. The ladder diagram corresponding to
the example double sided Feynman diagram is shown in in Figure 2.4(b). Here the
different states are represented by horizontal lines with the y axis representing energy,
arrows between states are represented vertically and time propagation of the field-matter
interactions follows left to the right horizontal-wise. Solid arrows mean interaction on the
ket side of the density matrix and dashed arrows mean interaction on the bra side of the
density matrix. In the ladder diagram, arrows pointing up and down indicates absorption
and emission between the states.

Phase-matching Conditions of 2DES
Phase matching conditions for the third-order spectroscopy is important to select valid
Liouville space pathways. For 2D spectroscopy, there are two main phase matching
conditions ( 𝑘 = ∓𝑘1 ± 𝑘2 + 𝑘3 ) for the incoming electric fields denoted by their
wavevectors. The k= −𝑘1 + 𝑘2 + 𝑘3 are referred to as rephasing pathways and the k =
+𝑘1 − 𝑘2 + 𝑘3 are referred to as nonrephasing pathways. In Figure 2.4(c), R1, R2, R*3, and
R*4 are all emitted in the rephasing direction (k = −𝑘1 + 𝑘2 + 𝑘3 ) and their complex
conjugates, R3, R4, R*1, and R*2 are all emitted in the nonrephasing direction (k= +𝑘1 −
𝑘2 + 𝑘3 ). For the rephasing pathways the sign of the wave vectors k 1 and k3 is reversed,
while for non-rephasing pathways the signs of k1 and k3 are the same. This leads to a phase
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relationship between the coherences that evolve during the t1 and t3 time periods. For the
rephasing signal the phase of the coherence(𝑒 +𝑖𝜙 ) during t3 (𝑒 +𝑖𝜔𝑡 ) is flipped compared
with the phase of the coherence (𝑒 −𝑖𝜙 ) during t1 (𝑒 −𝑖𝜔𝑡 ). It means the rephasing signal
generates an “echo”, while the nonrephasing pathways do not. The absorptive spectra has
contributions from both the rephasing and nonrephasing signals and is given by the
following expression:
𝑅𝑎𝑏𝑠 (𝑡3 , 𝑡2 , 𝑡1 ) = 𝑅𝑒[𝑅𝑅 (𝑡3 , 𝑡2 , 𝑡1 ) + 𝑅𝑁𝑅 (𝑡3 , 𝑡2 , 𝑡1 )]

(eq 2.35)

In measuring the 2D spectra in the pump-probe geometry purely absorptive lineshapes
(free of dispersive distortions) are obtained. When using background free BOXCARS
geometry, one must be sure to add the rephase and nonrephase signals so that there is no
contribution from the dispersive parts to the absorptive spectra (eq 2.35).

Fourier-transform Spectroscopy
In the time domain, resulted in consideration of the rotating wave approximation and
phase-matching condition the contributing Liouville space pathways are proportional to
the following,
𝑆(𝑘𝑠𝑖𝑔 , 𝑡3 , 𝑡2 , 𝑡1 ) ∝ 𝑅𝑒[𝑆 3 (𝑡3 , 𝑡2 , 𝑡1 )]

(eq 2.36)

To obtain the frequency domain representations of the data, Fourier-transformation is
used to convert the time domain into the frequency domain. When plug-in eq 2.37 into
2.36, absorptive 2D spectrum can obtained by the sum of rephasing signal ( 𝑆 𝑅 ) and
nonrephasing phase matching condition signal (𝑆 𝑁𝑅 ) (eq 2.37).
𝑆(𝑘𝑠𝑖𝑔 , 𝑡3 , 𝑡2 , 𝑡1 ) = 𝑆 𝑅 (𝑘𝑠𝑖𝑔 , 𝑡3 , 𝑡2 , 𝑡1 ) + 𝑆 𝑁𝑅 (𝑘𝑠𝑖𝑔 , 𝑡3 , 𝑡2 , 𝑡1 )
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(eq 2.37)

Using a 2D Fourier-transform both t1 and t3 from eq 2.38 results in a two-dimensional
spectrum. (see eq 2.39)
∞

∞

𝑆(𝑘𝑠𝑖𝑔 , 𝜔3 , 𝑡2 , 𝜔1 ) ∝ 𝑅𝑒 [∫ 𝑑𝑡1 ∫ 𝑑𝑡3 𝑆 3 (𝑘𝑠𝑖𝑔 , 𝑡3 , 𝑡2 , 𝑡1 )𝑒 𝑖𝜔1 𝑡1 𝑒 𝑖𝜔3 𝑡3 ]
−∞

𝑆(𝑘𝑠𝑖𝑔 , 𝜔3 , 𝑡2 , 𝜔1 )

∞

∞

∝ 𝑅𝑒 [∫ 𝑑𝑡1 ∫ 𝑑𝑡3 𝑆 𝑅 (𝑘𝑠𝑖𝑔 , 𝑡3 , 𝑡2 , 𝑡1 )𝑒 −𝑖𝜔1 𝑡1 𝑒 𝑖𝜔3 𝑡3
∞

−∞

(eq 2.38)

−∞

∞

−∞

(eq 2.39)

+ ∫ 𝑑𝑡1 ∫ 𝑑𝑡3 𝑆 𝑁𝑅 (𝑘𝑠𝑖𝑔 , 𝑡3 , 𝑡2 , 𝑡1 )𝑒 𝑖𝜔1 𝑡1 𝑒 𝑖𝜔3 𝑡3 ]
−∞

−∞

Various third-order nonlinear spectroscopies such as 2D spectroscopy, transient
absorption, and photon-echo spectroscopy are tools to measure the third-order response
functions experimentally. The way of extract the response functions differ by different
convolution of the electric fields of the incoming laser pulses in each technique. Many
nonlinear spectroscopies failed to complete the full characterization of the response
functions as some of the time delay variables in Eq. 2.39 are set to zero. One of the powers
in 2D spectroscopy is that it has the capability of characterizing the response functions
over the three different time variables. In addition 2D spectroscopy can resolve field
information of the signal including both the amplitude of the signal and the relative phase
information is obtained. Practically the use of Fourier transform spectroscopy requires a
phase-sensitive measure of the emitted signal. The spectrometer does a Fourier transform
of the signal and local oscillator, which is obtained by the intensity measurement of the
interferometry or photodetector. The intensity of the signal (𝐼𝑠𝑖𝑔 ) depends on both the
signal field and incoming local oscillator field.
2

2

∗
𝐼𝑠𝑖𝑔 ∝ |𝐸𝐿𝑂 + 𝐸𝑠𝑖𝑔 | = |𝐸𝐿𝑂 |2 + |𝐸𝑠𝑖𝑔 | + 2𝑅𝑒[𝐸𝐿𝑂
𝐸𝑠𝑖𝑔 ]
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(eq 2.40)

In the BOXCAR geometry, using dual array or chopper one can subtract the contribution
from the local oscillator. Another way is that to make the LO time delay very large so the
cross-term is highly oscillating in the frequency domain. In this case the contribution from
the local oscillator is removed by Fourier transformation along with t3, filtering the signal
and inverse FT back to the time domain. In the self-heterodyne case, used for the pumpprobe geometry, the first two field interactions come from the same pump pulse, so that t1
and 𝜙1 𝑎𝑛𝑑 𝜙2 are both zero, or have a well-defined phase. Moreover, phase
𝜙3 𝑎𝑛𝑑 𝜙𝐿𝑂 are both zero since both are from the same probe pulse. A grating or dispersive
optic frequency resolves the signal along the detection axes, interference between the
spatially dispersed Fourier components of the signal and LO are detected.

2DES Spectrum
In the previous sections I described how the three-field matter interactions leads to the
emission of a signal and the 2DES spectra. In this section I focus on introducing how
information regarding the dynamics that evolve during the t2 time manifest in the 2D
spectra. I will discuss model 2DES spectra and the interpretation of the peaks in the
spectra in addition to 2DES lineshapes using schematic 2DES spectra.

Model 2DES Spectrum
To demonstrate how information is represented in a 2DES spectrum, I consider the model
system shown in Figure 2.5. Following the energy diagram, we assume that a two-level
system for a dimeric molecular system (a,b) with an uncoupled chromophore (c) in the
same solvent environment. This model system would give rise to three peaks in the linear
absorption spectrum.
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Figure 2.5 Example of the system consisting of three energy state after photoexcitation along
with energy diagram (a) and the corresponding linear absorption spectrum (b). Nonlinear
spectroscopy measurements of this model system result in schematic spectrum snapshot: (c)
pump-probe spectrum and (d) 2DES spectrum. Two of representative Feynman diagram give
the possible scenario of light-matter interaction occurring on the 2DES pulse sequence and
indicate on a diagonal and a cross peaks of 2DES spectra by arrows.

For this model system different types of dynamics can be observed from the spectrum
measured by the time-dependent nonlinear spectroscopy such as pump-probe or 2DES. A
schematic pump-probe spectrum and corresponding 2DES spectrum are shown in Figure
2.5 (c) and (d). The pump-probe spectrum serves as a mirror image of steady-state
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absorption and emission spectrum of the system. When time evolves, the ground state
bleach (GSB) and stimulated emission (SE) change as population is transferred. Excitedstate absorption (ESA) can also be present depending on the system.
The 2DES spectrum includes the information we see in the pump-probe. In fact the
projection of the 2DES onto the 𝜔3 axis yields the pump-probe spectrum according to
projection slice theorem17. Diagonal peaks indicate the same resonance in excitation and
detection frequencies. In contrast, cross-peak features correspond to an observation of a
cross-correlation from one excitation arising by pump pulse and detection on the other.
Correlation of the 2DES spectral features can arise from a diversity of photophysical and
photochemical processes such as energy and electron transfer, solvent relaxation,
excitonic coupling, coherences, and vibrational transitions.
First, looking at the diagonal feature, as shown in the snapshot of frequency-frequency
correlation map at one later waiting time after photoexcitation, the three of peaks lie along
the diagonal correspond to the linear spectrum (see in Figure 2.5(c)). For example, the
double sided Feynman diagram of the GSB population corresponding to chromophore c is
represented in Figure 2.5(d).
Following the diagram, the system is excited creating a coherence between the ground
and excited state of state c during the t1 waiting time. The second pulse creates a
population on the ground state that is free to evolve under the field free Hamiltonian
during the t2 waiting time. The third pulse creates another coherence between the ground
and first excited state of state c during the t3 waiting time. The frequency of the coherence
during the t1 and t3 time periods is the same leading to a peak on the diagonal.
To demonstrate how population transfer presents in the 2DES spectrum of the model
system we can consider energy transfer from state b to c. Here we would expect to see a
growth in the crosspeak between state b and c as population is transferred from state c to
44

state b. The cross-peak position between b and c at the location below the diagonal arises
from downhill energy transfer. As shown in the double-sided Feynman diagram, energy
transfer occurs during the t2 waiting time after photoexcitation and is indicated as a dashed
horizontal line. Changes to the corresponding crosspeak above the diagonal in 2DES
spectra would result from uphill energy transfer. At very early times, crosspeaks indicate
that the two corresponding diagonal peaks have a common ground states. For example,
states a and b are excitonically coupled and have a common ground state. Here we observe
off-diagonal crosspeak features at early times and the time evolution of the crosspeaks
could report on exciton dynamics. In the next section, I will demonstrate how dynamic
information is represented in the lineshape changes of 2DES.

2DES Lineshapes: Homogeneous and Inhomogeneous Limit
Originated from a description of the dephasing of NMR transitions, a formula for the Kubo
lineshape was adapted to the describe the dephasing of vibrational transitions. It is useful
tool to depict the frequency fluctuation correlation function in eq 2.41.34

|𝜏|

〈𝛿𝜔(𝜏)𝛿𝜔(0)〉 = Δ𝜔2 𝑒 𝜏𝑐

(eq 2.41)

where Δω is the fluctuation amplitude and 𝜏𝑐 is the correlation time. The Kubo lineshape
function is obtained by the integration of the correlation function and gives the following:

𝑔(𝑡) = Δ𝜔2 𝜏𝑐2 [𝑒
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𝑡
−
𝜏𝑐

+

𝑡
− 1]
𝜏𝑐

(eq 2.42)

When the frequency fluctuation is in the fast modulation limit, Δ𝜔𝜏𝑐 ≪ 1, it called the
homogeneous limit. In the homogeneous limit, the Kubo lineshape function can simplify
1

to eq 2.45 with a pure dephasing time 𝑇2∗ = Δ𝜔2𝜏 ,
𝑐

𝑔(𝑡) = Δ𝜔2 𝜏𝑐2 𝑡 ≡

𝑡
𝑇2∗

(eq 2.43)

In this limit, the lineshape function is likely a 𝛿 − 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 and it creates the Lorentzian
lineshape with reverse 𝑇2∗ .
∞

𝐴(𝜔) ∝ 𝑅𝑒𝑎𝑙 ∫ 𝑒 𝑖(𝜔−𝜔01)𝑡 𝑒

𝑡
− ∗
𝑇2

1
𝑇2∗

=

(𝜔 − 𝜔01 )2 +

0

1
𝑇2∗ 2

(eq 2.44)

When the frequency fluctuation is slow, Δ𝜔𝜏𝑐 ≫ 1 the system is said to be in the
inhomogeneous limit and the lineshape function is given by the following:
𝑔(𝑡) =

Δ𝜔2 2
𝑡
2

(eq 2.45)

In this case, the lineshape function is independent of the correlation time and the
lineshape can be described with a Gaussian function with bandwidth Δ𝜔:
∞
Δ𝜔2 2
2 𝑡

𝐴(𝜔) ∝ 𝑅𝑒𝑎𝑙 ∫ 𝑒 𝑖(𝜔−𝜔01 )𝑡 𝑒 −

𝑑𝑡 ∝ 𝑒

(𝜔−𝜔01 )2
2Δ𝜔2

(eq 2.46)

0

For 2DES spectroscopy, as the system evolves from early waiting times to later waiting
times the molecule’s memory of its initial frequency is lost and a gradual shift in the
lineshape from inhomogeneous to homogeneous is observed. This is referred to as
‘spectral diffusion’.35-36 2D spectroscopy techniques have the advantage of observing the
lineshape change caused by spectral diffusion directly as a change in lineshape. This is
demonstrated through simulated 2DES spectra of a two- level system presented in Figure
2.6.
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Figure 2.6 Absorptive 2DES spectra (top row) of two-level system at three different waiting
time, 0.01 ps, 1 ps, and 5 ps, generated by Kubo lineshape function with correlation time
𝜏𝑐 = 1 𝑝𝑠, and fluctuation amplitude Δ𝜔 = 10 𝑝𝑠 −1 . Diagonal slices of each 2DES spectra
shown on the bottom row to depict spectral diffusion.

Using a Kubo line shape function simulated absorptive 2D spectra for a two level system
exhibit spectral diffusion through the lineshape changes from an early waiting time of
t2=10 fs to later waiting time of t2=5 ps. Frequency fluctuation correlation time decays on
𝜏𝑐 = 1 𝑝𝑠 . Diagonally elongated lineshape in early time indicates that frequency
correlation time 𝜏𝑐 is slower than t2 (𝜏𝑐 ≫ 𝑡2 ). The memory of the initial frequency is lost
when the waiting time increases, lineshape is broadening towards off-diagonal and
become round shape, where the correlation between 𝜔1 and 𝜔3 is no longer for time
relation (𝜏𝑐 ≪ 𝑡2 ). Slices taken along the diagonal of the 2DES spectra are displayed on the
bottom row for the representative waiting times of 10 fs, 1 ps and 5 ps. The slices
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correspond to the linear spectrum. The figure demonstrates the power of 2DES spectra
where dynamic information of the system is spread over two frequency axes 𝜔1 and 𝜔3
enabling for more direct information to be extracted.

Absorptive, Rephasing, and Nonrephasing Spectra of 2DES

Figure 2.7 Simulated 2DES spectra for rephasing part (top row), nonrephasing part (middle
row) and absorptive part (bottom row) of spectra. Columns of real (left column), imaginary
(mid column) and absolute value (right column). The 2DES spectra were generated by Kubo
lineshape function simulation for a two-level system.
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Figure 2.7 represents 2DES lineshapes of a two-level system for different phase matching
conditions, rephasing (top row), non-rephasing (mid row), and purely absorptive (bottom
row) spectra. In each column, the real (left) and imaginary (middle) part of the 2DES
spectra and the absolute value of the spectra where the sum of both real and imaginary
parts (right) are displayed. The 2DES spectra were generated using the Kubo lineshape
function (Mukamel’s book1 eq 8.15-8.16) with 𝜏𝑐 = 2 𝑝𝑠, Δ𝜔 = 20 𝑝𝑠 −1 and t2 = 1 ps.
Comparing the lineshapes of rephasing and nonrephasing spectra, the positive and
negative parts will conceal to give rise to the purely absorptive (or dispersive) lineshape.
In our experimental 2DES setup, the pure absorptive 2DES spectrum is directly obtained
by self-heterodyne detection via the pump-probe geometry setup. As shown in Myers et
al.27, using a pulse shaper to scan the t1 time delay allows for phase-cycling to improve the
signal-to-noise ratio as well as helping to separate the rephasing and nonrephasing
contributions.37-38 To recover the rephasing and nonrephasing spectra 2DES spectra data
is collected with the relative phase of the pump pulses at 0° 𝑎𝑛𝑑 90° by pulse shaping.
Inverse Fourier transformation along with the detection frequency and applying causality,
enables the following response functions to be obtained.
𝑆0° (𝑡3 , 𝑡2 , 𝑡1 ) ∝ 𝑅𝑅 (𝑡3 , 𝑡2 , 𝑡1 ) + 𝑅𝑁𝑅 (𝑡3 , 𝑡2 , 𝑡1 )

(eq 2.47)

𝑆0° (𝑡3 , 𝑡2 , 𝑡1 ) ∝ 𝑅𝑅 (𝑡3 , 𝑡2 , 𝑡1 ) + 𝑅𝑁𝑅 (𝑡3 , 𝑡2 , 𝑡1 )

(eq 2.48)

Combination of eq 2.49 and eq 2.50 can be used to extract the separated signals from
different phase matching conditions as follows:
𝑅𝑅 (𝑡3 , 𝑡2 , 𝑡1 ) ∝ 𝑆0° (𝑡3 , 𝑡2 , 𝑡1 ) + 𝑖𝑆90° (𝑡3 , 𝑡2 , 𝑡1 )

(eq 2.49)

𝑅𝑁𝑅 (𝑡3 , 𝑡2 , 𝑡1 ) ∝ 𝑆0° (𝑡3 , 𝑡2 , 𝑡1 ) − 𝑖𝑆90° (𝑡3 , 𝑡2 , 𝑡1 )

(eq 2.50)
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Fourier transform of 𝑡1 and 𝑡3 for the above combination provides the rephasing and
nonrephasing spectra. In the background free geometry of 2DES spectroscopy, it is hard
to achieve high phase stability of the signal and it is crucial to obtain absorptive spectra
for lineshape analysis. In this sense, 2D spectroscopy in the pump-probe geometry has a
great benefit where purely absorptive 2D spectra can be measured directly using phaselocked pulse pairs and the different rephasing and nonrephasing signals can still be
obtained.

Schematic 2DES Spectrum and Feynman Diagram
In this section, I discuss how double-sided Feynman diagrams can be used to interpret
2DES spectra. Six double double-sided Feynman diagrams are sown in Figure 2.8 where
each diagram corresponds to a pathway that gives rise to either a population or coherences
in the ground or excited states. For the model system, a displaced oscillatory, depicted in
Figure 2.8 is considered where there are two vibrational states accessible in the ground
and excited electronic states, there are a total of 32 Liouville space pathways that can
contribute to the signal, including 16 pathways for rephasing conditions and 16 pathways
non-rephasing conditions. The pathways can be categorized into 16 coherences and 16
populations during the t2 time period. In Figure 2.8(c), 6 of the 32 different pathways are
shown as examples to depict how different pathways have different t2 time dynamics and
how these pathways present in the 2DES spectra.
Each path shows on to the 2DES correlation map at six different peak positions (Figure
2.8(b)). To show where each peak will present in the frequency-frequency map of 2DES
spectra, the peaks are labeled as numbers that correspond to the double sided Feynman
diagrams and have color number coded positions on frequency-frequency map and
double-sided Feynman diagrams (Figure 2.8(b). The different peaks will evolve differently
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according to populations and coherences excited during the t2 time. For example, at peaks
at the 1-2 position, when considering the 32 different pathways, 4 different coherences will
contribute to this peak. For the peaks at the 3 and 6 positions, two different coherences
will contribute to each peak.

Figure 2.8 (a) Schematic energy level diagram for two-level system with transition dipole
moments labeled (b) Schematic frequency-frequency correlation 2DES map where the 6
different peaks are color coded to correspond to the (c) double sided Feynman diagram for
rephasing pathways (top) and in nonrephasing pathways (bottom). Among the 32 different
pathways, only 6 representative Liouville pathways are depicted as double sided Feynman
diagrams in this figure.
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Global and Target Kinetic Analysis for Ultrafast
Spectroscopy
Global and target analysis is a powerful tool for unraveling multiple simultaneous kinetic
processes probed with time resolved spectroscopic technique. 39
The detailed procedure for our global and target analysis for TA spectra is reported in Lee
et al (2020)40 and the detailed procedure for our global analysis for 2DES is given in Lee
et al (2018)41. I briefly summarize here.

Global and Target Analysis of TA spectrum
Global and target kinetic analyses are widely used for interpretation of ultrafast transient
absorption spectra.39 In chapter 6 applying a global analysis followed by a target analysis
to the transient absorption spectra of BODIPY-2I we extract the rate constants associated
with intersystem crossing. The global and target analysis were performed in MATLAB
using code written by our group. Free software programs such as Glotaran42 are also
commonly used by ultrafast spectroscopy groups to perform global and target analysis to
analyze time-resolved spectra.
For our analysis, the code written in Matlab and was performed based on following eq 2.53.
The built-in lsqnonlin function in MATLAB was used to minimize R and to obtain the
optimized parameters for eq 2.53, where 𝜓𝑠𝑝𝑒𝑐 is the measured transient absorption
spectra, N is the effective concentration of the components and describes how the system
evolves as a function of time, and E is the spectra. The solution is obtained by aid of the
Moore-penrose pseudoinverse problem.43-45
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𝑅 = ‖𝝍𝑠𝑝𝑒𝑐 − 𝑁𝐸𝑇 ‖

2

(eq 2.51)

The first step to performing a global and target analysis is to extract decay associated
spectra (DAS). To extract the exponential decay rate constants (tn), we first extract DAS
and their corresponding timescales (eq. 2.52). Then using these extracted decay time
constants to extract evolutionary associated spectra (EAS) and rate constants. The results
of the EAS analysis inform a spectro-temporal analysis which is required to model with
specific targeted kinetics details where spectral profiles associated with the GSB, SE and
ESA of TA spectra are determined. The different fitting models are given in Table 2.1, using
the Jablonski diagram of BODIPY as an example. Note that number of the exponential
time decays n is decided based on a SVD analysis.
𝑁𝑐𝑜𝑚𝑝

𝜓𝑠𝑝𝑒𝑐 (𝜆, 𝑡) = ∑ 𝐴𝑛 (𝜆)𝑒 −(𝑡⁄𝑡𝑛)

(eq 2.52)

𝑛=1

Using information gained from the DAS, we perform an EAS analysis to extract the rate
constants associated with intersystem crossing. The EAS spectra includes a sequential
compartment global kinetic model so it differs from parallel independent rate relations of
the DAS. Note that the solution of both EAS and SAS model can transform as a linear
combination of DAS solutions The sequential two-compartmental kinetic model used in
the EAS analysis is depicted in the Jablonski diagram shown in the 4th column of Table
2.1, where the S1 state can undergo intersystem crossing to populate the triplet state (T)
or decay to the ground state. After intersystem crossing occurs the triplet state can then
relax back to the ground state. With this kinetic model we have three rate constants, the
rate constant for intersystem crossing (kISC), the rate constant associated with the
relaxation of the S1 state (kS1), and a long time (non-decaying) component associated with
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the relaxation of the triplet state (kT). We employ a combined spectro-temporal model to
extract the how the different spectral components evolve.

Table 2.1 Global and target kinetic analysis of the transient absorption spectra of BODIPY-2I
and Jablonski diagram for BODIPY-2I
Kinetic
Analysis

𝜳 = 𝑵𝑬𝑻

Decay
Associated
Spectra
(Global)

𝛹
= 𝑁𝐼 𝐷𝐴𝑆 𝑇

Evolution
Associated
Spectra
(Global)

𝛹
= 𝑁𝐼𝐼 𝐸𝐴𝑆 𝑇

Fitting Transition Model in Matrix

𝑑 𝑁1 (𝑡)
𝑘
[
]=[ 1
0
𝑑𝑡 𝑁2 (𝑡)

Species
Associated
Spectra
(Target)

𝛹
= 𝑁𝐼𝐼𝐼 𝑆𝐴𝑆 𝑇

0 exp (−𝑘1 𝑡)
][
]
𝑘2 exp (−𝑘2𝑡)

𝑑 𝑁𝑆1 (𝑡)
𝑘
[
] = [ 𝑠1
𝑘
𝑑𝑡 𝑁𝑇 (𝑡)
𝐼𝑆𝐶

𝑤ℎ𝑒𝑟𝑒

𝑑𝑁
𝑑𝑡

𝑑𝑁
𝑑𝑡

0 𝑁𝑆1 (0)
][
]
𝑘𝑇 𝑁𝑇 (0)

= 𝐾𝑁 , 𝑁 = exp (𝐾𝑡)

𝑁 (𝑡)
𝑑 𝑆1
[ 𝑁𝑇 (𝑡) ]
𝑑𝑡
𝑁𝑆0 (𝑡)
𝑘𝑓
0
= [𝑘𝐼𝑆𝐶 𝑘𝑝
0
0

𝑤ℎ𝑒𝑟𝑒

Jablonski diagram for BODIPY-2I

0
𝑁𝑆1 (𝑡)
0 ] [ 𝑁𝑇 (𝑡) ]
𝑘𝑓 + 𝑘𝑝 𝑁𝑆0 (𝑡)

= 𝐾𝑁 , 𝑁 = exp (𝐾𝑡)

Singular Value Decomposition (SVD) of TA and 2DES
Applying a singular value decomposition using the built-in SVD function in MATLAB to
the transient absorption spectrum we can resolve the number of components required for
the kinetic analysis. The SVD decomposition of ψ(λ, t) spectra for transient absorption
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spectra of our data in matrix notation is shown in eq. 2.53, where (Sn) are the singular
values, (Vn) are the spectral vectors, and (Un) are the temporal vectors.
𝑛𝑐𝑜𝑚𝑝

𝜓𝑠𝑝𝑒𝑐 (𝜆, 𝑡) = ∑ 𝑈𝑛 (𝑡) 𝑆𝑛 𝑉𝑛𝑇

(eq 2.53)

𝑛=1

Moreover, before performing the 2D-DAS we first estimate the number of components
from a singular value decomposition (SVD) performed on the 2DES spectra of system. For
the 2D-SVD analysis the data are reshaped from a three-dimensional matrix to a 2D
matrix 𝜓2𝐷𝐸𝑆 (𝜆(𝜆1,𝜆3) , 𝑡2 ) where 𝜆(𝜆1 ,𝜆3) indicates a slice along the λ3 axis for a given λ1. The
SVD decomposition of 𝜓2𝐷𝐸𝑆 spectra in matrix notation is given by eq. 2.54.39, 46
𝜓2𝐷𝐸𝑆 (𝜆(𝜆1,𝜆3) , 𝑡2 ) = 𝑈 𝑆 𝑉 𝑇

(eq 2.54)

Here 𝜓2𝐷𝐸𝑆 is the reshaped 2DES matrix with dimensions of [f x (m∙n)]. (see section 2.7.3
for more details regarding matrix reshaping). U and V are orthogonal matrices. The left
matrix U has dimension of [f x f] and contains the temporal singular vectors in columns.
The right matrix, V, has dimensions [(m∙n) x (m∙n)] and includes the spectral singular
vectors in columns. S is a diagonal matrix with dimensions of [f x (m∙n)] that contains the
singular values along the diagonal.

Procedure of Global Kinetic Analysis for 2DES
In chapter 4 applying a 2D global analysis to the 2DES spectra of cyanobacterial PSI and
simple model 2DES spectrum we extract the exponential decay timescales associated with
energy equilibrium. The global analysis was performed in MATLAB using code written by
our group. A description of the procedure follows.
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Applying a global analysis to the 2DES spectra of PSI, we assume that the 2DES spectra
can be described as the sum of N exponential decays that have a corresponding amplitude
An for each λ1, λ3 coordinate. This is described mathematically by eq. 2.55, where
𝜓2𝐷𝐸𝑆 (𝜆1 , 𝜆3 , 𝑡2 ) is total experimental 2DES spectra and 𝐴𝑛 (𝜆1 , 𝜆3 ) is nth 2D-DAS spectral
component among N number of distinguishable 2D-DAS components associated with the
decay time constants 𝑡𝑛 .
𝑁

𝜓2𝐷𝐸𝑆 (𝜆1 , 𝜆3 , 𝑡2 ) = ∑ 𝐴𝑛 (𝜆1 , 𝜆3 )𝑒 −(𝑡2 ⁄𝑡𝑛)

(eq 2.55)

𝑛=1

To extract the 2D-DAS and time constants we apply the following procedure using MatLab,
which is based on previous studies.39, 47-50 This global analysis procedure is based on the
variable projection algorithm method in time resolved spectroscopy.39, 43, 47, 49, 51-52

Figure 2.9 Schematic description of the 2D-DAS analysis procedure. Downsampled 2DES data
𝜓2𝐷𝐸𝑆 (𝜆1 , 𝜆3 , 𝑡2 ) is reshaped as the matrix 𝜓2𝐷𝐸𝑆 (𝜆𝜆1 ,𝜆3 , 𝑡2 ) in order to apply a global fitting
procedure based on the variable projection method. Here we are considering 2DES spectra as
a series of pump-probe data sets and performing a multiset analysis. The temporal
components tn are extracted from a fitting procedure and the corresponding amplitude
components An are determined. The data is then reshaped back into the tree-dimensional form
yielding the 2D-DAS spectral maps.

A schematic illustrating the 2D-DAS procedure is given in Figure 2.9. As shown in Figure
2.9 to apply the 2D global analysis we treat the 2D data set as a multiset data structure
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where we consider a t2 time-dependence of a slice along the λ 3 axis for a given λ1 point as
one data set. Here we first reshape the 2DES data from a three-dimensional matrix as a
function of λ1, λ3, t2 to a 2D matrix, where a slice along the λ 3, axis for a given λ1 is plotted
as a function of t2. The reshaped matrix is a function of λ(λ1, λ3), where λ(λ1, λ3), has a length
equal to the (length of λ1) x (the length of λ3). For example λ(λ1=680, λ3) indicates a slice along
the λ3 axis at λ1=680 nm. The resulting reshaped 2DES spectra are given by Eq 2.56. This
structure is akin to a multiset data structure, where different slices along the λ 3 axis for a
given λ1 point share the same time-dependent profile.48

𝑁

𝜓2𝐷𝐸𝑆 (𝜆(𝜆1,𝜆3) , 𝑡2 ) = ∑ 𝐴𝑛 (𝜆(𝜆1,𝜆3) )𝑒 −(𝑡2 ⁄𝑡𝑛)

(eq 2.56)

𝑛=1

Reshaping the 2DES spectra results in a 2D matrix where the columns vary as a function
of wavelength and the rows vary as function of time, similar to the data organization for
pump probe spectra. In this sense the reshaped 2DES data can be thought of as a multiset
of pump-probe spectra for which the pump excitation frequency is varied, but where both
high frequency and temporal resolution are maintained.
Equation 2.56 can be written in matrix form eq 2.57 where 𝝍2𝐷𝐸𝑆 is a matrix with
dimensions of [(m∙n) x f] where m is the length of λ 1, n is the length of λ3, and f is the length
of the t2 vector. A is a matrix that gives the wavelength dependent amplitudes and has
dimensions of [N x (m∙n)] where N is the total number of components in the system. D is
a matrix describing the exponential temporal evolution ( 𝐷 = 𝑒 −(𝑡2 ⁄𝑡𝑛 ) ) and has
dimensions of the [f x N].
𝝍2𝐷𝐸𝑆 = 𝐷𝐴𝑇
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(eq 2.57)

In general, to extract the 2D-DAS and temporal parameters the time constants associated
with the decay matrix D are estimated by minimizing the following function:
𝑅 = ‖𝝍2𝐷𝐸𝑆 − 𝐷𝐴𝑇 ‖2

(eq 2.58)

To minimize Eq. 2.58 the spectral components are estimated according to the following
expression, Eq. 2.59, for a given set of time constants.
𝐴𝑇 = (𝐷′𝐷)−1 𝐷′𝝍2𝐷𝐸𝑆

(eq 2.59)

where (𝐷′𝐷)−1 𝐷′ is known as Moore-Penrose pseudoinverse.43-45 eq. 2.58 can now be
written in terms of the temporal components by substituting eq. 2.59 into eq. 2.58 to yield
the following form for the sum of squares equation (eq 2.60):

𝑅 = ‖𝝍2𝐷𝐸𝑆 − 𝐷(𝐷′𝐷)−1 𝐷′𝝍2𝐷𝐸𝑆 ‖2

(eq 2.60)

The last term denotes the linear projection of 𝜓2𝐷𝐸𝑆 on the column space of D and the
objective function is called the variable projection functional. 43, 45, 51, 53 We have used the
built-in lsqnonlin function in MatLab which solves non-linear least squares problems to
determine the tn parameters that globally minimize the sum of squares equation given in
eq. 2.56.

53

The extracted tn components describe how the different spectral components

evolve in time. The extracted tn components are subsequently used to determine the
spectral components An according to Eq. 2.59. The spectral components are then reshaped
into their 2D form to yield the 2D-DAS. From the minimization of the sum of squares
equation Eq. 2.60 we determined the values of the different decay times tn that minimized
the function along with their corresponding spectral components An which are the 2DDAS.
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Chapter 3.
2DES and TA Spectroscopy Setup

Overview
This chapter gives a detailed description of our experimental setup, including details
required to construct and align the 2DES and WLPP spectrometers, along with the theory
behind the optical phenomena employed. The complete experimental procedures
obtaining 2DES and WLPP spectra are presented in the last of this chapter.

Noncollinear Optical Parametric Amplification (NOPA)
Noncollinear phase-matched optical parametric conversion is a key to generate the
femtosecond ultrafast laser pulses with the broadband wavelength coverage where the
range covers the targeted excitation frequency of the system. BBO is a common nonlinear
birefringent used to generate light in the frequency range from UV to mid-IR to be used
for time-resolved nonlinear optical spectroscopy. For nonlinear time-resolved
spectroscopy a Noncollinear Optical Parametric Amplifier (NOPA) can be used to generate
tunable broadband pulse in visible range. The background knowledge for constructing and
aligning a NOPA is given in the following section where parametric amplifiers will be
discussed from a fundamental physical viewpoint.
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Nonlinear Second Order Susceptibility
In previous chapter we addressed that optical nonlinearity is correlated to nonlinear
response of electrons in a material to an optical field and the nonlinear optical
characteristics are defined by its nonlinear susceptibilities (see eq 2.3 in chapter 2). The
nonlinear susceptibilities 𝜒𝑛 (r, t) are real tensors that are dependent on time and space.
There is intrinsic full permutation symmetry for frequency-dependent nonlinear
susceptibilities in nonlinear medium as we discussed in eq 2.6-2.7. Moreover, the
susceptibilities are independent on the frequencies and this permutation symmetry is
called Kleinman symmetry. Second order susceptibility χ(2) obeys Kleinman symmetry:
(2)

(2)

(2)

𝜒𝑖𝑗𝑘 (𝜔3 ; 𝜔1 , 𝜔2 ) = 𝜒𝑗𝑖𝑘 (𝜔3 ; 𝜔1 , 𝜔2 ) = 𝜒𝑘𝑖𝑗 (𝜔3 ; 𝜔1 , 𝜔2 )
(2)

(2)

(eq 3.1)

= 𝜒𝑖𝑗𝑘 (𝜔1 ; 𝜔3 , −𝜔2 ) = 𝜒𝑖𝑗𝑘 (𝜔2 ; 𝜔3 , −𝜔1 )
Commonly experimental second order susceptibilities of optical materials are described
in terms of nonlinear coefficients dijk under index of refraction. The relation of coefficient
dijk and the second order susceptibility χ(2) is following as:

𝑑𝑖𝑗𝑘 =

1 (2)
𝜒
2 𝑖𝑗𝑘

(eq 3.2)

Kramers-Kronig Relations: Parametric vs. Nonparametric
To understand the frequency dependence on real and imaginary parts of nonlinear
susceptibility on the material resonance Kramers-Kronig relations are used1 A real
frequency dependent susceptibility characterizes to optical interactions, it is called
‘Parametric’. If the imaginary part of the complex frequency dependent susceptibility
informs to optical interactions, it is called ‘nonparametric’. In a parametric process, there
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is no exchange of energy between the optical field and the medium. In this sense total
optical energy and material state of medium are conserved. 1-2
The parametric linear process does not couple fields of different frequencies and the
susceptibility can be written as a function of a single frequency, 𝜒 (1) (ω) and the energy is
conserved. Compare with that, in a parametric nonlinear process, nonlinear coupling can
lead to energy exchange between different frequency components by the real susceptibility
𝜒 (2) (𝜔3 ; 𝜔1 , 𝜔2 ) where the total energy from all of the interactions is conserved.

Second Order Nnonlinear Optical Processes
The real part of second order frequency dependent nonlinear susceptibility
𝜒 (2) (𝜔3 ; 𝜔1 , 𝜔2 ) are involved in second order nonlinear processes in nonlinear optics, such
as following eq 3.3-3.6. All of processes are required to follow phase matching conditions.
2-3

Second Harmonic generation (SHG)

𝜒 (2) (2𝜔 = 𝜔 + 𝜔)

(eq 3.3)

Sum frequency generation (SFG)

𝜒 (2) (𝜔3 = 𝜔1 + 𝜔2 )

(eq 3.4)

Difference frequency generation (DFG)

𝜒 (2) (𝜔2 = 𝜔3 − 𝜔1 )

(eq 3.5)

Optical parametric amplification (OPA)

𝜒 (2) (𝜔2 = 𝜔3 − 𝜔1 )

(eq 3.6)

Optical Parametric Amplification (OPA)
One of the most common optical parametric amplification devices used in ultrafast
spectroscopy is called an optical parametric amplifier (OPA) and it works in a similar
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fashion to a difference frequency generator (DFG).3 To introduce the OPA understanding
DFG in a nonlinear optical medium is important. In DFG, one photon at an input
frequency ω1 is generated to mix with a photon at a higher frequency, ω3, to output one
photon at the different frequency ω2. In other words, optical waves at ω1 and ω3 in a
nonlinear optical medium can generate output wave at the different frequency 𝜔2 = 𝜔3 −
𝜔1 . (see Figure 3.1)

Figure 3.1 Different frequency generation (DFG) configuration

The amplitude equations related to this DFG are as following 2-3,
𝑑𝐴1 2𝑖𝜔12 𝑑𝑒𝑓𝑓
=
𝐴3 𝐴∗2 𝑒 −𝑖∆𝑘𝑟
𝑑𝑟
𝑘1 𝑐 2

(eq 3.7)

𝑑𝐴2 2𝑖𝜔22 𝑑𝑒𝑓𝑓
=
𝐴3 𝐴∗1 𝑒 𝑖∆𝑘𝑟
𝑑𝑟
𝑘2 𝑐 2

(eq 3.8)

1

Where the ∆k = 𝑘3 − 𝑘1 − 𝑘2 , and 𝑑𝑒𝑓𝑓 = 2 𝜒 (2) is the optical coefficient.
To perform nonlinear optical interaction the phase matching conditions are important to
consider. For efficient coupling between optical waves in second-order nonlinear
interactions, the phase matching condition is determined by the relationship of the
interacting frequencies 𝜔3 = 𝜔1 + 𝜔2 is:
𝑘3 = 𝑘1 + 𝑘2
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(eq 3.9)

The perfect phase matching condition for DFG is when ∆k = 𝑘3 − 𝑘1 − 𝑘2 = 0 , as
satisfying the relation 𝑘3 = 𝑘1 + 𝑘2 , 𝑤ℎ𝑒𝑟𝑒 𝑘3 > 𝑘1 > 𝑘2 . In other words, from this phase
matching condition for parametric nonlinear processes, optical power is converted among
the interacting waves efficiently. Wave vectors satisfy vector conservation as shown in
different phase matching conditions collinear (in Figure 3.2a) or noncollinear (in Figure
3.2b). In collinear phase matching condition, all wave vectors are parallel. In noncollinear
phase matching, those are not parallel.

Figure 3.2 Phase matching condition in collinear (a) and noncollinear (b) for second order
process (𝑘3 = 𝑘1 + 𝑘2 )

In the case of OPA, the process is basically the same as DFG in the sense that the input
waves at ω1 and ω3 have a similar relationship, but the purpose is the amplification of the
signal at the input frequency ω1 rather than the generation of the wave at ω2. Note that if
only one input wave ω3 exists, then that process is generally called optical parametric
oscillation (OPO).
Commonly optical parametric amplification is involved in a device called an optical
parametric amplifier (OPA). Here there are two input waves at frequencies ω1 and ω3. OPA
is designed to amplify the input seed wavevector (k1) at ω1. From the phase matching in a
BBO crystal between k1 at frequency ω1 and k3 at frequency ω3, the photon energy of pulse
(ω3) split up to generate output wave ω2 and amplified output wave ω2. In this OPO process,
the pulse (k3) have high intensity and high frequency at ω3, is called the ‘pump’ input beam.
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The amplified pulse output (output k 1) by the phase matching at the BBO between lower
seed pulse (k1) with the pump pulse (k3), it is called ‘signal’ output beam (k1) at frequency
ω1 with lower intensity and lower frequency than the pump beam. From the OPO process
Another generated output beam at frequency ω1 via OPO is called ‘idler’. The pump photon
energy split into a signal and idler by OPO process, the process follows the expression
(ωidler = ωpump - ωsignal, where that follows the order of intensity and amplitude ωpump> ωsignal
> ωidler).
OPA can be used to generate near infrared wavelengths with tunable high energy short
pulses. In general, the pump is much stronger than the signal in OPA, so the tunability of
OPA can be controlled by the frequency condition. From this point, phase matching
conditions are important to control the efficiency of output frequency of OPA. When DFG
phase matching condition addressed in eq 3.7-3.8 is rewritten for OPA, the coupled
equations with initial conditions are 𝜀1 (0) ≠ 0 and 𝜀2 (0) = 0 as below.
𝑑𝜀1
𝜔12 ∗
= 𝑖( 2
𝜒 𝜀 ) 𝜀 ∗ 𝑒 −𝑖Δ𝑘𝑧 = 𝑖𝜅12 𝜀2∗ 𝑒−𝑖Δ𝑘𝑧
𝑑𝑧
𝑐 𝑘1,𝑧 𝑒𝑓𝑓 3 2

(eq 3.10)

𝑑𝜀2∗
𝜔22 ∗ ∗
= 𝑖 (− 2
𝜒 𝜀 ) 𝜀 𝑒 𝑖Δ𝑘𝑧 = 𝑖𝜅21 𝜀1 𝑒 𝑖Δ𝑘𝑧
𝑑𝑧
𝑐 𝑘2,𝑧 𝑒𝑓𝑓 3 1

(eq 3.11)

Both 𝜀1 and 𝜀2∗ have solutions as below.
𝜀1 (𝑧) = 𝜀1 (0)𝑐𝑜𝑠 (𝛽𝑐 𝑧) = 𝜀1 (0)𝑐𝑜𝑠ℎ (𝜅𝑧)

𝜀2∗ (𝑧) =

𝑖𝜅21
𝑖𝜅21
𝜀1 (0)𝑠𝑖𝑛 (𝛽𝑐 𝑧) =
𝜀 (0)𝑠𝑖𝑛ℎ (𝜅𝑧)
𝛽𝑐
𝜅 1
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(eq 3.12)

(eq 3.13)

𝜔 𝜔 |𝜒𝑒𝑓𝑓 |2

Where 𝛽𝑐 = √(𝜅12 𝜅21 ) = 𝑖𝜅 , and κ = √2𝑐 3𝜖1 𝑛2

0 1,𝑧 𝑛2,𝑧 𝑛3,𝑧

𝐼3 in the phase matching condition.

In this sense, the intensities of the pump, signal and idler correspond with the phase
matching condition as,
𝐼1 (l) = 𝐼1 (0) cosh2 𝜅𝑙
𝐼2 (l) =

𝐼3 (l) = 𝐼3 (0) −

(eq 3.14)

𝜔2
𝐼 (0) sinh2 𝜅𝑙
𝜔1 1

(eq 3.15)

𝜔3
𝐼 (0) sinh2 𝜅𝑙 ≈ 𝐼3 (0)
𝜔1 1

(eq 3.16)

Noncollinear Optical Parametric Amplifier (NOPA)
Recently, OPAs generated by amplified Ti:sapphire lasers have played important roles for
the performing of tunable high energy femtosecond pulses with a broad spectrum range
from the UV to the IR. The OPAs have the resolution around 100 fs typically and short
bandwidth around few nanometers.4-5 The pulse duration can be shorted to ~50 fs in IR
range, but in the visible region the OPA is limited in is bandwidth and therefore temporal
resolution.6
Recently developed technique using modification of OPA is called ‘Noncollinear optical
parametric amplifier (NOPA)’ which can generate even shorter pulses by generation of
ultrabroadband pulse in visible wavelength range.3-4, 6-8 In a NOPA setup, femtosecond
pulses can be generated with broad range of wavelengths between 470 nm and 750 nm in
a type-I BBO pumped by frequency doubling a 800 nm pulse generated from 1-kHz Ti:
Sapphire amplifier.5 A seed frequency is generated by a white-light continuum.9-10 As
special characteristic of NOPA is that broad band laser pulses can be generated, leading to
the prospect of generating very short (below sub-10 fs in visible range) pulses upon
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compression. Same as OPA, noncollinear phase matching conditions are the key to the
tunable ultrashort pulses and high conversion of the NOPA with the sufficient large
amplification bandwidth. These characteristics bring a high temporal resolution, ease of
intensity control with suppressing the noise as advantages in various applications in
ultrafast time-resolved nonlinear spectroscopy fields.
The NOPA can generate tunable ultrabroadband sub-50 fs visible pulse to perform pumpprobe experiments with high resolution. It can be applied to time-resolved optical
spectroscopy where it is powerful tool to investigate excited-state dynamics occurring on
the fastest (sub-100fs) time scale.3 Standard spectroscopic setups using nanosecond or
longer timescales cannot detect very initial ultrafast energy transfer processes since it is
too fast to resolve. However, using this NOPA setup with a properly compressed pulse, the
temporal resolution required to observe the ultrafast photoinduced processes can be
obtained.

Figure 3.3 Schematic of home-built NOPA setup in Anna group
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The Scheme of the home-built NOPA experimental setup in the Anna group is shown in
Figure 3.3. The output of a 800 nm 1KHz pulse from the Ti:Sapphire laser is split by a
beamsplitter (Reflection:Transmittance = 90:10), the reflected pulse passes through a
BBO and undergoes SHG to generate a 400 nm pump. The other 10% of the beam is used
to generate a white light continuum. Vertical polarization of the pulse in 800 nm
wavelength use for type I SHG phase-matching in a BBO crystal (cut-angle 29.2º) to
generate horizontal polarized 400 nm pump pulse. The 400 nm blue light pulse is going
to serve as the pump for the NOPA.
To generate the white light continuum, the 10% of the 800 nm beam is focused into a 2
mm thick sapphire crystal. The output of sapphire crystal can have homogeneous high
quality white-light supercontinuum. A schematic view of homogeneous whitelight
continuum is depicted in Figure 3.3. Note that the white-light continuum can be made
from not only the sapphire crystal but also CaF2, D 2O/water, or YAG. The different
materisals lead to whitelight continuums with different frequency ranges. Using sapphire
white-light can be generated to cover the range from 475 nm to 800 nm. Using CaF2
generates a broader range of white-light on blue side, but it needs to be translated
continuously to prevent damage. The whitelight continuum generated is collimated by a
spherical mirror and focused into the NOPA BBO to act as seed (idler).
When the pump and idler are overlapped in time and space in the NOPA BBO (type-I BBO
with cutting angle 27.2º), we can generate a broadband output beam (signal) by tuning
the angle of BBO. Altering the timing match between the pump and idler can choose the
pulse wavelength range as different portions of the WL are overlapped at different times.
Proper cutting angle of BBO and the alignment of the input beam angle are the key to
generate broad bandwidth NOPA pulse, we will see how we decide the NOPA BBO angle
and pump pulse’s incident angle in the next paragraph.
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There are two key components to generate the broadband output signal from a NOPA
setup: the cutting angle of the BBO and the angle between the 400 nm pump and weak
input signal. As laid out by Manzoni et al11, the noncollinear phase matching bandwidth
∆ν is the key parameter dictating the minimum pulse width obtained from an OPA. ∆ν is
proportional to the inverse group velocity mismatch between signal and idler pulses,

∆ν ∝

1
|1⁄𝑣𝑔,𝑠𝑖𝑔 − 1⁄𝑣𝑔,𝑖𝑑𝑙 |

,

where 𝑣𝑔,𝑠𝑖𝑔 = 𝑣𝑔,𝑖𝑑𝑙 𝑐𝑜𝑠Ω

(eq 3.17)

For visible OPAs with the SHG of 800 nm servicing as the pump and the idler pulse at ωi
begins to near the near-IR, this leads to the signal pulse moving to a larger group velocity
and thus a narrowing in the bandwidths. To circumvent this issue, a noncollinear
geometry can be used such that the pump, signal, and idler are propagating along different
directions to add an angle Ω between signal and idler wave vectors.3, 12(see Figure 3.4 a)
This enables broadband phase matching when

𝑣𝑔,𝑠𝑖𝑔 < 𝑣𝑔,𝑖𝑑𝑙 . The three relevant

wavevectors for the pump, signal, and idler and optic axis relations are represented in eq
3.18-3.19 and the relative directions of the wavevectors are depicted with labels in Figure
3.4 as pump (kpump), idler (kseed) and signal (ksig).
𝑘𝑝 = 𝑘𝑠 + 𝑘𝑖

𝑘𝑝 cos 𝛼 = 𝑘𝑠 + 𝑘𝑖 cos Ω ,

𝑘𝑝 sin 𝛼 = 𝑘𝑖 sin Ω

(eq 3.18)

(eq 3.19)

The equations 3.18-3.19 can be represented as the sum of the vectors shown in Figure
3.4(a). In practice, the signal wave is in the visible region, angle (𝛼) between the wave
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vector of pump and signal is important to know for the calculation of phase matching
condition in the noncollinear geometry.

Figure 3.4 Graphical wavevectors directions with optical axis and angle (a). Scheme of second
order nonlinear interaction in BBO crystal with 2 incoming pulses in OPA (c) and in NOPA (d).
Phase matching curves for OPA (d) and NOPA (e) in visible wavelength range for different
pump-signal angle 𝛼 = 3.7° for NOPA and zero for OPA.

Figure 3.4(b) and (c) shows the two incoming pulses, pump pulse and weak signal pulse,
travelling through the BBO crystal without pump tilting angle (𝛼=0) for OPA and with
tilted pump angle for NOPA. In the NOPA setup in our group a pump pulse at 400 nm is
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used and a seed pulse is generated from a white-light supercontinuum is used to generate
the ultrabroadband visible NOPA output. Alignment of NOPA can be optimized by tuning
the pump-signal angle and the group velocities of signal and idler are matched to reach
the angle for broadband phase matching. The SNLO program13 is helpful for calculating
the phase matching angle for NOPA generation in a BBO. The SNLO program was used to
obtain the phase matching signal angle (𝜃(°)) as a function of wavelength for an OPA (𝛼
=0°) and NOPA (𝛼=3.7°). The results are plotted in Figure 3.4(e) for the NOPA and for
comparison with the OPA condition the OPA phase matching results are plotted in Figure
3.4(d). Calculated phase matching results shows that vertically polarized seed pulse and
horizontally polarized pump pulse are perpendicularly aligned (type I phase matching)
and that the bandwidth is optimized (maximized) by setting the pump tilting angle to 𝛼 =
3.7° in a type I BBO crystal cut for the noncollinear phase matching condition. In the
visible range with a pump tilt angle 𝛼 = 3.7° the broadest band coverage for a BBO can be
obtained. Based on the graph, the BBO cut angle is 27.2° for NOPA generation. Figure
3.4(e) was calculated using this BBO cut-angle When the tilting angle is set to zero the
OPA output signal is calculated. We find that the bandwidth is narrowed when compared
to the NOPA (see Figure 3.4(d)). Compared with the OPA case, the NOPA output can
generate a much broader bandwidth covering a range from 500 nm up to 750 nm in the
visible wavelength region. This section demonstrates that a NOPA can be used to obtain
tunable ultrafast pulses with the broad range in visible wavelength region.
The result of the spectrally tunability of our homebuilt NOPA is shown in Figure 3.5 where
the spectra have been normalized. The ultrabroadband laser pulse from the NOPA setup
generates pulses in the visible to use for time-resolved spectroscopy. The output of the
NOPA pulse bandwidth is ~150 fs. To obtain transform limited pulses the NOPA output
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needs to be compressed. Our experimental pulse compression uses a single grating, single
prism compressor, and grism compressor to obtain ultrafast pulses in the 10-30 fs range.

Figure 3.5 The spectral tunable of our home-built NOPA output is demonstrate by plotting the
spectra for different alignments

Pulse Compression
We use three different compressor setups to compensate for the higher order phase
imparted on the beam through the NOPA generation (including the optics and crystals).
The probe pulse is compressed by combining a single grating14 and a single prism
compressor15. The pump pulse for 2DES is compressed by a grism compressor setup14
which is a combinations of a pair of transmissive gratings and prisms in one unit. Using
the gratings and prims we can remove the phase imparted on the electric field of the pulse
generated by the NOPA. The result is near transform limited pulses with a duration of 10-
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30 fs depending on the spectral bandwidth. In this section I introduce the principles
behind the pulse compression schemes.
I will first look at the effect of dispersion derivation by following Trebino’s FROG book. 16
When an incoming pulse (𝐸𝑖𝑛 (𝜔)) travels through a dispersive medium such as sapphire
crystal or polarizer made with fused silica glasses, higher order phase terms are added to
the emerging pulse (𝐸𝑜𝑢𝑡 (𝜔)) by the material. This is described mathematically in eq 3.20
𝐸𝑜𝑢𝑡 (𝜔) = 𝐸𝑖𝑛 (𝜔)𝑅(𝜔)𝑒 −𝑖𝜑𝑚𝑎𝑡𝑡(𝜔−𝜔0 )

(eq 3.20)

where 𝑅(𝜔) is an amplitude scaling factor and 𝜑𝑚𝑎𝑡 (𝜔 − 𝜔0 ) is the term for the spectral
phase added by nonlinear optics or crystals. This spectral phase can be described by a
Taylor expansion with the carrier frequency of the pulse as follows,

𝜑𝑚𝑎𝑡 (𝜔 − 𝜔0 ) = 𝜑0 + 𝜑1 (𝜔 − 𝜔0 ) + 𝜑2

(𝜔 − 𝜔0 )2
(𝜔 − 𝜔0 )3
+ 𝜑3
+⋯
2
6

(eq 3.21)

The spectra phase is related to the group velocity (𝑣𝐺 ). The group velocity of a material is
defined as first derivative of the frequency with respect to the propagation through the
material, k (eq 3.22), where we have taken into account that 𝜑(𝜔) = 𝑘(𝜔)𝐿 with the
nonlinear medium having a pathlength of L and propagation constant k,
𝑣𝐺 = 𝑑𝜔/𝑑𝑘

(eq 3.22)

Now we consider that the group velocity can be related to the effect of the medium
dispersion by introducing the frequency dependent group delay. Group delay dispersion
(GDD) is proportional to the third order term of the group velocity:
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𝑑

1

𝐺𝐷𝐷 𝑜𝑟 𝐺𝑉𝐷 ∝ 𝑑𝜔 (𝑣 ) when 𝜑2 (𝜔) = 𝑘2 (𝜔)𝐿
𝐺

(eq 3.23)

Group delay dispersion(GDD) is also known as group velocity dispersion (GVD)
corresponding to the second derivative of phase term ( 𝜑2 (𝜔) = 𝑘2 (𝜔)𝐿 ). Third order
dispersion (TOD) is introduced by the fourth term applying quadratic phase across the
pulse. TOD is related to the derivative of third order phase term (𝜑3 (𝜔) = 𝑘3 (𝜔)𝐿). In this
sense the GDD and TOD can describe the dispersion resulting from a beam passing
through a material.

Figure 3.6 Pulse autocorrelation measured by TG-FROG: (a) the pulse when the NOPA output
is not compressed (b) the pulse having highly positive second order chirp (c) the pulse having
with high third order dispersion.

By measuring the spectrum and autocorrelation for a gaussian pulses, the GDD and TOD
can be determined from analysis of the sonogram, the frequency of the pulses plotted as a
function of delay time as shown in Figure 3.6. For the pulse having high negative GVD
(Figure 3.6(a)), the lower frequency part is arriving before the higher frequency
components. This is referred to a negative “chirp”. For the pulse having large positive GVD
(Figure 3.6(b)), the higher frequency component arrives before the lower frequency
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component. This is referred to as a positive “chirp”. When the pulse does not have any
GVD but does have TOD, the pulse has a boomerang shape as shown in Figure 3.6 (c). As
the sign of the TOD chirp changes, the boomerang shape changes direction. To gain the
fast pulse time duration, and a transform-limited pulse, the pulse should have a zero GVD
and TOD. TO remove the GVD and TOD, optical elements with opposite signed GVD and
TOD properties can be used to “compress” the pulse, compensating for the spectral phase
added by the optical elements in the experimental setup. 17-18

Table 3.1 Examples of material phase parameters for fused silica, fused silica prism pair, and
grating pair based on utilizing approach of Fork et al and other papers16-18.

Material

𝜆 (𝑛𝑚)

𝑑2 𝜑2
𝑑𝜔2

(fs2), GVD

𝑑3 𝜑3
𝑑𝜔3

(fs3), TOD

Fused Silica (L=1 cm)

600

550

240

Sapphire (L=2 mm)

600

180
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FS Brewster Prism pair (dp=50 cm)

600

-760

-1300

Grating pair (dg=20 cm, d=1.2 𝜇𝑚)

600

-8.2x104

1.0x105

Table 3.1 gives the parameters for GVD and TOD for a 1 cm thick fused silica window and
2 mm thick sapphire window. The GVD and TOD are associated with optic materials and
as such are different. For fused silica (FS) case, GVD is 550 fs 2 and TOD is 260 fs2 at the
pulse wavelength 600 nm when the thickness of the FS is 1 cm. Sapphire for the NOPA
whitelight generation, has GVD is 180 fs2 and TOD is 276 fs2 in 2 mm thick. Note that in
visible and near IR pulse range all optical materials have a positive GDD. To remove the
dispersion associated with the material and obtain an ultrafast short pulse a prism and
grating pair (given in a condition of thickness of material or a distance (d) for each prism
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or grating pair calculated by following Fork et al paper18) can be used to remove the GVD
and TOD so that eq 3.24 can be satisfied.

𝜑𝑖𝑛𝑝𝑢𝑡 + 𝜑𝑝𝑟𝑖𝑠𝑚 + 𝜑𝑔𝑟𝑎𝑡𝑖𝑛𝑔 = 0

(eq 3.24)

Table 3.1. shows that negative phase terms can added by using a grating and prism
compressor. First to make negative GVD we can consider the use of a prism or grating.
When the pulse propagates through the prism, the beam is dispersed and angular
dispersion yields negative GDD. The second order phase from the prism can be written as
the following,
𝑑2 𝜑
𝜆3
𝑑𝑛 2
𝑑2 𝑛
=
4
(−2𝑑
(
)
+
𝑑
)
𝑝
𝑝
𝑑𝜔 2
2𝜋𝑐 2
𝑑𝜆
𝑑𝜆2

(eq 3.25)

Vary the distance between the apex of first and the apex of second prisms (d p) and angle
𝑑𝑛

associated with the dispersed pulse after the first prism (𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝛽 = −2 𝑑𝜆 ∆𝜆) can
adjust the negative GDD.
The GVD and TOD from a pair of Brewster angle prisms is given as an example in Table
3.1.19 The experimental setup of the prism compressor device was developed originally
using a 4 prisms combination as shown in Figure 3.7(a).14-15, 17 The alignment of the
distance and angle between the prisms can be quite difficult in this setup because of the
high degree of freedom for 4 individual optics, insertion distances, distances between the
prisms, and angles of each prisms. The parameter space can be decreased by folding the
pathway using the roof mirror as shown in Figure 3.7(b). Using a hollow cube
retroreflector mirror the pathway and degree of freedoms decreases even more in a
compact single prism compressor by Akturk et al 15. This case gives a great advantage of
control the total dispersion, for example pulse magnification is not an issue.
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Figure 3.7 Schematic assembly of prism compressor setup: (a) with 4 prisms (2 pair), and (b)
2 prisms (1 pair).

In addition to a prism compressor, a diffraction grating can also lead to a negative GDD
(see table Table 3.1). In a diffraction grating pulse compressor negative GDD can be
estimated with the following equation,
𝑑𝑔
𝑑2 𝜑
𝜆3
=
−
2
2
2
𝑑𝜔
2𝜋𝑐 𝑑𝑠𝑝 𝑐𝑜𝑠 2 (𝛽)

(eq 3.26)

where dg is the separation distance between the grating and larger dg induces the larger
negative GDD. Dsp is grating spacing and it is same for all the gratings in the setup. In our
group, we adapted a single grating compressor device (see Figure 3.8(b)) using a grating
made of BK-7 glass, 600 grooves per mm, and a blaze angle of 11.3 degrees with an
aluminum coating (Richardson Gratings, 1 inch by 1 inch size). As shown in Table 3.1, a
grating compressor offers more second order phase term compensation than a prism
compressor. However, the grating adds more of the positive TOD so a prism compressor
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is also needed to compensate for the TOD term with opposite sign.17 We note that the
prism compressor along cannot fully compensate the GDD without imparting TOD, this is
why a prism/compressor pair is needed.

Figure 3.8 A single grating (b) and a single prism (a) pulse compression setup by following
Chauhan et al.14 (c) The autocorrelation measured by PG-FROG results in a compressed pulse
after passing through the compression setup.
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In our experimental setup, a single grating and a single prism compressor as shown in
Figure 3.8 are used to compress the FWHM ~150 fs pulse generated by the NOPA. Our
compressor setup can compensate the GDD and TOD of the pulse effectively resulting in
pulses with FWHM pf 10-30 fs. The grating and prism compressor can be combined into
one optical component for pulse compression. This combination is called a ‘grism’ where
a transmissive grating is attached to one face of a prism as shown in Figure 3.9. Insertion
and tuning of the prism and grating pair unit is not separable, but it is very compact
compressor with a small footprint on the optical table. In our group we adapted a pair
grism compressor setup14, 20-21 to pre-compensate the GVD and TOD for of visible pulse
shaper used in the 2DES experiment.

Figure 3.9 Schematic a grism pair pulse compressor setup.
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Pulse Characterization (PG-FROG and SHG-FROG)
Frequency resolved optical gating (FROG) techniques are used to measure characterize
the pulses. Trebino et al.16, 22 introduced various FROG based techniques to measure the
spectral phase and time profile of through different phase retrieval algorithms. FROG
methods measure the pulse electric field using a gate based on an instantaneous nonlinear
response of a nonlinear medium, including nonlinear crystals (BBO) but also the
nonresonant solvent response (for example in methanol). There are several different ways
of measure the pulse duration using FROG techniques, and the differences lie in the
instantaneous susceptibility from different geometries and different nonlinear medium.
First method we use for pulse characterization is ‘polarization gated frequency resolved
optical gating (PG-FROG)’. PG-FROG uses the polarization of the incoming beams to
characterize the pulses. The beams are arranged in a noncollinear geometry, similar to the
geometry used to perform pump-probe spectroscopy. The incoming pulses set the
polarization using waveplate and polarizer with pump pulse set to the 45 degree
polarization and probe pulse set to horizontal. Both the pump and probe pulses pass
through the nonlinear medium such as methanol solvent with a fast third-order
susceptibility. Placed a vertically set polarizer on the probe beam path after the sample cell
so that the probe beam is not detected by the spectrometer and only detect the signal.
When the two pulses are spatially and temporally overlapped, the nonlinear medium acts
as an instantaneous waveplate, changing the polarization of the probe beam so that it can
pass through the “analyzing” polarizer and be detected by the spectrometer. In this sense
the presence of the pump pulse acts as a "gate” pulse in the medium, inducing a change in
the birefringence and an autocorrelation can measure the delay between the pump and
probe pulses. This can be described mathematically with the following equation with the
gate function (g(𝑡 − 𝜏) = 𝐸(𝑡 − 𝜏)2 ) the PG-FROG trace is given,
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2

∞

∑ ( 𝜔, 𝜏) ≡ |∫ 𝐸(𝑡)𝑔(𝑡 − 𝜏) 𝑒𝑥𝑝(−𝑖𝜔𝑡) 𝑑𝑡|
𝐸

(eq 3.27)

−∞

The result of PG-FROG is intuitive and straightforward to read the phase variation from
the shape of the pulse as a function of time and frequency. An example of the output of a
PG-FROG measurement is shown in previous Figure 3.6 and Figure 3.8(c). Since the PGFROG measurement follows the pump-probe geometry it is easier to align when compared
to other measurements which require phase-matching in a nonlinear crystal. Another
FROG method we adapted for autocorrelation of the pulses is ‘sum frequency generation
frequency resolved optical gating (SFG-FROG)’. With a 100 μm BBO crystal using second
order nonlinearity response between pump and probe pulses we gained signal response
when the pulses are overlapped in time. The gate function of the SFG-FROG is given by
g(𝑡 − 𝜏) = 𝐸(𝑡 − 𝜏). Advantages of this method is high sensitivity causing from the second
order nonlinearity compared with PG-FROG required third order nonlinearity which is
weaker. The intensity of the cross-correlated signal relies on energy of the input pulses.
However, this SFG-FROG has difficulties to read the phase distortion intuitively. The
cross-correlation traces of the pump and probe pulses used for 2DES measurements will
be given as a time resolution information in the next chapters.

Pulse Shaper (Dazzler)
For performing 2DES spectroscopy in pump-probe geometry an acousto-optic
programmable dispersive filter (AOPDF), we use the DAZZLER pulse shaper from the
Fastlite Co., is used to transform the pump pulse into two phase locked pulses with a
programmable time delay t1. The DAZZLER system consists of an acousto-optic crystal
module, a RF arbitrary waveform generator to send an acoustic waveform into the TeO 2
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crystal, and the computer-controlled program. The DAZZLER uses the birefringence of a
2.5 cm thickness of TeO2 crystal to shape the input beam by computer controlled acoustooptic pulse. To modulate the time delay both the amplitude and phase of the incoming
pulse are “shaped” by the pulse shaper. In the 2DES setup, TeO 2 crystal with thickness 2.5
cm in the AOPDF pulse shaper adds second order group velocity dispersion of 21138 fs 2
and a third order dispersion of 10975 fs3 to the incoming pump pulse.23-24 As such, before
passing through the pulse shaper (Dazzler, Fastlite) the pulse is pre-compensated for this
dispersion by passing through a grism compressor20.

Figure 3.10 Schematic of the AOPDF Dazzler pulse shaper used to generate the t1 time delay
between two pulses. This figure modified based on Verluise et al24 and Monmayrant et al25.

Operating the Dazzler pulse shaper is simpler than a spatial light modulator (SLM) pulse
shaper using dispersive gratings to separate the various frequencies in space. The
DAZZLER has the advantage of having a compact setup and an inline beam geometry
related to one crystal birefringence.23 When an acoustic pulse is sent to a crystal by a
piezoelectric transducer amplifier, it can create “diffraction patterns” by phase matching
with acoustic frequency. The input pulse is diffracted by following the ordinary fast axis
by a single phase matched acoustic frequency with the broadband acoustic pulse. By
diffraction of the acoustic output through acousto-optic interaction, the different spectral
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components can be switched to the extraordinary axis at different positions in the crystal.
(see Figure 3.10) Phase and amplitude at this acoustic frequency are transferred to the
diffracted optical beam. The diffracted beam and residual direct beam are separated by
the angle.
AOPDF pulse shaping gives optimal control of pulse modulation and phase cycling used
to scan the t1 axis, remove scatter and the background required to obtain 2DES
spectroscopy in the pump-probe geometry. This makes it possible to gain purely
absorptive spectra automatically in 2DES spectroscopy. Additional advantages of pulse
shaper which is pulse compression by control the high order phase terms. In addition,
when the GDD and TOD of the TeO2 is pre-compensated the pulse shaper can be used to
scan the t2 time delay in addition to the t1 time delay in order to take small t2 steps sizes to
sample coherent oscillations.

Experimental 2DES Spectroscopy Setup
Two-dimensional electronic spectra were obtained from our 2DES experimental setup in
the pump-probe geometry yielding absorptive 2D spectra. Our experimental setup is based
off of previous designs26-29, where a pulse shaper is used to scan the t1 time delay between
two pump pulses (E1 and E2). A schematic of our experimental setup is shown in Figure
3.11.
A home-built NOPA5, 30 converts the 100 fs, 800 nm pulses of a 1KHz, Ti:Sapphire laser
(Coherent Libra, 4W) to the visible spectral region. The spectral tunability of our
homebuilt NOPA is shown with details of NOPA setup in section 3.2 of Figure 3.5. The
NOPA output passes through a 50/50 beam splitter that separate the beam into two paths:
the transmitted pulse acts as pump pulse and the reflected pulse acts as probe pulse.
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Figure 3.11 Scheme of our group’s 2DES spectrometer.

After NOPA generation, we are using three different compressor setups to compensate for
the phase induced by the NOPA generation optics and crystals. The probe pulse is
compressed by combining a single grating14 and a single prism compressor15 resulting in
pulse duration of 10-30 fs depending on the spectral bandwidth. Before passing through
the pulse shaper (Dazzler, Fastlite), the pump beam first passes through a grism
compressor20. The grism setup helps pre-compensation of pump pulse for the dispersion
induced by the TeO2 crystal of the pulse shaper. The pulse shaper generates two phaselocked pulses that are delayed by timing t1. An acousto-optic programmable dispersive
filter pulse shaper (DAZZLER, FASTLITE) scans with a programmable time delay (t1)
between two pump pulses (E1 and E2) ranging from 0 to sub -100 fs in 0.2~0.40 fs step
sizes for the different systems. The pulses are generated with relative phase differences.
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The spectral bandwidth and pulse compression is fine-tuned by adjusting the spectral
phase with the DAZZLER.24
All 2DES experiments were performed with the pulses set to the magic angle polarization:
half waveplate for the pump pulse set to 54.7° (with respect to the probe), and the probe
polarizer set to horizontal (parallel to the optical table) by inserting half-waveplates and
polarizers into the beam paths. Two parabolic mirrors (PM 1 and PM2) act to focus the
pump pulse pair and probe beam at the sample cell and collimate the resulting signal. The
pump energy is typically set to 2~3 times power of the probe pulse energy. After the sample
medium, the signal (Esig) follows the probe path and is spectrally resolved via an Andor
Spectrometer (Shamrock 500i, grating: 150 l/mm blazed for 500 nm) and resolved the
image onto a charge-coupled device (CCD) camera (Newton DU970 P-FI, Andor). 2D
spectra are collected using the partially rotating frame with a rotation frame frequency at
350 THz26 The frame frequency can change depending on absorption profile of the sample.
We are using the following four phase cycling scheme to remove the background and
scattering (0-0, 0-π, π-π, π-0) for each t1 delay.27, 31 For each t1 step with a given phase
relationship 50-100 shots are typically averaged. The population time delay (t2) can be
stepped either through a computer-controlled translation stage (Newport ILS250cc, XPS
Q8) using customized time range in time step sizes of 7 fs or with the DAZZLER pulse
shaper when smaller step sizes are required. The incoming pulses were characterized with
PG-FROG and SFG-FROG yielding a temporal duration of sub 10-30 fs for the crosscorrelation between the pump and probe pulses. The pulse is characterized using PGFROG and SFG-FROG with nonlinear medium of methanol and a BBO crystal respectively.
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Experimental Transient Absorption Setup

Figure 3.12 A schematic of the experimental setup for our transient absorption spectrometer

A schematic representation of our experimental setup for the transient absorption
spectrometer is shown in Figure 3.12. To obtain transient absorption spectra, the pump
and probe pulses are generated from the output of a Ti:Sapphire laser(Coherent Libra),
which generate the specs of , repetition rate of 1kHz, 4W, 800 nm, and ~100 fs pulse. A
portion of the 800 nm output is directed towards a home-built NOPA to generate the
pump pulse. The spectrally tunable NOPA output generation is explained the details in
previous section 3.2 of this chapter. For the TA experiment, the NOPA output is spectrally
tuned to overlap with the systems absorption maximum. The NOPA output is compressed
to 10-30 fs and compression details are discussed in the previous sections. A white-light
continuum is used as a probe pulse and is generated by focusing a portion of the 800 nm
laser output into a 2 mm thick c-cut Sapphire crystal. The white-light continuum
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generated by Sapphire crystal spans a spectral range from 450-750 nm in visible region.
The white-light continuum was compressed with an isosceles prism pair 19 by using the
spectral fringes between the scatter of the pump and probe pulses after passing through a
25 µm pinhole as a reporter for the temporal width.
The transient absorption spectra were obtained with pump powers of ~35 nJ at 525 nm
and probe powers of ~ 0.5 nJ. The waiting time between the pump and probe pulses was
scanned from -10 ps to 1.2 ns in 1 ps time steps with a computer-controlled translation
stage (Newport ILS250cc, XPS Q8). The step size was chosen to characterize the system
based on the timescale of the photophysics being probed. For each waiting time, every
other pump pulse was blocked by a mechanical chopper operating at 500 Hz. The probe
pulse with the pump on and off was spectrally resolved by a spectrometer (Andor, Newton
EMCCD: DU970P-FI). For each waiting time 1000 probe spectra were collected (500
pump on, 500 pump off pairs). The transient absorption spectra reported are from the
average of 500 pump on, pump off pairs collected at a given waiting time. All the transient
absorption measurements were performed with pulses set to the magic angle polarization,
54.7°.
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Chapter 4.
Ultrafast Equilibrium Energy Transfer of
Cyanobacterial PSI Complex
The work presented in this chapter has been published in the following paper:
Yumin Lee, Michael Gorka, John H. Golbeck, and Jessica M. Anna*,
“Ultrafast

Energy

Transfer

Involving

the

Red

Chlorophylls

of

Cyanobacterial Photosystem I Probed through Two-Dimensional Electronic
Spectroscopy”, Journal of the American Chemical Society, 2018, 140, 37,
11631-11638.

Overview
In this chapter 2DES spectroscopy is applied to PSI isolated from different cyanobacterial
species to investigate the initial photoinitiated processes. PSI complexes were selectively
chosen from two cyanobacteria where the PSI complexes differ in the number and
absorption of the red chlorophylls in order to gain further insight into the ultrafast energy
transfer in PSI leading to the near unity quantum efficiency of this system. Extracting the
time constants associated with energy transfer, electron transfer, and charge separation
has proven difficult due to issues with temporal and spectral congestion of this system. I
applied 2DES to PSI complexes to alleviate some of the spectral congestion allowing for
additional information to be extracted. By applying a global analysis to the 2DES spectra
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of the PSI complexes 5 different 2D-Decay Associated Spectra (2D-DAS) were extracted
including a very fast relaxation (~50 fs) among the bulk antenna chlorophylls. Various
photoinitiated energy transfer processes are observed through analyzing the 2D-DAS of
each component associated with different timescales. By simulating 2DES spectra and
applying a global analysis I demonstrated how equilibration presented in a 2D-DAS
spectra. This information was used to interpret the 2D-Das spectra of PSI. The 2D-DAS of
the PSI complexes show two different timescales of ultrafast energy equilibration
involving the red chlorophylls: a 200 fs femtosecond followed by a 2-4 ps picosecond
component.

Photosystem I Isolated from Cyanobacteria
Photosystem I (PSI) is an efficient and robust solar energy converter. 1-3 This naturallyoccurring light harvesting complex uses tightly packed chlorophyll molecules to absorb
photons and transfer the excitation energy to a reaction center where charge separation
takes place with near unity quantum efficiency. 4-5 Under physiological conditions, the
charge separated state of PSI drives oxygenic photosynthesis through the reduction of
ferredoxin that is eventually linked to carbon fixation.1, 6 When isolated, the energetic
charge separated state is long-lived and researchers have harnessed the solar energy
converting capabilities of PSI by directly incorporating this natural photosynthetic
complex into photovoltaic devices and biohybrid technologies for generating solar fuels. 7
Deciphering the mechanism by which PSI creates this charge separated state is
fundamental to understanding its near unity quantum efficiency and in turn could lead to
further development of PSI based technologies for solar energy conversion. Over the past
few decades many ultrafast experimental and theoretical studies have focused on
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unraveling the mechanism of energy transfer and charge separation in cyanobacterial PSI
complexes.3,8-11 These studies have resulted in a deeper understanding of the
photoinitiated processes of PSI; however, there still remain questions regarding the
mechanism of light harvesting in this system.3

Figure 4.1 The 2.8 Å resolution crystal structure of PSI from cyanobacterium Synechocystis
sp. PCC 6803 in (a) monomeric form along with the (b) reaction center cofactors (PDB code
4kt0)12. (c) Normalized linear absorption spectra of cyanobacterial PSI complexes from PCC
7002 (green line) and PCC 6803 (blue line) along with the incoming laser pulses (pump pulse
green shaded area, probe pulse orange shaded area). The maximum absorption of the Q y(0,0)
transition and the P700 special pair are shown as solid lines. The red chlorophyll pools for PCC
7002 are shown as a dashed red line and for PCC 6803 as dotted red lines.

Red Chlorophylls in Different Cyanobacterial PSI
The unanswered questions can be attributed to the structural complexity of PSI and the
overlap of temporal processes in this system.1, 3, 11 The structure of PSI in monomeric form
is show in Figure 4.1.12 Each PSI trimer contains ~300 chlorophyll molecules tightly
packed within the protein scaffold.12-13 The chlorophyll molecules lie in different protein
environments, where slight changes in the local electrostatics can lead to shifts in
transition energies. In addition, the tight packing leads to the formation of excitonic states,
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where chlorophylls can act as dimers or trimers with the electronic wavefunctions
delocalized over two or three molecules, respectively. The result is a heterogeneous
distribution of transition energies associated with the chlorophyll molecules.14-20 In the Qy
spectral region, the bulk of the chlorophyll molecules contribute to the main peak centered
at 678 nm (Figure 4.1) and transfer energy downhill towards the P700 special pair (Figure
4.1). This downhill energy transfer is typical for light harvesting complexes.3, 6, 21 However,
an interesting characteristic of cyanobacterial PSI complexes lies in the presence of a few
groups of strongly coupled chlorophyll molecules with transition energies that lie lower
than that of the P700 special pair. These chlorophylls are referred to as “red” chlorophylls
and are known to be species dependent, with the number of red chlorophyll pools and
associated transition frequencies varying among species.9, 22-25 The red chlorophylls act to
increase the absorption cross-section of PSI, but they also act to compete with energy
transfer to the reaction center. In PSI, energy transfer among the bulk antenna
chlorophylls, red chlorophylls and the reaction center, along with charge separation and
electron transfer all occur on timescales of femtoseconds to picoseconds.1, 3, 6, 8-11, 23, 26 The
resulting spectral congestion and overlap of these temporal processes have led to the
proposal of different kinetic models and rate constants associated with energy transfer and
charge separation.

Studying Ultrafast Dynamics of PSI
Applying 2DES to PSI complexes acts to alleviate spectral congestion by spreading spectral
information over two frequency axes, while maintaining high temporal resolution.27-29
previous studies have demonstrated the power of this technique in investigating energy
transfer in PSI complexes.30-31 We have expanded on these studies by applying 2DES
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spectroscopy to trimeric PSI complexes isolated from two different cyanobacterial strains.
The PSI complexes were chosen because they differ in the number and transition
frequencies of the red chlorophylls, with PSI from Synechococcus sp. PCC 7002 containing
one red chlorophyll pool that absorbs at 708 nm 32 and PSI of Synechocystis sp. PCC 6803
containing 2 red chlorophyll pools that absorb at 706 nm and 714 nm. 33 The 2DES spectra
are interpreted through a global analysis where 2D-Decay Associated Spectra (2D-DAS)
are extracted. The 2D-DAS are consistent with previous pump-probe measurements,10-11,
34-37

but resolve additional information through the presence of crosspeaks. As

demonstrated with a model system, equilibration results in a characteristic 2D-DAS
spectral pattern with the crosspeak positions providing direct information regarding the
transition energies of the states involved in energy equilibration. In applying this
information to the analysis of the 2D-DAS of PSI, we observe two pathways of energy
equilibration involving the red chlorophylls: a fast 200 fs component followed by a 1.6-3.7
ps component. The 1, 3 coordinates of the crosspeaks indicate that these pathways
involve different chlorophyll molecules. When comparing the results of the two different
PSI complexes we observe similar pathways of energy flow that occur on different
timescales.

Experimental Methods
Photosystem I Sample Preparation
Purified PSI trimers from Synechococcus sp. PCC 7002 and Synechocystis sp. PCC 6803
were isolated using previous methods.38 Synechococcus sp. PCC 7002 and Synechocystis
sp. PCC 6803 were grown in A+ and β-HEPES buffer, respectively. Cells were grown to an
OD730 of >2.0 in 10 L of growth media. The cells were harvested by centrifugation at 7000
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x g, and lysed by three passes through a M-110EH-30 microfluidizer processor
(Microfluidics). Cell debris was subsequently removed by another spin at 7000 x g.
Thylakoid membranes were collected via ultracentrifugation for 1 hour at 158,000 x g and
4C; membranes were frozen in 20% glycerol and stored at - 80 °C until use. Membranes
were solubilized with 1% (w/v) n-dodecyl β-D-maltoside (β-DDM) for 1 h at 4 °C in the
dark and purified over a 5-20% sucrose density gradient containing 0.05% β-DDM that
was spun at 28,000 rpm for 16 hours using a Beckman SW 32 Ti rotor. The trimeric band
was collected and dialyzed for 4 hours against 50 mM Tris-HCl buffer (pH 8.3), and
subsequently wash/concentrated over a 100 kDa ambicon. The resulting solution was
pelleted on a second 5-20% sucrose density gradient that lacked β-DDM. The pelleted PSI
was resuspended in 50 mM Tris buffer at pH 8.3 containing 20% glycerol and 0.05% βDDM and stored at -80 °C until use.
PSI Samples were prepared in 50 mM Tris buffer, pH 8.3, containing 0.05% n-dodecyl βD-maltoside (β-DDM) and 5 mM sodium ascorbate as a sacrificial electron donor. Prior to
analysis, the samples were clarified by centrifugation for 5 minutes at 3500 rpm and 4°C.
UV/VIS spectra were obtained, and the protein concentration was adjusted to have an OD
of 0.6 at 680 nm for PCC 7002 and 0.67 at 680 nm for PCC 6803 in a quartz cuvette having
a pathlength of 1 mm. Optical densities and pathlengths were chosen based on previous
ultrafast studies performed on PSI complexes.36, 39-40

2DES Experimental Setup Conditions for PSI
Our experimental apparatus for obtaining 2DES is described in detail in chapter 3. Here I
briefly introduce the experimental conditions used for obtaining 2DES of PSI. 2DES was
performed in the pump-probe geometry yielding absorptive 2D spectra. The collinear
pump-beams were kept at a half angle of less than 0.3 degrees with respect to the probe
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beam with a spot size of ~60 m (FWHM) at the sample ensuring minimal distortions
associated to the 2DES spectra.41 A programmable acousto-optic dispersive filter pulse
shaper (DAZZLER, FASTLITE) scans the t1 time delay from -50 fs to 0 fs with a 0.20 fs
step size for both PSI samples. We applied 4 phase-cycling42 to remove the background
and scattering. The measurements were performed using a partially rotating frame with a
frame rotation frequency of 350 THz. The t2 waiting time was scanned from -2 ps to 300
ps in various time steps with a computer controlled delay stage (NEWPORT ILS250cc,
XPS Q8). The incoming pulses were characterized with SFG-FROG yielding a temporal
duration of 23 fs for the cross-correlation between the pump and probe pulses as shown
in Figure 4.2.

Figure 4.2 Projection of the cross-correlated SFG-FROG spectra of the pump and probe pulses
onto the time axis

The pulse polarization condition for all 2DES scans was set to the magic angle polarization:
54.7° for the pump pulse (with respect to the probe), and the probe and analyzer polarizer
were set to horizontal (parallel to the optical table). The pump pulses were measured to be
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21 nJ before the sample (10.5 nJ per pump pulse) and the probe pulse was measured to be
10 nJ. Power-dependent pump–probe spectra and 2DES measurements were performed
to confirm that the extracted time scales are not dominated by annihilation effects.
Samples were measured in a flow quartz cuvette cell having a pathlength of 1 mm
(STARNA, 48-Q-1) using a flow rate of 1.3 mL/min. Power dependent pump-probe spectra
and 2DES measurements were performed to confirm the extracted timescales are not
dominated by annihilation effects.

Linear Absorption Spectrum of PSI
The UV/VIS spectra of trimeric PSI complexes from Synechococcus sp. PCC 7002 (green
line) and Synechocystis sp. PCC 6803 (blue line) are displayed in Figure 4.1 for the Q band
spectral region associated with the chlorophyll molecules. The Qy(0,0) band, the vibronic
Qy(0,1) band, and the Qx band peak at 678, 639, and 596 nm, respectively. As we are
interested in probing energy transfer among the excited states of different chlorophyll
molecules the pump and probe pulses used in the 2DES measurements were tuned to
overlap with the Qy(0,0) transition. Representative spectra of the pump (green shaded area)
and probe pulses (orange shaded area) are shown in Figure 4.1(c). We note that varying
the tuning of the incoming pulses can lead to changes in the extracted timescales and as
such the same spectral tunings were employed for comparison of both PSI complexes.
As discussed above, the Qy(0,0) band is spectrally broadened. The main contribution to the
Qy(0,0) transition peaking at 678 nm (green line, Figure 4.1) is from the antenna, or bulk,
chlorophyll. The P700 special pair absorbs at 700 nm (blue line, Figure 4.1). The linear
spectra in this region are similar for both PSI complexes. However, the spectra differ in
the region to the red of the reaction center, with PSI of Synechocystis sp. PCC 6803 having
larger absorption intensity in the 700-720 nm region when compared to that of PSI of
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Synechococcus sp. PCC 7002. The variations in this spectral region arise from differences
in the number of red chlorophyll pools and their associated transition frequencies, with
Synechococcus sp. PCC 7002 containing one red chlorophyll pool absorbing at 708 nm 33
(red dashed line) and Synechocystis sp. PCC 6803 containing two red chlorophyll pools at
706 and 714 nm32 (red dotted lines).

2DES of Cyanobacterial PSI Complexes
Representative 2DES spectra at three different waiting times, t2 = 40 fs, 1 ps, and 20 ps,
are displayed in Figure 4.3 for both PSI complexes (PCC 7002 (top), and PCC 6803
(bottom)).

Figure 4.3 2DES spectra of PSI complexes isolated from PCC 7002 (top) and PCC 6803
(bottom) at three different waiting times t2 = 40 fs, 1 ps, and 20 ps. The t2 dependent
amplitudes for different 1,3 coordinates are shown in the final panel for a t 2 time up to 50 ps
and the inset shows a t2 time up to 100 ps. The 13 coordinates for the traces are indicated as
colored dots on the t2 = 20 ps 2DES spectra. The dashed lines indicate the transition
frequencies of the maximum absorption in the linear spectrum (green), the absorption of the
P700 special pair (blue), and the absorption of the red chlorophylls (red).
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The main peak on the diagonal is assigned to the Q y(0,0) transition of the chlorophyll
molecules. Due to the bandwidth of the incoming laser pulses, we also observe a crosspeak
in the Qy(0,0) 3 region at λ1 = 640 nm arising from the vibronic transition, Qy(0,1). We do not
observe clear Qy(0,1) transition on the diagonal due to the tuning of the incoming laser
pulses and the overlap with the negative excited state absorption. As we are interested in
energy transfer among the excited states of different chlorophyll molecules, we focus our
analysis on the ground state bleach associated with the Qy(0,0) band.
To aid in interpretation of the 2DES spectra dashed lines are superimposed to indicate
relevant transition frequencies and are labeled according to wavelength. The maximum
absorption of the Qy(0,0) band in the linear spectrum is indicated with a dashed green line
at 678 nm on the 2DES spectra, the special pair P700 absorption is indicated with a dashed
blue line at 700 nm, and the absorption of the red chlorophylls are indicated as dashed red
lines at 708 nm for PCC 7002 and at 706 and 714 nm for PCC 6803. Due to the spectral
congestion, the individual peaks associated with different pools of chlorophylls are not
observed; however, the energy flow among different states is observed as a change in the
2D spectral lineshape associated with the Qy(0,0) band.
At early times the Qy(0,0) band is elongated along the diagonal. As discussed previously,
the spectral broadening of the Qy(0,0) band is a result of a heterogeneous distribution of
transition energies associated with the excitation of tightly packed chlorophylls. The
spectral heterogeneity that leads to the broadening of the linear absorption spectra is
manifested as an elongation along the diagonal of the Q y(0,0) band in the 2DES spectra. As
the waiting time evolves, the lineshape of the Qy(0,0) band changes. Considering the
lineshape change in the context of the dashed lines, at early times we see that there is little
to no amplitude in the crosspeak region below the diagonal of the 2DES spectra. As time
increase we observe a gain in amplitude in this region. This change in amplitude is
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indicative of downhill energy transfer from antenna chlorophylls absorbing at higher
energies to chlorophyll molecules that lie at lower energies, including the P 700 special pair
and the red chlorophylls. In comparing the 2DES spectra of the different PSI complexes,
the main peak for PCC 6803 appears to gain more amplitude in the P 700 and red
chlorophyll region below the diagonal than the 2DES spectra from PCC 7002. This is
consistent with PSI of PCC 6803 having more red chlorophylls that lie to lower energies
than PSI of PCC 7002.

Multiple 2DES Data Set
We collected multiple 2DES data sets for the PSI complexes isolated from different
cyanobacterial species, PCC 7002 and PCC 6803 confirming that our global analysis
results are reproducible.

Figure 4.4 and Figure 4.5 display 2DES plots from three data sets referred to as (i), (ii),
and (iii) for PSI complexes from PCC 7002 and PCC 6803 at three different waiting times:
40 fs, 1 ps and 20 ps. Normalized linear absorption spectra of cyanobacterial PSI
complexes from PCC 7002 (green line) and PCC 6803 (blue line) along with the spectra of
the incoming laser pulses (green shaded area for pump pulse and orange shaded area for
probe pulse) are shown on the left side of the 2DES spectra. The 2DES data sets (i) and (ii)
for PSI from PCC 7002 and PCC 6803 were taken sequentially on the same day under the
same incoming pulses tuning conditions. An additional 2DES data set (iii) for PSI from
PCC 6803 and PCC 7002 was taken on a different day, where slightly different spectral
tunings of the incoming pump and probe pulses were employed. Though different tunings
were employed we ensured that the pump and probe pulses used in all the 2DES
measurements had spectral overlap with the Q y(0,0) transition, including the red
chlorophyll pools.
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Figure 4.4 Representative 2DES spectra at three different waiting time at t 2 = 40 fs, 1ps and
20 ps from three different data sets of PSI complexes isolated from PCC 7002 (right). On the
left, normalized linear absorption spectra for PSI complexes from PCC 7002 (green line) along
with the incoming pulse spectra (pump pulse – green shaded area, probe pulse – orange
shaded area)

Figure 4.5 Representative 2DES spectra at three different waiting time at t2 = 40 fs, 1ps and 20
ps from three different data sets of PSI complexes isolated from PCC 6803 (right). On the left,
normalized linear absorption spectrum for PSI complexes from PCC 6803 (blue line) are
plotted along with the spectra of the incoming pulses (pump pulse – green shaded area, probe
pulse – orange shaded area).
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Amplitude Traces for 2DES Spectra
Plotting the t2 dependent amplitude at different coordinates in the 2D spectra confirms
the differences in temporal evolution. The traces demonstrate that the main peak
corresponding to the Qy(0,0) transition evolves in a complex manner. The final panel in
Figure 4.3 plots the t2 dependent amplitude at different λ1, λ3 coordinates in the 2DES
spectra. The λ1, λ3 coordinates are indicated as colored dots on the 2DES spectra at t2 = 20
ps and were chosen to coincide with the predicted crosspeak positions based on the
assignment of the main absorption frequencies of the maximum transition, P 700, and the
red chlorophyll pools. The plots display data up to 50 ps, with the inset plotting the data
up to 100 ps.
In comparing the traces from the two different PSI complexes, the same general trend is
observed. The diagonal peak at λ1 = λ3 = 678 nm (green dot) has a rapid initial decay,
followed by slower decaying components. The crosspeak at λ 1, λ3 = 678, 700 nm (blue dot)
decays on a different timescale, with some growth contributions. In the red chlorophyll
crosspeak region (red dot for PCC 7002 and red and yellow dots for PCC 6803), we observe
a growth followed by a decay.
To compare these traces, we have applied a bi-exponential fit. The traces along with the
bi-exponential fits are plotted in Figure 4.6 and the rise times are reported in Table 4.1.
Comparing the results of the bi-exponential fits demonstrates that the Qy(0,0) band evolves
on different timescales. From the fits, we extract a rise time of ~800 fs for PSI of PCC 7002.
Fitting the growth with a bi-exponential function results in a rise time of 0.8 (±0.3) ps for
PSI of PCC 7002 and 1.0 (±0.3) ps and 3.5 (±1.4) ps for the two red chlorophyll pools of
PSI of PCC 6803. Fitting results for the second red chlorophyll pool have a larger error
due to the decrease in signal in this area of the 2D spectrum.
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Figure 4.6 The traces (dots) along with the bi-exponential fits (lines) plotted up to 50 ps for
different λ1, λ3 coordinates marked as colored dots in the 2DES spectra at t 2 = 1ps in Figure 4.3
for PSI trimers isolated from both PCC 7002 (left) and PCC 6803 (right).

Table 4.1 Bi-exponential fittinga results of the traces at the λ1, λ3 coordinates associated with
the red chlorophylls.
Sample

λ1,λ3
coordinates

A (x104) a

B (ps) a

PCC7002

Red1
λ1, λ3 =
678, 708 nm

- 0.9 (±0.1)

0.8 (±0.3)

0.8 (± 0.1)

31 (±6)

Red1
λ1, λ3 =
678, 706 nm

-1.2 (±0.1)

1.0 (±0.3)

1.3 (±0.1)

35 (±5)

Red2
λ1, λ3 =
678, 714 nm

-0.8 (±0.2)

3.5 (±1.4)

0.8 (±0.2)

27 (±9)

C (x104) a

D (ps) a

PCC6803

a Bi-exponential fitting equation is

Aexp(-t/B) + Cexp(-t/D), A and C are amplitudes and B and
D are time constants. Reported error bars extracted from the fitting procedure represent 95 %
confidence bounds.
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According to Förster theory, the different timescales associated with the two red
chlorophyll pools of PSI from PCC 6803 could arise from different spectral overlaps with
different donor chlorophylls, in addition to different couplings between the red
chlorophylls and the donors. However, as we are not able to discern the crosspeaks in the
2D spectra due to overlapping spectral features, we do not focus our attention on
interpreting the kinetics extracted from the traces but apply a global analysis to the data
to extract different effective equilibration times for the red chlorophylls. The 2D-DAS
indicate that equilibration occurs on an effective timescale of 3 ps for both pools of red
chlorophylls of PSI from PCC 6803. Future work will focus on a target analysis to extract
intrinsic rate constants associated with the two different pools.
The traces demonstrate that the lineshape evolves in a complex manner, and the
timescales vary among the two PSI complexes. To interpret the observed spectral
lineshape changes we applied a global analysis to the 2D spectra. Before performing the
global kinetic analysis power dependence measurement of 2DES and pumpprobe
spectrum was taken to determine if annihilation effects influence to our spectrum.

Power Dependence Measurement
Power dependent pump-probe and 2DES measurements were performed to determine if
the extracted kinetics are dominated by annihilation effects. According to the projection
slice theorem, the projection of the absorptive 2DES spectra onto the 3 axis is equivalent
to the pump-probe spectrum taken under the same experimental conditions.43-44 As such,
the pump-probe spectra evolve according to the same kinetics as the 2DES spectra, but
require much less time to acquire compared to the 2DES measurements. For this reason
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we performed a systematic investigation of the power dependence using pump-probe
spectroscopy, and a power-dependent 2DES measurement.

Power Dependence Pump-probe Measurements
For the pump-probe measurements we varied the pump pulse power from 8 – 45 nJ, while
maintaining the same pump to probe power ratio (Powerprobe / Powerpump = 0.4). The power
was adjusted using a combination of a waveplate followed by a polarizer. All of
measurements were performed at the magic angle polarization. All the power dependent
measurements were performed on PSI complexes isolated from PCC 6803 in a 1 mm
pathlength sample cell with incoming beams focused to a spot size of 71 m (1/e) at the
sample position. We performed two sets of power dependent measurements with the
series differing in concentration of PSI, with series 1 having an OD of 0.6 and series 2
having an OD of 0.25.

Figure 4.7 Pump-probe spectra and time traces for PSI isolated in PCC 6803. In the left panel,
the pump-probe spectra are plotted as a function of wavelength at waiting time t = 10 ps with
the higher 0.6 OD concentrations shown in green and the lower 0.25 OD concentrations shown
in blue. Time traces at three different wavelengths: 683 nm (blue dotted line), 700 nm (green
dotted line), and at 714 nm (red dotted line) are shown with inset plots zoomed-in on the yaxis.
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Figure 4.7 and Figure 4.8 plot the results of power dependent pump-probe measurements
for the two different concentrations of PSI from PCC 6803. As shown in Figure 4.7 the two
series varying in OD, show similar kinetics, but the pump-probe spectra obtained with a
higher OD have a better signal-to-noise ratio.

Figure 4.8 The results of the bi-exponential fit with a non-decaying component are shown for
traces along the t2 axis taken at a wavelength position 683 nm (blue dotted line in Figure 4.7)
as a function of incoming pump pulse power. The faster exponential decay time constant is
plotted in blue, the slower exponential decay time constant is plotted in green and the constant
off-set is plotted in red. The top panel displays the results from pump-probe spectra obtained
with higher OD of 0.6 and bottom with a lower OD of 0.25. Grey dotted lines in both plots
indicate the time constants extracted from fitting the results from when the pump pulse power
of 21 nJ is used, the power employed for the 2DES measurements.

To compare the kinetics, for a given pump-probe spectrum, we fit a t2 trace taken at 680
nm with a bi-exponential function with a non-decaying component. The results of the fit
are presented in Figure 4.8. The results indicate that as the pump pulse power increases
the error bars associated with the extracted time constants decrease – this is due to a
reduction in signal to noise ratio. In addition, the results indicate that pump powers of 21
nJ (10.5 nJ/pulse in 2DES measurements) or less result in similar kinetics (to within
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error). For pump powers greater than 29 nJ (14.5 nJ/pulse) a decrease in the extracted
time constants is observed, which is consistent with what one would expect from
annihilation. The pump power employed for the 2DES experiments was ~21 nJ when both
pump pulses are considered indicating that the presented 2D-DAS spectra and time
constants are not dominated by annihilation effects. Figure 4.9 and Figure 4.9 also enables
a comparison between the two series differing in the OD of the sample. We find that similar
kinetics are extracted for the two samples of different OD, indicating that the OD of 0.6
employed for the 2DES experiments does not lead to a change in the extracted kinetics.

Power Dependent 2DES Measurements
To further ensure that the kinetics extracted from the 2DES measurements are not
dominated by annihilation effects we performed a 2DES measurement using a lower pump
pulse power of 8 nJ (4 nJ per pump pulse). The 2DES spectra obtained under the different
pump-power conditions are shown in Figure 4.9 for PCC 7002 and Figure 4.10 for PCC
6803. We note that the 2DES spectra were performed on different days with slightly
different pump tunings, leading to different initial amplitudes at zero time. The t 2
dependent amplitudes for different λ1, λ3 coordinates are shown in Figure 4.11 for both
species under different pump pulse power conditions. The λ 1, λ3 coordinates for the traces
are indicated as colored dots on the t2 = 20 ps 2DES spectra in Figure 4.9 - Figure 4.10.
Through comparison of the traces, we confirm that the kinetics are similar, but lower
pump-power condition results in nosier 2DES data.
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Figure 4.9 2DES spectra of trimeric PSI complexes isolated from PCC 7002 at different waiting
times t2 = 40 fs, 1 ps, 5 ps, and 20 ps with 2DES data taken with an incoming pump pulse
power of 21 nJ (top) and 8 nJ (bottom).

Figure 4.10 2DES spectra of trimeric PSI complexes isolated from PCC 6803 at different
waiting times t2 = 40 fs, 1 ps, 5 ps, and 20 ps with 2DES data taken with an incoming pump
pulse power of 21 nJ (top) and 8 nJ (bottom).
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Figure 4.11 Amplitudes traces for different λ1, λ3 coordinates (colored dots are shown in the
final panel of the Figure 4.10 - Figure 4.11) as a function of the waiting time t2 up to 50 ps and
the inset shows traces for t2 times up to 100 ps for PCC 7002 (top) and PCC 6803 (bottom).
The traces from 2DES data taken under higher pump pulse powers (21 nJ) are shown on the
left, and the traces from 2DES taken with lower pump pulse powers (~8 nJ) are shown on the
right.

2D Global Analysis
The 2DES spectra are decomposed into 2D-Decay Associated Spectra (2D-DAS) to
interpret the changes in spectral lineshape associated with energy transfer. According to
this analysis the total 2DES spectra can be described by the following equation:
𝑁

𝜓2𝐷𝐸𝑆 (𝜆1 , 𝜆3 , 𝑡2 ) = ∑ 𝐴𝑛 (𝜆1 , 𝜆3 )𝑒 −(𝑡2 ⁄𝑡𝑛 )

eq (4.1.)

𝑛=1

The 2DES spectra can be represented as number of N different components, where each
nth component evolves exponentially with a time constant tn and is weighted by an
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amplitude for each λ1, λ3 coordinate, An. The An term is the 2D-DAS spectrum for the nth
component.
The details of our global analysis procedure are given in the previous chapter (see section
2.7) and are based on previous works.45-48 It is important to note that the resulting 2D-DAS
do not assume a kinetic model, hence rate constants associated with a given energy
transfer step of a kinetic model are not obtained; however, information regarding how
energy flows through the system and the effective timescales of these processes can be
extracted.
In order to aid the interpretation of the 2D-DAS of PSI we first introduce a model system
that undergoes equilibration among two excited states. The analysis of the model system
is presented in the next section followed by the 2D-DAS of the PSI complexes.

Kinetic Model: Model 2D Spectra and Extraction of Rate
Constants
In order to aid in the interpretation of the 2D-DAS we introduce a model system that
undergoes equilibration between two excited states. As shown in Figure 4.12 our kinetic
model includes two states, CA and CB, with transition energies having associated
wavelengths (λ = hc/E) λA and λB. To model the 2D spectra and demonstrate the extracted
2D-DAS spectral patterns associated with equilibration we have allowed 2D stick spectra
constructed from double sided Feynman diagrams for the model system 28, 49 to evolve
according to the kinetic model shown in Figure 4.12.
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Figure 4.12 (a) Schematic description of the kinetic model for equilibration between two
excited state CA and CB. (b) 2D spectra of the model system where the dashed red lines are
associated with state CA and the dashed blue lines with state CB. The stick spectra were
described with a 2D Gaussian lineshape, and the amplitudes of the peaks were allowed to
evolve according to Eq. 4.4 and 4.5.

The kinetic model and energy level diagram of the model system are shown in Figure
4.12(a). The rate constant kdh is the rate constant associated with the downhill energy
transfer from higher frequency lying state CB to lower lying state CA, and rate constant kuh
is associated with the uphill energy transfer from CA to CB. The rate constants kdh and kuh
are related through the Boltzmann factor. For the model system we have allowed both
states to relax to the ground state with a rate constant k l.
The rate equations describing the kinetic models are given by Eq 4.2 and Eq. 4.3 where
NA and NB are the effective populations of each excited state CA and CB respectively.
dN𝐴
= − 𝑘𝑢ℎ [A] + 𝑘𝑑ℎ [B] − 𝑘𝑙 [A]
dt

(eq 4.2.)

dN𝐵
= + 𝑘𝑢ℎ [A] − 𝑘𝑑ℎ [B] − 𝑘𝑙 [B]
dt

(eq 4.3.)

The solutions to the coupled differential equation are given in Eq 4.4 and Eq 4.5, where
initial conditions NA0 and NB0 were assumed to be the effective populations of state CA
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(NA(t=0)) and CB (NB(t=0)) immediately following excitation of the system. In the
following equations, ke, is the sum of kdh and kuh rate constants (ke = kdh + kuh).

𝑁𝐴 (𝑡) =

𝑒 −(𝑘𝑙+𝑘𝑒)𝑡 (𝑁𝐵0 (−1 + 𝑒 𝑘𝑒𝑡 )𝑘𝑑ℎ + 𝑁𝐴0 (𝑘𝑢ℎ + 𝑒 𝑘𝑒𝑡 𝑘𝑑ℎ ))
𝑘𝑒

(eq 4.4.)

𝑁𝐵 (𝑡) =

𝑒 −(𝑘𝑙 +𝑘𝑒 )𝑡 (𝑁𝐴0 (−1 + 𝑒 𝑘𝑒𝑡 )𝑘𝑢ℎ + 𝑁𝐵0 (𝑘𝑑ℎ + 𝑒 𝑘𝑒 𝑡 𝑘𝑢ℎ ))
𝑘𝑒

(eq 4.5.)

The solutions describe how the populations of CA and CB evolve as a function of time t. To
model the 2D spectra of our model system the solutions given in eq 4.4 and eq 4.5 are used
to weight the amplitudes of the diagonal and crosspeaks as a function of waiting time.49-50
Here we have chosen to represent the stick spectra as 2D Gaussians and we note that this
model does not capture lineshape evolution or molecular reorientation, but focuses on
population dynamics only. Two representative 2D spectra are shown in Figure 4.12(b). 2D
spectra of the model system have four different peaks including diagonal peaks CA, CB and
cross peaks BA and AB whose λ 1, λ3 coordinates are related to the transition frequencies
( = c/) of the two states involved in energy equilibration.
The waiting time dependence of the four different peaks is given by Eq 4.4 and Eq 4.5,
where different initial conditions give the waiting time dependence of the diagonal and
crosspeaks.

49-50

The waiting time dependent amplitude of diagonal peak CA evolves

according to 𝑁𝐴 (𝑡) (eq. 4.4) with initial conditions set to: NA0 = A0, and NB0 = 0. The
waiting time dependent amplitude of diagonal peak CB is given by 𝑁𝐵 (𝑡) (eq. 4.5) with NB0
= B0 and NA0 = 0. For cross peak BA the waiting time dependent amplitude is given by
𝑁𝐴 (𝑡) (eq. 4.4) with the initial conditions set to NA0 = 0 and NB0 = B0. In the same manner,
the waiting time dependent amplitude of crosspeak AB is given by 𝑁𝐵 (𝑡) (Eq. 4.5) with the
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initial conditions set to NB0 = 0 and NA0 = A0. The expressions describing the waiting time
dependence of the amplitudes for the 4 peaks in the 2D spectra are given below in eq. 4.6
– eq. 4.9.
𝐶𝐴 (𝑡) =

𝑁𝐴0 (𝑘𝑢ℎ + 𝑒 𝑘𝑒𝑥 𝑡 𝑘𝑑ℎ )𝑒 −(𝑘𝑙+𝑘𝑒𝑥 )𝑡
𝑘𝑒𝑥

(eq 4.6.)

𝐶𝐵 (𝑡) =

𝑁𝐵0 (𝑘𝑑ℎ + 𝑒 𝑘𝑒𝑥 𝑡 𝑘𝑢ℎ )𝑒 −(𝑘𝑙+𝑘𝑒𝑥 )𝑡
𝑘𝑒𝑥

(eq 4.7.)

𝐵𝐴(𝑡) =

𝑁𝐵0 𝑘𝑑ℎ (−1 + 𝑒 𝑘𝑒𝑥 𝑡 )𝑒 −(𝑘𝑙 +𝑘𝑒𝑥 )𝑡
𝑘𝑒𝑥

(eq 4.8.)

𝑁𝐴0 𝑘𝑢ℎ (−1 + 𝑒 𝑘𝑒𝑥 𝑡 )𝑒 −(𝑘𝑙 +𝑘𝑒𝑥 )𝑡
𝐴𝐵(𝑡) =
𝑘𝑒𝑥

(eq 4.9.)

Figure 4.13 Waiting time dependent amplitudes for the 4 modeled peaks where kdh = (1/3) ps1, kl = (1/20) ps-1 the initial peak amplitudes set to NA0 = 0.7 and NB0 = 1 respectively. As shown
inset plot, the 4 peaks in the modeled 2DES are consistent with the diagonal peak CA (red),
diagonal peak CB (blue), crosspeak BA (yellow), and crosspeak AB (green).
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2D stick spectra with 2D Gaussian lineshapes were modeled according to the above
described procedure using MATLAB. Representative 2D spectra for two different waiting
time t2 = 0 and 5 ps are shown in Figure 4.12(b) with 1/kdh = 3 ps, 1/kuh = 10 ps and 1/kl =
20 ps and the initial peak amplitudes set to NA0 = 0.7 and NB0 = 1. kuh and kdh are related
through the Boltzmann distribution. The waiting time dependent amplitude traces for the
modeled 4 peaks (eq. 4.6 – eq. 4.9) are plotted in Figure 4.12. For a system undergoing
equilibration we observe a decay of the diagonal peaks and a growth of the corresponding
crosspeaks with a timescale related to 1/ke = 1/(kup+kdh).

2D-DAS of Model System
Our 2D-DAS analysis (see section 2.7) was applied to the model system to demonstrate
the 2D-DAS spectral pattern associated with equilibration. Applying a global analysis we
extract two different 2D-DAS components from the 2DES of the model system with
associated time scales (tn) as shown in Figure 4.14.
The first 2D-DAS component evolves with a time scale of 2 ps (1/ke = 1/(kup+kdh)), and the
second 2D-DAS component with a time scale of 20 ps for 1/k l. The 2D-DAS that evolves
with a time constant of equilibration (1/ke = 1/(kuh+kdh)) and the 2D-DAS that evolves on
a longer timescale (1/kl) describes the overall decay of the excited states. Comparing the
amplitude traces of each peak (Figure 4.13) with the first 2D-DAS spectra (Figure 4.14) we
confirm that the positive crosspeaks in 2D-DAS indicate the growth of the corresponding
crosspeaks in 2DES spectra and the negative diagonal peaks in 2D-DAS indicate a decay
of the diagonal peaks on this timescale. It is clear from the 2D-DAS spectra of the model
system that the λ1, λ3 coordinates give the transition frequencies ( = c/λ) of the two states
involved in energy transfer. The 2D-DAS in Figure 4.14 demonstrates the characteristic
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2D-DAS spectral profile for two states that are undergoing equilibration through energy
transfer and can be applied in the interpretation of the 2D-DAS of PSI.

Figure 4.14 Normalized 2D-DAS spectral profiles associated with the model system obtained
from applying a global analysis to the 2DES spectra. The first 2D-DAS component (left) evolves
with a timescale of t1 = 2 ps and gives the characteristic spectral profile of equilibration. The
second 2D-DAS component (right) evolves on a t2 = 20 ps timescale.

2D-SVD of PSI
Before applying the 2D-DAS to the 2DES spectra of PSI we determine the number of
components through a 2D-SVD analysis. Applying a 2D-SVD (see section 2.7.2) to the PSI
data we estimate the number of components N = 5 by the rank of 𝜓2𝐷𝐸𝑆 from the SVD
analysis. Applying the SVD function in MATLAB to the reshaped 2D spectra we
determined there are 5 components (N=5) that contribute to our spectra. As shown in
Figure 4.15 we determined the number of singular values to use for the 2D-DAS analysis
in terms of not only the singular values but also the shape of the spectral vector Vn in the
2D maps for each component. After the decomposition each column vector of V n is
reshaped back to the 2D spectral form [N x m x n]. In Figure 4.15(c) the 8 different Vn (N
= 1~8) spectral vectors are plotted as 2D maps. The 2D maps for V 1 to V5 show clear
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spectral features; however, components after V5 lose structural shape and appear to be
mostly dominated by noise. From this perspective, we could more easily determine the
number of singular values needed to describe the 2DES spectra.

Figure 4.15 2D Singular value decomposition analysis method applied to reshaped 2DES data
for PCC 6803. (a) The singular values are plotted as a function of the number of components
(blue dots for components from 1 to 5 and grey dots for components from 6 to 10). (b) Plots of
temporal vectors Un (ncomp =1~5) within waiting time t2 = 300 ps (right) and zoom-in up to t2
= 25 ps (left). (c) Normalized spectral vectors of Vn reshaped to 2D form for ncomp =1~8.

Comparing the 2D-SVD to the SVD extracted from the corresponding pump-probe spectra,
we demonstrate that an additional component is extracted from the 2D-SVD. For a direct
comparison, we first project the 2D spectra onto the λ3 axis (summing over λ1) to obtain
the corresponding pump-probe spectra.43-44 Applying a SVD to the pump-probe spectra
we resolve only 4 temporal components that evolve over the timescale probed (Figure 4.16).
In Figure 4.16(c) the first 8 spectral vectors Vn are plotted. From the plots it is clear that
V1 to V4 are distinguishable signals, where V5 can not be distinguished from the noise.
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Figure 4.16 Singular value decomposition analysis method applied to the projection of the
2DES onto the λ3 axis for PCC 6803. (a) The singular values are plotted as a function of the
number of components. (b) The temporal vectors Un (ncomp =1~4) are plotted up to 300 ps
(right) and up to 25 ps (left). (c) The normalized spectral vector Vn (ncomp =1~8) are plotted.

From the comparison of the 2D-SVD and SVD, it is evident that the 2D-SVD extracts an
additional component when compared to the SVD result from analysis of the
corresponding pump-probe spectra. This is not surprising as the 2DES spectra can be
thought of as a multiset of pump-probe spectra where each point along the 2D excitation
axis can be thought of as a pump-probe spectrum taken at a different excitation frequency,
but demonstrates that 2D-SVD analysis can be used to extract additional information
when compared to the SVD analysis of the corresponding pump-probe spectra.

Obtaining 2D-DAS of PSI
Based on a 2D singular value decomposition (2D-SVD) of the 2DES data we’ve included
5 components (N = 5 in Eq. 4.1) in the decomposition process (see Figure 4.15). To fit the
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2DES spectra we downsampled the data. Figure 4.17 displays representative 2DES spectra
obtained from the fitting procedure applied to data set (i) of Figure 4.4, comparing the
downsampled and raw data. The resulting 2D-DAS applied for all data set are presented
in section 4.5.1. Representative data set (i) is presented in Figure 4.18 along with the
extracted timescales, and the findings are summarized in Table 4.3.

Figure 4.17 Comparison of the three 2DES spectra of PSI from PCC 7002 at waiting time t 2 =
3.7 ps: (a) fitted 2DES spectrum (b) reduced sampling of experimental 2DES spectrum (c)
experimental 2DES spectrum without downsampling

The extracted 2D-DAS for the different PSI complexes are displayed in Figure 4.18. The
extracted tn timescale associated with 2D-DAS are given in the top right corner of the 2DDAS spectra and reported in Table 4.3. The dashed lines superimposed on the 2DES
spectra in Figure 4.3 are also included as dashed lines in the 2D-DAS (see Figure 4.18)
using the same color scheme and labeling in order to provide additional context.

2D-DAS of PSI
The global analysis extracts 5 exponential decay components ranging from ~45 fs to a nondecaying ~5 ns component for both cyanobacterial PSI complexes. In accord with the
projection slice theorem,43, 51 we expect the projection of the 2D-DAS spectra onto the λ3
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axis to result in DAS that are similar to those extracted from the corresponding pumpprobe spectra. Interpreting the 2D-DAS in this fashion shows the results are consistent
with those obtained from pump-probe spectroscopies. However, through analysis of the
2DES spectra we extract an additional ultrafast ~40-50 fs component and more
information regarding ultrafast equilibration on the 200 fs and 2-4 ps timescales as the
crosspeaks directly indicate the electronic states involved in the equilibration process.
Below we discuss the details of each 2D-DAS component presented in Figure 4.18 in turn.

2D-DAS 1: 40–50 fs Ultrafast Relaxation
The first 2D-DAS evolve with a time constant of 44 fs for PSI of PCC 7002 and 47 fs for
PSI of PCC 6803. For both PSI complexes, we observe a large positive crosspeak lying
slightly below the diagonal at λ1, λ3 = 685, 697 nm in the 2D-DAS spectra. The positive
crosspeak indicates a growth in the antenna, or bulk, chlorophyll region. Previous 2DES
and hole burning measurements performed on light harvesting complexes containing less
chlorophyll molecules52-56 and on PSI complexes isolated from Thermosynechococcus
elongatus15, 30, 57-58, have observed a similar 50 fs timescale component that was attributed
to relaxation among excitonically coupled states. In addition previous theoretical studies
and fluorescence anisotropy measurements performed on PSI complexes isolated from T.
elongatus have reported sub-100 fs timescale components attributed to energy relaxation
among the excitonically coupled chlorophylls.15, 57-59 Based on previous studies and the
position of the crosspeak in the 2D-DAS, we attribute the 50 fs component to relaxation
of the bulk antenna, which may include exciton relaxation within excitonically coupled
manifolds in addition to vibrational relaxation due to the change in charge distribution of
the excited chlorophyll molecules.
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Figure 4.18 Normalized 2D-DAS plots of cyanobacterial PSI trimers for (a) PCC 7002 and (b)
for PCC 6803 obtained from the global analysis of the 2DES presented in Figure 4.3. The
corresponding temporal components for each 2D-DAS spectral component are shown in Table
1 and displayed in the top right corner of the 2D-DAS.

127

2D-DAS 2: Femtosecond Energy Equilibration
The second 2D-DAS component evolve on the ~200 fs timescale with a time constant of
200 fs for PCC 7002 and 230 fs for PCC 6803. Previous pump probe studies performed on
cyanobacterial PSI complexes have observed a 200-800 fs timescale component assigned
to energy equilibration among different chlorophyll molecules. 11,

34-35, 60

Based on the

position of the 2D-DAS crosspeaks we assign the 200 fs 2D-DAS to the same process.
However, an important difference between previous pump-probe DAS spectra.10-11, 34-35, 60
and the 2D-DAS presented in Figure 4.19 is in the spectral profile. As demonstrated with
the model system, the process of equilibration shows a characteristic 2D-DAS spectral
profile with negative diagonal peaks and corresponding positive crosspeaks. The λ 1, λ3
coordinates of crosspeaks indicate the transition frequencies of the states involved in the
equilibration process.
In the 2D-DAS 2 spectra of the PSI complexes shown in Figure 4.18 and Figure 4.19, we
observe two distinct pathways of equilibration that occur on the ~200 fs timescale through
recognition of the characteristic diagonal/crosspeak pattern. The pathways are indicated
with solid and dashed boxes superimposed on the 2D-DAS 2 spectra.
Solid boxes represent the maximum amplitudes extracted from the crosspeaks and dashed
boxes represent a boundary limit where the maximum amplitude decreases by 5%. The
more blue shifted boxes show energy equilibration among the higher lying antenna
chlorophyll and the lower lying antenna states. The doublet nature of the upper crosspeak
could arise from different pools of chlorophyll among the antenna states or through
overlap with excited state absorption signals. The more red shifted box highlights a second
pathway of energy equilibration on the 200 fs timescale involving the red chlorophylls and
the lower lying antenna states or possibly reaction center chlorophylls. The lack of
crosspeaks between the higher lying antenna states and the red chlorophylls indicates that
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energy equilibration does not directly occur between these states on this timescale, but
could proceed through the lower lying antenna intermediates. Through the presence of
crosspeaks, the 200 fs 2D-DAS clearly show that both PSI complexes exhibit two
equilibration processes occurring on the same timescale but involving different
chlorophyll molecules.

Figure 4.19 2D-DAS 2 (left) and 2D-DAS 3 (right) for PCC 7002 (top) and PCC 6803 (bottom)
including the boxes (white lines) indicating the equilibration pattern among different states.
Dotted white boxes indicate the inner and outer boundaries where 95% is reached.
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2D-DAS 3: Picosecond Energy Equilibration
The third 2D-DAS spectra evolve with a time constant of 1.6 ps for PCC 7002 and 3.7 ps
for PCC 6803. The 2D-DAS for both PSI complexes exhibit the characteristic pattern for
energy equilibration as is indicated by the boxes overlaid on the 2D-DAS 3 spectra in
Figure 4.19. From the position of the crosspeaks, the equilibration process occurs among
the excited states of the red chlorophylls and the relaxed excited states of the bulk antenna
chlorophylls. The difference in timescales is consistent with previous studies focusing on
cyanobacterial PSI complexes, where the difference arises from a different number of red
chlorophylls present in the two PSI complexes. 9, 11, 34-35, 37, 60-61
As PCC 6803 has a larger number of red chlorophylls, with some transitions lying to lower
energies, the timescale associated with equilibration are longer compared to that of PCC
7002 which has fewer red chlorophylls that lie closer in energy to the bulk antenna. We
note that the 2D-DAS 3 for PSI of PCC 6803 contains an additional spectral feature in the
excited state absorption region. The negative peak in the excited state absorption indicates
a growth, which may be associated with the red chlorophylls of PCC 6803.

2D–DAS 4: Energy Trapping
The fourth 2D-DAS evolve with a timescale of 19 ps for PSI of PCC 7002 and 16 ps for PSI
of PCC 6803. Given the broad transition, we see that the bulk antenna along with the red
chlorophyll and reaction center chlorophylls all decay on an average timescale of ~16-19
ps due to charge separation. We note that the 2D-DAS do not report on the intrinsic
timescales associated with the primary photochemistry, but on the effective timescale of
energy trapping by the reaction center.11 We observe a difference of ~3 ps in the trapping
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time of PSI isolated from the different cyanobacteria. The timescales observed here are of
the same magnitude, but slightly faster than previous studies.3, 9-11, 62

2D-DAS 5: Non-decaying P700+A0– Component
As our experimental time delay probes out to 300 ps, we included a non-decaying (5 ns)
component also resolved in the 2D-SVD (see Figure 4.15). The non-decaying component
is associated with the radical pair (P700+A0–). The spectral shape of the non-decay 2D-DAS
is consistent with the DAS spectra from previous pump-probe measurements.34 Previous
studies have assigned this spectral profile to oxidized P700 and reduced chlorophylls in the
A0 binding site (P700+A0–).40

2D-DAS Results of Multiple 2DES Data Sets
For each data set (i), (ii), and (iii), we applied a global kinetic analysis to extract the 2DDAS spectra and time constants for each data set for each PSI complex. For all data sets
the 2D-DAS spectral shapes are consistent with the 2D-DAS presented in the previous
section and the extracted time constants and averages are reported in Table 4.2 and Table
4.3. Including time constants, normalization factors, and assignments. Comparing the
data sets demonstrates that the results are reproducible, and that the changes in spectral
tuning to not greatly alter the extracted time constants (to within error) of the
equilibration processes.
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Table 4.2 Global analysis fitting results of multiple 2DES data sets, (i), (ii), (iii): time
constants tn and maximum amplitude of 2D-DAS An

tn
(ps) a
P
C
C
7
0
0
2

data

2D-DAS 1

2D-DAS 2

2D-DAS 3

2D-DAS 4

2D-DAS 5

(i)

0.044 (±0.008)

0.20 (±0.05)

1.6 (±0.3)

19 (±1)

~ 5000

(ii)

0.045 (±0.014)

0.10 (±0.03)

2.1 (± 0.5)

14 (±1)

~ 5000

Mean b

0.045 (±0.001)

0.15 (±0.05)

1.8 (±0.2)

17 (±2)

~ 5000

(iii)

0.053 (±0.010)

0.15 (±0.03)

4.0 (±0.8)

14 (±3)

~ 5000

(i)

1.030

0.453

0.399

0.660

0.036

(ii)

0.997

0.605

0.243

0.621

0.040

Mean b

1.014 (±0.016)

0.529 (±0.076)

0.321 (±0.078)

0.640 (±0.019)

0.038 (±0.002)

(iii)

1.493

0.471

0.241

0.520

0.091

(i)

0.047 (±0.006)

0.23 (±0.04)

3.7 (±0.7)

16 (±1)

~ 5000

(ii)

0.037 (±0.007)

0.15 (±0.04)

2.3 (±0.4)

15 (±1)

~ 5000

Mean b

0.042 (±0.005)

0.19 (±0.01)

3.0 (±0.7)

16 (±1)

~ 5000

(iii)

0.073 (±0.015)

0.32 (±0.09)

5.3 (±2.0)

19 (±6)

~ 5000

(i)

1.367

0.659

0.295

0.776

0.037

(ii)

1.143

0.617

0.268

0.653

0.044

Mean b

1.255 (±0.112)

0.638 (±0.021)

0.282 (±0.013)

0.714 (±0.061)

0.041 (±0.003)

(iii)

1.308

0.538

0.469

0.307

0.071

Ultrafast
relaxation

Femtosecond
Energy
Equilibration

Picosecond
Energy
Equilibration

Energy
Trapping

Non-decaying
P700+-A0Component

An a

tn
(ps) a
P
C
C
6
8
0
3
An a

Assignment
of 2D-DAS

a Reported error bars extracted from the fitting procedure represent one standard deviation of
uncertainty for each of the data sets.;
b The reported mean value is the average of the extracted results from data sets (i) and (ii), which were
obtained with the same spectral tunings. The reported mean error is the standard error (standard
deviation/sqrt(number of data sets).
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Summary and Discussion of 2D–DAS:

Figure 4.20 Schematic energy level diagram for the PSI trimer for PCC 7002 and PCC 6803
summarizing the findings from the 2D-DAS analysis of 2DES spectra.

The summary of the results of the 2D-DAS analysis are reported in Table 4.3, including
time constants, normalization factors, and assignments and Figure 4.20 gives a pictorial
representation of our findings. From the 2D-DAS analysis of the 2DES spectra of PSI we
gain further insight into ultrafast energy relaxation and equilibration involving the red
Table 4.3 Global analysis fitting results: Time constants tn and maximum amplitudes An of
the 2D-DAS.

tn (ps) a
PCC
7002

Max Amp An
a

PCC
6803

tn (ps) a
Max Amp An
a

Assignment of
2D-DAS

2D-DAS 1

2D-DAS 2

2D-DAS 3

2D-DAS 4

2D-DAS 5

0.044
(±0.008)

0.20 (±0.05)

1.6 (±0.3)

19 (±1)

~ 5000

1.030

0.453

0.399

0.660

0.036

0.047
(±0.006)

0.23 (±0.04)

3.7 (±0.7)

16 (±1)

~ 5000

1.367

0.659

0.295

0.776

0.037

Ultrafast
relaxation

Femtosecond
Energy
Equilibration

Picosecond
Energy
Equilibration

Energy
Trapping

Nondecaying
P700+-A0Component

aReported

error bars extracted from the fitting procedure represent one standard deviation
of uncertainty.
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chlorophylls. The 50 fs component indicates very rapid energy relaxation among the
excited states of the bulk antenna (red arrows, Figure 4.20). As the 2DES spectra maintain
both high temporal and spectral resolution we are able to resolve this component in the
global analysis. The 50 fs 2D-DAS component is followed by a ~200 fs component (orange
arrows, Figure 4.20). The 200 fs component shows rapid energy equilibration occurring
along two pathways: (1) energy equilibration among the excited states of higher lying and
lower lying antenna chlorophylls, and (2) equilibration among the excited states of the
lower lying antenna chlorophylls and the red chlorophylls. In this sense, we gain insight
into energy equilibration in PSI complexes from the global analysis of the 2DES spectra –
as the λ1, λ3 coordinates of the crosspeaks directly report on the transition frequencies of
the states involved in equilibration process. The 200 fs equilibration is followed by another
longer 1.6–3.7 picosecond equilibration step involving the red chlorophylls. The 1.6–3.7
ps 2D-DAS spectra reveals energy equilibration among the red chlorophylls and the
relaxed antenna states (green arrows, Figure 4.20). The λ1, λ3 crosspeak coordinates
indicate that the longer picosecond equilibration involves different antenna chlorophylls,
lying more towards the blue when compared to the faster ~200 fs timescale equilibration.
To consider a possible explanation for the different pathways and timescales associated
with equilibration involving the red chlorophylls we can think of energy transfer involving
the red chlorophylls in terms of Förster theory.8, 21, 63-64 According to Förster theory the rate
of energy transfer depends on two terms, the spectral overlap and the coupling of the states
involved. A larger spectral overlap would lead to a faster timescale (1/k) associated with
energy transfer. If we assume that the antenna chlorophyll states that are closer in energy
to the red chlorophyll states will have a larger spectral overlap, than this is consistent with
our observation that the lower lying antenna states have a faster timescale of equilibration
with the red chlorophylls. In addition to spectral overlap, the coupling among the different
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chlorophylls will also lead to changes in the timescale of energy transfer. The antenna
chlorophylls involved in the different pathways can also have different couplings with the
red chlorophyll, with an increase in coupling leading to an increase in the timescale
associated with energy transfer. The experimental results indicate that the red
chlorophylls could be more strongly coupled to the lower lying antenna states.
Additional information regarding energy equilibration involving the red chlorophylls
could lead to further insight into the identity of the red chlorophylls and the role that they
play in light harvesting, topics that are currently open to investigation.3, 15, 22-23, 65 Previous
studies have suggested different possible roles that the red chlorophylls play in light
harvesting, including the following: facilitating light harvesting under different
environmental conditions through increasing the absorption cross-section of PSI in the
700-750 nm region; increasing efficiency through funneling energy towards the reaction
center by serving as local traps; and serving more of a photoprotective role through
dissipating excess energy.3,

9, 23-24

Knowledge of the identity and location of the red

chlorophylls in PSI could help to determine their function in light harvesting. However,
the exact identity of the red chlorophylls is still unknown, though different candidates for
the red chlorophylls have been proposed based on the crystal structure of PSI isolated from
S. elongatus, and more recently on the structure of virus-like PSI from Synechocystis PCC
6803.12-13, 23, 66 The proposed candidates consist of strongly coupled chlorophyll dimers and
trimers and include the following: A38-A39, B37-B38, and B31-B32-B33 for S. elongatus,
and B31-B32 for PCC 6803.12-13 The B31, B32, and B33 chlorophylls lie on the periphery of
the PSI complex where as the A38, A39, B37 and B38 chlorophylls lie closer to the reaction
center. Structure-based models have shown that the proposed candidates have sufficient
connectivity to the reaction center for energy lying in the red chlorophylls to eventually be
transferred to the reaction center.15 However, additional experimental measurements
135

could serve to further refine the structure based models through supplying additional
constraints, where the proposed candidates for the red chlorophylls can be further
investigated. The two pathways and timescales of energy equilibration observed in 2DDAS 2 and 2D-DAS 3 reported in Figure 4.19 could serve as additional constraints for
structure-based modeling of PSI.

Conclusion
We have applied 2DES to trimeric PSI complexes isolated from two different
cyanobacteria: Synechococcus sp. PCC 7002 and Synechocystis sp. PCC 6803. The
complexes differ in the number and absorption of the red chlorophylls. Applying a global
analysis to the 2DES spectra we extract 5 2D-DAS spectra and their corresponding
timescales. The 2D-DAS reveal an ultrafast energy relaxation among the bulk antenna
chlorophyll on the 40-50 fs timescale. As demonstrated with a model system, the 2D-DAS
show direct evidence of two pathways of energy equilibration involving the red
chlorophylls: a fast 200 fs equilibration with the excited states of lower lying antenna
chlorophylls, possibly reaction center chlorophylls, followed by a 2-4 ps equilibration with
the relaxed excited states of the antenna chlorophylls. Comparison of the 1, 3
coordinates of the crosspeaks in the 2D-DAS spectra confirms that for a given PSI complex,
the two pathways involve equilibration with different chlorophylls. Resolving these
different pathways of ultrafast equilibration involving the red chlorophylls could lead to a
further refinement of structure-based theoretical models of energy transfer in PSI
complexes, which in turn could lead to further insight into kinetic models that ultimately
describe the efficient and robust energy transfer and charge separation in PSI.
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Chapter 5.
Extracting Dynamic Stokes Shift and Determining
Vibrational Coherence From 2DES
The work presented in this chapter has been published in the following paper:
Yumin Lee, Saptaparna Das, Roy M. Malamakal, Stephen Meloni, David M.
Chenoweth, and Jessica M. Anna*, “Ultrafast Solvation Dynamics and
Vibrational Coherences of Halogenated BODIPY Derivatives Revealed
Through Two-Dimensional Electronic Spectroscopy”, Journal of the
American Chemical Society, 2017, 139, 41, 14733-14742.

Overview
This chapter describes study of Boron-dipyrromethene (BODIPY) derivatives, BODIPY-2I
and BODIPY-2H through applying 2DES spectroscopy. Given their photophysical
properties, BODIPY chromophores have been used in a wide range of applications
including areas of biological imaging and solar energy conversion. However studies
characterizing the ultrafast photophysical properties of BODIPYs are yet very limited.
These studies are important to resolve the ultrafast dynamics of BODIPYs which could
lead to the design principals for BODIPY based systems for various applications. In this
sense applying 2DES to BODIPY we focus on the ultrafast dynamics in the singlet excited
state to characterize solvation dynamics of BODIPY chromophores in addition to
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vibrational motion strongly coupled to electronic excitation. From our 2DES studies we
report two main findings: 1) a new data analysis procedure demonstrating how to extract
the dynamic Stokes shift from 2DES spectra revealing an ultrafast solvent relaxation. 2)
structural modification of BODIPY chromophores can alter the Franck-Condon active
vibrational modes strongly coupled to the electronic excitation. The information gained
regarding ultrafast solvation dynamics and wavepacket evolution of BODIPYs could lead
to a further understanding of how BODIPY based systems interact with their local solvent
environment and how derivatization can serve as a means for controlling vibronic motion.
This information is important in the design of BODIPY chromophores to be used as donor
and acceptor molecules for solar energy conversion.

Model Light Harvesting Chromophore - BODIPY Derivatives
Boron-dipyrromethene (BODIPY) based chromophores are well-known for their
biological applications in intracellular imaging and photodynamic therapy, as well as
applications for solar energy conversion and molecular electronics. 1-8 This diversity in
applications stems from the structural modifiability of the BODIPY core, leading to
tunability in the relative energies of the electronic states and the corresponding
photophysics and photochemistry.1, 5, 7, 9 Understanding how structural changes to the
BODIPY core manifest as changes in photophysical properties has motivated much
research.5 Recently, pump-probe based spectroscopies have been applied to isolated
BODIPY chromophores to characterize their photophysical properties and explore their
applications for solar energy conversion.10-23 However, many of the previous studies
performed on single isolated BODIPY chromophores focused on energy transfer among
different electronic states occurring on timescales ranging from 100’s of femtoseconds to
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nanoseconds and milliseconds. A better understanding of the ultrafast dynamics of
BODIPY chromophores could lead to further insight into the design and modification of
BODIPY based probes and materials for solar energy conversion. 1 In this work, we expand
on previous studies resolving the ultrafast dynamics within the S 0 and S1 electronic states
of BODIPY chromophores through applying ultrafast two-dimensional electronic
spectroscopy (2DES) to structurally different BODIPY chromophores shown in Figure 5.1.
2DES has proven to be a powerful technique for resolving ultrafast photoinitiated
dynamics.24-30 Applying this technique to the BODIPY chromophores in Figure 5.1 we (1)
extract the ultrafast timescales of relaxation of the S 1 excited electronic state and (2)
resolve low frequency vibrational modes strongly coupled to electronic excitation (the
Franck-Condon active modes).

Ultrafast Solvation Dynamics and Wavepacket Dynamics
In a 2DES experiment femtosecond visible pulses excite a molecule creating wavepackets
composed of Franck-Condon active vibrational modes in the ground and excited electronic
states.31-33 After the vertical transition, the system evolves. The molecule begins to relax –
adjusting to the altered charge distribution, and wavepackets are launched.
As time evolves the electronic excited state relaxes through intra- and intermolecular
vibrational energy redistribution and/or solvent reorganization reaching a new
equilibrium position in the excited electronic state.34-36 The extent of this relaxation is
characterized by the Stokes shift, the difference in energy between the absorption and
emission. Time-resolving this relaxation of the S1 excited state is described by the dynamic
Stokes shift, where the Stokes shift function, S(t), is given by the following expression (Eq.
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5.1), where  represents the time-dependent frequency changes associated with the energy
gap between the excited and ground electronic states.35-36

𝑆(𝑡) =

𝑣(𝑡) − 𝑣(∞)
𝑣(0) − 𝑣(∞)

(eq 5.1)

There has been much previous work focusing on measuring the dynamic Stokes shift as it
can be used to understand how chromophores interact with the local solvent environment
(system-bath interactions) and reactivity.35, 37-40 The Stokes shift function is sensitive to
system-bath interactions as it is related to the frequency-frequency correlation function
(FFCF), C(t) (Eq. 5.2), through M(t) (Eq. 5.3), which is the FFCF (Eq. 5.2) normalized by
the variance.35-36, 40 According to linear response the Stokes shift function is equivalent to
M(t) (Eq. 5.3).35-36, 40
𝐶(𝑡) = 〈𝛿ω𝑒𝑔 (t)𝛿ω𝑒𝑔 (0)〉

𝑀(𝑡) =

〈𝛿ω𝑒𝑔 (t)𝛿ω𝑒𝑔 (0)〉
2

〈(𝛿ω𝑒𝑔 ) 〉

(eq 5.2)

(eq 5.3)

Previous studies have shown that time-resolved fluorescence measurements and thirdorder spectroscopies including photon-echo based experiments and pump-probe
spectroscopy can be used to monitor the dynamic Stokes shift. 25, 35-37, 40-48, 49 , 50-57 Though
these experiments probe different spectroscopic observables – they are related in their
ability to monitor the FFCF through M(t) or C(t).35, 37, 40 Two-dimensional spectroscopy has
also been shown to be a powerful technique for extracting FFCFs and various methods
have been devised to extract C(t) from 2D electronic and vibrational spectra. 25, 45, 47, 58-59, 60 ,
61, 62 , 63-65

In this work, we demonstrate a procedure to extract the dynamic Stokes shift (and M(t))
from 2D electronic spectra focusing on monitoring the frequency changes associated with
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the stimulated emission. This procedure is complementary to previous techniques but may
provide an additional means to extract this information from congested 2DES spectra with
multiple overlapping transitions. The procedure is general and can be applied to 2DES
spectra where the incoming pulses overlap with some portion of the absorption and
emission spectra. The results are interpreted through the correlation function, M(t), to
gain insight into the ultrafast relaxation of the S 1 excited state of BODIPY chromophores.
As the electronic state relaxes through the dynamic Stokes shift the vibrational modes
orthogonal to the relaxation coordinate are also evolving under the system’s Hamiltonian.
In addition to extracting the dynamic Stokes shift, we resolve these low-frequency FranckCondon active vibrational modes and compare the results of the two BODIPY
chromophores. The vibrational modes are assigned through quantum chemical
calculations. Through comparative studies, a deeper understanding of how derivatization
of BODIPY chromophores effects vibrational motion strongly coupled to the electronic
excitation is gained.

UV-VIS Spectrum of BODIPY Derivatives

Figure 5.1 The chemical structures of BODIPY-2H (1) and BODIPY-2I (2) are displayed along
with the normalized linear absorption (solid line) and fluorescence (dashed line) spectra of
BODIPY-2H (blue) and BODIPY-2I (green).
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BODIPY-2I and BODIPY-2H where the structure of derivatives in Figure 5.1 were
synthesized according to the previous protocol set out by Lim and coworkers66. All the
reactions were carried out under argon atmosphere using standard Schlenk technique.
BODIPY Chromophores (BODIPY-2I and BODIPY-2H) dissolved in methanol were
characterized with UV/VIS and fluorescence measurements. Ultrafast 2DES spectra were
performed on BODIPY-2I and BODIPY-2H samples dissolved in methanol having a
concentration that resulted in an optical density of ~0.3 at the absorption maximum, 496
nm for BODIPY-2H and 525 nm for BODIPY-2I, in quartz cuvettes having a pathlength of
1mm (Starna, 21-Q-1). The Stokes shift obtained from the linear spectra shown in Figure
5.1: 22 THz for BODIPY-2H and 24 THz for BODIPY-2I. Linear UV/VIS absorption
spectra were measured on JASCO V-750 spectrophotometer before and after ultrafast
measurements. Fluorescence spectra were collected on a HORIBA FL1039/40
fluorometer using a quartz cuvette with a pathlength of 1.5 mm (Starna, 16.12F-Q-1.5). All
spectroscopic measurements were performed at room temperature.

2DES of BODIPY dyes
2DES Experimental Setup Conditions for BODIPYs
Here I briefly mention the experimental used to obtain 2DES for BODIPY chromophores
more detail regarding the experimental setup is given in Chapter 3. 2DES is performed in
the pump-probe geometry yielding absorptive 2D spectra based on previous designs 67-68 A
detailed explanation of the setup is given in chapter 3. An AOPDF pulse shaper (DAZZLER,
FASTLITE) scans the t1 time delay from -100 fs to 0 fs in 0.39 fs step sizes for BODIPY2H and -50 fs to 0 fs in 0.20 fs step sizes for BODIPY-2I. For each t1 delay, we applied
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phase-cycling to remove the background and scattering. The measurements were
performed using the partially rotating frame with a frame rotation frequency of 350 THz .69
The t2 waiting time was scanned from -43 fs to 2.5 ps in 7 fs steps with a computer
controlled delay stage (NEWPORT ILS250cc, XPS Q8). The incoming pulses were
characterized with SFG-FROG yielding a temporal duration of 22~26 fs for the crosscorrelation between the pump and probe pulses70 and pulse characterization are shown in
next. All 2DES data reported were obtained with the pulses set to the magic angle
polarization: 54.7° for the pump pulse (with respect to the probe), and the probe and
analyzer polarizer were set to horizontal (parallel to the optical table).

Pulse Characterization: SFG-FROG

Figure 5.2 Projection of the SFG-FROG spectra onto the time axis for (a) BODIPY-2H in
methanol (b) BODIPY-2I in methanol.

The incoming pulses are characterized using sum frequency generation frequency resolved
optical gating (SFG-FROG) with a 100 μm BBO crystal.70 The cross-correlation traces of
the pump and probe pulses used for 2DES measurements of (a) BODIPY-2H and (b)
BODIPY-2I shown in Figure 5.2. According to SFG-FROG measurement, the 2DES
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experiments for BODIPY-2H in methanol used pulses with a FWHM of 22 fs and for
BODIPY-2I in methanol pulses having a FWHM of 26 fs were used.

2DES Spectra of BODIPY Chromophores
Absorptive 2DES spectra of BODIPY-2H and BODIPY-2I in methanol are shown in Figure
5.3 for three representative waiting times. Excitation of the BODIPY derivatives in the
visible region results in a -to-* transition that gives rise to the main peak in the 2D
spectra. Both sets of spectra show one main peak with a rich structural profile that evolves
as a function of waiting time.

Figure 5.3 Absorptive 2DES spectra at magic angle polarization of BODIPY-2H (a, top) and
BODIPY-2I (b, bottom) at three different waiting times: t2 = 13 fs, 100 fs and 2.5 ps. The panels
on the right display the linear absorption (blue) and emission (green) spectra as solid lines,
the spectrum of the incoming probe pulse (shaded area), and the normalized projection of the
2DES spectra onto the λ3 axis for three different waiting times: t2 = 13 fs (dashed red), t2 = 100
fs (dashed orange), and t2 = 2.5 ps (dashed blue).
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To assign the structural features and time evolution we first consider the tuning of the
incoming laser pulses. The spectra of the incoming probe pulse (tan) along with the linear
absorption (blue) and fluorescence (green) spectra are plotted in Figure 5.3(right panel).
The plots show that the incoming laser pulses are tuned to spectrally overlap with both the
absorption and emission spectra, giving a spectral window where the dynamics associated
with the ground state bleach and stimulated emission can be observed. To put these
transitions in context of the 2D spectra the maximum of the linear absorption (max,abs) and
fluorescence spectra (max,FL) are indicated with dashed lines in the 2D spectra at λ 3 =
max,abs, λ3 = max,FL and λ1 = max,abs.
For both BODIPY derivatives the main peak in the 2D spectra has contributions from both
the ground state bleach and stimulated emission, where the 2D spectral profile is filtered
by the incoming laser pulses. The shoulders that are present are attributed to the
excitation of strongly coupled (Franck-Condon active) vibrational modes that lie within
the bandwidth of the incoming laser pulses. As the waiting time increases the peak
becomes elongated along the 3 axis and the maximum intensity shifts along the 3 axis
towards max,FL. This is more readily observed by taking projections along the 1 axis onto
the 3 axis. The panel in Figure 5.3 plots projections onto 3 for the representative 2DES
spectra. As the waiting time increases the peak broadens along the 3 axis with the
maximum amplitude of the projection shifting to lower frequencies.

Ultrafast Relaxation of Singlet Excited State
After electronic excitation, the BODIPY derivatives begin to relax in response to the
change in charge distribution through solvent reorganization and/or intra- and
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intermolecular vibrational energy redistribution. As the S 1 state relaxes, the energy gap
decreases leading to a red shift in the stimulated emission.
Previous 2DES studies have attributed red-shifted spectral features to the dynamic Stokes
shift.25, 45, 71-74 Here we expand on these previous studies presenting a method for extracting
ν(t) (eq. 5.1) from 2DES spectra through monitoring the evolution of the ground state
bleach and stimulated emission. In the 2DES spectra one would expect to see the
relaxation of the S1 state as a peak shifting to lower frequencies along the 3 axis centered
at 1 = max,abs.25, 45, 71, 73-74 After relaxation is complete, an off-diagonal peak associated with
stimulated emission centered at the 1 = max,abs,  = max,FL should be observed. For the
BODIPY derivatives the relevant coordinates are indicated with dashed lines on the 2DES
spectra. Due to the limited bandwidth of the incoming laser pulses two distinct transitions
associated with absorption (ground state bleach) and emission (stimulated emission) are
not observed; however, in comparing the 2DES spectra at t2 = 13 fs and t2 = 2.5 ps, the
relaxation of the S1 state (the dynamic Stokes shift) manifests as an asymmetric
broadening of the peak along the  axis, where amplitude is gained below the diagonal.
To extract ν(t) from the 2DES spectra we first establish a procedure based on projecting
the 2DES spectra onto the λ3 axis. We then demonstrate this procedure for slices taken
along the 1 axis (for a given 1 as a function of 3) and 3 projections over smaller areas.
Representative projections onto the λ 3 axis are shown as dashed red, orange, and blue
lines in Figure 5.3. The projection of the 2DES spectrum onto the λ3 axis is equivalent to
the pump-probe spectrum taken under the same experimental conditions. 71, 75 Previous
pump-probe measurements have shown that information regarding solvent dynamics can
be extracted through analyzing the time evolution of the spectral line shapes. 48, 49 , 50-57 More
recently, pump-probe spectroscopy has been used to obtain ν(t), and extract timescales
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associated with the relaxation of electronic excited states through monitoring the timedependent frequency change in the node resulting from excited state wavepackets in the
stimulated emission.76-77 Though the projection of the 2DES spectra onto the λ 3 axis is
equivalent to the pump-probe spectra, due to the limited spectral bandwidth of the
incoming pulses this analysis cannot be applied to the current data as distinct transitions
arising from the ground state bleach and stimulated emission are not resolved. However,
information regarding the relaxation of the BODIPY S 1 state can still be extracted from the
2DES spectra through analyzing spectral lineshape changes of the 3 projection.

Figure 5.4 (a) Plots of + for BODIPY-2H (blue) and BODIPY-2I (green) as a function of
waiting time are shown. Values of + are obtained from the normalized projection of the 2DES
spectra onto the 3 axis. (b) Representative projections (blue dots) are shown with + indicated
with (+) and  with circles (o) for BODIPY-2H (top) and BODIPY 2I (bottom). The orange
shaded area is the linear absorption spectrum and the light green shaded area is the emission
spectrum.
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To extract (t) the projections onto the 3 axis are first normalized as shown in Figure 5.4.
Figure 5.4(b) displays normalized projections as a function of 3 (c/3) for t2 = 500 fs for
BODIPY-2H (top) and BODIPY-2I (bottom). From the normalized projections, the
frequencies at half of the maximum (I=0.5) are extracted with the higher frequency labeled
as o and the lower frequency labeled as + (labels are also defined in Figure 5.4(b). Along
with the projection, the linear absorption (shaded orange) and emission (shaded green)
spectra are plotted in Figure 5.4(b). Through overlaying the projection with the linear
spectra it can be seen that o will have a larger contribution from the ground state bleach,
and + will have a larger contribution from the stimulated emission, and the time
dependent behavior of (t) is interpreted in this context.
The extracted + for BODIPY-2H (blue) and BODIPY-2I (green) are plotted in Figure
5.4(a) as a function of waiting time (t2). The energy gap associated with the ground state
bleach should not vary as a function of waiting time; therefore, we expect o to remain
constant. We use this information to set the time for which the data is reporting on the
molecular response of the system, and not dominated by artifacts due to pulse overlap.
Using the o plots as a guide, we only analyze data after the first 40 fs for BODIPY-2H and
the first 60 fs for BODIPY-2I. The excluded data points are indicated by grey shaded areas
in Figure 5.4(a) and grey dots in Figure 5.5. Figure 5.4(a) shows that + continues to relax
after  has leveled off as the energy gap between the S 1 excited state and the ground state
decreases.
From the extracted + and o points, the Stokes shift function S(t) can be obtained from
eq. 5.1, where + is taken as (t). There are different experimental methods to determine
the values of (0) and (∞) which depend on the experiment performed to extract the
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Stokes shift response function.43 To obtain the S(t) from the 2DES spectra we were
required to devise a new method for setting (∞) as our incoming pulse width was not able
to cover the entire absorption and emission bands. We take the final + value, at 2.5 ps as
the relaxed frequency, (∞), on the timescales that we are able to probe. For the
denominator ((0) - (∞)), we use the Stokes shift obtained from the linear spectra shown
in Figure 5.1 (22 THz for BODIPY-2H and 24 THz for BODIPY-2I). The resulting Stokes
shift functions for BODIPY-2H and BODIPY-2I are shown in Figure 5.5(a, b) zooming in
on the first 500 fs with the insets displaying S(t) extending to 2.5 ps.
To extract the ultrafast timescales of solvation for both BODIPY-2H and BODIPY-2I in
methanol the Stokes shift functions are fit with a Gaussian and single exponential function
to account for the inertial and diffusive solvent response in accord with previous studies.35,
39-40, 42-43, 78-80

The results of the fit are given in Table 5.1. Our results are consistent with

previous measurements where an ultrafast component of ~100 fs or less was observed and
attributed to the inertial component of the solvent response of methanol, and a longer
timescale component of a few picoseconds was observed and attributed to the diffusive
component of the solvent response.42 , 43, 46, 77, 81-89 In our studies performed on BODIPY
chromophores in methanol, we observe an ultrafast relaxation of 57 fs for BODIPY-2I and
59 fs for BODIPY-2H and attribute this ultrafast component to an inertial solvent response
– consistent with previous studies.42 , 43, 46, 77, 81-89
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Figure 5.5 (top) Dynamic Stokes shift response functions (S(t)) generated by Eq. 1 from
projections of the 2DES spectra onto the λ3 axis and corresponding fit resulting from the sum
of Gaussian and exponential decay functions (blue line) for (a) BODIPY-2H and (b) BODIPY2I. Inset plots for (a) and (b) show the Stokes shift response functions for up to 2.5 ps and the
main plots zoom in on the first 500 fs. (bottom) The dynamic Stokes shift response functions
(S(t)) along with corresponding fit for three representative slices along the λ1 axis for λ1 = 505
(purple), 502 (blue), and 500 (cyan) nm for BODIPY-2H (c), and λ1 = 529 (purple), 526 (blue),
and 523 (cyan) nm for BODIPY-2I (d) are shown. S(t) generated from projecting the green
boxed area of the 2DES spectrum onto λ3 axis along with resulting fit are shown green (c,d).

The longer timescale component of ~2 ps for BODIPY-2H and ~1 ps for BODIPY-2I is
attributed to the diffusive solvent response. Note that the values for these components are
only considered estimates as the longest waiting time probed experimentally is 2.5 ps. For
this reason, we do not analyze the longer timescale components, but note that previous
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studies have observed diffusive components on the ps timescale for methanol. 42 The
agreement between the observed inertial solvent response, along with the presence of a
longer ~ps timescale diffusive component with previous results validates our described
analysis procedure for extracting the dynamic Stokes shift from 2DES spectra.

Figure 5.6 Plots of the + for BODIPY-2H (blue area) and BODIPY-2I (green area) as a
function of waiting time up to 2.5 ps (left), and 500 fs (right). The +(t) are obtained by slicing
along λ 1 at three different positions (cyan, blue, purple lines Figure 5.5), and projecting the
area indicated in green onto the λ 3 axis (green lines Figure 5.5).

As a next step, we apply our analysis procedure to slices taken along the 1 axis of the
2DES spectra (indicated as dashed lines in the 2DES insets in Figure 5.5(c, d)) and
projections onto the 3 taken over a smaller area in the 2DES spectrum (indicated with a
shaded box in the inset in Figure 5.5(c, d)). For both BODIPY-2H and BODIPY-2I + and
o points were extracted from the normalized slices and smaller-area projections
according to the procedure described above. The extracted + and o points resemble those
presented in Figure 5.4(zoom-in) and are plotted in Figure 5.6(zoom-out). Taking + as
ν(t), the Stokes shift function S(t) is obtained using the same procedure described above
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for determining ν(∞) and ((0) - (∞)). S(t) for the slices and smaller-area projections are
shown in Figure 5.5(c, d). The extracted S(t) were fit with the same Gaussian and
exponential functions described above to extract timescales for the ultrafast inertial
solvent response. The results are reported in Table 5.1

Table 5.1 Fit results for solvation relaxation times of BODIPY dyes in Methanol a

Projection
of 2DES

BODIPY2H Slices
along 1c

BODIPY-2I
Slices along
1 c

Projection
over boxed
areab,c

A1

t1 (fs)

A2

t2 (ps)

BODIPY-2H

0.3041
(±0.1010)

59 (±15)

0.0210
(±0.0175)

~2

BODIPY-2I

0.2695
(±0.0724)

57 (±8)

0.0225
(±0.0073)

~1

λ1 = 505 nm

0.2008
(±0.0355)

60 (±7)

0.0346
(±0.0064)

~2

λ1 = 502 nm

0.2579
(±0.0341)

55 (±5)

0.0200
(±0.0053)

~2

λ1 = 500 nm

0.3587
(±0.0525)

50 (±5)

0.0083
(±0.0066)

~2

λ1 = 529 nm

1.0066
(±0.1954)

41 (±3)

0.0139
(±0.0063)

~1

λ1 = 526 nm

0.3414
(±0.1633)

44 (±8)

0.0284
(±0.0070)

~1

λ1 = 523 nm

0.4558
(±0.2800)

39 (±8)

0.0381
(±0.0076)

~1

BODIPY-2H

0.2612
(±0.0322)

56 (±5)

0.0172
(±0.0051)

~2

BODIPY-2I

0.3371
(±0.2034)

42 (±9)

0.0275
(±0.0074)

~1

a the

parameters for relaxation times and their weights are estimated by the fitting function
M(t)=A1exp(-(1/2)(1/t12)t2)+A2exp(-t/t2); b box range of λ1 axis for BODIPY-2H starts from
500 nm to 505nm, and for BODIPY-2I starts from 523 nm to 529 nm; c The t2 time
component was constrained based on values obtained from the projection of the 2DES
spectra onto the 3 axis.
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Figure 5.7 Dynamic Stokes shift response functions (S(t)) generated by Eq. 1 from projections
of the area indicated with a green box on the 2DES spectra onto λ3 axis and from slices at three
different 1 positions (purple, blue, cyan dotted lines in inset 2DES spectra). The data was fit
with the sum of a Gaussian function and one exponential decay function for (a) BODIPY-2H
and (b) BODIPY-2I for up to 2.5 ps. As shown inset dotted lines, slices along λ1 axis at 505
(purple), 502 (blue), and 500 (cyan) nm for BODIPY-2H (a), and at 529 (purple), 526 (blue),
and 523 (cyan) nm for BODIPY-2I (b) and boxed area (green).

Figure 5.6 displays 4 different +(t) extracted from the 2DES spectra used to obtain the
dynamic Stokes shift (S(t)) for both BODIPY derivatives for t2 ranging from 0 to 2.5 ps
(top), and zoom in on the first 500 fs (bottom). Three + are obtained from slices at a
given λ1 of the 2DES spectra, at 500 (cyan), 502 (blue), and 505 (purple) nm for BODIPY2H and 523 (cyan), 526 (blue), and 529 (purple) nm for BODIPY-2I. In addition, the green
lines of +(t) obtained from the frequency at half of the maximum of the normalized
projection onto the 3 axis between 500~505 nm for BODIPY-2H, and 523~529 nm for
BODIPY-2I. The positions of slices and area over which the projection was performed are
shown on insets of the 2D spectra in Figure 5.7.
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As shown in Figure 5.7, to extract the solvation relaxation time components the fitting
function M(t)=A1exp(-(1/2)(1/t12)t2)+A2exp(-t/t2) was fit to the dynamic Stokes shift
response function (S(t), dotted line) . The fit results are shown in table 1 in the main paper.
Constraints for the t2 exponential decay time component were applied to fit the slices and
green boxed area projection. In Figure 5.8 the Gaussian decay time components (t1)
extracted by fitting M(t) to S(t) for BODIPY derivatives are displayed. The t1 indicates the
inertial response of solvent. The yellow dots represent the inertial solvent response
obtained from analyzing the projection of the entire 2DES spectra onto the 3 axis. The
green dots represent the timescale for the inertial solvent response extracted from the
projection for boxed area as shown in Figure 5.7. Purple, blue, and cyan dots represent the
timescale for the inertial solvent response from the three slices taken at different positions
along the λ1 axis. Error bars show 95% confidence intervals.

Figure 5.8 Extracted Gaussian decay time components (t1) from fitting the sum of an
exponential and Gaussian function to the solvation relaxation times of BODIPY derivatives in
Methanol (BODIPY-2H(a) and BODIPY-2I(b)). Yellow and green dots show the inertial response
extracted from S(t) obtained by projection along λ 3 axis for entire 2DES spectra and boxed area
(shown in Figure 5.7). Purple, blue, cyan dots represents the inertial response extracted from
analyzing slices at three different positions along the λ 1 axis in 2D Spectra.
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In general, we find similar results when comparing the ultrafast solvation dynamics
extracted from the projection of the 2DES spectra onto the 3 axis, slices along the 1 axis,
and smaller-area 3 projections. Comparing the timescales for the inertial solvent response
a graphical representation is given in Figure 5.8. we find the timescales to be similar within
error and consistent with previous reports on the ultrafast inertial response of methanol,42 ,
43, 46, 77, 81-89

validating the described technique for extracting ν(t) and the Stokes shift

response function from slices taken along the 1 axis of the 2DES spectra and smaller-area
3 projections. Though not an issue with the BODIPY chromophores investigated here,
extracting the Stokes shift response from slices along the 1 axis could serve as a means for
extracting the dynamic Stokes shift from congested spectra, such as the spectra of light
harvesting complexes, where the projection of the 2DES spectra onto the 3 axis results in
multiple overlapping spectral features. In addition, this technique offers an opportunity
to readily investigate the excitation frequency dependence of the dynamic Stokes shift for
congested spectra.

Franck-Condon Active Vibrational Modes
When the incoming laser pulse excites the −* transition of the BODIPY derivatives
vibrational coherences having a nonzero Franck-Condon overlap and that lie within the
bandwidth of the incoming laser pulse are also excited. The excitation of the vibrational
coherences gives rise to the shoulders present in the lineshape of the peak in the 2DES
spectra (Figure 5.3). Though not all the vibrational modes excited lead to clear structural
components in the lineshape, as the structural components of lower frequency vibrational
modes are masked by the lineshape of the electronic transition. However, information on
the frequency of these vibrational modes can be extracted by analyzing the time163

dependence of the 2DES spectra where the vibrational coherences oscillate as a function
of the waiting time at a frequency that corresponds to the difference in energy between the
vibrational states. Previous studies have applied 2DES to systems in order to characterize
vibrational coherences.25, 59-60, 72, 74, 90-95 Here we use this aspect of 2DES to determine which
vibrational modes are strongly coupled to the electronic excitation of the BODIPY
derivatives and determine how these modes vary as a function of structural derivatization.

Figure 5.9 Representative residuals are shown in green for traces taken at the 1, 3 coordinate
indicated with a green dot in the 2D spectra. The mean of the power spectra for each 1, 3
coordinate is plotted in blue for (a) BODIPY-2H (top) and (b) BODIPY-2I (bottom).

To extract this information from the 2DES data we first isolate the vibrational
contributions to the waiting time dependent dynamics. This is accomplished by fitting the
amplitude for a given 1, 3 trace in the 2D spectra with a bi-exponential that captures the
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population dynamics. The resulting population dynamics are then subtracted from the
traces yielding residuals that contain the isolated oscillatory components.
Figure 5.9 plots 2DES spectra along with representative residuals where the t2 time has
been truncated at 2.5 ps for BODIPY-2H (top) and BODIPY-2I (bottom). Fourier
transformation of the residual along the t2 axis yields the power spectrum. This procedure
was applied to every 1, 3 coordinate where amplitude is observed in the 2DES spectra.
The averaged power spectrum obtained from applying the above described procedure for
each 1, 3 coordinate is displayed in the final panel of Figure 5.9. The frequencies of the
Franck-Condon active modes are obtained by fitting the frequency domain data of three
different individual slices with Gaussian functions and averaging the extracted parameters.
The results are reported in Table 5.2. Note that we have only focused on frequencies that
are greater than 100 cm-1. Within this window, three vibrational modes are observed for
BODIPY-2H: 165 cm-1 (Δ𝜈̃ ½ max= 10.5 cm-1), 179 cm-1 ( Δ𝜈̃ ½ max= 12.9 cm-1), and 479 cm-1
(Δ𝜈̃ ½ max= 16.2 cm-1), and four vibrational modes are observed for BODIPY-2I: 144 cm-1
(Δ𝜈̃ ½ max= 15.8 cm-1), 435 cm-1 (Δ𝜈̃ ½ max= 13.3 cm-1), 523 cm-1 (Δ𝜈̃ ½ max= 14.9 cm-1), 570 cm1

(Δ𝜈̃

½ max=

15.6 cm-1). We find that the vibrational modes for both BODIPY-2H and

BODIPY-2I have similar Δ𝜈̃ ½max; however, the frequencies and nuclear motion associated
with the vibrational modes differ as do the relative intensities with the Franck-Condon
active modes of BODIPY-2H having amplitudes of ~2.5x104 and for BODIPY-2I the
amplitude are ~11x104 in the power spectra.

DFT Calculations
DFT calculations were performed with the Guassian09 software package. 96 Geometry
optimizations were performed at the B3LYP level of theory with 6-311++g(d,p) basis set
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for all the atoms except for the iodine atoms of BODIPY-2I where the 3-21G basis was used,
consistent with previous studies.10 Frequency calculations were performed to confirm an
optimized ground state geometry and to determine the Raman active vibrational modes.
The following keywords were used for the geometry optimization and frequency
calculations: Opt Freq=(raman) Int=(Ultrafine,Acc2E=12). Optimized structures of
BODIPY derivatives are shown in Figure 5.10.

Figure 5.10 Optimized structures of BODIPY-2H (left) and BODIPY-2I (right)

Vibrational Mode Assignment
To assign the vibrational modes we compare the experimentally extracted vibrational
frequencies in Table 5.2 to the DFT calculated vibrational modes of BODIPY-2H and
BODIPY-2I. As the vibrational wavepackets generated in the 2DES spectra are similar to
those generated through Raman spectroscopic techniques we constrain our assignment to
vibrational modes having a large Raman activity. The DFT calculated non-resonant
Raman stick spectra are shown in the Figure 5.12. We note that there are amplitude
discrepancies between the calculated and experimental power spectra arising from the fact
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that 2DES is more akin to resonant Raman than non-resonant Raman techniques. Due to
the amplitude discrepancies, we limit the assignment of the Franck-Condon active
vibrational modes to the symmetric vibrational modes97-100 to further aid in the assignment
of the power spectra. Figure 5.12 plots the Raman active vibrational modes indicating the
subset of symmetric modes. The experimentally determined frequencies are assigned
through comparison with this subset of calculated frequencies and the results are reported
in Table 5.2. A detailed description of the assignment procedure is given in the following.

Table 5.2 Experimental and calculated Franck-Condon active vibrational modes of
BODIPY-2H and BODIPY-2I
Exp. Freq (cm-1)

BODIPY-2H

BODIPY-2I

Cal. Freq (cm-1) a

Raman Activity

165

ν12 (157)

0.7

179

ν15 (187)

1.6

479

ν31 (480)

9.5

144

ν13 (144)

12.7

435

ν35 (475)

12.0

523

ν37 (522)

7.7

570

ν39 (566)

26.9

DFT calculated Raman active modes assignments where a scaling factor of 0.97
for BODIPY-2H and 1 for BODIPY-2I are used.
a
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Figure 5.11 Nuclear motion associated with the assigned vibrational modes is indicated with
arrows for (a) BODIPY-2H and for (b) BODIPY-2I
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Raman Activity Assignment for Vibrational Modes

Figure 5.12 Calculated Raman stick spectra with totally symmetric modes (A’, green bar) and
asymmetric modes (A’’, red bar) for (a) BODIPY-2H (b) BODIPY-2I. The calculated Raman
spectra are shown with the experimental power spectrum (c, d).

To assign the vibrational modes we compare the experimentally extracted vibrational
frequencies to the DFT calculated non-resonant Raman spectra for BODIPY-2H and
BODIPY-2I in Figure 5.12. Calculated Raman active modes are shown as stick spectra for
(a) BODIPY-2H (b) BODIPY-2I. The BODIPY’s are assigned to the Cs point group and the
colors of the stick spectra indicate the symmetry of each vibrational mode. Green spectra
indicate symmetric modes (A’) and red spectra asymmetric modes (A’’). The vibrational
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frequencies extracted from the 2DES spectra (from the procedure described in the main
text) are plotted along with the stick spectra for (c) BODIPY-2H and (d) BODIPY-2I. A
vibrational scaling factor of 0.97 was applied for BODIPY-2H and 1.00 for BODIPY-2I. To
assign the experimental vibrational modes in Table 5.2, we search within a ±30 cm-1
subspace for a given experimental vibrational frequency. Within this subspace the possible
modes are further narrowed by only considering the totally symmetric vibrational modes
(A’, green).97-99 97-99 Within these constraints the mode having the highest Raman activity
is selected.98,

100

Variation between calculated Raman active modes and experimental

frequencies may arise from the fact that the DFT calculations were performed on the
ground electronic state and do not include changes that may occur in the excited electronic
state.
Comparing the experimental and calculated results of BODIPY-2H and BODIPY-2I, we
find that derivatization of the BODIPY core structure with halogen atoms leads to changes
in the overall intensity (Franck-Condon factors) and the nuclear motion coupled to the
electronic excitation. The overall amplitudes of the peaks in the power spectrum of
BODIPY-2I are an order of magnitude larger than those of BODIPY-2H, which is
consistent with the larger calculated Raman activity for BODIPY-2I. We attribute this to
the larger polarizability of BODIPY-2I due to the incorporation of the two iodine atoms.
The nuclear motion coupled to the electronic excitation is also different for the two
BODIPYs. Figure 5.11 displays DFT optimized structures of BODIPY-2H and BODIPY-2I
where nuclear displacements are indicated with arrows for a given normal mode.
Visualizing the normal modes shows that the main structural motion is associated with
ring distortions. The normal modes of BODIPY-2I are mainly ring stretching modes that
involve the motion of the iodine atoms. The normal modes of BODIPY-2H have large
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contributions from ring bending motions and include a larger motion of the methyl
substituents when compared to the normal modes of BODIPY-2I.

HOMO-LUMO Orbitals of BODIPY-2I and BODIPY-2H
To further understand the difference in nuclear motion of the associated Franck-Condon
active modes we compare the HOMO and LUMO orbitals of BODIPY-2I and BODIPY-2H.
The HOMO and LUMO orbitals are displayed in Figure 5.13 and confirm the π-π* character
of the transitions. Comparing the HOMO and LUMO of BODIPY-2I and BODIPY-2H a
similar change in the -nodal character on the core structure is observed; however, the
electron density at the halogenated position differs for the two complexes with the character of the BODIPY-2I HOMO extending onto the iodine atoms.

Figure 5.13 The HOMO and LUMO molecular orbitals for BODIPY-2H (top) and BODIPY-2I
(bottom).
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We consider the electron density of the HOMO and LUMO orbitals to be representative of
the changes in electron density that occur upon excitation of the -* transition, and where
large changes in electron density are observed, we would expect the local bonds to change.
For BODIPY-2I the lack of electron density on the iodine atoms in the LUMO compared
to the HOMO, and the change in nodal structure on the BODIPY core indicates that the
iodine carbon bond length and the bonds of the core ring structure will change in response
to the electronic excitation. For BODIPY-2H the change in nodal structure indicates that
the bond lengths associated with the ring structure and the methyl substituents will
change in response to electronic excitation. These predictions are consistent with the
motion of the nuclei of the Franck-Condon active vibrational modes (Figure 5.11). We
attribute the differences in Franck-Condon active modes of BODIPY-2H and BODIPY-2I
to the differences in the change in electron density upon electronic excitation for BODIPY2H and BODIPY-2I complexes as indicated by the HOMO and LUMO orbitals (Figure
5.13).

Conclusions
In conclusion, we have characterized the ultrafast dynamics of structurally different
BODIPY chromophores through applying 2DES. Through applying different data analysis
procedures to the 2D electronic spectra, our studies reveal (1) ultrafast solvation dynamics
of BODIPY chromophores in methanol on sub-100 fs timescales and (2) the frequency and
identity of vibrational modes strongly coupled to the electronic excitation.
We demonstrate a data analysis procedure for extracting the dynamic Stokes shift from
2DES spectra performed with limited bandwidth pulses. This procedure is general and
only requires that the incoming pulses spectrally overlap with portions of both the
absorption and emission spectra. Applying our data analysis procedure to BODIPY-2I and
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BODIPY-2H in methanol we observe two time components for relaxation a ~60 fs inertial
component and a longer ps timescale diffusive component. These observations are
consistent with previous studies focusing on the solvation dynamics of methanol 42 , 43, 77, 8189,

confirming our data analysis procedure. Future work will extend on these studies

applying 2DES to BODIPY chromophores in different local environments with different
derivatizations.

Understanding

the

ultrafast

solvation

dynamics

of

BODIPY

chromophores in various environments may lead to a better understanding of system-bath
interactions that could dictate photophysical and photochemical properties relevant for
imagining or applications for solar energy conversion. 35, 38, 101
On longer timescales, we observe oscillatory components in the 2D electronic spectra of
BODIPY-2H and BODIPY-2I arising from the creation of vibrational coherences in the
ground and electronic excited states. The frequency and dephasing time of the oscillatory
components were extracted from the 2D electronic spectra and assigned through DFT
calculations. Our results show that derivatization of BODIPY chromophores alters the
vibrational modes (including nuclear motion, frequency, and activity) that are strongly
coupled to the electronic excitation. Recent studies have shown that vibrational motion
plays an important role in charge separation for natural and artificial photosynthetic
complexes and in organic photovoltaic materials.94, 102-105 A better understanding of the
vibrational modes strongly coupled to electronic excitation of BODIPY chromophores, and
how derivatization of BODIPYs influences this vibrational motion, can provide further
insight into the design of BODIPY based systems for solar energy conversion.
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Chapter 6.
Intersystem Crossing In Halogenated BODIPY and
Halogen Bonding Formation

The work presented in this chapter has been published in the following paper:
Yumin Lee, Roy Malamakal, David M. Chenoweth, and Jessica M. Anna*,
“Halogen Bonding Facilitates Intersystem Crossing in Iodo-BODIPY
Chromophores”, Journal of Physical Chemistry Letters, 2020, 11, 877-884

Overview
In the previous chapter, 2DES spectroscopy was applied to BODIPY chromophores to
investigate the ultrafast dynamics within the singlet excited state. In this chapter, I focus
on the formation of the triplet state of halogenated BODIPY. A popular usage of BODIPY
chromophores is their application as organic-based triplet photosensitizers. To improve
this function, a better understanding of the triplet state formation is critical. This
information could lead to additional insight into how to modulate the generation of the
triplet state and in turn could lead to further progress in the development of the BODIPYbased sensitizers. In this chapter I focus on the ability of halogen bonding, which is a noncovalent solvent interaction, for facilitating intersystem crossing in BODIPY-2I. Ultrafast
transient absorption spectroscopy was used to measure the timescale for intersystem
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crossing in BODIPY-2I in the presence of different pyridine-based halogen bonding
solvent molecules. Global and target kinetic analysis were applied to the transient
absorption spectra to determine the rate constants for intersystem crossing. We observe
that the rate of the intersystem crossing of BODIPY-2I is altered by halogen bonding and
the timescale for ISC maps to the strength of the halogen bond. The results were
interpreted through the Marcus expression. I performed quantum chemical calculations
to show that halogen bonding acts to alter both the spin-orbit coupling terms and the
energy gap of the singlet and triplet states.

Intersystem Crossing of Halogenated BODIPY
BODIPY chromophores can serve as effective organic-based triplet photosensitizers1-2 for
a wide range of applications, including photodynamic therapy 2-3, triplet-triplet
annihilation based upconversion4-5, and photocatalysis6-8. The breadth of applications can
be attributed to the tunability of BODIPY’s absorption spectrum 9-10 coupled with its ability
to form triplet excited states upon structural modification 1-3. The formation of the triplet
state is key for BODIPY to function as a photosensitizer, and different schemes for
promoting BODIPY triplet state formation have been demonstrated3, 11-12. These include
photophysical based mechanisms, where the incorporation of “heavy” halogen atoms into
the BODIPY core induces intersystem crossing (ISC)1, 11, 13-14, in addition to photochemical
based mechanisms, where the formation of BODIPY based dimers 5, 15-18 and dyads 19-22 can
facilitate the formation of the triplet state through electron transfer mechanisms. For
photochemical based BODIPY photosensitizers, the effect of solvent polarity on the
formation of the triplet state has been studied in detail;11, 18-19, 22-26 however, there have been
limited studies focusing on how explicit non-covalent solvent interactions affect ISC in
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halogenated BODIPY’s27-28. In this work, we investigate the ability of halogen bonding, a
non-covalent solvent interaction with similarities to hydrogen bonding29-31, to facilitate the
formation of the triplet state of 2,6-diiodo-BODIPY (BODIPY-2I,Figure 6.1). We find that
halogen bonding acts to increase the ISC rate constant, facilitating the formation of the
triplet state.

Figure 6.1 (a) Electrostatic potential maps (blue indicates more electropositive, and red
indicates more electronegative) and (b) chemical structures of BODIPY-2I (halogen bond
donor) and BODIPY-2H (control) and the three pyridine-based halogen bond acceptors.

The Halogen Bond
Halogen bonding (XB) is a directional noncovalent interaction that occurs between an
electropositive region of a covalently bound halogen atom (R-X, where X = Br, Cl, or I)
and an electronegative region of a Lewis base (B).29, 32-33 When a halogen atom forms a
covalent bond (R-X), the electrostatic potential around the halogen becomes anisotropic,
with an electropositive region oriented 180 to the R-X bond axis surrounded by an
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electronegative region having a -symmetry about the R-X bond.34 Figure 6.1 displays the
calculated electrostatic potential map of BODIPY-2I where the electropositive region
associated with the iodine atom, referred to as the -hole,35 is indicated with an arrow. The
-hole can interact with a nucleophilic site of a Lewis base to form a halogen bond.29, 32-33
XB is known to play an important role in material design and crystal engineering 31, 33, 36-41,
supramolecular chemistry and self-assembly30, 37, 40, 42-44, and in molecular recognition and
drug design38, 45-47. In addition, XB has also been shown to alter the properties of electronic
excited states.29, 48-50 For example, in the solid state XB can lead to the formation of organicbased phosphorescent molecular crystals.51 In solution, XB has been shown to alter the
ISC rate constant of benzaldehyde derivatives48-49, and promote higher photovoltages in
dye sensitized solar cells50. Here we demonstrate the ability of XB to facilitate ISC in
BODIPY-2I.

The Effects of Halogen Bonding on Intersystem Crossing
To investigate the effects of XB on ISC, we applied transient absorption spectroscopy to
BODIPY-2I, the XB donor, in the presence of three XB acceptors52: pyridine, 2,6dimethylpyridine (DMP), and 4-dimethylaminopyridine (DMAP). Control measurements
were performed using methanol as a non-XB forming molecule and BODIPY-2H as a
halogen free BODIPY analog that does not undergo ISC. We chose to study BODIPY-2I as
halogenated BODIPY’s are known to undergo ISC on the ~100-200 ps timescale6, and they
have a well-defined spectroscopic reporter for the triplet state, an excited state absorption
(ESA) at ~450 nm.1, 6, 21, 53 Of the halogenated BODIPYs, the iodo- form was chosen as it
has the potential to form the strongest halogen bonds when compared to bromo- and
chloro- analogs as halogen bond strength typically scales with the polarizability of the
halogen atom, that is I>Br>Cl>F.29 The calculated electrostatic potential map (Figure 6.1)
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demonstrates the ability of BODIPY-2I to serve as the XB donor through the presence of
the -hole. The three XB acceptors (Figure 6.1) were chosen as they are known to form
halogen bonds with iodine based XB donors and vary in XB acceptor strength .52

BODIPY-2I in Halogen Bond Acceptor
To prepare the samples, the XB acceptors were dissolved in tetrahydrofuran (THF) to
ensure a concentration of 0.5 M XB acceptor across the solvent series. A 0.5 M methanol
(MeOH)/THF solution was used as a non-XB control solvent. BODIPY-2I and BODIPY2H were synthesized according to previous protocols.54 The BODIPY chromophores were
dissolved in the different solutions at a concentration of 33.1  0.7 mM of BODIPY to
maintain a ~15000:1 ratio of XB acceptor to BODIPY chromophore across the solvent
series. XB formation with BODIPY-2I was confirmed through comparison of linear
UV/VIS spectra.

UV/VIS and Fluorescence Spectra of BODIPY-2I
The normalized linear UV/VIS spectra (solid lines) and fluorescence spectra (dashed lines)
of 33.1  0.7 M BODIPY-2I in the different 0.5 M solutions of methanol (yellow), pyridine
(blue), DMP (green), and DMAP (orange) in THF are shown in Figure 6.2. Given the
concentrations, there are more XB acceptor molecules than BODIPY chromophores, with
a ratio of ~15000 XB acceptors to 1 BODIPY chromophore. The spectra of the pump (green
shaded area) and probe (pink shaded area) pulses used in the transient absorption
measurements are also plotted in Figure 6.2. The transient absorption spectra are
presented in Figure 6.4 and Figure 6.6 in different BODIPY-2I and 2H dissolved in XBacceptors and non-XB absorption. We note that we have performed additional transient
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absorption measurements confirming that increasing the concentration of the XB acceptor
results in a further decrease in the timescale for ISC. However, though a larger effect can
be observed with an increased XB acceptor concentration, a concentration of 0.5 M for the
XB acceptor was used to ensure minimal frequency shifts to the linear spectra that may
result from changes in the dielectric constant of the solvent.

Figure 6.2 The linear UV/VIS (solid lines) and fluorescence spectra (dashed lines) of BODIPY2I in different solutions: 0.5 M of methanol (yellow), pyridine (blue), DMP (green), DMAP
(orange) in THF. The spectra of the pump pulse (green shaded area) and probe pulse (pink
shaded area) are also plotted.

Evidence of Halogen Bond Formation
To confirm the formation of halogen bonds, we compare the spectral broadening of the
transitions in the UV/VIS spectra of BODIPY-2I in the different solutions to that of
BODIPY-2H, our non-halogen bonding control. Here we interpret the observation of
spectral broadening as evidence of halogen bond formation, similar to spectral broadening
arising from hydrogen bonding.29
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Figure 6.3 The Gaussian decomposition of the normalized UV/VIS spectra of BODIPY-2I (a)
and BODIPY-2H (b) in the different solutions: methanol (yellow), pyridine (blue), DMP
(green), and DMAP (orange) at 0.5 M in THF.

The UV/VIS spectra of BODIPY-2I and BODPIPY-2H in the different solutions are shown
Figure 6.3 along with Gaussian components resulting in the best fits. The UV/VIS spectra
of BODIPY-2I could be fit well with two Gaussian components, while the UV/VIS spectra
of BODIPY-2H required three Gaussian components. The optimized parameters are
reported Table 6.1 for both systems.
Halogen bonding is similar to hydrogen bonding, both being directional and dynamic in
room temperature solvents, with typical energies of a few kcals/mol. 29 Given these
similarities we expect halogen bonding to lead to the spectral broadening of transitions,
similar to spectral broadening arising from the inhomogeneity induced by hydrogen
bonding solvents. Comparing the spectral width of BODIPY-2I in the different pyridinebased solutions to that of MeOH, we find that the XB solutions act to increase the spectral
broadening, with the total change in the FWHM (FWHM,Total) of the peaks being largest for
DMAP at FWHM,Total = 9.2 THz, followed by pyridine, with FWHM,Total = 0.5 THz, and DMP
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with FWHM,Total = 0.3 THz (see Table 6.1). The observed increase in spectral broadening is
attributed to an increase in the inhomogeneity arising from halogen bond formation.

Table 6.1 Gaussian decomposition of the UV/VIS spectra and analysis of line-broadening
results for BODIPY-2I and BODIPY-2H in the different solutions with each halogen bond
acceptor and the MeOH control solvent at a concentration of 0.5 M in THF.
Maximum Peak position
max,peak (THz)

FWHM
with respect to MeOH (THz)

FWHM
(THz)

Peak 3

Peak 1

Peak 2

Peak 3

Total
FWHM
(FWHM,Total)
(THz)

Solution
Peak 1

Peak 2

Peak 3

Peak 1

Peak 2

BODIPY-2I
MeOH

563.7

585.8

-

14.3

32.4

-

-

-

-

-

Py

563.7

586.0

-

14.3

32.9

-

0.0

0.5

-

0.5

DMP

563.4

585.4

-

14.3

32.7

-

0.0

0.3

-

0.3

DMAP

565.3

587.5

-

15.3

40.6

-

1.0

8.2

-

9.2

BODIPY-2H
MeOH

598.2

607.8

637.6

13.9

8.3

11.7

-

-

-

-

Py

598.2

607.8

637.6

13.8

8.4

11.6

-0.1

0.1

-0.1

-0.1

DMP

598.1

607.8

637.5

13.9

8.4

11.5

0.0

0.1

-0.2

-0.1

DMAP

599.4

609.0

639.0

13.9

8.3

11.6

0.0

0

-0.1

-0.1

As a control experiment, we performed the same analysis on BODIPY-2H in the same
solvent series to rule out other line broadening mechanisms that may arise from changing
the solvents. As BODIPY-2H lacks halogens it does not have the ability to form halogen
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bonds. Analysis of the total peak broadening of BODIPY-2H in the different pyridinebased solutions shows that the peak widths slightly decrease in all of the pyridine-based
solutions when compared to the MeOH/THF solution. This slight decrease is attributed to
the lack of hydrogen bonding between the carboxylic acid group and the pyridine-based
solutions. These control measurements offer further support that the line-broadening
observed in BODIPY-2I solutions arises from halogen bonding.

Transient Absorption of BODIPY-2H and BODIPY-2I
As we are interested in how XB affects the ISC rate constant (kISC), we first determined kISC
of BODIPY-2I in a non-XB solvent for comparison. Transient absorption spectra of
BODIPY-2I (bottom) and BODIPY-2H (top) in the non-XB 0.5 M MeOH/THF control
solvent are displayed in Figure 6.4, and are consistent with previous studies6.

Figure 6.4 Transient absorption spectra of (a) BODIPY-2H (top) and BODIPY-2I (bottom) in
the non-XB MeOH/THF solution are shown at different waiting times. (b) The OD at a given
wavelength is plotted as a function of delay time. All traces are color coded and their positions
marked as vertical dashed lines on the spectra
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To aid in the spectral interpretation the linear absorption spectra (green) and fluorescence
spectra (blue) are plotted as dashed-dotted lines and their maximum wavelengths are
indicated as black dashed-dotted vertical lines in Figure 6.4. The negative peaks in the
transient absorption spectra align with the absorption and emission spectra and are
assigned to the ground state bleach (GSB) and stimulated emission (SE). For BODIPY-2I,
we observe an additional spectral feature, an excited state absorption (ESA) at ~450 nm
confirming the formation of the triplet state.6, 21, 53
The time-traces associated with the different spectral features are plotted as a function of
delay time in Figure 6.4(b). For BODIPY-2H the traces associated with the GSB and SE
decay on similar timescales. This is consistent with the population in the S1 state directly
relaxing to the S0 state. For BODIPY-2I the SE decays to zero while the ESA grows in on
a similar timescale. The GSB is long lived and does not decay over the timescale probed.
This is consistent with previous ultrafast transient absorption studies performed on
halogenated BODIPYs where the S1 state undergoes ISC populating the triplet state. 6

Figure 6.5 The Jablonski diagram for BODIPY-2I (top) and the results of the spectro-temporal
analysis (bottom).
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The Jablonski diagram describing the photophysics of BODIPY-2I is displayed in Figure
6.5. To extract kISC we apply a global and target analysis55-57, where decay associated spectra
(DAS) and evolution associated spectra (EAS) are used to inform a spectro-temporal target
analysis (see chapter 2.7 for details). The results of the spectro-temporal analysis are
displayed in Figure 6.5 with the extracted GSB, SE and ESA spectra shown on the left and
the corresponding temporal evolution on the right. From the analysis, we obtain a k ISC =
(4.10  0.25) x 10-3 ps-1 with a corresponding timescale (ISC=1/kISC) of ISC = 246  16 ps
for BODIPY-2I in the non-XB solvent. For the fitting procedure kS1 was fixed to correspond
to the fluorescence lifetime of structurally similar halogen free BODIPYs6 and kT
converged to a nondecaying component (see Table 6.4 for additional fitting result details).
We apply the same data analysis procedure to the transient absorption spectra of BODIPY2I in the XB solvents.

Transient Absorption of BODIPY-2I Dissolved in Different
XB Acceptors
Transient absorption spectra of BODIPY-2I dissolved in the different XB solvents are
plotted in Figure 6.6 along with temporal traces. Comparing the temporal traces, we find
a similar qualitative behavior. The traces associated with the SE decay to zero by ~800 ps,
while the traces associated with the ESA grow in and plateau by ~800 ps. Though we see
the same qualitative behavior a comparison of the rise and decay times of the ESA and SE
in the different solvents shows that the traces evolve on different timescales. The traces
associated with the GSB feature are long-lived and do not decay to zero within the 1.2 ns
timescale probed. The traces resemble those of BODIPY-2I in the non-XB control solvent.
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Figure 6.6 (a) Solvent dependent transient absorption spectra of BODIPY-2I in MeOH/THF
and different XB solutions (b) and time traces at wavelengths corresponding to the GSB
(green), SE (blue), and ESA (red).
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However, to confirm that the overall photochemistry of BODIPY-2I is not altered upon
changing to the pyridine-based solvents we performed a singular value decomposition
(SVD) on the different data sets and compare the results. The SVD indicates that the
number of components remains constant over the solvent series (see Figure 6.7) and the
spectral vectors are similar (see Figure 6.8). The similarities in the SVD analysis indicate
similar photophysical mechanisms for BODIPY-2I in the different solvents. In addition to
the SVD analysis we also compare the molecular orbitals involved in the vertical transition
for BODIPY-2I with the different XB acceptors. Details of analysis is described in following
section 6.7. We find that the molecular orbitals are localized on the BODIPY molecules for
the non-XB and XB BODIPYs – indicating that charge transfer involving the XB acceptors
does not contribute to the excitation. The SVD (see details in section 6.7) and molecular
orbital analysis (see details in section 6.11) confirm that the photochemistry of BODIPY2I is not altered by the pyridine-based solvents and the Jablonski diagram in Figure 6.5
can be used to describe the photophysics of the halogen bonded BODIPYs. To extract the
rate constants associated with the formation of the triplet state we apply the same analysis
procedure described for BODIPY-2I in the non-XB solvent.

SVD Result of BODIPY-2I
Applying a singular value decomposition (SVD function in MATLAB, see details in section
2.7 in chapter 2) to the transient absorption spectra we resolved 3 possible components (n
= 3) that could contribute to the spectra of BODIPY-2I in the 0.5 M XB solvents and in the
0.5 M MeOH/THF control solvent. The SVD decomposition of the transient absorption
spectra is described by eq. 2.55 where ψ(λ, t) represents the transient absorption spectra.
Singular values (S), spectral vectors (V), and temporal vectors (U) of BODIPY-2I in 0.5 M
DMAP/THF are displayed in Figure 6.8. We’ve included the first 4 spectral components,
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V (n = 1-4), and temporal components, U (n = 1-4), to demonstrate that the fourth
component is not distinguishable from the noise.

Figure 6.7 The results of the SVD analysis of BODIPY-2I in the different XB solutions and the
methanol control solution. The spectral vectors Vn (n=1-3) are plotted along with the early (t
= 1 ps, dotted dark grey line) and later (t = 150 ps dotted light grey line) transient absorption
spectra.

Comparing the singular values of the third and fourth component we find that the third
component is larger, though the temporal vector associated with the third component
suggests that the third component may not be required to describe the spectra. We confirm
that the third component is not required in the DAS analysis in section VIII. An SVD
analysis of BODIPY-2I in the other solutions, including the MeOH/THF control, was also
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performed. The results are similar to that of BODIPY-2I in 0.5M DMAP/THF and the first
3 spectral components are plotted Figure 6.7 for BODIPY-2I in each solution. The
similarity in the first three spectral components of BODIPY-2I across the solvent series to
that of the spectral components of BODIPY-2I in 0.5 M MeOH/THF solution confirms
that the pyridine-based XB solutions do not lead to additional photochemical pathways,
such as photoinduced electron or hole transfer.

Figure 6.8 The results of the singular value decomposition performed on the transient
absorption spectra of BODIPY-2I in 0.5 M DMAP/THF solution are presented. (a) The
singular values as a function of the number of components are plotted. (b) The spectral vectors
Vn (n=1~4) are plotted along with the early (t = 1 ps, dotted dark grey line) and later (t = 150
ps, dotted light grey line) transient absorption spectra. (c) The temporal vectors U n (n=1~4)
are plotted from 0 to 1200 ps (left) and from 0 to 100 ps (right).
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Global and Target Analysis of TA Spectrum
To extract the rate constants associated with ISC we first apply a global analysis followed
by a target analysis to the transient absorption spectra of BODIPY-2I. The kinetic models
for global analysis used for the different analyses are described in. Detailed procedure of
global and target analysis is described in previous section 2.7.
We performed two global analysis procedures, first extracting decay associated spectra
(DAS), then using these time constants to extract evolutionary associated spectra (EAS)
and rate constants. The results of the EAS analysis informed the spectro-temporal analysis
where we extracted spectral profiles associated with the GSB, SE, and ESA. The reported
rate constants are the averaged values of the extracted rate constants from three different
sets of transient absorption spectra. The rate constants are reported in Table 6.3 along
with error bars reporting on the standard error.

Table 6.2 Global Analysis of the transient absorption spectra of BODIPY-2I and Jablonski
diagram defining the rate constants and photophysical processes
Kinetic
Analysis

𝜳 = 𝑵𝑬𝑻

Decay
Associated
Spectra

𝛹
= 𝑁𝐼 𝐷𝐴𝑆 𝑇

Evolution
Associated
Spectra

𝛹
= 𝑁𝐼𝐼 𝐸𝐴𝑆 𝑇

Rate Laws

𝑑 𝑁1 (𝑡)
𝑘
[
]=[ 1
0
𝑑𝑡 𝑁2 (𝑡)

0 exp(−𝑘1 𝑡)
][
]
𝑘2 exp(−𝑘2 𝑡)

𝑑 𝑁𝑆1 (𝑡)
𝑘
[
] = [ 𝑠1
𝑘
𝑑𝑡 𝑁𝑇 (𝑡)
𝐼𝑆𝐶
𝑤ℎ𝑒𝑟𝑒

𝑑𝑁
𝑑𝑡

0 𝑁𝑆1 (0)
][
]
𝑘𝑇 𝑁𝑇 (0)

= 𝐾𝑁 , 𝑁 = exp(𝐾𝑡)
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Jablonski diagram for
BODIPY-2I

To extract the rate constants, we first extract decay associated spectra (DAS) and their
corresponding timescales (eq 2.54). Based on the SVD analysis we attempted to fit the
BODIPY-2I data with 3 exponential decays. However, the third component was not
required, and the spectra are well described with only two exponential decays. The DAS
spectra (An) and their corresponding exponential time decays (tn) for BODIPY-2I in the
MeOH/THF solution are shown in Figure 6.9(a).

Figure 6.9 The results of the global and target analysis of the transient absorption spectra of
BODIPY-2I in the Methanol/THF solution. The DAS spectra (a, left) and associated time trace
(a, right), EAS spectra (b, left) and associated time traces (b, right) and the ESA GSB and SE
spectra (c, left) with associated time traces (c, right).
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To interpret the DAS results, we look at the spectral position of a peak and the sign of the
peak: a negative peak indicates a decay and a positive peak indicates a growth for ground
state bleaches and simulated emission (negative signals), where a negative peak indicates
a growth and a positive peak indicates a decay for excited state absorptions (positive
signals). Looking at the first DAS component that evolves on the 237 ps timescale (blue
line Figure 6.9a) we observe a negative peak that aligns well with the fluorescence
spectrum. This peak indicates a decay of the stimulated emission. We also observe a
negative peak in the excited state absorption region at ~450 nm indicating a growth on
the same timescale. The second DAS component is associated with long timescale
component (green line). The negative peak at ~530 nm aligns well with the absorption
spectra and is assigned to the long-lived ground state bleach. We also observe a positive
peak in the excited state absorption region indicating that the ESA is long-lived.
To summarize the DAS, the stimulated emission peak decays on a similar timescale as the
growth of the excited state absorption, and that the excited state absorption and ground
state bleach decay on similar timescales. This is consistent with the S1 state of BODIPY-2I
undergoing intersystem crossing to the triplet state that is monitored through the ESA.
The triplet state then decays back to the ground state on longer timescales. As the DAS are
limited to describing sequential dynamics, we cannot interpret the timescales as rate
constants; however, the DAS do offer insight into the photophysics of BODIPY-2I which
can be used to inform kinetic models.
Using information gained from the DAS, we perform an EAS analysis to extract the rate
constants associated with intersystem crossing. The sequential two-compartmental
kinetic model used in the EAS analysis is depicted in the Jablonski diagram shown in
Figure 6.5 of the main text and in the 4th column of Table 6.2 where the S1 state can
undergo intersystem crossing to populate the triplet state (T) or decay to the ground state.
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After intersystem crossing occurs the triplet state can then relax back to the ground state.
With this kinetic model we have three rate constants, the rate constant for intersystem
crossing (kISC), the rate constant associated with the relaxation of the S1 state (k S1), and a
long time (non-decaying) component associated with the relaxation of the triplet state (k T).
The rate constant matrix used to describe the temporal evolution and extract the EAS
spectra is shown in Table 6.2.
The TD-DFT calculations indicate that there are three triplet states that lie to lower
energies than the S1 state. As such ISC can occur among the different triplet states
represented here as T. The EAS analysis yields kISC and more accurate spectral components
related to the population of S0, S1, and T states. The result of the EAS analysis is shown in
Figure 6.9. The first EAS component (blue line) indicates a decay of the stimulated
emission. The second EAS component (green line) indicates a growth in the excited state
absorption region at ~ 450 nm that occurs on a similar timescale as the decay of the
stimulated emission. From the EAS analysis we extract time constant for ISC (1/k ISC) of
247 ps for BODIPY-2I in MeOH/THF. Through the EAS analysis we connect the
population changes in the S1 and T spectral regions and extract a rate constant associated
with intersystem crossing; however, to separate each spectral component (excited state
absorption reporting on the population of the T state, stimulated emission reporting on
the S1 state, and the ground state bleach reporting on the population of the S 0 state) we
employ a combined spectro-temporal model to extract the how the different spectral
components evolve.
From the spectro-temporal target analysis of the transient absorption spectra of BODIPY2I, we separate the spectra associated with the different populations, where the excited
state absorption at ~450 nm reports on the population of the T state, the stimulated
emission reports on the population of the S1 state, and the ground state bleach reports on
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the population of the S0 state. We used skewed Gaussian functions for fitting the spectra
of the ground state bleach and stimulated emission and a Gaussian to describe the excited
state absorption. The spectral parameters were constrained according to information from
the linear spectra and to be consistent with the DAS and EAS spectra. The temporal model
used is the same kinetic model used for the EAS spectra and the rate laws for the
population of each state associated with a spectral feature are given by equations from 6.2
to 6.4. As shown in Table 6.3, we fixed the kS1 rate constant to correspond to 5 ns based on
the fluorescence lifetime of structurally similar halogen free BODIPYs 6 and the decay of
the triplet state, kT converged to a non-decaying component corresponding to 45 s. All the
rate constants are reported in Table 6.3 - Table 6.5.
dN 𝑇,𝐸𝑆𝐴
dt

= +𝑘𝐼𝑆𝐶 [𝑆1 ] − 𝑘𝑇 [T]

dN𝑆1 ,𝑆𝐸
= −𝑘𝐼𝑆𝐶 [𝑆1 ] − 𝑘𝑆1 [𝑆1 ]
dt

dN𝑆0,𝐺𝑆𝐵
= −𝑘𝑆1 [𝑆1 ] − 𝑘𝑇 [T]
dt

eq 6.2

eq 6.3

eq 6.4

v

The extracted spectral components for BODIPY-2I in MeOH/THF solution are shown in
Figure 6.9. The green line corresponds to the excited state absorption, the red line to the
ground state bleach and the blue line to the stimulated emission. The spectra evolve
according to the kinetic equations, where the rate constants were optimized to produce
the best fit. The temporal traces for each spectral feature that result from solving the rate
laws in eq. 6.2 to eq. 6.4 are also shown Figure 6.9(c). We find that the S1 population
decays on a timescale similar to the growth of the T population, and that the T population
and S0 population are long lived. From the spectro-temporal analysis we can clearly see
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how the different spectral features evolve in time, and also extract the rate constants
associated with the different processes. As additional fitting parameters are required for
this analysis, we rely on linear spectra and the results of the DAS and EAS to aid in
determining the initial parameters for the fitting procedure and also for setting boundary
conditions.

Table 6.3 Rate constants for intersystem crossing and their corresponding timescales extracted
from the different analysis procedures are reported for BODIPY-2I in different 0.5 M
solutionsa
Global/Target fitting results
BODIPY
-2I in
different
solutionsa

EAS:
τISC (ps)
(errorb)

Spectral
Temporal:
τISC (ps)
(errorb)

236.9

246.7

246.0

4.23 E-3

4.08 E-3

4.10 E-3

( 9.6)

( 14.3)

( 15.8)

( 0.17 E-3)

( 0.25 E-3)

( 0.25 E-3)

228.7

243.1

223.0

4.38 E-3

4.12 E-3

4.61 E-3

( 5.2)

( 5.4)

( 28.0)

( 0.09 E-3)

( 0.09 E-3)

( 0.52 E-3)

234.5

248.5

211.0

4.30 E-3

4.05 E-3

4.79 E-3

( 14.2)

( 15.1)

( 13.9)

( 0.27 E-3)

( 0.25 E-3)

( 0.33 E-3)

159.2

180.5

172.6

6.30 E-3

5.54 E-3

5.80 E-3

( 4.8)

( 2.0)

( 2.0)

( 0.19 E-3)

( 0.06 E-3)

( 0.07 E-3)

DAS:
τISC (ps)
(errorb)

DAS:
kISC (ps-1)
(errorb)

EAS:
kISC (ps-1)
(errorb)

Spectral
Temporal:
kISC (ps-1)
(errorb)

MeOH

Pyridine

DMP

DMAP
All of the solutions are 0.5M in THF. The concentration of BODIPY-2I is 33.1  0.7 M.
The reported mean value of the rate constants is the average of the extracted fitting results
from three data sets which were obtained with the similar experimental conditions. The
reported mean error is the standard error (standard deviation/sqrt(number of data sets))
a

b
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The spectra presented in Figure 6.9 are for BODIPY-2I dissolved in 0.5 M MeOH/THF
solution but are representative of the spectra extracted from BODIPY-2I in the pyridinebased XB solutions, having similar spectral components, but differing in temporal
components associated with intersystem crossing. As we are focusing on the rate constants
for ISC in these studies, we report the extracted time scales in Table 6.3. The reported rate
constants and time constants were obtained from averaging the results of three different
measurements. The reported timescales for ISC (τ ISC) were obtained from first inverting
the rate constants from the three different measurements then averaging the results. The
error bars are the standard error obtained from the three data sets. For all data sets the
fitting results of the spectro-temporal analysis and averaged results are reported in Table
6.4 - Table 6.5 including all of rate constants, lifetimes, concentrations, amplitudes, and
frequencies and spectral widths of the GSB, SE, ESA with mean error bars.

Spectro-Temporal Analysis to TA spectra of BODIPY-2I
Applying a spectro-temporal analysis to the transient absorption spectra of BODIPY-2I in
the XB solutions we extract spectral components associated with the GSB, ESA, and SE
along with the intersystem crossing rate constant, kISC. Again, kS1 was set according to
previous literature values6 and kT converged to a nondecaying component. The rate
constants are defined in the Jablonski diagram in Figure 6.5. The extracted spectra
resemble the spectral features of BODIPY-2I in the non-XB solvent (Figure 6.9). Though
the spectral shapes are similar (see Table 6.4-Table 6.5), we find that the spectral features
evolve on different timescales with BODIPY-2I in the DMAP XB solution having the
largest ISC rate constant kISC = (5.80  0.07) x 10-3 ps-1 (ISC = 173  2 ps) followed by
BODIPY-2I in DMP/THF kISC= (4.79  0.33) x 10-3 ps-1 (ISC = 211  14 ps) and BODIPY2I in pyridine/THF kISC= (4.61 0.52) x 10-3 ps-1 (ISC = 223  28 ps).
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Table 6.4 Fitting results extracted from the Spectro-Temporal analysisa
BODIPY-2I
in different
solutionsa

Me
OH

Target fitting (Spectro-Temporal analysis) results
τISC (ps)

τS1 (ps) c

τT (s)

kISC (ps-1)

kS1 (ps-1)c

kT (ps-1)

Conc. SE

Conc. ESA

(i)

234.2

~ 5000

~ 45

4.27 E-3

~ 2 E-4

~ 2 E-14

-1.39

2.22 E-14

(ii)

277.4

~ 5000

~ 45

3.61 E-3

~ 2 E-4

~ 2 E-14

-1.66

4.34 E-14

(iii)

226.4

~ 5000

~ 45

4.42 E-3

~ 2 E-4

~ 2 E-14

-4.20

2.22 E-14

Mean
(errorb)

246.0
( 15.8)

~ 5000

~ 45

4.10 E-3
( 0.25 E-3)

~ 2 E-4

~ 2 E-14

-2.41
( 0.90)

2.93 E-14
( 7.08 E-15)

(i)

201.2

~ 5000

~ 45

4.97 E-3

~ 2 E-4

~ 2 E-14

-0.91

2.22 E-14

(ii)

189.4

~ 5000

~ 45

5.28 E-3

~ 2 E-4

~ 2 E-14

-0.94

2.22 E-14

(iii)

278.5

~ 5000

~ 45

3.60 E-3

~ 2 E-4

~ 2 E-14

-0.57

3.37 E-14

Mean
(errorb)

223.0
( 28.0)

~ 5000

~ 45

4.61 E-3
( 0.52 E-3)

~ 2 E-4

~ 2 E-14

-0.81
( 0.12)

2.60 E-14
( 3.82 E-15)

(i)

185.0

~ 5000

~ 45

5.41 E-3

~ 2 E-4

~ 2 E-14

-0.81

2.22 E-14

(ii)

232.8

~ 5000

~ 45

4.30 E-3

~ 2 E-4

~ 2 E-14

-0.85

2.22 E-14

(iii)

214.7

~ 5000

~ 45

4.66 E-3

~ 2 E-4

~ 2 E-14

-0.85

2.25 E-14

Mean
(errorb)

210.8
( 13.9)

~ 5000

~ 45

4.79 E-3
( 0.33 E-3)

~ 2 E-4

~ 2 E-14

-0.84
( 0.01)

2.23 E-14
( 8.19 E-17)

(i)

168.6

~ 5000

~ 45

5.93 E-3

~ 2 E-4

~ 2 E-14

-0.92

2.22 E-14

(ii)

173.8

~ 5000

~ 45

5.75 E-3

~ 2 E-4

~ 2 E-14

-0.63

8.06 E-13

(iii)

175.2

~ 5000

~ 45

5.71 E-3

~ 2 E-4

~ 2 E-14

-0.72

2.34 E-14

Mean
(errorb)

172.6
( 2.0)

~ 5000

~ 45

5.80 E-3
( 0.07 E-3)

~ 2 E-4

~ 2 E-14

-0.76
( 0.08)

2.84 E-13
( 2.61 E-13)

Py

DM
P

DM
AP

of the solutions are 0.5M in THF. BODIPY-2I was at a concentration of 33.1  0.7 M. bThe reported mean value
of the rate constants is the average of the extracted fitting results from three data sets (i)~(iii) which were obtained with
the similar experimental conditions. The reported mean error is the standard error (standard deviation/sqrt(number of
data sets)) cRate constants for the singlet lifetime (kS1) were set as constants.
aAll
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Table 6.5 Fitting results extracted from the Spectro-Temporal analysisa
Target fitting (Spectro-Temporal analysis) results
BODIPY-2I
in different
solutionsa

λs00,center λs00,width λs01,center
(nm)
(nm)
(nm)

λs01,width λSE,center
(nm)
(nm)

Amplitude

λSE,center λESA,center λESA,width
(nm)
(nm)
(nm)

Skewness
α
GSB (E-2) SE (E-2) ESA(E-3)

(i)

~534

14

511

21

542

40

454

15

-2.7

-2.4

-8.1

5.2

(ii)

~534

13

513

25

542

40

453

15

-3.4

-3.0

-11.0

6.9

(iii)

~534

15

520

33

542

40

464

22

-2.5

-3.5

-6.5

7.8

Mean
(errorb)

~534

14
(1)

515
(3)

27
(4)

542
(0)

40
(0)

457
(3)

17
(2)

-2.9
(0.3)

-3.0
(0.3)

-8.6
(1.0)

6.6
(0.7)

(i)

~534

15

509

20

542

40

454

15

2.8

-2.8

-8.7

3.9

(ii)

~534

13

514

27

542

40

454

15

2.2

-2.0

-6.8

8.2

(iii)

~534

15

520

33

542

40

464

21

2.2

-3.0

-5.4

7.7

Mean
(errorb)

~534

14
(1)

514
(3)

27
(4)

542
(0)

40
(0)

457
(3)

17
(2)

2.4
(0.2)

-2.6
(0.3)

-7.0
(1.0)

6.6
(1.4)

(i)

~534

14

513

25

542

38

454

16

-2.2

-2.2

-7.3

6.0

(ii)

~534

13

514

27

542

40

453

16

-2.1

-2.1

-7.1

6.7

(iii)

~534

18

520

32

542

40

463

18

-2.6

-4.3

-6.0

10.7

Mean
(errorb)

~534

15
(2)

516
(2)

28
(2)

542
(0)

39
(1)

457
(3)

17
(1)

-2.3
(0.2)

-2.8
(0.7)

-6.8
(0.4)

7.8
(1.5)

(i)

~534

14

509

21

542

28

453

18

-0.7

-1.3

-2.2

0.4

(ii)

~534

14

520

37

542

40

469

16

-0.7

-1.1

-0.8

2.4

(iii)

~534

14

518

29

542

31

463

20

-0.1

-0.7

-0.5

1.1

Mean
(errorb)

~534

14
(0)

516
(3)

29
(5)

542
(0)

33
(4)

462
(5)

18
(1)

-0.5
(0.1)

-1.0
(0.2)

-1.2
(0.5)

1.3
(0.6)

MeOH

Py

DMP

DMAP

of solutions are 0.5M in THF. BODIPY-2I was at a concentration of 33.1  0.7 M.
reported mean value of the rate constants is the average of the extracted fitting results from three data sets (i)~(iii)
which were obtained with the similar experimental conditions. The reported mean error is the standard error (standard
deviation/sqrt(number of data sets))
aAll

bThe
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Comparing kISC With XB Acceptors Strength
Comparing kISC, we find that the presence of XB acceptors leads to an increase in the ISC
rate constant when compared to the non-XB MeOH/THF solvent, with kISC increasing by
36% in 0.5 M DMAP/THF. We note that this effect can be intensified by increasing the
concentration of the XB acceptors. We attribute this effect to more BODIPY chromophores
existing in the halogen bonding form. For the 0.5 M XB/THF solutions, we also find that
kISC varies across the XB solvent series with kISC,DMAP > kISC,DMP > kISC,pyridine (ISC,DMAP <
ISC,DMP < ISC,pyridine).
The observed trend in kISC can be mapped to the strength of the XB acceptor. According
to the diiodine affinity scale52, 58, the strength of a XB is proportional to the enthalpy of
complexation of diiodine and the Lewis base XB acceptor (-HI2). The diiodine affinity
scale predicts that DMAP (-HI2 = 40.6 kcal/mol)59 will form a stronger XB when
compared to DMP (-HI2 = 35.4 kcal/mol)52, 60 and pyridine (-HI2 = 33.1 kcal/mol)61. We
note that because the enthalpy of complexation also depends on the XB donor, we do not
expect the enthalpy of complexation to be the same for I2 and BODIPY-2I; however, we do
expect the XB acceptor strength to follow a similar trend.
To graphically represent our findings, we plot kISC for BODIPY-2I in the different XB
solvents as a function of diiodine affinity for the XB acceptors in Figure 6.10. For
comparison, kISC for BODIPY-2I in the non-XB MeOH/THF solvent is indicated as a
dashed line. The plot shows that XB acts to increase k ISC compared to the non-XB solvent,
and that as the strength of the XB acceptor increases k ISC also increases.
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Figure 6.10 The ISC rate constants are plotted as a function of enthalpy of complexation of
diiodine with pyridine61(green square), DMP52, 62 (blue square), and DMAP59(purple square).
For comparison, the orange dashed line indicates kISC for BODIPY-2I in the non-XB
MeOH/THF solvent with the grey dashed lines representing the error bars.

DFT, TD-DFT, and Spin-Orbit Coupling Calculations
To assist the interpretation of the rate intersystem crossing resulted from the TA spectrum
of BODIPY-2I in different XB strength condition, we performed computational
calculations, DFT, TD-DFT, and spin-orbit calculation to see how molecular orbital,
energetics, and spin-orbit coupling strengths are alters by the XB formation.

Electrostatic Potential Maps
The electrostatic potential maps presented in Figure 6.1 were generated from optimized
geometries of BODIPY-2I, BODIPY-2H and the XB acceptors obtained using the
Guassian09 software package.63 The optimized geometries for BODIPY-2I and BODIPY2H were taken from our previous publication64 and the electrostatic potential maps were
generated using the same basis sets as reported previously. For the pyridine-based XB
acceptors DFT calculations were performed at the B3LYP level of theory with the 6212

311++g(d,p) basis set to first determine the optimized geometries and then generate the
electrostatic potential maps presented in Figure 6.1.

Molecular Orbitals
We have compared the molecular orbitals associated with vertical transitions for non-XB
BODIPY-2I to those of the halogen bonded BODIPY-2I to determine if the presence of the
XB acceptors alters the character of the vertical transition.

Figure 6.11 The calculated molecular orbitals and their energies for BODIPY-2I with XBacceptors: DMAP, Pyridine, and DMP and without a XB-acceptor are plotted for comparison.
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Table 6.6 Information for the TD-DFT vertical transitions for the S1 excited state
S1 Singlet Excited State
BODIPY-2I

XB to DMAP

XB to DMP

XB to
Pyridine

Excitation from → to

Coefficients

MO 166 → MO 170

-0.15303

MO 167 → MO 170

0.20184

MO 169 → MO 170

0.66152

MO 163 → MO 166

-0.17016

MO 164 → MO 166

0.18070

MO 165 → MO 166

0.66375

MO 155 → MO 158

-0.16661

MO 156 → MO 158

0.18519

MO 157 → MO 158

0.66344

MO 134 → MO 137

-0.24930

No XB
MO 136 → MO 137

Excitation
Energy (eV)

Oscillator
Strength (f)

2.6989

0.5223

2.7077

0.5215

2.7126

0.5101

2.7085

0.4440

0.66382

TD-DFT calculations were performed to determine which molecular orbitals contribute to
the S0-to-S1 transition. The molecular orbitals involved in the S 1 vertical transition are
reported in Table 6.6 for non-XB BODIPY-2I and XB BODIPY-2I and the relevant
molecular orbitals are plotted in Figure 6.11. Comparison of the molecular orbitals
confirms that excitation to the S1 state involves similar -* transitions localized on the
BODIPY core. We note that the relevant molecular orbitals have little to no electron
density on the XB acceptors and that the transitions occur at energies similar to non-XB
BODIPY-2I. Comparison of the molecular orbitals indicates that the vertical transitions
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do not have significant charge transfer character associated with the XB acceptors. To
further rule out the possibility of photoinduced electron transfer we also applied an SVD
analysis to the transient absorption spectra of BODIPY in the different solvents. The SVD
indicates that photoinduced electron transfer is not prominent.

DFT, TD-DFT, and SOC Calculation Details
DFT calculations were performed on BODIPY-2I halogen bonded to the different pyridinebased acceptors using the Gaussian16 software package to determine the ground state
geometries.63 The calculations were performed at the B3LYP level of theory with the 6311++G(d,p) basis set for BODIPY-2I, except for the iodine atoms where the 3-21G* basis
set was used.6 For comparison, the optimized structure and energetics of non-XB BODIPY2I were taken from our previous published results. 64 To ensure that the optimized
structures were independent of the initial guess geometries, we tested different initial
guesses where the angle between the -conjugated ring structure of BODIPY-2I and the
ring structure of the pyridine-based acceptors were varied. (See Figure 6.12(a) for an
example input structure)

(a) Input structure

(b) Optimized structure

Figure 6.12 The input guess geometry for the DFT calculations of BODIPY-2I ∙∙∙Pyridine (a)
and the resulting DFT optimized geometry of BODIPY-2I ∙∙∙Pyridine (b).
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In all scenarios, we find that the energy minimum corresponds to a near perpendicular
arrangement of the ring structures (Figure 6.12 and Figure 6.13). All optimized structure
at S0 ground state of BODIPY-2I with pyridine, DMP, and DMAP, arranged with
perpendicular of the ring structure.(see Figure 6.13) For all optimized structures
frequency calculations were performed and no negative frequencies were observed.

Ground state (S0) optimized geometry for BODIPY-2I ∙∙∙Pyridine

Ground State (S0) optimized geometry for BODIPY-2I ∙∙∙2,6-DMP

Ground State (S0) optimized geometry for BODIPY-2I ∙∙∙DMAP

Figure 6.13 Structure at optimized S0 geometry for BODIPY-2I with pyridine (top), DMP (mid),
DMAP (bottom).
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To determine the vertical transitions TD-DFT calculations were performed at the S0
optimized geometries at the B3LYP level of theory using the 6-311++G(d,p) basis set65-67
for all atoms. The first 5 singlet and 5 triplet states were calculated using the following
keywords: TD-DFT calculation: #P B3LYP/6-311++G(d,p) td(50-50,nstates=5) 6D 10F
nosymm GFinput. The energies of the first three singlet and triplet states are reported in
Table 6.7. The output from the TD-DFT calculations was used to obtain the spin-orbit
coupling values through the PySOC program48, 68. The resulting total spin-orbit couplings
between first three triplet states and singlet excited state (VSOC = <S1|HSOC|Tn>, n=1,2,3)
are reported in Table 6.7. The calculations show that XB does act to alter the spin-orbit
coupling for ISC among the different triplet states, but not in the same manner.

Table 6.7 The energies associated with the vertical excitation energies for the first six excited
states of BODIPY-2I with different XB acceptors the magnitude of the SOC from the lowest
lying S1 state to the three triplet states.
BODIPY-2I with

Non-XB

DMAP

Pyridine

DMP

ESn (eV)

E(Tn-S1) (eV)

ETn (eV)

𝑉𝑆𝑆𝑂𝐶
(cm-1)
1 ,𝑇𝑛

S1

2.71

T1

1.55

-1.16

<S1|HSOC|T1>

9.60

S2

3.22

T2

2.49

-0.22

<S1|HSOC |T2>

12.55

S3

3.30

T3

2.64

-0.07

<S1|HSOC |T3>

1.70

S1

2.70

T1

1.55

-1.15

<S1|HSOC|T1>

8.43

S2

3.19

T2

2.45

-0.25

<S1|HSOC |T2>

8.25

S3

3.26

T3

2.69

-0.01

<S1|HSOC |T3>

5.63

S1

2.71

T1

1.55

-1.16

<S1|HSOC|T1>

8.35

S2

3.21

T2

2.48

-0.23

<S1|HSOC |T2>

9.30

S3

3.32

T3

2.67

-0.04

<S1|HSOC |T3>

4.51

S1

2.71

T1

1.55

-1.16

<S1|HSOC|T1>

8.20

S2

3.21

T2

2.48

-0.23

<S1|HSOC |T2>

8.76

S3

3.32

T3

2.63

-0.08

<S1|HSOC |T3>

4.95
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Marcus Expression of kISC: Spin-Orbit Coupling and
Energetics
To better understand how XB can lead to an increase in k ISC we can consider the Marcus
expression for a thermally activated process (Eq. 1) where 𝑉𝑆𝑆𝑂𝐶
is the spin-orbit coupling
1,𝑇𝑛
between

the

singlet

state

(S1)

and

the

triplet

state

(Tn)

(

𝑉𝑆𝑆𝑂𝐶
≡ ⟨𝑆1 |𝐻𝑆𝑂𝐶 |𝑇𝑛 ⟩ ), 𝜆 is the reorganization energy of the Tn state, and Δ𝐸 is the
1,𝑇𝑛
difference in energy between the optimized S 1 and Tn geometries.48-49, 69

2

𝑘𝐼𝑆𝐶

|𝑉𝑆𝑆𝑂𝐶
(Δ𝐸 + 𝜆)2
𝜋
,𝑇 |
= 1 𝑛 √
exp [−
]
ℏ
𝑘𝐵 𝑇𝜆
4𝑘𝐵 𝑇𝜆

(eq 6.5)

According to Eq. 6.5 kISC depends on two main factors that could be affected by XB: the
spin orbit coupling, 𝑉𝑆𝑆𝑂𝐶
, and the relative energetics of the S1 and Tn states, E and . The
1,𝑇𝑛
XB acceptor can be thought of as donating electron density to the halogen atom of
BODIPY-2I; if this increases the spin-orbit coupling term this could lead to an increase in
kISC. Halogen bonding may also be acting to alter the energetics of the system, either
leading to a change in the relative energy of the S 1 and Tn states, E, and/or altering the
reorganization energy, . An increase in kISC would correspond to a decrease in the energy
gap.
From the experimental measurements, we observe an increase in k ISC in the presence of
XB acceptors. To determine which factors in eq. 6.5 give rise to the observed change in kISC
we performed DFT and TD-DFT calculations on BODIPY-2I molecules halogen bonded to
the different pyridine-based acceptors using the Gaussian16 software package. 70(see
details in section 6.11) We find that the XB length ranges from 2.8 to 3.0 Å with DMAP
forming the shortest halogen bond and DMP the longest. The calculated lengths do not
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necessarily correlate with the enthalpy of complexation with diiodine, where DMP has a
larger -HI2 when compared to pyridine, but a longer XB length. The larger -HI2 for DMP
could arise from favorable electrostatic interactions between the methyl groups of DMP
and the iodine atom.

Figure 6.14 (left) Optimized geometries of halogen bonded BODIPY-2I with the three different
XB acceptors. The XB lengths are reported in Å and 𝑉𝑆𝑆𝑂𝐶
is reported in cm-1. (right) The TD1 ,𝑇3
DFT vertical energies of the singlet (Sn, n=1~3, blue) and triplet (Tn, n=1~3, green) excited
states of BODIPY-2I with the different XB acceptors.

Figure 6.14 also reports the results of the TD-DFT calculations where the energies
associated with the vertical transitions for the first three excited singlet and triplet states
of BODIPY-2I are plotted for BODIPY-2I interacting with the different XB acceptors. We
find that the three triplet states lie to lower energies than the S 1 state. Given the energetics
ISC could occur between the S1 state and all three triplet states. In order to unravel the
contributions of the three different triplet states to the ISC process the Marcus expression
given in eq. 6.5 would need to be evaluated. However, as the calculated energies are
associated with the vertical transitions and do not report on the optimized excited state
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geometries, it is not appropriate to substitute the calculated Δ𝐸𝑆1,𝑇𝑛 energies into the
Marcus expression. Nevertheless, a comparison of the calculated energies associated with
the vertical transitions still provides insight into the effects of XB on the energetics. We
find that XB acts to alter the energetics. For example, the vertical energy gaps between the
S1 and T3 states, Δ𝐸𝑆1,𝑇3 , follow with BODIPY XB to DMAP Δ𝐸𝑆1,𝑇3,𝐷𝑀𝐴𝑃 = 0.01 eV; pyridine
Δ𝐸𝑆1,𝑇3 ,𝑝𝑦𝑟𝑖𝑑𝑖𝑛𝑒 = 0.04 eV; DMP Δ𝐸𝑆1 ,𝑇3,𝐷𝑀𝑃 = 0.08 eV, and for non-XB BODIPY
Δ𝐸𝑆1,𝑇3 ,𝑛𝑜𝑛−𝑋𝐵 = 0.07 eV. The calculations show that XB can act to alter the energetics,
through stabilizing (in the case of DMP for T3) or destabilizing (in the case of DMAP and
pyridine for T3) the triplet state. The energy gaps associated with the T2 and T1 states are
also altered by XB though to a lesser extent compared to T 3. The values of Δ𝐸𝑆1,𝑇2 and
Δ𝐸𝑆1,𝑇1 are reported in Table 6.7.
In addition to changes in the energetics the calculations also show that halogen bonding
acts to alter the 𝑉𝑆𝑆𝑂𝐶
of the system. Using the PySOC program68 and Gaussian TD-DFT
1,𝑇𝑛
output files we determine the spin-orbit coupling values associated with ISC from the S 1
to Tn states, 𝑉𝑆𝑆𝑂𝐶
. The values are reported in Table 6.7. For example, focusing on the ISC
1,𝑇𝑛
process involving the T3 state we calculate a spin orbit coupling of 𝑉𝑆𝑆𝑂𝐶
= 1.70 cm-1 for the
1,𝑇3
non-XB BODIPY-2I. For the halogen bonded BODIPY-2I we calculate 𝑉𝑆𝑆𝑂𝐶
= 5.63 cm-1 for
1,𝑇3
BODIPY-2I halogen bonded to DMAP, 𝑉𝑆𝑆𝑂𝐶
= 4.95 cm-1 for XB to DMP, and 𝑉𝑆𝑆𝑂𝐶
= 4.51
1,𝑇3
1,𝑇3
cm-1 for XB to pyridine. Based on the calculated values of 𝑉𝑆𝑆𝑂𝐶
, XB acts to increase the
1,𝑇3
spin-orbit coupling for iodo-BODIPYs and the trend in spin-orbit coupling, 𝑉𝑆𝑆𝑂𝐶
>
1,𝑇3 ,𝐷𝑀𝐴𝑃
𝑉𝑆𝑆𝑂𝐶
> 𝑉𝑆𝑆𝑂𝐶
> 𝑉𝑆𝑆𝑂𝐶
, maps to the trend in the experimentally
1,𝑇3,𝐷𝑀𝑃
1,𝑇3,𝑛𝑜𝑛−𝑋𝐵
1,𝑇3,pyridine
determined rate constants, kISC,DMAP > kISC,DMP > kISC,pyridine > kISC,non-XB. This is consistent
2

with Eq. 1 where kISC is directly proportional to |𝑉𝑆𝑆𝑂𝐶
| . For ISC from S1 to T3, we find that
1,𝑇𝑛
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larger values of 𝑉𝑆𝑆𝑂𝐶
map to stronger halogen bonds as characterized by the diiodine
1,𝑇3
affinity, -HI2.52 However, it is important to note that this trend is not general, as the
calculated spin-orbit coupling values for S1 to T2 and T1 do not map to XB strength, though
they are altered by the formation of the halogen bond (see in Figure 6.14)
The calculations show that XB acts to alter both the spin-orbit coupling terms and the
energetics. Considering the T3 state, the increase in the spin-orbit couplings would map to
an increase in the rate constant for ISC. However, the energetics are also altered by XB,
where we

do

not observe a clear trend

DMAP( Δ𝐸𝑆1,𝑇3,𝐷𝑀𝐴𝑃 =0.01

eV)

in

the vertical

transitions with

< Pyridine ( Δ𝐸𝑆1,𝑇3,𝑝𝑦𝑟𝑖𝑑𝑖𝑛𝑒 =0.04)

<

non-XB

(Δ𝐸𝑆1,𝑇3,𝑛𝑜𝑛−𝑋𝐵 =0.07 eV) < DMP (Δ𝐸𝑆1,𝑇3,𝐷𝑀𝑃 =0.08 eV). The calculations indicate that the
changes in the rate constants for ISC are a result of the interplay between the energetics
and the spin-orbit coupling values. In this sense, though XB leads to an increased k ISC for
2,6-diiodo-BODIPY in pyridine-based solvents, the trend is not necessarily general and
will depend on the molecular systems being investigated. Our findings are consistent with
previous theoretical studies focusing on how XB influences ISC in benzaldehyde 48, where
both the energetics and spin-orbit coupling terms are altered upon the formation of
halogen bonds.
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Conclusion

Figure 6.15 We find that XB with pyridine based acceptors facilitates ISC in BODIPY-2I. The
Jablonski diagram describing the photophysics is shown along with the extracted temporal
components. The timescales for ISC are shown within the plot of the temporal components.

Our results are summarized in Figure 6.15. We show that non-covalent XB solvent
interactions can serve as a means to facilitate ISC in diiodo-BODIPYs. We find that
stronger XBs result in an increased kISC, faster timescales associated with the formation of
the triplet state. The results are interpreted through quantum chemical calculations,
where we find that both changes in the spin-orbit coupling and energetics contribute to
the changes in kISC. As the BODIPY triplet state plays a critical role in its photochemistry
and photophysics, deciphering how non-covalent solvent interactions can facilitate the
formation of the triplet state may lead to further insight into the design and prediction of
BODIPY-based sensitizers for solar energy conversion and photodynamic therapy. In
addition, we demonstrate that diiodo-BODIPY can serve as a XB donor. This ability could
be exploited for the design of BODIPY-based self-assembled structures and materials.
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Chapter 7.
Conclusion
Concluding Remarks
This thesis demonstrates that 2DES is a powerful tool for studying condensed phase
dynamics occurring on femtosecond to picosecond timescale in natural light harvesting
complexes and model systems. In general 2DES spectra contains a plethora of information
embedded in the frequency-frequency correlation maps. For instance information on
energy equilibration and energy transfer can be extracted from the growth and appearance
of crosspeaks, information on solvation dynamics can be obtained from lineshape changes,
information on vibrational motion can be extracted from amplitude modulations. 2DES
spectra is rich in information contents; however, the extraction of this information can be
difficult. I’ve developed the appropriate analysis tools required to extract this information.
These analysis procedures are general and can be applied to a variety of systems. In
addition, I’ve performed model simulations and quantum calculations to help interpret
the results. For longer timescale processes, I’ve also applied transient absorption
spectroscopy taking advantage of the broad spectral detection and fast data acquisition to
extract rate constants and timescales associated with longer processes such as
intersystem-crossing though using a global and target analysis to the data.
The first goal of this thesis is to resolve the ultrafast photoinitiated energy transfer and
charge separation dynamics of natural PSI complexes isolated from cyanobacteria. Over
the past several decades, many studies have been performed on PSI complexes in order to
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elucidate the mechanism of energy transfer and the formation of long-lived charge
separated states. However, there remain unanswered questions regarding photoinitiated
processes of the PSI complexes because of the spectral and temporal congestion. In its
trimeric form, PSI contains ~300 tightly packed chlorophyll molecules that absorb energy
and transfer this energy to the reaction. Though required for function, these chlorophylls
are the source of high spectral complexity. PSI also suffers from temporal congestion with
different photoinitiated processes occurring on similar timescales. In order to alleviate
congestion, I have applied 2DES spectroscopy to PSI complexes and gained further insight
into the ultrafast energy transfer in this system. Specifically, I measured 2DES of
selectively chosen PSI complexes isolated from different cyanobacterial species that vary
in the properties of their red chlorophylls. The goal of these studies was to gain further
insight into how the red chlorophylls contribute to light harvesting in PSI. To interpret the
2DES of PSI, I wrote the analysis code to perform a global analysis of the 2D spectra. From
this analysis I extracted 2D-DAS and assigned two different time scales (a 200 fs and 3-5
ps) associated with energy equilibration involving the red chlorophylls. From the position
of the peaks in the 2D-DAS I determined that the equilibration occurs according to
different pathways involving different light harvesting chlorophylls. I’m currently
expanding on this work to develop a 2D-target analysis to extract the rate constants
associated with energy transfer and charge separation in PSI.
I also focused on investigating structurally simpler model light harvesting chromophores
to probe how structural modifications of the chromophores and systematic changes to the
solvent environment lead to changes in the photoinduced dynamics. Here BODIPY
chromophores are used as model systems. BODIPY’s have received increased attention
due to their broad scope of applications spanning the fields of the biological fluorescence
imaging, photodynamic therapy, triplet photosensitizers, and as donor and acceptors in
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artificial solar energy conversion systems. The wide range of applications is based on
BODIPY’s stability, robust photophysical properties, high quantum yields, and structural
modifiability. However, limited studies are focusing on characterizing the ultrafast
dynamics of BODIPYs. To fully realize the potential for BODIPYs to serve as artificial solar
energy converters, a better understanding of their ultrafast photophysics is required. As a
step towards this goal, this thesis describes exploring ultrafast photoinduced processes of
BODIPYs including 1) ultrafast solvation dynamics, 2) wavepacket dynamics, and 3) how
solvent interactions influence triplet excited state formation. These investigations are
carried out using 2DES and TA spectroscopy to probe different BODIPY chromophores in
various solvent environments.
Through these studies I demonstrated a new analysis procedure for the extraction of the
ultrafast solvation dynamics from the 2DES spectra. Explicitly, I defined a new procedure
to obtain the dynamic Stokes shift function from 2DES spectra of BODIPY chromophores,
revealing a different means for extracting information on solvent relaxation in 2DES. The
study of solvent dynamics in the condensed phase is fundamental and essential for
improving and altering a system’s reactivity. As such, understanding the ultrafast
photoinitiated dynamics of BODIPYs is vital to gaining further insight into the
photochemistry and reactivity of these chromophores.
Previous ultrafast spectroscopy studies have reported that vibrational motion is essential
for the initial charge separation event in natural and artificial light harvesting complexes.
In this thesis, through additional data analysis, I determine how derivatization,
specifically halogenation, effects vibrational motion strongly coupled to the electronic
excitation. I further interpreted the results through DFT calculations confirming that
structural modifications alter the frequency and identity of the Franck-Condon active
vibrational modes strongly coupled to the electronic excitation. In follow-up work, I’m
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further exploring Franck-Condon active modes of BODIPY-2I chromophores using 2D
coherence amplitude maps assisted by the simulation of model stick spectra. My work
using 2DES to study BODIPYs will lead to a further understanding of the singlet excited
state dynamics of these chromophores in addition to a better understanding of their
system-bath interactions. It also has implications for the dynamics of solvation and charge
transfer reactions in many chemical and biological systems.
In addition to the singlet state, the BODIPY triplet excited state plays a critical role in the
photochemistry halogenated BODIPYs. As such it is vital to understand how moleculesolvent interactions can alter the photophysics of triplet state formation to facilitate the
rational design of BODIPY based systems. Using ultrafast TA measurements, I find that
non-covalent halogen bonding with the solvent molecules can promote the formation of
the triplet state through decreasing the timescale for intersystem-crossing. This
understanding can give insights into tuning the BODIPY-based systems for solar fuel
generation and photodynamic therapy, where the formation of the triplet state is
paramount. Using ultrafast 2DES and pump-probe spectroscopic studies can further the
applications for BODIPY chromophores for solar energy conversion, self-assembled
materials, and bio-imaging sensors.
After I constructed the 2DES spectrometer and TA spectrometer in the Anna group, my
research focused on tracking different microscopic molecular dynamic processes of
natural and model light harvesting systems occurring on the femtosecond to picosecond
time scales. The resulting research presented in this thesis elucidates the dynamics of
systems in the condensed phase that are crucial for understanding system-bath
interactions and determining how the solvent environment alters the properties of
molecular reactivity.
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Future Outlooks
This thesis demonstrated the ultrafast spectroscopic tools of 2DES and TA as powerful
methods for studying condensed phase dynamics and assigning spectra. It explored both
dynamics occurring in the femtosecond to the picosecond time scales. First, studies on
photosystem I (PSI) were performed. PSI is one of nature’s most efficient energy
converters and can be thought of as a natural nanoscale system with the capability of a
photoelectrode. Understanding the mechanism of energy transfer in PSI that gives rise to
its high quantum efficiency can be crucial for achieving the improvement of artificial solar
energy conversion. It can lead to the development of PSI-based technologies for
generating solar fuels from nature’s most abundant energy source, sunlight. The work I
lead focused on observing the red chlorophylls’ energy equilibration through applying a
global kinetic analysis to 2DES spectra. This work can be furthered by developing the 2Dtarget analysis tools to obtain the rate constants of energy transfer and electron transfer.
In addition, future work will investigate these processes in PSI under different conditions
including varying the state of the reaction center from opened to closed and probing the
energy equilibration under cryogenic temperatures down to 77 K. These studies can lead
to a better understanding of the nearly perfect quantum efficiency of PSI that, in turn,
could result in technological advances for the fabrication and optimization of PSI-based
photovoltaics and solar energy conversion devices.
Understanding system-bath interactions, whether the bath is a hydrogen-bonded solvent
or a complex protein environment, is essential to understanding the selectivity, reactivity,
and efficiency of reactive molecules and systems. For example, in photosynthetic light
harvesting complexes, the interactions with the local protein environment may be crucial
to their high quantum efficiencies. I am investigating system-bath interactions in
structurally simpler systems, such as BODIPY chromophores, where we can alter the local
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environment by changing the solvent to perform systematic investigations. In addition, I
can readily perform simulations and calculations to help interpret the spectra. These
studies have enabled the interactions of the system with the local environment to be
resolved, and it is essential to give a better prediction of how the protein environment may
alter energy transfer in photosynthetic systems and the role of the bath environment in
the various biological, chemical, and physical systems in the condensed phase.
Tracking the solvation dynamics using ultrafast spectroscopy is important to understand
the temporal characteristics of the solvent response to the change in charge distribution
as the photoexcited system evolves. This can improve the stabilization of the charge
transfer state and lead to product formation. In this sense, solvation dynamics are crucial
to predicting and controlling the chemical reaction kinetics and could lead to a better
understanding of electron transfer, charge transfer, and energy transfer processes in
condensed phase systems.
I developed a new analysis procedure for extracting solvation dynamics from 2DES
through the extraction of the dynamic stokes shift function. The analysis procedure is
general and can be expanded to a variety of systems. In this sense the work in this area
contributes to the study of solvation dynamics of light harvesting systems in a variety of
solvent environments. The analysis procedure is currently being expanded to include
oscillatory components. An advantage of this analysis procedure is that it can be
performed on a single slice from the 2DES spectra, enabling for an investigation of the
frequency dependence of solvation dynamics. This offers a means by which intramolecular
vibrational energy redistribution (IVR) can be extracted from the solvation dynamics.
Eventually the analysis procedure will be extended to the investigation of the chlorophyll
molecules embedded in a protein environment. As the first step in the direction
chlorophyll molecules dissolved in various solvents and aggregated states are being
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investigated. These studies will lead to a better understanding of the local environment
alters the properties of chlorophylls and will aid in the interpretation of the dynamic
Stokes shift extracted from chlorophylls in natural light harvesting complexes, including
PSI. Applying the analysis procedure to natural light harvesting complexes will lead to
further insights on system bath interactions that dictate energy transfer and electron
transfer in these systems, and eventually the interplay between protein-cofactor and
cofactor-cofactor interactions.
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