Abstract
We propose a new systematic fibre bundle formulation of nonrelativistic quantum mechanics. The new form of the theory is equivalent to the usual one but it is in harmony with the modern trends in theoretical physics and potentially admits new generalizations in different directions. In it a pure state of some quantum system is described by a state section (along paths) of a (Hilbert) fibre bundle. It's evolution is determined through the bundle (analogue of the) Schrödinger equation. Now the dynamical variables and the density operator are described via bundle morphisms (along paths). The mentioned quantities are connected by a number of relations derived in this work.
In the second part of this investigation we derive several forms of the bundle (analogue of the) Schrödinger equation governing the time evolution of state sections. We prove that up to a constant the matrix-bundle Hamiltonian, entering in the bundle analogue of the matrix form of the conventional Schrödinger equation, coincides with the matrix of coefficients of the evolution transport. This allows to interpret the Hamiltonian as a gauge field. Here we also apply the bundle approach to the description of observables. It is shown that to any observable there corresponds a unique Hermitian bundle morphism (along paths) and vice versa.
Introduction
This paper is a second part of our investigation devoted to the fibre bundle approach to nonrelativistic quantum mechanics. It is a straightforward continuation of [1] .
The organization of the material is the following. Sect. 2 is devoted to the bundle analogues of the Schrödinger equation which are fully equivalent to it. In particular, in it is introduced the matrix-bundle Hamiltonian which governs the quantum evolution through the matrix-bundle Schrödinger equation. The corresponding matrix of the bundle-evolution operator is found. It is proved that up to a constant the matrix of the coefficients of the bundle evolution operator (transport) coincides with the matrix-bundle Hamiltonian. On this basis is derived the (invariant) bundle-Schrödinger equation. Geometrically it simply means that the corresponding state sections are (parallelly, or, more precisely, linearly) transported by means of the bundle evolution operator (transport along paths).
In Sect. 3 is considered the question for the bundle description of observables. It turns out that to any observable there corresponds a unique Hermitian bundle morphism (along paths) and vice versa.
Sect. 4 closes the work.
The notation of the present work is the the same as the one in [1] and we are not going to recall it here.
The references to sections, equations, footnotes etc. from [1] are obtained from their sequential numbers in [1] by adding in front of them the Roman one (I) and a dot as a separator. For instance, Sect. I.4 and (I.5.13) mean respectively section 4 and equation (5.13) (equation 13 in Sect. 5) of [1] .
Below, for reference purposes, we present a list of some essential equations of [1] which are used in this paper. Following the just given convention, we retain their original reference numbers. 
The bundle equations of motion
If we substitute (I.5.11) into (I.2.6)-(I.2.10), we 'get' the 'bundle' analogues of (I.2.6)-(I.2.10). But they will be wrong! The reason for this being that they will contain partial derivatives like ∂l γ(t) /∂t, ∂Ψ γ (t)/∂t, and ∂U γ (t, t 0 )/∂t, which are not defined at all. For instance, for the first one we must have ∂l γ(t) /∂t = lim ε→0
, but the 'difference' in this limit is not defined (for ε = 0) because l γ(t+ε) and l γ(t) act on different spaces, viz. resp. on F γ(t+ε) and F γ(t) . The same is the situation with ∂U γ (t, t 0 )/∂t. The most obvious is the contradiction in
, because Ψ γ (t + ε) and Ψ γ (t) belong to different (for ε = 0) vector spaces.
One way to go through this difficulty is to define, e.g. ∂Ψ γ (t)/∂t like l −1 γ(t) ∂ψ γ (t)/∂t (cf. (I.4.1)) but this does not lead to something important and new.
To overcome this problem, we are going to introduce local bases (or coordinates) and to work with the matrices of the corresponding operators and vectors in them.
Let {e a (x), a ∈ Λ} be a basis in
The indices a, b, c, . . . ∈ Λ may take discrete, or continuous, or both values. More precisely, the set Λ has a decomposition Λ = Λ d Λ c where Λ d is a union of (a finite or countable) subsets of N (or, equivalently, of Z) and Λ c is union of subsets of R (or, equivalently, of C). Note that Λ d or Λ c , but not both, can be empty. This is why sums like λ a e a (x) or λ a µ a for a ∈ Λ, λ a , µ a ∈ C must be understood as a sum over the discrete (enumerable) part(s) of Λ, if any, plus the (Stieltjes or Lebesgue) integrals over the continuous part(s) of Λ, if any. For instance: λ a e a (x) := a∈Λ λ a e a (x) := a∈Λ d λ a e a (x)+ a∈Λc λ a e a (x)da. By this reason it is better to write a∈Λ := a∈Λ d + a∈Λc da instead of a∈Λ , but we shall avoid this complicated notation by using the assumed summation convention on indices repeated on different levels. 1 The matrices corresponding to vectors or operators in a given field of bases will be denoted with the same symbol but in boldface, for example:
a b e a (γ(t)) and Ψ γ (s) =: Ψ a γ (s)e a (γ(s)). 2 Analogously, we suppose in F to be fixed a basis {f a (t), a ∈ Λ} with respect to which we shall use the same bold-faced matrix notation, for instance:
Generally l x (t) depends on x and t, but if x = γ(s) for some s ∈ J, we put t = s as from physical reasons is clear that F γ(t) corresponds to F at the 'moment' t, i.e. the components of l γ(s) are with respect to {e a (γ(s))} and {f a (s)}. The same remark concerns 'two-point' objects like U γ (t, s) and U(t, s) whose components will be taken with respect to pairs of bases like ({e a (γ(t))}, {e a (γ(s))}) and ({f a (t)}, {f a (s)}) respectively.
Evidently, the equations (I.4.1), (I.5.7)-(I.5.10) remain valid mutatis mutandis in the introduced matrix notation: the kernel letters have to be made bold-faced, the operator composition (product) must be replaced by matrix multiplication, and the identity map id Fx has to be replaced by the unit matrix 1 
. For instance, using the above definitions, one verifies that (I.5.10) is equivalent to
Let Ω(x) := Ω b a (x) and ω(t) := ω b a (t) be nondegenerate matrices. The changes
} of the bases in F x and F, respectively, lead to the transformation of the matrices of the components of Φ x ∈ F x and φ ∈ F, respectively, according to
Here the super script ⊤ means matrix transposition, for example
One easily verifies the transformation
of the components of the linear isomorphisms l x : F x → F under the above changes of bases. For any operator A(t) : F → F we have
Note that the components of U(t, s), when referred to a pair of bases {e a (t)} and {e a (s)}, transform according to
Substituting ψ(t) = ψ a (t)f a (t) into (I.2.6), we get the matrix Schrödinger equation
where
is the matrix Hamiltonian (in the Hilbert space description). Here
; if f a (t) are independent of t, which is the usual case, we have E(t) = 0. In the last case H m = H. It is important to be noted that H m is independent of E(t). In fact, applying (I.2.9) to the basic vector f a (t), we get
which leads to
Substituting into (2.7) the matrix form of (I.4.1), we find the matrixbundle Schrödinger equation
where the matrix-bundle Hamiltonian is
Combining (2.8) and (2.12), we find the following connection between the conventional and bundle matrix Hamiltonians:
where we use the dagger ( †) to denote also matrix Hermitian conjugation. Here H m γ (t) is a Hermitian matrix in the chosen basis, but in other bases it may not be such (see below (2.23)). Analogously, choosing {f a (t)} such that E(t) = 0, we see that H m (t) = H(t) is a Hermitian matrix, otherwise it may not be such.
Remark 2.2. Note that, due to (2.13), the transition H m → H m γ is very much alike a gauge (or connection) transformation [6] (see also below (2.21)-(2.23)).
Because of (2.11) and (I.5.7) there is 1:1 correspondence between U γ and H m γ expressed through the initial-value problem (cf.
14)
or via the equivalent to it integral equation
and, conversely, if U γ is given, then (cf. (I.2.9) and (2.10)) 4
The next step is to write the above matrix equations into an invariant, i.e. basis-independent, form. For this purpose we shall use the introduce in [5, Sect. 4 ] derivation along paths uniquely corresponding to any linear transport along paths in a vector bundle.
Let D be the derivation along paths corresponding to the bundle evolution operator U , that is (cf. [5, definition 4.1])
Expressions like (∂U(t, t0)/∂t)U(t0, t), (∂U γ (t, t0)/∂t)U −1 γ (t, t0), and U(t, t0)U(t0, t1) are independent of t0 due to [5, 
where the coefficients Γ b a (s; γ) of U are defined by
Using (I.5.9) and (2.17), both for t 0 = t, we see that
which expresses a fundamental result: up to a constant the matrix-bundle Hamiltonian coincides with the matrix of coefficients of the bundle evolution operator (in a given field of bases). Let us recall that, using another arguments, analogous result was obtained in [8, Section 5] . There are two invariant operators corresponding to the Hamiltonian H in F: the bundle-evolution operator U and the corresponding to it derivation along paths D . The equations (2.11)-(2.21), as well as the general results of [5, § 4] , imply that these three operators, namely H, U , and D , are equivalent in a sense that if one of them is given, then the remaining ones are uniquely determined.
Note that for other choices of the bases this property may not hold.
Example 2.2. Let H be given and independent of t, i.e. ∂H(t)/∂t = 0, and {e a (x)} be fixed by e a (x) = l −1 x (f a ) for df (t)/dt = 0. Then l x (t) = δ b a with δ b a defined above. Equations (2.12) and (2.21) yield H m γ (t) = H(t) and Γ γ (t) = −H(t)/i . Finally, now the solution of (2.14) is U γ (t, t 0 ) = exp (H(t)(t − t 0 )/i ) (cf. (2.16) ).
According to [5, equation (4.11) ] and footnote I.12, if a basis {e a (γ(t))} is change to {e ′ a (t; γ) = Ω b a (t; γ)e b (γ(t))} with det Ω(t; γ) = 0, Ω(t;
This result is also a corollary of (2.5) and (2.20). Hence (see (2.21)), the matrix-bundle Hamiltonian undergoes the change • U γ (t, t 0 ) ≡ 0, t, t 0 ∈ J (γ is not a summation index here!). Moreover, if D is given (independently of U , e.g. through (2.19)), then from [9, proposition 5.4] follows that U is the unique solution of the (invariant) initial-value problem
This is the bundle Schrödinger equation for the evolution operator U . In fact it is the inversion of (2.18) with respect to U . Let us summarize in conclusion. There are two equivalent ways of describing the unitary evolution of a quantum system: (i) through the evolution operator U (see (I.2.1)) or by the Hermitian Hamiltonian H (see (I.2.6)) in the Hilbert space F (which is the typical fibre in the bundle description) and (ii) through the bundle evolution operator U (see (I.5.7)), which is a Hermitian (and unitary) transport along paths, or the derivation along paths D (see (2.24)) in the Hilbert fibre bundle (F , π, M ). In the bundle description U corresponds to U (see (I.5.10)) and D to H (see (2.19 ) and (2.21)).
The bundle description of observables
In quantum mechanics is accepted that to any dynamical variable, say A A A, there corresponds a unique observable, say A(t), which is a Hermitian linear operator in the Hilbert space F, i.e. A(t) : F → F, A(t) is linear, and A † = A [3, 10, 11] . What is the analogue of A(t) in the developed here bundle description? Below we prove that this is a suitable bundle morphism A of the introduced in Sect. I.5 fibre bundle (F , π, M ).
Let ψ (λ) (t) ∈ F be an eigenvector of A(t) with eigenvalue λ (∈ R), i.e. A(t)ψ (λ) (t) = λψ (λ) (t). According to (I.4.1) to ψ (λ) (t) corresponds the vector Ψ 
in the bundle description. But the Hilbert space and Hilbert bundle descriptions of a quantum evolution are fully equivalent (see Sect. I.5). Hence to A(t) in F γ(t) must correspond certain operator which we denote by A γ (t). We define this operator by demanding any Ψ 
t). Combining this equality with the preceding two, we easily verify that
• A(t) ψ (λ) (t) where the linearity of l x has been used. Admitting that {ψ (λ) (t)} form a complete set of vectors, i.e a basis of F, we find
More 'physically' the same result is derivable from (I.2.11) too. The mean value A t ψ of A at a state ψ(t) is given by (I.2.11) and the mean value of A γ (t) at a state Ψ γ (t) is
that is it is given via (I.2.11) in which the scalar product ·|· x , defined by (I.4.4), is used instead of ·|· . We define A γ (t) by demanding
Physically this condition is very natural as it means that the observed values of the dynamical variables are independent of the way we calculate them. From this equality, (I.4.1), and (I.4.4), we get ψ(t)|A(t)ψ(t) = ψ(t)|l
γ(t) ψ(t) which, again, leads to (3.1). Thus we have also proved the equivalence of (3.1) and (3.3).
According to equation (3.1), along γ : J → M to any operator A(t) : F → F, t ∈ J, there corresponds a unique map A γ (t) :
is a morphism on the restricted on γ(J ′ ) fibre bundle (F , π, M ). In the general case we define the multiple-valued map
, t ∈ J, the multiplicity of A γ | F γ(t) being equal to one plus the number of self-intersections of γ at the point γ(t). We call a (bundle) morphism along paths 6 any map A : γ → A γ , where
and A γ | Fx = ∅ for x ∈ γ(J). We call the (possibly multiple-valued) map A γ a (bundle) morphism along the path γ. Hence, the above-defined map A γ is a morphism along γ which is singled-valued (and consequently a morphism over γ(J)) iff γ is without self-intersections. Therefore the map A : γ → A γ is morphism along paths. We call A Hermitian and denote this by A ‡ = A, if A γ are such, i.e. if (I.4.19) holds for A γ instead of A. The morphism along paths A is Hermitian if A(t) is a Hermitian operator, viz. we have
which is a simple corollary of (3.1) and (I.4.20). Hence, if the morphism A γ (t) along γ corresponds to an observable A A A, it is Hermitian because A(t) is such by assumption [3, 12] Consequently, to any observable A there corresponds a unique Hermitian bundle morphism A along paths and vice versa. Explicitly this correspondence is given by (3.1) which will be assumed hereafter. Its consequence is the independence of the physically measurable quantities (and the eigenvalues of the corresponding operators) of the mathematical way we describe them, as it should be.
Generally to any operator A : F → F there corresponds a unique (global) morphism A ∈ Morf(F , π, M ) given by
Consequently to an observable A(t) can be assigned the (global) morphism
But this morphism A(t) is almost useless for our goals as it simply gives in any fibre F x a linearly isomorphic image of the initial observable A(t) (see Sect. I.4).
Notice that A γ (t) generally depends explicitly on t even if A does not. In fact, from (3.1) we get 6) where [·, ·] − denotes the commutator of corresponding quantities and
In particular, to the Hamiltonian H in F there corresponds the bundle Hamiltonian (or the bundle-Hamiltonian morphism along paths) given by
It is a Hermitian bundle morphism along paths, H ‡ γ = H γ , as H is a Hermitian operator.
From (3.8), using (I.2.9) and (I.5.10), we find
From here we can get a relationship between the matrix-bundle Hamiltonian and the bundle Hamiltonian. For this purpose we write (3.9) in a matrix form and using (2.17) and df a (t)/dt = E b a f b (t), we obtain:
Substituting here (2.12), we get
which is simply the matrix form of (3.8). Combining (3.10) with (2.13), we find the following connection between the matrix of the bundle Hamiltonian and the matrix Hamiltonian:
We notice that, due to (3.5) as well as to (3.1) , to the identity map of F there corresponds a morphism along paths equal to the identity map of F :
The results expressed by (3.1) and (3.5) enable functions of observables in F to be transferred into ones of morphisms along paths or morphisms of (F , π, M ), respectively. We will illustrate this in the case of, e.g., two variables. Let G : (A(t), B(t)) → G(A(t), B(t)) : F → F be a function of the observables A(t), B(t) : F → F. It is natural to define the bundle analogue G of G by
where G γ (A, B)| Fx = ∅ for x ∈ γ(J) and
Thus G (A, B) is a bundle morphism along paths. This definition becomes evident in the cases when G is a polynom or if it is expressible as a convergent power series; in both cases the multiplication has to be understood as an operator composition. If we are dealing with one of these cases, the definition (3.14) follows from the fact that for any morphisms A 1 , . . . , A k , k ∈ N along paths of (F , π, M ) the equality
holds due to (3.1). In these cases G(A, B) depends only on A and B and it is explicitly independent on the isomorphisms l x , x ∈ M . The commutator of two operators is a an important operator function in quantum mechanics. In the Hilbert space and bundle descriptions it is defined by [ 
is an almost evident corollary of (3.1). It can also be considered as a special case of (3.14). In particular, to commuting observables (in F) there correspond commuting bundle morphisms (of (F , π, M )):
A little more general is the result, following from (3.16), that to observables whose commutator is a c-number there correspond bundle morphisms with the same c-number as a commutator:
for some c ∈ C. In particular, the bundle analogue of the famous relation [Q, P] = i (id F ) between a coordinate Q and the conjugated to it momentum P is [Q , P ] = i (id F ). A bit more complicated is the case for operators and morphisms along paths at different 'moments'. Let γ : J → M and r, s, t ∈ J. IfG s,t : (A, B) → G(A(s), B(t)), we define the bundle analogueG s,t ofG s,t by Nevertheless that the last equation is valid in any local basis it cannot be written in an invariant (operator) form as the action of d dt on bundle morphisms or sections is not defined, as well as to Γ γ (t) alone there does not correspond some invariant operator or morphism.
We derived (3.27) under the assumption thatD γ t acts on state vectors, i.e on ones satisfying the matrix-bundle Schrödinger equation (2.11). Conversely, if we apply (3.27) to some vector Φ γ (t) ∈ F γ(t) and compare the result with the one for (D γ t (C)) (Φ γ (t)) obtained through (2.19) (see above), we see that Φ γ (t) satisfies (2.11). Consequently, equation (3.27 ) is valid if and only if it is applied on vectors representing the evolution of a quantum system. Hence Ψ γ (t) is a state vector, i.e. it satisfies, for instance, the bundle Schrödinger equation (2.24), iff in any basis the equation (3.26) is valid for any bundle morphism C. In particular (3.26) is valid for the (Hermitian) morphisms (along paths) corresponding to observables and Ψ γ (t) satisfying the bundle Schrödinger equation (2.24).
The over-all above discussion shows the equivalence of (3.26) (for every morphisms C) with the Schrödinger equation (in anyone of its (equivalent) forms mentioned until now). That is why (3.26) can be called matrixmorphism Schrödinger equation.
Conclusion
Here we have continued to apply the fibre bundle formalism to nonrelativistic quantum mechanics. We derived different forms of the bundle Schrödinger equation which governs the time evolution of state sections along paths in the Hilbert bundle description.
In this description, as we have seen, the observables are described via Hermitian bundle morphisms along paths. We also have concerned some technical problems connected with functions of observables.
In the future continuation of the present series we plan to consider from a fibre bundle point of view the following items: pictures and integrals of motion, mixed states, evolution transport's curvature, interpretation of the theory and its possible further developments.
