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Vectorizing Quantum Turbulence Vortex-Core
Lines for Real-Time Visualization
Daoming Liu, Chi Xiong, and Xiaopei Liu
Abstract—Vectorizing vortex-core lines is crucial for high-quality visualization and analysis of turbulence. While several techniques
exist in the literature, they can only be applied to classical fluids. Recently, quantum fluids with turbulence get more and more attention
in physics. It is thus desirable that vortex-core lines can also be well extracted and visualized for quantum fluids. In this paper, we aim
for this goal and developed an efficient vortex-core line vectorization method for quantum fluids, which enables real-time visualization of
high-resolution quantum turbulence structure. Given the datasets by simulation, our technique is developed from the vortices identified
by the circulation-based method. To vectorize the vortex-core lines enclosed by those vortices, we propose a novel graph-based data
structure, with iterative graph reduction and density-guided local optimization, to locate more precisely sub-grid-scale vortex-core line
samples, which are then vectorized by continuous curves. This not only represents vortex-core line structures continuously, but also
naturally preserves complex topology, such as branching during reconnection. By vectorization, the memory consumption can be
largely reduced by orders of magnitude, enabling real-time rendering performance. Different types of interactive visualizations are
demonstrated to show the effectiveness of our technique, which could assist further research on quantum turbulence.
Index Terms—quantum turbulence visualization, vortex-core line vectorization, real-time visualization
F
1 INTRODUCTION
Vortex-core lines (filaments) are essential in turbulence [1],
which could exhibit complex geometric and topological
structures over space and time. Due to typically large
amount of data especially for high-resolution simulations,
people in the field of scientific visualization have made
great efforts over the past years to extract vortex-core
line structures [2], which enable efficient and high-quality
visualizations, as well as both qualitative and quantitative
analysis of structures in turbulence datasets.
While many techniques have been proposed to extract
these vortex-core line structures, they all target for classical
turbulence (without any quantum mechanical effects).
Recently, quantum fluids with turbulence have got more
and more attention in physics [3], [4]. It is thus desirable
to also extract and visualize vortex-core line structures in
quantum turbulence datasets to aid the advancement of
this emerging field, where experimental visualizations are
very expensive and difficult to obtain [5]. Unfortunately,
existing vortex-core line extraction methods cannot serve
for the purpose, since the model equations and the
definitions of vortices are quite different; in addition, current
visualizations for quantum turbulence datasets rely on the
isosurface of either density [6], [7] or circulation [8] fields,
which are not sufficiently accurate. They are also difficult to
achieve real-time performance when visualizing vortex-core
line structures in high-resolution simulation datasets.
• Daoming Liu and Xiaopei Liu are both with School of Information Science
and Technology, ShanghaiTech University, China. E-mails: {liudm,
liuxp}@shanghaitech.edu.cn.
• Chi Xiong is with Institute of Advanced Studies and School of
Physical and Mathematical Sciences, Nanyang Technological University,
Singapore. Email: xiongchi@ntu.edu.sg.
In this paper, we are interested in extracting vortex-core
line structures in quantum turbulence simulation datasets,
and representing them analytically by continuous curves,
which is called vortex-core line vectorization, for efficient
and high-quality visualizations, preferably in real time,
such that it can provide a convenient visual analysis tool
for the scientific study of quantum turbulence structures.
Note that quantum turbulence is an open and important
research area in physics, where little knowledge is known.
From the perspective of domain scientists, manipulating
the vortex-core line structures in real time can enable more
intuitive understanding and more precise analysis, which
could assist the future research on quantum turbulence.
Given the simulation datasets of quantum turbulence,
by solving either nonlinear Scho¨dinger equation (NLSE) [9]
or nonlinear Klein-Gorden equation (NLKG) [10] (both
are complex-valued equations), our visualization starts by
extracting vortex nodes with a circulation-based method [8],
which can immediately result in a vortex-node graph, where
vortices belonging to the same vortex-core line can be easily
extracted. Then, we iteratively reduce the graph by local
averaging to generate samples on vortex-core lines, together
with a density-guided local optimization to adjust positions
of these samples for higher accuracy. Finally, we interpolate
these samples by a proper ordering for each vortex-core line
with a continuous curve for the vectorized representation.
After vectorization, the memory consumption has been
greatly reduced by orders of magnitude, which enables
high-quality real-time visualizations, even on a normal
laptop PC. Note that the graph representation we proposed
naturally preserves complex topologies in vortex-core
line structures during reconnection without any extra
computation, which allows us to complete the vectorization
within relatively a short period of time.
We demonstrate our real-time visualization results with
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Fig. 1: Visualizations of vortex-core line structures in steady homogeneous quantum turbulence by progressively zooming
in the camera views (from left to right). Such a structure is excited by continuous random potential input, which can
compensate fast vortex decay during the massive reconnections, and produce steady quantum turbulence. With our
visualization technique, the quantum turbulence structure can be explored interactively with real-time performance. Note
that the unit of the labeled length scale is with respect to the domain size (l = 32.0) we use in the simulation.
a dataset we obtained by solving the NLKG equation at a
resolution of 20483. Note that no previous work has successfully
achieved real-time visualization of vortex-core line structures from
a quantum turbulence dataset at such a high resolution. With
our new technique, we have generated different types of
visualizations for either qualitative or quantitative analysis
(a physicist in quantum fluid domain, the second author
of this paper, has been intensively involved in such an
analysis), and Fig. 1 shows one of these visualizations to
zoom in the quantum turbulence structure. Comparisons
with existing vortex-core line visualization methods [8],
[11], both qualitatively and quantitatively with a metric,
are conducted to show higher vortex-core line extraction
accuracy and the resulting visualization quality.
2 BACKGROUND
Before we turn our focus to vortex-core line vectorization
in quantum turbulence datasets, we first give some
introduction to background knowledge in the field of
quantum fluids, as well as the related work on both classical
and quantum turbulence visualizations.
2.1 Quantum fluids and turbulence
Quantum fluids [12] [13], such as superfluid liquid helium
(Helium-II) with temperature below 2.17K [14], atomic
Bose-Einstein condensate (BEC) at the order of µK, and
the (hypothetical) stellar superfluids in a neutron star with
surface temperature around 6×105K [15], [16], are a special
kind of fluids exhibiting macroscopic quantum mechanical
effects [17]. Since the discovery of quantum fluids, many
interesting properties have been observed and studied,
some of which are completely different from classical fluids.
For example, as a kind of quantum fluids, superfluids have
zero viscosity when flowing through narrow capillaries;
ideally, they have infinitely large thermal conductance, and
hence can be used as moderators in cryogenics. Quantum
fluidity, as an important physical property of various exotic
states of matter, can be found applications in fields such as
condensed matter physics [12] [13], astrophysics [15] [16], as
well as particle physics and cosmology [10], [18], [19], [20].
2.1.1 Quantum fluid model
There have been several mathematical models to describe
the dynamic behavior of quantum fluids [3], [4]. One of the
recent models is the nonlinear Klein-Gorden equation [10],
[21], which is written in a dimensionless form as:
−∂
2Φ
∂t
+∇2Φ = (|Φ|2 − 1)Φ + λΦ, (1)
where Φ is a complex-valued scalar field defined as:
Φ = |Φ|eiσ , with |Φ| and σ the magnitude and phase
of Φ; λ is a free parameter controlling the interaction
among quantum fluid particles that could influence the
core radius of quantum vortices, which we set as λ = 1
to allow resolving the healing length by simulation. The
hydrodynamic density ρ and velocity u can be obtained as:
ρ = − σ˙|Φ|
2
√
1− u2 , u = −
∇σ
σ˙
, (2)
where σ˙ = ∂σ/∂t. For low-speed (speed far smaller than
speed of light) quantum fluids, such as BEC, the above
formulation can be further reduced to:
ρ = |Φ|2, u = ∇σ, (3)
which has been widely used in BEC simulations [22], [23]. It
should be mentioned that the vortex cores are encoded by
the singularities of phase σ, which mostly locate in sub-grid
scale. Thus, the vorticity ω = ∇ × u cannot be directly
computed at vortex cores for visualization purpose.
2.1.2 Quantum turbulence generation
Among many forms of existence of quantum fluids,
quantum turbulence [24] is of particular interests, since
it consists of tangled quantized vortices. Like classical
turbulence, quantum turbulence exhibits complex chaotic
structures over both space and time. Unlike classical
turbulence, quantum vortices have a fixed core radius
(healing length) and will never dissipate until reconnection
happens, which transforms part of the vortex energy into
waves. The study of quantum turbulence is an emerging
research in science, which will not only shed lights on
understanding the general structure of turbulence, but also
can be directly applied in liquid-helium-related cryogenic
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technology and other fields like cosmic strings, linear
defects in solids, and dark lines in nonlinear optics [24].
Quantum turbulence can be generated with Eq. 1
if sufficiently dense initial vortex-core lines are given.
However, as discussed in [8], quantum vortices will
decay when they reconnect. In the case of quantum
turbulence, massive vortex-core line reconnections will
occur, resulting in very fast vortex decay. In [8], random
vortex rings are periodically injected from the domain
boundary to counteract the decay and maintain vortex-core
line reconnections. However, such a method is difficult to
produce homogeneous vortex-core line distributions, which
are desirable for scientific study of quantum turbulence.
To overcome this deficiency, we can employ “random
potential” as input excitations, similar as that used in [22],
which acts as an extra energy source added to Eq. 1 to
compensate for vortex decay:
−∂
2Φ
∂t
+∇2Φ = (|Φ|2 − 1)Φ + [λ+ P (x, t)]Φ, (4)
where P (x, t) denotes the random potential input whose
magnitude is a random number between 0 and V0. To
maintain correlations, we first construct the potential values
by random numbers at sampled grid nodes every some
spatial distance X0 and temporal distance T0. Then, for
other grid nodes in between these distances, we can employ
cosine interpolation [25] to construct the whole random
potential field P (x, t), which varies in both space and time.
Specifically, we can set X0 = 2, V0 = 55, and T0 = 0.16
to balance between vortex production and decay. Note that
random potential has some physical interpretations; it can
mimic the random forces in porous media [26] or an optical
speckle potential [27] in real experiments.
2.1.3 Preparing quantum turbulence datasets
To obtain the dataset for visualization, we can solve Eq. 4
with numerical discretization scheme described in [8] to
simulate the quantum turbulence dynamics. For more
accurate analysis, such a simulation should be done at high
resolution, and in this paper, the resolution is fixed to 20483.
Due to large data size, the simulation is conducted on a
cluster system with implementation by message-passing
interface (MPI) [28]. It should be noted that the quantum
turbulence datasets can also be obtained by solving other
field equations, e.g., nonlinear Schro¨dinger equation. In the
following, we assume that the dataset is ready, and focus on
visualizing vortex-core line structures inside the dataset.
2.1.4 Quantum vortex-core lines
The structure of quantum fluids is different from that of
classical one since it is dominated by vortex-core lines with
a very small fixed core radius, where apart from the thin
vortex regions, other quantum fluids are smooth potential
flows (zero vorticity) without visually obvious structures.
Thus, visualizing the spatial distribution of vortex-core lines
is particularly crucial for quantum turbulence.
However, unlike vortices in classical fluids which are
defined more subjectively, vortex cores in quantum fluids
can be precisely defined as the phase singularity of the
model equation [12], [13], [29]. This can be considered as an
easier-to-solve problem since we can establish an objective
metric to identify those vortex cores. On the other hand,
it is due to such a mathematical definition that another
difficulty arises as compared to the traditional approaches
where vorticity can be easily computed.
2.2 Related work
There have been different kinds of techniques proposed in
the literature for both classical and quantum turbulence
visualizations, and we discuss them accordingly below.
2.2.1 Classical turbulence visualization
Early turbulence visualization methods are based on
identifying vortex cores with some local criteria. For
example, Hunt et al. [30] proposed the Q-criterion,
Jeong and Hussain [31] proposed the λ2-criterion, and
Chakraborty [32] proposed the λci-criterion. Jiang et al. [33]
provided a taxonomy of many of these identification
methods. There are also some other new methods recently
proposed, such as Ω-method [34] and Rortex method [35].
In addition to the above local methods, some
other works focus on visualizing the global structure
of vortex-core distributions. Jankun-Kelly et al. [36]
proposed to detect and visualize vortices in engineering
environments. Weinkauf et al. [37] extracted vortex cores
from swirling particle motion in unsteady flows. Schneider
et al. [38] used λ2-criterion with largest contours to
extract iso-surfaces. Schafhitzel et al. [39] visualized hairpin
vortices with iso-surface. Kasten et al. [40] proposed to
identify two-dimensional time-dependent vortex regions
based on an acceleration magnitude, and Weißmann et al.
[41] formulated a global method to identify vortex-core
lines over a vector field based on quantum mechanical
analogy. Recently, Chern et al. [42] proposed an algorithm
to find spherical Clebsh maps from a given velocity field
to obtain vortex-core lines. On the other hand, an objective
optimization is proposed for vortex-core line extraction in
classical turbulence [43], which was further extended to the
detection of vortex-core lines of inertial particles [44].
There are also many other approaches for visualizing
classical turbulence in different aspects. Laney et al. [45]
used Morse-Smale complex to study turbulent mixing in
Rayleigh-Taylor instabilities. Wiebel et al. [46] embedded
streamlines in a line integral convolution (LIC) texture
to explore boundary-induced vortices. Wei et al. [47]
introduced a dual-space method to analyze particle data
from combustion simulations using model-based clustering.
Treib et al. [48] presented a GPU-based system for flow fields
with a compressed representation to visualize tera-scale
turbulence datasets on desktop PCs, and Shafii et al. [49]
extracted vortices from wind farm data, and visualized
the interplay between vortices and forces on wind turbine
blades. More recently, Kern et al. [50] proposed a robust
detection and visualization method of jet-stream core lines
in atmospheric flows. Tao et al. [51] presented a semantic
flow graph to visualize the object relationships in flow
fields, and Wilde et al. [52] proposed an approach to the
visual analysis of re-circulation in flows by introducing
re-circulation surface for 3D unsteady flow fields.
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Fig. 2: Circulation-based vortex identification method: (a)
Circulation at a grid node is calculated on all three
coordinate-aligned orthogonal planes in order to detect
whether a vortex core exists inside the region enclosed by a
circulation path; (b) Circulation is done based on a ring-like
path for each plane in (a) to reduce numerical error.
2.2.2 Quantum fluid visualization
As described in Section 2.1, it is usually difficult to
visualize vortex-core line structures in quantum fluids by
vorticity. Thus, the above methods for classical turbulence
visualization are difficult to be applied, and the iso-surface
rendering of density field (e.g., in [53]) is usually used
for visualization, with the fact that density drops to zero
at vortex cores. However, as argued and demonstrated
in [8], such a visualization may produce undesirable
non-vortex-core structures during vortex reconnection,
where a circulation-based method was proposed. It is worth
mentioning that Guo et al. [54] adopted a vortex line
extraction and tracking method, also based on circulation,
to visualize superconductor simulation datasets, which is
however not suitable for visualizing vortex-core lines in
quantum fluid simulation datasets.
Circulation-based method. The recent method for more
precisely visualizing vortex-core line structures in quantum
fluids is to employ the circulation-based approach proposed
in [8], where a circulation field C should be computed:
C =
∮
L
∇σ · dl. (5)
Here, L denotes the enclosed path in the nearest proximity
of a grid node. Ideally, |C| = 2pi when the path includes
a vortex core; otherwise, it is zero. Thus, we can use a
threshold  = pi to differentiate these two cases. Note that C
can be either positive or negative, indicating the direction of
vorticity, which could be used to define the direction of the
vortex-core line at a given point. To numerically compute C ,
we use three orthogonal planes parallel to coordinate planes
(see Fig. 2 (a)) to compute three circulation values for each
grid node based on a ring-like path on that plane (Fig. 2
(b)), which improves reliability for numerical integration.
The maximum of the three absolute circulation values is
finally selected as the circulation value for that node. More
details on implementation can be found in [8].
Our contributions. While the above circulation-based
approach seems to be capable of directly being employed for
quantum turbulence visualization, it may produce unclear
results (as will be demonstrated later), since vortex-core
lines are very dense in quantum turbulence. Due to
imprecise location of vortex cores from circulation, it is also
difficult for quantitative analysis, such as measuring the
length, curvature, looping or reconnection of the vortex-core
lines. In addition, since the circulation-based approach relies
on extracting isosurface around the vortex-core lines for
visualization, the memory consumption is still very large for
high-resolution datasets. Thus, it is very difficult to achieve
real-time visualization to support interaction.
In this work, we try to solve these problems by
vectorizing massive vortex-core lines inside quantum
turbulence datasets, which can be efficiently solved by a
novel graph-based algorithm with local optimization. This
finally makes our visualization reach 60 to 110 frame rates
on a normal desktop PC for data resolution as high as 20483
to support many interactive visual analyses.
3 QUANTUM VORTEX-CORE LINE VECTORIZATION
By definition, vortex-core lines are phase singularities of Φ
field, which are infinitesimally small and form piecewise
continuous curves in space after a series of reconnections
due to branching, see Fig. 1 for an example, where
topologically complex structures with branches or enclosed
rings could be formed. We call a curve “simple vortex-core
line” if they do not contain branches. The whole vortex-core
line structures can thus be constructed by connecting all
simple vortex-core lines together. With grid nodes identified
by the circulation-based method which contain vortex
cores nearby (vortex nodes), simple vortex-core lines could
be extracted from these nodes and then represented by
continuous curves, which enables us to represent the whole
vortex-core line structures piecewise continuously. We call
such a process “vortex-core line vectorization”.
In our quantum vortex-core line vectorization, the main
difficulty rests with the treatment of branches, where a
simple and efficient method is desirable. In this paper, we
propose a novel graph-based model to deal with such an issue,
with iterative graph reduction, to form a simplified graph
of sample points on the desired vortex-core lines. These
sample points are further relocated by a density-guided local
optimization to increase accuracy. By graph reduction, it is
thus easy to identify branches by examining the connectivity
of each graph node, which can separate the simplified
graph into multiple graphs without any branches. The
sample points on these separated graphs are finally used
to vectorize each simple vortex-core line, so that the whole
vortex-core lines can be vectorized. Fig. 3 gives an overview
of the whole vectorization process, as summarized below:
• [Step 1]: With vortex nodes identified by the
circulation-based method, a graph based on the local
connectivity of the vortex nodes is constructed for
the entire field (Fig. 3 (a)).
• [Step 2]: Vortex nodes around the same connected
vortex-core lines are extracted as sub-graphs of the
whole graph by depth-first traversal (Fig. 3 (b) & (c)).
• [Step 3]: For vortex nodes of each simple vortex-core
line, they are used to calculate the sample points of
the continuous curve by an iterative local estimation
and graph reduction algorithm (Fig. 3 (d) to (f)).
• [Step 4]: With these sample points, continuous
vortex-core lines are formed by first re-ordering these
sample points along the curves, followed by spline
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(a) global graph construction (b) vortex nodes extraction (c) zoom-in view (d) sample point generation
(e) one iteration result (f) converged iteration result (g) vectorized vortex-core line (h) vectorization consistency
Fig. 3: Overview of our vortex-core line vectorization algorithm: (a) global graph constructed from the vortex nodes
identified by the circulation-based method; (b) extracted vortex nodes on one independent vortex-core line, as highlighted
by the red points; (c) zoom-in view of the blue box region in (b), ignoring non-vortex nodes; (d) an illustration for
calculating one sample point (the blue one) based on a 3D box around a particular point (the black one), where iterative
density-guided local optimization is performed, with initial estimate by mean position; (e) reduced graph after one iteration
of local estimation; (f) converged result of iterative graph reduction; (g) vectorization result of a vortex-core line from the
surrounding vortex nodes; (h) comparison of the vortex nodes around the line and their corresponding vectorization result;
note that the vectorized vortex-core line is always enclosed by the corresponding vortex nodes.
interpolation, which are finally used for interactive
visualization (Fig. 3 (g) & (h)).
In the following texts of this section, we will detail the
above steps for vortex-core line vectorization process.
3.1 Global graph construction
As described above, after identifying vortex nodes, we
can represent these nodes with a graph structure, by first
removing non-vortex grid nodes. Then, for each vortex
node, we associate it with the surrounding vortex nodes
that are directly linked by grid lines to maintain local
topology, leading to a sparse graph, see Fig. 3 (a). Such
a graph is created by first linearizing vortex nodes with
increasing indices in a scan order from x- to z-coordinate
directions; then, for each vortex node, we examine its
directly connected vortex nodes and store their indices into
an adjacency array of that node. Such a linearization and
connectivity representation not only reduce the memory
usage, but also provide an efficient data structure for
extracting vortex nodes that enclose vortex-core lines.
Note that in preparing the datasets, our simulation
is distributed over different CPU cores, and grid nodes
(including the identified vortex nodes) are distributed over
different memories. Thus, the above graph construction
process should also be distributed; otherwise, no sufficient
memory is available. We employ a block-based distribution,
where the whole dataset is divided into 4×4×4 blocks, and
each CPU core independently constructs a local graph with
local indices for each block. After that, all local graphs are
merged into one global graph, with local indices modified
into global ones. Since the size of the graph is much reduced
compared to the whole dataset, the global graph can be
constructed on one CPU core instead.
3.2 Node extraction for quantum vortex-core lines
With the global graph constructed, we can consider
vectorizing the piecewise continuous vortex-core lines.
However, the whole vortex-core lines are not completely
connected and may be composed of different independent
and isolated ones. Thus, to vectorize the entire vortex-core
lines, we need first identify independent ones, which can
be easily achieved by traversing the global graph and
extracting sub-graphs which enclose those vortex-core lines.
To do the sub-graph extraction, all the nodes on the
global graph are initially labeled as un-visited nodes. Then,
starting from an arbitrary node, we propagate throughout
the global graph by depth-first traversal. If the connected
node is un-visited, we put the index of this node into the
corresponding set of nodes that enclose a vortex-core line,
label it as visited, and then proceed to the next connected
but un-visited node until no such node is left. Once the
propagation stops, we collect all the propagated nodes,
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which are distributed around one particular vortex-core
line, and repeat the same process by picking another
un-visited node in the remaining graph. The whole process
stops when no other un-visited nodes remain in the whole
graph, which produces multiple sets of nodes enclosing
independent vortex-core lines. As an example, Fig. 3 (b)
illustrates the extracted nodes for one vortex-core line, and
Fig. 3 (c) shows its structure in an enlarged view.
3.3 Sample points generation
Once we extracted the surrounding vortex nodes for
each independent vortex-core line, it is then desirable to
generate the sample points on the vortex-core line. Since
the extracted vortex nodes are always distributed around
the vortex-core lines, it is able to estimate the sample
points using only the neighboring vortex nodes. There
are several requirements for the generated sample points.
First, they should be close in position to the true analytical
phase singularity as much as possible with a sufficient
sampling rate such that more accurate vortex-core lines
can be obtained. Second, they should be distributed almost
uniformly along the vortex-core line, which can reduce
unnecessary oscillations during vectorization, leading to
more accurate visualization. Third, the computed sample
points should also be represented by a new reduced graph
such that re-ordering can be easily done for vectorization.
3.3.1 Candidate sample point estimation
We first discuss how candidate sample points can be
estimated locally, which are then used to generate the
final sample points of vortex-core lines. Given a vortex
node, we can associate a 3D box with an equal length
d = k∆x (k is an integer larger than 1, and we choose
k ∈ [3, 8] in our implementation), where we can extract a
sub-graph using depth-first traversal again, see Fig. 3 (d)
which shows the box around a vortex node (colored in
black); the edges and nodes of the sub-graph are colored
in green and orange, respectively. Note that only nodes
on such a sub-graph are used to estimate one candidate
sample point of the vortex-core line, and we denote pji as
the spatial location of the j-th node on the sub-graph of the
i-th vortex node selected from the node set of a vortex-core
line. A good estimator of the candidate sample point is the
mean location of all the nodes on the sub-graph since they
are almost uniformly distributed around the vortex-core
line inside the 3D box: p¯ = (
∑
i pi) /N , where N is the
number of vortex nodes on the sub-graph. Such an estimator
has an uncertainty of only one grid cell (as compared to
three-grid-cell uncertainty in [8]).
The reason to use the mean location as the estimator for
candidate sample points on the vortex-core line is illustrated
in Fig. 4, where a vortex-core line passes through a 3D plane
(note that for better illustration, we only draw 2D planes,
where the intersection points between the vortex-core line
and the planes are marked by the circled crosses). If a
grid node is identified as a vortex node, it means that a
vortex-core line passes through (intersect with) the region
enclosed by its circulation path, with the intersection point
located inside the enclosed region, see Fig. 4 (a) for an
example. In this case, the sample point of the vortex-core
(a) (b)
Fig. 4: Illustration of mean location as sample point
estimator. In (a), four different regions around the grid
points are enclosed by their circulation paths on a 3D
plane, which all include the same vortex point. In (b), the
mean location of the vortex nodes always locates in the
overlapped region of the surrounding circulation paths,
which can be a good estimator for sub-grid vortex core.
line has three-cell uncertainty. However, the vortex nodes
are always clustered around the vortex-core line, and a
sample point on the vortex-core line is usually surrounded
by four vortex nodes on that plane, as Fig. 4 (a) shows. Thus,
the vortex-core line must pass through the overlapping of
all the regions enclosed by the four circulation paths on the
plane, as indicated by the rhombic area with dotted yellow
boundary in Fig. 4 (b). If we take the mean position of all
the vortex nodes on the sub-graph as the candidate sample
point estimator, it always locates inside this area, which has
only one-cell uncertainty, and thus is more accurate than [8]
to locate the nearby vortex cores. Note that this is reliable
for 3D box with a relatively small size.
3.3.2 Sample points generation and graph reduction
Once we can compute one candidate sample point inside
the 3D box around a vortex node, all sample points on
a vortex-core line can be automatically estimated by an
iterative procedure. Starting from an arbitrary vortex node,
we can calculate a candidate sample point inside the
surrounding 3D box using the proposed mean-position
estimator. Then, all the vortex nodes belonging to the
sub-graph inside the box are reduced to one node containing
only the candidate sample point, and all the edges of
the sub-graph are collapsed. After that, we can proceed
to generate another candidate sample point, and any
vortex node connected to the node of the previously
generated candidate sample point is selected. Similarly, we
can compute a new candidate sample point again, where
the vortex nodes belonging to the sub-graph of the new
surrounding box are reduced again to one node containing
the new estimated candidate sample point, and all the edges
of the new extracted sub-graph are also collapsed again.
Such a process repeats until there is no unprocessed vortex
node in the surrounding node set of a vortex-core line.
By going through such a process, we can generate all
candidate sample points which are approximations of the
true sample points on vortex-core lines, with the graph
much reduced from the initial one, see Fig. 3 (e). However,
there are still unwanted nodes and edges which form
branches or loops in the graph (see the orange box in Fig. 3
(e)), which are not suitable for vectorization, and require
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vortex-core line
Fig. 5: Illustration for locating more accurate sample point.
By estimating the tangent t of the initial sample point
x0, a gradient-descent minimization algorithm is applied
within the plane passing through x0 and perpendicular to
t, moving x0 to x∗, which is closer to the analytical result.
(a) (b)
Fig. 6: Comparison of vortex-core lines without (a) and with
(b) minimization in a local 3D box. Note the differences
especially within the red box regions.
further graph reduction to remove them. Thus, we repeat
the whole graph reduction process using mean-location
estimator for each node with the same size for the 3D box
until the positions of all sample points converge, see the
result in Fig. 3 (f). Usually, only a few iterations (e.g., 2 to 5
iterations) are required for reduction, and the size of the 3D
box approximately defines the average distance of the final
sample points. It is important to note that such an iterative
graph reduction process inherits the connectivity of the
generated sample points. This is beneficial for sample point
re-ordering based on vortex-core line classification, and
eventually facilitates the underlying vectorization, which is
also the key to ensure topological consistency.
3.3.3 Locating more accurate sample points
The previously generated sample points are still not
accurate enough, which have one grid-cell uncertainty. To
further improve visualization accuracy, the locations of
these sample points should be adjusted towards the true
singularities, which is achieved by a basic mathematical
observation that when a point x is a vortex core, its density
is zero: ρ(x) = 0. Thus, we need to locally search for x such
that this condition is satisfied.
However, since we solve the quantum turbulence at
discrete grid nodes and interpolate the field among them to
form continuous field, it is not always able to strictly have
ρ(x) = 0 locally around a vortex core. Thus, we convert the
above problem to be a local minimization problem:
x∗ = argminx ρ(x). (6)
There can be multiple solutions for x∗ within a local 3D
box. In order to have unique solution, additional constraints
should be imposed. Given the mean-position estimator p¯ as
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Fig. 7: Classification of different types of vortex-core lines
for re-ordering: (a) Type-I simple open vortex-core line; (b)
Type-II simple closed vortex-core line; (c) Type-III complex
vortex-core line. Note that S indicates the starting point and
E the ending point, while C for complex branch point.
the initial value x0 for x, we can apply pseudo-vorticity
method [23] to determine the local direction t of the
vortex-core line at x0. Then, a plane passing through x0
and perpendicular to t can be determined, see Fig. 5. We
restrict the minimization within such a plane, and employ
a gradient-descent algorithm to search for x∗, which is an
approximation to find the nearest point on the vortex-core
line from x0. Note that such a minimization should be
applied to all sample points to adjust their coordinates.
Fig. 6 shows a comparison for vortex-core lines without and
with such a local minimization in an enlarged view. Note
the red boxes for the slight changes of the vortex-core line
with such a minimization algorithm.
3.4 Re-ordering and vectorization
After we obtain the sample points for each vortex-core
line with a reduced graph containing their connectivity, we
are ready for vectorization. However, there are still two
problems left. First, the sample points on one independent
vortex-core line may not form a simple vortex-core line,
which is difficult for vectorization. Second, the sample
points may not be stored in a right order along the
vortex-core line after sample point generation; thus, we
should determine their order along the vortex-core line as
well as the starting point for vectorization.
Vortex-core line classification. Given a vortex-core line
which is now represented by a reduced graph, we can
classify it into the following types of vortex-core lines based
on the topological structure of the graph:
• Type-I (simple open vortex-core line): This type
of vortex-core lines contain points with maximal
connectivity of 2, and only two end points have a
connectivity of 1, see Fig. 7 (a).
• Type-II (simple closed vortex-core line): This type
of vortex-core lines contain points always with
connectivity of 2, which is the case when two end
points in Type-I enclose to form a loop, see Fig. 7 (b).
• Type-III (complex vortex-core line): This type of
vortex-core lines contain points with arbitrary
connectivity, especially with branching (connectivity
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(a) (b)
Fig. 8: Comparison between vortex-core line visualizations
(a) without spline interpolation (using only sample points)
and (b) with spline interpolation.
Fig. 9: Determining the direction of a point on a vortex-core
line. (a) By using the right-hand rule according to the
circulation path, we can easily determine the positive or
negative direction of a vortex. (b) Such a rule can be used to
determine the (positive) direction of a vortex-core line.
larger than 2), see Fig. 7 (c), where the branch points
are labeled by C, but can be split into sub-vortex-core
lines of either Type-I or Type-II. Note that the end
points of the split lines are usually branch points.
With the above definition, it is easy to implement the
vortex-core line classification by traversing the reduced
graph of an independent vortex-core line and examining its
connectivity. Note that only Type-I and Type-II vortex-core
lines can be easily used for vectorization. Hence, we
should split Type-III vortex-core lines, which is achieved by
checking the branch points, which are where we split.
Starting point selection and re-ordering. Once we classify
different types of vortex-core lines, it is able to determine
the starting point for re-ordering. If the vortex-core line
is of Type-I, the starting point could be any of the two
points whose connectivity is 1, e.g., S or E in Fig. 7
(a); if the vortex-core line is of Type-II, any point in the
graph can be the starting point; and if the vortex-core
line is of Type-III, the branch points are selected as the
starting points, which split the whole vortex-core line into
multiple sub-vortex-core lines of either Type-I or Type-II.
By determining the starting points, we can propagate the
graph with a unique route to re-order sample points along
each vortex-core line for later vectorization.
Vectorization. To do the vectorization, we interpolate
the ordered sample points for each vortex-core line. The
simplest method is by piecewise line segments, see Fig. 8
(a), but since the samples may not be dense enough,
the vectorized vortex-core line may not be smooth. In
particular, we apply Catmull-Rom spline interpolation [55]
to obtain the final vectorization results, assuming sufficient
smoothness among sample points, see Fig. 8 (b) and Fig. 3
(g). It should be noted that since all the sample points
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Fig. 10: The plot of vectorization performance over time
steps and across resolutions.
are estimated from the surrounding local vortex nodes,
the vectorized vortex-core lines are always enclosed by
the vortex nodes, as illustrated in Fig. 3 (h). The direction
of the vortex-core line can also be easily obtained by the
right-hand rule according to the circulation path of a nearby
vortex node, see Fig. 9 (a). This can be applied to every
point on the vortex-core line to determine the positive or
negative direction, see Fig. 9 (b) for an example of the
positive direction of a vortex-core line.
It should be noted that our graph-based algorithm
is very unique to facilitate quantum vortex-core line
vectorization with complex geometrical and topological
structures, which, to our knowledge, has not been proposed
in existing vortex-core line extraction methods for both
classical and quantum fluids. In addition, the interpolation
used in vectorization is not restricted to the one we use and
can have multiple choices: Be´zier curves [56] and other types
of spline curves such as B-spline [57] could also be used.
4 RESULTS
We implement the simulation for NLKG equation and
vortex-core line vectorization in C++ parallelized with MPI
and OpenMP [58] on a cluster system installed with Linux
for preparing high-resolution quantum turbulence dataset,
where 8 computational nodes with 64 CPU cores are used.
Each CPU is an Intel Xeon E7-4850 v4 CPU (2.1 GHz),
and the system memory is 2 TB in total. Our vectorization
compresses the original 20483 dataset of 70 GB at each
time step, which cannot be loaded into a normal GPU
memory, to 20 MB by only storing the sample points before
spline interpolation. For online computational efficiency, we
re-sample the spline curves into more points, occupying
approximately 260 MB at steady state, which is still small
enough even for a normal laptop PC to achieve real-time
visualization performance. The vectorization takes about
3 minutes on average for one static data, but could be
varying for simulation datasets at different time steps; it
also varies across different resolutions. Fig 10 shows a plot
of vectorization performance over time steps and across
data resolutions. Note that our method could scale well for
the number of vortex-core lines, since they are processed
independently in parallel. However, not all vortex-core lines
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Fig. 11: Interactive exploration of quantum turbulence structures. The camera is controlled by keyboard and mouse, and
follows the path shown at the bottom-left corner of each snapshot image, which displays the visualization results of
different views inside the vectorized quantum turbulence datasets. The rendering is very efficient for such interactive
exploration, with the instant frame rates shown at the top-left corner of each snapshot image.
(a) lengths ∈ [3.0, 6.0) (b) lengths ∈ [1.5, 3.0) (c) lengths ∈ [0.75, 1.5) (d) lengths ∈ [0.375, 0.75)
Fig. 12: Multi-scale visualization of quantum turbulence, where vortex-core lines with their lengths within a certain range
are selected for visualization. These ranges of lengths are measured with respect to the size of the simulation domain
(l = 32). Here, (a) to (d) show different ranges at small scales, where similar vortex-core line patterns can be found, which
indicate the self-similarity property of steady homogeneous quantum turbulence.
have the same length, and longer vortex-core lines require
more processing time, which affect the final performance.
The online real-time visualization is implemented using
OpenGL shaders based on [59] to render line tubes by
specifying an arbitrarily tunable radius, with the difference
that each vertex of the line tube is color-coded by its global
position as well as the tangent direction of the associated
vortex-core line, showing the variation of locations and
orientations. Note that more recent rendering method by
Kanzler et al. [60] could also be used for even better
performance. Such a visualization is run on a Linux
workstation installed with an Intel Xeon E5-2650 v4 CPU
(2.2 GHz with 24 cores), a 128 GB system memory and an
NVIDIA GTX TITAN X GPU, where 60 to 110 frames per
second is measured for visual interaction.
4.1 Interactive visualization
With real-time visualization, we can then design different
interactions to support structure exploration, multi-scale
and formation analyses, as well as visualization of
individual vortex-core lines. The following texts discuss
in detail about these interactions. Readers can refer to the
supplementary video for the corresponding animations.
4.1.1 Interactive exploration of quantum turbulence
Given any vectorized frame of vortex-core lines, we can
load and render them based on a specified radius. Since
our visualization is real-time, we can interactively explore
the turbulence structures by changing the view positions
and directions instantly with mouse and keyboard, which
enables domain scientists to see interesting structures easily,
like roaming in a virtual Universe. Fig. 11 shows such an
example, where the small image at the bottom-left corner
of each snapshot indicates the path as well as the location
and direction of the view, while the top-left corner of each
snapshot shows the corresponding instant frame rate.
4.1.2 Multi-scale visualization of quantum turbulence
An interesting property of turbulence, including quantum
turbulence, is the multi-scale nature, where fractal-like
structures are usually observed in some ranges of scales
in homogeneous fully developed steady-state turbulence
datasets. Thanks to our vectorization, it becomes very easy
to measure the lengths of the vortex-core lines. Thus, we
can filter the vortex-core lines by specifying a specific range
of lengths. Fig. 12 shows an example of such a multi-scale
visualization, where similar structures of different sizes can
be found at small length scale, which has similar property
as classical turbulence. This may also help to further explain
the fractal nature of quantum turbulence.
4.1.3 Formation of steady quantum turbulence
While previous visualizations explore dataset at one
particular frame, we can gather all vectorized frames
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(a) time step=1000 (b) time step=1500 (c) time step=3000 (d) time step=10000
Fig. 13: Visualization of the formation process over time for steady homogeneous quantum turbulence. With continuous
random potential input as external excitations, vortex-core lines will be generated from a calm initial field (Φ(x, 0) = 1).
As time proceeds, they will undergo massive reconnections to form steady homogeneous quantum turbulence.
(a) (b) (c) (d)
Fig. 14: Vortex-core line selection and visualization. Given vortex-core lines vectorized from the simulation datasets, see
(a), we can use mouse to select different individual vortex-core lines interactively, and highlight them for visualization. (b)
to (d) are three individual vortex-core lines selected for visualization, which are rendered with different colors.
together and produce dynamic visualization results, which
are achieved by designing a time slider, where users can
slide over the time line and stop at a particular time; then
the system then loads the vectorized data from hard disk
into memory to render the vortex-core lines immediately.
To maximize loading efficiency, we can maintain a memory
cache and load multiple frames of data from hard disk
into the cache, like the paging scheme in operating
system, and render directly from the cache. Fig. 13 shows
such a time-varying dynamic visualization to discover the
quantum turbulence formation process.
From the visualization, it is interesting to see that under
excitation of continuous random potential, small enclosed
vortex-core lines will first be generated, which scatter over
space, see Fig. 13 (a). As time proceeds, they will accumulate
and reconnect with each other to form complex vortex-core
lines, see Fig. 13 (b). Such a reconnection process becomes
massive when a large amount of vortex-core lines are
produced and the whole system starts to enter quantum
turbulence state, see Fig. 13 (c). Since the random potential
keeps producing small vortex-core lines that will merge
into existing ones, it will not damage the whole turbulence
distribution while compensating the vortex decay, see
Fig. 13 (d). This formation process, as observed by our
visualization, is different from classical turbulence. Another
benefit from our vectorization over time steps is that the
change of overall length of vortex-core lines can be plotted,
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Fig. 15: The plot of total length of vortex-core lines and
the reconnection event statistics (overall number) against
the number of time-steps, as generated by automatically
measuring the lengths and counting the number of
reconnection events with our vortex-core line vectorization.
see the blue curve in Fig. 15, which is useful for model
verification by Vinen’s equation [61], [62].
4.1.4 Vortex-core line selection and visualization
The previous visualization focuses on the global structure
of quantum turbulence vortex-core lines. However, it is still
difficult to observe the geometric and topological structures
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(a) (b)
Fig. 16: Reconnection event visualization. By identifying reconnection events from the reduced graph topology, we can
highlight the reconnection events (with red spheres) to see their global spatial distributions, see (a). We can also interactively
zoom in the view to see the local distribution of reconnection events (the orange box in (a)), as shown in (b).
of each independent vortex-core line, which are interested
by domain scientists for more detailed analysis, e.g., length,
curvature, loop, knot, as well as fractal geometry, etc. These
properties are still far from full understanding and require
further investigation. Thus, visualizing and highlighting
independent vortex-core lines is very attractive.
To achieve this goal, we employ two passes. In the first
pass, we assign vertices on each independent vortex-core
line a gray color, as determined by normalizing their
line indices into the range [0, 1], and perform off-screen
rendering into a texture without lighting. When selecting,
the gray value that mouse clicks can be re-converted to
the index of the vortex-core line nearest to the view. In
the second pass, we highlight the selected vortex-core line,
giving higher opacity with a different color for rendering.
Fig. 14 shows such an example of interactively selecting and
visualizing different independent vortex-core lines.
4.2 Reconnection event visualization
Finally, we turn our focus to the massive vortex-core
line reconnection events (where reconnection happens) in
quantum turbulence datasets, which are important and
expected to further explain some physical behaviors of
quantum turbulence. To visualize the reconnection events,
we first identify them by checking the connectivity of
each point on the final reduced graph, where a point
with connectivity larger than 2 (branch point) is identified
as one reconnection event. After all reconnection events
are identified, we can render a colored sphere over these
points to highlight reconnection events, see Fig. 16, where
we first visualize the reconnection events globally to see
the overall distributions, and then zoom-in interactively to
see their local relations. Such a capability also produces a
plot of the statistics (overall number) of vortex-core line
reconnection events during quantum turbulence evolution,
which is shown by the red curve in Fig. 15. Note that both
overall lengths of vortex-core lines and their reconnection
event statistics have similar behavior over time and they
remain stable after a certain time period of evolution.
5 DISCUSSIONS
There are still some aspects of the proposed vectorization
method which need further discussions.
(a) (b)
Fig. 17: Visualizations for topological consistency and
vectorization uncertainty: (a) visualization of iso-surface
extracted from circulation field together with vectorized
vortex-core lines. (b) color-coded relative density field error
(normalized by the mean density in non-vortex regions).
Topological consistency. It is expected that the vectorized
vortex-core lines have the same topological structure (loop,
branch, etc.) as the true counterparts. This is naturally
ensured by our graph-based representation. In each iteration
of graph reduction, the topological connectivity of the
previous graph is perfectly inherited by the new graph
with sufficient sampling, and in preparing the quantum
turbulence datasets, the vortex region is well resolved by
the grid nodes, which indicates that the reduced graph can
well capture the original vortex-core line topology. In order
to verify this argument, we perform a new visualization
(see Fig. 17 (a)), where the iso-surface of the circulation
field (with iso-value pi) is extracted and plotted together
with the vectorized vortex-core lines. It is clearly seen that
the vectorized vortex-core lines have the same geometry
and topology as the circulation field, implying topological
consistency during vortex-core line vectorization.
Vectorization uncertainty. There are still some uncertainty
in our vectorization. Since the simulation resolves healing
length, the vortex reconnections are well resolved by at least
two grid cells. Thus, we can faithfully identify reconnection
events with the final reduced graph. However, the identified
graph nodes representing the reconnection points, which
exist in sub-grid-scale, may not be exactly computed and
have one-cell uncertainty. When locating sub-grid vortex
cores, we assume that Φ field is linearly interpolated
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Fig. 18: Comparison of visualization quality and
vectorization consistency between [8] and our method.
The represented quantum turbulence structure is the same,
but our method in (c) is much better in quality than both
(a) and (b), which are from the existing method of [8].
among grid nodes. This might create small vectorization
error since the regions near vortex cores are highly
nonlinear. In addition, we use spline interpolation during
vectorization, assuming smoothness in-between sample
points, which may also cause certain errors. Note that all
of these errors are small, but could not be deterministically
measured. In order to show these uncertainties, we visualize
vectorized vortex-core lines with their colors encoding
density difference (error) of the vortex-core lines from zero
(note that zero density suggests true vortex-core lines),
which can indicate uncertainty during vectorization, see
Fig. 17 (b). The error is calculated by sampling at the
sub-grid locations of the vortex-core lines (not interpolated
from the spline control points). Note that our method only
visualizes vortex-core lines, ignoring the change of vortex
radii that may vary during reconnections.
Comparison. In order to demonstrate the advantage of our
visualization, we compare the visual quality and structure
consistency between our technique and the recently
proposed quantum fluid vortex visualization method [8] on
the same dataset with a resolution of 20483 (note that [8]
is very slow in rendering, far from real-time performance).
By extracting iso-surfaces from the thresholded circulation
field without filtering, the method of [8] generates 2.2× 108
triangles, which cost 5.4 GB memory. However, such an
iso-surface is not smooth and produce visual artifacts, see
Fig. 18 (a). By filtering the circulation field as is done in [8],
the iso-surface can be largely smoothed to reduce artifacts,
see Fig. 18 (b), but much more triangles (5.8 × 108) are
generated, which cost 14.7 GB memory, and is infeasible
for a normal GPU to render in real time. In addition, the
radius of the rendered tube cannot be set thin enough in
order to maintain smooth shape. Thus, the visualization
is quite messy for quantum turbulence, see Fig. 18 (b) as
compared to our visualization in Fig. 18 (c). However, the
structures in Fig. 18 (a) to (c) are almost the same, indicating
the consistency between our method and [8].
While the above comparison is based on visual quality,
there could be a quantitative measure between these two
methods. Note that we can always use density field as an
error metric, as the densities on the true vortex-core lines are
all zero. Thus, we can sample points over the surfaces used
in visualization (for both [8] and our method) and compute
their density values to establish such a metric. If we denote
(a) (b)
Fig. 19: Comparison with integral-based vortex-core line
extraction method: (a) our result; (b) result produced by the
method of Banks and Singer [11].
the sampled point positions on the visualized surface as xi,
then the error metric can be written as:
e =
1
ρ¯N
∑
i
|ρ(xi)|, (7)
where | · | computes absolute value; ρ¯ is the mean density
over the whole field, and N is the number of sample points
over the visualized surface. With this metric, [8] produces
an error of 0.741, while our new method yields an error of
0.013, which is obviously much smaller.
In addition, we also compare our method with the
integration-based predictor-corrector approach proposed by
Banks and Singer [11], since it shares some similarity.
Such a method is originally used for vortex-core line
extraction in classical fluids, and could not be directly
applied for quantum turbulence. However, with some
modifications, it can also be adapted to our dataset. The
core idea is to first take the identified vortex nodes
as initial seeds. Then, the pseudo-vorticity direction is
computed and regarded as the integration direction, with
local density field instead of pressure for correction. The
result by applying such modification is shown in Fig. 19,
which is obvious that spurious repeated structures can
appear (as also discussed in [63]), and better results require
more careful and costly post-processing (as described
in [11]), but this is a non-trivial task. In addition,
since there could be many vortex rings in quantum
turbulence dataset, such a topology is also difficult to be
accurately retained with the integration-based approach,
while our graph-based representation naturally preserves
these complex topological vortex-core line structures.
6 CONCLUSION
In this paper, we propose a quantum turbulence vortex-core
line vectorization algorithm, with iterative graph reduction
and density-guided local optimization, for real-time
visualization of high-resolution (20483) quantum turbulence
datasets, where different types of interactions are designed
to aid the visual analysis of quantum turbulence vortices
by domain scientists. This work is the first in the literature
to achieve real-time visualization performance at such a
high resolution to facilitate explorative visual study. With
our real-time visualization, some visual analysis has been
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conducted. We believe that the pictures and animations we
produced from our visualization technique as well as the
software tools we provided may give some reference and
guidance for both theoretical and experimental research on
quantum turbulence in the future.
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