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Presentacio´n
Este libro recoge el material preparado para estudiantes de la asignatura de
geometr´ıa de los cursos de grado de ingenier´ıa en tecnolog´ıas industriales,
ingenier´ıa qu´ımica y grado de ingenier´ıa de materiales de la ETSEIB-UPC.
Se trata de un libro con contenidos ba´sicos de esta materia.
El nu´cleo ba´sico esta´ constituido por los temas cla´sicos en un libro de a´lgebra
lineal que estudia espacios vectoriales dotados de un producto escalar y sus
aplicaciones a la geometr´ıa.
Este texto incluye tambie´n dos cap´ıtulos dedicados al estudio a nivel de intro-
ducio´n de variedades impl´ıcitas y al estudio elemental de curvas y superficies
diferenciables de R3.
Por ser un libro de estudio recomendado a los estudiantes, cada cap´ıtulo cons-
ta de una amplia coleccio´n de ejercicios, con las soluciones correspondientes.
La intencio´n de la autora es ofrecer a los estudiantes un texto completo de
a´lgebra lineal ba´sica aplicada a la geometr´ıa que les permita alcanzar un
cierto grado de soltura en la resolucio´n de los ejercicios y, al mismo tiempo,
7
8introducirse en la abstraccio´n de les demostraciones.
La autora
Barcelona, 31 de Enero de 2011.
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Cap´ıtulo 1
Espacio vectorial eucl´ıdeo
1.1. Producto escalar. Bases ortonormales
Conceptos geome´tricos que en el caso de los espacios R2 y R3 son se identifican
fa´cilmente, pueden introducirse en un espacio vectorial real cualquiera.
Sea E un espacio vectorial sobre R.
Definicio´n 1.1.1. Un producto escalar (eucl´ıdio) en E es una aplicacio´n
E × E −→ R
(u, v) −→ 〈u, v〉
que verifica las propiedades siguientes:
i) 〈u1 + u2, v〉 = 〈u1, v〉+ 〈u2, v〉 ∀u1, u2, v ∈ E.
ii) 〈λu, v〉 = λ〈u, v〉 ∀u, v ∈ E, ∀λ ∈ R.
iii) 〈u, v〉 = 〈v, u〉 ∀u, v ∈ E.
iv) 〈u, u〉 ≥ 0 ∀u ∈ E y 〈u, u〉 = 0 si, y so´lo si u = 0.
Ejemplo 1.1.1. Consideremos en R2, para toda pareja de vectores u = (x1, x2),
v = (y1, y2), la aplicacio´n que viene definida por:
〈u, v〉 = x1y1 + x2y2
Claramente se verifican las propiedades del producto escalar.
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En general, en Rn la aplicacio´n
〈(x1, . . . , xn), (y1, . . . , yn)〉 = x1y1 + . . .+ xnyn
es un producto escalar. Dicho producto escalar se denomina producto escalar
ordinario de Rn.
En todo espacio vectorial sobre R de dimensio´n finita se puede definir un
producto escalar. Si escogemos una base (u1, . . . , un) dados dos vectors cua-
lesquiera u = x1u1 + . . . + xnun, v = y1u1 + . . . + ynun podemos definir la
aplicacio´n
E × E −→ R
(u, v) −→ 〈u, v〉 = x1y1 + . . .+ xnyn (1.1)
No es dif´ıcil probar que se verifican todas las propiedades del producto es-
calar.
Otro producto escalar en E es el que viene definido de la forma siguiente:
〈u, v〉 = 2x1y1 + x1y2 + x2y1 + . . .+ x1yn + xny1 + 2x2y2 + x2y3+
+x3y2 + . . .+ x2yn + xny2 + 2xnyn
Dada una base {e1, . . . , en} del espacio, conociendo el producto escalar de
los elementos de la base y debido a la propiedades del producto escalar,
podemos conocer el producto escalar de cualquier pareja de vectores: sean
x = λ1e1 + . . .+ λnen e y = µ1e1 + . . .+ µnen, entonces
< x, y >=
n∑
i,j=1
λiµj < ei, ej >
por lo que podemos escribir en forma matricial
< x, y >=
(
λ1 . . . λn
)
< e1, e1 > . . . < e1, en >
...
...
< en, e1 > . . . < en, en >




µ1
...
µn


llamando G a la matriz tenemos < x, y >= xtGy y la matrix G recibe el
nombre de matriz del producto escalar.
Es fa´cil probar que G es invertible.
Una vez definido un producto escalar en un espacio vectorial, podemos in-
troducir las nociones geome´tricas de norma de un vector y a´ngulo entre dos
vectores.
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Definicio´n 1.1.2. Dado un vector u, definimos la norma o longitud del
vector u como:
‖u‖ = +
√
〈u, u〉 (1.2)
Las propiedades de la norma de un vector son:
i) ‖u‖ ≥ 0 ∀u ∈ E i ‖u‖ = 0 si, y so´lo si, u = 0.
ii) ‖λu‖ = |λ| ‖u‖ ∀u ∈ E, ∀λ ∈ R.
iii) |〈u, u〉| ≤ ‖u‖ ‖v‖ ∀u, v ∈ E (desigualdad de Cauchy-Schwartz).
iv) ‖u+ v‖ ≤ ‖u‖+ ‖v‖ ∀u, v ∈ E (desigualdad triangular).
Observacio´n 1.1.1. Observar que, dado un vector u ∈ E, no nulo, el vector
u
‖u‖ es un vector unitario (de norma 1).
Ejemplo 1.1.2. A R3, con el producto escalar que viene definido per
〈(x1, x2, x3), (y1, y2, y3)〉 = x1y1 + x2y2 + x3y3
es te´:
‖(2,−3, 4)‖ =
√
29, ‖(1,−1, 2)‖ =
√
6,
∥∥∥∥
(
1√
2
,
1√
2
, 0
)∥∥∥∥ = 1
Definicio´n 1.1.3. Dados u, v ∈ E no nulos, definimos a´ngulo entre estos dos
vectores como el a´ngulo α ∈ [0, π] tal que:
cosα =
〈u, v〉
‖u‖ ‖v‖ (1.3)
Las propiedades de a´ngulo entre dos vectores son:
i) a´ngulo(u, v) = a´ngulo(v, u) ∀u, v ∈ E.
ii) Si λ > 0 i µ > 0 a´ngulo(λu, µv) = a´ngulo(u, v) ∀u, v ∈ E.
iii) a´ngulo(u, v) = a´ngulo(−u,−v) ∀u, v ∈ E.
iv) a´ngulo(u, v) + a´ngulo(−u, v) = π ∀u, v ∈ E.
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Ejemplo 1.1.3. En R2, con el producto escalar definido por
〈(x1, x2), (y1, y2)〉 = x1y1 + x2y2
se tiene:
a´ngulo((1, 0), (1, 1)) =
π
4
, a´ngulo((1, 1), (−1, 0)) = 3π
4
.
Sea E un espacio vectorial real con un producto escalar. Un tal espacio recibe
el nombre de espacio vectorial eucl´ıdeo.
1.2. Bases ortonormales. El me´todo de Gram-
Schmidt
El concepto de vectores perpendiculares para vectores de R2 y de R3, se
puede generalizar al caso de un espacio vectorial sobre el que se ha definido
un producto escalar.
Definicio´n 1.2.1. Dados dos vectores u, v ∈ E, diremos que son ortogonales
si
〈u, v〉 = 0
Claramente se verifican las propiedades intuitivas sobre perpendicularidad.
i) Si u, v ∈ E son ortogonales, a´ngulo(u, v) = π
2
.
ii) Si u, v ∈ E son ortogonales ‖u + v‖2 = ‖u‖2 + ‖v‖2 (teorema de
Pita´goras).
Observacio´n 1.2.1. Si sobre un espacio vectorial E consideramos el producto
escalar definido en (1.1) entonces los vectores de la base u1, . . . , un son todos
de norma 1 y dos a dos ortogonales.
Definicio´n 1.2.2. Sea E un espacio vectorial real en el que se ha definido un
producto escalar. Se dice que una base (u1, . . . , un) es ortonormal si verifica:
‖ui‖ = 1, 1 ≤ i ≤ n,
〈ui, uj〉 = 0, para todo i, j con i 6= j. (1.4)
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Ejemplo 1.2.1. La base cano´nica de Rn con el producto escalar ordinario es
ortonormal.
En un espacio vectorial eucl´ıdeo de dimensio´n finita se puede obtener una
base ortonormal a partir de una base cualquiera dada, de la siguiente manera.
Me´todo de ortonormalizacio´n de Gram-Schmidt
Sea u1, u2, . . . , un una base de E. Entonces
u1 =
u1
‖u1‖
u2 =
u2− < u1, u2 > u1
‖u2− < u1, u2 > u1‖
...
un =
un− < u1, un > u1 − . . .− < un−1, un > un−1
‖un− < u1, u2 > u1 − . . .− < un−1, un > un−1‖
es una base ortonormal para E.
Observacio´n 1.2.2. se verifica la siguiente relacio´n de subespacios
[u1] = [u1]
[u1, u2] = [u1, u2]
...
[u1, . . . , un] = [u1, . . . , un]
por lo que este me´todo tambie´n sirve para determinar bases ortonormales de
subespacios a partir de una base de este.
Observacio´n 1.2.3. La matriz G del producto escalar en bases ortonormales
es la identidad. Por lo que si {e1, . . . , en} es una base ortonormal y si las coor-
denadas de x e y en esta base son (x1, . . . , xn) e (y1, . . . , yn) respectivamente,
entonces < x, y >= x1y1 + . . .+ xnyn.
Dado un vector u 6= 0 cualquiera del espacio vectorial eucl´ıdeo E podemos
considerar el conjunto de vectores perpendiculares a este vector:
u⊥ = {v ∈ E | 〈u, v〉 = 0}
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Es fa´cil probar que este conjunto es un subespacio vectorial, que recibe el
nombre de subespacio ortogonal a u.
De hecho, podemos calcular el conjunto de vectores perpendiculares a todos
los vectores de un subespacio vectorial F :
F⊥ = {v ∈ E | 〈u, v〉 = 0, ∀u ∈ F}
Observacio´n 1.2.4. Tambie´n es fa´cil probar que F⊥ es un subespacio vectorial.
F⊥ recibe el nombre de complemento ortogonal de F .
Ejemplo 1.2.2. En R3, y con el producto escalar definido por
〈(x1, x2, x3), (y1, y2, y3)〉 = x1y1 + x2y2 + x3y3
si F = [(2, 1,−1), (0, 2, 3)], entonces:
F⊥ = {(x1, x2, x3) ∈ R3 | 2x1 + x2 − x3 = 2x2 + 3x3 = 0} = [(−5, 6,−4)]
Proposicio´n 1.2.1. Si F es un subespacio vectorial cualquiera de E, en-
tonces:
E = F ⊕ F⊥
Escribimos:
E = F ⊥ F⊥.
Del hecho de que la suma sea directa se deduce que la descomposicio´n de un
vector u ∈ E cualquiera como suma de un vector de F y de un vector de F⊥
es u´nica: u = u1 + u2 con u1 ∈ F y u2 ∈ F⊥ u´nicos.
Definicio´n 1.2.3. Se denomina projeccio´n ortogonal de un vector u ∈ E
sobre F la componente sobre F de la descomposicio´n en suma ortogonal de
F y F⊥.
Ejemplo 1.2.3. Sea u = (1, 3) ∈ R2. La proyeccio´n ortogonal de u sobre
F = {(x, y) ∈ R2 | x = y} es v = (2, 2), ya que (1, 3) = 2(1, 1) − 1(1,−1)
donde ((1, 1)) es una base de F y ((1,−1)) de F⊥.
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1.3. El Teorema de la proyeccio´n ortogonal
Vamos a ver a continuacio´n como podemos obtener el vector proyeccio´n or-
togonal de una vector dado sobre un subespacio vectorial.
Empezamos con el caso particular en que el subespacio vectorial F es de
dimensio´n 1, tenemos el siguiente resultado.
Proposicio´n 1.3.1. Sea E un espacio vectorial eucl´ıdeo, v un vector no nulo
del espacio E. La proyeccio´n ortogonal de un vector u ∈ E sobre F = [v] es
el vector
w =
< u, v >
< v, v >
v ∈ F.
Demostracio´n.
u = αv + v1, siendo v1 ∈ [v]⊥
w = αv
([v]⊥ es el subespacio ortogonal a F , v1 existe y es u´nico).
Multiplicando escalarmente los vectores u y v tenemos
< u, v >=< αv + v1, v >= α < v, v >
α =
< u, v >
< v, v >
Por lo que
w =
< u, v >
< v, v >
v
Observacio´n 1.3.1. La norma de w es:
|w| = |u · v
v · v v| =
|u · v|
v · v
√
v · v = |u · v||v|
Teorema 1.3.1. Sea E un espacio vectorial eucl´ıdeo de dimensio´n finita n y
sea v un vector cualquiera de E. Entonces la proyeccio´n ortogonal de v sobre
un subespacio vectorial F ⊂ E que denotamos por πF v, viene dado por
πF v = α1v1 + . . .+ αrvr
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siendo {v1, . . . , vr} una base de F y αi =

α1
...
αr

 =


< v1, v1 > . . . < v1, vr >
...
...
< vr, v1 > . . . < vr, vr >


−1

< v, v1 >
...
< v, vr >

 .
Demostracio´n. Tomemos una base de E formada por la base dada en F y
una base de F⊥. Sea {v1, . . . , vr, vr+1, . . . , vn} dicha base.
Por lo tanto el vector v tiene expresio´n u´nica respecto a esta base:
v = α1v1 + . . .+ αrvr + αr+1vr+1 + . . .+ αnvn
Claramente πF v = α1v1 + . . .+ αrvr. Calculemos αi, i = 1, . . . , r.
< v, v1 > = α1 < v1, v1 > + . . .+ αr < v1, vr >
...
< v, vr > = α1 < vr, v1 > + . . .+ αr < vr, vr >
escrito en forma matricial tenemos

< v1, v1 > . . . < v1, vr >
...
...
< vr, v1 > . . . < vr, vr >




α1
...
αr

 =


< v, v1 >
...
< v, vr >


La matriz 

< v1, v1 > . . . < v1, vr >
...
...
< vr, v1 > . . . < vr, vr >


es claramente invertible, de donde el resultado.
1.4. Producto vectorial en R3
Consideremos dos vectores u y v del espacio vectorial eucl´ıdeo R3.
Definicio´n 1.4.1. El producto vectorial entre u y v es el vector u∧v ∈ [u, v]⊥
cuyo mo´dulo d es ‖u∧v‖ = ‖u‖·‖v‖·senα siendo α el a´ngulo entre los vectores
u y v y el sentido positivo, esto es det(u, v, u ∧ v) > 0, lo que en f´ısica se
conoce como la regla de la mano derecha.
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Podemos escribir esta definicio´n de manera ma´s compacta de la siguiente
manera:
u ∧ v = ‖u‖ · ‖v‖ · senαn
siendo n el vector unitario ortogonal al subespacio [u, v] en el sentido positivo.
Fijada una base ortonormal en el espacio es fa´cil calcular el producto vectorial
usando las coordenadas de los vectores. Sea u = (u1, u2, u3) y v = (v1, v2, v3),
entonces
u ∧ v =
∣∣∣∣u2 u3v2 v3
∣∣∣∣ e1 −
∣∣∣∣u1 u3v1 v3
∣∣∣∣ e2 +
∣∣∣∣u1 u2v1 v1
∣∣∣∣ e3
(u2v3 − u3v2)e1 − (u1v3 − u3v1)e2 + (u1v2 − u2v1)e3
El producto vectorial se suele a veces escribir de la forma
u ∧ v =
∣∣∣∣∣∣
e1 e2 e3
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣
si bien esta es una expresio´n puramente formal ya que la primera fila de la
matriz no esta´ formada por escalares sino por vectores.
Con esta expresio´n es fa´cil probar que u∧ v es perpendicular a u y v respec-
tivamente ya que
< u, u ∧ v >=
∣∣∣∣∣∣
u1 u2 u3
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣ = 0
< v, u ∧ v >=
∣∣∣∣∣∣
v1 v2 v3
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣ = 0
Proposicio´n 1.4.1. Dados dos vectores u, v ∈ R3, el producto vectorial u∧v
verifica las siguientes propiedades.
1. u ∧ v = −v ∧ u (antisimetr´ıa)
2. Si u ∧ v = 0 con u, v 6= 0 entonces u y v son linealmente dependientes.
3. (u1 + u2) ∧ v = u1 ∧ v + u2 ∧ v
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4. u ∧ (v ∧ w) =< u,w > v− < u, v > w conocida como regla de la
expulsio´n.
5. u∧ (v ∧w) +w ∧ (u∧ v) + v ∧ (w ∧ v) = 0 conocida como identidad de
Jacobi.
1.5. Sistemas sobredeterminados
Consideremos el sistema de ecuaciones lineal
Ax = b
incompatible. Esto indica que b /∈ ImA.
Suponemos que la incompatibilidad del sistema viene dada por errores de
medicio´n y pretendemos buscar la solucio´n ma´s aproximada al sistema.
Para ello cambiamos el te´rmino independiente del sistema b por b = πImA(b).
Notamos que b ∈ ImA por lo que el sistema
Ax = b
es compatible.
Para el caso particular en que A ∈Mn×m(R), n ≥ m y rangoA = m se tiene
que el nuevo sistema tiene solucio´n u´nica y vale
x = (AtA)−1Atb.
De hecho par a ver que es solucio´n basta probar que
Ax = A(AtA)−1Atb = b.
Observacio´n 1.5.1. A(AtA)−1At es la matriz de la proyeccio´n de Rn sobre
ImA, es decir las columnas de la matriz son las proyecciones ortogonales de
la base cano´nica sobre ImA.
1.6. Endomorfismos ortogonales y sime´tricos
En este apartado estudiaremos dos casos especiales de endomorfismos sobre
el espacio eucl´ıdeo ordinario Rn, los ortogonales y los sime´tricos.
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1.6.1. Aplicacio´n lineal adjunta
Sea
A =


a11 . . . a1n
...
...
am1 . . . amn


la matriz de una aplicacio´n lineal f : Rn −→ Rm en las bases cano´nicas.
Consideremos la matriz traspuesta At, que representa la matriz de una apli-
cacio´n lineal f ′ : Rm −→ Rn. Observamos que dados x = (x1, . . . , xn) ∈ Rn e
y = (y1, . . . , ym) ∈ Rm cualesquiera se tiene 〈f(x), y〉 = 〈x, f ′(y)〉, ya que:
〈f(x), y〉 = (a11x1 + . . .+ a1nxn)y1 + . . .+ (am1x1 + . . .+ amnxn)ym =
〈x, f ′(y)〉 = (a11y1 + . . .+ am1ym)x1 + . . .+ (a1ny1 + . . .+ amnym)xn
Definicio´n 1.6.1. Dada una aplicacio´n lineal f : Rn −→ Rm, se define la
aplicacio´n f ′ : Rm −→ Rn se denomina aplicacio´n adjunta de f , como la
u´nica aplicacio´n que verifica
〈f(x), y〉 = 〈x, f ′(y)〉.
Si escribimos la matriz de f en bases ortonormales, la matriz de f ′ en las
mismas bases, tanto en Rn como en Rm, es la matriz traspuesta de la matriz
de f .
Ejemplo 1.6.1. Sea f : R2 −→ R3 tal que f(x1, x2) = (3x1+x2, x1−x2, 5x2).
Las matrices de f y f ′ en las bases cano´nicas de R2 y R3 son
A =

3 11 −1
0 5

 , y At = (3 1 0
1 −1 5
)
,
respectivamente
Propiedades
Sean f , g endomorfismos cualesquiera de Rn. Entonces:
i) (f + g)′ = f ′ + g′
ii) (λf)′ = λf ′
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iii) (f ′)′ = f
iv) (f ◦ g)′ = g′ ◦ f ′
v) Si f es invertible (f ′)−1 = (f−1)′.
1.6.2. Endomorfismos ortogonales
Observamos que
f : R3 −→ R3
(x1, x2, x3) −→ (x1, x2, x3)
g : R3 −→ R3
(x1, x2, x3) −→ (x3, x1, x2)
son aplicaciones que conservan las longitudes de los vectors y los a´ngulos. Es
decir,
‖f(x)‖ = ‖x‖,
〈f(x), f(y)〉 = 〈x, y〉
‖g(x)‖ = ‖x‖,
〈g(x), g(y)〉 = 〈x, y〉
para un par de vectores x, y ∈ R3 cualesquiera.
Obviamente esto no pasa siempre. Por ejemplo, si consideramos la aplicacio´n
h : R3 −→ R3, definida de la forma h(x) = 4x para todo x ∈ R3, vemos que
‖h(x)‖ = 4‖x‖, ∀x ∈ R3.
Estamos interesados en ver que endomorfismos de Rn conservan el producto
escalar y, por lo tanto, la norma y los a´ngulos. Observar que es equivalente
decir que un endomorfismo de Rn conserva el producto escalar que decir que
conserva la norma.
Definicio´n 1.6.2. Los endomorfismos del espacio eucl´ıdeo Rn tales que
〈f(u), f(v)〉 = 〈u, v〉 para un par de vectores u, v ∈ Rn cualesquiera se de-
nominan ortogonales.
El resultado siguiente justifica el nombre que reciben estos endomorfismos.
Teorema 1.6.1. Sea A la matriz de un endomorfismo f de Rn en una base
ortonormal. Entonces, f es ortogonal si, y so´lo si, esta matriz es ortogonal:
A−1 = At (1.5)
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Demostracio´n. En efecto. Si u es la base ortonormal considerada en E, en-
tonces dados dos vectores x, y ∈ E cualesquiera, ponemos X =


x1
...
xn

,
Y =


y1
...
yn

 a las matrices columna formadas con las componentes de los
vectores x, y en la base u, respectivamente. Entonces:
〈f(x), f(y)〉 = (AX)tAY = X t(AtA)Y
y 〈x, y〉 = X tY de donde se deduce que necesariamente AtA = I.
Equivalentemente, f es ortogonal si, y so´lo si, la aplicacio´n adjunta es igual
a l’aplicacio´n inversa.
Ejemplo 1.6.2. Sea f un endomorfismo de R3 la matriz del cual, en la base
cano´nica, es:
A =

0 1 00 0 −1
1 0 0


Observamos que
AtA =

0 0 11 0 0
0 −1 0



0 1 00 0 −1
1 0 0

 =

1 0 00 1 0
0 0 1


Por lo tanto, A−1 = At y f es ortogonal.
De la definicio´n de endomorfismo ortogonal se desprende que todo endomor-
fismo ortogonal transforma bases ortonormales en bases ortonormales. El
rec´ıproco tambie´n es cierto.
Teorema 1.6.2. Un endomorfismo es ortogonal si, y so´lo si, transforma
bases ortonormales en bases ortonormales.
Observacio´n 1.6.1. Como consecuencia de esta propiedad, tenemos que los
endomorfismos ortogonales son biyectivos.
Presentamos a continuacio´n los endomorfismos ortogonales de R2 y R3. Antes,
pero, necesitamos hacer la observacio´n siguiente.
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Observacio´n 1.6.2. Sea f un endomorfismo ortogonal de Rn
a) Si el endomorfismo f diagonaliza, los u´nicos valores propios posibles
son 1 y −1, ya que
‖f(x)‖ = ‖λx‖ = |λ| ‖x‖ = ‖x‖ ∀x ∈ Rn
y eso so´lo es posible si |λ| = 1.
b) Si f es un endomorfismo ortogonal de Rn, entonces | det f | = 1; es
decir, los u´nicos valores propios posibles para det f son 1 y -1, ya que
si A es la matriz de f en una base ortonormal,
AtA = I =⇒ det(At) det(A) = 1 =⇒ (det(A))2 = 1
c) Si v1 y v2 son vectores propios de f correspondientes a los valores
propios 1 y -1 respectivamente.
〈v1, v2〉 = 〈f(v1, f(v2)〉 = 〈v1,−v2〉 = −〈v1, v2〉,
de donde deducimos que 〈v1, v2〉 = 0; por lo tanto, v1 y v2 son ortogo-
nales.
Pasemos ya a obtener los endomorfismos ortogonales de R2. Los u´nicos endo-
morfismos ortogonales de R2 que diagonalizan son los que tienen por matrices,
en una base ortonormal,(
1 0
0 1
)
,
(−1 0
0 −1
)
,
(
1 0
0 −1
)
.
Si el endomorfismo no diagonaliza, su matriz en una base ortonormal cualquiera
es de la forma: (
cosα ∓ sinα
± sinα cosα
)
Observar que
(
1 0
0 1
)
,
(−1 0
0 −1
)
son casos particulares que corresponden
a α = 0, π, respectivamente. As´ı pues, los endomorfismos ortogonales de R2
son los que tienen por matriz, en una cierta base ortonormal,(
1 0
0 −1
)
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que geome´tricamente corresponde a hacer una simetr´ıa respecto de una recta,
y los que tienen por matriz, en cualquier base ortonormal de R2(
cosα ∓senα
±senα cosα
)
que geome´tricamente corresponde a hacer un giro de centre el origen y a´ngulo
α.
El signo depende de la orientacio´n de la base (es decir, si S es la matriz de
cambio de base respecto de la base cano´nica, y detS = 1 es
(
cos α −sen α
senα cos α
)
y, si detS = −1, es
(
cos α sen α
−sen α cos α
)
.
Ejemplo 1.6.3. Sea f el endomorfismo ortogonal la matriz del cual en la base
cano´nica es (
cosα −senα
senα cosα
)
Consideremos la base u1 = e2, u2 = e1. Entonces S =
(
0 1
1 0
)
, por lo tanto
detS = −1. La matriz del endomorfismo en esta nueva base es(
0 1
1 0
)(
cosα −senα
senα cosα
)(
0 1
1 0
)
=
(
cosα senα
−senα cosα
)
Pasemos ahora a estudiar cuales son los endomorfismos ortogonales de R3.
Sea f un endomorfismo ortogonal de R3. Sea λ1 un valor propio, λ1 =
1 o bien λ1 = −1 (puesto que el polinomio caracter´ıstico de f tiene gra-
do 3, por lo menos tiene una ra´ız real). Supongamos que v1 es un vector
propio de mo´dulo 1 de valor propio λ1 y denotemos por F = [v1] el subespa-
cio que genera. El subespacio vectorial F es invariante por f , y, por tanto,
tambie´n lo es F⊥. Sean v2, v3 ∈ F⊥ tales que v = (v1, v2, v3) es una base
ortogonal d’R3. En la base (v2, v3) la matriz de f|F⊥ ha de ser de la forma(
cos θ ∓sen θ
±sen θ cos θ
)
y, por lo tanto, en la base v, la matriz de f es de la forma:
 ±1 cos θ ∓sen θ
±sen θ cos θ


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Hemos encontrado as´ı, pues, todos los endomorfismos ortogonales de R3.
Geome´tricamente, los que en una cierta base ortonormal tienen por matriz
 1 cos θ ∓sen θ
±sen θ cos θ


corresponden a hacer un giro de a´ngulo θ alrededor de la recta [v1].
Los que en una cierta base ortonormal tienen por matriz
 −1 cos θ ∓sen θ
±sen θ cos θ


corresponden a hacer un giro de a´ngulo θ alrededor de la recta [v1], seguida
de una simetr´ıa especular respecto del plano [v2, v3].
Para valores concretos de los a´ngulos (θ = 0, π, ...) tenemos que correspon-
den a simetr´ıas especulares respecto un plano, simetr´ıas axiales respecto una
recta, simetr´ıas centrales.
De forma ma´s general, se demuestra que los endomorfismos ortogonales de
Rn son los que tienen por matriz asociada, en una cierta base ortonormal,
una matriz de la forma:

1
. . .
1
−1
. . .
−1
cos θ1 ∓sen θ1
±sen θ1 cos θ1
. . .
cos θm ∓sen θm
±sen θm cos θm


1.6.3. Endomorfismos sime´tricos
Ejemplo 1.6.4. Sea f : R2 −→ R2 el endomorfismo que tiene por matriz, en
la base cano´nica, (
2 0
0 3
)
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Se observa que el vector e1 se transforma en el vector de la misma direccio´n
y sentido pero de norma 2, y que el vector e2 se transforma en el vector con
la misma direccio´n y sentido pero de norma 3.
Todos los vectors del plano de norma 1 (son los que verifican x21 + x
2
2 = 1) se
transformen en
x21
4
+
x22
9
= 1
(es decir, la circunferencia de radio 1 se ha deformado en la elipse de semiejes
2 y 3).
Esta intrepretacio´n no se habr´ıa podido hacer tan fa´cilmente, si la base de
los vectores propios considerada no hubiera sido ortonormal.
Los endomorfismos sime´tricos, que se definen a continuacio´n, representan
un conjunto de endomorfismos que diagonalizan y para los cuales podemos
hallar una base ortonormal de vectores propios.
Definicio´n 1.6.3. Dado un endomorfismo f de Rn, se dice que es sime´trico
si coincide con su adjunto
f = f ′
Algunos autores denominan a este tipo de endomorfismos deformaciones.
De la propia definicio´n se desprende la siguiente proposicio´n.
Proposicio´n 1.6.1. Un endomorfismo sime´trico es aquel para el cual si
matriz en una base ortonormal es sime´trica.
A continuacio´n se presentan algunos ejemplos de endomorfismos sime´tricos.
Proposicio´n 1.6.2. Sea f : Rn −→ Rn un endomorfismo cualquiera. En-
tonces f ′ ◦ f es sime´trico.
Demostracio´n.
(f ′ ◦ f)′ = f ′ ◦ (f ′)′ = f ′ ◦ f.
Un ejemplo importante es el siguiente.
Ejemplo 1.6.5. Sea F un subespacio vectorial de Rn de dimensio´n r y sea G
su complementario ortogonal. Consideremos el endomorfismo
π : Rn = F ⊥ G −→ Rn
u+ v −→ u
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Es fa´cil ver que este endomorfismo es sime´trico (recibe el nombre de projec-
cio´n ortogonal de Rn sobre el subespacio F ).
Es fa´cil obtener la matriz de la proyeccio´n ortogonal πF de E sobre F y que
notaremos por ΠF , en una base cualquiera de E:
Tomemos una base para F
F = [v1, . . . , vd],
y sea
X =


< e1, v1 > . . . < e1, vd >
...
...
< en, v1 > . . . < en, vd >

 M =


< v1, v1 > . . . < v1, vd >
...
...
< vd, v1 > . . . < vd, vd >


V =
(
v1 . . . vd
)
.
Entonces
ΠF = XM
−1V t = (VM−1X)t.
En particular tenemos la proyeccio´n de un vector sobre un subespacio
ΠF (x) = XM
−1V t(x) = VM−1


< x, v1 >
...
< x, vd >


Otro ejemplo no menos importante es el siguiente.
Ejemplo 1.6.6. Sea F un subespacio vectorial de Rn de dimensio´n r y sea G
su complementario ortogonal. Consideremos el endomorfismo
π : Rn = F ⊥ G −→ Rn
u+ v −→ u− v
Es fa´cil ver que este endomorfismo es sime´trico (recibe el nombre de simetr´ıa
d’Rn respecto el subespacio F ). Se observa que este endomorfismo, adema´s,
es ortogonal.
El resultado ma´s importante de este tipo de endomorfismos es el siguiente.
Teorema 1.6.3 (Teorema espectral real). Todo endomorfismo sime´trico dia-
gonaliza en una base ortonormal, formada por vectores propios.
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Para la demostracio´n de este teorema necesitamos los siguientes lemas.
Lema 1.6.1. Sean u y v dos vectores propios de valores propios λ y µ dife-
rentes. Entonces u y v son ortogonales.
Demostracio´n.
〈f(u), v〉 = 〈λu, v〉 = λ〈u, v〉
〈f(u), v〉 = 〈u, f(v)〉 = 〈u, µv〉 = µ〈u, v〉
por tanto (λ − µ)〈u, v〉 = 0 y como que λ 6= µ se tiene que u y v son
ortogonales.
Lema 1.6.2. El polinomio caracter´ıstico de todo endomorfismo sime´trico
descompone completamente en R.
Pasemos ahora a demostrar el teorema espectral real.
Demostracio´n. Haciendo induccio´n sobre n =dimE.
Si n = 1, el enunciado del teorema es evident. Supongamos, pues, que es cierto
hasta la dimensio´n n−1. Sea λ1 un valor propio (real) del endomorfismo f , y
sea v1 un vector propio de f de valor propio λ1 unitario. Podemos identificar
el subespacio [v1]
⊥ con Rn−1. Por la hipo´tesis de induccio´n, la restriccio´n del
endomorfismo f al subespacio [v1]
⊥ admite una base ortonormal (v2, . . . , vn)
de vectores propios, debido a que este endomorfismo restriccio´n tambie´n es
sime´trico. Es fa´cil comprobar ahora que (v1, . . . , vn) es una base ortonormal
de Rn formada por vectores propios de f .
Ejemplo 1.6.7. Sea f el endomorfismo de R2 cuya matriz en la base cano´nica
es
A =
(
3 1
1 3
)
Claramente f es sime´trico, ya que su matriz es sime´trica. Se observa que en
la base ortonormal u1 =
(√
2
2
,
√
2
2
)
, u2 =
(√
2
2
,−
√
2
2
)
el endomorfismo
diagonaliza: 

√
2
2
√
2
2√
2
2
−
√
2
2


(
3 1
1 3
)
√
2
2
√
2
2√
2
2
−
√
2
2

 =
(
4 0
0 2
)
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Es decir, la circunferencia unidad se transforma en una elipse de semiejes 4
y 2, en las direcciones de los vectores propios.
As´ı pues, si f es un endomorfismo sime´trico con polinomio caracter´ıstico
Qf(t) = (−1)n(t− λ1)n1 . . . (t− λr)nr , se tiene que
R
n = Ker (f − λ1id)⊥ . . .⊥Ker (f − λrid)
Como consecuencia de este teorema se tiene el siguiente resultado.
Corolario 1.6.1. Si λ1, . . . , λr son los valores propios del endomorfismo
f y π1, . . . , πr son los endomorfismos proyeccio´n ortogonal de R
n sobre los
subespacios vectoriales Ker (f − λ1id), . . . , Ker (f − λrid), entonces:
f = λ1π1 + · · ·+ λrπr
Esta expresio´n se denomina descomposicio´n espectral del endomorfismo f .
Teniendo en cuenta que πi ◦ πi = πi per a i, . . . , r y que πi ◦ πj = 0 si i 6= j,
se deduce de este corolario que
fm = λm1 π1 + · · ·+ λmr πr ∀m
Adema´s, de esta u´ltima igualdad se deduce que
p(f) = p(λ1)π1 + · · ·+ p(λr)πr
para todo polinomio p(t) ∈ R[t]. De hecho, si ϕ es una funcio´n anal´ıtica
cualquiera,
ϕ(f) = ϕ(λ1)π1 + · · ·+ ϕ(λr)πr
La lectura en lenguaje matricial del teorema espectral es la siguiente.
Si A ∈ Mn(R) es una matriz sime´trica, existe una matriz ortogonal S tal
que StAS es una matriz diagonal. El corolario anterior tiene la siguiente
interpretacio´n a nivel matricial.
Si λ1, . . . , λr son los valores propios de la matriz A con multiplicidades
respectivas n1, . . . , nr, entonces:
A = λ1

St


1
. .
.
(n1
1
0
.
.
.
0

S

+ . . .+ λr

St


0
. .
.
0
1
.
.
.
(nr
1

S


Esta expresio´n es la denominada descomposicio´n espectral de la matriz A.
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Ejemplo 1.6.8. Consideremos la matriz
A =


2 3 0 3
3 2 0 3
0 0 1 0
3 3 0 2


Sus valores propios son: −1(2), 1 y 8.
Llamemos S a la matriz cuyos vectores columna forman una base ortonormal
de vectores propios de la matriz A,
S =


1√
2
1√
6
0 1√
3−1√
2
1√
6
0 1√
3
0 0 1 0
0 −2√
6
0 1√
3


La descomposicio´n espectral de la matriz A es:
A = (−1)
[
St
(
1
1
0
0
)
S
]
+
[
St
(
0
0
1
0
)
S
]
+ 8
[
St
(
0
0
0
1
)
S
]
De hecho para un endomorfismo cualquiera tenemos la proposicio´n siguiente.
Proposicio´n 1.6.3. Sea f un endomorfismo cualquiera de Rn. Entonces se
puede descomponer en composicio´n de un endomorfismo sime´trico (deforma-
cio´n) por un endomorfismo ortogonal (que conserva la forma).
Ejemplo 1.6.9. Sea f el endomorfismo de R2 la matriz del cual en base
cano´nica es
A =
(
2 −1
2 1
)
que no es ni sime´trico ni ortogonal.
Se observa que
A =
(
2 −1
2 1
)
=


√
2
2
−
√
2
2√
2
2
√
2
2


(
2
√
2 0
0
√
2
)
= O · S
O es la matriz ortogonal y S es sime´trica cuyos valores propios son las ra´ıces
cuadradas positivas de los valores propios de AtA.
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Ejemplo 1.6.10. Sea f el endomorfismo de R2 cuya matriz en base cano´nica
es
A =
(
2 4
2 4
)
que no es ni sime´trico ni ortogonal.
Se observa que
A =
(
2 4
2 4
)
=


3√
10
1√
10
− 1√
10
3√
10




2
√
2√
5
4
√
2√
5
4
√
2√
5
8
√
2√
5

 = O · S
O es una matriz ortogonal y S es sime´trica cuyos valores propios son la ra´ız
cuadrada positiva del valor propio no nulo de AtA y 0.
1.7. Espacios vectoriales eucl´ıdeos de dimen-
sio´n infinita
Consideramos el espacio vectorial de dimensio´n infinita C([0, 1],R) de las fun-
ciones continuas definidas en el intervalo cerrado [a, b]. Definimos la siguiente
operacio´n
< f, h >=
∫ b
a
f(x)h(x)dx (1.6)
Proposicio´n 1.7.1. Con esta operacio´n el espacio C([0, 1],R) queda estruc-
turado como espacio vectorial eucl´ıdeo.
Proposicio´n 1.7.2. En C([−π, π],R) con el producto escalar definido (1.6)
el sistema trigonome´trico
{1, cosnx, sennx | n ∈ N}
es ortogonal.
Corolario 1.7.1. En dicho espacio eucl´ıdeo, el sistema{
1√
2π
,
cosnx√
π
,
sen nx√
π
| n ∈ N
}
es ortonormal.
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Definimos ahora sobre C([a, b],C), el producto escalar:
< f, g >=
∫ b
a
f(x)f(x)dx
Proposicio´n 1.7.3. En C([−π, π],C), con este producto escalar, el sistema
{einx | n ∈ Z} es ortogonal.
1.8. Ejercicios resueltos
1. Sea E = R3 el espacio vectorial eucl´ıdeo natural. Probar que
‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2.
Solucio´n:
‖x+ y‖2 + ‖x− y‖2 =< x+ y, x+ y > + < x− y, x− y >2=
< x, x > +2 < x, y > + < y, y > + < x, x > −2 < x, y > + < y, y >=
= 2 < x, x > +2 < y, y >= 2‖x‖2 + 2‖y‖2
2. En R4, espacio eucl´ıdeo natural, determinar el subespacio ortogonal y
complementario de F = [w1 = (1, 1, 1, 1), w2 = (3, 3,−1,−1)].
Solucio´n:
F⊥ = {v ∈ R4 |< v,w >= 0 ∀w ∈ F} =
= {v ∈ R4 |< v,w1 >= 0, < v, w2 >= 0} =
= {(x, y, z, t) ∈ R4 | x+ y + z + t = 0, 3x+ 3y − z − t = 0}
3. Sea E un espacio vectorial eucl´ıdeo y F , G subespacios vectoriales.
Probar
(F +G)⊥ = F⊥ ∩G⊥.
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Solucio´n:
Hay que probar una igualdad entre conjuntos, probaremos, pues la
doble contencio´n.
x ∈ (F +G)⊥ =⇒ < x, v >= 0, ∀v ∈ F +G.
En particular:
< x, v >= 0, ∀v1 + 0 ∈ F +G =⇒ x ∈ F⊥
< x, v >= 0, ∀0 + v2 ∈ F +G =⇒ x ∈ G⊥

 =⇒ x ∈ F⊥ ∩G⊥
Esto es (F +G)⊥ ⊂ F⊥ ∩G⊥.
∀x ∈ F⊥ ∩G⊥ es
x ∈ F⊥ =⇒ < x, v1 >= 0 ∀v1 ∈ F
x ∈ G⊥ =⇒ < x, v2 >= 0 ∀v2 ∈ G

 < x, v1+v2 >= 0 =⇒ x ∈ (F+G)⊥
Esto es F⊥ ∩G⊥ ⊂ (F +G)⊥.
4. Sea E = C0([−1, 1]) con el producto escalar
< f, g >=
∫ 1
−1
f · g
Sea F el subespacio vectorial de E de las funciones impares. Encontrar
F⊥.
Solucio´n:
E es de dimensio´n no finita.
E = F ⊕G con G subespacio vectorial de las funciones pares.
∀g ∈ F⊥, g = f1 + f2 ∈ F ⊕G
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∫ 1
−1
f · g =
∫ 1
−1
f · (f1 + f2) =
∫ 1
−1
f · f1 +
∫ 1
−1
f · f2 =
(a)
∫ 1
−1
f · f1 = A
(a) f · f2 es una funcio´n impar.
Si g ∈ F⊥ es A = 0 para toda funcio´n f ∈ F , en particular para f = f1
pues f1 es impar.
Luego
∫ 1
−1 f
2
1 ≥ 0 y es cero si y so´lo si f 21 = 0. Luego F⊥ ⊂ G.
La contencio´n contraria es inmediata.
5. En R3, construir una base ortonormal por el me´todo de Gram-Schmidt
a partir de la dada por
a) x = (1, 1, 1), y = (1, 1, 0), z = (1, 0, 0).
b) x = (1, 0, 0), y = (1, 1, 0), z = (1, 1, 1).
Solucio´n:
a) x1 =
x
‖x‖ =
1√
3
(1, 1, 1),
y1 =
y− < x1, y > x1
‖y− < x1, y > x1‖ =
√
3
2
(
1
3
,
1
3
,−2
3
)
,
z1 =
z− < x1, z > x1− < y1, z > y1
‖z− < x1, z > x1− < y1, z > y1‖ =
1√
2
(1,−1, 0).
b) x1 =
x
‖x‖ = (1, 0, 0),
y1 =
y− < x1, y > x1
‖y− < x1, y > x1‖ = (0, 1, 0),
z1 =
z− < x1, z > x1− < y1, z > y1
‖z− < x1, z > x1− < y1, z > y1‖ = (0, 0, 1).
Observacio´n 1.8.1. El orden en que esta´n dispuestos los vectores en una
base influye notablemente en el resultado.
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6. En R3 y con el producto escalar ordinario, consideramos el subespacio
vectorial
F =
{
(x, y, z) ∈ R3 | x+ 2y + z = 0} .
Determinar una base ortonormal para F .
Solucio´n:
Determinemos una base de F .
∀(x, y, z) ∈ F es z = −x− 2y, por lo que
(x, y, z) = (x, y,−x− 2y) = x(1, 0,−1) + y(0, 1,−2)
luego
u1 = (1, 0,−1), u2 = (0, 1,−2),
determinan una base de F .
Apliquemos ahora el me´todo de ortonormalizacio´n de Gram-Schmidt a
estos vectores
v1 =
u1
‖u1‖ =
1√
2
(1, 0,−1),
v2 =
u2− < u2, v1 > v1
‖u2− < u2, v1 > v1‖ =
1√
3
(−1, 1,−1).
obteniendo as´ı, una base ortonormal para F .
7. Determinar la matriz de la proyeccio´n ortogonal de R4 sobre el subes-
pacio F engendrado por los vectores (1, 1, 0, 1), (1, 1, 1, 0).
Solucio´n:
La matriz es ΠF = XM
−1V t.
X =


1 1
1 1
0 1
1 0

 , M =
(
3 2
2 3
)
, V =


1 1
1 1
0 1
1 0

 ,
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ΠF =
1
5


2 2 1 1
2 2 1 1
1 1 3 −2
1 1 −2 3


8. Determinar la matriz en la base cano´nica de R2, del producto escalar
eucl´ıdeo g, tal que los vectores u = (1, 1), v = (1, 2) son ortogonales y
sus normas son 1, 2, respectivamente.
Solucio´n:
Los vectores u y v son linealmente independientes, por lo que son base
de R2. La matriz de g en dicha base es
G1 =
(
1 0
0 4
)
ya que
‖u‖ = √< u, u > = 1
‖v‖ = √< v, v > = 2
< u, v > = 0
Sea S =
(
1 1
1 2
)
la matriz de cambio de base. Entonces si llamamos G
a la matriz del producto escalar en la base natural tenemos
G1 = S
tGS
luego
G = (St)−1G1S−1 =
(
2 −1
−1 1
)(
1 0
0 4
)(
2 −1
−1 1
)
=
=
(
8 −6
−6 5
)
.
9. Obtener una descomposicio´n QR para la matriz
A =


1 1 0
0 1 −1
−1 0 −1
1 0 1


40 CAPI´TULO 1. ESPACIO VECTORIAL EUCLI´DEO
Solucio´n:
v1 = (1, 0,−1, 1)
v2 = (1, 1, 0, 0)
v3 = (0,−1,−1, 0)
v1 =
v1
‖v1‖ =
1√
3
(1, 0,−1, 1) =⇒ v1 =
√
3v1
v2 =
v2− < v2, v1 > v1
‖v2− < v2, v1 > v1 =
√
3√
5
(
2
3
, 1,
1
3
,−1
3
) =⇒ v2 = 1
3
v1 +
√
5√
3
v2
v3 = (0, 0, 0, 0) =⇒ v3 = 2√
3
v1 −
√
5√
3
v2
Q =


1√
3
2
√
3
3
√
5
0
0
√
3√
5
0
− 1√
3
√
3
3
√
5
0
1√
3
−
√
3
3
√
5
0


R =


√
3
1√
3
2√
3
0
√
5√
3
−
√
5√
3
0 0 0


10. Sea E = Mn(R). Probar que < A,B >= tr B
tA es un producto escalar
eucl´ıdeo definido en E. Dar la expresio´n de ‖A‖. (tr indica la traza de
la matriz).
Solucio´n:
Probemos que <, > es bilineal y sime´trico:
Sean A,B,C ∈Mn(R), y λ ∈ R
< A+B,C > = trCt(A+B) = tr (CtA+ CtB) = trCtA+ trCtB =
=< A,C > + < B,C >,
< λA,B > = trBt(λA) = tr (BtA) = trBtA =
=< A,B >,
< A,B > = trBtA = tr (BtA)t = trAt(Bt)t = trAtB =
=< B,A > .
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Veamos ahora que <,> es definido positivo: Sea A = (aij); entonces
At = (aji) y A
tA = (
∑n
k=1 aikajk). Por tanto < A,A >= tr(A
tA) =∑n
ij=1 a
2
ij .
Por lo que < A,A >≥ 0 y si < A,A >= 0, se tiene ∑nij=1 a2ij = 0 y
a2ij = 0 para i, j = 1, · · · , n, es decir aij = 0 para i, j = 1, · · · , n, y por
tanto A = 0.
Calculemos ahora la norma de A:
‖A‖ = √< A,A > = √tr AtA =
√∑n
ij=1 a
2
ij.
Observacio´n 1.8.2. si vemos la matriz A como un vector en Rn
2
. Esto es,
si A = (aij) consideramos A = (a11, . . . a1n, . . . , an1, . . . , ann) la norma
considerada coincide con la norma usual de un vector en Rn
2
.
11. Comprobar que {eji}i,j=1,··· ,3 es una base ortonormal de E donde
eji es la matriz cuyos elementos son todos nulos salvo el que ocupa la
fila j y la columna i, que es 1.
Solucio´n:
Los vectores eji son de norma 1: Sea A = (a
j
i ),
‖A‖ =
√
< A,A > =
√√√√ 3∑
i,j=1
(aji )
2,
luego ‖eji‖ =
√
1 = 1.
⋄ eki , y ehk con j 6= h o´ i 6= k son ortogonales:
< eji , e
h
k >= tr (e
h
k)
teji = tr (e
k
h)
teji = tr(0) = 0
(si A = (aji ); B = (b
j
i ), =⇒ AB = (cji ), con cji =
∑3
k=1 a
k
i b
j
k).
Luego {eji} es un conjunto de vectores ortonormales, y puesto que
card {eji} = dimE, podemos afirmar que este conjunto es una base.
12. Sea F =
[(−1 0
3 4
)
,
(
2 −1
0 0
)]
. Encontrar la proyeccio´n ortogonal de(
1 0
0 1
)
sobre F y F⊥.
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Solucio´n:
F = [(−1, 0, 3, 4), (2,−1, 0, 0)] = [v1, v2]
v = (1, 0, 0, 1)
πF v = λ1v1 + λ2v2
(
λ1
λ2
)
=
(
< v1, v1 > < v1, v2 >
< v2, v1 > < v2, v2 >
)−1(
< v, v1 >
< v, v2 >
)
=
=
(
26 −2
−2 5
)−1(
3
2
)
=
1
126
(
19
58
)
v = πF v + πF⊥v
13. Sea F =
{(
0 a
−a 0
)
, a ∈ R
}
. Hallar G complemento ortogonal de F .
Solucio´n:
F = {(0, a,−a, 0), a ∈ R} = [(0, 1,−1, 0)] =
= {(x, y, z, t) | X = 0, y + z = 0, t = 0}
G = [(1, 0, 0, 0), (0, 1, 1, 0), (0, 0, 0, 1)] =
=
[(
1 0
0 0
)
,
(
0 1
1 0
)
,
(
0 0
0 1
)]
14. Hallar la solucio´n ma´s aproximada por el me´todo de los mı´nimos cuadra-
dos, del sistema
x− y = 15
2x− 2y = 0
}
.
Solucio´n:
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Con lenguaje matricial el sistema se expresa Ax = b con
A =
(
1 −1
2 −2
)
, b =
(
15
0
)
, x =
(
x
y
)
.
El sistema es incompatible y la matriz A es de rango 1.
Busquemos la proyeccio´n ortogonal del vector (15, 0) sobre el subespa-
cio ImA = [(1, 2)]
ΠImA(15, 0) = XM
−1V t,
siendo
X = (< (15, 0), (1, 2) >) = (15)
M = (< (1, 2), (1, 2) >) = (5)
V t =
(
1 2
)
.
Luego
ΠImA(b) = (3, 6) = b
t
.
Resolvamos ahora el sistema (compatible) Ax = b(
1 −1
2 −2
)(
x
y
)
=
(
3
6
)
⇐⇒ x− y = 3.
De todas las soluciones buscamos la de normamı´nima, esto es la proyec-
cio´n ortogonal de (0, 0) sobre la recta de soluciones. La podemos hallar
intersecando la recta de soluciones con la perpendicular que pasa por
el origen.
x− y = 3
x+ y = 0
}
cuya solucio´n es (
3
2
,−3
2
)
.
15. Determinar la solucio´n aproximada de la relacio´n espacio-tiempo (x, t)
de una part´ıcula que se desplaza a velocidad constante con movimiento
uniforme del cual se han hecho las mediciones siguientes:
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
t 0 2 3 5 6. . . . . . . . . . . . . . . . . . . . .
x 1 1,9 4,1 5,9 7

 .
Solucio´n:
El movimiento es uniforme =⇒ relacio´n espacio tiempo es lineal:
at+ b = x ⇔ (t, 1)
(
a
b
)
= x
que, con los datos del problema nos queda:

0 1
2 1
3 1
5 1
6 1


(
a
b
)
=


1
1,9
4,1
5,9
7

 .
Sistema incompatible; daremos pues una solucio´n aproximada del pro-
blema:
rangoA = 2 =⇒ AtA es inversible, por lo que la solucio´n es:
(
a
b
)
= (AtA)−1At


1
1,9
4,1
5,9
7

 =

119,6114
151
114

 ,
con AtA =
(
74 16
16 5
)
y (AtA)−1 =
1
114
(
5 −16
−16 74
)
.
16. Hallar la solucio´n ma´s aproximada por el me´todo de los mı´nimos cuadra-
dos, del sistema
x+ y = 1
2x+ 2y = 1
3x+ 3y = −1

 .
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Solucio´n:
Matricialmente el sistema se expresa Ax = b con
A =

1 12 2
3 3

 , b =

 11
−1

 , x = (x
y
)
.
El sistema es incompatible y la matriz A es de rango 1.
Busquemos la proyeccio´n ortogonal del vector (1, 1,−1) sobre el subes-
pacio ImA = [(1, 2, 3)]
Observamos que
< (1, 2, 3), (1, 1,−1) >= 0
luego
ΠImA = 0 = b.
Resolvamos pues, el sistema (compatible)
x+ y = 0
2x+ 2y = 0
3x+ 3y = 0


cuya solucio´n es
x+ y = 0.
De todas las soluciones queremos la de norma mı´nima, y esta es (0, 0).
17. Sea E = R2[x], el espacio vectorial eucl´ıdeo cuyo producto escalar viene
determinado por < P,Q >=
∫ 1
0
PQ.
Se define D ∈ L(E) como D(P ) = P ′ polinomio derivado. Determinar
la aplicacio´n D′ adjunta de D.
Matriz de D′: fijamos la base {1, x, x2} de E y determinamos las ma-
trices A de D y G de < , > en esta base.
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D(1) = 0; D(x) = 1; D(x2) = 2x, =⇒ A =

0 1 00 0 2
0 0 0


con lo cual At =

0 0 01 0 0
0 2 0

.
matriz de < , >:
< 1, 1 >=
∫ 1
0
1 = 1, < 1, x >=
∫ 1
0
x = 1/2,
< 1, x2 >=
∫ 1
0
x2 = 1/3, < x, x >=
∫ 1
0
x2 = 1/3,
< x, x2 >=
∫ 1
0
x3 = 1/4, < x2, x2 >=
∫ 1
0
x4 = 1/5.
Con lo cual G =

1 12 131
2
1
3
1
4
1
3
1
4
1
5

 , y G−1 =

 9 −36 30−36 192 −180
30 −180 180

 .
=⇒ la matriz de D′ es:
A′ = G−1AtG =

−6 2 312 −24 −26
0 30 30

 .
18. Hallar la aplicacio´n adjunta de
a) f : R3 −→ R2 f(x, y, z) = (x+ 2y, y + 3z).
b) f : R3 −→ R3 tal que
Mu,v(f) =

1 2 02 1 1
0 3 1

 , u = {(1, 0, 0), (0, 1,−1), (−1, 0, 1)}
v = {(−1, 0,−1), (0,−1, 1), (0, 1, 0)}
Solucio´n:
a) Las bases cano´nicas de R3 y R2 son ortonormales por lo queGR3 = I3,
GR2 = I2.
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La matriz de f en dichas bases es
A =
(
1 2 0
0 1 3
)
La matriz A′ de f ′ en estas bases es
A′ =

1 02 1
0 3


b) La matriz del producto escalar de R3 en la base u es
Gu =

 1 0 −10 2 −1
−1 −1 2


La matriz del producto escalar de R3 en la base v es
Gv =

 2 −1 0−1 2 −1
0 −1 1


Luego
A′ = G−1u A
tGv
19. Sea f el endomorfismo de R4 tal que f(xi) = yi, 1 ≤ i ≤ 4 siendo
x1 = (0, 1, 1, 1)
x2 = (−1, 0, 1, 1)
x3 = (−1,−1,−1, 0)
x4 = (−1,−1,−1, 0)


,
y1 = (3,−1,−1,−1)
y2 = (1,−3,−1,−1)
y3 = (−1,−3,−1, 1)
y4 = (−3,−1,−1, 1)


.
¿Es f sime´trico?
La matriz A de f en bases ortonormales ha de ser sime´trica
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B1 = {x1, x2, x3, x4}, S1 =


0 −1 −1 −1
1 0 −1 −1
1 1 0 −1
1 1 1 0


B2 = {y1, y2, y3, y4}, S2 =


3 1 −1 −3
−1 −3 −3 −1
−1 −1 −1 −1
−1 −1 1 1


En las bases B1 y B2 la matriz de f es la identidad. Luego
A = S−12 IS1
Hay que ver si A = At.
20. En R3, determinar la matriz (en la base cano´nica) de la simetr´ıa res-
pecto el subespacio F = {(x, y, z) | x − z = 0, x − y = 0}. Deducir de
esta, la matriz de la proyeccio´n ortogonal de R3 sobre F .
Solucio´n:
Determinemos una base ortonormal de F
F = [
1√
3
(1, 1, 1)] = [u1]
Completamos esta base a una base ortonormal de R3, dando una base
ortonormal de F⊥ = {(x, y, z) ∈ R3 | x+ y + z = 0}
F⊥ = [
1√
2
(1,−1, 0), 1√
6
(1, 1,−2)] = [u2, u3].
En la base {u1, u2, u3} de R3 la matriz de la simetr´ıa es
A =

1 −1
−1


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En la base cano´nica la matriz de la simetr´ıa es
B = SAS−1 =
1
3

−1 2 22 −1 2
2 2 −1

 con S =


1√
3
1√
2
1√
6
1√
3
− 1√
2
1√
6
1√
3
0 − 2√
6


Observacio´n 1.8.3. S es ortogonal, pues es la expresio´n en una base
ortonormal de una base tambie´n ortonormal, luego S−1 = St.
La matriz de la proyeccio´n es:
ΠF =
1
2
(I + A) =
1
3

1 1 11 1 1
1 1 1

 .
21. Sea A una matriz real sime´trica. Demostrar que los valores propios
de A, son estrictamente positivos si y so´lamente si, existe una matriz
inversible N tal que A = N t ·N .
Solucio´n:
La matriz A es sime´trica, por lo que existe una matriz D diagonal y
una matriz S ortogonal, tal que: A = S−1DS.
Supongamos ahora que los valores propios son todos estrictamente pos-
itivos:
D =


λ1
. . .
λn

 con λi ≥ 0
Por lo que, existe la matriz
√
D =


+
√
λ1
. . .
+
√
λn


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Observacio´n 1.8.4. (
√
D)2 = D. Luego a
√
D le llamaremos ra´ız cuadra-
da de D
Consideremos B = S−1
√
DS
Es tal que
B2 = (S−1
√
DS)(S−1
√
DS) = (S−1
√
D)(SS−1)(
√
DS) =
= (S−1
√
D)(
√
DS) = S−1(
√
D
√
D)S = S−1DS = A,
o sea que:
A = (S−1
√
D)(
√
DS).
Llamando N =
√
DS tenemos que N t = (
√
DS)t = St
√
D
t
= S−1
√
D,
ya que S es ortogonal y
√
D diagonal. N es inversible por ser producto
de matrices inversibles. Luego existe N inversible con A = N t ·N .
Rec´ıprocamente, si A = N t ·N , tenemos que A es sime´trica ya que:
At = (N t ·N)t = N t ·N tt = N t ·N = A;
por lo que existe S ortogonal y D diagonal, tal que A = S−1DS.
Veamos que los valores propios de A son estrictamente positivos:
Si existe algu´n valor propio λ ∈ R con λ ≤ 0 , por definicio´n de valor
propio, existe v 6= 0 , v ∈ Rn con Av = λv, entonces,
< Av, v >=< λv, v >= λ < v, v >≤ 0. (a)
Por ser A = N t ·N tenemos adema´s que
< Av, v >=< N t ·Nv, v >=< Nv,Nv >≥ 0. (b)
De (a) y (b) se deduce que < Nv,Nv >= 0, por lo que Nv = 0, y por
ser N inversible es v = 0 ¡contradiccio´n!. Luego no puede existir λ ≤ 0.
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22. Sea A =

 2 −1 0−1 2 −1
0 −1 2

. Probar que existe W triangular superior tal
que A = W tW .
Solucio´n:
Si existe, es W =

t11 t12 t130 t22 t23
0 0 t33

 y
A =

t11 0 0t12 t22 0
t13 t23 t33



t11 t12 t130 t22 t23
0 0 t33


esto es
t211 = 2 =⇒ t11 =
√
2
t11t12 = −1 =⇒ t12 = −
√
2
2
t11t13 = 0 =⇒ t13 = 0
t212 + t
2
22 = 2 =⇒ t22 =
√
6
2
t12t13 + t22t23 = −1 =⇒ t23 = −
√
6
3
t213 + t
2
23 + t
2
33 = 2 =⇒ t33 =
2
√
3
3
W =


√
2 −
√
2
2
0
0
√
6
2
−
√
6
3
0 0
2
√
3
3


Observacio´n 1.8.5. Si la matriz dada es real sime´trica y definida positi
va, podemos asegurar que existe la descomposicio´n de Cholesky de dicha
matriz.
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23. a) Sea (E,<,>) un espacio vectorial eucl´ıdeo de dimensio´n n y sea
f un automorfismo de E. Probar que f puede descomponerse de la
forma f = h ◦ g con g automorfismo sime´trico y h ortogonal.
b) Expresar la matriz A como producto de una matriz sime´trica por
una de ortogonal, siendo
A =
(
2 −1
2 1
)
.
Solucio´n:
a) Consideremos Φ = f ′ ◦ f . Es un automorfismo sime´trico pues:
Φ′ = (f ′ ◦ f)′ = f ′ ◦ f ′′ = f ′ ◦ f = Φ.
y de valores propios positivos pues, sea x un vector propio de Φ de valor
propio λ. Entonces:
< Φ(x), x > =< (f ′ ◦ f)(x), x >=< f ′(f(x)), x >=< f(x), f(x) >
< Φ(x), x > =< λx, x >= λ < x, x > .
Puesto que x 6= 0 es < x, x >> 0. Al ser f automorfismo si x 6= 0 es
f(x) 6= 0. Luego < f(x), f(x) >> 0.
Por lo que
< f(x), f(x) >= λ < x, x >> 0
De donde se deduce que λ > 0.
Sea {u1, · · · , un} una base ortonormal de vectores propios de Φ (existe
por ser Φ sime´trica) y sea g ∈ Aut(E) definido de la forma
g(ui) = +
√
λiui.
Los valores
√
λi reciben el nombre de valores singulares de la aplicacio´n
f .
g2 = Φ ya que:
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g2(ui) = g(g(ui)) = g(
√
λiui) =
√
λig(ui) =
√
λi
√
λiui = λiui = Φ(ui).
La aplicacio´n g es sime´trica ya que su matriz en una base ortonormal
es sime´trica, por lo que g−1 tambie´n es sime´trica.
Definimos
h = f ◦ g−1
La aplicacio´n h es ortogonal; en efecto:
h′ ◦ h = (f ◦ g−1)′ ◦ (f ◦ g−1) = ((g−1) ◦ f) ◦ (f ◦ g−1) =
= g−1 ◦ Φ ◦ g−1 = g−1 ◦ g2 ◦ g−1 = g−1 ◦ (g ◦ g) ◦ g−1 = I ◦ I = Id
Luego h′ = h−1.
De hecho el resultado es general ya que si Ker f es invariante por f
tambie´n lo es (Ker f)⊥, lo que permite construir h tal que hKer f = I
y h
(Ker f)⊥ = f(Ker f)⊥ ◦ (gKer f)⊥)−1.
b) A es la matriz de un automorfismo f de R2 en la base natural,
descompondremos pues f como en el apartado a) y escribiremos las
matrices de g y h en la base natural que nos proporcionara´n la descom-
posicio´n de la matriz A.
Puesto que la base natural es ortonormal la matriz de f ′ en dicha base
es At.
La Matriz de Φ = f ′ ◦ f es(
2 2
−1 1
)
·
(
2 −1
2 1
)
=
(
8 0
0 2
)
,
La aplicacio´n Φ diagonaliza en la base natural por lo que, las matrices
de g y g−1 en dicha base son respectivamente:
(
2
√
2 0
0
√
2
)
,
(√
2
4
0
0
√
2
2
)
.
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Luego la matriz de h es
(
2 −1
2 1
)
·
(√
2
4
0
0
√
2
2
)
=
(√
2
2
−
√
2
2√
2
2
√
2
2
)
.
Finalmente, la matriz A nos queda descompuesta de la forma:
A =
(√
2
2
−
√
2
2√
2
2
√
2
2
)
·
(
2
√
2 0
0
√
2
)
.
24. Determinar la descomposicio´n espectral del endomorfismo f cuya ma-
triz en la base natural de R3 es
A =

a b bb a b
b b a

 con b 6= 0.
Solucio´n:
f es diagonalizable (su matriz en una base ortonormal es sime´trica).
El polinomio caracter´ıstico de A es:
det(A− tI) = −(t− (a− b))2(t− (a+ 2b)).
Por lo que tenemos:
R
3 = Ker(A− (a− b)I) ⊥ Ker(A− (a+ 2b)I). (a)
Sean π1 y π2 las proyecciones ortogonales de R
3 sobre Ker(A−(a−b)I)
y Ker(A− (a+ 2b)I) respectivamente.
Entonces:
f = (a− b)π1 + (a+ 2b)π2.
En efecto, ∀x ∈ R3, tenemos (por (a)) que x = x1 + x2 con
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x1 ∈ Ker(A− (a− b)I) , x2 ∈ Ker(A− (a+ 2b)I),
y se tiene que πi(x) = xi, entonces:
f(x) = f(x1 + x2) = f(x1) + f(x2) = (a− b)x1 + (a+ 2b)x2 =
= (a− b)π1(x) + (a+ 2b)π2(x) = ((a− b)π1 + (a+ 2b)π2)x.
25. Sean f, g ∈ L(E), siendo E un espacio vectorial eucl´ıdeo, tales que
∀x ∈ E, se tiene ‖f(x)‖ = ‖g(x)‖.
a) Demostrar que f ′ ◦ f = g′ ◦ g.
b) Demostrar que Ker f = Ker g,
c) Sea f biyectiva. Probar que existe h ∈ O(E) tal que g = h ◦ f .
Solucio´n:
a) Sabemos que < f(x), f(x) >=< g(x), g(x) >, ∀x ∈ E , entonces
< (f ′ ◦ f)(x), x >=< (g′ ◦ g)(x), x > ∀x ∈ E
(o´ equivalentemente < ((f ′ ◦ f)− (g′ ◦ g))x, x >= 0, ∀x ∈ E).
Puesto que el producto escalar es definido positivo:
((f ′ ◦ f)− (g′ ◦ g))(x) = 0, ∀x ∈ E
de donde: (f ′ ◦ f)(x) = (g′ ◦ g)(x), ∀x ∈ E, ⇐⇒ f ′ ◦ f = g′ ◦ g.
b) x ∈ Ker f ⇐⇒ f(x) = 0 ⇐⇒ ‖f(x)‖ = 0⇐⇒
‖g(x)‖ = 0 ⇐⇒ g(x) =, 0 ⇐⇒ x ∈ Ker g.
c) Si f es biyectiva y existe h, esta ha de ser h = g ◦ f−1 .
Veamos si h as´ı definida es ortogonal:
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< g ◦ f−1(x), g ◦ f−1(x) >=
= < f−1(x), g′ ◦ g ◦ f−1(x) >=< f−1(x), f ′ ◦ f ◦ f−1(x) >=
= < f−1(x), f ′(x) >=< f ′′ ◦ f−1(x), x >=
= < f ◦ f−1(x), x >=< x, x >,
luego g ◦ f−1 conserva la norma, es decir es ortogonal.
26. Sea E3 el espacio vectorial eucl´ıdeo ordinario referido a la base na-
tural. Se considera la rotacio´n f de eje el subespacio generado por
v = (1,−1, 1) y tal que f(1, 0, 0) = (0, 0, 1). Hallar las ecuaciones de
rotacio´n.
Solucio´n:
El eje es el subespacio de vectores propios de valor propio 1, y sabemos
que el subespacio ortogonal es tambie´n invariante por f . Consideramos
la base de E3 siguiente
v1 = (
√
2
2
,
√
2
2
, 0),
v2 = (−
√
6
6
,
√
6
6
, 2
√
6
6
),
v3 = (
√
3
3
,−
√
3
3
,
√
3
3
) =
v
‖v‖ ,


que es ortonormal.
En esta base la matriz de la rotacio´n es

 cos θ sen θ 0−sen θ cos θ 0
0 0 1

 .
Sabemos que f(1, 0, 0) = (0, 0, 1), veamos como se expresan los vectores
(1, 0, 0), (0, 0, 1) en la nueva base. La matriz cambio de base es
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S =


√
2
2
−
√
6
6
√
3
3√
2
2
√
6
6
−
√
3
3
0 2
√
6
6
√
3
3

 y S−1 =


√
2
2
√
2
2
0
−
√
6
6
√
6
6
2
√
6
6√
3
3
−
√
3
3
√
3
3


por lo tanto
(1, 0, 0) =
√
2
2
v1 −
√
6
6
v2 +
√
3
3
v3
(0, 0, 1) = 2
√
6
6
v2 +
√
3
3
v3
haciendo f(
√
2
2
v1 −
√
6
6
v2 +
√
3
3
v3) = (0v1 + 2
√
6
6
v2 +
√
3
3
v3), tenemos que
√
2
2
cos θ −
√
6
6
sen θ = 0
−
√
2
2
sen θ −
√
6
6
cos θ = 2
√
6
6


resolviendo el sistema tenemos que la solucio´n es
cos θ = −1
2
, sen θ = −
√
3
2
.
Luego la matriz de la rotacio´n en la base {v1, v2, v3} es
M =

−12 −
√
3
2
0√
3
2
−1
2
0
0 0 1

 .
En la base natural se expresara´:
SMS−1 =

0 −1 00 0 −1
1 0 0


por lo que las ecuaciones de la rotacio´n son:
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
0 −1 00 0 −1
1 0 0



xy
z

 =

x′y′
z′

 ⇔ x
′ = −y
y′ = −z
z′ = x

 .
27. Estudiar la transformacio´n definida por las ecuaciones


x′ =
1
3
(2x+ y − 2z)
y′ =
1
3
(x+ 2y + 2z)
z′ =
1
3
(−2x+ 2y − z).
Dar sus elementos caracter´ısticos.
La matriz M en la base natural de R3, de dicha transformacio´n es
M =
1
3

 2 1 −21 2 2
−2 2 −1

 .
Matriz sime´trica en una base ortonormal, luego es la matriz de un
endomorfismo sime´trico y det(M − I) = −(t− 1)2(t+1), por lo que es
tambie´n, un endomorfismo ortogonal;
Dicha aplicacio´n es pues, una simetr´ıa ortogonal respecto al plano de
vectores propios de valor propio 1.
Busquemos el plano de simetr´ıa v1, v2 ∈ Ker(M − I)
1
3

−1 1 −21 −1 2
−2 2 −4



xy
z

 =

00
0


⇒ Ker (M − I) = {(x, y, z) ∈ R3 | x− y + 2z = 0}.
Escojamos una base ortonormal de Ker (M − I):
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

v1 =
√
2
2
(1, 1, 0)
v2 =
√
3
3
(1,−1,−1)
La direccio´n de la simetr´ıa es Ker (M + I) = Ker (M − I)⊥, luego
Ker (M + I) = {(x, y, z) ∈ R3 | x+ y = 0, x− y − z = 0}.
Sea v3 =
√
6
6
(1,−1, 2) una base de Ker (M + I).
Notamos que en la base {v1, v2, v3} de R3 la transformacio´n tiene por
matriz

1 0 00 1 0
0 0 −1

 .
28. Sea E un espacio vectorial eucl´ıdeo de dimensio´n tres tal que en la base
{e1, e2, e3}, la matriz del producto escalar es
G =

1 1 11 2 2
1 2 3

 .
Sea F = {x1e1 + x2e2 + x3e3 | x1 = −x3 = x2}; y consideremos f ∈
End(E), tal que ∀v ∈ E, f(v) = u − w, siendo v = u + w con u ∈ F ,
w ∈ F⊥. ¿Es f ortogonal?
Solucio´n:
Tenemos que comprobar si ‖f(v)‖ = ‖v‖ ∀v ∈ E.
Para ello expresaremos la matriz del producto escalar en una cierta
base
{u1, u2, u3}, escogida de forma que u1 ∈ F y u2, u3 ∈ F⊥ .
F = {x1e1 + x2e2 + x3e3 | x1 = −x3 = x2} =
= [e1 + e2 − e3] = [(1, 1,−1)],
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por lo tanto F⊥ = {x ∈ E |< x, y >= 0, ∀y ∈ F},
(
x1, x2, x3
) 1 1 11 2 2
1 2 3



 11
−1

 = 0,
=⇒ F
⊥ = {x1e1 + x2e2 + x3e3 | x1 + x2 = 0} =
= [e1 − e2, e3] = [(1,−1, 0), (0, 0, 1)],
luego
G = StGS =

2 0 00 1 −1
0 −1 3

 ,
siendo
S =

 1 1 01 −1 0
−1 0 1

 ,
Sea v ∈ E, v = λ1u1+λ2u2+λ3u3 , luego f(v) = λ1u1−λ2u2−λ3u3
y
< v, v > = vtGv = 2λ21 + λ
2
2 + 3λ
2
3 − 2λ2λ3
< f(v), f(v) > = f t(v)Gf(v) = 2λ21 + λ
2
2 + 3λ
2
3 − 2λ2λ3
Por lo que f es ortogonal.
Observacio´n 1.8.6. f 2(v) = f(u− w) = u+ w = v. =⇒ f 2 = I, ⇐⇒
f = f−1; y puesto que f ortogonal se tiene f−1 = f ′.
Por lo que tenemos que f = f ′ y f es tambie´n sime´trico.
29. Sean u, v dos vectores linealmente independientes de R3 y f el endo-
morfismo definido por
f(x) = u ∧ (v ∧ x) + v ∧ (u ∧ x)
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a) Calcular det f .
b) Determinar los vectores y valores propios de f .
Solucio´n:
a) Escojamos como base de R3 la {u, v, u ∧ v}
Recordemos que
(x ∧ y) ∧ z =< x, z > y− < y, z > x
< x ∧ y, z >= det(x, y, z)
< u, v >2 +‖u ∧ v‖2 = ‖u‖2‖v‖2
f(u) = − < v, u > u+ < u, u > v
f(v) =< v, v > u− < u, v > v
f(u ∧ v) = −2 < u, v >
Luego
det f =
∣∣∣∣∣∣
− < u, v > < v, v > 0
< u, u > − < u, v > 0
0 0 −2 < u, v >
∣∣∣∣∣∣ = −‖u∧v‖2(−2 < u, v >)
b)
det(f − λI) =
= (λ2 + 2 < u, v > λ+ < u, v >2 −‖u‖2‖v‖2)(−2 < u, v > −λ) =
= (− < u, v > +‖u‖‖v‖λ)(− < u, v > −‖u‖‖v‖λ)(−2 < u, v > −λ)
u1 = (‖v‖, ‖u‖, 0) = ‖v‖u+ ‖u‖v
u2 = (‖v‖,−‖u‖, 0) = ‖v‖u− ‖u‖v
u3 = (0, 0, 1) = u ∧ v
30. Sean g1 y g2 dos rotaciones de a´ngulos α y β respectivamente y de ejes
perpendiculares. Determinar g1 ◦ g2.
Solucio´n:
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Puesto que g1 y g2 son rotaciones g1 ◦ g2 tambie´n lo es, para ello basta
observar que
‖(g1 ◦ g2)(x)‖ = ‖g1(g2(x))‖ = ‖g2(x)‖ = ‖x‖,
luego es ortogonal y adema´s
det(g1 ◦ g2) = det g1 · det g2 = 1 · 1 = 1.
Determinemos su eje de rotacio´n y su a´ngulo. Para ello describamos
matricialmente las aplicaciones gi.
Consideremos la base de R3 siguiente
e1 vector director normalizado del eje de giro de g1,
e2 vector director normalizado del eje de giro de g2
e3 = e1 ∧ e2.
Por hipo´tesis e1 y e2 son ortogonales luego esta base es ortonormal.
En esta base la matriz de g1 es
1 0 00 cosα −senα
0 senα cosα


Para calcular la matriz de g2 en esta base primero la calculamos en la
base
u1 = e2,
u2 = e1,
u3 = u1 ∧ u2 = −e3.
En dicha base es 
1 0 00 cosβ −sen β
0 sen β cosβ


Por lo que la matriz de g2 en la base {e1, e2, e3},
0 1 01 0 0
0 0 −1



1 0 00 cosβ −sen β
0 sen β cosβ



0 1 01 0 0
0 0 −1

 =

 cosβ 0 sen β0 1 0
−sen β 0 cosβ

 .
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La matriz de la composicio´n en la base {e1, e2, e3} es pues
 cosβ 0 sen βsenαsen β cosα −senα cosβ
− cosαsen β senα cosα cosβ

 .
El eje de giro es el subespacio de vectores propios de valor propio 1:

 cosβ − 1 0 sen βsenαsen β cosα− 1 −senα cos β
− cosαsen β senα cosα cosβ − 1



xy
z

 =

00
0

 .
y el a´ngulo de giro lo obtenemos a trave´s de la traza de la matriz
1 + 2 cosϕ = cosβ + cosα + cosα cosβ.
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Cap´ıtulo 2
Formas bilineales y cuadra´ticas
2.1. Formas bilineales
Definicio´n 2.1.1. Sea E un R-espacio vectorial de dimensio´n n. Una forma
bilineal es una aplicacio´n
f : E × E −→ R
(u, v) −→ f(u, v)
que verifica las siguientes propiedades:
1. f(u1 + u2, v) = f(u1, v) + f(u2, v), ∀u1, u2, v ∈ E
2. f(αu, v) = αf(u, v), ∀u ∈ E y α ∈ R
3. f(u, v1 + v2) = f(u, v1) + f(u, v2) ∀u, v1, v2 ∈ E
4. f(u, αv) = αf(u, v), ∀u, v ∈ E y ∀α ∈ R
es decir, una aplicacio´n f : E ×E −→ R es una forma bilineal si es lineal en
cada una de sus componentes.
Ejemplo 2.1.1. 1. Un producto escalar eucl´ıdeo sobre un espacio vectorial
es una forma bilineal
2. En R2, la aplicacio´n f : R2 × R2 −→ R definida por
f((x1, x2), (y1, y2)) = x1y2
es una forma bilineal.
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Proposicio´n 2.1.1. Sea f : E × E −→ R una forma bilineal sobre E.
Entonces
f(u, 0) = f(0, u) = 0, ∀u ∈ E
Definicio´n 2.1.2. i) Una forma bilineal f : E × E −→ R es sime´trica si
f(x, y) = f(y, x), ∀x, y ∈ E
ii) Una forma bilineal f : E × E −→ R es antisime´trica o alternada si
f(x, y) = −f(y, x), ∀x, y ∈ E
Ejemplo 2.1.2. i) La aplicacio´n f : R2×R2 −→ R con f(x, y) = x2y11+x1y2+
es una forma bilineal sime´trica.
ii) La aplicacio´n f : R2 × R2 −→ R definida por f(x, y) = 3x1y2 − 3x2y1 es
alternada o antisime´trica.
Proposicio´n 2.1.2. Toda forma bilineal antisime´trica verifica que
f(x, x) = 0, ∀x ∈ E
2.1.1. Expresio´n matricial de una forma bilineal
Supongamos ahora que el espacio vectorial E sobre el que tenemos definida
una forma bilineal, es de dimensio´n finita. Veamos a continuacio´n, como
si seleccionamos una base en E podemos expresar matricialmente la forma
bilineal.
Sea {e1, . . . , en} una base deE. Para toda pareja de vectores x, y ∈ E tenemos
x = λ1e1 + . . .+ λnen y y = µ1e1 + . . .+ µnen
Entonces utilizando las propiedades de la forma bilineal tenemos
f(x, y) =
n∑
i=1
λi(
n∑
j=1
µjf(ei, ej)) =
n∑
i,j=1
λiµjf(ei, ej)
Es decir
(
λ1 λ2 . . . λn
)


f(e1, e1) f(e1, e2) . . . f(e1, en)
f(e2, e1 f(e2, e2 . . . f(e2, en)
...
...
...
f(en, e1) f(en, e2) . . . f(en, en)




µ1
µ2
...
µn


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Definicio´n 2.1.3. dada una forma bilineal f definida sobre un espacio E
de dimensio´n finita n Llamaremos matriz de la forma bilineal f en la base
{e1, . . . , en} a la matriz
A =


f(e1, e1) f(e1, e2) . . . f(e1, en)
f(e2, e1 f(e2, e2 . . . f(e2, en)
...
...
...
f(en, e1) f(en, e2) . . . f(en, en)


y si expresamos los vectores x e y en forma matricial respecto la base X =(
λ1 . . . λn
)
, Y =
(
µ1 . . . µn
)
escribiremos la forma bilineal en la forma
matricial:
f(x, y) = X tAY
Observacio´n 2.1.1. Si la forma bilineal es sime´trica (antisime´trica) la matriz
asociada es sime´trica (antisime´trica).
Ejemplo 2.1.3. Sea f : R2×R2 −→ R la forma bilineal definida por f((x1, x2), (y1, y2)) =
x1y1 + x1y2 − x2y1. Tenemos que
f((1, 0), (1, 0)) = 1
f((1, 0), (0, 1)) = 1
f((0, 1), (1, 0)) = −1
f((0, 1), (0, 1)) = 0
por lo que
A =
(
1 1
−1 0
)
Claramente
(
x1 x2
)( 1 1
−1 0
)(
y1
y2
)
2.1.2. Equivalencia de formas bilineales
Sea ahora {u1, . . . , un} una nueva base de E, y sea S la matriz de cambio
de base por lo que la relacio´n entre los vectores x e y expresados en la base
de partida X e Y y su expresio´n X ′ e Y ′ en la nueva base viene dada por
X = SX ′ y Y = SY ′
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Por lo que
f(x, y) = (SX ′)tA(SY ′) = (X ′tSt)A(SY ′) = X ′t(StAS)Y ′
Por lo tanto la matriz de la forma bilineal en la nueva base es
B = StAS
Esta relacio´n nos permite definir la siguiente relacio´n de equivalencia
Definicio´n 2.1.4. A,B ∈ Mn(R) se dice que son congruentes si existe S ∈
Mn(R) invertible tal que
A = StAS
Proposicio´n 2.1.3. Dos matrices A,B ∈ Mn(R) son congruentes si y so´lo
si representan una misma forma bilineal.
2.2. Formas cuadra´ticas
Definicio´n 2.2.1. Sea f : E×E −→ R una forma bilineal sime´trica definida
sobre el espacio vectorial E. Llamaremos forma cuadra´tica asociada a f a la
aplicacio´n
Qf : E −→ R
x −→ Qf (x) = f(x, x).
Ejemplo 2.2.1. En R3 consideremos la forma bilineal f(x, y) = x1y2+ x2y3+
x2y1 + x3y2. La forma cuadra´tica asociada es
Qf (x) = 2x1x2 + 2x2x3
2.2.1. Expresio´n matricial de una forma cuadra´tica.
Cambios de base
Sea Q : E −→ R la forma cuadra´tica asociada a una forma bilineal sime´trica
f : E ×E −→ R. Sea {e1, . . . vn} base de E, como que la forma bilineal f es
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sime´trica tenemos que f(ei, ej) = f(ej, ei). Por lo tanto, tenemos que
Q(x) = f(x, x) =
(
x1 x2 . . . xn
)


f(e1, e1) f(e1, e2) . . . f(e1, en)
f(e2, e1 f(e2, e2 . . . f(e2, en)
...
...
...
f(en, e1) f(en, e2) . . . f(en, en)




x1
x2
...
xn

 =
(
x1 x2 . . . xn
)


f(e1, e1) f(e1, e2) . . . f(e1, en)
f(e1, e2 f(e2, e2 . . . f(en, e2)
...
...
...
f(en, e1) f(en, e2) . . . f(en, en)




x1
x2
...
xn


Definicio´n 2.2.2. Sea E un espacio vectorial f una forma bilineal sime´trica y
sea {e1, e2, . . . , en} una base de E. Llamaremos matriz de la forma cuadra´tica
en la base dada, a la matriz sime´trica
A =


f(e1, e1) f(e1, e2) . . . f(e1, en)
f(e1, e2 f(e2, e2 . . . f(en, e2)
...
...
...
f(en, e1) f(en, e2) . . . f(en, en)


asociada a la forma bilineal f .
Observacio´n 2.2.1. A partir de la forma cuadra´tica se puede conocer la forma
bilineal sime´trica de la cual procede. En efecto.
Supongamos conocida la forma cuadra´tica
Q(x) = f(x, x) =
n∑
i=1
aiix
2
i +
∑
1≤i<j≤n
aijxixj
Entonces
Q(x) =
(
x1 x2 . . . xn
)


a11
1
2
a12 . . .
1
2
a1n
1
2
a12 a22 . . .
1
2
an2
...
...
...
1
2
a1n
1
2
a2n . . . ann




x1
x2
...
xn


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Por lo que claramente, la forma bilineal
f(x, y) =
(
x1 x2 . . . xn
)


a11
1
2
a12 . . .
1
2
a1n
1
2
a12 a22 . . .
1
2
an2
...
...
...
1
2
a1n
1
2
a2n . . . ann




y1
y2
...
yn


tiene por forma cuadra´tica asociada la dada.
Ejemplo 2.2.2. Hallar la matriz asociada a Q : R3 −→ R definida de la forma
Q(x1, x2, x3) = x
2
1 + 2x1x2 + x
2
2 + 2x2x3
en la base cano´nica.
A =

1 1 01 1 1
0 1 0


Al igual que para las formas bilineales, nos preguntamos como cabia la matriz
de una forma cuadra´tica al cambiar de base.
Sea ahora {u1, . . . , un} una nueva base de E, y sea S la matriz de cambio de
base por lo que la relacio´n entre el vector x expresado en la base de partida
X y su expresio´n X ′ en la nueva base viene dada por X = SX ′
Por lo que
Q(x) = f(x, x) = (SX ′)tA(SX ′) = (X ′tSt)A(SX ′) = X ′t(StAS)X ′
Por lo tanto la matriz de la forma bilineal en la nueva base es
B = StAS
Esta relacio´n nos induce a buscar bases para las cuales, la matriz de la forma
cuadra´tica es suficientemente sencilla de manera que por simple observacio´n
se puedan deducir sus propiedades
Ejemplo 2.2.3. Sea la forma cuadra´tica cuya matriz en la base cano´nica es
A =
(
5 2
2 1
)
Sea {(1,−2), (0, 1)} una nueva base.
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En dicha base la matriz de la forma cuadra´tica es
B =
(
1 −2
0 1
)(
5 2
2 1
)(
1 0
−2 1
)
=
(
1 0
0 1
)
Por lo que la forma bilineal asociada a dicha forma cuadra´tica es un producto
escalar eucl´ıdeo.
Por lo tanto, proponemos buscar maneras de reducir a una forma sencilla la
matriz de una forma cuadra´tica dada.
2.2.2. Reduccio´n de formas cuadra´ticas
i) Me´todo de Gauss
Sea q(x) =
∑
aijxixj = x
tAx en una base B = {ui, . . . , un}
1) Si a11 6= 0 hacemos el cambio de base x = x1u1+ . . .+xnun = y1u1+ . . .+
ynun siguiente :


x1
...
...
xn

 =


1 −a12
a11
−a13
a11
. . . −a1n
a11
0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1




y1
...
...
yn


con este cambio queda
A = StAS =
1
a11


(a11)
2 0 . . . 0
0 b22 . . . b2n
...
...
. . .
...
0 b2n . . . bnn

 .
Si a11 = 0 pero existe aii 6= 0, hacemos el cambio


x1
...
...
xn

 =


1 0 . . . 0
0 1 . . . 0
−ai1
aii
−ai2
aii
. . . −ain
aii
. . . . . . . . . . . . . . . . . . . .
0 0 . . . 1




y1
...
...
yn

 .
2) Si aii = 0 ∀i, pero por ejemplo a12 6= 0 hacemos
72 CAPI´TULO 2. FORMAS BILINEALES Y CUADRA´TICAS
x1 = y1 + y2
x2 = y1 − y2
x3 = y3
... =
...
xn = yn
y pasamos al caso anterior.
Si es aij 6= 0 hacemos
xi = yi + yj
xj = yi − yj
}
y xk = yk ∀k 6= i, j
3) Consideramos la matriz B y seguimos el mismo procedimiento y as´ı suce-
sivamente hasta conseguir que toda la matriz sea diagonal.
Observacio´n 2.2.2. En la pra´ctica el procedimiento consiste en “completar
cuadrados”del modo siguiente:
Se forma un cuadrado de modo que, al desarrollarlo, aparezcan (entre otros)
todos los te´rminos donde aparece la “x”. Los te´rminos introducidos los com-
pensaremos restando.
Se hace lo mismo para la “y”, etc.
ii) Me´todo de la congruencia pivote
Dada una matriz A, sime´trica (matriz asociada a la forma cuadra´tica) pre-
tendemos hallar S tal que StAS = D, con D matriz diagonal y S inversible.
Si S es inversible, sera´ el producto de matrices elementales (recordar que una
matriz elemental es la matriz resultante de hacer una sola transformacio´n ele-
mental de columna a la matriz identidad). S = Ep . . . E2E1 y por lo tanto
St = (Ep . . . E1)
t = Et1 . . . E
t
p.
Si E1 es una matriz elemental asociada a una transformacio´n elemental de
columna, Et1 es una matriz elemental asociada a una transformacio´n ele-
mental de fila (homo´loga a E1) se tiene que:
D = Et1E
t
2 . . . E
t
pAEp . . . E2E1
puesto que A es sime´trica, para diagonalizarla habra´ que efectuar sobre ella
las mismas transformaciones elementales de fila que de columna. Si conside-
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ramos la matriz
(
A I
)
y hacemos
St
(
A I
)(S
I
)
=
(
D St
)
tenemos que si efectuamos sobre I las mismas transformaciones elementales
efectuadas sobre A obtenemos St.
iii) Me´todo endomorfismo asociado
Toda matriz A ∈Mn(R) sime´trica, es equivalente a una matriz diagonal. Bas-
ta asociar a la matriz A el endomorfismo sime´trico ϕ = Aϕ de R
n, definido
por ϕ(x) =< ϕ(x), x >= xtAx. Por el teorema espectral de los endomorfis-
mos sime´tricos existe en Rn una base ortonormal de vectores propios de ϕ,
es decir D = S−1AS con D diagonal.
La matriz S es ortogonal ya que es la matriz de cambio de base de una base
ortonormal a otra base ortonormal, por lo que St = S−1.
Por lo tanto
D = S−1AS = StAS
por lo que A y D son equivalentes como formas cuadra´ticas.
2.3. Ley de inercia
Sea Q : E −→ R una forma cuadra´tica sobre un espacio vectorial de dimen-
sio´n finita. Sea {e1, . . . , en} una base de E tal que la matriz de Q sea diagonal
(sabemos que existe por el apartado anterior). Es decir

Q(e1) 0
0 Q(e2)
. . .
Q(en)


Supongamos la base ordenada de manera que
Q(ei) > 0 1 ≤ i ≤ r
Q(ej) < 0 r + 1 ≤ j ≤ s
Q(ep) = 0 s+ 1 ≤ p ≤ n


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Observacio´n 2.3.1. Siempre podemos hacer el cambio de base que consiste
en reordenar la base {ei1 , . . . , eir , eir+1, . . . , eis , vis+1, . . . vin}.
Si tomamos ahora la base{
1√
Q(e1)
, . . . ,
1√
Q(er)
,
1√|Q(er+1)| , . . . ,
1√|Q(es)| , es+1, . . . , en
}
la matriz de la forma cuadra´tica en esta base es

1
. . .
s)
1
−1
. . .
r)
0
. . .
n−s−r
0


Esta representacio´n matricial de Q recibe el nombre de matriz cano´nica de
la forma cuadra´tica.
Proposicio´n 2.3.1 (Ley de la inercia de las formas cuadra´ticas). Si una
forma cuadra´tica se reduce a la suma de cuadrados en dos bases diferentes,
el nu´mero de te´rminos positivos y negativos es el mismo en ambos casos.
Definicio´n 2.3.1. Llamamos ı´ndice de positividad al nu´mero de te´rminos
positivos de la forma cuadra´tica diagonalizada, r, ı´ndice de negatividad al
nu´mero de te´rminos negativos de la forma cuadra´tica diagonalizada, s, e
ı´ndice de nulidad al nu´mero de te´rminos nulos de la forma cuadra´tica diag-
onalizada, n− r − s. El par (r, s) recibe el nombre de signatura de la forma
cuadra´tica.
Corolario 2.3.1. Dos matrices sime´tricas congruentes siempre tienen la mis-
ma signatura.
Definicio´n 2.3.2. i) Decimos que una forma cuadra´tica Q es definida
positiva si Q(x) > 0, ∀x ∈ E
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ii) Decimos que una forma cuadra´tica Q es definida negativa si Q(x) < 0,
∀x ∈ E
iii) Diremos que una forma cuadra´tica Q no es definida en signo si exis ten
vectores x e y ∈ E Q(x) > 0,
iv) Diremos que una forma cuadra´tica Q es semidefinida positiva si Q(x) ≥
0, ∀x ∈ E
v) Diremos que una forma cuadra´tica esQ semidefinida negativa siQ(x) ≤
0, ∀x ∈ E
vi) Diremos que una forma cuadra´tica es Q no degenerada si Q(x) 6= 0,
∀x ∈ E
Proposicio´n 2.3.2. i) Una forma cuadra´tica es definida positiva si r =
n
ii) Una forma cuadra´tica es definida negativa si s = n
iii) Una forma cuadra´tica no es definida en signo si r, s ≤ 0
iv) Una forma cuadra´tica es semidefinida positiva si r < n, s = 0
v) Una forma cuadra´tica es semidefinida negativa si s < n, r = 0
vi) Una forma cuadra´tica es no degenerada si r + s = n
Teorema 2.3.1 (Teorema de Sylvester). Sea Q : E −→ R una forma
cuadra´tica. Entonces f es definida positiva si y so´lo si la matriz A = (aij)
de Q en cualquier base de E, verifica que
δi =
∣∣∣∣∣∣∣
a11 . . . a1i
...
...
a1i . . . aii
∣∣∣∣∣∣∣ > 0, ∀1 ≤ i ≤ n
es decir, que sean positivos todos los menores principales de la matriz A =
(aij).
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Corolario 2.3.2. Sea Q : E −→ R una forma cuadra´tica. Entonces f es
definida negativa si y so´lo si la matriz A = (aij) de Q, en cualquier base de
E, verifica que
δ2i−1 < 0 y δ2i > 0 ∀1 ≤ i ≤ n
es decir, si los menores principales van alternando de signo empezando por
el signo negativo.
Observacio´n 2.3.2. Debido a que dada una forma cuadra´tica Q definida sobre
un espacio vectorial E de dimensio´n finita, existe una base en la cual la matriz
es diagonal, tenemos que existe una base {v1, . . . , vn} para la cual
f(ei, ej) = 0
lo que nos permite definir ortogonalidad de vectores respecto la forma bilineal
y escoger bases ortogonales.
Por dicho motivo a menudo a las formas bilineales sime´tricas se las denomina
me´tricas ortogonales.
2.4. Valores extremales
Teorema 2.4.1. El valor ma´ximo que una forma cuadra´tica toma sobre la
esfera unidad es el valor propio ma´ximo de A.
Demostracio´n. En efecto, consideremos una base ortonormal {v1, . . . , vn}
para la cual la matriz A diagonaliza
D = StAS =


λ1 . . . 0
...
. . .
...
0 . . . λn


Podemos suponer que los valores propios esta´n ordenados en orden decre-
ciente,
λ1 ≥ . . . ≥ λn
Para todo vector x sobre la esfera unidad (esto es ‖x‖ = 1) se tiene
x = µ1v1 + . . .+ µnvn
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y
q(x) =
(
µ1 . . . µn
)
λ1 . . . 0
...
. . .
...
0 . . . λn




µ1
...
µn

 =
= λ1µ
2
1 + . . .+ λnµ
2
n ≤ λ1(µ21 + . . .+ µ2n) = λ1.
Observacio´n 2.4.1. Ana´logamente vemos que el valor mı´nimo que puede al-
canzar la forma cuadra´tica sobre la esfera unidad es el valor propio mı´nimo
pues
q(x) = λ1µ
2
1 + . . .+ λnµ
2
n ≥ λn(µ21 + . . .+ µ2n) = λn.
2.5. Ejercicios resueltos
1. Dada la forma cuadra´tica definida en R3 de la siguiente forma
q(x, y, z) = 2x2 − 8xy + y2 − 16xz + 46yz + 5z2.
Obtener una forma reducida mediante:
a) Me´todo de Gauss.
b) Me´todo de la congruencia pivote.
Solucio´n:
a) q(x, y, z) = (2x2 − 8xy − 16xz) + y2 + 46yz + 5z2 =
= 2(x2 − 4xy − 8xz) + y2 + 46yz + 5z2 =
= 2(x− 2y − 4z)2 − 8y2 − 32z2 − 32yz + y2 + 46yz + 5z2 =
= 2(x− 2y − 4z)2 − 7y2 − 27z2 + 14yz =
= 2(x− 2y − 4z)2 − 7(y2 − 2yz)− 27z2 =
= 2(x− 2y − 4z)2 − 7(y − z)2 + 7z2 − 27z2 =
= 2(x− 2y − 4z)2 − 7(y − z)2 − 20z2 =
= 2(x)2 − 7(y)2 − 20(z)2.
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
xy
z

 =

1 −2 −40 1 −1
0 0 1



xy
z

 S−1 =

1 −2 −40 1 −1
0 0 1


b) A =

 2 −4 −8−8 1 23
−8 23 5



 2 −4 −8 | 1 0 0−4 1 23 | 0 1 0
−8 23 5 | 0 0 1

 ∼
(1)

2 −4 −8 | 1 0 00 −7 −27 | 2 1 0
0 7 −27 | 4 0 1


∼
(2)

2 0 0 | 1 0 00 −7 7 | 2 1 0
0 7 −27 | 4 0 1

 ∼
(3)

2 0 0 | 1 0 00 −7 7 | 2 1 0
0 0 −20 | 6 1 1


∼
(4)

2 0 0 | 1 0 00 −7 0 | 2 1 0
0 0 −20 | 6 1 1


(1) Cambiamos la segunda fila por la suma de la segunda ma´s dos veces
la primera y la tercera fila por la suma de la tercera ma´s cuatro veces
la primera.
(2) Sustituimos la segunda columna de la nueva matriz por la segunda
ma´s dos veces la primera y la tercera por la tercera ma´s cuatro veces
la primera.
(3) Cambiamos la tercera fila por la segunda ma´s la tercera.
(4) Cambiamos la tercera columna por la segunda ma´s la tercera.
Luego
St =

1 0 02 1 0
6 1 1

 y D =

2 0 00 −7 0
0 0 −20

 ,
y en esta nueva base
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q(x, y, z) = 2x2 − 7y2 − 20z2.
2. Reducir, por el me´todo del endomorfismo asociado, la forma cuadra´tica
definida en R3 siguiente:
q(x, y, z) = 2x2 + 2xy + 2xz + 2yz + 2y2 + 2z2.
Solucio´n:
Calculemos los valores propios de A, para ello
det(A− tI) =
∣∣∣∣∣∣
2− t 1 1
1 2− t 1
1 1 2− t
∣∣∣∣∣∣ = −(t− 1)2(t− 4),
luego
D =

1 0 00 1 0
0 0 4


Por lo tanto
q(x, y, z) = x2 + y2 + 4z2
Determinemos S:
v1, v2 ∈ Ker (A− I) = {(x, y, z) ∈ R3 | x+ y + z = 0}
y los escogemos ortonormales:
v1 =
(√
2
2
,
−√2
2
, 0
)
, v2 =
(√
6
6
,
√
6
6
,
−√6
3
)
,
v3 ∈Ker(A− 4I) = Ker(A− I)⊥ =
= {(x, y, z) |< (x, y, z), (1, 1, 1) >= 0}⊥ = [(1, 1, 1)],
que normalizando obtenemos v3 =
(√
3
3
,
√
3
3
,
√
3
3
)
.
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=⇒ S =


√
2
2
√
6
6
√
3
3
−√2
2
√
6
6
√
3
3
0 −
√
6
3
√
3
3

 y StAS = D.
3. a) Estudiar si la forma cuadra´tica q(x, y, z) = x2 + 2xy + y2 + 2yz +
z2 + 2xz es o no´ un prducto escalar eucl´ıdeo.
b) Idem para q(x, y, z) = 2xy + 2yz + 2xz.
c) Idem para q(x, y, z) = x2 + 2xy + 4xz + y2 + 2yz + z2.
Solucio´n:
Matriz de q:

1 1 11 1 1
1 1 1

 .
Esta matriz no tiene rango ma´ximo. Por lo tanto q no define un pro-
ducto escalar eucl´ıdeo.
b) Matriz de q:

0 1 11 0 1
1 1 0

 .
los elementos de la diagonal de la matriz no son positivos. Por lo que q
no define un producto escalar eucl´ıdeo.
c) Matriz de q:

1 1 21 1 1
2 1 1


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Aplicando el teorema de inercia de Sylvester.
δ1 = 1 > 1, δ2 = 0. Por lo tanto no es un producto escalar eucl´ıdeo.
4. En R3 consideremos la forma cuadra´tica definida de la forma ϕ(x) =
2x2 − y2 + z2 Determinar la matriz de ϕ en la base de R3 siguiente
a) {(1, 1, 1), (1,−1, 1), (1, 0,−1)},
b) {(1, 0, 1), (1, 1, 0), (0, 1, 0)},
¿Son ϕ-ortogonales dichas bases?
Solucio´n:
La matriz de ϕ en la base cano´nica es A =

2 0 00 −1 0
0 0 1

 .
a) La matriz de cambio de base es S =

1 1 11 −1 1
1 1 −1

 ,
=⇒ A1 = StAS =

1 1 11 −1 1
1 0 −1



2 0 00 −1 0
0 0 1



1 1 11 −1 0
1 1 −1

 =
=

2 4 14 2 1
1 1 3

 .
b) La matriz de cambio de base es S =

1 1 00 1 1
1 0 0

 ,
=⇒ A1 = StAS =

1 0 11 1 0
0 1 0



2 0 00 −1 0
0 0 1



1 1 00 1 1
1 0 0

 =
=

3 2 02 1 −1
0 −1 −1

 .
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Las bases a) y b) no son ϕ-ortogonales ya que las matrices de la forma
cuadra´tica en dichas bases no son diagonales.
5. Sean
q1(x, y, z) = 2x
2 − 2xy − 2xz + 2y2 − 2yz + 2z2
q2(x, y, z) = x
2 + 2xz + y2 + z2
q3(x, y, z) = x
2 + 2xy + 2xz + 2y2 + 4yz + 3z2.
¿Son equivalentes?
Solucio´n:
Las matrices de las formas cuadra´ticas dadas en la base cano´nica de
R3, son respectivamente
A1 =

 2 −1 −1−1 2 −1
−1 −1 2

 , A2 =

1 0 10 1 0
1 0 1

 , A3 =

1 1 11 2 2
1 2 3

 .
Los valores propios de la matriz A1 son 3, 3, 0. Luego q1 es una forma
cuadra´tica semidefinida positiva de rango 2.
Los valores propios de la matriz A2 son 1, 2, 0. Luego al igual que q1,
q2 es una forma cuadra´tica semidefinida positiva de rango 2, por lo que
son equivalentes.
Puesto que detA3 6= 0, los valores propios de A3 son los tres distintos
de cero luego q3 no puede ser equivalente a q1 ni a q2.
6. En R3 consideremos la forma bilineal siguiente
ϕ(u, v) = 2x1x2 − y1y2 + z1z2
siendo u = (x1, y1, z1), v = (x2, y2, z2).
a) Determinar la matriz de ϕ en la base natural de R3
b) Determinar la matriz de ϕ en la base {(1, 2, 6), (0, 1, 1), (0, 0, 3)} de
R3.
c) Sea F = {(x, y, z) ∈ R3 | y − z = 0} determinar G = {u ∈ R3 |
ϕ(u, v) = 0 ∀v ∈ F}(= F⊥ϕ).
d) Determinar Kerϕ.
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Solucio´n:
a) La matriz en la base cano´nica de R3, de la forma cuadra´tica es
A =

2 0 00 −1 0
0 0 1

 .
b) La matriz de cambio de base es
S =

1 0 02 1 0
6 1 3

 ,
luego
A1 = S
tAS =

1 2 60 1 1
0 0 3



2 0 00 −1 0
0 0 1



1 0 02 1 0
6 1 3

 =
=

34 4 184 0 3
18 3 9

 .
c) Busquemos una base de F
F = [(1, 0, 0), (0, 1, 1)] = [u, v]
luego
F⊥ϕ = {x ∈ E | ϕ(x, u) = ϕ(x, v) = 0}
esto es (
x y z
)2 0 00 −1 0
0 0 1



10
0

 = 2x = 0,
(
x y z
)2 0 00 −1 0
0 0 1



01
1

 = −y + z = 0.
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Por lo tanto
F⊥ϕ = {(x, y, z) ∈ E | x = 0,−y + z = 0} = [(0, 1, 1)].
d)
KerA = {0}.
7. Determinar λ ∈ R de manera que 2 sea el valor ma´ximo sobre la esfera
unidad S = {(x, y, z) | x2 + y2 + z2 = 1} de la forma cuadra´tica de R3
que en la base cano´nica tiene por matriz
A =

1 + λ 1 11 1 + λ 1
1 1 1 + λ

 .
Solucio´n:
Valores propios de A:
3 + λ, λ, λ
3 + λ > λ, por lo tanto el valor propio mayor es 3 + λ. Obliguemos a
que dicho valor sea 2:
3 + λ = 2 =⇒ λ = 1.
8. Consideremos la forma cuadra´tica definida en R4, siguiente
q(x, y, z, t) = 2x2 − 8xy + y2 − 16xz + 46yz + 5z2 + t2.
Clasificar la forma cuadra´tica q|F restriccio´n de q al subespacio vectorial
F = {(x, y, z, t) | x− t = 0, y + z = 0}.
Solucio´n:
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Determinemos la matriz de q en la base cano´nica
A =


2 −4 −8 0
−4 1 23 0
−8 23 5 0
0 0 0 1

 .
Busquemos una base de F
F = [(1, 0, 0, 1), (0, 1,−1, 0)].
Luego la restriccio´n de q a F tiene por matriz en esta base:
(
1 0 0 1
0 1 −1 0
)
2 −4 −8 0
−4 1 23 0
−8 23 5 0
0 0 0 1




1 0
0 1
0 −1
1 0

 =
=
(
3 4
4 −40
)
.
Esta forma cuadra´tica es no degenerada y no definida en signo ya que
δ1 = 3, δ2 = −136.
Observacio´n 2.5.1. Si queremos determinar los valores extremales de q|F
sobre la esfera unidad interseccio´n con F debemos obtener la matriz de
q|F en bases ortonormales.
9. Consideremos la forma cuadra´tica definida en R3, siguiente
q(x, y, z) = x2 − 2xy + y2 + z2.
Determinar el valor ma´ximo que toma la restriccio´n de q al subespacio
F = {(x, y, z) | x+ y + z = 0}.
Solucio´n:
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La matriz de la forma cuadra´tica es
A =

 1 −1 0−1 1 0
0 0 1

 .
Determinemos una base ortonormal de F :
F =
[
1√
2
(1,−1, 0), 1√
6
(1, 1,−2)
]
.
Luego la matriz de q|F en esta base es


1√
2
− 1√
2
0
1√
6
1√
6
− 1√
6



 1 −1 0−1 1 0
0 0 1




1√
2
1√
6
− 1√
2
1√
6
0 − 2√
6

 =
=
(
2 0
0 2
3
)
.
Puesto que los valores propios son 2 >
2
3
, el valor ma´ximo es 2.
10. En R4, consideramos la forma cuadra´tica q(x, y, z, t) = x2+2xy+ y2+
2xz+2xt+2yt+2zt−t2. Encontrar dos subespacios F , G de dimensio´n
ma´xima tales que q|F sea definida positiva y q|G sea definida negativa
Solucio´n:
Matriz de q:
A =


1 1 1 1
1 1 0 1
1 0 0 1
1 1 1 −1


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mediante la congruencia pivote encontramos que
StAS =


1
−3
3
4 −2


con
S =


1 −2 −1
2
−1
0 1 1 0
0 1 −1
2
0
0 0 0 1


Sea
F = [(1, 0, 0, 0), (−1
2
, 1,−1
2
, 0)], A|F =
(
1 0
0
3
4
)
G = [(−2, 1, 1, 0), (−1, 0, 0, 1)], A|q =
(−3 0
0 −2
)
11. Sea E un R-espacio vectorial de dimensio´n finita, consideremos
ϕi ∈ L(E,R) i = 1, . . . , p+ q y definimos para todo x ∈ E
q(x) = (ϕ1(x))
2 + . . .+ (ϕp(x)
2 − (ϕp+1(x))2 − . . .− (ϕp+q(x))2.
a) Probar que q es la forma cuadra´tica asociada a una cierta me´trica
ortogonal ϕ.
b) Supongamos que dicha forma cuadra´tica es definida positiva. De-
mostrar que dimE ≤ p.
Observacio´n 2.5.2. L(E,R) indica el conjunto de todas las aplicaciones
lineales de E en R.
Solucio´n:
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a) Definamos ϕ(x, y) = 1
2
(q(x+ y)− q(x)− q(y)) y comprobemos que
ϕ as´ı definida es una me´trica ortogonal y que ϕ(x, x) = q(x).
ϕ(x, y) =
1
2
(ϕ1(x+ y))
2 + . . .+ (ϕp(x+ y))
2 − (ϕp+1(x+ y))2 − . . .−
− (ϕp+q(x+ y))2 − (ϕ1(x))2 − . . .− (ϕp(x))2 + (ϕp+1(x))2 − . . .+
+ (ϕp+q(x))
2 − (ϕ1(y))2 − . . .− (ϕp(y))2 + (ϕp(y))2 + (ϕp+1(y))2 + . . .+
− (ϕp+q(y))2 =
(a)
p∑
i=1
ϕi(x)ϕi(y)−
p+q∑
i=p+1
ϕi(x)ϕi(y)
(a) ϕi(x+ y) = ϕi(x) + ϕi(y) por linealidad.
ϕ es obviamente una aplicacio´n de E×E sobre R, veamos que es bilineal
y sime´trica.
ϕ(x1 + x2, y) =
p∑
i=1
ϕi(x1 + x2)ϕi(y)−
p+q∑
i=p+1
ϕi(x1 + x2)ϕi(y) =
=
p∑
i=1
(ϕi(x1) + ϕi(x2))ϕi(y)−
p+q∑
i=p+1
(ϕi(x1) + ϕi(x2))ϕi(y) =
=
p∑
i=1
(ϕi(x1)ϕi(y) + ϕi(x2)ϕi(y))−
p+q∑
i=p+1
(ϕi(x1)ϕi(y) + ϕi(x2)ϕi(y)) =
=
p∑
i=1
ϕi(x1)ϕi(y)−
p+q∑
i=p+1
ϕi(x1)ϕi(y) +
p∑
i=1
ϕi(x2)ϕi(y)−
p+q∑
i=p+1
ϕi(x2)ϕi(y) =
ϕ(x1, y) + ϕ(x2, y),
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ϕ(αx, y) =
p∑
i=1
ϕi(x)ϕi(y)−
p+q∑
i=p+1
ϕi(αx)ϕi(y) =
=
p∑
i=1
αϕi(x)ϕi(y)−
p+q∑
i=p+1
ααi(x)ϕi(y) =
= α
p∑
i=1
ϕi(x)ϕi(y)−
p+q∑
i=p+1
αϕi(x)ϕi(y) =
= α(
p∑
i=1
ϕi(x)ϕi(y)−
p+q∑
i=p+1
ϕi(x)ϕi(y)) = αϕ(x, y),
ϕ(x, y) =
p∑
i=1
ϕi(x)ϕi(y)−
p+q∑
i=p+1
ϕi(x)ϕi(y) =
=
p∑
i=1
ϕi(y)ϕi(x)−
p+q∑
i=p+1
ϕi(y)ϕi(x) = ϕ(y, x).
luego ϕ es una me´trica ortogonal.
Adema´s
ϕ(x, x) =
p∑
i=1
ϕi(x)ϕi(x)−
p+q∑
i=p+1
ϕi(x)ϕi(x) =
=
p∑
i=1
(ϕi(x))
2 −
p+q∑
i=p+1
(ϕi(x))
2 = q(x)
b) puesto que ϕ1, . . . , ϕp son elementos del espacio dual E
∗ de
E, consideremos sus duales ϕ∗1, . . . , ϕ
∗
p que son vectores de E. Si
dimE ≥ p, necesariamente existe x 6= 0 independiente con f ∗i i =
1, . . . , p tal que su dual x∗ es
x∗(x) = 1 y ϕ1(x) = 0 ∀i = 1, . . . , p
por lo tanto
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q(x) = (ϕi(x))
2 + . . .+ (ϕp(x))
2 − (ϕp+1(x))2 − . . .− (ϕp+q(x))2 =
− (ϕp(x))2 − . . .− (ϕp+q(x))2 ≤ 0,
por lo que q no puede ser definida positiva, ¡ contradiccio´n !. Luego:
dimE ≤ p.
12. Sea E un espacio vectorial de dimensio´n finita n, sobre un cuerpo con-
mutativo K, y sea ϕ una me´trica ortogonal no degenerada definida
sobre E.
Sea F un subespacio no iso´tropo respecto de ϕ. Demostrar que existe
un u´nico automorfismo SF de ϕ, tal que
SF (x) =
{
x si x ∈ F
−x si x ∈ F⊥.
Observacio´n 2.5.3. se dice que SF es automorfismo de ϕ si y so´lo si
ϕ(SF (x), SF (y)) = ϕ(x, y).
Solucio´n:
Decimos que un subespacio F es no iso´tropo si y so´lo si F ∩F⊥ϕ = {0}.
Puesto que ϕ es no degenerada radϕ = {0}, luego:
dimF + dimF⊥ = dimE + dim(F ∩ radϕ) = dimE,
luego E = F + F⊥ϕ y ∀x ∈ E
x = x1 + x2 con x1 ∈ F y x2 ∈ F⊥ϕ de forma u´nica.
Definimos SF de la forma:
∀x = x1 + x2 ∈ E
SF (x) = x1 − x2 ∈ E.
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Observamos que SF as´ı definida es tal que
SF (x) = x si x ∈ F y SF (x) = −x si x ∈ F⊥ϕ.
SF es lineal pues dados x, y ∈ E x = x1 + x2, y = y1 + y2
SF (x+ y) = SF ((x1 + x2) + (y1 + y2)) = SF ((x1 + y1) + (x2 + y2)) =
(x1 + y1)− (x2 + y2) = x1 − x2 + y1 − y2 = SF (x) + SF (y).
y dado α ∈ K, αx = αx1 + x2, SF (αx) = αx1 − αx2 =
α(x1 − x2) = αSF (x).
es adema´s, biyectiva pues:
si SF (x) = 0 es
x1 − x2 = 0,⇐⇒ x1 = x2, con x1 ∈ F yx2 ∈ F⊥ϕ,
pero F ∩ F⊥ϕ = {0}, luego
x1 = x2 = 0,⇐⇒ x = 0.
Por tanto SF es inyectiva y por ser E de dimensio´n finita es exhaustiva.
Por lo que es un automorfismo de E.
Veamos que tambie´n, es automorfismo de ϕ:
tenemos que ϕ(SF (x), (y)) = ϕ(x, SF (y)) pues
∀x = x1 + x2 y ∀y = y1 + y2 es
ϕ(SF (x1 + x2), y) = ϕ((x1 − x2), y) = ϕ(x1, y)− ϕ(x2, y) =
ϕ(x1, y1) + ϕ(x1, y2)− ϕ(x2, y1)− ϕ(x2, y2) =
ϕ(x1, y1)− ϕ(x2, y2)
ϕ(x, SF (y1 + y2)) = ϕ(x, y1,−y2) = ϕ(x1, y1)− ϕ(x1, y2) =
ϕ(x1, y2) + ϕ(x2, y1)− ϕ(x1, y2)− ϕ(x2, y2) =
ϕ(x1, y1)− ϕ(x2, y2)
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luego, ϕ(SF (x), SF (y)) = ϕ(x, SF (SF (y))) = ϕ(x, S
2
F (y)) =
(a)
ϕ(x, y).
(a) S2F = Id, pues
S2F (x) = SF (SF (x)) = SF (SF (x1 + x2)) = SF (x1 − x2) = x1 + x2 = x
La unicidad es obvia:
Supongamos que existe g con
g(x) = x ∀x ∈ F y g(x) = −x ∀x ∈ F⊥ϕ
y puesto que E = F ⊕ F⊥ϕ es
∀x ∈ E x = x1 + x2 y g(x) = x1 − x2 = SF (x).
Cap´ıtulo 3
Variedades lineales
3.1. Definiciones y ecuaciones parame´tricas e
impl´ıcitas
Nos situamos ahora en el espacio vectorial eucl´ıdeo ordinario E = Rn y
consideramos un subespacio vectorial F ⊂ Rn y un vector a ∈ Rn.
Definicio´n 3.1.1. Llamaremos variedad lineal que pasa por el punto a y
tiene por direccio´n F , al subconjunto
V = a+ F = {x ∈ Rn | x = a+ v, ∀v ∈ F}.
Definicio´n 3.1.2. Llamaremos dimensio´n de la variedad V a la dimensio´n
del subespacio director
dimV = dimF.
Las variedades lineales
i) de dimensio´n cero reciben el nombre de puntos,
ii) de dimensio´n uno reciben el nombre de rectas,
iii) de dimensio´n dos reciben el nombre de planos,
iv) de dimensio´n n− 1 reciben el nombre de hiperplanos
v) de dimensio´n n recibe el nombre de espacio af´ın.
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Sea V = a + F una variedad lineal, entonces
∀x ∈ V ⇐⇒ ∀x− a ∈ F
por lo que la variedad puede expresarse de forma impl´ıcita como el conjunto
de soluciones de un sistema de ecuaciones lineal
V = {(x1, . . . , xn) ∈ Rn |
∑
ij
aijxj = bi}.
dimV = d ⇐⇒ el rango del sistema es n− d
3.1.1. Posiciones relativas
Definicio´n 3.1.3. Diremos que dos variedades lineales V1 = a1 + F1 y V2 =
a2 + F2 son paralelas si y so´lo si
F1 ⊂ F2 o F2 ⊂ F1.
Proposicio´n 3.1.1. Sean V1 = a1+F y V2 = a2+F dos variedades lineales
de Rn. Entonces V1 = V2, si y so´lo si a2 = a1+u para un cierto vector u ∈ F .
Interseccio´n de variedades
Proposicio´n 3.1.2. Dadas dos variedades V1 = a1 + F1, V2 = a2 + F2.
a) Se cortan si y so´lamante si, a1 − a2 ∈ F1 + F2.
b) Si la interseccio´n es no vac´ıa, esta es la variedad lineal
V1 ∩ V2 = x+ (F1 ∩ F2)
con x ∈ V1 ∩ V2.
Demostracio´n. a) Si V1 ∩ V2 6= ∅ entonces ∃x ∈ V1 ∩ V2. Luego x = a1 + v1
con v1 ∈ F1 y x = a2 + v2 con v2 ∈ F2, de donde
a1 + v1 = a2 + v2
a1 − a2 = −v1 + v2 ∈ F1 + F2.
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Veamos ahora la implicacio´n contraria. Si a1 − a2 ∈ F1 + F2 entonces
a1 − a2 = v1 + v2 ∈ F1 + F2,
luego x = a1 + (−v1) = a2 + v2 y x ∈ V1, x ∈ V2.
b) Se deja como ejercicio.
Proposicio´n 3.1.3. Sea A = a +H con dimH = n− 1. Si V = b + G es
tal que V ∩A = ∅. Entonces V es paralela a A.
Demostracio´n. Si V y A no son paralelas entonces G 6⊂ H por lo que ∃v ∈ G
con v /∈ H y por ser H de dimensio´n n− 1 se tiene que [v]⊕H = Rn.
De donde G + H = Rn y por lo tanto a − b ∈ G + H , es decir V ∩ A 6= ∅,
luego si V ∩A = ∅, V ha de ser paralela a A.
Definicio´n 3.1.4. Dadas dos variedades lineales V1 = a1+F1 y V2 = a2+F2,
definimos variedad lineal suma como
V1 + V2 = a1 + [a2 − a1] + F1 + F2.
Observacio´n 3.1.1. Si V1 ∩ V2 6= ∅ entonces
V1 + V2 = a1 + F1 + F2,
Si V1 ‖ V2 y F1 ⊂ F2 (o F2 ⊂ F1) entonces
V1 + V2 = a1 + [a2 − a1] + F2, (o V1 + V2 = a1 + [a2 − a1] + F1)
Si V1 y V2 se cruzan, es decir ni son paralelas ni se cortan, entonces
dimV1 + V2 = dimF1 + dimF2 + 1.
3.2. Sistemas de referencia
Sea V = a + F ⊂ Rn y {e1, . . . , en} una base de Rn. a = (a1, . . . , an), y
F = [v1, . . . , vr]
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v1 = (v
1
1, . . . , v
1
n), . . . , vr = (v
r
1, . . . , v
r
n)
Para todo x ∈ V x = a + v con v ∈ F luego
(x1, . . . , xn) = (a1, . . . , an) + λ1(v
1
1, . . . , v
1
n) + . . .+ λr(v
r
1, . . . , v
r
n)
esto es
x1 = a1 + λ1v
1
1 + . . .+ λrv
r
1
...
xn = an + λ1v
1
n + . . .+ λrv
r
n

 (1)
(λ1, . . . , λr) reciben el nombre de coordenadas intr´ınsecas y el sistema (1) de
forma parame´trica de la variedad.
Observacio´n 3.2.1. Si V = Rn podemos cambiar el origen de coordenadas.
3.2.1. Cambio de sistema de referencia
Sean {a; v1, . . . , vr} y {b;w1, . . . , , wd} dos sistemas de referencia de una va-
riedad lineal V .
Un punto x cualquiera de la variedad se expresa respecto los dos sistemas de
referencia de la forma
x = a+ λ1v1 + . . .+ λdvd
= b+ µ1w1 + . . .+ µdwd
Si S = (sij) es la matriz de cambio de la base {wi} a la base {vi}, es decir:
wj = s1jv1 + . . .+ sdjvd, 1 ≤ j ≤ d
y b = a + b1v1 + . . .+ bdvd entonces
x = a+ λ1v1 + . . .+ λdvd =
a + b1v1 + . . .+ bdvd + µ1s11v1 + . . .+ µ1sd1vd + . . .+ µds1dv1 + . . .+ µdsddvd
de donde

λ1
...
λd

 =


b1
...
bd

 +


s11 . . . s1d
...
...
sd1 . . . sdd




µ1
...
µd

 = B + S


µ1
...
µd

 .
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equivalentemente se puede escribir

λ1
...
λd
1

 =
(
S B
0 1
)
µ1
...
µd
1


Ejemplo 3.2.1. Sea V = R2 con la referencia natural {(0, 0); (1, 0), (0, 1)}, y
consideremos una nueva referencia {(1, 0); (1, 1), (1,−1)}.
Entonces:
(
λ1
λ2
)
=
(
1
0
)
+
(
1 1
1 −1
)(
µ1
µ2
)
⇔

λ1λ2
1

 =

1 1 11 −1 0
0 0 1



µ1µ2
1


3.3. Distancias entre variedades
Sea A un espacio af´ın y supongamos que el espacio vectorial subyacente es
eucl´ıdeo. Esto nos permite definir distancia entre dos puntos a, b ∈ A de la
manera siguiente.
Definicio´n 3.3.1.
d(a, b) = ‖b− a‖
Podemos generalizar esta definicio´n a distancia entre variedades
Definicio´n 3.3.2. la distancia entre las variedades V1 = a1+F1 y V2 = a2+F2
es
d(V1, V2) = min {d(p, q) | ∀p ∈ V1, q ∈ V2}
Proposicio´n 3.3.1. la distancia entre las variedades V1 = a1 + F1 y V2 =
a2 + F2 es
d(V1, V2) = ‖π(F1+F2)⊥(a1 − a2)‖.
Observacio´n 3.3.1. Es claro que la distancia entre V1 y V2 no depende de los
puntos de paso escogidos en las variedades.
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Podemos expresar dicha definicio´n en lenguaje matricial de la siguiente forma:
d(V1, V2)
2 =< a1 − a2, a1 − a2 > −XM−1X t
con
X =
(
< a1 − a2, v1 > . . . < a1 − a2, vs >
)
siendo {v1, . . . , vs} una base de F1 + F2, M = (< vi, vj) >)i,j=1,...,s.
Casos particulares
1. V1 ⊂ Rn, con dimV1 = n−1: a1x1+. . .+anxn+a = 0 y V2 = (b1, . . . , bn),
entonces
d(V1, V2) =
|a1b1 + . . .+ anbn + a|√
a21 + . . .+ a
2
n
.
2. V1 = a+ λv una recta y V2 = {b} un punto en Rn. Entonces
(d(V1, V2))
2 =
‖b− a‖2 · ‖v‖2 − (< b− a, v >)2
‖v‖2 .
Observacio´n 3.3.2. Si v es unitario es d(V1, V2) = ‖(b− a) ∧ v‖.
V1 ≡ a1 + λv y V2 = a2 + λv de R3 , entonces
d(V1, V2) =
‖(a1 − a2) ∧ v‖
‖v‖ .
3. V1 ≡ a1 + λv1 y V2 = a2 + λv2 de R3 que se cruzan, entonces
d(V1, V2) =
| < (a1 − a2), v1 ∧ v2 > |
‖v1 ∧ v2‖ =
| det(a1 − a2, v1, v2)|
‖v1 ∧ v2‖ .
3.4. A´ngulos entre variedades
Definicio´n 3.4.1. Dadas dos variedades lineales V1 = a1+F1 y V2 = a2+F2,
diremos que son ortogonales si y so´lo si los subespacios vectoriales subya-
centes son ortogonales:
F1 ⊥ F2.
Si adems F1 ⊥ F2 = Rn diremos que V2 es el complemento ortogonal de V1
que pasa por a2 o que V1 es el complemento ortogonal de V2 que pasa por a1.
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Ejemplo 3.4.1. Sea V1 = {(x, y, z) | x + y + z + 1 = 0} = (−1, 0, 0) +
[(1,−1, 0), (1, 0,−1)] y V2 = (3, 2, 1)+[(1, 1, 1)]. Los subespacios F1 = {(x, y, z) |
x + y + z = 0} y F2 = [(1, 1, 1)] son complementarios por lo que V2 es una
variedad ortogonal y complementaria a V1 que pasa por (3, 2, 1).
3.4.1. A´ngulos en R3
1.- A´ngulo α entre las rectas r ≡ p+ λv y s ≡ q + λw
cosα =
|〈v, w〉|
‖v‖ · ‖w‖ .
2.- A´ngulo α entre la recta r ≡ p+ λv y el plano π ≡ ax+ by + cz + d = 0
senα =
|〈v, w〉|
‖v‖ · ‖w‖ .
siendo w = (a, b, c).
3.- A´ngulo α entre el plano π1 ≡ a1x + b1y + c1z + d1 = 0 y el plano
π2 ≡ a2x+ b2y + c2z + d2 = 0
cosα =
|〈v, w〉|
‖v‖ · ‖w‖ .
siendo v = (a1, b1, c1) y w = (a2, b2, c2).
3.5. A´reas y volu´menes. El determinante de
Gram
3.5.1. Volumen de un paralelep´ıpedo
Definicio´n 3.5.1. Dados p0, p1, . . . , pn, n + 1 puntos en R
m, definimos el
volumen del paralelep´ıpedo que determinan, como
V (p0, p1 − p0, . . . , pn − p0) = +
√
detM tGM
Siendo G la matriz del producto escalar en la base dada, y M la matriz de
la familia de vectores v1 = p1 − p0, . . . , vn = pn − p0 en la base dada.
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Observamos que M tGM es la matriz del producto escalar de los vectores
vi y recibe el nombre de matriz de Gram y su determinante el nombre de
determinante de Gram.
Casos particulares
i) Si n = 1, V (p0, p1 − p0) es la longitud del segmento p0p1 determinado
por esos dos puntos.
ii) Si n = 2, V (p0, p1−p0, p2−p0) es el a´rea del paralelogramo determinado
por p0, p1, p2.
iii) Si n > m el volu´men del paralelep´ıpedo es cero.
3.6. Ejercicios resueltos
1. En el plano af´ın ordinario se consideran las referencias cartesianas R ≡
(O, u1, u2); R
′ ≡ (O′, u′1, u′2)
donde OO′ = 2u1 − 3u2 u′1 = u1 + 3u2 u′2 = −u1 + 4u2. Hallar las
ecuaciones que permiten pasar de R′ a R. y las de R a R′.
Solucio´n:
Estudiemos primero el paso de R′ a R
Sea p ∈ R2 cualquiera. En el sistema de referencia R es p − O =
xu1 + yu2. En el sistema de referencia R
′ es p − O′ = x′u′1 + y′u′2, y
p−O, p− O′ ∈ R2.
Si S es la matriz cambio de base de {u′1, u′2} a {u1, u2} tenemos S(p−
O′) = λ1u1 + λ2u2, (
1 −1
3 4
)(
x′
y′
)
=
(
x′ y′
3x′ 4y′
)
.
Es decir p−O′ = (x′ − y′)u1 + (3x′ + 4y′)u2.
Por otra parte p − O = p − O′ + O′ − O, y puesto que conocemos el
vector O′−O en funcio´n de la base {u1, u2}: O′−O = (2,−3), tenemos
en definitiva
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(
x
y
)
=
(
1 −1
3 4
)(
x′
y′
)
+
(
2
−3
)
=⇒ x = x
′ − y′ + 2
y = 3x′ + 4y′ − 3
}
.
Pasemos ahora a estudiar el paso de R a R′
(
1 −1
3 4
)−1(
x− 2
y + 3
)
=
(
x′
y′
)
=⇒
x′ =
4
7
x+
1
7
y − 5
7
y′ = −3
7
x+
1
7
y +
9
7

 .
2. En R3 consideremos la referencia R siguiente:
{p = (1, 1, 1); u = (1, 1, 1), v = (1, 1, 0), w = (1, 0, 0)} .
Determinar las ecuaciones en dicha referencia, de la recta cuya ecuacio´n
en la referencia ordinaria es
x+ y + z = 3
x− y + z = 2
}
.
Solucio´n:
Las ecuaciones del cambio de sistema de referencia vienen dadas de la
manera 
xy
z

 =

11
1

 +

1 1 11 1 0
1 0 0



xy
z


esto es
x = 1 + x+ y + z
y = 1 + x+ y
z = 1 + x

 .
Sustituyendo en la ecuacio´n de la recta nos queda
1 + x+ y + z + 1 + x+ y + 1 + x = 3
1 + x+ y + z − 1− x− y + 1 + x = 2
}
,
3x+ 2y + z = 0
x+ z = 0
}
.
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3. Encontrar un sistema de referencia para el cual la recta r ≡ x+2z−4 =
y = 0 sea la recta x = −1
3
, z = −2
3
, y la recta s ≡ 2x − z + 2 =
5x+ 2y − 9 = 0 se el eje z.
Solucio´n:
Observamos que r ‖ y, =⇒ v2 = (2, 0,−1) (o v2 = a(2, 0,−1))
s = z =⇒ v3 = (2,−5, 4) (o v3 = b(2,−5− 4))
Luego 
a 2 2b 0 −5
c −1 4



x′y′
z′

 +

de
f

 =

xy
z


obliguemos a que (x′, y′, z′) = (0, 0, 0) + λ(0, 0, 1) sea de s

a 2 2b 0 −5
c −1 4



00
λ

 +

de
f

 =

xy
z

 ∈ s
=⇒ f = 2d+ 2, e = −5d+ 9
2
obliguemos a que (x′, y′, z′) = (−1
3
, 0,−2
3
) + λ(0, 1, 0) sea de r

a 2 2b 0 −5
c −1 4




−1
3
λ
−2
3

+

de
f

 =

xy
z

 ∈ r
=⇒ −2b− 15d+ 47 = 0, −a− 2c+ 15d− 8 = 0.
Observacio´n 3.6.1. Se han de escoger valores para a, b, c, d, e, f de ma-
nera que la matriz

a 2 2b 0 −5
c −1 4

 sea inversible.
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4. a) Sea el espacio af´ın R4 y las variedades lineales siguientes:
V1 =
{
x1 + x2 − x3 = 1
x1 − 2x2 + x4 = 0,
V2 = {x1 + x2 + x3 + x4 = 1.
Determinar V1 ∩ V2 y V1 + V2.
b) Sea
V3 =
{
2x1 − x2 − x3 + ax4 = 0
x1 + bx2 + 2x3 + 3x4 = 0
¿Para que valores de a y b es V1 ‖ V3?
Solucio´n:
a) La variedad interseccio´n viene dada por:

x1 + x2 − x3 = 1
x1 − 2x2 + x4 = 0
x1 + x2 + x3 + x4 = 1
ya que es la coleccio´n de puntos de R4 que verifican las ecuaciones de
V1 y las de V2. Es una recta por ser el sistema compatible de rango 3.
Puesto que V1 ∩ V2 6= 0, tenemos que
a− b ∈ F +G, =⇒ V1 + V2 = a+ F +G.
Escojamos pues a, y determinemos F+G. Sea por ejemplo a = (0, 0,−1, 0)
∈ V1
F = {(x1, x2, x3, x4) ∈ R4 | x1 + x2 − x3 = 0, x1 − 2x2 + x4 = 0} =
=[(1, 0, 1,−1), (−4, 1,−3, 6)]
G = {(x1, x3, x4) ∈ R4 | x1 + x2 + x3 + x4 = 0} =
=[(−4, 1,−3, 6), (0, 0, 1,−1), (1,−1, 0, 0)]
luego
V1 + V2 =
(0, 0,−1, 0) + [(1, 0, 1,−1), (−4, 1,−3, 6), (0, 0, 1,−1), (1,−1, 0, 0)] = R4.
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Observacio´n 3.6.2. Se preve´ıa este resultado ya que:
dimV1 = 2, dimV2 = 3, y dimV1 ∩ V2 = 1
luego dim V1 + V2 = dim V1 + dimV2 − dim V1 ∩ V2 = 4.
b) V1 ‖ V3 si y so´lo si
rango
(
A
B
)
= max (rango (A), rango (B))
siendo A la matriz del sistema que define V1 y B la matriz del sistema
que define V3.
rango (A) = rango (B) = 2.
Obliguemos a que rango =
(
A
B
)
= 2.
rango =
(
A
B
)
= rango


1 1 −1 0
1 −2 0 1
2 −1 −1 a
1 b 2 3

 = 2,
que se verifica si y so´lo si
a− 1 = b+ 8 = 0.
5. a) Determinar la proyeccio´n ortogonal de P = (2, 1, 3) ∈ R3 sobre la
variedad lineal
x1 + x2 + x3 = 2
x1 − x2 + x3 = 1
}
≡ V1.
b) Determinar la distancia de P a V1
c) Determinar la recta que pasa por P y corta a las rectas V1 y x =
z = 0.
Solucio´n:
a) V1 ≡ (3
2
,
1
2
, 0) + λ(1, 0,−1) = A+ λv
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P −A = (1
2
,
1
2
, 3), < v, v >= 2, λ =
1
2
< P − A, v >= −5
4
,
π[v](P − A) = −5
4
(1, 0,−1) = (−5
4
, 0,
5
4
) = P ′ − A
=⇒ πV1P = A+ π[v](P −A) = (
1
4
,
1
2
,
5
4
)
b)
d(P, V1) = d(P, P
′) =
√
102
4
c) La recta buscada es (2, 1, 3) + λ((0, y, 0) − (2, 1, 3)), (para λ = 0
obtenemos P y para λ = 1 el punto (0, y, 0) del eje y). Obliguemos a
que corte a V1
2− 2λ+ 1 + λy − λ+ 3− 3λ = 2
2− 2λ− 1− λy + λ+ 3− 3λ = 1 =⇒ y =
2
7
(2, 1, 3) + λ(−2,−5
7
,−3)
6. Estudiar la posicio´n relativa entre las rectas r y s donde r ≡ {(x, y, z) |
x − z = 0, x + y = 0}, y s la recta que pasa por p = (1, 0, 0) y es
perpendicular al plano x+ 2y + 4 = 0.
Solucio´n:
Expresemos las rectas en forma parame´trica
r ≡ (0, 0, 0) + λ(1,−1, 1) = p+ λv,
Si s es perpendicular al plano x + 2y + 4 = 0, la direccio´n de la recta
es perpendicular al subespacio director del plano, luego
s ≡ (1, 0, 0) + λ(1, 2, 0) = q + λw.
Para estudiar la posicio´n relativa basta calcular
det(q − p, v, w)
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∣∣∣∣∣∣
1 1 2
0 −1 2
0 1 0
∣∣∣∣∣∣ = −2 6= 0.
Puesto que es distinto de 0, tenemos que
dim[q − p, v, w] = 3
luego las rectas se cruzan.
7. Sean las rectas de R3, siguientes.
r ≡ x− 1
2
=
y
1
=
z − α
−1 ; s ≡
x+ 1
3
=
y − 2
1
=
z
1
; t ≡ x
1
=
y
2
=
z
3
.
a) Hallar α para que las rectas r y s se corten.
b) Hallar, para dicho valor de α, el plano π que contiene a r y s.
c) Dado el punto p = (1, 1, 1), hallar la recta que contiene a p y se
apoya
en s y t.
d) Hallar la ecuacio´n de la recta que, apoya´ndose en s y t, es per-
pendicular a ambas; dar los puntos de corte de esta recta con s y con
t.
Solucio´n:
a) r y s son coplanarias si y so´lo si los vectores
u = (2, 1,−1), v = (3, 1, 1) y a−b = (1, 0, α)−(−1, 2, 0) = (2,−2, α),
son linealmente dependientes. Es decir
∣∣∣∣∣∣
2 3 2
1 1 −2
−1 1 α
∣∣∣∣∣∣ = 0⇐⇒ α = 14.
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Puesto que r y s no son paralelas (u y v son independientes) se cortan.
b) El plano π que contiene a r y s es un punto de paso (por ejemplo
el (−1, 2, 0)), ma´s el subespacio director:
(−1, 2, 0) + [(2, 1, 1), (3, 1, 1)]
cuya ecuacio´n en forma impl´ıcita es:
2x− 5y − z + 12 = 0.
c) Las rectas s y t las podemos expresar tambie´n:
s ≡
{
x− 3z + 1 = 0
y − z − 2 = 0 t ≡
{
2x− y = 0
3x− z = 0,
es decir, como interseccio´n de planos. De esta manera podemos dar el
haz de planos que pasa por s,
λ(x− 3z + 1) + µ(y − z − 2) = 0 (1)
(al variar λ y µ obtenemos todos los planos que contienen a s)
y el haz de planos que pasa por t
λ′(2x− y) + µ′(3x− z) = 0 (2)
(al variar λ′ y µ′ obtenemos todos los planos que contienen a t).
Del haz (1) tomamos el plano que pasa por p = (1, 1, 1)
λ(1− 3 + 1) + µ(1− 1− 2) = 0 =⇒ λ = −2µ
por lo tanto el plano es π1 = 2x− y − 5z + 4 = 0. Tomemos del haz
(2) el plano que pasa por p = (1, 1, 1)
λ′(2− 1) + µ′(3− 1) = 0 =⇒ λ′ = −2µ′
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por lo tanto el plano es π2 = x− 2y+ z = 0. Luego la recta buscada
sera´ π1 ∩ π2
2x− y − 5z + 4 = 0
x− 2y + z = 0
}
d) El vector director de la recta que buscamos ha de ser perpendicular
a u = (3, 1, 1), y a v = (1, 2, 3) vectores directores de las rectas s
y t respectivamente, adema´s el vector buscado puede obtenerse como
diferencia de un punto de la recta s (esto es p = (3λ−1, λ+2, λ)), y un
punto de la recta t (esto es q = (µ, 2µ, 3µ)), ya que la recta buscada
ha de apoyarse en ambas.
Sea pues p− q = (3λ− µ− 1, λ− 2µ+ 2, λ− 3µ)
< p− q, u >= 11λ− 8µ− 1 = 0
< pq, v >= 8λ− 14µ− 1 = 0
}
=⇒ λ = 1
15
µ = − 1
30
,
luego la recta buscada es
p+ λ(p− q) =
(−4
5
,
31
15
,
1
15
)
+ λ
(
−23
30
,
64
30
,
5
30
)
y los puntos de interseccio´n son:
r1 ∩ s = p =
(−4
5
,
31
15
,
1
15
)
r1 ∩ t = q =
(−1
30
,
−1
15
,
−1
10
)
.
8. Sea E = R3 el espacio af´ın. Sean P,Q,R tres puntos linealmente
independientes de E.
Probar que el punto:
M =
1
3
P +
1
3
Q+
1
3
R
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es el baricentro del tria´ngulo PQR.
Solucio´n:
Si
M =
1
3
P +
1
3
Q+
1
3
R
tenemos
M −R = 1
3
P +
1
3
Q+
1
3
R−
(
1
3
+
1
3
+
1
3
)
R =
1
3
(P −R) + 1
3
(Q− R) =
=
1
3
((P −R) + (Q−R)) = 2
3
(
(P −R) + (Q−R)
2
)
.
Luego M es en efecto, el baricentro del tria´ngulo.
(Podemos ver tambie´n que dos medianas se cortan en este punto).
9. En R3, sobre la superficie plana horizontal z = 0, se ha instalado una
rampa que contiene a los puntos p1 = (−1, 2, 1) y p2 = (0, 1, 0). El
plano π que contiene a la rampa es paralelo a la recta r interseccio´n de
los planos
π1 : 3x+ y − 2z − 6 = 0
π2 : 4x− y + 3z = 0
}
.
a) Determinar el plano π.
b) Determinar la recta t segu´n la cual se deslizara´ una gota situada en
p1 recta de ma´xima pendiente.
c) Hallar el punto sime´trico respecto a π1, del punto proyeccio´n orto-
gonal de p1 sobre el plano horizontal z = 0.
Solucio´n:
a) El plano buscado sera´ p2 + λ(p2 − p1) + µu
u es el vector director de la recta π1 ∩ π2.
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Determinaremos u:
u1 = (3, 1,−2) es el vector director de π1;
u2 = (4,−1, 3) es el vector director de π2.
Luego u1 ∧ u2 es el vector director de π1 ∩ π2 (obse´rvese que
ui es perpendicular al subespacio director πi para i = 1, 2 y en
particular al subespacio director de π1 ∩ π2; u1 ∧ u2 es ortogonal a
u1 y a u2, luego u1 ∧ u2 ha de estar en el subespacio director de
π1 y de π2, por lo tanto genera el subespacio director de π1 ∩ π2)
p2 − p1 = (1,−1,−1)
u1 ∧ u2 = (1,−17,−7)
con lo que queda:
(0, 1, 0) + λ(1,−1,−1) + µ(1,−17,−7) ≡ 5x− 3y + 8z + 3 = 0.
b) La recta t sera´ λp1 + u
′, siendo u′ = u ∧ v y u = v ∧ v′, con v
vector director de π, v = (5,−3, 8) y v′ el vector director del plano
z = 0, v′ = (0, 0, 1), (u es el vector director de la recta interseccio´n de
π con z = 0).
Luego
u =
(∣∣∣∣−3 80 1
∣∣∣∣ ,−
∣∣∣∣5 80 1
∣∣∣∣ ,
∣∣∣∣5 −30 0
∣∣∣∣
)
= (−3,−5, 0)
y por lo tanto u′ = 2(−20, 12, 17) y la recta t es
x+ 1
−20 =
y − 2
12
=
x− 1
17
.
c) La proyeccio´n ortogonal de p1 sobre z = 0 es el punto p
′
1 =
(−1, 2, 0), el sime´trico p′′1 de p′1 respecto π1, es
p′′1 = p
′
1 −
2
‖u1‖2 < p
′
1 − b, u1 > u1
b ∈ π1 cualquiera; por ejemplo b = (2, 0, 0)
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u1 el vector director de π1, p
′
1 − b = (−3, 2, 0), < p′1 − b, u1 >= −7,
‖u1‖2 = 14, por lo que
p′′1 = (−1, 2, 0)−
2
14
(−7)(3, 1,−2) = (2, 3,−2).
10. En R3, espacio vectorial eucl´ıdeo, se tiene la recta r de ecuacio´n
x− 2
1
=
y − 2
1
=
z − 2
−2
y el punto p = (0, 3, 3).
a) Determinar la ecuacio´n del plano π1 que contiene a la recta r y al
punto p.
b) Dado el plano π2 de ecuacio´n x + 2y − 2z + 6 = 0. Encontrar la
ecuacio´n de la recta s, de ma´xima pendiente de π1 sobre π2, y que pasa
por p.
c) Determinar el punto p′, proyeccio´n ortogonal de p sobre π2.
Solucio´n:
a) π1 = p+ F .
Sea q = (2, 2, 2) ∈ r cualquiera.
El vector (0, 3, 3) − (2, 2, 2) = (−2, 1, 1) ∈ F , al igual que el vector
director de la recta (1, 1,−2). Ambos vectores son independientes, por
lo que son generadores de F .
Luego el plano es
(0, 3, 3) + λ(1, 1,−2) + µ(−2, 1, 1), ≡ x+ y + z − 6 = 0.
b) La recta interseccio´n de π1 y π2 es:
x+ y + z − 6 = 0
x+ 2y − 2z + 6 = 0
}
cuyo vector director es (−4, 3, 1) = u, luego el vector director de la
recta buscada es v = u ∧ u′, siendo u′ el vector director del plano π1
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Luego: v = (2, 5,−7).
Por lo que, la recta de ma´xima pendiente es r = p+ λv:
(0, 3, 3) + λ(2, 5,−7), ≡ x
2
=
y − 3
5
=
z − 3
−7 .
c) El punto p′ buscado es
p′ = p− 1‖u‖2 < p− a, u > u
siendo a ∈ π2 cualquiera, por ejemplo el (0,−3, 0) y u el vector director
de π2, u = (1, 2,−2)
p− a = (0, 6, 3), < p− a, n >= 6, ‖u‖2 = 9.
Luego
p′ = (0, 3, 3)− 1
9
6(1, 2,−2) =
(
−2
3
,
5
3
,
13
3
)
.
11. Sabiendo que A = (2, 3, 1) yB = (0, 1, 0), son los ve´rtices de un tria´ngu-
lo equila´tero determinar el tercer ve´rtice sabiendo que esta´ sobre el
plano y = 0.
Solucio´n
El ve´rtice C tiene por coordenadas (x, 0, z).
Obliguemos a que el tria´ngulo sea equila´tero:
d(A,B) =
√
4 + 4 + 1 = 3
d(A,C) =
√
(x− 1)2 + z2
d(B,C) =
√
(x− 1)2 + 1 + (z − 1)2
Luego
(x− 1)2 + z2 = 9
(x− 1)2 + 1 + (z − 1)2 = 9
}
=⇒ z = 1, x = ±2
√
2 + 1
C = (2
√
2, 0, 1), o C = (−2
√
2, 0, 1)
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12. Calcular el valor de a para el cual d (p, r) = 1 siendo p = (a, 1, 2) y
r ≡ {(x, y, z) | y − 2 = 0, x− z = 0}.
Solucio´n:
Expresemos la recta en forma parame´trica
(x, y, z) = (0, 2, 0) + λ
(√
2
2
, 0,
√
2
2
)
= q + λv.
Puesto que el vector director de la recta es unitario, podemos utilizar
la siguiente fo´rmula para la distancia
d(p, r) = ‖(p− q) ∧ v‖.
Calculemos
p− q = (a, 1, 2)− (0, 2, 0) = (a,−1, 2)
y si {e1, e2, e3} es la base natural de R3
(p− q) ∧ v =
∣∣∣∣∣∣∣∣∣
e1 a
√
2
2
e2 −1 0
e3 2
√
2
2
∣∣∣∣∣∣∣∣∣
=
=
(
−
√
2
2
,
√
2− a
√
2
2
,
√
2
2
)
,
y obliguemos ahora a que el vector (p− q) ∧ v tenga norma 1.
1
2
+
(√
2− a
√
2
2
)
+
1
2
= 1.
Por lo que
√
2− a
√
2
2
= 0, ⇒ a = 2.
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13. Hallar la ecuacio´n de la recta r de R3 que es paralela al plano
π1 : 2x− y + z = 3, cuya distancia al plano
π2 ≡ {(x, y, z) = (0,−2, 1) + λ(1, 1, 0) + µ(−1, 0, 1)}
es
√
3 y que corta a la recta s ≡ (1, 3,−2) + λ(1,−3,−3).
Solucio´n:
r ≡ a+ λu
d(r, π2) 6= 0, =⇒ r ‖ π2.
Luego su vector director es u = u1 ∧ u2, siendo u1 = (2,−1, 1),
u2 = (1, 1, 0) ∧ (−1, 0, 1) = (1,−1, 1), los vectores directores de πi.
Luego u = (0,−1,−1).
Determinemos a ∈ r:
tomamos a ∈ r ∩ s. Puesto que d(r, π2) = d(a, π2) =
√
3, obliguemos a
que a = (1 + λ, 3− 3λ,−2− 3λ) ∈ s diste √3 de π2.
d(a, π2) =
√
3 =
∣∣∣∣1 + λ− 3 + 3λ− 2− 3λ− 3√1 + 1 + 1
∣∣∣∣ ⇐⇒ | − 7 + λ| = 3
Luego −7 + λ = ±3 y λ = 10 o´ 4
de donde
a = (11,−27,−32) o´ (5,−9,−14)
hay, pues, dos soluciones:
r = (11,−27,−32) + λ(0, 1, 1) o´ r = (5,−9,−14) + λ(0, 1, 1).
14. Hallar el a´rea del paralelogramo del espacio R3 con ve´rtices primarios:
P0 = (1, 1, 2), p1 = (2, 0,−1), p2 = (3, 1, 5).
Solucio´n:
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En nuestro caso particular la base natural es ortonormal luego:
G = I y M = (p1 − p0, p2 − p0) =

 1 2−1 0
−3 3

 .
Por lo tanto
det(M tGM) = det
(
1 −1 −3
2 0 3
) 1 2−1 0
−3 3

 = det( 11 −7−7 13
)
= 94
de donde
a´rea del paralelogramo = +
√
94.
15. En R3
a) Calcular el a´rea del tria´ngulo de ve´rtices P1 = (1, 1, 0), P2 =
(4,−2, 3) y P3 = (0, 2, 5)
b) Calcular el volumen del tetraedro de ve´rtices P1 = (1, 0, 1), P2 =
(0, 1, 2), P3 = (1, 1, 1) y P4 = (2, 1, 1).
c) Calcular el a´rea del pol´ıgono de ve´rtices P1 = (1, 0), P2 = (2, 0),
P3 = (5, 1), P4 = (4, 3) y P5 = (0, 3)
Solucio´n:
a)
A =
1
2
√
detM tGM, G = Id, M =
(
P2 − P1 P3 − P1
)
=

 3 −1−3 1
3 5


=⇒ A = 9
√
2
Observacio´n 3.6.3. Tambie´n se puede calcular el a´rea haciendo:
A =
1
2
‖(P2 − P1) ∧ (P3 − P1)‖.
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b)
V =
1
6
√
detM tGM =
a)
1
6
| detM |
a) G = Id y M es cuadrada
M =
(
P2 − P1 P3 − P1 P4 − P1
)
=

−1 0 11 1 1
1 0 0


=⇒ V = 1
6
c) El interior del pol´ıgono es la unio´n disjunta de los interiores de los
tria´gulos P1P2P5, P2P5P4, P2P4P3. Luego el a´rea del pol´ıgono es la suma
de las a´reas de los tres tria´ngulos.
A = 11
16. En R3, p1 = (1, 0, 1), p2 = (2, 0, 3), p3 = (1, 2, 1), son los tres ve´rtices
de un paralelogramo tal que p2 y p3 son contiguos a p1.
a) Determinar el ve´rtice p4 opuesto a p1.
b) Calcular el a´rea del tria´ngulo p′2, p
′
3, p
′
4 siendo p
′
i, i = 2, 3, 4 los
puntos sime´tricos de pi, i = 2, 3, 4 respecto a p1 son:
Solucio´n:
a) El ve´rtice p4 es tal que
(p2 − p1) + (p3 − p1) = p4 − p1,
p2 − p1 = (1, 0, 2)
p3 − p1 = (0, 2, 0).
Luego
p4 − p1 = (1, 2, 2)
y
p4 = (1, 2, 2) + (1, 0, 1) = (2, 2, 3).
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b) Si los puntos p′i son sime´tricos respecto de p1 de los puntos pi, el
a´rea del tria´ngulo p′2, p
′
3, p
′
4 es la misma que la del tria´ngulo p2, p3, p4, y
esta es
S =
1
2
V (p1, p2 − p1, p3 − p1) =
=
1
2
√√√√√det(1 0 2
0 2 0
)1 00 2
2 0

 = 1
2
√
det
(
5 0
0 4
)
=
=
1
2
√
20 =
√
5.
17. Sea f : R3 −→ R3 una aplicacio´n lineal tal que u1 = (1, 1, 2) es un
vector propio de valor propio 1, u2 = (2, 0, 4) es un vector propio de
valor propio 2, y u3 = (3, 4, 5) es un vector del nu´cleo de f . Calcular
la distancia del punto (1, 1, 1) al conjunto antiimg´en por f del punto
(−2− 8− 4)
Solucio´n:
Tenemos que
f(1, 1, 2) = (1, 1, 2)
f(2, 0, 4) = (4, 0, 8)
f(3, 4, 5) = (0, 0, 0)


Por lo que la matriz de la aplicacio´n en la base cano´nica es
A = BS−1 =

1 4 01 0 0
2 8 0



1 2 31 0 4
2 4 5


−1
=

−2 −1 2−8 1 4
−4 −2 4


El rango de la matriz A es claramente 2
Observando la matriz A vemos que f(1, 0, 0) = (−2,−8,−4) por lo que
V = {(x, y, z) | f(x, y, z) = (−2,−8,−4)} = (1, 0, 0) + Ker f =
= (1, 0, 0) + λ(3, 4, 5)
que es una recta.
d((1, 1, 1), V ) = ‖(1, 1, 1)− (1, 0, 0) ∧ 1√
50
(3, 4, 5)‖ = 1
5
√
19
2
.
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18. En el espacio eucl´ıdeo ordinario R3, consideremos el tetraedro que tiene
tres de sus ve´rtices en los puntos A = (1, 0, 0), B = (2, 0, 0), C =
(0, 2, 0) y el cuarto ve´rtice D, variable sobre el plano x1+x2+x3 = 0.
Determinar el lugar geome´trico que describe el ve´rtice D cuando el
volumen del tetraedro es dos.
Solucio´n:
El volumen de un tetraedro de ve´rtices A,B,C,D es :
V =
1
6
| det(B − A,C −A,D − A)|
luego, si D = (x1, x2, x3) tenemos :
2 =
1
6
|
∣∣∣∣∣∣
1 −1 x1 − 1
0 2 x2
0 0 x3
∣∣∣∣∣∣ | =
1
6
|2x3|
luego, |x3| = 6 y x3 = ±6.
Por otra parte D pertenece al plano x1 + x2 + x3 = 0, por lo tanto el
lugar geome´trico buscado esta´ formado por el par de rectas
x1 + x2 + x3 = 0
x3 = 6
}
, y
x1 + x2 + x3 = 0
x3 = −6
}
.
Cap´ıtulo 4
Movimientos
4.1. Aplicaciones afines
Sea V = p+ E una variedad lineal de dimensio´n n.
Definicio´n 4.1.1. Una aplicacio´n
f : V −→ V
a −→ f(a)
se dice que es af´ın si la aplicacio´n
fp : E −→ E
a− p −→ fp(a− p) = f(a)− f(p)
es lineal
Ejemplo 4.1.1. 1.
f : V −→ V
a −→ f(a) = a+ v
con v un vector fijo de E.
Tenemos fp(a − p) = f(a) − f(p) = (a + v) − (p + v) = a − p que
claramente es lineal.
Dicha aplicacio´n recibe el nombre de traslacio´n.
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2. Sea E un espacio vectorial que puede ser considerado como un espacio
af´ın, (los vectores pasan a ser los puntos y el subespacio vectorial sub-
yacente el conjunto de vectores v − 0. Sea f una aplicacio´n lineal de
este espacio vectorial en si mismo, esta aplicacio´n es af´ın vista como
aplicacio´n de la variedad en si misma: f(v)− f(0) = f(v − 0) = f(v).
Como consecuencia de la definicio´n tenemos la siguiente proposicio´n
Proposicio´n 4.1.1. Sea f : V −→ V una aplicacio´n af´ın. Entonces f es suma
de una aplicacio´n lineal definida sobre el espacio vectorial subyacente ma´s
una traslacio´n.
f(a) = fp(a− p) + f(p)
Sea ahora V una variedad lineal de dimensio´n finita n y sea f : V −→ V una
aplicacio´n af´ın. Escojamos un sistema de referencia {p; e1, . . . , en}.
En este sistema de referencia tenemos que cualquier punto de la variedad x
se expresa de forma u´nica como x = x1v1 + . . .+ xnvn + p = (x1, . . . , xn). La
aplicacio´n lineal subyacente fp tiene una representacio´n matricial respecto la
base {e1, . . . , en}, sea esta
A =


a11 . . . a1n
...
...
an1 . . . ann


de manera que
fp(x− p) =


a11 . . . a1n
...
...
an1 . . . ann




x1
...
xn


Si en el sistema de referencia dado tenemos que f(p) = (a1, . . . , an), entonces
f(x) = fp(x− p) + f(p) =

x′1
...
x′n

 =


a11 . . . a1n
...
...
an1 . . . ann




x1
...
xn

+


a1
...
an

 (4.1)
La expresio´n (4.1) recibe el nombre de expresio´n matricial de la aplicacio´n
af´ın.
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Observacio´n 4.1.1. Podemos compactar esta expresio´n de la manera siguiente

1
x′1
...
x′n

 =


1 0 . . . 0
a1 a11 . . . a1n
...
...
...
an an1 . . . ann




1
x1
...
xn


Supongamos ahora que el espacio vectorial subyacente es eucl´ıdeo, por lo que
tenemos definida una distancia sobre la variedad.
Definicio´n 4.1.2. Las aplicaciones afines que conservan la distancia se de-
nominan movimientos.
Es decir, son aquellas aplicaciones tales que para cualquier par de puntos a
y b de V se verifica
d(a, b) = d(f(a), f(b))
Si la aplicacio´n es lineal se denomina isometr´ıa.
Ejemplo 4.1.2. En R2 definimos la aplicacio´n af´ın siguiente:
f(x, y) = (x+ 1, y + 2)
Dicha aplicacio´n es en efecto, un movimiento, ya que si a = (x1, y1) y b =
(x2, y2) son dos puntos cualesquiera de E, se tiene:
d(a, b) =
√
(x2 − x1)2 + (y2 − y1)2
Por otro lado, puesto que f(a) = (x1 + 1, y1 + 2), f(b) = (x2 + 1, y2 + 2)
tenemos
d(f(a), f(b)) =
√
(x2 + 1− x1 − 1)2 + (y2 + 2− y1 − 2)2 = d(a, b)
4.2. Isometr´ıas en R2
4.2.1. Giros
Caso 1: Giro alrededor del origen de coordenadas
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a) En la base cano´nica
f(x, y) = (x′, y′)
con (
cosα −senα
senα cosα
)(
x
y
)
=
(
x′
y′
)
b) En una base ortonormal
f(x¯, y¯) = (x¯′, y¯′)
con (
cosα ∓senα
±senα cosα
)(
x¯
y¯
)
=
(
x¯′
y¯′
)
El signo depende de la orientacio´n de la base respecto la cano´nica, es decir sea
S la matriz de cambio de base, si detS = 1 es
(
cosα −senα
senα cosα
)
si detS = −1
es
(
cosα senα
−sen α cosα
)
.
Ejemplo 4.2.1. Sea la base u1 = e2, u2 = e1. Entonces S =
(
0 1
1 0
)
. Se tiene
S = S−1 = St.(
0 1
1 0
)(
cosα −senα
senα cosα
)(
0 1
1 0
)
=
(
cosα senα
−sen α cosα
)
Caso 2: Giro alrededor del punto (a, b)
Cambiamos de origen de coordenadas:(
x
y
)
=
(
1 0
0 1
)(
x¯
y¯
)
+
(
a
b
)
⇐⇒ x¯ = x− a
y¯ = y − b
}
En este nuevo sistemas de referencia
f(x¯, y¯) = (x¯′, y¯′)
con
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(
cosα −senα
senα cosα
)(
x¯
y¯
)
=
(
x¯′
y¯′
)
Deshaciendo el cambio(
cosα −senα
senα cosα
)(
x− a
y − b
)
=
(
x′ − a
y′ − b
)
desarrollando obtenemos(
cosα −senα
senα cosα
)(
x
y
)
−
(
cosα −sen α
senα cosα
)(
a
b
)
+
(
a
b
)
=
(
x′
y′
)
4.2.2. Simetr´ıas respecto a rectas
Caso 1: Simetr´ıa respecto a una recta que pasa por el origen
En la base cano´nica
Sea la recta r ≡ (x, y) = λ(v1, v2). Entonces el sime´trico de (x, y) respecto a
r es
(x′, y′) = 2
〈(v1, v2), (x, y)〉
‖(v1, v2)‖2 (v1, v2)− (x, y)
Ejemplo 4.2.2 (Simetr´ıa respecto la recta r ≡ x + 2y = 0). v = (−2, 1),
entonces
(x′, y′) = 2
〈(−2, 1), (x, y)〉
5
(−2, 1)− (x, y) =
(
3
5
x− 4
5
y,−4
5
x− 3
5
y
)
Se puede tambie´n hacer utilizando aplicaciones lineales:
Tomamos una base ortonormal u1, u2 con u1 la direccio´n de la recta. Por lo
que en esta base la aplicacio´n es:(
x¯′
y¯′
)
=
(
1 0
0 −1
)(
x¯
y¯
)
Deshaciendo el cambio de base: llamando S a la matriz de cambio de base
tenemos (
x′
y′
)
= S
(
1 0
0 −1
)
S−1
(
x
y
)
Observar que S−1 = St.
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Ejemplo 4.2.3 (Simetr´ıa respecto la recta r ≡ x+ 2y = 0). u1 = 1√
5
(−2, 1),
u2 =
1√
5
(1, 2), S =

−
2√
5
1√
5
1√
5
2√
5


Observamos que S−1 = St = S.
(
x′
y′
)
=

−
2√
5
1√
5
1√
5
2√
5

(1 0
0 −1
)−
2√
5
1√
5
1√
5
2√
5

(x
y
)
Caso 2: Simetr´ıa respecto a una recta cualquiera r ≡ (p1, p2) + λ(v1, v2)
Tomando como origen de coordenadas un punto cualquiera de la recta, pode-
mos aplicar la fo´rmula anterior
(x′ − p1, y′ − p2) = 2〈(v1, v2), (x− p1, y − p2)〉‖(v1, v2)‖2 (v1, v2)− (x− p1, y − p2)
Operando obtenemos
(x′, y′) = 2
(
(p1, p2) +
〈(v1, v2), (x− p1, y − p2)〉
‖(v1, v2)‖2 (v1, v2)
)
− (x, y)
Ejemplo 4.2.4 (Simetr´ıa respecto la recta r ≡ x + 2y = 1). (p1, p2) = (1, 0),
(v1, v2) = (−2, 1)
(x′, y′) = 2
(
(1, 0) +
〈(−2, 1), (x− 1, y)〉
5
(−2, 1)
)
− (x, y) =(
3
5
x− 4
5
y +
2
5
,−4
5
x− 3
5
y +
4
5
)
Tambie´n se puede hacer a trave´s de aplicaciones lineales
Para ello tomamos como sistema de referencia
R = {(p1, p2);u1,u2} donde la base es ortonormal y u1 la direccio´n de la
recta. Por lo que en esta referencia la aplicacio´n es:(
x¯′
y¯′
)
=
(
1 0
0 −1
)(
x¯
y¯
)
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Deshaciendo el cambio:(
x¯
y¯
)
= S−1
((
x
y
)
−
(
p1
p2
))
,
(
x¯′
y¯′
)
= S−1
((
x′
y′
)
−
(
p1
p2
))
tenemos(
x′
y′
)
= S−1
(
p1
p2
)
−
(
1 0
0 −1
)
S−1
(
p1
p2
)
+ S
(
1 0
0 −1
)
S−1
(
x
y
)
Observamos que se puede poner de la forma(
x′
y′
)
=
((
1 0
0 1
)
−
(
1 0
0 −1
))
S−1
(
p1
p2
)
+ S
(
1 0
0 −1
)
S−1
(
x
y
)
4.3. Isometr´ıas en R3
4.3.1. Rotaciones
Caso 1: Entorno un eje que pasa por el origen
Sea (x, y, z) = λ(v1, v2, v3) el eje de rotacio´n, dicho eje es fijo por la aplicacio´n,
luego v = (v1, v2, v3) es un vector propio de valor propio 1. [v]
⊥ es invariante
puesto que los movimientos conservan a´ngulos.
Si u ∈ [v]⊥, entonces el a´ngulo de rotacio´n α coincide con el a´ngulo que
forman u y f(u), (en general es falso). Por lo tanto la aplicacio´n restringida
a [v]⊥ es un giro.
Sea u1 =
v
‖v‖ , u2 un vector de [v]
⊥ de norma 1, y u3 = u1 ∧ u2. Entonces
{u1,u2,u3} es una base ortonormal de R3 con la misma orientacio´n que la
base cano´nica (para probarlo basta ver que det(u1,u2,u3) > 0), y la matriz
de la aplicacio´n en dicha base es
A¯ =

1 0 00 cosα −senα
0 senα cosα


Por lo que en la base cano´nica sera´
A = SA¯S−1 = SA¯St
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(S =
(
u1 u2 u3
)
.)
Caso 2: Entorno un eje cualquiera r ≡ p+ λv
Tomando como sistema de referencia R = {p;u1,u2,u3} con u1 = v‖v‖ ,
u2 ∈ [v]⊥ de norma 1 y u3 = u1 ∧ u2 (como la de antes).
En este sistema de referencia las ecuaciones son
x¯′y¯′
z¯′

 =

1 0 00 cosα −senα
0 senα cosα



x¯y¯
z¯

 = A

x¯y¯
z¯


Deshaciendo el cambio tenemos

x′y′
z′

 =

p1p2
p3

− SASt

p1p2
p3

 + SASt

xy
z


Ejemplo 4.3.1. Ecuaciones de la rotacio´n alrededor del eje (x, y, z) = (1, 0, 2)+
λ(−2, 1, 1)
Sistema de referencia R = {p = (1, 0, 2);u1 = 1√
6
(−2, 1, 1),u2 = 1√
5
(1, 2, 0),
u3 = u1 ∧ u2 = 1√
30
(−2, 1,−5)}
Luego
A =

1 0 00 cosα −senα
0 senα cosα

 , S =


− 2√
6
1√
5
− 2√
30
1√
6
2√
5
1√
30
1√
6
0 − 5√
30


Por lo tanto 
x′y′
z′

 =

10
2

− SASt

10
2

+ SASt

xy
z


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4.3.2. Simetr´ıa respecto un plano
Caso 1: plano que pasa por el origen, π ≡ ax+ by + cz = 0
Sea u un vector cualquiera de R3 su sime´trico respecto a π es
s(u) = 2u1 − u
donde u1 es la proyeccio´n ortogonal de u sobre el plano (que es un subespacio
vectorial).
Equivalentemente
s(u) = −2v1 + u
donde v1 es la proyeccio´n ortogonal de u sobre el subespacio ortogonal al
plano es decir sobre el subespacio [(a, b, c)]. Por lo tanto
(x′, y′, z′) = (x, y, z)− 2〈(a, b, c), (x, y, z)〉‖(a, b, c)‖2 (a, b, c)
Al igual que en R2 podemos resolverlo matricialmente:
Sea u1 =
v
‖v‖ vector director del plano normalizado. u2, u3 una base ortonor-
mal del subespacio director del plano u2, u3 ∈ [u1]⊥
En dicha base, la matriz de la aplicacio´n es
A¯ =

−1 0 00 1 0
0 0 1


En la base cano´nica sera´:
A = SA¯St
siendo S =
(
u1 u2 u3
)
.
Caso 2: plano cualquiera π ≡ ax+ by + cz = d
Sea p = (p1, p2, p3) un punto del plano. Tomando este punto como origen de
coordenadas tenemos
s(u− p)− 2v1 + u− p
donde v1 es la proyeccio´n ortogonal de u− p sobre el subespacio ortogonal al
subespacio director del plano, es decir sobre el subespacio [(a, b, c)].
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Por lo tanto
(x′, y′, z′)− (p1, p2, p3) = (x, y, z)− (p1, p2, p3)− 2 〈(a, b, c), (x− p1, y − p2, z − p3)〉‖(a, b, c)‖2 (a, b, c)
y simplificando
(x′, y′, z′) = (x, y, z)− 2〈(a, b, c), (x− p1, y − p2, z − p3)〉‖(a, b, c)‖2 (a, b, c)
Tambie´n en este caso, podemos resolverlo matricialmente:
Consideremos la referencia
R = {p;u1,u2,u3} donde p = (p1, p2, p3) es un punto del plano,
u1 =
v
‖v‖ es el vector director del plano normalizado. u2,u3 una base ortonor-
mal del subespacio director del Plano u2,u3 ∈ [u1]⊥
En dicha base, las ecuaciones de la simetr´ıa son
x¯′y¯′
z¯′

 =

−1 0 00 1 0
0 0 1



x¯y¯
z¯

 .
En la base cano´nica sera´:

x′y′
z′

 =

p1p2
p3

− SA¯St

p1p2
p3

 + SA¯St

xy
z


siendo S =
(
u1 u2 u3
)
y A¯ =

−1 0 00 1 0
0 0 1

.
4.4. A´ngulos de Euler
Los a´ngulos de Euler constituyen un conjunto de tres coordenadas angulares
que sirven para especificar la orientacio´n de un sistema de referencia de ejes
ortogonales, normalmente mo´vil, respecto a otro sistema de referencia de ejes
ortogonales normalmente fijos.
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Fueron introducidos por L. Euler para estudiar la meca´nica del so´lido r´ıgido
concretamente para describir la orientacio´n de un sistema de referencia un
so´lido r´ıgido en movimiento.
Dada una base ortonormal positiva u = {u1, u2; u3} y un giro f podemos
hallar una terna de a´ngulos φ, θ y ψ tales que
f = gφ ◦ gθ ◦ gψ
donde gφ es una rotacio´n de a´ngulo φ y eje u3, gθ una rotacio´n de a´ngulo θ
y eje gφ(u2) y gψ una rotacio´n de a´ngulo ψ y eje gθ ◦ gφ(u1).
Los movimientos resultantes de variar uno de los a´ngulos de Euler dejando
fijos los otros dos. Tienen nombres particulares: precesio´n, nutacio´n, rotacio´n
intr´ınseca.
Veamos como podemos calcular estos a´ngulos.
Si f es un giro de a´ngulo α y eje v orientado por v con
v = au1 + bu2 + cu3, ‖v‖ = 1
Entonces
sen θ = −(1− cosα)ac− b senα)
cos θ = ±√1− (senα)2, ambos signos son correctos
sen φ =
(1− cosα)ab+ c senα
cos θ
cos θ =
cosα + (1− cosα)a2
cos θ
senψ =
(1− cosα)bc + a senα
cos θ
cosψ =
cosα + (1− cosα)c2
cos θ
4.5. Ejercicios resueltos
1. Sea f : R3 −→ R3 la aplicacio´n af´ın defnida de la siguiente manera
x′ = (1− µ
3
)x+
µ
3
y +
µ
3
z
y′ =
µ
3
x+ (1− µ
3
)y +
µ
3
z
z′ =
µ
3
x+
µ
3
y + (1− µ
3
)z


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Determinar para que valores de µ la aplicacio´n es una simetr´ıa.
Solucio´n:
La matriz de la aplicacio´n es
A =


(1− µ
3
)
µ
3
µ
3µ
3
(1− µ
3
)
µ
3µ
3
µ
3
(1− µ
3
)


Ooservamos que para µ 6= 0 1 es valor propio de multiplicidad 2 Para
que sea una simetr´ıa el otro valor propio ha de ser -1 y para ello 3−µ = 1
es decir µ = 2
El plano de simetr´ıa es Ker (A− I)

−2/3 2/3 2/32/3 −2/3 −2/3
2/3 −2/3 −2/3



xy
z

 =

00
0

 =⇒ −x + y + z = 0
Si µ = 0 la aplicacio´n es la identidad.
2. Estudiar la aplicacio´n af´ın definida por las ecuaciones siguientes
x′
1
3
(2x+ 2y + z + 1)
y′
1
3
(−2x+ y + 2z − 2)
z′
1
3
(x− 2y + 2z + 4)


Solucio´n:
Escribimos la aplicacio´n en forma matricial

x′y′
z′

 =

 2/3 2/3 1/3−2/3 1/3 2/3
1/3 −2/3 2/3



xy
z

+

 1/3−2/3
4/3


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
 2/3 2/3 1/3−2/3 1/3 2/3
1/3 −2/3 2/3


t
 2/3 2/3 1/3−2/3 1/3 2/3
1/3 −2/3 2/3

 =

1 1
1


Por lo que fp es ortogonal y f es una isometr´ıa.
Puesto que la matriz de fp no es sime´trica la aplicacio´n lineal so´lo tiene
un valor propio y puesto que det fp = 1 este ha de ser 1.
Determinemos los vectores propios
−1/3 2/3 1/3−2/3 −2/3 2/3
1/3 −2/3 −1/3



xy
z

 =

00
0

 Ker (fp − I) = [(1, 0, 1)]
Busquemos puntos fijos

xy
z

 =

 2/3 2/3 1/3−2/3 1/3 2/3
1/3 −2/3 2/3



xy
z

+

 1/3−2/3
4/3


equivalentemente

00
0

 =

−1/3 2/3 1/3−2/3 −2/3 2/3
1/3 −2/3 −1/3



xy
z

+

 1/3−2/3
4/3


Este sistema es claramente incompatible, por lo que no hay puntos fijos.
Veamos si hay rectas fijas.
Si hay alguna recta fija esta debe tener la direccio´n del vector propio
v = (1, 0, 1), es decir ha de ser de la forma r ≡ a + λv, por otra parte
el punto de paso a = (x, y, z) ha de verificar que f(a)− a ∈ [v].
Veamos si hay algu´n punto a que verifica esta condicio´n:
 2/3 2/3 1/3−2/3 1/3 2/3
1/3 −2/3 2/3



xy
z

 +

 1/3−2/3
4/3

−

xy
z

 = λ

10
1


lo que es lo mismo:
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
−1/3 2/3 1/3−2/3 −2/3 2/3
1/3 −2/3 −1/3



xy
z

 =

λ− 1/3−2/3
λ− 4/3


y este sistema es compatible si y so´lo si λ = 5/6. En cuyo caso la recta
es
−1
3
x+ 2
3
y + 1
3
z = 1
2−2
3
x− 2
3
y + 2
3
z = 2
3
}
3. Sea T un tetraedro regular de ve´rtices A, B, C, D y de arista unidad.
Consideremos la aplicacio´n af´ın tal que f(A) = B, f(B) = C, f(C) =
D, f(D) = A.
a) Probar que f conserva la distancia.
b) Determinar las puntos fijos.
c) Probar que f es el producto de un giro por una simetr´ıa especular
Solucio´n:
a) Consideremos el sistema de referencia {A;B − A,C −A,D − A},
Observacio´n 4.5.1. Este sistema de referencia no es ortonormal, pues
aunque los vectores tengan norma 1 en a´ngulo de los vectores dos a dos
es 60o, < vi, vj >i6=j= 1/2.
Puesto que la aplicacio´n es af´ın tenemos
fA(B − A) = f(B)− f(A) = C − B = C − A− (B − A)
fA(C − A) = f(C)− f(A) = D − C = D − A− (C − A)
fA(D − A) = f(D)− f(A) = A− B = −(B −A)
Por lo que en este sistema de referencia la expresio´n matricial de la
aplicacio´n es
f(X) = fA(X −A) + f(A) =

−1 −1 −11 0 0
0 1 0



xy
z

+

10
0


Sea X − A = (x, y, z),
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‖X − A‖2 = (x y z)

 1 1/2 1/21/2 1 1/2
1/2 1/2 1



xy
z

 =
= x2 + y2 + z2 + xy + xz + yz
‖f(X)− f(A)‖2 =
(−x− y − z x y)

 1 1/2 1/21/2 1 1/2
1/2 1/2 1



−x − y − zx
y

 =
x2 + y2 + z2 + xy + xz + yz
c) Busquemos puntos fijos:
f(X) =

−1 −1 −11 0 0
0 1 0



xy
z

+

10
0

 =

xy
z


Resolviendo el sistema tenemos X = (1/4, 1/4, 1/4), hay un u´nico pun-
to fijo que es el baricentro del tetraedro.
d) det(fA − λI) = −λ3 − λ2 − λ − 1 -1 es el u´nico valor propio de
multiplicidad 1 de la aplicacio´n fA y v = (1,−1, 1) = v1 − v2 + v3 es
un vector propio, por lo que la recta (1/4, 1/4, 1/4)+λ(1,−1, 1) es fija
aunque no de puntos fijos.
La invariancia de la traza de fA nos dice que 2 cos θ− 1 = −1, es decir
cos θ = 0.
Por lo que la aplicacio´n es una rotacio´n seguida de una simetr´ıa.
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Cap´ıtulo 5
Co´nicas y cua´dricas
5.1. Cua´dricas en Rn
Definicio´n 5.1.1. Una cua´drica en Rn es el conjunto de puntos p = (p1, . . . , pn) ∈
Rn, que satisfacen la ecuacio´n
n∑
i,j=1
aijxixj + 2
n∑
i=1
bixi + c = 0.
Podemos suponer que aij = aji ya que aijxixj + ajixjxi = (aij + aji)xixj =
aij + aji
2
xixj +
aij + aji
2
xjxi.
Si n = 2, la cua´drica recibe el nombre de co´nica.
Dada la co´nica que tiene por ecuacio´n
a11x
2 + 2a12xy + a22y
2 + 2b1x+ 2b2y + c = 0,
podemos expresarla matricialmente de la siguiente forma.
Consideremos las siguientes matrices
A =

a11 a12 b1a12 a22 b2
b1 b2 c

 , A0 =
(
a11 a12
a12 a22
)
, L =
(
b1 b2
)
.
Entonces (
x y 1
)a11 a12 b1a12 a22 b2
b1 b2 c



xy
1

 = 0
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o equivalentemente
(
x y
)(a11 a12
a12 a22
)(
x
y
)
+ 2
(
b1 b2
)(x
y
)
+ c = 0
Observacio´n 5.1.1. A yA0 son sime´tricas, luego representan formas cuadra´ticas
en R3 y R2 y que las notaremos por ϕ y ϕ0 respectivamente.
La co´nica puede describirse como el conjunto de puntos
{p = (x, y, 1) ∈ R3 | ϕ(p, p) = 0}.
Observacio´n 5.1.2. Algunos autores escriben A∞ y ϕ∞ en lugar de A0 y ϕ0.
Dada la cua´drica que tiene por ecuacio´n
a11x
2+2a12xy+2a13xz+a22y
2+2a23yz+a33z
2+2b1x+2b2y+2b3z+ c = 0,
podemos expresarla en forma matricial de la siguiente manera. Consideramos
las siguientes matrices
A =


a11 a12 a13 b1
a12 a22 a23 b2
a13 a23 a33 b3
b1 b2 b3 c

 , A0 =

a11 a12 a13a12 a22 a23
a13 a23 a33

 , L = (b1 b2 b3) .
Entonces
(
x y z 1
)


a11 a12 a13 b1
a12 a22 a23 b2
a13 a23 a33 b3
b1 b2 b3 c




x
y
z
1

 = 0
o equivalentemente
(
x y z
)a11 a12 a13a12 a22 a23
a13 a23 a33



xy
z

+ 2 (b1 b2 b3)

xy
z

+ c = 0
Observacio´n 5.1.3. A yA0 son sime´tricas, luego representan formas cuadra´ticas
en R4 y R3 y que las notaremos por ϕ y ϕ0 respectivamente.
La cua´drica puede describirse como el conjunto de puntos
{p = (x, y, z, 1) ∈ R4 | ϕ(p, p) = 0}.
Observacio´n 5.1.4. Al igual que para las co´nicas, algunos autores escriben
A∞ y ϕ∞ en lugar de A0 y ϕ0.
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5.1.1. Clasificacio´n de co´nicas y cua´dricas de R3
Cuadro de clasificacio´n para las co´nicas:
detA 6= 0


detA0 > 0 elipse
{
trA0 · detA > 0 elipse imaginaria
trA0 · detA < 0 elipse real
detA0 = 0 para´bola
detA0 < 0 hipe´rbola
detA = 0


detA0 > 0 un punto
detA0 = 0
{
rgA = 2 par de rectas paralelas
rgA = 1 recta doble
detA0 < 0 par de rectas que se cortan
Observacio´n 5.1.5. Si A0 = 0 la ecuacio´n dada es de grado uno como ma´ximo.
Cuadro de clasificacio´n para las cua´dricas de R3
⋄ Caso detA 6= 0

detA0 6= 0


detA > 0
{
A0 d. en s.: elipsoide imaginario
A0 no d. en s.: hiperboloide de una hoja
detA < 0
{
A0 d. en s.: elipsoide real
A0 no d. en s.: hiperboloide de dos hojas
detA0 = 0
{
detA > 0 paraboloide hiperbo´lico
detA < 0 paraboloide el´ıptico
⋄ Caso detA = 0

detA0 6= 0
{
A0 d. en s.: punto
A0 no d. en s.: cono
detA0 = 0


rgA = 3, rgA0 = 2
{
A0 semid.: cilindro el´ıptico (a)
A0 no semid.: cilindro hiperbo´lico
rgA = 3, rgA0 = 1 cilindro parabo´lico
rgA = 2, rgA0 = 2 par de planos que se cortan (b)
rgA = 2, rgA0 = 1 par de planos paralelos (c)
rgA = 1, rgA0 = 1 plano doble
(a)
{
real si A no semid.
imaginario si A semid.
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(b)
{
reales si A0 no semid.
imaginarios con ∩ real si A0 semid.
(c)
{
reales si A no semid.
imaginarios si A semid..
Tambie´n pueden clasificarse las cua´dricas a trave´s del rango e ı´ndice de las
formas cuadra´ticas A y A0 asociadas.
Ejemplo 5.1.1. Sea A =


1 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

 y A0 =

1 0 00 0 0
0 0 0


Tenemos:
r = rangA = 3, i = ı´ndiceA = 1
r0 = rangA0 = 1, i0 = ı´ndiceA0 = 0
Luego la cua´drica es un cilindro parabo´lico.
5.2. Forma reducida de una co´nica y de una
cua´drica
Definicio´n 5.2.1. Decimos que una cua´drica
n∑
i,j=1
aijxixj + 2
n∑
i=1
bixi + c = X
tA0X + 2LX + c = 0.
es con centro si el sistema
A0X = −Lt
tiene solucio´n
Ejemplo 5.2.1. Sea
x2 + y2 − 2x− 4y + 1 = 0(
1
1
)(
x
y
)
=
(
1
2
)
Tiene solucio´n u´nica C = (1, 2).
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Una cua´drica puede tener centro u´nico (si detA0 6= 0), una variedad lineal
de centros o no tener centro.
a) Co´nicas y cua´dricas con centro
Existe una referencia respecto la cual la co´nica o cua´drica se expresa de la
forma
λ1x+ λ2y + λ = 0, para co´nicas,
λ1x+ λ2y + λ3z + λ = 0, para cua´dricas.
Los valores λi son los valores propios de la matriz A0 y λ es el valor que toma
el (o los) centro(s) sobre la co´nica o cua´drica.
Una referencia para la cual la co´nica o cua´drica adopta la forma reducida es
la formada por una base ortonormal de vectores propios de A0 y como origen
de coordenadas un centro.
b) Co´nicas y cua´dricas sin centro
Existe una referencia respecto la cual la co´nica o cua´drica se expresa de la
forma
λ1x+ 2βy = 0, para co´nicas,
λ1x+ λ2y + 2βz = 0, para cua´dricas.
siendo λi los valores propios de la matriz A0.
Existen distintas maneras de obtener el valor de β y la referencia especial.
Tal y como hemos dicho anteriormente, Los invariantes (rango e ı´ndice) de
las dos formas cuadra´ticas asociadas a una cua´drica permiten clasificarla,
presentamos a continuacio´n un cuadro con los invariantes y forma reducida
de las co´nicas y cua´dricas de R3.
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Co´nicas r(A) r(A0) i(A) i(A0) ec. reducida
Elipse real 3 2 1 0
x2
a2
+
y2
b2
= 1
Hipe´rbola 3 2 1 1
x2
a2
− y
2
b2
= 1
Elipse imag. 3 2 0 0
x2
a2
+
y2
b2
= −1
Para´bola 3 1 1 0 y2 = 2px
rectas img. con ∩ real 2 2 0 0 x
2
a2
+
y2
b2
= 0
Rectas no ‖ 2 2 1 1 x
2
a2
− y
2
b2
= 0
Rectas ‖ 2 1 1 0 x2 = a2
Rectas img. ‖ 2 1 0 0 x2 = −a2
Recta 2 0 1 0 ax+ by = 0
Recta doble 1 1 0 0 x2 = 0
∅ 1 0 0 0 1 = 0
R
2 0 0 0 0 0 = 0
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Cua´dricas r(A) r(A0) i(A) i(A0) ec. reducida
Elipsoide real 4 3 1 0
x2
a2
+
y2
b2
+
z2
c2
= 1
Hiperboloide de 1 hoja 4 3 2 1
x2
a2
+
y2
b2
− z
2
c2
= 1
Hiperboloide de 2 hojas 4 3 1 1
x2
a2
+
y2
b2
− z
2
c2
= −1
Elipsoide imag. 4 3 0 0
x2
a2
+
y2
b2
+
z2
c2
= −1
Paraboloide elip. 4 2 1 0
x2
a2
+
y2
b2
+ 2βz = 0
Paraboloide hiper. 4 2 2 1
x2
a2
− y
2
b2
+ 2βz = 0
Cono img. con ve´rtice real 3 3 0 0
x2
a2
+
y2
b2
+
z2
c2
= 0
Cono real 3 3 1 1
x2
a2
+
y2
b2
− z
2
c2
= 0
Cilindro real el´ıp. 3 2 1 0
x2
a2
+
y2
b2
= 1
Cilindro hiperb. 3 2 1 1
x2
a2
− y
2
b2
= 1
Cilindro img. 3 2 1 0
x2
a2
+
y2
b2
= −1
Cilindro parab. 3 1 1 0 y2 = 2px
planos img. con ∩ real 2 2 0 0 x
2
a2
+
y2
b2
= 0
Planos no ‖ 2 2 1 1 x
2
a2
− y
2
b2
= 0
planos ‖ 2 1 1 0 x2 = a2
Planos img. ‖ 2 1 0 0 x2 = −a2
plano 2 0 1 0 ax+ by = 0
plano doble 1 1 0 0 x2 = 0
∅ 1 0 0 0 1 = 0
R3 0 0 0 0 0 = 0
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5.3. Estudio particular de co´nicas y cua´dricas
Definicio´n 5.3.1. Llamaremos polar de un punto p ∈ R2 respecto a una
co´nica a la variedad lineal
(x0, y0, 1)A

xy
1

 = 0.
Si el punto p pertenece a la co´nica y no es un centro, la polar es la recta
tangente a la co´nica en dicho punto.
Definicio´n 5.3.2. Llamaremos polar de un punto p ∈ R3 respecto cua´drica
a la variedad lineal
(x0, y0, z0, 1)A


x
y
z
1

 = 0.
Si el punto p pertenece a la cua´drica y no es un centro, la polar es el plano
tangente a la cua´drica en dicho punto.
Si el punto es un centro la polar de dicho punto es todo el espacio af´ın.
As´ıntotas de una hipe´rbola
Definicio´n 5.3.3. Se llaman as´ıntotas de una hipe´rbola a las polares (afines)
de los puntos impropios de la co´nica.
Si las as´ıntotas son perpendiculares entonces la hipe´rbola recibe el nombre
de equila´tera.
Observacio´n 5.3.1. Las as´ıntotas so´n las rectas que pasan por el centro y
tienen por direccio´n las direcciones iso´tropas de A0. (Se dice que un vector
v 6= 0 es iso´tropo respecto una me´trica A0 si y so´lo si vtA0v = 0).
Ejemplo 5.3.1. Las as´ıntotas de la hipe´rbola 6xy−2x−1 = 0. las obtenemos
de la siguiente forma.
Las direcciones iso´tropas son (x0, y0) tales que
(
x0 y0
)(0 3
3 0
)(
x0
y0
)
= 6x0y0 = 0.
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Luego son
v1 = (1, 0), v2 = (0, 1).
Determinemos el centro de la hipe´rbola(
0 3
3 0
)(
x
y
)
= −
(−1
0
)
, ⇒ C =
(
0,
1
3
)
.
Luego las as´ıntotas son
(x, y) =
(
0,
1
3
)
+ λ(1, 0), (x, y) =
(
0,
1
3
)
+ λ(0, 1).
Cono tangente
Llamaremos cono tangente a la cua´drica Q desde el punto p de R3 al conjunto
de rectas que pasan por p y son tangentes a la cua´drica:
{x | (ϕ(p, p)ϕ(x, x))− (ϕ(x, p))2 = 0} (a)
siendo ϕ la forma bilineal sime´trica en R4 que define a la cua´drica Q (los
puntos x y p esta´n situados en el hiperplano af´ın A = {t = 1}). Los puntos
de tangencia del cono con la cua´drica son los puntos x tales que verifican por
una parte la ecuacio´n (a) y por otra la ecuacio´n de la cua´drica ϕ(x, x) = 0.
Esto es
ϕ(x, x) = 0
ϕ(x, p) = 0
}
. (b)
Dicho conjunto recibe el nombre de contorno aparente desde p.
Observacio´n 5.3.2. El conjunto aparente esta´ en el plano polar respecto la
cua´drica del punto p.
Cilindro proyectante
Consideremos una cua´drica Q en R3 y un punto p = (x0, y0, z0, 0) ∈ R4,
es decir un punto impropio del hiperplano af´ın A = {t = 1}. Llamaremos
cilindro proyectante de la cua´drica Q en la direccio´n de p = (x0, y0, z0, 0) (es
decir un punto impropio) al conjunto de rectas paralelas a la direccio´n de p
y son tangentes a la cua´drica:
{x ∈ A | (ϕ(p, p)ϕ(x, x))− (ϕ(x, p))2 = 0}
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siendo ϕ la forma bilineal sime´trica en R4 que define a la cua´drica Q. Los
puntos de tangencia del cilindro con la cua´drica son los puntos x tales que
ϕ(x, x) = 0
ϕ(x, p) = 0
}
.
Dicho conjunto recibe el nombre de contorno aparente desde p.
5.4. Ejercicios resueltos
1. Clasificar las co´nicas siguientes
a) x2 + 2xy + y2 + 2x− 1 = 0,
b) 2xy + 2x− 2y + 1 = 0,
c) x2 + y2 − 2x+ 2y − 3 = 0.
Solucio´n:
Utilizando la tabla de clasificacio´n:
a) los determinantes de las matrices A y A0 son:∣∣∣∣∣∣
1 1 1
1 1 0
1 0 −1
∣∣∣∣∣∣ = −1 6= 0,
∣∣∣∣1 11 1
∣∣∣∣ = 0.
La co´nica es una para´bola.
b) los determinantes de las matrices A y A0 son:∣∣∣∣∣∣
0 1 1
1 0 −1
1 −1 1
∣∣∣∣∣∣ = −3 6= 0,
∣∣∣∣0 11 0
∣∣∣∣ = −1 < 0.
Luego la co´nica es una hipe´rbola.
c) los determinantes de las matrices A y A0 son:∣∣∣∣∣∣
1 0 −1
0 1 1
−1 1 −3
∣∣∣∣∣∣ = −5 6= 0,
∣∣∣∣1 00 1
∣∣∣∣ = 1 > 0
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la co´nica es una elipse.
Veamos si es real, para ello calculamos trA0 · detA = 2 · (−5) < 0,
luego la elipse es real.
2. Clasificar las cua´dricas siguientes
a) 4x2 + z2 + 4xz − 4y + 1 = 0.
b) x2 + y2 + 9z2 − 6xz + 2x− 2y + 2 = 0.
c) xy + yz + xz − 1 = 0.
Solucio´n:
Utilizando la tabla:
a) los rangos de las matrices A y A0 son:∣∣∣∣∣∣∣∣
4 0 2 0
0 0 0 −2
2 0 1 0
0 −2 0 1
∣∣∣∣∣∣∣∣
= 0
A tiene un menor de orden 3 no nulo:
∣∣∣∣∣∣
0 0 −2
0 1 0
−2 0 1
∣∣∣∣∣∣ 6= 0, luego la matriz
A tiene rango tres.∣∣∣∣∣∣
4 0 2
0 0 0
2 0 1
∣∣∣∣∣∣ = 0. Claramente el rango de A0 es 1.
La cua´drica es un cilindro parabo´lico.
b) los determinantes de las matrices A y A0 son∣∣∣∣∣∣∣∣
1 0 −3 1
0 1 0 −1
−3 0 9 0
1 −1 0 2
∣∣∣∣∣∣∣∣
< 0,
∣∣∣∣∣∣
1 0 −3
0 1 0
−3 0 9
∣∣∣∣∣∣ = 0.
La cua´drica es un paraboloide el´ıptico.
146 CAPI´TULO 5. CO´NICAS Y CUA´DRICAS
c) los determinantes de las matrices A y A0 son∣∣∣∣∣∣∣∣
0 1
2
1
2
0
1
2
0 1
2
0
1
2
1
2
0 0
0 0 0 −1
∣∣∣∣∣∣∣∣
< 0,
∣∣∣∣∣∣
0 1
2
1
2
1
2
0 1
2
1
2
1
2
0
∣∣∣∣∣∣ < 0.
A0 no esta´ definida en signo ya que la traza de A0 es nula, (los valores
propios no pueden tener todos el mismo signo), por lo que la cua´drica
es un hiperboloide de dos hojas.
3. Determinar la recta tangente a la co´nica
9x2 + 4y2 − 18x− 16y − 11 = 0
en el punto (−1, 2).
Solucio´n:
Observamos que el punto (-1,2) es de la co´nica y aplicamos la definicio´n
(−1 2 1)

 9 0 −90 4 −8
−9 −8 −11



xy
1

 =
18x− 18 = 0.
Esto es, la recta tangente es la recta:
x = 1.
4. Determinar la recta polar a la co´nica
8x2 + 2y2 − 4y + 2 = 0
en el punto (0, 1).
Solucio´n:
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(
0 1 1
)8 0 00 2 −2
0 −2 2



xy
1

 =
(
0 0 0
)xy
1

 = 0.
Luego la polar es todo el plano.
Observacio´n 5.4.1. el punto (0, 1) es centro de la co´nica, de donde el
resultado.
5. Determinar el plano tangente al hiperboloide
x2
a2
+
y2
b2
− z
2
c2
= 1
en el punto (x0, y0, z0) de la cua´drica.
Solucio´n:
Apliquemos la definicio´n
(
x0 y0 z0 1
)


1
a2
1
b2
− 1
c2 −1




x
y
z
1

 =
x0x
a2
+
y0y
b2
− z0z
c2
− 1 = 0.
6. Determinar el plano tangente al hiperboloide
x2
4
+
y2
9
− z
2
16
= 1
en el punto (2, 0, 0). Determinar la interseccio´n del hiperboloide con el
plano obtenido.
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Solucio´n:
El plano tangente es
2x
4
+
0y
9
− 0z
16
− 1 = 0.
Esto es, el plano
x = 2.
Intersecando el hiperboloide con el plano tenemos
x = 2
y2
9
− z
2
16
= 0


dicho sistema de ecuaciones determina el par de rectas
x = 2
y
9
− z
16
= 0

 ,
x = 2
y
9
+
z
16
= 0

 .
Observacio´n 5.4.2. Para cada punto p de la cua´drica, el plano tangente
a p corta a la cua´drica segu´n un par de rectas que se cortan en p.
Las cua´dricas que son cortadas por los planos tangentes segu´n rectas
reciben el nombre de regladas.
7. Para que valores de α la cua´drica
x2 + 2αxy + 2xz + z2 − 2x+ 4y − z + 1 = 0
tiene centro. Para dichos valores hallar el centro.
Solucio´n:
Resolvamos el sistema del centro
1 α 1α 0 0
1 0 1



xy
z

 =

 1−2
1
2

 .
Observamos que este sistema es compatible si y so´lo si α 6= 0 y en dicho
caso el centro es u´nico y vale
C = (− 2
α
,
1
2α
,
2
α
+
1
2
).
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8. Dada la co´nica 4x2 + ay2 + 2x− 2 = 0. Dar, para todo valor de a ∈ R,
su forma reducida cano´nica as´ı como el sistema de referencia para el
cual la co´nica adopta su forma reducida.
Solucio´n:
Sean
A0 =
(
4 0
0 a
)
y L =
(
1 0
)
las formas bilineal y lineal asociadas a la co´nica.
A0 es diagonal, luego
D0 =
(
4 0
0 a
)
y S = I.
Sea Z tal que A0Z = −Lt, sistema compatible ∀a ∈ R, que tiene
solucio´n u´nica si a 6= 0, y una recta de soluciones para a = 0. sea
z = (−1
4
, 0) la (o una de las) solucio´n del sistema.
Entonces en el sistema de referencia:
(
x
y
)
=
(
1 0
0 1
)(
x1
y1
)
+
(−1
4
0
)
la co´nica adopta la forma reducida:
4x21 + ay
2
1 + d = 0 con d = Z
tA0Z + 2LZ + c = −9
4
.
Observacio´n 5.4.3. Au´n en el caso a = 0 en que el centro no es u´nico,
el valor de d es independiente del centro escogido (dos posibles centros
difieren de un vector que pertenece al nu´cleo de A0).
Tenemos:
a > 0 elipse
a < 0 hipe´rbola
a = 0 par de rectas paralelas (x = ±3
4
).
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Observacio´n 5.4.4. Para clasificarla simplemente nos basta con hacer:
a > 0
detA < 0
detA0 > 0

 elipse
a < 0
detA > 0
detA0 < 0

 hipe´rbola
a = 0
detA = detA0 = 0, rangA = 2
}
par de rectas paralelas.
9. Dada la co´nica
3x2 + αy2 + 2x− 2 = 0.
Dar, para todo valor de α ∈ R, su forma reducida cano´nica as´ı como el
sistema de referencia para el cual la co´nica adopta su forma reducida.
Solucio´n:
Determinantes de las matrices A y A0:∣∣∣∣∣∣
3 0 1
0 α 0
1 0 −2
∣∣∣∣∣∣ = −7α,
∣∣∣∣3 00 α
∣∣∣∣ = 3α
detA 6= 0 si y so´lo si α 6= 0, en cuyo caso:
Si α > 0 detA0 > 0, detA < 0 y trazaA0 · detA < 0. Es una elipse
real.
Si α < 0, entonces detA0 < 0 por lo que es una hipe´rbola.
Si α = 0 es detA = detA0 = 0, rangoA = 2, por lo que es un par de
rectas paralelas.
Para todo valor de α, la co´nica tiene centro:(
3 0
0 α
)(
x
y
)
= −
(
1
0
)
,
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Para todo α 6= 0, la co´nica tiene centro u´nico y es C =
(
−1
3
, 0
)
,
para α = 0, la co´nica tiene una recta de centros que es 3x+ 1 = 0.
Los valores propios de A0 son 3 y α y una base ortonormal de vectores
propios es {(1, 0), (0, 1)}.
Para todo α podemos tomar como origen de coordenadas el punto C =(
−1
3
, 0
)
, (observar que para α = 0, este punto esta´ en la recta de
centros).
Tenemos pues, el sistema de referencia
R =
{(
−1
3
, 0
)
; (1, 0), (0, 1)
}
.
Para tener la forma reducida falta determinar el valor que toma la
co´nica sobre el (o los) centros de la co´nica
d = 3
(
−1
3
)2
+ α · 0 + 2
(
−1
3
)
− 2 = −1
3
− 2
3
− 2 = −3
Observar que para α = 0 el valor de d no depende del centro escogido
dentro de la recta de centros.
La forma reducida de la co´nica es
3x2 + αy2 − 3 = 0.
10. Dada la cua´drica x2+2xz+z2+2x+2y+1 = 0. Dar su forma reducida
cano´nica, as´ı como la referencia especial para la cual la cua´drica toma
su forma reducida.
Solucio´n:
Sean A0 =

1 0 10 0 0
1 0 1

 y L = (1 1 0), (X tA0X + 2LX + c = 0).
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Existe S ortogonal tal que A0 = S
tD0S con D0 diagonal,
D0 =

2 0 00 0 0
0 0 0

 y S =


√
2
2
0
√
2
2
0 1 0√
2
2
0 −
√
2
2


(St es la matriz de vectores propios de A0).
Sea X = SX1 + Z, =⇒ X t1D0X1 + 2MX1 + d = 0
con M = (ZtA0 + L)S = Z
tA0S +N1 +N2, y LS = N1 +N2 de forma
que si r = rgA0 N1 tiene nulas las n − r u´ltimas componentes y N2
las n− r primeras, y d = ZtA0Z + 2LZ + c.
Observacio´n 5.4.5. N2 6= 0 ya que r 6= rg(A0|L) y en la matriz D0 los
valores propios nulos han sido colocados al final.
LS =
(
1 1 0
)
√
2
2
0
√
2
2
0 1 0√
2
2
0 −
√
2
2

 = (√2
2
1
√
2
2
)
=
= N1 +N2 = (
√
2
2
, 0, 0) + (0, 1,
√
2
2
).
Busquemos Z de forma que M = N2 , esto es: tal que Z
tA0S+N1 = 0,
(este sistema es siempre compatible por construccio´n).


√
2
2
0
√
2
2
0 1 0√
2
2
0 −
√
2
2



1 0 10 0 0
1 0 1



z1z2
z3

 = −


√
2
2
0
0

 .
Luego Zt = (−1
2
, 0, 0), y para esta Z la ecuacio´n de la cua´drica es:
X t1D0X1 + 2N2X1 + d = 0
con
d =
(−1
2
0 0
)1 0 10 0 0
1 0 1



−120
0

 + 2 (1 1 0)

−120
0

+ 1 = 1
4
,
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y la ecuacio´n es
2x21 + 2y1 +
√
2z1 +
1
4
= 0.
Escribamos ahora, 2x21 + 2(l2y1 + l3z1) +
1
4
= 0. y hagamos el cambio
x2 = x1
y2 = − 1
β
(l2y1 + l3z1) = −
√
6
3
(y1 +
√
2
2
z1)
z2 = . . . . . .
con β2 = l22 + l
2
3 = 1 +
1
2
, β > 0,
z2 tal que la matriz S1 resultante sea ortogonal; sea pues z2 = −
√
3
3
y1+√
6
3
z1.
La relacio´n entre los sistemas de referencia es X1 = S
t
1X2 y por tanto
X = SSt1X2 + Z
con
S1 =


1 0 0
0 −
√
6
3
−
√
3
3
0 −
√
3
3
√
6
3

 ,
Con este nuevo cambio la ecuacio´n queda de la forma
2x22 −
√
6y2 +
1
4
= 0.
Ahora, hacemos la traslacio´n
x2 = x3
y2 = y3 +
√
6
24
z2 = z3


⇐⇒
x2 = x3
−
√
6y2 +
1
4
= −
√
6y3
z2 = z3


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esto es
X2 = IX3 + T,
y la ecuacio´n final es:
2x23 −
√
6y3 = 0.
Las ecuaciones del sistema de referencia son
X = SSt1(X3 + T ) + Z
La cua´drica es un cilindro parabo´lico.
11. Determinar la referencia especial me´trica as´ı como la ecuacio´n reducida
me´trica de la cua´drica
4x2 + z2 − 4xz − 4y − 2z = 0.
A =


4 0 −2 0
0 0 0 −2
−2 0 1 −1
0 −2 −1 0

 A0 =

 4 0 −20 0 0
−2 0 1


Puesto que (r, r0, i, i0) = (3, 1, 1, 0), se trata de un cilindro parabo´lico.
Los valores propios de la matriz A0 son λ1 = 5, λ2 = λ3 = 0.
Referencia especial me´trica:
u1 es un vector propio de valor propio 5 y de norma 1: u1 ∈ Ker (A0 −
5I), u1 =
1√
5
(−2, 0, 1).
u2 = (x, y, z) es un vector de norma 1 y tal que (x, y, z, 0) ∈ KerA
luego u2 =
1√
6
(1,−1, 2). Notar que u2 ∈ kerA0 luego necesariamente
es un vector perpendicular a u1 (son vectores propios de A0 de valor
propio distinto).
u3 = (x, y, z) ∈ kerA0 pero (x, y, z, 0) /∈ kerA. Puesto que u3 es per-
pendicular a u1 y u2 podemos obtenerlo haciendo u1∧u2 = 1√
30
(1, 5, 2).
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El origen de coordenadas es un ve´rtice de la cua´drica. La variedad lineal
de ve´rtices viene dada por
cua´drica ∩H⊥Aλ
siendo Hλ = {(x, y, z, 0)} con {(x, y, z)} el subespacio de vectores pro-
pios de A0 de valor propio no nulo, y H
⊥A
λ el subespacio ortogonal con
respecto la me´trica A, de Hλ.
En nuestro caso Hλ = [(−2, 0, 1, 0)], luego H⊥Aλ viene dado de la si-
guiente forma
(−2 0 1 0)


4 0 −2 0
0 0 0 −2
−2 0 1 −1
0 −2 −1 0




x
y
z
t

 = 0 ⇒ z = 15 + 2x.
Intersecando dicha variedad con la cua´drica tenemos que la variedad
de ve´rtices es
(0,− 9
100
,
1
5
, 1) + [(1,−1, 2, 0)]
Podemos tomar como ve´rtice v = (0,− 9
100
,
1
5
, 1).
En el sistema de referencia R = {v; u1, u2, u3} la cua´drica adopta la
forma
5x2 + 2βz = 0,
falta determinar el valor de β. Para ello, tomamos el vector u3 y con-
sideramos
1√
30
(1, 5, 2, 0). Entonces
β =
1√
30
(
1 5 2 0
)


4 0 −2 0
0 0 0 −2
−2 0 1 −1
0 −2 −1 0




0
− 9
100
1
5
1

 = − 4√30 .
12. Determinar la ecuacio´n de la elipse cuyos focos son F1 = (1,−2) y
F2 = (1, 4), y que pasa por el punto (5,1).
Solucio´n:
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Sabemos que
d(F1, F2) = 2c
d(P, F1) + d(P, F2) = 2a
por lo que:
c =
√
(1− 1)2 + (−2− 4)2
2
= 3
a =
√
(5− 1)2 + (1 + 2)2 +√(5− 1)2 + (1− 4)2
2
= 5.
Adema´s sabemos que a2 = b2 + c2 por lo que
b2 = a2 − c2 = 25− 9 = 16
Luego, y en el sistema de referencia:
O =
F1 + F2
2
= (1, 1)
v1 = (0, 1) vector unitario en la direccio´n de F2 − F1
v2 = (1, 0) vector unitario y perpendicular a v1
la ecuacio´n de la elipse es:
x2
25
+
y2
16
= 1.
En el sistema de referencia ordinario:(
x
y
)
=
(
0 1
1 0
)(
x
y
)
+
(
1
1
)
la ecuacio´n de la elipse es:
(y − 1)2
25
+
(x− 1)2
16
= 1⇐⇒
25x2 + 16y2 − 50x− 32y − 359 = 0.
13. Hallar el lugar geome´trico de los polos de las normales a la hipe´rbola:
x2
4
− y2 = 1.
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Solucio´n:
La normal a la hipe´rbola en un punto de e´sta, es la recta perpendicular
a la recta tangente en dicho punto, y la recta tangente es la polar del
punto de contacto.
Polar del punto: (x0, y0)
(
x0 y0 1
)14 0 00 −1 0
0 0 −1



xy
z

 = 0, xx0
4
− yy0 = 1 .
Recta normal: vector director (x0
4
,−y0) y punto de paso (x0, y0):
(x, y) = (x0, y0) + λ(
x0
4
,−y0) ≡ 4y0x+ x0y − 5x0y0 = 0
Polo de dicha recta: para ello tomamos dos puntos cualesquiera de
dicha recta, la interseccio´n de sus polares nos proporcionara´ el punto
buscado.
Sea (x0, y0) ∈ r su polar es xx04 − y0y = 1.
Sea (0, 5y0) ∈ r, su polar es
(
0 5y0 1
)14 0 00 −1 0
0 0 −1



xy
1

 = 0 =⇒
−5y0y − 1 = 0.
El punto buscado es:
x0x
4
− y0y − 1 = 0
5y0y + 1 = 0

 =⇒
x =
16
5x0
,
y = − 1
5y0
.
a
La ecuacio´n del lugar geome´trico la podemos obtener eliminando x0, y0
de la ecuacio´n (a), imponiendo que (x0, y0) sea un punto de la hipe´rbola.
x20
4
− y20 = 1
x0 =
16
5x
, y0 = − 1
5y
.
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=⇒ −x2 + 64y2 − 25x2y2 = 0 .
14. Probar que las normales, por el ve´rtice de un cono real de los planos
tangentes, engendran otro cono con los mismos ejes que el primero.
Solucio´n:
Podemos suponer que tenemos la ecuacio´n del cono referida a sus ejes
principales, por lo tanto sera´:
a11x
2 + a22y
2 + a33z
2 = 0
y puesto que el cono es real, es
a11 > 0, a22 > 0, a33 < 0.
El ve´rtice del cono es obviamente el origen de coordenadas.
Consideremos un punto cualquiera del cono, distinto del ve´rtice, p =
(x0, y0, z0) 6= (0, 0, 0). La ecuacio´n del plano tangente al cono por dicho
punto es la polar de dicho punto.
(
x0 y0 z0 1
)


a11 0 0 0
0 a22 0 0
0 0 a33 0
0 0 0 0




x
y
z
1

 = 0,
esto es
a11x0x+ a22y0y + a33z0z = 0.
La recta normal a dicho plano, pasando por (0, 0, 0) tendra´ por vector
director a:
(a11x0, a22y0, a33z0),
luego la ecuacio´n de dicha recta es:
(x, y, z) = (0, 0, 0) + λ(a11x0, a22y0, a33z0).
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Obtendremos el lugar geome´trico eliminando los para´metros λ, x0, y0
y z0 de la ecuacio´n de la recta.
El para´metro λ se puede eliminar expresando la recta en forma con-
tinua, los otros para´metros imponiendo que son las coordenadas de un
punto del cono.
x
a11x0
=
y
a22y0
=
z
a33z0
= λ,
a11x
2
0 + a22y
2
0 + a33z
2
0 = 0.
De donde
x2
a11
+
y2
a22
+
z2
a33
= 0,
que es la ecuacio´n cano´nica de un cono referido al mismo sistema de
referencia que el primero, luego tienen los mismos ejes.
15. Determinar las as´ıntotas de la hipe´rbola 4xy − 2x− 1 = 0.
Solucio´n:
Las direcciones iso´tropas son (x0, y0) tales que 4x0y0 = 0. Luego son
v1 = (1, 0), v2 = (0, 1).
Determinemos el centro de la hipe´rbola(
0 2
2 0
)(
x
y
)
= −
(−1
0
)
, ⇒ C =
(
0,
1
2
)
.
Luego las as´ıntotas son
(x, y) =
(
0,
1
2
)
+ λ(1, 0), (x, y) =
(
0,
1
2
)
+ λ(0, 1).
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16. Probar que una condicio´n necesaria y suficiente para que una hipe´rbola
sea equila´tera es que la traza de la matriz A0 sea nula.
Solucio´n:
Puesto que la traza de una matriz es invariante por cambio de base,
podemos suponer que la hipe´rbola esta´ en forma reducida normal
x2
a2
− y
2
b2
= 1.
Las as´ıntotas de la hipe´rbola son las rectas
x
a
− y
b
= 1,
x
a
+
y
b
= 1.
Estas rectas son perpendiculares si y so´lo si
1
a2
− 1
b2
= 0
y esto es as´ı, si y so´lo si a = b,
por lo que
trazaA0 =
1
a2
+
(
− 1
b2
)
= 0.
17. Determinar µ de forma que
3x2 − 5y2 − 2xy − 4x+ 2 + µ(x2 − 2y2 − xy) = 0
sea una hipe´rbola equila´tera. Para este valor de µ encontrar centro,
ecuacio´n cano´nica, as´ıntotas y focos.
Solucio´n:
Esta co´nica sera´ una hipe´rbola si detA 6= 0 y detA0 < 0, siendo A y
A0 las matrices de las formas cuadra´ticas en R
3y R2 asociadas.
Para que una hipe´rbola sea equila´tera ha de verificarse adema´s que sus
as´ıntotas sean perpendiculares, lo que es equivalente a que la traza de
A0 sea nula.
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Escribamos pues las matrices A y A0
A =

 3 + µ −1− µ2 −2−1− µ
2
−5− 2µ 0
−2 0 2

 A0 =
(
3 + µ −1− µ
2−1− µ
2
−5− 2µ
)
trA0 = 3 + µ− 5− 2µ = 0 =⇒ µ = −2,
y para este valor de µ es detA = 2 6= 0, detA0 = −1 < 0.
Luego para µ = −2 es en efecto una hipe´rbola equila´tera.
Busquemos pues, para dicho valor, el centro de la co´nica.
El centro de la co´nica es la solucio´n del sistema de ecuaciones ZtA0 +
L = 0, siendo Zt = (x, y) y L =
(−2 0)
(
x y
) (1 0
0 −1
)
+
(−2 0) = (0 0)⇐⇒ x− 2 = 0−y = 0
}
⇐⇒ x = 2
y = 0
}
luego Zt = (2, 0).
La ecuacio´n cano´nica es µ1x
2+µ2y
2+ d = 0, donde µi son los valores
propios de A0 y d = LZ + c.
A0 =
(
1 0
0 −1
)
luego µ1 = 1, µ2 = −1 d =
(−2, 0)(2
0
)
+2 = −2.
=⇒ la ecuacio´n cano´nica es: x2 − y2 − 2 = 0, ≡ x2
(
√
2)2
− y2
(
√
2)2
= 1.
Se llaman ejes de una co´nica a las rectas que pasan por el centro y que
tienen la direccio´n de los vectores propios de A0 (matriz sime´trica real)
A0 =
(
1 0
0 −1
)
luego e1 = (1, 0) , e2 = (0,−1)
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es una base ortonormal de vectores propios.
=⇒ los ejes son v1 ≡ (2, 0) + λ(1, 0)⇐⇒ y = 0,
v2 ≡ (2, 0) + λ(0, 1)⇐⇒ x = 2.
⋄ Las as´ıntotas de la hipe´rbola x
2
a2
− y
2
b2
= 1 son: x
a
= ±y
b
que para
a = b =
√
2 son x = ±y .
Las ecuaciones de las as´ıntotas en el sistema de referencia natural son:
(X = SY + Z) x− 2 = ±y
⋄ Los focos de la hipe´rbola son: (±c, 0) siendo c2 = a2 + b2, que
para a = b =
√
2 es c = 2, y en el sistema de referencia natural son:
(X = SY + Z) F1 = (4, 0), F2 = (0, 0).
18. Determinar λ de manera que la co´nica
(5 + 2λ)x2 − (3 + λ)y2 − (2 + λ)xy + 2x− 4y + 1 = 0
sea una hipe´rbola equila´tera
Solucio´n:
Sabemos que una hipe´rbola es equila´tera si y so´lo si la traza de A0 es
nula. Obliguemos pues, a que
tr
(
5 + 2λ −1
2
(2 + λ)
−1
2
(2 + λ) −(3 + λ)
)
= 0,
(5 + 2λ)− (3 + λ) = 0 =⇒ λ = −2.
Comprobemos que en efecto, para λ = −2 la co´nica es una hipe´rbola
A =

1 0 10 −1 −2
1 −2 1

 , A0 =
(
1 0
0 −1
)
detA 6= 0, y detA0 < 0
por lo que la co´nica es una hipe´rbola.
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19. a) ¿Para que valores de λ, µ ∈ R la cua´drica
x2 + y2 + z2 − r2 + λ(x− a + µy)z = 0 con a, r 6= 0.
tiene centro?.
b) Determinar el centro para los casos en que ello sea posible.
c) Probar que los centros describen un hiperboloide de una hoja y de
revolucio´n.
Solucio´n:
a) El sistema de centro es
1 0 λ20 1 λµ
2
λ
2
λµ
2
1



xy
z

 =

 00
λa
2

 (a)
detA0 =
∣∣∣∣∣∣
1 0 λ
2
0 1 λµ
2
λ
2
λµ
2
1
∣∣∣∣∣∣ = 4− λ2 − λ2µ2.
Se tiene que
i) si detA0 6= 0, el sistema es compatible y determinado.
ii) si detA0 = 0, equivalentemente 4 = λ
2(1 + µ2), (por lo que λ 6= 0),
en dicho caso para que las cua´dricas tengan centro se ha de cumplir
que
detA =
∣∣∣∣∣∣∣∣
1 0 λ
2
0
0 1 λµ
2
0
λ
2
λµ
2
1 −λa
2
0 0 −λa
2
−r2
∣∣∣∣∣∣∣∣
= 0.
(Si detA 6= 0 la cua´drica ser´ıa un paraboloide que no tiene centro).
Calculemos pues, dicho determinante
detA = −r2 − a
2λ2
4
+
r2λ2µ2
4
+
λ2r2
4
.
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Si detA = 0 entonces
r2
a2λ2
4
=
r2λ2
4
(1 + µ2).
Teniendo en cuenta que 1 + µ2 =
4
λ2
ha de ser
a2λ2
4
= 0, pero a 6= 0 y
λ 6= 0.
Luego si detA0 = 0, la cua´drica no tiene centro.
b) Resolviendo el sistema del centro (a) obtenemos, para cada valor de
λ y µ verificando la condicio´n i), las coordenadas del centro.
x = − aλ
2
4− λ2 − λ2µ2
y = − aλµ
2
4− λ2 − λ2µ2
z =
2aλ
4− λ2 − λ2µ2


(b)
c) Describamos de forma impl´ıcita la “superficie”que tenemos definida
en forma parame´trica, descrita por los centros
ϕ : U −→ R3
(λ, µ) −→ (− aλ
2
4− λ2 − λ2µ2 ,−
aλ2µ
4− λ2 − λ2µ2 ,
2aλ
4− λ2 − λ2µ2 ).
Para ello eliminemos los para´metros λ y µ de las ecuaciones (b)
Primero observamos que si z = 0 entonces x = y = 0, luego (0, 0, 0)
esta´ en el lugar geome´trico buscado. Sea pues z 6= 0, entonces
λ = −2x
z
, µ =
y
x
y sustituyendo en la tercera ecuacio´n tenemos la siguiente ecuacio´n
x2 + y2 − z2 − ax = 0 (c)
y observamos que (0, 0, 0) verifica la ecuacio´n.
La ecuacio´n (c) es en efecto, un hiperboloide de una hoja y de revolu-
cio´n.
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Observacio´n 5.4.6. Una cua´drica se dice de revolucio´n si tiene al menos,
dos valores propios iguales.
20. Consideremos la cua´drica
x2 + y2 + 2xy − 2z = 0
y el punto p = (0, 1,−1).
a) Determinar el cono tangente a Q desde p.
b) Determinar el contorno aparente desde p.
Solucio´n:
a)
A =


1 1 0 0
1 1 0 0
0 0 0 −1
0 0 −1 0

 .
=⇒
ϕ(p, p) =
(
0 1 −1 1)


1 1 0 0
1 1 0 0
0 0 0 −1
0 0 −1 0




0
1
−1
1

 = 3,
ϕ(x, p) =
(
x y z 1
)


1 1 0 0
1 1 0 0
0 0 0 −1
0 0 −1 0




0
1
−1
1

=x+ y − z + 1,
ϕ(x, x) = x2 + y2 + 2xy − 2z.
=⇒ 3(x
2 + y2 + 2xy − 2z)− (x+ y − z + 1)2 = 0,
2x2 + 2y2 − z2 + 4xy + 2xz + 2yz − 2x− 2y + 4z − 1 = 0.
b) El conjunto buscado es
(x+ y)2 − 2z = 0
x+ y − z + 1 = 0
}
.
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21. Consideremos la cua´drica
x2 + y2 + z2 − 2z = 0
y el punto p = (0, 1, 1, 0).
a) Determinar el cilindro proyectante de Q en la direccio´n de p.
b) Determinar el contorno aparente desde p.
Solucio´n
a) La matriz de la cua´drica es
A =


1 0 0 0
0 1 0 0
0 0 1 −1
0 0 −1 0

 .
=⇒
ϕ(p, p) =
(
0 1 1 0
)


1 0 0 0
0 1 0 0
0 0 1 −1
0 0 −1 0




0
1
1
0

 = 2,
ϕ(x, p) =
(
x y z 1
)


1 0 0 0
0 1 0 0
0 0 1 −1
0 0 −1 0




0
1
1
0

 = y + z − 1,
ϕ(x, x) = x2 + y2 + z2 − 2z.
Luego
2(x2 + y2 + z2 − 2z)− (y + z − 1)2 = 0.
b) El conjunto pedido es
x2 + y2 + z2 − 2z = 0
y + z − 1 = 0
}
.
22. Consideremos la cua´drica
x2 − 2xy + y2 − 4z − 4 = 0.
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Determinar un punto p situado en el eje z tal que si se ilumina la
cua´drica desde p, los puntos situados por encima del plano z = 0 quedan
a la sombra.
Solucio´n:
La matriz de la cua´drica es
A =


1 −1 0 0
−1 1 0 0
0 0 0 −2
0 0 −2 −4

 .
El punto p tiene por coordenadas (0, 0, z0, 1). El plano polar de p re-
specto la cua´drica es
ϕ(x, p) = 0 =
(
0 0 z0 1
)


1 −1 0 0
−1 1 0 0
0 0 0 −2
0 0 −2 −4




x
y
z
1


= −2z − 2z0 − 4.
Observamos que dicho plano es el que contiene al contorno aparente
del cono tangente a la cua´drica desde p.
Obliguemos a que dicho plano sea el plano z = 0, tenemos entonces
z0 = −2.
23. En R3 consideremos una elipse E y un plano π1 no paralelo al plano de
la elipse πE . Hallar el lugar geome´trico de los ve´rtices de los conos que
pasan por la elipse y que son cortados por π1 siguiendo una circunfe-
rencia.
Solucio´n:
Elijamos el sistema de referencia ma´s adecuado para esta situacio´n.
Puesto que si π1 corta a los conos segu´n circunferencias cualquier plano
paralelo a este cortara´ tambie´n segu´n circunferencias (aunque de dis-
tinto radio), podemos considerar π el plano paralelo a π1 pasando por
el centro de la elipse.
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Tomamos como plano xy el plano de la elipse πE. Obviamente tomamos
como origen de coordenadas O, el centro de la elipse. Escogemos como
eje x a la recta interseccio´n del plano π con πE (Observar que dichos
planos no son paralelos), el vector e1 sera´ un vector unitario en esta
direccio´n. Como eje y tomamos la recta ortogonal respecto la me´trica
que define la elipse, al eje x en el plano xy pasando por O y como
vector e2 un vector unitario en dicha direccio´n. Finalmente como eje z
la recta de ma´xima pendiente del plano π sobre πE pasando por O y
como vector e3 un vector unitario en la direccio´n del eje z.
Con este sistema de referencia la elipse tiene por ecuacio´n
x2
a2
+
y2
b2
− 1 = 0.
La ecuacio´n del plano π es y = 0.
Sea p = (x0, y0, z0) un punto del lugar geome´trico, es decir el ve´rtice de
uno de los conos . Busquemos la ecuacio´n del cono, esto es la ecuacio´n
del cono de ve´rtice p y que pasa por la elipse E.
Para ello busquemos la familia de rectas que pasan por p
x1 = x0 + λ(x− x0)
y1 = y0 + λ(y − y0)
z1 = z0 + λ(z − z0)


Obliguemos a que estas rectas sean tangentes a la elipse (es decir deter-
minen el cono). Los puntos (x, y, 0), interseccio´n de la familia de rectas
con el plano z = 0, han de ser de la elipse. Luego han de verificar que
(x0 + λ(x− x0))2
a2
+
y0 + λ(y − y0)2
b2
− 1 = 0
por lo que, eliminando el para´metro λ tenemos la ecuacio´n del cono
(λ = − z0
z − z0 ) tenemos
(zx0 − xz0)2
a2
+
(zy0 − yz0)2
b2
− (z − z0)2 = 0.
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Cortamos ahora, el cono por el plano y = 0, y obligamos a que la
interseccio´n sea una circunferencia. La ecuacio´n de la circunferencia es
(x− a1)2 + (z − a2)2 = r2
y = 0
}
(Notar que los ejes x y z son perpendiculares).
Hagamos pues y = 0 en la ecuacio´n del cono
z20
a2
x2 +
(
x20
a2
+
y20
b2
− 1
)
z2 − 2x0z0
a2
xz − z2 − 2zz0 = 0
y esta ecuacio´n ha de ser
x2 + z2 − 2aax− 2z2z + a21 + a22 − r2 = 0,
por lo que
y20
b2
− z
2
0
a2
− 1 = 0
x0 = 0


que es la ecuacio´n de una hipe´rbola contenida en el plano yz.
24. Sean r y s dos rectas que se cruzan en R3 y se considera el haz de planos
que pasa por s. Probar que el conjunto de las proyecciones ortogonales
de la recta r sobre cada uno de los planos del haz describe una cua´drica.
Clasificarla.
Solucio´n:
Empecemos escogiendo un buen sistema de referencia
eje x la recta s
eje z recta perpendicular comu´n a r y s
eje y la recta perpendicular al plano xz pasando por la interseccio´n de
las rectas x y z.
(los ejes son pues, perpendiculares).
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Puesto que el eje del haz de planos es el eje x la ecuacio´n del haz de
planos es
ay + bz = 0 (1)
(Para cada a y b tenemos un plano que contiene al eje x).
Puesto que la recta r es perpendicular al eje z, la ecuacio´n de la recta
es
z = a
y = mx
}
La proyeccio´n de la recta r sobre el plano xy (que es uno del haz) es la
interseccio´n del plano ortogonal al xy y que contiene a r. De hecho el
lugar geome´trico es la interseccio´n de los planos ortogonales a los del
haz que contienen a la recta r.
Busquemos pues el haz de planos de eje r
λ(y −mx) + µ(z − a) = 0 (2)
Para que los dos haces de planos sean ortogonales han de serlo los
vectores directores
vector director del primer haz v1 = (0, a, b),
vector director del segundo haz v2 = (−λm, λ, µ).
Obliguemos a que sean perpendiculares
v1.v2 = aλ+ bµ = 0. (3)
Entonces de 1), 2), y 3) tenemos
ay + bz = 0
λ(y −mx) + µ(z − a) = 0
aλ+ bµ = 0

 ⇒
y = cλ
z = cµ
⇒
y(y −mx) + z(z − a) = 0
y2 −mxy + z2 − az = 0
Vemos pues, que el lugar geome´trico buscado es en efecto, una cua´drica.
Clasifique´mosla
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A0 =

 0 −m2 0−m
2
1 0
0 0 1


cuyo determinante es detA0 = −m
2
4
. Luego si m 6= 0 la cua´drica tiene
centro u´nico. Si m = 0 el sistema del centro es
0 0 00 1 0
0 0 1



xy
z

 = −

00
a
2


sistema compatible indeterminado luego tiene una variedad de centros.
Para m 6= 0 los valores propios de A0 son
λ1 = 1, λ2 =
1 +
√
1 +m2
2
, λ3 =
1−√1 +m2
2
,
puesto que 1 +m2 > 1 tenemos que λ2 > 0 y λ3 < 0.
Para m = 0 los valores propios son de A0 son
λ1 = λ2 = 1, λ3 = 0.
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Cap´ıtulo 6
Variedades impl´ıcitas.
Extremos ligados
6.1. Definicio´n y ejemplos
Definicio´n 6.1.1. Sea V 6= ∅ un subconjunto de Rn. Diremos que V es una
variedad impl´ıcita de dimensio´n d si existe un conjunto abierto U ⊂ Rn y
una aplicacio´n f : U −→ Rq con n ≥ q tal que
1. V = {x ∈ U | f(x) = 0}
2. d = n− q
3. f ∈ C∞
4. rango dfx = q, ∀x ∈ V , (dfx es la diferencial de f en x).
En dicho caso decimos que V es la variedad impl´ıcita definida en U por la
ecuacio´n f(x) = 0.
Ejemplo 6.1.1. Sea V = {(x, y, z) ∈ R3 | x + y + z = 0; x2 + y = 0}
f : U ⊂ R3 −→ R2, f(x, y, z) = (x+ y + z, x2 + y).
rango dfx = rango
(
1 1 1
2x 1 0
)
= 2
Por lo tanto el sistema
x+ y + z = 0
x2 + y = 0
}
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define una variedad impl´ıcita de dimensio´n 1.
Las variedades impl´ıcitas de dimensio´n 1 dentro de Rn, reciben el nombre de
curvas.
Las variedades impl´ıcitas de dimensio´n n−1 dentro de Rn, reciben el nombre
de hipersuperf´ıcies, y en el caso particular de n = 3 de superf´ıcie.
6.2. Sistemas de coordenadas
Sea V una variedad impl´ıcita de dimensio´n d contenida en Rn. Un sistema
de coordenadas de V es una aplicacio´n ϕW −→ Rn tal que
1. W es un conjunto abierto de Rd y ϕ ∈ C∞W −→ Rn
2. ϕ(W ) ⊂ V
3. rango dϕx = d, ∀x ∈W
Si ϕ(W ) = V entonces diremos que el sistema de coordenadas es global.
Ejemplo 6.2.1. Sea V la elipse
x2
9
+
y2
4
= 1
Entonces
ϕ : (0, 2π) −→ R2
t −→ (3 cos t, 2sen t),
es un sistema de coordenadas para la curva.
Observamos que ϕ(0, 2π) 6= V ya que (3, 0) /∈ ϕ((0, π)) por lo tanto el sistema
de coordenadas no es global
6.3. El espacio tangente
Sea V una variedad impl´ıcita
{x = (x1, . . . , xn) | f(x) = (f1(x1, . . . , xn), . . . , fq(x1, . . . , xn)) = 0}
de dimensio´n d y α : I −→ Rn una funcio´n C∞ de un intervalo I de R en
Rn.
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Diremos que α esta´ definida sobre V si α(I) ⊂ V que expl´ıcitamente escribi-
mos
f1(α1(t), . . . , αn(t)) = 0
...
fq(α1(t), . . . , αn(t)) = 0


Definicio´n 6.3.1. Sea x0 ∈ V , diremos que un vector v ∈ Rn es tangente a
V en x0 si v = α
′(t0) siendo α : I −→ Rn una funcio´n C∞ definida sobre V
y α(t0) = x0
Al conjunto de todos los vectores tangentes a V en x0 lo denotamos por Tx0V
Proposicio´n 6.3.1. Sea V una variedad impl´ıcita {x ∈ U | f(x) = 0} y sea
ϕ un sistema de coordenadas de V tal que x0 = ϕ(y0) con y0 ∈W . Entonces
Tx0V = dϕy0(R
d) = Ker dfx0 (6.1)
Consideremos ahora, una superficie en R3 definida de forma impl´ıcita, es
decir de la forma
S = {p = (x, y, z) ∈ R3 | f(x, y, z) = 0, rangofp = 1}.
(f es una funcio´n diferenciable en el abierto de definicio´n de la funcio´n).
Proposicio´n 6.3.2. Sea p = (x0, y0, z0) ∈ S, el plano tangente a S en el
punto p, viene dado por la siguiente ecuacio´n
∂f
∂x |p
(x− x0) + ∂f
∂y |p
(y − y0) + ∂f
∂z |p
(z − z0) = 0.
Una curva en R3 puede estar definida de forma impl´ıcita como interseccio´n
de dos superficies, es decir de la forma
C = {(x, y, z) ∈ R3 | f1(x, y, z) = 0, f2(x, y, z) = 0}.
(siendo f1 y f2 dos funciones diferenciables en el abierto de definicio´n). Por
lo que, de la proposicio´n 6.3.2 tenemos
Corolario 6.3.1. Sea p = (x0, y0, z0) ∈ S, la recta tangente a C en el punto
p, viene dado por la interseccio´n de los planos tangentes en el punto, a las
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superficies que definen la curva. Es decir mediante el siguiente sistema de
ecuaciones
∂f1
∂x |p
(x− x0) + ∂f1
∂y |p
(y − y0) + ∂f1
∂z |p
(z − z0) = 0
∂f2
∂x |p
(x− x0) + ∂f2
∂y |p
(y − y0) + ∂f2
∂z |p
(z − z0) = 0


.
6.4. Extremos condicionados
Sea U un conjunto abierto de Rn y f, gj, j = 1, . . . , ℓ < n funciones diferen-
ciables en U de clase C2 por lo menos.
Nos planteamos el problema de hallar extremos relativos de la funcio´n f(x)
para los puntos x que satisfacen gj(x) = 0, j = 1, . . . , ℓ < n.
De forma ma´s precisa
Definicio´n 6.4.1. Diremos que f(p) con p ∈ U es un mı´nimo de f condi-
cionado a las restricciones gi(x) = 0, j = 1, . . . , ℓ < n si
f(p+ q) ≥ f(p)
para todo q ∈ Rn con ‖q‖ < ε para un cierto ε > 0 conveniente. tal que
gj(p+ q) = 0, j = 1, . . . , ℓ < n.
Ana´logamente
Definicio´n 6.4.2. Diremos que f(p) con p ∈ U es un ma´ximo de f condi-
cionado a las restricciones gi(x) = 0, j = 1, . . . , ℓ < n si
f(p+ q) ≤ f(p)
para todo q ∈ Rn con ‖q‖ < ε para un cierto ε > 0 conveniente. tal que
gj(p+ q) = 0, j = 1, . . . , ℓ < n.
Si suponemos que
V = {x ∈ U | g1 = 0, . . . , gℓ = 0}
es no vac´ıo y que rank d(g1, . . . , gℓ)x = ℓ para todo x ∈ V , tenemos que V es
una variedad impl´ıcita y el problema se traduce a buscar extremos relativos
de una funcio´n definida sobre la variedad.
6.4. EXTREMOS CONDICIONADOS 177
6.4.1. Multiplicadores de Lagrange
En los problemas de optimizacio´n, el me´todo de los multiplicadores de La-
grange, es un procedimiento para encontrar los ma´ximos y mı´nimos de fun-
ciones de varias variables sujetas a restricciones. Este me´todo reduce el prob-
lema restringido con n variables a uno sin restricciones de n + k variables,
donde k es el nu´mero de restricciones, y cuyas ecuaciones pueden resolverse
de una manera ma´s sencilla. Estas nuevas variables introducidas, una para
cada restriccin, reciben el nombre multiplicadores de Lagrange.
El me´todo de los multiplicadores de Lagrange consiste pues en buscar los
extremos condicionados de una funcio´n con k restricciones, calculando los
extremos sin restricciones de una nueva funcio´n construida como una com-
binacio´n lineal de la funcio´n y las restricciones, donde los coeficientes de las
restricciones son los multiplicadores.
Sea f(x) una funcio´n definida sobre un conjunto abierto U de Rn. Se desea
buscar los extremos de esta funcio´n con las restricciones gj(x) = 0, j = 1, ..., ℓ.
Se construye la funcio´n
h(x, λ1, . . . , λℓ) = f(x) + λ1g1(x) + . . .+ λℓgℓ(x)
y se trata de buscar un extremo de la funcio´n h
Los posibles extremos de h son los puntos (x, λi) tales que
∂h
∂xi
=
∂f
∂xi
+
∑
1≤j≤ℓ λj
∂gj(x)
∂xi
= 0
∂h
∂λi
= gi(x) = 0
Ejemplo 6.4.1. Dada la funcio´n f(x, y) = x2y los extremos condicionados de
dicha funcin cuya restriccio´n g(x, y) = x2 + 2y2 − 6.
Construimos la funcio´n h(x, y, λ) = x2y + λ(x2 + 2y2 − 6)
Resolvamos la ecuacio´n
∂h
x
= 0,
∂h
y
= 0,
∂h
λ
= 0,
2xy + 2xλ = 0
x2 + 4yλ = 0
x2 + 2y2 − 6 = 0


Cuyas soluciones son
i) (2, 1), λ = −1, ii) (−2, 1), λ = −1, iii) (2,−1), λ = 1,
iv) (−2,−1), λ = 1, v) (0,√3), λ = 0, vi) (0,−√3), λ = 0.
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En los puntos (2, 1), (−2, 1) la funcio´n toma el valor 4, en los puntos (2,−1),
(−2,−1) el valor -4 y en los otros dos puntos se anula.
Luego el valor ma´ximo es 4 y el mı´nimo es -4.
6.5. Ejercicios resueltos
1. Consideremos la superficie
xy + yz + exy + eyz − 2 = 0
a) ¿ Es el punto (1, 0,−1) de la superficie?.
b) Determinar el plano tangente en el punto (0, 1, 0).
Solucio´n:
Primeramente especificamos la funcio´n f y sus derivadas parciales.
f(x, y, z) = xy + yz + exy + eyz − 2
∂f
∂x
= y + yexy,
∂f
∂y
= x+ z + xexy + zeyz
∂f
∂z
= y + yeyz.
a) Claramente el punto verifica la ecuacio´n, ahora bien
∂f
∂x |p
= 0,
∂f
∂y |p
= 0,
∂f
∂z |p
= 0.
Luego el punto no es de S.
b) Claramente el punto verifica la ecuacio´n y
∂f
∂x |p
= 0,
∂f
∂y |p
= 0,
∂f
∂z |p
= 2.
Luego el punto es de S y el plano tangente en dicho punto es
2(z − 0) = 0 ⇐⇒ z = 0.
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2. Determinar los extremos locales de la funcio´n
f(x, y, z) =
x2
2
+
y2
2
+ 2xz − yz,
ligados a la condicio´n x− y − z − 6 = 0.
Solucio´n:
Llamemos g(x, y, z) a la funcio´n que define impl´ıcitamente la superficie.
Consideremos la funcio´n
L(x, y, z) = f(x, y, z) + λg(x, y, z)
Busquemos los puntos de la superficie para los cuales se anula la difer-
encial de la funcio´n L
∂L
∂x
= x+ 2z + λ = 0
∂L
∂y
= y − z − λ = 0
∂L
∂z
= 2x− y − λ = 0
x− y − z − 6 = 0


⇒
x = 3
y = 1
z = −4
λ = 5
El Hessiano de L en el punto p = (3, 1,−4) y λ = 5 es
Hp =


∂2L
∂x2
∂2L
∂x∂y
∂2L
∂x∂z
∂2L
∂x∂y
∂2L
∂y2
∂2L
∂y∂z
∂2L
∂x∂z
∂2L
∂y∂z
∂2L
∂z2


p
=

1 0 20 1 −1
2 −1 0


Busquemos el espacio tangente a la variedad en el punto p, para ello
empezamos determinando el vector normal en p a la variedad
▽gp =
(
∂g
∂x
,
∂g
∂y
,
∂g
∂z
)
p
= (1,−1,−1).
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Por lo tanto
TpV = [(1, 0, 1), (0, 1,−1)].
Restrinjamos Hp a TpV , nos queda
(
1 0 1
0 1 −1
)1 0 20 1 −1
2 −1 0



1 00 1
1 −1

 = ( 5 −3−3 3
)
que es una forma cuadra´tica definida positiva, luego p es el u´nico punto
donde se alcanza un extremo ligado y es un mı´nimo.
3. Determinar los extremos locales de la funcio´n
f(x, y, z) = x3 + y3,
ligados a la condicio´n g(x, y) = x2 + y2 − 5 = 0.
Solucio´n:
Consideremos la funcio´n
L(x, y) = f(x, y) + λg(x, y)
Busquemos los puntos de la curva para los cuales se anula la diferencial
de la funcio´n L
∂L
∂x
= 3x2 + 2λx = 0
∂L
∂y
= 3y2 + 2λy = 0
x2 + y2 − 5 = 0


⇒
x1 =
√
5
2
y1 =
√
5
2
λ1 = −3
2
√
5
2
x2 = −
√
5
2
y2 = −
√
5
2
λ2 =
3
2
√
5
2
El Hessiano de L es
H =


∂2L
∂x2
∂2L
∂x∂y
∂2L
∂x∂y
∂2L
∂y2


p
=
(
6x+ 2λ 0
0 6y + 2λ
)
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Dicho Hessiano en el punto p =
(√
5
2
,
√
5
2
)
λ = −3
2
√
5
2
es
Hp =

3
√
5
2
0
0 3
√
5
2

 ,
que es definida positiva, luego la restriccio´n al espacio tangente a la
variedad seguira´ siendo definida positiva. Por lo tanto en p se alcanza
un mı´nimo relativo.
En el punto p =
(
−
√
5
2
,−
√
5
2
)
λ =
3
2
√
5
2
es
Hp =

−3
√
5
2
0
0 −3
√
5
2

 ,
que es definida negativa, luego la restriccio´n al espacio tangente a la
variedad seguira´ siendo definida negativa. Por lo tanto en p se alcanza
un ma´ximo relativo.
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Cap´ıtulo 7
Curvas y superf´ıcies
parametrizadas
7.1. Curvas parametrizadas
Definicio´n 7.1.1. Una parametrizacio´n regular de una curva C es una apli-
cacio´n ϕ de un intervalo I de R en Rn
ϕ : I −→ Rn
t −→ (ϕ1(t), ϕ2(t), . . . , ϕn(t)),
tal que
a) ϕ es diferenciable en I.
b) dϕ 6= 0 ∀t ∈ I.
Sea C una curva parametrizada por
ϕ : I −→ Rn
t −→ (ϕ1(t), ϕ2(t), . . . , ϕn(t)),
Consideremos ahora la funcio´n
s(t) =
∫ t
t0
∥∥∥∥dϕdt
∥∥∥∥ dt =
∫ t
t0
‖ϕ′(t)‖dt.
Si t ≥ t0 entonces s ≥ 0 y es igual a la longitud de la curva comprendida
entre t0 y t.
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Puesto que s′(t) =
∥∥∥∥dϕdt
∥∥∥∥, s puede utilizarse para parametrizar la curva y le
llamaremos para´metro arco.
Dada una curva C definida de forma parame´trica por ϕ, la recta tangente a
la curva en un punto t0 es la recta que pasa por ϕ(t0) y su direccio´n es ϕ
′(t0).
Dada una curva ϕ parametrizada por t y por el para´metro arco. El vector
tangente ϕ′ =
dϕ
dt
puede calcularse mediante el para´metro arco y tenemos la
siguiente proposicio´n.
Proposicio´n 7.1.1.
dϕ
ds
=
dϕ
dt
dt
ds
.
Teniendo en cuenta la definicio´n de s,
Observamos que ∥∥∥∥dϕds
∥∥∥∥ =
∥∥dϕ
dt
∥∥∥∥ds
dt
∥∥ = 1.
Luego
dϕ
ds
es un vector unitario que lo llamaremos vector tangente unitario
y lo denotaremos por t.
El vector tangente unitario puede deducirse directamente de ϕ(t) de la forma
Proposicio´n 7.1.2.
ϕ′ = t‖ϕ′‖,
Demostracio´n. Basta observar de la definicio´n de s, que
ds
dt
=
∥∥∥∥dϕdt
∥∥∥∥.
Definicio´n 7.1.2. Dada una curva C, expresada mediante el para´metro arco
ϕ(s), llamaremos vector curvatura en el punto p ∈ C al vector k definido por
k = k(s) = t′(s).
El vector k, puede obtenerse directamente de cualquier parametrizacio´n ϕ(t)
sin calcular su expresio´n mediante el para´metro arco. Para ello basta utilizar
la regla de la cadena
dt
ds
=
dt
dt
dt
ds
=
dt
dt∥∥dϕ
dt
∥∥ .
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La norma del vector curvatura se denomina curvatura de la curva.
La curvatura k se expresa en funcio´n de ϕ(t) de la siguiente manera:
k(t) =
‖ϕ′(t) ∧ ϕ′′(t)‖
‖ϕ′(t)‖3 .
7.1.1. Triedro de Frenet
Dada una curva C parametrizada por el para´metro arco ϕ(s). Se denomina
triedro de Frenet a los vectores definidos por
t(s) = ϕ′(s)
n(s) =
k (s)
‖k(s)‖
b(s) = t(s) ∧ n(s)


.
Podemos determinar el triedro de Frenet directamente de cualquier parame-
trizacio´n ϕ(t), de la curva aunque esta no este´ expresada mediante el para´metro
arco:
Proposicio´n 7.1.3.
t(t) =
ϕ′(t)
‖ϕ′(t)‖
n(t) = b(t) ∧ t(t)
b(t) =
ϕ′(t) ∧ ϕ′′(t)
‖ϕ′(t) ∧ ϕ′′(t)‖


.
Definicio´n 7.1.3. a) Dada una curva C llamaremos plano normal de C en
un punto p ∈ C al plano que pasa por p y tiene por subespacio director el
generado por el vector normal principal n y el vector binormal b.
b) Dada una curva C llamaremos plano osculador de C en un punto p ∈ C
al plano que pasa por p y tiene por subespacio director el generado por el
vector tangente t y el vector normal principal n.
c) Dada una curva C llamaremos plano rectificante de C en un punto p ∈ C
al plano que pasa por p y tiene por subespacio director el generado por el
vector tangente t y el vector binormal b.
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Dada una curva C parametrizada por el para´metro arco ϕ(s), observamos
que b′(s) tiene la direccio´n de n(s)
b′(s) = −τ(s)n(s) = τ(s)(t(s) ∧ b(s)).
El coeficiente τ(s) recibe el nombre de torsio´n de la curva.
La torsio´n se puede calcular directamente de cualquier parametrizacio´n ϕ(t),
aunque esta no sea mediante el para´metro arco, de la siguiente forma
Proposicio´n 7.1.4.
τ(t) = −det(ϕ
′(t), ϕ′′(t), ϕ′′′(t))
‖ϕ′(t) ∧ ϕ′′(t)‖2 .
7.2. Superficies parametrizadas
Definicio´n 7.2.1. Una parametrizacio´n regular de una superficie S de R3,
es una aplicacio´n ϕ de un conjunto abierto U del plano R2 en R3
ϕ : U −→ R3
(u, v) −→ (ϕ1(u, v), ϕ2(u, v), ϕ3(u, v)),
tal que
a) ϕ es diferenciable en U .
b) la matriz de la diferencial (o jacobiano) de ϕ es de rango ma´ximo, esto es
rango


∂ϕ1
∂u
∂ϕ1
∂v
∂ϕ2
∂u
∂ϕ2
∂v
∂ϕ3
∂u
∂ϕ3
∂v

 = 2, ∀(u, v) ∈ U .
Proposicio´n 7.2.1. La segunda condicio´n de la definicio´n anterior es equi-
valente a
b’)
∂ϕ
∂u
∧ ∂ϕ
∂v
6= 0 ∀(u, v) ∈ U .
Demostracio´n. Supongamos que
rango


∂ϕ1
∂u
∂ϕ1
∂v
∂ϕ2
∂u
∂ϕ2
∂v
∂ϕ3
∂u
∂ϕ3
∂v

 = 2, ∀(u, v) ∈ U ,
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existira´ pues, algu´n menor de orden dos de la matriz no nulo para todo
(u, v) ∈ U .
Describamos todos los menores
a =
∣∣∣∣∣∣∣
∂ϕ1
∂u
∂ϕ1
∂v
∂ϕ2
∂u
∂ϕ2
∂v
∣∣∣∣∣∣∣ , b =
∣∣∣∣∣∣∣
∂ϕ2
∂u
∂ϕ2
∂v
∂ϕ3
∂u
∂ϕ3
∂v
∣∣∣∣∣∣∣ , c =
∣∣∣∣∣∣∣
∂ϕ1
∂u
∂ϕ1
∂v
∂ϕ3
∂u
∂ϕ3
∂v
∣∣∣∣∣∣∣
Ahora bien
∂ϕ
∂u
∧ ∂ϕ
∂v
= (c,−b, a),
luego es no nulo para todo (u, v) ∈ U .
Rec´ıprocamente, si
(c,−b, a) 6= 0, ∀ (u, v) ∈ U
algu´n valor de a, b o c es no nulo por lo que algu´n menor de orden dos de la
matriz es no nulo y la matriz tendra´ rango dos.
7.2.1. Primera y segunda forma fundamental
A una superficie parametrizada regular ϕ : R2 −→ R3, se le puede asociar
dos formas cuadra´ticas llamadas primera y segunda forma fundamental de la
siguiente manera
I =
(
E F
F G
)
II =
(
e f
f g
)
donde
E =< ϕu, ϕu >,
F =< ϕu, ϕv >,
G =< ϕv, ϕv >,
e =
det(ϕu, ϕv, ϕuu)√
EG− F 2 ,
f =
det(ϕu, ϕv, ϕuv)√
EG− F 2 ,
g =
det(ϕu, ϕv, ϕvv)√
EG− F 2 .
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Curvatura de Gauss y curvatura media
Definicio´n 7.2.2. Llamaremos curvatura de Gauss a
K =
eg − f 2
EG− F 2 ,
y curvatura media a
H =
eG + gE − 2fF
2(EG− F 2) .
Estos valores permiten clasificar los puntos de la superficie:
- el´ıptico si K > 0
- hiperbo´lico si K < 0
- parabo´lico si K = 0, H 6= 0
- plano si K = H = 0.
7.3. Ejercicios resueltos
1. Probar que
ϕ : [0, 2π] −→ R2
t −→ ((2 cos t− 1) cos t, (2 cos t− 1)sen t)
es una parametrizacio´n de una curva en R2.
Solucio´n:
Claramente ϕ ∈ C∞, estudiemos el rango de su diferencial
dϕ = (−2sen t cos t− (2 cos t− 1)sen t,−2sen2t+ (2 cos t− 1) cos t) =
= (−2sen 2t+ sen t, 2 cos 2t− cos t).
Comprobemos que dϕ 6= (0, 0) para todo t ∈ [0, 2π]. Para ello calcule-
mos ‖dϕ‖2.
‖dϕ‖2 = 4sen22t+ sen2t− 4sen 2t · sen t+ 4 cos2 2t+ cos2 t− 4 cos 2t cos t =
= 5− 4 cos t > 0 ∀t ∈ [0, 2π].
Luego en efecto, ϕ es una parametrizacio´n.
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2. Probar que
ϕ : R −→ R2
t −→ (t+ 1, t2 + 3)
es una parametrizacio´n de una curva en R2.
Solucio´n:
Claramente ϕ ∈ C∞. Calculemos dϕ,
dϕ = (1, 2t) 6= (0, 0), para todo t ∈ R.
3. Determinar la recta tangente a la curva
ϕ : R −→ R3
t −→ (t, t2, t3)
en el punto t = 1.
Solucio´n:
Calculemos el punto de paso de la recta
ϕ(1) = (1, 1, 1),
y ahora la direccio´n
dϕ|t=1 = (1, 2t, 3t
2)|t=1 = (1, 2, 3).
La recta buscada es pues,
(x, y, z) = (1, 1, 1) + λ(1, 2, 3).
4. Expresar mediante el para´metro arco la curva ϕ : R −→ R3 siguiente
ϕ(t) = (et cos t, etsen t, et).
Solucio´n:
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Calculemos ϕ′(t)
ϕ′(t) = et(cos t)− sen t) + et(sen t+ cos t) + et).
Luego
‖ϕ′(t)‖ =
=
√
e2t(cos2 t+ sen2t− 2 cos tsen t) + e2t(cos2 t+ sen2t+ 2 cos tsen t) + e2t,
s(t) =
∫ t
t0
∥∥∥∥dϕdt
∥∥∥∥ dt =
∫ t
0
√
3et =
√
3(et − 1).
Despejando t, tenemos que
t = ln
(
s√
3
+ 1
)
.
Sustituyendo t en la curva tenemos
ψ : I −→ R3
s −→ ψ(s) = ϕ(t(s)),
ϕ(t(s)) = ((
s√
3
+ 1) cos ln(
s√
3
+ 1), (
s√
3
+ 1)sen ln(
s√
3
+ 1),
s√
3
+ 1),
donde I = (−√3,∞).
5. Dada la curva
ϕ(t) = (a cos t, asen t),
con a > 0.
Determinar el vector tangente unitario as´ı como el vector curvatura.
Solucio´n:
ϕ′(t) = (−asen t, a cos t),
‖ϕ′(t)‖ =
√
a2sen2 t+ a2 cos2 t = a,
t = (−sen t, cos t),
k = −1
a
(cos t, sen t).
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6. Consideremos la curva C definida por
ϕ : (−π, π) −→ R3
t −→ (cos t, sen t, ch t).
Calcular la curvatura de dicha curva.
Solucio´n:
Calculemos ϕ′(t) y ϕ′′(t)
ϕ′(t) = (−sent, cos t, sht)
ϕ′′(t) = (− cos t,−sent, cht),
tenemos que:
k(t) =
√
1 + sh2t+ ch2t
(
√
1 + sh2t)3
=
√
2
(cht)2
,
7. Sea C la curva de R3 parametrizada de la forma
ϕ : R −→ R3
t −→ (1 + t, 2t2, t2).
Determinar el plano osculador en t = 1.
Solucio´n:
Para ello calculamos el vector binormal (que es el vector normal a dicho
plano)
ϕ′(t) = (1, 4t, 2t)
ϕ′′(t) = (0, 4, 2)
b(t) =
(1, 4t, 2t) ∧ (0, 4, 2)
‖(1, 4t, 2t) ∧ (0, 4, 2)‖
b(1) =
1√
20
(0,−2, 4).
Luego el plano osculador es
−2y + 4z + a = 0,
y como tiene que pasar por ϕ(1) = (2, 2, 1) es a = 0.
192 CAPI´TULO 7. CURVAS Y SUPERFI´CIES PARAMETRIZADAS
8. Consideremos la curva C parametrizada por
ϕ : (−π, π) −→ R3
t −→ (cos t, sen t, ch t).
Calcular la torsio´n de dicha curva.
Solucio´n:
Calculemos las derivadas sucesivas de ϕ
ϕ′(t) = (−sen t, cos t, sh t),
ϕ′′(t) = (− cos t,−sen t, ch t),
ϕ′′′(t) = (sen t,− cos t, sh t).
Luego
τ(t) = − (sh t+ sh t)
(
√
1 + sh2t)3
= − 2sh t
(cht)3
.
Observacio´n 7.3.1. La curva no es plana ya que su torsio´n no es nula.
9. Estudiar el triedro de Frenet, curvatura y torsio´n de la curva
ϕ(t) = (a cos t, a sen t, bt), a > 0, b 6= 0.
Solucio´n:
Calculemos las derivadas sucesivas de ϕ
ϕ′(t) = (−a sen t, a cos t, b)
ϕ′′(t) = (−a cos t,−a sen t, 0)
ϕ′′′(t) = (a sen t,−a cos t, 0).
Luego
‖ϕ′(t)‖ =
√
a2 + b2
y por tanto
t(t) =
1√
a2 + b2
(−a sen t, a cos t, b).
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Calculemos
ϕ′(t) ∧ ϕ′′(t) = (ab sen t,−ab cos t, a2)
y
‖ϕ′(t) ∧ ϕ′′(t)‖ =
√
a2b2 + a4
luego
b(t) =
1√
a2 + b2
(b sen t, b cos t, a)
Finalmente
n(t) = b(t) ∧ t(t) = (− cos t,−sen t, 0).
Para obtener la curvatura aplicamos la fo´rmula y tenemos
k(t) =
a√
a2 + b2
.
Igualmente obtenemos la torsio´n
τ(t) = − b
a2 + b2
.
10. Determinar el triedro de Frenet en t = 1, de la curva
ϕ(t) = (1 + t,−t2, 1 + 2
3
t3).
Solucio´n:
Calculemos ϕ′(1) y ϕ′′(1).
ϕ′(t) = (1,−2t, 2t2),
ϕ′(1) = (1,−2, 2).
ϕ′′(t) = (0,−2, 4t),
ϕ′′(1) = (0,−2, 4).
Luego
t(1) =
1
3
(1,−2, 2).
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Por otra parte
ϕ′(1) ∧ ϕ′′(1) = (−4,−4,−2),
luego
b(1) =
1
3
(−2,−2,−1).
Ya para terminar
n(1) = b(1) ∧ t(1) = 1
3
(−2, 1, 2).
11. Consideremos la curva
ϕ(t) = (2 cos t− cos 2t, 2 sen t− sen 2t, a).
a) Expresar la curva en funcio´n del para´metro arco.
b) Calcular la curvatura y la torsio´n de dicha curva.
Solucio´n:
a) Sabemos que: fijado t0 ∈ I s(t) =
∫ t
t0
‖ϕ′(t)‖ dt, t ∈ I
Determinemos ϕ′(t) :
ϕ′(t) = (−2 sen t+ 2 sen 2t, 2 cos t− 2 cos 2t, 0)
de donde: ‖ϕ′(t)‖2 = 8(1− cos t) = 16sen2t/2
y por lo tanto: s =
∫ t
0
4 sen t/2 dt = −8 cos t/2 + 8.
b) Recordemos que:
k(t) =
‖ϕ′(t) ∧ ϕ′′(t)‖
‖ϕ′(t)‖3 y τ(t) = −
det(ϕ′(t), ϕ′′(t), ϕ′′′(t))
‖ϕ′(t) ∧ ϕ′′(t)‖2
necesitamos pues, determinar ϕ′′(t) y ϕ′′′(t).
ϕ′′(t) = (−2 cos t+ 4 cos 2t,−2 sen t+ 4 sen 2t, 0),
ϕ′′′(t) = (2 sen t− 8 sen 2t,−2 cos t+ 8 cos 2t, 0).
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Por lo que calculando tenemos:
k(t) =
12(1− cos t)
(4 sen t/2)3
= 3/8
1
sen t/2
y τ(t) = 0.
De la observacio´n directa de ϕ tenemos que la curva esta´ contenida
en el plano z = 0, por lo tanto la curva es plana y su torsio´n es nula.
12. Probar que
ϕ : R2 −→ R3
(u, v) −→ (u+ v, u− v, u2 + v2).
es una parametrizacio´n regular de una superficie.
Describir impl´ıcitamente dicha superficie.
Solucio´n:
Las funciones ϕi son polino´micas, luego son de clase C
∞ para todo
(u, v) ∈ R2.
Veamos si se verifica la condicio´n b)
rango

 1 11 −1
2u 2v

 = 2, ∀ (u, v) ∈ R2.
Para la descripcio´n impl´ıcita de la superficie, observamos que de
x = u+ v
y = u− v
z = u2 + v2
tenemos
x2 = u2 + v2 + 2uv
y2 = u2 + v2 − 2uv
z = u2 + v2
de donde
x2 + y2 = 2z.
Observamos que esta superficie es un paraboloide el´ıptico.
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13. Dada la superficie S = {(x, y, z) ∈ R3 | z = x2 − y2}. Probar que
ϕ : R2 −→ R3 definida de la forma ϕ(u, v) = (u+ v, u− v, 4uv) es una
parametrizacio´n de S.
Solucio´n:
Sea U un abierto de R2; ϕ es una parametrizacio´n si:
a) ϕ ∈ C∞(U ;R3),
b) rang dϕ(u,v) =2 para todo (u, v) ∈ U .
Las funciones componentes de ϕ son polino´micas, luego ϕ es C∞
en todo R2.
Veamos si se verifica la condicio´n b)
Dϕ =

Duϕ1 Dvϕ1Duϕ2 Dvϕ2
Duϕ3 Dvϕ3

 =

 1 11 −1
4u 4v


Claramente esta matriz es de rango 2 para todo (u, v) ∈ R2, luego ϕ es
una parametrizacio´n. Y puesto que recorre todo S:
ϕ(u, v) = (x, y, z) = (u+ v, u− v, 4uv)
x2 − y2 = (u+ v)2 − (u− v)2 = 4uv = z.
Tenemos que ϕ es una parametrizacio´n de S.
14. Sea r la recta tangente en el punto (0,0,0) a la curva C1 definida de
forma impl´ıcita por
e(1−x)yz + x− 1 = 0
(1− x− y)z = 0,
}
y s la recta tangente en el punto (0, 0, 0) a la curva
ϕ : R −→ R3
t −→ (et − 1, e2t − 1, e3t − 1).
Determinar el a´ngulo que forman las rectas r y s.
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Solucio´n:
Las funciones que determinan C1 son
f1 = e
(1−x)yz + x− 1, y f2 = (1− x− y)z.
Las derivadas parciales correspondientes son
∂f1
∂x
= −yze(1−x)yz + 1,
∂f1
∂y
= e(1−x)yzz(1− x),
∂f1
∂z
= e(1−x)zy(1− x).
∂f2
∂x
= −z,
∂f2
∂y
= −z,
∂f2
∂z
= 1− x− y.
que en el punto p = (0, 0, 0) valen(
∂f1
∂x |p
,
∂f1
∂y |p
,
∂f1
∂z |p
)
= (1, 0, 0), y
(
∂f2
∂x |p
,
∂f2
∂y |p
,
∂f2
∂z |p
)
= (0, 0, 1)
respectivamente.
Luego la recta r tangente en el punto (0, 0, 0), es
x = 0
z = 0
}
.
Respecto la segunda curva tenemos
ϕ′(t) = (et, 2e2t, 3e3t).
Ahora bien si ϕ(t0) = (0, 0, 0) es t0 = 0 y ϕ
′(0) = (1, 2, 3). Luego la
recta s tangente en el punto (0, 0, 0) es
(x, y, z) = (0, 0, 0) + λ(1, 2, 3).
Puesto que ya conocemos los vectores directores de las rectas r y s
podemos conocer su a´ngulo
cos θ =
< (0, 1, 0), (1, 2, 3) >
‖(0, 1, 0)‖‖(1, 2, 3)‖ =
2√
14
.
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15. Determinar la curvatura de Gauss de la superficie parametrizada siquiente:
ϕ(u, v) = (u cos v, usenv, v).
Solucio´n:
Determinemos las matrices I, y II para ello necesitamos:
ϕu = (cos v, senv, 0)
ϕv = (−usenv, u cos v, 1)
ϕuu = (0, 0, 0)
ϕuv = (−senv, cos v, 0)
ϕvv = (−u cos v,−usenv, 0).
Pasemos a calcular las formas fundamentales:
E =< ϕu, ϕu >= cos
2 v + sen2v = 1,
F =< ϕu, ϕv >= −u cos v sen v + u sen v cos v = 0,
G =< ϕv, ϕv >= u
2 sen2 v + u2 cos2 v + 1 = u2 + 1.
e =
det(ϕu, ϕv, ϕuu)√
EG− F 2 =
∣∣∣∣∣∣
cos v −u sen v 0
sen v u cos v 0
0 1 0
∣∣∣∣∣∣
√
u2 + 1
= 0,
f =
det(ϕu, ϕv, ϕuv)√
EG− F 2 =
∣∣∣∣∣∣
cos v −u sen v −sen v
sen v u cos v cos v
0 1 0
∣∣∣∣∣∣
√
u2 + 1
=
−1√
u2 + 1
,
g =
det(ϕu, ϕv, ϕvv)√
EG− F 2 =
∣∣∣∣∣∣
cos v −u sen v −u cos v
sen v u cos v −u sen v
0 1 0
∣∣∣∣∣∣
√
u2 + 1
= 0.
Luego sustituyendo los valores de E, F , G, e, f , g hallados, en la
fo´rmula de la curvatura tenemos:
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K = − 1
(u2 + 1)2
.
16. Probar que la superficie ϕ : R2 −→ R3 definida de la forma: ϕ(u, v) =
(u, v, u2 + v3) es tal que para v > 0 sus puntos son el´ıpticos, para
v < 0 hiperbo´licos, y para v = 0 son parabo´licos.
Solucio´n:
Sean K y H las curvaturas de Gauss y media de la superficie. Sabemos
que un punto p de la superficie es:
- el´ıptico si K > 0
- hiperbo´lico si K < 0
- parabo´lico si K = 0, H 6= 0
- plano si K = H = 0
Calculemos, pues, las curvaturas de Gauss y media:
K =
eg − f 2
EG− F 2 , H =
eG + gE − 2fF
2(EG− F 2) .
Siendo:
I =
(
E F
F G
)
, II =
(
e f
f g
)
la primera y segunda forma fundamental de la superficie.
ϕu = (1, 0, 2u)
ϕv = (0, 1, 3v
2)
ϕuu = (0, 0, 2)
ϕuv = (0, 0, 0)
ϕvv = (0, 0, 6v).
Por lo que:
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E =< ϕu, ϕu >= 1 + 4u
2
F =< ϕu, ϕv >= 6uv
2
G =< ϕv, ϕv >= 1 + 9v
4
e =
det(ϕu, ϕv, ϕuu)√
EG− F 2 =
2√
1 + 4u2 + 9v4
f =
det(ϕu, ϕv, ϕuv)√
EG− F 2 = 0
g =
det(ϕu, ϕv, ϕvv)√
EG− F 2 =
6v√
1 + 4u2 + 9v4
.
Sustituyendo en K y H tenemos:
K =
12v
(1 + 4u2 + 9v4)2
, H =
2 + 18v4 + 6v + 24u2v
2(1 + 4u2 + 9v4)
3
2
.
De donde se obtienen los resultados:


K < 0 para v > 0
K = 0 para v = 0 y Hv=0 6= 0
K < 0 para v < 0.
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