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Fast quantum spin manipulation is needed to design spin-based quantum logic gates and other
quantum applications. Here, we construct exact evolution operator of the nitrogen-vacancy-center
(NV) spin in diamond under external magnetic fields and investigate the nonadiabatic geometric
phases, both cyclic and non-cyclic, in these fast-manipulated NV spin systems. It is believed that
the nonadiabatic geometric phases can be measured in future experiments and these fast quantum
manipulations can be useful in designing spin-based quantum applications.
Introduction. Analytically solvable quantum dynami-
cal systems have been sought since the birth of quantum
mechanics. Perhaps, the most famous examples include
Landau-Zener model[1, 2], Rabi problem[3], and hyper-
bolic secant pulses[4]. These still make an active area in
recent years[5–7], and play an important role in quantum
control and quantum computation field[8–10] because an-
alytical solutions are often useful in designing fast, pre-
cise, and noise resistant pulses[7, 11, 12]. In a recent
work[13], a systematic method was proposed to construct
numerous analytical solutions, and more time-dependent
two-level solvable Hamiltonians were presented[14, 15].
This analytical method is also very powerful in design-
ing control pulses to realize robust and fast quantum
gates[16–18].
In addition, using such methods, we can study nona-
diabatic (and even non-cyclic) geometric phase[19–23]
of these dynamical systems. The geometric phase is
a consequence of quantum kinematics and is thus in-
dependent of the detailed nature of the dynamical ori-
gin of the path in state space. Thanks to this partic-
ular property, all-geometric approach, holonomic quan-
tum computation[24, 25], can be used as a tool to achieve
fault-tolerance[26, 27] and robust quantum processing[28,
29]. Geometric quantum computation were proposed in
many systems, such as trapped ions or atoms[26, 30], su-
perconducting qubits[31], and quantum dots[32], and af-
terward were already realized in several experiments[33–
35]. Recently, high-fidelity realization of quantum gates
are realized by an individual solid-state spin[36, 37]
based on proposal of non-Abelian holonomic quantum
computation[38, 39]. More detailed information about
geometric phases in quantum information can be found
in a recent review article[40]. Here, we will investigate
the nonadiabatic geometric phase of the NV-center spin
system in diamond during its fast time evolution.
Exact evolution of quantum states. The Hamiltonian of
the NV center spin ~S, in the presence of time dependent
magnetic field ~B(t)=(Bx(t), By(t), Bz(t)), can be written
as
H = DS2z + γ
~S · ~B(t), (1)
where ~ = 1 is used, D = 2.87GHz is the zero-field split-
ting, and γ = 2.8MHz/G is the electron gyromagnetic
ratio. Accordingly, the Schro¨dinger equation for time-
evolution operator U is given by i d
dt
U = HU .
By choosing |±〉, defined as (| + 1〉 ± | − 1〉)/√2, as
the qubit basis of the NV center spin, we can obtain ex-
act evolution operator of the NV center spin under time-
dependent magnetic field by mapping the three-level sys-
tem of the NV center spin on a two-level system under
a time-dependent magnetic field[18] and using the ex-
isting exact analytical results of the quantum two-level
system[13, 14]. However, we notice that with Barnes’s
method[14], it is difficult to obtain physically reasonable
pulse which is zero in amplitude at initial and ending
times. So we use Messina’s method[15] to construct evo-
lution operator. Actually, it is much easier to construct
the essential part in this method, although the two meth-
ods are essentially equivalent to each other. With special
magnetic field ~B(t)=B0(t)(α, β, 0), the Hamiltonian Eq.
(1) in the new basis of (|+〉,|0〉,|−〉) can be expressed as
Ho =

 D αγB0 0αγB0 0 iβγB0
0 −iβγB0 D

 . (2)
Then, we can easily derive its exact evolution
operator[18]:
Uo(θ, t) = d(t)×
 u¯11α2 + d(t)β2 −u¯∗21α −i (d(t)− u¯11)αβu¯21α u¯∗11 iu¯21β
i (d(t) − u¯11)αβ iu¯∗21β d(t)α2 + u¯11β2

 , (3)
where d(t) is defined as e−i
D
2
t, and α and β can be pa-
rameterized as α = cos θ and β = sin θ (−π ≤ θ ≤ π),
respectively. The matrix elements u¯11 and u¯21 are given
by {
u¯11(t) = ℜ(u11) + iℑ(u21)
u¯21(t) = iℑ(u11) + ℜ(u21) (4)
2where ℜ and ℑ represent the real and imaginary parts,
respectively. The explicit expressions for the parameters
u11 and u21 and the time dependent magnetic field are
given by

u11(t) = cos(
D
2 Wc(Θ, t)) exp{− i2 [Θ(t)−Ws(Θ, D, t)]}
u21(t) = −i sin(D2 Wc(Θ, t)) exp{ i2 [Ws(Θ, D, t)−Θ(t)]}
γB0(t) =
Θ˙
2 +
D
2 sinΘ cot(DWc(Θ, t))
(5)
It should be noted that here we require Θ(0) = 0 and use
the definitions:{
Wc(Θ, t) =
∫ t
0
cosΘ(t
′
)dt
′
Ws(Θ, x, t) =
∫ t
0
x sin Θ(t
′
)
sin(xWc(Θ,t
′))
dt
′
.
(6)
From above equations (3) and (5), we can see that evolu-
tion operator(3) is dependent on the magnetic field direc-
tion characterized by parameter θ. If the time-dependent
function Θ(t) is given, the evolution operator (3) will be
determined immediately. Using this time evolution op-
erators, we can manipulate the single NV center spin,
exactly and efficiently.
Experimentally, the NV center spin can be easily pre-
pared in state |0〉. We try to realize state transfer be-
tween |0〉 and |±〉. With the time evolution operator Uo
applied, the state |0〉 will become
Uo(θ, t)|0〉 = d(t)

 − cos θu¯∗21(t)u¯∗11(t)
i sin θu¯∗21(t)

 . (7)
It is interesting to construct two reasonable functions for
Θ(t):
Θ1 (t) = κ1 sin
2(
π
T1
t) (8)
and
Θ2 (t) = κ2 sin
2(
π
T2
t)(1− cosλ(t− T2)), (9)
where λ is defined as D/2, κ1 and κ2 are two parame-
ters to be determined, and T1 and T2 describe the time
duration for the two cases.
Because the target state doesn’t contain state |0〉, we
need to set u¯11(T1,2) = 0, i.e. cos[
1
2Ws(Θ1,2, 2λ, T1,2)] =
0. Then the quantity χ(T1,2) = λWc(Θ1,2, T1,2) con-
tributes an overall phase in the state Uo(θ, T1,2)|0〉 in
Eq. (7). In order to achieve a minimal time value
T1,2 and a finite field pulse in the time interval t ∈
(0, T1,2), we need two conditions: 0 < χ(T1,2) ≤ pi2 and
Ws(Θ1,2, 2λ, T1,2) = π. Once we set t = T1,2 and choose
a value for χ(T1,2), the parameter κ1,2 and time dura-
tion T1,2 can be solved numerically. We can construct
arbitrary superposed state[18]
|q〉(φ) = cosφ|+〉+ i sinφ|−〉 (0 ≤ φ ≤ π) (10)
FIG. 1. The time t dependences of Θ1(t) (a) and Θ2(t), (c)
and the corresponding magnetic fields B1(t) (b) and B2(t)
(d), with κ1=1.4627998, T1 ≈ 1.689ns, and κ2=2.01024, T2 ≈
1.702ns.
in the following way. Choosing α and β in Eq.(2) to
satisfy the equality arctan(β/α) = θ ≥ 0, we can let
θ = π − φ in Eq. (7) and thus obtain the final state
Uo(π − φ, T1,2)|0〉 = i

 cosφ0
i sinφ

 e−iχ(T1,2)e−iD2 T1,2 .
(11)
Neglecting the overall factor, we achieve the target state.
If we set χ(T1,2) = π/2, we can get a self-consistent re-
sult: κ1 = 1.4627998 and T1 = 2.42412/λ, κ2 = 2.01024
and T2 = 2.442705/λ. The time-dependent function
Θ1,2(t) and the corresponding magnetic field B1,2(t) as
functions of time t in units of T1,2 are shown in the Fig.
1. For the second function Θ2(t), we use 1− cosλ(t−T2)
to make the derivation of magnetic field at T2 equal zero.
The magnetic field is anti-symmetrical under the trans-
formation t → 2T2 − t due to the symmetry of Θ1,2(t).
As we have pointed out[18], the arbitrary relative phase
ϕ can be realized by constant magnetic field and it has
no contribution to the geometric phase, and hence we do
not consider the relative phase.
Nonadiabatic geometric Phases. As usual, the geomet-
ric phase is defined as the difference between the to-
tal phase and the dynamical phase. We will consider
three specific cases. In the first case, the initial state
is |0〉. This is different from that for non-Abelian holo-
nomic quantum computation[36–38], because the dynam-
ical phase is present during evolution and its geometric
phase is independent of magnetic field direction. In the
second case, when the initial state is superposed state |q〉,
the phase evolution depends on magnetic field direction.
We can still get a relatively simple result similar to the
first one. In the third case, we allow the constant λ to
change and then get a very different result.
Case 1. The state begins from |0〉. The total phase
can be calculated through 〈0|ψ(t)〉 = e−iλtu¯∗11(t), and
3FIG. 2. The time t dependences of P|0〉 for Θ1(t) (a) and
Θ2(t) (c) starting from |0〉, and the corresponding evolution
of the total phase (red dash), dynamical phase (black dot),
and geometric phase (blue) (b, d). The geometric phases at
2T1 and 2T2 are pi and 4.2705, respectively.
the dynamical phase by integrating ℑ〈ψo(t)|ψ˙o(t)〉 =
ℑ〈0|U+o (θ1, t)U˙o(θ1, t)|0〉. We can express the geometric
phase as
ϕ1g(t) = arg〈0|Uo(θ1, t)|0〉
− ℑ
∫ t
0
〈0|U+o (θ1, t′)U˙o(θ1, t′)|0〉dt′.
(12)
It can be proved that the integrand is equiv-
alent to −λ + Θ˙2 sin(2λWc(Θ, t)) sinWs(Θ, 2λ, t) +
λ cosΘ cosWs(Θ, 2λ, t). Here, we describe the magnetic
field direction with θ1. Surprisingly, the geometric phase
is independent of parameter θ1, and depends only on the
parameter Θ(t). The state |0〉 will evolve into its or-
thogonal state |q〉(π − θ1) at time T1,2. Considering that
the total phase is not well-defined when the state is or-
thogonal, we can consider the phase at time T1,2 as the
left or right limit of ϕ1g(t), i.e. ϕ
1
g(T1,2) = lim
t→T±
1,2
ϕ1g(t).
When the system evolves to the time t = 2T1,2, the
state will return to the initial state |0〉 with an over-
all phase just like the AA phase. Due to the symme-
try of Θ1,2(t), the probability evolution actually has the
symmetry: P|0〉(t) = P|0〉(2T1,2 − t). The phase evo-
lution has a similar symmetry. Our numerical calcula-
tion shows that the sum of the phases at time t and at
2T1,2−t is constant. Surprisingly, we can show two equal-
ities: arg〈0|Uo(θ1, t)|0〉+arg〈0|Uo(θ1, 2T1,2− t)|0〉 = π−
2λT1,2 and ℑ
∫ t
0 〈ψo(t)|ψ˙o(t)〉+ℑ
∫ 2T1,2−t
0 〈ψo(t)|ψ˙o(t)〉 =
ℑ ∫ 2T1,20 ℑ〈ψo(t)|ψ˙o(t)〉. As a result, the phase values be-
tween T1,2 and 2T1,2 can be obtained from those in the
region [0, T1,2). With given Θ1,2(t), the corresponding
phase evolution and the probability evolution of state |0〉
are presented in Fig. 2. When the time changes from
t = 0 to t = 2T1 (or 2T2), the geometric phase is equiva-
lent to π (or 4.2705) for Θ1(t) (or Θ2(t)).
Case 2. The initial state is a qubit state |q〉 nor-
FIG. 3. The time t dependences of P|0〉 for Θ1(t) (a) and
Θ2(t) (c) starting from |q〉, and the corresponding total phase
(red dash), dynamical phase (black dot), and geometric phase
(blue) (b,d). The corresponding geometric phases at 2T1 and
2T2 are −pi and −4.2705, respectively.
mal to |0〉. It can be derived that 〈q|Uo(φ1, t)|q〉 =
e−i2λt
(
sin2(φ1 + φ) + u¯11(t)e
iλt cos2(φ1 + φ)
)
and
ℑ〈ψq(t)|ψ˙q(t)〉 = ℑ〈q|U+o (φ1, t)U˙o(φ1, t)|q〉. Here, we
mark the magnetic field direction as φ1. If φ1 + φ = π,
the |q〉(φ) state will become |0〉 at T1,2 and will return
to the initial state |q〉 at the time 2T1,2. The geometric
phase can be expressed as
ϕ2g(t) = arg〈q|Uo(φ1, t)|q〉
− ℑ
∫ t
0
〈q|U+o (φ1, t′)U˙o(φ1, t′)|q〉dt′.
(13)
The integrand above can be proved to be equiva-
lent to −λ − cos2(φ1 + φ)(λ cos Θ cosWs(Θ, 2λ, t) +
Θ˙
2 sin(2λWc(Θ, t)) sinWs(Θ, 2λ, t))−λ sin2(φ1+φ). With
the same magnetic field in Fig. 1, the probability evolu-
tion of state |0〉 and the geometric phase are presented
in Fig. 3. Comparing Fig. 2 and Fig. 3, it can be seen
that the geometric phase seems to be symmetric to each
other in these two cases. It can be proved that they are
actually the same except for a negative sign. The geo-
metric phases gained at the ending times (2T1 and 2T2)
are equivalent to −π and −4.2705 for Θ1(t) and Θ2(t),
respectively.
Case 3. The parameter λ in the function Θ2(t) can be
allowed to change. For convenience, we define η = λx,
where x is a variable. Then we can construct the third
function: Θ3(t) = κ3 sin
2( pi
T2
t)(1 − cos η(t − T2)). Here,
we set the time duration is the same as Θ2(t), and κ3
and η(or x) are adjustable parameter. The quantity
χ(T2) = λWc(Θ3, T2). In order to construct a reasonable
magnetic field easily, we must set the quantity χ(T2) ≤ pi4
because of cot function in the magnetic field formula.
We set it as pi4 , and we need to solve the self-consistent
equation: χ(T2) =
pi
4 and Ws(Θ3, 2λ, T2) = π. Conse-
quently, we obtain a reasonable result: κ3 = 1.551569
and x = 2.8671219. At this time, there is no simple re-
4FIG. 4. The time t dependences of the magnetic field (a) and
the probability P|0〉 (b) starting from |0〉, and the correspond-
ing total phases (red dash), dynamical phases (black dot), and
geometric phases (blue) starting from |0〉 (c) and |q〉 (d). The
geometric phases at t = 2T2 are 4.54 (c) and −4.54 (d).
lation between time t and 2T2 − t because of different
phase conditions. In Fig. 4 we present the magnetic field
and the probability evolution of state |0〉, and the phases
(with the two initial states: |0〉 and |q〉) as functions of
time t. The curves of the phase evolution with x = 1
and x = 2.8671219 are similar. The small oscillation in
the curves is due to the additional function factor. The
geometric phases gained between t = 0 and the ending
times (2T2) are equivalent to 4.54 and −4.54 with |0〉 and
|q〉 as the starting states, respectively.
Geometric interpretation. We use the case of Θ1(t) to
understand the idea of geometric property. We rewrite
the equation(7) as the following expression by introduc-
ing three real time-dependent functions: ηs(t), θs(t), and
ϕs(t).
|Ψ(t)〉 = eiηs(t)(cos θs(t)
2
|0〉+ eiϕs(t) sin θs(t)
2
|q〉) (14)
In the time domain (0, 2T1), the function θs(t) takes
values in (0, π), and the function ϕs(t) in the domain
(−pi2 , 3pi2 ). At t = 0 the state is |0〉, and at t = T1
the state becomes |q〉; and at t = 2T1 the state re-
turns to |0〉. Therefore, we obtain a cyclic process and
thus the path of the state in the unit sphere spanned by
the (θs,ϕs) parameters makes a closed curve. Then we
can obtain the solid angle for the time duration (0, 2T1):
| ∫ ∫ sin θsdθsdϕs| = 2π. Our geometric phase π in this
case is equivalent to half the solid angle, as it should
be. It is interesting that the geometric interpretation of
the quantum phase is still true, although the quantum
process is nonadiabatic.
Conclusion. It is believed that the study of geomet-
ric phases is an attempt to understand quantum me-
chanics better. Geometric phase is an observable quan-
tity in the experiment with a solid-state spin qubit via
spin echo interferometry[41–43]. It has been proposed
to measure Berry phase in mechanically rotating dia-
mond crystal[44]. Geometric phase has many potential
applications[45, 46]. With the development of quantum
technique, geometric quantum computation makes a hot
research field in quantum physics because of its fault tol-
erance property[40, 47, 48], and it will be relevant to
qubit control. Our main results include: (1) we have con-
structed exact evolution operator of the NV spin system
with the more transparent method, and then found three
physically reasonable pulses for designing fast quantum
logic gates based on the NV spin in diamond; and (2) we
have investigated nonadiabatic geometric phases of the
fast-driven NV spin systems, and shown that for the first
pulse (Θ1(t)), the nonadiabatic geometric phase for the
cyclic path (t = 0 → T1 → 2T1) is equivalent to half
the solid angle spanned by the corresponding two angle
variable in the definition of the qubit state. In addition,
the controlling pulse and the geometric phase can be ma-
nipulated through taking different Θ(t) function. We be-
lieve that these manipulations can be useful in designing
practical quantum applications, and the nonadiabatic ge-
ometric phases, measurable in future experiments, could
be used in quantum applications.
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