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Introduction
A wireless multi-hop network is a network without centralized control in which nodes directly communicate with each other and nodes out of transmission range convey packets via intermediate nodes. In wireless multi-hop networks, IEEE 802.11 DCF (Distributed Coordination Function) [1] based CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) has been commonly used as MAC (Medium Access Control) layer protocol.
IEEE 802.11 DCF is a contention based protocol. In applying IEEE 802.11 DCF to a wireless multi-hop network, however, various problems occur such as a hidden terminal problem, an exposed terminal problem, a high packet drop rate due to hidden terminal problem and a throughput degradation [2] - [4] . This is because IEEE 802.11 DCF is specifically designed for a wireless short-hop network, i.e., a WLAN. This leads to the importance of the quantitative analysis of the contention behaviors occurring at a node in typical network topologies and traffic flows.
In recent years, the maximum throughput has been quantitatively analyzed for IEEE 802.11 DCF used multihop networks [4] - [6] . These analyses have only dealt with the throughput for a multi-hop network with a one-way flow. VoIP with a two-way flow, however, has been one of the most promising applications in wireless networks at the real market. The characteristics of the packet forwarding for a two-way flow are different from that for a one-way flow. The typical simulation and experimental results show that the network throughput for a multi-hop network with a twoway flow decreases as offered load increases, while a oneway flow keeps the throughput constant. Based on this fact, it is important to clarify the fundamental two-way flow characteristics of IEEE 802.11 DCF in a multi-hop network with basic topologies as a first step.
This paper quantitatively analyzes the maximum UDP throughput for two-way flows in wireless string multi-hop networks. The validity of the analysis is shown by the comparison with simulation and experimental results. The authors also clarify the difference of fundamental characteristics between a one-way flow and a two-way flow in detail based on the simulation results. The result shows that collisions at both ends' nodes are decisive in determining the throughput for two-way flows. These analyses are applicable to the estimation of VoIP capacity for string multi-hop networks represented by WLAN mesh networks.
Related Works

IEEE 802.11 DCF
The IEEE 802.11 DCF is a contention based protocol. Figure 1 shows an example of the channel access method of the IEEE 802.11 DCF under the basic access method. In the IEEE 802.11 DCF, a transmitter senses the channel before the transmission. If the channel is idle during the DIFS (Distributed Inter Frame Space) interval, it starts the data frame transmission process. When the channel is busy, The first step to transmit the data frame is the decrement of BT (Backoff Timer). The initial value of BT is randomly chosen from between 0 and CW (Contention Window). Only when the channel is idle, the BT decreases. When the channel is busy, the node stops the decrement of the BT . If the BT is equal to 0, the data frame transmission is started. We define FRAME as the transmission time of the data frame.
The ACK (Acknowledgement) frame is transmitted by the receiver after waiting for the S IFS (Short Inter Frame Space) interval if the data reception is successful. The duration of ACK-frame transmission is expressed by ACK. The transmitter confirms the successful transmission by receiving the ACK frame from the receiver. In case that the ACK frame is not received, it is recognized that the transmission is failed. Then a re-transmission is scheduled by the transmitter.
In the re-transmission, the node doubles the CW and reset the BT . This is because that the probability of the collision is reduced by extending the range of the BT . The initial parameter of the CW is set to CW min . When the CW reaches CW max , CW keeps the constant, that is, CW max . In this way, the concurrent transmission by multiple nodes can be avoided by the IEEE 802.11 DCF mechanism.
However, directly applying the IEEE 802.11 DCF to the wireless multi-hop network causes various problems such as a hidden terminal problem, an expose terminal problem and a high packet drop [2] - [4] . This is because the IEEE 802.11 DCF is standardized for the wireless shorthop network such as the WLANs (Wireless Local Area Networks).
Throughput Analysis
In the IEEE 802.11 multi-hop network, it is important to express the contention experienced by a node as a function of the network topology and traffic flows in a quantitative manner. Recently, quantitative analyses of the maximum throughput in IEEE 802.11 multi-hop networks were studied [4] - [6] . Figure 2 shows an example of the string wireless multi-hop network topology. In [4] , quantitative analysis of the maximum throughput in the string multi-hop networks with the one-way UDP flow was carried out. A special function is assumed in [4] , which is a signal cap- Fig. 2 Example of the string wireless multi-hop network topology.
ture. In addition, quantitative analysis with the one-way TCP flow was carried out in [5] . It is assumed in [4] and [5] that the maximum throughput is obtained when a certain node achieves the highest throughput and the other nodes can relay all the frames they should do. In addition, the node, which is "a certain node" in the above expression, is defined as a bottleneck node. Because of this assumption, it is possible to obtain a maximum throughput by considering only the throughput of the bottleneck node. It was also considered that the analytical results are used for the admission control in [4] . In [6] , the analytical results were applied to design a novel MAC protocol for a throughput improvement. These researches show that the analysis of the maximum throughput gives important and fundamental suggestions for the throughput improvement.
These papers, however, investigated only the one-way flow. There are, however, two-way flow applications like VoIP (Voice over IP) in real networks. The characteristic of the packet forwarding in the two-way flow is different from that in the one-way flow. The simulation results indicate that the network throughput for the string multi-hop network with the two-way flow decreases as the increase in the offered load though it keeps constant for the one-way flow. Therefore it is also important to give the analytical expressions of the throughput for the two-way flow.
Throughput Analysis in the String Multi-Hop Network with the Two-Way Flow
In this paper, we give analytical expressions of the maximum throughput in the string multi-hop network with the two-way flow, which is provided by analyzing the influence of the collision at the bottleneck node of the network.
Assumptions of Throughput Analysis
The analysis presented below is basis on the following assumptions. These assumptions follow those in [4] and [5] .
1. The radius of the carrier-sensing range is twice as long as that of the transmission range. The nodes with 1 hop are within the transmission range and the those with 2 hops are on the outside of the transmission range but are within the carrier sensing range. The nodes with more than 3 hops are on the outside of the carrier-sensing range as shown in Fig. 2 . In [7] , when the radius of the carrier-sensing range is longer than twice of the transmission range, the RTS (Request To Send)/CTS (Clear To Send) mechanism is no longer needed. In this paper, we assume the use of the basic access mode of IEEE 802.11 DCF without the RTS/CTS. 2. We assume the situation that the network achieves the maximum throughput. In case the situation for the maximum throughput, all nodes have frames to transmit. Namely, there is always a possibility of collisions. 3. In the situation with the assumption 2, the BT is shared resources by all nodes, not used up exclusively by a single node. 4. The transmission probabilities of nodes in the neighbor area of the bottleneck node are the same as that of the bottle neck node. Additionally, the expended time to relay the frame of the neighbor nodes is also equal to that of the bottleneck nodes. This is an important assumption to obtain simple analytical expressions. This assumption, however, requires many nodes in the string topology. 5. The collisions caused by the concurrent transmission of the nodes within the same carrier-sensing area is ignored. This is because it rarely happens compared with the collisions caused by the hidden terminal problem.
Bottleneck Node
Since there are a lot of intermediate nodes, the collision occurs frequently at the middle of the network. Therefore, the frames which can transmit are limited at the middle of the network. The number of nodes in the string multi-hop network is defined as N. When N is odd, the bottleneck of the network is Node (N + 1)/2. When N is even, the bottleneck is Node N/2 and N/2 + 1. For example, in the string multihop network as shown in Fig. 2 , the bottleneck is Nodes 10 and 11. In order to obtain the maximum throughput of the network, we need to consider only the maximum throughput of the bottleneck node since the other nodes can relay all the frames they should do in the maximum throughput situation, which is similar to [4] and [5] .
In this paper, the 20-node string multi-hop network is considered as an analytical model. Thus, the bottleneck nodes are Nodes 10 and 11. The expended time of the node in the neighbor area is equal to that of the bottleneck node because of the assumption 4. Note that the network throughput obtained by our analysis is only valid for the situation of the maximum throughput.
The throughput analysis in the string multi-hop network with the one-way flow was provided in [4] - [6] . The conventional approach, however, cannot be applied directly to the analysis for the string multi-hop network with the twoway flow. This is because the types of collisions for two-way flow are different from those for one-way flow.
Network Throughput
In this paper, the frame-transmission time is defined as the airtime expended by a node. A enough long time interval [0, T ime] is considered. The airtime expended by j-th frame transmission to each flow of Node i is expressed by s i j . The airtime consists DIFS , FRAME, S IFS , and ACK from the receiving node as shown in Fig. 1 ratio of S i to the entire time is defined as x = |S i |/T ime.
Here, the collision probability for a transmission is defined as ρ. In this case, the network throughput T(x) is
is the transmission time of data payload, and data rate means the channel bit rate.
Analysis of Collisions
In a string multi-hop network with a two-way flow, there are two types of collisions. First is the collision between data frames, called as the FRAME-FRAME collision. Second is the collision between a data frame and an ACK frame, called as the FRAME-ACK collision. Here, the flow from left side to right one is named as Flow 1, and the opposite flow is Flow 2 as shown in Fig. 2 . The offered load of Flow 1 is identical to that of Flow 2. Therefore, the airtime for Flow 1 is also identical to that for Flow 2 at the neighbor area of the bottleneck node.
3.4.1 FRAME-FRAME Collision Figure 3 shows the examples of the FRAME-FRAME collision. During Node 10 transmits a data frame to Node 11, Nodes 8, 9, and 12 never start to transmit a data frame because of carrier-sensing mechanism. Additionally, in this analysis, the concurrent transmissions are ignored due to the assumption 5. On the other hand, Node 13 can start to transmit a data frame when Node 10 transmits one. This is because Node 13 is not in the carrier-sensing area of Node 10. Node 13 is, however, within the carrier-sensing area of Node 11. Therefore, we need to consider the collisions between Nodes 10 and 13 at the Node 11. The other nodes also can transmit a data frame simultaneously. However, these transmissions never affect the transmissions of Node 10 to 11 since they are on the outside of the carrier-sensing area of both Node 11 and 12. Therefore, only the FRAME transmissions of Node 13 have a possibility to collide with the FRAME transmission of Node 10 to 11. Thus the duration (1 − 4x) is remained for Node 10 and 13, which has the possibility of the overlap transmissions. In Fig. 3 , if the transmissions of Nodes 10 and 13 overlap, the FRAME-FRAME collision occurs at Node 11. Nodes 11 and 12 uses 4x airtime. We consider that Node 13 transmits a data frame before the transmission of Node 10 as shown in Fig. 3(a) . In this case, if the transmission of Node 10 starts to transmit a frame while Node 13 transmits one, namely, while 2x, the FRAME-FRAME collision occurs. Node 13 uses 2x for the transmissions. Only the transmission from Node 10 to 11 influences the FRAME-FRAME collision at Node 11. In addition, Node 10 transmits the same number of frames bi-directionally. Thus, the occurrence probability of the FRAME transmission related to the collision from Node 10 is 1/2. Namely, the collision probability is
where (1), FF and 10 → 11 mean the first case, the FRAME-FRAME collision and the transmission from Node 10 to Node 11, respectively. Additionally, we define
as the ratio of time used for the frame. In the case of Fig. 3(b) , if the transmission of Node 13 starts during the transmission of Node 10, namely, while x, the FRAME-FRAME collision also occurs. All the dataframe transmissions of Node 13 have a possibility of the collision at Node 11. Therefore, the collision probability is
Thus, the FRAME-FRAME collision probability for the transmissions from Node 10 to 11 is
3.4.2 FRAME-ACK Collision Figure 4 shows examples of the FRAME-ACK collision. Here, only the ACK transmissions of Node 13 have a possibility to collide with the FRAME transmissions of Node 10 to 11. When the transmission of an ACK frame from Node 13 to 14 overlaps the transmission of a data frame from Node 10 to 11, the FRAME-ACK collision occurs at Node 11. When Node 12 transmits a frame, Nodes 10 and 14 cannot transmit frame due to carrier-sensing mechanism. The ratio of the airtime expended by Node 12 is 2x. Thus the remaining duration that has the probability of the overlap transmission between Nodes 10 and 14 is (1 − 2x). The case in Fig. 4(a) is considered. In this case, if the transmission of Node 10 starts while Node 13 transmits an ACK frame, namely, while bx, the FRAME-ACK collision occurs. The FRAME-ACK collision occurs only when the FRAME-FRAME collision does not happen. This is because if the FRAME-FRAME collision occurs, the ACK frame is no longer generated. The probability that no FRAME-FRAME collision happens is (1 − 2ax 1−4x ). In addition, the occurrence probability of the FRAME transmissions from Node 10 related to collision at Node 11 is 1/2. Namely, the collision probability is
where (1), FA and 10 → 11 mean the first case, the FRAME-ACK collision and the transmission from Node 10 to Node 11, respectively. Additionally, we define
as the ratio of time for transmitting the ACK frame. As shown in Fig. 4(b) , if the transmission of Node 13 starts to transmit an ACK frame while Node 10 transmits a data frame, namely, while ax, the FRAME-ACK collision occurs. The occurrence probability of the ACK transmission from Node 13 related to the collision at Node 11 is also 1/2. Namely, the collision probability is
Thus, the FRAME-ACK collision probability for the transmission from Node 10 to 11 ρ DA 10→11 is
Maximum Throughput of the String Multi-Hop Network with the Two-Way Flow
From above considerations, the collision probabilities are given. The same collisions occur at the transmission from Node 10 to 9. The probabilities of the FRAME-FRAME collision and the FRAME-ACK collision at the transmission from Node 10 to 9 are expressed as ρ FF 10→9 and ρ FA 10→9 , respectively. Similar processes, ρ FF 10→9 and ρ FA 10→9 are obtained analytically,
Since each collision is an independent event, the total collision probability is obtained as
From (1), (10) and (11), the network throughput T(x) is
Differentiating (12) with respect to x, we obtain (13). The value of x = x * , which offers the maximum throughput, can be obtained for the solution of dT/dx = 0, which is solved numerically. The maximum throughput is given as T(x * ). Table 1 gives the system parameters used for verification of the analysis. It is assumed that the IEEE 802.11a [8] is used. The VoIP application is thought as a concrete example of two-way flow. Therefore, we also assume to employ the G.711 [9] , which is an ITU-T standard for a audio companding. The data payload size is 200 bytes, which consists of 160 bytes G.711 payload and 40 bytes RTP (Realtime Transport Protocol)/UDP/IP (Internet Protocol) headers. The data frame consists of the data payload and PHY (PHYsical)/MAC/LLC (Logical Link Control) headers. The packet generation rate is 50 pps. These frames are relayed bi-directionally between Nodes 1 and 20. Table 2 gives the analytical results of the maximum throughput in the string multi-hop network. It is seen from analytical result that 785.5 kbps maximum throughput is obtained when x * = 0.089 for the two-way flow. Since the data payload of one VoIP call is equal to 160.0 kbps, the analytical VoIP capacity for the string multi-hop network is obtained as
Here, · denotes the floor function. In this way, the analytical prediction of the VoIP capacity for the string multi-hop network is obtained.
Simulation Verification
In this section, the simulation is carried out to validate the analysis by network simulator ns-2.33 [10] . The NO AdHoc routing agent (NOAH) [11] is used. The NOAH is a static routing protocol. Therefore, no excrescent packet, such as route request and route reply, is generated. The network topology used for our simulation is the same as shown in Fig. 2 . In Fig. 2 , the UDP traffic flow from Node 1 to 20 and from Node 20 to 1 are generated. The buffer size of each node is 100 frames. The other parameters are the same as those in Table 1 . We carry out five simulations to take one plot. Each simulated time is 20 seconds in the simulation time. The throughput is calculated from the number of the data frames received by Nodes 1 and 20. We use the data from 10 sec to 30 sec in each simulation to avoid the measurements in the transient state. Figure 5 shows the simulation results of the throughput for the string multi-hop network as a function of the offered load. Table 3 gives the maximum throughput from the simulation and the analysis. According to the simulation, the maximum throughput is 801.3 kbps when the offered load is 900 kbps for the two-way flow, which is 2% larger than the analytical result.
The maximum throughput for the one-way flow in the simulation is different from that in the analysis. However, the stable throughput for high offered load in the simulation is almost equal to the analytical result. Oppositely, the maximum throughput for the two-way flow in the simulation shows a good agreement with the analytical result. Then the VoIP capacity is obtained from the simulation result as
which has 1-call difference compared with the analytical result because of the floor function. Table 4 gives the collision probabilities for two-way flow for the 900 kbps offered load where the maximum throughput can be obtained. As shown in Table 4 , the analytical results are similar to the simulation results quantitatively. From these results, the validity of our analysis has been proven. Figure 6 shows the maximum throughput of the string multi-hop network with the two-way flow as a function of the number of hops. The simulation result shows that the maximum throughput decreases as the increase in the number of hops. The maximum throughput, however, becomes almost constant when the number of hops is equal to or greater than 7. Because of the assumption 4, this analysis is valid for a string topology with enough hops. The simulated result shows a good agreement with the analytical result in case of N ≥ 8. From the above discussion, it can be said our analysis is valid for N ≥ 8. 
Discussion of the Simulation Results
In this section, the simulation results are investigated in detail and the difference between the one-way flow and the two-way one is pointed out.
In case of the one-way flow, the network throughput becomes stable even though the offered load increase as shown in Fig. 5 . Here, the operations in the one-way flow case is considered by using the topology in Fig. 2 . If Nodes 3 and 6 transmit frames simultaneously, only the frame from Node 3 experiences the collision at Node 4. While, the frame from Node 6 does not. For the high offered load situation, no frame can be received by Node 4 until the transmission of Node 6 is finished. Figure 7 shows the number of the frames for the transmission (Tx)/reception (Rx) at each node for one-way flow with 1.4 Mbps offered load. The 1.4 Mbps offered load is higher than the offered load providing the maximum throughput. Here, Tx frame is defined as the transmission frame including the retransmission and Rx frame defined as the reception frame. As shown in Fig. 7 , Nodes 1, 2, and 3 receive more frames than the following nodes. A large amount of frames is stocked in their buffer. However the stocked frames cannot be relayed to the following nodes until the following nodes relay the frames. Therefore, the throughput becomes stable regardless of the offered load in the string multi-hop network with a one-way flow.
Oppositely, as offered load becomes high, the network throughput decreases in case of the two-way flow. Figure 8 shows the number of the Tx/Rx frames at each node for the two-way flow. As shown in Fig. 8(a) , when the offered load is lower than that of the maximum-throughput case, the number of the received frames of Flow 1 is equal to that of Flow 2. However, the unfairness between Flow 1 and Flow 2 appears, in particular, at both sides of the string topology when the offered load is higher than that of the maximumthroughput case as shown in Fig. 8(b) . This figure shows the Rx frames decrease dramatically at the ends of the three nodes. This is because that large transmission unfairness between Flow 1 and 2 occurs. The number of nodes in the carrier-sensing range at both side is fewer than that at the middle of network. In addition, nodes at both side transmit a large amount of frame for only one side. Namely, the collisions at both sides are dominant to determine the throughput for the high offered load. As a result, the network throughput decreases as the increase in the offered load. Note that the throughput in the neighbor area of the bottleneck node is equal to the analytical results even if the offered load is high.
Experimental Verification
Experiments are carried out for 8-node string multi-hop network as shown in Fig. 9 . The simulation result shows the maximum throughput keeps almost constant for N ≥ 8. Therefore, the 8-node multi-hop network is effective enough to evaluate the validity of the analytical result. The parameters are the same as those in Table 1 . We use the WLAN nodes [12] shown in Fig. 10 , which have the function of the packet forwarding. Table 5 gives the specifications of the WLAN node. 
Preliminary Experiments
First, the transmission range and the carrier-sensing range of the WLAN nodes. For these measurements, the 1358 byte data payload is used to prevent the WLAN nodes from overflowing. We use a data rate of 18 Mbps in IEEE 802.11a mode since the ratio of the radius of the transmission range to the radius of the carrier-sensing range satisfies the assumption 1. If a higher data rate is adopted, it is difficult to obtain the results with high reproducibility because of the PHY-layer problem. Figure 11 (a) shows a network topology to measure the transmission range. In Fig. 11(a) , the 18 Mbps UDP traffic flow from Node A to Node C is generated. The distance between Nodes A and C x is varied. Figure 12 shows the received throughput of Node C as a function of x. It is observed from Fig. 12 , that the throughput significantly decreases at 60 m. Therefore, we decide that the radius of the transmission range is 60 m.
Figure 11(b) shows a network topology to investigate the carrier-sensing range. From this figure, Nodes A and B transmit UDP frames with 18 Mbps transmission rate to Node C. Under this setting, the distance between Nodes A and B y is varied. Figure 13 shows the received throughput of Node C as a function of distance x. It is seen from this figure that the throughput for y > 115 m is almost zero. This means most of the transmitted frames made collisions at Node C. This is because the Nodes A and C are on outside of the carrier-sensing area each other for y > 115 m, and they transmit frames simultaneously. From Fig. 13 , we decide that the radius of the carrier-sensing area is 115 m.
Maximum Throughput Measurement
For the experiments to obtain the maximum throughput, the each distance among the nodes is 45 m, which has a proper margin for the transmission range and the carriersensing one. This situation also satisfies the assumption 1. In Fig. 9 , the UDP traffic flows are generated from Node 1 to 8 and from Node 8 to 1. Throughput is obtained as av- Table 6 . The measured maximum throughput is 756.9 kbps when the offered load is 850.0 kbps, which is 3.6% smaller than the analytical prediction. In addition, it is seen from Fig. 14 that the difference between the experimental result and the simulation one increases when the offered load increases for high offeredload region. In the experimental environment, there are several factors that let the network throughput decrease lower than the simulation results. We can confirm PHY-layer mismatches such as shadowing by pedestrian traffics among the WLAN nodes and fading effects. The WLAN nodes transmit the beacon-frame every 100 milliseconds, which also makes the throughput decrease. It is seen from Fig. 13 that the carrier-sensing mechanism does not work ideally. Additionally, several kinds of noise and variations of the transmission range are also considered as factors of the decrease of the throughput. From the measured maximum throughput, the VoIP capacity in the experiments is obtained as 
which is the same as the analytical value. It can be stated from the simulation and experimental results that the analytical method and expressions are valid to obtain the maximum throughput.
Conclusion
This paper has quantitatively analyzed the maximum UDP throughput for two-way flows in wireless string multi-hop networks, which is provided by analyzing the influence of the collision at the bottleneck node of the network. The analytical result shows that the maximum throughput is 785.5 kbps under the environment of the IEEE 802.11a with 18 Mbps data rate and the G.711 audio companding.
The validity of the analysis is shown by the comparison with simulation and experimental results. There is −2% difference between the analytical result and the simulation one. In addition, the difference between the analytical result and the experimental one is 4%, even though there are several factors such as pedestrian traffic between WLAN nodes, unideal carrier-sensing mechanism, and so on.
The authors also clarify the difference of fundamental characteristics between a one-way flow and a two-way flow in detail based on the simulation results. For the one-way flow, a large amount of frames is stocked at the neighbor of the source node. However the stocked frames cannot be forwarded to the following node. The number of received frames is constant for the downstream node. Therefore the throughput becomes stable in the string multi-hop network with the one-way flow. Oppositely, for the two-way flow, a large unfairness of the transmission between Flow 1 and 2 occurs. The result shows that collisions at both ends' nodes are decisive in determining the throughput for twoway flows. As a result, the network throughput decreases as the increase in the offered load.
It is expected that the analytical method established in this paper will be extended to that for more complicated network topologies. Additionally, from the analytical result, the mechanism of throughput reduction and the behavior of the bottleneck node are clear. Therefore, it is also expected that the analytical results will be applied to design a novel MAC protocols like [6] .
