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ABSTRACT
Software developers, like other information workers, contin-
uously switch tasks and applications to complete their work
on their computer. Given the high fragmentation and complex-
ity of their work, staying focused on the relevant pieces of
information can become quite challenging in today’s window-
based environments, especially with the ever increasing moni-
tor screen-size. To support developers in staying focused, we
conducted a formative study with 18 professionals in which
we examined their computer based and eye-gaze interaction
with the window environment and devised a relevance model
of open windows. Based on the results, we developed a proto-
type to dim irrelevant windows and reduce distractions, and
evaluated it in a user study. Our results indicate that our model
was able to predict relevant open windows with high accuracy
and participants felt that integrating visual prominence into
the desktop environment reduces clutter and distraction, which
results in reduced window switching and an increase in focus.
Author Keywords
Window Management; User Interfaces; Window Relevance;
Focus; Productivity
CCS Concepts
•Human-centered computing → Interactive systems and
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INTRODUCTION
Multi-tasking and fragmentation of work are known challenges
of modern knowledge work [9, 15, 31]. While multi-tasking
is necessary and beneficial in enabling information workers
to make progress on more than one task, it can come at a
significant cost: reduced quality and more errors [44], more
time spent at a task overall [43, 44], increased stress [2, 27],
and lower productivity [28, 32]. Although these difficulties are
to some extent inherent and inevitable side effects of engaging
in multiple work activities simultaneously, we believe that
these effects can also be decreased if the information worker
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can focus only on the most relevant tasks at any given time,
and is subjected to limited distraction from less relevant tasks.
Modern window-based computer systems provide support for
multi-tasking by allowing information workers access and visi-
bility to many applications and digital artifacts simultaneously.
However, with increasing screen size, multi-monitor support
and the ability to use and see several applications at the same
time, these systems become more cluttered, thereby providing
ample opportunity for distractions and switches to less rele-
vant tasks and decreasing focus [1]. Additionally, the more
virtually cluttered the computer is by having more applica-
tions, windows or tabs open, the higher the cognitive costs
are [30] and the more time workers need to arrange them and
to find what they are looking for [20, 38]. Switching between
windows and tasks further diminishes information workers’
concentration by leaving an “attention residue” that makes it
more difficult to resume a task once a worker is distracted [23].
We address these challenges by investigating whether visual
prominence designed into the desktop environment can be
leveraged to reduce clutter and distraction. By supporting
strategic multi-tasking and providing lightweight guidance to
help information workers maintain focus on relevant windows,
we aim to reduce multi-tasking activities that are distracting
and unproductive. To make our investigations tractable, we
focused our work on one community of information workers,
software developers. We studied developers, because of their
extensive use of computers at work, their openness towards
improving their work and productivity [24], and overall compa-
rable work, while working on a broad variety of activities [31,
9, 15]. Although the findings of our research are specific to
software developers, we believe that our approach may have
potential value for fostering focus and reducing distraction for
other types of information work that entail multi-tasking.
To investigate the idea of reducing visual clutter to increase
focus, we designed and developed the WindowDimmer appli-
cation which predicts the most relevant windows currently
in use and dims the other ones to reduce their likelihood of
drawing the information worker’s attention. To test the value
of this approach, it was necessary to first establish a better
understanding of developers’ practices in interacting with con-
ventional windows-based desktops at work, and specifically
to understand their patterns of opening, closing, and switch-
ing between windows and tasks. We conducted a formative
study to monitor computer and eye-gaze interactions of 18
professional developers at work. The collected data led to
surprising insights into the frequency and brevity of develop-
ers’ window switching behavior (only 15.7 seconds spent per
window), and also provided a baseline against which we could
compare participants’ window switching practices when using
WindowDimmer. Our subsequent preliminary evaluation of
WindowDimmer with 12 developers in the field indicated a
substantial reduction in brief window switches and visits to
windows irrelevant to the current task. Further, participant
feedback to the application was generally positive, and indi-
cated that WindowDimmer could help reduce distraction and
improve focus. This paper makes these primary contributions:
• A monitoring study capturing information on window inter-
action practices of professional software developers.
• The WindowDimmer application, capable of predicting the
relevance of all open windows and applying visual promi-
nence to dim less relevant windows.
• An evaluation of the visual prominence approach with a sec-
ond group of professional software developers and software
engineering students.
RELATED WORK
Related work can be roughly categorized into studies on under-
standing information workers’ interactions with their window
environment, approaches to detect currently relevant windows,
and approaches to support task focused work.
Window Interaction Studies
Modern window-based desktops allow information workers
to access and see many applications and windows simulta-
neously with many applications capable of opening multiple
windows. With increasing screen size, multi-monitor support,
and the ability to use several applications simultaneously, they
also provide sources for distractions, such as multi-tasking
between the main and less relevant task, thus reducing fo-
cus [1]. Each window switch can potentially act as a trigger
to decoy the worker to perform a task switch, such as a new
unread email, an interesting Twitter conversation, or a not yet
finished task. In addition to creating distracting visual clutter,
work by McMains et al. [30], Jeuris et al [20] and Niemelä et
al. [38] has shown that having more windows or tabs open on
the computer at the same time, increases cognitive costs and
requires more time for workers to find the relevant window.
Little is known yet about information workers’ practices in in-
teracting with conventional windows-based desktops at work,
such as opening, closing and switching between windows and
tasks. Existing studies vary in the type of information that
was tracked. Mostly, studies either focused on active obser-
vations [48] or specific computer interaction events based on
keyboard and mouse interaction with specific applications [13,
16]. The interactions of software developers in particular have
been studied within their IDEs for the Pharo IDE [35] and
Eclipse [37]. Our work is not restricted on an individual ap-
plication, but considers interactions with all programs and
windows on a developers’ computer.
In 2004, Hutchings et al. conducted a more generic monitoring
study across all windows to examine the effect of larger screen
real estate on window switching behavior [17], and found that
users with smaller screens had a median of 4 visible windows,
while those with larger or more screens had a median of 6.
With ever increasing screen sizes and resolutions, we expect an
even larger number of open and visible windows. Our studies
also monitors this and provides an update to these numbers.
Further studies that observed information workers used the
interaction to determine tasks [31] or higher-level working
spheres [15, 26]. These studies were conducted over multiple
days and reported a very fragmented working style with many
task switches and interruptions.
In our first study, we leverage eye-tracking technology to
gather task-independent insights into how software developers
visually interact with the windows on their desktop. Eye-
tracking has traditionally been used to study reading and com-
prehension. Early experiments studied the differences in code
comprehension between novice and expert developers [5, 8].
Other research used eye-tracking technology to investigate
the comprehension of specific software artifacts, namely class
diagrams [56], design patterns [47], and identifier styles [46].
In more general contexts eye-tracking was used to measure
task difficulty [4, 14], mental workload [18], and cognitive
load [22], but not for the visual interaction with windows.
Detecting Relevance
There is a range of approaches that have tried to detect the
relevance of windows [39], artifacts [21], and groups of ap-
plications [41, 49]. Applications for using the relevance of
related resources include task resumption, task switching, and
self-monitoring. Most of these approaches take as basis two
types of features: temporal and semantic. Temporal features
are related to the order in which resources are accessed. For
instance, Bernstein et al. developed a model based on the
number of switches between two windows to rank their relat-
edness [6]. Semantic features are usually shared words in the
window title and content, and were for example used to group
open applications and documents into tasks [11]. Oliver et al.
used both types of features to analyze window switches [40]
and provide an alternative that reorders or highlights the win-
dows in the window switching application [39].
Supporting Focused Work
The high fragmentation of a software developer’s typical work-
day is well reported [15, 26, 45]. On average, there are
switches between different activities every few minutes even
when not all of them are task switches [31]. Times with fewer
task switches and higher engagement with tasks are reliably
rated as more productive [29, 32]. Approaches to increase
the perceived focus and productivity have, for instance, de-
creased distractions of work-unrelated websites by reducing
their availability [53], or by fully blocking them [25].
There are several approaches to assist users with window
switching [19, 50, 51, 55], but their work focuses solely on pro-
viding a better overview and speeding up window switching.
Others, more closely related to our work, have tried to reduce
the overload that people experience by grouping tasks and
documents [11], grouping windows [49], improving access to
occluded window content [54], or reducing the visibility of
secondary screens [10]. The latter approach by Dostal et al.
tested several approaches on how to reduce distraction from
a separate, non-focused screen. Their best approach used a
dimming of the screen while highlighting display changes.
Specifically for software developers, approaches to reduce
the “window plague” in the window-based Pharo IDE use
temporal features to highlight the most important windows and
automatically close the least important ones [36, 42]. Both of
these approaches are restricted to the IDE (a single application)
and were never tested with users.
STUDY 1: DEVELOPERS’ WINDOW INTERACTIONS
To support developers’ focus at work by emphasizing relevant
windows, a first step was to establish a better understand-
ing of their current practices in interacting with conventional
windows-based computer desktops. In particular, we stud-
ied developers’ patterns of opening, closing, arranging and
switching between windows on their computer monitor(s).
Monitoring Study
In this first formative study, we monitored 18 professional
software developers’ window interactions for an average of 17
days (4 to 37, ±10.2) per participant in their usual work envi-
ronment. During the study, we ran a monitoring application
on participants’ computers to collect window interaction and
user input data, and collected eye-gaze data via an eye-tracker.
Participants
We recruited 18 professional software developers, 1 female
and 17 male, from three companies of varying size in the
software and computer hardware industry through personal
contacts. We limited our study to users of Microsoft Windows
as their main operating system due to the compatibility with
the eye-tracker and our monitoring application. At the time
of the study, participants had an average of 17.5 years of pro-
fessional development experience, ranging from 2 to 35 and
described their main responsibility as development with ac-
companying tasks of project management, system engineering,
and testing. They all resided in Switzerland.
Procedure
At the beginning of the study, we provided participants with
detailed information on the study procedure and goals, the
data we were going to collect with the monitoring application
and eye-tracking sensor, and asked them to sign a consent
form (approved by UBC’s Research Ethics Board). We also
informed participants that their participation is completely
voluntary and without compensation and that they are allowed
to withdraw at any point in time. We then asked and supported
participants with installing the monitoring application and
the proprietary eye-tracking software on their computer, and
with correctly positioning the eye-tracker in front of their
primary monitor. We used the Tobii 4C eye-tracker [52] due
to its portability, affordability and reliable results in previous
work. We only captured eye-gaze data on participants’ primary
monitor, due to technical limitations that restrict the use to
one Tobii eye-tracker per computer. After calibrating the eye-
tracker with participants, they were asked to continue their
regular work as usual, while the monitoring application and
eye-tracker were running non-intrusively in the background.
To ensure a high reliability of the eye-gaze data, Tobii 4C’s
software constantly reassesses whether the sensor needs to be
re-calibrated based on the head movement, and if necessary,
prompts the participant to do so.
At the end of the study, we revisited each participant, collected
the monitoring data from the participant’s device, uninstalled
the software, removed the eye-tracker, and conducted a short
follow-up interview to ask for feedback on the study.
Monitoring Application
To collect computer interaction and eye-tracking data, we used
our own monitoring application, PersonalAnalytics [34], that
we developed and used in previous studies (e.g. [33, 31]). Our
application collects participants’ user input data, including
mouse movement and keyboard events, without logging the
specific keys for privacy reasons. In addition, the application
logs all window events, including focus, create, destroy, move,
and resize events together with the size and location of the
window, the title of the window and its state (active, minimized
or maximized), information on all other open windows and
their position, as well as on all connected screens and their
dimensions. To collect eye-gaze data, our application captures
eye-fixations—the location on the screen the user visually pays
attention to—including the fixation position and duration, by
accessing the data from the Tobii 4C’s proprietary software.
Collected Data
We collected a total of 322 days of data for this study, ranging
from one to four weeks worth of data per individual participant.
All participants reported the days they were monitored on as
regular work and did not report any distraction or changes
in their work based on our monitoring application and the
eye-tracker. Overall, we collected a total of 9,522,956 window
interactions and 63,292,622 eye fixations from all 18 partici-
pants. From the eye-gaze data, we discarded all data that was
not accurate according to Tobii’s quality rating.
For each window interaction, we calculated how many pix-
els of each open window was visible based on the order in
which windows appear on the monitor. We further determined
how long windows were open or active based on the duration
between window events. From the mouse movement data,
we derived periods of time when participants were not active
on their computer and excluded these from our analysis. In
particular, we considered every period of 5 or more minutes
without mouse movement as inactive and excluded it.
To identify the windows a participant looked at, we mapped
each captured eye fixation to a window using our processed
window interaction data that includes the visibility of all win-
dows, their location and size. Overall, we were able to distinc-
tively map 86.6% of the recorded fixation points to a window.
In cases when a participant looked at the taskbar, a monitor
with no windows, or a newly opened window that was not yet
registered with the windowing system (which can happen in
the first second of opening a new application), we were not
able to map the eye fixation to a window.
By comparing and validating the data of all participants, we
noticed one outlier, participant P6, that had more than twice
the amount of open windows compared to all other partici-
pants across the three companies. Since our objective was to
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Figure 1. Average number of open and visible windows by participant.
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Figure 2. Weighted mean of open windows by participant and hour dur-
ing a typical work day where we could gather enough data from all par-
ticipants. The line shows a local regression (Loess).
gather a better understanding of the usual developer practices
in interacting with windows-based desktops, we decided to
exclude the data of P6 from the further analysis.
Results
This section presents the results of our quantitative analysis of
the logged computer interaction and eye fixation data.
Open Windows Behavior
To better understand the potential of window switching to
distract developers, we analyzed how many windows and
applications developers have open at any given time. We
calculated the weighted number of open applications and win-
dows by the duration they were open. Figure 1 presents the
number of open windows across participants. Overall, devel-
opers had an average number of 12.1 (±6.6) windows open
at all times from running an average of 9.5 (±3.0) applica-
tions. When considering multi-monitor setups, we observed
that developers have more windows open when using more
monitors: single-monitor users tend to keep an average of 6.9
(1 participant only), dual-monitor users 12.6 (±4.0), and triple-
monitor users 14.9 (±11.4) windows open at the same time,
which is comparable to previous work [41]. The overall screen
size, however, did not significantly impact the number of open
windows (Pearson correlation coefficient of 0.21, p=0.42).
We found that the number of open windows varies over the
course of a day. In particular, developers opened more win-
dows than they closed, leading to a growing number of open
windows over the course of the workday, from 9.9 (±5.5)
in the morning to 14.4 (±7.3) in the evening. Despite the vari-
ation in the number of open windows, this increase over the
course of a day is consistent across all participants as illus-
trated in Figure 2, and similar to the increase in the number
of windows open inside the Integrated Development Environ-
ment (IDE) that Roethlisberger et al. found [42]. Developers
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Figure 3. Number of window switches by time between window switches
in seconds. The bump at 300 is caused by our 5 minute idle timeout.
generally do not close windows frequently, but rather leave
them open in the background, although, some developers at
least tend to reorganize and clean up their desktop a bit more
after returning from lunch break or before leaving work.
We also found that developers very rarely move or resize win-
dows, compared to the frequency of other window interactions,
such as switching, opening and closing. Less than 3% of all
window interaction events that were captured over the course
of the study were changes of size or location of a window.
Window Switching Behavior
Based on the computer interaction data, we found that each
window was open for a total of 79.2 (±60.1) minutes on av-
erage. Yet, this value varied a lot, ranging from 19 minutes
to 4 hours across participants. Nonetheless, we found that de-
velopers switch between windows very frequently keeping
a window in focus (active) for only very short amounts of
time. On average, developers focused on a specific window
for only 15.7 (±77.3, median=2.2) seconds, before switching
to the next one. The high number of switches is comparable
to previous work [15, 31, 33] that looked into activity and task
switching, which are related to window switching.
As illustrated in Figure 3, the short time developers spend in a
window is right skewed by a high number of very short win-
dow switches. Overall, 32.9% of all window switches lasted
less than 1 second and only 30.7% of the windows remained
active for longer than 5 seconds before the developer switched
away. The large number of short window switches might occur
for several reasons, including the developer navigating through
the open windows to find the relevant one, the developer clos-
ing irrelevant windows or selecting the wrong one, or from
being briefly distracted. Most window switches are switches
to previously open windows. In total, developers revisited
already open windows in 76.6% of the window switches and
only in the remaining 23.4% they opened a new window.
Multi-Monitor Usage
Even though 94.1% (16 out of 17 participants) are using a
multi-monitor setup, our data shows that developers are using
their primary monitor during the majority of the time they
spend on the computer and position the most windows on it.
On the Windows 10 operating system, one monitor is defined
as the primary one, the remaining ones are secondary monitors.
The secondary or tertiary monitors were actively1 used only
1An “active window” means it is currently focused and/or receives
keyboard input.
during 30.7% (±23.3%) of the time, and for 23.9% (±19.8%)
of the windows, on average. 14 participants (82.4%) worked
with two monitors, 2 participants (11.8%) worked with three.
Several developers used a laptop and connected the laptop
to an external monitor for most of the time, but sometimes
also just used the laptop and therefore only a single monitor
configuration. Over the course of the study, we found that
64.7% (11 participants) switched their monitor configuration
from time to time, while 35.3% (6 participants) consistently
used the same monitor setup throughout the study. Overall,
developers switch windows more often on the primary screen
(32.3% compared to 26.8%, two-sided paired t-test p=0.05276)
and have each window open for a shorter amount of time
(67.9 ±47.6 vs 108.2 ±81.6 minutes, p=0.05882). The average
duration a window remains active, before being switched away,
is the same on all monitors, with 15.7 seconds.
Usage of Screen Real Estate
We found that developers have several windows open and
visible at the same time. Over all monitors, there were always
an average of 1.5 (±0.7) windows fully and 3.3 (±1.7) win-
dows partially2 visible. The currently active window, which
on Windows 10 is always fully visible, thereby took up 84.7%
(±9.7%) of the monitors’ screen real estate and was maxi-
mized3 60.6% (±48.9%) of the time.
Visual Attention and Focus on Windows
The results on developers’ window switching behavior so far
are based on developers’ computer interaction. Hence, it is
still unclear whether developers are actually looking at the
active window, or at another window that is currently not in
focus. Since a better understanding of the visual attention also
allows us to better understand which windows are relevant, we
analyzed the eye-tracking data from the’ primary monitors.
The results of our analysis show that visual attention shifts
similarly frequently as the active window, with an average
of 31.2 (±87.8) seconds per window and a median of 4.7
(±20.4) seconds. The distribution of shifts in visual atten-
tion between windows is again heavily skewed, with 19.3%
(±8.4%) of the shifts being less than a second long. The
longest time we observed a developer looking at the same
window was 64 minutes, significantly lower than the 4.7 hours
for the active window. This is however not surprising, since
developers might just look away in between for short periods
to relax their eyes.
Using the captured eye fixations, we further found that the
visual attention matches the actively selected window in
83.1% of the cases on the primary monitor. The other 16.9%
of the eye fixations were directed at windows that were open
and visible, yet not the active one. It is not surprising that
developers do not always look at the active window, and in
fact, developers looked away from the active window at least
once for 67.7% of all active windows. When they did so, they
looked at an average of 2.2 (±3.2) distinct non-active windows.
There were, however, also 32.3% of the active windows that
2In a partially visible window, another window is partly overlapping,
and thus covering, it.
3A maximized window takes up the entire screen real estate of the
monitor, except the taskbar.
participants never looked away from until they switched the
active window using mouse or keyboard. Overall, this analysis
provides evidence that using the active window is a relatively
good indicator for a developer’s attention.
Discussion
The first study revealed that most developers keep a large
number of windows open at the same time, which could lead to
distractions that result in switching to a non-relevant window
as previous research has shown [1, 30, 38]. The high frequency
of window switches and short duration a selected window stays
active further suggests that many of these switches might be
non-strategic or unintentional switches that could distract from
the primary task.
We saw no evidence that developers took any explicit, system-
atic measures to reduce distraction from less relevant windows.
Our findings and discussions with participants, however, sug-
gest that there is potential value of a lightweight automated
approach to reduce distractions by open windows as a means
of supporting developers in their focused work.
Additionally, our results suggest that the computer interaction
can be a good indicator for determining a developer’s visual
attention based on the 83.1% overlap for the primary monitor.
Therefore, we rely on this interaction as the basis of our rele-
vance model due to the potential of its applicability and low
invasiveness for workers.
PREDICTING RELEVANT WINDOWS
To develop a lightweight approach that helps software devel-
opers maintain focus on the relevant windows and minimizes
unintentional switches, we explored the prediction of relevant
windows.
Model
We leveraged the results from study 1 to develop a model on
predicting the most relevant windows. We used the following
temporal and semantic features that have been applied success-
fully in previous work [11, 40, 39]. Note that other features
that we identified from related work or our own experience
would have made the model either too complex or would not
allow a real-time application in a real-world setting that we
implemented in study 2.
Temporal, Recency
Recency is one of the simplest and most commonly used
temporal features that scores a window based on how recently
it has been active, so that the last window before the current
one receives the highest score. To calculate a recency score
we focus on the window activation events in the computer
interaction event log. Specifically, we start from the current
window and go back in time to the ten previous windows,
remove duplicates, and give a score in reverse chronological
order. From an order of A→ B→C→ B→ D→C with C
being the active window we get a ranking of D,B,A as the
active window is not scored and duplicates are removed.
Temporal, Duration
Our duration feature scores a window by how long it has been
active during the last 10 minutes. The score is calculated
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Figure 4. Probability of predicting the correct next window within the
top X most relevant windows.
by dividing the summed active duration by the observation
interval, in our case 10 minutes. We picked this interval to
provide a good balance between keeping the measure stable
from short recent switches and only including windows that
are related to the current task. Task switches are reported to
occur every 3 to 12 minutes, so the current task should in most
cases be entirely covered by our interval [29, 31].
Temporal, Frequency
The frequency feature shares the same observation interval
with the duration feature. Windows are scored by counting
the number of switches to that window: the more switches
to a window, the higher the rank of the window. Many tasks
involve switching frequently between the same few windows.
This feature is intended to capture that behavior.
Semantic, Window Title
We assume that windows whose title and textual content are
similar are related and therefore relevant to each other. We
want to use semantic features to predict how related two win-
dows are. To calculate a score in regard to predicting window
switches we are interested in how related a window is to the
currently active window. We are using the window titles to
determine relatedness. While the contents of a window could
provide more information, they are not as easily available as
the window titles, which are exposed by operating system
interfaces, and reading the contents of all windows is very
invasive, introducing justified privacy concerns by users. We
processed the window titles by removing all punctuation, filter-
ing out stop words, and stemming the remaining words. The
weight of the stemmed words in the processed window titles of
all open windows are calculated by the term frequency–inverse
document frequency. All processing operations are performed
with tm, a library for text mining in R [12]. With these weights
we calculate the cosine similarity of the title of each open
window to the title of the currently open window. The open
windows are ranked by the similarity value.
Empirical Analysis based on Study 1
After calculating the scores for the temporal and semantic
features described above, we used the data collected during
our monitoring study to determine the weight of each of the
features to calculate a combined score. As a starting point,
we used a linear equation due to its simplicity and speed of
calculation. For each window switch, we calculated a score
for each open window equal to α ∗ recency+β ∗duration+
γ ∗ f requency+δ ∗ semantic.
We investigated the features individually and created a ranking
based on their predictive power. Figure 4 shows that the order
is not easy to determine and depends on the target number
of windows that are predicted. When we consider only our
highest scoring window, the feature with the highest predictive
power is recency, followed by semantic, duration, and then
frequency. When considering the top 2 or top 3 results, the
order changes as the semantic feature becomes less predictive.
We tested all features with equal weight as well as all com-
binations of 3 out of 4 and 2 out of 4 features. Figure 4
shows the performance of the four individual features, a com-
bination using equal weights (mean), and our final weighted
combination (weighted). Using equal weights performs sig-
nificantly worse than either of our best two features. The
best combination we found only consisted of three of our
features containing recency, semantic, and duration. Adding
frequency reduced the result slightly. We then proceeded
to examine various weight schemes of the three taking into
account the order. We used a binary search approach with
intervals of 0.2, 0.1, and finally 0.05 to gradually optimize
the weights. The optimal combination we found that way
is 0.5 ∗ recency+ 0.45 ∗ semantic+ 0.05 ∗ duration. While
its weight ended up being rather small, the duration feature
improves the score by filtering out switches to windows that
become active and relevant for a very short time, but should
not change the whole context of the task.
STUDY 2: DIMMING LESS RELEVANT WINDOWS
We explored whether visual prominence can be leveraged to re-
duce clutter and distraction. To that purpose, we extended our
monitoring application with a component, called WindowDim-
mer, which de-emphasizes less relevant windows by fading
them away, and thus, emphasizing relevant ones.
WindowDimmer Approach
Using an iterative design process, we developed several ver-
sions of WindowDimmer, including masking all but the rel-
evant windows. We piloted the iterations with four students
at our universities, and eventually settled on an intervention
that was lightweight enough to be used in real-world work,
without creating any additional distractions or requiring reori-
entation. The final version extends the monitoring application
that we developed for study 1 with the model to predict rel-
evant windows that we determined in the empirical analysis.
WindowDimmer emphasizes the 3 most relevant windows and
reduces the visibility of all others. We chose 3 as the threshold
since we learnt from analyzing developers’ eye-gazes that of-
ten times, not only the active window is fixated but an average
of 3.2 distinct windows including the active one. Hence, we
predict a ranked list of the 3 most relevant windows using
our combined and weighted predictor (weighted in Figure 4)
which reaches a 72.7% probability of selecting the correct
three most relevant windows for the study 1 data. Predictions
by a random model are correct significantly less often with
a probability of 33.9% (Monte Carlo simulation, p<2.2E-16).
Whenever WindowDimmer receives an event that the user
switched from one window to the next, we gather a list of the
remaining open windows and their window titles, extract the
features, and calculate the relevance score that we described
Figure 5. WindowDimmer dims all less relevant windows and the desk-
top to emphasize the top 3 most relevant windows.
above. Whenever a window title changes without a window
switch, such as when the user selects a new tab inside the web
browser, we also recalculate the relevance scores.
As visualized in an example in Figure 5, WindowDimmer re-
duces the visibility of all windows that are not the top three
most relevant ones, by dimming them. Concretely, the ac-
tive window and the two windows with the highest relevance
scores remain untouched, while all other remaining windows
and the desktop background, in case it is still visible, get
slightly dimmed by applying a gray overlay with 25% opac-
ity. The Windows 10 taskbar stays visible and un-dimmed to
allow easy navigation between windows. Note that the most
relevant windows are not necessarily all in the foreground,
since the order of how Windows 10 stacks the windows is
based on recency only, while our model includes duration and
semantic similarity as well. Finally, WindowDimmer allowed
participants to turn off or pause the approach, and to adjust the
number of relevant windows or the dimming.
Intervention Study
To evaluate the potential of reducing clutter and increasing
focus by dimming less relevant windows, we conducted a
second, preliminary field study in a real-world-setting. In the
first part, we investigated if our model can identify the top 3
relevant windows as reported by participants. In the second
part, participants used WindowDimmer in situ during their
real-world work and provided us with qualitative feedback.
Procedure
In the beginning, we asked participants to read the consent
form (approved by UBC’s Research Ethics Board), ask any
questions, and sign it. Participants were then asked to install
the monitoring tool with the WindowDimmer extension on
their main work computer. Finally, we asked participants to
continue their work as usual for the next 5 workdays.
During the first part of study 2, which lasted three of the five
days, we examined whether our predictive model is able to
accurately predict user-defined relevance. To that purpose,
we logged participants’ interactions with their windows and
asked them to answer a pop-up survey in regular 40-50 minute
intervals (to have some randomization). The pop-ups listed
all currently open windows and asked participants to tick a
check box of all the windows that are relevant for their current
work. No definition for relevance was given, as we did not
want to bias participants’ responses by restricting relevance to
work-related windows for example.
During the second part of study 2, which lasted the remain-
ing two days, we continued logging participants’ computer
interaction and enabled WindowDimmer. We disabled the self-
reporting pop-up to prevent frustrating participants in case
their selection of relevant windows was different to the win-
dows that our approach dimmed. At the end of the second part
of study 2, we conducted semi-structured interviews to receive
feedback on their experience with WindowDimmer. We also
asked them to answer a survey with demographic questions
as well as the System Usability Scale [7], a standardized sur-
vey for evaluating the usability of our approach. Finally, we
collected the logged data from participants’ machines, after
giving them the opportunity to obfuscate the logged data to
alleviate potential privacy concerns. Finally, we uninstalled
the monitoring application and gave participants $30 US to
compensate for their efforts.
Participants
We recruited a total of 12 software developers, 5 female and
7 male. 6 are professional software developers who worked
for 4 different software companies in Canada, the US, Ger-
many, and Switzerland, and 6 are computer science students (1
undergraduate, 4 graduate, 1 postdoc) in Canada and Switzer-
land. We recruited participants through personal contacts. At
the time of the study, participants were on average 26 years
old. The 6 participants who identified as professional soft-
ware developers have an average of 2.6 years of experience.
Participation was entirely voluntary.
Collected Data
To evaluate our approach, we collected data on connected
screens, open windows, and window interaction comparable
to the monitoring study. We additionally recorded the calcu-
lated relevance scores for each feature as well as the summed
score and rank of the open windows. For each window in a
submission of the pop-up by a participant, we recorded the
response and whether our model predicted the window as rel-
evant or would have dimmed it. In total we collected 266
pop-up responses with an average of 22.2 (±9.5) responses per
participant over three days. The number of responses varied
between 11 and 36, depending on how much time the partici-
pant spent on their computer. Each pop-up contained a list of
14.5 (±11.8) open windows.
Results
The intervention study provides similar data to the monitoring
study, but extends it with information related to our model and
the WindowDimmer approach. We compare data on computer
desktops, windows, and window interaction with the previous
results, investigate participants’ reports on relevant windows,
and compare window interaction behavior between the two
parts of the study.
Window Interaction Behavior
The participants of the intervention study had comparable
screen setups as the participants of the previous monitoring
study. All participants used a laptop as their main machine
with six participants adding one and three participants adding
two external monitors. We calculated the number of open
windows with the same methodology as before and observed
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Figure 6. Number of windows reported (by participants) and predicted
(by our model) relevant averaged over all reports. The three top scoring
windows in our model are considered relevant.
13.5 (±11.1) open windows across participants, ranging from
4 to 31, which is a slightly higher average compared to the
12.3 open windows in the monitoring study (study 1).
Only 17% of the captured window switches lasted less than a
single second, compared to 30% in study 1, but with a similar
distribution as seen in Figure 3. The proportion of window
switches to already open windows is 67.8%, also slightly lower
than what we found in study 1 with 76.6%. These differences
could be explained by the different applications used, tasks
pursued or participants’ job roles.
Predicting Relevant Windows
To evaluate our model’s performance in predicting relevant
windows, we compared our model’s predictions to the par-
ticipants’ reports on the relevance of the open windows. In
the 266 self-reports that we collected in the first part of the
study, participants reported 1.8 (±0.9) windows to be rele-
vant out of the 14.5 (±11.8) windows that were open and
listed in our pop-up.
As described before, we consider the top 3 scoring windows in
our model as relevant. Our approach was able to determine
the relevance correctly for 88.3% of the windows, were
windows matched the self-reports (10.4% hits, 77.9% correct
rejections). 9.8% of all windows were predicted relevant by
our model, but not by the participants (false alarms). Only
1.8% should have been considered relevant according to our
participants, but were not predicted as relevant based on our
model (misses). Compared to a random model, the accuracy
improved significantly from 60.8% (Monte Carlo simulation)
to 88.3% (our model) with p<2.2e-16, and the balanced accu-
racy improved from 57.7% to 86.8% (p<2.2e-16).
Figure 6 shows the relevance results per participant. To ac-
count for the varying number of responses per participant,
the values are averaged per pop-up. The number of windows
incorrectly predicted as not relevant, incorrectly predicted as
relevant, and correctly predicted as relevant are very similar
across participants. The value that is varying the most is the
number of windows that were predicted and reported as not
relevant. This is most likely due to the the varying number of
open windows per participant.
Evaluation of WindowDimmer
During the study period in which participants used Win-
dowDimmer an average of 30.4% of the computer desktop
area (all screens) was dimmed. The results also show that
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Figure 7. Distribution of the duration a window is active before and
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Figure 8. Percentage of desktop area dimmed by desktop size. Both are
calculated across all screens. The line shows a linear regression (lm).
the dimmed area increases with the size of the computer desk-
top with a Pearson correlation of 0.59 (p=0.00011). Figure 8
illustrates this effect. During the study, all participants used a
laptop with 9 of the 12 participants usually connecting at least
one additional screen.
During the intervention phase with WindowDimmer activated,
participants had fewer window switches and spent longer
time in relevant windows. The number of window switches
lasting less than one second decreased from 18.4% to 15.3%.
However a paired t-test showed that this is not significant
(p=0.1372). Figure 7 displays a breakdown by application
type of the length of window activations. While there is a
decrease of very short window activations across all types of
applications, the ratio of very short window interactions varies.
Applications that require a higher level of focus and concentra-
tion like IDEs and web browsers stay active for longer times
while email clients have more very short activations.
Having WindowDimmer reduce visibility of windows might
encourage participants to open more windows as they are no
longer as distracting. Yet, we do not see a consistent change
in the number of open windows across participants. While the
number decreased for 6 participants, it increased for the other
6. The number of windows seems to be much more related to
the type of work and tasks performed during the day.
For each window switch by a participant we recorded whether
our model predicted the target window to be relevant and the
rank of the target window. Window switches to windows
not predicted to be relevant and therefore dimmed during the
second part of the study decreased by 10.2%, from 48.2% to
43.3% with the dimming active while switches to the window
WindowDimmer predicted as most relevant increased from
29.8% to 33.1%. Both changes are not significant with p =
0.9975 and p = 0.8383 respectively. The remaining switches
target the second most relevant window, which is the third
window not to be dimmed, where we also saw an increase by
one percentage point.
Participant Feedback
Our post-study survey included the System Usability Scale
(SUS). We measured a mean SUS score of 72.7 which is
considered to represent a “Good Usability” based on a large
survey of SUS scores of previous studies [3].
We further interviewed participants after they completed the
study to collect qualitative feedback and ask about specific situ-
ations, where they perceived our approach to be helpful or hin-
dering to their work. Generally, the WindowDimmer approach
was perceived as useful by 8 of the 12 participants. They men-
tioned the window dimming was “helpful”, or “worked well”
for them. The other 4 participants reported it having no or
very little effect, but also not hindering their work. No partici-
pants stopped using the tool, which suggests the lightweight
approach was not perceived as too distracting.
P9 and P11 reported an interest in dimming everything but
the currently active window “to really focus on the current
task”. Leaving only one active window undimmed instead of
three might help them to stay better focused. Additionally,
they liked that the dimming not only applied to other windows,
but also the desktop background itself. These two participants
found their desktop background was “normally very cluttered
and that can be pretty distracting”. With one participant calling
himself “not a great organizer of my desktop”, dimming the
desktop background reduces the focus on the clutter.
Three participants (P6, P9, and P10) found themselves dis-
tracted by sudden changes in the dimming. When they had too
many open windows, they wanted to make sure WindowDim-
mer was not dimming anything important, which caused them
to look at windows that just had the dimming applied. P9
and P10 would prefer a smoother transition leading to the full
dimming over a few seconds.
All participants generally agreed on the problem of decreased
focus when working on their window-based computer desk-
tops. Although outside of the scope of WindowDimmer, many
participants reported having trouble finding the relevant con-
tent within tabbed interfaces, especially the web browser. Two
participants (P2 and P10) suggested applying a similar dim-
ming approach to tabs they hadn’t used in a while and were
no longer relevant.
THREATS TO VALIDITY
The biggest threats to the validity for our results are external
validity threats due to the limited number of participants and
the focus on studying professional software developers as one
type of information workers only. We elaborate those and the
threats to construct and internal validity in this section.
Construct Validity
Both studies were conducted in the real world to gather data
that is as realistic as possible. Using a monitoring application
in this unsupervised scenario bears the risk of causing inaccu-
rate data to be included due to bugs in the implementation or
unexpected restrictions of the participants’ device. To mitigate
this risk, we built our monitoring application by extending an
existing application that we used in previous studies [33, 31]
and conducted study test-runs on various machines prior to
running both studies.
Limitations to the logged data are that the monitoring appli-
cation can only capture the participants’ interactions with the
computer, and not away from it. Also, the eye-tracker did not
allow tracking multiple monitors at the same time, which is
why our eye-gaze data is limited to the primary screen only.
Internal Validity
Monitoring participants might implicitly influence partici-
pants’ behaviors, since they are feeling observed. In order
to mitigate this risk, we constructed our monitoring applica-
tion in a way such that data can be collected in the background
only. Many participants reported that they forgot about the
monitoring application shortly after installing it. In study 1,
the eye-tracker could have reminded participants of the ongo-
ing study, but no other interaction was required. In the first
three days of study 2, the periodic self-reports (pop-up to col-
lect window relevancy data) might have been considered more
intrusive, but participants did not state anything with that re-
gards in the post-study interview. To reduce the intrusiveness
of the pop-up, we minimized the amount of time required to
select the most relevant windows by adding application icons
for quick identification and only requiring a single click to
select each relevant window. We further allowed participants
to skip individual pop-ups to prevent them from submitting
inaccurate information in situations where they were unable to
spend enough time selecting the actually relevant windows. In
the second part of study 2, where we applied WindowDimmer,
we actively influenced participants’ window switching behav-
ior, but this was the intention of this intervention. Since the
evaluation of WindowDimmer is based on limited data from
two days, we cannot exclude that the positivity towards the
usefulness of WindowDimmer was caused by novelty effects.
While our study showed there is potential, running the field-
study over several weeks and with more participants in the
future would help to more clearly demonstrate its value.
External Validity
Our selection of participants and the total number of partici-
pants for either study could limit the generalizability of our
findings. While all participants were information workers,
participants in study 1 were professional software developers,
6 (of the 12) participants in study 2 were computer science
students. We believe that recruiting software developers as a
type of information worker for the first study is a good starting
point, also to be able to compare better between individuals.
Overall, we further tried to mitigate the threat to generaliz-
ability by recruiting participants from different companies,
countries, and contexts. Further research is needed to validate
our approach with a broader set of information workers.
The architecture of our monitoring application required us to
restrict the study to participants using Microsoft Windows 10
as operating system. Further studies with extended tooling are
required to assess the effect the window managers of different
operating systems have on the window interactions and focus.
DISCUSSION AND FUTURE WORK
The effects of the use of WindowDimmer on software develop-
ers’ window switching patterns and the participants response
to the tool suggest that it helps to foster greater focus in work
tasks and also reduces the distraction of irrelevant windows.
Using WindowDimmer, participants engaged longer with rel-
evant windows and switched windows less frequently. We
believe this effect can be attributed to the system’s ability to
predict window relevance with relatively high accuracy and
increase the visual prominence of relevant windows in relation
to irrelevant ones.
Despite the benefits that WindowDimmer offers, there are sev-
eral important issues that arose in our study that need to be
addressed going forward. In particular, although the relevance
model was able to predict window relevance with high accu-
racy, the frequency of false positives is not trivial, and these
windows when not dimmed add unnecessary visual clutter.
The false negatives, while very few, are also a concern as the
dimming of a necessary window could result in additional
time and cognitive burden to locate, potentially reducing the
person’s focus on the main task. For these reasons, further
improvement of the relevance model is a priority going for-
ward. Our model for predicting relevance uses three temporal
and semantic features and a linear combination with heuris-
tic weighting of these features. Building on a larger dataset,
adding more features, and using machine learning techniques
could improve our model significantly. Our studies revealed
large differences in the window interaction behavior between
our participants. To achieve the best relevance prediction,
a personalized model might be required. Some participants
wished for the functionality of overriding the relevance by
manually setting the dimming of a window. A more sophisti-
cated, personal model could utilize these inputs.
Although the overall task focus improved, as indicated by the
window switching behavior, it is also still a concern that the
window dimming feature could be a distraction itself. Partici-
pants mentioned that the dimming feature drew some attention
as they wanted to be certain relevant windows were not being
dimmed; this effect is clearly undesirable and could break
the worker’s focus on the primary task. Therefore the design
of the interaction should be considered further, including the
possibility of more gradual animations, staggered dimming
of windows over a longer period of time, or subtle fading ef-
fects that reduce the visual prominence of irrelvant windows
without substantially darkening the windows. The approach
of predicting and prioritizing relevant windows could also be
extended to handle more complex environments as well. Simi-
lar to previous studies [17], we have seen the size of monitors
and number of windows increase. This trend is most likely
to continue, increasing the potential for visual clutter from
open windows. We have focused on increasing the visibility
of relevant windows as a simple yet effective first step, but
can imagine approaches with a larger impact like minimizing
or hiding windows that are not relevant and grouping related
windows that are related to a task to have faster access.
Additionally, it may be worth considering increasing the user
agency and interactivity of WindowDimmer, as well as mak-
ing use of context to optimize the functionality. Our approach
features a model that runs in the background and passively col-
lects user data automatically. To adapt to the various activities
a developer engages in over the course of the workday, a more
interactive approach could take user settings into account. A
very specialized activity like programming could feature a
lower number of not dimmed windows and a more change-
resistant model, whereas a broader research activity could dim
fewer windows and value the semantic relatedness of windows
higher. Even more direct control over dimmed windows could
give users the ability to toggle whether a specific window is
dimmed or manually mark windows relevant or not relevant
for the current task. The individual labels could further be
used to dynamically improve the relevance model.
Despite the many technical and interaction improvements that
could be realized going forward, we believe that the results of
the study provide evidence that the overall approach of pre-
dicting relevant windows and increasing their relative visual
prominence is effective for reducing distraction and increasing
focus on software developer’s primary task. Pursuing the open
issues described here could help optimize the approach further,
potentially reducing distraction and improving focus to an
even greater degree.
CONCLUSION
With the constant improvements in hardware and software
technologies, screen sizes and resolutions are increasing and
usage behavior for window-based desktops are changing. Our
monitoring study provides recent insights into how software
developers setup their desktop environment and how they in-
teract with windows on their computer. We observed their
workday to be very flexible with a changing number of mon-
itors, multiple open windows at the same time, and very fre-
quent window switches. This mirrors the assessments of a
fragmented workday found in previous work.
Based on the collected data, we devised a model to predict the
relevance of open windows that showed an accuracy of 72.7%
when predicting the 3 most relevant windows. Evaluating the
model in a second study with a different set of participants in
situ, showed that the model can predict self-reported relevance
by participants for 88.3% of the windows.
To allow the model to be applied in a real-world scenario, we
developed an approach called WindowDimmer, which reduces
the visibility of windows that we predict to be less relevant.
The results of our second study, a preliminary evaluation of
the approach, in which participants were asked to use the
dimming approach showed a reduction in window switches
and an increase in switches to relevant windows when the
dimming is active. The majority of our participants felt that
WindowDimmer was useful in reducing clutter and supporting
continuous focus on relevant windows. In the future, we plan
to improve the usefulness and generalizability of WindowDim-
mer by training our model with more data, testing different
visualization techniques, and evaluating it over longer periods
and with other information workers.
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