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Résumé :
Dans cette thèse, on étudie le transport granulaire par charriage en régime établi d’un lit de grains
soumis à un écoulement de Couette laminaire pour un rapport de densité uide-grain de 2.5 et une
gamme de nombre de Reynolds particulaire,Rep 2 [0.1, 10], et de nombre de Shields, θ 2 [0.1, 0.7].
Toutes les échelles de cet écoulement diphasique (à l’exception des eets de lubrication) sont dé-
crites via la résolution numérique des équations de Navier-Stokes en prenant en compte la présence
des particules par une méthode de frontières immergées (IBM) couplée à un solveur granulaire (mé-
thode des éléments discrets - DEM) qui résout les équations de Newton pour chaque particule ainsi
que les contacts et frottements entre grains (résolution à l’échelle microscopique). Un changement
d’échelle est ensuite eectué an d’obtenir une description de l’écoulement via des champs conti-
nus équivalents (description à l’échelle mésoscopique). Les simulations IBM-DEM permettent de
quantier chacun des termes du modèle dit mésoscopique et de caractériser la rhéologie de chaque
phase ainsi que du mélange. On eectue nalement un second changement d’échelle an de ré-
duire l’écoulement de grains observé à une singularité, qui correspond à une condition limite du
point de vue de l’écoulement du uide. Cette condition est du type de Navier. Les simulations IBM-
DEM montrent que la longueur dite de glissement "équivalente" est directement proportionnelle au
nombre de Shields.
Abstract :
In this work, we consider the steady transport of a granular medium by a laminar Couette ow for a
xed density ratio of 2.5 and a range of particle Reynolds number,Rep 2 [0.1, 10], and Shields num-
ber θ 2 [0.1, 0.7]. All scales of this two-phase ow are captured (except for the lubrication eects).
By numerically solving the Navier-Stokes equations, taking into account the presence of particles
using an Immersed Boundary Method (IBM) coupled to a granular solver (Discrete Elements Method
- DEM) which solves the Newton equations for each particle, in particular grain-grain interactions
(resolution at the microscopic scale). Up-scaling is then performed to describe the ow via equi-
valent continuous quantities (description at the mesoscopic scale). IBM-DEM simulations allow to
quantify all the terms of the so-called mesoscopic model and to characterize the rheology of each
phase and that of the equivalent mixture. A second up-scaling is nally performed to reduce the
granular ow to a singularity, which corresponds to a boundary condition from the point of view
of uid. The boundary condition is of Navier’s type. The IBM-DEM simulations suggest that the
corresponding "equivalent" slip-lenght scales as θ.
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1.1 Les milieux granulaires
Un milieu divisé, souvent nommé milieu granulaire par abus de langage, est un matériau constitué
d’un ensemble de particules, les grains, plongés dans une phase continue (l’air ou l’eau en général),
appelé uide porteur. On côtoie ce type de matériau au quotidien. On pense souvent d’abord au
sable d’une plage, ou d’une dune dans un désert mais ces milieux ne se limitent pas à cela. Sur le
plan industriel, on estime que plus de 50% des produits vendus mettent en jeu ce type de matériaux
dans leur élaboration ou dans leur forme nale (Bates (2006)). La matière en grains représente le
deuxième matériau le plus utilisé dans l’industrie après l’eau (Duran (1997)).
(a) (b) (c)
(d) (e)
(f) (g) (h)
Figure 1.1 – Exemples de milieux granulaires. (a) : pommes arrangées sur un réseau cristallin (crédits : Jack
Lyons, pexels) ; (b) : tas de fruits à coque (amandes, noix, noisettes, etc...) ; (c) : avalanche de comprimés,
médicaments ; (d) : coulée de boue suite à un tremblement de terre sur l’île de Kyushu (Japon) le 16/04/2016
(crédits : AFP - MINISTRY OF DEFENCE) ; (e) : ballast sur lequel repose une voie de chemin de fer ; (f) : milieu
granulaire 2D constitué de pièces de monnaie ; (g) : sang, suspension de particules déformables (∅ ' 7m) ; (h) :
anneaux de Saturne.
On peut citer l’extraction et le transport de minerai, les poudres de ciment ou servant à la fabri-
cation des peintures. Les plastiques en tant que matière premières sont généralement conditionnés
sous forme de petits granules de plastique que l’on fait fondre pour les mouler sous toutes les formes.
L’industrie pharmaceutique manipule aussi ces matériaux, que ce soit les poudres lors de la fabri-
cation des médicaments ou bien les médicaments eux-mêmes (capsules, comprimés, en poudre). Ils
sont également très présents dans l’industrie agroalimentaire ; on peut citer les céréales (blé, riz,
maïs, etc...), les aliments sous forme de granules ou de poudre (pour les animaux et la farine ou la
semoule par exemple), les fruits et légumes (noisettes, café, pommes, betteraves, pommes de terre,
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etc...), le sel, les épices et le sucre. Dans tous ces secteurs se pose les questions du transport, du
stockage et du mélange de ces matériaux.
Les milieux granulaires sont également présent dans la nature. On a déjà cité le sable, mais les gra-
viers, les roches lors de glissements de terrain, les boues, les galets et sédiments au fond des cours
d’eau, les avalanches et aussi les poussières martiennes, les anneaux de Saturne ou les ceintures d’as-
téroïdes et même le sang (sérum contenant principalement des globules rouges et blancs) sont autant
d’exemples de milieux divisés naturels. Dans ces cas, c’est souvent pour des raisons de prévision des
risques ou des coûts d’entretien que ces milieux sont étudiés.
Pour l’instant, on a principalement parlé de milieux granulaires dont les particules sont solides mais
les émulsions (lait, pastis, mayonnaise) ou les mousses (à raser ou celle d’une bière) sont également
des milieux divisés.
Colloïdes Poudres Milieux granulaires
1 nm 1 μm 100 μm d
Figure 1.2 – Classication physique des milieux divisés en fonction du diamètre des particules (image tirée de
Andreotti et al. (2012)).
Ici, nous nous limiterons aux milieux dont les grains sont solides. On classie généralement ces
milieux en fonction des interactions entre les particules qui les constituent et ces interactions dé-
pendent principalement de la taille des grains (gure 1.2). Elles sont dominées par les forces de
contacts pour les matériaux que l’on continuera d’appeler des milieux granulaires par la suite et qui
sont constitués de "gros" grains (qui ont typiquement un diamètre d > 0.1mm). Pour les particules
dont le diamètre d est compris entre 1 et 100µm on parlera de poudres (par exemple les farines).
Dans les poudres, les particules interagissent via les interactions de Van der Waals de façon non
négligeable. Et pour les particules encore plus petites (d 6 1µm), on parlera de colloïdes. Dans ce
cas, l’agitation thermique ne peut plus être négligée (peinture, lait, aérosols). L’étude eectuée lors
de ce travail de thèse porte exclusivement sur les milieux granulaires et on considérera uniquement
les interactions inter-particules liées aux contacts (et celles via le uide porteur).
D’autres interactions peuvent intervenir entre les grains, par exemple la cohésion capillaire pour
du sable mouillé. Ces forces interviennent au travers de ponts capillaires qui se forment entre les
particules lorsque les grains sont plongés dans un milieu constitué d’air et d’eau (ou d’autres uides
non miscibles ne possédant pas la même anité avec les particules). Ce type d’interaction ne sera
pas considéré ici, nous considèrerons des milieux granulaires complètement immergés dans un uide
porteur unique.
Une autre caractéristique importante des milieux granulaires est la distribution de taille et de forme
des particules. Lors d’un glissement de terrain, les rochers de forme aléatoire et de la taille du mètre
côtoient des graviers, de la boue et des argiles, ce qui représente une très forte dispersion de taille
des particules, entre 1m et moins d’1 µm ( 106 ordres de grandeurs !). À l’opposé, un milieu
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constitué de gélules toutes identiques possède un dispersion de taille quasiment nulle. Pour la forme
des particules, des grains de riz ou des pois chiches ne se comportent pas exactement de la même
façon, par exemple. Dans cette étude, nous considérerons que les grains sont sphériques et mono-
disperses.
1.2 Transport de grains
Le transport des grains est une composante importante de l’étude des milieux granulaires. Il a son
importance pour le remplissage d’un silo avec un tapis roulant, l’acheminement des poudres vers
leur lieu d’utilisation dans une usine ou l’acheminement des fruits vers une machine de tri par
exemple. De façon moins directe, on s’intéresse également au transport de grains pour dimensionner
des barrages. Ces ouvrages sont des retenues d’eau le long d’une rivière, or la rivière transporte des
sédiments qui s’accumulent au pied du barrage. Ces sédiments sont plus denses que l’eau et exercent
donc une contrainte supplémentaire sur ces ouvrages. Ici, on s’intéresse à des écoulements cisaillés
au contact d’un lit de grains (et pas à des écoulements gravitaires ou dus à un gradient de pression).
On distingue trois modes de locomotion pour les milieux granulaires (Bagnold (1956)), le charriage
(roulement et glissement des grains en surface du lit de grains), la saltation (les grains transportés
sautent et perdent le contact avec le lit de grains pendant une distance de quelques dizaines de
diamètres de grains avant de retomber sur ce dernier) et la mise en suspension (les grains sont
transportés par le uide et dans le uide sur de longues distances). Les forces hydrodynamiques
sont de plus en plus importantes et la quantité de particules par unité de volume est de plus en plus
faible lorsqu’on passe du charriage, à la saltation puis à la mise en suspension (gure 1.3). Dans
cette étude on se limitera aux écoulements laminaires et donc au transport par charriage, voire par
saltation.
Uf
Glissement Saltation
Roulement
Suspension
Figure 1.3 – Schéma des modes de transport de grains (image tirée de Bouteloup (2017)).
Charriage = Glissement et/ou Roulement.
Si les forces hydrodynamiques sont trop faibles, le lit de grains reste immobile, statique. Entre ce
régime et le régime de charriage, il existe un seuil de mise en mouvement du lit de grains (Shields
(1936)). Ce seuil est généralement caractérisé par le nombre de Shields θ. Ce nombre sans dimension
est construit comme le rapport d’une force déstabilisante pour le lit de grains et d’une force stabili-
sante. Dans le cas d’un écoulement de cisaillement, on le dénit comme la force due à la contrainte
visqueuse appliquée sur un grain ηf γ˙d2 et du poids apparent de ce grain (ρp   ρf )gd3, on a donc :
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θ =
ηf γ˙
(ρp   ρf )gd, (1.1)
où ηf est la viscosité dynamique du uide porteur, ρf sa masse volumique et γ˙ est le taux de cisaille-
ment dans le uide au-dessus du lit de grains. g est l’accélération de pesanteur et d le diamètre des
grains. Le seuil de mise en mouvement du lit de grains est alors caractérisé par une valeur critique
du nombre de Shields, notée θc. De nombreuses études expérimentales et théoriques ont été eec-
tuées an de déterminer la valeur de ce seuil en régime laminaire et turbulent. La gure 1.4 est une
méta-analyse des valeurs du nombre de Shields critique θc réalisée par Yalin et Karahan (1979). Ils
mettent ainsi en évidence le fait que le seuil de mise en mouvement du lit de grains est une fonction
du nombre de Reynolds particulaire Rep = ρf γ˙d
2
ηf
.
p
1/2
p
-0.15
Figure 1.4 – Nombre de Shields critique c en fonction du nombre de Reynolds particulaire Rep.
Si  > c, alors le lit de grains est mis en mouvement par l’écoulement du uide porteur.
(graphe adapté de Yalin et Karahan (1979))
Dans le cadre de cette thèse, on se limitera au cas d’écoulements laminaires. Les nombres de Rey-
nolds particulaire Rep considérés seront compris entre 0.1 et 10 et donc les nombres de Shields
critiques rencontrés ici seront environ compris entre 0.07 et 0.14. Ouriemi et al. (2007) obtiennent
expérimentalement θc = 0.12 0.03 pour 1.5 10−5 6 Rep 6 0.76 ce qui est cohérent avec l’ana-
lyse de Yalin et Karahan (1979). On peut également remarquer que les mesures du seuil de mise
en mouvement des grains θc possèdent une forte dispersion.
Au delà du seuil de mise en mouvement, on souhaite généralement connaître le débit de grains qsat en
régime stationnaire pour une situation donnée. qsat s’exprime en m2/s et correspond au volume de
grains traversant une surface verticale par unité de temps et par unité de largeur du lit de grains. De
nombreuses études expérimentales, numériques et théoriques ont tenté d’en trouver une expression.
Un passage en revue relativement détaillé de ces études est disponible dans le manuscrit de thèse de
Bouteloup (2017). On résume cette revue dans le tableau 1.1.
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Auteurs type d’analyse qsat/Vsd
Mouilleron-Arnould (2002) semi-analytique 7.5(θ   θc)3
Charru et al. (2004) expérimentale 0.44θ(θ   θc)
Mouilleron et al. (2009) analytique 3
ηrφ¯µ2
θ3
Ouriemi et al. (2009) analytique 3φ¯θc
2
 
1
2
"
θ
θc
3
+
θ
θc
#
  1
5
!
Kidanemariam et Uhlmann (2014a) numérique 29.9 θ3.08
Table 1.1 – Quelques corrélations du débit volumique de grains qsat, adimensionné par le débit Vsd, où
Vs =
(p   f ) g d2
18f
est la vitesse de Stokes.  correspond à la fraction volumique de solide moyenne dans la
couche mobile du lit de grains, r =
meq
f
est la viscosité apparente de la phase de mélange (normalisée par le
viscosité du uide) et  est le coecient de friction entre grains.
On peut remarquer qu’en régime visqueux, plusieurs modèles obtiennent des débits granulaires (adi-
mensionnés par Vsd) qui varient comme θ3 loin du seuil de mise en mouvement (i.e. si θ  θc).
1.3 Échelles de description
~15m~100m
~15cm
~100m
~5cm
(a)
(b) (c)
Figure 1.5 – Structuration des milieux granulaires sur plusieurs échelles de longueur. (a) : rides sur un plage ;
(b) : Ondulations des sédiments au large du port de Portrush, côte nord de l’Irlande (profondeur : 30-400 m),
photo : Fabio Sacchetti, Marine Institute et INFOMAR. (c) : rides sur une dune dans l’Erg Chebbi (dunes de
Merzouga), Maroc, photo : Flickr Rosino (2005). Dans tous ces cas, les grains ont au maximum une taille
millimétrique.
Les lits de grains en écoulement sont sujets à des instabilités. Sous certaines conditions, la surface
du lit de grains ne reste pas plane et des rides se forment (gure 1.5 (a) et (c)). Ces rides ont une
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longueur d’onde λride qui fait typiquement quelques centaines de diamètres de grains (et qui dépend
de l’écoulement du uide porteur). Bouteloup (2017) mesure un maximum du taux de croissance
pour λride ' 300d pour un nombre de Shields θ = 0.4, un nombre de Reynolds particulaire Rep =
7.35 et un rapport de densité ρp/ρf = 2.5. Ces rides, lors de leur entraînement par l’écoulement,
croissent et coalescent en conservant un rapport hauteur/longueur d’onde constant d’environ 1/20.
Des structures de bien plus grande taille, appelées dunes, peuvent aussi se former. Elles peuvent
prendre des formes très variées : en étoile, perpendiculaires à l’écoulement, parallèles à l’écoulement
ou solitaires et en forme de croissant (dunes barkhane). Elles se déplacent généralement dans le
sens de l’écoulement mais il leur est aussi parfois possible de le remonter, il s’agit des anti-dunes
(l’écoulement des grains va dans le sens de l’écoulement mais les anti-dunes le remonte). Sur Terre,
des méga-dunes peuvent atteindre des tailles kilométriques pour une hauteur environ dix fois plus
faible et pour des grains d’une taille millimétrique, voire inférieure. Ces structures possèdent donc
une taille caractéristique de l’ordre de 106d. An de se rendre compte de la diérence d’échelle de
taille entre le grain et la dune, on peut aussi estimer le nombre de grains de sable dans la dune
du Pilat : il est d’environ 1019 (calcul dans l’annexe A) ! Les rides et les dunes sont très grandes
par rapport à la taille des grains, les dunes étant elles-mêmes très grandes par rapport à la taille
des rides (gure 1.5 (c)). Ceci illustre le grand nombre d’échelles de taille mises en jeu lors des
écoulements granulaires, de la taille des grains et des pores entre grains, à plusieurs millions de fois
cette taille. On a alors recours à diérentes descriptions pour décrire les milieux granulaires à des
échelles diérentes. La gure 1.6 illustre les diérentes échelles de description possibles.
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Figure 1.6 – Schéma des diérentes échelles de description (inspiré de d’Albignac (2012)).
Lorsqu’on s’intéresse à une faible quantité de particules ( 100), on peut se permettre de résoudre
numériquement la position et la vitesse de chacune d’entre elles ainsi que l’écoulement du uide
porteur autour de ces particules (gure 1.6). On utilise alors des méthodes de résolution de type
DEM (Discret Element Method) pour les grains et on résout le uide avec des méthodes telles que
l’IBM (Immersed Boundary Method ; Izard (2014), Uhlmann (2005)) ou FCM (Force Coupling Me-
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thod ; Climent et Maxey (2009)) pour prendre en compte la présence des grains, par exemple. Dans
ce cas, la taille caractéristique des cellules de calcul utilisées pour décrire l’écoulement est inférieure
au diamètre des particules. La résolution de l’écoulement autour des grains coûte vite cher lorsqu’on
augmente leur nombre. On utilise alors des modèles de type Euler-Lagrange dans lesquels on ne ré-
sout l’écoulement du uide à une échelle plus grande que celle du grain mais on continue de suivre
chaque grain individuellement ainsi que leurs contacts (Bouteloup (2017)). On a alors recours à
des relations de fermeture pour estimer les interactions uide-grains telles que la traînée et la por-
tance. Si on veut encore augmenter la taille du domaine considéré, on ne peut plus se permettre de
suivre individuellement toutes les particules. On utilise alors des modèles du type Euler-Euler dans
lesquelles on considère que les grains se comportent comme une phase équivalente continue et on
résout l’écoulement de chaque "phase" (Jackson (2000)). La phase granulaire équivalente possède
des propriétés rhéologiques particulières qu’il faut renseigner a priori au travers de relations de fer-
metures. Lorsqu’on augmente encore l’échelle de description, on doit encore simplier les modèles
de résolution et faire des hypothèses supplémentaires. On se limite alors souvent aux écoulements
en eau peu profonde où l’on suppose que la pression est hydrostatique an de pouvoir utiliser des
modèles basés sur les équations de Barré de Saint-Venant. Raillard et al. (1994) ont montré l’ef-
cacité de ce type d’approche pour décrire le transport de sédiments ns advectés en suspension
dans le bassin de Marennes-Oléron. Ils ont alors recours à des modèles empiriques d’érosion et de
déposition des sédiments.
On peut remarquer que plus l’échelle de description est grande, moins on possède d’informations
sur les écoulements uide et granulaire (on perd en précision) et plus on utilise des relations plus ou
moins empiriques permettant de fermer le système d’équation considéré pour une échelle donnée.
1.4 Objectifs et plan de la thèse
L’objectif de ce travail de thèse est de partir d’un écoulement de Couette résolu, numériquement, à
l’échelle des grains (échelle microscopique) et d’eectuer le changement d’échelle vers des échelles
de description plus grandes (échelles mésoscopique et macroscopique) an d’en extraire les compor-
tements eectifs du système considéré à ces échelles. On souhaite alors, dans une certaine mesure,
(re)trouver les relations de fermeture à utiliser pour cet écoulement lorsqu’on le décrit aux grandes
échelles (mésoscopique et macroscopique).
Nous présentons, dans le chapitre 2, la méthode de résolution numérique utilisée pour résoudre un
écoulement diphasique uide-grains. Cette méthode est basée sur un couplage entre une méthode
DEM et un solveur des équations de Navier-Stokes prenant en compte la présence des grains via une
méthode IBM. On présente ensuite les performance de cette méthode de résolution sur des cas-tests
simples. Dans le chapitre 3, on étudie l’évolution temporelle d’un lit de grains. On présente ensuite
la convergence de la méthode de résolution avec la taille domaine et le ranement du maillage ainsi
que celle des statistiques temporelles eectuées. Dans le chapitre 4, on étudie l’inuence du nombre
de Reynolds particulaireRep et du nombre de Shields θ sur le comportement stationnaire d’un lit de
grains soumis à un écoulement cisaillé. Finalement, dans le chapitre 5, on eectue les changements
d’échelles vers les échelles mésoscopique et macroscopique et on analyse l’inuence de Rep et θ sur
les résultats obtenus.
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Comme nous l’avons déjà mentionné précédemment, dans le cadre de ce travail de thèse, nous avons
besoin de résoudre des écoulements immergés uide-grains à la plus petite échelle possible, celle des
grains et des pores. Pour ce faire, on doit résoudre les équations de Navier-Stokes dans le uide, les
équations du mouvement de chaque grain, les interactions entre les grains et le uide ainsi que les
interactions entre grains. Dans ce chapitre, on présente les équations modélisant le problème abordé
puis nous décrivons les méthodes mises en œuvre an de résoudre numériquement ces équations
ainsi que leur couplage. Et nalement, nous illustrons les performances de cette méthode sur des cas
tests "académiques", ce qui nous permet également de déterminer les valeurs adéquates d’un certain
nombre de paramètres numériques.
2.1 Mise en équation du problème
On souhaite résoudre l’écoulement d’un uide newtonien et incompressible autour de grains solides
en mouvement. Cet écoulement est régi, dans tout l’espace occupé par le uide, par les équations de
Navier-Stokes :
∂u
∂t
+r  (u
 u) = g   1
ρf
rP + 1
ρf
r  ηf  ru +ruT , (2.1)
r  u = 0, (2.2)
où u, P, ρf et ηf correspondent respectivement à la vitesse, la pression, la masse volumique et la
viscosité dynamique du uide et g représente l’accélération de la pesanteur. L’équation (2.1) cor-
respond à la loi de conservation de la quantité de mouvement du uide et l’équation (2.2) à la loi
de conservation de son volume (qui est équivalente à la conservation de la masse pour un uide
incompressible).
Pour les particules solides et sphériques, leur mouvement est régi par le principe fondamental de la
dynamique. Dans le cadre de notre étude, il s’écrit pour le grain numéroté p :
ρpVp
dvp
dt
= ρpVp g + Fh + fc, (2.3)
Ip
dωp
dt
=  h +  c, (2.4)
où Vp = pid
3
6
est le volume de la particule p et ρp sa masse volumique, Ip = 25ρpVp(
d
2
)2 son moment
d’inertie et d son diamètre. fc représente la somme des forces de contact agissant sur cette particule
et  c le couple résultant de ces forces. Fh et  h représentent l’action du uide sur le grain p. Elle
est dénie par les intégrales sur la surface du grain suivantes :
Fh =
Z
Sp
σ  n dS, (2.5)
et
 h =
Z
Sp
r (σ  n) dS, (2.6)
où
σ =  P I + ηf
 ru +ruT , (2.7)
correspond au tenseur des contraintes totales dans le uide. n est le vecteur normal à la surface de
la particule p, Sp est la surface du grain p et r la position relative au centre d’inertie de la particule
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p. Ces deux termes, Fh et  h, font le couplage entre le uide et les grains. Les grains sont supposés
rigides mais il est alors dicile de dénir les forces de contact. Pour remédier à cela, une approche
de pénalisation est choisie. En particulier, un modèle de sphère molle (Cundall et Strack (1979))
avec une "très grande" raideur est mis en œuvre ici pour la résolution numérique des contacts. Nous
détaillerons ce point dans la section 2.2.1. Nous savons maintenant quel système d’équations on
souhaite résoudre numériquement. La suite de ce chapitre détaille la méthode de résolution de la
phase granulaire, de la phase uide puis de leur couplage. La méthode utilisée ici a été développée
dans le cadre de la thèse de Izard (2014).
2.2 Résolutionnumérique des équations des grains (GraDyM)
Dans cette section, on suppose connus les deux termes de couplage uide-grain Fh et  h. On sou-
haite alors résoudre le principe fondamental de la dynamique pour chaque particule. Pour ce faire,
on utilise le code GraDyM (Granular Dynamic Modelling). Ce code de calcul a initialement été dé-
veloppé par Izard (2014) an de décrire la dynamique des milieux granulaires secs et repose sur la
méthode des éléments discrets (Discrete Elements Method, DEM) (Cundall et Strack (1979)). An
d’exploiter ce code pour des écoulements immergés, les termes de couplage uide-grain Fh et  h
sont ajoutés aux équations à résoudre. Ils sont calculés par le solveur uide JADIM (nous y revien-
drons dans la section 2.3.1.4). Nous nous penchons sur la modélisation des contacts dans un premier
temps puis sur la résolution de la dynamique des grains à proprement parler dans un second temps.
La méthode utilisée ici est basée sur l’approche développée par Fang et al. (2007).
2.2.1 Modèle de contact
Les contacts binaires entre grains sont modélisés par une méthode dite de sphères molles (Cundall
et Strack (1979)). Dans cette méthode, on permet aux particules de se chevaucher "légèrement". Le
recouvrement entre elles, noté δn, modélise la déformation des particules réelles lors d’un contact et
doit rester petit par rapport aux rayons des particules (typiquement inférieur au pourcent).
xi
xj
i
j
n
vi-vjGrain i
Grain j
n t
Figure 2.1 – Schéma d’un contact dans le référentiel du grain i.
Prenons deux particules sphériques indicées par i et j et notons xi le vecteur position du centre de
masse de la particule i, Ri son rayon, ui et ωi ses vitesses de translation et de rotation et enn mi sa
masse. On a alors δn = jxi xjj Ri Rj et on considère alors qu’un contact à lieu lorsque δn  0.
Lors des contacts, on doit modéliser la répulsion qui a lieu entre ces deux particules an qu’elles ne
s’inter-pénètrent pas de façon signicative. Plusieurs modèles de contact existent, le plus connu étant
le modèle de Hertz (1881) (Johnson et Johnson (1987)) mais il convient aussi de noter que Baran
et al. (2006) ont montré que tant que la raideur est susamment grande, la physique à grande échelle
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n’est pas (ou peu) impactée. Cela revient à se placer dans la limite des sphères rigides. On notera
que cette limite rigide assure également que le temps de contact est très courts devant les échelles
associées au uide (le pas de temps de résolution solide est donc plus faible que celui pour la phase
uide). De plus, on souhaite que les chocs ne soient pas élastiques mais qu’ils dissipent une partie
de l’énergie cinétique des grains. La modélisation la plus simple prenant en compte ces propriétés,
consiste à prendre une force de type ressort linéaire amorti (Shäfer et al. (1996)). C’est eectivement
le choix qui a été fait dans GraDyM pour modéliser la force de contact dans la direction normale.
Pour la direction tangentielle, on prend en compte rappel élastique et un frottement de Coulomb
au-dessus du seuil de glissement. On néglige l’amortissement dans la composante tangentielle des
eorts de contact. Notons fj→i la force exercée par la particule j sur la particule i, on peut alors la
décomposer selon le vecteur normal parallèle aux centres des particules i et j ainsi qu’un vecteur
tangent à celui-ci comme suit :
fi→j = fnn + ftt, (2.8)
où n est le vecteur normal à la particule i au niveau du point de contact de deux particules (donc
n =
xj−xi
||xj−xi|| ) et t est le vecteur tangent au point de contact et appartenant au plan contenant les
vecteurs vitesse de i et j (voir gure 2.1). Pour la force normale fn, on a l’expression suivante :
fn =

0 si δn > 0,
max(0, knδn   γn dδndt ) si δn  0,
(2.9)
avec dδn
dt
= (vj   vi)  n. kn représente la raideur apparente des grains et γn un coecient de
dissipation. En pratique, on dénit plutôt la durée d’un contact tcol et le coecient de restitution
normal en (en l’absence de uide interstitiel), déni par la relation suivante :
en =   v
fin contact
n
vdébut contactn
=  vn(δn = 0, t  t0 = tcol)
vn(δn = 0, t  t0 = 0) 2 [0, 1], (2.10)
où t0 est l’instant du début du contact. en = 1 correspond alors à un choc élastique. Il est ensuite
possible de déduire la raideur et le coecient de viscosité correspondant. En eet, les paramètres kn
et γn sont alors dénis à partir des coecients tcol et en par les relations suivantes :
kn =
meffpi
2
t2col
+
γ2n
4meff
, (2.11)
et
γn =  2meff
tcol
ln(en), (2.12)
oùmeff = mimjmi+mj est la masse réduite du système des deux particules en collision. L’utilisation d’un
coecient de restitution (indépendant de la vitesse d’impact) dans la modélisation des rebonds mène
(en négligeant l’interaction avec le uide environnant) à une suite des hauteurs de rebond qui décroît
géométriquement. Dans ce cas là, il y a conversion totale de l’énergie cinétique et énergie potentielle
de pesanteur et la seule dissipation d’énergie à lieu lors du choc. On obtient alors hm/h0 = e2mn , hm
étant la hauteur du meme rebond. Le caractère géométrique de cette suite avait déjà été observé et
décrit par Leonardo Da Vinci dans le cas d’une bille d’acier trempé dans de l’air (Lecornu (1908)), ce
qui renforce le crédit que l’on peut attribuer à cette modélisation. Pour la composante tangentielle
ft, le modèle conduit à l’expression suivante :
ft =  min(jktδtj, jµfnj).sign(δt), (2.13)
où kt est la raideur tangentielle, µ le coecient de friction entre les grains et δt la pénétration tan-
gentielle. La raideur tangentielle kt est reliée empiriquement à la raideur normale par une relation
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linéaire kt = 0.2kn (Shäfer et al. (1996)). On peut remarquer que contrairement à la direction nor-
male, δt ne s’exprime pas simplement à l’aide des grandeurs physiques à disposition à l’instant t. Il
est en fait nécessaire d’intégrer temporellement la relation dδt
dt
= (vj   vi)  t, ce qui est fait à l’aide
d’un schéma d’Euler du premier ordre :
δt(t+ ∆ts) ' δt(t) + ∆ts.(vj(t)  vi(t))  t, (2.14)
où Deltats est le pas de temps utilisé dans GraDyM. Finalement, le couple exercé par la particule j
sur la particule i, calculé au centre de la particule i, s’exprime de la façon suivante :
 j→i = Rin ftt. (2.15)
Le système d’équations pour les grains est maintenant fermé (en supposant toujours que les inter-
actions avec le uide Fh et  h sont connues). Dans le logiciel GraDyM, un traitement particulier
a été fait pour détecter les contacts possibles entre grains de façon ecace. A priori, la détection
des contacts demanderait de calculer Np(Np−1)
2
 N2p
2
distances inter-gains, pour Np particules. Cela
représente très vite un temps de calcul non négligeable. An d’être en mesure d’eectuer des si-
mulations d’un nombre important de grains, Izard (2011) a optimisé la détection des contacts en
implémentant l’utilisation de tables de Verlet (Fang et al. (2007)) référençant les contacts et les ef-
forts associés. L’idée est de découper le domaine en sous-domaines de taille raisonnable, contenant
quelques grains chacun, et de ne chercher les contacts possibles d’une particule avec d’autres uni-
quement à l’intérieur du sous domaine contenant cette particule ou dans les sous-domaines voisins.
Cela fait passer le problème de la détection des contacts d’une complexité enO(N2p ) àO(Nplog(Np)).
De plus, ces tables ne sont pas mises à jours à chaque pas de temps mais sur une échelle de temps
représentative d’un déplacement des grains d’une fraction de leur diamètre, notée Nv pas de temps.
Cela permet de réduire le coup de calcul sans pour autant risquer de manquer des contacts. Et -
nalement, elles permettent également un abaissement des besoins en mémoire vive permettant des
simulations jusqu’à quelques centaines de milliers de grains sur un processeur. Dans le cas présent,
où nous ne dépasserons pas le millier de particules, un seul CPU sera utilisé pour la résolution de la
phase granulaire.
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2.2.2 Schéma d’avancement en temps
Le schéma d’avancement temporel initialement codé par Izard (2014) était un schéma explicite
d’Euler d’ordre 1. Il nécessitait un faible pas de temps (∆ts  tcol100 ). C’est pourquoi un schéma de
type prédicteur-correcteur d’ordre 4 a été implémenté par Bouteloup (2017) : le schéma de Gear
(Da Cruz et al. (2005), Pöschel et Schwager (2005)). Ce schéma permet de relâcher la contrainte
sur le pas de temps tout en gardant une précision équivalente (Kruggel-Emden et al. (2008)). De
plus, il ne nécessite de détecter les contacts et de calculer les forces associées qu’une seule fois par
pas de temps contrairement à un schéma de type Runge-Kutta.
La résolution temporelle est alors eectuée en deux fois : une étape de prédiction puis une autre de
correction. On prédit les dérivées (d’ordre 0 à 3) de la position des particules à l’aide des valeurs au
pas de temps précédent et de leur développement de Taylor. Cela donne, pour la particule indicée p,
en notant avec une ∗ les quantités prédites :
d3r∗p
dt3
(t+ ∆ts) =
d3rp
dt3
(t),
d2r∗p
dt2
(t+ ∆ts) =
d2rp
dt2
(t) + ∆ts
d3rp
dt3
(t),
dr∗p
dt
(t+ ∆ts) =
drp
dt
(t) + ∆ts
d2rp
dt2
(t) +
∆t2s
2
d3rp
dt3
(t),
r∗p(t+ ∆ts) = rp(t) + ∆ts
drp
dt
(t) +
∆t2s
2
d2rp
dt2
(t) +
∆t3s
6
d3rp
dt3
(t).
(2.16)
Ces grandeurs sont ensuite utilisées pour en déduire les valeurs des forces de contacts. Et alors,
le principe fondamentale de la dynamique appliqué à la particule p nous donne accès à la valeur
corrigée de la dérivée seconde de la position du grain p :
d2rp
dt2
(t+ ∆ts) =
1
ρpVp

Σ
j 6=p
fj→p + Fh + ρpVpg

, (2.17)
La correction sur l’accélération vaut donc ∆a = d
2rp
dt2
(t + ∆ts)   d
2rp
dt2
(t + ∆ts). On corrige enn
les valeurs prédites des autres dérivées de rp au pas de temps t + ∆ts à l’aide de la correction sur
l’accélération ∆a comme il suit :
rp(t+ ∆ts) = r
∗
p(t+ ∆ts) + c0
∆t2s
2
∆a,
drp
dt
(t+ ∆ts) =
dr∗p
dt
(t+ ∆ts) + c1
∆ts
2
∆a,
d3rp
dt3
(t+ ∆ts) =
d3r∗p
dt3
(t+ ∆ts) + c2
3
∆ts
∆a,
(2.18)
avec c0 = 16 , c1 =
5
6
et c2 = 13 (Pöschel et Schwager (2005)). Cette procédure d’avancement
temporel est schématisé sur la gure 2.2.
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2.2.3 Schéma récapitulatif de la méthode de résolution des grains
Initialisation du système
Détection des
contacts
Calcul des forces
Correction des
positions et
vitesses des grains
Construction des
tables de Verlet
t ⩾Tsimu
Fin de la simulation
n = 1
n = n+1
non
oui
non oui
t = t + t
Prédiction des
positions et des
vitesses des grains
n ⩾Nv
s
Figure 2.2 – Représentation schématique de l’algorithme de résolution de GraDyM (Bouteloup (2017)).
Tsimu représente le temps physique que l’on souhaite atteindre à la n de la simulation.
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2.3 Résolution numérique de la phase uide (JADIM)
Dans cette section, on va décrire la méthode de résolution de la phase uide. On doit résoudre les
équations de Navier-Stokes incompressibles, (2.1) et (2.2), partout dans le uide. On considère les
positions et vitesses des particules solides comme connues. Nous y reviendrons dans la section 2.4
abordant le couplage de GraDyM et JADIM, mais on a déjà vu dans la section précédente 2.2.2 que
ces grandeurs étaient calculées par le solveur granulaire. Pour cela, on utilise le code JADIM dé-
veloppé à L’IMFT (Institut de mécanique des uides de Toulouse, Toulouse, France) depuis bientôt
30 ans. Cet outil numérique résout les équations instationnaires 3D de Navier-Stokes en incom-
pressibles sur des maillages structurés curvilignes orthogonaux. Le code est basé sur une approche
de type volumes nis sur maillages décalés utilisant une méthode de projection pour imposer l’in-
compressibilité (Calmet (1995)). La méthode est du second ordre en espace et en temps grâce à
l’utilisation d’un schéma de Runge-Kutta en trois pas pour la résolution des termes advectifs et des
termes sources, associée à un schéma de Crank-Nicolson pour la partie visqueuse.
L’approche actuelle permet de calculer une grande variété d’écoulements monophasiques et multi-
phasiques (voir par exemple la description du logiciel sur hps://www.im.fr/JADIM). En particulier,
il permet la prise en compte d’obstacles de formes quelconques et des interactions uide-solide par
une méthode de frontières immergées (IBM, Immersed Boundary Method), ainsi un maillage carté-
sien peut être utilisé.
Le code JADIM est parallélisé avec une parallélisation basée sur la décomposition de domaine à l’aide
d’une bibliothèque d’interface de passage de messages (MPI) et le système linéaire de Poisson per-
mettant de calculer le champ de pression est résolu avec un solveur itératif de la bibliothèque PETSc.
À l’heure actuelle, le code JADIM a déjà été exécuté sur 12 000 CPU pour un maillage possédant plus
d’un milliard de nœuds.
Ici, nous utilisons le module IBM. En eet, comme on l’a vu dans la section précédente, on a besoin
d’accéder aux interactions uide-grain. De plus, on se placera toujours sur des maillages cartésiens
réguliers par la suite (avec ∆x = ∆y = ∆z). Dans la suite de cette section, on présente la méthode
de frontières immergées utilisée dans le code JADIM, puis on détaille le schéma numérique utilisé
dans JADIM.
2.3.1 La méthode de frontières immergées (IBM)
La méthode de frontières immergées fait référence à l’approche initialement développée par Peskin
(1972) pour simuler des interactions uide-structure dans le cœur, mais cela fonctionne de la même
manière pour n’importe quel objet solide, mobile ou non, déformable ou non, immergé dans un uide.
L’idée est de décrire le uide sur un maillage Eulérien et le solide de manière Lagrangienne. Les
équations de Navier-Stokes sont alors résolues dans tout l’espace (uide et solide), mais en ajoutant
un terme de forçage an d’imposer l’écoulement dans les zones occupées par le solide. On obtient
ainsi un écoulement qui vérie les conditions limites uide-solide à la frontière de chaque objet. On
résout donc le système d’équation suivant (Mohd-Yusof (1997)) :
∂u
∂t
+r  (u
 u) = g   1
ρf
rP + 1
ρf
r  ηf  ru +ruT+ fIBM , (2.19)
r  u = 0. (2.20)
Le terme fIBM correspond au terme de forçage du uide. Il s’agit d’un forçage discret selon la classi-
cation proposée par Mittal et Iaccarino (2005), plus adapté à la simulation d’objets indéformables
que le forçage continu qu’avait proposé Peskin (1972) et qui était, lui, plus adapté à la simulation
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d’écoulements autour d’objets déformables.
Comme mentionné précédemment, les objets solides sont décrits de façon lagrangienne alors que
le uide l’est de façon eulérienne. Les contours de l’objet ne coïncident donc pas avec les nœuds du
maillage. Le choix est généralement fait d’avoir recours à des interpolations (ou extrapolations) de
la vitesse an d’imposer la condition limite de non-glissement au niveau de l’objet. Ces solutions
sont souvent simples à implémenter mais mènent à des oscillations importantes du forçage hydro-
dynamique dans le cas de simulations d’objets mobiles (Uhlmann (2003), Lee et Kim (2011), Seo et
Mittal (2011)). Dans JADIM, le choix a été fait d’utiliser l’approche de Yuki et al. (2007), il s’agit
d’une approche volumique pour laquelle la force est déterminée en imposant que la vitesse en tout
point de la particule sur le maillage uide est la vitesse locale de la particule. L’idée est d’utiliser une
fonction fraction volumique solide α(x) dénie sur tout le maillage. Cette fonction prend la valeur
0 dans les cellules occupées par du uide, 1 dans les cellules occupées par du solide et des valeurs
intermédiaires dans la région interfaciale. Le forçage est ensuite exprimé à l’aide de cette fonction
α. Cette méthode permet d’amoindrir les oscillations du forçage dans le cas de particules mobiles,
et ceux d’autant plus que la transition entre solide et uide est douce et donc que l’interface est
étalée. Une revue détaillée des diérents forçages existant est disponible dans le manuscrit de thèse
de Pierson (2015).
2.3.1.1 Expression du forçage
Le terme de forçage fIBM prend la forme suivante :
fIBM = α(x)
uD   ~u
∆tf
, (2.21)
où uD correspond à la vitesse désirée et représente en règle générale la vitesse du solide au point
considéré (donc uD  up+ωpr pour une particule sphérique), ∆tf est le pas de temps du schéma
numérique de résolution de la phase uide et ~u est la dernière mise à jour disponible de vitesse
du uide. Les expressions de uD et ~u seront respectivement détaillées dans les sections 2.3.1.3 et
2.3.2. On peut noter que faire diminuer le pas de temps ∆tf augmente la valeur du forçage et que
la limite ∆tf ! 0 reviendrait à utiliser une méthode de pénalisation (Luo et al. (2009)). Avec un
telle expression du forçage, on a fIBM = 0 dans le uide et on y résout donc bien les équations de
Navier-Stokes dans ce cas. Pour les nœuds du maillage à l’intérieur d’un solide (déni par α > 0.5),
on applique une force qui est proportionnelle à l’écart entre la vitesse du uide et la vitesse locale de
la particule. Et pour les cellules interfaciales (0 < α < 0.5), le forçage est appliqué progressivement.
Diérents cas test de cette méthode ont été traités et sont disponibles dans l’article de Bigot et al.
(2014) (conguration sans contact entre objets).
An d’augmenter l’eet du forçage, Pierson (2015) a implémenté une sous-boucle sur l’étape de
forçage comme Kempe et Fröhlich (2012), qui passe NL fois par pas de temps an d’imposer plus
précisément la condition limite. Donc pour NL = 1, le forçage est appliqué de la même façon que
précédemment ; pour NL = 2, l’étape de forçage est eectuée deux fois, et ainsi de suite. Ce point
est explicité à l’aide du schéma numérique de JADIM (gure 2.5) et est également représenté sur le
schéma récapitulatif de l’avancement en temps du couplage de JADIM et GraDyM (gure 2.6).
2.3.1.2 La fonction fraction volumique de solide α
La fonction fraction volumique de solide est ici calculée dans une boite cubique entourant chaque
grains sphériques. Cette boite possède des cotés de longueur d+ 6∆x (voir la gure 2.3(a)). Il sut
de sommer les fractions volumiques de solide de chaque particule (dénies uniquement dans leur
boite) pour obtenir la fonction α intervenant dans l’expression du forçage qui est dénie sur tout le
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domaine de calcul. Rappelons que cette fonction vaut 1 dans les mailles solides, 0 dans celles uides et
des valeurs intermédiaires proches de l’interface. S’il est naturel de choisir une fonction radiale pour
décrire des particules sphériques, le choix du prol de cette fonction n’est pas anodin. On a vu que si
elle est trop abrupte, des oscillations parasites pouvaient apparaître mais si elle est trop étalée cela va
se ressentir sur la précision de la description de l’écoulement proche des parois solides (résolution de
la couche limite). On choisit d’utiliser une fonction sinusoïdale dans la zone interfaciale (Nakayama
et Yamamoto (2005)) à la place de la tangente hyperbolique qu’avait initialement proposé Yuki et al.
(2007). Si on note 2∆ l’épaisseur de la zone interfaciale, la forme sinusoïdale à l’avantage de prendre
les valeurs 0 et 1 en d/2∆ contrairement à la tangente hyperbolique. Ainsi l’épaisseur de la zone
interfaciale, où α 2]0, 1[, est mieux dénie avec la forme sinusoïdale et mesure exactement 2∆.
L’expression de la fraction volumique de solide retenue, pour la particule p, de rayon d/2 et dont le
centre est positionné en xp est :
α(x) =
8><>:
0 si jrj > d/2 + ∆,
1
2
h
sin

pi(d/2−|r|)
2∆

+ 1
i
si d/2 ∆  jrj 6 d/2 + ∆,
1 si jrj < d/2 ∆,
(2.22)
où jrj = jx xpj et ∆ prend typiquement des valeurs entre ∆x et 3∆x. Ce choix n’est pas arbitraire
car il contrôle l’amplitude des oscillations du forçage et la bonne description de la couche limite. Ce
point sera discuté dans la section 2.5. Les gures 2.3 (a) et (b) montrent la fraction volumique d’un
grain donné de façon schématique et ce à quoi cela correspond concrètement sur un maillage donné
(ici, d
∆x
= 10).
α 1
α∈]0; 1[
α = 0
d
d + 6 x
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●
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(b)
Figure 2.3 – (a) : Schéma représentant la boite sur laquelle  est calculée (Pierson (2015)).
(b) : Représentation réelle de  dans le cas où d=x = 10.
On peut alors estimer l’erreur commise sur le volume des particules. Il sut de comparer le volume
théorique de la particule Vp = 43pi(
d
2
)3 avec le volume mesuré à l’aide de la fonctionα : Vα =
R
V αdv
3,
où V est le volume de la boîte entourant le grain. On peut alors montrer que l’erreur est d’ordre 2
vis-à-vis du rapport ∆x
d
, que ce soit pour la forme sinusoïdale ou la forme en tangente hyperbolique
(Pierson (2015)). L’erreur n’est toutefois pas négligeable pour des grandes valeurs de ∆x
d
, de l’ordre
de 5% pour 10 mailles par diamètre (i.e. d
∆x
= 10).
2.3.1.3 Interpolation de la vitesse à l’interface
On a vu que le forçage permettait de faire tendre la vitesse uide ~u vers la vitesse désirée notée
uD, que l’on a assimilé à la vitesse du grain pour le moment. En fait, la vitesse désirée n’est pas
tout a fait égale à la vitesse qu’aurait la particule au nœud considéré. Si on faisait cela, comme
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l’interface est étalée de part et d’autre du rayon théorique de la particule, on modierait la vitesse
uide à l’extérieur de la particule , et ce d’autant plus fortement que le pas de temps est petit. Luo
et al. (2009) et Pierson (2015) montrent que cela mène à des problèmes de consistance en temps
(i.e. diminuer le pas de temps ne fait pas forcément diminuer l’erreur et peut même parfois la faire
augmenter !). C’est en partant de cette constatation que ce dernier à implémenté une modication
de la vitesse désirée à l’extérieur de la particule. Pour l’intérieur, le forçage ne pose pas de problème
et n’est donc pas modié. Pour l’extérieur, l’idée est d’imposer une vitesse "plus proche" de la vitesse
du uide que de la vitesse du solide. Une interpolation linéaire multidirectionnelle est utilisée a cet
eet. Cette méthode a été proposée par Ikeno et Kajishima (2007) et se base sur le développement de
Taylor dans les trois directions de la vitesse. Un exemple en 2D est donnée ci-après (équations (2.23)
et (2.24)), uI étant la vitesse interpolée, les autres notations sont données par la gure 2.4.
Solide
x
yui , j
●
vi , j●
∆ xv
∆ yv
p
●∆ yu∆ xu
∆ x
∆ y
Figure 2.4 – Représentation schématique d’une cellule de calcul à l’extérieur du grain pour laquelle  6= 0.
Les notations des distances sont mises en évidence pour faire le lien avec le schéma d’interpolation 2D
(équations (2.23) et (2.24)).
uIi,j =
1
2
ui,j−1∆yu + up∆y
∆y + ∆yu
+
1
2
ui+1,j∆xu + up∆x
∆x+ ∆xu
, (2.23)
vIi,j =
1
2
vi,j−1∆yv + vp∆y
∆y + ∆yv
+
1
2
vi+1,j∆xv + vp∆x
∆x+ ∆xv
. (2.24)
Finalement, la vitesse désirée uD prend la forme suivante :
uD =

α(up + ω  r) + (1  α)uI si k r k> d/2,
(up + ω  r) si k r k d/2. (2.25)
2.3.1.4 Calcul de l’interaction uide-solide
Pour calculer l’interaction uide-grain, comme dénie par l’équation (2.5), il faudrait calculer l’in-
tégrale de σ  n (et celle de r  σ  n) sur la surface des grains, où σ est déni par l’équation (2.7).
Mais le calcul de ces intégrales de surface n’est pas adapté à la méthode choisie à cause de l’étale-
ment des interfaces uide-solide. Uhlmann (2005) propose de contourner ce problème en intégrant
l’équation (2.19) sur le volume uide Vp dont les contours coïncident avec la particule considérée.
On obtient alors :
d
dt
Z
Vp
ρfu dv =
Z
Sp
σ  n dS + ρfVpg +
Z
Vp
ρf fIBM dv. (2.26)
21
De même, on peut écrire :
d
dt
Z
Vp
ρfr u dv =
Z
Sp
r (σ  n) dS +
Z
Vp
ρfr fIBM dv. (2.27)
En utilisant les équations (2.26) et (2.27) pour éliminer les intégrales surfaciques dans les équa-
tions (2.5) et (2.6), nous obtenons une expression de la force et du couple induit par le uide sur le
grain :
Fh =
d
dt
Z
Vp
ρfu dv   ρfVpg  
Z
Vp
ρf fIBM dv, (2.28)
 h =
d
dt
Z
Vp
ρfr u dv  
Z
Vp
ρfr fIBM dv. (2.29)
Le calcul de ces intégrales volumiques ne pose pas de problème particulier. Il sut d’intégrer ces
quantités sur tout le volume de la boite entourant le grain en les multipliant par la fraction volumique
de solide α. L’emploi de cette méthode permet donc bien de récupérer les interactions solide-uide
que l’on avait considéré comme connues lors de la description de la méthode de résolution de la
phase granulaire (section 2.2).
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2.3.2 Procédure d’avancement temporel
On décrit ici la méthode d’avancement temporelle utilisée pourla résolution de la phase uide. Le
schéma numérique utilisé est le suivant :
1. Au début du pas de temps, on connaît le champ de vitesse à divergence nulle un et le champ
de pression P n−1/2 ainsi que les positions rnp et les vitesses unp et ωnp des particules ;
2. Boucle du schéma de Runge-Kutta/Crank-Nicolson (pour k 2 [[1, 3]]) :
(a) calcul de la vitesse intermédiaire ~uk sans prendre en compte la présence des objets so-
lides :
~uk,1 = u^k−1 + ∆tf SM, (2.30)
avec
SM = γkN(u^k−1) + ζkN(u^k−2) + (αk + βk)

L(u^k−1)  g   1
ρf
rP n−1/2

, (2.31)
où L et N désignent respectivement les termes linéaire et non-linéaire de l’équation
de conservation de la quantité de mouvement (équation (2.19)). Leurs expressions sont
disponibles dans le manuscrit de thèse de Calmet (1995). Et où αk, βk et γk sont les
coecients associés à la méthode de Runge-Kutta d’ordre 3 utilisée ici.
(b) modication du champ de vitesse uide an de prendre en compte le terme de forçage
fIBM , pour s 2 [[1, NL]] (sous-boucle de forçage) :
fk,sIBM = f
k,s−1
IBM + α
uk,sD (u
k−1
p ,ω
k−1
p , ~u
k,s)  ~uk,s
∆tf
, (2.32)
~uk,s   u^k−1
∆tf
  βk ηf
ρf
L(~uk,s   u^k−1) = SM+ fk,s−1IBM , (2.33)
où NL est le nombre de passages par la sous-boucle de forçage (ici, NL = 2).
3. Pour k = 3, on obtient u^n+1 = ~uk,NL .
4. On résout une pseudo équation de Poisson an d’obtenir le potentiel auxiliaire φn+1 pour
obtenir le champ de vitesse à divergence nulle un+1 et le champ de pression P n+1/2 :
r 

1
ρf
rφn+1

=
1
∆tf
r  u^n+1. (2.34)
5. On obtient nalement le champ de vitesse à divergence nulle un+1 et le champ de pression
P n+1/2 à l’aide du potentiel φn+1 :
P n+1/2 = P n−1/2 + φn+1, (2.35)
un+1 = u^n+1   ∆tf
ρf
rφn+1. (2.36)
L’algorithme complet de la méthode de résolution de la phase uide est schématisé sur la gure 2.5.
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2.3.3 Schéma récapitulatif de la méthode de résolution de la phase uide
Figure 2.5 – Représentation schématique de l’algorithme de résolution de Jadim (inspiré de Chouippe (2012)).
NL est le nombre de passage par la sous-boucle de forçage et Nsimu le nombre total de pas de temps que l’on
souhaite réaliser.
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2.4 Couplage JADIM/GraDyM
Le couplage entre les deux logiciels, GraDyM et JADIM est schématisé sur la gure 2.6. On suppose
ici que les temps caractéristiques liés aux contacts et que l’on note tcol, sont plus petits que les temps
caractéristiques liés à l’écoulement du uide (tfl). On peut donc se permettre de ger le uide pen-
dant plusieurs pas de temps granulaires. De ce fait, on choisit ici un pas de temps uide ∆f tel que
tcol  ∆tf  tfl. En pratique, on a ∆tf ' 100tcol. De plus, on prend un pas de temps "solide"
∆ts pour la résolution des forces associées aux contacts tel que ∆ts  tcol, ici ∆ts ' tcol/50. Ceci
conduit à eectuer environ 5000 pas de temps solide (pour GraDyM) à chaque pas de temps uide
(JADIM). Notons que le temps de calcul passé dans GraDyM est négligeable devant celui passé dans
JADIM dans les congurations que nous traiterons.
On peut noter qu’à aucun moment nous n’avons mentionné les forces de lubrication. Elles pour-
raient néanmoins être ajoutées avec un modèle de lubrication had oc. Nous avons pris le parti de
ne pas les prendre en compte. Ce choix est motivé par la simplicité de l’interprétation et de la com-
préhension des diérents mécanismes mis en jeu au risque que nos résultats "ne collent pas" à ceux
d’expériences (de paillasse ou numériques). Les eets de lubrication seront captés par le maillage
jusqu’à un certain point dépendant de la taille des mailles uides. Tout devrait donc se passer comme
si la taille caractéristique des mailles uides (comparée au rayon des grains) était aussi la taille ca-
ractéristique des rugosités de nos grains.
La suite de ce chapitre va permettre, au travers de l’étude de quatre cas tests, de xer un certain
nombre des paramètres numériques intervenant dans le schéma de résolution ainsi que d’estimer
les performances de la méthode mise en œuvre en prévision des simulations de lits granulaires ci-
saillés.
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2.4.1 Schéma récapitulatif de la méthode de résolution dans son ensemble
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Figure 2.6 – Représentation complète de l’algorithme de résolution couplé JADIM/GraDym. Nf est le rapport
des pas de temps des deux solveurs tf=ts. Les autres notations sont identiques à celles utilisées dans les
gures 2.2 et 2.5.
2.5 Validation de la méthode
Dans le cadre de cette thèse, nous considérons le problème du transport de grains formant un lit ini-
tiallement statique par un écoulement cisaillé de uide visqueux. Lorsque le cisaillement est faible, le
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lit ganulaire reste immobile même si un écoulement de uide est présent dans les premières couches
de grains. À plus fort cisaillement, les grains à la surface du lit se mettent en mouvement sur une
épaisseur plus ou moins grande (on parle de charriage). Enn, si le cisaillement cisaillement est
grand, les grains peuvent être "emportés" dans le colonne d’eau (on parle alors de mise en suspen-
sion). La gure 2.7 illustre le problème visé et les cas-tests eectués.
g
Vp
Uf
1
2
3
4
4
1
3
2
Rotation d'un cylindre dans
un écoulement cisaillé
Sédimentation d'une sphère
Écoulement cisaillé autour d'une
sphère proche d'une paroi
Écoulement dans un
milieu poreux
Figure 2.7 – Schéma du problème à résoudre et de contextualisation des cas-tests.
(1) : section 2.5.1 ; (2) : section 2.5.2 ; (3) : section 2.5.3 ; (4) : section 2.5.4.
Dans cette partie, on utilise la méthode de résolution développée précédemment pour résoudre des
écoulements "académiques" an d’estimer les performances de la méthode. Ces écoulements modèles
étant largement décrits dans la littérature, nous comparons les résultats obtenus à ceux d’autres
méthodes, quelles soient numériques ou expérimentales. Ces tests permettent également de choisir
les valeurs des paramètres numériques qui ne seront pas modiés par la suite.
Dans un premier temps le cas d’un cylindre dans un écoulement de Couette 2D est étudié (no1 sur
la gure 2.7), puis dans un second temps, le cas de la sédimentation d’une sphère dans un uide au
repos (no2 sur la gure 2.7). Ces études préliminaires permettent de tester le couplage uide-grain en
rotation et en translation ainsi que de déterminer les valeurs des paramètres numériques à utiliser.
Ensuite, nous considérerons le cas d’une sphère proche d’une paroi (no3 sur la gure 2.7) et enn
l’écoulement dans un réseau dense de sphères (no4 sur la gure 2.7) an d’estimer la précision de la
méthode IBM dans un cas où la description de l’écoulement dans la zone interfaciale devient crucial.
2.5.1 Rotation d’un cylindre dans un écoulement cisaillé
On a évoqué dans la section 2.3.1 une dépendance relative du forçage avec le pas de temps ∆tf . An
de voir cet eet et d’essayer de le limiter autant que possible, on étudie le cas d’un disque 2D dans
un canal de Couette plan. Dans un premier temps on regarde comment varie la traînée de ce disque
lorsque l’on fait varier le pas de temps. Ensuite on étudie l’impact des autres paramètres numériques
sur la vitesse de rotation à l’équilibre de ce disque. Et enn, on veriera les résultats obtenus en les
comparant à ceux de Patankar et Hu (2002) et à la solution théorique pour Rep ! 0 (Guazzelli et
Morris (2011)).
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2.5.1.1 Sensibilité aux paramètres numériques : cas du cylindre xe
Pour cette étude, on se place dans un canal bidimensionnel soumis à un écoulement de Couette dont
la plaque inférieure est xe et la plaque supérieure se déplace à une vitesse U . On place au centre
du canal un disque xe, de diamètre d et on simule l’écoulement ainsi engendré. Le problème est
schématisé sur la gure 2.8.
U
d
L= 22 d
H
= 
d
1
0
y
x
Figure 2.8 – Schéma du canal 2D pour le cas du cylindre xe.
Le domaine possède les dimensions suivantes : H = 10d, L = 22d. On impose une vitesse nulle en
y = 0 et une vitesse U = U0 en y = H . Les conditions limites en x = 0 et x = L sont périodiques.
Cela nous donne un cisaillement en l’absence du disque γ˙ = U0
H
= 0.1s−1 et on choisit la viscosité
cinématique νf = ηfρf du uide telle que le nombre de Reynolds particulaire vaille :
Rep =
γ˙d2
νf
= 10−1. (2.37)
On mesure alors la force appliquée sur le disque par le uide dans le sens de l’écoulement en régime
stationnaire ; on note cette force Fh. Nous regardons ici comment cette force varie avec le pas de
temps. On se place dans un cas à faible nombre de Reynolds et avec une résolution spatiale faible
(∆x = ∆y = d/10), et on mesure la force Fh pour observer cette variation an de s’assurer qu’elle
reste faible. Nous pouvons d’ores et déjà noter que la dépendance au pas de temps est d’autant plus
marquée que le nombre de Reynolds basé sur la dimension de la particule (équation (2.37)) est faible
(Pierson (2015)). Nous nous plaçons donc dans un cas défavorable. Ici, le paramètre numérique
principal de ce cas-test est le pas de temps ∆tf . Néanmoins, nous avons aussi fait varier d’autres
"parametres" numériques qui sont :
• la résolution spatiale ∆x
d
= [ 1
10
; 1
20
],
• le nombre de sous boucle de forçage Nl = [1; 2; 3; 4; 5] (voir par exemple la gure 2.6),
• le choix du uD intervenant dans le terme de forçage fIBM (équation (2.21)), à savoir sans
interpolation (uD est la vitesse locale de la particule) ou avec interpolation (uD est dénie
par (2.25))
On a fait varier le pas de temps ∆tf dans la gamme 5  10−3  γ˙∆tf  1.74  10−1. Cette
dernière valeur étant imposée par les critères de stabilité du schéma numérique. Cela correspond
à 3.5 décades de variation du pas de temps. Les résultats sont résumés dans les tableaux 2.1 et
2.2. On notera Interpolation = oui si on utilise une méthode d’interpolation de la vitesse de la
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frontière immergée et non sinon. On dénit la variation relative de Fh par δ = 2.∆Fhmin
tf
(Fh)+max
tf
(Fh)
et
∆Fh = max
∆tf
(Fh)  min
∆tf
(Fh) = Fh(γ˙∆tf = 5  10−3)   Fh(γ˙∆tf = 1.74  10−1) est la variation
de cette dernière sur la plage ∆tf explorée. Ici Fh est adimensionnée par ρd3γ˙2.
Interpolation NL min
∆tf
(Fh) max
∆tf
(Fh) ∆Fh δ
1 2.28420 2.44250 0.15830 6.70%
2 2.35428 2.47255 0.11827 4.90%
non 3 2.36962 2.49059 0.12097 4.98%
4 2.38127 2.50204 0.12077 4.95%
5 2.39019 2.51013 0.11994 4.90%
1 2.28122 2.40926 0.12804 5.46%
2 2.35217 2.42824 0.07607 3.18%
oui 3 2.36396 2.43989 0.07593 3.16%
4 2.37264 2.44728 0.07464 3.10%
5 2.37920 2.45244 0.07324 3.03%
Table 2.1 – Variation de la force Fh appliquée au cylindre pour 5 10−3 _−1  tf  1:74 10−1 _−1 et
pour diérents choix de paramètres numériques (avec x = y = d=10) : prise en compte, ou non, de la vitesse
interpolée (Interpolation = oui=non) ; nombre de sous-boucle de forçage (NL).
Le tableau 2.2 présente les résultats en fonction du maillage (∆x = ∆y = d/10 et d/20). La limita-
tion due au critère de stabilité du schéma numérique change d’un maillage à l’autre. Pour comparer,
on se place aux mêmes valeurs de ∆tf ; du plus bas γ˙∆tf = 510−3 au plus haut, qui est désormais
γ˙∆tf = 8.65 10−2.
d/∆x = d/∆y min
∆tf
(Fh) max
∆tf
(Fh) ∆Fh δ
10 2.31302 2.44250 0.12948 5.45%
20 2.36076 2.41948 0.05872 2.46%
Table 2.2 – Variation de la force Fh appliquée au cylindre pour x = y = d=10 et d=20. Ici,
5 10−3  _tf  8:65 10−2, NL = 1 et Interpolation = non.
Le tableau 2.1 montre que l’utilisation de l’interpolation de la vitesse de la frontière immergée per-
met de réduire la dépendance de la force Fh avec le pas de temps. Puisque δ diminue de 20 à 47%
en fonction du nombre de passages dans la sous-boucle de forçage. Le schéma numérique avec in-
terpolation de la vitesse à la frontière semble donc plus robuste (Luo et al. (2009); Pierson (2015))
et on choisira alors d’utiliser cette méthode par la suite.
Ensuite, on peut voir que de passer deNL = 1 àNL = 2 permet un gain sur la dépendance au pas de
temps de Fh, de l’ordre de 1.5 à 2% en absolu (soit un gain relatif d’environ 30% sans l’interpolation
de la vitesse et 50% avec). Les passages suivants par cette sous-boucle (NL > 3) n’apportent qu’une
amélioration très faible pour un temps de calcul supplémentaire non-négligeable. An d’obtenir des
résultats moins sensibles à la valeur de ∆t pour un coût en temps de calcul raisonnable, on choisira
par la suite de faire 2 passages par l’étape de forçage de la vitesse (NL = 2).
Enn, regardons la comparaison avec la solution sur un maillage plus n (tableau 2.2). Les varia-
tions de la force Fh sont divisées par au moins deux sur la plage de ∆t explorée. Bien que le coût de
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simulation en temps de calcul soit nettement augmenté, surtout pour des simulations 3D, raner
davantage le maillage diminue fortement la dépendance de la force Fh au pas de temps ∆tf .
2.5.1.2 Cas du cylindre en rotation libre
On se place maintenant dans un écoulement de Couette symétrique (les vitesses des parois supé-
rieure et inférieure sont égales et de sens opposées), et on libère en rotation le disque. La géométrie
et les notations sont données sur la gure 2.9. Les notations restent les mêmes que précédemment
et on appelle Ω la vitesse de rotation du disque. Les conditions limites sont toujours périodiques en
x = 0 et x = L et désormais on prend H = 22d.
d
H
= 
2
2
 d
L= 22 d
U/2
-U/2
x
y
Figure 2.9 – Schéma du canal 2D pour le cas du disque en rotation libre.
Pour ce cas test, on étudie la dépendance de la vitesse de rotation du disque en régime stationnaire
vis-à-vis de l’épaisseur des frontières immergées, notée ∆ et introduite dans l’équation (2.22), et du
ranement du maillage. On compare nos résultats à ceux de Patankar et Hu (2002) en considé-
rant les leurs comme référence. En eet, ils résolvent le même problème mais à l’aide d’un schéma
basé sur la méthode des éléments nis de type ALE (Arbitrary Lagrangian-Eulerian Finite Element
Technique) qui est a priori plus précise que la méthode IBM. De plus qu’ils utilisent 88 mailles par
diamètre alors que nous n’en avons que 10 ou 20 ici. On choisit don les paramètres tels que le nombre
de Reynolds particulaire soit :
Rep =
γ˙d2
ν
= 9.091. (2.38)
Nous avons utilisé un maillage irrégulier pour diminuer le temps de calcul. Il est constitué d’un bloc
central régulier de taille 3d3d centré sur le disque (dont le ranement est celui dont nous parlerons
dans la suite) et il se relâche dans les directions x et y en s’éloignant du bloc central. Le domaine de
simulation a pour dimensions L = H = 22d. Ces dimensions ont été choisies susamment grandes
par Patankar et Hu (2002) an d’obtenir des résultats quasi-indépendants de la taille du domaine
de simulation. Nous avons vérié la véracité de l’utilisation de ce maillage par rapport à un maillage
régulier. Ces informations sont disponibles dans l’annexe B. Nous avons fait varier la résolution
spatiale (∆x = ∆y = d/10 ou d/20) et l’épaisseur de la frontière immergée, ∆, entre ∆x et 2.6∆x.
Rappelons que la frontière est dénie par la fonction α de forme sinusoïdale dont l’expression est
donnée par l’équation (2.22). On rappelle que la fonction α varie de 0 à 1 sur un intervalle de taille
2∆. Le tableau 2.3 présente les résultats obtenus pour diérents ranements ∆x = ∆y et diérentes
épaisseurs ∆.
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d/∆x = d/∆y = ∆/∆x Ω 
1  0.412693 2.50%
10 1.5  0.417854 3.79%
2  0.419839 4.28%
1  0.407122 1.12%
20 1.5  0.407680 1.26%
2  0.411370 2.18%
Référence : Simulation spectrale de Patankar et Hu (2002)  0.402609  
Table 2.3 – Vitesse de rotation stationnaire du cylindre 
 (adimensionnée par _) en fonction de la résolution
spatiale d=x et de l’épaisseur de la frontière immergée . On ajoute le résultat de Patankar et Hu (2002) pour
le même nombre de Reynolds : Rep = 9:091, cette solution servant de référence pour calculer l’erreur relative .
On peut voir sur ce tableau que l’erreur  sur Ω diminue quand la résolution spatiale augmente et
que l’épaisseur de la frontière diminue. On aurait donc intérêt à prendre un maillage rané avec
une faible épaisseur de l’interface. Toutefois, un trop fort ranement abouti très rapidement à des
durées de simulation longues et une trop faible épaisseur de l’interface IBM conduit à des oscillations
de la force Fh au passage des frontières entre mailles voisines (dans le cas d’une frontière mobile,
ce qui sera le cas par la suite). On va quantier ces oscillations sur le cas test de la sédimentation
d’une sphère (section 2.5.2), ce qui nous permettra de prendre une décision quant à l’épaisseur des
interfaces IBM à choisir. Les deux cas : "d/∆x = 10 et ∆ = ∆x" et "d/∆x = 20 et ∆ = 2∆x" sont
intéressant car ils possèdent la même "épaisseur physique" de l’interface (∆/d = 0.1), or on obtient
une diminution de l’erreur sur la vitesse de rotation en augmentant la résolution du maillage. Cette
diminution peut alors être attribuée à l’eet du maillage indépendamment des autres paramètres
numériques.
Soulignons enn qu’ici, l’erreur relative sur la vitesse de rotation vis-à-vis de la solution de référence
de Patankar et Hu (2002) est inférieure à 5% quelque soient les paramètres numériques et ce, même
avec une faible résolution spatiale (d/∆x = 10), soit 9 fois moins que ces auteurs qui ont d/∆x ' 88.
2.5.1.3 Vitesse de rotation en fonction du nombre de Reynolds
On va se pencher sur l’évolution de la vitesse de rotation du cylindre en fonction du nombre de
Reynolds. On vérie ainsi que les paramètres choisis conviennent sur toute la plage de nombre de
Reynolds explorée. Les paramètres numériques utilisés sont : ∆ = 1.5∆x et ∆x = d/20, NL = 1
et on a utilisé l’interpolation de la vitesse pour le forçage IBM. Nous avons fait varier le nombre de
Reynolds dans la gamme 10−3 . Rep . 20. Les résultats que nous avons obtenus sont représentés
sur la gure 2.10. La gure 2.10(a) présente nos résultats en échelle linéaire. Sur la gure 2.10(b),
on a tracé les mêmes grandeurs en échelle logarithmique dans la gamme complète de nombre de
Reynolds.
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Figure 2.10 – Vitesse de rotation stationnaire du cylindre 
 (adimensionnée par _) en fonction du nombre de
Reynolds (a) échelle linéaire ; (b) échelle logarithmique.
() : résultats de cette étude ; (N) : Patankar et Hu (2002).
On peut voir sur cette gure que la norme de la vitesse de rotation du cylindre augmente lorsque le
nombre de Reynolds diminue. Pour Rep > 1, Ω varie linéairement avec le logarithme de Rep. Pour
les nombres de Reynolds plus faibles, Ω tend vers une constante quand Rep ! 0. On observe un
bon accord de nos données avec les résultats de Patankar et Hu (2002), l’erreur relative sur Ωp ne
dépassant pas 1.4%.
Si on ajuste les points par une loi de puissance du type Ω∗p = ξRepβ (pour Rep 2 [1.136; 5.682]), on
trouve que ξ =  0.445 et β =  0.115 (R2 = 0.9970) alors qu’avec les résultats de Patankar et Hu
(2002), ces coecients valent ξPH =  0.442 et βPH =  0.118 (R2PH = 0.9994). De plus, lorsque le
nombre de Reynolds diminue Ωp !   γ˙2 , qui est la solution théorique dans la limite à Reynolds nul
et dans un domaine non borné (voir l’annexe C pour une démonstration).
2.5.2 Sédimentation d’une sphère
On étudie maintenant la sédimentation d’une sphère dans un uide initialement au repos et on com-
pare l’évolution temporelle de la vitesse de sédimentation aux expériences de Mordant et Pinton
(2000). L’expérience est faite dans l’eau, la sphère fait 0.5 mm de diamètre et une densité de 2.56.
Dans l’expérience, le récipient fait 1.1 m de large, 0.65 m de long et est profond de 65 cm. La vitesse
terminale mesurée est de 7.41 cm/s et 95% de cette dernière est atteinte en τ 95 = 55 ms. Cela
correspond à un nombre de Reynolds basé sur la vitesse terminale Vlim de
Re =
ρf d Vlim
ηf
= 41. (2.39)
Pour simuler ce problème, on s’est placé en 2D axisymétrique et en 3D sur un maillage régulier
avec des résolutions spatiales de d/∆x = d/∆y = d/∆z = 10 ou 20. Pour adimensionner le
problème, on utilise le diamètre d de la sphère comme échelle de longueur, V0 =
q
∆ρ
ρf
g d comme
échelle de vitesse et Tν = ρfd
2
ηf
= d
2
νf
comme échelle de temps. Les paramètres physiques sont
choisis de sorte que le rapport des masses volumiques vaille r = ρp
ρf
= 2.56 et le nombre de Galilée
Ga = d
νf
q
∆ρ
ρf
g d = 49.
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Figure 2.11 – Domaine de calcul et condition initiale pour la simulation de la sédimentation d’une sphère.
Pour les cas 3D, la taille du domaine simulé est bien plus faible que la taille du récipient utilisé dans
les expériences. Pour éviter une sur-dissipation engendré par le connement, des conditions limites
de glissement sans frottement (free-slip) sont appliquées sur les bords du domaine. On a pris la même
taille de domaine que Kempe et Fröhlich (2012) dans leurs simulations, à savoir Lx  Ly  Lz =
7.5d  7.5d  60.7d, ces auteurs s’étant assurés que le domaine simulé était susamment grand
pour que la vitesse de sédimentation obtenue n’en dépende pas. La sphère est lâchée à t = 0 sans
vitesse initiale, à 1.7 diamètre du haut du domaine et le pas de temps uide ∆tf des simulations est
choisi tel que le coecient de Courant–Friedrichs–Lewy CCFL = ∆tfVlim∆x ' 0.25, comme pour les
simulations de Kempe et Fröhlich (2012).
Avant de considérer l’évolution de la vitesse de sédimentation de la sphère, on se propose, dans un
premier temps, de quantier les oscillations de la force hydrodynamique lors du mouvement de la
particule. On compare les ratios ∆F/Fh et ∆V/V en régime stationnaire, où ∆F et ∆V corres-
pondent respectivment à l’amplitude des oscillations de la force Fh et de la vitesse verticale V . Un
exemple d’oscillations de la vitesse (respectivement de la force hydrodynamique) est tracé sur la
gure 2.12 (a) (respectivement sur 2.12 (b)). Les résultats obtenus pour Re = 41 sont présentés dans
le tableau 2.4.
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Figure 2.12 – (a) : Oscillations de la vitesse de sédimentation V de la sphère et (b) : Oscillations de la force
hydrodynamique Fh exercée par le uide sur la sphère (Re = 41, d=x = 10 et =x = 1:3).
La force hydrodynamique est adimensionnée par avec F0 = pVp g.
d/∆x ∆/∆x ∆F/Fh (%) ∆V/V (%)
10 1.3 13.1 0.14
2.6 6.6 0.09
20 1.3 2.2 0.009
2.6 1.7 0.008
Table 2.4 – Amplitude des oscillations de la force hydrodynamique Fh et de la vitesse V de la sphère (cas 3D).
 est l’épaisseur de la frontière immergée dénie dans l’équation (2.22).
On observe des oscillations de Fh pour une particule mobile. Toutefois, ces oscillations diminuent
rapidement avec le ranement du maillage et avec l’élargissement de la frontière IBM. De plus, les
oscillations de Fh ont un impact assez faible sur la vitesse de chute. Dans le cas le plus sévère, où les
oscillations représentent près de 14% du forçage total, on obtient seulement 0.14% de variation sur
la vitesse du grain. Des oscillations de cette amplitude sont tout à fait acceptables pour notre étude
et on pourra alors choisir d’utiliser des faibles épaisseurs de frontière IBM, typiquement ∆ = 1.3∆x.
On trace sur la gure 2.13 l’évolution temporelle de la vitesse obtenue expérimentalement par Mor-
dant et Pinton (2000) et ceux obtenus lors de cette étude.
On peut calculer la vitesse limite de sédimentation V thlim en écrivant l’égalité de la force de traînée et
de la ottabilité. On obtient alors :
V thlim =
s
Vpjρp   ρf j g
1
2
CDρfpiR2
' 0.874V0, (2.40)
où le coecient de traînée CD peut être estimé à l’aide de la corrélation de Schiller et Neumann
CD =
24
Re
(1 + 0.15Re0.687) (Clift et al. (2005)). On connaît également l’accélération initiale de la
sphère. En eet, la ottabilité et la force de masse ajoutée sont les forces dominantes lors de cette
phase. Et on peut alors écrire :
dV
dt
(t = 0+) =
(ρp   ρf )g
ρp + CMρf
, (2.41)
où CM est le coecient de masse ajoutée qui vaut 12 pour une sphère. Ces deux limites théoriques
sont également représentées sur la gure 2.13 par des droites en pointillés noirs.
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Figure 2.13 – Vitesse de chute d’une sphère dans un uide au repos (Re = 41). La courbe noire correspond à
l’expérience de Mordant et Pinton (2000). Présente étude 3D en rouge : (   ) d=x = 10 ; ( ) d=x = 20 ;
(   ) solutions théoriques aux temps courts et aux temps longs.
domaine d/∆x = Vlim/V0 V τ/Tν τ
étude présente 10 0.8272  5.33% 6.68 10−2 8.89%
(2D-Axisymétrique) 20 0.8752 +0.16% 6.69 10−2 8.84%
étude présente 10 0.8377  4.13% 6.58 10−2 10.30%
(3D) 20 0.8613  1.43% 6.49 10−2 11.46%
Mordant et Pinton (2000) 0.8527  2.41% 7.33 10−2  
solution (2.40) 0.8738      
Table 2.5 – Vitesse limite de sédimentation et temps caractéristique d’accélération obtenue expérimentalement
et par notre méthode numérique pour Re = 41. Les erreurs relatives sont calculées en prenant l’expérience de
Mordant et Pinton (2000) comme référence pour le temps caractéristique d’accélération et en prenant la
solution (2.40) pour la vitesse limite de sédimentation.
On réalise des ajustements de nos courbes temporelles de vitesse de chute par la fonction V (t) =
Vlim

1  e t

an d’y attribuer une vitesse limite et un temps caractéristique d’accélération. Pour
les résultats de Mordant et Pinton (2000), on utilise le fait que τ 95 = 3τ (τ 95 correspond au
temps pour atteindre 95% de la vitesse terminale. Ce temps a été mesuré lors des expériences).
Cette solution exponentielle n’est valable que pour des nombres de Reynolds vériant Re  1
mais elle permet d’obtenir simplement un temps caractéristique d’accélération ainsi que la valeur
de la vitesse terminale. À la vue du tableau 2.5 et des courbes de la gure 2.13, on peut dire que
la dynamique de la sphère en sédimentation est bien reproduite. On peut aussi remarquer que les
temps caractéristiques d’accélération dépendent peu du ranement du maillage. Les 10% d’erreur
peuvent paraître important, mais on compare nos résultats à des données expérimentales qui sont
donc sujettes à des erreurs de mesure. Par exemple, si on eectue un décalage de l’origine des temps
de l’expérience de seulement 10−2Tν = 2.5ms, on obtient τ = 6.4910−2Tν , c’est à dire exactement
le temps obtenu dans la simulation 3D avec 20 mailles par diamètre. Sur la gure 2.13, la pente à
l’origine correspond bien à l’accélération initiale obtenue via nos simulations. Pour la vitesse limite
de sédimentation, on peut voir qu’elle augmente lorsqu’on rane davantage le maillage et qu’elle
varie moins vite sur un maillage 3D qu’axisymétrique. Encore une fois, les erreurs commises avec la
méthode IBM restent modérées, de l’ordre de quelques pourcents et ceux même pour des maillages
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qualiables de grossiers (d/∆x = 10). L’erreur est inférieure au pourcent dès qu’on monte à 20
mailles par diamètre. Les eets dynamiques semblent relativement bien captés et peu dépendants
du maillage.
2.5.3 Écoulement cisaillé autour d’une sphère proche d’une paroi
On étudie maintenant le cas d’une sphère en proche paroi pour vérier que les performances de
la méthode IBM ne se dégradent pas lorsque le grain est pratiquement au contact. On place une
sphère xe près d’une paroi dans un domaine 3D. On note L la distance entre la paroi et le centre
de la sphère. L’écoulement à l’amont est un cisaillement simple dans la direction x et la vitesse de la
paroi en y = Ly est imposée à la valeur U0 (voir la gure 2.14). Sur la paroi en y = 0, la condition
d’adhérence (vitesse nulle) est appliquée. On choisi d’utiliser le diamètre d de la sphère comme
échelle de longueur et U0 = γ˙L comme échelle de vitesse, où γ˙ est le cisaillement en l’absence de
sphère. Le domaine de simulation a une taille [0, Lx] [0, Ly] [0, Lz] = [0, 24] [0, L+ 8] [0, 7]
et la sphère est placée en ~x = (8, L, 7). On a eectué nos simulations à un nombre de Reynolds
Re = γ˙L d
ν
= 10 pour deux positions de la sphère : en L = 0.505 et L = 1. On utilise un maillage
régulier cartésien avec une taille de maille ∆x = ∆y = ∆z = d/20. Pour des raisons de symétrie de
l’écoulement, le calcul est eectué sur le demi-espace déni par le plan (x,y) passant par le centre de la
sphère. Les conditions limites sont périodiques dans la direction x, des conditions de glissement sans
frottement (free-slip) sont appliquées en z = 0 et z = Lz et la vitesse est imposée à 0 (respectivement
U0 = γ˙Ly) au niveau de la paroi en y = 0 (respectivement y = Ly). Notons que, sur la surface de la
sphère, c’est une condition d’adhérence qui est imposée via la méthode de frontière immergée (i.e.
la vitesse de la sphère est imposée nulle).
U/U0
1
0
U0
L L
L
z x
y
d L
Figure 2.14 – Domaine de calcul utilisé pour le cas test d’une sphère proche d’un paroi.
Lorsque l’écoulement est stationnaire, on compare les coecients de traînée, de portance et de mo-
ment obtenus via nos simulations à ceux obtenus par Zeng et al. (2009) qui utilisent une méthode
spectrale sur un maillage qui épouse la géométrie de la sphère et du domaine. On compare égale-
ment les extrema de vorticité (composante selon l’axe Z) et de pression, ainsi que la position sur la
surface de la sphère où la pression change de signe, le tout dans le plan de symétrie z = 0.
An de calculer les coecients aérodynamiques, on utilise les dénitions suivantes :
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Cd =
Fx
1
2
ρf U20 S
,
Cl =
Fy
1
2
ρf U20 S
,
Cm =
 Γz
d
4
1
1
2
ρf U20 S
,
(2.42)
où S = pi d2
4
est la surface apparente des grains et ρf la masse volumique du uide. Fx, Fy et Γz sont
trois des six composantes de la force hydrodynamique Fh et du couple  h issus de la méthode des
frontières immergées.
On présente les champs de vorticité et de ligne de courant dans le plan z = 0 sur les gures 2.15 et 2.16
en les comparant à ceux obtenus par Zeng et al. (2009). Les résultats pour les coecients hydrody-
namiques, les bornes de la vorticité selon Z et de la pression sont donnés sur le tableau 2.8.
L = Cd Cl Cm
étude présente 4.985 7.224 10−1 8.124 10−1
1 Zeng et al. (2009) 5.123 7.487 10−1 7.999 10−1
erreur relative en % 2.69 3.51 1.56
étude présente 6.234 1.248 1.783
0.505 Zeng et al. (2009) 6.489 1.315 1.786
erreur relative en % 3.93 5.10 0.17
Table 2.6 – Coecients hydrodynamiques pour Re = 10 et pour deux distances de la paroi (L = 1 et
L = 0:505). Pour les valeurs obtenues par Zeng et al. (2009), on prend celles obtenues sur leur domaine D1
(tables I et II) et on s’en sert comme référence pour le calcul des erreurs relatives.
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Figure 2.15 – Lignes de courant dans le plan z = 0 obtenues : (a) : via la présente méthode ; (b) par Zeng et al.
(2009). Lignes d’iso-vorticité dans le plan z = 0 obtenues via : (c) : la présente méthode ; (d) : par Zeng et al.
(2009) (Re = 10 et L = 1).
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Figure 2.16 – Lignes de courant dans le plan z = 0 obtenues, (a) : via la présente méthode ; (b) par Zeng et al.
(2009). Lignes d’iso-vorticité dans le plan z = 0 obtenues, (c) : via la présente méthode ; (d) : par Zeng et al.
(2009) (Re = 10 et L = 0:505).
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L = ωz,min ωz,max Pmin Pmax θ(
o)
étude présente  9.069 2.256  0.993 1.338 67.63
1 Zeng et al. (2009)  12.251 3.654  0.919 1.307 70.0
erreur relative en % 25.97 38.26 8.05 2.37 3.39
étude présente  13.67 1.231  1.377 1.362 67.56
0.505 Zeng et al. (2009)  9.471 1.492  0.417 0.453 67.89
erreur relative en % 44.34 17.49 230 201 0.49
Table 2.7 – Bornes de vorticité et de pression. Position du changement de signe de la pression dans le plan
z = 0 pour Re = 10 et pour deux distances de la paroi (L = 1 et L = 0:505). Pour les valeurs obtenues par
Zeng et al. (2009), on prend celles obtenues sur leur domaineD1 (leur table I et II) et on s’en sert comme référence
pour le calcul des erreurs relatives.  est l’angle par rapport (Ox) auquel la pression à la surface de la sphère
change de signe (dans le plan de symétrie z = 0 et sur l’hémisphère opposé à la paroi, voir la gure 2.16 (d)).
Les positions des points remarquables des lignes de courant : les points de stagnation, notés S1 et
S2, et points de séparation, notés FS et RS (voir les gures 2.15 (b) et 2.16 (b)) sont données dans le
tableau 2.8. Leur position angulaire est mesurée avec les mêmes conventions que celles utilisées par
Zeng et al. (2009).
L = FS S1 RS S2
étude présente 11.28° 21.36°    
1 Zeng et al. (2009) 12.46° 22.09°    
erreur 1.18° 0.73°    
étude présente 14.73° 70.31° 43.72°  9.69°
0.505 Zeng et al. (2009) 15.69° 65.21° 39.52°  12.67°
erreur 0.96° 5.10° 4.20° 2.98°
Table 2.8 – Comparaison des positions angulaires des points remarquables : Points de stagnation (S1 , S2 sur
les gures 2.15 et 2.16) et de séparation (FS, RS sur les gures 2.15 et 2.16) sur la sphère pour L = 1 et L = 0:505
et pour Re = 10.
On peut commencer par noter que les diérences au niveau de la paroi pour les lignes d’iso-vorticité
selon z sont en bonne partie dues au calcul de la vorticité qui est eectué avec un schéma centré,
même pour les bords du domaine. Examinons le cas d’une sphère dont le centre est placé à un dia-
mètre de la paroi, pour lequel L = 1. L’espace disponible entre la sphère et la paroi mesure donc
0.5 d au minimum ce qui correspond à dix mailles uides. Il reste donc des mailles entre la sphère
et la paroi pour lesquelles α = 0.
Dans cette conguration, l’ensemble des grandeurs observées est plutôt bien reproduit. L’erreur sur
les coecients hydrodynamiques reste faible. Ce sont des quantités intégrales, elles rendent donc
compte de tout l’écoulement autour de la sphère. Toutefois, l’erreur est importante sur les bornes
de vorticité, et est non négligeable pour celles en pression. Ces quantités sont locales et les extrema
sont situés à la surface de la sphère. Le fait d’avoir une "mauvaise" résolution spatiale avec une mé-
thode de type frontière immergée inuence fortement les valeurs prisent par ces grandeurs dans
cette région. Mais la bonne correspondance des coecients hydrodynamiques, ainsi que la position
du changement de signe de la pression et des points particuliers des lignes de courant, montrent
qu’on résout tout de même susamment bien l’écoulement pour bien capter les interactions solide-
uide (notons que ce sont les grandeurs intégrales qui sont échangées par JADIM et GraDyM).
Penchons nous maintenant sur le cas où L = 0.505. L’espacement minimum entre la sphère est la
paroi est alors 1% du rayon de la sphère. Cela correspond à un dixième de maille. Dans cette zone
entre la sphère et la paroi, α est non nul. On comprend bien que les grandeurs locales en seront
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aectées. Et les grandeurs intégrales n’ont alors a priori pas de raison d’être justes. C’est bien ce
que l’on observe pour les quantités locales : de très grands écarts avec la référence. Toutefois, les
allures des champs sont bonnes comme on peut le voir sur les gures 2.15 et 2.16, ainsi qu’à l’aide des
positions des points remarquables de l’écoulement (Tableau 2.8). De plus l’erreur sur les quantités
intégrales reste faible. Et encore une fois ce sont les grandeurs échangées entre JADIM et GraDyM.
La dynamique des grains dans le uide sera donc tout de même bien décrite par GraDyM avec la
méthode employée.
2.5.4 Écoulement dans un milieu poreux
On eectue un dernier cas test pour décrire le champ de vitesse uide obtenu par cette méthode
dans le cas le plus proche des congurations considérés dans la suite de l’étude, i.e. pour un em-
pilement dense de particules. On réalise alors une série de simulation d’écoulements au travers de
réseaux denses de particules sphériques et ce, en imposant un gradient de pression. Ces simulations
sont comparées d’une part aux résultats de Tenneti et al. (2011), qui utilisent aussi une méthode de
frontière immergée et pour quelques cas nous avons réalisé les mêmes simulations avec le logiciel
OpenFOAM sur un maillage conforme (épousant la forme des particules) an de pouvoir comparer
localement les diérents champs. On compare enn la perméabilité équivalente obtenue à la formule
de Kozeny-Carman (2.45). Les diérents domaines de calcul sont présentés sur la gure 2.17 et cor-
respondent aux volumes élémentaires de référence des milieux poreux périodiques ainsi constitués.
Des conditions périodiques sont appliquées sur toutes les frontières du domaine. Ceci correspond
à la simulation d’un réseau cubique simple inni pour diérentes fractions volumique solides φ et
diérents nombres de Reynolds Re, ainsi que quelques cas de réseaux cubiques faces centrées.
La fraction φ est dénie respectivement sur les réseau cubique simple (cs) et cubique faces centrées
(cfc) par :
φcs =
pid3cs
6L3
et φcfc = 4
pidcfc
3
6L3
. (2.43)
L
L
L
grad(P)
 = 0.514
d
=0.633
grad(P)
Figure 2.17 – Représentation des domaines de calculs utilisés : réseau cubique simple (a) et réseau cubique à
faces centrées (c). Les axes 1, 2, 3 et 4 sont représentés sur la gure (b).
On utilise un maillage régulier pour simuler ce problème. Le domaine est cubique de dimension L3.
Avec OpenFOAM, le maillage ne couvre que le domaine occupé par le uide alors qu’avec la méthode
IBM employée par JADIM, tout l’espace est maillé. Pour le reste, tout les paramètres physiques sont
pris égaux lors des diérentes simulations. Concrètement, on xe un gradient de pression moyen
dans la direction ~x, on simule l’écoulement engendré jusqu’à ce qu’il soit stationnaire puis on mesure
la vitesse moyenne < U > de l’écoulement et la force F appliquée à la particule dans la direction
~x pour tracer F ∗(Re), où F ∗ correspond à la force de traînée adimensionnée F ∗ = Fdrag
FStokes
, avec
FStokes = 3piηfd(1   φ) < U >. Ici, le nombre de Reynolds moyen Re = ρf (1−φ)<U>dηf est calculé a
posteriori. On xe le pas de temps à ∆tf tel que le coecient CFL vaille 0.25.
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Dans un premier temps, on se place dans un réseau cubique simple de fraction solide φ = 0.065
pour un nombre de Reynolds de 9.1 et pour un maillage tel que d = 25∆x. On réalise ces simula-
tions d’une part avec JADIM et d’autre part avec OpenFOAM. Cette fraction solide est très faible
comparée aux fractions solides que l’on veut atteindre, mais cela permet une visualisation plus aisée
des résultats. On utilisera les résultats obtenus avec OpenFOAM comme référence.
On compare les prols de vitesse longitudinale, de pression et de la composante longitudinale du
gradient de pression le long de certains axes remarquables dénis comme ceci :
On appelle Axe 1, l’axe parallèle à z passant par (x = 0, y = L
2
, z = 0). L’Axe 2 est parallèle à x et
passe par (0, 0, 0). Les Axe 3 et Axe 4 sont les axes respectivement parallèles à z et x passant par le
centre de la sphère. Ces axes sont représentés sur la gure 2.17(b).
Pour le tracé des prols de pression (gures 2.18, 2.19, 2.21 et 2.21), on a déjà retranché la partie cor-
respondant au forçage. On prend L0 = L comme échelle de longueur,M0 = ρf L3 comme échelle de
masse et T0 =
ρf L
2
ηf
comme échelle de temps. Ainsi, l’échelle de vitesse utilisée estU0 =
L0
T0
=
ηf
ρfL
,
celle pour les forces est F0 =
M0U0
T0
=
ηf
ρf
et l’échelle de pression est P0 =
F0
L20
=
η2f
ρfL2
.
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Figure 2.18 – Prols de vitesse longitudinale (a), pression (b) et gradient de pression longitudinal (c) le long de
l’Axe 1 pour  = 0:065, Re = 9:1 et avec d=x = 25 dans un réseau cubique simple. On compare les vitesses,
pression et gradient de pression obtenus via OpenFOAM (en vert) et via notre méthode IBM (en rouge).
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Figure 2.19 – Même légende que pour la gure 2.18 mais pour l’Axe 2
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Figure 2.20 – Même légende que pour la gure 2.18 mais pour l’Axe 3
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Figure 2.21 – Même légende que pour la gure 2.18 mais pour l’Axe 4
On voit que les simulations réalisées avec JADIM sous-estiment généralement la vitesse avec un
écart maximum de l’ordre de 5%, particulièrement sur les bords du domaine. C’est sans doute une
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conséquence de l’épaississement articiel de la frontière de la particule qui la rend "poreuse" de part
et d’autre de la position théorique. Cette caractéristique de la méthode IBM engendre ici une perte
de charge qui se fait ressentir dans tout l’écoulement. Pour les prols de pression, on observe un
léger décalage, ce qui doit venir d’une référence en pression diérente entre les simulations mais
ne pause pas de problème. Mis à part cela, c’est dans l’épaisseur de la frontière immergée que les
diérences se font le plus sentir. Ces diérences sont inhérentes à la méthode employée (épaisseur
non nulle de la frontière, maillage non conforme, grandeurs dénies (mais sans sens physique) aussi
à l’intérieur de la particule). Le forçage par un gradient de pression extérieur est compensé à l’équi-
libre, la force de traînée est alors exactement celle attendue (voir les gures 2.22 et 2.23) mais la
vitesse résultante de cet équilibre dissipation-forçage est un peu sous-estimée : la présente méthode
surestime la dissipation.
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Figure 2.22 – Force de traînée obtenues via JADIM et OpenFOAM en fonction du nombre Reynolds pour un
réseau cubique simple de fraction solide  = 0:408 et avec un ranement spatial d=x = 46.
10 2 10 3 10 4
10 0
10 1
10 2
JADIM
OpenFOAM
Figure 2.23 – Nombre de Reynolds obtenus via JADIM et OpenFOAM en fonction du gradient de pression
imposé dans un réseau cubique simple de fraction solide  = 0:408 et avec un ranement spatial d=x = 46.
Ces tests sont réalisées pour diérentes valeurs de nombre de Reynolds. La force de trainée engen-
drée par l’écoulement sur la particule est tracée en fonction de Re pour les deux méthodes sur la
gure 2.22. Comme attendu, la force de traînée à la même valeur pour les deux méthodes de simula-
tion. On observe un léger décalage en nombre de Reynolds des points car la vitesse est sous-estimée
par JADIM avec l’IBM. Pour un même gradient de pression imposé, le nombre de Reynolds obtenu
est plus faible avec JADIM (d’environ 5%) qu’avec OpenFOAM.
Maintenant qu’on a identié les limites de la méthode, on se focalise sur les caractéristiques macro-
scopiques des écoulements calculés par la méthode IBM. On s’intéresse d’abord au cas d’un réseau
cubique simple avec une fraction solide φ = 0.408 pour des nombres de Reynolds compris entre 0.5
43
et 200. Cette série de simulation a été réalisée avec JADIM et OpenFOAM. La gure 2.24 présente
l’évolution de la force de traînée adimensionnée F ∗ = Fdrag
Fstokes
.
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Figure 2.24 – Force de traînée adimensionnée en fonction du nombre de Reynolds pour un réseau cubique
simple de fraction solide  = 0:408 obtenue par Tenneti et al. (2011) et via JADIM et OpenFOAM.
On peut voir sur la gure 2.24 que les résultats obtenus via OpenFOAM sont superposés avec ceux de
Tenneti et al. (2011). Cela justie l’utilisation des résultats d’OpenFOAM comme référence car on
peut considérer les résultats de Tenneti et al. (2011) comme précis à la vue de la méthode employée
(méthode PUReIBM qui impose un peu mieux les conditions limites que la présente méthode IBM
et avec une étude très complète de la convergence de leurs résultats). On a vu qu’avec JADIM, les
eorts calculés sont bons mais qu’ils sous-estiment la vitesse du uide. Ce biais engendre le décalage
en Reynolds entre les simulations avec ces deux codes, mais c’est aussi ce qui cause le décalage sur
F ∗ (de 7 à 10% ici) lorsque l’on adimensionne la traînée par une force proportionnelle à la vitesse
moyenne du uide. La variation de la traînée avec le nombre de Reynolds semble plutôt bien capturée
quant à elle. L’utilisation d’un maillage plus n (2 fois plus n ici) permet d’obtenir un champ de
vitesse plus proche des résultats de Tenneti et al. (2011), avec un écart d’environ 1.5% seulement
(symbole N sur la gure 2.24).
On augmente maintenant la fraction volumique solide φ et on ne compare désormais les résultats
qu’avec ceux de Tenneti et al. (2011). Pour un réseau cubique simple de compacité φ = 0.514, on
a réalisé cette étude avec deux ranements distincts : d/∆x = 31 et 49. Un cas pour d/∆x = 99
a également été réalisé. Et pour le réseau cubique face centré de compacité φ = 0.633, l’étude a été
menée pour d/∆x = 53. Les résultats pour ces deux types de réseaux (cubique simple et cubique
faces centrées) avec φ > 0.5 sont présentés sur la gure 2.25.
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Figure 2.25 – Force de traînée adimensionnée en fonction du nombre de Reynolds. (a) : pour un réseau cubique
simple de fraction solide  = 0:514 et (b) : pour un réseau cubique faces centrées avec  = 0:633.
Pour φ = 0.514 aussi, la variation de la traînée avec le nombre de Reynolds est bien captée par la
méthode et ce quel que soit le ranement spatial. Par contre, on obtient une erreur relative (quasi-
indépendante du nombre de Reynolds) de l’ordre de 20% pour un ranement de d/∆x = 31 (tou-
jours en parlant de l’erreur relative sur la force adimensionnée) et de l’ordre de 10% pour un rane-
ment de d/∆x = 49, et il faut atteindre d/∆x = 99 pour passer sous les 5% d’erreur. La gure 2.26
montre la convergence en maillage de la méthode pour ce cas là.
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Figure 2.26 – Convergence en maillage : variation de l’erreur relative sur la traînée adimensionnée avec
résolution spatiale pour jgrad(P )j = 5 10−5 et Re ' 2:5, pour  = 0:514, et pour un arrangement cubique
simple en échelle linéaire (a) et en échelle logarithmique (b). Le résultat de la simulation avec OpenFOAM est
pris comme référence.
On constate une convergence d’ordre presque 2 et qu’il faut environ 50 mailles par diamètre de grain
pour passer sous les 10% d’erreur, pour ce cas là. Ces fortes erreurs sont à modérer par le fait que
l’on adimensionne la force calculée par une force caractéristique qui est proportionnelle à la vitesse
moyenne. Il y a donc plusieurs sources d’erreur qui interviennent simultanément dans le calcul de
l’erreur. Si on traçait l’erreur relative pour la force non adimensionnée (ou adimensionnée à l’aide
d’une force caractéristique ne dépendant pas de < U >, par exemple FP = L3rP ), elle serait alors
bien plus faible. Mais il est tout de même important de souligner les écarts de vitesses obtenus en
plus de l’erreur sur la force hydrodynamique.
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Sur la gure 2.25 (b), on se place dans un cas de réseau cubique faces centrées et on prend alors
une fraction solide φ = 0.633, qui est de l’ordre de grandeur des fractions solides dans un lit gra-
nulaire aléatoire dense et on prend un maillage tel que d/∆x = 53. La force de traînée est toujours
sur-estimée par rapport aux résultats de Tenneti et al. (2011) mais la variation de cette force est en-
core une fois bien décrite par la présente méthode. On constate alors une augmentation de l’erreur
relative entre les résultats de notre méthode et ceux de Tenneti et al. (2011) lorsque la fraction volu-
mique augmente (on compare les cas pour lesquels d/∆x ' 50). Ce phénomène est dû à l’épaisseur
de la frontière IBM. Pour φ = 0.633, les grains ne sont pas en contact. En eet, on a un diamètre de
grain (position de α = 0, 5, α étant déni par la relation (2.22)) de d = 0.6711L et pour le même em-
pilement mais compact (grains en contact), on aurait dcompact =
p
2/2L = 0.707L. L’écart entre ces
deux valeurs est de 5.1%. Mais la méthode IBM décrit la présence des particules à l’aide de la fonc-
tion α qui est continue au niveau des surfaces des objets solides et rend donc diuses les interfaces
de ces objets. On a déni l’épaisseur ∆ de cette transition dans l’équation (2.22) et elle vaut typique-
ment ∆ = 1.5∆x. Ainsi, les grains ont un "diamètre externe" après lequel α = 0. Ici, la valeur de ce
diamètre externe est de dext = d(1 + 2 1.5/53) = 1.0566d = 0.709L > dcompact. Il y a donc recou-
vrement des fonctions α dénies pour chaque particule dans la zone les séparant (sans qu’il n’y ai de
contact). Le uide doit alors passer dans des pores qui sont "obstrués" par l’étalement des interfaces.
Cet étalements des frontières immergés explique donc la sur-dissipation comme mentionné précé-
demment, mais il explique également le fait que cette erreur augmente avec la compacité. En eet,
plus les pores sont ns, plus l’étalement des frontières correspond à une fraction élevée du volume
de ces pores car ∆ / d (ici, on compare des cas avec le même ranement du maillage d/∆x ' 50).
Cela explique aussi en partie pourquoi l’erreur diminue avec le ranement du maillage : le volume
couvert par la zone interfaciale (0 6 α 6 1) est d’autant plus faible que ∆x est petit. Il y a aussi
un eet du maillage indépendamment de l’épaisseur de la frontière IBM, ce point a été étudié sur la
cas-test de la sédimentation d’une sphère (section 2.5.2).
Ces réseaux périodiques de sphères sont assimilables à des milieux poreux périodiques. On peut alors
comparer ces mêmes résultats avec d’autres travaux provenant de l’étude des milieux poreux. On
commence alors par calculer la perméabilité apparente de notre milieu poreux ainsi constitué, K =
< U >
 rP = f(Re). En première approximation, pour de faibles nombres de Reynolds, on considère
un écoulement de Darcy et alors on a < U >=  KDrP , avec KD la perméabilité de Darcy du
milieu poreux. En augmentant le nombre de Reynolds, les eets inertiels ne sont plus négligeables
et on trouve alors dans la littérature la relation empirique suivante (Bogdan et Mei (2010)) :
 KDrP =< U > +b < U >n, (2.44)
où b et n sont des constantes déterminées expérimentalement. Forcheimer (1901), par exemple,
trouve 1.6 < n < 2 ; mais la valeur 2 reste la plus populaire dans la littérature. On adimenssionne
K par L2/ηf et on trace K∗ = ηfKL2 en fonction du nombre de Reynolds Re sur la gure 2.27.
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Figure 2.27 – Perméabilité apparenteK∗ du milieux poreux en fonction du nombre de Reynolds pour
 = 0:408 et 0:514 pour des réseaux cubiques simples et  = 0:633 pour un réseau cubique faces centrées
(d=x ' 50).K est adimensionné par L2=f .
KD est obtenu pour chaqueφ et chaque réseau pourRe! 0. Un ajustement de (2.44) sur les résultats
de la gure 2.27 nous permettant d’obtenir b et n pour chaque φ et chaque réseau. Le tableau 2.9
présente les valeurs obtenues.
φ (réseau) θ = 1  φ K∗D n b
0.408 (SC) 0.592 8.45 10−3 1.484 2.15
0.514 (SC) 0.486 5.30 10−3 1.515 3.12
0.633 (FCC) 0.367 7.95 10−4 2.354 117
Table 2.9 – Perméabilité de diérents milieux poreux ainsi que les coecients décrivant la dépendance au
nombre de Reynolds de la perméabilité apparente (équation (2.44)).
Les valeurs de b et n, bien que ne pouvant pas être comparées à d’autres, sont cohérentes avec les
valeurs trouvées dans la littérature ; on trouve des puissances entre 1.5 et 2.3 qui permettent un bon
ajustement des données comme on peut le voir sur la gure 2.28. Sur cette gure sont tracées les
valeurs de perméabilités obtenues ainsi que les ajustements de ces données par la relation (2.44).
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Figure 2.28 – Perméabilité apparente en fonction du nombre de Reynolds pour diérentes porosités et les
ajustements de ces données par l’équation (2.44) (avec les coecients b et n donnés dans le tableau 2.9).
On peut aussi comparer les perméabilités obtenues à la formule de Kozeny-Carman (Carman (1939)).
Elle est valable pour des nombres de Reynolds tendant vers 0 et s’exprime généralement grâce à la
porosité θ, où θ = 1  φ avec φ la fraction solide du milieu considéré, de la façon suivante :
KD =
Λ2
5ηf
θ3
(1  θ)2 =
Λ2
5ηf
(1  φ)3
φ2
, (2.45)
où Λ est le rapport V olume/Surface des grains. Comme on utilise des sphères, on a Λ = R/3. On
obtient alors en adimensionnant KD à l’aide R (et non plus L) :
dKD = ηfKD
R2
=
1
45
θ3
(1  θ)2 . (2.46)
C’est ce que l’on a tracé sur la gure 2.29 an d’y comparer nos valeurs et celles de Tenneti et al.
(2011). On a également tracé une version "corrigée" de cette dernière. Cette correction vient de Zam-
pogna et Bottaro (2016) et consiste en une modication des exposants dans la relation de Kozeny-
Carman (2.45) de la façon suivante, de manière à mieux représenter leurs résultats numériques :
dKD,corr = 145 θ
5
2
(1  θ) 4730 . (2.47)
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Figure 2.29 – Comparaison avec la relation de Kozeny-Carman : perméabilités apparentes normalisées (par
R2=f ) du milieu poreux en fonction de la porosité ; avec d=x ' 50. Ces valeurs sont obtenues avec Re ' 0:5
On peut voir que l’ordre de grandeur de la perméabilité est le bon, sa variation avec la porosité
semble également raisonnablement bien décrite, notamment si on prend l’expression corrigée de la
perméabilité (2.47) comme référence. Finalement c’est pour la plus petite valeur de fraction solide,
φ = 0.408 (θ = 0.592), que l’erreur est la plus grande. Pour ce cas là, la perméabilité est sous estimée
ce qui correspond aux observations faites précédemment d’une force de traînée surestimée. On a vu
que la perméabilité diminuait avec le nombre de Reynolds, une partie de l’erreur commise peut alors
être attribuée au fait que l’on soit à Re = 0.45 6= 0 pour eectuer cette mesure.
Pour conclure sur les performances de la méthode IBM. Sur ce cas-test, la méthode IBM surestime
légèrement la perméabilité pour les fortes concentrations de solide et la sous-estime pour les faibles.
Un grand nombre de mailles par diamètre de grain ( 50) semble également nécessaire an d’obtenir
des erreurs inférieures à 10%. Mais même lorsque cette condition n’est pas remplie, les ordres de
grandeurs sont bons et les dépendances avec les diérents paramètres (Re, φ) sont biens capturées,
dans la gamme de nombre de Reynolds testé ici ; c’est-à-dire entre 10−1 et 102.
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On a vu dans cette partie que l’erreur commise par la présente méthode dépendait de beaucoup de
paramètres (du pas de temps ∆tf , du nombre de mailles par diamètre de grain d/∆x, du choix de la
dénition de la vitesse uD, du nombre NL de passage par la sous-boucle de forçage, de l’épaisseur
∆ de la frontière IBM) et on a déterminé la valeur que nous utiliserons par la suite pour la plus part
de ces paramètres. Pour rappel, on a xé NL = 2, ∆ = 1.3∆x et uD est donnée par (2.25). Pour
des raisons de temps de calcul, on utilisera généralement un maillage dont le pas vaut ∆x = d/10
et un pas de temps ∆tf assez grand (typiquement tel que le coecient CCFL ' 1 au niveau de la
condition limite du haut du domaine, ce qui correspond dans le pire des cas à CCFL ' 0.4 au niveau
des grains les plus rapides). On a vérié que ce jeu de paramètres permettait une bonne résolution
des phénomène étudiés. L’erreur commise est parfois importante à cause d’une sur-dissipation au
niveau des frontières IBM mais les dépendances des résultats avec les diérents paramètres phy-
siques sont bien capturés. De plus, c’est principalement les erreurs locales qui ont tendance à être
grandes mais si on considère des quantités intégrales, les erreurs sont bien plus faibles.
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Maintenant qu’on a vérié les capacités de la méthode de résolution numérique sur une batterie de
cas-tests (chapitre 2), on considère le cas d’un lit de grains immergé et cisaillé par le uide environ-
nant. On considère alors un domaine de tailleLxLyLz régulièrement maillé de façon cartésienne
et on appelle ∆x le pas d’espace de ce maillage (∆x = ∆y = ∆z). On choisit de ne considérer que
des domaines vériant Lx = Lz ici. L’objectif de ce chapitre est de vérier la convergence des résul-
tats avec le domaine de simulation ainsi qu’avec le pas d’espace du maillage. On souhaite utiliser une
taille de domaine Lx la plus faible possible et avec un pas du maillage ∆x le plus grand possible an
de réduire le temps de calcul et la mémoire nécessaire pour eectuer les simulations. On souhaite
également vérier l’impact du choix de l’épaisseur des frontières immergées ∆ (équation (2.22)) sur
les écoulements granulaires obtenus. On abordera aussi la question de la prise de moyennes tempo-
relles (dans le régime permanent).
Dans cette optique, on commence par décrire la préparation des simulations réalisées, puis on étudie
l’évolution temporelle d’un lit de grains soumis à un écoulement cisaillé. On considère ensuite uni-
quement le régime permanent an d’étudier la convergence statistique lors des prises de moyennes
temporelles. On étudiera nalement la convergence des données avec le ranement du maillage et
la taille du domaine.
Le domaine de simulation est représenté sur la gure 3.1.
U0
d
Ly
Lx Lz
Figure 3.1 – Illustration du domaine de simulation.
3.1 Préparation des simulations
Dans cette partie, on explicite la procédure suivie pour préparer et réaliser les simulations eectuées
lors de cette étude.
3.1.1 Sédimentation d’un lit granulaire sec
On prépare d’abord le lit de grains par sédimentation, pour cela on utilise le logiciel GraDyM seul.
On considère un domaine en forme de parallélépipède rectangle de taille LxLy Lz . Des demies
sphères sont xées au fond du domaine (en y = 0) pour le rendre rugueux et ainsi éviter que l’en-
semble du lit de grains glisse en bloc sur le fond lisse du domaine de simulation. Ces rugosités sont
visibles sur la gure 3.1. Des conditions limites périodiques sont utilisés pour les surfaces latérales.
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On xe l’intensité de la pesanteur à ginit = g∆ρρp , ainsi le poids ressenti par les grains est Vpρpginit =
Vp∆ρg ; c’est-à-dire le même que lorsqu’on aura ajouté le uide interstitiel et que le poids apparent
des grains sera leur poids moins la poussée d’Archimède. Cet accord des poids apparents au cours
de la préparation des simulations permet d’éviter de faire "sauter" le lit de grains au démarrage des
simulations. On rappelle que les grains sont modélisés comme des sphères molles possédant une
raideur. Si on n’adaptait pas l’intensité de la pesanteur, les "ressorts" que constituent les grains se
relâcheraient partiellement au moment d’introduire le uide interstitiel (et donc la poussée d’Archi-
mède). Ce relâchement étant instantané (car tcol < ∆tf ), le lit de grains eectuerait un "saut" dès le
premier pas de temps.
Les Np particules sont alors disposées de façon aléatoire dans le domaine et sédimentent sous l’eet
de leur poids. Np est choisi de sorte que le lit de grains fasse environs 10d de haut. Pour un domaine
de simulation tel que Lx/d  Lz/d = 4  4, cela correspond à 170 particules (+16 demies pour les
rugosités au fond).
On peut noter qu’elles ne font pas toutes la même taille, on introduit une légère polydispersité de
leur diamètre (5%) an d’éviter que le lit de grains ne cristallise (comme la première couche de
grains en partant du fond rugueux, sur la gure 3.1 par exemple). Une fois le lit de grains formé,
on attend encore un peu pour que l’énergie cinétique totale du système atteigne son minimum. La
première partie de la préparation de l’état initial des simulation est alors terminée.
3.1.2 Initialisation de l’écoulement du uide
Une fois le lit de grains formé par sédimentation, on ge les particules. On leur interdit tout mou-
vement de translation et de rotation. On considère alors un domaine maillé de façon cartésienne
et régulière avec un pas d’espace ∆x = d/10. On initialise ensuite l’écoulement cisaillé du uide
interstitiel avec le logiciel JADIM. Pour cela, on part d’un champ de vitesse qui varie linéairement
avec la hauteur, qui prend la même valeur U que la condition limite au sommet du domaine et qui
s’annule à peu près à la surface du lit de grains (qui est en fait un milieu poreux ici, puisqu’on interdit
tout mouvement aux particules). Les conditions limites sur les parois latérales sont périodiques pour
le uide aussi. On fait ensuite tourner cette simulation pendant 500 pas de temps an d’obtenir un
champ de vitesse du uide stationnaire (variations locales de l’ordre 10−3γ˙d maximum entre deux
pas de temps successifs). Les vitesses négatives que l’on impose à l’intérieur du lit granulaire à l’ins-
tant initial sont rapidement dissipées et on obtient alors un champ de vitesse quasiment nul dans le
lit de grains qui se raccorde au niveau de la surface du lit de grains avec l’écoulement cisaillé dans la
partie supérieure du domaine. Cet état du système sert alors de condition initiale pour la simulation.
3.1.3 Simulation d’un lit de grains immergé dans un écoulement cisaillé
On commence maintenant à proprement parler la simulation du lit granulaire mis en mouvement
par l’écoulement cisaillé du uide. Pour cela, on libère les grains à t = 0. Les contraintes entre grains
sont prises égales à celles à la n de la sédimentation "sèche". Le champ de vitesse uide est initialisé
à l’aide de la solution nale obtenue en présence du lit de grains gés (i.e. du milieux poreux). On
xe le pas de temps tel que le coecient de Courant–Friedrichs–Lewy CCFL = 1 au sommet du
domaine de simulation (i.e. là où la vitesse du uide est la plus grande). On a alors ∆tf = ∆xU , avec
U = 10d γ˙ .
Comme les grains sont libérés, ils commencent à se déplacer et permettent alors à la vitesse uide
de pénétrer plus profondément dans le lit granulaire : c’est le début du régime transitoire. Le com-
portement temporel de ce système est étudié dans la section 3.2.
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3.2 Évolution temporelle d’un lit de grains cisaillé
On s’intéresse maintenant au comportement temporel d’un lit de grains lorsqu’il est soumis à un
écoulement de cisaillement. Pour ce faire, dans cette partie, on va décrire l’évolution temporelle
d’une simulation en particulier, celle pour un nombre de Reynolds particulaire Rep = 1, un nombre
de Shields θ = 0.67 et un rapport de densités r = 2.5 (les dénitions et interprétations de ces
nombres sans dimensions sont données dans la section 4.1). Commençons par l’évolution temporelle
du débit volumique de grains. En eet, cette grandeur tient à la fois compte de la vitesse des particules
et de leur répartition. Par abus de langage, on omettra parfois l’adjectif volumique. C’est le volume
de solide qui traverse une surface normale à l’écoulement par unité de temps et par unité de largeur
du système :
q(t) =
1
Lz
Z
S(x0)
φup  ex dy dz, (3.1)
où x0 est la position du plan sur lequel on s’appuie pour calculer le débit granulaire. Le domaine de
simulation est un tube de courant pour le ux de grains, le débit granulaire est donc indépendant
de x0. On peut alors moyenner les débits (tous égaux en moyenne) sur toutes les valeurs de x0. On
obtient alors l’expression suivante du débit de grains :
q(t) =
1
LxLz
Z
Vsimu
φupdV. (3.2)
Ce débit peut ensuite se calculer à partir des données lagrangiennes (provenant du solveur GraDyM,
voir chapitre 2) :
q(t) =
1
LxLz
NpX
p=1
Vpup(t), (3.3)
où Lx et Lz sont la longueur et la largeur du domaine et Vp est le volume de la particule p. On
peut également calculer le débit à partir des données eulériennes (provenant du solveur Jadim, voir
chapitre 2) grâce à la fraction volumique solide α :
qα(t) =
1
LxLz
X
(i,j,k)
α(i, j, k, t) u(i, j, k, t) dv(i, j, k), (3.4)
où le triplet (i, j, k) représente les coordonnées de la cellule de calcul considérée. La somme s’eectue
sur tout le domaine, i.e. pour i 2 [1;Nx], j 2 [1;Ny] et k 2 [1;Nz]. La gure 3.2 montre l’évolution
temporelle du débit de grains pour les deux méthodes de calcul. Les deux formulations semblent
équivalentes mais en fait elles dièrent légèrement à cause de la zone interfaciale (où 0 < α < 1,
voir chapitre 2). En eet, si on se place sous le seuil de mise en mouvement, le débit de grains q
est nul mais ce n’est pas tout à fait le cas pour qα car le uide circule encore un peu dans la zone
interfaciale et est pris en compte dans l’intégrale (3.4). Cela peut poser des problèmes de précision,
surtout proche du seuil de mise en mouvement. De façon générale, on aura qα > q, on utilisera donc
la formulation lagrangienne du débit granulaire (équation (3.3)) dans la suite de cette étude. Dans
le cas de la gure 3.2, la diérence relative entre les deux méthodes de calcul du débit de grains
n’excède jamais 6.5% ce qui correspond à un écart de 0.16Vsd sur le débit.
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Figure 3.2 – Évolution temporelle du débit granulaire pour Rep = 1,  = 0:67 et r = 2:5. (–) : qα=Vsd via sa
formulation eulérienne (équation (3.4)) ; (–) : q=Vsd via sa formulation lagrangienne (équation (3.3)). (- -) : débit
granulaire saturé. Seul un point tous les 5 _t est représenté ici. Le débit est adimensionné par le débit linéique
Vsd, construit à partir de la vitesse de Stokes Vs =
(ρp−ρf )gd2
18ηf
.
La gure 3.2 montre que, dans un premier temps, le débit augmente après quoi un débit que l’on
qualiera de stationnaire est atteint. Le régime transitoire dure environ 200γ˙t ici. Cette augmenta-
tion est à attribuer à une augmentation de vitesse des particules conjointement à une augmentation
du nombre de grains en mouvement. C’est dans le régime stationnaire que l’on calcule les grandeurs
moyennes, telles que le débit granulaire saturé, la densité surfacique de grains mobiles, la vitesse
moyenne des particules, la hauteur du lit par exemple (le détail de la procédure de prise de moyenne
temporelle est décrite dans la section 3.3). Même dans le régime stationnaire, des uctuations du dé-
bit persistent sur plusieurs échelles de temps distinctes. Ces échelles de temps sont mises en évidence
sur les gures 3.2 et 3.3.
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Figure 3.3 – Débit granulaire en fonction du temps pour Rep = 1,  = 0:67 et r = 2:5. (a) : pour
_t 2 [430; 585] et (b) : pour _t 2 [462; 466]. Ces zooms consécutifs de la gure 3.3 permettent de mettre en
évidence les diérentes échelles temporelles de variations du débit de grains. (- -) : débit granulaire saturé.
On commence par s’intéresser à l’augmentation brutale et de courte durée du débit visible sur la
gure 3.2 pour γ˙t  950 ; ce phénomène semble isolé. La gure 3.4 montre la vitesse au sein du lit
de grains pour trois instants situés juste avant (T1 : γ˙t = 880), pendant (T2 : γ˙t = 940) et après
(T3 : γ˙t = 990) cet événement. On voit que la vitesse augmente en profondeur sans trop varier à sa
surface.
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Figure 3.4 – Lit granulaire pour ( T1) : _t = 880, ( T2) : _t = 940 et ( T3) : _t = 990 (voir les gures 3.3 et 3.6).
La couleur représente la vitesse du uide dans le sens de l’écoulement (en échelle logarithmique) et les grains
sont tracés en prenant les isocontours (x) = 0:5. Ici, la vitesse de Stokes est Vs = 8:33 10−2 _d et donc la
vitesse seuil pour dénir la couche mobile est Vseuil = 0:02Vs = 1:66 10−3 _d.
Pour mieux rendre compte de ce phénomène, on souhaite dénir les altitudes du haut et du bas de
la couche mobile dans ce cas non idéalisé (voir la gure 3.5). On dénit alors, de façon instantanée
Hm(t) comme étant le sommet du grain le plus haut à l’instant t. On noteHm la moyenne temporelle
de cette hauteur (prise dans le régime stationnaire). Pour la position du bas de la couche mobile, on
utilise un seuil sur la vitesse des particules. On choisit d’utiliser le même seuil que Bouteloup (2017),
soit 2% de la vitesse de Stokes. Hb(t) est alors l’altitude à laquelle up(Hb) = 0.02Vs à l’instant t et
on note Hb sa moyenne temporelle (dans le régime stationnaire). Ces deux hauteurs sont tracées en
fonction du temps sur la gure 3.6. Les instants T1, T2 et T3 sont également représentés.
Hb
Hm
Figure 3.5 – Schéma de la couche de grains mobiles et dénition des hauteurs Hm et Hb
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Figure 3.6 – Évolution temporelle du haut Hm(t) en gris (–) et du bas Hb(t) en noir (–) de la couche de grains
mobiles. Les valeurs moyennes de Hm(t) et Hb(t) sont également représentées dans le régime stationnaire. Le
régime transitoire est visible sur Hb(t) pour _t < 500 et ainsi que le réarrangement en profondeur du lit de
grains pour _t ' 950. Les repères T1, T2 et T3 correspondent aux instants représentés sur la gure 3.4.
La gure 3.6 montre que Hm(t) augmente rapidement en début de simulation puis se stabilise après
environ 100γ˙t autour de sa valeur stationnaire Hm = 11.4d. Le comportement de Hb(t) est très
diérent. La position du bas de la couche mobile uctue fortement (entre 2-3d et 8-9d) sur de courtes
durées ( 10γ˙t) pendant 500γ˙t avant de se stabiliser autour de sa valeur stationnaire. Et même une
fois le régime transitoire passé, une autre diminution brutale et de courte durée de Hb(t) a lieu
pour γ˙t ' 950. Cet événement correspond donc à la brusque augmentation du débit de grains de
la gure 3.2. La variation du débit est donc due à un mouvement de grains situés en profondeur
dans le lit. C’est donc le nombre de grains en mouvement qui augmente lors de cet événement et
pas particulièrement la vitesse de ceux déjà en mouvement. Il s’agit d’un réarrangement des grains
en profondeur dans le lit. La gure 3.6 montre qu’un nombre important de ces réarrangements ont
lieu pendant les 500 premiers γ˙t de la simulation or le lit de grains a été préparé par sédimentation
et est donc dans une conguration lâche à t = 0. Un lit préparé de façon lâche aura tendance à se
compacter alors qu’un lit préparé de façon dense aura plutôt tendance à se décompacter (Modaressi
et al. (1999)). Les réorganisations en profondeurs sont alors le signe d’une compaction du lit de grains.
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Figure 3.7 – Prols de fraction volumique solide . (a) : à _t = 0 en pointillés noir (- -) et à _t = 500 en rouge
(–) (soit la n du régime transitoire pour Hb(t)) ; (b) : à _t = 880 (instant T1) en pointillés noir (- -) et à
_t = 990 (instant T3) en rouge (–). La fraction volumique est calculée avec la méthode d’homogénéisation
décrite dans la section 5.1, avec hg = d.
La gure 3.7 (a) montre la compaction qui a lieu en début de simulation (γ˙t 6 500) et la gure 3.7
(b) met en évidence celle qui a lieu lors de l’augmentation du débit (γ˙t ' 950). Pour la gure 3.7 (a),
le lit de grains est au repos pour γ˙t = 0 et est en mouvement pour γ˙t = 500, on observe alors une
décompaction de la surface du lit de grains pour permettre l’écoulement des grains dans cette zone.
Mis à part ce phénomène, on constate une compaction du lit de grains sur toute sa hauteur, ce qui
n’est possible que si les grains à ces profondeurs ont été mis en mouvement. C’est bien ce que l’on
observe sur la gure 3.6 pour γ˙t ' 250 par exemple. Sur la gure 3.7 (b), on constate une compaction
pour y > 4d, la densité volumique de grains restant quasiment inchangée dans la couche mobile. Or
Hb(t) prend également des valeurs d’environ 4d lors de cet événement.
On peut remarquer sur les gures 3.2 et 3.6 qu’un autre événement de réorganisation en profondeur
semble avoir lieu pour γ˙t ' 1300, c’est à dire en toute n de simulation. Le lit de grains est donc dans
un état métastable après le régime transitoire (500γ˙t) et c’est toujours le cas même après l’événement
de compaction qui a lieu pour γ˙t ' 950. La compaction du lit n’est pas terminée après la simulation.
Une dernière donnée permet de mettre en évidence cette compaction du lit de grains. On compare
la hauteur initiale du lit au repos, notée H0l , et sa hauteur après la simulation et retour à un état de
repos, notéeH∞l . Pour obtenir cette valeur, on a prolongé la simulation après avoir arrêté le forçage
an d’atteindre un nouvel état de repos. Les hauteursH0l etH∞l sont dénies de la manière suivante :
On découpe le domaine de simulation en colonnes de coté d (on a donc Lx
d
 Lz
d
colonnes). Dans
chaque colonne, on prend la position verticale du grain le plus haut. Et ensuite, on appelle hauteur
du lit de grains la moyenne de ces Lx
d
 Lz
d
valeurs. Ici, on obtient H0l = 9.77d et H∞l = 9.50d. Cela
permet de quantier un peu mieux cette compaction. Si on note φ0 la compacité initiale moyenne
du lit et φ∞ sa compacité moyenne après la simulation et le retour au repos du lit, on peut écrire
l’équation de conservation du volume de grains :
φ0H0l = φ
∞H∞l . (3.5)
La compaction du lit correspond donc ici à une augmentation de la densité de grain d’un facteur :
φ∞
φ0
=
H0l
H∞l
= 1.028. (3.6)
Ce phénomène de compaction reste faible (6 3% ici) et bien que certaines grandeurs puissent for-
tement dépendre de la valeur de φ, on négligera ce phénomène par la suite. Le traitement eectué
ici coûte cher en temps de calcul et n’a donc pas été fait systématiquement.
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On peut nalement armer (au moins dans le cas d’un lit de grains initialement lâche) que le lit
tend vers un état d’équilibre, ici il se densie avec le temps. La compaction du lit se fait en grande
partie lors de la mise en mouvement du lit mais elle n’a pas encore atteint son état d’équilibre après
cette phase. Ensuite, le lit de grains évolue vers cet équilibre de façon discontinue. C’est au travers
d’événements localisés dans le temps que le lit de grains se réorganise en profondeur. La plus grande
échelle de temps mise en évidence avec cette simulation est donc le temps pour que le lit de grains
atteigne sont équilibre. Ce temps est très long, beaucoup plus que nos simulations. Lors de ses expé-
riences, Charru et al. (2004) observe une évolution du lit granulaire pendant environ 2106γ˙t pour
θ = 0.17 et Rep 6 0.3 (soit pendant environ 48h ! (γ˙ = 11s−1)). La hauteur du lit de grains a varié
de 2 diamètres pendant cette durée. Pour des raisons de coût en temps de calcul, ces durées sont
inaccessibles avec nos simulations. On peut tout de même remarquer que les événements violents
de compaction ont principalement lieu dans le régime transitoire avant de disparaître presque tota-
lement. Ces événements sont rares et de courte durée. Les moyennes temporelles, eectuées pour
γ˙t > 500, ne seront donc que peu impactées par ce type d’événements. Pour ce cas précis, on peut
estimer à environ 3% l’écart sur le débit granulaire saturé engendré par le réarrangement qui à lieu
pour γ˙t ' 950.
On peut également noter que la durée du régime transitoire pour le débit granulaire ( 200γ˙t ici)
est la combinaison de deux eets. D’une part, la mise en mouvement des particules en surface du
lit sur une durée caractéristique notée Tsat (temps de saturation) et d’autre part sa compaction en
profondeur (qui a principalement lieu pour γ˙t 6 500 comme le montre la gure 3.6). Il est donc
dicile d’extraire le temps de saturation de ces simulations. Pour s’aranchir du recouvrement de
ces deux eets, il faudrait laisser se compacter les lits de grains sur de très grandes durées (an que
le lit atteigne à peu près sa compacité d’équilibre) puis couper le forçage et laisser le lit de grains
atteindre un état de repos. On utiliserai alors cet état comme nouvel état initial an de mesurer le
temps de saturation Tsat sans que la compaction du lit n’interfère avec la mesure.
On se place désormais exclusivement dans le régime stationnaire (γ˙t > 500) et on va tenter d’inter-
préter les uctuations omniprésentes du débit qui sont de faibles amplitudes comparées à ce que l’on
a appelé des réorganisations en profondeurs du lit de grains jusqu’à maintenant. La gure 3.2 montre
la présence de ces uctuations du débit sur l’ensemble de la simulation, et en particulier pendant le
régime permanent. La gure 3.3 (a) est un zoom de la courbe du débit de grains en fonction du temps.
Le débit y est représenté avec un point tous les 0.01γ˙t (soit 500 fois plus de points par unité de temps
que sur la gure 3.2) ce qui permet de mettre en évidence des uctuations de courte durée. On peut
voir sur cette gure que les uctuations de débit ont des amplitudes et des durées très variables et se
superposent les unes les autres. La gure 3.3 (b) est un zoom de la gure 3.3 (a) mettant en évidence
des variations du débit d’amplitude encore plus faibles et sur des temps encore plus courts, toutefois
les uctuations à cette échelle semblent périodiques. Sur cette gure, 114 périodes sont représentés
pour une durée de 4γ˙−1 ce qui correspond à une fréquence de 28.5γ˙. An d’en extraire une (ou plu-
sieurs) période(s) caractéristique(s) de variation du débit, on trace la transformée de Fourier rapide
(Fast Fourier Transform, FFT) du signal q(t) pour γ˙t > 500 sur la gure 3.8.
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Figure 3.8 – Spectre de Fourier du signal q(t)=(Vsd) pour _t > 500 (i.e. dans le régime permanent) pour
Rep = 1,  = 0:67 et r = 2:5. (- -) : loi de puissance s(f= _)  (f= _)−1.55.
Insert : zoom sur le pic de fréquence f= _ ' 32 en échelle linéaire.
Le spectre fréquentiel du débit granulaire, noté s, possède un pic de fréquence FDEM = 32γ˙ et d’une
largeur à mi-hauteur d’environ ∆F = 3γ˙ (gure 3.8). Cette fréquence correspond aux variations du
débit granulaire représentées sur la gure 3.3 (b). Elles sont dues à la propagation d’ondes internes
dans le milieu granulaire et sont inhérentes à la méthode de résolution de la phase granulaire (DEM
et modèle de sphères molles (Sadd et al. (2000))). Ces oscillations peuvent être dues à des ondes de
cisaillement ou de compression (comme des ondes sismiques) liées à l’élasticité des grains et ne sont
pas seulement un artefact numérique (Mouraille et Luding (2008)). On peut noter que ce "pic" est
en fait constitué de multiples modes de vibrations (modes propres) correspondant à des modes géo-
métriques de vibration diérents (Somfai et al. (2005) ; voir l’insert sur la gure 3.8). Ces oscillations
sont amorties (coecient de restitution normal en = 0.7 < 1) mais de l’énergie est injectée dans le
système via l’interaction liquide-grain ce qui leur permet de subsister avec cette amplitude durant
toute la simulation. Ces oscillations sont particulièrement bien visibles sur les courbes de débit de
grains en fonction du temps pour les deux cas de cette étude qui sont en dessous du seuil de mise en
mouvement du lit de grains. Dans ces cas, le signal prend la même allure que ceux de Jia et al. (1999).
Ce signal peut alors s’interpréter comme la superposition des modes "classiques" de propagations
dans le "milieux granulaire eectif" et des signaux qui se sont propagés par l’ensemble des chemins
possibles dans le milieu granulaire hétérogène ; et qui sont donc l’homologue acoustique du speckle
en optique (Jia et al. (1999)). Nous n’avons pas réussi à retrouver l’ordre de grandeur de la fréquence
observé via les modèles de propagation acoustique testés. An de tout de même crédibiliser l’analyse
faite précédemment, on peut citer la propagation des ondes sonores dans des mousses constituées
d’eau et d’air. La vitesse de propagation du son dans ces milieux est d’environ 340m/s pour l’air et
1480m/s de l’eau, or la vitesse de propagation dans le milieu eectif mousse peut atteindre 40m/s.
Pour un empilement de 10cm de billes de verre sous pression gravitaire, la vitesse des ondes sonores
n’est que d’environ 100m/s alors qu’elle est d’environ 5000m/s dans du verre massif (Andreotti
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et al. (2012)).
On peut aussi noter que l’amplitude des oscillations reste modérée, la gure 3.3 (b) montre un mo-
ment de la simulation où ces uctuations sont particulièrement grandes et ce pendant une "longue"
durée. Sur la majeure partie de la courbe de débit, ces oscillations ne sont pas visibles et même
lorsqu’elles sont particulièrement prononcées (comme sur la gure 3.3(b)), elles restent négligeables
comparées aux autres uctuations du débit de grains. Pour donner un encadrement de l’amplitude
de ces uctuations, ici elles sont particulièrement grandes et possèdent une amplitude d’environ
0.1Vsd au maximum et dans les cas sous le seuil de mise en mouvement (θ = 0.11 et Rep = 0.1 ou
1 ), leur amplitude n’est plus que de quelques 10−9Vsd.
Maintenant qu’on a interprété le pic à haute fréquence, considérons le reste du spectre. Pour les
fréquences supérieures à 5  10−2γ˙, il est décroissant et suit une loi de puissance (représentée en
rouge sur la gure 3.8) du type :
s(f˜)  f˜−β, (3.7)
où f˜ = f/γ˙ et avec β = 1.55 dans ce cas là (pour rappel,Rep = 1, θ = 0.67 et r = 2.5 ici). La valeur
de β varie légèrement (de façon non monotone) avec le nombre de Reynolds particulaire Rep et le
nombre de Shields θ et prend des valeurs comprises entre 1 et 1.55 pour la gamme de paramètres
explorée lors de cette étude.
Ce type de spectre, vériant l’équation (3.7), est connu comme étant caractéristique des phéno-
mènes de criticité d’auto-organisation (Self-Organized Criticality - SOC; Bak et al. (1987, 1988)). Le
système ne possède alors pas d’échelle caractéristique de temps, ni d’échelle pour les uctuations
du débit. Cela signie que le système évolue sans action extérieure vers un état critique ; semblable
à ceux qui sont rencontrés lors de certaines transitions de phase, comme par exemple la transition
ferromagnétique ou celle d’un équilibre liquide-vapeur au point critique. Pour s’assurer de ce com-
portement critique, on trace également les distributions de tailles et de durées des uctuations du
débit de grains sur la gure 3.9. On dénit la taille adimensionnée E˜ = ∆q/(Vsd) d’une uctuation
de la courbe q(t)/(Vsd) comme la diérence entre un minimum local et le maximum local suivant
et on dénit la durée adimensionnée T˜ = γ˙∆T d’une de ces uctuations comme l’écart temporel
entre ces extrema locaux.
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Figure 3.9 – Distributions de probabilité (a) : de taille ~E et (b) : de durée ~T des uctuations du débit de grains
pour _t > 500, Rep = 1,  = 0:67 et r = 2:5.
(- -) : ajustement par une loi de puissance (a) :P ( ~E)  ~E−1.68 ; (b) :P ( ~T )  ~T−1.23.
La gure 3.9 montre que les distributions de taille et de durée des uctuations du débit granulaire
suivent également des lois de puissance. Pour le cas présent, on obtient :
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P (E˜)  E˜−1.68, (3.8)
et
P (T˜ )  T˜−1.23. (3.9)
On peut donc armer que notre système présente un comportement critique, sans échelle carac-
téristique. Les uctuations observées ont un comportement fractal (que ce soit temporellement ou
pour leurs amplitudes). Les fractales sont des objets auto-similaires (i.e. invariant par changement
d’échelle), cette absence d’échelle caractéristique en étant la dénition (Mandelbrot (1983)). Ici,
le système n’a pas été pensé pour en retirer ce type d’information, les fonctions de distributions
obtenues ne couvrent donc pas une très grande plage de tailles, ou de durées, de uctuations du
débit (environ une décade). An de nir de se convaincre du comportement fractal de notre lit de
grains, on peut constater que ce comportement d’auto-organisation des milieux granulaires vers un
état critique a déjà été décrit plusieurs fois. Premièrement, c’est l’exemple sur lequel se sont ap-
puyés Bak et al. (1987) pour décrire le phénomène d’auto-organisation critique pour la première
fois en 1987 (avant que le concept ne soit appliqué à de très nombreux domaines allant de la géo-
physique à la sociologie en passant par la cosmologie et les sciences économiques). Ils utilisent un
automate cellulaire an de décrire le comportement d’un tas de sable et des avalanches ayant lieu
à sa surface. On peut noter que cette expérience a été réalisée avec des grains de riz par Frette
et al. (1996) (Une vidéo de cette expérience, refaite par ANDREWHOFFMAN, est disponible à l’adresse :
hps://www.youtube.com/watch?v=KnOkkC4QND8). Dans notre cas, il ne s’agit pas à proprement
parler d’avalanche, mais le lit de grains se retrouve tout de même dans des états métastables qui sont
perturbés par l’action d’un (ou plusieurs) grain(s) entraîné(s) par le uide. Ces perturbations sont la
cause de ce qu’on a appelé une "réorganisation en profondeur" et qu’on appellera désormais un évé-
nement de grande taille. Ce type de réorganisation peut être assimilé à une grosse avalanche et on
pourra aussi assimiler tout événements de ce type à une avalanche, quelque soit le nombre de grains
sollicités. On peut également citer Dalton et Corcoran (2001) qui ont étudié expérimentalement
un système assez similaire à celui de Charru et al. (2004), et donc au notre, où le cisaillement est
imposé par une plaque au lieu d’un uide. À l’aide de cette expérience, ils ont aussi mis en évidence
un comportement critique auto-similaire pour le comportement temporel ainsi que pour la distribu-
tion en amplitude des événements rencontrés.
Le comportement fractal observé ici reste toutefois limité. Les distributions tracées sur la gure 3.9
cessent de suivre des lois de puissance pour les grands événements (longue durée ou grande am-
plitude). Ce comportement des distributions P (E˜) et P (T˜ ) peut être attribué à deux phénomènes.
Premièrement, il peut s’agir d’un eet de taille nie du domaine que l’on simule. En eet, nous
possédons un nombre limité de particules (Np = 170) ce qui rend impossible un événement qui
mobiliserait plus de grains que ceux disponibles. De plus, ce type d’événement est particulièrement
rare or nos simulations sont également limitées dans le temps. Ces eets de taille nie avaient déjà
été observés par Bak et al. (1987). Cette coupure pour les grands événements peut également être
attribué au fait que l’on perturbe "souvent" le lit de grains avec le cisaillement du uide et les parti-
cules qui y retombent. Ces perturbations peuvent arriver en même temps et leur eets auront alors
tendance à se chevaucher, ce qui peut être responsable de la coupure aux grands événements (Bak
et al. (1988)). Pour le spectre fréquentiel du signal q(t) (gure 3.8), la coupure a lieu pour les basses
fréquences (correspondant aux événements de longue durée), un bruit blanc prend alors le dessus
(Bak et al. (1988)).
On peut nalement remarquer l’absence de uctuations dues à la traversée des cellules du maillage
par les interfaces IBM des grains mobiles (voir chapitre 2). Cela peut s’expliquer par le fait que de
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nombreux grains traversent ces interfaces de façon incohérente les uns par rapports aux autres et
qu’elles sont d’amplitude plus faible que celles dues aux contacts.
3.3 Prise de moyennes temporelles
On se place désormais dans le régime permanent (γ˙t > 500 pour le cas considéré ici : Rep = 1,
θ = 0.67 et r = 2.5) et on souhaite estimer la valeur moyenne du débit dans ce régime ; ce débit
s’appelle le débit granulaire saturé et est noté qsat. On souhaite compenser la taille limitée du do-
maine de simulation par des prise de moyennes temporelles. Cela sous-entend qu’on fait l’hypothèse
que le système étudié est ergodique (Boltzmann (1871); Maxwell (1879)). Cette hypothèse consiste
à supposer l’égalité entre la moyenne sur l’ensemble des congurations possibles d’un lit de grains
et la moyenne temporelle. Autrement dit, l’évolution temporelle du système le fait passer par l’en-
semble des états accessibles de l’espace des phases. On annotera les moyennes d’ensembles avec y
pour les distinguer des moyennes temporelles. On appelle donc q†sat le débit saturé (déni via une
moyenne sur l’ensemble des réalisations possibles) et qsat son estimation via la moyenne temporelle
de q(t). On sait déjà que l’hypothèse d’ergodicité n’est pas vériée pour le fond du lit de grains qui
est statique et n’explore donc pas du tout l’espace des phases mais elle plutôt bien justiée pour la
couche de grains mobiles qui est en mouvement et est mélangée au cours du temps. On peut aussi
noter que ce problème n’est en fait pas toujours vraiment un ; en eet, dans la partie statique du lit,
la vitesse du uide est presque nulle et celle des grains l’est aussi ; une moyenne d’ensemble de 0
prend la même valeur qu’une moyenne temporelle de 0. Le problème reste toutefois entier pour la
fraction volumique de grains par exemple.
Pour s’assurer de la convergence statistique de notre estimation des valeurs moyennes calculées, on
dénit la fonction qui à un instant t donné associe la moyenne de la grandeur considérée calculée
entre l’instant t et la n de la simulation. En particulier, pour le débit granulaire on dénit :
qconv : t 7 ! 1
tmax   t
Z tmax
t
q(t)dt, (3.10)
où tmax est l’instant nal de la simulation. Supposons que la simulation considérée est susamment
longue pour permettre d’obtenir une bonne estimation du débit saturé q†sat. Alors, en partant de
t = tmax et en faisant diminuer la valeur de t, qconv part de q(tmax) et tend vers qsat. La fonction
qconv possède alors un plateau à la valeur qsat jusqu’à ce qu’on atteigne le régime transitoire et alors
qconv décroche de ce plateau. Si la simulation n’est pas assez longue pour estimer le débit saturé, la
fonction qconv ne possède pas de plateau. On trace qconv(t) (en bleu) ainsi que q(t) (en noir) sur la
gure 3.10.
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Figure 3.10 – Débit granulaire adimensionné par Vsd en fonction du temps adimensionné _t. (–) : débit
instantané q(t)=Vsd ; (–) : fonction qconv(t)=Vsd ; (–) : débit saturé qsat=Vsd ; (- -) : bornes de l’intervalle de
conance à 95% pour q†sat=Vsd.
γ˙
La gure 3.10 montre que qconv atteint un pallier pour γ˙t 2 [200, 600]. La valeur de ce pallier corres-
pond à notre estimation qsat du débit saturé pour ce jeu de paramètres sans dimension.
On peut estimer l’intervalle de conance à 95% centré autour de cette valeur du débit qsat et alors la
vraie valeur moyenne du débit q†sat aura 95% de chance de s’y trouver. On sait déjà que la distribution
des uctuations du débit ne suit pas une loi normale mais le nombre d’échantillons utilisé pour
estimer la moyenne est grand et bien que ces échantillons ne soient pas vraiment indépendants, il
est raisonnable de faire l’hypothèse que la distribution des valeurs de qsat suit approximativement
une loi normale. Il s’agit de la distribution des valeurs de qsat qui seraient obtenues pour plusieurs
réalisations de cette même simulation. En supposant que l’estimation de l’écart-type du débit de
grains mesuré σq sur ce jeu de données est une estimation susamment able de l’écart-type du
débit de grains σ†q , on peut alors armer que le débit saturé q
†
sat (issu d’une moyenne d’ensemble, et
non d’une moyenne temporelle) appartient dans 95% des cas à l’intervalle :
q†sat 2

qsat   tn95
σqp
n
, qsat + t
n
95
σqp
n

, (3.11)
où tn95 est le coecient de Student (1908) pour n échantillons et un niveau de conance de 95%.
On calcule σq à l’aide de l’estimateur non biaisé :
σq =
vuut 1
n  1
nX
i=1
(q(ti)  qsat)2, (3.12)
où ti est l’instant correspondant au ieme échantillon. Ici, on utilise un point tous les 5γ˙t pour 500 6
γ˙t 6 γ˙tmax = 1300, donc n = 160 et on trouve alors tn95 = 1.975. Finalement, on obtient :
q†sat
Vsd
2 [2.65, 2.82] . (3.13)
Sur la gure 3.10, l’intervalle de conance à 95% est représenté par les deux droites horizontales
en pointillés rouges. L’incertitude sur le débit saturé q†sat est donc de l’ordre de 2  tn95 σq√n qsat soit
environ 6.3% ici, avec un niveau de conance de 95%.
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Dans la suite de cette étude, on assimilera q†sat à son estimation qsat. Il faudra garder en tête qu’une
incertitude sur sa valeur, de l’ordre de quelques pourcents, subsiste. La même procédure est suivie
pour toutes les grandeurs moyennées temporellement. On s’est assuré qu’un plateau, indiquant la
convergence des statistiques temporelles, existait pour toutes les grandeurs considérées et tous les
jeux de paramètres sans dimension considérés.
3.4 Convergences en domaine et en maillage
Pour vérier la convergence des données, on considère quatre cas-tests pour lesquels Lx/d = 4 ou
8, ∆x/d = 1/10 ou 1/20 et ∆/d = 1.3  10−1 ou 6.5  10−2. On appelle cas A, celui pour lequel
∆x = d/10, Lx = 4d (= Lz) et ∆ = 1.3∆x = 0.13d. On considère ensuite le cas d’un domaine
de simulation plus grand, Lx = 8d, et on l’appelle le cas B. On garde alors le même pas du maillage
et la même épaisseur de frontière immergée que pour le cas A. Les deux cas restant sont eectués
avec une résolution spatiale de ∆x = d/20. Pour le cas C, l’épaisseur de la frontière immergée reste
la même comparée au diamètre d des grains, i.e. ∆ = 0.13d = 2.6∆x. Pour le cas D, ∆ garde la
même valeur comparée à la résolution spatiale du maillage ∆x, i.e. ∆ = 0.065d = 1.3∆x. Si on les
compare au cas A, le cas B montre la dépendance avec la taille du domaine, le cas C la dépendance
avec la résolution du maillage (indépendamment de l’épaisseur des frontières IBM). Le cas D doit
être comparé au cas C, et alors il montre la dépendance avec l’épaisseur des frontières immergées
(indépendamment de la résolution du maillage). Les caractéristiques de chaque cas sont rappelées
dans le tableau 3.1. Cette étude est menée pour le nombre de Shields θ = 0.67, le nombre de Reynolds
particulaire Rep = 1 et le rapport de densités r = 2.5.
Résolution Taille du domaine de Épaisseur des frontières Commentaire
Cas spatiale d/∆x simulation Lx  Ly  Lz immergées ∆
A () 10 4d 20d 4d 1.3∆x = 0.13d référence
B () 10 8d 20d 8d 1.3∆x = 0.13d domaine plus grand
C (N) 20 4d 20d 4d 2.6∆x = 0.13d maillage plus n
D () 20 4d 20d 4d 1.3∆x = 0.065d épaisseur IBM réduite
Table 3.1 – Résumé des diérents cas considérés. Rep = 1,  = 0:67 et r = 2:5.
cas qsat/Vsd Écarts relatifs
A 2.51  
B 2.34 6.77%
C 2.28 9.16%
D 1.92 23.5%
Table 3.2 – Débit granulaire saturé, adimensionné par Vsd (où Vs = ∆ρgd
2
18ηf
est la vitesse de Stokes), pour les
quatre cas-tests A, B, C et D (voir le tableau 3.1).
Le tableau 3.2 présente les débits saturés obtenus dans le régime permanent pour chacun des cas-
tests. On utilise le cas A comme référence pour calculer les écarts relatifs et comparer les débits
obtenus. On choisit ce cas comme référence car c’est celui pour lequel le débit de grains est le plus
élevé. Cela permet d’avoir des écarts relatifs qui sont tous du même signe.
On constate dans le tableau 3.2 que les écarts relatifs sur le débit volumique de grains restent infé-
rieurs à 10% pour les cas B et C ; alors que pour le cas D, l’écart relatif dépasse les 20%. Les trois
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cas A, B et C correspondent à une épaisseur de la frontière IBM ∆ = 0.13d contrairement au cas
D, pour lequel elle est deux fois plus ne par rapport au rayon des particules, ∆ = 0.065d. Cette
diminution du débit peut être interprété grâce aux eets de lubrication qui sont mieux résolus pour
ce cas là en particulier ; nous y reviendrons rapidement dans la section 4.4. Le choix de l’épaisseur
des frontières immergées n’est donc pas un problème purement numérique, des eets physiques en
dépendent aussi.
Pour le cas B, le domaine et le nombre de particules sont quatre fois plus grands. L’hypothèse d’er-
godicité est donc a priori une meilleure approximation pour ce cas là que pour les autres ; on explore
à chaque instant environ quatre fois plus de réalisations possibles d’un lit de grains de taille 4d4d.
Pour le cas C, le maillage qui est deux fois plus n que pour le cas A, et l’épaisseur de la frontière
IBM est gardée identique (par rapport au diamètre des grains). Ce cas permet donc de tester l’eet du
ranement du maillage, toutes choses égales par ailleurs. Les deux cas, B et C, possèdent un débit
de grains légèrement inférieur au cas A mais l’écart entre ces cas-tests reste relativement restreint.
On s’intéresse désormais à la convergence de grandeurs mésoscopiques (i.e. locales). On compare les
prols verticaux de vitesses granulaireUp et uideUf , ainsi que la fraction volumique de grains φ sur
la gure 3.11. Les prols de vitesses des grains sont obtenus par une méthode de prise de moyenne
volumique "simple" (voir la section 5.2.1.2 pour une une description de cette méthode) avec 12 sous-
domaines équitablement répartis sur l’épaisseur du lit de grains (chaque sous-domaine possédant
une épaisseur d). Les prols de vitesse moyenne du uide et de fraction volumique de grains sont,
quant à eux, obtenus via la méthode de changement d’échelle de Jackson (2000) (décrite dans la
section 5.1) avec hg = d.
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Figure 3.11 – (a) : Prols verticaux de la vitesse moyenne des grains ; (b) : Prols verticaux de la vitesse
moyenne du uide ; (c) : Prols verticaux de fraction volumique solide moyenne , pour le cas-test
() : A ; () : B ; (N) : C ; () : D.
On peut voir sur la gure 3.11 que les résultats obtenus sont sensiblement les mêmes pour tous les
cas-tests ; les courbes de vitesse du uide ou de fraction volumique de grains sont pratiquement su-
perposées. Le uide est légèrement plus lent pour le cas C que pour les autres cas-tests, cet écart
atteint 0.72Vs au maximum (au sommet du lit de grains) entre les cas B et C ; cet écart correspond
à environ 10% de la vitesse du uide à cette hauteur. Pour la fraction volumique de grains, les
diérences sont principalement située dans la partie statique du lit grains. On peut tout de même
remarquer que φ passe de façon un peu plus abrupte de sa valeur maximale à 0 pour les cas C et D.
Finalement, on peut noter qu’il y a deux tendances diérentes pour les prols de vitesse granulaire.
Pour les cas A et B, on obtient des vitesses plus élevées que pour les cas C et D. Au maximum, la
diérence sur les vitesses particulaires moyennes maximales est d’environ de 0.82Vs = 7 10−2γ˙d
ce qui représente 12% de la vitesse maximale du cas A.
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Finalement, à la vue des observations précédentes, c’est le ranement du maillage qui est le para-
mètre numérique le plus critique ici. Les résultats ne varient pratiquement pas si on prend un do-
maine quatre fois plus grand, on peut donc en conclure que la convergence en domaine est atteinte ;
du moins que c’est le cas pour les grandeurs moyennées temporellement. Les résultats obtenus dé-
pendent encore un peu du ranement du maillage et il serait souhaitable de raner au maximum
le maillage. Toutefois, faire diminuer ∆x d’un facteur 2 augmente le nombre de cellules composant
le maillage d’un facteur 8 ; et pour garder le coecient CCFL constant, il faut aussi diviser le pas
de temps d’un facteur 2. Les simulations pour lesquelles ∆x = d/20 nécessitent donc des durées
de calcul environ 16 fois plus longues que pour ∆x = d/10 et il faut également environ 8 fois plus
de mémoire vive pour pouvoir les faire tourner ; ces coûts sont prohibitifs si l’on souhaite eectuer
une étude paramétrique du problème. On considère alors que les écarts observés par rapport au
cas A ne sont pas trop importants et on choisit de mener notre étude avec les mêmes caractéris-
tiques que le cas A, c’est-à-dire d
∆x
= 10, ∆ = 1.3∆x = 0.13d et un domaine de taille horizontale
Lx  Lz = 4d 4d.
Le choix de l’utilisation d’un domaine de faible extension horizontal est également motivé par le fait
qu’on ne souhaite pas voir apparaître d’instabilités du lit de grains. Ces instabilités sont à l’origine
des rides et des dunes que l’on peut observer dans de nombreuses conditions. Ici, on souhaite garder
la surface du lit de grains horizontale et indépendante du temps (en moyenne), on a donc intérêt à
utiliser un "petit" domaine (i.e. Lx 6 λ où λ est la longueur d’onde de la perturbation instable) an
de ne pas laisser d’instabilités se développer. Pour donner un ordre de grandeur, Bouteloup (2017)
obtient une relation de dispersion qui implique des instabilités du lit pour les longueurs d’ondes
λ > 14d, pour θ = 0.4, Rep = 7.35 et pour ρp/ρf = 2.5.
Une étude de convergence plus poussée a été réalisée en s’appuyant sur d’autres grandeurs (contraintes
apparentes, viscosité eective de la phase uide, coecient de friction solide de la phase granulaire)
et se trouve dans l’annexe F.
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Chapitre 4
Physique du transport granulaire en
régime permanent
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L’étude du transport granulaire par un écoulement de cisaillement a fait l’objet de nombreuses études
aussi bien expérimentales que numériques ou théoriques, que ce soit dans des régimes laminaires
ou turbulents. La plupart des études expérimentales ont été eectuées en régime turbulent (White
(1940) ; Bagnold (1954) ; Vanoni et al. (1966) ; Paintal (1971) ; Buffington et Montgomery (1997)).
Des expériences en régime laminaire ont aussi été réalisées depuis (Charru et al. (2004) ; Ouriemi
et al. (2007) ; Mouilleron et al. (2009) ; Aussillous et al. (2013)). On peut également citer les études
théoriques en régime laminaire de Leighton et Acrivos (1986), de Bagnold (1956), de Mouilleron-
Arnould (2002), de Mouilleron et al. (2009) et aussi celle d’Ouriemi et al. (2009). Les études numé-
riques sont plus récentes, on citera en particulier celles de Derksen (2011), de Durán et al. (2014)
et de Bouteloup (2017) en régime laminaire ou celles de Kidanemariam et Uhlmann (2014a,b) en
régime laminaire et turbulent. Toutes ces études montrent une forte inuence du nombre de Shields
sur la réponse du lit de grains mais ne se penchent généralement pas, ou peu, sur les eets du nombre
de Reynolds et du rapport des densités des grains et du uide porteur.
On a vu, au chapitre 2, que le choix de la description de la frontière à l’échelle microscopique avait
une forte inuence sur les interactions liquide-grain et se faisait donc ressentir à l’échelle macro-
scopique. La forte dispersion des mesures expérimentales est probablement due à cette dépendance
entre les échelles microscopique et macroscopique ainsi qu’au manque de contrôle des paramètres
de surface des grains utilisés (rugosité, aspérités, sphéricité, etc) et donc à un manque de contrôle de
l’échelle microscopique. Toutefois, numériquement, on est obligé de choisir un modèle de descrip-
tion pour l’ensemble des grains. On a également vu que les variations, notamment avec le nombre
de Reynolds particulaireRep ou avec la fraction volumique de solide φ, étaient quant à elles relative-
ment indépendantes du choix de la description microscopique. Les valeurs des diérents paramètres
numériques utilisés sont rappelées à la n des chapitres 2 et 3.
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4.1 Analyse dimensionnelle du problème d’un lit de grains ci-
saillé
On a vérié dans les chapitres précédents que le domaine de simulation était assez grand et que les
choix numériques n’engendraient pas des erreurs trop grandes. On va maintenant s’intéresser au
transport granulaire en régime permanent d’un lit de grains immergé dans un écoulement laminaire
cisaillé. Le problème est schématisé et les notations sont données sur la gure 4.1.
d
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ρf ηf
Figure 4.1 – Schéma du problème considéré.
Ce problème est caractérisé par dix paramètres physiques (dimensionnels) :
• la masse volumique du uide ρf ,
• le cisaillement dans le uide γ˙,
• la viscosité du uide ηf ,
• l’accélération de la pesanteur g,
• le nombre de particules Np,
• la masse volumique des grains ρp,
• le diamètre des grains d,
• le coecient de friction entre grains µ,
• la durée des contacts entre grains tcol,
• et le coecient de restitution normal en.
À partir de ces grandeurs, on peut dénir sept nombres sans dimension indépendants (Buckingham
(1914)). D’abord le nombre de Shields θ qui est le rapport entre une force déstabilisante appliquée aux
grains et une autre stabilisante pour ces derniers. Ici, la force déstabilisante est l’action hydrodyna-
mique liée au cisaillement ηf γ˙d2 et la force stabilisante est le poids apparent des grains (ρp ρf )gd3.
Le nombre de Shields prend donc la forme suivante :
θ =
γ˙ηf
(ρp   ρf )gd. (4.1)
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Pour des faibles valeurs de celui-ci, le cisaillement n’est pas susant pour mettre en mouvement
le lit de grains alors que pour des valeurs plus élevées, les grains sont entraînés par le uide, et
ce d’autant plus que le nombre de Shields est grand. On note θc la valeur minimale du nombre de
Shields permettant un transport stationnaire de grains. La mesure de ce seuil est très sensible car il
est dicile à dénir et nécessite des mesures sur des temps longs, c’est pourquoi les valeurs trouvées
dans la littérature sont très variables. En régime laminaire, ce seuil se situe vers θc = 0.12  0.03
(Ouriemi et al. (2007)).
On dénit un second nombre sans dimension, le nombre de Reynolds particulaire Rep. Il représente
le rapport des eets inertiels et visqueux exercés sur une particule :
Rep =
ρf γ˙d
2
ηf
. (4.2)
Notons que le rapportRep/θ correspond à un nombre de Galilée, indépendant du cisaillement γ˙. On
dénit ensuite un troisième nombre sans dimension, le rapport de la densité des grains et de celle
du uide :
r =
ρp
ρf
. (4.3)
Dans cette étude, le rapport des densités r sera (sauf contre-indication) pris égal à 2.5, ce qui corres-
pond à du sable dans de l’eau. On dénit également la compacité initiale moyenne du lit de grains
par :
Φ0 =
Np
pid3
6
H0LxLz
, (4.4)
où Lx et Lz sont respectivement la longueur et la largeur du domaine de simulation et H0 est la
hauteur initiale du lit de grains. Il s’agit du rapport du volume occupé par les grains et du volume
total. Les derniers nombres sans dimension que l’on considère sont le coecient de restitution en
(déni par l’équation (2.10)), le coecient de friction inter-particules µ et le rapport entre la durée
d’un contact entre grains et le temps caractéristique du uide (associé au cisaillement) γ˙tcol.
On peut réduire le nombre de dimensions de l’espace des paramètres pour cette étude en ne consi-
dérant que des particules solides (non déformables), on prend alors γ˙tcol  1 et le problème devient
indépendant de la valeur de ce paramètre sans dimension. Ensuite, le coecient de friction inter-
particules a été mesuré expérimentalement pour un grand nombre de matériaux et de formes de
particules, que ce soit immergé dans l’eau ou non (Procter et Barton (1974) en fait une revue rela-
tivement détaillée). Pour du quartz immergé dans de l’eau, on trouve dans la littérature des valeurs
de coecient de friction inter-particules µ variant de µ = 0.25 à 0.5 en fonction des études (on
suppose qu’il y a égalité entre les coecients de friction statique et dynamique). De plus, Derksen
(2011) montre que la physique à l’échelle du lit de grains ne dépend pas de ce paramètre (au moins
pour θ ' 0.4 et µ = 0, 0.1, 0.25 ou +1). On choisit alors de xer ce paramètre à µ = 0.25
pour l’ensemble de cette étude. La valeur du coecient de restitution normal a été xée à en = 0.7
dans toutes nos simulations. La valeur réelle de ce coecient dans le cas de sable de silice est sans
doute plus grande que cela mais pour des raisons de stabilité numérique associée à la DEM, il est
préférable de ne pas prendre des valeurs trop porches de la valeur limite 1 (pour du verre, en ' 0.94
d’après Newton et Halley (1780), par exemple). Enn, on souhaite principalement étudier le ré-
gime stationnaire pendant cette étude or la compacité du lit s’adapte à l’écoulement et devient donc
indépendante de la compacité initiale Φ0 après que le régime transitoire est passé.
Nous avons exploré l’espace des paramètres pour Rep 2 [0.1, 10], θ 2 [0.11, 0.67] et r = 2.5. On
a fait varier le nombre de Reynolds particulaire et le nombre de Shields, indépendamment l’un de
l’autre. On a modié la valeur de l’accélération de la pesanteur g (uniquement) pour faire varier le
nombre de Shields. Et on a fait varier le taux de cisaillement γ˙ et la viscosité dynamique du uide ηf
72
pour modier le nombre de Reynolds particulaire. Pour ce faire, on a gardé le produit ηf γ˙ constant
mais pas le rapport γ˙
ηf
.
An de rendre non-dimensionnel le problème étudié, on dénit les échelles de longueur L0 = d,
de masse M0 = ρfd3 et de temps T0 = γ˙−1. Pour l’échelle de vitesse, il est possible de fabriquer
plusieurs vitesses caractéristiques à partir des grandeurs présentées. Pour les vitesses verticales, on
peut prendre comme vitesse caractéristique la vitesse de sédimentation des particules. En régime
rampant, pour les nombres de Reynolds Rep ! 0, cette vitesse de chute s’appelle la vitesse de
Stokes et sera notée Vs = ∆ρgd2/(18ηf ) mais en régime inertiel, pour les nombres de Reynolds
Rep  1, l’échelle de vitesse pour la vitesse terminale de chute est plutôt V0 =
p
∆ρgd/ρf . Et
pour la vitesse dans le sens de l’écoulement, on peut prendre une vitesse caractéristique basée sur
le taux de cisaillement U0 = L0/T0 = γ˙d ou une vitesse basée sur la contrainte de cisaillement τ
au sommet de lit de grains, la vitesse de frottement, u∗ =
p
τ/ρf =
p
γ˙ηf/ρf . On peut noter que
Durán et al. (2014) utilisent également la vitesse caractéristique V0 pour normaliser la vitesse dans
le sens de l’écoulement. Cette échelle de vitesse est a priori plus adaptée pour un régime turbulent,
quand Fdrag / u2, sachant qu’on peut écrire qu’au seuil de mise en mouvement Fdrag ' µPp =
µ∆ρgd3. Ces diérentes vitesses caractéristiques sont reliées entres elles par des relations simples
faisant intervenir les nombres sans dimension θ et Rep ; entre autres, on a Vs/(γ˙d) = 1/(18θ),
V0/(γ˙d) = 1/
p
θRep et u∗/(γ˙d) = 1/
p
Rep.
4.2 Unmodèle analytique en régime laminaire (Mouilleron
et al. (2009))
Dans cette section, on présente le modèle analytique développé par Mouilleron et al. (2009) sur le-
quel on s’appuiera régulièrement dans la suite de ce chapitre. Il s’agit d’une simplication du modèle
de Bagnold (1956). Le problème est considéré stationnaire et invariant dans le sens de l’écoulement
et dans la direction transverse à l’écoulement, ainsi toutes les grandeurs ne dépendent que de la
coordonnée verticale y. Dans ce modèle, on suppose qu’il y a compétition entre la gravité et la force
induite par le cisaillement ce qui met en suspension les couches supérieures du lit de grains et que,
de plus, les particules interagissent uniquement via les interactions hydrodynamiques (absence de
contact). On suppose aussi que la compacité de la couche de grains mobiles est constante dans toute
son épaisseur φ(y) = φ¯ et on note φ0 la compacité du lit de grains au repos (et de la zone statique
du lit lorsque l’on est au-dessus du seuil de mise en mouvement). Les vitesses des phases uide et
granulaire sont supposées égales uf = up = u. Ce modèle est donc a priori uniquement adapté aux
faibles nombres de Reynolds et loin du seuil de mise en mouvement, lorsque l’épaisseur de grains
mobiles devient grande devant le diamètre des grains. On note hb la position où la vitesse s’annule
et hm la position du haut de la couche mobile et on dénit la position y = 0 comme étant la hauteur
du lit de grains lorsqu’il est au repos. La gure 4.2 illustre ce modèle et en donne les notations. Ce
modèle, bien que simple, donne des résultats satisfaisants lorsqu’il est comparé aux expériences pour
des nombres de Shields θ < 0.5 et pour des nombres de Reynolds particulaires Rep 6 0.24.
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Figure 4.2 – Schéma du modèle de Mouilleron et al. (2009). (a) : écoulement de cisaillement non modélisé ; (b)
modélisation de l’écoulement de cisaillement ; (c) : état de repos du lit de grains dans le cadre de ce modèle
(absence de cisaillement). La vitesse u est représentée sur la gauche des schémas et les contraintes de cisaillement
( , p et f ) sur leur droite.
On décompose la contrainte totale en la somme d’une contribution du uide et d’une autre venant
des grains :
τ = τf + τp. (4.5)
De plus, on suppose que l’on peut exprimer la contrainte de cisaillement de la phase granulaire
comme :
τp = µPp = µ φ¯∆ρ g(hm   y), (4.6)
où Pp = φ¯∆ρ g(hm   y) est la pression granulaire et µ le coecient de friction eectif de la phase
granulaire. On écrit aussi que la contrainte de cisaillement eective de la phase uide s’écrit :
τf = ηeff
duf
dy
= ηrηf
du
dy
, (4.7)
où ηr est la viscosité apparente de la phase uide divisée par la viscosité dynamique du uide ηf . Il
existe des relations de fermeture permettant d’exprimer cette viscosité relative. Par exemple, dans
le cas d’une suspension diluée, cette viscosité relative est donnée par la relation d’Einstein (1906,
1911) : ηr = ηeffηf = 1 +
5
2
φ. On peut alors remplacer τf et τp dans (4.5) par les expressions (4.6) et
(4.7). On obtient ainsi l’équation diérentielle sur la vitesse suivante :
du
dy
=
τ
ηrηf
  µφ¯∆ρg(hm   y)
ηrηf
. (4.8)
On note Vs la vitesse de Stokes : Vs =
∆ρ g d2
18ηf
. Il s’agit de la vitesse terminale de sédimentation
d’une sphère pour Re ! 0. On intègre ensuite la relation (4.8) de hb à y (6 hm) an d’obtenir la
relation suivante :
u(y)
Vs
=
9µφ¯
ηr

y   hb
d
2
+

y   hb
d

18µφ¯
ηr

θ
µφ¯
  hm   hb
d

, (4.9)
pour tout y vériant hb 6 y 6 hm et où θ =
τ
∆ρ g d
est le nombre de Shields.
74
De plus, en y = hb, on a τf = 0 (car dudy (y = h
−
b ) = 0). On peut donc en déduire que :
τ(y = hb) = τp(y = hb) = µ φ¯∆ρ g(hm   hb). (4.10)
En manipulant la relation (4.10), on obtient alors la relation donnant l’épaisseur de la couche mobile
∆H en fonction du nombre de Shields :
∆H
d
=
hm   hb
d
=
θ
µφ¯
. (4.11)
Et ainsi, l’expression de la vitesse (4.9) est réduite à :
u(y)
Vs
=
9µφ¯
ηr

y   hb
d
2
, (4.12)
pour tout y 2 [hb, hm]. La dépendance vis-à-vis du nombre de Shields est cachée dans hb ainsi que
dans hm. On peut en obtenir des expressions en écrivant l’équation de conservation du volume (ou
de la masse) de grains entre un état de repos et l’état considéré (voir les gures 4.2 (b) et (c)) :
  φ0hb = φ¯(hm   hb), (4.13)
donc
hb
d
=   θ
µφ0
. (4.14)
On peut alors en déduire l’expression du débit volumique de grain (par unité de largeur) :
q =
1
Lz
Z hm
hb
Lzφ¯ u dy =
3θ3
ηrφ¯µ2
Vsd =
θ2
6ηrφ¯µ2
γ˙d2. (4.15)
où γ˙ = duf
dy
(y > hm) est le cisaillement du uide au-dessus du lit de grains. Et on peut également
dénir la vitesse moyenne (non pondérée) des particules, notée Up :
Up =
1
∆H
Z hm
hb
u(y) dy =
q
φ¯∆H
=
3 θ2
ηrµφ¯
Vs =
θ
6ηrµφ¯
γ˙d. (4.16)
Considérons une dernière grandeur caractéristique de l’écoulement de grains : la densité surfacique
de particules mobiles, notée ns. Elle correspond au nombre de particules en mouvement par unité de
surface (horizontale). Cette grandeur est reliée au débit granulaire par l’intermédiaire de la vitesse
moyenne. En eet, la dénition du débit granulaire (en m3/s) est le volume de grains qui traverse
une surface (verticale) par unité de temps. Le nombre de grains dN traversant cette surface pendant
dt est dN = nsUpdtLz (voir le schéma 4.3 pour les notations) ce qui correspond au volume de solide
dV = VpnsUpdtLz , où Vp est le volume d’une particule. Le débit granulaire Q est donc Q = dVdt =
VpnsUpLz (en m3/s) et le débit granulaire linéique (par unité de longueur selon z) q = VpnsUp. On
peut donc dénir la densité surfacique de grains mobiles (dans le régime stationnaire) par :
ns =
q
VpUp
. (4.17)
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Figure 4.3 – Schéma représentant une portion de largeur Lz du lit de grains vue du dessus. Up est à la vitesse
moyenne des grains mobiles et ns leur densité surfacique. Les particules qui traversent la surface de droite (celle
où la vitesse Up est représentée) pendant la durée dt correspondent alors aux grains contenus dans le cadre rouge.
Dans le cadre du modèle de Mouilleron et al. (2009), on obtient donc :
ns =
6
µpid2
θ. (4.18)
Mouilleron et al. (2009) estiment les valeurs des diérents paramètres de leur modèle (à l’aide
de relations de fermetures pré-existentes et d’un ajustement de leurs données expérimentales) et
obtiennent les valeurs suivantes :
• ηr = 2.45 (via la relation de Krieger et Dougherty (1959)),
• µ = 0.75 (via la relation de Bagnold (1954) ; les corrélations de Cassar et al. (2005) mènent
environ à la même valeur de µ),
• φ¯ = 0.27 (via un ajustement de (hm   hb)/d = f(θ) sur leurs données expérimentales),
• et φ0 = 0.6 (valeur mesurée).
Par la suite, nous utiliserons ces valeurs des paramètres pour tracer les diérentes relations obtenues
ici.
4.3 Caractérisation du transport granulaire
Dans cette partie, on étudie les caractéristiques des écoulements granulaires simulés dans le cadre
de ce travail de thèse. On les compare aux études pré-existantes ainsi qu’au modèle de Mouilleron
et al. (2009) an de s’assurer des capacités de la méthode de résolution mise en place. On étudie
le comportement temporel de nos simulations puis les grandeurs stationnaires moyennes et leurs
dépendances vis-à-vis du nombre de Shields et du nombre de Reynolds.
4.3.1 Débit granulaire saturé
On a vu dans la partie précédente qu’après un régime transitoire de 500γ˙t (pour le cas Rep = 1,
θ = 0.67, r = 2.5), le système atteignait un régime que l’on qualie de permanent. Bien que les dié-
rentes grandeurs uctuent dans ce régime, on peut estimer les valeurs moyennes de ces grandeurs,
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et étudier l’évolution de ces grandeurs avec les paramètres sans dimensions. Commençons par le
débit saturé qui est la grandeur la plus simple à mesurer expérimentalement. La gure 4.4 présente
l’évolution de qsat en fonction du nombre de Shields θ, pour les trois nombres de Reynolds particu-
laire Rep = 0.1, 1 et 10. Il existe de nombreux modèles donnant le débit saturé qsat en fonction de θ.
Qu’elles soient d’origine expérimentale, numérique ou analytique (voir chapitre 1), ces corrélations
sont généralement développées pour de très faibles nombres de Reynolds ou au contraire pour des
régimes turbulents. On se limitera ici aux cas laminaires, qui correspondent à la gamme de nombres
sans dimension explorée. On citera en particulier le modèle analytique de Charru et Mouilleron-
Arnould (2002) se basant sur l’approche semi-empirique de resuspension visqueuse de Leighton
et Acrivos (1986) :
qsat
Vsd
= 7.5 (θ   θc)3, (4.19)
avec θc = 0.2. Cette loi est tracée en pointillés noirs sur la gure 4.4. Proche du seuil de mise en
mouvement, on pourra utiliser la corrélation expérimentale obtenue par Charru et al. (2004) dans
un canal de Couette annulaire :
qsat
Vsd
= 0.44 θ (θ   θc), (4.20)
où θc = 0.12. Cette loi a été obtenue pour des faibles nombres de Reynolds particulaires, Rep 6 0.3,
et pour des nombres de Shields θ 6 0.24. On l’a tracée en trait plein noir sur la gure 4.4 (a) et pour
θ 6 0.3 en insert de cette même gure. On a aussi tracé en vert le débit granulaire obtenu à l’aide
du modèle de Mouilleron et al. (2009) et donné par l’équation (4.15).
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Figure 4.4 – Débit saturé qsat, adimensionné par Vsd, en fonction du nombre de Shields  pour (a) : Rep = 0:1,
(b) : Rep = 1 et (c) : Rep = 10. ( ) : étude présente ; () : Derksen (2011) pour Rep = 0.16 et r = 4 ;
(H) : Derksen (2011) pour Rep = 0.505 et r = 4 ; (N) : Derksen (2011) pour Rep = 1.48 et r = 4 ;
() : expériences de Charru et al. (2004) ; () : simulations de Bouteloup (2017) pour Rep = 0.5 et
r = 4 ; (–) : Charru et al. (2004) (équation (4.20)) ; (- -) : Charru et Mouilleron-Arnould (2002)
(équation (4.19)) ; (–) : Mouilleron et al. (2009) (équation (4.15)), et (- -) : ajustements de nos données
par des lois cubiques du type qsat
Vsd
= K (θ   θc)3. On obtient (a) : qsatVsd = 9.71 (θ   0.13)3,
(b) : qsat
Vsd
= 15.1 (θ   0.11)3 et (c) : qsat
Vsd
= 47.5 (θ   0.105)3.
On observe sur la gure 4.4 que le débit de grains augmente lorsque le nombre de Shields θ aug-
mente, et ce pour les trois valeurs de nombre de Reynolds particulaires Rep = 0.1, 1 et 10. Cette
variation est bien décrite par une loi du type qsat = a(θ θc)3 Vsd. On note aussi que, à θ xé, le débit
saturé qsat augmente fortement avec le nombre de Reynolds particulaire. On remarque également
que les simulations à θ = 0.11 se situent sous le seuil de mise en mouvement du lit de grains pour
Rep = 0.1 et 1 mais est au-dessus du seuil pour Rep = 10.
Pour Rep = 0.1 (gure 4.4 (a)), les valeurs du débit granulaire obtenus sont supérieures à celles
de Charru et al. (2004) (relation (4.20)) pour les valeurs proches du seuil de mise en mouvement
(insert de la gure 4.4 (a)). Pour les nombres de Shields θ plus élevés, les valeurs obtenues sont en
bon accord avec la relation (4.19). L’accord est également bon avec les données de Derksen (2011)
pour θ 6 0.5. Pour des valeurs plus élevées de θ, nous obtenons des valeurs de débit de grains net-
tement supérieures aux siennes malgré un nombre de Reynolds particulaire et de rapport de densité
supérieurs aux nôtres ; or le débit granulaire aurait plutôt tendance à croître avec Rep et r d’après
Derksen (2011) (même si Bouteloup (2017) n’observe pas d’eet signicatif de ces paramètres adi-
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mensionnés sur le débit de grains). Pour cette valeur du nombre de Reynolds particulaire,Rep = 0.1,
le modèle de Mouilleron et al. (2009) surestime le débit granulaire (par rapport à toutes les autres
données disponibles). Cet écart est sans doute dû aux valeurs des paramètres du modèles qui sont
restées inchangées (et qui ont été xées pour Rep = 0.24).
Pour Rep = 1 (gure 4.4 (b)), on constate une augmentation du débit de grains d’un facteur 2 envi-
ron par rapport aux résultats àRep = 0.1. Ici aussi, le nombre de Shields de θ = 0.11 se situe sous le
seuil de mise en mouvement. On surestime encore le débit vis-à-vis des résultats de Derksen (2011),
que ce soit pour Rep = 0.505 ou Rep = 1.48, et ce d’autant plus que θ est grand. Il en est de même
pour les résultats de Bouteloup (2017), qui eux suivent plutôt bien la loi cubique de Mouilleron-
Arnould (2002)(équation (4.19)) pour ce nombre de Reynolds (Rep = 0.48). La variation du débit
granulaire qsat, adimensionné par Vsd, avec le nombre de Shields θ est tout de même bien décrite,
pour ce nombre de Reynolds aussi, par une loi cubique. Un ajustement d’une telle loi sur nos don-
nées mène à la courbe rouge en pointillées (équation donnée en légende de la gure 4.4). De plus,
les débits obtenus ici sont également bien décrits par le modèle de Mouilleron et al. (2009).
Finalement, pour un nombre de Reynolds particulaire de Rep = 10, la gure 4.4 (c) montre que le
débit augmente encore, environ d’un facteur 3 par rapport àRep = 1. Nous n’avons plus de données
pertinentes auxquelles comparer nos résultats pour ce nombre de Reynolds, toutefois un ajustement
par une loi cubique permet encore une fois une bonne description des débits obtenus. On peut noter
que pour ce nombre de Reynolds particulaire, le cas θ = 0.11 est désormais au-dessus du seuil de
mise en mouvement.
Pour conclure, on peut dire que nos simulations montrent qu’au-dessus du seuil de mise en mouve-
ment, le débit granulaire adimensionné par Vsd varie de façon cubique avec le nombre de Shields.
De plus, pour Rep = 10 et θ = 0.11, on se situe au-dessus du seuil de mise en mouvement. Or pour
le même nombre de Shields mais pour Rep = 0.1 ou 1, nous étions en dessous du seuil. La valeur de
ce seuil semble donc dépendre du nombre de Reynolds particulaire. Si on s’appuie sur les valeurs de
ce seuil obtenues grâce aux ajustements de nos données (voir la légende de la gure 4.4), on constate
eectivement que ce seuil diminue lorsque Rep augmente. Pour les résultats de Derksen (2011), on
rappelle qu’il a utilisé un modèle de lubrication (pour la direction normale) dans ses simulations,
nous reviendrons sur ce point à la n de ce chapitre (section 4.4).
On peut aussi se demander comment varient ces débits avec le nombre de Reynolds particulaireRep.
On trouve alors qu’une loi en Re0.4p décrit bien les variations du débit avec le nombre de Reynolds
particulaire et ce pour tous les nombres de Shields considérés. On peut alors donner une expression
empirique du débit granulaire obtenu avec la présente méthode en fonction du nombre de Shields
et du nombre de Reynolds particulaire :
qsat
Vsd
= 16.5Re0.4p (θ   θc)3 , (4.21)
pour
θ > θc ' 0.12. (4.22)
L’écart entre cette corrélation (équation (4.21)) et les débits obtenus n’excède pas 0.15Vsd pour les
nombre de Shields θ 6 0.4. Cet écart augmente ensuite jusqu’à un maximum d’environ Vsd pour
Rep = 10, ce qui représente alors environ 12% d’erreur. On peut être plutôt conant concernant la
corrélation (4.21) qui se base sur un grand nombre de données, mais par contre nous ne disposons
pas d’assez de données de simulation précises pour déterminer une corrélation able de la valeur du
seuil θc = f(Rep). On peut tout de même dire que ce seuil est une fonction (faiblement) décroissante
du nombre de Reynolds. La valeur obtenue ici est cohérente avec l’encadrement du seuil de mise en
mouvement d’Ouriemi et al. (2007) : θc = 0.12  0.03 pour des nombres de Reynolds particulaires
vériant 4  10−6 6 Rep 6 0.2. On peut même en élargir le domaine de validité au moins jusqu’à
Rep = 1, voire même probablement jusqu’à Rep = 10. On peut noter que l’expression : qsat/Vsd =
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8.3Re0.4p θ
3 prédit également le débit granulaire de façon able sans avoir recours à un seuil de mise
en mouvement (qu’il est dicile d’évaluer précisément) ; cette seconde expression étant uniquement
valable au-dessus de ce seuil.
4.3.2 Couche de grains mobiles
Lors du transport granulaire par un cisaillement de uide, ce sont les particules à la surface du lit
qui sont mises en mouvement et il en résulte une décompaction de la couche supérieure an de
permettre cet écoulement de grains (gure 3.7 (a)). Le fond du lit reste quant à lui statique à de rares
occasions près, lors des événements des réorganisations du lit de grains mentionnés à la section 3.2
(gure 3.7 (b)). On souhaite alors dénir une taille caractéristique pour l’épaisseur de cette couche
de grains mobiles ainsi que la hauteur moyenne du lit de grains (lorsqu’il est au repos, ou pas) ; cette
hauteur peut alors servir d’origine de l’axe des ordonnées (indépendamment de la profondeur du
lit de grains considéré). An de se rendre compte de ces phénomènes locaux, on peut par exemple
étudier le prol vertical de fraction volumique de grain φ. Deux prols de fraction volumique solide
sont représentés sur la gure 4.5, l’un est le prol moyen dans le régime stationnaire (en rouge)
et l’autre (en noir) est le prol pour le même lit granulaire mais au repos (à t = 0). Le détail du
calcul de cette quantité mésoscopique est donné dans le chapitre 5. L’idée principale est d’eectuer
localement des moyennes spatiales des diérentes grandeurs, sur un "petit volume" autour du point
considéré, puis d’eectuer la moyenne temporelle de cette quantité locale et instantanée.
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Figure 4.5 – Prol vertical de fraction volumique de grains . (–) : (y; t = 0) ; (–) : moyenne temporelle de
(y; t) eectuée dans le régime permanent. La fraction volumique est calculée avec la méthode
d’homogénéisation de Jackson (2000) qui est décrite dans la section 5.1 , en prenant hg = d.
La fraction volumique de solide passe continûment d’une valeur nulle au-dessus du lit à sa valeur
maximale dans le lit statique. Cette transition est abrupte dans un lit au repos et s’élargit lorsque le lit
est mis en mouvement (voir gure 4.5). Cet élargissement correspond à la décompaction mentionnée
précédemment. Commençons par dénir la hauteur du lit de grains avant de s’occuper de l’épaisseur
de la couche mobile.
4.3.2.1 Hauteurs d’un lit de grains
On a déjà déni la hauteur moyenne du lit de grains lorsqu’il est au repos, Hl dans la section 3.2.
Pour déterminer cette grandeur, on découpe le domaine en Lx/d  Lz/d sous-domaines de taille
d  Ly  d. Ensuite, Hl est dénie comme la moyenne des altitudes des grains les plus hauts dans
chaque sous-domaine. L’avantage de cette dénition est qu’elle est relativement simple à mettre en
œuvre et qu’elle n’est pas trop inuencée par des variations locales de la hauteur du lit de grains
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grâce à l’utilisation de la moyenne.
Une autre dénition possible de la hauteur du lit de grains est de prendre l’altitude du grain le plus
haut (sur l’ensemble du domaine à disposition), on la note Hm. Cette dénition est la plus simple à
mettre en œuvre mais elle ne prend pas en compte les variations locales de la hauteur du lit. Pour
un "grand" domaine (Lx  Lz  d2), de fortes uctuations de la hauteur locale du lit de grains
pourraient rendre cette dénition caduque.
On peut également dénir la hauteur du lit à partir de données mésoscopiques (i.e. moyennée en
espace de façon locale). La procédure de prise de moyenne est développée dans le chapitre 5. On
dénit, par exemple, la hauteur Hφ comme l’altitude à laquelle φ(Hφ) = φmax/2 ' 0.3, où φmax est
la compacité maximale atteinte au sein du lit de grains. Cette dénition en apparence simple n’est
pas facilement accessible (nécessité d’avoir accès à la répartition des grains au sein du lit). De plus,
elle dépend de la façon de calculer le champ mésoscopique φ(y, t).
Enn, on peut aussi faire intervenir des grandeurs cinématiques dans le calcul de la hauteur du lit
de grains. Durán et al. (2012) proposent par exemple d’utiliser la hauteur hbed dénie par :
hbed =
R
y dqR
dq
=
R
y φ up dyR
φ up dy
, (4.23)
où les intégrales portent sur tout le domaine, de y = 0 à y = Ly, et dq représente le débit granulaire
élémentaire passant entre les hauteurs y et y+ dy. On peut donc voir hbed comme la position du ba-
rycentre des débits granulaires locaux. Cette approche est presque inaccessible expérimentalement
(nécessité d’avoir accès aux prols de fraction solide φ(y) et de vitesse des grains up(y)) mais elle
prend à la fois en compte la répartition des particules et leur vitesse. On peut remarquer que cette
dénition est la seule (de celles présentées ici) qui n’est pas dénie pour un lit au repos.
Notons que, pour un lit au repos, ces diérentes hauteurs sont dénies tel que décrit précédemment
et dans le cas d’un lit en régime permanent, on eectue le même traitement pour chaque instant
avant d’eectuer la moyenne temporelle des hauteurs instantanées obtenues.
Cette liste des dénitions possibles de la hauteur du lit de grains n’a pas pour ambition d’être ex-
haustive. Le tableau 4.1 donne les diérentes valeurs de ces hauteurs pour le cas Rep = 1, θ = 0.67
et r = 2.5, à t = 0, dans le régime permanent ainsi qu’après retour au repos du lit de grains (après
les 1300γ˙t de simulation). Le lit de grains a été préparé par sédimentation pour faire environ 10
diamètres de grains de haut.
repos (t = 0) régime permanent repos ("1")
Hl 9.78d 9.80d 9.50d
Hm 10.1d 11.1d 10.2d
Hφ 9.73d 9.71d 9.54d
hbed   9.88d  
Table 4.1 – Hauteurs du lit de grains pour Rep = 1,  = 0:67 et r = 2:5 en régime permanent (moyenne
temporelle des hauteurs instantanées) ainsi que les hauteurs du même lit lorsqu’il est au repos, à t = 0 et après
les 1300 _t de simulation ("1"), pour Rep = 0,  = 0 et r = 2:5.
Le tableau 4.1 donne les valeurs des diérentes dénitions de la hauteur du lit de grains au repos
et dans le régime permanent. Les hauteurs Hl et Hφ montrent la compaction du lit au cours de
la simulation (qui correspond à un abaissement du haut du lit de 0.19d à 0.28d en fonction de la
dénition choisie dans ce cas). Par contre, Hm augmente de 0.07d entre les mêmes situations. C’est
le problème de cette dénition de la hauteur. Bien que le lit de grains se soit globalement compacté
(et donc abaissé), la position du grain le plus haut est plus haute même après la compaction globale.
Pour les valeurs en régime permanent, on voit que Hl et Hm prennent des valeurs supérieures à
celles prises à t = 0 et t = ”1”. C’est le comportement attendu, le lit se dilate lorsqu’il est mis
en mouvement, sa hauteur augmente donc. Pour Hφ, le comportement est diérent. Dans le régime
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stationnaire, elle prend une valeur intermédiaire, entre Hφ(t = 0) et H∞φ . Cela peut être dû à la
compaction globale du lit ou à l’asymétrie du prol de φ au niveau de la surface du lit dans le régime
permanent. On voit déjà apparaître la diculté de dénir précisément la hauteur d’un lit de grains.
On obtient des valeurs s’étalant sur presque 1 diamètre de grain en fonction du choix de la dénition
de la hauteur du lit.
On s’intéresse maintenant plus particulièrement aux valeurs prises dans le régime permanent et on
trace sur la gure 4.6 les diérentes dénitions de la hauteur du lit de grains en fonction du nombre
de Shields θ, pour les trois valeurs de nombre de Reynolds Rep = 0.1, 1 et 10.
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Figure 4.6 – Hauteurs du lit de grains en fonction du nombre de Shields , pour les nombres de Reynolds
particulaires (H) : Rep = 0:1, (I) : Rep = 1 et (N) : Rep = 10. (a) : Hl ; (b) : Hm ; (c) : Hφ ; (d) : hbed.
Aucune tendance claire ne semble se dégager, quelque soit la dénition de la hauteur du lit consi-
dérée. Ceci signie que l’arrangement des grains dans la zone statique du lit de grains inuence
davantage sa hauteur que la réaction de la couche supérieure à l’écoulement. De plus, on a vu que le
lit se compactait lentement au cours de la simulation, ce qui ajoute une source d’incertitude quant
à la détermination de la hauteur du lit de grains. De plus, sur un des cas avec le nombre de Shields
le plus grand, cette compaction correspond à un abaissement de la hauteur du lit de grains d’envi-
ron un quart de diamètre de grain. Cette valeur n’est pas négligeable ici car les plages de variations
des diérentes hauteurs sont de l’ordre du diamètre de grain. On peut tout de même noter que Hm
semble croître avec le nombre de Shields θ (surtout pour Rep = 10). Il en est de même pour Hl
dans une moindre mesure. Et on peut aussi remarquer que hbed semble croître quand le nombre de
Reynolds particulaire Rep augmente mais sans particulièrement dépendre de θ.
Pour essayer de déterminer si l’une ou l’autre de ces dénitions est plus adaptée pour servir d’origine
de l’axe des ordonnées, on trace Hb = f(θ, Rep) et Hm = f(θ, Rep) avec chacune des origines
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possibles sur les gures 4.7 (a) à (d). Rappelons que Hb est la position du bas de la couche mobile
(gure 3.5). Ici, on utilise des valeurs de Hb déterminées en utilisant la vitesse seuil Vseuil = 1.67
10−3γ˙d = 0.02Vs.
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Figure 4.7 – Hauteurs maximale Hm et minimale Hb délimitant la couche de grains mobiles en plaçant
l’origine de l’axe des ordonnées en (a) : Hl ; (b) : Hφ ; (c) : Hm ; (d) : hbed en fonction du nombre de Shields  et
pour les nombres de Reynolds particulaires (H) : Rep = 0:1, (I) : Rep = 1 et (N) : Rep = 10. (- -) : modèle de
Mouilleron et al. (2009) (équation (4.14)) ; (- -) : modèle de Mouilleron et al. (2009) (équation (4.24)).
Aucune des dénitions de la hauteur du lit de grains présentées su la gure 4.7 ne semble sortir
du lot, à l’exception de Hm qui n’est pas pertinente comme origine ici. Elles permettent toutes une
superposition approximative des valeurs deHb etHm sur deux droites. C’est en utilisant hbed comme
origine que cette superposition semble la meilleure à la fois pour Hm et Hb (pour θ 6 0.4   0.5).
Cette superposition des courbes Hm = f(θ) et Hb = g(θ) pour les diérentes valeurs du nombre
de Reynolds particulaire peuvent être attribuées à la dépendance de hbed avec ce paramètre sans
dimension. En l’état actuel des choses, on ne peut tout de même pas conclure quant à la pertinence
d’une dénition par rapport aux autres.
On peut aussi comparer ces hauteurs à celles obtenues dans le cadre du modèle de Mouilleron et al.
(2009). L’expression de Hb en fonction du nombre de Shields est donnée par l’équation (4.14), et en
injectant cette relation dans l’équation (4.11), on trouve :
Hm
d
=
θ
µ

1
φ¯
  1
φ0

. (4.24)
Les expressions analytiques de Hm et Hb en fonction de θ sont tracées sur la gure 4.7. En parti-
culier, les pentes dHb
dθ
et dHm
dθ
prennent respectivement les valeurs dHb
dθ
= −d
µφ0
'  2.22d et dHm
dθ
=
d
µ

1
φ¯
  1
φ0

' 2.72d (en prenant φ¯ = 0.27 et φ0 = 0.6). Ces deux pentes sont du même ordre de
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grandeur en valeur absolue. À l’exception de l’utilisation de Hm comme origine, l’équation (4.24)
décrit plutôt bien l’évolution de Hm. La pente obtenue via la présente méthode dépend de l’origine
choisie mais l’ordre de grandeur reste bon. C’est l’utilisation de hbed comme origine qui permet la
meilleurs description de Hm avec l’équation (4.24). Pour Hb, on obtient un décalage vers le fond du
lit de grains d’environ 1 diamètre de grain quelque soit θ et Rep. Les pentes obtenues sont plutôt
conformes à celles obtenues via le modèle de Mouilleron et al. (2009). Hb cesse d’évoluer linéaire-
ment avec θ pour les grandes valeur de ce paramètre sans dimension (i.e. pour θ > 0.5).
4.3.2.2 Épaisseur de la couche de grains mobiles
On va maintenant essayer de quantier l’épaisseur de la couche de grains mobiles. On peut utiliser
les mêmes dénitions de Hm et Hb que dans la section 3.2 (voir la gure 3.5) et on dénit alors
l’épaisseur de la couche mobile comme la diérence de Hm et Hb :
∆H = Hm  Hb. (4.25)
L’avantage de cette méthode est le lien simple qu’il y a entre ∆H et l’épaisseur eective de la couche
mobile mais son principal inconvénient est l’utilisation d’un seuil de vitesse pour Hb. Le choix de
ce seuil va faire varier l’épaisseur obtenue. Pour l’instant, on a utilisé la même valeur du seuil de
vitesse que les auteurs précédents, soit : Vseuil = 0.02Vs, où Vs est la vitesse de Stokes. On pourrait
aussi utiliser un seuil de vitesse basé sur d’autres vitesses caractéristiques de l’écoulement que la
vitesse de Stokes (qui est plutôt adaptée pour Rep ! 0).
Dans le même esprit que la dénition de hbed, on peut dénir une épaisseur caractéristique de la
couche mobile comme l’écart-type des débits locaux autour de leur barycentre (Durán et al. (2012)) :
δh =
sR
(y   hbed)2 dqR
dq
. (4.26)
Cette dénition présente l’avantage de ne pas utiliser de seuil de vitesse mais son inconvénient est
de ne pas être simplement reliée à l’épaisseur "eective" de la couche mobile. Notons que δh est en
général plus faible que ∆H . En eet, on a ∆H  5  6δh (voir l’annexe E). De plus, δh dépend de la
répartition des grains au sein de la couche mobile ainsi que de leur vitesse. On peut aussi noter que
le calcul de δh nécessite d’avoir eectué l’homogénéisation du lit de grains en une phase granulaire
équivalente décrite de façon continue (i.e. à l’aide de champs mésoscopiques).
On pourrait aussi imaginer dénir une épaisseur à l’aide des prols moyens de densité de particules
(comme pour Hφ). Il faudrait alors choisir des seuils sur φ an de dénir les positions du haut et du
bas de la couche de grains mobiles. Mais alors, cette dénition, en plus d’avoir recours à plusieurs
seuils, dépendrait aussi de la façon de calculer φ(y). C’est le même problème que pour la dénition
de Hφ, mais cette fois-ci, on s’intéresse aux "bords" de la fonction φ(y). Dans ces zones (φ  1 et
φmax φ 1), la méthode de calcul de la fraction volumique solide aura une plus grande incidence
que pour des valeurs intermédiaires. Nous n’étudierons donc pas ici l’épaisseur caractéristique de la
couche mobile ainsi dénie.
On compare d’abord l’impact du choix de la vitesse seuil sur ∆H . On note alors :
• ∆VsH l’épaisseur de la couche mobile dont le bas (HVsb ) est repéré par
up(H
Vs
b ) = 0.02Vs,
• ∆V0H l’épaisseur de la couche mobile dont le bas (HV0b ) est repéré par
up(H
V0
b ) = 1.36 10−3
s
∆ρgd
ρf
,
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• ∆U0H l’épaisseur de la couche mobile dont le bas (HU0b ) est repéré par
up(H
U0
b ) = 1.67 10−3γ˙d,
• ∆uH l’épaisseur de la couche mobile dont le bas (Hu

b ) est repéré par
up(H
u
b ) = 1.67 10−3
s
γ˙ηf
ρf
.
Les préfacteurs devant V0, U0 et u∗ ont été choisis an que l’épaisseur de la couche mobile soit la
même qu’en prenant un seuil à 2% de la vitesse de Stokes pour le cas Rep = 1, θ = 0.67 et r = 2.5.
La gure 4.8 présente les épaisseurs obtenues en fonction du nombre de Shields pour les trois valeurs
de nombre de Reynolds particulaires Rep = 0.1, 1 et 10.
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Figure 4.8 – Épaisseur H de la couche mobile en utilisant un seuil basé sur la vitesse caractéristique : (a) : Vs ;
(b) : V0 /
p
gd ; (c) : _d ; (d) : u∗, en fonction du nombre de Shields et pour les nombres de Reynolds particulaires
(H) : Rep = 0:1, (I) : Rep = 1 et (N) : Rep = 10. (- -) : modèle de Mouilleron et al. (2009) (équation (4.11)) ;
(–) : corrélation obtenue par Bouteloup (2017). (- -) : ajustements d’équation (a) : VsH=d = 0:38 + 5:8 ; (b) :
V0H=d = 0:83 + 5:7 ; (c) : U0H=d = 0:95 + 4:7 ; (d) : uH=d = 0:95 + 5:6.
La gure 4.8 montre que, quelque soit la vitesse seuil utilisée, on obtient une épaisseur de couche
mobile de grains qui est croissante avec le nombre de Shields θ. Les épaisseurs obtenues avec la
présente méthode sont plus grandes que celles prédites par le modèle de Mouilleron et al. (2009)
et que celles obtenues par Bouteloup (2017). Toutefois, l’épaisseur de la couche mobile semble bien
varier linéairement et avec environ la même pente que dans le modèle de Mouilleron et al. (2009)
pour θ 6 0.4   0.5 et puis, quand θ augmente encore, on obtient une pente comparable à celle de
Bouteloup (2017). Ce changement de pente peut avoir plusieurs causes. Il peut s’agir d’un change-
ment de comportement du milieu granulaire (les eets inertiels, ou les chocs entre particules, qui
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ne sont plus négligeables à grand nombre de Shields par exemple) mais cela peut aussi être dû à la
taille relativement limitée du domaine simulé. Nous y reviendrons dans la section 4.3.3.
On compare maintenant les gures 4.8 (a), (b), (c) et (d) les unes avec les autres. On voit que les
courbes correspondant aux diérents nombres de Reynolds particulaires se superposent (pour θ 6
0.4  0.5) sur les gures (a) et (c), mais pas pour les gures (b) et (d). Il semble donc que l’utilisation
d’une vitesse seuil basée sur la vitesse de Stokes Vs ou sur la vitesse U0 = γ˙d soit plus judicieuse que
d’utiliser V0 ou u∗. Pour trancher entre l’utilisation d’un seuil basé sur Vs ou γ˙d, on peut simplement
constater qu’on est en train de caractériser la mobilité des particules dans le sens de l’écoulement.
Or la vitesse de Stokes Vs est une vitesse limite de chute et la vitesse U0 = γ˙d est la vitesse caracté-
ristique du uide au niveau du lit de grains. Il semble donc plus naturel d’utiliser γ˙d comme vitesse
caractéristique ici.
Que l’on choisisse un seuil de vitesse basé sur la vitesse de Stokes ou sur la vitesseU0, on peut remar-
quer que ∆H prend des valeurs supérieures à un diamètre dès le seuil de mise en mouvement (i.e.
∆H ne s’annule ni au seuil de mise en mouvement ni pour θ = 0). On peut sans doute expliquer que
∆H commence à une valeur non nulle par le fait que les particules ont une extension spatiale non
nulle. L’épaisseur minimale de la couche de grains en mouvement est donc de l’ordre du diamètre
de grain.
On compare désormais les épaisseurs de la couche mobile δh (équation (4.26)) et ∆H (on utilisera
∆U0H ici). La gure 4.9 (a) présente les valeurs prises par δh en fonction du nombre de Shields θ pour
les trois valeurs du nombre de Reynolds particulaire Rep = 0.1, 1 et 10. La gure 4.9 (b) présente
l’évolution du rapport ∆H/δh.
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Figure 4.9 – (a) : Épaisseur caractéristique de la couche de grains mobiles h en fonction du nombre de Shields
. (b) : (H   0:95d)=(h  0:223d) en fonction du nombre de Shields  ; la droite en pointillés rouge
correspond au rapport des équations des ajustements de H et h respectivement. Ces courbes sont tracées pour
les nombres de Reynolds particulaires (H) : Rep = 0:1, (I) : Rep = 1 et (N) : Rep = 10. (- -) : ajustement de nos
données d’équation (a) : h=d = 1:662 + 0:223, (b) : (H   0:95d)=(h  0:223d) = 2:86−1.
La gure 4.9 (a) montre que δh est presque indépendant du nombre de Reynolds particulaire Rep et
croît de façon quadratique avec le nombre de Shields θ. Cette dépendance en θ2 de δh alors que ∆H
varie linéairement avec θ fait que le rapport ∆H/δh ne peut pas être constant par rapport à θ. On es-
time la valeur de ce rapport dans l’annexe E. Sur la gure 4.9 (b), on trace (∆H 0.95d)/(δh 0.223d)
en fonction du nombre de Shields. On retranche les ordonnées à l’origine de leur ajustement à ∆H
et δh avant d’en faire le rapport pour s’assurer de la pertinence de leur dépendance respectivement
linéaire et quadratique avec le nombre de Shields. Dans l’ensemble, les points sont plutôt bien alignés
le long d’une droite de pente 1 en échelle log-log. Ce résultat sur la dépendance quadratique de δh/d
vis-à-vis de θ est assez inattendu, en eet, Durán et al. (2012) observent une dépendance linéaire de
δh/d avec
q
θ
θc
. Ils observent cette tendance pour
q
θ
θc
2 [1, 2], donc pour θ 2 [0.12, 0.48] mais ils
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obtiennent ce résultat à des nombres de Reynolds particulaires plus élevés (et non constants). En ef-
fet, ils utilisent la dénition suivante du nombre de ReynoldsReV0 basé sur la vitesse V0 =
q
∆ρ
ρf
gd et
le xe à ReV0 = 10 durant leurs simulations. On remarque que ReV0 = ρdV0ηf =
ρd
ηf
q
∆ρ
ρf
gd =
q
Rep
θ
,
donc se placer à ReV0 constant et faire varier le nombre de Shields θ, revient à avoir un nombre de
Reynolds particulaire Rep qui varie aussi. Dans ce cas, il varie linéairement avec θ entre Rep = 12
pour
q
θ
θc
= 1 et Rep = 48 pour
q
θ
θc
= 2.
4.3.3 Prols de vitesse des particules
On va maintenant se pencher sur le prol de vitesse des particules. Mouilleron et al. (2009) ont
dérivé analytiquement une expression du prol de vitesse qui est donné par l’équation (4.12). Cette
relation donne une vitesse des particules dont l’échelle caractéristique est la vitesse de Stokes et
qui varie de façon quadratique avec y. Pour Rep = 0.1 et θ = 0.4, on trace les vitesses de nos
particules en fonction de leur altitude (pour tous les instants du régime stationnaire servant au
calcul des grandeurs moyennées) sur la gure 4.10, en prenant Hb comme origine des ordonnées.
Ici, on utilise HVsb car l’échelle de vitesse est la vitesse de Stokes Vs (et que H
Vs
b prend des valeurs
proches de celles deHU0b , qui serait l’attitude que l’on aurait utilisée si nous n’avions pas d’indication
quant à la vitesse caractéristique à considérer ici). On a également calculé la vitesse moyenne des
particules en fonction de leur altitude via une méthode "simple" de prise de moyenne volumique
avec 16 sous-domaines équitablement répartis sur l’épaisseur de la couche de grains mobiles (ils ont
donc une épaisseur de 0.2d environ ; pour une description de la méthode de prise de moyenne, voir
la section 5.2.1.2). On compare alors nos données au prol analytique de Mouilleron et al. (2009) et
aux résultats des simulations de Bouteloup (2017) et Derksen (2011) pour des nombres de Shields
θ compris entre 0.2 et 0.64 et un nombre de Reynolds particulaire Rep = 0.5.
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Figure 4.10 – Prols de vitesse de grains dans le sens de l’écoulement. La gure (b) est un zoom de la gure (a).
Le nuage de points gris () correspond à nos résultats pour Rep = 0:1,  = 0:5 et r = 2:5 (un point par particule
et par instant du régime stationnaire utilisé pour calculer les grandeurs moyennes) et les ronds rouges ()
correspondent à la moyenne des points gris (moyenne volumique "simple" avec 16 sous-domaines équitablement
répartis sur la couche mobile). Les marqueurs noirs correspondent aux résultats de Bouteloup (2017) pour
Rep = 0:48 et r = 4 ( :  = 0:20,  :  = 0:25,  :  = 0:30, N :  = 0:35, J :  = 0:40 et I :  = 0:50), les
marqueurs blancs correspondent aux simulations de Derksen (2011) pour Rep = 0:5 et r = 4 ( :  = 0:20,
4 :  = 0:42 et O :  = 0:64). La courbe en pointillés noirs (- -) correspond au prol parabolique du modèle de
Mouilleron et al. (2009) (équation (4.12)).
Sur la gure 4.10 (a), les particules ont une vitesse nulle jusqu’à la hauteur Hb, après quoi leur vi-
tesse augmente rapidement avec l’altitude jusqu’au sommet du lit de grains (en y = Hm). On obtient
un bon accord avec les résultats de Derksen (2011) et de Bouteloup (2017) pour tous les nombres
de Shields considérés (voir gure 4.10(b)) à l’exception de la vitesse maximale des grains. En eet,
si on compare nos résultats (nuage de points gris () et les ronds rouges ()) à ceux de Bouteloup
(2017) (pour Rep = 0.5, θ = 0.4 et r = 4, marqueurs (J) sur la gure 4.10), l’accord des prols est
presque quantitatif mais la vitesse maximale qu’il obtient est d’environ 3.5Vs alors que notre vitesse
maximale est de l’ordre de 7.5Vs ici. On peut noter que Bouteloup (2017) n’utilise pas non plus
de modèle de lubrication et que Derksen (2011) (qui lui utilise un modèle de fermeture pour les
eets de lubrication dans la direction normale lors des chocs entre particules) obtient une vitesse
maximale de 1.5Vs pour le même jeu de paramètres (Rep = 0.5, θ ' 0.4 et r = 4). Cela laisse
penser que les écarts sur la vitesse maximale sont (au moins en partie) dus à la prise en compte, ou
non, des eets de lubrication. Ce point sera rapidement abordé dans la section 4.4. Si maintenant
on compare nos résultats à la relation analytique de Mouilleron et al. (2009) (équation (4.12)), on
obtient des vitesses au fond de la couche mobile qui y sont légèrement inférieures (tout comme les
résultats de Derksen et Bouteloup) et elles sont légèrement supérieures à la prédiction analytique
dans le haut de la couche mobile.
À partir de maintenant, pour des raisons clarté, nous ne tracerons que les prols moyens de vi-
tesse des particules obtenus via la méthode de changement d’échelle par prise de moyenne "simple"
(voir annexe 5.2.1.2 pour le détail de la méthode) avec 16 sous-domaines de même taille répartis sur
l’épaisseur de la couche de grains mobiles, et nous ne traçons plus l’ensemble du nuage de points
permettant le calcul de ces prols moyens.
Finalement, on peut noter que l’accord sur l’ensemble de la couche mobile entre la vitesse des parti-
cules et le modèle de Mouilleron et al. (2009) est remarquable car on obtient des vitesses maximales
très élevées comparées aux autres résultats présentés et nous n’utilisons pas de modèle de lubrica-
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tion ici alors que les expériences de Mouilleron-Arnould (2002) et Charru et al. (2004) ne peuvent
pas s’aranchir de ses eets.
On compare désormais les prols de vitesse granulaire pour les diérents paramètres adimension-
nels. De la même façon que pour la gure 4.10, on trace les vitesses moyennes des grains en fonction
de leur altitude. On obtient alors les gures 4.11 (a), (b) et (c) respectivement pour les nombres de
Reynolds particulaires de 0.1, 1 et 10. On a aussi tracé le prol parabolique dont l’expression est
donné par l’équation (4.12).
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Figure 4.11 – Prols de vitesse des grains adimensionnée par la vitesse de Stokes
pour (a) :Rep = 0:1, (b) :Rep = 1 et (c) :Rep = 10
( :  = 0:66,  :  = 0:50,  :  = 0:40,  :  = 0:33,  :  = 0:22 et  :  = 0:11).
(- -) : prol parabolique du modèle de Mouilleron et al. (2009) (équation (4.12)).
On constate que, pour tous les nombres de Reynolds particulaires considérés, il y a un relativement
bon accord entre le prol parabolique de Mouilleron et al. (2009) (équation (4.3.3)) et nos don-
nées pour θ 6 0.4. C’était aussi le cas lors des expériences de Charru et al. (2004). On remarque
également que la vitesse maximale atteinte est presque indépendante du nombre de Reynolds. Les
variations observées sont faibles, dépendent du nombre de Shields et ne sont pas monotones par rap-
port à Rep. On peut essayer de modier l’origine Hb du prol parabolique pour les grandes valeurs
de θ an de réunir les diérentes courbes en une seule. On a donc modié "à la main" les valeurs de
Hb pour θ = 0.50 et 0.67 et on appelle H∗b cette version corrigée de Hb. On obtient ainsi les prols
de vitesse granulaire tracés sur la gure 4.12.
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Figure 4.12 – Même légende que la gure 4.11 en prenant H∗b comme origine.
Les prols se superposent tous et semblent être bien décrits par une portion de parabole. Cela signi-
e que c’est la valeur de Hb qui ne convient pas pour les grandes valeurs de θ (contrairement à H∗b ),
le prol de vitesse garde la même forme et est donc tout de même bien décrit par l’équation (4.12).
4.3.3.1 Retour sur l’épaisseur de la couche mobile
Maintenant que nous avons modié les valeurs de Hb pour θ = 0.5 et θ = 0.67, on trace les nou-
velles valeurs de l’altitude du bas de la couche mobile (H∗b ) en fonction du nombre de Shields sur la
gure 4.13 (a). On trace aussiH∗b  hbed en fonction de θ sur la gure 4.13 (b) et on trace les nouvelles
valeurs de ∆∗H qui y sont associées en fonction de θ sur la gure 4.13 (c) (On trace uniquementHU0b
et ∆U0H où U0 = γ˙d, l’astérisque signiant qu’il s’agit des valeurs corrigées).
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Figure 4.13 – Hauteurs et épaisseur de la couche de grains mobiles en fonction de , en prenant la version
corrigée H∗b de la hauteur du bas de la couche mobile. Figure (a) : Hm et H
∗
b . Figure (b) : Hm   hbed et
H∗b   hbed ; (- -) : modèle de Mouilleron et al. (2009) (équation (4.14)) ; (- -) : modèle de Mouilleron et al.
(2009) (équation (4.24)) ; (- -) : ajustement d’équation H

b−hbed
d =  4:50   0:32 ; (- -) : ajustement d’équation
Hm−hbed
d = 1:97 + 0:09. Figure (c) : 
∗H=d = (Hm  H∗b )=d ; (- -) : modèle de Mouilleron et al. (2009)
(équation (4.11)) ; (- -) : ajustement d’équation ∆Hd = 4:74 + 0:95. Pour les nombres de Reynolds particulaire
(H) : Rep = 0:1, (I) : Rep = 1 et (N) : Rep = 10.
La gure 4.13 (a) montre que les corrections "à la main" de Hb ont permis d’eacer les fortes varia-
tions de Hb pour θ > 0.4 et cette altitude semble désormais bien mieux décrite par une variation
linéaire avec θ que précédemment (voir la gure 4.7). Si on prend maintenant hbed comme origine de
l’axe des ordonnées, les courbes se superposent sur deux droites (gure 4.13 (b)). On peut noter que
ce n’est le cas que si l’on prend hbed comme origine ; c’était la seule dénition prenant en compte les
eets du nombre de Reynolds particulaire. On remarque que les ajustements linéaires de Hm et Hb
ne passent pas par 0 pour θ = 0 contrairement au modèle de Mouilleron et al. (2009). Les pentes
sont toutefois proches de celles obtenues lors de cette étude. Si on y associe des valeurs de φ¯ et µ
comme précédemment, on obtient φ¯ ' 0.413 et µ = 0.464. Ces valeurs permettent (dans le cadre
du modèle) d’obtenir la pente d∆H
dθ
= 5.22d alors qu’un ajustement sur nos données mène à 5.68d.
L’écart entre ces deux valeurs est inférieur à 10%.
La gure 4.13 (c) présente l’épaisseur de la couche de grains mobiles en fonction du nombre de
Shields θ pour les trois valeurs du nombre de Reynolds particulaire testées Rep = 0.1, 1 et 10.
On peut voir que la correction de Hb pour les grandes valeurs de θ a permis la superposition des
trois courbes en une seule, même pour les valeurs élevées du nombre de Shields θ. On obtient alors
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une pente de 4.74 qui est très proche la valeur de 1/(φ¯µ) ' 4.93 obtenue à l’aide du modèle de
Mouilleron et al. (2009).
Il semble que Hb doive être dénie autrement qu’avec une vitesse seuil, et ce quelque soit la vitesse
caractéristique utilisée pour fabriquer ce seuil. L’utilisation d’un seuil basé sur la vitesse caracté-
ristique θ2Vs ne permet pas non plus de dénir Hb de telle sorte qu’elle dépende linéairement de θ
sur l’ensemble de la plage explorée (la justication de l’utilisation de cette vitesse caractéristique est
donnée ci-après, dans cette section ; gure 4.14 et équation (4.29)). Nous n’avons pas trouvé de moyen
de dénir cette hauteur de façon générale mais son évolution avec le nombre de Shields doit être li-
néaire an que les prols de vitesse granulaire puissent être comparés avec une "origine commune".
Les dicultés pour obtenir des hauteurs Hb qui varient linéairement sont sans doute attribuables à
la faible taille du domaine de simulation ; le domaine ne fait que Lx  Lz = 4d  4d dans le plan
horizontal. Des couches de grains se forment, les particules sont préférentiellement disposées à cer-
taines altitudes mais peu de particules se trouvent entre ces couches. Ce phénomène est visible sur le
nuage de points gris de la gure 4.10 où une couche de grains s’est formée pour y Hb ' 0.750.5d.
On voit que les grains peuvent prendre des vitesses plus élevées en y Hb ' 0.75d (au milieu de la
couche) qu’en y  Hb ' 1.25d (entre deux couches). Ce comportement des particules se prête mal
à l’utilisation d’une vitesse seuil pour dénir le bas de la couche mobile. On ne pourra alors mesu-
rer que des hauteurs dans les couches de grains mais on n’obtiendra jamais de hauteurs entre les
couches de grains, là où la vitesse moyenne des particules est plus faible. Cet organisation en couche
des grains du lit est d’autant plus présente que l’épaisseur sur laquelle les grains sont transportés
est grande et donc que le nombre Shields est élevé.
Pour en conclure avec les altitudes caractéristiques du lit de grains, les hauteurs Hb et Hm aug-
mentent linéairement avec θ et augmentent aussi légèrement avec le nombre de Reynolds particu-
laire Rep. L’utilisation de hbed comme origine de l’axe des ordonnées permet de prendre en compte
la dépendance avec le nombre de Reynolds particulaire. En supposant hbed indépendant du nombre
de Shields, on obtient l’ajustement
hbed
d
' D. ln (Rep) + hbed
d
(Rep = 1), (4.27)
avec D = 9.0  10−2 et hbed(Rep = 1) = 9.89 d. Cet ajustement décrit la variation moyenne de
hbed avec le nombre de Reynolds particulaire mais cette grandeur dépend tout de même fortement
de l’organisation des grains au sein du lit. Finalement, l’épaisseur de la couche de grains en mou-
vement varie linéairement avec le nombre de Shields et est indépendante du nombre de Reynolds
particulaire.
4.3.3.2 Prol universel de vitesse granulaire
On veut aller plus loin dans l’étude des prols de vitesse moyenne des grains et essayer d’obtenir
une courbe universelle permettant de décrire ces prols, quelque soit la valeur des paramètres sans
dimension θ et Rep. La vitesse maximale des grains est atteinte pour y   Hb = Hm   Hb = ∆H ,
or d’après l’équation (4.11), ∆H / θ donc max(Up/Vs) / θ2. On normalise alors la vitesse des
particules par θ2Vs au lieu de Vs et on la trace sur la gure 4.14 en fonction de Y˜ , déni par :
Y˜ =
y  Hb
Hm  Hb 2 [0, 1]. (4.28)
Ainsi, tous les prols de vitesse granulaire devraient se superposer.
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Figure 4.14 – Prols verticaux de vitesse moyenne des grains, normalisée par 2Vs.
Même légende que pour les gures 4.11 et 4.12
avec (1ère ligne) : Rep = 0:1 ; (2ième ligne) : Rep = 1 ; (3ième ligne) : Rep = 10,
(colonne de gauche) : échelle linéaire et (colonne de droite) : échelle log-log.
(- -) : ajustement Up=(2Vs) = 34 ~Y 2 ; (- -) : ajustement Up=(2Vs) = 39 ~Y 3.
Sur les gures 4.14 (a), (b) et (c) (gures du haut, en échelle linéaire), les prols de vitesse se su-
perposent quasiment pour tous les nombres de Shields θ considérés. On peut noter que même pour
θ = 0.11 et Rep = 10 (le seul cas au-dessus du seuil de mise en mouvement pour θ = 0.11), le prol
renormalisé suit presque les autres prols alors qu’on est tout juste au-dessus du seuil de mise en
mouvement. Dans le cadre du modèle de Mouilleron et al. (2009), on obtient le prol normalisé de
vitesse suivant :
Up(Y˜ )
θ2Vs
=
9
µφ¯ηr
Y˜ 2, (4.29)
pour Y˜ 2 [0, 1]. Si on eectue l’application numérique (avec les valeurs obtenues par Charru
et al. (2004)), on obtient la vitesse maximale 9
µφ¯ηr
θ2Vs ' 18 θ2Vs or nous obtenons des vitesses
93
de l’ordre 40 θ2Vs ici. An d’y comparer nos données, nous ne traçons donc pas le prol donné par
la relation (4.29) mais nous traçons tout de même un ajustement quadratique (en pointillés noirs)
sur la gure 4.14. Sur la même gure, on trace également les prols de vitesse en échelle log-log
(gures du bas). On constate alors que nos prols ne varient en fait pas comme Y˜ 2 ; un ajustement
nous donne Up(Y˜ )/θ2Vs ' 39Y˜ 3. C’est la courbe que nous avons tracée en pointillés rouges sur
les gures 4.14. Cet ajustement cubique décrit bien mieux les vitesses obtenues. Pour Rep = 0.1 ou
1, les courbes de vitesse obtenues suivent bien cette loi pour Up(Y˜ )/θ2Vs > 1 et pour Rep = 10,
c’est plutôt pour Up(Y˜ )/θ2Vs > 5 (à l’exception du cas θ = 0.11 pour lequel ∆H est trop faible
et fait apparaître les couches de grains sur le prol de vitesse). On peut remarquer que la courbe
universelle décrivant les prols de vitesse obtenus ici est :
Up(Y˜ )
θ2Vs
= 39 Y˜ 3. (4.30)
La relation (4.30) permet une bonne description des vitesses obtenues pour Rep = 0.1 et 10 mais,
étrangement, elle les surestime légèrement pour Rep = 1. Pour ce cas là (uniquement), les vitesses
sont mieux décrites par la loi Up(Y˜ )/θ2Vs ' 27Y˜ 3 (non représentée).
Finalement, bien que le modèle de Mouilleron et al. (2009) donne de bonnes bases de travail et
décrive plutôt bien le comportement du lit de grains, il semble tout de même trop simplié pour
réussir à capter tous les processus physiques mis en jeu ici. En eet, les variations d’épaisseur de
la couche de grains mobiles sont bien décrites dans le cadre de ce modèle mais la valeur de cette
épaisseur est sous estimée ici. On peut noter que pour un cas réel, avec des particules de taille non
nulle, il est dicile de continuer à suivre la relation (4.11) lorsque θ ! 0. On peut remarquer que
l’ajustement obtenu prend la valeur ∆H = d pour θ = 0.114 ce qui correspond environ au seuil de
mise en mouvement du lit de grains. Cet eet de la taille des particules ne peut pas être pris en compte
par un modèle ayant une description continue de la phase granulaire. De plus, nous obtenons des
prols de vitesse de grains, adimensionnés par θ2 Vs qui sont cubiques et non quadratiques comme
le prédit le modèle de Mouilleron et al. (2009).
Nous avons tenté d’expliquer ce prol cubique en modiant le modèle de Mouilleron et al. (2009).
Pour cela, on a considéré une fraction volumique de grains qui varie linéairement, au lieu d’être
constante, dans la couche mobile an de faire apparaître un terme en Y˜ 2 dans l’équation diérentielle
vériée par la vitesse (équation (4.8), en remplaçant φ¯ par φ(Y˜ ) = φ0(1   Y˜ )). Toutefois, cette
tentative n’a pas abouti ; elle mène à un prol de vitesse de la forme Up(Y˜ )/θ2Vs = AY˜ 2   BY˜ 3
(avec A,B > 0) et pas Up(Y˜ )/θ2Vs = CY˜ 3 (avec C > 0).
4.3.4 Distributions de probabilité des vitesses des grains
4.3.4.1 Distributions des vitesses dans le sens de l’écoulement
Dans la section précédente, nous avons regardé les prols moyens de vitesses des grains. Ici, nous
considérons la répartition de ces vitesses au sein de la population de grains. Cette information est
donnée par la densité de probabilité (ou probability density function (PDF) en anglais) des vitesses
des particules. Lors de leurs expériences, Charru et al. (2004) ont observé que la vitesse des grains
mobiles suivait une distribution exponentielle de loi de probabilité :
P (U) =
1
Up
e
− U
Up , (4.31)
où P (U) est la probabilité qu’une particule prise au hasard (dans la couche de grains mobiles) ai
la vitesse U et où Up est la vitesse moyenne associée à cette distribution de probabilité. Charru
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et al. (2004) ont obtenue Up = 0.10γ˙d pour θ = 0.15, 0.18 et 0.24 et Rep = 0.19, 0.23 et 0.3
respectivement. Bouteloup (2017) et Derksen (2011) ont également trouvés des distributions de
probabilité relativement exponentielles des vitesses longitudinales des grains mobiles. Dans leur
cas, l’échelle de vitesse est la vitesse de Stokes Vs. En eet, lors des expériences, Charru et al.
(2004) font varier le nombre de Shields θ en modiant γ˙ (les autres paramètres restant constant) et
ils obtiennent des vitesses dont l’échelle est γ˙d ; Bouteloup (2017), Derksen (2011) ainsi que nous,
faisons varier ce nombre sans dimension en modiant l’accélération de la pesanteur g an de le faire
varier indépendamment du nombre de Reynolds particulaire. Cela implique que prendre la vitesse
de Stokes (qui est proportionnelle à g) comme échelle de vitesse des particules dans les simulations
équivaut à prendre γ˙d comme échelle de vitesse dans les expériences (Derksen (2011)). Bouteloup
(2017) et Derksen (2011) obtiennent alors des PDF qui suivent la loi de probabilité (4.31) en prenant
Up = 0.32Vs. Pour calculer cette loi de probabilité, il faut se donner un critère de sélection entre
grains statiques et mobiles. Ces auteurs ont fait le choix de distinguer ces deux classes de particules
à l’aide d’une vitesse seuil : ne sont prises en compte que les particules dont la vitesse est supérieure
à un seuil de vitesse κVs (avec κ 1) pour le calcul de la vitesse moyenne des grains mobiles. Il a été
xé à 2% de la vitesse de Stokes Vs par Derksen (2011). La gure 4.15 donne la distribution de vitesse
avec l’utilisation de ce seuil pour le cas Rep = 1, θ = 0.67 et r = 2.5. On y a également représenté
la loi de probabilité exponentielle (4.31) pour Up = 0.32Vs en pointillés (- -) et pour Up = 3.65Vs en
trait plein (–), ainsi que les distributions de vitesses obtenues par Derksen (2011).
Notons qu’il ne faut pas prendre en compte les particules dont la vitesse est trop faible car cela aurait
pour eet de décaler la vitesse moyenne des grains vers 0, et ce d’autant plus que le lit de grains
considéré est profond.
(a) (b)
Figure 4.15 – Distribution de probabilité des vitesses des particules dans le sens de l’écoulement pour (a) :
0 6 U=Vs 6 1:2 ; (b) : 0 6 U=Vs 6 12. Les barres sont issues de la présente simulation ( = 0:67, Rep = 1 et
r = 2:5). Les courbes bleue (–), rouge (–) et verte (–) correspondent aux PDF obtenues par Derksen (2011) pour
les nombres de Shields  = 0:15, 0:20 et 0:40 respectivement (Rep = 0:5, r = 4).
Trait pointillé (- -) : équation (4.31) avec Up = 0:32Vs ; trait plein (–) : équation (4.31) avec U
PDF
p = 3:65Vs.
Sur la gure 4.15(a), la distribution exponentielle avec Up = 0.32Vs (courbe noire en pointillés)
semble plutôt bien suivie, avec néanmoins un excès de particules de vitesse inférieure à 0.1Vs et un
défaut de particule ayant une vitesse comprise entre 0.1Vs et 0.9Vs, comme pour Derksen (2011) à
θ = 0.2 (courbe rouge). Sur la gure 4.15 (b), on remarque qu’un grand nombre de particules ont
une vitesse supérieure à Vs et il semble toutefois que la distribution est exponentielle pour les vi-
tesses supérieures 1.2Vs. Encore une fois, nos vitesses sont plus élevées que celles des expériences
de Charru et al. (2004) ainsi que celles des simulations de Derksen (2011) (avec un modèle de lu-
brication pour la direction normale). Ces diérences sur la distribution des vitesses peuvent être
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attribuées soit à l’absence de prise en compte des eets de lubrication normaux (voir la section 4.4),
soit à un nombre de Shields très élevé de θ = 0.67 en comparaison aux expériences de Charru et al.
(2004) qui sont faites pour θ 6 0.24 et aux simulations de Derksen (2011) qui n’a tracé des PDF que
pour θ 6 0.4.
On trace maintenant sur la gure 4.16 les PDF des vitesses dans le sens de l’écoulement (en ne
prenant en compte que les particules mobiles), adimensionnées par la vitesse de Stokes et pour tous
les nombre de Shields considérés et pour les trois nombres de Reynolds particulaires Rep = 0.1, 1
et 10.
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Figure 4.16 – Distributions des vitesses des grains dans le sens de l’écoulement pour U 6 1:2Vs et pour (a) :
Rep = 0:1, (b) : Rep = 1 et (c) : Rep = 10. (noir –) :  = 0:67 ; (bleu –) :  = 0:50 ; (rouge –) :  = 0:40 ;
(vert –) :  = 0:33 ; (magenta –) :  = 0:22 ; (gris –) :  = 0:11 (pour la gure (c) uniquement). (- -) :
distribution exponentielle (équation (4.31)) pour Up = 0:32Vs.
On constate que la description des PDF par la distribution exponentielle donnée par l’équation
(4.31) avec Up = 0.32Vs est une bonne approximation pour les vitesses inférieures à 1.2Vs. On
observe les mêmes écarts à une distribution exponentielle pour tous les nombres de Reynolds par-
ticulaires Rep et pour tous les nombres de Shields θ, i.e. un excès de particules ayant une vitesse
inférieure à 0.1Vs, un défaut de particules ayant des vitesses comprises entre 0.1Vs et environ Vs
et un excès de particules ayant une vitesse supérieure à Vs. De plus, on peut noter que plus le
nombre de Shields est faible, plus on se rapproche de la distribution exponentielle, et ce d’autant
plus vite que le nombre de Reynolds particulaire est élevé. Ces trois graphes ne montrent que la
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partie de la distribution des vitesses pour les vitesses inférieures à 1.2Vs, on trace alors les PDF ob-
tenues dans leur intégralité sur les gures 4.17 (a) à (f), respectivement pour les nombres de Shields
θ = 0.11, 0.22, 0.33, 0.4, 0.5, 0.67. On trace ces PDF avec un graphique par nombre de Shields et
pas par nombre de Reynolds car on a vu dans la section 4.3.3 que la vitesse maximale des particules
était indépendante du nombre de Reynolds particulaire Rep. On a tracé en pointillés la distribution
exponentielle de l’équation (4.31) et en trait plein des distributions exponentielles avec des vitesses
moyennes diérentes, issues d’ajustements.
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Figure 4.17 – Distribution des vitesses des grains dans le sens de l’écoulement pour tout U=Vs et pour
(a) :  = 0:11 ; (b) :  = 0:22 ; (c) :  = 0:33 ; (d) :  = 0:40 ; (e) :  = 0:50 ; (f) :  = 0:67.
(noir –) : Rep = 0:1 ; (bleu –) : Rep = 1 ; (rouge –) pour Rep = 10. On a également représenté la distribution
donnée par l’équation (4.31), en pointillés noirs (- -) pour Up = 0:32Vs (pour 0 6 U=Vs 6 1:2) et en trait plein
(–) pour la vitesse moyenne obtenue à l’aide d’ajustements des PDF par la même loi de probabilité exponentielle.
Pour les nombres de Shields  > 0:33, on n’a pris en compte que les vitesses supérieures à la vitesse de Stokes lors
de l’ajustement.
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On peut d’abord noter qu’au premier ordre, non seulement la vitesse maximale atteinte est indé-
pendante du nombre de Reynolds particulaire mais aussi la distribution des vitesses : les PDF se
superposent sur chaque gure. On remarque qu’il y a plus de particules ayant une vitesse élevée
pour les faibles nombres de Reynolds particulaires, et ce d’autant plus que le nombre de Shields
est grand. On néglige cet eet du nombre de Reynolds particulaire ici mais nous le prendrons en
compte dans la partie qui traite de la vitesse moyenne des particules (section 4.3.5). On s’intéresse
désormais à la forme de ces distributions de vitesses de grains. Pour le nombre de Shields le plus
bas, θ = 0.11, on est sous le seuil de mise en mouvement sauf pour Rep = 10. Et dans ce cas, la
distribution exponentielle proposée par Charru et al. (2004) approxime bien la PDF obtenue pour
U/Vs 2 [0.1, 0.4] mais une distribution exponentielle de moyenne Up = 0.15Vs permet une bonne
description de cette PDF sur l’ensemble des vitesses des particules. Pour θ = 0.22, la distribution
exponentielle de l’équation (4.31) avec Up = 0.32Vs décrit bien la distribution des vitesses obtenues
sur l’ensemble de la plage de vitesses explorée ici. Puis, pour θ > 0.33, la distribution exponentielle
de Charru et al. (2004) ne permet une bonne description que pour les faibles vitesses de grains,
typiquement pour U 6 Vs. Pour les vitesses de grains plus grandes, une description à l’aide d’une
distribution exponentielle convient également mais la vitesse moyenne à considérer augmente alors
avec le nombre de Shields.
0 0.2 0.4 0.6
0
1
2
3
4
0 0.2 0.4 0.6
8
10
12
Figure 4.18 – Vitesse moyenne des particules mobiles UPDFp , adimensionnée par la vitesse de Stokes, en
fonction du nombre de Shields . Ces vitesses sont obtenues à partir des ajustements visibles sur la gure 4.17.
(- -) : ajustement d’équation UPDFp =Vs = 8:0 
2. Insert : UPDFp =(
2 Vs) en fonction de .
Les vitesses moyennes ainsi obtenues sont données sur la gure 4.18. On observe une variation
quadratique de la vitesse moyenne UPDFp , adimensionnée par la vitesse de Stokes, avec le nombre
de Shields θ. On trace UPDFp /(θ2 Vs) en fonction de θ en insert de la gure 4.18. On remarque que
tous les points sont situés à moins de 0.25 de la valeur 8 à l’exception du point pour θ = 0.11 qui
prend la valeur 12.4. Cette valeur peut sembler grande comparée aux autres (50% d’écart) mais la
vitesse moyenne est très faible pour cette valeur de θ et cet écart de 50% correspond alors à une
erreur qui n’est que d’environ 0.08Vs. Ce résultat peut être mis en relation avec la variation linéaire
de l’épaisseur de la couche mobile ainsi que celle du débit, qui elle est cubique. En eet, q / ∆H Up
et ainsi on aurait pu prévoir cette dépendance quadratique de la vitesse moyenne avec le nombre
de Shields θ. Le modèle de Mouilleron et al. (2009) donne aussi une dépendance quadratique de
la vitesse moyenne adimensionnée par la vitesse de Stokes (équation (4.16)). On peut donc tracer
toutes les distributions des vitesses sur la même gure en adimensionnant cette vitesse par θ2Vs,
comme pour les prols de vitesse des grains (gure 4.19).
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Figure 4.19 – Distribution de vitesse des grains dans le sens de l’écoulement adimensionnée par 2 Vs.
(noir –) : Rep = 0:1, (bleu –) : Rep = 1 ; (rouge –) : Rep = 10.
On n’a pas diérencié les courbes correspondant aux diérentes valeurs du nombre de Shields .
(vert - -) : ajustement de l’ensemble des données disponibles (UPDFp = 8:0 
2 Vs) ; (noir - -) : ajustement des
données pour Rep = 0:1 (U
PDF
p = 9:2 
2 Vs) ; (bleu - -) : ajustement des données pour Rep = 1
(UPDFp = 5:9 
2 Vs) ; (rouge - -) : ajustement des données pour Rep = 10 (U
PDF
p = 6:9 
2 Vs).
La gure 4.19 montre qu’au premier ordre les distributions de vitesses dans le sens de l’écoulement
se superposent toutes (pour Rep = 0.1, 1 et 10 et θ = 0.11, 0.22, 0.33, 0.40, 0.50 et 0.67) si on
utilise θ2Vs = θγ˙d comme échelle de vitesse. En fait, ces distributions semblent faiblement dépendre
du nombre de Reynolds particulaire mais pas de façon monotone. Nos données sont trop bruitées
pour en extraire une corrélation de la vitesse moyenne UPDFp /θ2Vs = f(Rep). Il est tout de même
raisonnable d’avancer qu’elle est plus grande pour Rep = 0.1 que pour les valeurs plus élevées de
ce paramètre sans dimension.
4.3.4.2 Distributions des vitesses perpendiculaires à l’écoulement
On considère maintenant les distributions de vitesses des grains dans les directions verticale et trans-
versale. Charru et al. (2004) ont mesuré la distribution de vitesses transversales et ont observé un
bon accord avec une distribution gaussienne d’écart type σW ' 0.02γ˙d ' 0.086Vs pour un nombre
de Shields de θ = 0.24. Les PDF des vitesses transversalesWp et verticales Vp, adimensionnées par la
vitesse de Stokes, sont respectivement tracées sur la gure 4.20 (même seuil que pour la gure 4.15)
pour Rep = 1, θ = 0.67 et r = 2.5.
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Figure 4.20 – Distribution de probabilité des vitesses des particules (a) dans la direction transverse, (b) dans la
direction verticale. Rep = 1,  = 0:67 et r = 2:5. Les droites indiquent des distributions exponentielles
(équations (4.32) et (4.33)).
Contrairement à Charru et al. (2004), nous n’obtenons pas une distribution gaussienne pour la vi-
tesse transversaleWp (en échelle semi-logarithmique, une distribution gaussienne serait représentée
par une parabole). On obtient des décroissances exponentielles de part et d’autre de la moyenne de
vitesse (qui est nulle ici) ce qui correspond à une distribution exponentielle donnée par la loi de
probabilité :
P (W ) =
1
2δW
exp

 jW j
δW

, (4.32)
où P (W ) est la probabilité qu’une particule prise au hasard parmi les particules mobiles ait la vitesse
transversale W et δW est la largeur caractéristique de cette distribution de vitesses. On obtient un
très bon accord pour δW = 0.26Vs = 0.022γ˙d (tracé en trait plein sur la gure 4.20(a)). Si on calcule
l’écart-type associé à cette loi de probabilité, on obtient σW =
p
2 δW = 0.37Vs = 0.031γ˙. Ce
résultat est 1.6 fois supérieur à l’écart-type obtenu lors des expériences de Charru et al. (2004).
Nous ne somme pas au même nombre de Shields θ or l’écart-type peut dépendre de la valeur de ce
paramètre.
On considère la distribution des vitesses verticales des grains Vp, représentée sur la gure 4.20(b).
On constate que la même distribution convient aussi ici, en première approximation :
P (V ) =
1
2δV
exp

 jV j
δV

, (4.33)
où P (V ) est la probabilité qu’une particule prise au hasard parmi les particules mobiles ait la vitesse
verticale V et δV est la largeur caractéristique de cette distribution de vitesses. On obtient alors un
plutôt bon accord pour δV = 0.33Vs = 0.028γ˙ (tracé en trait plein sur la gure 4.20(b)). Ici aussi
l’écart-type de cette loi de probabilité est plus élevé que nos attentes mais ce n’est pas très surprenant
comme on obtient déjà des vitesses de particules plus élevées que lors des expériences précédentes.
Cette distribution est plus bruitée que pour les vitesses transversales. Pour W , les causes de la dis-
persion des vitesses sont les mêmes pourW > 0 etW 6 0. Ici, pour la vitesse verticale des particules
V , c’est la gravité qui est responsable des vitesses négatives en faisant sédimenter les grains et c’est
l’action du uide qui entraîne les particules qui est donc responsable des vitesses positives. À cela
s’ajoutent aussi les uctuations "naturelles" de la vitesse à cause des interactions entre particules
(qui est la seule cause des uctuations de la vitesse transversaleW ). On ne s’attend donc pas a priori
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à ce que les distributions de vitesses verticales soient symétriques. La seule contrainte est que la
vitesse moyenne de cette distribution doit être nulle (dans le régime stationnaire).
On s’intéresse maintenant à la dépendance vis-à-vis du nombre de Shields θ et du nombre de Rey-
nolds particulaire Rep des PDF des vitesse transversale W et verticale V , respectivement représen-
tées sur les gures 4.21 et 4.24. Pour le plus faible nombre de Shields, θ = 0.11, il a fallu diminuer le
seuil de vitesse d’un facteur 10 an de ne pas avoir un trou au milieu de la distribution et le signal est
tout de même très bruité. Peu de particules sont en mouvement et la durée de la simulation n’a pas
permis d’accumuler susamment de données pour obtenir des distributions lisses. Pour θ = 0.22, le
seuil de vitesse choisi écrête légèrement le pic central de la distribution et on pourrait alors ajuster
les PDF obtenues par des gaussiennes. C’est justement à ce nombre de Shields que Charru et al.
(2004) ont décrit leurs observations par cette distribution. Pour les nombres de Shields plus grands,
les PDF ont le même comportement que pour Rep = 1, θ = 0.67 et r = 2.5. On a alors ajusté le
paramètre δW (équation (4.32)) pour chacun des couples (Rep, θ) et on les a tracés sur la gure 4.22.
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Figure 4.21 – Distribution des vitesses transversales des grains avec les mêmes notations que pour la
gure 4.17. Les ajustements représentés (en pointillés noirs) ne prennent en compte que le nombre de Reynolds de
Rep = 1 an de ne pas surcharger les graphes et sont eectués à l’aide de la loi de probabilité (4.32).
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Figure 4.22 – Dépendance de la largeur caractéristique W des distributions de la gure 4.21, adimensionnée
par la vitesse de Stokes Vs, en fonction du nombre de Shields .
(H) : Rep = 0:1, (I) : Rep = 1 et (N) : Rep = 10.
Des ajustements linéaires sont également représentés et montrent la tendance.
On observe une variation linéaire de la largeur caractéristique δW , adimensionnée par la vitesse de
Stokes, de la distribution des vitesses transverses W des grains avec le nombre de Shields. De plus,
la largeur de ces distributions est une fonction décroissante du nombre de Reynolds. Cette variation
est plutôt bien approximée par une loi de puissance du nombre de Reynolds particulaire δW/Vs 
Re−0.07. Pour un nombre de Reynolds particulaire Rep = 0.1 et un nombre de Shields θ = 0.22,
on obtient l’écart-type σW (Rep = 0.1) =
p
2 δW =
p
2  0.105Vs = 0.149Vs = 0.0375 γ˙d. Cette
valeur peut être comparée à celle de l’écart-type σW = 0.02γ˙d obtenu par Charru et al. (2004) lors
d’expériences à Rep 6 0.3 et θ = 0.24. On obtient donc un écart-type presque deux fois plus grand
avec la présente méthode. Cet écart est en partie imputable à l’absence de prise en compte des eets
de lubrication par notre méthode (voir section 4.4).
On rappelle qu’une dépendance linéaire avec θ d’une vitesse adimensionnée par la vitesse de Stokes
est équivalent à une vitesse adimensionnée par γ˙d qui est indépendante de θ. On trace donc δW/γ˙d
en fonction de θ sur la gure 4.23.
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Figure 4.23 – Dépendance de la largeur caractéristique W des distributions de la gure 4.21, adimensionnée
par _d, en fonction du nombre de Shields .
(H) : Rep = 0:1, V = _d ' 0:029 ; (I) : Rep = 1, V = _d ' 0:022 ; (N) : Rep = 10, V = _d ' 0:016.
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La gure 4.23 montre que la largeur caractéristique de la distribution des vitesses transversales W
adimensionnée par γ˙d est indépendante du nombre de Shields θ. L’erreur maximale commise ici
est d’environ 7.5% et est atteinte pour Rep = 0.1 et θ = 0.22 ; l’erreur quadratique moyenne sur
l’ensemble des données présentées est de 4.2%.
On considère désormais les distributions des vitesses verticales sur la gure 4.24. Comme expliqué
précédemment, pour les vitesses verticales V , les distributions obtenues sont moins symétriques
par rapport 0 que pour les vitesses transversales W . On peut alors eectuer des ajustements avec
des largeurs caractéristiques diérentes à droite et à gauche. Ici, on choisit de n’utiliser qu’un seul
paramètre d’ajustement pour les vitesses positives et négatives. On constate alors que les écarts
à la distribution de probabilité (4.33) sont plus prononcés pour les faibles nombres de Reynolds
particulaires.
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Figure 4.24 – Distribution des vitesses verticales des grains avec les mêmes notations que pour la gure 4.17.
Les ajustements représentés (en pointillés noirs) ne prennent en compte que le nombre de Reynolds de Rep = 1
an de ne pas surcharger les graphes et sont eectués à l’aide de la loi de probabilité (4.33).
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Figure 4.25 – Dépendance de la largeur caractéristique V des distributions de la gure 4.24, adimensionnée
par la vitesse de Stokes Vs, en fonction du nombre de Shields .
(H) : Rep = 0:1, (I) : Rep = 1 et (N) : Rep = 10.
Des ajustements linéaires sont également représentés et montrent la tendance.
Comme pour les vitesses transversales W mais avec une plus grande dispersion des données (au
moins en partie due à l’asymétrie des distributions), on observe une variation linéaire de δV /Vs avec
le nombre de Shields θ sur la gure 4.25. On peut aussi noter que δV et δW sont du même ordre de
grandeur. La variation de δV avec le nombre de Reynolds peut aussi être approximée par une loi
de puissance, l’exposant étant sensiblement proche que celui pour δW , on trouve δV /Vs  Re−0.06.
Comme pour les vitesses transversale, on observe un variation linéaire de δV /Vs avec θ, ce qui cor-
respond à δV /γ˙d indépendant de θ. On trace alors δV /γ˙d en fonction de θ sur la gure 4.26.
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Figure 4.26 – Dépendance de la largeur caractéristique V des distributions de la gure 4.24, adimensionnée
par _d, en fonction du nombre de Shields .
(H) : Rep = 0:1, V = _d ' 0:032 ; (I) : Rep = 1, V = _d ' 0:027 ; (N) : Rep = 10, V = _d ' 0:024.
La gure 4.26 montre que la largeur caractéristique de la distribution des vitesses verticales V adi-
mensionnée par γ˙d est quasi indépendante du nombre de Shields θ. L’erreur maximale commise ici
est d’environ 11.9% et est atteinte pour Rep = 10 et θ = 0.33 (si on ne prend en compte que les cas
Rep 6 1, alors l’erreur maximale est inférieur à 6%) ; l’erreur quadratique moyenne sur l’ensemble
des données présentées est de 6.0%.
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Pour conclure, on observe des distributions exponentielles (équation (4.31)) pour la vitesse des grains
dans le sens de l’écoulement. Comme observé dans la section 4.3.3, l’échelle caractéristique de cette
vitesse est θ2 Vs = θγ˙d. On obtient l’expression de la vitesse moyenne des particules :
U
PDF
p = C θ
2 Vs = C θ γ˙d, (4.34)
avec C = 8.0. Cette vitesse moyenne est presque indépendante du nombre de Reynolds particulaire.
Pour les distributions de probabilité des vitesses perpendiculaires à l’écoulement, on observe égale-
ment des distributions exponentielles (équations (4.32) et (4.33)). La dispersion de ces vitesses autour
de leur moyenne (nulle ici) possède θ Vs = γ˙d comme échelle caractéristique, et non θ2 Vs = θ γ˙d
comme pour la vitesse dans le sens de l’écoulement. Ces dispersions décroissent lorsque le nombre
de Reynolds particulaire augmente.
4.3.5 Densités surfaciques de grains mobiles et vitesses moyennes
Si on se réfère au modèle de Mouilleron et al. (2009), il y a une grandeur caractéristique de l’écou-
lement de grains que nous n’avons pas encore abordée : la densité surfacique de particules mobiles
ns. Il s’agit du nombre de grains en mouvement par unité de surface (horizontale). Dans l’équation
(4.17), seuls les grandeurs Vp et q sont calculables sans ambiguïté. En particulier, le calcul de la vi-
tesse moyenne peut être réalisé de diérentes manières. Nous en décrivons quelques unes ici an
de montrer son impact sur le calcul de la densité surfacique de grains ns.
Pour le moment, nous avons déni la vitesse moyenne de la couche mobile à l’aide d’une vitesse
seuil pour dissocier les particules statiques des particules en mouvement (ce seuil a été placé arbi-
trairement à 2% de la vitesse de Stokes). Pour éviter tout confusion, on la notera ici U seuilp , et on
notera nseuils la densité surfacique associée.
On a également déni la vitesse moyenne des particules à partir des distributions de probabilité de
la vitesse Up dans le sens de l’écoulement (pour Up > Vs, voir les gures 4.17 et 4.18). On note cette
vitesse moyenne UPDFp et on notera nPDFs la densité surfacique de particules mobiles qui y est as-
socié au travers de la relation (4.17).
Durán et al. (2014) proposent une autre façon de calculer une vitesse moyenne sans recourir à une
vitesse seuil en la dénissant de la façon suivante :
U
(1)
p =
P
p U
2
pP
p Up
. (4.35)
Cela revient à pondérer les vitesses des particules lors du calcul de la moyenne, le coecient de
pondération étant la vitesse Up elle même. En eet, la moyenne pondérée avec les coecients de
pondération ap s’écrit
P
p(apUp)/
P
p ap. Cette approche n’est pas intuitive, elle donne plus de poids
aux particules rapides mais elle a l’avantage de ne pas tenir compte des particules ayant une vitesse
nulle. Ainsi, cette moyenne ne dépend pas de la profondeur du lit considéré et ce, sans utiliser de
seuil de vitesse.
En fait, en se basant sur cette idée, il est possible de dénir une innité de vitesses moyennes, notées
U
(ξ)
p , dénies par :
U
(ξ)
p =
P
p U
ξ+1
pP
p U
ξ
p
, (4.36)
pour tout ξ > 0. Il faut alors faire attention à n’avoir que des vitesses de grains positives. Or lors d’un
rebond, ou en redescendant dans un "trou" formé par d’autres grains, une particule peut transitoi-
rement avoir une vitesse négative. La dénition peut être adaptée en séparant le signe de la vitesse
d’une part et le calcul de la fonction puissance d’autre part. Cela revient à choisir les coecients de
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pondération comme étant ap = jUpjξ et non pas ap = U ξp . On peut d’ailleurs remarquer que pour la
vitesse moyenne U (1)p (équation (4.35)) dénie par Durán et al. (2014), si une particule a une vitesse
négative, cela fait augmenter la somme au numérateur et fait diminuer celle du dénominateur. Ces
deux eets font augmenter la valeur moyenne de la vitesse obtenue alors qu’elle devrait diminuer.
Le traitement de séparation du signe et du calcul de la puissance dans l’opérande doit donc être fait
systématiquement. On obtient alors une vitesse moyenne des grains mobiles dénie par la relation :
U
(ξ)
p =
P
p UpjUpjξP
p jUpjξ
=
P
p sign(Up)jUpjξ+1P
p jUpjξ
, (4.37)
pour tout ξ > 0, où sign(Up) = Up/jUpj = 1 est la fonction signe (Up = 0 ne pose pas de
problème car on multiplie le sign(Up) par jUpjξ+1 dans l’expression de U (ξ)p , on choisit sign(0) = 1
par exemple). On a vu que U (1)p donnait plus de poids aux particules rapides qu’aux lentes. Cette
armation est vraie pour toutes valeurs de ξ et plus ξ est grand, plus c’est le cas. On n’ira donc
pas explorer les valeurs de ξ supérieures à 1. Par contre, pour les valeurs de ξ inférieures à 1, la
pondération s’aplatie d’autant plus que ξ est petit et elle tend toujours vers 0 lorsque Up tend vers 0.
À la limite pour ξ tendant vers 0, on pondère toutes les vitesses par jUpj0 = 1. En posant 00 = 0 (ce
qui n’est pas le prolongement habituel), on retombe alors sur la limite de la moyenne avec un seuil
pour la valeur du seuil tendant vers 0.
Finalement, bien que la moyenne U (ξ)p permette de s’aranchir du choix d’une vitesse seuil, il faut
tout de même choisir une valeur pour l’exposant ξ ce qui met les deux dénitions U (ξ)p et U
seuil
p sur
le même plan vis-à-vis de leur objectivité.
On peut aussi dénir une vitesse moyenne à partir d’une densité surfacique en inversant la re-
lation (4.17). Dans cette optique, on trace la distance parcourue dans le sens de l’écoulement par
chacune des particules au cours de la simulation, divisée par la durée de la prise de moyenne (uni-
quement pendant le régime stationnaire) ; cela correspond donc à la vitesse moyenne longitudinale
de chaque grain.
Ce traitement est fait dans le but de distinguer deux classes de particules : les mobiles et celles qui
sont considérées comme statiques. Pour Rep = 1 et θ = 0.67, on trace sur la gure 4.27 cette
vitesse moyenne, adimensionnée par la vitesse de Stokes. La majorité des particules possède une
vitesse moyenne très faible. Ce sont les grains qui forment la base du lit granulaire. On observe une
courbe formée de deux portions de droite et on peut considérer que la séparation entre les particules
statiques et mobiles correspond à la brisure de pente (en échelle logarithmique). Ici, l’intersection
entre les deux portions de droite (placées à l’aide d’ajustements linéaires) correspond à la particule
"numéro 110.6". On considère alors qu’on a 111 particules statiques et 75(= Np   111) particules
mobiles. En divisant cette valeur par la surface du lit de grains, on obtient alors une densité surfa-
cique de grains mobiles de façon objective. On notera cette densité surfacique de particules mobiles
ndists et U
dist
p la vitesse moyenne associée. Ici, on a ndists d2 = 4.69, on peut alors en déduire la vitesse
moyenne associée Udistp = 1.08Vs à l’aide de l’équation (4.17) (voir la gure 4.29).
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Figure 4.27 – Vitesse moyenne de chaque particule adimensionnée par la vitesse de Stokes et triée par vitesses
croissantes.mm correspond à la numérotation des Np = 186 particules. L est la distance parcourue dans le sens
de l’écoulement par chaque particule pendant la durée T correspondant à la durée du régime stationnaire
simulé. Les droites rouge et bleue correspondent respectivement à des ajustements pour les particules mobiles et
statiques. Elles se coupent entremm = 110 et 111.
Le principal avantage de cette dénition de la densité surfacique est d’être objective mais l’incon-
vénient est qu’on intègre le mouvement des particules avant d’en déduire la densité surfacique. On
a alors seulement Np points pour tracer la courbe représentée sur la gure 4.27. Une autre source
d’incertitude de cette approche vient du fait qu’on a intégré les trajectoires des grains sur le temps
de la simulation avant de séparer les particules en deux classes ; or un grain peut se trouver dans la
couche statique puis en sortir pour aller dans la couche mobile pendant un temps et puis retourner
dans la zone statique du lit de grains par exemple. Ainsi, la courbe de la gure 4.27 peut devenir
"bruitée" dans la zone de transition entre les deux classes de particules. La gure 4.28 trace les tra-
jectoires des particules pour cette simulation. Certaines trajectoires ont été tracées en gras an de
mettre en évidence le mélange entre les diérentes couches du lit de grains lors de son écoulement.
Figure 4.28 – Trajectoires (xp(t); yp(t)) pour l’ensemble des particules. Certaines trajectoires sont en gras an
de mettre en évidence le mélange entre les diérentes altitudes du lit de grains. La courbe en pointillés
correspond au prol de vitesse parabolique (équation (4.12)) multiplié par la durée de la simulation.
Finalement, on dispose de plusieurs dénitions pour la vitesse moyenne des grains mobiles (U seuilp ,
U
(ξ)
p , U
PDF
p et U
dist
p ) et plusieurs densités surfaciques de grains mobiles associées à ces vitesses
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moyennes. Sur la gure 4.29, on trace les vitesses moyennes obtenues pour Rep = 1, θ = 0.67 et
r = 2.5, en fonction de l’exposant ξ ou en fonction du seuil de vitesse choisi pour distinguer les
particules mobiles de celles au repos. On trace également les diérentes valeurs possibles de densité
surfacique de grains mobiles qui y sont associées sur la gure 4.30.
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Figure 4.29 – Valeurs de la vitesse moyenne de la couche de grains mobiles (adimensionnée par la vitesse de
Stokes) pour les diérentes dénitions (Rep = 1,  = 0:67 et r = 2:5).
(+) : U (ξ)p en fonction de  ; () : U seuilp en fonction de Vseuil=Vs ; (4) : UPDFp ; () : Udistp .
(a) : échelle linéaire ; (b) : échelle semi-logarithmique.
Une dernière grandeur caractérisant la couche de grains mobiles est la compacité moyenne φ¯. On a
qsat = VpnsUp (équation (4.17)) d’une part mais, en supposant queφ est constant sur toute l’épaisseur
de la couche de grains mobiles (φ = φ¯), on a aussi qsat = φ∆HUp (équation (4.16)). On dénit alors
la fraction volumique solide moyenne de la couche de grains mobiles par :
φ =
nsVp
∆H
, (4.38)
où ∆H correspond à l’épaisseur de la couche mobile (équation (4.25)) et Vp au volume des grains. On
a choisi de ne pas dénir de compacité moyenne de la couche mobile à partir de δh (équation (4.26))
mais c’est également envisageable. On a alors une relation de proportionnalité entre φ et ns. On a
tracé la compacité moyenne de la couche mobile sur la gure 4.30 (axes de droite).
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Figure 4.30 – Valeurs de la densité surfacique de grains mobiles (axe de gauche) (adimenssionée par 1=d2) et
de la fraction solide moyenne de la couche mobile (axe de droite) pour les diérentes dénitions (Rep = 1,
 = 0:67 et r = 2:5). (+) : n(ξ)s et 
(ξ)
en fonction de  ; () : nseuils et seuil en fonction de Vseuil=Vs ; (4) :
nPDFs et 
PDF
; () : ndists et dist.
(a) : échelle linéaire et (b) : échelle semi-logarithmique. Ici, on a  = nsVp=H .
On peut voir sur la gure 4.29 que les valeurs de U (ξ)p et U
seuil
p dépendent beaucoup des valeurs de ξ
et de la vitesse seuil respectivement. En particulier,U seuilp varie rapidement lorsque la valeur du seuil
devient faible, or ce sont justement ces valeurs de seuil que l’on souhaite utiliser. Cette dénition de
la vitesse moyenne des grains mobiles n’est donc a priori pas la plus adaptée à mettre en œuvre. On
peut également voir sur la gure 4.29 (b) qu’on a eectivement lim
ξ→0
(U
(ξ)
p ) = lim
Vseuil/Vs→0
(U
seuil
p ) bien
que la convergence soit lente.
Sur la gure 4.30, on voit que ns aussi dépend fortement du choix de la valeur de l’exposant ξ ou de
la valeur du seuil de vitesse (et qu’il en est de même pour φ¯). Au point que pour ξ 6 0.1, on atteint
(puis dépasse si on diminue encore la valeur de ξ) la valeur φ(ξ) > 0.6 qui est la valeur maximale
atteignable dans un lit de grains (aléatoire). On peut même dépasser 1 pour ξ 6 4  10−2, ce qui
n’as plus aucun sens physique.
On a donné quatre dénitions diérentes des densités surfaciques de grains mobiles, dont deux
dépendant de paramètres (nseuils et n
(ξ)
s ) ainsi que les vitesses moyennes des particules en mouvement
et les fractions volumiques moyennes des particules mobiles associées. De ces diérentes dénitions,
aucune ne permet de calculer une vitesse moyenne (et donc une densité surfacique) objective et
robuste (au sens où la valeur varie peu en fonction du critère utilisé). On s’intéresse maintenant à
leur dépendance aux paramètres sans dimension Rep et θ. Bouteloup (2017) et Durán et al. (2014)
ont utilisé la densité surfacique n(ξ)s pour ξ = 1, on se limitera donc à cette valeur de l’exposant
ξ an de pouvoir comparer nos résultats aux leurs. On ne tracera que les résultats de Bouteloup
(2017) pour des raisons de lisibilité des graphes, Durán et al. (2014) obtenant sensiblement les mêmes
valeurs. La densité surfacique de particules mobiles n(1)s est présentée sur la gure 4.31(a).
Elle ne semble pas dépendre du nombre de Reynolds particulaire. Si on compare nos résultats à ceux
de Bouteloup (2017), nous obtenons des densités surfaciques plus élevées avec la présente méthode
pour les nombres de Shields θ < 0.33. Pour les valeurs plus élevées de ce paramètre adimensionné,
on retombe sur les mêmes valeurs que Bouteloup (2017) et Durán et al. (2014), avec la même dépen-
dance linéaire au nombre de Shields θ. On peut noter que Bouteloup (2017) obtient un bon accord
avec les résultats de Charru et al. (2004) (s’appuyant pourtant sur une dénition diérente de ns).
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On utilisera ce couple de droite comme référence pour comparer les densités surfaciques par la suite.
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Figure 4.31 – (a) : Densité surfacique de grains mobiles n(1)s dénie par l’équation (4.17) avec la vitesse
moyenne donnée par la relation (4.37). (b) : Densité surfacique de grains mobiles nPDFs dénie par l’équation
(4.17) avec la vitesse moyenne obtenue à l’aide des distributions de probabilité des vitesses (gure 4.17).
(H) : Rep = 0:1 ; (I) : Rep = 1 ; (N) : Rep = 10 ; () : Bouteloup (2017) ; (- -) : Bouteloup (2017) ;
(–) : Charru et al. (2004) (équation (4.39)). On a aussi tracé les meilleurs ajustements linéaires pour nPDFs an
de montrer la tendance.
Charru et al. (2004) utilisentnPDFs en se basant sur la relation (4.17) et en prenant la vitesse moyenne
U
PDF
p . Ils obtiennent la corrélation suivante :
nPDFs d
2 = 0.47(θ   0.12), (4.39)
pour des nombres de Shields θ 6 0.24 et des nombres de Reynolds particulaires Rep 6 0.3. Cette
relation correspond à la droite en trait plein sur les gures 4.31 et 4.32.
On trace alors les densités surfaciques obtenues via la même méthode sur la gure 4.31 (b) (notée avec
l’exposant PDF ). Avec cette dénition, la densité surfacique de particules mobiles nPDFs augmente
fortement avec le nombre de Reynolds particulaire. On obtient le même ordre de grandeur que les
densités surfaciques obtenue par Bouteloup (2017) et Durán et al. (2014) pour les faibles nombres de
Reynolds particulaires (ce qui correspond au nombre de Reynolds où ces résultats ont été obtenus,
Rep = 0.5). La dépendance avec le nombre de Reynolds de nPDFs est bien décrite par une loi de
puissance : nPDFs d2  Re0.4p et une dépendance linéaire avec le nombre Shields convient pour décrire
les variations de la densité surfacique de particules mobiles avec ce paramètre sans dimension.
Si on regarde maintenant la densité surfacique ndists (gure 4.32 (a)), dénie à partir des vitesses
moyennes de chaque grain (i.e. Lsimu/Tsimu, voir section 4.3.5), on observe encore une fois une
variation linéaire de la densité surfacique de grains mobiles avec le nombre de Shields θ. ndists semble
ne dépendre du nombre de Reynolds particulaire qu’au travers du seuil de mise en mouvement du
lit de grains. Les valeurs de ces seuils obtenues à l’aide d’ajustements linéaires ne sont toutefois pas
les mêmes que via les ajustements du débit granulaire ; pour Rep = 10, le seuil θc est plus faible
(θc  0.05 ici contre  0.11 en se basant sur la mesure du débit de grains) et pour Rep = 0.1 et
1, la valeur du seuil est plus élevée (θc  0.19 ici, à comparer à un seuil situé entre 0.11 et 0.22 en
se basant sur la mesure du débit de grains). Si on compare les valeurs de densité surfacique à celles
obtenues précédemment, on constate qu’elles sont plus grandes d’un facteur 4 environ (sauf pour
nPDFs (Rep = 10) qui prend des valeurs particulièrement grandes).
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Figure 4.32 – (a) : Densité surfacique de grains mobiles ndists ; (b) : Densité surfacique de grains mobiles nseuils
dénie par l’équation (4.17) en utilisant U seuilp , la vitesse moyenne des particules ayant une vitesse supérieure à
Vseuil = 0:02Vs. (H) : Rep = 0:1 ; (I) : Rep = 1 ; (N) : Rep = 10 ; (- -) : Bouteloup (2017) ; (–) : Charru et al.
(2004) (équation (4.39)) ; (   ) : ajustement d’équation nseuils d2 = 4:4 2. On a aussi tracé les meilleurs
ajustements linéaires pour ndists pour montrer la tendance.
Considérons nalement la dernière dénition de la densité surfacique de particules mobiles nseuils
(gure 4.32 (b)), le seuil de vitesse étant pris à 2% de la vitesse de Stokes an de calculer la vitesse
moyenne des grains mobiles et d’en déduire la densité surfacique de grains en mouvement à l’aide
de la relation (4.17). Contrairement aux autres dénitions, cette fois-ci la dépendance de la densité
surfacique avec le nombre de Shields est quadratique et elle dépend relativement peu du nombre de
Reynolds particulaire.
Après ce passage en revue des diérentes dénitions de la densité surfacique de grains mobiles,
la première information qui en ressort est que ces dénitions ne sont pas équivalentes. Certaines
varient avec le nombre de Reynolds particulaire, d’autres non (en particulier nPDFs qui dépend for-
tement de Rep et n(1)s qui n’en dépend pas). De plus, la plupart de ces dénitions présentent une
variation linéaire avec le nombre de Shields (parfois avec la présence d’un seuil) mais nseuils varie
comme θ2. On peut alors souligner l’importance de bien dénir cette grandeur an de pouvoir la
comparer avec d’autres études.
On trace les diérentes dénitions de la vitesse moyenne en fonction du nombre de Shields sur la
gure 4.33.
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Figure 4.33 – Vitesses moyennes, adimensionnée par la vitesse de Stokes Vs, en fonction du nombre de Shields ;
(a) : avec la dénition (4.35), (b) : via les ajustements des PDF (voir gure 4.17) sans prise en compte du nombre
de Reynolds, (c) : à partir de la relation (4.17) avec ns dénie comme sur la gure 4.27 et (d) : moyenne non
pondérée de la vitesse des particules allant à plus de 2% de la vitesse de Stokes. (H) : Rep = 0:1, (I) : Rep = 1
et (N) : Rep = 10. On a aussi tracé les meilleurs ajustements quadratiques (ou linéaires pour U
seuil
p ) an de
montrer la tendance.
Pour chacune de ces dénitions de la vitesse moyenne (sauf pour U seuilp ), on obtient une dépendance
quadratique avec le nombre de Shields θ si on l’adimensionne avec la vitesse de Stokes Vs. Comme
mentionné dans la section 4.3.4, cette dépendance quadratique est à mettre en relation avec la dé-
pendance cubique du débit de grains et celle linéaire de la densité surfacique de particules mobiles ;
en eet, qsat = U
seuil
p n
seuil
s Vp, où Vp est le volume des grains. Pour la vitesse moyenne U
seuil
p , qui
varie linéairement avec θ, c’est nseuils qui varie de façon quadratique avec θ et on obtient encore une
dépendance cubique, vis-à-vis de θ, du débit de grains adimensionné par Vsd. Comme pour la den-
sité surfacique des particules mobiles, la vitesse moyenne des particules mobiles peut être dénie
de plusieurs façons et le comportement (variation avec Rep et θ) ainsi que les valeurs que prend
cette vitesse moyenne dépendent fortement du choix de la dénition. Par exemple, pour θ = 0.67 et
Rep = 10, U
(1)
p ' 15Vs et U seuilp ' 3Vs ; et puis UPDFp dépend moins du nombre de Reynolds parti-
culaire que les autres dénitions. Il est donc primordial d’expliciter systématiquement la dénition
de la vitesse moyenne utilisée (de même pour la densité surfacique de grains mobiles).
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4.4 Inuence des eets de lubrication
Dans cette partie, on utilise un modèle de lubrication an d’avoir une idée de l’inuence de cet
eet sur un écoulement granulaire. L’objectif n’est pas d’eectuer une étude détaillée des eets de
lubrication mais d’en étudier qualitativement l’impact sur l’écoulement granulaire an d’éclairer
notre interprétation lorsque nous comparons nos résultats (sans prise en compte du phénomène de
lubrication) à ceux des expériences ou des simulations utilisant un modèle de lubrication (comme
par exemple Derksen (2011)).
Lorsqu’une particule s’apprête à entrer en contact avec une autre particule (ou un mur), un lm de
uide se retrouve conné entre les deux surfaces et doit être drainé avant de permettre le contact.
L’écoulement d’un uide visqueux dans cette ne couche est causé par une forte surpression dans
l’interstice séparant les deux particules. Cette surpression entraîne une force répulsive sur les par-
ticules, notée Flub. Un calcul rigoureux (de Kim et Karrila (2013)) montre que le terme dominant à
courte distance de cette interaction vaut :
Flub =  3piηfd
2δ˙
8δ
, (4.40)
où δ est la distance séparant les deux particules et δ˙ la dérivée temporelle de cette distance. Si on
considère le contact entre les particules i et j, respectivement positionnées en ri et rj et de rayon
Ri et Rj alors δ = jri   rij   (Ri + Rj). On remarque que l’expression de cette force diverge au
moment du contact (δ = 0). Cette divergence a pour conséquence que deux particules parfaitement
lisses (une xe et l’autre soumise à son poids, par exemple) n’entreront en contact qu’au bout d’un
temps inni. En réalité, les particules ne sont jamais parfaitement lisses et possèdent des aspérités
en surface. La taille caractéristique de ces aspérités s’appelle la rugosité de surface de la particule
et est noté k. Les particules entrent donc en contact lorsque leurs aspérités respectives entrent en
contact, alors que le lm de uide n’a pas été entièrement évacué.
Cette force de lubrication provient donc de la géométrie de l’écoulement entre deux particules
lorsque la distance les séparant tend vers 0. Cela signie que pour capter ces eets numériquement,
il faut résoudre l’écoulement à cette échelle. Ici, nous utilisons un maillage dont la taille des cellules
∆x est constante et nous ne pouvons donc pas résoudre l’écoulement à cette échelle (sauf à mailler
l’ensemble du domaine de simulation avec un ranement déant l’entendement ce qui n’est pas
envisageable). On utilise alors une relation de fermeture permettant d’ajouter "à la main" ces eets
qui ne sont pas résolus par nos simulations. Le modèle de fermeture utilisé ici est celui de Brenner
(1961). Il donne l’expression de la force de lubrication Flub s’appliquant sur la particule i lorsqu’elle
s’approche d’une autre particule, numérotée j :
Flub =  6piηf ui  n  uj  n
δ + ke

RiRj
Ri +Rj
2
n, (4.41)
où ke représente la taille eective des rugosités des particules i et j et permet de régulariser la force
de lubrication pour δ = 0. En pratique, cette force est activée seulement lorsque la distance δ est
inférieure à une distance critique ∆lub. Seule la contribution normale des eets de lubrication est
modélisée ici (dans la direction n = rj−ri||rj−ri|| ) ; les eets hydrodynamiques dans la direction tangen-
tielle étant négligés. On ne rentrera pas dans les détails de leur modélisation ici mais il est important
de noter qu’ils ne sont pas pris en compte.
Ici, on utilise le modèle de fermeture (4.41) en prenant ke/d = 2  10−4 et ∆lub/d = 0.4. Derksen
(2011) utilise aussi un modèle de lubrication dont les paramètres ke/d et ∆lub/d ont les mêmes
valeurs qu’ici. On peut aussi noter que lors des expériences, on ne peut pas "désactiver" les eets de
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lubrication, que ce soit dans la direction normale ou tangente. On pourra donc aussi comparer les
résultats obtenus ici à ceux d’expériences.
On a eectué deux simulations en activant le modèle de fermeture ci-dessus, pour les paramètres adi-
mensionnés Rep = 1 et θ = 0.22 ou θ = 0.67. Nous nous limiterons à l’étude du régime permanent.
Le débit granulaire obtenu est représenté sur la gure 4.34.
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Figure 4.34 – Débit granulaire adimensionné par Vsd en fonction du nombre de Shields  pour Rep = 1. () :
présente méthode AVEC le modèle de lubrication ; () : présente méthode SANS le modèle de
lubrication. La n de la légende est la même que pour la gure 4.4 (b).
On constate que le débit granulaire obtenu diminue environ d’un facteur 2 lorsqu’on active le mo-
dèle de lubrication. Pour θ = 0.67, on obtient un débit supérieur à celui qu’obtient Derksen (2011)
pour Rep = 0.505 et inférieur à celui qu’il obtient pour Rep = 1.48. L’accord est remarquable avec
le modèle de Charru et al. (2004) (équation (4.19)). Pour θ = 0.22, on ne retombe pas sur cette
corrélation, mais on obtient tout de même un débit du même ordre que celui de Derksen (2011)
pour Rep = 1.48. La lubrication a donc un rôle important dans le transport de grains (du moins sa
contribution normale) et sa prise en compte permet d’obtenir des débits de grains bien plus proches
de ceux observés dans les expériences et les simulations prenant explicitement en compte les eets
de lubrication.
La gure 4.35 présente les prols moyens de fraction volumique solide φ(y) (dans le régime station-
naire) avec et sans prise en compte de ces eets.
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Figure 4.35 – Prols moyens de fraction volumique solide  dans le régime permanent ; (noir - -) : SANS ;
(rouge –) : AVEC, l’activation du modèle de lubrication (4.41) pour Rep = 1 et (a) :  = 0:22 ; (b) :  = 0:67.
La fraction volumique est calculée avec la méthode d’homogénéisation décrite dans la section 5.1, avec hg = d.
On observe sur la gure 4.35 que φ passe de sa valeur maximale φm ' 0.6 à 0 de façon plus abrupte
lorsque le modèle de lubrication est utilisé et que cet eet est plus marqué pour le plus grand
nombre de Shields (i.e. lorsque la couche de grains mobiles est plus épaisse). On remarque aussi que
le fond du lit s’est compacté davantage lorsque l’on a activé le modèle de lubrication. Les valeurs
de Hm, hbed, H∗b , etc... varient légèrement avec l’utilisation du modèle de lubrication. Par exemple,
Hm diminue de 0.46d pour θ = 0.67 et de 0.21d pour θ = 0.22 alors que H∗b augmente de 0.37d
pour θ = 0.67 et diminue de 0.14d pour θ = 0.22. Nous ne n’étudions pas l’inuence des eets de
la lubrication sur toutes les hauteurs dénies précédemment et nous nous limiterons à l’étude de
épaisseur de la couche de grains mobiles. Pour quantier l’eet de la lubrication sur cette dernière,
on reporte les valeurs de ∆H et de δh dans le tableau 4.2. On prend ∆H = ∆∗U0H (i.e. la version de
∆H où Hb est basée sur la vitesse seuil Vseuil = 1.67 10−3 γ˙d et est corrigée "à la main") et où δh
est dénie par l’équation (4.26).
SANS modèle de AVEC modèle de
lubrication lubrication
∆H θ = 0.22 2.05 d 2.06 d
θ = 0.67 4.08 d 3.03 d
δh θ = 0.22 0.74 d 0.76 d
θ = 0.67 1.09 d 1.02 d
Table 4.2 – Épaisseurs caractéristiques de la couche de grains mobiles H et h en utilisant, ou non, le modèle
de lubrication (4.41) pour Rep = 1,  = 0:22 et  = 0:67. On prend H = ∗U0H .
On constate que, pour θ = 0.67, l’épaisseur de grains en mouvement ∆H diminue lorsque l’on active
le modèle de lubrication mais qu’elle reste constante pour θ = 0.22. L’épaisseur caractéristique δh
semble quant à elle ne pas dépendre de l’activation, ou non, du modèle de lubrication. On trace
maintenant les prols de vitesse longitudinale Up(y) sur la gure 4.36.
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Figure 4.36 – Prols de vitesse longitudinale des particules, adimensionnée par la vitesse de Stokes, pour
Rep = 1. () :  = 0:67 SANS utiliser le modèle de lubrication, () :  = 0:67 AVEC le modèle de lubrication,
() :  = 0:22 AVEC le modèle de lubrication et () :  = 0:22 SANS utiliser le modèle de lubrication.
(a) : nuage de points (un point par particule et par instant du régime permanent utilisé pour le calcul des
moyennes). (b) : prols moyens dans le régime permanent obtenus via la méthode "simple" de prise de moyenne,
décrite dans la section 5.2.1.2, avec 16 sous-domaines dans l’épaisseur de la couche mobile. (- -) : prol
parabolique du modèle de Mouilleron et al. (2009) (équation (4.12)).
La gure 4.36 (a) montre que, pour une altitude donnée, les particules ont la même valeur de vitesse.
Pour θ = 0.67, les particules remontent moins haut au-dessus du lit si on prend en compte les eets
de lubrication et le nuage de points semble alors tronqué. Pour θ = 0.22, les nuages de points
se superposent relativement bien et les mêmes plages de hauteurs et de vitesses sont explorées
par les particules, que la lubrication soit prise en compte ou non. Si on regarde maintenant les
prols moyens sur la gure 4.36 (b), on constate que les prols moyens avec, ou sans, le modèle de
lubrication se superposent. On voit aussi ici que pour θ = 0.67, la hauteur maximale (et donc la
vitesse maximale atteinte) par les grains dépend de la prise en compte ou non de la lubrication,
alors que ce n’est pas le cas pour θ = 0.22. Cela signie que l’échelle de vitesse maximale n’est plus
θ2Vs = θγ˙d lorsqu’on prend en compte les eets de lubrication. An de pouvoir tracer ces prols
(avec lubrication) sur une même courbe, on met à l’échelle le prol pour θ = 0.67 "à la main" en
le multipliant par 27/Up,max ' 2 avant de le normaliser par θ2 Vs (27θ2 Vs étant la vitesse maximale
constatée sans la lubrication pour Rep = 1). On trace alors les prols obtenus sur la gure 4.37.
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Figure 4.37 – Prols de vitesse longitudinale normalisée des particules pour Rep = 1 (via la méthode "simple"
prise de moyenne volumique avec 16 sous-domaines dans la couche de grains mobiles). Les marqueurs sont
identiques à ceux de la gure 4.36. On a ajouté les marqueurs () qui correspondent au cas  = 0:67 AVEC le
modèle de lubrication mais pour lequel on a multiplié la vitesse par 27=Umax ' 2 an de la "mettre à
l’échelle". (a) : échelle linéaire. (b) : échelle log-log. (noir - -) : prol parabolique d’équation Up=(2 Vs) = 27 ~Y 2 ;
(rouge - -) : prol cubique obtenu pourRep = 1, sans la prise en compte de la lubrication, Up=(2 Vs) = 27 ~Y 3.
La gure 4.37 (a) montre que l’on peut toujours normaliser les prols de vitesse particulaire an
d’obtenir une courbe "universelle" lorsque l’on prend en compte les eets de lubrication. Toutefois,
comme expliqué précédemment, le facteur de normalisation n’est plus simplement θ2Vs. On peut
tout de même noter que la courbe "universelle" semble avoir la même forme (en Y˜ 3) que sans uti-
liser de modèle de lubrication. La gure 4.37 (b) montre que l’exposant de Y˜ dans l’expression du
prol de vitesse granulaire est eectivement 3 avec le modèle de lubrication (au moins pour les
vitesses vériant Up > 4 θ2 Vs).
On trace les PDF pour la vitesse des grains dans le sens de l’écoulement Up sur la gure 4.38, dans
la direction transversale Wp sur la gure 4.39 et dans la direction verticale Vp sur la gure 4.40.
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Figure 4.38 – Distributions de probabilité de vitesse longitudinale des grains Up, adimensionnée par la vitesse
de Stokes, dans le sens de l’écoulement pour Rep = 1. (a) :  = 0:22 ; (b) :  = 0:67 ; (–) : SANS modèle de
lubrication ; (–) : AVEC modèle de lubrication. Ajustements par des distributions exponentielles (équation
(4.31)) avec, pour la gure (a), (- -) : Up = 0:390Vs = 9:75 10−2 _d ; (- -) : Up = 0:183Vs = 4:57 10−2 _d
et pour la gure (b), (- -) : Up = 3:65Vs = 0:304 _d ; (- -) : Up = 1:11Vs = 9:26 10−2 _d.
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Figure 4.39 – Distributions de probabilité de vitesse transversale des grainsWp, adimensionnée par la vitesse
de Stokes, perpendiculairement à l’écoulement pour Rep = 1. (a) :  = 0:22 ; (b) :  = 0:67 ; (–) : SANS modèle
de lubrication ; (–) : AVEC modèle de lubrication. Ajustements par des distributions exponentielles (équation
(4.32)) avec, pour la gure (a), (- -) : W = 9:30 10−2 Vs = 2:32 10−2 _d ;
(- -) : W = 8:91 10−2 Vs = 2:23 10−2 _d et pour la gure (b), (- -) : W = 0:255Vs = 1:87 10−2 _d ;
(- -) : W = 0:191Vs = 1:59 10−2 _d.
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Figure 4.40 – Distributions de probabilité de vitesse verticale des grains Vp, adimensionnée par la vitesse de
Stokes, pour Rep = 1. (a) :  = 0:22 ; (b) :  = 0:67 ; (–) : SANS modèle de lubrication ; (–) : AVEC modèle de
lubrication. Ajustements par des distributions exponentielles (équation (4.33)) avec, pour la gure (a),
(- -) : V = 0:125Vs = 3:12 10−2 _d ; (- -) : V = 0:111Vs = 2:78 10−2 _d et pour la gure (b),
(- -) : V = 0:335Vs = 2:79 10−2 _d ; (- -) : V = 0:231Vs = 1:92 10−2 _d.
La gure 4.38 montre que les distributions de probabilité de vitesse des grains dans le sens de l’écou-
lement peuvent encore être approchées par des distributions exponentielles lorsqu’on active le mo-
dèle de lubrication. La vitesse moyenne des particules est alors réduite d’un facteur 2 environ pour
θ = 0.22 et 3 pour θ = 0.67. Les gures 4.39 et 4.40 montrent que la forme des distributions des
vitesses perpendiculaires au sens de l’écoulement n’est pas non plus aectée par l’utilisation d’un
modèle de lubrication, on utilise aussi les distributions (4.32) et (4.33) ici. La largeur de ces distri-
butions diminue lorsque l’on prend en compte la lubrication et cette diminution est plus grande
pour les grandes valeur de nombre de Shields θ. Elle est de 5  10% pour θ = 0.22 et de 25  30%
pour θ = 0.67. L’eet principal de l’utilisation d’un modèle de lubrication sur les distributions de
vitesses des grains est donc une diminution de la vitesse des particules dans le sens de l’écoulement.
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On a déjà remarqué que θ2 Vs = θ γ˙d n’était plus la bonne échelle pour décrire la vitesse des par-
ticules dans le sens de l’écoulement. Les gures 4.39 et 4.40 montrent que θ Vs = γ˙d n’est plus la
bonne échelle de vitesse pour les vitesses perpendiculaires à l’écoulement. En eet, le rapport de la
largeur δW lorsqu’on active le modèle de lubrication et de celle lorsqu’il reste inactif serait constant
par rapport à θ si c’était le cas (de même pour δV ).
Grâce aux ajustements de la gure 4.38, on obtient les valeurs de vitesse moyenne des particules
U
PDF
p . On calcule également la vitesse moyenne U
seuil
p en prenant Vseuil = 0.02Vs et on présente
les valeurs de vitesse moyenne obtenues dans le tableau 4.3. Connaissant le débit volumique de
grains, on détermine aussi nseuils et nPDFs à l’aide de la relation (4.17) et on présente ensuite ces va-
leurs dans le tableau 4.4. Nous n’étudierons ni les vitesses moyennes U (1)p et U
dist
p , ni les densités
surfaciques de grains mobiles qui y sont associées, n(1)s et ndists , ici .
SANS modèle de AVEC modèle de
lubrication lubrication
θ = 0.22 U
seuil
p /Vs 0.46 0.28
U
PDF
p /Vs 0.39 0.18
θ = 0.67 U
seuil
p /Vs 1.65 0.73
U
PDF
p /Vs 3.65 1.11
Table 4.3 – Vitesses moyennes des grains de la couche de grains mobiles U seuilp et U
PDF
p , adimensionnée par
la vitesse de Stokes, en utilisant, ou non, le modèle de lubrication (4.41) pour Rep = 1,  = 0:22 et  = 0:67.
Pour calculer U seuilp , on utilise Vseuil = 0:02Vs.
SANS modèle de AVEC modèle de
lubrication lubrication
θ = 0.22 nseuils d
2 0.38 0.32
nPDFs d
2 0.46 0.48
θ = 0.67 nseuils d
2 3.07 3.02
nPDFs d
2 1.39 2.00
Table 4.4 – Densités surfaciques de grains mobiles nseuils d2 et nPDFs d2 en utilisant, ou non, le modèle de
lubrication (4.41) pour Rep = 1,  = 0:22 et  = 0:67.
On peut voir sur le tableau 4.3 que la vitesse moyenne des particules diminue lorsque l’on prend
en compte les eets de lubrication (d’un facteur 2 à 3 environ ici). Plus le nombre de Shields est
grand, plus cette diminution est grande (en proportion). De plus, les diérentes dénitions de la
vitesse moyenne ne "répondent" pas de la même façon au changement de modèle de contact et aux
variations du nombre de Shields.
Le tableau 4.4 montre que la densité surfacique de particules mobiles ne dépend pas, ou peu, de
l’utilisation du modèle de lubrication. Pour θ = 0.22, ns ne semble dépendre que de la dénition
que l’on utilise. Pour θ = 0.67, nseuils ne dépend pas de la lubrication et nPDFs augmente d’environ
50% si on prend en compte la lubrication.
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On a vu que le débit volumique de grains était divisé par environ 2 si on ajoutait le modèle de lu-
brication. Puisque nseuils ne dépend pas de l’utilisation, ou non, d’un tel modèle, alors d’après la
relation (4.17), la vitesse moyenne des particules U seuilp doit être divisé par environ 2. C’est eec-
tivement ce que l’on constate dans le tableau 4.3. Le couple (U seuilp , nseuils ) permet de décorréler la
"dépendance à la lubrication" : U seuilp en dépend mais pas nseuils . Pour les autres couples de vitesse
moyenne et densité surfacique de grains mobiles, les deux varient lorsqu’on active, ou désactive, le
modèle de lubrication. Les dénitions basées sur un seuil de vitesse ne sont pas les plus élégantes
mais ce sont sans doute celles qui sont les plus simples à interpréter. On peut donc en conclure que la
quantité de particules en mouvement ne dépend pas des eets de lubrication mais que leur vitesse
moyenne si ; plus les eets de lubrication sont intenses, moins les particules vont vite.
Dans le cadre de cette étude, sans l’ajout du modèle de lubrication présenté ci-dessus, nous résol-
vons l’écoulement de uide entre les grains jusqu’à ce que les fonctions α dénissant la fraction
volumique solide de chaque particule se recouvrent, c’est-à-dire pour δ  ∆. Nous captons donc les
eets de lubrication uniquement lorsqu’ils sont faibles (δ  ∆) et puis pour δ  ∆ on cesse de
les capter et la force Flub sature. Cela correspond donc à prendre une rugosité du même ordre de
grandeur que l’épaisseur caractéristique des frontières IBM ke  ∆. An d’appuyer cet armation,
on peut retourner à la section 3.4 et comparer les cas C et D. Ils possèdent le même ranement
spatial mais des épaisseurs de frontières immergées diérentes (comparées au diamètre des grains).
Le débit granulaire est plus faible pour le cas D or c’est le cas qui correspond à la plus petite taille
eective des rugosités. Ceci est cohérent car plus la rugosité est faible, plus la dissipation visqueuse
est grande et donc, plus le débit est faible.
Pour conclure sur la lubrication, le principal résultat est que le débit granulaire dépend fortement
de sa prise en compte. La force notée Flub cache en fait la dissipation visqueuse due au drainage du
lm liquide séparant deux particules lors d’un contact : moins les particules sont rugueuses, plus les
forces de lubrication sont grandes, et donc plus la dissipation est forte et alors plus le débit granu-
laire est faible. Ici en passant de ke/d  ∆x/d = 0.1 à ke/d = 2  10−4, on a divisé par environ 2
le débit de grains.
D’après la relation (4.17), cette variation du débit se répartit entre la densité surfacique de grains
mobiles et leur vitesse moyenne. C’est la vitesse moyenne des particules qui varie le plus alors que
leur densité surfacique n’en est pratiquement pas impactée (en s’appuyant sur les dénitions in-
dicées "seuil"). Bien que le nombre de particules mobiles par unité de surface ne dépende pas des
eets de lubrication, leur répartition verticale s’en trouve tout de même modiée. La compacité φ
passe de façon plus abrupte de sa valeur maximale à 0 si on active le modèle de lubrication. Il en
résulte une légère diminution de la hauteur moyenne du lit de grains (qui est au moins en partie due
à la compaction du lit en profondeur) ainsi qu’une diminution de l’épaisseur de la couche de grains
mobile. Cette dernière n’est pas modiée pour θ = 0.22 et diminue d’environ 25% pour θ = 0.67 (en
s’appuyant sur l’épaisseur ∆H). L’épaisseur caractéristique δh ne dépend quant à elle pas des eets
de lubrication. Cela signie que le prol de φUp(y hbed) ne dépend pas de la force de lubrication
(normale).
Ensuite, le prol de vitesse normalisée des particules n’est pas modié par les eets de lubrication
bien que l’échelle de vitesse à prendre en compte ne soit plus θ2Vs dans ce cas là. Les distributions
de vitesses des grains peuvent toujours être décrite comme des décroissances exponentielles. Les
paramètres de ces distributions (Up, δV et δW ) dépendent des eets de lubrication. Nous avons déjà
évoqué la diminution de la vitesse moyenne des particules. Les dispersions des vitesses perpendi-
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culairement à l’écoulement sont du même ordre de grandeur avec ou sans utilisation du modèle de
lubrication. Si on les normalise à l’aide de la vitesse de Stokes, elles diminuent de 5% pour θ = 0.22
et de 25% pour θ = 0.67. Leur évolution n’est donc plus linéaire avec θ et alors δV /γ˙d et δW/γ˙d ne
sont plus indépendant du nombre de Shields θ.
On rappelle que le modèle utilisé ici néglige les eets tangentiels de lubrication et que tout ce qui
précède n’est a priori plus vrai si on utilisait une modélisation de l’ensemble des eets de lubrica-
tion.
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Dans ce chapitre, on eectue un changement d’échelle ; dans le sens où l’on cesse de décrire le lit
de grains comme une population de particules ayant chacune une position et une vitesse (quantités
microscopiques) et on souhaite en obtenir une description continue. En fait, on a déjà manipulé ce
type de grandeur dans les chapitres précédents, lorsqu’on a tracé des prols de vitesse moyenne
(via la méthode précédemment dénommée prise de moyenne volumique "simple") ou de fraction
volumique des grains (via la méthode développée dans ce chapitre). Jackson (2000) développe ri-
goureusement le formalisme de changement d’échelle à l’aide d’intégrales volumiques. Il en déduit
le système d’équations décrivant l’évolution des phases équivalentes granulaire et uide, que nous
appellerons système mésoscopique. Certains des termes de ce système s’expriment naturellement à
partir des grandeurs mésoscopiques et d’autres à partir de grandeurs microscopiques. Á l’aide de la
méthode IBM-DEM utilisée ici, nous sommes en mesure de calculer tous les termes des équations
mésoscopiques à partir des données microscopiques. L’objectif est ensuite d’exprimer ce système
d’équations uniquement à l’aide de grandeurs mésoscopiques et non plus à partir des grandeurs mi-
croscopiques, an de fermer le problème mésoscopique.
Finalement, on tentera de décrire le système considéré avec une échelle de description encore plus
grande, à l’aide de grandeurs macroscopiques. Le problème de l’écoulement d’un lit de grains cisaillé
par le uide environnant est alors réduit à une condition limite équivalente pour l’écoulement du
uide.
Cette façon d’aborder ce problème à échelles multiples s’inscrit dans un ensemble de méthodes
appelées méthodes d’homogénéisations (Whitaker (2013)). L’objectif de ces méthodes est de pro-
poser des équations eectives qui décrivent le comportement du système considéré dans la limite
où la petite échelle tend vers 0 (Darcy (1856); Taylor (1953)). Les hétérogénéités présentent à petite
échelle sont alors eacées du problème ; qu’elles soient périodiques, pseudo-périodiques, ou aléa-
toires avec des propriétés de stationnarité et d’ergodicité. Dans le cas d’hétérogénéités périodiques,
l’utilisation de méthodes s’appuyant sur des développements asymptotiques des équations décrivant
la petite échelle Whitaker (1986) est possible et pour des hétérogénéités aléatoires, on eectue des
prises de moyennes (Slattery (1967); Jackson (2000)) (qui se justient via une description du pro-
blème en processus de MARKOV (Kolmogorov (1936))). C’est dans ce second contexte (hétérogénéités
aléatoires et prises de moyennes) que s’inscrit la méthode de passage de l’échelle microscopique à
l’échelle mésoscopique présentée ici. Le second changement d’échelle, pour passer de l’échelle mé-
soscopique à l’échelle macroscopique, s’appuie quant à lui sur une méthode asymptotique (Mei et
Vernescu (2010); Zampogna et Bottaro (2016); Bottaro (2019)).
5.1 De l’échelle microscopique à l’échelle mésoscopique
Nous avons réalisé des simulations complètement résolues d’un lit granulaire immergé (échelle mi-
croscopique) et nous voulons le décrire à l’aide de champs continus (échelle mésoscopique). Ce chan-
gement d’échelle est schématisé sur la gure 5.1. Pour eectuer le changement d’échelle allant de
l’échelle microscopique à l’échelle mésoscopique, Jackson (2000) propose une procédure de prise de
moyenne spatiale. Les idées principales de cette méthode sont développées ci-dessous, pour plus de
détails voir Jackson (1997, 2000). Pour rappel, ici nous étudions un problème stationnaire et nous
eectuons donc des moyennes temporelles. Pour des raisons de lisibilité, nous omettons cet aspect
de la méthode lorsqu’on présente les méthodes de prise de moyenne spatiale mais les grandeurs
présentées sont systématiquement moyennées temporellement.
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Figure 5.1 – Schéma représentant le problème d’un écoulement granulaire cisaillé à l’échelle microscopique (a)
et à l’échelle mésoscopique (b).
5.1.1 Fractions volumiques locales
Lors du passage de l’échelle microscopique à l’échelle mésoscopique, le volume local occupé par les
grains est décrit par la fraction volumique de solide φ. De façon équivalente, le volume occupé par le
uide dans le milieu poreux associé au lit granulaire est caractérisé par la fraction volumique uide
. Bien entendu par conservation de la masse totale du système, +φ = 1 mais la fraction volumique
de chaque phase n’est pas nécessaire constante (compressibilité du milieu granulaire). Les fractions
volumiques de uide  et de solide φ sont dénies localement, à la position x, par :
(x) =
Z
Vf
g(jx  yj)dvy, (5.1)
et
φ(x) =
X
p
Z
Vp
g(jx  yj)dvy, (5.2)
où g est une fonction de pondération, diérentiable, normalisée sur l’ensemble du domaine (i.e.R
Vtot
g dv = 1) et avec une extension spatiale caractéristique hg ; Vp correspond au volume de la
particule p, Vf au volume occupé par le uide. On peut remarquer qu’on a bien  + φ = 1 puisque
Vf +
P
p Vp = Vtot. Si en plus, on suppose que les grains sont rigides, sphériques et tous identiques,
on peut aussi dénir la densité volumique de grains par :
n(x) =
X
p
g(jx  xpj), (5.3)
où xp est la position du centre de la particule p. On peut remarquer qu’en partant de la dénition
de φ (équation (5.2)) et en eectuant un développement limité de g autour de x  xp, on aboutit à la
relation attendue entre φ et n :
φ(x) = Vp n(x). (5.4)
Cette relation correspond au terme d’ordre 0 du développement de limité et le terme d’ordre 1 est nul.
Ce développement suppose que x  xp  hg pour toutes les valeurs de y. On a donc implicitement
supposé que le rayon d/2 des particules satisfaisait l’inégalité d/2  hg an d’obtenir l’équation
(5.4). Cette condition correspond donc à l’hypothèse de séparation d’échelle nécessaire à la validité
de cette approche et mentionnée précédemment. On a également supposé que toutes les particules
possédait le même volume Vp an d’aboutir à la relation (5.4).
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5.1.2 Grandeurs mésoscopiques
On peut ensuite dénir diérentes moyennes pour une grandeur arbitraire G. (G peut par exemple
représenter un champ de vitesse ou de contrainte.) :
• La moyenne sur la phase uide (uid phase average) hGif dénie par :
hGif (x) = 1
(x)
Z
Vf
G(y)g(jx  yj)dvy. (5.5)
• La moyenne sur la phase solide (solid phase average) hGis dénie par :
hGis(x) = 1
φ(x)
X
p
Z
Vp
G(y)g(jx  yj)dvy. (5.6)
• La moyenne sur la phase granulaire (particle phase average) hGip dénie par :
hGip(x) = 1
n(x)
X
p
Gpg(jx  xpj), (5.7)
où Gp est la valeur de la quantité G pour la particule p (sa vitesse de translation dans une
direction donnée par exemple).
Ces diérentes moyennes volumiques (notées avec des hi) dénissent les grandeurs qu’on qualiera
de mésoscopiques, contrairement aux valeurs locales de G qu’on appelle des quantités microsco-
piques.
La moyenne sur la phase granulaire (5.7) est une simplication de la moyenne sur la phase solide
(5.6) dans le cas de particules non déformables. On introduit ces deux notations car certains termes
des équations développées par la suite apparaissent naturellement via l’une ou l’autre de ces formu-
lations. Dans le cas de particules indéformables, la vitesse en tous points de la particules est n’est pas
quelconque et peut se décomposer en une translation et une rotation. Sachant cela et en eectuant
un développement limité de g au centre des particules, on peut obtenir l’équation (5.7) à partir de
l’équation (5.6) (comme pour obtenir la relation (5.4)). De façon générale, pour des particules so-
lides, les quantités notées hip sont égales aux quantités notées his, à l’ordre 0 en d/L. Dans la suite,
on garde une écriture rigoureuse des diérents termes mais on parle indiéremment des grandeurs
"solides" ou "particulaires", que l’on réuni sous le même nom de "granulaire".
5.1.3 Conservation de la masse à l’échelle mésoscopique
Modèle à deux phases
Les grains sont considérés solides et le uide interstitiel incompressible, les équations de conserva-
tion de la masse ou du volume sont donc équivalentes ici. La méthode de prise de moyenne volumique
développée dans ce chapitre peut être appliquée à l’équation microscopique de conservation de la
masse, aussi appelée équation de continuité. Pour la phase granulaire, on eectue par exemple un
bilan de masse sur un volume dV entre les instant t et t+dt an d’obtenir l’équation de conservation
correspondante pour cette phase. On obtient alors les équations mésoscopiques de conservation de
la masse pour les deux phases apparentes, uide et granulaire :
∂
∂t
+r  (huif ) = 0, (5.8)
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et
∂φ
∂t
+r  (φhuis) = 0. (5.9)
En terme de densité de particules, l’équation (5.9) se réécrit :
∂n
∂t
+r  (nhuip) = 0. (5.10)
Bien que le uide utilisé soit incompressible, l’équation de conservation du volume pour la phase
uide (5.8) est celle d’un uide équivalent qui est compressible. Cette compressibilité apparente de
la phase uide vient du fait que la densité locale de particule peut varier spatialement et temporel-
lement. Ici, nous considérons un régime stationnaire et alors les termes de dérivées temporelle sont
nuls. De plus, dans la géométrie considérée, on a grad(n) k ey et huif,p,s k ex pour des raisons de
symétrie. Dans ce cas, les équations (5.8), (5.9) et (5.10) sont réduites à :
r  huif = 0, (5.11)
et
r  huip,s = 0. (5.12)
Finalement, pour l’écoulement considéré, bien que les phases apparentes soient compressibles, l’écou-
lement mésoscopique de chaque phase est quant à lui incompressible.
Modèle à une phase
Pour le moment, nous avons décrit le uide et le milieu granulaire au travers de deux phases équi-
valentes. On souhaite maintenant abandonner cette description à deux phases pour ne décrire plus
qu’une seule phase apparente : la phase de mélange. Pour imager cette représentation du système,
cela revient à parler de boue et plus d’un mélange d’eau et de particules sédimentaires (limons et
argiles). On dénit la vitesse apparente de cette phase équivalente huim comme :
ρ¯ huim = ρp φ huis + ρf  huif , (5.13)
où ρ¯ = φ ρp +  ρf est la masse volumique locale du mélange. Il s’agit de la moyenne massique des
vitesses de chaque phase. La modélisation à une phase a principalement un intérêt dans le cas où
les vitesses des deux phases sont presque les mêmes ; dans les autres cas, il est souvent dicile de
donner un sens à huim.
Si on multiplie l’équation (5.8) par ρf et l’équation (5.9) par ρp avant de les sommer, on obtient
l’équation de conservation de la masse pour la phase de mélange :
∂ρ¯
∂t
+r  (ρ¯huim) = 0. (5.14)
La phase de mélange n’a pas une densité constante, on ne peut donc pas conclure quant à sa com-
pressibilité dans le cas général.
On peut nalement dénir une quatrième vitesse moyenne, la vitesse de mélange hui (à ne pas
confondre avec la vitesse de la phase de mélange huim). On la dénit comme la moyenne volumique
(et non la moyenne massique) des vitesses des phases uide et granulaire :
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hui = φ huis +  huif . (5.15)
La somme des équations (5.8) et (5.9) montre que cette vitesse satisfait l’équation suivante :
r  hui = 0. (5.16)
La vitesse de mélange hui est donc incompressible (dans le cas général) contrairement aux vitesses
des phases uide, granulaire et de mélange.
5.1.4 Conservation de la quantité demouvement à l’échelle mésoscopique
Modèle à deux phases
Jackson (2000) applique la méthode de prise de moyennes présentée dans ce chapitre aux équations
microscopiques (équations de Navier-Stokes (2.1) et équations de conservation de la quantité de
mouvement des grains (2.3) et (2.4)) et obtient le système d’équations mésoscopiques vérié par
les grandeurs mésoscopiques. Les équations de conservation de la quantité de mouvement pour les
phases équivalentes prennent la forme suivante :
ρf
Dfhuif
Dt
= r f   φr f   n hf1ip + ρfg +O
 
d
L
2!
, (5.17)
ρpφ
Dphuip
Dt
= r p + φr f + n hf1ip + ρpφg +O
 
d
L
2!
, (5.18)
où L est une échelle de longueur macroscopique. n hfip = n hf1ip +φrf correspond à l’interac-
tion hydrodynamique moyenne entre les particules et le uide, elle est la contribution de la poussée
d’Archimède et du reste des interactions hydrodynamiques (forces de traînée, de portance, de masse
ajoutée, de Basset, les corrections de Faxén, etc...). f et p sont respectivement le tenseur appa-
rent des contraintes dans les phases uide et granulaire. DX(·)
Dt
= ∂(·)
∂t
+ huiX  r() correspond à la
dérivée convective de la quantité () transportée à la vitesse de la phase X , c’est-à-dire huiX (avec
X = p, f, m). Ces termes s’expriment de la façon suivante :
n(x) hfip(x) =
X
p
g(jx  xpj)
Z
Sp
(σ  n) dS, (5.19)
f = hσif + nhsfip   ρfhu′ 
 u′if , (5.20)
p = nhssip   ρpφhu′ 
 u′ip, (5.21)
où hσif représente la moyenne sur la phase uide des contraintes (microscopiques) dans le uide
(déni par l’équation (2.7)), u′ = u  huif,p représente les uctuations spatiales de la vitesse huif,p
et les tenseurs hsfip et hssip s’écrivent :
nhsfip(x) = d
2
X
p
g(jx  xpj)
Z
Sp
(σ  n)
 n dS, (5.22)
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et
nhssip(x) = d
2
X
p
g(jx  xpj)
X
q 6=p
fc
pq 
 npq, (5.23)
où fcpq correspond à la force exercée par la particule q sur la particule p à leur point de contact et
npq = xq−xp||xq−xp|| est le vecteur normal à la particule p au niveau de son point de contact avec la par-
ticule q et dirigé vers l’extérieur. On peut remarquer que les contraintes apparentes dans la phase
uide possèdent une contribution des grains au travers du tenseur nhsfip. Une dérivation détaillée
des équations (5.17) et (5.18) est disponible dans Jackson (1997, 2000).
On peut calculer le terme n hf1ip grâce à l’équation (5.19) en utilisant la même méthode que celle
décrite dans la section 2.3.1.4. Le calcul du terme nhssip ne pose pas de problème particulier puisque
la méthode de résolution de la phase granulaire calcule explicitement les forces de contact fcpq. Par
contre, le calcul du terme nhsfip n’est pas possible avec l’expression (5.22) car les interfaces des
particules sont diuses avec la méthode IBM; il nous est donc impossible de calculer des intégrales
surfaciques. On dérive alors une autre expression de ce tenseur s’appuyant sur des intégrales volu-
miques au lieu d’intégrales de surface. On obtient l’expression suivante de nhsfip :
nhsfip(x) = d
2
X
p
g(jx  xpj)
Z
Vp

σ + ρf
du
dt

 r  ρf fIBM 
 r

dv. (5.24)
Une démonstration de cette relation est disponible dans l’annexe D.
Le système d’équations mésoscopiques, (5.17) et (5.18), décrit l’évolution des vitesses des phases ap-
parentes uide et granulaire à l’échelle mésoscopique. Les termes Σf , Σp et nhf1ip font intervenir
des quantités microscopiques dans leur calcul et ne possèdent pas d’expression ne faisant intervenir
que des grandeurs mésoscopiques. An que la description mésoscopique du problème soit susante
pour résoudre cet écoulement, on doit modéliser ces trois termes et les exprimer uniquement en fonc-
tion de quantités mésoscopiques. De telles expressions sont communément appelées des relations
de fermeture pour le système d’équation mésoscopique (i.e. elles ferment le problème mésoscopique
et le rendent auto-susant).
Dans le cas d’un écoulement cisaillé simple, on peut simplier le système mésoscopique obtenu en
utilisant les invariants et symétries du problème considéré. Le problème est invariant par translation
selon x et selon z donc les diérentes grandeurs ne peuvent que être fonction de la coordonnée ver-
ticale y. De plus, le système est symétrique par rapport à tous plans d’équation z = z0 (quelque soit
la valeur de z0) donc les vitesses mésoscopiques selon z sont nulles. Finalement, on étudie unique-
ment le régime stationnaire et donc les dérivées temporelles sont nulles (invariance par translation
dans le temps). On peut donc réécrire les équations de conservation de la quantité de mouvement
((5.17) et (5.18)) en prenant en compte ces informations. Il vient alors, en projetant les équations
vectorielles (5.17) et (5.18) sur les axes x, y et z :
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8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
phase uide :
8>>>><>>>>:
 ρfhuyif ∂huxi
f
∂y
=
∂Σfxy
∂y
  φ ∂Σ
f
xy
∂y
  n hf1ipx,
 ρfhuyif ∂huyi
f
∂y
=
∂Σfyy
∂y
  φ ∂Σ
f
yy
∂y
  n hf1ipy + ρf  gy,
huzif = 0.
phase granulaire :
8>>>><>>>>:
φ ρphuyip ∂huxi
p
∂y
=
∂Σpxy
∂y
+ φ
∂Σfxy
∂y
+ n hf1ipx,
φ ρphuyip ∂huyi
p
∂y
=
∂Σpyy
∂y
+ φ
∂Σfyy
∂y
+ n hf1ipy + ρp φ gy,
huzip = 0.
(5.25)
Modèle à une phase
La forme générale de l’équation mésoscopique de conservation de la quantité de mouvement de la
phase de mélange s’écrit (Jackson (1997, 2000)) :
ρ¯
Dmhuim
Dt
= r tot + ρ¯g +O
 
d
L
2!
, (5.26)
où tot = p + f est la contrainte apparente totale. Si on compare cette équation aux équations
mésoscopiques pour chaque phase (équations (5.18) et (5.17)), on remarque que les termes corres-
pondant à la poussée d’Archimède et aux interactions hydrodynamiques disparaissent. Ces deux
termes modélisent les transferts de quantité de mouvement entre les phases équivalentes uide et
granulaire ; lorsqu’on considère ces deux phases en même temps, ces forces deviennent internes au
système et n’apparaissent donc plus dans le bilan de quantité de mouvement.
Trouver les relations de fermeture pour la phase de mélange consiste donc, simplement, à exprimer
le tenseur Σtot en fonction de quantités mésoscopiques. Il n’est pas nécessaire de trouver des ex-
pressions individuelles pour Σf et Σp. Il n’est pas non plus nécessaire d’exprimer le couplage nhfif
entre les phases apparentes uide et granulaire en fonction des grandeurs mésoscopiques, ce terme
n’intervenant plus dans le cas de la phase de mélange.
De la même façon que pour les phases uide et granulaire, on peut utiliser les invariants et symétries
du problème an de simplier le système d’équations vérié par la phase de mélange. On obtient
alors après projection :
phase de mélange :
8>>>><>>>>:
ρ¯huyim∂huxi
m
∂y
=
∂Σtotxy
∂y
,
ρ¯huyim∂huyi
m
∂y
=
∂Σtotyy
∂y
+ ρ¯g,
huzif = 0.
(5.27)
5.1.5 Fonction de pondération & volume élémentaire représentatif
On doit maintenant se donner une fonction de pondération adaptée à notre problème an de pouvoir
calculer les moyennes volumiques dénies par les équations (5.5), (5.6) et (5.7). Nous avons choisi
d’utiliser la fonction poids gaussienne, centrée en x, dénie par :
132
g : x  x’ 7 ! g (jx  x’j) = 1
LxLz
e
−

y y0
hg
2
R Ly
0
e
−

y y"
hg
2
dy”
, (5.28)
où hg est la taille caractéristique du volume de prise de moyenne ; y est la coordonnée verticale du
vecteur x et y′ celle du vecteur x′. Cette fonction de pondération est invariante dans les directions
horizontales x et z et est gaussienne dans la direction verticale y. La gure 5.2 montre le prol
vertical de cette fonction de pondération lorsqu’elle est centrée en hbed.
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Figure 5.2 – Prol vertical montrant les valeurs prises par la fonction de pondération g dénie par la
relation (5.28). Ici, g est centrée en y = hbed et hg = d.
Par conséquent, nous somme désormais en mesure de calculer tous les termes des équations méso-
scopiques à partir de la méthode de résolution (IBM-DEM). Eectuer le changement d’échelle entre
les échelles microscopique et macroscopique consiste maintenant à vérier que ces équations sont
eectivement suivies par les champs mésoscopiques et à trouver des expressions de f , p and
n hfip dépendant uniquement des quantités mésoscopiques (i.e. des relations de fermeture du sys-
tème mésoscopique).
Cette fonction poids dénit un volume, localisé autour d’un point, sur lequel on calcule les valeurs
homogénéisées en ce point. On appelle ce volume un Volume Élémentaire Représentatif (VER) s’il
remplit un certain nombre de conditions. Il doit être susamment petit pour obtenir une description
locale (i.e. élémentaire) mais susamment grand pour que les moyennes calculées dans ce volume
soient représentatives. Pour que la fonction de pondération g dénisse un volume qui puisse être
considéré comme élémentaire et représentatif, il doit satisfaire deux inégalités. Il faut que d  hg
pour obtenir des valeurs signicatives des moyennes spatiales calculées mais il faut aussi satisfaire
l’inégalité hg  L an d’avoir une bonne précision spatiale, où L est une échelle de longueur
macroscopique. Ces inégalités forment l’hypothèse de séparation d’échelles. Les méthodes d’homogé-
néisations n’ont de sens que lorsque qu’un tel volume existe.
Le volume ainsi déni par la fonction g est dius, contrairement au volume déni dans la méthode
"simple" de prise de moyenne volumique qui utilise une fonction de pondération constante sur un
certain volume et nulle en dehors de ce volume (voir la section 5.2.1.2). Le caractère dius du VER
est nécessaire à l’obtention des équations mésoscopiques car on a besoin d’eectuer des développe-
ments limités de la fonction g ( à l’ordre 1 ici), elle doit donc être dérivable dans tout l’espace.
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Comme on peut le voir sur la gure 5.2, si hg = d alors g est non négligeable sur une bande de largeur
 4d. Ici, hg n’est pas très grand devant d et c’est pour cette raison qu’on eectue également une prise
de moyenne temporelle après la prise de moyenne volumique. Toutefois, comme on l’a mentionné
au chapitre 3, cette démarche ne permet pas toujours de compenser les limites de notre prise de
moyenne volumique, en particulier dans la partie statique du lit de grains. D’autre part, l’épaisseur
caractéristique de la fonction de pondération hg est du même ordre de grandeur que l’épaisseur de la
couche de grains mobiles ∆H (qui mesure entre 1.5 et 4d pour les nombres de Shields θ considérés
ici). Si on souhaite résoudre spatialement l’écoulement dans cette couche, on considère L = ∆H
comme échelle de longueur pour l’échelle mésoscopique. On se rend alors compte que la seconde
inégalité constituant l’hypothèse de changement d’échelle n’est vériée que dans une certaine limite
(et plutôt pour les grandes valeurs de θ, pour lesquelles ∆H est "grande").
L’hypothèse de séparation d’échelles n’étant souvent que partiellement vériée dans le contexte de
cette étude, en particulier au niveau de la surface du lit de grains (qui correspond à une variation
du système s’eectuant sur une distance d’environ d). Il sera donc nécessaire de systématiquement
vérier l’inuence de l’épaisseur caractéristique hg sur les résultats obtenus.
5.2 Description mésoscopique d’un lit de grains soumis à un
écoulement cisaillé
On présente maintenant l’allure des diérents termes des équations mésoscopiques (équations (5.17)
et (5.18)) en s’appuyant sur les résultats obtenus pour un jeu de paramètre sans dimension donné.
On utilise le cas correspondant à un nombre de Reynolds particulaire Rep = 1 et un nombre de
Shields θ = 0.67, pour un rapport de densité r = 2.5.
On s’intéresse d’abord aux fractions volumiques et aux vitesses moyennes des deux phases pour dif-
férentes épaisseurs caractéristique du VER hg. On présente ensuite l’équilibre dynamique de chaque
phase apparente et on en déduit nalement la rhéologie apparente de ces phases équivalentes. On
considérera également la phase de mélange, prenant à la fois en compte les phases uide et gra-
nulaire. L’inuence de l’épaisseur caractéristique du volume de prise de moyenne hg et celle des
nombres sans dimensions Rep et θ est étudiée dans ce chapitre.
Rappelons que les champs moyens présentés ici sont issus de prises de moyenne volumique ET tem-
porelle. Les moyennes volumiques sont calculées à un instant donné, puis moyennées temporelle-
ment. Pour des raisons de concision, nous omettons le plus souvent de parler de moyenne temporelle
mais les champs moyens présentés sont tout de même systématiquement moyennés temporellement
avant d’être tracés.
5.2.1 Cinématique des phases équivalentes
5.2.1.1 Présentation des champs de vitesse moyenne
La gure 5.3 (a) présente les prols verticaux des vitesses moyennes des phases uide et granulaire
dans le sens de l’écoulement (direction x) obtenus après le processus d’homogénéisation décrit pré-
cédemment. On trace également le prol de fraction volumique solide φ sur la gure 5.3 (b). Ces
prols sont tracés pour quatre valeurs de l’épaisseur caractéristique de la fonction poids, hg = d/10,
d/4, d/2 et d.
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Figure 5.3 – (a) : Prols verticaux des vitesses moyennes des phases uide (pointillés) et granulaire (traits
pleins), (noir –) pour hg=d = 1 ; (bleu –) pour hg=d = 1=2 ; (rouge –) pour hg=d = 1=4 ; (magenta –) pour
hg=d = 1=10. (b) : Prol vertical de fraction volumique solide  pour les mêmes valeurs de hg et avec le même
code couleur. La vitesse de la phase granulaire est tracé en trait épais pour  6 0:025 et en trait n sinon.
Avant de s’intéresser à l’inuence de hg, on peut déjà constater sur la gure 5.3 (a) que les champs de
vitesse moyens des phases uide et granulaire ont globalement la même allure que précédemment.
Au-dessus du lit de grains, la vitesse de la phase uide est un cisaillement simple (non visible ici).
Dans cette zone, la vitesse granulaire est dénie et prend une valeur non nulle, mais cette valeur
n’a pas de sens physique puisqu’il n’y a pas de grains ici (φ = 0). La vitesse limite atteinte par
la phase granulaire est la vitesse maximale des grains au sommet du lit de grains. On dénit alors
arbitrairement le haut du lit de grains comme la hauteur à laquelle φ = 0.025 (valeur de 2.5%
proposée par Derksen (2011)). Dans la couche de grains mobiles, la vitesse des deux phases décroît
rapidement pour atteindre 2% de la vitesse de Stokes en Hb. Pour nir, les vitesses des deux phases
sont négligeables dans la zone statique du lit de grains.
On considère maintenant l’inuence de l’épaisseur caractéristique hg sur les champs de vitesse et
de fraction volumique obtenus. Commençons par la fraction volumique de grain φ. On voit sur la
gure 5.3 (b) que plus hg est petit, plus l’amplitude des oscillations de φ dans la zone statique est
grande. Ces uctuations sont pratiquement imperceptibles pour hg = d et elles atteignent environ
deux tiers de la valeur moyenne de φ pour hg = d/10. On voit aussi que la distance nécessaire à φ
pour s’annuler au-dessus du lit de grains augmente avec l’épaisseur du VER hg. Plus hg augmente,
plus les courbes sont lissées, et donc moins les gradients sont importants. On s’intéresse à nouveau
aux prols de vitesses des phases uide et granulaire, tracés sur la gure 5.3. Ils convergent l’un vers
l’autre quand hg diminue. La vitesse de glissement à l’échelle mésoscopique, huif   huip, dépend
donc fortement du choix de l’épaisseur hg. On peut remarquer que la hauteur du lit de grains dépend
également légèrement de la valeur de hg. Il en est de même pour la position Hb du bas de la couche
de grains mobiles qui varie avec hg. Elle vaut Hb   hbed =  5.45d,  5.0d,  4.8d et  4.8d, pour
hg/d = 1, 1/2, 1/4 et 1/10 respectivement.
Comme mentionné à la n de la section 5.1, on veut hg  L pour des raisons de résolution spatiale.
On voit ici que plus cette inégalité est vériée, plus les prols de vitesse obtenus sont résolus mais
plus la compacité locale φ devient uctuante. Bien que la gure 5.3 (a) suggère de préférer l’utilisa-
tion de la valeur la plus faible possible de hg, on présentera les résultats suivant en prenant hg = d.
Ce choix est fait pour des raison de clarté des gures présentées, de plus, nous avons besoin de sa-
tisfaire l’inégalité hg  d pour que les équations mésoscopiques soient valides. On peut également
noter que pour hg 6 d/4, les champs de vitesse uide et granulaire commencent à osciller. Ce phé-
nomène est dû à la présence des couches de grains mentionnées dans la section 4.3.3.1.
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Les vitesses moyennes dans les directions y et z devraient être nulles pour des raisons de symétries
mais l’accumulation des erreurs numériques et de prise de moyenne fait qu’elles atteignent des va-
leurs maximales de l’ordre de 5 10−2Vs dans la couche mobiles pour hg = d.
La gure 5.4 présente le prol de vitesse de la phase de mélange huim, ainsi que celui de la vitesse
de mélange hui pour hg = d. Les vitesses moyennes des deux phases apparentes uide et granulaire
sont également tracées pour la même valeur de hg.
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Figure 5.4 – Prols verticaux des vitesses (rouge –) : granulaire huip, (bleu –) : uide huif , (magenta –) : de
mélange hui et (noir –) : de la phase de mélange huim pour Rep = 1,  = 0:67, r = 1 et hg = d.
On voit sur la gure 5.4 que les vitesses de la phase uide huif , de la phase de mélange huim et la
vitesse de mélange hui sont presque égales ; c’est le comportement attendu pour les faibles nombres
de Reynolds particulaire. Au-dessus du lit de grains, elles tendent rapidement vers un cisaillement
simple et l’écart entre elles tend vers 0. Dans la couche mobile, ces trois vitesses vérient la rela-
tion huim 6 hui 6 huif et elles tendent toutes rapidement vers 0 dans la zone statique du lit de
grains. Finalement, l’emploi de l’une ou l’autre des vitesses mésoscopiques (à l’exception de la vitesse
granulaire) n’aura sans doute que peu d’inuence sur les résultats obtenus.
5.2.1.2 Comparaison avec une autre méthode de prise de moyenne
Dans cette section, on compare les prols moyens de vitesse des grains obtenus via la méthode d’ho-
mogénéisation développée par Jackson (1997, 2000) avec ceux obtenus par une méthode de prise de
moyenne appelée "simple".
La méthode de changement d’échelle de Jackson (2000) a été décrite dans la section 5.1. La méthode
"simple" consiste à découper le domaine en sous-domaines de taille et de position xées. On eec-
tue ensuite la moyenne volumique, sur le volume des sous-domaines, de la quantité considérée (la
vitesse dans le sens de l’écoulement ici) et on en déduit la valeur moyenne de cette quantité à la
position moyenne du sous-domaine considéré. On obtient alors une description discrète (un point
par sous-domaine) des champs moyens. Cela correspond à peu près à choisir une fonction de pon-
dération constante sur un sous-domaine et nulle ailleurs dans la méthode de Jackson (2000).
Dans le cadre de cette étude, les sous-domaines considérés s’étendent horizontalement sur l’en-
semble du domaine. On note Ncg le nombre de sous-domaine considérés. On note hi (pour i 2
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[0, Ncg]) les hauteurs séparant les sous-domaines et on note Yi (pour i 2 [1, Ncg]) les positions
moyennes des sous-domaines. An que la dernier point, YNcg , corresponde au sommet du lit de
grains quelque soit Ncg, on pose h0 = 0 et hNcg = Ymax + ∆h/2, où Ymax est la hauteur la plus
haute atteinte par un grain au court de la simulation et où ∆h =
hNcg   h0
Ncg   1/2 est l’épaisseur des
sous-domaines. Ainsi, on a bien, YNcg = hNcg  ∆h/2 = Ymax.
La gure 5.5 présente les prols de vitesse des grains dans le sens de l’écoulement pour les deux
méthodes mentionnées ci-dessus et pour diérentes tailles des sous-domaines (pour la méthode
"simple") et de longueur caractéristiques hg de la fonction de pondération g. On trace les prols
pour Ncg = 12, 24, 48, 96 et 120 ; sachant que le lit de grains a une épaisseur de 11.3d environ, cela
correspond à des épaisseurs des sous-domaines de ∆h/d = 0.98, 0.48d, 0.24d, 0.12d et 0.09d. On
considère les valeurs suivantes pour l’épaisseur caractéristique du VER hg/d = 1/10, 1/4, 1/2 et 1.
hg = d/10 correspond à la valeur minimale de hg que l’on peut tester ici car c’est la valeur du pas du
maillage, ∆x = d/10. Les résultats présentés correspondent au cas pour lequel Rep = 1, θ = 0.67
et r = 2.5.
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Figure 5.5 – Prols verticaux de vitesse moyenne des grains, via la méthode d’homogénéisation de Jackson
(2000) (en traits plein pour  > 0:025 et en pointillés sinon) et via la méthode "simple" (symboles ) pour
diérentes épaisseurs caractéristiques des VER. (- ) : hg=d = 1, h=d = 0:98 ; (- ) : hg=d = 1=2,
h=d = 0:48 ; (- ) : hg=d = 1=4, h=d = 0:24 ; (- ) : hg=d = 1=10, h=d = 0:12 ; () : h=d = 0:09.
On peut voir sur la gure 5.5 que les deux méthodes semblent converger lorsque l’épaisseur caracté-
ristique sur VER utilisé tend vers 0. De plus, elles semblent converger vers le même prol moyen de
vitesse des grains. On remarque également que les résultats obtenus pour ∆h ' d sont proches de
ceux pour hg = d, de même pour ∆h ' d/2 et hg = d/2, ∆h ' d/4 et hg = d/4 et pour ∆h ' d/10
et hg = d/10. Les deux méthodes de changement d’échelle semblent donc équivalentes ici.
On peut tout de même noter une diérence entre ces deux méthodes : la hauteur du lit de grains
Hm. Pour la méthode "simple", le point le plus haut correspond à la position la plus élevée atteinte
par un grain durant la simulation ; cette hauteur est indépendante de la taille des sous-domaines
de prise de moyenne. Pour la méthode d’homogénéisation de Jackson (2000), on a déni la posi-
tion du haut du lit de grains comme étant la position à laquelle φ = 0.025. Or φ dépend de hg,
et donc la position du haut du lit de grains en dépend aussi. Ici, le sommet du lit est situé entre
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Hm   hbed = 1.86d pour hg = d et Hm   hbed = 1.16d pour hg = d/10 ; pour la méthode "simple"
on trouve Hm   hbed = 1.37d. Le position du bas de la couche mobile, dénie comme la position
à laquelle la vitesse granulaire vaut 2% de la vitesse de Stokes (un autre seuil de vitesse mène à la
même conclusion), dépend également de l’épaisseur des VER considérés.
Une autre diérence importante est à souligner. La méthode d’homogénéisation ne donne pas seule-
ment accès aux vitesses moyennes des phases équivalentes mais elle fournit aussi le système d’équa-
tions mésoscopiques vérié par les quantités mésoscopiques.
Nous sommes confrontés à la limite de la méthode de changement d’échelle. On doit en eet vérier
l’hypothèse de séparation d’échelles mais on souhaite mesurer des variations inférieures à la taille
des grains. Il n’existe pas de solution parfaite, il s’agit de faire des compromis adaptés à l’usage que
l’on souhaite faire des champs mésoscopiques, voire macroscopiques.
5.2.2 Bilan de quantité de mouvement de la phase uide
On étudie maintenant l’équilibre dynamique de la phase uide. Les termes de l’équation mésosco-
pique (5.17) sont présentés et quantiés grâce aux simulations IBM-DEM. On s’intéresse dans un
premier temps à l’équilibre des forces dans la direction verticale puis à celui dans le sens de l’écou-
lement.
Équilibre vertical
On rappelle l’équation décrivant l’équilibre vertical des forces pour la phase uide dans le régime
stationnaire :
ρfhuyif ∂huyi
f
∂y
= 
∂Σfyy
∂y
  n hf1ipy + ρfgy. (5.29)
Le membre de gauche de l’équation (5.29) correspond au terme inertiel et dans le membre de droite
on retrouve la divergence du tenseur des contraintes apparentes normales (i.e. qui correspond plus
ou moins au gradient de pression apparente dans le uide) qui est pondéré par  = 1   φ pour
prendre en compte la poussée d’Archimède ; la moyenne des interactions entre le uide et grains qui
correspond principalement à la force de portance des grains (avec un signe moins car on considère
la phase uide ici) et nalement le poids de la phase équivalente uide.
La gure 5.6 (a) présente les prols verticaux des termes de l’équation (5.29). La gure 5.6 (b) montre
le prol vertical de la contrainte normale Σfyy dans la phase uide, ainsi que les diérentes contri-
butions à cette dernière (voir l’équation (5.20)). On a également tracé l’intégrale de la somme de
tous les autres termes de l’équation (5.29) (entre le haut du domaine et y) an de la comparer à la
contrainte normale Σfyy ; cela permet d’estimer l’erreur cumulée sur l’ensemble du domaine.
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Figure 5.6 – (a) : Forces moyennes appliquées à la phase équivalente uide dans la direction verticale.
(magenta –) : poids de la phase uide ; (bleu –) : divergence de la contrainte normale apparente dans la phase
uide (multipliée par  pour prendre en compte la poussée d’Archimède) ; (bleu - -) : terme inertiel ; (vert –) :
portance des grains (avec un signe -). (noir    ) : erreur (somme de tous les termes de l’équation (5.29)).
(b) : (bleu –) : contrainte normale apparente dans la phase uide fyy et ses trois contributions (cyan –) : hyyif ,
(magenta –) : nhsfyyip et (jaune –) :  f hv′2if . L’intégrale
R
1
 (f huyif ∂〈uy〉
f
∂y + n hf1ipy   f gy)dy′ est
aussi représentée avec des (   ) noirs et d’après l’équation (5.29), cette intégrale devrait être égale à fyy . L’écart
entre ces deux courbes représente donc l’erreur de prise de moyenne.
La gure 5.6 (a) montre que le terme inertiel est négligeable dans tout le domaine considéré (pour
ce jeu de paramètres sans dimensions en tous cas). Ensuite, on voit que le poids est compensé par
la divergence des contraintes normales (multipliée par ). La force de portance moyenne est aussi
négligeable ici, même si elle prend des valeurs non nulles au niveau de la couche de grains mobiles.
Cette force ne peut pas être nulle puisqu’on observe une décompaction de la couche supérieure du lit
de grains lorsqu’il est mis en mouvement. La valeur maximale observée ici est de 0.04ρf γ˙2d (ce qui
représente environ 20% de la force de traînée maximale comme nous le verrons dans la section 5.2.3).
On ne peut toutefois pas conclure quant à la pertinence de cette observation car elle est du même
ordre que l’erreur commise ici. An d’estimer cette erreur, on a tracé la somme de tous les termes de
l’équation (5.29) ; cette somme est donc censée être nulle. Dans les faits, nous ne satisfaisons pas très
bien l’hypothèse de séparation d’échelle et il est donc normal que les équations mésoscopiques ne
soient pas exactement satisfaites. On constate alors que les erreurs commises le sont principalement
dans la couche de grains mobile.
La gure 5.6 (b) montre une contrainte normale augmentant à peu près linéairement lorsque l’on
s’enfonce dans le lit granulaire. Le comportement de la contrainte normale apparente dans la phase
uide Σfyy est donc le même que celui qu’on attendrait de la pression dans un uide. L’équation
(5.20) donne les trois contributions de la contrainte apparente dans la phase uide. La première,
hσif , est la pression qu’il y a dans le uide, la seconde, nhsfip, correspond à la contribution des
grains (au travers de la répartition des contraintes à leur surface) à la contrainte apparente dans la
phase uide. La dernière contribution, ρfhu′ 
 u′if , correspond à un tenseur de Reynolds et est
lié aux uctuations spatiales de vitesse du uide. Ces variations spatiales sont dues à la présence
des grains, la vitesse de la phase uide n’est donc pas égale à sa valeur moyenne partout et à tout
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instant. On remarque que ce terme est négligeable (au moins pour les valeurs des paramètres sans
dimensions utilisés ici). La contribution du uide, hσif , est la seule qui soit non nulle dans le uide
surplombant le lit de grains. Si on considère la partie statique du lit, on voit que la contribution
des grains nhsfip représente environ 2/3 de la contrainte normale apparente, le dernier tiers étant
assuré par la phase uide (ce nombre de 2/3 correspond en fait à φ ' 0.6 et le "tiers" provenant de
la phase uide correspond alors à  = 1  φ ' 0.4). Dans la couche mobile, ces deux contributions
passent continûment d’une de ces limites à l’autre.
Si on calcule l’intégrale de tous les termes de l’équation (5.29), préalablement divisée par , on obtient
alors d’une part la contrainte Σfyy et d’autre par l’intégrale
R
1

(huyif ∂〈uy〉
f
∂y
+n hf1ipy ρfgy)dy ; on
trace cette intégrale sur la gure 5.6 (b). Ces deux quantités sont censées être égales, mais comme
on peut le voir sur la gure 5.6 (b), ce n’est pas tout à fait le cas. En partant du haut du domaine et en
descendant progressivement dans le lit de grains, on constate que l’erreur est nulle jusqu’à la couche
de grains mobiles où elle augmente progressivement. Elle devient ensuite presque constante dans la
partie statique du lit de grains. L’erreur atteint 3.6% au maximum (en omettant la zone des rugosités
collées au fond du lit, où des eets de bords se fond sentir lors du calcul des valeurs moyennes). Cette
erreur diminue lorsqu’on rane davantage le maillage ou qu’on augmente la taille (horizontale) du
domaine ; ce résultat est présenté dans l’annexe F.
On a présenté les résultats pour hg = d, mais on souhaite avoir une description la plus précise
possible de l’écoulement, on souhaite donc utiliser la plus petite valeur possible de hg. On a vu dans
la section 5.2 que les prols de vitesses convergeaient pour hg 6 d/4. La gure 5.7 présente la
contrainte normale Σfyy obtenues pour les diérentes valeurs de hg considérées.
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Figure 5.7 – Contrainte normale apparente dans la phase uide fyy pour (a) : hg = d=2 ; (b) : hg = d=4 ; (c) :
hg = d=10. L’intégrale
R
1
 (f huyif ∂〈uy〉
f
∂y + n hf1ipy   f gy)dy′ est aussi représentée en pointillés.
Pour chaque graphe, le cas de référence pour hg = d est aussi tracé en noir.
La gure 5.7 montre que la contrainte normale apparente dans la phase uide oscille dans le lit de
grains, et ce d’autant plus que l’épaisseur hg est faible. Pour hg = d/2, l’erreur commise reste du
même ordre de grandeur que pour hg = dmais pour les valeur plus faibles, elle augmente fortement
est devient du même ordre de grandeur que la contrainte mesurée.
L’équation (5.29) a été obtenue sous l’hypothèse d  hg. Pour hg 6 d/4 on ne vérie plus cette
hypothèse et le terme O
 
d
L
2 n’est alors plus négligeable (ce terme a été omis dans l’équation
(5.29), il apparaît dans l’équation (5.17)). Nous devons donc faire un compromis entre la résolution
spatiale et la possibilité d’homogénéiser le problème via la méthode présentée ici, en maintenant les
erreurs à un niveau raisonnable.
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Équilibre dans le sens de l’écoulement
L’équation de conservation de la quantité de mouvement de la phase uide (5.17) dans la direction
x s’écrit :
ρfhuyif ∂huxi
f
∂y
= 
∂Σfxy
∂y
  n hf1ipx. (5.30)
Les trois termes de l’équation (5.30) sont tracés sur la gure 5.8 (a). On trace le prol de la contrainte
de cisaillement apparente dans la phase uide sur la gure 5.6 (b) et on y fait aussi apparaître les
diérentes contributions de contrainte de cisaillement (équation (5.20)).
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Figure 5.8 – (a) : Forces moyennes appliquées à la phase équivalente uide dans le sens de l’écoulement.
(vert –) : traînée des grains (avec un signe -) ; (bleu –) : divergence de la contrainte de cisaillement apparente
(multipliée par  pour prendre en compte la poussée d’Archimède généralisée) ; (bleu - -) : terme inertiel ;
(noir    ) : erreur (somme de tous les termes de l’équation (5.30)).
(b) : (bleu –) : contrainte de cisaillement apparente dans la phase uide fxy et ses trois contributions (cyan –) :
hxyif , (magenta –) : nhsfxyip et (jaune –) :  f hu′ v′if . L’intégrale
R
1
 (f huyif ∂〈uy〉
f
∂y + n hf1ipy)dy′ est
aussi représentée avec des (   ) noirs et d’après l’équation (5.30), cette intégrale devrait être égale à fxy . L’écart
entre ces deux courbes représente donc l’erreur de la méthode de changement d’échelle.
La gure 5.8 (a) montre que, dans le sens de l’écoulement aussi, le terme inertiel est négligeable.
La conservation de la quantité de mouvement de la phase uide se résume alors à un équilibre
entre la traînée moyenne de la phase granulaire, la divergence des contraintes de cisaillement et
le terme de ottabilité ; ces diérentes contributions sont nulles en dehors de la couche mobile de
grains. On a aussi tracé la somme de tous les termes de l’équation (5.30) an d’estimer l’erreur de
la méthode de prise de moyenne volumique ; elle est négligeable presque partout à l’exception de la
partie supérieure de la couche de grains mobile.
Sur la gure 5.8 (b), on peut voir que la contrainte apparente de cisaillement dans la phase uide
est constante et maximale dans le uide pur puis diminue dans la couche de grains mobiles jusqu’à
s’annuler en atteignant la zone statique du lit. La contribution des grains nhsfip est non nulle dans
la couche de grains mobiles, ce qui fait pénétrer plus profondément dans le lit de grains la contrainte
de cisaillement apparente. La contribution du tenseur de Reynolds est encore négligeable ici. On a
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intégré l’équation (5.30) et tracé la somme des contributions autres que la contrainte de cisaillement
sur la gure 5.8 (b). Cette intégrale devrait être égale à la contrainte de cisaillement si l’équation (5.30)
était parfaitement vériée. Comme mentionné précédemment, ici nous ne vérions pas vraiment
l’hypothèse de séparation d’échelle, ce qui explique les erreurs observées. On mesure alors l’erreur
cumulée depuis le haut du domaine via l’écart entre cette intégrale et la contrainte de cisaillement
apparente. Pour ce cas là, l’erreur atteint environ 3.4% de la valeur maximale de la contrainte de
cisaillement.
Ici aussi, l’erreur commise dépend légèrement de la taille du domaine et du ranement du maillage
utilisé. Ce résultat est présenté dans l’annexe F.
L’étude de la dépendance des résultats avechg aboutie aux mêmes constatations que pour la direction
y. Cette étude est présentée dans l’annexe G.
5.2.3 Bilan de quantité de mouvement de la phase granulaire
On se penche désormais sur l’équilibre dynamique de la phase apparente granulaire. On présente
d’abord les résultats correspondant à l’équilibre vertical puis ceux pour l’équilibre dans le sens de
l’écoulement en s’appuyant sur l’équation mésoscopique (5.18). On se penche ensuite sur le tenseur
des contraintes apparentes dans cette phase.
Équilibre vertical
On considère maintenant l’équilibre dynamique dans la direction verticale pour la phase granulaire.
L’équation mésoscopique le décrivant en régime permanent est la suivante :
φ ρphuyip ∂huyi
p
∂y
=
∂Σpyy
∂y
+ φ
∂Σfyy
∂y
+ n hf1ipy + ρpφgy. (5.31)
Le membre de gauche de l’équation (5.31) correspond au terme inertiel et dans le membre de droite,
on retrouve la divergence du tenseur des contraintes normales apparentes dans la phase granulaire
(i.e. qui correspond à peu près au gradient de la pression apparente dans la phase granulaire), la ot-
tabilité (i.e. la poussée d’Archimède), la moyenne des autres interactions entre le uide et les grains,
qui ici correspond principalement à la force de portance moyenne s’appliquant sur les grains, et
nalement le poids de la phase granulaire.
La gure 5.9 (a) présente les prols verticaux des termes de l’équation (5.31) et la gure 5.9 (b) pré-
sente le prol de contrainte normale apparente dans la phase granulaire Σpyy. Comme pour la phase
uide, on trace aussi la somme des termes de l’équation (5.31) sur la gure 5.9 (a) an d’estimer l’er-
reur locale de la méthode de changement d’échelle. La contrainte apparente dans la phase granulaire
possède deux contributions (équation (5.21)) et comme pour la phase uide, celle du tenseur de Rey-
nolds est négligeable ici. On trace, sur la gure 5.9 (b), l’intégrale de la somme de tous les termes de
l’équation (5.31) sauf la divergence de la contrainte normale granulaire. D’après cette même équa-
tion cette intégrale devraient être égale à la contrainte normale apparente dans la phase granulaire.
L’écart entre la contrainte Σpyy et cette intégrale permet donc d’estimer l’erreur commise lors de la
prise de moyenne spatiale.
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Figure 5.9 – (a) : Forces moyennes appliquées à la phase équivalente granulaire dans la direction verticale.
(magenta –) : poids de la phase granulaire ; (bleu –) : poussée d’Archimède généralisée (ottabilité) ; (rouge –) :
divergence de la contrainte normale apparente dans la phase granulaire pyy ; (vert –) : portance moyenne des
grains ; (rouge - -) : terme inertiel. (noir    ) : erreur (somme de tous les termes de l’équation (5.30)).
(b) : (rouge –) : contrainte normale apparente dans la phase granulaire pyy ; (jaune –) : contribution du tenseur
de Reynolds à la contrainte pyy . L’intégrale
R
( phuyip ∂〈uy〉
p
∂y   
∂Σfyy
∂y   n hf1ipy   pgy)dy′ est aussi
représentée avec des (   ) noirs et d’après l’équation (5.31), cette intégrale devrait être égale à pyy . L’écart entre
ces deux courbes représente donc l’erreur de la méthode de changement d’échelle.
La gure 5.9 (a) montre que le poids apparent de la phase granulaire est compensé par le "gradient de
pression granulaire" (i.e. la divergence de la contrainte normale apparente dans la phase granulaire
Σpyy). Les termes inertiel et de portance restent ici aussi négligeables et de l’ordre de grandeur de
l’erreur locale. Le terme de portance est le même que pour la phase uide, au signe près. L’erreur
locale, estimée via la somme de tous les termes de l’équation (5.31) reste négligeable presque partout
à l’exception de la couche de grains mobiles où elle atteint un maximum local d’environ 10−1 ρfg.
L’erreur est également non négligeable au fond du lit de grains, dans la zone qui reste statique durant
toute la simulation ; dans cette zone, elle atteint environ 0.2 ρfg. Cette augmentation de l’erreur au
fond du lit vient du fait qu’on moyenne temporellement une situation qui est statique. Dans ce cas,
la prise de moyenne temporelle ne peut donc pas compenser la taille limitée du volume de prise de
moyenne.
Sur la gure 5.9 (b), on constate que la phase granulaire est à l’équilibre hydrostatique. L’erreur
cumulée ne dépasse pas 3.5% ici (en ne prenant pas en compte la zone d’inuence des particules
xées au fond du domaine et servant de rugosités).
Pour cette phase également, l’erreur commise dépend de la taille du domaine de simulation ainsi que
du ranement du maillage utilisé comme nous le montrons dans l’annexe F.
L’étude de la dépendance des résultats avec hg aboutie aux mêmes constatations que pour la phase
uide. Cette étude est présentée dans l’annexe G.
Équilibre dans le sens de l’écoulement
Ici, on considère l’équilibre de la phase granulaire dans le sens de l’écoulement. L’équation méso-
scopique décrivant cet équilibre est la suivante :
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φρphuyip ∂huxi
p
∂y
=
∂Σpxy
∂y
+ φ
∂Σfxy
∂y
+ n hf1ipx. (5.32)
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Figure 5.10 – (a) : Forces moyennes appliquées à la phase équivalente granulaire dans le sens de l’écoulement.
(vert –) : traînée moyenne des grains ; (bleu –) : poussée d’Archimède généralisée ; (rouge –) : divergence de la
contrainte de cisaillement apparente dans la phase granulaire pxy ; (rouge - -) : terme inertiel. (noir    ) : erreur
(somme de tous les termes de l’équation (5.30)).
(b) : (rouge –) : contrainte de cisaillement apparente dans la phase granulaire pxy ; (jaune –) : contribution du
tenseur de Reynolds à la contrainte pxy . L’intégrale
R
(phuyip ∂〈ux〉
p
∂y   
∂Σfxy
∂y   n hf1ipx)dy′ est aussi
représentée avec des (   ) noirs et d’après l’équation (5.31), cette intégrale devrait être égale à pxy . L’écart entre
ces deux courbes représente donc l’erreur de la méthode de changement d’échelle.
La gure 5.10 (a) présente les forces appliquées à la phase granulaire et la gure 5.10 (b), la contrainte
de cisaillement apparente dans cette phase. Le terme inertiel est toujours négligeable ici et l’équilibre
des forces se résume alors à l’équilibre entre la divergence des contraintes de cisaillement apparente
dans la phase granulaire qui est compensée par la somme du terme de traînée et du terme de ottabi-
lité. Ces forces sont non négligeables uniquement dans la couche de grains mobiles. Dans cette zone
de l’écoulement, l’erreur maximale commise est de l’ordre de 10−2ηf γ˙/d et elle oscille ensuite dans
la zone statique du lit de grains entre 6 10−2 et 8 10−2ηf γ˙/d. Comme pour l’équilibre vertical, l’er-
reur commise dans la zone statique vient du fait qu’on moyenne temporellement une région qui est
statique, et comme pour l’équilibre vertical, c’est le terme de divergence de la contrainte granulaire
qui le principal responsable de ces erreurs. La contrainte granulaire, Σp, possède deux contribu-
tions : celle du tenseur de Reynolds ρpφhu′ 
 u′ip qui est négligeable ici et celle des contacts entre
les grains nhssip. Or il y a relativement "peu" de contacts entre grains et comme nous sommes dans
la zone statique du lit, ils ne sont jamais renouvelés durant la simulation. Ceci explique pourquoi
l’erreur augmente autant dans la zone statique pour la phase granulaire. Notons que ces erreurs,
bien que non négligeables, ne sont pas cruciales pour extraire des informations de ces simulations.
En eet, elles sont localisées dans la zone statique du lit de grains où φ est presque constant et où
les vitesses moyennes des phases uide et granulaire sont aussi environ constantes et nulles. Si on
souhaite déduire de ces simulations la rhéologie apparente des phases équivalentes, la plupart de
ces informations viennent de la couche mobile (où φ, huif et huip varient).
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La gure 5.10 (b) montre que la contrainte de cisaillement apparente dans la phase granulaire aug-
mente à partir de 0 dans la couche de grain mobile pour atteindre son maximum dans la zone statique
du lit de grains, où elle est presque constante. Ce maximum de contrainte de cisaillement prend la
même valeur que la contrainte dans la phase uide loin du lit de grains. On peut donc en conclure
que la contrainte de cisaillement apparente à laquelle est soumis le uide au-dessus du lit est ensuite
reprise par la phase granulaire dans le lit de grains, la transition entre ces deux domaines correspon-
dant à la couche de grains mobiles. Comme précédemment, on calcule l’intégrale de termes autres
que la contrainte an d’estimer l’erreur de la méthode de changement d’échelle cumulée sur l’en-
semble du domaine. Ici, elle représente environ 5% de la contrainte de cisaillement apparente, au
maximum.
L’étude de la dépendance des résultats mésoscopiques avec hg aboutie aux mêmes constatations que
pour la phase uide. Cette étude est présentée dans l’annexe G.
5.2.4 Bilan de quantité de mouvement de la phase de mélange
Équilibre vertical
La projection de l’équation de conservation de la quantité de mouvement de la phase granulaire
(5.26) sur l’axe vertical y mène à l’équation suivante en régime stationnaire (on omet les termes
advectifs ici car nous avons vu précédemment qu’ils étaient négligeables) :
0 =
∂Σtotyy
∂y
+ ρ¯g. (5.33)
On reconnaît l’équation d’un équilibre hydrostatique, mais ici ρ¯ n’est pas constant. On trace ces deux
termes sur la gure 5.11 (a). On trace également les contributions du uide ∂Σ
f
yy
∂y
et des grains ∂Σ
p
yy
∂y
.
L’écart entre ρ¯g et ∂Σ
tot
yy
∂y
permet d’estimer l’erreur locale de la méthode de changement d’échelle. Sur
la gure 5.11 (b), On trace Σtotyy en fonction de y ainsi que les contributions de la phase uide Σfyy et
de la phase granulaire Σpyy. On trace également l’intégrale de ρ¯g en partant du haut du domaine. La
diérence entre cette intégrale et la contrainte normale totale Σtotyy permet d’estimer l’erreur cumulée
de la méthode de changement d’échelle.
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Figure 5.11 – (a) : Prols des forces appliquées à la phase de mélange. (noir –) : divergence de la contrainte
normale apparente dans la phase de mélange ∂Σ
tot
yy
∂y ; (bleu - -) : contribution de la phase uide
∂Σfyy
∂y ; (rouge - -) :
contribution de la phase granulaire ∂Σ
p
yy
∂y ; (magenta –) : poids de la phase de mélange.
(b) : Prols de contrainte normale apparente dans la phase de mélange. (noir –) : contrainte normale apparente
dans la phase de mélange totyy ; (bleu - -) : contribution de la phase uide 
f
yy ; (rouge - -) : contribution de la
phase granulaire pyy ; (magenta –) : intégrale du poids de la phase de mélange depuis le haut du domaine.
D’après l’équation (5.33), cette intégrale et la contrainte normale totyy doivent être égales ; l’écart entre ces deux
courbes représente l’erreur de la méthode de changement d’échelle, cumulée depuis le haut du domaine de
simulation.
La gure 5.11 (a) montre que la densité du mélange est constante dans le uide pur puis augmente
(car r > 1) lorsqu’on s’enfonce dans le lit de grains. Elle devient à nouveau à peu près constante
dans la zone statique du lit de grains, pour laquelle φ ' φm. Loin des rugosités collées au fond
du lit, l’écart entre la divergence de la contrainte totale et le poids de la phase de mélange atteint
environ 8% au maximum ici. Les erreurs sont encore principalement faites dans le lit de grains et
plus particulièrement dans la zone statique de ce dernier.
La gure 5.11 (b) présente le prols de contrainte normale dans la phase de mélange Σtotyy . Cette
contrainte augmente à peu près linéairement avec la profondeur avec une brisure de pente lors du
passage de l’interface uide - milieu granulaire immergé car la densité du mélange augmente. Dans
le uide pur, la pente vaut 1, tandis que dans le lit statique elle vaut ρ¯/ρf ' 1.9. L’erreur de la
méthode de changement d’échelle intégrée sur le domaine de simulation reste très faible (de l’ordre
de 0.1ρfgd au maximum) dans l’ensemble du domaine, à l’exception de la zone d’inuence du fond
rugueux.
Équilibre dans le sens de l’écoulement
On s’intéresse désormais à l’équilibre de la phase de mélange dans le sens de l’écoulement. On
projette l’équation (5.26) sur l’axe x. On obtient alors, en négligeant le terme inertiel :
0 =
∂Σtotxy
∂y
. (5.34)
On trouve que la contrainte de cisaillement totale Σtotxy doit être constante sur toute la hauteur du
domaine considéré. On trace la contrainte de cisaillement totale Σtotyy sur la gure 5.12 (b) et on trace
sa dérivée sur la gure 5.12 (a).
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Figure 5.12 – (a) : Forces moyennes appliquées à la phase équivalente de mélange dans la direction verticale.
(noir –) : ∂Σ
tot
xy
∂y ; (rouge - -) :
∂Σpxy
∂y ; (bleu - -) :
∂Σfxy
∂y ; (magenta –) : 0. L’écart entre
∂Σtotxy
∂y et 0 permet d’estimer
l’erreur commise lors du changement d’échelle.
(b) : (noir –) : contrainte de cisaillement apparente dans la phase de mélange totyy ; (bleu - -) : contribution du
uide fyy à la contrainte totale totyy ; (rouge - -) : contribution des grains 
p
yy à la contrainte totale totyy ;
(magenta –) : 1. L’écart entre totyy et 1 représente l’erreur commise lors du changement d’échelle.
On peut voir sur la gure 5.12 (a) que l’erreur locale commise sur les forces agissant sur la phase
de mélange reste inférieure à 10−2ηf γ˙/d dans la couche de grains mobiles. Dans cette direction
également, les erreurs commises sont localisées dans la zone statique du lit de grains et viennent
des contributions de la phase granulaire. L’erreur atteint environ 7 10−2ηf γ˙/d dans cette zone. Sur
la gure 5.12 (b), on a tracé la contrainte de cisaillement apparente dans la phase de mélange Σtotxy .
Cette contrainte est censé être constante sur toute l’épaisseur du domaine simulé, la constante étant
imposées via la condition limite en haut de domaine. Ici, après normalisation de la contrainte par ηf γ˙,
elle devrait valoir 1 partout. En pratique, l’hypothèse de séparation d’échelle n’est pas parfaitement
respectée et des erreurs non nulles subsistent. Ici, elle ne dépassent pas 3.4% dans la couche de
grains mobiles et 7.5% dans la zone statique.
Finalement, bien que la notion de vitesse de mélange ne soit pas toujours évidente à interpréter,
la dynamique de la phase de mélange s’avère particulièrement simple (en régime stationnaire du
moins).
5.2.5 Pression granulaire et diérences de contraintes normales
On a déjà présenté les deux composantes Σpyy et Σpxy du tenseur des contraintes apparentes dans la
phase granulaire dans les sections précédentes. Ici, on présente les composantes diagonales de ce
tenseur ainsi que la pression granulaire et les diérences de contraintes normales observées (pour
hg = d). La pression granulaire est dénie comme la partie diagonale et isotrope du tenseur des
contraintes :
P p =  1
3
 
Σpxx + Σ
p
yy + Σ
p
zz

. (5.35)
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La gure 5.13 présente les composantes diagonales du tenseur des contraintes apparentes p dans
le milieu granulaire ainsi que la pression granulaire.
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Figure 5.13 – Prols verticaux de l’ensemble des composantes diagonales du tenseur des contraintes apparentes
dans la phase granulaire, pii pour i = x; y; z (en traits pleins). (- -) : Pression granulaire P
p dénie par
l’équation (5.35).
On remarque sur la gure 5.13 que les contraintes normales sont du même ordre de grandeur ce
qui traduit une certaine isotropie du milieux granulaire. Toutefois, la contrainte normale Σpyy varie
linéairement dans le lit de grains contrairement aux contraintes normales Σpxx et Σpzz qui dévient
légèrement de part et d’autre de Σpyy. La contrainte Σpyy est engendrée par la pesanteur et les deux
autres contraintes normales sont des réactions du milieu granulaire (à la contrainte Σpyy ainsi qu’à
l’écoulement). On remarque que jΣpxxj ' jΣpyyj ' jΣpzzj pour  3 6 (y   hbed)/d 6 0 ; jΣpxxj >
jΣpyyj > jΣpzzj pour 7 6 (y hbed)/d 6  3 et jΣpxxj 6 jΣpyyj 6 jΣpzzj pour 9 6 (y hbed)/d 6  7.
On dénit les diérences de contraintes normales Np1 et N
p
2 comme :
Np1 = Σ
p
xx   Σpyy, (5.36)
et
Np2 = Σ
p
yy   Σpzz. (5.37)
Pour  7 6 (y   hbed)/d 6  3, on a Np2 6 Np1 6 0 ; avec maxjNp1 j ' 1.75jΣpxyj et maxjNp2 j '
0.75jΣpxyj (qui vaut 1 ici, avec l’échelle de contrainte ρfgd).
Pour  9 6 (y   hbed)/d 6  7, nous n’interprétons pas les diérences de contraintes normales car
elles sont principalement situées en profondeur dans le lit de grains, zone dans laquelle les erreurs
de prise de moyenne sont non-négligeables.
Finalement, la contrainte normale Σpyy possède le comportement attendu de la pression granulaire.
Toutefois, on observe des diérences de contraintes normales non nulles ce qui perturbe l’évolution
de la pression granulaire P p (qui serait linéaire sinon).
Notons que le tenseur des contraintes apparentes dans la phase granulaire p est symétrique ici, ce
qui traduit l’équilibre des moments appliqués au VER. Les composantes de ce tenseur Σpxz , Σpzx, Σpyz
et Σpzz , non présentées ici, sont soit nulles, soit faibles (dans le lit statique). Ces valeurs non nulles ne
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sont probablement pas signicatives et seraient alors liées aux limites de l’approche par statistiques
temporelles dans cette région.
5.2.6 Couplage entre les phases uide et granulaire - nhfip
Le couplage entre les deux phases apparentes est réalisé par l’interaction moyenne nhfip et peut être
décomposé en deux contributions : nhfip = φr f + nhf1ip. La première contribution correspond
à la poussée d’Archimède généralisée à des uides en écoulement. Le second terme correspond à
l’ensemble des autres interactions uide-grains possibles : traînée, portance, eets de masse ajoutée,
force de Basset, corrections de Faxén, etc...
Ce couplage intervenant dans les équations mésoscopiques s’exprime et se calcule à partir de quanti-
tés microscopiques. An de fermer le système d’équations mésoscopiques, on doit exprimer le terme
nhf1ip en fonction des quantités mésoscopiques.
La force moyenne nhf1ip est généralement décomposée de la façon suivante :
nhf1ip = FD + FM + FL, (5.38)
où FD représente la force de traînée, FM la force de masse ajoutée et FL la force de portance
moyenne appliquée à la phase équivalente granulaire. Les autres contributions sont négligées. Une
liste exhaustive est disponible dans Drew et Lahey (1993).
Commençons par la force de masse ajoutée. L’expression exacte dérivée par Zhang et Prosperetti
(1994) mène, dans le cas d’un uide incompressible et d’une faible concentration en particule de
forme sphérique φ 1, à exprimer cette force comme :
FM =
1
2
ρfφ

Dfhuif
Dt
  Dphui
p
Dt

. (5.39)
Pour de plus grandes valeurs de φ, on suppose généralement qu’on peut remplacer le facteur 1
2
par
un coecient de masse ajouté dépendant de φ : CM(φ). Dans le cas présent, Df 〈u〉
f
Dt
et Dp〈u〉
p
Dt
sont
négligeables, et on trouve alors que cette contribution est nulle.
On s’intéresse ensuite à la force de traînée moyenne FD. Richardson et Zaki (1954) ont proposé
une expression de cette force qui convient à la fois pour les faibles et les grands nombres de Reynolds
pour des suspensions homogènes de particules sphériques dans un milieu inni :
FD =
(ρp   ρf )φg
Vt(1  φ)l−2 (hui
f   huip), (5.40)
où Vt est la vitesse terminale d’une particule en sédimentation et où l’exposant l dépend du nombre
de Reynolds. Dans notre cas, à faible nombre de Reynolds, on suppose que la vitesse terminale Vt est
la vitesse de Stokes Vs. Pour les nombres de Reynolds Rep = 0.1 et 1, Richardson et Zaki (1954)
donnent l = 4.65 et pour Rep = 10, la valeur de l dépend du nombre de Shields θ considéré (ils
donnent l en fonction du nombre de Reynolds Ret basé sur la vitesse Vt ; Ret = Rep18θ en prenant
Vt = Vs). Ici, Rep = 1, on prendre donc l = 4.65 et on suppose qu’on peut remplace Vt par Vs dans
l’équation (5.40). On obtient l’expression suivante de la force volumique moyenne de traînée :
FD =
18φηf
d2(1  φ)l−2 (hui
f   huip). (5.41)
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An de vérier la cohérence de la force de traînée mesurée après homogénéisation vis-à-vis de
l’expression (5.41), on trace pour diérentes valeurs de hg les rapports FDd2/ηf (huif   huip), que
l’on compare à 18φ
(1−φ)l 2 , et FDd/(
18φγ˙ηf
(1−φ)l 2 ), que l’on compare à (huif   huip)/γ˙d, sur la gure 5.14.
On se limite au cas pour lequel Rep = 1, θ = 0.67 et r = 2.5.
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Figure 5.14 – (colonne de gauche) : (huif   huip)= _d en traits pleins (–) et FDd=( 18φγ˙ηf(1−φ)2:65 ) en pointillés (- -)
pour (1ère ligne –) : hg = d ; (2ième ligne –) : hg = d=2 ; (3ième ligne –) : hg = d=4 ; (4ième ligne –) : hg = d=10.
(colonne de droite) : FDd2=f (huif   huip) en traits pleins (–) et 18φ(1−φ)2:65 en pointillés (- -) pour (1ère ligne –) :
hg = d ; (2ième ligne –) : hg = d=2 ; (3ième ligne –) : hg = d=4 ; (4ième ligne –) : hg = d=10.
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La gure 5.14 montre que quand hg diminue, la relation (5.41) est d’autant mieux vériée, mais qu’en
contrepartie apparaissent des uctuations d’autant plus fortes. Pour les plus grandes valeurs de hg,
la vitesse de glissement à l’échelle mésoscopique huif   huip augmente articiellement à cause de
la variation rapide de φ à la surface de lit de grains et de la méthode de changement d’échelle ; on ne
vérie alors plus l’expression de la force de traînée (5.41). Malgré cela, nos résultats suggèrent que
l’expression de la force de traînée moyenne proposée par Richardson et Zaki (1954) est une bonne
approximation.
On se penche à présent sur la force de portance moyenne FL. Cette force est bien plus faible (en
norme) que la force de traînée (voir les gures 5.6 et 5.8 ou 5.9 et 5.10). Zhang et Prosperetti (1994)
proposent également une expression pour cette force :
FL = CL(φ)ρfφ(r huif )(huif   huip), (5.42)
où CL = 12 +
3
2
φ est le coecient de portance (Zuber (1964)). De la même façon que pour la force de
traînée, on trace sur la gure 5.15 FL/(CL(φ)φρfg), que l’on compare à (rhuif )(huif  huip)/g,
et FL/[ρf (r huif )(huif   huip)] que l’on compare à CL(φ)φ.
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Figure 5.15 – (colonne de gauche) : FL=(CL()fg) en traits pleins (–) et (r huif )(huif   huip)=g en
pointillés (- -) pour (1ère ligne –) : hg = d ; (2ième ligne –) : hg = d=2 ; (3ième ligne –) : hg = d=4 ;
(4ième ligne –) : hg = d=10.
(colonne de droite) : CL() en traits pleins (–) etFL=[f (r huif )(huif   huip)] en pointillés (- -) pour
(1ère ligne –) : hg = d ; (2ième ligne –) : hg = d=2 ; (3ième ligne –) : hg = d=4 ; (4ième ligne –) : hg = d=10.
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Ici aussi, on peut voir que les termes contenant huif   huip ne convergent pas lorsque hg aug-
mente. De plus, le terme FL/(CL(φ)φρfg) ne semble pas converger non plus lorsque hg augmente.
La tendance est inversée par rapport à la force de traînée, l’écart entre les courbes augmente lorsque
hg diminue et nous n’obtenons donc pas des résultats satisfaisants. Rappelons que la force de por-
tance est du même ordre de grandeur que l’erreur de la méthode de changement d’échelle. Cela peut
expliquer pourquoi nous n’arrivons pas à vérier la pertinence de l’expression (5.42) dans ce cas là.
Nous nous heurtons ici à la limite de cette étude. On souhaite parfois utiliser un VER de petite taille
mais on a besoin qu’il soit susamment grand pour vérier les équations (5.17) et (5.18). On trouve
généralement un compromis satisfaisant, mais ici ce n’est pas le cas. Il faudrait au moins augmenter
la taille du domaine an d’améliorer la qualité des statistiques (instantanées) en obtenant une force
plus lissée tout en utilisant un VER de faible épaisseur.
Bien que l’étude présente certaines limites, elle permet néanmoins de vérier la cohérence de l’ex-
pression de la force de traînée (5.41). La force de portance est trop faible (du même ordre de grandeur
que l’erreur), quant à elle, pour que nous puissions conclure.
Enn, on peut noter que ces forces n’interviennent pas dans le cas d’une description à une phase (la
phase de mélange) et que le manque d’information sur la force d’interaction uide-grains moyenne
nhf1ip ne pose donc pas de problème dans ce cas là.
5.2.7 Rhéologie des phases équivalentes
On connaît les contraintes apparentes et les vitesses dans chaque phase équivalente. On souhaite
maintenant en déduire leurs propriétés rhéologiques. On dénit alors la viscosité dynamique appa-
rente de la phase uide puis le coecient de friction apparent de la phase granulaire dans la suite
de cette section.
5.2.7.1 Phase uide
On souhaite dénir la viscosité apparente de la phase uide. Pour ce faire, on utilise une expression
symétrique des contraintes visqueuses (de cisaillement) 1
2
 
Σfxy + Σ
f
yx

à la place de Σfxy simplement.
Ces deux grandeurs sont en fait presque égales ; ici, pour Rep = 1, θ = 0.67, r = 2.5 et avec une
taille caractéristique hg = d, l’écart maximum entre ces contraintes vaut 0.02ηf γ˙. En eet, comme
mentionné précédemment, le tenseur des contraintes apparentes est symétrique. Dans le cas d’une
suspension diluée, on peut exprimer le tenseur des contraintes visqueuses comme celui d’un uide
newtonien à l’aide du tenseur des gradients de vitesses de mélange (équation (5.44)). Brinkman
(1947); Jackson (1997) et Ouriemi et al. (2009) proposent de continuer d’utiliser la même expression
dans le cas de suspensions denses. Ici, le milieu granulaire est dilué en surface du lit de grains et se
densie lorsqu’on s’y enfonce, on choisit donc d’utiliser la vitesse de mélange. Elle est dénie par la
relation :
hui = φ huip +  huif . (5.43)
Le prol vertical de la vitesse de mélange est tracé sur la gure 5.4. On exprime alors le tenseur des
contraintes dans la phase uide comme si cette phase avait un comportement newtonien :
Σfij =  P fδij + ηfeq

∂ huii
∂xj
+
∂ huji
∂xi

. (5.44)
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L’emploi de la vitesse de mélange hui, plutôt que de la vitesse de la phase uide huif , permet de
simplier l’expression du tenseur des contraintes apparentes. En eet, la divergence de la vitesse de
mélange est toujours nulle (d’après la somme des équations (5.8) et (5.9)) et alors le terme de vis-
cosité de volume n’a pas besoin d’être pris en compte dans l’expression du tenseur des contraintes
apparentes. On a mentionné précédemment que, pour l’écoulement considéré, la vitesse moyenne
de la phase uide huif était également à divergence nulle. La dissipation due à la viscosité volumique
sera donc eectivement négligeable ici.
On utilise la même expression du tenseur des contraintes apparentes que pour un uide newtonien,
mais ici la viscosité apparente n’est pas constante, elle est fonction de la fraction solide φ (Jackson
(1997); Zhang et Prosperetti (1997)). Cette fonction peut être calculée explicitement dans le cadre
des suspension diluées :
ηfeq
ηf
= 1 +
5
2
φ. (5.45)
Cette loi est connue sous le nom de relation d’Einstein (1906, 1911). Dérivée dans le cas d’une
suspension iso-dense sans contact entre particules, elle n’est valable que pour de très faibles valeurs
de fraction volumique solide. Pour des suspensions modérément concentrées, Batchelor et Green
(1972) calculent le terme suivant du développement de ηfeq en puissances de φ. Pour cela, ils ont
besoin de connaître l’écoulement considéré et ne prennent en compte que les interactions de paires
entre particules. Dans le cas d’un écoulement élongationnel, ils trouvent :
ηfeq
ηf
= 1 + 2.5φ+ 7.6φ2. (5.46)
La même expression de la viscosité apparente est aussi valable pour un écoulement de cisaillement
à condition de faire des hypothèses supplémentaires sur la distribution de probabilité des positions
des particules les unes par rapport aux autres (Batchelor et Green (1972)). Dans tous les cas, cette
relation n’est valable que pour des faibles fractions volumiques de solide, typiquement pour φ 6 0.1.
Au-delà de cette fraction volumique, les interactions à plus de deux particules ne peuvent plus être
négligées. Le calcul du terme correctif d’ordre 2 nécessitant déjà de connaître la microstructure de
l’écoulement ; le calcul des termes d’ordre supérieur devient très dicile et aucune dérivation analy-
tique de ces termes n’existe à ce jour. Ainsi, la viscosité apparente de la phase uide n’est connue que
pour des faibles fractions volumiques de grains. Pour des fractions volumiques plus importantes, la
dynamique est gouvernée par les contacts entre grains (et/ou par les forces de lubrication interve-
nant lors de ces contacts) et alors la contribution de la phase uide devient faible devant celle de la
phase granulaire. Elle est alors le plus souvent négligée. Il est dicile de séparer ces deux contri-
butions de la contrainte totale apparente dans le milieu à l’aide de mesures expérimentales. Des
modèles semi-empiriques existent tout de même, on citera en particulier celui de Gibilaro et al.
(2007) qui donne de bons résultats pour φ 6 0.4 et qui exprime la viscosité eective de la phase
uide comme étant :
ηfeq
ηf
= −2.8 = (1  φ)−2.8. (5.47)
Un développement limité au premier ordre de cette expression pour φ  1 mène à un accord rai-
sonnable avec la relation d’Einstein.
On calcule la viscosité apparente de la phase uide ηfeq en partant de la relation (5.44), ce qui mène
à l’expression suivante de la viscosité apparente de la phase uide :
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ηfeq =
1
2
 
Σfxy + Σ
f
yx

∂ huxi
∂y
. (5.48)
Cette viscosité est une fonction de la fraction volumique φ. Dans notre cas, les contraintes apparentes
Σfxy et Σfyx ainsi que le gradient de vitesse
∂ huxi
∂y
sont des fonctions de la coordonnée verticale y ; on
peut donc facilement exprimer la viscosité apparente de la phase uide en fonction de y. La fraction
volumique φ est également un fonction de y. De plus, elle varie de façon monotone dans la couche
mobile. On peut alors tracer la viscosité en fonction de la fraction volumique de solide φ, comme fait
sur la gure 5.16 (Rep = 1, θ = 0.67, r = 2.5 et hg = d).
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Figure 5.16 – Viscosité apparente de la phase uide feq en fonction de la fraction volumique de grains  pour
Rep = 1 et  = 0:67. () : viscosité apparente mesurée ici ; (–) : ajustement de la relation (5.49) avec  = 1:65 ;
(- -) : viscosité d’Einstein (relation (5.45)) ; (–) : viscosité de la phase uide de Gibilaro et al. (relation (5.47)).
On obtient une viscosité apparente de la phase équivalente uide qui croît avec la fraction volumique
de solide φ. Comme on peut le voir sur la gure 5.16, elle est particulièrement bien approximée par
la fonction :
ηfeq
ηf
= −β = (1  φ)−β, (5.49)
où β = 1.65. La viscosité apparente mesurée est donc plus faible que celles proposées par Gibilaro
et al. (2007). La limite pour φ! 0 est la bonne, celle du uide pur ηf , mais la pente à l’origine de 1.65
est inférieure à la fois à celle donnée par la relation d’Einstein (pente de 2.5) et à celle de Gibilaro
et al. (pente de 2.8). Nous sommes dans une situation avec de fort gradients de fraction volumique et
de vitesse qui est très diérente de l’hypothèse de suspension homogène et diluée faite pour obtenir
la relation d’Einstein. On peut aussi noter que, de part la description via une interface diuse, pour
hg = d, on a φ(Hm) = 0.08. Donc toutes les valeurs de φ 6 0.08 correspondent à des hauteurs
où il n’y a jamais de grains. Dans cette zone, φ 6= 0 car hg 6= 0 et alors la forme de la fonction de
pondération choisie peut avoir une inuence non négligeable sur les résultats obtenus. On vérie la
convergence avec la taille du domaine et le ranement du maillage de cet exposant dans l’annexe F
et il varie de moins de 5% pour les cas considérés. Sa dépendance avec l’épaisseur caractéristique
du VER hg est présenté sur la gure 5.17 pour Rep = 1 et θ = 0.67.
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Figure 5.17 – (, , ) Viscosité apparente de la phase uides feq pour (a) : hg = d=2 ; (b), hg = d=4 ; (c) :
hg = d=10. Sur chaque graphe, la viscosité apparente obtenue pour hg = d est aussi tracée en noir (). On a
également tracé le meilleur ajustement (par la relation (5.49)) sur chaque graphe, pour hg = d en trait plein
( = 1:65) et pour (a) :  = 1:768 ; (b) :  = 1:783 ; (c) :  = 1:558, en pointillés.
La gure 5.17 montre que dispersion de la viscosité apparente de la phase uide augmente lorsque
l’épaisseur hg diminue. Pour hg > d/4, il est encore possible de déduire la viscosité apparente de
la phase équivalente uide à partir des simulations eectuées mais pour hg = d/10 la dispersion
des données est trop grande pour cela. Si on met de côté les uctuations de la viscosité apparente,
lorsque hg diminue, la viscosité apparente augmente pendant un temps puis si on diminue trop hg,
la méthode de changement d’échelle ne donne plus des assez bons résultats pour obtenir une valeur
signicative de β. Quelle que soit la valeur de hg, nous obtenons des valeurs de β relativement
faibles comparées à celles des auteurs précédents (entre 2.5 et 2.8) ; notons qu’ils obtiennent ces
valeurs pour des suspensions homogènes.
On peut naturellement se poser la question de la dépendance de cet exposant avec les paramètres
Rep et θ. On trace la valeur de β en fonction du nombre de Shields θ pour les trois nombres de
Reynolds particulaire Rep considérés dans cette étude sur la gure 5.18.
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Figure 5.18 – Exposant  (relation (5.49)) en fonction du nombre de Shields  pour (H) : Rep = 0:1 ; (I) :
Rep = 1 ; (N) : Rep = 10. On trace en pointillés l’exposant  donné par l’ajustement (5.50) (avec le même code
couleur).
La gure 5.18 montre une dépendance linéaire de l’exposant β avec le nombre de Shields θ. On
constate également que β augmente avec le nombre de Reynolds particulaire. Dans la gamme deRep
et θ explorés ici (0.1 6 Rep 6 10 et 0.1 6 θ 6 0.7), on obtient 0.5 6 β 6 3 ce qui représente une
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plage de variation relativement large. On peut approximer cette dépendance au nombre de Reynolds
particulaire par une loi de puissance et on obtient alors l’expression suivante de β en fonction du
nombre de Reynolds particulaire Rep et du nombre de Shields θ :
β = 0.53 + 1.71 θ Re0.38p . (5.50)
On peut remarquer qu’on obtient la valeur attendue de β ' 2.5 pour Rep = 10 et θ ' 0.5. Cette
valeur a été dérivée par Einstein en faisant l’hypothèse que φ  1 et que l’écoulement est régi
par l’équation de Stokes (donc pour Rep  1). Cette hypothèse est d’autant mieux vériée que
le nombre de Shields θ est grand et donc que les grains transportés sont mis en suspension. On
pourrait donc s’attendre à obtenir un plateau à β ' 2.5 quelque soit Rep (vériant Rep  1) pour
les grandes valeurs de θ. Nous n’avons sans doute pas exploré des valeurs susamment grandes
de θ pour observer ce palier. Il est important de noter qu’ici le rapport de densité ρp/ρf = 2.5
contrairement à l’analyse faite par Einstein (1906) pour laquelle ρp/ρf = 1.
L’expression de β donnée par la relation (5.50) donne une bonne approximation de β = β(Rep, θ)
comme on peut le voir sur la gure 5.18. Cet ajustement ne prend pas en compte l’existence d’un
éventuel plateau. On peut donc décrire la phase apparente uide comme un uide newtonien incom-
pressible dont la viscosité est fonction de la densité locale de particules, du nombre de Shields et du
nombre de Reynolds. La viscosité apparente de la phase uide est alors donnée par la relation (5.49)
où le paramètre β est donnée par la relation (5.50).
5.2.7.2 Phase granulaire
On souhaite maintenant extraire la rhéologie de la phase granulaire apparente. La rhéologie des
milieux granulaires s’exprime généralement à l’aide d’un coecient de friction eectif µpeq = τ
p
P p
(où
τ p et P p sont respectivement la contrainte de cisaillement apparente et la pression apparente dans
la phase granulaire). Dans le cas d’un milieu granulaire sec, une analyse dimensionnelle dans le cas
de grains rigides indique que le système est contrôlé par un seul paramètre sans dimension :
I = γ˙dp
P p/ρp
, (5.51)
où γ˙ et P p sont les valeurs locales du taux de cisaillement et de pression granulaire. Ce paramètre
sans dimension est appelé nombre inertiel et a été introduit sous cette forme par Cruz et al. (2003).
On peut le voir comme le rapport d’un temps de réarrangement microscopique tµ sur un temps
de réarrangement macroscopique tM d’un lit de grains. Dans le cas d’un milieu granulaire sec,
tµ = d/
p
P p/ρp et tM = 1/γ˙. Le comportement macroscopique du milieux granulaire est alors
déterminé à l’aide des deux fonctions τ p = µpeq(I)P p et φ(I). Cette loi de comportement des mi-
lieux granulaires porte le nom de "rhéologie µ(I)" (se lit ’mu de I’) (GDR MiDi (2004)).
Dans le cadre des milieux granulaire immergés, on souhaite généralement garder la même ap-
proche et retrouver le comportement "sec" dans la limite d’un uide environnant de densité né-
gligeable devant celle des grains (r  1) et d’une "faible" viscosité (i.e. pour des nombres de Stokes
St = d
p
P p/ρp/ηf vériant St  1). Toutefois, dans ce cas là le système n’est plus contrôlé par
un seul nombre sans dimension et plusieurs régimes existent (visqueux, inertiel ou sec). De la même
façon que dans le cas sec, on peut construire un nombre sans dimension qui représente le rapport
entre les temps de réarrangement aux échelles microscopique et macroscopique. En considérant le
temps de réarrangement microscopique tµ = d/
p
P p/ρp, on obtient le nombre inertiel I déni pré-
cédemment et en prenant un temps de réarrangement microscopique basé sur les eets visqueux
tµ = ηf/P
p, on en déduit le nombre visqueux J tel que :
J = γ˙ηf
P p
, (5.52)
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comme déni par Cassar et al. (2005) et Boyer et al. (2011). On a noté jγ˙j le taux de cisaillement
dans les expressions de I et J ; en pratique, on dénit ces nombres de façon locale en substituant
le taux de cisaillement local ∂〈u〉
∂y
(y) au taux de cisaillement "global" (loin du lit de grain) γ˙ dans leur
expressions. Trulsson et al. (2012) proposent de prendre en compte tous les régimes en combinant
les nombres inertiel I et visqueux J . Ils dénissent alors un nouveau nombre sans dimension, noté
K, par :
K = J + αI2, (5.53)
où α est une constante ; Trulsson et al. (2012) trouvent α = 0.635 par des simulations 2D, valeur
conrmé par Lacaze et al. (2020) sur des simulations 3D. On peut remarquer le nombreK peut aussi
s’écrire K = J (1 + αRep,loc), où Rep,loc = ρf ∂〈u〉∂y d2/ηf est le nombre de Reynolds particulaire
local (déni avec la vitesse locale ∂〈u〉
∂y
d). Le nombreK peut donc être interpréter comme un nombre
visqueux avec une correction inertielle. On peut également noter que le nombre visqueux J n’est
autre qu’un nombre de Shields local. Les expressions présentées ici sont des généralisations des
expressions de φ et de µpeq dépendant du nombre K (Boyer et al. (2011); Trulsson et al. (2012)) :
φ(K) = φc
1 +K1/2 , (5.54)
et
τ pxy = µ
p
eq(K)P p, (5.55)
où
µpeq(K) = µ1 +
µ2   µ1
1 + (K0K )
1/2
, (5.56)
On peut noter que pour le cas présent (Rep = 1, θ = 0.67 et r = 2.5), αI2 varie dans la couche de
grains mobiles entre la valeur 10−10 qu’il prend dans le lit statique et 60 au sommet du lit de grains
(pour φ = 0.025). J possède la même allure mais prend des valeurs 104 fois plus grandes dans le
lit statique, il devient inférieur à αI2 pour y   hbed > 0.16d et augmente jusqu’à 40 au sommet du
lit de grains. On est donc eectivement dans un régime visqueux dans le lit de grains (αI2  J ) à
l’exception du sommet de la couche de grains mobiles (sur environ un diamètre de grain ici) où ces
deux quantités sont du même ordre de grandeur. On est alors dans un régime intermédiaire dans
cette zone du lit de grains. Cette transition entre les régimes visqueux et inertiel au sein du lit de
grains nous pousse à considérer le nombre K et non I ou J . K prend des valeurs comprises entre
10−5 et 100 environ ici. Toutefois, les grandes valeurs de K sont atteintes au-dessus du lit de grains
et sont dues à l’étalement du sommet du lit de grains par la méthode de changement d’échelle. En
pratique on se limitera aux valeurs de K vériant K 6 25 an de ne pas interpréter des résultats
dépendant de la forme de la fonction de pondération g choisie. Cette valeur de 25 pour K reste très
élevée par rapport à celles explorées par Boyer et al. (2011) (10−6 6 J 6 0.17), par exemple.
La gure 5.19 présente l’évolution de la fraction solide φ en fonction du nombreK en échelle linéaire
et logarithmique. On a également tracé un ajustement du modèle (5.54) sur ces données.
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Figure 5.19 – Fraction volumique de grains  en fonction du nombre K, (a) : en échelle linéaire ; (b) : en échelle
logarithmique. () : étude présente, (–) : ajustement de la relation (5.54), c = 0:615.
La fraction volumique de solide calculée via la méthode d’homogénéisation (avec hg = d) est très
bien décrite par la relation (5.54) pourK 6 0.1 en prenant φc = 0.615 . L’erreur sur φ augmente en-
suite mais reste modérée (environ 0.03 au maximum) jusqu’àK ' 25. On constate que nos données
oscillent légèrement, il s’agit sans doute d’un eet de taille nie dû à la faible extension horizontale
du domaine et à l’épaisseur limitée du VER.
On calcule maintenant le coecient de friction apparent dans la phase granulaire µpeq. On utilise
l’expression suivante :
µpeq =
1
2
 
Σpxy + Σ
p
yx

 Σpyy
. (5.57)
Comme pour la phase uide, on utilise une expression symétrique des contraintes de cisaillements
apparentes τ pxy. De plus, on utilise la contrainte normale Σpyy et non la pression P p. Ce choix semble
plus pertinent à cause des petites diérences de contraintes normales observées dans le milieu gra-
nulaire (voir la section 5.2.5).
La gure 5.20 montre la dépendance du coecient de friction eectif µpeq en fonction du nombre K.
On a aussi tracé un ajustement du modèle (5.56).
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Figure 5.20 – Coecient de friction eectif de la phase granulaire peq en fonction du nombre K, (a) : en
échelle linéaire ; (b) : en échelle semi-logarithmique. () : étude présente, (–) : ajustement de la relation (5.56),
1 = 0:243, 2 = 0:794 et
pK0 = 0:125.
On obtient un très bon accord entre le modèle (5.56) et nos données obtenues via la méthode d’ho-
mogénéisation développée ici, et ce pour l’ensemble des valeurs de K explorées, donc pour K 6 25.
On observe, ici aussi, des oscillations du coecient de friction eectif autour du notre ajustement
des données. On obtient, via cet ajustement, µ1 = 0.243, µ2 = 0.794 et
p
K0 = 0.125. À des ns de
comparaison, on peut citer Trulsson et al. (2012) qui obtiennent, quant à eux, µ1 = 0.277, µ2 = 0.85
et
p
K0 = 0.29.
On vérie ensuite l’inuence de l’épaisseur caractéristique du VER hg sur les fonctions φ(K) et
µpeq(K). La gure 5.21 présente ces deux quantités pour les diérentes valeurs de hg considérées.
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Figure 5.21 – Fraction volumique de grains  (première ligne) et coecient de friction eectif de la phase
granulaire peq (seconde ligne) en fonction du nombre K, en échelle semi-logarithmique, pour (a) : hg = d=2 ;
(b) : hg = d=4 ; (c) : hg = d=10. On a aussi tracé en noir, sur chaque graphe, le cas hg = d comme référence.
La gure 5.21 montre que les fonctions φ(K) et µpeq(K) uctuent autour de la valeur obtenue pour
hg = d. Ces uctuations sont plus marquées pour les faibles valeurs de K, qui correspondent au
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fond de la couche mobile de grains, là où la prise de moyenne temporelle ne permet pas d’aussi bien
compenser la faible taille du VER que dans le haut de la couche mobile. Plus hg est petit, plus les
oscillations sont grandes mais elles restent centrées autour des courbes pour hg = d, ce qui montre la
convergence de ces deux fonctions lorsque hg augmente. Cette convergence n’est pas parfaitement
atteinte pour hg = d puisque des oscillations subsistent.
On peut maintenant se demander comment est modié le comportement rhéologique de la phase
granulaire lorsqu’on fait varier les paramètres sans dimensions. Pour toute la gamme des paramètres
testés ici, on utilise les mêmes lois φ(K) et µpeq(K) données par les équations (5.54) et (5.56) mais les
valeurs de µ1, µ2,
p
K0 et de φc changent. La gure 5.22 présente l’évolution de ces paramètres avec
le nombre de Shields θ pour les trois valeurs du nombre de Reynolds considérées.
0 0.2 0.4 0.6
0
0.1
0.2
0.3
 0.1   1 10
0.22
0.24
0.26
(a)
0 0.2 0.4 0.6
10 -1
10 0
(c)
0 0.2 0.4 0.6
0.5
0.6
0.7
0.8
0.9
(b)
0 0.2 0.4 0.6
0.56
0.58
0.6
0.62
0.64
0.66
(d)
Figure 5.22 – Coecients d’ajustement de la rhéologie apparente de la phase granulaire en fonction du
nombre de Shields  pour les trois nombres de Reynolds particulaire Rep considérés. (a) : 1 ; (b) : 2 ; (c) :
pK0
(en échelle semi-logarithmique) ; (d) : c. (H) : Rep = 0:1 ; (I) : Rep = 1 ; (N) : Rep = 10. Pour 1 et 2, on a
tracé en pointillés les ajustements obtenus (et détaillés ci-dessous). L’insert de la gure (a) montre l’évolution de
1 "moyen" en fonction de Rep.
La gure 5.22 (a) présente les valeurs de µ1, ajustée comme sur la gure 5.21, en fonction du nombre
de Shields θ. Aucune tendance claire ne se dégage, on peut donc supposer que µ1 ne dépend pas de
θ. On peut voir que sa valeur augmente avec le nombre de Reynolds particulaire Rep, on eectue
alors la moyenne des valeurs de µ1 pour chaque valeur du nombre de Reynolds et on trace µ1 en
fonction de Rep en insert sur la même gure (en échelle semi-logarithmique). On obtient alors un
très bon accord avec un ajustement linéaire d’équation µ1 = 0.214 + 5.78 10−2 Rep.
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La gure 5.22 (b) présente µ2 en fonction du nombre de Shields θ et cette fois-ci, µ2 est une fonction
croissante de θ et du nombre de Reynolds particulaire Rep. On obtient un relativement bon accord
avec l’ajustement µ2 = 0.57 + 0.30 θ + 0.013 Rep. La diérence de comportement de µ1 et µ2
vis-à-vis de θ laissent penser qu’ils n’ont pas la même origine physique, i.e. que les phénomènes
responsables de la friction apparente ne sont pas les mêmes pour les faibles valeurs de K et pour les
grandes.
La gure 5.22 (c) présente
pK0 en fonction du nombre de Shields θ. Ce paramètre d’ajustement
est globalement décroissant pour θ 6 0.4   0.5 puis croît pour les plus grands nombres de Shields
θ. Au minimum,
pK0 ' 0.1 et au maximum, proche du seuil de mise en mouvement, on trouvepK0 ' 0.5 à 5 en fonction du nombre de Reynolds particulaire. La valeur de ce paramètre dépend
donc fortement de Rep et θ, il varie sur plus d’un ordre de grandeur ici. Pour θ > 0.3, les valeurs depK0 obtenues sont du même ordre de grandeur que celles que l’on peut trouver dans la littérature,
Trulsson et al. (2012) obtient
pK0 = 0.29 par exemple. L’utilisation deK, au lieu de I ou J , limite
les possibilités de comparaisons de ces résultats. Le fait que la valeur de ce paramètre change de
comportement pour θ 6 0.3 est peut être un signe du fait qu’on atteint les limites de la méthode
d’homogénéisation. En eet, plus θ est petit, moins la couche de grains mobiles est épaisse. Or,
pour satisfaire l’hypothèse de séparation d’échelles, la taille caractéristique de la grande échelle
(l’épaisseur de la couche de grain mobile, L ' ∆H) doit être grande devant la taille des grains d..
Enn, la gure 5.22 (d) présente le coecient φc (équation (5.54)) en fonction du nombre de Shields
θ. Il ne semble pas y avoir de tendance particulière de ce paramètre avec le nombre de Reynolds
particulaire Rep. Pour les faibles valeurs de θ, proches du seuil de mise en mouvement, φc vaut
environ 0.594 pour les trois nombre de Reynolds testés. Puis, φc croît avec le nombre de Shields
θ et semble tendre vers une valeur maximale d’environ 0.62 pour les grandes valeurs de θ. Cette
variation avec θ, entre 0.594 et 0.62, semble se lisser lorsque le nombre de Reynolds particulaire
augmente.
Finalement, la rhéologie apparente du milieu granulaire immergé est bien décrite par la rhéologie
µ(K) (équations (5.53) à (5.56)) pour l’ensemble des valeurs de K, Rep et θ explorées ici. En résumé,
et schématiquement, on trouve : µ1 ' 0.24, µ2 / θ 2 [0.6, 0.85],
pK0 = f(Rep, θ) 2 [0.1, 5] et
φc ' 0.61. On peut également noter que µ1 et µ2 augmentent un peu et de façon linéaire lorsque le
nombre de Reynolds particulaire augmente.
On peut également noter qu’il est possible de décrire la rhéologie de cette phase via un coecient
de viscosité apparent (comme pour la phase uide). La viscosité apparente ηpeq est alors (localement)
reliée au coecient de friction apparent µpeq par la relation :
ηpeq = µ
p
eq
P p
∂〈ux〉
∂y
. (5.58)
Les formulations présentés ici sont adaptées à un écoulement dans la direction x et dépendant de
la coordonnée y ; la généralisation à des écoulements plus complexes est possible et ne pose pas de
problème particulier.
5.2.7.3 Phase de mélange
Nous souhaitons maintenant déterminer les propriétés rhéologiques de la phase de mélange. On
choisit de décrire la rhéologie de cette phase à l’aide d’une viscosité apparente, comme pour la phase
uide. Pour cela, on calcule le rapport de la contrainte de cisaillement apparente sur le gradient de
vitesse. Comme pour la phase uide, on utilise le gradient de vitesse de mélange. L’expression de la
viscosité apparente de cette phase prend donc la forme suivante :
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ηmeq =
1
2
 
Σtotxy + Σ
tot
yx

∂ huxi
∂y
=
1
2
 
Σpxy + Σ
p
yx + Σ
f
xy + Σ
f
yx

∂ huxi
∂y
. (5.59)
On trace la viscosité apparente de la phase de mélange ηmeq en fonction de la fraction volumique
solide φ sur la gure 5.23.
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Figure 5.23 – Viscosité apparente de la phase de mélange meq en fonction de la fraction volumique de grains 
pour Rep = 1 et  = 0:67, (a) : en échelle semi-logarithmique ; (b) : en échelle linéaire (pour  6 0:5).
() : étude présente ; (gris –) : viscosité d’Einstein (relation (5.45)) ; (gris - -) : viscosité de Batchelor et Green
(relation (5.46)) ; (rouge - -) : viscosité de Krieger et Dougherty avec m = 0:62 (relation (5.60)) ; (bleu - -) :
viscosité de Boyer et al. (2011) avec les coecients 1, 2,
pK0 et c obtenus précédemment.
La viscosité apparente des milieux granulaires denses et immergés est généralement décrite à l’aide
du modèle semi-empirique de Krieger et Dougherty (1959) :
ηmeq(φ)
ηf
=

1  φ
φm
−2.5φm
. (5.60)
Un ajustement de ce modèle sur nos données est tracé sur la gure 5.23 pour φm = 0.62. Ce modèle
de viscosité diverge pour φ  φm ; cela correspond à la transition de blocage (jamming transition).
Pour les faibles valeurs de fraction volumique solide φ  φm, on peut eectuer un développe-
ment limité de l’expression (5.60) en fonction du petit paramètre φ/φm. Au premier ordre, on trouve
ηmeq/ηf = 1 +
5
2
φ ce qui correspond à la viscosité d’Einstein (1906, 1911). Au second ordre, il vient
ηmeq/ηf = 1 +
5
2
φ+ 25φm+10
8φm
φ2 ' 1 + 5
2
φ+ 5.2φ2, pour φm = 0.6. Ceci n’est pas le développement de
Batchelor et Green (1972), qui possède un coecient un peu diérent devant φ2 de 7.6 et non 5.2.
Cela montre bien la diculté à trouver une expression satisfaisante pour cette viscosité, qui donne à
la fois de bons accords avec les expériences et les développements théoriques sous-jacents. On trace
aussi les deux développements théoriques, d’Einstein (équation (5.45)) et de Batchelor et Green
(équation (5.46)), sur la gure 5.23. On voit que la viscosité apparente mesurée suit la relation Ein-
stein pour φ 6 0.05, celle de Batchelor et Green décrit bien la viscosité apparente de la phase de
mélange pour φ 6 0.25 et que le modèle de Krieger et Dougherty (1959) s’ajuste très bien sur nos
données pour φ 6 0.5. Pour les plus grandes valeurs de φ, on moyenne des échantillons qui ne sont
pas décorrélés car cette région du lit de grains est quasiment statique. Notons, que même dans ces
conditions défavorables, la tendance est bien capturée par la méthode développée ici.
Il existe également des corrélations de la viscosité apparente plus récentes que celle de Krieger
et Dougherty. Celle de Boyer, Guazzelli et Pouliqen (2011), par exemple, est tracée sur la -
gure 5.23 en utilisant les valeurs des paramètres µ1, µ2, K0 et φc obtenues précédemment (dans la
section 5.2.7.2), et montre un accord avec nos résultats, équivalent à celui obtenu avec le modèle de
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Krieger et Dougherty (1959).
On peut remarquer que, contrairement à la viscosité apparente de la phase uide, la viscosité de
la phase de mélange est bien décrite par la relation d’Einstein ((5.45)) pour φ  1. Cela signie
que dans la conguration considérée, les contacts entres les grains ont un eet non nul même pour
φ  1 ; or la viscosité d’Einstein a été dérivée pour une suspension diluée (sans contribution des
contacts inter-particules). Il n’y a donc a priori pas de raison que la viscosité apparente de la phase
de mélange suive cette loi.
On peut ensuite analyser la dépendance de la rhéologie de la phase de mélange avec les paramètres
Rep et θ. Pour cela, on trace φm sur la gure 5.24, ajusté comme pour la gure 5.23, en fonction du
nombre de Shields θ pour les trois valeurs du nombre de Reynolds particulaire considérées.
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Figure 5.24 – Fraction volumique de blocage m (relation (5.60)) en fonction du nombre de Shields  pour
(H) : Rep = 0:1 ; (I) : Rep = 1 ; (N) : Rep = 10. (- -) : moyenne de m obtenue lors de cette étude.
La gure 5.24 ne montre aucune tendance particulière de φm avecRep ou θ. Dans tous les cas, 0.6 6
φm 6 0.64 et la valeur moyenne obtenue pour l’ensemble des cas eectués ici est φm = 0.62. Cette
valeur est cohérente avec celles disponibles dans la littérature qui sont généralement comprises entre
0.58 et 0.64. Par exemple, Boyer et al. (2011) obtiennent 0.585 et la fraction volumique maximale
moyenne d’un empilement aléatoire de sphères (random close packing) vaut environ 0.64.
Dans tous les cas eectués, la viscosité apparente de la phase de mélange est bien approximée par
le modèle de Krieger et Dougherty (relation (5.60)). De plus, un seul exposant φm semble néces-
saire pour décrire l’ensemble des situations explorées et on obtient donc une rhéologie unique de la
phase de mélange, indépendante de Rep et θ ; bien que les contributions relatives des contacts inter-
particules et du uide dépendent deRep et θ (d’après les gures 5.18 et 5.22). On peut aussi souligner
le fait que la rhéologie de Krieger et Dougherty suit la relation d’Einstein (pour φ 1). Donc la
viscosité apparente de la phase de mélange suit la relation d’Einstein, et ce quelque soit les valeurs
de θ et Rep, alors que la phase uide ne la suit pas. On peut donc en déduire qu’ici la contribution
des contacts entre grains n’est pas négligeable, même pour pour φ 1.
Notons que si l’on reprend la dénition de ηmeq (équation (5.59)) et qu’on utilise les dénitions de ηfeq
et ηpeq (respectivement données dans les équations (5.48) et (5.58)) pour exprimer les contraintes de
cisaillements, on trouve :
ηmeq = η
f
eq + η
p
eq. (5.61)
165
Sous couvert de l’hypothèse faite précédemment pour l’utilisation de la vitesse de mélange dans
le calcul de la viscosité apparente, et non celle de la phase considérée, la viscosité apparente de la
phase de mélange est la somme des viscosités apparentes de chaque phase. La gure 5.16 montre
que ηfeq varie entre 1 et 4.5 fois la viscosité du uide seul ηf , en fonction de la fraction volumique
considérée. Or la viscosité mesurée pour la phase de mélange atteint des valeurs de l’ordre de 103 fois
la viscosité du uide seul ηf pour des valeurs de φ proche de la transition de blocage. La contribution
de la phase granulaire à la viscosité apparente du mélange (via des contraintes frictionnelles) est donc
prépondérante pour les fortes fractions volumiques, et celle du uide (via des contraintes visqueuses)
devient négligeable lorsque φ augmente. C’est justement cette diérence d’ordre de grandeur qui
rend particulièrement dicile la mesure expérimentale de la viscosité de la phase équivalente uide.
C’est également la raison pour laquelle la contribution de la phase uide à la viscosité totale est
souvent négligée dans les milieux granulaires denses.
5.2.7.4 Article : Un nouveau modèle de viscosité eective de la phase de mélange
On peut note que la rhéologie de la phase granulaire dépend assez peu des paramètres sans dimen-
sion (pour la gamme de paramètres testée), et comme sa contribution est prépondérante, on obtient
une rhéologie de la phase de mélange qui dépend, elle aussi, peu des nombres sans dimension. Dans
un article qui a été soumis à la revue Physical Review Fluids, après une rapide présentation de la
méthode reprenant à peu près les premiers chapitres de ce manuscrit de thèse, on a étudié plus en
profondeur ces diérentes dépendances an de mettre en place un nouveau modèle de viscosité de
la phase de mélange s’appuyant sur les modèles de viscosité des phases uide et granulaire.
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This paper deals with the modelling of bedload, i.e. granular transport induced by a shear flow
and characterized by a granular motion localized close to the upper surface of the granular bed.
More particularly, we consider the steady transport of a bed of grains by a laminar Couette flow
for a grain-to-fluid density ratio of 2.5, a range of particle Reynolds numbers Rep ∈ [0.1, 10]
and Shields numbers θ ∈ [0.1, 0.7]. The main question addressed here concerns the relevance of
mesoscale models, for which the granular phase is modeled as a continuum phase, for this specific
flow. Numerical simulations are thus performed at the so-called microscale at which individual grain
dynamics is resolved, using an Immersed Boundary Method (IBM) coupled to a Discrete Element
Method (DEM) granular solver. Up-scaling is then performed to describe the flow at the mesoscale.
In particular, this approach allows us to (1) characterize the rheology of the fluid phase, granular
phase and equivalent mixture, which are the dominant unknown closure terms at the mesoscale;
(2) propose scaling laws as models of the corresponding effective viscosities for the range of Rep
and θ considered here; and (3) highlight the relevance of these models for this very drastic physical
configuration for which the separation of scale between the grain and the mesoscopic deformation is
not obvious. The main finding of this work is that the apparent rheology of the fluid phases strongly
depends on Rep and θ. On the other hand, the rheology of the granular phase remains dependent
on Rep and θ but to a lesser extent, and is well described by a viscoplastic model of µ − I type.
Accordingly, a mixture effective viscosity model is proposed based on previous experimental results
as the sum of the effective viscosities of these two equivalent phases. This model is shown to predict
reasonably well the mixture effective viscosity obtained from the microscale simulations.
I. INTRODUCTION
Immersed granular transport occurs in many environ-
mental situations and industrial processes, such as sedi-
ment transport in rivers and oceans [1, 2], oil extraction,
pharmaceutic or food processes [3] to mention but a few.
The modeling of granular flows at these scales imposes
a minimum scale of resolution which is greater than the
grain size. For this reason, the granular phase is usually
modeled as a continuum phase.
Yet, modeling immersed granular flows at a scale large
enough so the granular medium can be viewed as a con-
tinuum (denoted meso-scale hereafter) remains a chal-
lenging task [4]. On the one hand, two-phase Eulerian
models such as those developed by R. Jackson [5, 6] suf-
fer from the lack of accurate and robust closure models
[see e.g. Ref. 7]. In particular, the apparent rheological
behaviour of the various phases (fluid, granular, mixture)
still raises some open questions. On the other hand, the
validity of this mesoscale description usually requires a
clear separation between the grain size and the macro-
scopic scale of deformation of the granular material. This
assumption can be drastic for localized shear and sharp
interface as for instance when a bed of grains is sheared
and transported by a fluid flow as encountered in sed-
iment transport. The strategy to adopt to model the
granular phase then remains uncertain.
In the viscous limit, the effective fluid phase at a scale
larger than the grains is usually described as an equiv-
alent fluid whose effective viscosity is a function of the
particle concentration. This allows to recover well-known
results of the effective viscosity at low particle concentra-
tion [8–10]. The apparent viscosity of the fluid phase at
larger particle concentration is approximated by semi-
empirical relations [11]. The influence of inertia on these
models remains an open-question. As for the granular
phase, several rheological models have been proposed.
Recent advances on the understanding of dense granular
flows have led to some rheological models for suspensions
[12, 13]. Finally, the rheology of the mixture is generally
modeled by the Krieger and Dougherty (1959)’s corre-
lation [14]. More recently, a mixture model has been
proposed following recent developments on the rheology
of dense granular medium [12]. All these models need to
be assessed for a wider range of granular flows, includ-
ing bedload sediment transport, for which the mesoscale
description can suffer grain size effects as mentioned pre-
viously. Yet, recent promising works have shown the
pertinence of large-scale granular rheological model even
for this drastic configuration [15]. This has to be ex-
tended to the whole fluid and mixture description. For
this purpose, numerical simulations resolved at the grain
scales are required to extract the pertinent model at the
mesoscale.
Here, we consider the generic problem of bedload sed-
iment transport of a bed of grains, induced by some
viscous shear flow. The problem is sketched in Fig-
ure 1(a). A bed of grains of mean diameter d and
density ρp is subjected to a Couette flow with shear
rate γ˙, in a fluid of density ρf and viscosity ηf . The
present problem depends on three dimensionless param-
eters, namely the density ratio r = ρp/ρf , the particle
Reynolds number Rep = ρf γ˙d
2/ηf and the Shields num-
ber θ = ηf γ˙/(∆ρgd), where ∆ρ = ρp − ρf and g is the
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2gravitational acceleration. These numbers characterize
the local dynamics at the grain scale, they are thus based
on the particle diameter d as the characteristic length
scale and γ˙ as the inverse time scale.
In the present work, we perform three-dimensional
‘fully-resolved’ simulations of this problem using an im-
mersed boundary method (IBM) [16, 17] coupled to a
granular solver [18] based on a discrete element method
(DEM) [19]. We refer to ‘fully-resolved’ simulations be-
cause almost all the scales of the flow are resolved (ex-
cept some part of the lubrication effects below the fluid
mesh resolution). By temporally and spatially averaging
these results, we can compute the flow properties at the
mesoscale, which only depend on the vertical direction.
The motivations of the present work are twofold: (1)
to compute all the terms of the Eulerian two-phase equa-
tions and propose some parameterization of the closure
terms; (2) to assess the existing rheological models of the
various phases in the generic case of bedload transport.
The paper first presents the IBM-DEM numerical ap-
proach and setup used for computing the flow at the
microscale. In section III, we describe some theoreti-
cal background, namely the upscaling procedure giving
the Eulerian equations at the mesoscale and rheological
models for the various phases. In section IV, spatial and
temporal averaging is performed and the flow proper-
ties and rheology at the mesoscale are obtained for each
phase. Finally, the influence of the particle Reynolds
number and Shields number on the mesoscale behaviour
is discussed.
II. GOVERNING EQUATIONS AND
NUMERICAL SETUP
A. Fluid solver
The fluid solver is the in-house code JADIM based on
an immersed boundary method (IBM) for computing the
fluid flow around moving particles on a fixed Cartesian
grid [16–18, 21]. Note that the present IBM method is
of the body-force type similar to that of [22]. Assum-
ing an incompressible Newtonian fluid of density ρf and
dynamic viscosity ηf , the flow evolution is described by,
∇ · u = 0, (1)
∂u
∂t
+∇ · (u⊗ u) =
g − 1
ρf
∇P + 1
ρf
∇ · [ηf (∇u +∇uT)]+ fIBM, (2)
where u and P denote the local velocity and pressure,
respectively, g is the gravitational acceleration and fIBM
is a volume force term used to account for the presence
of solid particles in the domain, as will be explained in
the following.
The present approach is based on a finite-volume
method with a three steps mixed third-order Runge-
Kutta/Crank-Nicolson scheme. Pressure is solved using
a projection method [23]. Domain decomposition and
Message Passing Interface parallelization is performed.
(1)-(2) are resolved in the whole domain, in fluid cells
but also in cells containing the solid particles. As the
boundary location of the moving spheres almost never
coincide with the mesh, so-called local solid volume frac-
tion αIBM is introduced to materialize the particles. αIBM
is equal to one in cells filled with solid, zero in cells filled
with fluid, and in the boundary region αIBM is varying
with a sinusoidal shape from one to zero. The character-
istic length ∆α of the transition is typically of the order
of one to three mesh cells of size ∆x. In the present work,
∆α = 1.3∆x [16, 22].
The body force term fIBM is then defined as
fIBM = αIBM
Ud − u˜
∆t
, (3)
where ∆t is the numerical time step, u˜ is a predictor
fluid velocity and Ud is a prescribed particle velocity.
fIBM basically ensures the velocity to be the actual par-
ticle velocity within solid particles. Ikeno and Kajishima
(2007) [24] showed that using the local particle velocity
as the prescribed velocity, namely Ud = u
p + ωp × r
may tend to overestimate boundary layer effects (hence
the drag on the body) in the fluid region near the par-
ticle surface. To reduce this effect, we impose Ud =
αIBM(u
p +ωp× r) + (1−αIBM)UI, as done by these au-
thors and Pierson (2015) [21], where UI is a local fluid
velocity resulting from a multidirectional linear interpo-
lation of u˜ over the neighbouring cells.
A sub-loop on the entire forcing/Crank-Nicolson step is
performed in order to improve the enforcement of the no-
slip condition at the particle boundary [see Refs 17, 21,
for more details]. More specifically, u˜ is first computed
without considering the particles, then the IBM force is
computed, thirdly an unsteady Stokes equation is solved
and finally u˜ is updated. This forcing sub-loop is com-
putationally expensive and is therefore used only twice
per Runge-Kutta loop (tests showed that using more sub-
loops did not improve the results significantly).
B. Granular solver
The granular solver is the in-house code GraDyM [18]
based on a soft-sphere discrete element method (DEM)
which allows to describe multicontact grains interaction
[19, 25, 26]. It solves the Newton’s equations for linear
and angular momentum, with velocity up and angular
velocity ωp, which read
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FIG. 1. (a): Scheme of the considered problem at the microscale. (b): Domain of simulation. (c): Scheme of the considered
problem at the mesoscale. (d): Vertical profile of the streamwise velocity in the fluid phase (blue, 〈u〉f ), the granular phase
(red, 〈u〉p) and solid volume fraction (black, φ) for Rep = 1 and θ = 0.67. Note that the velocity profile of the granular phase
is represented with a solid line for φ > 0.025 and with a dashed line otherwise. Here, we use a characteristic length of the
weighting function hg = d. hbed is the mean height of the granular bed defined as the barycentre of the local granular flow rate
hbed =
∫
y dq/
∫
dq =
∫
y φ up dy/
∫
φ up dy as suggested by Dura´n et al. (2012) [20].
ρpVp
dup
dt
= ρpVp g + fh +
∑
q 6=p
fc
pq, (4)
Ip
dωp
dt
= Γh +
∑
q 6=p
Γc
pq, (5)
where Vp = pid
3/6 is the volume of particle p, Ip is
the moment of inertia tensor,
∑
q 6=p fc
pq (
∑
q 6=p Γc
pq) is
the total contact force (torque) induced by particles q
in contact with the particle p and fh (Γh) is the total
hydrodynamic force (torque) acting on the particle.
The contact force and torque fc and Γc, are computed
using a soft-sphere model where the particles are allowed
to slightly overlap, with a linear mass-spring model with
dissipation in the normal direction and a mass-spring
model coupled to a Coulomb type behaviour above the
slip threshold.
This model introduces four new dimensionless parame-
ters, namely the dry restitution coefficient e, the charac-
teristic contact time γ˙tcol which are both related to dis-
sipation during bouncing and contact stiffness; the ratio
between the normal and tangential stiffnesses kt/kn and
the friction coefficient µ used for the Coulomb thresh-
old. We choose a dry restitution coefficient of e = 0.7, a
collision time small enough to ensure rigid behaviour of
the particles and loose dependency with this parameter
[27, 28], typically tcol 6 10−3
√
d/g; here kt/kn = 0.2857
as suggested by Schafer et al. (1996) [25] and µ = 0.25.
The hydrodynamic force and torque fh and Γh acting
on each particle are computed using fIBM as
fh =
∫
Sp
τ · n dS
= ρf
[
−
∫
Vp
fIBM dν +
d
dt
(∫
Vp
u dν
)
− Vpg
]
, (6)
Γh = ρf
[
−
∫
Vp
r× fIBMdν + d
dt
∫
Vp
r× udν
]
, (7)
where Sp is the surface of particle p, τ = −P I +
ηf
(∇V +∇VT) is the local hydrodynamic stress ten-
sor, fIBM is the body-force source term used in the fluid
solver to impose the local particle velocity at the particle
location.
Equations (4)-(5) are solved using the third-order
Gear’s predictor-corrector scheme [27, 29–31]. The time
step for the time advancement of the procedure is set to
∆tDEM = tcol/50.
The reader is referred to [16, 17] for a validation of the
present immersed boundary method without any contact,
and [32, 33] for validations in the case where contacts are
present.
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4C. Numerical setup
In the present work, we set the particle-to-fluid density
ratio to r = 2.5, we vary the Shields number in the range
0.1 6 θ 6 0.7 and the particle Reynolds number in the
range 0.1 6 Rep 6 10. Most of the explored values
of θ are above the transport threshold and below the
threshold of suspension initiation; hence the granular bed
is moving as bedload. As the particle Reynolds numbers
is lower than 10, this study may be considered as relevant
for all the situations where the bed-load layer lies within
the viscous sub-layer of turbulent flows.
The flow configuration is sketched in Figure 1(a). We
define the cartesian frame axes (x, y, z) such as the x and
z axes lie in the horizontal plane (perpendicular to grav-
ity), x being aligned with the imposed fluid flow velocity,
and y is the vertical direction. The simulations are per-
formed in a Lx×Ly×Lz = 4d× 20d× 4d computational
domain. In addition, we set the spatial resolution of the
fluid solver to ∆x = ∆y = ∆z = 0.1d. Periodic bound-
ary conditions are imposed along the horizontal x and
z directions. Note that we verified that varying the size
of the domain and spatial resolution did not change the
results significantly (see appendix A for more details).
The bottom of the domain, of size Lx × Lz = 4d × 4d,
consists in a rough wall composed of a network of fixed
half-grains. Moreover, we benefit from the steadiness of
the flow to extract converged average quantities of the
granular phase for such a small extension of the spa-
tial domain. Half of the domain is initially filled with
Np = 170 grains. The particles have a mean diameter d
with a dispersion of 5% around the mean value to avoid
crystallization and segregation phenomena. The speed at
the top of the domain is imposed as γ˙Ly/2 (where Ly/2
is the fluid thickness), or equivalently Ly/2d = 10 in its
dimensionless form. Then the bulk Reynolds number of
the fluid phase ReB = ρf γ˙L
2
y/8ηf ≡ 50Rep ∈ [5, 500],
confirming the laminar state of the fluid phase flow.
The initial state of the simulation is obtained as fol-
lows. First we let the particles settle down without any
interstitial fluid (i.e. using the GraDyM code only in
the dry configuration). Second, we fix the particles (the
granular bed thus becomes a porous medium) and simu-
late the Couette flow until a steady-state is reached (i.e.
using the JADIM code only). Finally, at t = 0, the grains
are released and become free to move and rotate.
The physical duration of a run is then about 1300γ˙−1
including a transient regime of about 200 γ˙−1 prior a
quasi steady-state of the fluid-particle flow is reached.
As an example, figure 2 presents the instantaneous di-
mensionless granular flow rate q/Vsd, with Vs the Stokes
velocity of a settling particle as defined in the caption of
figure 2, for Rep = 1 and θ = 0.67. To ensure statistical
convergence, we compute the cumulative time averaging
of the considered quantity by starting from the end of
the simulation (corresponding to a time denoted tmax).
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FIG. 2. (Colour online) Time evolution of the instantaneous
granular flow rate per unit depth scaled by Vs with Vs = (ρp−
ρf )gd
2/(18ηf ) the Stokes velocity (Rep = 1, θ = 0.67). Black
line: IBM-DEM results. Red line: mean value at steady state.
Blue line: fconv defined in (8) used to check time convergence
(here, tmax = 1300γ˙
−1).
In particular, we define fconv for an arbitrary time de-
pendent quantity f , as
fconv(t) =
1
tmax − t
∫ tmax
t
f(τ)dτ. (8)
For instance, qconv/Vsd is shown in figure 2 (solid blue
line). Starting from tmax, the function converge to a
mean value as t decreases. Note that the convergence
should disappear when t → 0 as the initial transient
regime is then included in the integral of (8). There-
fore, we can consider that the statistical convergence is
reached when a plateau is observed on a significant inter-
val of time t. The statistical convergence as defined pre-
viously is shown for the granular flow rate qconv in figure
2. The plateau of its statical convergence is pointed out
on a time interval of about 400γ˙−1, starting at 600γ˙−1
and ending at 200γ˙−1. In our case, as tmax = 1300γ˙−1,
we thus use about 150 samples separated by a time laps
of 5γ˙t to perform the temporal averaging, i.e. on a time
interval [550γ˙−1, tmax].
III. THEORETICAL BACKGROUND
A. Eulerian two-phase equations
In order to obtain the mesoscopic mass and momen-
tum equations from the microscopic (particle size) ones,
Jackson proposed a spatial averaging procedure which
is summarized below. The reader is referred to Jack-
son (1997,2000) [5, 6] for more details. Starting with,
this averaging procedure allows to define the local vol-
ume fraction of the fluid phase (x) and the solid phase
φ(x) on a length scale defined through a spatial averaging
-or weighting- function G, such as
(x) =
∫
Vf
G(|x− y|)dvy, (9)
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5φ(x) =
∑
p
∫
Vp
G(|x− y|)dvy, (10)
where x is the local position in the domain, Vp is the vol-
ume of the particle p and Vf the volume filled with fluid.
Note that moreover +φ = 1. To be consistent, G has to
be defined as a decreasing function from the considered
cell position x with a characteristic spatial extension hg,
normalized (
∫
Vtot
G dv = 1) and differentiable. We choose
here
G (|x− x′|) = 1
LxLz
e
−
(
y − y′
hg
)2
∫ Ly
0
e
−
(
y−y′′
hg
)2
dy”
, (11)
where x = (x, y, z)T , x′ = (x′, y′, z′)T and hg is the char-
acteristic length of the averaging volume. This weighting
function is invariant in the horizontal directions, as the
flow is in these directions, and is Gaussian in the vertical
direction.
An example of the vertical profile of the steady solid
volume fraction φ(y) obtained in the present configura-
tion of a sheared granular bed for Rep = 1 and θ = 0.67 is
shown in figure 1(d) (black line). Here hg = d has been
chosen as the characteristic length scale of the weight
function (11). As expected, one observes that φ is close
to its maximum packing fraction ≈ 0.6 in a static region
close to the bottom and rapidly decreases close to its up-
per surface to reach zero in top fluid layer. The vertical
variation of φ depends on the dynamics of the moving
layer which will be discussed later on in this section.
Assuming that the grains are rigid, we compute the
number of particles per unit volume n(x) at location x
as
n(x) =
∑
p
G(|x− xp|), (12)
where xp is the center location of particle p. Note that
assuming x − xp  hg in (10) in each particle volume,
implying d/2 hg, and developing G in Taylor series at
xp, we obtain the following relation between φ and n
φ(x) = Vp n(x) +O
((
d
2hg
)2)
. (13)
Note that the above-mentioned condition d/2 hg is
the first condition of scale separation necessary for the va-
lidity of the up-scaling approach. As a second condition,
the characteristic spatial extension hg of the weighting
function G must be much smaller than the macroscopic
scale L, namely hg  L. The latter condition can be
seen as preventing unexpected smoothing of flow proper-
ties gradients at the mesoscale.
The fluid phase average 〈f〉f of an arbitrary quantity
f obtained from the IBM solver is then defined as
〈f〉f (x) = 1
(x)
∫
Vf
(1− αIBM(y)) f(y)G(|x− y|)dvy.
(14)
As for the granular phase, one may define two types
of averages, namely the particle phase average (which
uses n) and the solid phase average (which uses φ) [5].
For simplicity, we only present the particle phase aver-
age.In the following, we refer indifferently to the ”solid”
or ”particulate” quantities under the adjective ”granu-
lar”. Then, the particle phase average 〈f〉p of an arbi-
trary quantity fp of particle p is defined by
〈f〉p(x) = 1
n(x)
∑
p
fpG(|x− xp|). (15)
For example, figure 1(d) shows the vertical profiles of
the streamwise steady fluid velocity 〈ux〉f (y) (blue line)
and the streamwise steady granular velocity 〈up|x〉f (y)
(red line) obtained for Rep = 1 and θ = 0.67. Again,
hg = d has been chosen as the characteristic length scale
of the weight function (11). The fluid phase is shown to
be everywhere moving faster that the granular, as it is
expected for such a fluid-driven transport configuration.
Moreover, velocity profiles rapidly decreases in the mov-
ing layer to reach zero simultaneously with the volume
fraction reaching its maximum packing fraction in the
static layer.
Let us now apply these averages to the equations solved
at the microscale, namely (2) and (4) (see section II for
a description of the system solved at the microscale).
This leads to the mesoscopic system of equations verified
by the mesoscopic quantities. The momentum equation
for the fluid phase and the granular phase at the order
O((d/L)2) read, respectively,
ρf 
Df 〈u〉f
Dt
= ∇ ·Σf − φ∇ ·Σf − n 〈f1〉p + ρf g, (16)
ρpφ
Dp〈up〉p
Dt
= ∇ ·Σp + φ∇ ·Σf + n 〈f1〉p + ρpφg. (17)
where DX()/Dt = ∂()/∂t+〈u〉X ·∇(), Σf and Σp are the
apparent stress tensor of the equivalent fluid phase and
granular phase, respectively. The term −φ∇ ·Σf is the
so-called generalized buoyancy and n 〈f1〉p = n 〈fh〉p −
φ∇ · Σf is the averaged hydrodynamic interaction be-
tween the particles and the fluid. These terms can be
expressed as
n(x) 〈fh〉p(x) =
∑
p
G(|x− xp|)
∫
Sp
(τ · n) dS, (18)
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6Σf =〈τ〉f + n〈sf 〉p − ρf 〈u′ ⊗ u′〉f , (19)
Σp = n〈ss〉p − ρpφ〈u′p ⊗ u′p〉p, (20)
where τ is the local fluid stress tensor, u′ =
(1− αIBM(y)) u − 〈u〉f (resp. u′p = up − 〈up〉p) is the
spatially fluctuating part of the local fluid (resp. granu-
lar) velocity and the tensors 〈sf 〉p and 〈ss〉p read
n〈sf 〉p = d
2
∑
p
G(|x− xp|)
∫
Sp
(τ · n)⊗ n dS
=
d
2
∑
p
G(|x− xp|)×
∫
Vp
(
τ + ρf
(
du
dt
− fIBM
)
⊗ r
)
dv, (21)
n〈ss〉p = d
2
∑
p
G(|x− xp|)
∑
q 6=p
fc
pq ⊗ npq, (22)
where npq = (xq − xp)/(|xq − xp|) is the unit outward
vector normal to the surface of the particle p at the con-
tact point.
B. Eulerian equations for the mixture
In the previous section, up-scaling has been performed
in a way that both the fluid phase and the granular phase
remain separate. One may also represent the system by
a single equivalent phase that contains both the fluid and
the grains. This phase is here called the mixture phase
and its velocity is defined as
ρ¯ 〈u〉m = ρp φ 〈up〉s + ρf  〈u〉f , (23)
where ρ¯ = φ ρp +  ρf is the local density of the mixture.
Using (16), (17), (23) and mass continuity, one can show
that the momentum equation for the mixture phase reads
[5]
ρ¯
Dm〈u〉m
Dt
= ∇ ·Σtot + ρ¯g, (24)
where Σtot = Σp+Σf is the total apparent stress. Here,
the only needed closure model is one for the apparent
rheology of the mixture.
C. Constitutive laws for the various phases (fluid,
granular, mixture)
In this section, we present the rheological models that
we will use to characterize the dynamics of the phases.
Let us first consider the mixture phase. At low parti-
cle concentration (and zero particle Reynolds number),
Einstein [8, 9] showed that the apparent viscosity of the
mixture in the presence of a dilute suspension is
ηmeq/ηf = 1 +
5
2
φ. (25)
Batchelor and Green (1972) [10] made the second-order
development which extends the range of applicability of
the model to larger particle concentrations (typically φ 6
0.1). For a shear flow, their model reads
ηmeq/ηf = 1 +
5
2
φ+ 7.6φ2. (26)
For a dense and neutrally buoyant suspension, its ef-
fective viscosity is classically modeled by the empirical
correlation of Krieger and Dougherty (1959) [34]
ηmeq
ηf
=
(
1− φ
φm
)− 52φm
, (27)
with φm = 0.62. This correlation provide a good approx-
imation but it does not allow to separate the different
contributions to the dissipation in the system (viscosity
of the fluid, solid frictional contacts).
In order to understand and theorize the rheology of
dense suspensions, the contributions of fluid and parti-
cles to momentum transfert have been separated. Boyer,
Guazzelli and Pouliquen (2011) [12] focused on the rhe-
ology of neutrally buoyant suspension but with an im-
posed pressure on the particle phase as appearing for
immersed heavy granular material. They proposed con-
stitutive laws which unify suspension and granular rhe-
ology, modeled as the sum of two contributions, coming
from hydrodynamic stresses and contact
ηmeq = η
f
eq + η
p
eq, (28)
where ηfeq and η
p
eq are respectively the fluid and granular
contributions.
Let us now consider the apparent rheology of the fluid
phase. At low concentration, the contribution of the con-
tacts vanish and then, the apparent rheology of the fluid
phase equals the one of the mixture. At larger particle
concentrations and non-zero particle Reynolds numbers,
Gibilaro et al. (2007) [11] propose an empirical expres-
sion of the apparent viscosity of the fluid phase
ηfeq/ηf = 
−β = (1− φ)−β , (29)
with β = 2.8.
Let us finally consider the apparent rheology of the
granular phase. According to the present configuration,
we focus here on rheological models dealing with dense
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7granular flows. In particular, we make use of the popular
µ − I rheology which has been extensively developed in
the last decade. Trulsson et al. (2012) [13] extended the
so-called µ(I)-rheology proposed for dry granular flows
by the GDRMidi (2004) [35] [see also 27, 36, for more
details] by using both the inertial number
I = |γ˙|d√
P p/ρp
(30)
and the viscous number [12, 37]
J = |γ˙|ηf
Pg
(31)
in their model. This leads to a new dimensionless number
K = J + αI2, (32)
where α is some constant of order unity. This is promis-
ing to reunify rheological models obtained in viscous (J)
and inertial (I) configurations, including the transition
from one regime to the other. Trulsson et al. (2012)
[13] obtained a value of α = 0.635 from two-dimensional
Euler-Lagrange simulations. Note that Lacaze et al. [38]
recently performed fully-resolved three-dimensional sim-
ulations of the collapse of a granular column in a viscous
fluid which seems to support the present value of α.
In Trulsson’s empirical model, following previous re-
sults from dry configurations, the granular shear stress,
say Σpxy, is proportional to the granular pressure P
p via
an effective friction coefficient µpeq which depends on K,
and so is φ, namely,
φ(K) = φc
1 +K1/2 , (33)
Σpxy = µ
p
eq(K)P p, (34)
µpeq(K) = µ1 +
µ2 − µ1
1 + (K0K )
1/2
, (35)
where φc is the jamming volume fraction, and µ1, µ2 and
K0 are fitting parameters. Trulsson et al. found µ1 ≈
0.277, µ2 ≈ 0.85 and
√K0 ≈ 0.29 from two-dimensional
Euler-Lagrange simulations.
IV. RESULTS
The results presented in this section were obtained by
applying the up-scaling procedure described in section
III A. In particular, we use as characteristic length of
the weighting function hg = d as was used for volume
fraction and velocities profile in figure 1(d). Other val-
ues were tested (especially smaller ones) and some results
with hg 6= d are presented in appendix B. The value of hg
can be crucial in the present configuration. In particular,
larger values of hg could be chosen to satisfy the condi-
tion hg  d/2. However, figure 18 shows that increas-
ing hg tends to underestimate the mesoscale granular ve-
locity close to the granular bed surface. This can lead
to an overestimation of the velocity difference, and then
the drag, between the two phases. On the other hand,
decreasing hg, even below d/2 allows these profiles to
converge. Nevertheless, strong oscillations of the volume
fraction profiles, and actually of other mesoscopic quan-
tities, are observed in the bed with an increase of their
amplitude when reaching the static bed. This highlights
the required condition hg  d/2 which allows to smooth
mesoscopic quantities over a significant spatial scale com-
pared to the microscale. These two opposing observa-
tions confirm the above mention limitation of mesoscale
description for such locally sheared dense granular bed
characterized by a sharp interface. We thus choose in
the following to use and discuss main results for hg = d
for sake of clarity, but we will pay attention to discuss its
influence according to the results shown in appendix B.
In the following, we discuss results according to the
different phases, from the equivalent fluid phase to the
equivalent granular phase and to finish with the equiva-
lent mixture phase. We will first pay attention to discuss
the relevance of the mesoscale description for bedload
configuration. This is done by verifying that the required
balances of the momentum equations (16) and (17) are
actually satisfied in the present configuration when up-
scaling from the microscale simulations. At the same
time, this allows to highlight the influence of the differ-
ent contributions in the momentum balance and thus to
described the physics of bedlod transport. The rheology
of each phase, required for closure term at the mesosclae,
will then be presented and discussed.
A. Momentum balance at the mesoscale
description
1. Equivalent fluid phase
All the results presented in this section are for θ = 0.67
and Rep = 1. Let us consider the vertical momentum
balance of the equivalent fluid phase(see eq. (16)),
ρf 〈uy〉f ∂〈uy〉
f
∂y︸ ︷︷ ︸
(1)
= 
∂Σfyy
∂y︸ ︷︷ ︸
(2)
−n 〈f1〉py︸ ︷︷ ︸
(3)
+ ρf g︸︷︷︸
(4)
, (36)
with
Σfyy︸︷︷︸
(a)
= 〈σyy〉f︸ ︷︷ ︸
(b)
+n〈sfyy〉p︸ ︷︷ ︸
(c)
−ρf 〈v′2〉f︸ ︷︷ ︸
(d)
. (37)
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FIG. 3. (a) Vertical distribution of all the terms of the mo-
mentum balance (36) of the equivalent fluid phase in the ver-
tical direction (Rep = 1, θ = 0.67): advection (dashed blue);
divergence of normal stress (solid blue); fluid-grain interac-
tion - lift force (green); weight (magenta). The black dot-
ted line corresponds to the ‘error’ of the up-scaling procedure
(sum of all the terms of (36)). (b) Vertical distribution of the
normal stress Σfyy (blue) and its three contributions given in
(37), namely 〈σyy〉f (cyan); n〈sfyy〉p (magenta); −ρf 〈v′2〉f
(yellow). The black dotted line is Σfyy obtained by vertically
integrating (36), indicating the cumulative up-scaling error.
The vertical distribution of the terms of (36) is pre-
sented in figure 3(a). The difference between the right
hand side and the left hand side of all the terms of (36)
is also plotted as an estimation of the local up-scaling
error.
It appears first that the inertial term is negligible for
the present set of dimensionless parameters. In addition,
the magnitude of the lift force exerted on the granular
phase (green) is of the same order as the error of the up-
scaling method (black dotted). Here, the maximum value
of the mean lift force is about 0.04 ρfg, which is about
20% of the maximum value of the mean drag force. Two
terms are significant in (36), the buoyancy force and the
weight of the fluid and they evolve as the fluid volume
fraction .
The error balance in (36) is reasonably small, i.e. with
a maximum of 7.3% of ρfg, everywhere except close to
the bottom rough wall where it becomes significant. Due
to the fact that below the weighting function is influenced
by the presence of the rough wall.
Figure 3(b) presents the vertical distribution of the
normal stress Σfyy and its three contributions given in
(37), namely the fluid phase normal stress 〈σyy〉f , the
contribution of the grains to the fluid normal stress
n〈sfyy〉p and the Reynolds stress term −ρf 〈v′2〉f . Here,
−ρf 〈v′2〉f is negligible. As expected, n〈sfyy〉p is zero
above the bed of grains and increases (in absolute value)
as one goes deeper in the bed. Alternatively, 〈σyy〉f
linearly increases in the pure fluid column down to the
surface of the bed of grain. Just below the bed surface,
〈σyy〉f suddenly decreases in the moving layer to start
increasing again when reaching the static bed. The dis-
tribution of the sum (〈σyy〉f + n〈sfyy〉p) is almost linear
and indicates hydrostatic balance with a slope ρfg.
Here, the maximum error balance is about 3.6% close
to the fixed rough wall (this error is reduced if we
increase the size of the computational domain or if we
increase the spatial resolution, as shown in appendix A).
Let us now consider the momentum balance of the
equivalent fluid phase in the streamwise direction. For
the present flow configuration, the projection of (16)
along the x axis reads
ρf 〈uy〉f ∂〈ux〉
f
∂y︸ ︷︷ ︸
(1)
= 
∂Σfxy
∂y︸ ︷︷ ︸
(2)
−n 〈f1〉px︸ ︷︷ ︸
(3)
, (38)
with
Σfxy︸︷︷︸
(a)
= 〈σxy〉f︸ ︷︷ ︸
(b)
+n〈sfxy〉p︸ ︷︷ ︸
(c)
−ρf 〈u′ v′〉f︸ ︷︷ ︸
(d)
. (39)
The vertical distribution of the terms of (38) is pre-
sented in figure 4(a). As in figure 3(a), we plot as black
dotted line the sum of all the terms of (38) as an es-
timation of the local up-scaling error. As an aside, we
scaled the forces in the streamwise direction by ηf γ˙/d
and in the vertical direction by ρfg, the ratio between
these scaling being (r − 1)θ. Figure 4(b) presents the
vertical distribution of the shear stress Σfxy (blue) and
its three contributions given in (39). The black dotted
line is Σfxy obtained by vertically integrating (38) in order
to indicate the cumulative up-scaling error.
In line with figure 3(a) the inertial term in the stream-
wise direction is negligible for the present set of dimen-
sionless parameters (blue dashed line in figure 4(a)). Here
however, the forces are non-zero in the bedload region of
the moving layers only. In this region, the drag force
acting on the grans is balanced by the divergence of the
shear stress in the fluid. As in the vertical direction, the
error balance is small but, here, the maximum error is
located at the top of the bedload layer.
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FIG. 4. (a) Vertical distribution of all the terms of the mo-
mentum balance (38) of the equivalent fluid phase in the
streamwise direction (Rep = 1, θ = 0.67): advection (dashed
blue); divergence of shear stress (solid blue); fluid-grain in-
teraction - drag force (green). The black dotted line cor-
responds to the ‘error’ of the up-scaling procedure (sum of
all the terms of (38)). (b) Vertical distribution of the shear
stress Σfxy (blue) and its three contributions given in (39),
namely 〈σxy〉f (cyan); n〈sfxy〉p (magenta); −ρf 〈u′ v′〉f (yel-
low). The black dotted line is Σfxy obtained by vertically
integrating (38), indicating the cumulative up-scaling error.
Figure 4(b) presents the vertical distribution of the
shear stress Σfxy and its three contributions. As in the
vertical direction, the Reynolds stress term is negligible
with the present range of parameters. The viscous shear
stress of the fluid 〈σxy〉f (cyan) goes from a constant
value of one in the pure fluid region down to a constant
value of zero in the static bed region (when scaled
by ηf γ˙), as suggested by the fluid velocity profile in
figure1(d). In contrast, the contribution of the grains to
the fluid shear stress n〈sfxy〉p (magenta) is significant in
the bedload region only, shifting in a way the influence
of the total shear stress Σfxy deeper in the granular bed.
Note that here, the maximum cumulative error is around
3.4% of the total shear stress (black dotted line). This is
again due to small discrepancies close to the bed surface
which is cumulated when integrating down to the static
bed
To finish with, the small discrepancy in momentum
balance pointed out in figure 4 stresses the limitation
of the mesoscale approach for our configuration as men-
tioned previously. However, one shows that surprisingly,
this limitation does not imply a significant error, which
is moreover very localized at the bed surface. An im-
provement could be expected by considering larger order
terms in the asymptotic expansion used to derive the
mesoscopic equations (see section III A). According to
the small discrepancy on the momentum balances and
the objective of the present paper, such analyses remain
beyond the scope of the present paper and is postponed
to future works.
2. The equivalent granular phase
Let us consider the equivalent granular phase. The mo-
mentum balance in the vertical direction (17) here reads
ρpφ〈uy〉p ∂〈uy〉
p
∂y︸ ︷︷ ︸
(1)
=
∂Σpyy
∂y︸ ︷︷ ︸
(2)
+φ
∂Σfyy
∂y︸ ︷︷ ︸
(3)
+n 〈f1〉py︸ ︷︷ ︸
(4)
+ ρpφgy︸ ︷︷ ︸
(5)
,
(40)
with
Σpyy = n〈ssyy〉p − ρp〈v′2〉p. (41)
The vertical distribution of each term of (40) is plot-
ted in figure 5(a). The apparent weight of the granular
phase (weight less generalized buoyancy) is balanced by
the divergence of the granular normal stress, often re-
ferred to as granular pressure Σpyy. The inertial term is
again negligible here.
In figure 5(b), the vertical distribution of the normal
stress of the granular phase Σpyy is plotted and its two
contributions given in (41). The black dotted line is
Σpyy obtained by vertically integrating (40). This indi-
cates the cumulative up-scaling error. Here, we have
Σpyy ≈ n〈ssyy〉p, so Σpyy is zero in the pure fluid region
and linearly increases as one goes down in the granular
bed (granulostatic equilibrium).
The momentum balance in the streamwise direction
(17) of the equivalent granular phase reads
ρp〈uy〉p ∂〈ux〉
p
∂y︸ ︷︷ ︸
(1)
=
∂Σpxy
∂y︸ ︷︷ ︸
(2)
+φ
∂Σfxy
∂y︸ ︷︷ ︸
(3)
+n 〈f1〉px︸ ︷︷ ︸
(4)
. (42)
with
Σpxy = n〈ssxy〉p − ρp〈u′ v′〉p. (43)
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FIG. 5. (a) Vertical distribution of all the terms of the mo-
mentum balance (40) of the equivalent granular phase in
the vertical direction (Rep = 1, θ = 0.67): inertia (dashed
red); divergence of normal stress (red); generalized buoyancy
(blue); fluid-grain interaction - lift force (green); weight (ma-
genta). The black dotted line corresponds to the ‘error’ of
the up-scaling procedure (sum of all the terms of (40)). (b)
Vertical distribution of the normal stress Σpyy (red) and its
two contributions given in (41), namely n〈ssyy〉p (magenta);
−ρpφ〈v′2〉f (yellow). Note that here Σpyy ≈ n〈ssyy〉p. The
black dotted line is Σpyy obtained by vertically integrating
(40), indicating the cumulative up-scaling error.
The vertical distribution of all the terms of (42) is pre-
sented in figure 6(a) for Rep = 1 and θ = 0.67. The drag
force is dominant in the bedload moving layer and con-
tributes to about 60% of the driving force in the stream-
wise direction, the remaining 40% stems from the gener-
alized buoyancy (inertia is negligible here).
It is worth noting that, here, the ‘balance error’ is quite
significant in the whole static bed region, and not only
near the bottom rough wall and the bed surface. This
is due to the time averaging of correlated samples when
particles remain static (in particular when we time aver-
age forces for particles at the exact same location). Those
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FIG. 6. (a) Vertical distribution of all the terms of the mo-
mentum balance (42) of the equivalent granular phase in the
streamwise direction (Rep = 1, θ = 0.67): advection (dashed
red); divergence of shear stress (red); generalized buoyancy
(blue); fluid-grain interaction - drag force (green). The black
dotted line corresponds to the ‘error’ of the up-scaling pro-
cedure (sum of all the terms of (42)). (b) Vertical distribu-
tion of the shear stress Σpxy (red) and its two contributions
given in (43), namely n〈ssxy〉p (magenta); −ρp〈u′ v′〉p (yel-
low). Note that here Σpxy ≈ n〈ssxy〉p. The black dotted line
is Σpxy obtained by vertically integrating (42), indicating the
cumulative up-scaling error.
fluctuations, however, are limited in amplitude and local-
ized in the static bed. As we will focus in the following
on the rheological flow curve, which is valid above the
threshold of motion, i.e. in the moving layer, these fluc-
tuations in the static bed do not affect the rheological
description.
Figure 6(b) presents the vertical distribution of the
shear stress Σpxy and its two contributions given in
(43). Σpxy is zero in the pure fluid region, increases
in the bedload moving layer and reaches a roughly
constant value of ≈ ηf γ˙ in the static bed region.
Hence, the fluid shear stress in the pure fluid region
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has been fully transferred, as expected, to the gran-
ular phase in the static bed via the bedload moving layer.
B. Rheological models at the mesoscale
In this section, we discuss the rheology of the different
equivalent phases computed from the microscale simula-
tions, and compare our results to models found in the
literature. Note that for the mixture phase, the rheol-
ogy, i.e. the shear stress closure model, remains the only
closure term to be modeled. Its contribution comes from
both the equivalent fluid phase and the equivalent gran-
ular phase as shown in section III B.
1. Equivalent fluid phase
First consider the apparent rheology of the equivalent
fluid phase. Assuming that the equivalent fluid phase is
Netwonian, its apparent viscosity ηfeq is a scalar which
can be determined as ηfeq = Σ
f
xy/(∂ 〈ux〉f /∂y) for the 1D
shear flow considered here. For convenience, it is usually
prefered to use
(
Σfxy + Σ
f
yx
)
/2 instead of Σfxy for sym-
metry reasons (even if those two terms are almost equal,
the maximum difference being of the order of 0.02 ηf γ˙).
According to the previous definition of the effective fluid
viscosity, the equivalent fluid stress is then proportional
to the effective fluid strain rate. However, this link is
far from being obvious, and remains an open question.
In particular, using this definition for the effective stress
would require to define a bulk viscosity according to the
compressibility of the equivalent fluid phase. Another
approach, which has been commonly used in the litera-
ture according to solution derived for dilute suspension
in a viscous Stokes regime, is to make use of the incom-
pressibility of the mixture phase 〈u〉 = φ 〈up〉p +  〈u〉f
to define the stress as a function of its strain rate even
for the equivalent fluid phase,[6, 39, 40]. In the end, we
use the following definition for computing the apparent
viscosity of the equivalent fluid phase
ηfeq =
1
2
(
Σfxy + Σ
f
yx
)
∂ 〈ux〉
∂y
. (44)
More specifically, from the vertical distribution of Σfxy,
Σfyx and 〈ux〉, we compute ηfeq(y)/ηf . Using the vertical
distribution of the solid volume fraction φ(y) (see e.g.
the black line in figure 1(d)), we can eliminate the ver-
tical coordinate y and plot the apparent viscosity of the
equivalent fluid phase as a function of φ, as done in figure
7 (dot symbols) for Rep = 1, θ = 0.67.
The apparent viscosity of the fluid phase obtained in
this case is very well fitted by the power law (29) with
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FIG. 7. Apparent viscosity ηfeq/ηf of the fluid phase vs.
solid volume fraction φ: (•), present IBM-DEM simulation
for Rep = 1, θ = 0.67 (eq. (44)); (dashed black), Einstein’s
model [8, 9] ηfeq/ηf = 1 +
5
2
φ; (solid black), Gibilaro et al.
(2007)’s correlation [11] ηfeq/ηf = (1 − φ)−β with β = 2.8;
(red), adjustement with ηfeq/ηf = (1− φ)−1.65.
β = 1.65. Note that this value is rather different than
β = 2.8.
Figure 8(a) is similar to figure 7 but displays the ap-
parent viscosity of the fluid phase for all the cases con-
sidered here, i.e. Rep = {0.1, 1, 10} and θ ∈ [0.1, 0.7].
One observes that the rheological curve strongly varies
with these two parameters. In any case, ηfeq/ηf can be
fitted with a law of the form (1 − φ)−β as previously,
but now with β = β(θ,Rep). In particular, increasing
θ or Rep increase the effective fluid viscosity. Such an
increase is related to the fact that stronger shear corre-
sponds to larger agitation and momentum transfert by
velocity fluctuations.
Figure 8(b) presents the corresponding value of the
β exponent used in the constitutive law ηfeq/ηf = (1 −
φ)−β as a function of θ and Rep and obtained from a
best fit of the data of figure 8(a). As already mentioned,
the exponent β obtained here strongly depends on the
particle Reynolds number and the Shields number. The
θ-dependency seems linear and the Rep-dependency is
well described by a power law, as
β = 0.53 + 1.71 θ Re0.38p , (45)
for the explored values of θ and Rep.
2. The equivalent granular phase
We now consider the apparent rheology of the equiva-
lent granular phase. We compute the vertical distribution
of the inertial number I(y) = |γ˙|d/√P p/ρp and the vis-
cous number J (y) = |γ˙|ηf/P p to obtain K(y) = J +αI2
(with α = 0.635, as [13]). The granular pressure P p is
defined as P p = − (Σxx + Σyy + Σzz) /3. It has been
checked that the diagonal contribution of the stress is
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FIG. 8. (a): Apparent viscosity ηfeq/ηf of the fluid phase
vs. solid volume fraction φ for all the cases considered in the
present work: (H), Rep = 0.1; (I), Rep = 1; (N), Rep = 10.
(b): Exponent β used in the constitutive law ηfeq/ηf = (1 −
φ)−β as a function of θ. Linear trends are also plotted as
dashed lines and correspond to β = 0.53 + 1.71 θ Re0.38p .
nearly isotropic, i.e. Σxx ≈ Σyy ≈ Σzz (figure 9). How-
ever, the y component is smoother, while the other con-
tributions show more oscillation in the granular bed. We
therefore use −Σyy instead of P p.
Using the vertical distribution of the solid volume frac-
tion φ(y), we eliminate y and plot in figure 10(a) the solid
volume fraction φ as a function of K (dot symbols). φ(K)
is well represented by Trulsson et al. (2012) [13] model
(33) up to K ' 25 as shown by the red line in figure 10(a).
Note that this range of validity is larger than intervals
explored by Boyer et al. (2011) [12] and Trulsson et al.
(2012) [13] for which K 6 0.1, i.e. for φ 6 0.45. Figure
10(a) then shows that surprisingly the validity of (33)
seems to be extended to the range 0.1 6 φ 6 0.45. Note
that this range corresponds to the transition from the
granular bed to the pure fluid phase, within the moving
layer and probably including part of the diffuse interface
at the mesoscale.
We now compute the equivalent friction coefficient of
the granular medium µpeq as
µpeq =
1
2
(
Σpxy + Σ
p
yx
)
−Σpyy
. (46)
Again, we here used Σyy instead of P
p. This choice
is motivated by the fact that we observed some normal
stresses differences (figure 9).
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FIG. 9. Vertical distribution of the normal components of
the equivalent granular phase (Rep = 1, θ = 0.67): (solid
black), Σpyy; (blue), Σ
p
xx; (red), Σ
p
zz; (dashed black), P
p =
(Σpxx + Σ
p
yy + Σ
p
zz)/3.
The effective friction coefficient is shown in figure 10(b)
for Rep = 1 and θ = 0.67 (dot symbols). The model of
Trulsson et al. (2012) [13], namely (34)-(35) describes
well the present numerical results (red line). In particu-
lar, we used µ1 = 0.243, µ2 = 0.794 and
√
K0 = 0.125
which are consistent with the values obtained by Truls-
son et al. (2012) [13] who have µ1 = 0.277, µ2 = 0.85
and
√
K0 = 0.29.
Figure 11 is similar to figure 10 but displays the con-
stitutive law of the equivalent granular phase for all the
cases considered here. Compared to the case of the rheol-
ogy of the fluid phase, the rheology of the granular phase
is not much dependent on θ and Rep, with a more sig-
nificant difference at small θ, i.e. close to the threshold
of motion. This variation is shown in figure 12. In par-
ticular, the value of the model’s parameters µ1, µ2,
√
K0
and φc is given in as a function of Rep and θ.
Accordingly, fitting µ1 and µ2 give
µ1 ' 0.214 + 5.78× 10−2Rep, (47)
and
µ2 ' 0.57 + 0.30 θ + 1.3× 10−2Rep. (48)
The variation of
√
K0 is more complex. Note,
however, that for θ & 0.3,
√
K0 remains in the range
0.07 .
√
K0 . 0.4. At smaller θ,
√
K0 increases
significantly, highlighting a clear different trend of the
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FIG. 10. Constitutive law of the equivalent granular phase
(Rep = 1, θ = 0.67). (a) Solid volume fraction φ versus K, (b)
Apparent friction coefficient µpeq versus K: (•), present IBM-
DEM simulation; (red), φ(K) and µpeq(K) given by (33) and
(35), respectively, with φc = 0.615, µ1 = 0.243, µ2 = 0.794
and
√
K0 = 0.125. Inserts: semi-log representation.
curve µ − K as shown in figure 11. Finally, φc seems
to be an increasing function of θ, independently of the
particle Reynolds number which remains in the range
0.59 . φc . 0.62.
3. The equivalent mixture phase
Let us finally consider the equivalent mixture phase.
As shown in (24), the forces acting on this phase cor-
respond to the divergence of the total apparent stress
tensor and the weight of the mixture. Hence, the verti-
cal distribution of the forces and stresses acting on this
phase are equivalent to the sum of the forces and stresses
on the fluid and granular equivalent phases presented in
figures 3-4 and 5-6, respectively.
As done for the apparent fluid and granular phases,
we now investigate the rheological behaviour of the mix-
ture phase, via the calculation of the apparent viscos-
ity ηmeq. The ‘natural’ way for computing η
m
eq is to use
ηmeq = Σ
tot
xy /(∂ 〈ux〉m /∂y), with 〈u〉m defined as ρ¯ 〈u〉m =
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FIG. 11. Constitutive laws φ(K) and µpeq(K) of the equivalent
granular phase for all the cases considered in the present work:
(black) Rep = 0.1; (blue), Rep = 1; (red), Rep = 10. The
various symbols indicate various θ as in figure 8(a).
ρp φ 〈u〉s+ρf  〈u〉f (see eq. (23)). Here, however, and for
the same reasons as those mentioned in section IV A 1, we
compute the velocity gradient at the denominator using
〈u〉 = φ 〈u〉p +  〈u〉f .
In the present work, ηmeq is thus computed as
ηmeq =
Σtotxy
∂ 〈ux〉
∂y
=
1
2
(
Σpxy + Σ
p
yx + Σ
f
xy + Σ
f
yx
)
∂ 〈ux〉
∂y
. (49)
From the vertical distribution of ηmeq(y)/ηf and that of
the solid volume fraction φ(y), we plot evolution of the
apparent viscosity of the equivalent mixture phase ηmeq/ηf
as a function of φ in figure 13. For comparison, various
models are also plotted, namely that of Einstein [8, 9],
Batchelor and Green (1972) [10], Krieger and Dougherty
(1959) [34] and Boyer et al. (2011) [12].
One can notice a good agreement with Einstein’s
model, Batchelor and Green’s model and Krieger and
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FIG. 12. Evolution of the parameters used in the model (33)-
(35) of [13] as a function of θ and Rep: (H), Rep = 0.1; (I),
Rep = 1; (N), Rep = 10. The dashed lines represent (a) µ1 '
0.214+5.78×10−2Rep; (b) µ2 ' 0.57+0.30 θ+1.3×10−2Rep;
(d), 0.59 6 φc 6 0.62.
Dougherty’s model up to φ . 0.1, 0.3 and 0.5, respec-
tively. Recall that the range 0.5 6 φ 6 φm corresponds
the the static bed region for which the samples used
for the time averaging are correlated. Nevertheless, the
agreement between the present IBM-DEM results and
Krieger and Dougherty’s model for 0.5 6 φ 6 φm is rea-
sonable. Good agreement is also observed with Boyer et
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FIG. 13. Apparent viscosity ηmeq/ηf of the equivalent mix-
ture phase vs. solid volume fraction φ: (•), present IBM-
DEM simulation for Rep = 1, θ = 0.67 (eq. (49)); (dot-
ted black), Einstein’s model [8, 9] ηmeq/ηf = 1 +
5
2
φ; (dashed
black), Batchelor and Green’model [10] ηmeq/ηf = 1 +
5
2
φ +
7.6φ2; (dashed red), Krieger and Dougherty’s model [34]
ηmeq/ηf = (1− φ/φm)−
5
2
φm with φm = 0.62; (dashed blue)
Boyer et al.’s model [12] ηmeq/ηf = 1 +
5
2
φ (1− φ/φc)−1 +
µp(φ) ((φ/(φc − φ))2 with φc = 0.615, µ1 = 0.243, µ2 = 0.794
and
√
K0 = 0.125. Insert: linear representation.
al. (2011)’s model for the whole range of φ.
Figure 14(a) presents the apparent viscosity ηmeq/ηf of
the mixture phase vs. solid volume fraction φ for all
the cases considered in the present work while figure
14(b) displays the value of φm obtained from a best fit
of Krieger and Dougherty’s model [34].
The range of variation of φm is rather small, i.e.
φm = 0.62 ± 0.02. This is in line with the variations
of 0.59 . φc . 0.62 in figure 12(d) for the equivalent
granular phase. However, we can see in figure 14(a) that
ηmeq/ηf may vary by one order of magnitude depending
on θ and Rep, in particular at large φ & 0.4. This
suggests that Krieger and Dougherty’s model [34] may
not be fully satisfactory to describe the mixture rheology
in the present configuration of bedload transport.
Following Boyer et al. (2011) [12], we propose a new
constitutive law for the apparent viscosity of the mixture
phase, as the sum of the fluid and granular contributions
using the correlations obtained in figures 8 and 12, re-
spectively, as
ηFeq
ηf
= (1− φ)−β︸ ︷︷ ︸
ηfeq/ηf
+µpeq(φ)
(
φ
φc − φ
)2.5φc
︸ ︷︷ ︸
ηpeq/ηf
, (50)
with β = 0.53+1.71 θ Re0.38p , µ
p
eq(φ) = µ1+(µ2−µ1)/[1+√K0φ/(φc − φ)] obtained by combining equations (33)
and (35), µ1 ' 0.214 + 5.78 × 10−2Rep, µ2 ' 0.57 +
0.30 θ + 1.3× 10−2Rep, φc = 0.615 and
√K0 = 0.125.
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FIG. 14. (a) Apparent viscosity ηmeq/ηf of the mixture phase
vs. solid volume fraction φ for all the cases considered in the
present work: (H), Rep = 0.1; (I), Rep = 1; (N), Rep = 10;
for all θ with the same markers as in figure 8. (b) Values
of φm from a best fit of Krieger and Dougherty’s model [34]
ηmeq/ηf = (1− φ/φm)−
5
2
φm . The dashed line indicates the
corresponding mean value.
In figure 15, we compare the effective viscosity
obtained from the present IBM-DEM simulations
ηmeq with η
F
eq (frame c). We also compare η
m
eq with
that predicted by Krieger and Dougherty’s model
(1959) [34], denoted ηKDeq in figure 15(a) and de-
fined in (27) with φm = 0.615. Finally, we plot
in figure 15(b) the comparison between ηmeq and
ηBGPeq predicted by Boyer et al.’s model [12], namely
ηBGPeq /ηf = 1 +
5
2φ (1− φ/φc)−1 + µp(φ) (φ/(φc − φ))2
with µp(φ) = µ1 + (µ2 − µ1)/[1 + J0φ2(φc − φ)−2]
where φc = 0.615, J0 = 0.125, µ1 = 0.243 and
µ2 = 0.794.
The present model (50) provides a reasonable estimate
for the apparent viscosity of the mixture phase for all
the cases considered here, at least up to ηFeq/ηf = O(102)
(φ . 0.56). Moreover, one can observe that the two
other models are not able to reproduce the simulation
results, in the present configuration of bedload transport.
The main reason is that they do not take into account
the dependence of the viscosity (mostly of the equivalent
fluid phase) on θ and Rep. As a consequence, the effective
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FIG. 15. Comparison of the predicted apparent viscosity of
the mixture versus that obtained from present simulations
ηmeq/ηf : (a) Krieger and Dougherty (1959) η
KD
eq /ηf ; (b) Boyer
et al. (2011) ηBGPeq /ηf ; (c) present model (50) η
F
eq/ηf . As for
the simulation results, the data is restricted to K ≥ 2× 10−4:
(black), Rep = 0.1; (blue), Rep = 1; (red), Rep = 10. Markers
are the same as in figure 8. The two dashed lines represents
the discrepancy ratio of 2 and 0.5, respectively.
viscosity is either over- or under-estimated depending on
the specific value of these parameters.
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V. DISCUSSION AND CONCLUSION
The bedload transport of a granular bed by a lami-
nar Couette flow, has been studied numerically using a
fully resolved IBM-DEM approach, referred here as the
microscale description. Bedload transport is known for
decades to be strongly dependent on the Shields number
θ and weakly dependent on the particle Reynolds num-
ber Rep. In particular, θ controls the granular flow rate
through a power law dependency. Rep is more likely to
influence quantitatively these power law scalings due to
the regime of the fluid flow at the grain scale.
Above a critical Shileds number θc at which the gran-
ular bed starts moving, increasing θ leads to more signif-
icant transport with increasing thickness of the moving
layer. As θ → θc from above, this therefore tends to a
singular sharp interface of the granular bed with only a
thin layer of the order of the grain diameter moving. On
the other hand, when θ increases, the interface between
the static granular bed and the pure fluid phase becomes
more diffuse and is characterized by a thicker moving
layer. The vertical distribution of the volume fraction
φ(y) evolves from a sharp one surface when θ ≈ θc to-
wards a smoother shape when θ increases. Note, however,
that in bedload transport, the upper bed surface hardly
gets rid of some sharp transition or discontinuity.
Accordingly, the strategy to model bedload transport
at a scale larger than the grain, referred to as mesoscale,
remains uncertain, while this is obviously unmissable
when dealing with large scale systems. We have proposed
here to provide a mixture approach, for which the entire
system, including the granular phase and the fluid phase,
is solved using a single equivalent fluid. This has been
done through the independent description of each phase
at the mesoscale prior describing the mixture phase, by
using an upscaling -or averaging- method from microscale
simulation results. This approach leads to a diffuse in-
terface at the upper surface of the granular bed whatever
the Shields number θ. The first question addressed in the
paper was then the relevance of this approach in a system
presenting a strong anisotropy of the mixture properties
in the vertical direction. Then, the rheology of the dif-
ferent phases have been determined in order to close the
mesoscale equations.
When doing upscaling, separation between the grain
size d and the averaging scale hg is required for the va-
lidity of the asymptotic development at the mesoscale,
which reads hg  d/2. We have shown that this con-
straint has to be released to capture the high velocity
gradient at the bed surface, as for instance shown for
the velocity profiles in figure 18 with hg in the range
[d/10, d]. Obviously, the invariance of the flow in the
horizontal plane and in time allowed us to decrease hg
in order to capture gradients, but only down to a cer-
tain point. For too small hg, mesoscale quantities be-
comes noisy and strong oscillations along the shear di-
rection in the granular appear. This is actually the limit
of validity of the mesoscale approach: microscopic struc-
tures -granular arrangement- are not filtered out by this
mesoscale, breaking the isotropic condition for equations
validity at a scale smaller than the mesoscale. This high-
lights that the grain size and the macroscopic length
scale of deformation are of the same order of magni-
tude, in bedload transport. Nevertheless, choosing set-
ting hg = d gives a reasonable description of the flow at
the mesoscale, and has therefore been used to discuss the
rheological models for the different phases.
We here show that the effective viscosity ηfeq of the
equivalent fluid evolves with the granular volume fraction
φ within the bed, with in particular ηfeq increasing with
φ. This is in line with previous studies on homogeneous
suspension flows. However, we observe a dependency of
this effective viscosity with θ, as with Rep, which in gen-
eral gives a lower value of the viscosity than that found
for homogeneous suspensions.
The granular phase is shown to be well described by
the classical µ− I rheology, now extended to the µ− K
rheology for immersed granular flows. The parameters
which characterize this rheology, are found to be also
(θ,Rep) dependent.
To finish with, the viscosity of the equivalent mixture
is shown to be well represented by the newly proposed
constitutive law (50). This law follows the idea proposed
by Boyer et al. (2011) [12] that the viscosity of the mix-
ture can be modeled as the sum of that the fluid and
granular phases, respectively. In addition, it takes into
account the strong variation of the equivalent fluid vis-
cosity w.r.t. θ and Rep.
Let us finally discuss the relevance of the mesoscale ap-
proach in bedload configurations. First, figure 19 shows
the influence of hg on the effective viscosities, particu-
larly for hg = {d/2, d/4, d/10}. It is worth noting that
the obtained results do confirm the analysis reported for
hg = d in the paper. However, as already mentioned,
decreasing hg leads to an increase of noise on the data,
reinforcing the choice of a mesoscale length hg of the or-
der of the grain diameter d.
Secondly, and more surprisingly, these results have to
be considered in the light of the velocity profiles in figure
18. The influence of hg on these profiles, and particularly
the granular profiles, have been shown to be quite signif-
icant, i.e. on the length scale of the diffuse mesoscale
interface. This means that the granular velocity (and its
gradients) and the solid volume fraction φ strongly de-
pend on the vertical location y and the averaging length
hg. In contrast, the apparent viscosity of the granular
phase seems to be relatively independent of hg, as shown
in figure 19 (besides an increase of the dispersion of the
data when hg is decreased). The reason for this remains
unclear to the authors and deserves further investigation.
Such an investigation is left for future work.
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Appendix A: Effect of the spatial resolution and the
domain size on the mesoscale results
Here, we assess the effect of the spatial resolution, the
domain size and the ‘thickness’ of the immersed bound-
ary ∆α (see section II A for definition). Four cases are
considered and presented in table I. The first one is
the numerical setup used in the main text of the present
work, the three others correspond to a larger domain, a
higher spatial resolution and a thinner immersed bound-
ary ∆α. Note that for all these cases, we set as charac-
teristic size of the weighting function hg = d (see section
III A).
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FIG. 16. Vertical profiles of streamwise granular velocity
(filled symbols), fluid velocity (open symbols) and solid vol-
ume fraction (solid lines). (•): case A; (): case B; (N): case
C; (): case D.
Figures 16 and 17 present the mesoscopic velocity pro-
files and constitutive laws, respectively, for the various
phases. The results of the four cases are roughly identi-
cal.
As for the velocity profiles, results are superimposed
except at the top of the moving bedload layer. In this
region, the granular velocity is slightly faster for cases A
and B than for cases C and D. The maximum difference is
0.11γ˙d which corresponds to about 19% of the maximum
velocity of case A.
As for the constitutive laws, the results are mostly su-
perimposed. The apparent viscosity of the fluid phase
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FIG. 17. Effect of the spatial resolution and size of the do-
main on the constitutive laws of the equivalent (a) fluid phase,
(b,c) granular phase and (d) mixture phase: (black), case A;
(magenta), case B; (red), case C; (blue), case D.
slightly depends on mesh refinement (see figure 17(a) for
φ ≤ 0.5). At higher solid volume fraction, variations
induced by the averaging procedure occur and interpre-
tation of the results becomes more difficult. A best-fit
of the results using the model (29), namely ηeqf /ηf =
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Case Spatial resolution Computational domain size Thickness of the immersed boundary Comment
d/∆x Lx × Ly × Lz ∆α
A (•) 10 4d× 20d× 4d 1.3∆x = 0.13d reference
B () 10 8d× 20d× 8d 1.3∆x = 0.13d larger domain
C (N) 20 4d× 20d× 4d 2.6∆x = 0.13d refined grid
D () 20 4d× 20d× 4d 1.3∆x = 0.065d reduced IBM thickness
TABLE I. Summary of the different cases considered in appendix A. Here, Rep = 1 and θ = 0.67.
(1 − φ)−β , gives β = 1.65 and 1.62 for cases A and B,
respectively, and 1.73 and 1.71 for cases C and D, respec-
tively (note that here we only use data for φ ≤ 0.5).
As for the equivalent granular phase (figure 17(b-c)),
fluctuations are observed at small K where the bed is
static. Similarly, one can compare the value of the pa-
rameters of models (33) and (35) obtained by a best-fit
for all the cases. Results are presented in table II and are
roughly similar between the four cases. The same con-
clusion can be drawn for the equivalent mixture phase
(figure 17(d)). In table II, the value of φm of Krieger
and Dougherty (1958)’s model (27) is almost identical
for all the cases.
As an aside, one can notice that the values of φm and
φc are quite close. They have the same physical meaning
but come from a best-fit of different models. The fact
that we find almost the same value supports the relevance
of the present upscaling method.
Granular phase Mixture phase
case φc µ1 µ2
√
K0 φm
A 0.615 0.243 0.794 0.125 0.617
B 0.624 0.227 0.829 0.115 0.624
C 0.619 0.246 0.836 0.145 0.614
D 0.619 0.234 0.871 0.152 0.617
TABLE II. Coefficients defining the rheology of the equivalent
granular phase (eqs. (33) and (35)) and mixture phase (eq.
(27)) for the four considered cases A, B, C and D.
Appendix B: Influence of the characteristic length of
the weighting function hg on the mesoscopic results
In this section we assess the dependency of the meso-
scopic results on the characteristic length of the weighting
function hg. Here, Rep = 1 and θ = 0.67 and we use the
setup of case A of table I.
The equations of the averaged phases (16)-(17) are sup-
posed to be valid only if hg  d. Conversely, one needs
a hg not too large in order to capture the local variations
of the mesoscopic quantities. Therefore, it is of crucial
importance to assess the effect of hg on the results.
Figure 18 presents the streamwise velocity profiles
for both phases and for the solid volume fraction for
hg = d, d/2, d/4 and d/10. Note that hg = d/10 here
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FIG. 18. (a) Velocity profile of the fluid phase (dashed)
and the granular phase (solid) for various of hg =
{d/10, d/4, d/2, 1}. Velocity is scaled by Vs with Vs = (ρp −
ρf )gd
2/(18ηf ) the Stokes velocity. (b) Solid volume fraction
for the same values of hg.
corresponds to hg = ∆x, that is the smallest value of hg
which can be considered here.
The velocity profiles strongly depends on the value of
hg. In particular, the velocity of the granular phase in
the moving bedload layer is quite sensitive to the specific
value of hg. For instance, at y = hbed + d, the granular
velocity decreases by about 40% from hg = 1/10 to hg =
1. The velocity difference between the fluid phase and
the granular phase is about 4Vs for hg = 1 and almost
zero for hg = 1/10 (see the inset of figure 18(a)). The
influence of hg on the solid volume fraction φ is even
more dramatic, as shown in figure 18(b). For hg < 2, the
fluctuations of φ are of the same order of magnitude as φ
itself. Note that the observed oscillations have a period
of d.
Figure 19 presents the constitutive laws of the fluid
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phase ηf (φ), the granular phase µp(K)-φ(K) and the mix-
ture phase ηm(φ) for hg = d/2, d/4 and d/10, respectively
(see section IV B for more details and definitions). Re-
sults obtained for hg = d are also plotted on each graph
as reference.
One can see that, as in figure 18(b), fluctuations and
dispersion appear when hg decreases. Nevertheless, the
dispersed data seems to remained centered around the
results obtained at large hg.
Note also that the rheology of the mixture phase for
φ < 0.3 is well captured even for hg = d/10. This part
of the rheology correspond to the moving bedload layer
of particles. In this flow region, temporal averaging is
efficient in reducing spatial fluctuations, furthermore a
significant part of the total viscosity come from the fluid
which was shown to be less sensitive to the value of hg.
For φ = 0.3 and hg = d, we obtain a total viscosity of
2.67ηf and an apparent viscosity of the fluid phase of
1.84ηf , that is almost 70% of the total viscosity comes
from the fluid contribution.
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FIG. 19. Apparent rheology of the mesoscopic fluid phase (top row), granular phase (second and third rows) and mixture phase
(bottom row): (a, blue), hg = d/2, (b, magenta), hg = d/4; (c, red), hg = d/10. Results for hg = d are also plotted as reference
(black). For the apparent viscosity of the fluid phase, the model ηfeq/ηf = (1− φ)−1.65 is also plotted (solid black line).
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5.3 De l’échelle mésoscopique à l’échelle macroscopique
La description par une phase de mélange donne des résultats tout à fait pertinent (voir chapitre 4).
On peut également noter que les équations dites mésoscopiques sont valides lorsqu’on vérie les
hypothèses de séparation d’échelles (taille des grains petite devant toutes les échelles caractéris-
tiques mésoscopiques). Dans le cas où l’on souhaite décrire le transport par charriage à l’échelle
mésoscopique, on suppose donc que l’épaisseur de la couche de grains charriés est grande devant la
taille des grains. Or, on a vu dans le chapitre 4 que ce n’était pas le cas proche du seuil de mise en
mouvement. La possibilité d’ainsi décrire l’écoulement considéré n’est donc a priori pas acquise. On
peut également noter des dicultés proche de la surface du lit de grains (transition singulière) où la
séparation des échelles ne semble pas évidente. Ceci montre l’intérêt d’une approche macroscopique
séparant les système en une solution extérieure et une solution poreuse avec une transition basée
sur une interface eective (Mei et Vernescu (2010) et Zampogna et Bottaro (2016)).
Nous proposons alors de séparer les deux régions, uide et milieu granulaire immergée, et de dé-
nir une condition d’interface les séparant. Cette approche permet d’anticiper les modèles à grandes
échelles (échelle macroscopique) qui résolvent la phase uide et dans lesquelles la position supé-
rieure du lit de grains est considérée comme condition limite. Ainsi, l’épaisseur de la couche mobile
du lit de grains se voit assimilée une singularité et c’est en fait un des avantage de cette approche.
En eet, la question de la séparation d’échelles qui n’est pas bien vériée dans cette région n’a donc
plus lieu d’être, quelque soit l’épaisseur de la couche de grains mobiles, aussi faible soit-elle. Cette
démarche peut être vue comme une méthode d’homogénéisation dans laquelle le volume élémen-
taire représentatif englobe l’interface considéré an de la ramené à un point (de mesure nulle) du
point de vue macroscopique (Bottaro (2019)).
5.3.1 Homogénéisation de la transitionuide -milieux granulaire immergé
On considère un volume élémentaire représentatif (VER) traversant la couche de grains mobiles.
La longueur de ce volume doit être assez grande pour pouvoir supposer que le comportement est
périodique en x (le sens de l’écoulement) avec une période égale à l’épaisseur du VER. On suppose
aussi le milieu comme inni dans la direction z ; le problème considéré étant invariant dans cette
direction, on cherche à le résoudre en deux dimensions (suivant x et y).
On note L la taille caractéristique de description de l’écoulement à l’échelle macroscopique et l celle
de l’échelle mésoscopique (jouant désormais le rôle de la petite échelle). L’hypothèse de séparation
d’échelles implique que le rapport ξ = l/L vérie ξ  1. On adopte ensuite une description à
deux variables d’espaces non dimensionnelles (X,x), où X = (X, Y ) = r/L est une variable ma-
croscopique et x = (x, y) = r/l une variable mésoscopique (où r représente le vecteur position
dimensionnel). Ces deux variables d’espace sont donc liées par la relation :
X = ξ x. (5.62)
De façon générale, on notera en majuscule les quantités macroscopiques et en minuscules les quan-
tités mésoscopiques. Ainsi, la vitesse dans le sens de l’écoulement sera notée u (où u = huxim) à
l’échelle mésoscopique et la vitesse à l’échelle macroscopique sera noté U . La vitesse verticale sera
notée v à l’échelle mésoscopique. Dans cette partie, toutes les grandeurs sont non-dimensionnelles.
Les échelles de vitesses macroscopique U0 et mésoscopique u0 ne sont pas les mêmes mais sont
reliées par la relation u0 = ξU0.
On note y±∞ les positions du haut et du bas du VER, l’origine de l’axe des ordonnées étant prise en
y = Hm (la hauteur maximale de la couche de grains mobiles). En y = y+∞, l’écoulement n’est plus
perturbé par la présence du lit de grains et donc ∂u
∂y
= γ˙ et v = 0. En y = y−∞, on suppose qu’il n’y a
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plus d’écoulement u = v = 0, où u et v sont respectivement les vitesses (mésoscopiques) de la phase
de mélange dans le sens de l’écoulement et dans la direction verticale. La gure 5.25 schématise le
problème aux deux échelles considérées et rappelle les notations utilisées.
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Figure 5.25 – Schéma représentant le problème d’un écoulement granulaire cisaillé à l’échelle mésoscopique (a)
et à l’échelle macroscopique (b).
De la même façon qu’à la section 5.1, les propriétés eectives à la grande échelle sont obtenues
en moyennant les grandeurs utilisées à l’échelle inférieure, sur le volume du VER. Le VER est alors
réduit à une singularité, du point de vue macroscopique ; ici cette singularité correspond à l’interface
entre les milieux granulaire et uide. L’objectif de cette partie est d’obtenir la "relation de saut" suivie
par le champ de vitesse macroscopique à la traversée de l’interface du lit de grains. Cette relation
peut alors servir de condition limite pour une résolution à l’échelle macroscopique du problème
considéré.
La phase de mélange possède une viscosité apparente ηmeq qui est une fonction croissante de φ (voir
gure 5.23). La viscosité apparente est donc constante et maximale dans le lit statique, elle est mi-
nimale dans le uide pur (et prend alors la valeur de la viscosité dynamique du uide ηf ) et elle
varie, d’une de ces valeurs à l’autre, dans la couche de grains mobiles. Ici, on notera cette viscosité
apparente η an d’alléger les notations. On fait l’hypothèse que la viscosité apparente de la phase
de mélange est tellement grande dans la zone statique du lit qu’on peut faire l’approximation que
1/η ' 0 dans cette partie du lit.
La phase de mélange vérie l’équation (5.26) et on a montré que le terme inertiel était négligeable
ici. Dans ce cas, l’écoulement est alors régi par l’équation de Stokes :
0 = r  Σtot =  r(pˆ) +r  (ηr(u)) , (5.63)
où pˆ représente la pression à laquelle on a déjà retranché la pression hydrostatique (c’est pour cela
le poids n’apparaît pas dans l’équation (5.63)). Les équations (5.11) et (5.12) nous indiquent que
l’écoulement de la phase de mélange est incompressible et donc qu’elle vérie l’équation :
r  u = 0. (5.64)
Finalement, en utilisant la notation indicielle (u1 = u, u2 = v et x1 = x, x2 = y) et la convention de
sommation d’Einstein, l’écoulement est régi à l’échelle mésoscopique par le système suivant :
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8>>>>>>>>>>><>>>>>>>>>>>:
0 =
∂ui
∂xi
, (a)
0 =   ∂pˆ
∂xi
+
∂
∂xj

η
∂ui
∂xj

, (b)
en y = y+∞,
∂u
∂y
= γ˙(Xi), v = 0, (c)
en y = y−∞, u = 0, v = 0, (d)
périodicité en x, de période l. (e)
(5.65)
On note γ˙ = γ˙(Xi) car il s’agit du forçage imposé à l’échelle macroscopique. l représente la longueur
nécessaire à la convergence des statistiques à l’échelle mésoscopique. On peut alors considérer que le
problème est périodique de période l, bien que cette "période" n’en soit pas vraiment une. Le système
peut être considéré comme invariant par translation selon x si sa longueur est au moins égale à l.
An de dériver la condition limite, à l’échelle macroscopique, correspondant à l’écoulement méso-
scopique, on multiplie l’équation (5.65) (a) par une quantité scalaire que l’on note pˆ+ et on eectue
le produit scalaire de l’équation (5.65) (b) avec une autre quantité, vectorielle, u+ puis on additionne
ces équations. On intègre nalement cette nouvelle équation sur le volume du VER. On obtient alors
l’équation suivante :
0 =
Z
V ER

pˆ+
∂ui
∂xi
  u+i
∂pˆ
∂xi
+ u+i
∂
∂xj

η
∂ui
∂xj

dV. (5.66)
On eectue ensuite des intégrations par parties ; une pour chacun des deux premiers termes et deux
pour le troisième et dernier terme de cette intégrale. Il vient alors :
0 =
Z
V ER
∂u+i
∂xi
p+

 ∂pˆ
+
∂xi
+
∂
∂xj

η
∂u+i
∂xj

ui dV
+
Z x+l
x
 
pˆ+v
y+1
y 1
  v+pˆy+1
y 1
+

u+i η
∂ui
∂y
y+1
y 1
 

∂u+i
∂y
ηui
y+1
y 1
!
dx
+
Z y+1
y 1
 
pˆ+u
x+l
x
  u+pˆx+l
x
+

u+i η
∂ui
∂x
x+l
x
 

∂u+i
∂x
ηui
x+l
x
!
dy.
(5.67)
On dénit désormais le problème adjoint du système (5.65), dont les inconnues sont pˆ+ et les u+i ,
an de simplier au maximum l’équation (5.67). Ce système est le suivant :8>>>>>>>>>>>><>>>>>>>>>>>>:
0 =
∂u+i
∂xi
, (a)
0 =  ∂pˆ
+
∂xi
+
∂
∂xj

η
∂u+i
∂xj

, (b)
en y = y+∞,
∂u+
∂y
= 1, v+ = 0, (c)
en y = y−∞, u+ = 0, v+ = 0, (d)
périodicité en x, de période l. (e)
(5.68)
L’intégrale sur la première ligne de l’équation (5.67) est nulle d’après les équations (5.68) (a) et (5.68)
(b). Les conditions limites sur u et v font que les deux premiers termes de l’intégrale sur x sont nuls.
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Les conditions limites, sur u et u+ en y = y−∞, permettent également d’annuler les termes corres-
pondant à cette ordonnée restant dans cette intégrale. Finalement, tous les termes de la troisième
intégrale sont nuls car le problème considéré est périodique en x, de période l. La relation (5.67) se
résume donc à :
Z x+l
x

∂u+
∂y
ηu

(y+∞) dx =
Z x+l
x

u+η
∂u
∂y

(y+∞) dx. (5.69)
On note u+(y+∞) = u+∞ et à l’aide des conditions limites que l’on n’a pas encore utilisées, on peut
réécrire l’égalité (5.69) : Z x+l
x
u(y+∞) dx = u+∞
Z x+l
x

∂u
∂y
(y+∞)

dx. (5.70)
En multipliant cette relation par 1/L et en utilisant les relations entre les vitesses et positions aux
échelles macroscopique et mésoscopique, on obtient alors :
ξ
Z x+l
x
u(y+∞) dx = U(Y+∞) = ξu+∞
∂U
∂Y
(Y+∞). (5.71)
On eectue ensuite des développements limités de U et ∂U
∂Y
en 0 :
U(Y+∞) = U(0) + ξy+∞ ∂U
∂Y
(0) +O(ξ2), (5.72)
∂U
∂Y
(Y+∞) =
∂U
∂Y
(0) +O(ξ). (5.73)
On injecte ces développements dans la relation (5.71) et on obtient enn la condition limite pour
l’échelle macroscopique qui est équivalente (à cette échelle) à l’écoulement mésoscopique considéré :
U(0) = ξ  u+∞   y+∞ ∂U∂Y (0) = λa ∂U∂Y (0), (5.74)
où λa = ξ (u+∞   y+∞) correspond à une longueur de glissement (calculée via la méthode adjointe
présentée ci-dessus). La condition limite, du point de vu macroscopique, d’un écoulement cisaillé
sur un lit de grains est donc une condition classique de Navier (1823), permettant un glissement
du uide au niveau de l’interface uide-grains. Le schéma 5.25 (b) illustre cette condition limite, du
point de vue macroscopique.
Il ne reste plus qu’à exprimer u+∞ an de pouvoir calculer la longueur de glissement λa. Pour cela,
on repart du système (5.68) en considérant le système invariant dans la direction x (à l’échelle mé-
soscopique). L’équation (5.68) (a) nous donne v+ = 0, la (b) mène alors à une pression pˆ+ constante
et à un produit η∂u
+
∂y
= A qui est également constant par rapport à y. Les conditions limites en
y = y+∞ permettent de déterminer la valeur de la constante, A = 1. On obtient alors l’équation
diérentielle vériée par u+ : ∂u
+
∂y
=
1
η
. En intégrant cette équation entre y−∞ et y+∞, on obtient
nalement l’expression de la longueur de glissement λ :
λa = ξ
Z y+1
y 1
1
η
dy   y+∞

. (5.75)
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Finalement, on a réussi à réduire la dynamique de la couche mobile à une condition limite, équiva-
lente du point de vue macroscopique. Cette condition limite permet un certain glissement du uide
à l’interface uide - grains. De plus, on a l’expression de la longueur de glissement λa, calculable à
l’échelle mésoscopique (voir le schéma 5.25 (b)). Le choix d’utiliser Hm comme origine permet de
n’avoir que des longueurs de glissement λa positives.
5.3.2 Condition limite équivalente
Dans notre cas, on utilise les champs mésoscopiques obtenus pour hg = d car cette approche donne
des solutions pour la viscosité eective susamment lisses pour ne pas avoir de problème en in-
tégrant 1/η. On prend y±∞ comme étant les bords du domaine de simulation. On ne prend pas en
compte les zones où des eets de bords de la méthode d’homogénéisation entre les échelles micro-
scopique et mésoscopique se font ressentir. On a vérié que les valeurs obtenues ne dépendaient plus
de y±∞ lorsque ces positions étaient susamment éloignées du lit de grains mobile. En pratique, on
prend y±∞ = 8d = L. Pour les intégrales selon l’axe des x, on considère que la longueur du do-
maine Lx est assez grande pour poser l = Lx = 4d (en fait, on a fait cette hypothèse pour passer de
l’échelle microscopique à l’échelle mésoscopique, mais ici les quantités mésoscopique ne dépendent
déjà que de la coordonnée y). Finalement, ici ξ = l
L
= 1
2
. On peut noter que cette valeur de ξ n’est
pas très petite devant 1 mais malgré cela, les résultats obtenus sont encourageants.
En fait, la détermination du rapport d’échelle ξ n’est pas si évidente. En eet, la grande échelle L
est de l’ordre de grandeur de l’épaisseur de la couche mobile ∆H et la petite échelle l est de l’ordre
de grandeur du libre parcours moyen des grains dans le haut de la couche mobile de grains. Ces
deux longueurs sont relativement diciles à déterminer et dépendent (au moins) du nombre de
Shields θ ; cependant elles sont toutes deux croissantes avec θ. On peut donc supposer, en première
approximation, que ξ est constant (ce qui revient à considérer que le libre parcours moyen des grains
augmente linéairement avec θ, comme ∆H). On utilisera donc uniquement la valeur ξ = 1
2
par la
suite.
La gure 5.26 présente l’évolution de la longueur de glissement λa, obtenue via la méthode dévelop-
pée ci-dessus, avec le nombre de Reynolds particulaire Rep et le nombre de Shields θ.
0 0.2 0.4 0.6 0.8
0
0.5
1
1.5
Figure 5.26 – Longueur de glissement a, adimensionnée par le diamètre des grains d, en fonction du nombre
de Shields  pour (H) : Rep = 0:1 ; (I) : Rep = 1 ; (N) : Rep = 10. (- -) : ajustement linéaire (équation (5.76).
On observe sur la gure 5.26 que la longueur de glissement λa est une fonction croissante du nombre
de Shields θ et semble être relativement indépendante du nombre de Reynolds particulaireRep. Pour
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les cas au-dessus du seuil de mise en mouvement du lit de grains, la longueur de glissement λa
obtenue est bien approchée par une droite et un ajustement de nos données donne :
λa
d
= 0.40 + 1.18 θ. (5.76)
Pour les deux cas sous le seuil de mise en mouvement, la longueur de glissement λa prend des valeurs
plus faibles, λa ' 0.15d, et semble aussi être indépendante du nombre de Reynolds. On peut alors
exprimer la fonction λa(θ), pour θ 6 0.7 et Rep 6 10 par :
λa
d
=

0.40 + 1.18 θ si θ > θc,
0.15 sinon, (5.77)
où θc ' 0.12 est le seuil de mise en mouvement du lit de grains. Pour illustrer la pertinence de ce
second changement d’échelle, on trace sur la gure 5.27 la vitesse de la phase uide aux échelles
microscopique, mésoscopique et macroscopique. On trace sur la gure 5.27 ces vitesses pour les
deux couples (Rep,θ) pour lesquels l’erreur est la plus grande (Rep = 0.1, θ = 0.5, gure 5.27 (b)) et
la plus faible (Rep = 1, θ = 0.22, gure 5.27 (a)) parmi les 18 couples disponibles. On peut voir sur
ces gures que le cisaillement obtenu à l’échelle macroscopique est le bon, celui du uide loin du lit
de grains. Il subsiste un décalage, même loin du lit de grains, entre les descriptions macroscopique
et mésoscopiques. On peut compter cet écart sur l’axe verticale (c’est l’écart sur λa) ou sur l’axe
horizontale (on mesure alors un écart de vitesse).
On s’intéresse ensuite à ce qu’il se passe proche du lit de grains. Pour la description macroscopique,
le taux de cisaillement est constant jusqu’au bord du domaine considéré où la condition limite sur
la vitesse est imposée (ici, il le prol de vitesse est prolongé en dehors du domaine uide, repéré par
Y > 0, jusqu’à Y =  λa, là où il s’annule). Pour les descriptions aux plus petites échelles, la vitesse
passe continûment d’un taux de cisaillement constant au-dessus du lit à une vitesse nulle dans le lit ;
et plus l’échelle de description est petite, plus cette transition est rapide.
On estime l’erreur en mesurant l’écart entre la vitesse macroscopique U et la vitesse microscopique
uf loin du lit de grains, à une hauteur y−Hm
d
' 6d (si on se place susamment loin du lit de grains,
cet écart est constant). La gure 5.28 présente l’évolution de cette erreur en fonction du nombre de
Shields θ pour les trois valeurs du nombre de Reynolds Rep considérées.
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Figure 5.27 – Prols verticaux de la vitesse du uide dans le sens de l’écoulement, adimensionné par _d,
(noir –) : à l’échelle microscopique (uf ) ; (bleu –) : à l’échelle mésoscopique (huxif ) ; (rouge - -) : à l’échelle
macroscopique (U ). (a) : Rep = 1,  = 0:22 (écart minimum observé entre U et uf ) ; (b) : Rep = 0:1,  = 0:5
(écart maximum observé entre U et uf ).
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Figure 5.28 – Écart de entre les vitesses microscopique uf et macroscopique U , adimensionné par _d, en
fonction du nombre de Shields  pour (H) : Rep = 0:1 ; (I) : Rep = 1 ; (N) : Rep = 10.
La gure 5.28 montre que pour la gamme de paramètres sans dimension testés, l’écart entre les
champs de vitesse macroscopique et microscopique reste inférieur à γ˙d. Cela signie qu’au pire à
une dizaine de diamètres de la surface du lit de grains, l’écart entre la solution réelle et la solution
macroscopique ne représente plus que 10% d’erreur, 20d au-dessus du lit elle n’est plus que de 5%,
etc ; il s’agit d’un majorant de l’erreur, elle peut aussi être beaucoup plus faible. Au minimum, on a
mesuré une erreur 30 fois plus faible que ce majorant ici (pour Rep = 1 et θ = 0.22). Cette faible
erreur du point de vue macroscopique correspond bien au fait que la longueur de glissement est une
correction (au premier ordre en ξ) de la condition limite habituelle qui suppose qu’il y a adhérence
du uide. L’erreur mesurée ici ne semble pas dépendre de Rep ou θ. On peut remarquer qu’une
erreur de γ˙d sur la vitesse correspond à une erreur de d sur λa. Or, à l’échelle macroscopique un
grain est censé posséder un taille innitésimale, à l’instar des molécules dans un uide décrit de
façon continue et où l’hypothèse de séparation d’échelles est bien vériée. La taille d est la limite
basse de précision que l’on peut espérer a priori.
On peut aussi comparer ces longueurs de glissement adjointes λa à une autre longueur de glissement,
qui elle est mesurée en prolongeant linéairement les champs de vitesse microscopiques uf , et qu’on
appellera λm. On a tracé λa en fonction de λm sur la gure 5.29. Pour un nombre de Shields donné,
lorsque ces deux longueurs de glissement sont égales, le point correspondant se trouve sur la droite
d’équation y = x et si λa > λm (ou λa < λm) le point est au-dessus (en dessous) de cette droite.
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Figure 5.29 – a en fonction de m pour tous les nombres de Shields  testés et pour (H) : Rep = 0:1 ; (I) :
Rep = 1 ; (N) : Rep = 10.
On constate un très bon accord pour Rep = 10, ce qui est plutôt surprenant compte tenu de l’hy-
pothèse faite pour calculer λa (système décrit par l’équation de Stokes). On observe aussi que, de
façon générale, λm > λa et ce d’autant plus que le nombre de Reynolds particulaire Rep est faible.
Ces résultats sont toutefois dicilement interprétables à cause de la grosse hypothèse faite sur le
rapport d’échelles ξ, qui est considéré constant égal à 1/2 ici.
Pour conclure, on a réussi à réduire le problème d’un lit de grains cisaillé à une condition limite pour
le uide, du point de vue macroscopique. La gure 5.27 montre que l’utilisation de cette condition
limite, au lieu de la résolution numérique en 3D de l’écoulement, n’a qu’un faible impact dès que l’on
s’éloigne un petit peu du lit de grains. La diérence de coût en temps de calcul justie pleinement
l’utilisation de cette condition limite pour un grand nombre d’écoulements. Il sut de connaître
l’expression de λa(θ) et de Hm(θ, Rep) (ou de (Hm   hbed)(θ) et de hbed(Rep)) an de pouvoir ré-
soudre l’écoulement stationnaire du uide au-dessus du lit de grains dans une bonne approximation
dès que l’on se situe assez loin du lit de grains. On peut aussi ajouter la relation qsat(θ, Rep) si le
transport de sédiment est d’intérêt.
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Chapitre 6
Conclusion & perspectives
Cette thèse avait pour objectif l’étude d’un lit de grains (sphériques et mono-disperses) cisaillé par
un uide visqueux au travers d’expériences numériques, ainsi que l’étude du changement d’échelle
de description de cet écoulement ; de l’échelle microscopique, où l’on décrit chaque particule indi-
viduellement et que l’on résout l’écoulement autour de chaque particules, à l’échelle mésoscopique,
où les phases uide et granulaire sont décrites via des phases équivalentes continues. Puis jusqu’à
l’échelle macroscopique où l’écoulement des grains en surface du lit est ramené à une singularité
qui sert alors de condition limite pour la phase uide.
Chapitre 2 On a résolu la dynamique des particules à l’aide d’un code de calcul basé sur la méthode
des éléments discrets (GraDyM), et la dynamique du uide par les équations de Navier-Stokes à l’aide
du code basé sur la méthode des volumes nis (JADIM). La présence des particules a été prise en
compte par le solveur uide via une méthode de frontières immergées. Cette méthode de résolution
à l’avantage de résoudre toutes les échelles mises en jeu par l’écoulement considéré (à l’exception
des eets de lubrication) mais la contre-partie est un coût non négligeable en temps de calcul nous
limitant à un faible nombre de particules et à un domaine de taille relativement faible.
Des tests de performances de cette approche (rotation d’un cylindre par cisaillement uide ; sédimen-
tation d’une sphère ; écoulement cisaillé autours d’une sphère proche d’une paroi ; écoulement dans
un milieu poreux) ont montré qu’il faut le plus souvent que le maillage possède un grand nombre
de mailles par diamètre de grain pour que les résultats convergent. Toutefois, cette méthode per-
met généralement d’obtenir des erreurs raisonnables (6 10%) pour un coût relativement restreint
(d/∆x = 10 où d est le diamètre des grains et ∆x la taille caractéristique des cellules de calcul). De
plus, les écarts avec les valeurs attendues sont le plus souvent interprétables, et ont donc un sens
physique, en considérant que les particules simulées possèdent des rugosités dont la taille ke est de
l’ordre de l’épaisseur ∆ des frontières immergées (ke  ∆  3∆x).
Chapitre 3 On simule ensuite des écoulements de Couette d’un lit de grains immergés dans un
uide visqueux. Les simulations sont eectuées avec des domaines de taille modeste (4d20d4d)
mais l’étude de convergence des résultats a montré que la prise de moyenne temporelle permet de
compenser la faible extension spatiale, à l’exception de la zone statique du lit de grains. On a notam-
ment observé un comportement d’auto-organisation du lit de grains vers un état critique caractérisé
par une absence d’échelle caractéristique. Diérentes échelles temporelles de uctuations ont été ob-
servées (notamment dans le signal d’évolution temporelle du débit granulaire) et traduisent respec-
tivement les phénomènes de réorganisation du lit granulaire, les chocs entre grains et la propagation
d’onde élastique inhérente à la méthode DEM.
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Chapitre 4 L’étude en régime stationnaire nous a permis de retrouver un certain nombre de résul-
tats de la littérature, comme la variation en θ3 du débit granulaire adimensionné par Vsd. Les résultats
présentés montrent une dépendance relativement forte au nombre de Reynolds particulaire Rep du
débit granulaire, là où les études préexistantes ne montraient qu’une dépendance relativement faible
à ce paramètre.
De nombreuses dénitions de la hauteur du lit de grains ont été considérées. Il semble que la hauteur
hbed (équation (4.23)), proposée par Durán et al. (2012), soit un bon candidat car sa dépendance au
nombre de Reynolds particulaire Rep permet la superposition des courbes Hm(θ) et Hb(θ) pour
tous les Rep lorsqu’on l’utilise comme origine. Pour dénir l’altitude du bas de la couche de grains
mobiles, et ainsi dénir l’épaisseur de cette dernière, nous n’avons pas trouvé de candidat idéal. Dans
certains cas, il a fallu en corriger la valeur à la main (en s’appuyant sur les prols de vitesse moyens).
Ce problème serait sans doute limité pour un domaine de simulation plus grand horizontalement.
On peut tout de même noter que l’utilisation d’un seuil de vitesse basé sur θ2Vs semble plus adapté
qu’un seuil basé sur la vitesse de Stokes Vs. La dénition de l’épaisseur caractéristique de la couche
de grains mobiles δh, proposée par Durán et al. (2012), bien qu’élégante, ne semble pas être la plus
adaptée. Cette longueur, qui varie en θ2, n’est pas équivalente aux autres épaisseurs caractéristiques
que l’on peut construire et qui varient linéairement avec θ.
On a normalisé les prols moyens de vitesse des grains dans la couche de grains mobiles par θ2Vs et
on a ainsi pu tous superposés sous une courbe "universelle" variant comme (y/∆H)3. Cependant,
le modèle de Mouilleron et al. (2009) prédit une variation en (y/∆H)2 et nous n’avons par réussi
à trouver d’explication pour cet exposant. On peut également noter que les échelles caractéristiques
pour la vitesse moyenne dans le sens de l’écoulement (U0 = θ2Vs = θγ˙d) et pour la dispersion des
vitesses perpendiculaires à l’écoulement (δ0 = θVs = γ˙d) sont diérentes.
On a également considéré la question de la dénition d’une vitesse moyenne des particules mobiles
et surtout l’importance de bien la dénir car sa valeur dépend fortement de la dénition choisie. La
vitesse moyenne dénie via les distributions de probabilité à l’avantage d’être objective, précise et
donne des vitesses voisines de celle classiquement dénie avec un seuil de vitesse U seuil.
Chapitre 5 Dans ce dernier chapitre, on a mis en place une procédure de changement d’échelle
en s’appuyant sur la méthode développée par Jackson (2000). On a ainsi obtenu une description
mésoscopique du système à partir des informations à l’échelle microscopique. Nous avons déduit de
ces grandeurs, les champs de contrainte apparente, les rhéologies apparentes des phases équivalentes
ainsi que l’interaction moyenne uide-grains, au travers du terme de forçage uide-particules nhf1ip.
Commençons par l’interaction uide-grains. Elle se résume ici aux forces de traînée et de portance.
Ces forces s’expriment en fonction de huip huif ce qui pose problème car l’augmentation de l’épais-
seur du VER fait augmenter articiellement cet écart entre les vitesses uide et granulaire. On a tout
de même réussi à valider une expression de la force moyenne de traînée en prenant une épaisseur
du VER qui tend vers 0 (mais les champs sont alors très uctuants et ne vérient plus les équations
mésoscopiques). Pour la force moyenne de portance, elle est inférieure à l’erreur commise lors du
changement d’échelle, ce qui nous empêche de conclure. Pour ces deux quantités, l’augmentation de
la taille du domaine de simulation (à l’horizontale) ne pourrait améliorer les résultats obtenus que
dans une certaine limite. Nous sommes confrontés ici à une limite de la méthode d’homogénéisation
utilisée. L’emploi de cette méthode présuppose que le problème vérie les hypothèses de séparation
d’échelles. Or, au voisinage de la surface du lit de grains, cette hypothèse est nécessairement mise
en défaut puisque L ' d (où L est l’échelle de longueur mésoscopique et d est l’épaisseur caracté-
ristique de la surface du lit de grains), on ne peut donc pas vérier les inégalités d hg  L (et ce,
quelque soit l’épaisseur hg du VER).
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L’homogénéisation des phases uide et granulaire a permis d’obtenir les contraintes apparentes dans
les deux phases avec une bonne précision dans la couche de grains mobiles. Les erreurs ne sont pas
négligeables dans la partie statique du lit de grains et augmenter la taille du domaine de simulation
(ou utiliser des réalisations diérentes du même lit, an d’eectuer une moyenne d’ensemble) per-
mettrait de faire diminuer ces erreurs, l’hypothèse d’ergodicité n’étant pas vériée dans cette zone
du lit. Toutefois, cela ne pose pas de problème pour en retirer la rhéologie apparente des phases équi-
valentes car cette partie du lit ne s’écoule pas, elle est bloquée (jamming). La rhéologie apparente
est extraite de la couche de grains mobiles. On a ainsi pu observer les variations des rhéologies des
phases équivalentes avec les paramètres sans dimension Rep et θ et le plus souvent en donner des
expressions explicite ne dépendant que des quantités mésoscopiques (il s’agit donc de relations de
fermeture pour l’échelle mésoscopique). De plus, les expressions des propriétés eectives des phases
équivalentes, qui ont été développées pour des suspensions homogènes, semblent aussi fonctionner
ici. Les valeurs des diérents coecients intervenant dans ces expressions ne sont toutefois pas les
mêmes et dépendent des paramètres Rep et θ.
Si on considère un modèle à une phase (phase de mélange), les forces d’interaction uide-grains n’in-
terviennent plus et n’ont plus besoin d’être exprimées à partir des grandeurs mésoscopiques an de
fermer complètement le problème à cette échelle. On a aussi observé un résultat plutôt surprenant :
la rhéologie apparente de la phase de mélange semble relativement "unique". Nous avons observé les
rhéologies apparentes des phases équivalentes uides et granulaire et elle dépendent du nombre de
Reynolds particulaireRep et du nombre de Shields θ, or la rhéologie de la phase de mélange est bien
décrite par la relation de Krieger et Dougherty (1959) avec φm = 0.62 quelque soient les valeurs
de Rep 2 [0.1, 10] et θ 2 [0.1, 0.7].
On a nalement eectué un second changement d’échelle vers l’échelle macroscopique. À cette
échelle le lit de grains est considéré comme un bord du domaine occupé par le uide sur lequel on
doit se donner une condition limite pour la vitesse. On modélise l’écoulement des grains dans la
couche de grains mobiles comme une singularité du point de vue du uide. Le changement d’échelle
nous a permis d’exprimer cette condition limite comme une condition de Navier. Ce type de condi-
tion limite autorise une vitesse non nulle sur la "paroi" équivalente. Cette vitesse de glissement est
proportionnelle au taux de cisaillement, le coecient de proportionnalité étant la longueur de glis-
sement λa. On a pu extraire les valeurs de λa de nos simulations et en trouver une expression à partir
des grandeurs macroscopiques (et du diamètre des grains d). Les prols macroscopiques de vitesse
ainsi obtenus ont été comparés aux prols microscopiques et on a observé que l’erreur commise sur
λ était toujours inférieure à d. En passant à l’échelle macroscopique, on ne considère plus les parti-
cules comme ayant une extension spatiale, elles sont réduites à des points (au sens mathématique du
terme, i.e. de mesure nulle) et on ne pouvait donc a priori pas espérer obtenir une erreur inférieure
à d. Nos résultats montrent que λa varie linéairement avec θ et qu’elle est indépendante de Rep.
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Perspectives
• Pour aller plus loin, il serait possible d’eectuer la même étude avec des domaines de résolu-
tions plus grands et sur des maillages plus ns dans le but d’obtenir des résultats plus signi-
catifs pour les forces de portance et de traînée. Cela permettrait sans doute aussi d’obtenir
des résultats moins uctuant.
• Nous n’avons pas fait varier le rapport des densités du uide et des grains dans cette étude.
Il serait intéressant d’en étudier l’impact sur l’écoulement considéré, et en particulier sur les
rhéologies apparentes des phases équivalentes.
• Il serait également intéressant d’explorer des nombres de Shields θ plus élevés, en particulier
pour la viscosité apparente de la phase uide pour laquelle on ne possède que peu d’informa-
tions. On pourrait observer son comportement pour des grands nombres de Shields θ et des
faibles nombres de Reynolds particulaireRep pour tenter d’observer un palier à β ' 2.5 (cette
valeur de β mène, après développement, à la relation d’Einstein) lorsqu’on vérie environ
les hypothèses faites par Einstein pour dériver l’expression de la viscosité apparente de cette
phase (à savoir, un écoulement de Stokes donc pour Rep  1 et pour une suspension diluée,
donc pour la partie supérieure du lit de grains mobile lorsque θ  1).
• Comme dans la plupart des études dans le domaine, nous avons omis les équations correspon-
dant à la rotation des grains : le théorème du moment dynamique appliqué à chaque particule.
Ce système d’équation possède une version mésoscopique (au même titre que les équations de
conservation de la quantité de mouvement des particules). Il serait intéressant de se pencher
sur cet aspect du système physique étudié car la force de portance, en particulier, dépend de
la rotation des particules.
• Une autre perspective qui mériterait d’être explorée est celle des instabilités des lits grains.
Ici, nous avons pris un domaine de taille réduite an d’être sûr de garder lit plan, mais si on
augmente la taille du domaine, ça ne sera plus la cas. Observer des rides à partir de simulations
complètement résolues (à l’échelle microscopique) est relativement coûteux en ressources nu-
mériques. On pourrait alors utiliser les relations de fermetures obtenues ici pour simuler un lit
de grains bien plus grand (que ce soit via des méthodes de type Euler-Lagrange ou Euler-Euler)
et ainsi observer et étudier les instabilités du lit de grains observé, à l’instar du travail de thèse
de Bouteloup (2017) qui a utilisé les relations de fermeture qu’il a trouvé dans la littérature.
• Finalement, une autre approche qui mériterait d’être explorée, serait de faire le même type
d’analyse pour des avalanches. Cela retirerait le caractère "singulier" de la couche de grains
charriée. Il ne serait toute fois pas possible d’eectuer des moyennes temporelles et il faudrait
alors soit eectuer plusieurs avalanches à partir de diérentes congurations, soit eectuer
des avalanches de grande taille pour obtenir des statistiques satisfaisantes.
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A Estimation du nombre de grains de sable dans la dune du Pilat
Figure A.1 – Photo aérienne de la dune du Pilat.
La dune du Pilat (gure A.1), située à l’entrée sud du bassin d’Arcachon, en France, est la plus haute
dune d’Europe (hauteur de h = 106.6m en 2018). Elle s’étend sur l = 616m d’ouest en est et sur
L = 2.9km du nord au sud. Si on approxime la forme réelle de cette dune par celle d’un prisme de
mêmes dimensions, on peut estimer le volume de la dune du Pilat VPilat :
VPilat =
hlL
2
= 95 106m3. (A.1)
Pour savoir à combien de grains de sable cela correspond, on considère des grains de sable de taille
"moyenne". La norme française NF P18-560, utilisée notamment dans le domaine routier, dénit le
diamètre d des grains de sable par 2mm 6 d 6 0.2mm pour du sable grossier et 0.2mm 6 d 6
20µm pour du sable n. On considère alors des grains de taille intermédiaire : d = 0.2mm. On
considère également que les grains sont sphériques. On peut alors écrire :
φ¯ VPilat = NPilatVp, (A.2)
où Vp ' pid36 est le volume d’un grains de sable, φ¯ est la fraction volumique moyenne du sable
constituant la dune et NPilat le nombre de grains la constituant. On doit maintenant estimer φ¯ : on
sait que pour un arrangement aléatoire de sphères monodisperses, on obtient φ¯ ' 0.6. Mais ici, les
grains de sables constituant la dune, ne sont ni monodisperses ni sphériques, et donc la vraie valeur
de φ¯ est plus élevée. Une estimation basse de NPilat est susante ici et on prend donc φ¯ = 0.6. On
trouve alors :
NPilat =
φ¯ VPilat
Vp
= 1.36 1019. (A.3)
La dune du Pilat contient donc plus 10 milliards de milliards de grains de sable !
Approximer la dune par un prisme était peut être une grosse approximation et nous donne un ma-
jorant du volume de la dune. On peut aussi estimer son volume, et donc la quantité de grains la
202
constituant, en supposant que la dune a une forme pyramidale (avec les mêmes dimensions). On a
obtient alors un minorant du volume de la dune :
V pyramideP ilat =
hlL
3
= 63.5 106m3, (A.4)
et dans ce cas, pour d = 0.2mm, on trouve NPilat = 9.11018 grains dans ce cas.
On peut aussi remettre en question l’hypothèse faite sur la taille moyenne des grains de sable mais
même en considérant des grains sphériques de 2mm de diamètre, la dune en comporte alors "seule-
ment" 1000 fois moins, ce qui fait tout de même environ 10 millions de milliards de grains.
Le nombre de grains constituant cette dune est donc, dans tous les cas, gigantesque. La dune et les
grains de sable la constituant n’appartiennent pas à la même échelle de description.
B Maillage irrégulier du canal de Couette 2D
Pour le cas test du cylindre en rotation libre, on utilise un maillage irrégulier. Cela permet d’alléger
la taille du maillage et donc de réduire le temps de calcul sans pour autant nuire à la précision
de la méthode. Ce maillage est constitué d’un bloc de 3d  3d maillé régulièrement et centré sur
le cylindre. À l’extérieur du bloc central, la résolution du maillage diminue linéairement dans les
2 directions x et y lorsque l’on s’éloigne de ce bloc. Nous justions l’utilisation d’un tel maillage
à l’aide du tableau B.1. On utilise des maillages qui sont réguliers sur l’ensemble du domaine de
simulation comme référence.
Résolution du bloc central Nombre total de cellule Vitesse de rotation Erreur relative
d/∆x = d/∆y constituant le maillage Ω 
220 220 (régulier)  0.416400  
10 90 90  0.417854 0.35%
440 440 (régulier)  0.409165  
20 180 180  0.408021 0.36%
98 98  0.407680 0.28%
Table B.1 – Vitesse de rotation du cylindre en stationnaire (adimensionné par 1= _) en fonction du maillage
utilisé. Rep = 9:091, =x = 1:5 et NL = 1.
La tableau B.1 montre que la vitesse de rotation du cylindre est pratiquement indépendante de la
façon de mailler l’espace loin du cylindre. En eet, on observe des variations de moins d’un demi
pourcent de la vitesse de rotation du cylindre à l’équilibre. Ces erreurs sont négligeables par rapport
aux quelques pourcents d’erreur que l’on a par rapport à la solution de référence de Patankar et Hu
(2002) pour le même jeu de paramètres physiques et numériques. On utilise donc le maillage 9898
pour réaliser cette étude.
C Vitesse de rotation d’un cylindre dans un écoulement cisaillé à Reynolds nul
On reprend ici le calcul du chapitre 2.4 du livreAPhysical Introduction to SuspensionDynamics
de Guazzelli et Morris (2011).
On se place en 2D avec un écoulement non perturbé de cisaillement simple et on ajoute un cylindre
de rayon a dans cet écoulement. Le centre du cylindre dénit l’origine du repère. Il est libre de
tourner sur lui même et on appelle ωp sa vitesse angulaire. Les conditions limites sont l’adhérence à
la paroi du cylindre et un écoulement non perturbé à l’inni.
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On note ~u∞ = (γy, 0, 0) dans le repère cartésien (x, y, z), le champ de vitesse non perturbé etG
∞
le
tenseur des gradients de vitesse non perturbé. Les équations qui régissent l’écoulement sont appelées
équations de Stokes et sont rappelées ci-après :
ηf ~r2~u = ~rp, (C.1)
r  ~u = 0, (C.2)
avec les conditions limites : 8>><>>:
~u|r=a = ~ωp ^ ~r
~u(~r)      !
r−→+∞
~u∞(~r) = G
∞
.~r
p(~r)      !
r−→+∞
0
. (C.3)
On peut décomposer le tenseur G
∞
en deux contributions distinctes :
G
∞
=

0 γ
0 0

=

0 γ/2
γ/2 0

+

0 γ/2
 γ/2 0

= E
∞
+ Ω
∞
, (C.4)
où le tenseur E
∞
représente une dilatation pure et le tenseur Ω
∞
correspond à une rotation pure.
Le système d’équations de Stokes ((C.1), (C.2)) est linéaire, on peut donc le décomposer en deux
sous-problèmes par linéarité. Il faut ensuite trouver la solution pour chacun des sous-problèmes
et enn sommer les deux solutions pour obtenir une solution du problème complet. Pour les deux
sous-problèmes, le système diérentiel à résoudre reste inchangé mais les conditions limites sont
également scindées en deux contributions, une pour chaque sous-problème.
Pour le problème de dilatation pure, on garde les conditions limites suivantes :8>><>>:
~u|r=a = 0,
~u(~r)      !
r−→+∞
~u∞dilat(~r) = E
∞
.~r,
p(~r)      !
r−→+∞
0,
(C.5)
et pour le problème de la rotation pure, on garde celles-ci :8>><>>:
~u|r=a = ~ωp ^ ~r
~u(~r)      !
r−→+∞
~u∞rot(~r) = Ω
∞
.~r
p(~r)      !
r−→+∞
0
. (C.6)
Si on somme ces deux systèmes, on retrouve bien le problème de départ.
Rotation pure
Pour la rotation pure, on commence par réécrire la condition limite sur la vitesse à l’inni comme
ceci :
~u∞rot(~r) = Ω
∞
.~r =

  γ˙
2
~ez

^ ~r = ~ω∞ ^ ~r. (C.7)
En prenant la divergence de (C.1) et en utilisant (C.2), on obtient :
~r2p = 0. (C.8)
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L’équation (C.2) implique l’équation de Laplace pour la pression ; donc si on trouve une solution pour
la deuxième, il faudra vérier qu’elle est bien solution pour la première aussi. On cherche alors un
champ de pression solution de l’équation de Laplace. On peut le chercher comme une combinaison
linéaire d’harmoniques sphériques décroissantes :
Φ0 =
1
r
, ~Φ1 =
~r
r3
,

Φ2

ij
=
δij
r3
  3xi xj
r5
, etc... (C.9)
On eectue ensuite une analyse dimensionnelle du problème. Toutes les grandeurs physiques mises
en jeu ici sont :
• la pression p,
• la vitesse du uide ~urot,
• le vecteur ~ω∞,
• et la viscosité dynamique du uide ηf .
Or [ηf ] = M.L−1.T−1, [~ω∞] = T−1, [~urot] = L.T−1 et [p] = M.L−1.T−2, donc d’après le théorème
de Buckingham, on a p / ηf ~ω∞ mais la pression est un scalaire. La seule possibilité est alors
p / ηf ~Φ1  ~ω∞. Or ~Φ1 = ~rr3 et ~ω∞ =  γ2 ~ez , donc ~Φ1  ~ω∞ = 0. La solution pour la pression dans le
uide est donc :
p(~r) = 0, (C.10)
partout dans tout le uide. Si on revient sur l’équation (C.1) maintenant que la pression est nulle,
on trouve que la vitesse est aussi solution de l’équation de Laplace. On peut donc aussi la chercher
comme une combinaison linéaire d’harmoniques sphériques décroissantes. L’analyse dimension-
nelle eectuée plus haut est toujours valable et nous permet d’armer que la vitesse est propor-
tionnelle à ~ωp et à ~r. Les fonctions de cette famille de solutions de l’équation de Laplace tendent
vers 0 pour r ! +1, on cherche alors à exprimer ~urot   ~u∞rot à l’aide des harmoniques sphériques.
~urot   ~urot∞ est un vecteur du plan (x,y) (contrairement aux pseudo-vecteurs ~ωp et ~ω∞ dont la di-
rection est selon l’axe z). On va donc chercher ~urot sous la forme :
~urot   ~u∞rot = λ. ~ωp ^ ~Φ1 = λ. ~ωp ^
~r
r3
. (C.11)
La condition limite à la paroi du cylindre permet de déterminer la constante λ = a3

1  ω1
ωp

et on
obtient alors le champ de vitesse solution :
~urot(~r) =
a
r
3
1  ω
∞
ωp

~ωp + ~ω
∞

^ ~r. (C.12)
Ensuite, il ne reste qu’à déterminer ωp. Pour cela, on calcule le couple Γ que le uide exerce sur le
cylindre : ωp est alors la rotation du cylindre telle que ce couple soit nul. En eet, le cylindre est libre
de tourner et la solution recherchée est stationnaire, le couple total exercé sur le cylindre est donc
nul. En coordonnées cylindriques, Γ s’écrit :
Γ =
Z 2pi
0
σθr(r = a, θ) dθ, (C.13)
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où σθr est la composante (θ,r) du tenseur des contraintes visqueuses (rappelons qu’ici p = 0). En
coordonnées cylindriques, σθr s’exprime comme suit :
σθr = ηf

∂uθ
∂r
  uθ
r

=  3ηf a
3
r3
(ωp   ω∞) . (C.14)
On obtient nalement :
Γ = 0 =  6piηf (ωp   ω∞) . (C.15)
On a donc ωp = ω∞ à l’équilibre et alors le champ de vitesse solution donné par la relation (C.12) se
réécrit simplement :
~urot(~r) = ~ω
∞ ^ ~r , pour tout ~r. (C.16)
Comme la partie "dilatation" du problème n’induit pas de rotation du cylindre (par symétrie du sous-
problème), on a immédiatement :
ωp =   γ˙
2
pour un cylindre placé dans un cisaillement simple. (C.17)
Si on adimensionne la vitesse angulaire ωp par le cisaillement γ˙, on trouve le résultat annoncé :
Ω =
ωp
γ˙
=  1
2
. (C.18)
Un lecteur assidu aura remarqué qu’on ne résout pas le problème complètement. Il reste la partie
dilation à résoudre, mais l’objet de ce calcul était de déterminerωp et pas particulièrement d’exprimer
le champ de vitesse solution du problème complet. La résolution du second sous-problème se fait
de la même façon que pour la rotation mais les calculs sont moins triviaux car la pression n’est pas
nulle et le champ de vitesse s’exprime, entre autre, à l’aide de l’harmonique sphérique décroissante
de rang 2. Pour nir, il sut de sommer les deux contributions ~urot et ~udilat pour obtenir le champ
de vitesse dans un milieu inni soumis à un cisaillement simple à Reynolds nul dans lequel on place
un cylindre libre de tourner. Pour obtenir plus de détails, voir les chapitres 2.1.1 et 2.1.3 et 2.4 du
livre APhysical Introduction to SuspensionDynamics de Guazzelli et Morris (2011).
D Dérivation de l’expression de n < S >p
Dans cette annexe, on démontre l’expression denhsfip avec des intégrales volumiques (relation (5.24))
au lieu d’intégrales surfaciques. Pour cela, on commence avec l’équation (2.19) :
ρf
Du
Dt
= r  σ + fIBM + g, (D.1)
où σ =  P I+ηf (r(u)+r(u)T ) est le tenseur des contraintes totales (i.e. de pression et visqueuses).
On considère ensuite le produit tensoriel de l’équation (D.1) avec le vecteur position r (où r = x xp
est le vecteur position, repéré par rapport au centre de la particule p). On intègre ensuite l’ensemble
de ce produit sur le volume de la particule p.Z
Vp
ρf
Du
Dt

 r dv =
Z
Vp
r  σ 
 r dv +
Z
Vp
fIBM 
 r dv +
Z
Vp
g 
 r dv. (D.2)
L’intégrale contenant l’accélération de pesanteur est nulle car g est constant et la particule possède
une symétrie sphérique par rapport à son centre (
R
Vp
g 
 r dv = g 
 R
Vp
r dv = g 
 0 = 0). On
eectue une intégration par parties du premier terme du second membre :
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Z
Vp
r  σ 
 r dv =
Z
Sp
(σ  n)
 r dS  
Z
Vp
σ dv. (D.3)
On obtient alors la relation suivante :
Z
Sp
(σ  n)
 r dS = d
2
Z
Sp
(σ  n)
 n dS =
Z
Vp
σ dv +
Z
Vp
ρf
Du
Dt

 r dv  
Z
Vp
fIBM 
 r dv. (D.4)
Il ne reste plus qu’à pondérer et à sommer sur les particules pour trouver l’expression nale de nhsfip
donnée par l’équation (5.24). En pratique, une expression symétrique a été utilisée ; où "(σ  n)
 n"
est remplacé par "1
2
((σ  n)
 n + n
 (σ  n))" par exemple.
E Lien entre ∆H et δh
L’objectif de cette annexe n’est pas d’étudier le rapport des épaisseurs caractéristiques de la couche
de grains mobiles ∆H
δh
mais de montrer qu’il dépend à la fois du prol de vitesse des grains (normalisé)
et de la répartition verticales des grains et permet également d’en donner une estimation numérique
pour quelques cas simples. On estime alors ce rapport en se plaçant dans le cadre du modèle de
Mouilleron et al. (2009). On reprend les mêmes notations que dans ce modèle (voir section 4.2).
Dans le cadre de ce modèle, on connaît les prols de vitesse et de fraction volumique des particules.
On a φ(Y˜ ) = φ¯ et Up(Y˜ ) est donné, pour tout Y˜ = y−hbhm−hb 2 [0, 1], par la relation (équations (4.12)
et (4.29)) :
Up =
9θ2Vs
µφ¯ηr
Y˜ 2 = V Y˜ 2, (E.1)
où V = 9θ
2Vs
µφ¯ηr
.
On calcule hbed d’après sa dénition (équation (4.23)) :
hbed   hb = ∆H
R 1
0
φ¯V Y˜ 3dY˜R 1
0
φ¯V Y˜ 2dY˜
= ∆H
R 1
0
Y˜ 3dY˜R 1
0
Y˜ 2dY˜
=
3
4
∆H. (E.2)
Puis on calcule δh, également à partir de sa dénition (équation (4.26)) :
δh2 = ∆H2
R 1
0
(Y˜   3
4
)2Y˜ 2dY˜R 1
0
Y˜ 2dY˜
=
3
80
∆H2. (E.3)
On obtient nalement :
∆H
δh
=
r
80
3
' 5.16. (E.4)
Ce résultat correspond au rapport ∆H
δh
dans le cadre du modèle de Mouilleron et al. (2009). On a
vu dans le chapitre 4 que ce modèle n’était pas toujours la meilleure approximation possible. On
pourrait aussi considérer un prol de vitesse granulaire qui varie comme Y˜ 3 par exemple, ou encore
un prol de fraction volumique de grains non constant. On considère alors des variations de φ dans
la couche mobile qui sont linéaire et sinusoïdale. Le tableau E.1 présente les valeurs prises par le
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rapport ∆H/δh dans tous ces cas (on ne donne pas les expressions analytiques dans le cas d’un
prol de fraction volumique de grains sinusoïdal pour des raisons de place dans la tableau).
Vitesse des grains Fraction volumique solide hbed−hb
∆H
∆H
δh
φ = φ¯ 3
4
q
80
3
' 5.16
Up = V Y˜
2 φ = φ0(1  Y˜ ) 35 5
φ = φ0
2
(1 + cos(piY˜ )) 0.507 5.43
φ = φ¯ 4
5
q
75
2
' 6.12
Up = V
′Y˜ 3 φ = φ0(1  Y˜ ) 25
q
875
54
' 4.03
φ = φ0
2
(1 + cos(piY˜ )) 0.594 5.91
Table E.1 – Rapport
H
h
dans le cas d’un prol quadratique ou cubique de vitesse des grains et pour trois
modélisations du prol de fraction volumique de grains.
Le tableau E.1 montre que, quelque soit la forme des prols de vitesse des grains et de fraction
volumique solide considérés ici, la valeur du rapport ∆H
δh
varie entre 4 et 6, mais vaut généralement
plus de 5. La gure E.1 donne la valeur de ce rapport dans le cas de notre campagne de simulation.
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Figure E.1 – Rapport
H
h
en fonction du nombre de Shields  pour les nombres de Reynolds
(H) : Rep = 0:1 ; (I) : Rep = 1 ; (N) : Rep = 10.
La gure E.1 montre que le rapport des deux longueurs caractéristiques de l’épaisseur de la couche
de grains mobiles ∆H
δh
prend eectivement des valeurs de l’ordre de 5 6. Ce rapport est décroissant
avec le nombre de Shields θ et semble aussi décroître avec le nombre de Reynolds particulaire Rep.
Il prend des valeurs qui peuvent aller jusqu’à 7  8 pour les faibles valeurs du nombre de Shields θ
(nous n’avons pas obtenu de valeurs aussi élevées avec les quelques modélisations considérées ici)
et diminue jusqu’à 4 pour Rep = 10 et θ = 0.67.
F Convergence des résultats mésoscopiques avec la taille du domaine et le ranement
du maillage
Dans cette annexe, on montre la convergence avec la taille du domaine et avec le ranement du
maillage des propriétés mésoscopiques des phases équivalentes uide, granulaire et de mélange.
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Dans la partie 3.4, on a déni quatre cas, notés A, B, C et D, et on a étudié la dépendance du débit
granulaire saturé ainsi que des prols de vitesse des grains et du uide vis-à-vis de ces diérents cas.
Les caractéristiques des diérents cas sont rappelées dans le tableau F.1.
Ranement du maillage Taille du domaine de Épaisseur des frontières
Cas d/∆x simulation Lx  Ly  Lz immergées ∆
A (–) 10 4d 20d 4d 1.3∆x = 0.13d
B (–) 10 8d 20d 8d 1.3∆x = 0.13d
C (–) 20 4d 20d 4d 2.6∆x = 0.13d
D (–) 20 4d 20d 4d 1.3∆x = 0.065d
Table F.1 – Résumé des diérents cas considérés. Rep = 1,  = 0:67 et r = 2:5.
Ici, on étudie l’évolution de l’erreur commise sur les contraintes apparentes dans chaque phase équi-
valente et les variations des rhéologies eectives de ces phases pour ces cas. Le tableau F.2 présente
l’erreur maximale commise sur les contraintes apparentes Σfyy, Σfxy, Σpyy et Σpxy pour les quatre cas
dénis précédemment. L’erreur (locale) est mesurée de la même façon que dans les sections 5.2.3,
5.2.2 et 5.2.4, c’est-à-dire comme la diérence entre la contrainte apparente et une intégrale des
autres termes du bilan de forces (voir les équations (5.17), (5.18) et (5.26)).
Phase uide Phase Granulaire
cas Emax(Σfyy) Emax(Σfxy) Emax(Σpyy) Emax(Σpxy)
A 3.59% 3.43% 3.55% 5.29%
B 3.90% 2.64% 1.32% 1.67%
C 0.393% 1.61% 5.97% 3.12%
D 0.583% 1.65% 1.77% 4.19%
Table F.2 – Erreur maximale locale commise pour les quatre cas considérés pour Rep = 1,  = 0:67 et
r = 2:5. Pour les contraintes normales fyy et 
p
yy , on utilise la contrainte locale comme référence et pour les
contraintes de cisaillement fxy et 
p
xy , on utilise la contrainte de cisaillement loin du lit de grains f _ comme
référence. On ne prend pas en compte la zone d’inuence des rugosités au fond du domaine lors de la
détermination de l’erreur maximale.
Premièrement, si on compare les cas A et B, on voit que l’erreur pour la phase uide n’est pas aectée
par la taille du domaine. L’erreur pour la phase granulaire diminue quant à elle d’un facteur 2 à 3.
Cette diminution est due à la limite de la prise de moyenne temporelle pour compenser la faible
taille du domaine dans la zone statique du lit de grains. Avec un domaine B quatre fois plus vaste,
une prise de moyenne spatiale équivaut environ à quatre prise de moyenne pour des arrangements
microscopiques diérents sur le petit domaine A. Autrement dit, une prise de moyenne sur un grand
domaine est une meilleure approximation de la moyenne d’ensemble, en particulier dans une zone
statique du lit de grains où la prise de moyenne temporelle ne permet pas de compenser cet eet.
On compare ensuite les cas A et C pour mettre en avant l’inuence du ranement du maillage
(sans changer l’épaisseur physique des frontières IBM). En divisant par deux la taille des cellules du
maillage, l’erreur diminue fortement pour la phase uide et reste du même ordre de grandeur pour
la phase granulaire. Ici aussi, l’immobilité du fond du lit de grains est à mettre en cause. Même si
la résolution de l’écoulement est améliorée, cela ne permet pas de compenser la mauvaise prise de
moyenne temporelle dans la zone statique du lit de grains.
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Finalement, on peut comparer les cas C et D. L’erreur commise reste relativement inchangée à
l’exception de Σpyy. Modier l’épaisseur des frontière IBM n’inuence pas la qualité de la prise de
moyenne volumique et temporelle même si cela peut inuencer les grandeurs mésoscopique.
On se penche ensuite sur la viscosité apparente de la phase uide ηfeq. La gure F.1 présente cette
viscosité en fonction de la fraction volumique de grains pour les quatre cas considérés.
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Figure F.1 – Viscosité apparente de la phase de uide feq pour les quatre cas (–) : A ; (–) : B ; (–) : C ; (–) : D
(voir le tableau F.1).
La viscosité apparente de la phase uide ηfeq dépend eectivement légèrement du ranement du
maillage. On peut voir deux tendance sur la gure F.1, au moins pour φ 6 0.5 car pour les plus
grandes valeurs deφ, les variations observées sont également dues à la procédure de prise de moyenne
dans la zone statique du lit de grains, il est donc dicile d’interpréter les résultats dans cette zone.
On peut tout de même noter que les quatre viscosités apparentes possèdent relativement la même
allure, même dans cette zone quasi-statique.
Pour les cas C et D, mieux résolus spatialement, la viscosité apparente ηfeq varie plus vite avec la
fraction volumique φ que pour les cas A et B. Cela correspond à un exposant β plus grand (voir la
relation (5.49)). Si on eectue un ajustement pour chacun de ces cas, on trouve βA = 1.65, βB = 1.63,
βC = 1.73 et βD = 1.71. La variation de β lorsqu’on rane davantage le maillage va dans le bon
sens et se rapproche de l’exposant attendu 2.5. On peut relativiser cet écart en rappelant qu’ici on
a Rep = 1 et θ = 0.67 or l’exposant 2.5 est attendu pour Rep  1 (écoulement de Stokes) et
1 θ (suspension diluée). Le fait qu’on trouve pratiquement les mêmes exposants pour les cas A et
B signie que la faible taille du domaine A n’est pas aussi restrictive que ce qu’on pourrait penser
et que les résultats obtenus sur ce domaine peuvent être considérés comme ayant convergé.
On s’intéresse maintenant à la rhéologie apparente de la phase granulaire. La gure F.2 présente les
fonctions µpeq(K) et φ(K) obtenues pour les quatre cas considérés ici.
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Figure F.2 – (a) : Fraction volumique de grains en fonction du nombre K pour les quatre cas (–) : A ; (–) : B ;
(–) : C ; (–) : D. (b) : Coecient de friction eectif de la phase granulaire en fonction du nombre K pour les
quatre cas (–) : A ; (–) : B ; (–) : C ; (–) : D (voir le tableau F.1).
À première vue, aucune tendance particulière ne se dégage de la gure F.2. Les quatre cas présentent
sensiblement la même rhéologie apparente pour la phase granulaire. On eectue des ajustements,
en s’appuyant sur les relations (5.54) et (5.56), et on donne les valeurs des paramètres de ce modèle
rhéologique dans le tableau F.3.
case φc µ1 µ2
p
K0
A 0.615 0.243 0.794 0.125
B 0.624 0.227 0.829 0.115
C 0.619 0.246 0.836 0.145
D 0.619 0.234 0.871 0.152
Table F.3 – Coecients dénissant la rhéologie de la phase granulaire équivalente (équations (5.54) et (5.56))
pour les quatre cas considérés A, B, C et D (voir le tableau F.1).
On obtient des coecients qui varient légèrement d’un cas à l’autre mais il n’est pas évident d’as-
socier ces variations aux diérences entre les cas puisque les courbes µpeq(K) uctuent de façon non
négligeable et la qualité des ajustements eectués peut donc aussi être la cause de la variation de
ces paramètres d’ajustement.
Finalement, on peut s’intéresser à la viscosité apparente de la phase de mélange. Notons que la
viscosité de la phase de mélange reste toujours faible, avec un maximum d’environ 5 ηf , comparé à
la contribution de la phase granulaire qui diverge à la transition de blocage (jamming). Donc, d’après
la relation (5.61), la viscosité apparente de la phase de mélange sera presque inuencée de la même
façon que la phase granulaire par les diérences entre les quatre cas considérés. On ne s’attend donc
pas à observer de variations signicatives. La gure F.3 présente la viscosité apparente de la phase
de mélange ηmeq pour les quatre cas et les valeurs du coecient φm (fraction volumique de blocage)
obtenues via des ajustements de la relation (5.60) sont données dans le tableau F.4.
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Figure F.3 – Viscosité apparente de la phase de mélange meq pour les quatre cas (–) : A ; (–) : B ; (–) : C ; (–) : D
(voir le tableau F.1).
case φm
A 0.617
B 0.624
C 0.614
D 0.617
Table F.4 – Fraction volumique de blocage (jamming) m (équation (5.60)) pour les quatre cas A, B, C et D
(voir le tableau F.1).
On peut voir sur la gure F.3 que les quatre cas possèdent eectivement sensiblement la même visco-
sité apparente pour φ 6 0.5. Pour les plus grandes valeur de φ, la prise de moyenne temporelle dans
une zone quasi-statique de lit de grains ne permet plus d’obtenir de bonnes statistiques temporelles
et alors des uctuations dépendant de la microstructure du lit de grains sont visibles. Le seul cas
possédant une viscosité de la phase de mélange légèrement diérente (et inférieure) pour φ ' 0.5
est le cas B, pour le plus grand domaine de simulation. Ce cas permet d’obtenir des meilleures prises
de moyenne spatiale (la moyenne spatiale est plus proche de la moyenne d’ensemble dans ce cas là)
et est donc moins dépendante de la qualité des statistiques temporelles.
Si on se penche sur les valeur de φm données dans le tableau F.4, on constate qu’elles dépendent
principalement de la taille du domaine de simulation. On peut aussi remarquer que les valeurs obte-
nues ici, via des ajustements de la relation (5.60), sont pratiquement égales aux valeur de φc obtenues
pour la rhéologie de la phase granulaire ; un seul paramètre semble alors nécessaire.
Finalement, on peut noter que dans l’ensemble, les résultats obtenus sont peu dépendant de la taille
du domaine et du ranement du maillage. On observe une légèrement amélioration pour la phase
uide lorsqu’on rane davantage le maillage et une légère amélioration pour la phase granulaire
lorsqu’on augmente la taille du domaine. Ces deux solutions sont très coûteuses en temps de calcul
et on se limite donc au cas A dans toute l’étude menée lors de ce travail de thèse. Enn, l’épaisseur
des frontières IBM, qui a une inuence non négligeable à l’échelle du grain (échelle microscopique)
semble ne pas avoir d’eet signicatif sur les propriétés rhéologiques eectives à l’échelle méso-
scopique. En eet, on a vu dans la section 3.4 que le débit de grains diminuait signicativement
lorsqu’on réduisait l’épaisseur physique des frontières immergées ∆/d mais ici, nous obtenons la
même rhéologie apparente que pour le cas C. On peut expliquer ce phénomène en considérant les
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eets de lubrication (la partie de ces eets captée par le maillage). La zone où 0.5 6 α 6 1 (α étant
la fraction volumique locale de solide) peut être vue comme des rugosités (le uide peut s’écouler
dedans, mais le contact a tout de même lieu au niveau des positions théoriques des interfaces des
grains), et donc réduire l’épaisseur des frontières immergées ∆/d peut être assimilé à l’utilisation
de particules moins rugueuses ; or on a vu dans la section 4.4 que l’implémentation des eets de
lubrication réduisait fortement le débit de grains. On peut alors supposer que l’ajout de ces forces
n’inuencera que très peu la rhéologie apparente des diérentes phases équivalentes (et que cela
modie donc les prols de vitesse et de contrainte tout en conservant la même rhéologie).
G Inuence de l’épaisseur hg sur les contraintes apparentes à l’échelle mésoscopique
On a présenté les contraintes apparentes pour hg = d dans la section 5.2. On souhaite utiliser la
plus petite valeur possible de hg an d’être le plus précis possible. Dans cette annexe, on se pro-
pose d’étudier l’inuence de l’épaisseur caractéristique du VER hg sur les contraintes apparentes
obtenues.
Phase uide - direction verticale
L’inuence de l’épaisseur caractéristique du VER hg sur la contrainte normale Σfyy apparente dans
la phase équivalente uide a été présentée dans la section 5.2.2.
Phase uide - sens de l’écoulement
La gure G.1 présente la contrainte de cisaillement Σfxy obtenues pour les diérentes valeurs de hg
considérées.
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Figure G.1 – Contrainte de cisaillement apparente dans la phase uide fxy pour (a) : hg = d=2 ; (b) :
hg = d=4 ; (c) hg = d=10. L’intégrale
R
1
 (f huyif ∂〈uy〉
f
∂y + n hf1ipy)dy′ est aussi représentée en pointillés. Sur
chaque graphe, le cas de référence pour hg = d est aussi tracé.
La gure G.1 montre que la contrainte de cisaillement apparente dans la phase uide oscille dans la
couche de grains mobiles, et ce d’autant plus que l’épaisseur hg est faible. Pour hg = d/2, l’erreur
commise reste du même ordre de grandeur que pour hg = d mais pour les valeur plus faibles, elle
augmente fortement et atteint environ 50% de la contrainte ηf γ˙ pour hg = d/10.
Phase granulaire - direction verticale
La gure G.2 présente la contrainte normale Σpyy obtenues pour les diérentes valeurs de hg consi-
dérées.
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Figure G.2 – Contrainte normale apparente dans la phase granulaire pyy pour (a) : hg = d=2 ; (b) : hg = d=4 ;
(c) hg = d=10. L’intégrale
R
( phuyip ∂〈uy〉
p
∂y   
∂Σfyy
∂y   n hf1ipy   pgy)dy′ est aussi représentée en
pointillés. Sur chaque graphe, le cas de référence pour hg = d est aussi tracé en noir.
La gure G.2 montre que la contrainte normale apparente dans la phase granulaire oscille dans le lit
de grains, et ce d’autant plus que l’épaisseur hg est faible. On peut remarquer que, contrairement à
la phase uide, l’erreur augmente lorsque hg diminue mais que la contrainte apparente et l’intégrale
des autres termes restent (en moyenne) superposés. Pour hg = d/2, l’erreur commise est du même
ordre de grandeur que pour hg = d mais pour les valeurs plus faibles, elle augmente fortement et
peut devenir localement du même ordre de grandeur que la contrainte mesurée Σpxy pour hg = d/10.
Phase granulaire - sens de l’écoulement
La gure G.3 présente la contrainte de cisaillement Σpxy obtenues pour les diérentes valeurs de hg
considérées.
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Figure G.3 – Contrainte de cisaillement apparente dans la phase granulaire pxy pour (a) : hg = d=2 ; (b) :
hg = d=4 ; (c) hg = d=10. L’intégrale
R
(phuyip ∂〈ux〉
p
∂y   
∂Σfxy
∂y   n hf1ipx)dy′ est aussi représentée en
pointillés. Sur chaque graphe, le cas de référence pour hg = d est aussi tracé en noir.
La gure G.3 montre que la contrainte de cisaillement apparente dans la phase granulaire oscille
dans le lit de grains, et ce d’autant plus que l’épaisseur hg est faible. Plus hg diminue, plus l’erreur
commise augmente, jusqu’à devenir du même ordre de grandeur que la contrainte la contrainte ηf γ˙
pour hg = d/10. Ici aussi, la contrainte calculée et l’intégrale des autres termes de l’équation (5.32)
restent centrés l’un sur l’autre contrairement au cas de la phase uide.
Conclusion
Les équations mésoscopiques (5.17) et (5.18) ont été obtenues sous l’hypothèse que d  hg. Pour
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hg 6 d/4 on ne vérie plus cette hypothèse et le terme O
 
d
L
2 n’est alors plus négligeable.
On peut noter que les erreurs commises le sont principalement dans le lit statique pour la phase
granulaire et dans la couche mobile pour la phase uide. On peut interpréter cette diérence en
supposant que les erreurs commises pour la phase granulaire sont principalement dues aux limites
de l’approche par prise de moyennes temporelles dans la zone statique du lit et que, pour la phase
uide, les erreurs proviennent plutôt de la méthode de résolution de l’écoulement microscopique.
Le comportement décrit précédemment, pour les phases uide et granulaire, reste le même quelque
soit les valeurs du nombre de Reynolds particulaire Rep et du nombre de Shields θ (pour les valeurs
considérées de ces nombres). Nous devons donc faire un compromis entre la résolution spatiale (en
particulier au niveau de la surface du lit de grain) et la possibilité d’homogénéiser le problème via
la méthode présentée ici, en maintenant les erreurs à un niveau raisonnable.
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