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極大頻出系列検出を用いたコードクローンの検出
宇田川 佳久*1 
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Abstract  This paper describes a software clone detection technique using an Apriori-based 
sequential data mining algorithm. Generally, a frequent sequential data mining algorithm extracts 
vast numbers of sequential patterns when a threshold named minimum support (minSup) is small, 
creating an obstacle to the detection of code clones. The proposed method reduces the number of 
extracted frequent sequences by incorporating pruning processes that depend on characteristics of 
the source code, techniques to extract the maximal frequent sequences, and curbing measures for 
repetitive subsequences. The result shows that the proposed sequential data mining algorithm 



















出する CloSpan[3] ，極大頻出系列 (Maximal Frequent






























タイプ 2：タイプ 1 のソースコードの内，変数名，リテラ
ル，メソッド名などのユーザ定義名，および，変数の型
などの予約語だけが異なるソースコード

















6 種類の Java プログラムに対して minSup を 10 に設定し
た実験を行い，最長で 24 の頻出系列を検出した．El-
Matarawy, A.氏らは[8]，独自に極大頻出系列を検出するア








な Java を採用した．したがって，手順としては，Java の文
法に即した構文解析を行ってプログラム構造を抽出し，こ
のプログラム構造に対し独自に開発した頻出系列の検出


































れよりも１つ長い系列が頻出系列でない系列(A sequence is 


































に定義されているアクセス修飾子，[public | protected | 
極大頻出系列検出を用いたコードクローンの検出




する．ブロック構造は，"{" と "}" で表現する．従って，
"{"の数がネストの深さを表す．Java で定義されている以
下の制御構造を検出対象とする． 
・if 文（else, else if のバリエーションを含む） 
・try 文（catch, finally のバリエーションを含む） 
・switch 文          ・while 文 
・do while 文        ・for 文 
・break 文     ・continue 文 
・return 文     ・throw 文 
・synchronized 文 
 
2.3 本研究で用いた Java ソースコードについて 
本研究で対象としたのは Java SDK 1.8.0.101 の SWING
パッケージである．このソースコードに関する主なメトリ
ックスは下記の通りである． 
ファイル数:          737 個 
クラス数:          1,864 個 
ソース総行数:    372,186 行 
このメトリックスから Java SDK 1.8.0.101のSWINGは，
大規模システムと位置付けられるものである[14]． 図 2 は， 




図 2 JApplet::setRootPane メソッドの検出構造 
 
2.4 プログラム構造の 32 進 3 文字での表記 
LCS アルゴリズムは，二つの文字系列に共通する最長の








べての識別名を 3 桁の 32 進数に変換している．この変換
により，最大で 32,768 個を識別可能であり，今回の実験対
象の数倍程度の規模のソースコードでも処理可能である．
識別名を 3 桁の 32 進数に変換する処理は，以下の 2 段階
で行われる． 
(1) 識別名の一覧を作成し，それぞれの識別名に一意な 3
桁の 32 進数を割り当てる． 
(2) コードシーケンスのそれぞれの識別名を一意な 3 桁の
32 進数に置き換える． 
図 3 は，3 桁の 32 進数と識別名の一覧表の一部を示し
ている．図 4(A)に示す系列は，図 2 に示したプログラム構
造に対応するものであり，図 4(B)は，図 4 (A)の系列を 32
進数で表記したものである．なお，通常の LCS アルゴリズ


























象とするデータベース D が，D={t1, t2, ... , tn}, アイテムの










は，このデータベース D において，与えられた minSup 以
上の頻度で発生する集合を効率よく列挙することができ
る． 
X をアイテムの集合とし，support(X) でデータベース D
に出現する X の頻度を表すものとする．一般に，アイテム






















系列を複数回検出する Self OK モードと，1 回しか検出し
ない Self NG モードをサポートしている．Self OK モード







するもので，図 5 では 3 文字で一つのプログラム要素を符
号化している．記号“→”は，文の前後の繋がりを示す． 
図 6 は，maxGap が 0 で，minSup が 2 以上（図 5 のデー
タベースが４個の系列で構成されているので，率で表した
とき minSup は 50％）の場合の頻出系列の検出結果を示し
ている．要素 00F は，MTHD2 と MTHD4 で 1 箇所ずつ，
合計 2 箇所で出現している（N=2）．要素 00E は MTHD1 と
MTHD3 では 1 箇所，MTHD2 と MTHD4 では 2 箇所の合
計 6 箇所で一致している．MTHD2 と MTHD4 のように，
検索対象とする系列が，データベース内の系列に複数回出
現することを“自己参照”(repetitive)と呼ぶ[15]．要素 00C
は 6 箇所で一致している．要素の系列 00E→00C→は，













図 6 maxGap=0 の場合の頻出系列の検出例 
 
図 7 は，maxGap が 1 で，minSup が 2 の場合の頻出系列
を示している．要素 00F，00E，00C は，maxGap が 0 の場
合と同じである．要素の系列 00E→00C→は，maxGap が 0
の場合と異なり 5 箇所で一致している．出現する箇所は，
MTHD1，MTHD 2，MTHD3 と MTHD4 であり，MTHD 2
と MTHD3 では，間欠 1 で一致している．さらに，要素の
系列 00F→00C→と 00F→00E→は，MTHD 2 と MTHD4 に








図 7 maxGap=1 の場合の頻出系列の検出例 
 
図 8 は，maxGap が 2 で，minSup が 2 の場合の頻出系
列を示している．maxGap が 1 の場合に比べて，間欠 2 で
一致する要素の系列00C→00E→が加わっている．系列00C






















00F→       N=2 (2|4) 
00E→       N=6 (1|2+2|3|4+4) 
00C→       N=6 (1|2|3+3|4+4) 
00E→00C→  N=3 (1|4+4) 
00F→        N=2 (=2|4) 
00E→        N=6 (1|2+2|3|4+4) 
00C→        N=6 (1|2|3+3|4+4) 
00E→00C→   N=5 (1|2|3|4+4) 
00F→00C→   N=2 (2|4) 
00F→00E→   N=2 (2|4) 
00F→   N=2    IDs=2|4 
00E→   N=6    IDs=1|2+2|3|4+4 
00C→   N=6    IDs=1|2|3+3|4+4 
00E→00C→   N=5 (1|2|3|4+4) 
00F→00C→   N=2 (2|4) 
00F→00E→   N=2 (2|4) 
00C→00E→   N=2 (2|4) 
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ムの初期値は 1 個の制御文である．すなわち，if, else if, else, 
switch, while, do, for, break, continue, return, throw, 




Apriori アルゴリズムでは，k (k>1)回目の頻出集合の候補 




































GProbe の概要を示している．図 9 の変数 k は，検索の回






6 行目の Retrieve_Cand()メソッドは，Sk に含まれる各要
素に対し，その要素を含む系列データベース内の系列の行
番号と検出数を記憶するメソッドであり，詳細は次項で説
明する（図 10）．7 行目では次の検索に向けた変数 k の更
新，8 行目では次の回の頻出系列を記憶するために変数 Sk
を初期化している．9 行目から 18 行目までは，頻出系列を
検出している．10 行目と 11 行目の条件を満たしたものが
頻出系列であり，12 行目で系列と検出個数，検出行の番号
リストとともに結果ファイルに書き出す．13 行目と 14 行
目では，1 つ長い頻出候補系列を検索するための準備とし








として使用されている Ck, CkMD, CkSyn は，Java の
HashMap を使って実装している．6 行目と 8 行目の for
文で，検索の対象とする系列が，データベース内の 1 個の
系列に複数回発生することに対する処理を行っている．9
行目では，LCS アルゴリズムを使って 2 つの系列 s, と系
列 tの先頭から p 番目から始まる系列との最長共通部分列
を計算する．最長共通部分列を確実に動作させるため，系
列 s には k 回目の頻出系列を，系列 t にはデータベースに
記憶されている系列をセットする．最長共通部分列の長さ
を lcs とし，系列 s の長さを|s|と表記するとき，間欠の
長さは gap= lcs－|s| で計算する．10 行目から 14 行目で
は，頻出候補系列 s と k 個以上一致し，かつ，指定された
間欠数以下である条件を満たすデータベース内の系列

















ぶ．頻出系列集合 Fs の極大頻出系列の集合 MaxFs は以
下の式で定義される．ここで，|x| は頻出系列 x の長さ
を示し，x ⊄ y は頻出系列 y が x を含まないことを表す． 
 
MaxFs = 
 { x∈Fs ｜ ∀y∈Fs (x ⊄ y) ∧ |x|+1 = |y| }     (1) 
 
図 11 に示した頻出系列集合に対する極大頻出系列集合
を図 12 に示す．長さ 1 の系列 00A→，00B→，00C→，





図 11 頻出系列集合の例 
 
 




MaxFs maxGap = { x∈Fs｜ 
∀y∈Fs (x ⊄ maxGap y)∧|x|+1+maxGap = |y|}   (2) 
 
ここで maxGap は，許容される間欠の長さの最大値
(maxGap)を示す．図 13 は，maxGap が 1 の場合の図 11 に
対応する極大頻出系列集合を示す．系列 00A→00C→は，




図 13 極大頻出系列集合(maxGap=1) 
 
図 14 は，maxGap が 2 の場合の図 11 に対応する極大頻















メソッド数（系列数）： 9,234 個 
・識別子の種類：  6,310 個 
・識別子の総数： 79,095 個 
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る．minSup が 2 または 3 になると自己参照を検出する頻
度も増大することから，Self OK モードと Self NG モード
の差異が顕著になる．特に，minSup が 2 で，maxGap が 1
および 2 では，検出数が 2 倍程度になることが確認でき
た．一方で，Apriori アルゴリズムは，minSup が 6 以下に
なると，頻出集合の大きさが急激に増大する． 
図 16 は，minSup が 2 から 10，maxGap が 0 から 2 に
ついての GProbe の処理時間と，Apriori アルゴリズムおよ
び参考文献[5] で公開されている PrefixSpan アルゴリズム
の処理時間を併記したものである．なお，PrefixSpan では，
minSup が 10 で検出した頻出系列が 1,000 万件以上であっ
たことから，図 15 には検出数を掲載していない．Apriori
は minSup が 2 で 4 時間以上の処理時間を要し，PrefixSpan
も minSup が 5 で 4 時間以上の処理時間を要したため，実
行を中断した． 
 
図 16 頻出系列を検出するのに要した時間 
 
GProbe は，Self OK モードで maxGap が 1 または 2，
minSup が 2 または 3 である場合に急激に処理性能が劣化
する．これは図 15 に示した頻出系列の検出数の増加に呼
応している．一方，Self NG モードでは性能劣化が抑えら












が 2 または 3 である場合に，Self OK モードと Self NG モ
ードで差異が見られる． 
 










図 18 極大頻出系列を検出するのに要した時間 
 
4.3 検索されたソースコードの考察 
表 1 は，002→05E→005→11K→002→11M→015→ 11D
→0D7→005→005→0AG→11D→005→  という系列と
maxGap が 1 で検出した 5 個のメソッドの一覧である．な
お，表 1 の No.1 のプログラム構造は図 2 に示したもので
59  
 
ある．表 1 の No.4 のメソッドは，上記の系列を完全に含








とメソッドの構造（およびソースコード）から，表 1 の 5
個のメソッドはコードクローンであると考えられる． 
 
表 1 間欠 1 で一致した 5 個のメソッドの一覧 
 
表 2 は，minSup が 2 で初めて検出した，すなわち minSup
が 3 以上では検出されない，54 個の識別子から構成され
る系列である．該当するメソッドは， javax/swing 
/AbstractButton.java ファイル内の getAfterIndex(int part, int 
index)メソッドと javax/swing/JLabel.java ファイル内の
getAfterIndex(int part, int index)メソッドである． 
 
表 2 54 個の識別子から構成される系列の一覧 
 
 
これら 2 つのメソッドの系列は間欠が 0 で一致してお
り ， コ ピ ー で あ る と 推 定 さ れ る ． 図 19 は ，
javax/swing/AbstractButton.java フ ァ イ ル 内 の
getAfterIndex(int part, int index)メソッドの全ソースコード
である．このソースコードと javax/swing/JLabel.java ファイ















































図 19 getAfterIndex(int part, int index)メソッドのソースコード 
      /** 
      * Returns the String after a given index. 
      * 
      * @param part the AccessibleText.CHARACTER, AccessibleText.WORD, 
      * or AccessibleText.SENTENCE to retrieve 
      * @param index an index within the text &gt;= 0 
      * @return the letter, word, or sentence, null for an invalid 
      *  index or part 
      * @since 1.3 
      */ 
        public String getAfterIndex(int part, int index) { 
            if (index < 0 || index >= getCharCount()) { 
                return null; 
            } 
            switch (part) { 
            case AccessibleText.CHARACTER: 
                if (index+1 >= getCharCount()) { 
                   return null; 
                } 
                try { 
                    return getText(index+1, 1); 
                } catch (BadLocationException e) { 
                    return null; 
                } 
            case AccessibleText.WORD: 
                try { 
                    String s = getText(0, getCharCount()); 
                   BreakIterator words = 
BreakIterator.getWordInstance(getLocale()); 
                    words.setText(s); 
                    int start = words.following(index); 
                    if (start == BreakIterator.DONE || start >= s.length()) { 
                        return null; 
                    } 
                    int end = words.following(start); 
                    if (end == BreakIterator.DONE || end >= s.length()) { 
                        return null; 
                    } 
                    return s.substring(start, end); 
                } catch (BadLocationException e) { 
                    return null; 
                } 
            case AccessibleText.SENTENCE: 
                try { 
                    String s = getText(0, getCharCount()); 
                    BreakIterator sentence = 
                        BreakIterator.getSentenceInstance(getLocale()); 
                    sentence.setText(s); 
                    int start = sentence.following(index); 
                    if (start == BreakIterator.DONE || start > s.length()) { 
                        return null; 
                    } 
                    int end = sentence.following(start); 
                    if (end == BreakIterator.DONE || end > s.length()) { 
                        return null; 
                    } 
                    return s.substring(start, end); 
                } catch (BadLocationException e) { 
                    return null; 
                } 
            default: 
                return null; 
            } 
        } 
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