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In [3] R. Telgársky (1975) asked: does the ﬁrst player have a winning strategy in the game
G(F, X × X) if the ﬁrst player has a winning strategy in the game G(F, X)? I give a positive
answer to this question and prove that this result is also true for spaces where the ﬁrst
player has a winning strategy in game G(K, X) where K = 1, F, C, for σC if X is P -space
and for DC if X is collectionwise-normal space. The last result is related to the Telgársky’s
(1983) conjecture discussed in [1]. These results are not true for inﬁnite product of spaces.
© 2010 Elsevier B.V. All rights reserved.
The games which are investigated in this note were introduced by R. Telgársky in connection with his research related
to the productivity of paracompactness. He conjectured that a paracompact space X is productively paracompact if and only
if the ﬁrst player in the game G(DC, X) has a winning strategy (see [3,1]).
All spaces considered in this paper are regular. We adopt the topological terminology from [2]. By 1, F, C, LC we mean a
class of one-point, ﬁnite, compact and locally compact sets, respectively, by σC (DC) we mean a class of countable (discrete)
union of compact sets and by FDC we mean ﬁnite union of DC sets. We say that X is a C-scattered set if for every closed
subset F ⊂ X there exist point x ∈ F and open set U ⊂ X such that x ∈ U and U ∩ F is compact. By SC we mean a class of
C-scattered sets. By N we mean set of natural numbers and by D discrete space {0,1}. We say that X is a P -space if its
topology is closed under countably intersection. If A is a family of subsets of X and E ⊂ X then by A|E we mean family
{A ∩ E: A ∈ A}. Let us denote by K a certain class of closed subsets which is closed under closed subset. Let us recall that
the Telgársky’s game G(K, X) is a game with two players. The ﬁrst player chooses odd numbered closed subsets En and the
second player chooses even numbered closed subsets En of X such that:
(i) E0 = X ;
(ii) E2n+1 ⊂ E2n , E2n+1 ∈ K, n ∈N;
(iii) E2n+2 ⊂ E2n , E2n+2 ∩ E2n+1 = ∅, n ∈N.
We say that the ﬁrst player wins the game G(K, X) if
⋂{E2n: n ∈ N} = ∅. The second player wins the game if⋂{E2n: n ∈ N} = ∅. We say that a ﬁnite sequence (E0, E1, E2, . . . , Ei) of closed subsets of X is admissible if the sets of
it satisfy the rules of the G(K, X) game. We say that the ﬁrst player has a winning strategy if there is a function s as-
signing to each admissible sequence (E0, E1, . . . , E2n) a closed set s(E0, E1, . . . , E2n) = E2n+1, which is subset of E2n and
E2n+1 ∈ K, for n ∈N, such that for each sequence (E0, E1, E2, . . .) where (E0, E1, E2, . . . , Ei) is admissible for each i ∈N and
s(E0, E1, . . . , E2n) = E2n+1, for n ∈ N, we have ⋂{E2n: n ∈ N} = ∅. We denote the set of the winning strategies for the ﬁrst
player by I(K, X). Similarly, we deﬁne strategy for the second player. The set of winning strategies for the second player in
the game G(K, X) is denoted by II(K, X). If I(K, X) = ∅ (II(K, X) = ∅) then we say that space X is K-like (anti-K-like).
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1st round
• E0 = X ;
• the ﬁrst player chooses a closed locally ﬁnite cover A1 = {As: s ∈ S1} of E0;
• the second player chooses s2 ∈ S1;
• the ﬁrst player chooses a closed set E1 ⊂ As2 such that E1 ∈ K;• the second player chooses a closed set E2 ⊂ As2 such that E2 ∩ E1 = ∅.
2nd round
• the ﬁrst player chooses a locally ﬁnite closed cover A3 = {As: s ∈ S3} of the space E2;
• the second player chooses s4 ∈ S3;
• the ﬁrst player chooses a closed set E3 ⊂ As4 such that E3 ∈ K;• the second player chooses a closed set E4 ⊂ As4 such that E4 ∩ E3 = ∅.
.
.
.
nth round
• the ﬁrst player chooses locally ﬁnite closed cover A2n−1 = {As: s ∈ S2n−1} of the space E2n;
• the second player chooses s2n ∈ S2n−1;
• the ﬁrst player chooses closed set E2n−1 ⊂ As2n such that E2n−1 ∈ K;• the second player chooses closed set E2n ⊂ As2n such that E2n ∩ E2n−1 = ∅.
We say that the ﬁrst player wins the game if
⋂{E2n: n ∈ N} = ∅. Otherwise the second player wins the game. By I(K, X)
we mean the set of the winning strategies for the ﬁrst player in the game G(K, X).
We say that a set E ⊂ X × Y is rectangular, if E = pX (E) × pY (E). If E ⊂ X × Y is rectangular set then put E ′ = pX (E)
and E ′′ = pY (E). Let us denote by K′ a class which is closed under ﬁnite products and closed under ﬁnite union, which has
following property: for each rectangular set E ⊂ X × Y , where E ∈ K′ and for each open set U ⊂ X × Y such that E ⊂ U
there are open sets V ′ ⊂ X and V ′′ ⊂ Y such that E ⊂ V ′ × V ′′ ⊂ U .
Theorem 1. Let X and Y be the K′-like spaces, then X × Y is also K′-like.
Lemma 1. Let E ⊂ X × Y be a rectangular set, E ∈ K′ and let F ⊂ X × Y be a closed subset such that E ∩ F = ∅. Then there are closed
sets F ′ ⊂ X and F ′′ ⊂ Y such that F ⊂ (F ′ × Y ) ∪ (X × F ′′) ⊂ X × Y \ E.
Proof. It follows from the deﬁnition of the class K′ and De Morgan’s laws. 
Proof of Theorem 1. Let sX ∈ I(K′, X) and sY ∈ I(K′, Y ). We construct the strategy s for the ﬁrst player in game G(K′, X ×Y ).
Let E ′0 = F ′0 = X , E ′′0 = F ′′0 = Y and E0 = X × Y . We put E ′1 = F ′1 = sX (E ′0), E ′′1 = F ′′1 = sY (E ′′0), E1 = E ′1 × E ′′1 and s(E0) = E1.
Now the second player chooses set E2 disjoint with E1. Let us suppose that strategy s for the ﬁrst player and the sets F2n−1
have already been deﬁned for n  k for certain k ∈ N. F2n−1 = (⋃{F ′2i−1: i  n}) × (
⋃{F ′′2i−1: i  n}), where for each i  n
(F ′0, F ′1, F ′2, . . . , F ′2i−2) and (F
′′
0 , F
′′
1 , F
′′
2 , . . . , F
′′
2i−2) are admissible sequences in games G(K
′, X) and G(K′, Y ) respectively and
F ′2i−1 = sX (F ′0, F ′1, F ′2, . . . , F ′2i−2), F ′′2i−1 = sY (F ′′0 , F ′′1 , F ′′2 , . . . , F ′′2i−2). The second player chooses E2k ⊂ E2k−2 disjoint with
E2k−1 (and also with F2k−1). Applying Lemma 1 to the sets F2k−1 and E2k we obtain closed sets F ′2k ⊂ F ′2k−2 and F ′′2k ⊂
F ′′2k−2 such that E2k ⊂ (F ′2k × Y ) ∪ (X × F ′′2k) ⊂ (X × Y ) \ F2k−1. Let F ′2k+1 = sX (F ′0, F ′1, . . . , F ′2k), F ′′2k+1 = sY (F ′′0 , F ′′1 , . . . , F ′′2k),
F2k+1 = (⋃{F ′2i+1: i  k}) × (
⋃{F ′′2i+1: i  k}), E2k+1 = F2k+1 ∩ E2k and s(E0, . . . , E2k) = E2k+1. The second player chooses
E2k+2 ⊂ E2k disjoint with E2k+1. Continuing in this manner we construct strategy s for the ﬁrst player. Since sX and sY are
the winning strategies for (F ′0, F ′1, . . .) and (F ′′0 , F ′′1 , . . .), respectively, we infer that
⋂{F ′2n: n ∈ N} =
⋂{F ′′2n: n ∈ N} = ∅. We
have
⋂
{E2n: n ∈N} ⊂
⋂{(
F ′2n × Y
)∪ (X × F ′′2n
): n ∈N}
=
⋂{
F ′2n × Y : n ∈N
}∪
⋂{
X × F ′′2n: n ∈N
}=
(⋂{
F ′2n: n ∈N
}× Y
)
∪
(
X ×
⋂{
F ′′2n: n ∈N
})= ∅.
It proves that s is the winning strategy for the ﬁrst player in the game G(K′, X × Y ) and therefore X × Y is K′-like. 
Fact 1. If X is P -space and E ⊂ X is compact set then E is ﬁnite.
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1.1. I(1, X) = ∅ and I(1, Y ) = ∅ iff I(1, X × Y ) = ∅;
1.2. I(F, X) = ∅ and I(F, Y ) = ∅ iff I(F, X × Y ) = ∅;
1.3. I(C, X) = ∅ and I(C, Y ) = ∅ iff I(C, X × Y ) = ∅.
With additional assumption that X and Y are P -spaces we have
1.4. I(σC, X) = ∅ and I(σC, Y ) = ∅ iff I(σC, X × Y ) = ∅.
Proof. Equivalences 1.1, 1.2 and 1.3 are obviously. Equivalence 1.4 follows from Fact 1. 
Equivalence 1.2 gives a positive answer to the Telgársky’s question (see [3, 14.1]). Theorem 1 can be generalize in the
following way:
Theorem 2. Xi is K′-like, i ∈ {1,2, . . . ,n} for certain n ∈N if and only if∏{Xi : i  n} is K′-like.
The last result does not hold in the case of inﬁnite products.
Example 1. Let Xn = D for all n ∈N and let X =∏{Xn: n ∈N}. Then Xn is 1-like for each n ∈N and X is anti-1-like.
Theorem 3. If X and Y are collectionwise-normal DC-like spaces then the product X × Y is a DC-like space.
Lemma 2. Let X and Y be collectionwise-normal spaces, F = F ′ × F ′′ be a closed rectangular DC set and E ⊂ X × Y be a closed set
disjoint with F . Then there exists family B which is union of at most six discrete families such that E ⊂⋃B ⊂ (X × Y ) \ F .
Proof. Since F ′ and F ′′ are homeomorphic to closed subsets of F , there are discrete families F ′ , F ′′ of compact sets of the
spaces X and Y respectively such that F ′ =⋃F ′ , F ′′ =⋃F ′′ . Then there exist two discrete families U ′ , U ′′ of open sets
of the spaces X and Y respectively such that F ′ = {F ′t : t ∈ T ′}, U ′ = {U ′t : t ∈ T ′}, F ′′ = {F ′′t : t ∈ T ′′}, U ′′ = {U ′′t : t ∈ T ′′} and
for each t′ ∈ T ′ , t′′ ∈ T ′′ , Ft′ ⊂ Ut′ , Ft′′ ⊂ Ut′′ . Additionally, we may assume that families {U ′t : t ∈ T ′}, {U ′′t : t ∈ T ′′} are also
discrete. Let {F ′t′ × F ′′t′′ : t′ ∈ T ′, t′′ ∈ T ′′} = {F ′s × F ′′s : s ∈ S}, {U ′t′ × U ′′t′′ : t′ ∈ T ′, t′′ ∈ T ′′} = {U ′s × U ′′s : s ∈ S}. Let us set s ∈ S .
Then there exists open sets Z ′s , Z ′′s such that
Fs ⊂ Z ′s × Z ′′s , Z ′s ⊂ Z ′s ⊂ U ′s, Z ′′s ⊂ Z ′′s ⊂ U ′′s and
(
Z ′s × Z ′′s
)∩ E = ∅.
Let
Bs1 =
(
U ′s \ Z ′s
)× Z ′′s , Bs2 = Z ′s ×
(
U ′′s \ Z ′′s
)
and Bs3 =
(
U ′s \ Z ′s
)× (U ′′s \ Z ′′s
)
.
Let s∗ /∈ S and
Bs
∗
1 = X \
⋃{
U ′s: s ∈ S
}×
⋃{
U ′′s : s ∈ S
}
, Bs
∗
2 =
⋃{
U ′s: s ∈ S
}× Y \
⋃{
U ′′s : s ∈ S
}
,
Bs
∗
3 = X \
⋃{
U ′s: s ∈ S
}× Y \
⋃{
U ′′s : s ∈ S
}
.
Let S∗ = S ∪ {s∗}. It is easy to see that the family B = {Bsi : s ∈ S∗, i ∈ {1,2,3}} satisﬁes the proposition of the lemma. 
In the sequel we shall need the following obvious facts.
Fact 2. Let E be a ﬁnite union of discrete families and let for each E ∈ E a family FE be a union of at most k (k ∈N) discrete
families such that
⋃FE ⊂ E . Then family ⋃{FE : E ∈ E} is also a ﬁnite union of discrete families.
Fact 3. If X is FDC-like then X is DC-like.
Proof of Theorem 3.
Claim A. The ﬁrst player has a winning strategy in the game G(DC, X × Y ).
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family A1 = {E0} = {As: s ∈ S1}. The second player chooses s2 ∈ S1. Let us denote sX (E ′0) = E ′1 = F ′1, sY (E ′′0) = E ′′1 = F ′′1 ,
F1 = F ′1 × F ′′1 . The ﬁrst player chooses E1 = F1 ∩ As2 . The second player chooses E2 ⊂ As2 disjoint with E1 (and also
with F1). Applying Lemma 2 to the sets As2 , F1 and E2, we obtain family A3 = {As = A ′s × A ′′s : s ∈ S3} which is union
of at most six discrete families. Let us put A3 = A3 |E2. The second player chooses s4 ∈ S3. Then
Case 1. A ′s4 ∩ F ′1 = ∅ and A ′′s4 ∩ F ′′1 = ∅,
N11 = N10 ∪ {1}, N21 = N20, N31 = N30,
F ′2 = A ′s4 , F ′3 = sX
(
F ′0, F ′1, F ′2
)
, F ′′3 = F ′′1 ;
Case 2. A ′s4 ∩ F ′1 = ∅ and A ′′s4 ∩ F ′′1 = ∅,
N11 = N10, N21 = N20 ∪ {1}, N31 = N30,
F ′′2 = A ′′s4 , F ′3 = F ′1, F ′′3 = sY
(
F ′′0 , F ′′1 , F ′′2
);
Case 3. A ′s4 ∩ F ′1 = ∅ and A ′′s4 ∩ F ′′1 = ∅,
N11 = N10, N21 = N20, N31 = N30 ∪ {1},
F ′2 = A ′s4 , F ′3 = sX
(
F ′0, F ′1, F ′2
)
,
F ′′2 = A ′′s4 , F ′′3 = sY
(
F ′′0 , F ′′1 , F ′′2
)
.
Let us put F3 = F ′3 × F ′′3 and the ﬁrst player chooses E3 = F3 ∩ E2. The second player chooses E4 ⊂ As4 disjoint with E3
(and also with F3). Let us assume that the strategy for the ﬁrst player, sets N1n , N
2
n , N
3
n , F2n−1, families A2n−1 = {As =
A ′s × A ′′s : s ∈ S2n−1} and A2n−1 = A2n−1 ∩ E2n−2 have already been deﬁned for n k for certain k ∈N. The second player
chooses E2k ⊂ As2k , s2k ∈ S2k−1 and E2k ∩ E2k−1 = ∅. Then there exists As2k such that As2k = As2k ∩ E2k−2. Applying Lemma 2
to the sets As2k , F2k−1, E2k , we obtain family A2k+1 = {As = A ′s × A ′′s : s ∈ S2k+1} which is union of at most six discrete
families. Let A2k+1 = A2k+1|E2k . The second player chooses s2k+2 ∈ S2k+1. Then
Case 1. A ′s2k+2 ∩ F ′2k−1 = ∅ and A ′′s2k+2 ∩ F ′′2k−1 = ∅,
N1k = N1k−1 ∪ {k}, N2k = N2k−1, N3k = N3k−1,
F ′2k = A ′s2k+2 ,
F ′2k+1 = sX
(
F ′0, F ′1, F ′2n(1,1), F
′
2n(1,1)+1, . . . , F
′
2n(1,m(1,k))−2, F
′
2n(1,m(1,k))−1, F
′
2n(1,m(1,k))
)
,
wherem(1,k) = ∣∣N1k
∣∣ and n(1, i) for i m(1,k) are consecutive elements of N1k ,
F ′′2k+1 = F ′′2k−1;
Case 2. A ′s2k+2 ∩ F ′2k−1 = ∅ and A ′′s2k+2 ∩ F ′′2k−1 = ∅,
N1k = N1k−1, N2k = N2k−1 ∪ {k}, N3k = N3k−1
F ′′2k = A ′′s2k+2 , F ′2k+1 = F ′2k−1,
F ′′2k+1 = sY
(
F ′′0 , F ′′1 , F ′′2n(2,1), F
′′
2n(2,1)+1, . . . , F
′′
2n(2,m(2,k))−2, F
′′
2n(2,m(2,k))−1, F
′′
2n(2,m(1,k))
)
,
wherem(2,k) = ∣∣N2k
∣∣ and n(2, i) for i m(2,k) are consecutive elements of N2k ;
Case 3. A ′s2k+2 ∩ F ′2k−1 = ∅ and A ′′s2k+2 ∩ F ′′2k−1 = ∅,
N1k = N1k−1, N2k = N2k−1, N3k = N3k−1 ∪ {k},
F ′2k = A ′s2k+2 ,
F ′2k+1 = sX
(
F ′0, F ′1, F ′2n(3,1), F
′
2n(3,1)+1, . . . , F
′
2n(3,m(3,k))−2, F
′
2n(3,m(3,k))−1, F
′
2n(3,m(3,k))
)
,
F ′′2k = A ′′s2k+2 ,
F ′′2k+1 = sY
(
F ′′0 , F ′′1 , F ′′2n(3,1), F
′′
2n(3,1)+1, . . . , F
′′
2n(3,m(3,k))−2, F
′′
2n(3,m(3,k))−1, F
′′
2n(3,m(3,k))
)
,
wherem(3,k) = ∣∣N3k
∣∣ and n(3, i) for i m(3,k) are consecutive elements of N3k .
Let us put F2k+1 = F ′2k+1 × F ′′2k+1 and the ﬁrst player chooses E2k+1 = F2k+1 ∩ E2k . The second player chooses E2k+2 ⊂ As2k+1
disjoint with E2k+1 (and also with F2k+1). Continuing in this manner we construct the strategy for the ﬁrst player. For
i ∈ {1,2,3} let Ni =⋃{Ni : k ∈ N}. Then one of these sets is inﬁnite. Let us assume that the set N1 is inﬁnite. Since sX isk
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′
2n(1,1)+1, F
′
2n(1,2), F
′
2n(1,2)+1, . . .), where
⋃
{n(1, i): i ∈N} = N1 and {n(1, i): i ∈N}
is increasing sequence, we infer that
⋂{F ′2ni : i ∈ N1} = ∅. We have
⋂
{E2k: k ∈N} ⊂
⋂
{As2k : k ∈N} ⊂
⋂{
As2k : k ∈N
}
=
⋂{
A primes2k : k ∈N
}×
⋂{
A ′′s2k : k ∈N
}⊂
⋂{
F ′2n(1,i): i ∈ N1
}×
⋂{
A ′′: k ∈N}= ∅.
The reasoning in the other cases is similar. It proves that the ﬁrst player has a winning strategy in the game G(DC,
X × Y ). 
Claim B. X × Y is FDC-like.
Proof. Let F0 = E0 = X , A1 = {E0} = {As: s ∈ S1}, s ∈ I(DC, X × Y ) be the strategy deﬁned in proof of Claim A and
F1 = s(F0, A1, s2). We construct the strategy s for the ﬁrst player in the game G(FDC, X × Y ). Let E1 = F1 and s(E0) = E1.
Then the second player chooses E2 disjoint with E1, F2 = E2. Let A3 = s(F0, A1, s2, F1, F2) = {As: s ∈ S3}. For each s4 ∈ S3
let F s43 = s(F0, A1, s2, F1, F2, A3, s4). Family A3 is ﬁnite union of discrete families and therefore E3 =
⋃{F s43 : s4 ∈ S3} is
FDC set. Let s(E0, E1, E2) = E3. The second player chooses E4 ⊂ E2 disjoint with E3. Then the set F s44 = E4 ∩ As4 is disjoint
with F s43 and the sequence (F0, A1, s2, F1, F2, A3, s4, F s43 , F s44 ) is admissible in the game G(DC, X × Y ). Let
s
(
F0, A1, s2, F1, F2, A3, s4, F s43 , F s44
)= As45 =
{
As4s : s ∈ Ss45
}
.
For each s6 ∈ Ss45 let F s4s65 = s(F0, A1, s2, F1, F2, A3, s4, F s43 , F s44 , As45 , s6). Since for each s4 ∈ S3 family As45 is union of at
most six discrete families we infer from Fact 2 that family
⋃{As45 : s4 ∈ S3} is ﬁnite union of discrete families and therefore
E5 =
⋃{
F s4s65 : s4 ∈ S3, s6 ∈ Ss45
}
is FDC set. Let s(E0, E1, E2, E3, E4) = E5. The second player chooses E6 ⊂ E4 disjoint with E5. Let us assume that strategy s,
families
As4s6...s2n2n−1 =
{
As4s6...s2ns : s ∈ Ss4s6...s2n2n−1
}
,
⋃{As4s6...s2n2n : s4 ∈ S3, s2 j ∈ S
s4s6...s2 j
2 j−1 , j  n
}
and sets
E2n−1 =
⋃{
F s4s6...s2n2n−1 : s4 ∈ S3, s2 j ∈ Ss4s6...s2n2 j−1 , j  n
}
have already been deﬁned for n k for certain k ∈N. The second player chooses E2k ⊂ E2k−2 disjoint with E2k−1. Let us set
s4 ∈ S3, s2 j ∈ Ss4s6...s2 j−22 j−1 for j  k. Then set F s4s6...s2k2k = E2k ∩ As4s6...s2k−2s2k is disjoint with F s4s6...s2k2k−1 and sequence
(
F0, A1, s2, F1, F2, A3, s4, F s43 , F s44 , . . . , A
s4s6...s2k−2
2k−1 , s2k, F
s4s6...s2k
2k−1 , F
s4s6...s2k
2k
)
is admissible in game G(DC, X). Let
s
(
F0, A1, s2, F1, F2, A3, s4, F s43 , F s44 , . . . , A
s4s6...s2k−2
2k−1 , s2k, F
s4s6...s2k
2k−1 , F
s4s6...s2k
2k
)
= As4s6...s2k2k+1 =
{
As4s6...s2ks : s ∈ Ss4s6...s2k2k+1
}
.
For each s2k+2 ∈ Ss4s6...s2k2k−1 let
F
s4s6...s2k+2
2k+1 = s
(
F0, A1, s2, F1, F2, A3, s4, F s43 , F s44 , . . . , A
s4s6...s2k−2
2k−1 , s2k, F
s4s6...s2k
2k−1 , F
s4s6...s2k
2k , A
s4s6...s2k
2k+1 , s2k+2
)
.
It is easy to see (by induction to respect by k) that
⋃{As4s6...s2k2k+1 : s4 ∈ S3, s2n ∈ Ss4s6...s2n−22n−1 , n k} is ﬁnite union of discrete
families. Therefore
E2k+1 =
⋃{
F
s4s6...s2k+2
2k+1 : s4 ∈ S3, s2n ∈ Ss4s6...s2n−22n−1 , n k + 1
}
is FDC set, let s(E0, E1, . . . , E2k) = E2k+1 and the second player chooses set E2k+2 disjoint with E2k+1. Continuing in this
manner we construct the strategy s for the ﬁrst player in the game G(FDC, X × Y ). The strategy s is the winning strategy
for the ﬁrst player in the game G(DC, X) and therefore s ∈ I(FDC, X × Y ). 
Proposition of Theorem 3 follows from Fact 3. 
Remark 1. Let us note that Theorem 3 supports the validity of the Telgársky’s conjecture.
Is the assumption that X and Y are collectionwise-normal in Theorem 3 essential?
182 P. Szewczak / Topology and its Applications 158 (2011) 177–182Theorem 4. For paracompact spaces X and Y we have the following equivalences:
4.1. I(LC, X) = ∅ and I(LC, Y ) = ∅ iff I(LC, X × Y ) = ∅;
4.2. I(SC, X) = ∅ and I(SC, Y ) = ∅ iff I(SC, X × Y ) = ∅.
Proof. It follows from Theorem 3 and [3, Theorem 14.6], [4, Theorem 2.9]. 
Is the assumption that X and Y are paracompact in Theorem 4 essential?
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