A polycrystal will transform into a glass when its grain size is sufficiently reduced. However, it is not clear how the polycrystal-glass boundary can be identified, whether the boundary is a sharp point or a crossover regime, and what features exist at this boundary. These questions have rarely been explored, partly because ultrafine-grained polycrystals are unstable. Here we compress binary single crystals composed of hard and soft disks into polycrystals and further into glasses by simulation. Through this approach, we can continuously increase the fraction of mismatched particles and produce tiny grains not accessible before. Such full spectrum of grain size enables us to study the polycrystal-glass transition. We observe rich structural, mechanical, dynamical, and thermodynamic features at the sharp polycrystal-glass boundary. These features could serve as criteria for the polycrystal-glass transition. Our analyses reveal the Hall-Petch and inverse Hall-Petch behaviors in two-dimensional polycrystals and identify three glass regimes. We find that compressing binary crystals can produce stable ultrafine grains only when compressible parts abound and appropriate two length scales exist in the soft-particle interactions. Our approach can guide the fabrication and stabilization of ultrafine-grained polycrystals. The observations cast light on the crossover regime of polycrystals and glasses.
I. INTRODUCTION
Solids come in two basic forms: crystal and glass. Glass is a noncrystalline amorphous solid with a disordered structure and mechanical rigidity whose relaxation time is much longer than the experimentally accessible time [1] . Most crystals are composed of many crystalline grains of varying sizes and orientations and are thus known as polycrystals. Fine-grained polycrystals have unique properties [2] [3] [4] , but ultrafine-grained polycrystals are unstable and undergo grain coarsening constantly. Their fabrication is therefore a central problem in polycrystal studies [5] . When the mean grain size in a polycrystal is reduced to merely one or two particles, the solid would become completely disordered, as in a glass. A natural question to ask is below what grain size will the polycrystal become a glass, or in other words, where is the boundary between polycrystal and glass? Moreover, it is not clear what features might exist at the polycrystal-glass boundary and whether an ultrafine-grained polycrystal should be called a polycrystal or a glass, or if it is just a matter of terminology without basic importance. In fact, how to rigorously define polycrystal and glass remains an open question.
Glasses [1, [6] [7] [8] [9] [10] and polycrystals [5, [11] [12] [13] [14] [15] are often studied using different methods as two separate research fields. Their boundary is poorly studied because stable ultrafine-grained polycrystals are rarely available [5] . Achieving ultrafine-grained polycrystals would also enable exploring various novel properties in this regime. Specifically, understanding the transition between polycrystal and glass is crucial in fabricating ultrafine-grained polycrystals [5, 12] and metallic glasses [8] . Crystalline order has been studied in colloidal [16] [17] [18] [19] , metallic [20] , and silica [21] glasses, and glassy behaviors have been observed in crystals with high dopant [22] or defect [23] densities, or high polydispersities [24, 25] . These studies, however, are neither about ultrafine-grained polycrystals nor about the polycrystal-glass boundary. Silicon [26, 27] and water ice [28] crystals with anisotropic particle interactions have been compressed into amorphous structures. But because the compression occurred via a catastrophic collapse from a single crystal or large-grained polycrystal to a glass without experiencing an intermediate ultrafine-grained polycrystal state, these crystals cannot be used to explore the polycrystal-glass transition. Mixing different particles is an important way to fabricate metallic glasses [29] and polycrystals [5] , but it is also not able to yield ultrafine-grained polycrystals extending into the glass regime. As a result, the polycrystal-glass boundary has rarely been explored.
Polycrystals are important in materials science and metallurgy. As the grain size decreases, grain boundaries will begin to dominate over conventional crystal behaviors. A variety of unique properties [2] [3] [4] emerge in such fine-grained polycrystals, but the large number of grain boundaries also render them more unstable. As a result, they are difficult to fabricate, and this is especially the case for ultrafine-grained polycrystals with a grain diameter l < 3 nm [5, 13] . Consequently, their properties are poorly understood.
Glassy dynamics is prevalent in disordered systems with rugged energy landscapes, but the nature of glass transitions remains a big mystery in science [1] . In the conventional glass transition, a supercooled liquid is rapidly quenched so that its disordered structure is frozen into an amorphous solid. Such a transition is difficult to understand because it involves a drastic slowing-down of dynamics but little structural change [1] . By contrast, the rarely studied polycrystal-to-glass transformation exhibits prominent structural change, which provides another angle for understanding the nature of glass formation.
In this work, we compress binary crystals to reduce the grain size continuously to the glass regime. We find a sharp polycrystal-glass transition with rich and robust features in both two dimensions and three dimensions. We mainly focus on the results in 2D systems because they are large enough to clearly show how material properties change with the grain size. Two-dimensional materials have been attracting increasing attention for their promising properties [30] . Important insights about 2D polycrystals [14, 15] and glasses [9, 10, [31] [32] [33] have recently been obtained in colloidal systems at the single-particle level. The trends of various material properties in the 2D polycrystal and glass regimes agree with the behaviors in typical 3D materials. Moreover, we show which parameter regime can produce stable 2D ultrafine-grained polycrystals near the polycrystal-glass boundary.
II. COMPRESSING THE 2D BINARY CRYSTAL
We perform molecular dynamics simulation of a mixture composed of 6400 hard disks and 6400 soft disks with square-shoulder potentials [ Fig. 1(a) ]. Square-shoulder potentials have been widely used to describe metallic glasses based on cerium or cesium, water, granular, silica, and micelle systems [34] [35] [36] . We fix the temperature at T ¼ 0.133U 0 =k B , where U 0 is the shoulder height [ Fig. 1(a) ] and k B is the Boltzmann constant. This temperature is well below the melting point and high enough to provide strong thermal motions. The phase behavior is solely determined by the area fraction ϕ or the corresponding pressure P. At low ϕ, both types of disks have the same effective diameter of 1.3σ and thus they form an "alloy" crystal [left-hand panel in Fig. 1(b) ]. As the pressure (or ϕ) increases, some of the soft disks are compressed, which distorts the local hexagonal structure and results in a glass [right-hand panel in Fig. 1(b) ]. The quasistatic compression is explained in Appendix A.
III. RESULTS

A. Structure and dynamics
The local crystalline order of particle j is characterized by the orientational order parameter ψ 6j (see Appendix B). It is used to distinguish crystalline grains from disordered particles Fig. 2(f) ]. The color distributions in Figs. 1(e)-1(i) show that near ϕ ¼ 0.70, the structure and dynamics become most heterogeneous; i.e., their landscapes become most rugged. The ruggedness can be quantified by the fluctuations of structure and dynamics, e.g., the susceptibility of the orientational order χ 6 (see Appendix B) and the relative standard deviation of L, RSDðLÞ (see Appendix C). The χ 6 peak at ϕ ¼ 0.70 [ Fig. 2(a) ] signals a crystal-glass transition. We find that this maximum fluctuation at ϕ ¼ 0.70 corresponds to the peaks of RSDðLÞ [ Fig. 2(d) ], the variance of ΔL [ Fig. 2(e) ] (see Appendix C), the compressibility β [ Fig. 3(a) ], the correlation between structure and dynamics [ Fig. 2 Disordered particles increase with ϕ and percolate in both x and y directions at ϕ ≥ 0.70 [ Fig. 2(c) ]. The percolation at ϕ ¼ 0.70 coincides with the polycrystalglass transition, indicating that the largest cluster of disordered particles may serve as the backbone of the glass. We define neighboring disordered particles as those belonging to the same disordered cluster. The number of disordered clusters begins to decrease near ϕ ¼ 0.70 [ Fig. 2(b) ], confirming the percolation at ϕ ≥ 0.70. Note that disordered particles do not percolate when grain sizes are large because many grain boundaries are low-angle grain boundaries which are chains of disconnected dislocations. The fraction of crystalline particles is 63% at ϕ ¼ 0.70, and the mean grain diameter l ¼ 15 AE 2 particles. Interestingly, this is consistent with the 3-nm mean grain diameter of Ni-Mo [13] and Ni-W [37] alloy polycrystals, where the glassy behavior begins to emerge under plastic deformation [37] . Since 3 nm was the finest available grain size in Refs. [13, 37] , the crossover to the glass regime was not measurable. In conventional glass transition studies, small crystalline domains have been observed in certain supercooled liquids which exhibit strong correlations with a diverging length scale as approaching the glass transition point [16] [17] [18] . Here we also observed small crystalline domains in the glass regime, while the crystalline domain size continuously increases across the glass-polycrystal boundary [ Fig. 1(c) ].
B. Mechanical properties 1. Equation of state
The measured mechanical properties β, K, and τ f further reveal two polycrystal regimes and three glass regimes 
Hall-Petch and inverse Hall-Petch behaviors in the polycrystal regime
The bulk modulus Fig. 3 (b) clearly exhibits five regimes at different grain sizes l. The increase in KðlÞ at ϕ < 0.66 and decrease at 0.66 < ϕ < 0.70 are similar to the Hall-Petch [39] [40] [41] and inverse Hall-Petch [11, 13, 37, 42] behaviors, respectively. In the Hall-Petch (or inverse Hall-Petch) behavior, the mechanical strength or the ability to resist plastic deformation increases (or decreases) as the polycrystalline grains become finer. Usually, polycrystals exhibit the Hall-Petch behavior at a grain size l ≳ 15 nm and the inverse Hall-Petch behavior at l ≲ 15 nm [11, 13] ; it is not clear whether and how the inverse HallPetch behavior terminates at a very small grain size. Whether glasses exhibit Hall-Petch or inverse Hall-Petch behavior has not been studied before because the crystalline grain size is not defined in most glasses. Since the HallPetch relation is typically expressed in terms of the flow stress τ f [11, 42] Interestingly, the grain diameter l at the onset of the inverse Hall-Petch regime (i.e., ϕ ¼ 0.66 in our 2D system) is approximately 43σ, which agrees very well with the measured grain diameter of 10-15 nm (i.e., l ≃ 38-57σ) at the onset of the inverse Hall-Petch behavior in 3D Cu [11] and Ni [13, 37] polycrystals. Note that Cu and Ni are most popularly used in the studies of the inverse Hall-Petch behavior since they can form fine-grained polycrystals. The Hall-Petch and inverse Hall-Petch behaviors have usually been studied in 3D, while we find that they also hold in 2D. 
Mohr-Coulomb relation in glass regimes
In granular and metallic glasses, τ f and the normal stress τ n satisfy the Mohr-Coulomb relation [6] , τ f ¼ τ 0 þ ατ n , where τ 0 is a constant and α is the effective friction coefficient. The linearly increasing regimes of τ f ðτ n Þ at 0.70 < ϕ < 0.76 and ϕ > 0.76 in Fig. 4 (c) represents different glassy responses to plastic deformation [6] . The smaller α ¼ 0.047 at 0.70 < ϕ < 0.76 than the fitted α ¼ 0.100 at ϕ ≥ 0.76 is consistent with the small bulk modulus [ Fig. 3(b) ] and the strong dynamics [Figs. 2(d) and 2(e)] in this regime. Such a shadow glass regime characterized by strong dynamics near the glass transition point has been observed in metallic glasses [43] .
C. Thermodynamic properties
Density of state
In solids, structural and mechanical properties are connected through the vibrational DOS [24, 44, 45] . We measure the vibrational modes from the covariance matrix of particle displacements and derive the DOS [24, 44, 45] )] is concave in the polycrystal regime and convex in the glass regime, indicating that vibrational modes have broader distributions in glasses. This is in accordance with the broad distributions of relaxation in glassy systems associated with dynamic heterogeneities [1] . Interestingly, the frequency ω max of the DOS peak and its derivative in Fig. 5(c) exhibit almost the same shape as PðϕÞ and its derivative in Fig. 3(a) . The DOS peaks show a power law in Fig. 5(a) , which has rarely been reported in other systems. These peaks become the densest at ϕ ¼ 0.70, as quantified in Fig. 5(d) . The step sizes ΔDOS max and Δω max reach their respective minima at ϕ ¼ 0.70 [ Fig. 5(d) ]. Higher pressures shift modes to higher frequencies as Fig. 5(a) shows, while the rate of such a shift reaches a minimum at ϕ ¼ 0.70 [ Fig. 5(d) ], corresponding to the softest solid shown in Fig. 3(b) . Δω max ðϕÞ [ Fig. 5(d) ] exhibits a similar curve shape to that of KðϕÞ [ Fig. 3(b) , especially when it is plotted in linear scale] and can clearly distinguish the five regimes, indicating that the five regimes have different behaviors of vibrational modes.
Specific heat
We further measure the thermodynamic quantity In the semilog plot of DOS, the tail is convex in the polycrystal regime, convex in the glass regime, and straight at the crystal-glass boundary ϕ ¼ 0.70 (black symbols). (c) The frequency of the DOS peak, ω max (triangles), has a similar shape to PðϕÞ in Fig. 3(a) . β ω ≡ ϕ −1 dϕ=dω (blue curve) has a similar shape to that of the compressibility in Fig. 3 In the glass regimes, c V decreases with ϕ [ Fig. 6(a) ]. c V of glasses and polycrystals have mainly been studied as a function of T and rarely as a function of density. Reference [47] reported c V of silica glass at two densities and a lower c V at the higher density, in accordance with our observation. Our measured c V ðϕÞ exhibits two separate linear regimes for the high-density and low-density glasses. We attribute the linear behavior to the linear decrease in free volume as ϕ increases. The linear extrapolation to c V ¼ 0 yields ϕ ¼ 0.853 [ Fig. 6(a) ], where particles stop vibrating due to their close packing, in agreement with the 2D random close packing ϕ rcp ≃ 0.847 [48] .
D. Glass-glass transition
When particles interact on two length scales (e.g., the shoulder potential), they can form low-density and highdensity glasses [35, 49] , corresponding to the states in which particles are mainly caged by long-scale and short-scale interactions [35, 50] . Such local cages induce the dynamics arrest of glasses [35, 51] . One feature of the glass-glass transition is that the second peak of gðrÞ becomes higher than the first peak, which reflects a change in the local cage structure [35] . This feature can be seen in our system at ϕ¼0.80, labeled by a dashed line in Fig. 1(d) . In addition, we discover new features at this glass-glass transition, including changes in the slopes of β [ Fig. 3(a) ], K [ Fig. 3(b) ], c V [ Fig. 6(a) 
IV. HOW TO PRODUCE ULTRAFINE-GRAINED POLYCRYSTALS
Adding atoms of different sizes, i.e., solutes, is the most popular method to reduce the grain size and improve the stability of ultrafine-grained polycrystals [5, 13] . The mean grain size can be reduced to ∼3 nm (i.e., the grain diameter l ≃ 12 particles) by adding ∼20% solutes [13, 37] . The presence of more solutes often leads to vitrification and amorphous solids without a measurable crystalline grain size [29] . Stable ultrafine grains (l < 12 particles) were not available in previous studies, and thus it was difficult to explore the polycrystal-glass transformation. In our system, the "solute particles" (i.e., the compressed soft particles) can be continuously "added" through compression (Fig. S1 of Supplemental Material [52] ). Direct vitrification can be avoided because the solutes are not added to the liquid solution all at once but are "incrementally added" to the polycrystal. The compressed solid matrix helps to suppress grain coarsening. These two effects can continuously reduce the grains to an extremely small size [ Fig. 1(c) ]. By contrast, the conventional methods of fabricating finegrained polycrystals using the ball-milling method [5] or dc electrodeposition in solution [13] are less effective because the former uses samples with a limited amount of solute and the latter proceeds in a liquid environment which facilitate crystallization and grain coarsening.
We similarly simulate binary systems in a broader parameter space with different shoulder-potential widths λ and different fractions of soft particles η. Glasses cannot form when λ and η are too small (see the orange region in Fig. 7) . For example, a system with λ ¼ 1.28 and η ¼ 0.25 produces the minimum l ¼ 11, which is a polycrystal instead of a glass (Fig. 8) . To achieve ultrafine-grained polycrystals and access the polycrystal-glass boundary, both λ and η must be sufficiently large to produce sufficient amounts of solutes and create a size mismatch. In the fabrication of metallic glasses, sufficient atomic volume [29] . V A is the volume per atom in the matrix, and V B is the volume per solute atom. Here we find that the region exhibiting a polycrystal-glass transformation is located at ðη − η 0 Þðδ − δ 0 Þ > 0.02 (blue region in Fig. 7) , where δ ¼½ðλ 2 −1Þ=λ 2 , η 0 ¼ 0.193 AE 0.002, and δ 0 ¼ 0.214AE 0.002. This is similar to the empirical relation showing that the minimum solute concentration needed to form a glass is roughly inversely proportional to δ [29] . Moreover, we find that there exist minimum thresholds η 0 and δ 0 for glass formation. Figure 7 provides guidance on fabricating ultrafinegrained polycrystals which could break the current limit of l ≃ 3 nm in atomic systems: (1) using a "soft-hard" binary system, (2) increasing the pressure to incrementally add the "solutes" to the polycrystal, and (3) having plenty of soft particles for generating sufficient solutes and soft enough particles to create a large size mismatch at high pressures. Metallic glasses have been achieved by adding sufficient size-mismatched solutes [29] , but ultrafine-grained metallic polycrystals have not been obtained because conditions (1)-(3) are seldom satisfied simultaneously.
We observe that the polycrystal-glass boundary depends on system parameters. For example, it shifts to a lower ϕ as η increases at λ ¼ 1.30. Systems in the blue region of Fig. 7 can be compressed into glasses, and their mean grain size at the polycrystal-glass boundary decreases from l ¼ 21 to 10 as η increases from 0.40 to 0.60.
V. POLYCRYSTAL-GLASS TRANSITION IN 3D
We compress 3D crystals to completely disordered glasses [ Fig. 9(a) ] from ϕ ¼ 0.44 to 0.62 at T ¼ 0.2U 0 =k B . The system is composed of 5000 hard spheres and 5000 soft spheres with shoulder potentials shown in Fig. 1(a) . The fraction of disordered particles increases rapidly at ϕ ¼ 0.48 [ Fig. 9(b) ], suggesting a sharp polycrystal-glass transition. This transition point is further confirmed by the peaks of β, χ 6 , RSD(L), and c V in Figs. 9(c)-9(f). These peaks in 3D systems have also been observed in the 2D systems in Figs. 2(a), 2(d), 3(a) , and 6(a); hence, they are robust features at the polycrystalglass transitions in our 2D and 3D systems. Similar to the EOS of 2D systems, the EOS of 3D systems is monotonic without a Mayer-Wood loop [ Fig. 9(c) ], indicating that it is not a first-order transition. At the polycrystal-glass boundary ϕ ¼ 0.48, the average 3D grains contain about 4000 particles, which is comparable to the system size. Hence, the 3D system size is not enough to show how quantities change with the grain size such as the Hall-Petch behavior. Nevertheless, the system size is large enough to clearly resolve the crystalglass boundary and its associated features. In fact, we found that a system size of 800 particles is enough to clearly show the peak of the compressibility [ Fig. 13(a) ].
The crystalline order of particles in 3D is characterized by the modified bond-orientational order parameter q 6 [53] . This is consistent with the observations in 2D polycrystal-glass transition in Fig. 1 . During compression, disordered particles abruptly increase [ Fig. 9(b) ]. Unlike 2D systems where the high-density glass possesses tiny crystalline clusters [ Fig. 1(i) ], the binary 3D crystals can be compressed into a completely disordered glass [ Fig. 9(a) ], which agrees with the observations that the structural correlation length in 3D glassy systems is much smaller than that in 2D [18] .
VI. DISCUSSION AND CONCLUSION
In this work, we study the following four questions which have not been answered in literature. (1) How can we create stable ultrafine-grained polycrystals with a mean grain diameter l < 12 particles? We achieved such stable ultrafine-grained polycrystals in 2D and gave their empirical formation criterion ðη − 0.193Þðδ − 0.214Þ > 0.02 in Sec. IV. The particle-size-mismatch mechanism for the formation of ultrafine-grained polycrystals is discussed in Sec. IV. (2) Given an ultrafine-grained polycrystal, should we call it a polycrystal or a glass, or is it simply a matter of terminology without basic importance? (3) polycrystal-glass transition a crossover or a sharp transition? (4) What are the features at the transition? These questions have rarely been asked or studied before. We observed a sharp polycrystal-glass transition; thus, whether an ultrafine-grained polycrystal should be called a polycrystal or a glass is not just a matter of terminology. The observed rich features at the transition cast new light on the open question of how to rigorously define polycrystals, glasses, or amorphous solids.
We applied those analysis methods mainly used for glass studies [Figs. 4(c), 5(a), and 14] and those mainly used for polycrystal studies [Figs. 1(c), 3, 4(a), and 4(b) ] to both glass and polycrystal regimes. In addition, we used new analysis methods in Figs. 2(b), 2(d)-2(f), and 5(b)-5(d) . Surprisingly, different types of features from these analyses coincide at the same ϕ, indicating that the polycrystal-glass transition occurs at a sharp boundary rather than a gradual crossover. Many other analyses in the liquid-glass transition can be similarly applied to such a crystal-glass transition in the future.
Besides , which cast light on their mechanisms. In fact, whether the inverse Hall-Petch behavior exists in 2D materials has not been well studied. We found that it exists in 2D as it does in 3D [11, 13] . In addition, we observed for the first time that the well-known inverse Hall-Petch behavior terminates at a fine enough grain size.
In 2D solids, we observed similar features to those of 3D solids, such as the Hall-Petch [39] [40] [41] and inverse HallPetch [11, 13, 37, 42] behaviors in polycrystals, the MohrCoulomb relation in glasses [6] , the structural features at the glass-glass boundary [35] , and c V linearly increasing with the defect density in the crystal regime [46] . In fact, we did not observe any dissimilar features to those of 3D polycrystals or glasses shown in the literature. On the other hand, lower-dimensional solids are much "softer" because particles are less constrained by neighbors. Consequently, the dimensionality may strongly affect the nature of phase transitions [54] and glass properties [7, 55] . For example, 2D crystals often melt via a two-step transition rather than a one-step melting transition as in 3D crystals [56, 57] . Glassy systems in 2D and 3D share many similarities, such as dynamic heterogeneities [58] and the nature of glass transition [59] , but they also differ in terms of spatial fluctuations and relaxations [7, 9, 10] . We further simulated the same binary system in 3D and found that the susceptibility of orientational order, fluctuation of the Lindemann parameter, compressibility, and residual specific heat all peak at the same ϕ, indicating that the sharp crystal-glass transitions exist in both 2D and 3D and have similar features. It may be possible to use the features at the polycrystal-glass boundary observed in these binary systems to distinguish polycrystals and glasses in other systems.
The maxima or minima at the polycrystal-glass boundary in Figs. 2, 3, 4(c) , 5(c), 5(d), and 6(a) could hold in real materials. The minimum flow stress [ Fig. 4(c) ] and the highest compressibility [ Figs. 3(a) and 9(c) ] and residual specific heat [Figs. 6(a) and 9(f)] could be easily tested experimentally. In fact, similar trends on both sides of the polycrystal-glass boundary have been experimentally observed for 3D solids in separate studies. For example, the inverse Hall-Petch behavior in Fig. 4(b) and the MohrCoulomb behavior in Fig. 4(c) have been observed in 3D solids, but they have not been put alongside each other in the same plot, as is done in Fig. 4(c) , since the crystalline grain size is poorly defined in most glasses. For another example, it is known that the heat capacity increases with the defect density in numerous 3D crystalline metals, decreases with density in 3D glasses, and vanishes at the random close packing, but the possible peak at the polycrystal-glass boundary [ Fig. 6(a) ] has not been explored because the defect density is not well defined in glasses.
The pressure-induced crystal-glass transition likely occurs widely in binary systems as long as one type of particles is softer than the other and the pressure is high enough. For example, our further simulations showed that binary systems with hard and soft Weeks-ChandlerAndersen potentials or inverse power-law potentials exhibit similar polycrystal-glass transitions. Such soft-hard binary systems under compression provide an interesting platform to study various questions in glasses and polycrystals. The modern high-pressure technique [60] can deform the diameter of a soft atom such as cerium by 20% [61] , and thus we expect to be able to compress certain alloys into ultrafine-grained polycrystals and metallic glasses. Such a polycrystal-glass transition would be more easily achieved in colloidal, micelle, and granular systems whose particles can be easily deformed. 
APPENDIX A: SIMULATIONS
We performed event-driven molecular dynamics simulations [62] in the 2D NAT ensemble (i.e., constant particle number N, area A, and temperature T) with periodic boundary conditions. For N=2 hard disks and N=2 soft disks in a square box with side length L box , the area fraction
The soft disks have an inner hard core with unit diameter σ, which is used in the calculation of ϕ. The 2D crystal has many defects at T > 0.2U 0 =k B , and is almost frozen with little dynamics at T < 0.05U 0 =k B . We therefore chose an intermediate temperature of T ¼ 0.133U 0 =k B . Disks were randomly distributed on the lattice at ϕ ¼ 0.62, and then relaxed at T ¼ 1.333U 0 =k B for a time period of 10 5 t 0 , at T ¼ 0.667U 0 =k B for 10 5 t 0 , and finally at T ¼ 0.133U 0 =k B for 10
is the amount of time a disk takes to move a distance σ, where m is the mass of both types of disks. Different initial velocities following Gaussian distributions were assigned every 10 4 t 0 to facilitate the equilibration [19] . At ϕ ¼ 0.62 and T ¼ 0.133U 0 =k B , the crystal was nearly defect-free (Fig. 11) . This crystal was consequently compressed into higher area fractions quasistatically by Δϕ ¼ 0.005 per step using the Lubachevsky-Stillinger algorithm [63] . At each ϕ, the sample is relaxed for 10 5 t 0 steps followed by another 10 4 t 0 steps to produce data. The quantities do not vary over time, indicating sufficient equilibration (see Supplemental Material, Fig. S2 [52] ). We focused on the range from a single crystal at ϕ ¼ 0.62 to a glass at ϕ ¼ 0.83, which is near the close packing ϕ cp ≃ 0.847 [48] . The results in Figs. 1(c), 2(b), 2(f), 3, 4, and 6 were averaged over 20 independent simulations for reliable statistics. Other results in Figs. 1, 2 , 5, and 6 are obtained from one representative compression process. No particle swapping occurs at each ϕ (see Videos S1-S3 in Supplemental Material [52] ), confirming that the disordered system is solidlike, i.e., a glass, rather than a liquid [52] .
APPENDIX B: IDENTIFICATION OF CRYSTALLINE GRAINS
The orientational order parameter ψ 6j ¼ P N j k¼1 l jk e i6θ jk = l tot [38] , where θ jk is the orientational angle of the bond between particle j and its neighbor k. The Voronoi polygon [65] has N j edges with perimeter l tot , and the length of the edge between j and k is l jk . A higher jψ 6j j represents a higher crystalline order. We defined a particle with three or more crystalline bonds (i.e., the bond between particles j and k satisfies jψ 6j · ψ Ã 6k j > 0.6) as crystalline [66] . Two neighboring crystalline particles belong to the same grain if the difference between their orientational angle jArgðψ 6j Þ− Argðψ 6k Þj ≤ 4.2°. Noncrystalline particles and single isolated crystalline particles are defined as disordered.
To characterize the crystalline order of each particle in 3D systems, we used a modified bond-orientational order parameter in which each bond is weighed by its corresponding Voronoi facet area [53] :
where θ j and ϕ j are the spherical angles of the vector from particle i to its jth Voronoi neighbor. A j is the area of the Voronoi facet to the jth neighbor. A is the total surface area of the Voronoi cell. Y lm is a spherical harmonic function of degree l and order m. Here we use q l¼6 , which can distinguish disordered particles (q 6 < 0.35) from crystalline ones [17, 53, 67] . The averaged hq 6 i is used to calculate the susceptibility of orientational order in 3D system. Based on the criterion of ten Wolde and Frenkel [68] , a particle with six or more crystalline bonds (i.e., the bond between neighboring particles j and k satisfies jq 6j · q Ã 6k j > 0.5) is defined as crystalline. Neighboring crystalline particles belong to the same cluster, and the rest is disordered.
The orientational susceptibility [ Fig. 2(a) ] [69] ,
where the global orientational order parameterψ 6 is the jψ 6j j averaged over all particles in a frame. hi represent time average. The averaged jq 6 j is used in the same formula [Eq. (B2)] to calculate the 3D susceptibility of the orientational order χ 6 . Since there are numerous tiny grains, it is more reasonable to define the mean grain diameter as the weighted grain size [70] ,
where N g is the weighted mean number of crystalline particles per grain, n s is the number of grains with s crystalline particles, N c is the total number of crystalline particles, and n s s=N c is the probability that a particle belongs to the s-sized grains. lðϕÞ in Fig. 1 (c) decreases nearly exponentially with the steepest slope at ϕ ¼ 0.70.
APPENDIX C: DYNAMICS
The Lindemann parameter L is the ratio of the vibrational amplitude to the lattice constant. Since the lattice constant is ambiguous in glasses, we use the diameter σ of the inner core of the soft disk in the definition:
where r j is the position of particle j and hi denotes the average over 400t 0 , which corresponds to the plateau in the mean-square displacement. The relative standard deviation of L [ Fig. 2(d) ],
To characterize how rugged the landscape of L is, we propose to measure the variance of ΔL,
where ΔL ¼ L k − L j is the difference in L between neighboring particles. The correlation between the dynamics and structural disorder, C dis−L ¼ hð1 − jψ 6j jÞL j i − h1 − jψ 6j jihL j i ¼ hjψ 6j jihL j i − hjψ 6j jL j i; ðC4Þ
where 1 − jψ 6j j represents the disorder of a particle and hi is ensemble average.
APPENDIX D: EQUATION OF STATE
The stress tensor P ¼ P v þ P i , where the velocity term P v ¼ ð1=VÞ P N j¼1 mv j v j and the interaction term P i ¼ ð1=VÞt sim P N event j¼1 Δp j R ij [62] . The simulation time t sim ¼ 10 000τ 0 . The summation is performed over N event collision events between all particle pairs. Δp j is the momentum impulse on particle j. R ij is the relative position of two colliding particles. The hydrostatic pressure is calculated from the pressure tensor P ¼ ðP xx þ P yy Þ=2 for 2D and P ¼ ðP xx þ P yy þ P zz Þ=3 for 3D. We fitted the EOS PðϕÞ with a seventh-order polynomial and obtained its derivative for calculating the compressibility [71] in Fig. 3(a) . The 2D compressibility β ≡ −fð1=AÞ½ðdAÞ=ðdPÞg ¼ ð1=ϕÞ½ðdϕÞ=ðdPÞ, where the area A ∝ ϕ −1 . The EOS and β at different system sizes in Figs. 12 and 13 show that the finite-size effect is small when N > 800.
APPENDIX E: SHEAR-INDUCED PLASTIC DEFORMATION
We sheared the systems along the x direction at a strain rate of 10 −4 t 0 −1 with the Lees-Edwalds boundary condition along the y direction. The stress increases linearly with strain at <5% deformation, i.e., the elastic deformation regime, and plateaus at >7% strain, i.e., the plastic flow regime [ Fig. 4(a) ]. Flow stress τ f , or the yield stress, was measured as the plateau height [11, 42] averaged over the strain range of [0.2, 0.5] in [ Fig. 4(a) ]. The linear elastic regime at small strains in Fig. 4(a) further demonstrates that the system is rigid under a shear, i.e., a solid. The system at a higher ϕ is more rigid, i.e., with a higher plateau height of the flow stress in Fig. 4(a) , than the crystal at the low ϕ ¼ 0.64; hence such a disordered and mechanically rigid system is a glass [1] rather than a liquid.
APPENDIX F: DENSITY OF STATES
We measured the vibrational modes and DOS by constructing the covariance matrix [24, 44, 45, 72] C ij ¼ hðr i ðtÞ − hr i ðtÞiÞðr j ðtÞ − hr j ðtÞiÞi; ðF1Þ where r i is particle i's position and hi is the average over time. We diagonalized the matrix using LAPACKE, an interface of LAPACK [73] in the OPENBLAS library [74] , and obtained the eigenvectors and eigenvalues λ i ¼ U 0 =ðmω 2 i Þ, where ω i is the frequency of the ith mode. Since our highest ϕ is still nowhere near the close packing ϕ cp , the boson peak and lowfrequency plateau in typical glasses are not observable [75] . Figure 13 shows typical modes at low ω. Low-frequency modes are more heterogeneous (column A in Fig. 14) with larger amplitudes at grain boundaries in the polycrystal regime and dispersed randomly in the glass regime. 
