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Práce je zaměřena na zpracování přehledu nejpoužívanějších metod texturní analýzy. Hlavním cílem je 
zpracování  texturní  analýzy  pro  fotografie  očního  pozadí  zaměřená  na  rozpoznání  rozdílu  mezi 
skupinou očí zdravých pacientů a skupinou očí pacientů s glaukomem. U skupiny pacientů se zeleným 
zákalem je  možné  pozorovat  vymizení  textury na  pozadí  očí.  V práci  je  použito  předzpracování 
fotografií očního pozadí převodem do různých barevných prostorů za účelem zdůraznění textury na 
pozadí. Práce se dále zabývá podrobněji metodou co-occurrence matice určenou pro texturní analýzu 
těchto dat. Práce obsahuje popis řešení, diskuzi zvolených parametrů a výsledkem je soupis vlastností, 
na  jejichž  základě  je  možné  s  jistou  pravděpodobností  odlišit  skupinu  pacientů  s  glaukomem od 
pacientů se zdravým očním pozadím. Návrh metody je zpracován v programovém prostředí Matlab.
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Abstract 
This thesis is focused on texture analysis methods. The project contains an overview of widely used 
methods. The main aim of the thesis is to develop a method for texture analysis of retinal images, 
which will be used for distinction of two patient groups, one with glaucoma eyes and one healthy. It is 
observed that glaucoma patients don´t have a texture on the eye ground. Preprocessing of the images is 
found by transfer of the image to different color spaces to achieve the best emphasis of the eye ground 
texture. Co-occurrence matrix is chosen for texture analysis of this data. The thesis contains detail 
description of the chosen solutions and feature discussion and the result is a list of features, which can 
be used for distinction between glaucoma and healthy eyes. The method is implemented in Matlab 
environment.
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Cílem této diplomové práce je  nalezení  vhodných parametrů,  podle kterých bude možné hodnotit 
vrstvu  nervových  vláken  u  pacientů  s  cílem  rozpoznat  u  nich  onemocnění  zeleným  zákalem 
(glaukomem). 
Zelený zákal je onemocnění, při kterém dochází k degeneraci a odumírání zrakového nervu. 
Protože zrakový nerv v sobě vede veškeré informace o obrazech, které dopadají do našeho oka, jeho 
poškození  má  za následek částečnou nebo úplnou ztrátu zraku.  Postup ztráty zraku je u zeleného 
zákalu charakteristický. Nejprve dochází k malým výpadkům v zorném poli, kterých si člověk nemusí 
ani všimnout. Jak nemoc postupuje, stávají se výpadky v zorném poli již nepřehlédnutelné. Člověk 
ztrácí takzvané periferní vidění a místo některých lidí a předmětů již vidí pouze stíny a černé skvrny. 
Pokud oční nerv odumře úplně, dojde k úplné ztrátě zraku. Zákeřnost zeleného zákalu spočívá hlavně 
v tom, že zpočátku o něm nemocný člověk vůbec neví. Zvýšený nitrooční tlak totiž nepůsobí žádnou 
bolest ani jiné obtíže. Pokud není člověk vyšetřen lékařem, může si svého onemocnění všimnout až ve 
chvíli, kdy již přichází o zrak. Příčinou zeleného zákalu je degenerace papily očního nervu. Papila 
očního nervu je místo, do kterého se sbíhají jemná nervová vlákénka z oční rohovky, která se v papile 
spojují a vytvářejí tak silný svazek očního nervu.  Nejvýznamnějším rizikovým faktorem pro vznik 
zeleného zákalu je zvýšený nitrooční tlak. Dalšími rizikovými faktory pro výskyt zeleného zákalu je 
věk, vyšší riziko je u lidí nad 40 let, dědičnost, riziko onemocnění je vyšší, pokud se zeleným zákal 
vyskytoval u příbuzných. Méně významnými faktory jsou rasa, u černochů je pozorováno vyšší, vady 
zraku, poruchy krevního oběhu a v neposlední řadě také poranění oka, které mohou vézt ke změnám, 
které později zapřičiní vznik zeleného zákalu. 
Pokud již jednou dojde k poškození zrakového nervu, změny jsou nevratné, a proto je důležitá 
prevence.  Mezi  klasická  vyšetření  pro  diagnostiku  glaukomu  se  řadí  vyšetření  zrakové  ostrosti, 
vyšetření na štěrbinové lampě, měření nitroočního tlaku na bezkontaktním tonometru, perimetrie na 
zjištění rozsahu zorného pole atd. Jedním z důležitých přístupů k diagnostice glaukomu je hodnocení 
vrstvy nervových vláken, protože manifestace glaukomu se pozná při výpadku ve vrstvě nervových 
vláken.  Pro  vyšetření  vrstvy  nervových  vláken  je  možné  použít  vyšetření  oftalmoskopem  s 
předřazeným  zeleným  filtrem,  vyšetření  na  štěrbinové  lampě  v  zeleném  světle  nebo  hodnocení 
nervových vláken na snímcích z digitální fundus kamery. Snímky se dále zpracovávají např. pomocí 
Adobe Photoshop a jsou vyhodnocovány lékařem.  Nevýhodou takového hodnocení  je  subjektivita 
založená na znalostech a zkušenostech lékaře hodnotícího snímky. Pokud je glaukomové onemocnění 
v počátcích může být diagnóza ztížena a je nutné použít dalších metod pro komplexní hodnocení.
 Z těchto důvodů je vhodné aplikovat na hodnocení vrstvy nervových vláken metody texturní 
analýzy. Tato práce popisuje metody texturní analýzy vhodné pro zpracování medicínských obrazů. 
Dále je  v  této  práci  popsán výběr  skupiny dat  ze souboru zdravých a nemocných očí,  která  jsou 
použita pro texturní analýzu. Soubor dat je vybrán ze snímků z fundus kamery, kterou je vyfoceno 
oční  pozadí.  V práci  jsou popsány možnosti  předzpracování  dat  převodem do různých barevných 
prostorů, které umožňuje zvýraznění vrstvy nervových vlaken vzhledem ke změně barevné informace 
obsažené ve snímcích. RGB barevný prostor je převeden do prostorů CMY, xyY, XYZ, Lab, Luv, 
YCbCr,  YC1C2,  YUV,  YIQ,  s   HSV.  Práce  obsahuje  hodnocení  barevných  prostorů  vzhledem k 
zvýraznění vrstvy nervových vláken a následný výběr vhodného prostoru pro texturní analýzu. 
2
Metoda,  která  byla  vybrána  pro  zpracování  snímků,  je  co-occurrrence  matice,  u  které  se 
předpokládá dosažení nejlepších výsledků pro oftalmologická data. Práce obsahuje popis metody, její 
realizaci a diskuzi o výběru vhodných parametrů pro výpočet co-occurrence matice. Vzhledem k tomu, 
že  vstupní  data  jsou  prostorově  variantní  bylo  třeba  nalézt  způsob,  jak  dosáhnout  prostorové 
invariatnosti texturní analýzy. Byly zkoumány dva způsoby, které jsou v práci podrobně popsány a na 
základě výsledků byl vybrán jeden z nich pomocí kterého byly spočítáno čtrnáct  parametrů (příznaků) 
pro texturu nervových vláken.  Parametry byly hodnoceny vzhledem ke své diskriminační  hodnotě 
statistickým testem a také na základě analýzy průběhů jednotlivých příznaků pro obě skupiny očí. 
Výsledkem práce je skupina příznaků, s jejichž pomocí je možno klasifikovat vstupní data do skupiny 
zdravých a nemocných pacientů. 
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2 Texturní analýza
Zjednodušujícím předpokladem v mnoha algoritmech využívaných při zpracování obrazů je existence 
oblastí v obraze, které mají rovnoměrné rozložení intenzit jednotlivých pixelů. Bohužel reálné obrazy 
takové  rovnoměrné  rozložení  intenzit  nemají,  např.  dřevěný  povrch  stolu,  kde  je  však  možné 
zaznamenat určité pravidelné změny intenzity pixelů, které tvoří určitý vzor a tento vzor je nazýván 
texturou. Vzory mohou být důsledkem fyzikálních vlastností, jako je hrubost povrchu, nebo mohou 
být dány orientací vláken, změnou barvy apod.
Textury je jednoduché rozeznat, ale neexistuje přesná definice. Tato nejednoznačnost je dána 
počtem  různých  definic  vycházejících  z různých  publikací  a  výzkumů.  Coggins  sestavil  katalog 
různých definic textur, které se běžně používají v odborné literatuře [2].  
● Texturu  vidíme  jako  souhrn  jednotlivých  oblastí  pozorovatelných  pouhým  okem.  Jejich 
struktura je tvořena souborem vzorů, které jsou dány rozmístěním určitých elementů,  primitiv 
v dané oblasti [2]. 
● Oblast v obraze má konstantní texturu pokud je množina všech lokálních statistik nebo jiných 
lokálních  vlastností  obrazové  funkce  konstantní,  nebo  pomalu  se  měnící,  nebo  alespoň 
přibližně periodická [2]. 
● Obrazová  textura  je  definována  počtem  a  typem  svých  primitiv  a  jejich  prostorovým 
uspořádáním. Základní charakteristikou textury je, že nemůže být analyzována bez zadaného 
referenčního rámce stanovených primitiv. Pro jakoukoliv strukturu, která má hladký povrch, 
lze z určité vzdálenosti říci, že nemá žádnou texturu. Se zvětšujícím se rozlišením, textura se 
stane výraznější od jemnější až po hrubou texturu při vysokém rozlišení. [3]
● Textura je pro naše účely definována jako atribut pole, které nemá žádné počítatelné složky. 
Vztah mezi jednotlivými složkami také není jednoznačně dán. Ani pole nemá jednoznačně 
definovaný gradient. Úmyslem této definice je zaměření pozornosti pozorovatele na souhrnné 
vlastnosti  –  hrubost,  hrbolatost,  jemnost.  Teoreticky  jsou  nepravidelné  vzory  vytvářeny 
pomocí stochastických procesů narozdíl od procesů deterministických. Nicméně soubor všech 
vzorů  bez  zjevných  počitatelných  složek  obsahuje  mnoho  deterministických  (a  občas 
periodických) textur [2].
● Textura je očividně paradoxní představa. Na jedné straně je běžně používána v předzpracování 
obrazů, např. pro účely klasifikace a na druhé straně nikdo zatím nedokázal vytvořit běžně 
akceptovatelnou a  použitelnou definici  textury.  Vyřešení  tohoto  paradoxu bude  záviset  na 
vytvoření  lepšího  modelu  pro  předzpracování  obrazové  informace  s  mnoha  úrovněmi 
abstrakce. Tyto úrovně bodou nejpravděpodobněji zahrnovat skutečné intenzity ve středu a a 
budou se rozvíjet  přes hranové a hranově orientované popisy k těm vnějším a možná i  k 
volumetrickému popisu textury. Pokud máme takto definovány multi-úrovňové struktury, zdá 
se být jasné, že by měly být obsaženy v definici a ve výpočtu textur [2].
● Představa textury se jeví závislá na třech složkách: (i) určitém lokálním uspořádání, které se 
opakuje v dané oblasti, která je velká v porovnání s oblastí uspořádání, (ii) lokální uspořádání 
sestává z elementárních částí, které mají určité definovatelné rozložení a (iii) tyto části jsou 
přibližně rovnoměrné entity, které mají stejný rozměr všude, kde je oblast dané textury a jiný 
rozměr v oblastech, které dané textuře nepříslušejí [2]. 
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● Textura je přirozenou vlastností každého povrchu jakékoliv struktury – kůra stromů, struktura 
látky atd. Nese důležité informace o uspořádání struktury a vztahu struktury k obklopujícímu 
prostředí. Ačkoliv je jednoduché rozeznat texturu pouhým okem a popsat ji, není jednoduché 
popsat texturu jednotnou definicí a analyzovat ji pomocí digitálních technik [4]. 
Tento výběr definic textury ukazuje, že definice textury je formulována různými lidmi různě 
podle konkrétní aplikace. Některé jsou definovány z hlediska lidského vnímání textury, ostatní jsou 
dány aplikací texturní analýzy v dané oblasti [2]. 
Texturní analýza usiluje o odvození obecného, efektivního a uceleného kvantitativního popisu 
textury,  na který je možné aplikovat  matematické operace. Většina algoritmů pro texturní analýzu 
umožňuje extrakci parametrů textury , které slouží k popisu textury v obraze. Tyto algoritmy se mohou 
lišit z hlediska parametrů, které jsou získány z obrazu a nebo např. ve způsobu, jakým jsou použity k 
popisu  textury  [10].  Texturní  analýza  může  být  použita  v mnoha  aplikacích,  např.  zpracování 
dokumentů, zpracování biomedicínských obrazů apod. Texturní analýza se dělí do čtyřech hlavních 
kategorií: segmentace (texture segmentation), klasifikace textur (texture classification), syntéza textur 
(texture  synthesis)  a  získání  tvaru  z textury  (shape  from  texture).  V  další  části  bude  následovat 
podrobnější popis jednotlivých úloh [2, 10]. 
2.1 Klasifikace
Úlohou klasifikace je přiřazení dané textury do příslušné třídy textur, což je vidět obr. 1b) . Klasifikace 
se dělí do dvou skupin: kontrolovaná a nekontrolovaná klasifikace. Hlavní rozdíl mezi těmito přístupy 
je  ve  způsobu  přiřazování  textur  do  tříd.  Nekontrolovaná  klasifikace  nevyžaduje  apriorní  znalost 
znalost tříd, je schopna si odvodit třídy přímo z různých vstupních textur. Kontrolovaná klasifikace 
vyžaduje apriorní znalost tříd, ke kterým přiřazuje vstupní textury [10]. 
Většina metod klasifikace využívá proces, který zahrnuje dva kroky. Prvním krokem je extrakce 
příznaků, které umožní definovat charakter každé texturní třídy. Pro analýzu je důležité určit takové 
příznaky,  které jsou invariatní  k malým změnám v obraze jako je translace,  rotace a nebo změna 
barevného rozsahu. V ideálním případě by určení  zvolených parametrů pro dané textury mělo být 
podobné, pokud jsou i dané textury sobě podobné. Problémem této úlohy zůstává extrakce takového 
souboru příznaků, který by byl univerzální pro všechny typy dat, což není možné, protože soubory 
příznaků se mění podle typu vstupních dat a tedy každá úloha vyžaduje do jisté míry individuální 
přístup  k  extrakci  příznaků.  Druhým  krokem  je  samotná  klasifikace,  kdy  třídící  algortimus 
vyhodnocuje  vstupní  texturu  a   řadí  ji  podle  příznaků  do  určité  třídy.  Vstupními  daty  třídícího 
algoritmu jsou tedy zvolené příznaky a  na výstupu algoritmu je třída,  do které  je  vstupní  textura 
zařazena [10]. 
Další důležitou aplikací klasifikace textur je třídění obrazových dat, které je pak možné snadněji 
interpretovat.  Tato úloha je  použita  pro široké množství  aplikací  jako např.  průmyslové inspekce, 
získávání obrazů, zpracování medicínských obrazů a snímání povrchu [10]. 
2.2 Segmentace
Úloha segmentace je poměrně obtížná, protože není známo apriori, jaké typy textur existují v obraze, 
kolik  textur  obraz  obsahuje  a  také  není  známo,  která  oblast  obrazu  obsahuje  jakou  texturu.  Pro 
segmentaci není třeba znát jaké typy textur existují v obraze k tomu, aby bylo možné oddělit oblasti, 
ve kterých je textura homogenní.  Jediným dúležitým údajem pro úlohu segmentace je způsob, jak 
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určit, že dvě textury (obvykle sousední) se liší [2]. Výsledek segmentace je naznačen na obr. 2.1c). 
Obr. 2.1 - a) Obrázek sestává z pěti oblastí s odlišnou texturou: bavlněné plátno (D77), rohož pletená  
z trávy (D55), palma (D84), tkanina se stoupáním (D17) a telecí kůže (D24). b) Výsledkem klasifikace  
je označit každou oblast příslušnou třídou, do které daná textura spadá. c) Výsledkem segmentace je  
rozdělení oblastí s rozdílnou texturou a nalezení hranic mezi nimi. [2]
Pro úlohu segmentace je možné použít  dva přístupy,  první přístup je oblastně-orientovaný a 
druhý je hranově-orientovaný přístup. Oba tyto přístupy a rozdíly mezi nimi jsou vidět na Obr. 2.2. 
Obr.  2.2 -  Výsledky oblastně a hranově-orientovaného přístupu k segmentaci, v tomto případě bylo  
použito metody Gabor filtrů. a) Originální obrázek s pěti různými texturami. b) Sedm různých oblastí,  
které  dostaneme  po  aplikaci  oblastně-orientovaného  přístupu.  c)  Hranově-orientovaný  přístup  a 
výsledek segmentace.  d)  Výsledek  segmentace  po  aplikaci  kombinované  přístupu,  tedy kombinace  
hranově a oblastně-orientovaného přístupu. [2]
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Oblastně-orientovaný  přístup, jak je vidět na obr.  2.2 b) je založen na identifikaci oblastí, ve 
kterých je textura homogenní. Jednotlivé pixely a nebo malé oblasti jsou postupně slučovány, pokud je 
splněna podmínka, že mají stejné příznaky.  Oblasti,  které mají různé textury,  jsou uvažovány jako 
rozdílné a tedy odděleny.  Tento přístup má výhodu,  že hranice oblastí  jsou vždy uzavřené a tedy 
oblasti s rozdílnými texturami jsou vždy spolehlivě odděleny.  Nevýhodou přístupu je, že v mnoha 
aplikacích je nutné pro segmentaci znát počet textur v obraze. Pro funkčnost toho přístupu je nutné 
navíc určit práh, který odděluje podobné oblasti od oblastí rozdíných [2]. 
Hranově-orientovaný přístup je založen na detekci rozdílů mezi  sousedními oblastmi. Hrany 
jsou detekovány tam, kde jsou nalezeny rozdílné textury. Výhodou tohoto přístupu je, že nemusíme 
znát  počet  textur  v  obraze.  Nevýhodou je,  že  hrany mohou mít  trhliny a  dvě oblasti  s  rozdílnou 
texturou nejsou spolehlivě odděleny, což je vidět na obr. 2.2 c). 
2.3 Syntéza
V počítačové grafice je úloha syntézy textury používanou technikou, kterou je možné vytvořit 
velký obraz z malého vzorového obrazu, jak je vidět na obr. 2.3. Dále se syntéza textury používá pro 
mapování povrchu a nebo k renderování scény. Syntetická textura se může na pohled lišit od vstupního 
vzorku, ale měla by mít stejné charakteristiky. Hlavní výhodou syntézy textury v tomto případě je to, 
že  můžeme stanovit  hraniční  podmínky a  tudíž  nedochází  ke  zdvojování  struktur.  V počítačovém 
vidění je syntéza používána, protože poskytuje empirickou cestu pro testování kvality texturní analýzy. 
Algoritmus syntézy je založen na texturní analýze, výsledek potvrzuje efektivitu základních modelů. 
Porovnáme-li  syntézu  s  klasifikací  a  nebo  segmentací,  úloha  syntézy  se  ukazuje  jako  složitější 
problém, protože vyžaduje detailnější popis textury a samozřejmě reprodukce textury je složitějším 
problémem než jen její popis. Další aplikace syntézy zahrnují editaci obrazů, video-syntézu apod. 
Obr. 2.3 - Příklad syntézy. a) Vzorová textura jako malý vzorek. b) Výsledek syntézy v novém obraze.  
[10] 
2.4 Tvar získaný z textury
Tvar získaný z textury je úloha odhadu 3D obrysu pomocí texturní  analýzy vlastností  2D obrazu. 
Slabá homogenita nebo isotropie textury je klíčem k vytvoření 3D obrysu. Např. texturní gradient je 
obyčejně vytvořen z projekce, kde povrch je pozorován z šikmého pohledu, přičemž tento pohled nese 
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informaci o obrysu povrchu nebo o základních pohledech. Proto správným určením gradientu textury 
je možné určit hloubkovou mapu a tudíž i obrys objektu. Tato úloha se používá pro obnovení obrysu 
povrchu, rekonstrukci povrchového reliéfu a  k určení 3D rozložení objektů v mnoha aplikacích [10]. 
3 Metody texturní analýzy
V předchozí kapitole byly rozebrány základní úlohy texturní analýzy. Tato kapitola se bude zabývat 
přehledem metod, které je možné pro texturní analýzu použít. Tyto metody se dělí podle [2, 9] do čtyř 
základních skupin. První skupinou jsou statistické metody (statistical methods), které jsou založeny na 
reprezentaci textury pomocí vlastností řídících distribuci a vztahy mezi pixely v šedotónovém obraze. 
Tyto  metody dosahují  lepších  výsledků v  selektivitě  než  např.  geometrické  metody nebo metody 
založené na zpracování signálů. Druhou skupinou jsou geometrické metody (geometrical methods) 
podle  [2],  jež  mohou  být  v  literatuře  také  uváděny  jako  strukturální  podle  [9].  Tyto  metody 
reprezentují texturu s použitím přesně definovaných primitiv. Jinými slovy čtvercový objekt je popsán 
pomocí  sledu  rovných  čar  nebo  primitiv,  které  tvoří  jeho  hranice.  Výhodou  tohoto  přístupu  je 
podrobný symbolický popis obrazu. Tento přístup se využívá spíše pro syntézu obrazu než pro analýzu 
[9].   Třetí skupinou jsou modelově-orientované metody (model-based methods). Textura je v tomto 
případě  reprezentována  použitím důmyslných  matematických modelů,  např.  pomocí  fraktálů  nebo 
Markovových náhodných polí. Tyto metody jsou podrobněji popsány v [2].  Tyto metody se využívají 
především pro syntézu textur. Poslední čtvrtou skupinu tvoří metody založené na transformaci obrazu 
(signal  processing  methods)  ve  frekvenční  oblasti  [9,  2].  Tato  skupina  metod  je  založena  na 
Fourierově, Gaborově nebo vlnkové transformaci. 
Oblast texturní analýzy je velice rozsáhlá a s ohledem na nemožnost jednotného popisu textury 
je nemožné v této práci obsáhnot všechny metody používané pro texturní analýzu. Protože se tato 
práce zabývá zpracováním medicínských obrazů, konkrétně oftalmologických dat, budou v této části 
uvedeny pouze metody,  které umožňují lokálně invariatní texturní analýzu a to vzhledem k datům 
budou především metody statistické. 
3.1 Statistické metody
Jednou z definičních vlastností  dané textury je prostorová distribuce stupňů šedi  v obraze.  Použití 
statistických  charakteristik  dané  textury  bylo  jednou  z prvních  metod  užívaných  v literatuře  o 
počítačovém zpracováním obrazu. V následující kapitole budeme používat  výraz 3.1 [2]
I x , y ,0≤ x≤N−1,0≤ y≤N−1  (3.1)
 k označení obrazu o velikost NxN s G hodnotami šedi, kde I(x,y) je intenzita daného pixelu. Vztahy 
mezi jednotlivými charakteristikami jsou ukázány na obr. 3.1 [2].
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Obr. 3.1 - Vztahy mezi jednotlivými statistikami druhého řádu podle [2]
Statistiky prvního řádu 
Statistiky prvního řádu mohou být  získány z šedotónového histogramu daného obrazu.  Histogram 
obrazu je dán počtem pixelů, které mají v obrazu určitou úroveň šedé (intenzitu). Pro 12-bitový obraz 
má osa x rozsah od 0 do 4095, což představuje rozsah intenzit v daném obraze a osa y reprezentuje 
počet  pixelů  s  touto  úrovní  intenzity  [10].  Na  obr.  3.2 je  příklad  histogramu  pro  obraz  s  osmi 
hodnotami intenzity. 
Obr. 3.2 - a) Originální obraz o velikosti 5x5 s hodnotami intenzit v rozmezí od 0 (černá) do 7 (bílá).  
b) Histogram tohoto obrazu [10].
Statistiky prvního řádu závisí pouze na hodnotě intenzity a  nikoliv na interakci nebo současném 
výskytu  této  hodnoty  v okolí  daného  pixelu.  Příkladem  statistiky  prvního  je  průměrná  hodnota 
intenzity, zkreslení, kolísání kolem střední hodnoty [11]. Pro výpočet charakteristik prvního řádu platí:
9
Střední úroveň intenzity µ se určí podle vzorce 3.20 [11]
= 1
N ∑p
i  p , (3.2)
kde  i(p) je úroveň intenzity jednotlivých pixelů,  p je celkový počet úrovní intenzit v obraze a  N je 
počet pixelů v obraze. 
Rozptyl úrovní šedi σ2 se vypočítá podle vzorce 3.3 [11]
2= 1
N ∑p
i  p−2 . (3.3)












Nejdůležitější vlastností pro popis textury je rozptyl, protože je pomocí něho určen kontrast, kterým je 
možné popsat jemnost textury. 
Statistiky druhého řádu
Nevýhodou statistik prvního řádu je to, že neobsahují žádnou informaci o vztahu jednotlivých pixelů 
vůči okolí. Na obr.  3.3 je vidět, že všechny matice mají stejnou střední hodnotu  µ = 0,5 a přitom 
nejsou identické.
Obr. 3.3 - Tři různé obrazy se stejnou střední hodnotou μ=0,5 a pod nimi jsou příslušné co-occurrence  
matice. [11]
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Statistiky druhého řádu jsou založeny na pravděpodobnosti výskytu dvou pixelů p, p', které ve 
vzdálenosti  d, tedy na relativní pozici  δx,  δy, mají stejnou úroveň intenzity (v šedotónovém obrazu). 
Tento vztah může být popsán rovnicí 3.6 [11]
P d , i  p  , j  p '  . (3.6)
Podle  [11]  mohou  být  textury ve  většině  případů popsány  δx  = δy  = 1  a  v  tomto  případě  se  
co-occurrence matice počítá ve čtyřech základních směrech (δx , δy) = (1,1), (0,1), (1,-1), (1,0). 
3.2 Co-occurrence matice (GLCM)
Podle Haralicka  [2] je předpoklad, že použití  šedotónových co-occurrence matic (GLCM) se stane 
jednou z nejpoužívanějších a nejznámějších metod pro určení příznaků charakteristických pro danou 
texturu.  Co-occurrence  matice  Pd o  velikosti  GxG  pro  zadaný  vektor  určující  směr  
d = (dx,dy) je definována pomocí následujícího vzorce 3.7. Pro každý vstup (i,j)  matice Pd je počet 
současného výskytu daného páru hodnot šedé i a j, jejichž vzdálenost je d, dána vzorcem 3.7 [2]
Pd i , j =∣ r , s  ,t , v  : I  r , s =i , I t , v = j∣ , (3.7)
kde  (r,s),  (t,v)  Є  NxN,  a  pozice  (t,v)  = (r  +  dx,  s  + dy).  Směr  0°  je  dán  vektorem  d =  (1,0),  
směr  45°  vektorem  d  =  (-1,1),  směr  90°  je  dán  vektorem  d  =  (0,1),  směr  135°  vektorem  
d = (-1,-1). 
Pro příklad [2] uvažujme obraz 4x4, který obsahuje 3 různé hodnoty šedé (intenzity):
Co-occurrence matice tohoto obrazu bude mít velikost 3x3, protože v obrazu jsou jenom tři hodnoty 
intenzity. Co-occurrence matice pro vektor d = (1,0) tedy směr 0° je
Vstup  (0,0)  co-occurrence  matice  Pd  je  4,  protože  v  původním obraze  existují  4  páry pixelů  s 
hodnotou (0,0), které jsou od sebe vzdáleny o vektor (1,0). Příklad vypočtené matice co-occurrence 
pro další možné vektory d jsou naznačeny dále. 
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Matice co-occurrence prozrazují některé vlastnosti o prostorové distribuci hodnot jasu v texturovaném 
obrazu. Např. pokud je většina hodnot v matici co-occurrence koncentrována po diagonále, pak se 
jedná o drsnou texturu s ohledem na velikost vektoru d. 
Použití matice co-occurrence pro texturní analýzu naráží na několik zásadních problémů. Pro každou 
aplikaci je třeba určit optimální hodnotu vektoru d, protože výpočet co-occurrence matic pro všechny 
hodnoty vektoru d je výpočetně náročné. Pro každý vektor d, tedy pro každou co-occurrence matici je 
možné spočítat podle Haralicka [4] 14 příznaků, což znamená, že pro každou aplikaci co-occurrence 
matice  je  nutné  vybrat  relevantní  příznaky.  Co-occurrence  matice  se  většinou využívá  v  úlohách 
klasifikace než pro segmentaci obrazů [2]. 
Seznam možných příznaků, které lze vypočítat z co-occurrence matice, které byly publikovány 
v [3], [4] a použity např. v [5]. 
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Max. pravděpodobnost f 7= max
i=1,... , q ; j=1,... , q
Pd i , j  , (3.14)
kde i, j jsou vstupy co-occurrence matice a q je počet úrovní intenzity (šedé) v co-occurrence matici. 
Další příznaky, které je možné určit z co-occurrence matice podle [4], [5]
Diferenční entropie f 9=−∑
k=1
q
Pd x− y k log Pd x− y k  (3.15)
Diferenční kontrast f 8=∑
k=1
q
k−12 Pd x− y k  (3.16)
Průměr součtu f 10=∑
k=1
2q−1
k−1P d x y k   (3.17)
Entropie součtu f 11=−∑
k=1
2 q−1
Pd x y k  log Pd x yk   (3.18)













2 Pd i , j 
 
(3.20)
Rozptyl rozdílu f 14=rozptyl z Pd x− y  (3.21)
Informační rozsah korelace A f 15=
HXY−HXY1
max HX , HY   (3.22)
Informační rozsah korelace B f 16=1−exp−2 HXY2−HXY 
1 /2  (3.23)
kde Pd x+y (k) je definováno pro k = 1,2,...,2q-1 a Pd x-y (k) pro k = 1,...,q. Vysvětlení významu ostatních 


































Pd i , j   (3.28)
Pd y j =∑
i=1
q
Pd i , j   (3.29)




i∈1,.. ,q ; i j=k1
Pd i , j   (3.30)
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Pd x i Pd y  j  log Pd x i  Pd y  j
(3.36)
3.3 Autokorelační funkce
Důležitou vlastností  mnoha textur je jejich opakující se charakter, rozmístění texturních primitiv v 
obraze. Autokorelační funkce daného obrazu může být použita ke stanovení pravidelnosti dané textury 
stejně jako jemnosti nebo hrubosti. Formálně je možné autokorelační funkci obrazu  I(x,y) definovat 















I 2u , v 
. (3.37)
Tato funkce se vztahuje k velikosti primitiv dané textury (jemnost textury). Pokud je textura drsná, 
potom autokorelační funkce klesá pomalu, pokud je naopak jemná, klesá autokorelační funkce  rychle. 
Pro pravidelné textury platí,  že jejich autokorelační  funkce se vyznačují  charakteristickými  peaky. 
Autokorelační funkce přímo souvisí se spektrem vypočítaným pomocí Fourierovy transformace, jak je 
vidět na obr. 3.1. Předpokládejme, že obraz v prostorové doméně I(x,y) má spektrum F(u,v). Potom je 
energie spektra dána │F(u,v)│2  kde hodnota │.│je modulem komplexního spektra. Příklad na obr. 3.4 
ilustruje efekt směrovosti textury, který se projeví směrovostí energetického spektra. 
Obr.  3.4 -  a)  Obraz  textury  a  b)  jeho  energetické  spektrum.  Směrovost  textury  se  projevuje  ve  
frekvenční oblasti směrovostí energetického spektra. [2]
Rané  studie  užívající  příznaky založené  na  spektru  rozdělovaly  spektrum do  soustředných 
kruhů, kde energie každého kruhu představovala příznak textury. Tento přístup je zobrazen na obr. 3.5. 
15
Obr. 3.5 - Příklad výpočtu příznaků ze spektra. a) Energie je počítána pro každý vyšrafovaný region 
jako příznak reprezentující hrubost/ jemnost textury a b) energie počítaná pro každý klín je texturní  
příznak, který reprezentuje směrovost textury. [2]
3.4 Matice délky běhů (GLRL)
Matice délky běhů (GLRL) je metoda, která patří do statistických metod druhého řádu. Sled po sobě 
jdoucích pixelů se stejnou intenzitou (hodnotou šedé) ležících na jedné přímce ve zvoleném směru 
určuje jeden šedotónový běh. Délka běhu je určena počtem pixelů v daném běhu a hodnota délky běhu 
je rovna počtu opakujících se běhů, které jsou přítomny v obraze. 
Matice délky běhů (GLRM) je 2D matice, kde každý prvek  p(i,j│θ) je dán celkovým počtem 
běhů délky j o intenzitě i v daném směru  θ. 
Pro příklad je dán obraz velikosti 4x4 se 4 různými hodnotami šedé a jeho matice délky běhů 
P(i,j│θ = 0°) je znázorněna na obr. 3.6. 
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Obr. 3.6 - Obrázek a jeho matice délky běhů (GLRM) pro P(i,j│θ = 0°). [12]
Počet intenzit v obraze je většinou zredukován překvantováním na 16 hodnot šedé, které jsou 
obvykle dostatečné pro popis textury. Kvalita příznaků, které je možno získat z GLRM, bude stejně 
jako u klasifikace daných příznaků záviset na počtu úrovní šedé, které budou v obraze použity. Na  
obr. 3.7 jsou ilustrovány běhy GLRL pro 4 různé směry. 
Obr. 3.7 - Geometrie pro výpočet matice délky běhů GLRM pro 4 úhly. [12]
Z matice  délky běhů (GLRM) je  možné  stejně  jako  z  co-occurrene  matice  spočítat  vektor 
příznaků. Nechť p(i,j│θ) je (i,j)-tý prvek matice délky běhů pro daný směr, G je počet úrovní šedé, R 
je nejdelší  běh a  n je  počet  pixelů v obraze.  Podle Galloway 1975 je možné určit  pět  základních 


















p i , j∣
 (3.38)
Podělením hodnoty délky běhu čtvercem jeho délky zdůrazní krátké běhy v obraze. Ve jmenovateli je 
celkový počet běhů v obraze. 












pi , j∣  (3.39)














pi , j∣  (3.40)
Běhy s větší  délkou budou přispívat  nejvíce  do tohoto příznaku.  GLN bude mít  nejnižší  hodnotu 
pokud běhy budou rovnoměrně distribuovány na všech úrovních intenzit. 












p i , j∣  (3.41)








 pi , j∣  (3.42)
Tento příznak určuje poměr mezi počtem pozorovaných běhů v obrazu a celkovým počtem běhů v 
obraze, které mají délku jedna. 
Chu a spol. (1990) publikoval dva další příznaky zdůraznění nízkých úrovní intenzity (LGRE) a 
zdůraznění vysokých úrovní intenzity (HGRE). Tyto příznaky se používají  k rozlišení textur, které 






























pi , j∣  (3.44)
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3.5 Lokální binární vzory (LBP)
Mnoho přístupů pro klasifikaci textur je založeno na předpokladu, že každý neznámý vzorek, který má 
být klasifikován je identický s tréninkovým vzorem, má tedy stejné rozlišení, prostorovou orientaci a 
vlastnosti obrazu (intenzitu). Nicméně reálné textury se mohou vyskytovat v libovolných rozlišeních, 
prostorové orientaci a nebo mohou být vystaveny různé úrovni osvětlení [6]. Metoda LBP umožňuje 
texturní  analýzu,  která  je  prostorově  invariatní  a  nezávislá  na  úrovni  osvětlení.  Je  založena  na 
rozpoznání  jistých  lokálních  binárních  vzorů  (primitiv),  které  jsou  homogenní  a  které  popisují 
vlastnosti lokální textury. Nejčastějšími primitivy, které je možno detekovat metodou LBP  jsou body, 
rohy a hrany, jak je vidět na obr. 3.8. 
Obr. 3.8 - Nejčastější primitiva, které je možno určit metodou LBP (local binary patterns) [6]
Texturní operátor, který umožňuje detekci texturních vzorů v kruhovém okolí, jehož hodnota 
nezávisí na kvantování obrazu, na rotaci ani na rozlišení obrazu, je definován pro kruhově symetrické 
okolí s P pixely na kruhu o průměru R a je označen jako LBPriP,R. Parametr P determinuje kvantování v 
kruhovém prostoru, zatímco parametr R determinuje prostorové rozlišení. Význam parametrů P, R je 
naznačen na obr. 3.9. 
Obr. 3.9 - Kruhově symetrické okolí pro různé (P,R) [6]




s g p−g c 2
p , (3.45)
kde  gc  je  hodnota  intenzity  pixelu  ve  středu,  ke  které  jsou  vztaženy  hodnoty  intenzit  pixelů  v 
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kruhovém okolí daném R. gp  je hodnota intenzity jednotlivých pixelů v kruhovém okolí. Jejich rozdíl 
je nezávislý na změnách hodnot osvětlení. 
LBPP,R  operátor  vytváří  2p výstupních hodnot  pro odpovídající  2p lokálních  vzorů,  které  se 
mohou vyskytovat v P pixelech na kruhovém okolí. Pokud je obraz pootočen hodnoty intenzity gp se 
pootočí kolem středu  gc. Pro odstranění tohoto efektu je nutné otočit LBP operátor zpět do původní 
pozice. Tento proces je popsán podle vzorce 3.46 [8]. 
LBPP , R
ri =min {RORLBPP , R i  pro i=0,1 ,... , P−1}  , (3.46)
kde ROR(x,i) popisuje kruhový bitově-orientovaný posun pro binární číslo x o P bitech i-krát doprava 




2k ak ;ak∈{0,1} , (3.47)







ROR x , Pi  i0
 . (3.48)
Invariatnosti operátoru vzhledem k rotaci je dosaženo rotací operátoru, dokud není dosaženo minima. 
Na obr.  3.10 je zobrazeno 36 možných rotací, které mohou nastat pro  P = 8.  LBPri8,R může mít 36 
různých hodnot. Např. vzor #0 detekuje světlé body, #8 černé body a roviny a #4 hrany. 
Obr. 3.10 - 36 jedinečných rotačně-invariantních vzorů, které mohou nastat v kruhově symetrickém 
okoli pro  LBPri8,R. Černá a bílá odpovídá binárním hodnotám 0, 1 v osmibitovém operátoru. První  
řádek obsahuje 8 jedinečných vzorů a čísla uvnitř odpovídají jejich jedinečnému  LBPriu28,R  kódu. [6]
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Rozšíření teorie o metodě lokálních binárních vzorů je možné najít v [6, 8]. 
3.6 Diskrétní vlnková transformace (DWT)
Diskrétní vlnková transformace (DWT)  [7,  2,  13]  patří  mezi  metody texturní analýzy založené na 
transformaci obrazu do frekvenční oblasti (signal processing methods). DWT je lineární transformace, 
která transformuje data, jejichž délka je celonásobkem hodnoty 2, na číselně rozdílný vektor stejné 
délky.  Je  to  nástroj,  který  odděluje  data  do  různých frekvenčních  komponent  a  následně  studuje 
každou komponentu s rozdílným rozlišením. DWT je realizována kaskádou filtrů, po nichž následuje 
podvzorkování na poloviční hodnotu datového vektoru, jak je vidět na obr. 3.11 .
Obr. 3.11 - Diskrétní vlnková transformace. H, L označuje horní a dolní propust a ↓2 označuje  
podvzorkování [13]
Výstupem jsou rovnice 3.49 a 3.50 [13]
a j1[ p ]=∑
n=−∞
∞




h[n−2p]a j [n]  . (3.50)
Koeficienty  aj jsou  následně  použity  pro  váhování  a  dj jsou  koeficienty  vlnkové  transformace 
determinují výstupy transformace. Funkce h[n] a l[n] jsou koeficienty filtrů horní a dolní propusti. 
Algoritmus pro výpočet DWT pro 2D obrazy je podobný. DWT transformace se použije nejprve 
pro řádky a potom pro sloupce 2D obrazu. 
Obr. 3.12 - Vlnková transformace pro 2D obrazy [13]
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Hlavní  výhodou  DWT  je  analýza  obrazu  v  libovolném  rozlišení.  DWT  transformace  je 
reverzibilní a může být ortogonální [13]. 
Pro klasifikaci textur užitím DWT [13, 7] je nutné 2D obraz rozložit, což znamená rozdělit ho 
na 4 a více sub-obrazů a podvzorkovat použitím DWT, což je zřetelné z obr. 3.13 a). Tyto oblasti HL1, 
LH1,  HH1 reprezentují  konečné  koeficienty vlnkové  transformace,  zatímco  oblast  LL1  odpovídá 
odhadu obrazu. Pro další zpracování je oblast LL1 rozdělena na 4 sub-obrazy a podvzorkována pro 
získání dalších  koeficientů DWT. Výsledek pro dvou-úrovňovou DWT je zřetelný na obr. 3.13 b). Pro 
další úrovně DWT se opět použije region LL2 [7]. Příznaky, kterými je možné popsat texturu, mohou 
být buď hodnoty jednolivých sub-obrazů [7] nebo mohou být použíty příznaky odvozené např. z co-
occurrence matice podle [13]. Tyto příznaky byly popsány v kapitole 3.2 . 
Obr. 3.13 - Rozložení obrazu. a) jednoúrovňové b) dvouúrovňové [7]
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4 Data
Pro získání vstupních dat byly použity barevné snímky sítnice snímané pomocí fundus kamery Canon 
CF-60UV s  digitální  zrcadlovkou Canon EOS 20D.  Velikost  snímků  byla  3504 x  2336 pixelů  a 
velikost snímaného zorného pole byla 60°. Snímky byly pořízeny na oční klinice ve Zlíně. Snímky 
byly uloženy ve formátu JPG s velmi malým kompresním poměrem, což je pro počítačovou analýzu 
nezbytné. Snímání bylo prováděno za použití bílého zdroje světla (xenonová výbojka) a byly pořízeny 
obvykle dva snímky. Jeden barevný s využitím celého barevného spektra (tzv. RGB snímek) a druhý 
byl snímán za použití modrozeleného excitačního filtru, který potlačuje spektrum světla odpovídající 
červené oblasti (tzv. GB snímek) [14]. 
Data  byla  získána  v rámci  studie  Statistické analýzy vrstvy nervových vláken v  barevných 
digitálních snímcích sítnice  [14].  Do této studie byly zařazeny 2 skupiny pacientů, a to skupina s 
glaukomem a skupina kontrolní.  Ve skupině s  glaukomem bylo 11 očí  (9 pacientů) se zřetelnými 
výpadky vrstvy nervových vláken ve snímcích sítnice. Kontrolní  skupinu tvořilo 14 očí,  7 osob s 
fyziologickým očním nálezem (pravé i  levé oko) u nichž nebyl  výpadek vrstvy nervových vláken 
pozorován v žádné části snímku.  V této kapitole  bude popsáno předzpracování RGB obrazů s cílem 
zvýraznit vrstvu nervových vláken, ze které následně budou vybrána data. Ze snímků, kde dochází k 
výpadku  nervových  vláken,  byla  vybrána  skupina  nemocných  oči  a  ze  snímků,  kde  k  výpadku 
nedochází, byla vybrána skupina zdravých očí. 
4.1 Fotografie očního pozadí
Metodologie  vytvoření  fotografií  očního  pozadí,  ze  kterých  byly  manuálně  vybrány  oblasti  pro 
zpracování  pomocí  texturní  analýzy,  byla  popsána  na  začátku  kapitoly  4  .  Ukázka  šedotónových 
snímků získaných z GB snímků úpravou ve Photoshopu, na kterých je zřetelně vyznačen výpadek 
nervových vláken je na ukázán na obr. 4.1. 
 
Obr. 4.1 - Upravený snímek oka s vyznačením výpadku vrstvy nervových vláken
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Tyto snímky jsou použity jako orientační  pro výběr oblastí  z RGB snímků, kde není  oblast 
výpadku zřetelná. RGB snímek stejného oka, je ukázán na obr. 4.2. 
Obr. 4.2 - Stejné oko jako v předchozím obr. 4.1. Na RGB obrazu není zřetelné ve které oblasti docházi  
k výpadku nervových vláken. 
4.2 Předzpracování dat
Jak bylo ukázáno v úvodu předchozí  kapitoly jako vstupní  data  jsou k dispozici  RGB obrazy ve 
formátu JPG s malým kompresním poměrem. Pro další zpracování pomocí texturní analýzy je nutné 
převézt  tyto RGB obrazy do šedotónových.  Prvním krokem této práce je zjistit,  zda převod RGB 
obrazu do jiného barevného prostoru umožní zvýraznit texturu vrstvy nervových vláken před vlastní 
texturní analýzou. V této kapitole bude pojednáno o nejpoužívanějších barevných prostorech a budou 
ukázány výsledky převodů na ukázkovém obraze. 
 Barevné prostory
Barevný prostor je podle CIE (Commission Internationale de l´Éclairage) definován jako geometrická 
reprezentace barev v prostoru a je běžně  rozbrazován ve třech dimenzích. Základní barevné funkce 
jsou  definovány  podle  CIE.  Skupina  barevných  prostorů  je  podmnožinou  skupiny  spektrálních 
prostorů.  Nicméně  v  praxi  je  tento  rozdíl  zanedbáván,  a  proto  všechny  reprezentace  barevných 
prostorů jsou nazývány „barevný prostor“. Barevné prostory je možné rozdělit na prostory závislé na 
zařízení,  kde  barva  závisí  na  vlastnostech  zařízení,  např.  sRGB,  Adobe  RGB  98  a  na  prostory 
nezávislé  na  zařízení,  např.  ISO RGB,  CIE  XYZ,  CIELAB.  V této  práci  budou  zmíněny jenom 
nejznámější a nejdůležitější z nich, více je možné najít v literatuře včetně převodních vztahů mezi nimi 
[1, 15, 16, 17, 18, 19, 23]. 
 Prostor RGB 
Různé barvy,  které se používají  při  vytváření obrazu,  jsou tvořeny kombinací několika základních 
barev  z  barevného  spektra  [1]. Na  barevné  obrazovce  vidíme  barvu  jako  výsledek  složení  tří  
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složek – červené (R,  red), modré (B,  blue) a zelené (G, green). Barvy lze vyjádřit trojicí (barevným 
vektorem), jejíž složky nabývají hodnot z intervalu <0,1>. Bývají uváděny i v celočíselném rozsahu 
0 – 255, což odpovídá kódování každé ze složek RGB v jednom bytu. Barevný rozsah můžeme v 
prostoru  RGB  zobrazit  jako  prostorově  jako  jednotkovou  krychli  umístěnou  v  osách  postupně 
označených r, g a b. Počátek soustavy souřadnic odpovídá černé barvě, zatímco vrchol o souřadnicích 
[1, 1, 1] odpovídá bílé, jak je vidět na obr. 4.3. 
Obr. 4.3 - Geometrická reprezentace prostoru RGB. [1]
 Prostor CMY, CMYK
Protor RGB je technicky orientovaný prostor, vhodný pro displeje. Lidká zkušenost s mícháním barev 
však vychází ze zcela jiné práce s barvami. Například pro malíře je běžné, že nové barvy vytváří 
mísením  jednotlivých  barevných  pigmentů,  přičemž  mísením  se  vytváří  tmavší  barva  [1].  Toto 
skládání barev se nazývá subtraktivní. Smísením všech barev vznikne černá, což je přesně opačná 
situace k aditivnímu skládání světla v RGB prostoru. Prostor CMY je vhodný hlavně pro tisk, čemuž 
odpovídají tři základní barvy modrozelená (C, cyan), fialová (M, magenta) a žlutá (Y, yellow). 
Prostor CMYK je totožný s prostorem CMY, jediným rozdílem je přidání čtvrté barvy černé (K, 
black) [1]. 
 Prostory HSV, HSL, HSI
Tato trojice prostorů  je založena na lidském vnímání (popisu) barev, oproti prostorům jako je RGB 
nebo  CMY,  které  jsou  založeny  vytvořeny  pro  zobrazení  na  určitém  zařízení.  Třemi  hlavními 
parametry prostoru HSV [1, 16], jsou barevný tón H (hue), sytost S (saturation) a jasová hodnota V 
(value). Barevný tón označuje převládající spektrální barvu, sytost určuje příměs jiných barev a jas je 
dán množstvím bílého světla. Pro zobrazení prostoru se používá šestiboký jehlan, jehož vrchol leží v 
počátku souřadnic HSV. Souřadnice s a v se mění od <0,1> a h reprezentuje úhel <0°, 360°). Vrchol 
jehlanu představuje černou barvu. Prostor HSV má jisté nedostatky, které ztěžují přesné určení barvy. 
Jedním z nedostatků  je  jeho jehlanovitý  tvar,  dalším je  nesymetrie  prostoru z hlediska jasu.  Tyto 
nedostatky odstraňuje prostor HLS [1]. 
Tyto nedostatky jsou odstraněny v prostoru HSL [1,  17].  Hlavními  parametry jsou  barevný 
odstín H (hue), L světlost (lightness) a sytost S (saturation). Prostor HLS je obdobou prostoru HSV, v 
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němž je jehlan nahrazen dvěma kužely. Barevný tón je opět vyjádřen úhlovou hodnotou, světlost se 
mění v mezích <0,1>. Sytost se mění v mezích <1,0>. Tvar prostoru plně odpovídá té skutečnosti, že 
nejvíce barev člověk vnímá při průměrné světlosti.
Barevný  prostor  HSI  [1,  17]  má  složky H (hue)  –  barevný  tón,  S  (saturation)  –  sytost,  I 
(intensity) – ostrost. Tento barevný prostor je velice podobný prostoru HSL. Velkou nevýhodou tohoto 
systému je, že barevný tón (hue) je vyjádřen jako úhel.  Geometrická reprezentace těchto barevných 
prostorů je patrná z obr. 4.4. 
Obr. 4.4 - Geometrická reprezentace prostorů a) HSV b) HSI , c)HSL. [1]
 Prostory YUV, YIQ
Prostory YUV a YIQ [1, 17] jsou standartní barevné prostory, které se používají v analogové televizní 
technice. YUV se používá v evropské PAL a YIQ se využívá v severo-americké normě NTSC. Tyto 
prostory jsou závislé na zařízení.  Jejich základním rysem je oddělení  jasové složky od barevných 
informací.
Hodnota složky Y se pohybuje v rozsahu <0,1>, pokud jsou R, G, B v rozsahu <0,1>, ale U, V, 
I, Q mohou nabývat jak hodnot kladných tak záporných, tyto hodnoty závisí na použitém doporučení 
ITU.
 Prostor XYZ, xyY
Je to prostor, který byl stanoven na základě chromatického diagramu definovaného ve standartu CIE 
1931 [1, 17]. Ve standardu se předpokládá, že každou barvu je možné definovat vyváženým součtem 
tří  primárních  barev,  které  jsou  vyzařovány  monochromatickými  zdroji  světla  o  definovaných 
vlnových  délkách  R=700nm,  G=541,1nm  a  B=435,8nm.  Na  základě  tohoto  standartu  je  možné 
subjektivně  vnímatelné barvy vyjádřit v souřadnicích barevného prostoru  CIE 1931 XYZ, který se 
nachází na obr.  4.5. Hodnota Y vyjadřuje hodnotu jasu, X a Z nám dávají informaci o barvě. Hlavní 
výhodou tohoto barevného prostoru a prostorů z něj odvozených je jeho úplná nezávislost na daném 
zařízení.  Hlavní  nevýhodou  těchto  prostorů  je  jejich  složitá  implementace,  která  není  intuitivní 
lidskému popisu barev. Z barevného prostoru XYZ je odvozen barevný prostor xyY, který je založen 
na tom, že každá barva je určena pomocí dvou souřadnic x,y v chromatickém diagramu CIE 1931 [1] a 
Y v tomto prostoru je stejně jako u XYZ hodnotou jasu. 
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Obr. 4.5 - Geometrická reprezentace prostoru CIE 1931 XYZ. [1]
 Prostor Luv, Lab
V roce  1976  byl  definován  barevný  prostor  CIE  L*u*v*[1,  18],  v  němž  jsou  barvy  rozloženy 
rovnoměrněji, než v prostoru CIE 1931. Rovnoměrnější rozložení znamená, že prostorová vzdálenost 
mezi dvojicí barev v prostoru CIE 1976 lépe odpovídá subjektivně vnímaným rozdílům intenzity mezi 
barevnými odstíny. V prostoru je definována metrika, která umožňuje určit barevný konstrast (rozdíl) 
mezi dvěma barvami. Barevný konstrast se stanoví jako poměr vzdáleností porovnávaných barev od 
referenčního bodu (u0, v0) bílé barvy. Světlost barvy je odvozena z poměru jasové složky Y [cd/m2] 
vůči základní úrovni osvětlení Y0 [cd/m2]. 
Uniformní  barevný  prostor  CIE  Luv  je  určen  pro  definici  barev  vytvářených  mícháním 
barevných zdrojů s vlastním zářením. Prostor CIELab, viz [1], [3], [5], je naproti tomu prostor, kde je 
vnímaná barva určena souřadnicemi v 3D barevném prostoru. Osa L* je osa světlosti, pokrývá rozsah 
od 0 (černá) do 100 (bílá). Souřadnice a*, b* reprezentují rozsahy zelená (-a) až červená (+a) a modrá 
(-b)  až  žlutá  (+b).  V porovnání  s  prostorem CIE 1931 XYZ odpovídá popis  a  rozložení  barev v 
prostoru CIE 1976 Lab lépe barvám vnímaným lidským zrakem [1]. Uspořádání prostoru je vídět na 
obr. 4.6. 
Obr. 4.6 - Geometrická reprezentace prostorů CIE 1976 Lab. [1]
Jednotlivé složky mohou být nastavovány individuálně. Je-li například nějaký obraz reprezentovaný 
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ve formátu Lab, můžeme změnit jeho barevný tón, aniž by došlo ke změně jeho jasu. 
 Prostor YC1C2, YCbCr
Byl navržen pro kódování obrazů v PhotoCD. Je založen na na doporučeních ITU 709 a 601-1. Rozsah 
barev je definován pomocí ITU 709 a jas a reprezentace barvy podle ITU 601-1 YCbCr. Photo YCC 
[1, 17] poskytuje barevný rozsah, který je větší než aby se dal zobrazit, je vhodný tedy jak pro aditivní, 
tak subtraktivní reprodukce, ale i jako formát pro archivování obrazů, je vhodný pro další zpracování 
obrazů. Obrazy jsou snímány pomocí standartizovaných zařízení, které jsou kalibrovány podle typu 
fotografického materiálu. 
Prostor YCbCr [17] se velice podobá prostoru YC1C2 a je v literatuře uváděn jako Kodak YCC 
pro kódování rastrových obrázků TIFF a JPEG.
4.3 Převod vstupních dat do různých prostorů
V  předchozí  kapitole  byly  zmíněny  barevné  prostory,  které  je  možné  použít  pro  úpravu 
oftalmologických snímků. Byl vyříznut obraz 1000x1000 z šedotónové GB snímku, který je vidět na 
obr. 4.7 a který byl použit jako referenční pro srovnání zvýrazněné vrstvy nervových vláken. 
Obr. 4.7 - Výřez 1000x1000 ze vstupního šedotónového GB obrazu, kde je jasně vidět zvýrazněná vstva  
nervových vláken
Výřez  1000x1000  z  RGB obrazu  odpovídající  oblasti,  která  je  zobrazena  na  obr.  4.7,  byl 
postupně převeden do různých barevných prostorů. Některé složky těchto barevných prostorů neměly 
z hlediska zvýraznění vrstvy nervových vláken žádný význam, a proto byly v této kapitole umístěny 
pouze ty složky prostorů, které měly na texturu nervových vláken vliv. 
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Běžně  se  pro  texturní  analýzu  pracuje  se  obrazem RGB,  kde  je  pominuta  R  složka,  která 
neobsahuje  užitečné  informace  a  zbývající  složky  G,  B  se  zprůměrují.  Výsledný  obraz  je  tedy 
(G+B)/2. Na obr. 4.8 je vidět výsledek po transformaci G, B složek. 
Obr. 4.8 - Výřez 1000x1000 z RGB obrazu po zprůměrování G,B složek 
Složky různých barevných prostorů byly zprůměrovány, např. prostor CMY není vůbec vhodný 
ke zvýraznění nervových vláken. Na následujícím obrázku jsou znázorněny výsledky po převodu do 
různých barevných prostorů. 
 Na obr.  4.9 jsou vidět vybrané barevné prostory a některé jejich složky (všechny převedené 
obrazy jsou k dispozici na CD) . Z obr. 4.9 vidět, že transformace obrazových dat do jiného barevného 
prostoru  není  z  hlediska  zvýraznění  vsrtvy  nervových  vláken  relevantní.  Nedojde  k  žádnému 
výraznějšímu  zvýraznění  vrstvy nervových vláken,  a  proto  byl  nakonec  jako  nejvhodnější  formát 
vstupních dat pro další zpracování vybrán RGB obraz vzniklý průměrováním složek G a B, který je 
jednodušší z hlediska výpočetní náročnosti a v porovnání s ostatními barevnými prostory poskytuje 
lepší nebo stejnou míru zvýraznění vrtsvy nervových vláken. 
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Obr.  4.9 - Výřez 1000x1000 z RGB obrazu po převedení do různých barevných prostorů. a) Prostor  
Lab – složka L b) Prostor Luv – složka (L+u)/2 c)  Prostor Luv – složka (L+v)/2 d) Prostor xyY –  
složka (x+Y)/2 e) Prostor XYZ – složka (X+Y)/2 f) Prostor XYZ – složka (X+Z)/2 g) Prostor YC1C2 –  
složka Y h) Protor YIQ – složka (Y+Q)/2
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5 Návrh postupu pro klasifikaci vrstvy 
nervových vláken
5.1 Výběr dat pro zpracování
Data pro zpracování  metodou co-occurrence matice byla  vybrána manuálně.  Vybrané vzorky mají 
velikost 50x50 a jsou vybrány s ohledem na hustou síť cévního řečiště tak, aby do jednotlivých vzorků 
z vrstvy nervových vláken toto řečiště nezasahovalo. Velikost vzorků je zvolena s ohledem na rychlost 
zpracování. Byly vybrány dvě skupiny vzorků, první skupina byla pojmenovana zdrave a byla vybrana 
z  očí  zdravých  pacientů  a  druhá  skupina  pojmenovaná  nemocne  byla  vybrana  z  očí  pacientů  s 
glaukomem, z oblastí, které byly vyznačeny na šedotónových GB obrazech jako oblasti s výpadkem. 
Obě skupiny byly vybrány z RGB obrazů a převedeny na šedotónový obraz (G+B)/2. Na obr.  5.1 je 
vidět ukázka výběru vzorků. 
Obr.  5.1 -  Ukázka výběru vzorků pro nemocné oko. a) šedotónový GB obraz s vyznačením oblastí  
výpadku b) jeho RGB obraz
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Pro  každou  skupinu  očí  vzniklo  150  vzorků.  Vzorky byly  vybrány z  7  (14  očí)  zdravých 
pacientů a u nemocných bylo k dispozici 9 (11 očí) pacientů. Vstupní manuálně vybraná data byla 
uložena do 3D matic zdrave.mat a nemocne.mat.  
5.2 Popis výpočtu co-occurrence matice
V kapitole 3.2  byl vysvětlena teorie výpočtu co-occurrence matice. Tato kapitola se bude zabývat již 
praktickým návrhem postupu výpočtu co-occurrence matice pro hodnocení výpadku nervových vláken 
u pacientů s glaukomem.
Při  návrhu  je  třeba  brát  v  úvahu,  že  co-occurrence  matice  a  její  příznaky jsou  prostorově 
variantní, což znamená, že hodnota daného příznaku se liší podle směru, ve kterém byla co-occurrence 
matice vypočítána. Z hlediska popisu textury daných dat je důležité docílit prostorové invariantnosti, 
protože směrovost textury vrstvy nervových vláken se mění podle toho, kde byla data vybrána a může 
tedy nabývat libovolného směru. Z hlediska náročnosti výpočtu je co-occurrence matice počítána pro 
směry 0°,  45°,  90°,  135°,  čímž  je  dosaženo kompromisu  na  prostorovou invariantnost  a  časovou 
náročnost výpočtu. Na obr. 5.2 jsou vidět dva možné přístupy k výpočtu co-occurrence matice. První 
způsob na obr. 5.2 v části a)  je postup, kdy je spočítána co-occurrence matice pro každý směr a z ní 
následně spočítány příznaky, následně jsou tyto příznaky sečteny a zprůměrovány podělením počtem 
příspěvků (v tomto případě hodnotou 4). Na obr. 5.2 v části b) je znázorněn postup, kde jsou nejprve 
spočítány čtyři co-occurrence matice pro zvolené směry, které jsou následně zprůměrovány podělením 
počtem směrů a z nich je vypočítán vektor příznaků pro daný obraz. Metoda zobrazená na obr. 5.2 a) 
není z hlediska prostorové invariantnosti vhodná, protože pouze průměruje jednotlivé příznaky ze čtyř 
směrů. Výsledný příznak není tedy prostorově invariantní. Z hlediska prostorové invariantnosti daného 
příznaku a také z hlediska výpočetní náročnosti byla pro hodnocení vrstvy nervových vláken vybrána 
metoda na obr. 5.2 b). 
Obr. 5.2 - Dva možné přístupy k výpočtu invariantní co-occurrence matice. 
Z teoretického úvodu vyplývá, že hodnota vypočtené co-occurrence matice se liší podle délky 
zvoleného vektoru d, což je vzdálenost mezi vstupy i, j co-occurrence matice, jenž vyjadřuje počet 
výskytů vstupů i, j v obraze. Na obr. 5.3  je vidět pro směry 0°, 45°, 90°, 135°, význam volby vektoru 
d. 
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Obr. 5.3 - Vzdálenost dvou vstupů i,j ve kterých se určuje současný výskyt hodnoty jasu co-occurrene  
matice. a) d = 2 b) d = 4
Na obr.  5.3 a) je zobrazen vektor d = 2 a v části za b) je zbrazen hodnota d = 4. Z hlediska 
hodnocení vstupních dat je volba vektoru d citlivou záležitostí. Pro vstupní data o velikosti obrazu 
50x50, byla pomocí dvou různých metrik, viz. kapitola 5.3 , analyzována optimální vzdálenost d pro 
hodnocení vrstvy nervových vláken. Optimální vzdálenost d byla vybrána na základě analýzy obou 
metrik z vektoru d = <1,25> . Pro analýzu byly použit vektor vybraných příznaků podle Haralicka 
(energie  3.8,  entropie  3.9,  kontrast  3.10,  homogenita  3.12,  max.  pravděpodobnost  3.14 a  inverzni 
rozdílový moment 3.13). 
Zvolená optimální vzdálenost d byla použita pro výpočet vektoru 14 příznaků podle Haralicka, 
které byly použity pro hodnocení skupiny zdravých a nemocných očí pomocí metody na obr. 5.2 b). 
Na  základě  výsledků  statistického  t-testu  a  analýzou  průměrů  a  směrodatných  odchylek  vektorů 
příznaků pro obě skupiny zdravých a nemocných očí  byly nalezeny parametry,  kterými  je  možné 
vyhodnotit příslušnost daného obrazu do skupiny nemocných s výpadkem vsrtvy nervových vláken 
nebo do skupiny zdravých pacientů bez výpadku vrstvy nervových vláken. Vyhodnocení vhodných 
příznaků pro hodnocení vrstvy nervových vláken je popsáno v kapitole 5.4 .
Návrh metody je realizován v prostředí Matlab, kde jednotlivé části návrhu jsou samostanými 
moduly. Podrobný popis těchto modulů je uveden v kapitole 6 .  
5.3 Určení optimální vzdálenosti d co-occurrence matice
Jak již bylo zmíněno v předchozí kapitole volba vzdálenosti d je důležitá z hlediska oddělení shluků 
příznaků pro dvě různé textury. Přístupy k hledání optimální vzdálenosti d jsou rozděleny do dvou 
základních skupin, na parametrické a neparametrické. Ze skupiny parametrických metrik byl vybrán 
pro  svoji  výpočetní  jednoduchost  Fisherův  lineární  diskriminant.  Neparametrické  přístupy  jsou 
založeny na popisu příznaků pomocí histogramu. Z  neparametrických přístupů je použita Kullback-
Leibler divergence. 
 Fisherův lineární diskriminant
Pro výběr optimální  velikosti  d je důležité hledisko míry oddělení  dvou různých tříd (zdravých a 
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nemocných očí).  Jednotlivé příznaky, počítané z co-occurrence matice, je možné si představit  jako 
určité shluky bodů v příznakovém prostoru. Každý shluk bodů představuje vzorky příslušící k jedné 
třídě. Ideální situace nastává v případě, že jsou shluky spolehlivě oddělené. Předpoklad je ten, že tyto 
shluky příznaků mají normální rozdělení hustoty. Je tedy možné je jednoznačně reprezentovat střední 
hodnotou a rozptylem. Byl odečtena hodnota d, pro kterou je pro jednotlivé příznaky (energie  3.8, 
entropie 3.9, kontrast 3.10, homogenita 3.12, max. pravděpodobnost 3.14 a inverzni rozdílový moment 
3.13) je hodnota Fisherova diskriminantu největší. Obecně je Fisherův diskriminant dán vztahem 5.1 
DF=
rozptyl mezi třídami
rozptyl uvnitř jednotlivých tříd  . (5.1)






2  , (5.2)
kde  μP a  μQ reprezentují střední hodnotu daného vektoru shluku příznaků pro skupiny nemocných a 
zdravých očí a σP, σQ jsou směrodatné odchylky těchto vektorů. 
Fisherův diskriminant byl vypočítán pro vektor vzdáleností d = <1,25>. Průběhy pro jednotlivé 
příznaky jsou znázorněny v příloze na obr. 9.1. V tab. 1 následují odečtené hodnoty maxima Fisherova 
diskrimantu pro jednotlivé příznaky. Hodnoty jsou odečteny z maxima, protože je třeba najít takovou 
hodnotu d, aby bylo dosaženo co nejlepšího oddělení shluků v příznakovém prostoru. Z tab. 1 je vidět, 
že hodnoty maxima jsou rozdílné pro jednotlivé příznaky.  Na obr.  9.1 jsou vyznačeny oblasti,  ve 
kterých  se  tyto  hodnoty  mohou  pohybovat  pro  jednotlivé  příznaky.  Určitý  rozptyl  maxima  u 
jednotlivých příznaků může být způsoben cévními strukturami, které mohou být součástí vstupních 
dat.  Z hlediska volby optimálního d byly odečtené hodnoty zprůměrovány a jako optimální podle 
Fisherova diskriminantu byla zvolena hodnota d = 5, která spadá do intervalů vyznačených na obr. 9.1. 
 Tab.  1  Hodnoty  odečtené  optimální  velikosti  vektoru  d  pro  maximální  hodnotu  Fisherova  
diskriminantu
 Kullback – Leibler vzdálenost (divergence)
Kullback  –  Leibler  divergence  popisuje  míru  podobnosti  (blízkosti)  pro  dvě  rozložení 
pravděpodobnosti P a Q (histogramy). Pokud se rozložení pravděpodobnosti Q překrývá s rozložením 
pravděpodobnosti  P   pak  je  Kullback  –  Leibler  divergence  velká,  pokud  se  obě  rozložení 
pravděpodobnosti nepřekrývají, hodnota Kullback – Leibler divergence je 0. Pro výběr optimálního d 
při  použití  této  metriky je  rozhodující  minimální  hodnota  Kullback – Leibler  divergence,  protože 
hodnota d byla vybrána s ohledem na požadavek co největšího rozdílu mezi histogramy P a Q. 
Kullback – Leibler divergence je popsána pro dvě diskrétní distribuce vztahem 5.3 [20]
34
Energie Entropie Kontrast













Pro případ spojitých funkcí je suma nahrazena integrálem.
V této práci byl použit vztah 5.4 [22], který odráží podobnosti obou histogramů
DKL=∑
i




Qi  log Q i
P i .  (5.4)
 DKL je díky distribuci rozložení pravděpodobností (histogramu) nespojitá funkce, proto bylo 
použito filtrování histogramu za účelem vyhlazení průběhu Kullback – Leibler divergence. Histogram 
byl  filtrován pomocí  okna o velikosti  3,  kdy se  každý bod histogramu průměroval  s  předchozí  a 
následující  hodnotou.  Průběhy  Kullback  –  Leibler  divergence  pro  jednotlivé  příznaky  (jako  v 
předchozím případě) jsou zobrazeny v příloze na obr.  9.2. Průběhy Kullback – Leibler divergence i 
přes  částečné vyhlazení  velmi  kolísají  a  určení  optimálního  d je  tedy obtížnější.  Podle  Fisherova 
diskriminantu  je  znatelné,  že  oblast,  kde  se  bude  pohybovat  optimální  hodnota  d,  se  nachází  v 
intervalu  d  =  <5,10>.  Na  obr.  9.2 jsou  vyznačeny oblasti,  ve  kterých  bylo  odečteno  minimum  
Kullback  –  Leibler  divergence  s  ohledem  na  předpokládanou  oblast  výskytu  podle  Fisherova 
diskriminantu. 
V tab. 2 jsou  odečtené hodnoty minima Kullback – Leibler divergence pro jednotlivé příznaky. 
Z  hlediska  volby  optimálního  d  byly  odečtené  hodnoty  zprůměrovány  a  jako  optimální  podle  
Kullback – Leibler divergence byla zvolena hodnota d = 6. 
 Tab. 2 Hodnoty odečtené optimální velikosti vektoru d pro minimální hodnotu Kullback – Leibler  
divergence
Porovnáním hodnot z obou předchozích metrik je zřejmé, že hodnota optimální hodnota d by 
měla být zvolena mezi hodnotou 5 a 6. Jako optimální byla zvolena hodnota 5, protože z tab. 2 je 
zřejmé,  že  pokud by nebyla  hodnota  optimálního  d  získána  pomocí  průměru  hodnot,  ale  pomocí 
mediánu, byla by zvolena hodnota 5. 
5.4 Výběr vhodných příznaků pro hodnocení vrstvy vláken
Pro hodnocení vrstvy nervových vláken byly spočítány ze vstupních dat nemocných a zdravých očí 
vektory příznaků viz. 6.4 . V této části se budu zabývat kvantitativním hodnocením daných příznaků z 
hlediska  klasifikace  nemocných  a  zdravých  očí.  Kvantitativní  hodnocení  daných  příznaků  bylo 
realizováno  pomocí  t-testu,  který  porovnává  dvě  na  sobě  nezávislé  skupiny  pozorování.  Tento 
statistický test určuje, zda existuje statisticky významný rozdíl mezi danými pozorováními či nikoliv. 
Obecným postupem je stanovení nulové hypotézy H0, která se obvykle stanovuje jako přesně opačné 
tvrzení, než se chce pomocí statistické analýzy dokázat. Ke každé nulové hypotéze musí být stanovena 
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také hypotéza alternativní H1. 
Stanovená hypotéza H0: Neexistuje žádný rozdíl mezi hodnotou příznaků u skupiny zdravých a 
nemocných očí. Alternativní hypotéza H1: Existuje rozdíl mezi hodnotou příznaků u skupiny zdravých 
a nemocných očí. 
Pro použití statistické analýzy se předpokládá, že data mají normální rozdělení a že jejich výběr 
je nezávislý. Požitý test se nazývá dvouvýběrový t-test, jehož dalším předpokladem je, že oba výběry 
mohou mít stejnou střední hodnotu, zatímco hodnota rozptylu je neznámá, ale předpokládá se, že je 
pro oba výběry stejná. Tento poslední předpoklad je založen na skutečnosti, že pokud existuje jedna 
populace a z ní jsou vybrány náhodně různé vzorky, jejich střední hodnoty se budou lišit, zatímco 
rozptyl těchto vzorků by měl být stejný, pokud oba náhodné výběry pocházejí z téže populace. Pro 
testování  hypotézy je  důležité  nastavení  hladiny významnosti  (p-hodnota).  V našem případě  byla 
nastavena na hladinu 0,05, což znamená, že interval spolehlivosti daného testu je  95%.  Tedy 95% 
všech rozdílů středních hodnot mezi  zdravýma a nemocnýma očima bude ležet v tomto intervalu. 
Interval  spolehlivosti  je  interval,  ve kterém platí  daná hypotéza.  Kdyby byla  hladina významnosti 
nastavena na hodnotu p = 0,01 znamenalo by to, že výsledek t-testu by byl relativně přesnější, ale 
zvětšil by se konfidenční interval, a proto je třeba při volbě hladiny významnosti volit kompromis. 
Výsledkem statistického testu  je  hodnota  0  nebo 1.  Hodnota  1  znamená,  že  je  možné  zamítnout 
nulovou hypotézu a přijmout alternativní hypotézu a hodnota 0 znamená, že za určitých podmínek 
může být H0 pravdivé. 
V tab. 3 jsou uvedeny výsledky statistického t-testu pro všech 14 příznaků. 
Tab. 3 Výsledky t-testu pro 14 Haralickových příznaků pro skupiny zdravých a nemocných očí.
Z výsledků statistického testu je vidět, že pro všechny příznaky je možné zamítnout nulovou 
hypotézu a přijmout  hypotézu alternativní  H1:  Existuje  rozdíl  mezi  hodnotou příznaků u skupiny 
zdravých a nemocných očí. Z těchto výsledků by se mohlo na první pohled zdát, že pro spolehlivou 
klasifikaci vrstvy nervových vláken, by bylo možné použít kterýkoliv ze získaných příznaků. Jak je 
vidět z obr. 9.4 v příloze, shluky zdravých a nemocných očí se ale v příznakovém prostoru pro různé 
příznaky překrývají, z čehož je jasné, že všechny příznaky pro hodnocení vrstvy nervových vláken 
nelze  použít.  Proto  byly  spočítány průměry  a  směrodatné  odchylky  jednotlivých  příznaků,  podle 
kterých bylo vybráno několik vhodných příznaků pro klasifikaci vrtsvy nervových vláken.  V tab. 4 
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h 1 1 1 1 1 1 1
ci -0,0088 0,2329 1,4792 -0,0446 -0,0207 -0,0337 22,2548








h 1 1 1 1 1 1 1
ci -0,0713 1,4792 19,1442 0,1042 0,1073 0,0019

















jsou uvedeny jednotlivé průměry pro všech 14 příznaků.
Tab.  4  Tabulka  průměrných  hodnot  a  rozptylů  pro  14  Haralickových  příznaků spočítaných  z  co-
occurrence matice
Podle  hodnot  z  tab.  4  je  možné  posoudit,  že  pro  mnohé  příznaky se  skupina  zdravých  a 
nemocných  očí  překrývá.  Z  důvodů  obtížného  vyhodnocení  kvality  jednotlivých  příznaků  pro 
hodnocení  vrstvy nervových vláken  přímo  z  tab.  4,  jsou  v  příloze  na  obr.  9.3 znázorněny grafy 
středních hodnot a jednotlivých směrodatných odchylek pro obě skupiny očí pro všechny příznaky, na 
jejichž základě byla  vybrána skupina příznaků vhodných pro hodnocení  vrstvy nervových vláken. 
Byly vybrány příznaky – rozptyl, rozptyl součtu, průměr součtu.
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zdravé 0,0169 3,7456 5,9745 0,3973 0,0412 0,4280 68,9763
± 0,0084 ± 0,4903 ± 4,2264 ± 0,0444 ± 0,0193 ± 0,0364 ± 12,8179
nemocné 0,0239 3,4090 3,7629 0,4356 0,0576 0,4551 44,0502









zdravé 1,2519 5,9745 102,8141 2,4055 1,6167 -0,1129
± 0,0413 ± 4,2264 ± 6,3303 ± 0,3201 ± 0,1958 ± 0,0279 ± 1501
nemocné 1,1891 3,7629 81,7953 2,2328 1,4724 -0,1229
















6.1 Modul pro převod dat do různých barevných prostorů
Modul, realizující převod vstupního RGB obrazu do ostatních barevných prostorů, je spuštěn skriptem 
vykresli_prostor.m.  Vstupní  obraz je nahrán příkazem  load ze souboru  vstupni.mat.  V matici  je 
uložen  RGB obraz,  z  jehož  složek  je  vypočítán  obraz  na  obr.  4.8.  Výběr  výstupního  barevného 
prostoru je možné nastavit v proměnné  Str=('HSV'),  kde je možné nastavit prostory cmy, yuv, yiq, 
ycbcr,  yc1c2,  xyz,  xyY,  Lab,  Luv,  HSV. Převod do jednotlivých barevných prostorů je realizován 
voláním funkcí např. [Aa,Bb,Cc]=rgb2xyz(R,G,B), kde Aa, Bb, Cc jsou složky výstupního prostoru, 
rgb2xyz je funkce pro přepočet RGB obrazu do XYZ barevného prostoru a  R,  G,  B jsou vstupní 
parametry této funkce, tedy složky vstupního RGB obrazu. Výsledkem tohoto skriptu je zobrazení 
vstupního obrazu rozloženého do složek RGB a obraz výstupního obrazu v převedeném barevném 
prostoru. Výsledky těchto převodů je možné najít na přiloženém CD v adresáři <Vystup_prostory>.
6.2 Modul pro výpočet Fisherova diskriminantu
Modul,  který  realizuje  výpočet  Fisherova  diskriminantu,  je  spuštěn  skriptem  findingD.m,  kde 
vstupním parametrem jsou soubory  zdrave_zp2.mat a  nemocne_zp2.mat, ve kterých jsou uloženy 
vektory příznaků pro všechny obrazy a pro celý vektor vzdáleností d = <1,25>, které byly získány z 
modulu  main_zp2.m zadáním  vstupních  dat  zdrave.mat a  nemocne.mat.  Výsledkem  skriptu 
main_zp2.m byly vektory příznaků pro energii (E), entropii (Ent), kontrast (C), homogenitu (H), max. 
pravděpodobnost  (P)  a  inverzní  rozdílový moment  (M).  Tyto  vektory byly manuálně  uloženy do 
datových souborů  zdrave_zp2.mat a  nemocne_zp2.mat.  Tento modul slouží pouze jednorázově k 
výpočtu optimální  vzdálenosti  d.  Výsledkem po spuštění  tohoto  modulu  jsou  závislosti  Fisherova 
diskriminantu na vzdálenosti d pro jednotlivé příznaky. Tyto průběhy jsou zobrazeny na obr. 9.1.
6.3 Modul pro výpočet Kullback – Leibler divergence
Modul pro realizaci Kullback – Leibler divergence je spouštěn skriptem kbl.m, kde na vstup je nutné 
zadat stejně jako v předchozím případě soubory zdrave_zp2.mat a nemocne_zp2.mat. Tento modul 
využívá  další  dva  skripty.  Jeden  skript  je  pro  výpočet  histogramů  (distribuce  pravděpodobnosti) 
jednotlivých příznaků. Tento skript je spouštěn příkazem [p(x),vek_x] = histogram(E_zdr_zp2), kde 
vstupním parametrem  je vektor hodnot daného příznaku z datového souboru zdrave_zp2.mat nebo 
nemocne_zp2.mat a výstupními parametry je vektor p(x), což je vektor distribuce pravděpodobnosti 
daného příznaku a vek_x je vektor osy x daného histogramu. Druhý skript je určen přímo pro výpočet 
Kullback  –  Leibler  divergence  podle  vzorce  5.4.  Příklad  spuštění  tohoto  skriptu  
Dk1_E  =  kbldist(PE1(j,:,1),PE1(j,:,3),  kde  Dkl_E je  výstupní  parametr  (Kullback  –  Leibler 
divergence) pro daný vektor příznaků a vstupním parametrem tohoto skriptu jsou vektory distribuce 
pravděpodobnosti (histogramy) pro zdravé a nemocné oči. Tento modul slouží též pro jednorázové 
určení  optimální  vzdálenosti  d.  Výsledkem  po  spuštění  tohoto  modulu  jsou  závislosti  
Kullback - Leibler divergence na vzdálenosti d pro jednotlivé příznaky. Tyto závislosti jsou zobrazeny 
na obr. 9.2.
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6.4 Modul pro výběr příznaků
Pro  statistickou analýzu  byl vytvořen  skript  test_zp2.m,  který  realizuje  t-test  pro  zjištění  kvality 
příznaků z hlediska klasifikace vstupních dat. Skript realizuje výpočet co-occurrence matice podle  
obr.  5.2 b), kde hodnota d je nastavena na 5 a který vypočítá vektor 14 příznaků podle Haralicka 
(energie 3.8, entropie 3.9, kontrast 3.10, homogenita 3.12, korelace 3.11, max. pravděpodobnost 3.14, 
inverzní  rozdílový  moment  3.13,  rozptyl  3.20,  průměr  součtu  3.17,  entropie  součtu  3.18,  rozptyl 
součtu  3.19, rozdilový kontrast  3.16, rozdilová entropie  3.15 a informační rozsah korelace A 3.22). 
Jako vstupní proměnné je třeba zadat vstupní data zdrave.mat a nemocne.mat. Výpočet jednotlivých 
příznaků  je  realizován  voláním  funkcí,  např.  volání  funkce  pro  výpočet  energie  
feature  =  energy(main_cooc).  Feature představuje  výstupní  parametr  (energii),  energy je  název 
funkce a main_cooc je vstupní parametr funkce. 
Skript test_zp2.m umožňuje nastavení pro dvě různé funkce. Jednou funkcí je výpočet t-testu a 
zobrazení  průměrů  a  směrodatných odchylek  do  grafů  pro  všech  14 příznaků a  druhou funkcí  je 
zobrazení jednotlivých příznaků v příznakovém prostoru pro obě skupiny vstupních dat.  Přepínání 
mezi funkcemi skriptu  test_zp2.m je možné nastavením proměnné  vykresleni. Pokud je proměnná 
nastavena na  vykresleni='error' bude realizován t-test,  nastavení  proměnné  vykresleni='shluky' 
umožní vykreslení příznaků pro obě skupiny dat v příznakovém prostoru. 
Vlastní  t-test  je  realizován  pomocí  funkce  Matlabu  ttest2  [h_E,significance_E,ci_E]  = 
ttest2(E_z,E_n,0.05),  kde vstupními parametry této funkce jsou vektory  E_z,  E_n,  tedy vektory 
jednotlivých příznaků pro zdravé a nemocné oči, hodnota  0.05 je hladina významnosti. Výstupními 
parametry této funkce je h_E, které nabývá hodnoty 1 pokud je možné zamítnout nulovou hypotézu a 
nebo hodnoty 0,  pokud může být  hypotéza H0 pravdivá.  Parametr  significance_E je  udává počet 
případů, ve kterých neplatí daná hypotéza a parametr ci_E udává 95% konfidenční interval. Vykreslení 
jednotlivých průměrů a směrodatných odchylek pro hodnocení kvality příznaků je realizováno pomocí 
funkce errorbar(1,mean_E_z,std_E_z,'+'),  kde parametr 1 je pozice, kde se bude graf vykreslovat, 
mean_E_z je průměrná hodnota vektoru příznaků a std_E_z je směrodatná odchylka. 
Vykreslené shluky jsou umístěny v příloze na obr. 9.4 a vykreslené průměry a jejich směrodatné 
odchylky pro jednotlivé příznaky jsou v příloze na obr. 9.3. Tento modul je použit jednorázově pouze 
pro analýzu realizovaných příznaků. 
6.5 Modul pro výpočet příznaků 
Z hlediska výpočtu invariatních příznaků byl realizována metoda výpočtu příznaků podle  5.2 b). V 
části 6.4 byla tato metoda realizována jako modul pro určení vektoru vhodných příznaků. Tento modul 
je realizován s ohledem na libovolně zadaná vstupní data a umožňuje pouze výpočet vektoru příznaků 
pro jeden soubor vstupních dat. Hodnota optimální vzdálenosti d byla nastavena na hodnotu d = 5. 
Modul se spouští příkazem main.m, na začátku programu se příkazem load načte 3D matice obrazů, 
ze  kterých  je  spočítáno  14  Haralickových  příznaků  (energie  3.8,  entropie  3.9,  kontrast  3.10, 
homogenita 3.12, korelace 3.11, max. pravděpodobnost 3.14, inverzní rozdílový moment 3.13, rozptyl 
3.20, průměr součtu 3.17, entropie součtu 3.18, rozptyl součtu 3.19, rozdilový kontrast 3.16, rozdilová 
entropie 3.15 a informační rozsah korelace A 3.22). Jednotlivé příznaky jsou počítány pomocí funkcí, 
kde  vstupním  parametrem  je  co-occurrence  matice  a  výstupním  parametrem  je  daný  příznak 
reprezentující  daný obraz. Např. volání funkce pro výpočet energie  feature = energy(main_cooc). 
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Feature představuje  výstupní  parametr  (energii),  energy je  název funkce a  main_cooc je  vstupní 




Cílem této diplomové práce bylo seznámení se s principem texturní analýzy, vypracování přehledu 
nejpoužívanějších metod a návrh metody pro hodnocení vrstvy nervových vláken, čehož bylo v této 
diplomové práci dosaženo.
V  teoretickém  rozboru  byly  na  začátku  objasněny  úlohy  texturní  analýzy  (klasifikace, 
segmentace, syntéza a tvar získaný z textury).  Dále byl  zpracován přehled metod texturní analýzy 
orientovaný především na metody založené na statistickém popisu obrazu. Bylo popsáno rozdělení 
metod, podrobněji byly vysvětleny metody co-occurrence matice, autokorelační funkce, matice délky 
běhů,  metoda  lokálních  binárních  běhů  a  metoda  využívající  vlnkové  transformace  obrazu.  Tyto 
metody byly zvoleny vzhledem k jejich aplikaci na soubor oftalmologických dat a byly vybrány s 
ohledem na možné dobré výsledky při klasifikaci těchto dat. 
Hlavním úkolem této diplomové práce bylo vytvoření metody, která by umožňovala klasifikaci 
vrstvy nervových vláken. Klasifikací vrstvy nervových vláken by mělo být možno rozhodnout, zda 
dané oko onemocnělo glaukomem či se jedná o zdravé oko. U oka, které onemocnělo glaukomem, 
dochází k výpadku vrstvy nervových vláken. Současné metody umožňují hodnocení vrstvy nervových 
vláken přímým způsobem, tedy přímo z fotografie z fundus kamery, případně jinými způsoby. Tato 
práce se zabývá hodnocením vrstvy nervových vláken pomocí texturní analýzy. Výsledkem této práce 
je návrh metody a určení  parametrů,  které  umožňují  rozhodnout,  zda se jedná o oko zdravé (bez 
výpadku vrstvy nervových vláken) nebo o oko nemocné (výpadek vrstvy nervových vláken). 
K dispozici jako vstupní data byly fotografie očního pozadí z fundus kamery. K dispozici jsou 
fotografie  nemocného  a  zdravého  očního  pozadí.  První  část  této  práce  se  zabývá  metodami 
předzpracování těchto fotografií převodem do různých barevných prostorů s důrazem na zvýraznění 
vrstvy nervových vláken. Fotografie byla převedena z RGB barevného prostoru do prostorů CMY, 
YCbCr,  HSV,  YUV, YIQ, XYZ,  xyY,  Luv a  Lab.  Bylo zjištěno,  že v žádném barevném prostoru 
nedojde k výraznému zvýraznění vrstvy nervových vláken, a proto byly jako formát dat pro texturní 
analýzu použity složky RGB prostoru (G+B)/2. Jako vstupní data pro návrh metody pro klasifikaci 
vrstvy nervových vláken byly použity náhoné výřezy 50x50 ze skupiny nemocných a zdravých očí. 
Metoda pro klasifikaci vrstvy nervových vláken je založena na výpočtu co-occurrence matice, 
která  nám  umožňuje  postihnout  prostorové  vztahy  mezi  jednotlivými  pixely  obrazu.  Z  hlediska 
prostotové variantnosti  dat byly spočítány co-occurrence matice ve směrech 0, 45, 90 a 135º,  což 
umožnilo získat  do jisté míry metodu,  která je prostorově invariantní.  Tyto matice byly sečteny a 
následně zprůměrovány a z nich byly spočítány vektory příznaků podle Haralicka. V návrhu metody 
bylo třeba se zabývat volbou vhodné vzdálenosti d pro výpočet co-occurrence matic, tak aby bylo 
dosaženo  co  nejlepšího  oddělení  jednotlivých  příznaků  v  příznakovém  prostoru  pro  skupinu 
nemocných a zdravých očí. Pro zjistění optimální vzdálenosti vzhledem k textuře byly použity dvě 
metriky, Fisherův lineární diskriminant a Kullback – Leibler divergence. Pomocí analýzy skupiny 6 
příznaků byla zvolena optimální vzdálenost d = 5. 
Z hlediska návrhu metody pro klasifikaci bylo spočítáno 14 prostorově-invariantních příznaků z 
co-occurrence  matice,  které  byly  vyhodnocovány  pomocí  t-testu  a  analýzou  středních  hodnot  a 
rozptylů z hlediska klasifikace. Pomocí t-testu bylo zjištěno, že je možné využít všech 14 příznaků, 
protože všechny spolehlivě  oddělují  skupinu zdravých a  nemocných očí.   Nicméně po vykreslení 
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závislostí v příznakovém prostoru bylo zjištěno, že některé příznaky nejsou pro klasifikaci vhodné. A 
proto byla provedena analýza středních hodnot a rozptylů obou skupin očí. Výsledky analýzy jsou 
uvedeny v tab. 4, ze které je možné zhodnotit,  které příznaky se pro hodnocení vrstvy nervových 
vláken  nedají  využít.  Pro  konečnou  představu  o  kvalitě  příznaků  z  hlediska  hodnocení  vrstvy 
nervových vláken byly zobrazeny střední hodnoty a směrodatné odchylky pro vektory jednotlivých 
příznaků, viz. příloha obr.  9.3, na jejichž základě byly vybrány příznaky –  rozptyl, rozptyl součtu, 
průměr součtu. 
Dalším krokem využívajícím poznatky této diplomové práce by bylo vytvoření klasifikátoru, 
založeného na metodě strojového učení, např.  klasifikace pomocí umělých neuronových sítí, pomocí 
klasifikačních  stromů,  či  tzv.  SVM  klasifikátorů,  spočívající  na  jádrových  funkcích.  Aby  bylo 
dosaženo co nejlepší klasifikace bylo by vhodné extrahovat další příznaky z dalších metod texturní 
analýzy,  např.  z  těch,  které  byly  popsány  v  teoretickém  úvodu.  S  větším  počtem  nezávislých 
proměnných je pravděpodobné dosažení lepších vlastností klasifikátoru. 
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Obr. 9.1 - Závislosti šesti příznaků co-occurrence matice na vzdálenosti d 
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 Kullback – Leibler divergence
Obr. 9.2 - Závislosti šesti příznaků co-occurrence matice na vzdálenosti d  
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 Zobrazení vektorů příznaků, jejich středních hodnot a směrodatných odchylek
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 Zobrazení různých příznaků v příznakovém prostoru
Obr. 9.4 - Zobrazení příznaků v příznakovém prostoru
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9.2 Obsah CD
Přiložené CD obsahuje všechny materiály, které vznikly v rámci této diplomové práce. Obsah CD je 
přehledně rozdělen do adresářů.
 <PROGRAMY>
V adresáři PROGRAMY jsou uloženy všechny m-fily, které byly vytvořeny v rámci této diplomové 
práce. Tento adresář je dělen na podadresáře.  Podadresář  <Prostory>  obsahuje m-fily použité pro 
převedení do různých barevných prostorů.  Podadresář  <Fisher_vzdalenost>,  kde je umístěn m-file 
pro realizaci výpočtu Fisherova diskriminantu. Podadresář  <KBL_divergence> obsahuje m-fily pro 
výpočet  Kullback-Leibler  divergence.  Podadresář  <Priznaky_zjisteni_d> obsahuje  m-file  pro 
výpočet co-occurrence matice a výstupní data z toho m-filu. Tento modul je použit  pro výpočet 6 
příznaků,  které  slouží  jako  vstupní  data  pro  výpočet  Fisherova  diskriminantu  a  Kullback-Leibler 
divergence. Podadresář <T-test> obsahuje m-file, který byl použit pro analýzu příznaků pomocí t-testu 
a také analýzou shluků. Podadresář <Vstupni_data> obsahuje 3D matice vstupních vzorků ze skupiny 
nemocných a zdravých očí. Podadresář  <Vystupni_program> obsahuje navržený skript použitelný 
pro libovolný soubor dat, realizující výpočet co-occurrence matice a jejích 14 příznaků. 
 <OBRAZKY>
Adresář  OBRAZKY je  rozdělen  do  podadresářů,  kde  v  jednotlivých  podadresářích  jsou  výstupní 
obrázky z jednotlivých modulů. Podadresář  <Porovnani_prostory>  obsahuje vstupní obraz a jeho 
převedené  ekvivalenty  z  různých  barevných  prostorů  (výřez  1000x1000). Podadresář 
<Vystup_prostory>  obsahuje všechny složky převedeného obrazu ve všech barevných prostorech. 
Podadresář  <Fisher_vystupy> obsahuje  výstupní  obrázky  z  modulu  realizujícího  Fisherův 
diskriminant  ve  formátu  tif.   Podadresář  <KBL_vystupy> obsahuje  výstupní  obrázky z  modulu 
realizujícího  Kullback-Leibler  divergenci.  Obrázky  jsou  ve  formátu  tif.  Podadresář  <Errorbar> 
obsahuje výstupní obrázky z modulu realizujícího t-test. Byly použity pro analýzu použití jednotlivých 
příznaků pro klasifikaci vrstvy nervových vláken. Podadresář <Shluky> obsahuje výstupní zobrazení 
příznaků v příznakovém prostoru. 
 <TEXT>
Tento adresář obsahuje kompletní text této diplomové práce ve formátu pdf. 
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