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41 Einleitung
Diese Arbeit beschÄ aftigt sich mit speziellen Aspekten der stochastischen Ä Uberlagerung, die
als Anonymisierungsmethode zur Sicherstellung der faktischen AnonymitÄ at von Mikroda-
ten eingesetzt wird.2 Insbesondere soll der Zusammenhang zwischen der Ä Uberlagerung
mittels einer Mischungsverteilung einerseits und der Ä Uberlagerung nach dem sogenannten
"HÄ ohne-Verfahren" im Einzelnen dargestellt werden. Wir gehen dabei auch auf die Aus-
wirkungen auf die Beziehung zwischen verschiedenen Merkmalen ein. Dabei wird zunÄ achst
nur der Fall von Querschnittsdaten betrachtet. Die Auswirkungen auf die Analyse von
VerhÄ altniszahlen sowie auf die SchÄ atzung linearer Modelle wird eingehend untersucht. Im
letzten Abschnitt werden ergÄ anzende Ä Uberlegungen fÄ ur Paneldaten angestellt.
In dieser Fassung wurden gegenÄ uber der Fassung, die als IAW-Diskussionspapier erschien
(Version 20 - April 2007) folgende Ä Anderungen vorgenommen:
² Ein neuer Abschnitt 4 Ä uber Lognormalverteilungen als Mischungsverteilungen wur-
de aufgenommen, die Nummerierung der folgenden Abschnitte Ä andert sich entspre-
chend.
² In Abschnitt 7 wurden die Ergebnisse fÄ ur die multiplikative Ä Uberlagerung (allgemei-
ner Fall im Querschnitt) Ä uberarbeitet und erweitert.
² In Abschnitt 9 wurden die Ergebnisse fÄ ur die Wahrscheinlichkeitsgrenzwerte des "nai-
ven"SchÄ atzers, die (wegen NichtberÄ ucksichtigung des Absolutglieds) bisher fehlerhaft
waren, korrigiert. Dies betri®t auch die Ableitung entsprechender KorrekturschÄ atzer.
² Au¼erdem wurde der Abschnitt 10 (neu) Ä uber Paneldaten um einen Unterabschnitt
ergÄ anzt, in dem die Auswirkungen der Korrelation der individuellen E®ekte mit den
Regressoren (NichtexogenitÄ at der Regresoren) betrachtet werden (Abschnitt 10.6
neu).
² In Appendix C wird jetzt ein alternativer Beweis fÄ ur den naiven SchÄ atzer im Fall
der multiplikativen Ä Uberlagerung prÄ asentiert. Die entsprechenden Ergebnisse im Ab-
schnitt 9.4 wurden korrigiert.
² In Appendix D.1 wird die Darstellung des Within-SchÄ atzers um die Darstellung der
Kovarianzmatrix ergÄ anzt. igiert.
² Ein Beweis fÄ ur die alternative Ableitung des 'Within'-SchÄ atzers, der im STATA-
Handbuch vorgeschlagen wird, ¯ndet sich jetzt in Abschnitt D.2.
² Au¼erdem wird in Abschnitt D.5 eine rechentechnisch gÄ unstigere Darstellung des
SchÄ atzers beschrieben.
² In Appendix D.6 ¯ndet sich eine ausfÄ uhrliche Formulierung fÄ ur den KorrekturschÄ at-
zer im multiplen Regressionsmodell bei multiplikativer Ä Uberlagerung mit tels der
"speziellen" HÄ ohne-Spezi¯kation.
² Ein neuer Appendix E betrachtet nun die multiplikative Ä Uberlagerung allgemein
und geht auf die Unterschiede zur HÄ ohne-Ä Uberlagerung ein bei SchÄ atzung mittels
des Within-SchÄ atzers ein.
2Siehe Ronning et al (2005).
5Ferner wurden einige Fehler korrigiert.
2 Eindimensionale Mischungsverteilungen
2.1 Stetige Verteilung
Es seien V1 und V2 zwei stetige Zufallsvarible mit Dichtefunktionen f1(v) und f2(v) sowie
Erwartungswerten ¹i und Varianzen ¾2
i fÄ ur i = 1;2. Wir sagen, eine Zufallsvariable U
entstamme einer (diskreten) Mischung der Verteilungen von V1 und V2, falls ihre Dichte-
funktion durch
g(u) = ®f1(u) + (1 ¡ ®) f2(u) ; 0 < ® < 1 ; (2-1)
gegeben ist, wobei bis auf weiteres unerheblich ist, ob die beiden Ausgangsvariablen V1
und V2 stochastisch unabhÄ angig sind oder nicht (siehe unten).
Gedanklich kann man sich die Mischungsverteilung auch wie folgt vorstellen: Es gibt zwei
(bzw. allgemeiner k - siehe unten) ZustÄ ande, die jeweils mit Wahrscheinlichkeit ®i auftreten
und die sich gegenseitig ausschlie¼ende Ereignisse darstellen. FÄ ur jeden Zustand gibt es
eine Verteilung der Zufallsvariablen U. Je nachdem welcher Zustand eintritt, wird der Wert
der Zufallsvariablen U aus der betre®enden Verteilung generiert.3 Diese Modellvorstellung
nutzt man aus, um Zufallszahlen aus Mischungsverteilungen zu erzeugen.
Symbolisch schreiben wir die "Mischung" auch wie folgt:
U » ® F1(µ1) + (1 ¡ ®) F2(µ2) ;
wobei Fi(µi) die Verteilungsfunktion von Vi bezeichnet und µi deren Parametervektor. Im
Fall der Normalverteilung schreiben wir
U » ® N(¹1 ; ¾2
1) + (1 ¡ ®) N(¹2 ; ¾2
2) : (2-2)
FÄ ur den Erwartungswert von U ergibt sich unter Verwendung von (2-1) direkt
E[U] = ®¹1 + (1 ¡ ®) ¹2 : (2-3)
Ferner ergibt sich fÄ ur den Erwartungswert der quadrierten Zufallsvariablen
E[U2] = ®E[V 2
1 ] + (1 ¡ ®) E[V 2
2 ] :
Daraus folgt fÄ ur die Varianz von U4
V [U] = [E[U2] ¡ (E[U])2
= ®E[V 2
1 ] + (1 ¡ ®) E[V 2




1) + (1 ¡ ®)(¾2
2 + ¹2
2) ¡ [ ®¹1 + (1 ¡ ®)¹2]
2
= ®¾2
1 + (1 ¡ ®)¾2
2 + ®(1 ¡ ®)¹2
1 + (1 ¡ ®)®¹2
2 ¡ 2®(1 ¡ ®)¹1¹2
= ®¾2
1 + (1 ¡ ®)¾2
2 + ®(1 ¡ ®)(¹1 ¡ ¹2)2 :
(2-4)
3Siehe z.B. McLachlan und Peel (2000 section 1.4 "Interpretation of Mixture Models").
4Im folgenden wird V [U] und ¾
2




6Die letzte Zeile zeigt, da¼ nicht die absolute GrÄ o¼e der beiden Parameter ¹1 und ¹2, son-
dern nur deren Di®erenz relevant ist. Im Ä ubrigen unterscheidet sich dies Ergebnis von dem,
das man bekommt, wenn man die Varianz der Summe aus V1 und V2 bestimmt.5 Dort
wÄ urde auch von Bedeutung sein, ob die beiden Zufallsvariablen stochastisch unabhÄ angig
sind oder nicht !
2.2 Diskrete Verteilung
FÄ ur diesen Fall gelten dieselben Formeln wie im Fall von zwei stetigen Zufallsvariablen.
Allerdings ist die Interpretation jetzt etwas anders. Dazu unterstellen wir, da¼ fÄ ur V1 und
V2 folgende Verteilungen gegeben sein sollen:
V1 =
½
1 mit Wahrscheinlichkeit 0.5
3 mit Wahrscheinlichkeit 0.5
; V2 =
½
2 mit Wahrscheinlichkeit 0.5
4 mit Wahrscheinlichkeit 0.5
Man beachte, da¼ die aus der Mischung von zwei binÄ aren Zufallsvariablen resultierende
Zufallsvariable Y nun die vier verschiedenen Werte 1 , 2 , 3 und 4 annehmen kann. Alle
vier Werte werden jeweils mit Wahrscheinlichkeit 1/4 realisiert, wenn ® = 0:5 gilt.
2.3 Beliebig viele stetige (oder diskrete) Zufallsvariable




®i fi(u) ; 0 < ®i < 1 und
X
i
®i = 1 ; (2-5)



















Es sei Vi ein r-dimensionaler Zufallsvektor mit (gemeinsamer) Dichtefunktion
fi(v1i;:::;vri)
5V ar[V1 + V2] = V ar[V1] + V ar[V2] + 2cov[V1;V2].
6Eine Vereinfachung wie in Zeile 5 von Formel (2-4) fÄ ur den Spezialfall von zwei Mischungskomponenten

























¾11i ¾12i ¾1;r¡1;i ¾1ri
¾21i ¾22i ¾2;r¡1;i ¾2ri
...
¾r¡1;1i ¾r¡1;2i ¾r¡1;r¡1;i ¾r¡1;ri






Wir sagen, der r-dimensionale Zufallsvektor U sei durch eine diskrete Mischung von k
verschiedenen r-dimensionalen Verteilungen erzeugt worden, wenn die (gemeinsame) Dich-




®i fi(u1;u2;::: ;ur) (3-1)
gegeben ist.




®i N(¹i ; §i) :






uj g(u1; :::yj ::: ur) dur :::duj :::du1
zu bestimmen.7 Der Einfachheit halber betrachten wir die erste Komponente, d.h. j = 1














u1 g1(u1) du1 :
Andererseits lÄ a¼t sich unter Verwendung der De¯nition (3-1) fÄ ur die gemeinsame Dichte-
























i=1 ®i ¹1i :
Dabei bezeichnet fi1 die Randdichte der Zufallsvariablen Vi1, d.h. der jeweils ersten Kom-
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E[U1U2] = ¾12 + ¹1¹2
gilt.















Dabei ist ¾i(t;s) das (t;s)-Element aus Matrix §i und ¹i(t) das t-Element aus dem Vektor ¹i. In der
Ä Uberlagerung zwecks Anonymisierung duerften die ¾i(t;s) alle gleich Null sein, ausserdem ist ®i = 0:5;i =
1;2 und ¹i(t) = §¹ in der additiven Ä Uberlagerung bzw. ¹i(t) = 1§± in der multiplikativen Ä Uberlagerung.
























= 0:5((1 + ±)
2 + (1 ¡ ±)




Dies bedeutet, da¼ auch in diesem speziellen Fall durch die Mischungsverteilung eine positive Korrelation
erzeugt wird.
9Man beachte, da¼ auch bei Nullkorrelation in den Ausgangsverteilungen eine von Null
verschiedene Korrelation erzeugt wird, sofern nicht alle Elemente des Mittelwertvektors fÄ ur
alle ** gleich Null ist. Da¼ bei unterschiedlichen Mittelwerten eine von Null verschiedenen
Korrelation erzeugt wird, zeigt auch die Graphik 3/1. Man kÄ onnte dieses Bild auch als
Streudiagramm mit zwei "schwergewichtigen"Ausrei¼ern interpretieren, die die Korrelation
erzeugen.
Abbildung 3/1: Mischung von zwei bivariaten Normalverteilungen
Falls man unterstellt, da¼ alle k Komponenten der Mischungsverteilung von U die gleiche






1 %j %j %j
%j 1 %j %j
%j %j 1 %j






(1 ¡ %j)I + %j ¶¶0¤
(3-4)
gegeben, wobei %j der Korrelationsparameter ist und ¶ den Einsvektor bezeichnet. Man




< %j · 1
gelten, damit die obige Matrix positiv de¯nit ist.
Falls wir unterstellen, da¼ alle involvierten Mischungsverteilungen von der Struktur (3-4)























104 Die Logarithmische Normalverteilung als Mischungsver-
teilung
4.1 Eindimensionale Verteilung
Ich entnehme die folgenden Ergebnisse meinem Buch 'Statistische Methoden in der empi-
rischen Wirtschaftsforschung'.
Es sei Y eine normalverteilte Zufallsvariable mit E(Y) = ¹ und Var(Y) = ¾2, d.h.
Y » N (¹; ¾2). Dann sagen wir, X := exp(Y ) sei lognormalverteilt und schreiben
X » L(¹; ¾2) : (4-6)









2¾2 [loge (x) ¡ ¹]2 ª
; x > 0
0 ; sonst
(4-7)
und fÄ ur Erwartungswert und Varianz gilt:




Var(X) = exp(2¹ + ¾2)(exp(¾2) ¡ 1) = exp(2¹ + 2¾2) ¡ exp(2¹ + ¾2) (4-9)
Man beachte bei der Schreibweise in (4-6), da¼ ¹ und ¾2 nicht Erwartungswert und Varianz
der Verteilung sind, sondern da¼ diese durch (4-8) und (4-9) gegeben sind. Ferner kann
man zeigen , da¼ der Modalwert, also das Maximum der Dichtefunktion durch
h = exp(¹ ¡ ¾2) (4-10)
gegeben ist, und da¼ fÄ ur den Median bzw. Zentralwert
z = exp(¹) (4-11)
gilt.
4.2 Multivariate Verteilung
Die multivariate Normalverteilung wird beispielsweise bei S.J. Press (Applied Multivariate
Analysis, 1972 , Kap. 6.4) behandelt. Sie wird durch den Vektor ¹ und die (positiv de¯nite)
Matrix § charakterisiert.


































und fÄ ur die Kovarianzen ergibt sich
cov[Vs;Vt] = exp
½


























Demnach haben die Erwartungswerte und Varianzen im multivariaten Fall dieselbe Struk-
tur wie im univariaten Fall.
Au¼erdem ist erwÄ ahnenswert, da¼ die Kovarianzen und damit die Korrelationskoe±zienten
gleich Null sind, wenn die Parameter ½ts = 0 gesetzt werden. Andererseits impliziert
die Parameterkonstellation ½ts = 1 nicht, da¼ die lognormalverteilten Zufallsvariablen
'perfekte' Korrelation aufweisen. Denn fÄ ur ½ts = 1 ergibt sich
cov[Vs;Vt] = exp
n




























(expf¾s ¾tg ¡ 1)
Die Korrelation wÄ are gleich 1, wenn dieser Ausdruck gleich dem Produkt der Strandard-

















(expf¾sg ¡ 1)(expf¾tg ¡ 1)
Damit die Korrelation stets kleiner oder gleich 1 ist, mu¼ demnach der zuerst gegebene
Ausdruck grÄ o¼er sein als der zweite, bzw. es mu¼
(expf¾s ¾tg ¡ 1) >
p
(expf¾sg ¡ 1)(expf¾tg ¡ 1)
gelten. FÄ ur den Fall ¾s = ¾t ist dies o®ensichtlich der Fall.10 Anders gesagt bedeutet dies,
da¼ die Korrelation nie gleich 1 sein kann!!
4.3 Eindimensionale Mischungsverteilung basierend auf der Lognormal-
verteilung
Eine eindimensionale Mischungsverteilung, deren zwei Komponenten lognormalverteilt
sind, ergibt sich aus der allgemeinen Formel (2-1) unter Verwendung der speziellen Formel
(4-7) fÄ ur die Dichtefunktion der Lognormalverteilung. Ein Beispiel ¯ndet sich in Abbildung
4/2, rechte Seite. Dabei sind die Parameter wie folgt gewÄ ahlt:11
¹1 = ¡0:2957;¾2
1 = 0;1452; ¹2 = 0;6688;¾2
2 = 0;0488;
10Beweis fÄ ur den allgemeinen Fall ???
11Dieses Beispiel verwendet auch Ronning (2005). Siehe Fu¼note Seite 77.
12d.h. die beiden Komponenten haben die folgenden Erwartungswerte:
E[V1] = expf¡0;2231g = 0;80 ; E[V2] = expf0;6932g = 2;00
Dies lÄ a¼t sich optisch aus der Abbildung veri¯zieren. Man beachte, da¼ diese Mischungs-
verteilung stets nur positive Werte annimmt!
Abbildung 4/2: Mischung von zwei Logarithmischen Normalverteilungen
FÄ ur die multiplikative Ä Uberlagerung, bei der diese Mischungsverteilung eingesetzt werden

















Dies lie¼e sich am einfachsten dadurch erreichen, da¼ man
¹1 = ¡¾2
1=2 = und ¹2 = ¡¾2
2=2
setzt. Allerdings ist die resultierende Mischungsverteilung eingip°ig und damit fÄ ur unsere
Zwecke wertlos.




2 = ¾2 ; ¾2 ein beliebiger positiver Wert





(expf¹1g + expf¹2g) = 1
Sodann wÄ ahlen wir zwei positive Zahlen c und d mit der Restriktion c+d < 2 und setzen
¹1 = log(c) und ¹2 = log(d):
Dann lÄ a¼t sich die Bedingung wie folgt schreiben:




13Daraus bestimmen wir den Wert fÄ ur ¾2 wie folgt:
¾2 = 2 (log(2) ¡ log(c + d))
Allerdings ist die Restriktion, da¼ c und d positiv und in der Summe kleiner als 2 sein
sollen, vermutlich eine starke Restriktion. Numerische Beispiele dazu sind geplant.
4.4 Bezug zur Mischungsverteilung basierend auf Normalverteilungen



























Es soll die daraus resultierende Verteilung fÄ ur die Zufallsvariable Y = log(X) bestimmt
werden. Wir wenden den Transformationssatz fÄ ur stetige Verteilungen an, der in allgemei-
ner Form wie folgt lautet:
FÄ ur die Dichte der Zufallsvariablen Y = h(X) gilt
Áy(y) = Ãx(v(y)) jv0(y)j ;
wobei v(y) = h¡1(y) die Umkehrfunktion von h und Ãx(x) die Dichtefunktion
von X ist.
In unserem Fall gilt Y = log(X), d.h. h(x) = log(x) und damit v(y) = exp(y) bzw.
v0(y) = exp(y) = exp(log(x)) = x. Wir erhalten also
Á(y) = Ã(exp(x)) x
Anders gesagt: Die Dichtefunktion von X ist mit x zu multiplizieren, au¼erdem tritt an





















































Dies ist jedoch exakt die Formel fÄ ur die Mischung von zwei Normalverteilungen mit Er-
wartungswert
E[Y ] = ®¹1 + (1 ¡ ®)¹2 : (4-14)
Demnach lÄ a¼t sich die Mischung von logarithmischen Normalverteilungen durch Loga-
rithmierung in eine Mischung von Normalverteilungen Ä uberfÄ uhren, allerdings mit einem
14Erwartungswert, der von der jeweiligen Parameterkonstellation abhÄ angt (und nicht au-
tomatisch den Wert Null annimmt12, wenn die Mischung der logarithmischen Nor-
malverteilungen den Erwartungswert Eins hat!!) Beispielsweise ergibt sich bei der oben
gewÄ ahlten Methode zur Festlegung der Parameter als Erwartungswert
E[Y ] = ® log(c) + (1 ¡ ®) log(d) :
Der Erwartungswert ist nur dann Null, wenn (® = 0:5 und)
d = 1=c
gilt, also z.B. c = 3=2 und d = 2=3.
WÄ ahlt man andererseits - ausgehend von der Mischung von zwei Normalverteilungen - die
(multiplikative) Spezi¯kation a la HÄ ohne, d.h. (® = 0:5 und)
¹1 = 1 + ± ; ¹2 = 1 ¡ ± ; ¾2 = ±2 + ¾2
" ;
dann ergibt sich fÄ ur die Mischung der logarithmischen Normalverteilungen
E[X] = 0:5 exp
½












Dieser Ausdruck kann, weil die Varianz ¾2
" beliebig gewÄ ahlt werden kann, auch beliebige
Werte annehmen!
Entsprechend erhalten wir fÄ ur die additive Spezi¯kation, d.h. (® = 0:5 und)
¹1 = ¹ ; ¹2 = ¡¹ ; ¾2 = ¹2 + ¾2
" ;
als Erwartungswert















5 Stochastische Ä Uberlagerung durch Mischungsverteilungen
Bei der stochastischen Ä Uberlagerung hat die Mischungsverteilung die Aufgabe, die Anony-
misierung in der Weise zu verstÄ arken, da¼ mÄ oglichst wenige Realisationen den Originalwert
- annÄ ahernd - unverÄ andert lassen. Anders gesagt: Die anonymisierten Werte sollten nicht
in der NÄ ahe der Originalwerte liegen. Deshalb sollten im Fall der additiven Ä Uberlagerung
die Realisationen der Ä Uberlagerungsvariablen mÄ oglichst weit entfernt vom Wert Null lie-
gen, im Fall der multiplikativen Ä Uberlagerung mÄ oglichst weit entfernt vom Wert Eins.13
Dies lÄ a¼t sich am besten bzw. einfachsten mit dem in Abschnitt 2.1 betrachteten Spezial-
fall von zwei (stetigen) Mischungskomponenten (d.h. k = 2) erreichen. Andererseits wird
12Das gilt Ä ubrigens auch bereits fÄ ur die Beziehung zwischen Normalverteilung und logarithmischer Nor-
malverteilung selbst (ohne Mischung)!
13Die Idee der Ä Uberlagerung mittels Mischungsverteilung und insbesondere der multiplikativen Ä Uberla-
gerung wurde ebenfalls von Massell, Zayatz und Funk(2006) vorgeschlagen. Diese Autoren verwenden eine
"gesplittete Dreiecksverteilung", was einer Mischungsverteilung entspricht, bei der zwei deutlich separierte,
symmetrisch um 1 positionierte, Intervalle positive Wahrscheinlichkeits-Masse besitzen.
15man zum Zwecke der Anonymisierung beide Mischungskomponenten symmetrisch wÄ ahlen,
insbesondere die Gewichte und die Varianzen gleich gro¼ wÄ ahlen.
Wir behandeln zunÄ achst - ausfÄ uhrlich - den eindimensionalen Fall und dann eher kursorisch
den mehrdimensionalen Fall. In beiden FÄ allen wird zunÄ achst die additive und dann die
multiplikative Ä Uberlagerung betrachtet.
5.1 Eindimensionaler Fall
Im folgenden beschreiben wir die speziellen Parametrisierungen im Fall der Ä Uberlagerung
und wenden dann die Ergebnisse aus Abschnitt 2.1 an, um die ersten und zweiten Momente
zu bestimmen.
5.1.1 Additive Ä Uberlagerung
Im Fall der additiven Ä Uberlagerung wÄ ahlen wir14











Dann ergibt sich aus den allgemeinen Formeln (2-3) und (2-4)
E[U] = 0
und






m in der alternativen Schreibweise.
5.1.2 Multiplikative Ä Uberlagerung
Im Fall der multiplikativen Ä Uberlagerung wÄ ahlen wir die alternative Spezi¯kation
¹1 = 1 + ±m ; ¹2 = 1 ¡ ±m (5-4)
fÄ ur die Erwartungswerte. Im Ä Ubrigen werden die Spezi¯kationen des additiven Falls bei-
behalten: FÄ ur die Varianzen gilt (5-2) und fÄ ur die Gewichte gilt (5-3).
Dann ergibt sich aus den allgemeinen Formeln (2-3) und (2-4)
E[U] = 1
und






m in der alternativen Schreibweise.
14Der Index "m" steht fÄ ur Mischung und bezeichnet Parameter, die die einzelnen Komponenten der
Mischungsverteilung charakterisieren, wenn sie fÄ ur alle Mischungskomponenten identisch gewÄ ahlt werden.
165.2 Mehrdimensionaler Fall
Entsprechend dem Vorgehen im Abschnitt 5.1 beschreiben wir auch fÄ ur mehdimensionale
Verteilungen die speziellen Parametrisierungen im Fall der Ä Uberlagerung und wenden dann
die Ergebnisse aus Abschnitt 3 an, um die ersten und zweiten Momente zu bestimmen.
Auch hier beschrÄ anken wir uns auf den Fall von k = 2 Mischungskomponenten.
5.2.1 Additive Ä Uberlagerung
Im Fall der additiven Ä Uberlagerung wÄ ahlen wir
¹1 = ¹m ; ¹2 = ¡¹m (5-5)
wobei ¹ nicht notwendigerweise identische Erwartungswerte fÄ ur alle r Komponenten be-
sitzt. Ferner soll
§1 = §2 = §m (5-6)
sowie





Dann ergibt sich aus den allgemeinen Formeln (3-2) und (3-3)
E[U] = 0
und
cov[U] = §m + ¹m¹0
m : (5-8)
Man beachte, da¼ die spezielle Parametrisierung der Mischungsverteilung mit ¹1 = ¡¹2 =
¹m eine "VergrÄ o¼erung" der Kovarianzmatrix bewirkt!
5.2.2 Multiplikative Ä Uberlagerung
Im Fall der multiplikativen Ä Uberlagerung wÄ ahlen wir die alternative Spezi¯kation
¹1 = ¶ + ±m ; ¹2 = ¶ ¡ ±m (5-9)
fÄ ur die Erwartungswerte, wobei ±m nicht notwendigerweise identische Werte fÄ ur alle r
Komponenten besitzt. Im Ä Ubrigen werden die Spezi¯kationen des additiven Falls beibe-
halten: FÄ ur die Varianzen gilt (5-2) und fÄ ur die Gewichte gilt (5-3).
Dann ergibt sich aus den allgemeinen Formeln (2-3) und (2-4)
E[U] = ¶
und
cov[U] = §m + ±m±0
m : (5-10)
Falls alle Komponenten von ±m identisch sind, d.h. falls
±m = ±m ¶ (5-11)
17gilt, ergibt sich fÄ ur die Kovarianzmatrix die spezielle Form
cov[U] = §m + ±2
m ¶¶0 :





m I + ±2
m ¶¶0 :
Dieses spezielle Ergebnis wird uns spÄ ater bei der Betrachtung des HÄ ohne-Verfahrens wieder
begegnen. Siehe insbesondere Abschnitt 6.2. Aber auch hier sollte bereits die Bemerkung
gemacht werden, da¼ die Mischungsverteilung mit zwei Komponenten, die mittels des Pa-
rameters ±m symmetrische Zu- und AbschlÄ age erzeugt, dazu fÄ uhrt, da¼ die r Komponenten





(1 ¡ ½)I + ½¶¶0¢








Wohlgemerkt: Obwohl die Verteilungen der einzelnen Mischungskomponenten skalare Ko-
varianzmatrix besitzen , weist die Mischungsverteilung selbst positive Korrelation aus.
Siehe (5-12) in Verbindung mit (5-2).
6 Das HÄ ohne-Verfahren
Das Verfahren, das JÄ org HÄ ohne vorgeschlagen hat, ist vor allem mit der Absicht entwickelt
worden, bei der Ä Uberlagerung von verschiedenen Merkmalen deren Beziehung zueinan-
der, insbesondere das proportionale VerhÄ altnis, einigerma¼en zu erhalten. Hier geht es vor
allem um die formale Darstellung des Verfahrens und um die Frage, ob dies Verfahren mit
einer Mischungsverteilung Ä aquivalent ist bzw. inwiefern es sich davon unterscheidet.
Wir betrachten zunÄ achst das "HÄ ohne-Verfahren"fÄ ur ein einziges Merkmal, dann aber auch
fÄ ur mehrere Merkmale gemeinsam.
6.1 Ein einziges Merkmal
6.1.1 Additiver Fall
Wir betrachten das Modell
U = ¹D + " ; (6-1)
wobei ¹ ein Parameter mit beliebigem Wert ist. FÄ ur die diskrete Zufallsvariable D gilt
D =
½
+1 mit Wahrscheinlichkeit ®
¡1 mit Wahrscheinlichkeit 1 ¡ ®
(6-2)
18und die stetige Zufallsvariable " ist wie folgt spezi¯ziert:
E["] = 0 ; V ["] = ¾2
" (6-3)
wobei die Annahme der Normalverteilung Ä ublicherweise hinzutritt. Ferner wird angenom-
men, da¼ D und " stochastisch unabhÄ angig sind.
Erwartungswert und Varianz von D sind durch
E[D] = 2® ¡ 1 ; V [D] = 4®(1 ¡ ®)
gegeben. Wenn ® = 1=2 gilt, ist der Erwartungswert gleich 0 und die Varianz gleich 1.
Au¼erdem ist die Wahrscheinlichkeitsdichtefunktion von D durch
h(d) = ®
1+d
2 (1 ¡ ®)
1¡d
2 (6-4)
fÄ ur d " f+1; ¡1g gegeben.
FÄ ur Erwartungswert und Varianz von U gemÄ a¼ (6-1) ergibt sich dann
E[U] = ¹(2® ¡ 1) (6-5)
sowie
V [U] = ¹2 V [D] + V [U] = 4®(1 ¡ ®)¹2 + ¾2
" : (6-6)
Insbesondere erhalten wir fÄ ur den "symmetrischen" Fall, d.h. wenn ® = 1=2 gilt,
E[U] = 0 ; V [U] = ¹2 + ¾2
" ;
was dem Resultat fÄ ur die Mischungsverteilung entspricht, wenn dort ebenfalls der "sym-
metrische" Fall betrachtet wird.
6.1.2 Multiplikativer Fall
Im Fall der multiplikativen Ä Uberlagerung verwenden wir statt (6-1) den Ansatz
U = (1 + ± D) + " (6-7)
und erhalten in diesem Fall fÄ ur Erwartungswert und Varianz
E[U] = 1 + ± (2® ¡ 1) (6-8)
sowie
V [U] = ±2 V [D] + V [U] = 4®(1 ¡ ®)±2 + ¾2
" : (6-9)
FÄ ur ® = 1 ¡ ® = 1=2 erhalten wir das Resultat
E[U] = 1 ; V [U] = ±2 + ¾2
" ;
was dem Resultat fÄ ur die Mischungsverteilung (im multiplikativen Fall) entspricht, wenn
dort ebenfalls der "symmetrische" Fall betrachtet wird.
196.1.3 Dichtefunktion im HÄ ohne-Ansatz
Obwohl die Gleichheit der ersten und zweiten Momente dafÄ ur spricht, da¼ Mischungsvertei-
lung und HÄ ohne-Verfahren Ä aquivalent sind, ist dies erst nachgewiesen, wenn die Gleichheit
der Dichtefunktionen gezeigt ist. Dazu gehen wir wie folgt vor: Wir betrachten zunÄ achst
die bedingte Dichte von U gegeben D , multiplizieren diese Dichte mit der Randdichte von
D, um die gemeinsame Dichte zu bestimmen und "integrieren"dann die Zufallsvariable D
aus, um die Randdichte von U zu erhalten. Dabei ist in diesem Fall allerdings wegen der
Diskretheit von D eine Summation vorzunehmen. Wir unterstellen im folgenden zusÄ atzlich
" » N(0; ¾2
") : (6-10)
Additiver Fall: FÄ ur gegebenes D ist U in (6-1) normalverteilt, d.h.
UjD = d » N(¹d ; ¾2
") ;
wobei N die Dichtefunktion der Normalverteilung symbolisieren soll. FÄ ur die gemeinsame
Dichte von U und D erhalten wir dann
g(u;d) = h(d) ¢ N(¹d ; ¾2
")









2 (1 ¡ ®)
1¡D
2 ¢ N(¹d ; ¾2
")
oder
f(u) = ® N(¹1 ; ¾2
") + (1 ¡ ®) N(¹2 ; ¾2
") : (6-11)
Dies entspricht exakt der Dichte der Mischungsverteilung in (2-2), allerdings fÄ ur den Spe-
zialfall identischer Varianzen.
Multiplikativer Fall: FÄ ur gegebenes D ist U in (6-7) normalverteilt, d.h.
UjD = d » N(1 + ± d ; ¾2
") :
Wie im addtiven Fall erhalten wir fÄ ur die gemeinsame Dichte von U und D dann
g(u;d) = h(d) ¢ N(1 + ± d ; ¾2
")









2 (1 ¡ ®)
1¡D
2 ¢ N(1 + ± d ; ¾2
")
oder
f(u) = ® N(1 + ± ; ¾2
") + (1 ¡ ®) N(1 ¡ ± ; ¾2
") : (6-12)
Dies entspricht exakt der Dichte der Mischungsverteilung in (2-2), allerdings fÄ ur den Spe-
zialfall identischer Varianzen.
206.2 Mehrere Merkmale gemeinsam
HÄ ohne hat vorgeschlagen, alle Merkmale mit demselben (multiplikativen) Zu- bzw. Ab-
schlag ± zu versehen und dann bei den einzelnen Merkmalen noch eine (merkmals-spezi¯-
sche) Ä Uberlagerung durchzufÄ uhren. Dahinter steht die Idee, da¼ damit die proportionalen
Beziehungen zwischen den einzelnen Merkmalen bzw. die daraus erzeugten VerhÄ altniszah-
len annÄ ahernd gleich bleiben. 15 Dies soll im folgenden dargestellt werden, sodann soll
nachgewiesen werden, da¼ auch in diesem Fall Ä Aquivalenz zum statistischen Modell der
Mischungsverteilung besteht.
Da HÄ ohnes Vorschlag nur die multiplikative Alternative betrachtet, werden wir uns im
Text auf diese Variante beschrÄ anken. Appendix A stellt ergÄ anzend auch die additive Vari-
ante kurz dar, weil sie in Abschnitt 9 ebenfalls benÄ otigt wird.
6.2.1 Formale Darstellung des Verfahrens
Es wird der r-dimensionale Vektor U betrachtet, fÄ ur dessen j-te Komponente gelten soll:
Uj = (1 + ± D) + "j ;j = 1;:::;r; (6-13)
FÄ ur alle r Komponenten gemeinsam kann man das auch schreiben als
U = (1 + ± D)¶ + " ; (6-14)
wobei ± ein Parameter mit beliebigem Wert ist. Genau wie in Abschnitt 6.1.1 ist die
diskrete Zufallsvariable D durch
D =
½
+1 mit Wahrscheinlichkeit ®
¡1 mit Wahrscheinlichkeit 1 ¡ ®
gegeben (siehe (6-2)) und der r-dimensionale stetige Zufallsvektor " ist entsprechend (6-3)
spezi¯ziert:
E["] = 0 ; cov["] = ¾2
" I (6-15)
wobei die Annahme der Normalverteilung Ä ublicherweise hinzutritt. Genau wie in Abschnitt
6.1.1 wird die stochastische UnabhÄ angigkeit von D und " unterstellt.
FÄ ur den Erwartungswert der Zufallskomponente UJ aus dem Zufallsvektors U ergibt sich
(wie im Fall der Betrachtung eines einzigen Merkmals)
E[Uj] = 1 + ± (2® ¡ 1) ; j = 1;:::;r (6-16)
oder auch kompakter
E[U] = (1 + ± (2® ¡ 1)) ¶ : (6-17)
Im 'symmetrischen' Fall (® = 1=2)ergibt sich
E[U] = ¶ :
Bei der Bestimmung der Kovarianzmatrix ist folgende Beobachtung wesentlich: Da alle r
Komponenten die Zufallsvariable D enthalten, sind die Komponenten von U miteinander
15Darauf werden wir in Abschnitt 8 nÄ aher eingehen.
21korreliert, selbst wenn die Komponenten "j des Zufallsvektors " unkorreliert sind!! Um
die Kovarianz zu bestimmen, betrachten wir zunÄ achst den Erwartungswert des Produktes
UiUj. DafÄ ur erhalten wir16
ED[E"jD[Ui Uj]jD] = ED[(1 + ± D)2] = ED[1 + 2±D + ±2D2] = 1 + 2±(2® ¡ 1) + ±2
und fÄ ur die Kovarianz selbst erhalten wir
cov[Ui Uj ] = 1 + 2±(2® ¡ 1) + ±2 ¡ (1 + ±(2® ¡ 1))2 = ±2 ¡ ±2(2® ¡ 1)2 ¸ 0 :
Diese Kovarianz ist also gleich Null nur fÄ ur ® = 0 bzw. ® = 1, d.h. wenn nur eine ein-
zige Mischungskomponente verwendet wird. Ansonsten ist diese Kovarianz (und damit
auch die entsprechende Korrelation) stets positiv! Im hier besonders interessierenden
'symmetrischen' Fall (® = 1=2) ist die Kovarianz gleich ±2.
FÄ ur die Varianz von Uj gilt ferner (siehe die Ergebnisse in Abschnitt 6.1.2)
V [Uj] = 4®(1 ¡ ®)±2 + ¾2
" ;
und speziell fÄ ur den symmetrischen Fall( ® = 1 ¡ ® = 1=2) erhalten wir
V [U] = ±2 + ¾2
" :
Damit erhalten wir in diesem speziellen Fall fÄ ur den Korrelationskoe±zienten eine beson-
ders einfache Struktur:








Die durch das Verfahren erzeugte Korrelation ist also umso grÄ o¼er, je grÄ o¼er der gemein-
same Zuschlag ± und je kleiner die Ä Uberlagerungsvarianz ¾2
" ist!







4®(1 ¡ ®)±2 + ¾2
" ±2 ¡ ±2(2® ¡ 1)2 ±2 ¡ ±2(2® ¡ 1)2 ±2 ¡ ±2(2® ¡ 1)2
±2 ¡ ±2(2® ¡ 1)2 4®(1 ¡ ®)±2 + ¾2
" ±2 ¡ ±2(2® ¡ 1)2 ±2 ¡ ±2(2® ¡ 1)2
±2 ¡ ±2(2® ¡ 1)2 ±2 ¡ ±2(2® ¡ 1)2 4®(1 ¡ ®)±2 + ¾2
" ±2 ¡ ±2(2® ¡ 1)2






die sich im 'symmetrischen' Fall auf die einfache Form
cov[U] = ¾2





(1 ¡ ½)I + ½¶¶0¢
(6-18)





steht. Man beachte, da¼ diese Korrelation stets positiv ist!
16Wir verwenden
E[D
2] = V [D] + (E[D])
2 = 4®(1 ¡ ®) + (2® ¡ 1)
2 = 1 :
226.2.2 Ableitung der Dichtefunktion
Wir kÄ onnen festhalten, da¼ sich fÄ ur Erwartungswert und Varianz unter bestimmten Be-
dingungen dieselben Resultate ergeben wie bei der Mischungsverteilung: In beiden FÄ allen
gilt
E[U] = ¶ und cov[U] = ¾2
"I + ±2 ¶¶0 (6-19)
Dabei wird dieses Ergebnis in der Mischungsverteilung erreicht, wenn fÄ ur die Mittelwert-
vektoren und die Kovarianzmatrizen in allen Mischungskomponenten folgende sehr spezi-
elle Annahme getro®en wird:
¹j = ±¶ und §j = ¾2
"I (6-20)




sowohl bei der Mischungsverteilung als auch im HÄ ohneverfahren unterstellt wird.
Es bleibt zu prÄ ufen, ob auch im mehrdimensionalen Fall die Dichtefunktion des HÄ ohnever-
fahren mit der De¯nition der Mischungsverteilung gemÄ a¼ (3-1) Ä ubereinstimmt. Bei dieser
Analyse gehen wir wie im eindimensionalen Fall vor. Siehe dazu Abschnitt 6.1.3. Wieder
beschrÄ anken wir uns auf den hier relevanten Fall der multiplikativen Ä Uberlagerung.
Wir betrachten zunÄ achst die bedingte Dichte von U gegeben D , multiplizieren diese Dichte
mit der Randdichte von D, um die gemeinsame Dichte zu bestimmen und "integrieren"
dann die Zufallsvariable D aus, um die Randdichte von U zu erhalten. Dabei unterstellen
wir im folgenden wieder zusÄ atzlich Normalverteilung:
" » N(0; ¾2
"I) : (6-21)
FÄ ur gegebenes D ist U in (6-14) normalverteilt, d.h.
Uj(D = d) » N((1 + ± d)¶ ; ¾2
"I) :
FÄ ur die gemeinsame Dichte von U und D ergibt sich
g(u;d) = h(d) ¢ N((1 + ± d)¶ ; ¾2
"I)









2 (1 ¡ ®)
1¡d
2 ¢ N((1+± d)¶ ; ¾2
"I)
oder
f(u) = ® N((1 + ±)¶; ¾2
"I) + (1 ¡ ®) N((1 ¡ ±)¶; ¾2
"I) : (6-22)
Dies entspricht exakt der Dichte der Mischungsverteilung in (3-1), allerdings fÄ ur den Spe-
zialfall identischer (skalarer) Kovarianzmatrizen.
237 Anonymisierung mittels stochastischer Ä Uberlagerung
Im folgenden bezeichnet Y die originale Variable und Y a die anonymisierte Variable, ent-
sprechend bezeichnen Y und Ya die betre®enden Vektoren im multivariaten Fall. Im
folgenden gehen wir davon aus, da¼ alle Zufallsvariablen stetig sind.
Es soll gelten
E[Y ] = ¹y sowie V [Y ] = ¾2
y (7-1)
bzw. im multivariaten Fall fÄ ur k-dimensionalen Vektor Y
E[Y] = ¹y sowie cov[Y] = §yy (7-2)
7.1 Additive Ä Uberlagerung
Im eindimensionalen Fall gilt
Y a = Y + U (7-3)
wobei U eine stetige Zufallsvariable mit Erwartungswert 0 und Varianz ¾2
u > 0 ist. Im
multivariaten Fall erhalten wir
Ya = Y + U (7-4)
wobei der Zufallsvektor U Erwartungswert 0 und Kovarianzmatrix cov[U] besitzt.
FÄ ur Erwartungswert und Varianz bzw. Kovarianzmatrix ergibt sich




E[Ya] = ¹y und cov[Ya] = cov[Y] + cov[U] (mehrdimensional) :
Falls die Ä Uberlagerung mittels der Mischungsverteilung aus Abschnitt 5.1.1 (bzw. mit
dem HÄ ohne-Verfahren) erfolgt, ergibt sich - im eindimensionalen Fall - fÄ ur die Varianz der
Ä uberlagerten Variablen




wobei ¹m und ¾2
m die Parameter aus der Mischungsverteilung sind, siehe (5-1).
Im multivariaten Fall ergibt sich aus (5-8) als Kovarianzmatrix der Ä uberlagerten Variablen
cov[Ya] = cov[Y] + §m + ¹m¹0
m ; (7-6)
wobei ¹m und §m die Parameter aus der Mischungsverteilung bezeichnen. Siehe Abschnitt
5.2.1.
247.2 Multiplikative Ä Uberlagerung in univariaten Verteilungen
Ä Ublicherweise wird man bei der multiplikativen Ä Uberlagerung unterstellen, da¼ sowohl die
zu Ä uberlagernde Variable Y als auch die Ä Uberlagerun gsvariable U nichtnegativ sind, um
zu garantieren, da¼ die anonymisierte Variable Y a ebenfalls nichtnegativ ist. Dieser Aspekt
wird hier nicht im Einzelnen berÄ ucksichtigt.
FÄ ur den eindimensionalen Fall ergibt sich hier
Y a = Y U (7-7)
wobei U eine positive stetige Zufallsvariable mit Erwartungswert 1 und Varianz ¾2
u > 0
ist, die stochastisch unabhÄ angig von Y erzeugt wird. Alternativ kÄ onnte man schreiben:
E[UjY ] = 1 und V [UjY ] = ¾2
u :
Es ergibt sich aus (7-7)fÄ ur den bedingten Erwartungswert
E[Y ajY ] = 1 ¢ Y
und damit fÄ ur den unbedingten Erwartungswert
E[Y a] = ¹y
Ferner erhalten wir fÄ ur die bedingte Varianz
V [Y ajY ] = Y 2 V [UjY ] = Y 2 ¾2
u
und damit fÄ ur die unbedingte Varianz17





Falls die Ä Uberlagerung mittels der Mischungsverteilung aus Abschnitt 5.1.2 (bzw. mit
dem HÄ ohne-Verfahren) erfolgt, ergibt sich - im eindimensionalen Fall - fÄ ur die Varianz der
Ä uberlagerten Variablen






wobei ±m der Mittelwertparameter und ¾2
m der Varianzparameter aus der Mischungsver-
teilung sind, siehe (5-4) und (5-2).
7.3 Multiplikative Ä Uberlagerung in multivariaten Verteilungen
Im multivariaten Fall sind der sogenannte "skalare' bzw. 'konstante"Fall und der Fall der
"eigentlichen multiplikativen" Ä Uberlagerung zu unterscheiden. Im ersten Fall werden alle
17Es wird die Formel fÄ ur bedingte und unbedingte Varianzen verwendet:
V [Y
a] = EyfV [Y
ajY ]g + VyfE[Y
ajY ]g :
25Komponenten des Merkmals-Vektors mit demselben Faktor multiplikativ Ä uberlagert.
Dies hat den Vorteil, da¼ bei der Bildung von Quotienten dieser Faktor tendenziell (siehe
jedoch Genaueres in Abschnitt 8) eliminiert wird, d.h. da¼ die Quotienten durch diese Art
der multiplikativen Ä Uberlagerung nicht verÄ andert werden!! Formal ergibt sich in diesem
Fall
Ya = U Y (konstante multiplikative Ä Uberlagerung) (7-10)
Dabei soll fÄ ur die (nichtnegative) StÄ orvariable U gelten:
E[UjY] = 1 und V [UjY] = ¾2
u :
Im Fall der eigentlichen multiplikativen Ä Uberlagerung erhalten wir dagegen
Ya = U ¯ Y (eigentliche multiplikative Ä Uberlagerung) (7-11)
wobei U ein positiver Zufalls-Vektor mit
E[U] = ¶ und cov[U] eine beliebige positiv de¯nite Matrix
ist und ¯ das Hadamard-Produkt bezeichnet.18
Es sind aber auch allgemeine Spezi¯kationen denkbar.






U11Y1 + U12Y2 + ::: + U1rYr
U21Y1 + U22Y2 + ::: + U2rYr




betrachten, wobei U eine nichtnegative (r £ r) Zufalls-Matrix ist.
² Schlie¼lich kann man auch noch
Ya = U ¯ Y (7-12)
betrachten, wobei die Zufalls-Matrizen Y und U identische Dimensionen besitzen.
Wir bezeichnen dies als variablenspezi¯sche multiplikative Ä Uberlagerung bei Matri-
zen.
7.3.1 Ä Uberlagerung mit Hilfe eines konstanten Faktors
Im "konstanten" Fall ergibt sich aus (7-10) fÄ ur den bedingten Erwartungswert
E[YajY] = 1 ¢ Y
und damit fÄ ur den unbedingten Erwartungswert
E[Ya] = ¹y
18Siehe Marshall und Olkin (1979 Seite 257-8) fÄ ur einige Eigenschaften des Hadamard-Produktes.
26Ferner erhalten wir fÄ ur die bedingte Varianz-Kovarianz-Matrix folgendes: FÄ ur die Varianz
der einzelnen Komponenten ergibt sich entsprechend dem univariaten Fall
V [Y a
k jY] = ¾2
u Y 2




k jY] = ¾2
u Yj Yk fÄ ur alle j;k j 6= k :
Insgesamt gilt also fÄ ur die bedingte Kovarianzmatrix
cov[YajY] = ¾2
u YY0 :
Zur Berechnung der unbedingten Kovarianzmatrix verwenden wir die Formel fÄ ur bedingte
Erwartungswerte und Kovarianzen und erhalten
cov[Ya] = E[cov[YajY]] + cov[E[YajY]] = ¾2













Man beachte die Entsprechung zu (7-8) fÄ ur den eindimensionalen Fall.
7.3.2 Ä Uberlagerung mit Hilfe unkorrelierter StÄ orvariablen
Eine komplexere Formel ergibt sich fÄ ur den Fall der "eigentlichen multiplikativen" Ä Uberla-
gerung. Dabei spielt o®ensichtlich auch die Annahme Ä uber die Varianzen und Kovarianzen
von U eine Rolle. Wir untersuchen zunÄ achst den einfachsten Fall, in dem alle Uk identische
Varianz ¾2
u besitzen und miteinander unkorreliert sind.
Aus (7-11) ergibt sich fÄ ur den bedingten Erwartungswert
E[YajY] = 1 ¢ Y
und damit fÄ ur den unbedingten Erwartungswert
E[Ya] = ¹y
Ferner erhalten wir fÄ ur die bedingte Varianz-Kovarianz-Matrix folgendes: FÄ ur die Varianz
der einzelnen Komponenten ergibt sich entsprechend dem univariaten Fall
V [YkjY] = ¾2
u Y 2




k jY] = cov[Uj Yj ; UkYkjY] = cov[Uj;Uk]Yj Yk = 0 fÄ ur alle j;k j 6= k ;
weil die Uj unkorreliert sind. Insgesamt gilt also fÄ ur die bedingte Kovarianzmatrix eine























27Zur Berechnung der unbedingten Kovarianzmatrix verwenden wir wieder
cov[Ya] = E[cov[YajY]] + cov[E[YajY]]




























































Man beachte auch hier die Entsprechung zu (7-8) im eindimensionalen Fall.
Demnach stimmen die Varianzen des "eigentlichen"Falls mit den Varianzen des "konstan-
ten" Falls Ä uberein, nicht aber die Kovarianzen. FÄ ur diese lÄ a¼t sich eine AbschÄ atzung wie
folgt vornehmen: Falls alle r Merkmale positiv miteinander korreliert sind und alle Er-
wartungswerte positiv sind (was bei nichtnegativen Merkmalen automatisch der Fall ist),
ergeben sich fÄ ur den eigentlichen Fall kleinere Kovarianzen als im konstanten Fall. Man
vergleiche (7-13) mit (7-14). Wegen der identischen Varianzen bedeutet dies eine geringere
Korrelation im Fall der "eigentlichen" Ä Uberlagerung.
7.3.3 Ä Uberlagerung mit Hilfe von korrelierten StÄ orvariablen
Wir untersuchen nun den spÄ ater interessierenden Fall, da¼ die StÄ orvariablen Uj des Zufalls-
vektors U miteinander korreliert sind. Die Kovarianzmatrix insgesamt soll jetzt allgemein
durch cov[U] gegeben sein. Dies betri®t insbesondere die Ä Uberlagerung mit Hilfe einer
Mischungsverteilung, auf die wir im folgenden Abschnitt 7.3.4 eingehen, was dann jedoch
eine spezielle Struktur der Kovarianzmatrix zur Folge hat.
Wieder gilt fÄ ur den unbedingten Erwartungswert
E[Ya] = ¹y
Ferner erhalten wir fÄ ur die bedingte Varianz-Kovarianz-Matrix wegen
V [YkjY] = ¾2
u Y 2




k jY] = cov[Uj Yj ; UkYkjY] = cov[Uj;Uk]Yj Yk fÄ ur alle j;k j 6= k ;
28und somit fÄ ur die bedingte Kovarianzmatrix insgesamt:
cov[YajY] = cov[U] ¯ YY0 :
Zur Berechnung der unbedingten Kovarianzmatrix verwenden wir wieder
cov[Ya] = E[cov[YajY]] + cov[E[YajY]]
und erhalten in diesem Fall
cov[Ya] = cov[U] ¯ E[YY0] + cov[Y]
= cov[U] ¯ (cov[Y] + ¹y¹0
y) + cov[Y] : (7-15)
7.3.4 Ä Uberlagerung mit Hilfe der Mischungsverteilung
Wir haben in Abschnitt 5.2 und speziell fÄ ur multiplikative Ä Uberlagerung im Unterabschnitt
5.2.2 festgestellt, da¼ die Annahme der Unkorreliertheit nicht mit der Mischungsverteilung
vertrÄ aglich ist, wenn man sie wie dort beschrieben fÄ ur die Ä Uberlagerung einsetzt. Deshalb
mÄ ussen wir, wenn wir eine Mischungsverteilug fÄ ur die stochastische Ä Uberlagerung unterstel-
len, die Annahme aufgeben, da¼ die Ä Uberlagerungsfaktoren miteinander unkorreliert sind.
Andererseits interessiert uns vor allem die Auswirkung der speziellen Parametrisierung,
die wir als HÄ ohneverfahren bezeichnen: Alle Merkmale werden mit demselben Zuschlag
versehen, d.h. gemÄ a¼ (6-13) soll gelten:
Uj = 1 + ± D + "j ;j = 1;:::;r;
Ferner sollen die StÄ orterme "j den "klassischen" Annahmen genÄ ugen:
E["] = 0 ; cov["] = ¾2
" I
Siehe dazu (6-3). Dies fÄ uhrt zu folgender Kovarianzmatrix:
cov[U] = ¾2












gegeben ist. Siehe (6-18). Demnach gilt fÄ ur Varianzen und Kovarianzen:
V [Uj] = ¾2
" + ±2 und cov[Uj;Uk] = ±2 : (7-16)
Dies entspricht der speziellen multiplikativen Ä Uberlagerung, wie sie in Abschnitt 5.2.2
beschrieben wurde.19 FÄ ur diesen speziellen Fall wollen wir deshalb im folgenden Erwar-
tungsvektor und Kovarianzmatrix des Vektors Ya bestimmen.
Es gilt wieder
Y a
j = Uj Yj ; j = 1;:::;r ;
19Dort wurden die etwas abweichenden Bezeichnungen ¾
2
m und ±m gewÄ ahlt.
29Deshalb ergibt sich aus (7-11)fÄ ur den bedingten Erwartungswert
E[YajY] = 1 ¢ Y
und damit fÄ ur den unbedingten Erwartungswert
E[Ya] = ¹y
Ferner erhalten wir fÄ ur die bedingte Varianz-Kovarianz-Matrix folgendes: FÄ ur die bedingte
Varianz der einzelnen Komponenten ergibt sich
V [YjjY] = V [Uj] ¢ Y 2
j fÄ ur alle j
und fÄ ur die bedingten Kovarianzen erhalten wir
cov[Y a
j ;Y a
k jY] = cov[Uj Yj ; UkYkjY] = cov[Uj;Uk] ¢ Yj Yk fÄ ur alle j;k j 6= k ;
Insgesamt ergibt sich also fÄ ur die bedingte Kovarianzmatrix :
cov[YajY] = cov[U] ¯ YY0 =
¡
¾2
"I + ±2 ¶¶0¢
¯ YY0
Zur Berechnung der unbedingten Kovarianzmatrix verwenden wir wieder
cov[Ya] = E[cov[YajY]] + cov[E[YajY]]











Alternativ kÄ onnte man in dieser Formel die Parameter ¾2
m und ±m verwenden. Die Ent-
sprechung zu (7-8) im eindimensionalen Fall ist hier nur noch bedingt gegeben.
7.3.5 Zusammenfassung
Die Ergebnisse der Unterabschnitte von Abschnitt 7.3 lassen sich wie folgt zusammen-
fassen: In allen drei FÄ allen wird auch mittels Ya der Mittelwertvektor erwartungstreu
geschÄ atzt. FÄ ur die Kovarianzmatrix von Ya ergibt sich in allen FÄ allen eine Kovarianz-
matrix mit additiver Struktur: Zu der Kovarianzmatrix cov[Y] wird eine zweite Matrix
addiert, in der die ersten und zweiten Momente von Y sowie die Parameter der Ä Uberlage-
rungsvariablen eine Rolle spielen, d.h. es tritt eine zweite positiv semi-de¯nite Matrix zu
der Matrix cov[Y] hinzu, was den (unterschiedlich gro¼en) E±zienzverlust charakterisiert.
7.4 Korrelation bei multiplikativer Ä Uberlagerung
Es soll nun die Auswirkung der Ä Uberlagerung auf den Korrelationskoe®eizienten eingehen-
der untersucht werden. Dabei konzentrieren wir uns auf die Resultate aus Abschnitt 7.3.4,
in dem Mischungsverteilungen vom HÄ ohne-Typ verwendet werden. Insbesondere ist hier
30die daraus resultierende Formel (7-17)fÄ ur die Kovarianzmatrix relevant. Aus dieser Formel














j ; Y a
k ] = ±2 (½¾j ¾k + ¹j ¹k) + ½¾j ¾k (7-18)
sowie
corr[Y a
j ; Y a
k ] =






















Aus dieser Formel folgt, da¼ die Korrelation von Y a
j und Y a
k eine monotone Beziehung
zur Korrelation der entsprechenden Originalvariablen aufweist: Je grÄ o¼er der Wert des
Korrelationskoe±zienten ½ auf der Skala zwischen -1 und +1 ist, desto grÄ o¼er ist auch
der Wert des Korrelationskoe±zienten fÄ ur die Ä uberlagerten Variablen. Allerdings ist im
Fall ½ = 0 (Originalvariablen unkorreliert) die Korrelation der Ä uberlagerten Variablen im
Allgemeinen ungleich Null und hÄ angt von den Vorzeichen der beiden Erwartungswerte ¹j




(1 + ±2)¾j ¾k
;
d.h. die Orginalvariablen werden nur dann ebenfalls Null-Korrelation aufweisen, wenn
mindestens einer der Erwartungswerte identisch Null ist, was sicher ein singulÄ ares Ereignis
ist.
Aus der Formel (7-19) sieht man auch, da¼ nur die VerÄ anderung des VerhÄ altnisses der
Erwartungswerte und Varianzen fÄ ur die Korrelation der anonymisierten Variablen eine
Rolle spielt. Denn man kann dafÄ ur auch schreiben:
corr[Y a
j ; Y a
k ] =


























Falls ¹j > 0 gilt, bezeichnet man °j als Variationskoe±zienten.









=) ½a > 0 ;
d.h. es hÄ angt von nur von ± sowie °j und °k ab, ob beide Korrelationskoe±zienten das
gleiche oder unterschiedliche Vorzeichen besitzen. Da ± in der Anonymisierungspraxis stets
kleiner als 1 und Ä ublicherweise einen Wert von etwa 0,10 aufweist (und damit ±2 = 0;01
gilt), ist die Abweichung im Vorzeichen zwischen den beiden Korrelationskoe±zienten
allerdings in der Praxis nicht sehr hÄ au¯g!
31Ferner ergeben sich interessante Resultate fÄ ur die FÄ alle, da¼ die Orginalvariablen exakt
positiv bzw. exakt negativ korreliert sind. Im Fall ½ = 1 erhalten wir aus (7-19)
corr[Y a
j ; Y a
k ]½=1 =






















und im Fall ½ = ¡1
corr[Y a
j ; Y a
k ]½=¡1 =






















Vor allem die Formel (7-22) besagt, da¼ die Korrelation der Ä uberlagerten Variablen durch-
aus positiv sein kann, obwohl die Orginalvariablen eine exakte negative Korrelation auf-
weisen! Dies wird tendenziell dann der Fall sein, wenn die Erwartungswerte im VerhÄ altnis
zu den Standardabweichungen gro¼ sind.
Ferner wird bei exakter positiver Korrelation der Orginalvariablen die Korrelation der
Ä uberlagerten Variablen stets kleiner als 1 sein. Dies sieht man deutlicher, wenn man
¹k = ®¹j und ¾k = ¯ ¾j
setzt und dann die rechte Seite von (7-21) wie folgt schreibt:
(1 + ±2)¯ ¾2
j + ±2 ®¹2
j rn
(1 + ±2 + ¾2
")¾2




(1 + ±2 + ¾2
")¯2 ¾2




FÄ ur ® = ¯ = 1 ist unmitelbar zu sehen, da¼ fÄ ur ¾2
" > 0 der Ausdruck kleiner als 1 ist.20
8 Ein°u¼ der Ä Uberlagerung auf Quotienten
8.1 Einleitende Bemerkungen
Das Verfahren, das HÄ ohne vorschlug, soll die - sinnvolle - gemeinsame Anonymisierung
mehrerer Merkmale ermÄ oglichen. Das bedeutet insbesondere, da¼ die (proportionale) Be-
ziehung zwischen verschiedenen Merkmalen nicht zu sehr verÄ andert wird. Statistisch gese-




mit WfY2 > 0g = 1







2 > 0g = 1
abweicht.21
20Beweis fÄ ur den allgemeinen Fall steht noch aus!
21Man kÄ onnte auch die stÄ arkere Forderung aufstellen, da¼ die Verteilung von Z nicht zu sehr von der
Verteilung von Z
a abweichen soll.
32Dabei ist zu beachten, da¼ ganz allgemein der Erwartungswert von Z nicht gleich dem




und nur im Fall der stochastischen UnabhÄ angigkeit von Y1 und Y2 lÄ a¼t sich der Er-
wartungswert wie folgt schreiben:






was allerdings meist auch nicht sehr gut analysierbar ist.22











(E[Y2])3 V [Y2] (8-1)
Demnach ist der Erwartungswert von Z nur annÄ ahernd gleich dem VerhÄ altnis der beiden
merkmals-spezi¯schen Erwartungswerte! Die Abweichung hÄ angt einerseits davon ab, ob die
beiden Merkmale miteinander korreliert sind. Man beachte, da¼ dieser Term mit negativem
Vorzeichen eingeht. Das bedeutet, da¼ eine positive Korrelation sich reduzierend auf den
Erwartungswert von Z auswirkt. Falls die Korrelation Null ist, fÄ allt der zweite Term auf
der rechten Seite weg! Au¼erdem sind GrÄ o¼enordnung von Erwartungswert und Varianz
der Nenner-Variablen Y2 fÄ ur das Ausma¼ der Abweichung verantwortlich!
Wir haben in Abschnitt 6 gezeigt, da¼ der Ansatz von HÄ ohne mit der Verwendung der
Mischungsverteilung Ä aquivalent ist. Deshalb werde ich im folgenden die Formulierung aus
dem genannten Abschnitt bei der Beantwortung der Frage verwenden, welche Beziehung
zwischen Z und Za bei stochastischer Ä Uberlagerung mit einer Mischungsverteilung besteht,
weil sie anschaulicher ist als die direkte Darstellung der Mischungsverteilung in den Ab-
schnitten 2 und 3. Dabei betrachten wir im folgenden nur den fÄ ur unser Projekt relevanten
Fall der multiplikativen Ä Uberlagerung.
8.2 Das VerhÄ altnis von Y1 zu Y2 bei multiplikativer Ä Uberlagerung
Im Folgenden betrachten wir die beiden Zufallsvariablen bzw. Merkmale Y1 und Y2, die
jeweils multiplikativ mit den Faktoren
Uj = (1 + ±jDj) + "j ; j = 1;2 ; (8-2)
Ä uberlagert werden, d.h. die anonymisierten Variablen sind durch
Y a
j = Yj ¢ Uj = Yj ¢ (1 + ±jDj + "j) ; j = 1;2 ; (8-3)











Siehe z.B. Mood Graybill Boes 1974 S. 72.
23Mood Graybill Boes (1974 S. 181). Eine umfassende Analyse der Verteilung von Quotienten liefert das
Buch von Springer(1979). Diesen Hinweis verdanke ich Robert Jung.
33gegeben.
Der Vorschlag von HÄ ohne, der bereits im ersten Anonymisierungsprojekt realisiert wurde24,
lÄ auft darauf hinaus, da¼ die folgenden Restriktionen eingefÄ uhrt werden:
±1 = ±2 = ± (8-4)
und
D1 = D2 mit Wahrscheinlichkeit 1 : (8-5)
Dann ergibt sich fÄ ur das VerhÄ altnis der anonymisierten Variablen
Za =
Y1 ¢ ((1 + ±D) + "1)
Y2 ¢ ((1 + ±D) + "2)
(8-6)
FÄ ur den Erwartungswert eines VerhÄ altnisses von Zufallsvariablen, in dem Fall von
E
·
Y1 ¢ ((1 + ±D) + "1)
Y2 ¢ ((1 + ±D) + "2)
¸
;
ist, wie oben gezeigt, die Analyse komplex. Wir beschrÄ anken uns im folgenden auf den Fall,
da¼ Y1 und Y2 stochastisch unabhÄ angig sind. Da jedoch die Zufallsvariable D im ZÄ ahler und
Nenner von (8-6) steht, sind auch unter dieser UnabhÄ angigkeitsannahme die beiden Terme
nicht stochastisch unabhÄ angig. Jedoch kÄ onnen wir den bedingten Erwartungswert fÄ ur
gegebenes D wie folgt bestimmen:
E[ZajD] = E[Y1] ¢ ((1 + ±D))E
·
1
Y2 ¢ ((1 + ±D) + "2)
¸








((1 + ±D) + "2)
¸
: (8-7)
























(1 + ±D)3 ¾2
"
Dabei hÄ angt die Verzerrung vom Erwartungswert sowie von der Varianz der jeweiligen
Zufallsvariablen ab! Bei der Variablen Y2 ist dies eine empirische Frage; die StÄ orvariable "
wird im allgemeinen bei der Anonymisierung nur eine kleine Varianz aufweisen, was eine
nur unbedeutende Verzerrung impliziert.
FÄ ur den Erwartungswert in (8-7) ergibt sich damit
















24Siehe Ronning et al (2005).
25Siehe Mood Graybill Boes 1974 S. 181 sowie Formel (8-1) weiter oben. Man beachte, da¼ wir im ZÄ ahler
des Ausdrucks die Konstante 1 stehen haben. Somit ist die Kovarianz zwischen Y2 und 1 gleich Null!
34DafÄ ur kÄ onnen wir in grober Approximation auch schreiben:












+ R ; (8-9)
















(1 + ±D)3 ¾2
"
¶
unabhÄ angig davon , ob D = 1 oder D = ¡1 gilt, die Ungleichung
R > 0




Ä uberschÄ atzen. Andererseits kÄ urzt sich der Faktor (1 + ±D) umso exakter heraus (und
spielt in R keine Rolle), je kleiner die Ä Uberlagerungs(rest)varianz ¾2
" gewÄ ahlt wird. Siehe
(8-7).
Wenn sich der Faktor (1 + ±D) herauskÄ urzt, dann ist der bedingte Erwartungswert
E[ZajD] nicht mehr von D abhÄ angig, d.h. dann ist der bedingte Erwartungswert mit
dem unbedingten Erwartungswert E[Za] identisch. Die hier prÄ asentierten Ä Uberlegungen
gelten jedoch nur fÄ ur den Fall, da¼ Y1 und Y2 stochastisch unabhÄ angig sind. In der Simu-
lationsstudie, die im folgenden Unterabschnitt prÄ asentiert wird, werden wir auch den Fall
betrachten, da¼ die beiden Variablen korreliert sind.
8.3 Simulationsergebnisse
In diesem Abschnitt sollen die zuvor theoretisch analysierten Sachverhalte durch einige
numerische - simulierte - Beispiele illustriert werden. Dazu betrachte ich zwei Zufallsvaria-
ble X und Y sowie deren VerhÄ altnis Z. Ferner betrachte ich die multiplikativ Ä uberlagerten
Variablen Xa und Y a sowie das daraus resultierende VerhÄ altnis Za. Siehe dazu die Aus-
fÄ uhrungen in Abschnitt 8.1.

















Zwecks Anonymisierung werden diese beiden Variablen wie folgt Ä uberlagert:
Xa = (1 + ±D + "x) X










35Die beiden Annahmen der Normalverteilung sind insofern problematisch, als dadurch nicht
garantiert ist, da¼ (a) die Ausgangsvariablen stets nichtnegativ und (b) die Ä Uberlagerungen
stets positiv sind. Ich habe dies dadurch vermieden, da¼ ich die Erwartungswerte ¹x und
¹y relativ gro¼ gewÄ ahlt habe.26
In den folgenden Beispielen wurde stets
± = 0:10 und ¾" = 0:03
gewÄ ahlt. Dabei werden drei verschiedene Ausgangsszenarios zugrunde gelegt:
A ¹x = ¹y ; ¾2
x = ¾2
y, Variationskoe±zienten klein
B ¹x = ¹y ; ¾2
x = ¾2
y, Variationskoe±zienten sehr klein
C ¹x < ¹y ; ¾2
x < ¾2
y,
FÄ ur alle drei Szenarios wurde die Korrelation wie folgt variiert: ½ " f¡0:999; 0; +0:999g
AlleBeispiele wurden mit n = 100 Beobachtungen und 50 Wiederholungen simuliert. Die
Ergebnisse sind in der folgenden Tabelle zusammengefa¼t.27
¹x ¹y ¾x ¾y ½ ½
a r
a ¹x
¹y z ¾z z
a ¾za bias
Szenario A
10.00 10.00 2.00 2.00 -0.999 -0.5914 -0.5836 1.0000 1.0961 0.0454 1.0959 0.0453 0.0780
10.00 10.00 2.00 2.00 0.000 0.1948 0.1933 1.0000 1.0385 0.0335 1.0391 0.0337 0.0400
10.00 10.00 2.00 2.00 0.999 0.9810 0.9806 1.0000 1.0001 0.0010 1.0010 0.0039 0.0000
Szenario B
25.00 25.00 2.00 2.00 -0.999 0.2039 0.2212 1.0000 1.0152 0.0130 1.0177 0.0142 0.0128
25.00 25.00 2.00 2.00 0.000 0.5757 0.5732 1.0000 1.0071 0.0111 1.0074 0.0123 0.0064
25.00 25.00 2.00 2.00 0.999 0.9475 0.9464 1.0000 1.0000 0.0004 1.0021 0.0045 0.0000
Szenario C
10.00 20.00 2.00 4.00 -0.999 -0.5914 -0.6022 0.5000 0.5461 0.0266 0.5461 0.0264 0.0340
10.00 20.00 2.00 4.00 0.000 0.1948 0.2072 0.5000 0.5257 0.0160 0.5268 0.0160 0.0200
10.00 20.00 2.00 4.00 0.999 0.9810 0.9804 0.5000 0.5001 0.0006 0.5011 0.0020 0.0000
Bemerkungen
½
a gibt den theoretischen Korrelationskeo±zienten gemÄ a¼ (7-19) an.
r
a gibt den empirischen Korrelationskoe±zienten Ä uber alle Wiederholungen gemittelt an.
z gibt den geschÄ atzten Wert von Z Ä uber alle Wiederholungen gemittelt an.
¾z gibt die entsprechende Standardabweichung an.
z
a gibt den geschÄ atzten Wert von Z
a Ä uber alle Wiederholungen gemittelt an.
¾za gibt die entsprechende Standardabweichung an.
"bias" gibt die Summe aus dem zweiten und dritten Summanden auf der rechten Seite von (8-1) an.
Als erstes fÄ allt auf, da¼ bei allen drei Szenarios die Korrelation ½a der Ä uberlagerten Va-
riablen stark von derjenigen fÄ ur die Originalvariablen abweicht. Dies ist in Szenario B
besonders deutlich; dort ergibt sich ein deutlich positiver Wert fÄ ur ½a, wÄ ahrend fÄ ur die
Originalvariablen ½ = ¡0:999 gilt! Wenn ½ positiv ist, nimmt die Diskrepanz ab, ist aber
immer noch deutlich sichtbar. Im Ä ubrigen werden die Ergebnisse fÄ ur ½a durch das empiri-
sche Ma¼ ra bestÄ atigt. Bemerkenswert ist die Gleichheit von ½a in den Szenarios A und C.
26Eine formal bessere LÄ osung wÄ are, sowohl fÄ ur die Ausgangsvariablen als auch fÄ ur die Ä Uberlagerungs-
Reste Lognormalverteilungen zu verwenden. Dabei sollten die Ausgangsvariablen im Intervall [0;1) und
die Ä Uberlagerungen im Intervall [(¡(1 + ±D);1) variieren.
27Alle Ergebnisse wurden mit den GAUSS-Programmen QUOT01.prg, QUOT02.prg und QUOT03.prg
(Laptop Ronning, Februar 2007) erzeugt.
36Hier wirkt sich aus, da¼ die Variationskoe±zienten fÄ ur X und Y in beiden FÄ allen identisch
sind. Aus (7-19) ergibt sich, da¼ dann das Ma¼ ½a konstant bleibt.
Wesentlich ist ferner die Beobachtung, da¼ bereits der aus den Originalvariablen gebildete
Quotient Z eine Verzerrung aufweist, die dann stÄ arker ist, wenn die Originalvariablen sehr
hohe negative Korrelation aufweisen. Diese Verzerrung wird durch die Bias-Formel (8-1)
sehr gut abgebildet. BezÄ uglich des aus den Ä uberlagerten Variablen erzeugten Quotienten
ergibt sich, da¼ dieser kaum von dem Quotienten, der aus den Originalvariablen gebildet
wird, abweicht. Dies gilt praktisch unabhÄ angig davon, wie gro¼ die Diskrepanz zwischen
den Korrelationskoe±zienten ½ und ½a ist. Die ursprÄ ungliche Motivation fÄ ur die Verwen-
dung des "HÄ ohne"-Verfahrens wird dadurch insoweit "legitimiert", da¼ der Quotienten-Bias
der anonymisierten Variablen mit dem der Originalvariablen harmoniert. Andere Aus-
wirkungen, vor allem die stark abweichende Korrelation sowie die Konsequenzen fÄ ur die
SchÄ atzung von linearen Modellen (siehe dazu den folgenden Abschnitt), sind allerdings
ebenfalls zu bewerten.
9 Lineare Modelle mit Fehler in den Variablen aus Mischungs-
verteilungen
9.1 Einleitung
Im Folgenden soll untersucht werden, wie sich fehlerbehaftete Variablen auf die SchÄ atzung
von linearen Modellen auswirken. GegenÄ uber der bisherigen Literatur neu ist die Annahme
von kontemporÄ ar korrelierten Fehler- bzw. Ä Uberlagerungsvariablen.
Wir betrachten das (klassische) multiple lineare Regressionsmodell, das wir wie folgt schrei-
ben:
y = ¯0 ¶ + X¯ + ´ (9-1)
Dabei ist ¶ ein Einsvektor und X eine (n £ K)-Matrix, d.h. wir haben n Beobachtungen
(im Querschnitt) und K (echte) Regressoren. FÄ ur die ersten und zweiten Momente von ´
soll gelten:
E[´] = 0 und cov[´] = ¾2
´ I: (9-2)








und seine Kovarianzmatrix ist durch





gegeben. Dabei ist die idempotente Matrix M¶ durch





37Im folgenden sollen die Auswirkungen einer additiven bzw. multiplikativen Ä Uberlagerung
der Regressormatrix X sowie des Vektors y auf die SchÄ atzung des Parametervektors ¯ un-






FÄ ur den Fall unkorrelierter Fehlervariablen kÄ onnen wir auf Ergebnisse aus Rosemann
(2006) zurÄ uckgreifen. Dies gilt vor allem fÄ ur den bisher wenig behandelten multiplikati-
ven Fall. FÄ ur additive Ä Uberlagerung sind die Ergebnisse ohnehin seit lÄ angerem bekannt
und kÄ onnen in jedem Ä Okonometrie-Lehrbuch nachgelesen werden. Beim Fall der korre-
lierten Fehlervariablen interessiert vor allem die spezielle Ä Uberlagerungsstruktur, die wir
im HÄ ohne-Verfahren betrachtet haben (siehe Abschnitt 6.2) und die wir im folgenden mit
einer °exibleren Spezi¯kation vergleichen. Allerdings ist diese Spezi¯kation , die im einzel-
nen weiter unten dargestellt wird, nicht Ä aquivalent zu einer Mischungsverteilung im Sinne
von Abschnitt 3.
Im Fall der additiven Ä Uberlagerung gilt
ya = y + u und Xa = X + U (9-6)
im Fall der multiplikativen Ä Uberlagerung gilt
ya = y ¯ u und Xa = X ¯ U (9-7)
Dabei ist u ein Zufallsvektor und U eine Zufallsmatrix. Man beachte, da¼ im Gegensatz
zu den Abschnitten 1 bis 7 hier eine andere Symbolik verwendet wird.28 FÄ ur (9-7) kÄ onnen
wir auch schreiben:
ya = y ¯ uy und (xa
1; ::: ;xa
K) = (x1 ¯ u1; ::: ;xK ¯ uK); (9-8)
womit die separate Ä Uberlagerung jedes Regressor xk besonders gut analysiert werden
kann. Es wird sich allerdings herausstellen, da¼ eine zeilenweise d.h. beobachtungspunkt-
spezi¯sche Darstellung mehr weiterhilft, indem wir (9-6) wie folgt schreiben:
(ya)0 = (yh1i ¢ uh1i;yh2i ¢ uh2i;:::;yhn ¡ 1i ¢ uhn ¡ 1i;yhni ¢ uhni)
und (9-9)
(Xa)0 = (xah1i; ::: ;xahKi) = (xh1i ¯ uh1i; ::: ;xhni ¯ uhni);
Dabei bezeichnet der Index in eckigen Klammern einen bestimmten Beobachtungspunkt.
Der Vektor xhii ist K-dimensional und steht - gestÄ urzt - fÄ ur die i-te Zeile (!) der Matrix
X. Auch die Vektoren uhii sind K-dimensional und stehen - gestÄ urzt - fÄ ur die i-te Zeile
der Matrix U.
In bestimmten FÄ allen benÄ otigen wir noch eine zusÄ atzliche Darstellung fÄ ur die "gemein-
same" (multiplikative) Ä Uberlagerung von Regressoren und Regressand: Dabei enthalten
die einzelnen Zufallsvektoren K Elemente, wenn nur die Regressoren Ä uberlagert werden
und K + 1 Elemente, wenn zusÄ atzlich die abhÄ angige Variable Ä uberlagert wird. Dies soll
durch die Bezeichnungen ux und uy kenntlich machen, die im letzteren Fall gemeinsam






28In Abschnitt 3 haben wir U als Zufallsvektor eingefÄ uhrt. Jetzt mÄ ussen wir die Ä Uberlagerung fÄ ur alle
n Beobachtungen modellieren, deshalb die geÄ anderte Symbolik.
389.2 Spezielle und °exible HÄ ohne-Spezi¯kation
Im folgenden werden wir die spezielle HÄ ohne-Spezi¯kation (6-13) bzw. (6-14), die einen
identischen Zuschlag ± fÄ ur alle r = K Merkmale (bei ausschlie¼licher Ä Uberlagerung der
Regressoren bzw. r = K+1 bei zusÄ atzlicher Ä Uberlagerung auch der abhÄ angigen Variablen)
fordert, betrachten, die wir hier fÄ ur einen bestimmten Beobachtungspunkt i wie folgt
schreiben:
uhii = (1 + ± Dhii)¶ + "hii ; i = 1; ::: ;n : (9-10)
wobei die stochastischen Spezi¯kationen der Zufallsvariablen D und des Zufallsvektors "
fÄ ur jedes i durch (6-2) und (6-3) gegeben sind.
Im Gegensatz dazu geht die "°exiblere" Spezi¯kation davon aus, da¼ fÄ ur jedes der r = K
(bzw. r = K+1) Merkmale das Vorzeichen des Zuschlags, nicht aber der Zuschlag selbst
Ä uber die Merkmale variiert wird. Dies schreiben wir als
uhii = (¶ + ± Dhii) + "hii ; i = 1; ::: ;n : (9-11)
wobei D jetzt ein r-dimensionaler Zufallsvektor ist, dessen Komponenten jeweils die Spe-
zi¯kation (6-2) erfÄ ullen und die stochastisch voneinander unabhÄ angig sind. Man kann zei-
gen, da¼ Erwartungswerte und Varianzen dieser Spezi¯kation denen von (9-10) bzw. (6-14)
entsprechen. Dagegen sind alle Kovarianzen gleich Null.29: Insbesondere gilt fÄ ur den "sym-
metrischen" Fall
E[uj] = 1 ; V [uj] = ±2 + ¾2
" ; cov[uj;uk] = 0 fÄ ur allej;k; j 6= k :
9.3 Additive Ä Uberlagerung im linearen Regressionsmodell
9.3.1 Allgemeine Bemerkungen
Obwohl die Ergebnisse fÄ ur den Fall der additiven Ä Uberlagerung seit langem bekannt sind,
sollen sie hier der VollstÄ andigkeit und auch zum Vergleich mit den Ergebnissen fÄ ur den
multiplikativen Fall kurz vorgestellt werden. Dabei nehme ich wiederholt Bezug auf Er-
gebnisse in Rosemann (2006), ohne dies an allen Stellen ausdrÄ ucklich kenntlich zu machen.
Auch Ä ubergehe ich die einzelnen Annahmen, unter denen diese (asymptotischen) Ergeb-




X0M¶X ´ Q (9-12)
eine feste und regulÄ are d.h. invertierbare Matrix ist. Damit weiche ich von der Ä ublichen An-
nahme ab, die die Momentenmatrix X0X betrachtet, wie dies auch Rosemann (2006) tut.
Der Unterschied besteht allerdings nur darin, da¼ ich statt der Originalwerte die Abwei-
chungen vom Mittel betrachte, also zentrierte Momente statt der unzentrierten Momente.
29Die stochastischen Eigenschaften dieser Spezi¯kation werden in Appendix B beschrieben! Insbesondeer
lÄ a¼t sich zeigen, da¼ in diesem Fall keine Ä Aquivalenz zu einer Mischungsverteilung besteht.
399.3.2 Ausschlie¼liche Ä Uberlagerung der Regressoren




= (cov[u] + Q)
¡1 Q¯ (9-13)
wobei cov[u] durch (7-6) gegeben ist. Der "naive" SchÄ atzer "unter"schÄ atzt also in diesem
all den wahren Wert derart, da¼ die Norm von plim^ ¯
a
kleiner ist als die von ¯.30 Dies
entspricht dem bekannten Ergebnis im Fall der Einfachregression.
Vorausgesetzt da¼ Q und cov[u] bekannt sind oder konsistent geschÄ atzt werden kÄ onnen,
lÄ a¼t sich aus diesem Ergebnis ein konsistenter "Korrektur-SchÄ atzer" wie folgt de¯nieren:
^ ¯
a;korr
= Q¡1 (cov[u] + Q) ^ ¯
a
:
Dabei ist ^ ¯
a
durch (9-5) gegeben. Im Fall der Anonymisierung ist allerdings nur die Re-




Xa0M¶Xa = cov[x] + cov[u] = Q + cov[u]

















was der Formel (16.77) bei Rosemann (2006) entspricht.
Es wird im Einzelnen noch zu untersuchen sein, wie sich die beiden unterschiedlichen
Kovarianzmatrizen, die aus der "speziellen" bzw. "°exiblen" Spezi¯kation folgen, auf die
Inkonsistenz des "naiven" SchÄ atzers auswirken. FÄ ur den speziellen Fall erhalten wir aus
Appendix A
cov[u] = ¾2
"I + ¹2 ¶¶0 = 1
¾2






gegeben ist. Man beachte, da¼ diese Korrelation stets positiv sein wird!
Dagegen gilt im Fall der "°exiblen" Spezi¯kation
cov[u] = (¹2 + ¾2
") I :
Siehe (B-2) fÄ ur den "symmetrischen' Spezialfall (® = 0;5). In diesem Fall besteht also
keine Korrelation zwischen den einzelnen Komponenten!
30Man kann zeigen, da¼ die Eigenwerte von (A+B)
¡1A , A und B positiv de¯nit, stets kleiner als 1 sind,
was zu einer "Schrumpfung" (englisch "shrinkage") des Vektors x fÄ uhrt, d.h. k(A + B)
¡1Axk · kxk :
Siehe z.B. Ronning(1977). FÄ ur entsprechende Ergebnisse bezÄ uglich der Matrix (A+B)
¡1¯A siehe Marshall
und Olkin (1979 S. ).
409.3.3 Gemeinsame Ä Uberlagerung aller Variablen
Derselbe Wahrscheinlichkeitsgrenzwert ergibt sich, wenn auch die abhÄ angige Variable (ad-
ditiv) Ä uberlagert wird und zwischen den Ä Uberlagerungsvariablen keine Korrelation be-
steht.31 Rosemann (2006) betrachtet jedoch auch den Fall, in dem Korrelation zwischen
dem Vektor ux und der Ä Uberlagerung uy fÄ ur die abhÄ angige Variable besteht. Dieser Fall
wird in der Lehrbuchliteratur als nicht sehr bedeutsam angesehen. Im Fall der Ä Uberla-
gerung durch multivariate Mischungsverteilungen ist er allerdings wichtig, weil gerade im
'speziellen" HÄ ohneverfahren diese Korrelation besteht, wie bereits oben demonstriert. In
diesem Fall ergibt sich folgender Wahrscheinlichkeitsgrenzwert:
plim^ ¯
a
= (cov[u] + Q)
¡1 (Q¯ + cov[ux;uy]) (9-15)
Dabei ist cov[ux;uy] ein Vektor, der die Kovarianzen von ux mit uy enthÄ alt. Im "speziellen"
Fall hat dieser Vektor folgende Struktur:
cov[ux;uy] = ¹2 ¶ : (9-16)
Siehe Appendix A. Dagegen ist im Fall der "Flexiblen" Spezi¯kation dieser Vektor gleich
dem Nullvektor. Konsequenz dieses Ergebnisses ist, da¼ sich unterschiedliche Verzerrungen
fÄ ur beide Spezi¯kationen ergeben.
FÄ ur den Fall, da¼ Korrelation zwischen den Me¼fehlern der Regressoren und des Regres-










Dabei ist ^ ¯
a



























Abschlie¼end sei zur VollstÄ andigkeit vermerkt, da¼ sich nur im Fall, da¼ ausschlie¼lich
die abhÄ angige Variable (additiv) Ä uberlagert wird, eine konsistente SchÄ atzung ergibt!
Siehe z.B. Rosemann (2007 Seite 158-163). Auf SpezialfÄ alle, in denen einzelne Regresso-
ren Ä uberlagert werden, gehe ich nicht ein. Auch wird die nicht unwichtige SchÄ atzung der
Restvarianz bzw. der Kovarianzmatrix des naiven SchÄ atzers nicht behandelt.
9.4 Multiplikative Ä Uberlagerung im linearen Regressionsmodell
9.4.1 Allgemeine Bemerkungen
Wir unterstellen, da¼ die einzelnen n Beobachtungspunkte stochastisch unabhÄ angig von-
einander Ä uberlagert werden, bzw. da¼ die Me¼fehler zwar "kontemporÄ ar"(= beobachtungs-
punktspezi¯sch) korreliert sein kÄ onnen, nicht aber Ä uber verschiedene Beobachtungspunkte
31Allerdings steigt die Varianz des SchÄ atzers.
41hinweg.32 In diesem Fall ist die spezielle Formulierung der multiplikativen Ä Uberlagerung
der Regressormatrix aus (9-8) besonders geeignet:
(Xa)0 = (xah1i; ::: ;xahKi) = (xh1i ¯ uh1i; ::: ;xhni ¯ uhni);
Die obige Annahme kann dann wie folgt prÄ azisiert werden: Die n Zufallsvektoren
uh1i ; uh2i ;:::; uhni ;
sind stochastisch voneinander unabhÄ angig. Dabei enthalten die einzelnen Zufallsvektoren
K Elemente, wenn nur die Regressoren Ä uberlagert werden und K + 1 Elemente, wenn
zusÄ atzlich die abhÄ angige Variable Ä uberlagert wird. Dies werden wir durch die Symbolik








Bei Rosemann (2006) wird im Einzelnen ausgefÄ uhrt, wie die Wahrscheinlichkeitsgrenzwerte
im Fall der multiplikativen Ä Uberlagerung abgeleitet werden. Allerdings ist zu beachten, da¼
im Gegensatz zu Rosemann (2006) in dieser Arbeit ein Absolutglied (siehe (9-1))
explizit berÄ ucksichtigt wird, wodurch sich die Ergebnisse deutlich verÄ andern. Deshalb
sollen die - modi¯zierten - Beweise im Folgende ebenfalls geliefert werden.33
9.4.2 Ausschlie¼liche Ä Uberlagerung der Regressoren






Die Matrix Xa0M¶Xa =n enthÄ alt die die empirischen zentrierten zweiten Momente der
multiplikativ Ä uberlagerten Regressoren und tendiert deshalb gegen die Kovarianzmatrix
einer bestimmten Zeile von Xa tendiert, die wir oben mit
xahii = xhii ¯ uhii ; i = 1;:::;n;
bezeichnet haben.
Wir verwenden nun die Formel (7-15), die in der hier verwendeten Symbolik (mit xhii¯uhii
statt Ya = Y ¯ U) zu folgendem Ergebnis fÄ uhrt:
cov[xahii] = cov[uhii] ¯ (cov[xhii] + E[xhii]E[xhii]0) + cov[xhii :
Wegen der identischen Verteilung Ä uber alle n Stichprobenpunkte kann man dann auch
schreiben:
cov[xa] = cov[u] ¯ (cov[x] + ¹x¹0
x) + cov[x] : (9-18)
32Diese Annahme wird natÄ urlich auch bei der additiven Ä Uberlagerung gemacht, wurde dort aber nicht
speziell problematisiwert.
33Siehe Lin (1986) und Hwang(1989) fÄ ur den Beweis im Fall nicht zentrierter Momente. Die vor allem bei
Hwang (1989) verwendete Beweistechnik ist hier nicht anwendbar, weil der Operator M¶ das arithmtische
Mittel Ä uber alle n Stichprobenpunkte fordert. Siehe jedoch Appendix C, der unter expliziter Beachtung
des Absolutglieds den Wahrscheinlichkeitsgrenzwert fÄ ur den Gesamtvektor (®;¯
0)
0 bestimmt.




Xa0M¶Xa = cov[u] ¯ (Q + ¹x ¹0
x) + Q








Xa0M¶ (®¶ + X¯ + ") =
1
n






















cov[u] ¯ (Q + ¹x ¹0
x) + Q
¢¡1 Q¯ ; (9-19)
wobei Q durch (9-12) gegeben ist.
9.4.3 Gemeinsame Ä Uberlagerung aller Variablen










zu bestimmen. Da dieser Vektor die empirischen Kovarianzen zwischen xa
ik = xik ¢ uik
und ya
i = yi ¢ uiy enthÄ alt, tendieren die einzelnen Elemente dieses Vektors gegen die
entsprechenden theoretischen Kovarianzen, die im folgenden zu bestimmen sind. Dabei
verwenden wir die Modellannahme
yi = ® +
K X
`=1
¯` xi` + "i ; i = 1;:::;n ;
die Ä aquivalent zu (9-1) ist.
Wir verwenden wieder die Formel (7-15) fÄ ur die Kovarianz, die wir hier - unter Vernach-







































































¯` x` + ")cov[uk;uy]] = (®¹k +
K X
`=1
¯` (¾k` + ¹k ¹`)) cov[uk;uy]
und fÄ ur die Kovarianz des Vektors der bedingten Erwartungswerte erhalten wir
cov [xk ; y] = cov[xk;®] + cov[xk;
K X
`=1




Wenn wir die ergebnisse fÄ ur alle K Elemente gemeinsam schreiben, so erhalten wir fÄ ur den
Vektor der Ergebnisse aus dem ersten Ausdruck
©




und der Vektor, der aus dem zweiten Ergebnis folgt, lautet
Q ¯
Damit erhalten wir folgenden Wahrscheinlichkeitsgrenzwert fÄ ur den "naiven" SchÄ atzer im




















wobei cov[ux] die (n£n)-Kovarianzmatrix der Ä Uberlagerungsvariablen aus ux und cov[ux;uy]
den n-dimensionalen Vektor der Kovarianzen zwischen den Elementen aus ux und uy be-
zeichnet. Konsistenz ist demnach nur dann gegeben, wenn beide gerade erwÄ ahnten Aus-
drÄ ucke gleich der Nullmatrix bzw. gleich dem Nullvektor sind. Insbesondere mu¼ die Ko-
varianzmatrix cov[ux] eine Nullmatrix sein, d.h. auch die Diagonalelemente (= Varianzen)
mÄ ussen gleich Null sein!
Im Fall der HÄ ohneÄ uberlagerung gilt
cov[ux] = ¾2




±2 ¶ fÄ ur die spezielle Spezi¯kation
0 fÄ ur die °exible Spezi¯kation
(9-22)
9.4.4 KorrekturschÄ atzer
Vorausgesetzt da¼ Q und cov[u] bekannt sind oder konsistent geschÄ atzt werden kÄ onnen,
lÄ a¼t sich aus dem Ergebnis (9-19) fÄ ur den Fall der ausschlie¼lichen (multiplikativer) Ä Uber-









34Siehe auch den alternativen Beweis in Appendix C.
44Im Fall der Anonymisierung ist allerdings nur die Regressormatrix Xa bekannt, die Matrix




Xa0M¶Xa = cov[u] ¯ Q












Xa0M¶y = Q ¯
(siehe oben bzw. bei Hwang 1986) gilt, erhalten wir fÄ ur den Fall, da¼ nur die Regressoren






¢¡1 Xa0M¶y ; (9-23)
was der Formel (16.105) bei Rosemann (2006) entspricht.
Dagegen ist die Ableitung eines KorrekturschÄ atzers im Fall der gemeinsamen (mul-
tiplikativen) Ä Uberlagerung komplizierter, weil eine direkte Au°Ä osung nach ¯ nicht
mÄ oglich ist.
10 ErgÄ anzende Ä Uberlegungen fÄ ur Paneldaten
10.1 Allgemeines
10.1.1 Ä Uberlagerungsstrategien
Im Fall von Paneldaten treten an die Stelle von r verschiedenen Merkmalen bzw. Zufalls-
variablen
Y1;Y2;:::;Yr¡1;Yr
im Querschnitt die T ¢ r Variablen Yjt bzw. ausfÄ uhrlich
Y11 Y12 ::: Y1;r¡1 Y1r






YT1 YT2 ::: YT;r¡1 YTr




35Das Symbol ¥ bezeichnet die "Hadamard-Division".
45Es stellt sich die Frage, in welcher Weise die Ä Uberlagerung nun vorgenommen werden soll.
Wir beschrÄ anken uns hier auf die Spezi¯kation36
Ujt = 1 + ± D + "jt ("alle Merkmale und Zeitpunkte gemeinsam") ; (10-1)
die den multiplikativen Fall betri®t. Wir werden jedoch auch kurz auf den entsprechenden
additiven Fall eingehen.
10.1.2 Das einfache lineare Panelmodell
Entsprechend dem Vorgehen von Bi¿rn (1996) (und abweichend von der Darstellung im
Abschnitt 9.4 fÄ ur Querschnittsdaten betrachten wir hier das einfache Regressionsmodell
yit = ® + ¯ xit + ´it i = 1;:::;n t = 1;:::T (10-2)
mit einem einzigen Regressor.
Wir werden zunÄ achst wieder die ausschlie¼liche Ä Uberlagerung der Regressoren (in diesem
Fall des einen Regressors) betrachten und spÄ ater dann untersuchen, was sich Ä andert, wenn
x und y gemeinsam Ä uberlagert werden oder nur y Ä uberlagert wird. Siehe dazu die Ab-
schnitte 10.4.5, 10.4.6, 10.4.7 und 10.4.8. Wie wir gesehen haben, hat der zweite Fall im
Querschnitt sowohl im additiven als auch im multiplikativen Ä Uberlagerung Auswirkung
auf die Verzerrung. Allerdings mÄ ussen wir dafÄ ur zu allererst die Ä Uberlagerung von Pa-
neldaten (Abschnitt 10.2) darstellen. Dabei werden wir uns wieder auf die multiplikative
Ä Uberlagerung und dort auf die "spezielle" HÄ ohne-Variante konzentrieren. Ferner werden
wir in Abschnitt 10.3 das einfache lineare Panelmodell mit Individuale®ekten einfÄ uhren.
10.2 Ä Uberlagerung von Paneldaten
10.2.1 Symbolik
Bei gemeinsamer Betrachtung von r Merkmalen im Fall von Paneldaten benÄ otigen wir
folgende Symbolik:
yitj i = 1;:::;n; t = 1;:::;T; j = 1;:::;r; (10-3)
bezeichnet das Merkmal37 yj fÄ ur Beobachtungseinheit i im Zeitpunkt t, wobei insgesamt
r Merkmale betrachtet werden.
36Denkbar sind folgende Varianten:
Ujt = 1 + ±jt Djt + "jt alle Merkmale und Zeitpunkte getrennt
Ujt = 1 + ±j Dj + "jt alle Merkmale getrennt
Ujt = 1 + ±t Dt + "jt alle Zeitpunkte getrennt
Ujt = 1 + ± D + "jt alle Merkmale und Zeitpunkte gemeinsam
Weitere Varianten, in denen ± und D nicht identisch behandelt werden, sind denkbar. Die E®ekte der
einzelnen Ä Uberlagerungsvarianten hÄ angen auch davon ab, ob man eine Zeitreihenstruktur unterlegt, bei-
spielsweise einen r-dimensionalen autoregressiven Proze¼.
37Das Symbol y steht hier fÄ ur jedes beliebige Merkmal und nicht fÄ ur die abhÄ angige Variable. Dies ent-
spricht dem Vorgehen im Abschnitt 7.
4610.2.2 Additive Ä Uberlagerung
Wenn wir die additive Entsprechung zu (10-1) fÄ ur die Ä Uberlagerung verwenden, d.h.
uitj = yitj + ¹Di + "itj ; (10-4)
so ergibt sich fÄ ur die anonymisierten Merkmale
ya
itj = yitj + uitj = yitj + ¹Di + "itj (10-5)













Gleichwohl wird Ä uber die Zufallsvariable Di Korrelation sowohl Ä uber die Merkmale als
auch Ä uber die Zeitpunkte erzeugt bzw. diese Korrelation wird verstÄ arkt, soweit die Ori-
ginalvariablen zeitliche Korrelation aufweisen. Entsprechend dem Vorgehen in Abschnitt













¾jk + ¹2 falls i = h; t = s; j 6= k
¾ts + ¹2 falls i = h; t 6= s; j = k
0 falls i 6= h
(10-8)
fÄ ur alle (j;k;t;s)¡Kombinationen gilt. Dies entspricht (7-6) im Abschnitt 7 (Anonymi-
sierung mittels stochastischer Ä Uberlagerung) fÄ ur Querschnittsdaten. In (10-7) wird jetzt
zugelassen, da¼ die Varianz fÄ ur Merkmal j Ä uber die Zeit hin variiert und in (10-8) bezeich-
net ¾jk die (kontemporÄ are) Kovarianz zwischen den Merkmalen j und k, wÄ ahrend ¾ts die
Kovarianz zwischen den Zeitpunkten t und s fÄ ur das j-te Merkmal bezeichnet.
Durch die Art der Ä Uberlagerung ist jetzt zugelassen, da¼ { fÄ ur eine bestimmte Beobach-
tungseinheit i { Korrelation auch Ä uber verschiedene Zeitpunkte ("Wellen") hinweg besteht,






> > > > > > > > <
















falls i = h; t 6= s; j = k
0 falls i 6= h
(10-9)
Man beachte, da¼ dabei unterstellt wird, da¼ zwischen den einzelnen Beobachtungsein-
heiten keine Korrelation, beispielsweise in Form von Cluster-E®ekten, besteht. Das wurde
aber beim Querschnittsfall auch so unterstellt.
4710.2.3 Multiplikative Ä Uberlagerung
Im multiplikativen Fall verwenden wir statt (10-5) die Spezi¯kation
ya
itj = yitj (1 + ±Di + "itj) (10-10)
Dabei soll "itj wieder (10-6) erfÄ ullen.
Wegen der Symmetrie bezÄ uglich der Merkmalskomponente j einerseits und der Zeitkompo-
nente t andererseits kann man auch hier die Ergebnisse der Auswirkung der stochastischen
Ä Uberlagerung in Anlehnung an Abschnitt 7 (Anonymisierung mittels stochastischer Ä Uber-
lagerung) fÄ ur Querschnittsdaten ableiten. Dabei beschrÄ anken wir uns auf die Ä Uberlagerung
mithilfe der Mischungsverteilung, wie sie Abschnitt 7.3.4 (spezielle HÄ ohne-Spezi¯kation)
betrachtet wurde.
Es lÄ a¼t sich zeigen, da¼
var[ya
itj] = ¾2











¾jk + ±2 (¾jk + ¹tj¹tk) falls i = h; t = s; j 6= k
¾ts + ±2 (¾ts + ¹tj¹sj) falls i = h; t 6= s; j = k
0 falls i 6= h
(10-12)
gilt. Dabei bezeichnet ¹tj den Erwartungswert fÄ ur Merkmal j im Zeitpunkt t. Varianzen
und Kovarianzen entsprechen exakt der Struktur, wie sie in (7-17) fÄ ur Querschnittsdaten
angegeben wurde. Neben die Merkmalskomponenten tritt allerdings nun die Zeitkompo-
nente.
FÄ ur die Korrelation zwischen den Variablen als auch zwischen den einzelnen Zeitpunkten





> > > > > > > > <
> > > > > > > > :










falls i = h; t = s; j 6= k










falls i = h; t 6= s; j = k
0 falls i 6= h
(10-13)
Ebenso wie beim additiven Fall wird auch hier unterstellt, da¼ zwischen den einzelnen
Beobachtungseinheiten keine Korrelation, beispielsweise in Form von Cluster-E®ekten, be-
steht. Das wurde aber auch so beim Querschnittsfall unterstellt. Es geht ja darum heraus-
zuarbeiten, welche zusÄ atzliche Wirkung bezÄ uglich Korrelation die Ä Uberlagerung hat.
10.3 Das einfache lineare Panelmodell mit Individuale®ekten
10.3.1 Feste Individuale®ekten
Das einfache lineare Panelmodell mit festen Individuale®ekten schreiben wir wie folgt:
yit = ® + ¯ xit +
n X
h=1




1 falls i = h
0 sonst
die individuenspezi¯sche Dummyvariable im Zeitpunkt t ist und ¿h den entsprechenden
E®ekt bezeichnet. Aus GrÄ unden der Identi¯kation setzen wir
® = 0 :
In Matrixschreibweise erhalten wir dann
y = x¯ + W¿ + ´ (10-15)
wobei x ein Vektor und ¯ ein Skalar ist. Die Matrix W enthÄ alt die individuenspezi¯schen
Dummyvariablen.38 Als sogenannter "Within-SchÄ atzer" (oder auch "¯xed e®ects estima-




























Dieser SchÄ atzer hat die Ä ublichen "guten"Eigenschaften des klassischen Regressionsmodells!
10.3.2 Stochastische Individuale®ekte
Wenn wir statt der festen E®ekte zufÄ allige E®ekte annehmen, dann erhalten wir
yit = ® + ¯ xit + ¿i + ´it ; i = 1;:::;n ; t = 1;:::T (10-17)
wobei die ¿i nun Zufallsvariable sind. Weil daraus
yi² = ® + xi² ¯ + ¿i + ´i²
und
yit ¡ yi² = (xit ¡ xi²)¯ + ´it ¡ ´i²










i=1(xit ¡ xi²)2 (10-18)
d.h. ^ ¯W ist ein konsistenter SchÄ atzer.39











i=1(xit ¡ xi²)2: (10-19)
gegeben ist. Man beachte, da¼ die Varianz der Individuale®ekte in dieser Formel nicht
auftaucht.
38FÄ ur eine exakte Beschreibung siehe die Ergebnisse fÄ ur das multiple Regressionsmodell in Appendix D.
39Siehe beispielsweise Wooldridge (2002, Kap. 10.5.5), wo der allgemeinere Fall einer verallgemeinerten
SchÄ atzung behandelt wird. Wooldridge (2002 Kap. 10.7.2) geht auch darauf ein, da¼ die "Robustheit ge-
genÄ uber der Korrelation von ¿i und dem Regressor" dann problematisch ist, wenn man den E®ekt von
zeitlich nur wenig variierenden Regressoren schÄ atzen will.
4910.4 SchÄ atzung des linearen Panelmodells aus anonymisierten Daten
10.4.1 Der naive PanelschÄ atzer
Im Fall von anonymisierten Daten verwenden wir statt (10-16) den folgenden "naiven"







































10.4.2 Additive Me¼fehler allgemein
Bi¿rn (1996 Kapitel 10.2.2) betrachtet ein lineares Panelmodel, in dem die Regressorvaria-
ble x latent ist und nur die me¼fehlerbehaftete Variable xa betrachtet werden kann40, und
leitet den Wahrscheinlichkeitsgrenzwert des naiven PanelschÄ atzers (10-20) bei additiver
Ä Uberlagerung ab. Das Fehlermodell lautet41
xa
it = xit + uit :
Dann ergibt sich fÄ ur den Wahrscheinlichkeitsgrenzwert42





























i=1((xit ¡ xi² + uit ¡ ui²))2
40Aus GrÄ unden der Einheitlichkeit bleibe ich auch hier bei der Symbolik des Anonymisierungsfalls,
verwende also x statt x
¤ und x
a statt x, also ein "Fehler-in-den-Variablen-Modell" vorliegt.
41Aus GrÄ unden der Einheitlichkeit bleibe ich auch hier bei der Symbolik des Anonymisierungsfalls,
verwende also x statt x
¤ und x
a statt x.
42Ich betrachte ausschlie¼lich den Grenzwert fÄ ur n ! 1. Deshalb schreibe ich im folgenden oftmals nur
plim statt plimn!1.
50Da x;u und ´ gemÄ a¼ Annahme miteinander unkorreliert sind, ergibt sich43





























Der Faktor 1 ¡ 1=T wird dann besonders bedeutsam sein, wenn T sehr gro¼ ist, was bei
Panel-Mikrodaten eher selten der Fall sein wird. Da dann der Nenner grÄ o¼er wird, wird
die Verzerrung gegen Null verstÄ arkt!
10.4.3 Einschub: Korrekter Wahrscheinlichkeitsgrenzwert im Panelfall ?
Das Ergebnis (10-21) bedarf allerdings eines Kommentars: Bei Bi¿rn (1996 Formel (10-
59), Symbolik leicht verÄ andert) wird der Wahrscheinlichkeitsgrenzwert von ^ ¯a wie folgt
geschrieben:























d.h. dieser Wahrscheinlichkeitsgrenzwert wird nicht explizit angegeben. In meinem obigen
Ergebnis habe ich Qx = ¾2
x gesetzt.









ergeben, so da¼ sich der Faktor 1 ¡ 1=T insgesamt herauskÄ urzen wÄ urde. Entsprechende
Bemerkungen gelten fÄ ur die im folgenden verwendeten Wahrscheinlichkeitsgrenzwerte!!
Auch die abgeleiteten Korrekturformeln sind unter diesem Vorbehalt zu sehen.
10.4.4 Me¼fehler mit Faktorstruktur
Bi¿rn (1996 Kapitel 10.3) betrachtet au¼erdem ein lineares Panelmodel, in dem er fÄ ur das
Fehler-Modell eine Varianz-Komponenten-Struktur (error components structure) wie folgt

























































it = xit + ¿i + Át + "it (10-22)
FÄ ur den naiven PanelschÄ atzer ergibt sich bei dieser Fehler-Struktur der folgende Wahr-
scheinlichkeitsgrenzwert:









Siehe Bi¿rn (1996), Formel (10-115), der allerdings auch hier wieder keinen expliziten
Grenzwert bezÄ uglich x angibt. Siehe meine Bemerkungen in Unterabschnitt 10.4.3.
Bemerkenswert ist, da¼ durch die Bildung von Abweichungen vom individuenspezi¯schen
Mittelwert der E®ekt ¿i bei der SchÄ atzung keine Rolle spielt, im Gegensatz zum zeit-
spezi¯schen E®ekt Át. Man beachte auch den engen Zusammenhang mit der additiven
Ä Uberlagerung a la HÄ ohne in (10-5), wo der zeitspezi¯sche E®ekt entfÄ allt. Wir werden spÄ a-
ter sehen, da¼ deshalb bei der additiven Ä Uberlagerung der Bias des naiven PanelschÄ atzers
nur von ¾2
", nicht aber vom Parameter ¹ abhÄ angt. Siehe dazu Abschnitt 10.4.5. Entspre-
chende Ergebnisse fÄ ur den multiplikativen Fall werden in den Abschnitten 10.4.6 sowie
10.4.7 besprochen. Dort beein°u¼t allerdings auch der Zuschlagsparameter (±) den Bias
der SchÄ atzung.
10.4.5 Additive Ä Uberlagerung a la HÄ ohne
Bei der additiven Ä Uberlagerung der Regressoren a la HÄ ohne verwenden wir im Panelfall
die Spezi¯kation (10-5), d.h.
xa
it = xit + ¹Di + "it
und erhalten wegen
xa




i² = xit ¡ xi² + "it ¡ "i²
als Wahrscheinlichkeitsgrenzwert des "naiven" PanelschÄ atzers












d.h. der Bias hÄ angt nur von der Varianz des Restterms ", nicht aber von der GrÄ o¼enordnung
des Zuschlag-Parameters ¹ ab! Da der (quadrierte) Zuschlagsparameter deutlich grÄ o¼er ist
als die Varianz ¾2
", verringert sich der Bias gegenÄ uber der SchÄ atzung im Querschnittsfall
(siehe Abschnitt 9.3) betrÄ achtlich. Auch absolut gesehen wird der Bias Ä au¼erst gering sein,
weil das VerhÄ altnis ¾x=¾" meist sehr gro¼ sein wird.
Ein KorrekturschÄ atzer lÄ a¼t sich wie folgt konstruieren: Wegen (7-5) gilt
var[xa] = ¾2
x + ¹2 + ¾2
" :
Weil au¼er ¾2
x alle GrÄ o¼en bekannt sind bzw. geschÄ atzt werden kÄ onnen, erhalten wir den
KorrekturschÄ atzer
^ ¯a;korr =
\ var[xa] ¡ ¹2 ¡ 1
T ¾2
"




52wobei \ var[xa] eine (konsistente) SchÄ atzung von var[xa] ist. In der KorrekturschÄ atzung
taucht also auch der Parameter ¹ auf !








i² = yit ¡ yi² + "ity ¡ "i²y
wobei die beiden Ä Uberlagerungsvariablen nun angeben, ob sie zu x oder y gehÄ oren. Wie in
Abschnitt 9.3 ausfÄ uhrlich dargestellt, gilt gemÄ a¼ Annahme (!!)
cov["x;"y] = 0 :
Demnach erhalten wir fÄ ur den naiven PanelschÄ atzer44




























Dies entspricht der Formel (10-24) fÄ ur den Fall, da¼ nur der Regressor (additiv) Ä uberlagert
wird. Demnach ist derselbe KorrekturschÄ atzer auch hier verwendbar. Man beachte, da¼
dieses Ergebnis deutlich von dem im Fall von Querschnittsdaten abweicht. Dort ergab sich
eine zusÄ atzliche Verzerrung bei Ä Uberlagerung beider Variablen, sofern die beiden Fehler -
infolge Verwendung der Mischungsverteilung - miteinander korreliert sind! Siehe Abschnitt
9.3.
10.4.6 Multiplikative Ä Uberlagerung des Regressors
Im Fall der multiplikativen Ä Uberlagerung des Regressors im Fall von Paneldaten verwenden
wir statt (10-5) die Spezi¯kation (10-10), d.h.
xa
it = xit (1 + ±Di + "it) ;
die direkt aus (10-1) folgt. Dann ergibt sich fÄ ur die Berechnung der Abweichung vom
Mittelwert
xa




i² = (1 + ±Di)(xit ¡ xi²) + xit "it ¡ x"i² (10-27)
44Hier wird die folgende Zerlegung verwendet: FÄ ur beliebige Zufallsvariablen ¸itj mit cov[¸itj;¸itk] =










(¸itx ¡ "x)(¸ity ¡ "y) ¡ T
n X
i=1

























Im Gegensatz zur additiven Ä Uberlagerung verschwindet also der Zuschlagsparameter (±)
in diesem Fall nicht! Er wird also auch bei der Bestimmung des Bias eine Rolle spielen.
Dies soll im folgenden abgeleitet werden.










































(1 + ±Di)(xit ¡ xi²)
























Zur Bestimmung des Wahrscheinlichkeitsgrenzwertes dieses SchÄ atzers sind jeweils die den
empirischen Momenten entsprechenden theoretischen Momente zu bestimmen, denn bei



















t=1 f©t + ¦t + ªtg
(10-29)
wobei
At = E[(1 + ±D)(Xt ¡ E[Xt])2¯] (10-30)
Bt = E[(1 + ±D)(Xt ¡ E[Xt])(´t ¡ E[´t)] (10-31)
¡t = E[(Xt"t ¡ E[Xt"t])(Xt ¡ E[Xt])¯] (10-32)
¢t = E[(Xt"t ¡ E[Xt"t])(´t ¡ E[´t)] (10-33)
©t = E[(1 + ±D)2 (Xt ¡ E[Xt])2] (10-34)
¦t = 2E[(1 + ±D)(Xt ¡ E[Xt])(Xt"t ¡ E[Xt"t])] (10-35)
ªt = E[(Xt"t ¡ E[Xt"t])2] (10-36)
gilt. Da alle Variablen als stationÄ ar verteilt angenommen werden, ist der Index t de facto
zu vernachlÄ assigen. Nicht berÄ ucksichtigt wurde, da¼ die empirischen Momente die indivi-
duenspezi¯schen Mittelwerte enthalten. Siehe dazu meine Bemerkung in Unterabschnitt
10.4.3.
54FÄ ur die einzelnen AusdrÄ ucke ergibt sich folgendes: Wegen der UnabhÄ angigkeit von D und
Xt erhalten wir fÄ ur (10-30)
At = ¾2
x ¯ ;
wobei wir E[D] = 0 verwendet haben (symmetrischer Fall). Da Xt und ´t unabhÄ angig
sind, gilt fÄ ur (10-31)
Bt = 0 :
In (10-32) ist die Kovarianz zwischen Xt"t und Xt zu bestimmen. Wegen der stochastischen
UnabhÄ angigkeit dieser beiden Zufallsvariablen sowie wegen E["t] = 0 ergibt sich
E[(Xt"t ¡ E[Xt"t])(Xt ¡ E[Xt]) = E[X2
t ]E["t] ¡ (E[(Xt])2 E["t] = E["t]¾2
x = 0
und damit
¡t = 0 :
FÄ ur (10-33) ergibt sich
¢t = 0 ;
weil ´t stochastisch unabhÄ angig von Xt und "t ist. In (10-34) kann wieder die UnabhÄ an-
gigkeit zwischen D und Xt ausgenutzt werden. Weil
E[(1 + ±D)2] = 1 + ±2
gilt, erhalten wir
©t = (1 + ±2)¾2
x :
FÄ ur (10-35) erhalten wir
¦t = 0 :
Vergleiche dazu die Berechnung zu (10-31) oben. Au¼erdem kann wieder die UnabhÄ an-
gigkeit zwischen D und Xt ausgenutzt werden. In (10-36) schlie¼lich ist die Varianz des





Damit ergibt sich fÄ ur den Wahrscheinlichkeitsgrenzwert von ^ ¯a bei ausschlie¼licher Ä Uber-












Demnach verschwindet der Bias bei der multiplikativen Ä Uberlagerung nur dann, wenn
sowohl der Zuschlag als auch die Restkomponente nicht auf die Variable X einwirken, d.h.
wenn
± = 0 und ¾2
" = 0
gilt.
5510.4.7 Multiplikative Ä Uberlagerung beider (aller) Variablen
Falls auch die abhÄ angige Variable y nach dem HÄ ohneverfahren multiplikativ Ä uberlagert
wird, gilt fÄ ur diese Ä uberlagerte Variable45
ya
it = yit (1 + ±Di + "ity)
= (1 + ±Di + "ity)(® + ¯ xit + ¿i + ´it)
= (1 + ±Di)(® + ¿i) + (1 + ±Di)(¯ xit + ´it) + (® + ¿i)"ity + "ity(¯ xit + ´it)
wobei jetzt "ity anzeigt, da¼ es sich um die StÄ orvariable fÄ ur die Ä Uberlagerung von y handelt.
FÄ ur den Mittelwert erhalten wir
ya















Dann erhalten wir fÄ ur die Abweichung vom Mittelwert
ya
it ¡ ya
i² = (1 + ±Di) (xit ¡ xi²) ¯ + (1 + ±Di) (´it ¡ ´i²) + (® + ¿i) ("ity ¡ "i²y)
+ (xit "ity ¡ x"i²y) ¯ +
¡
"ity ´it ¡ "´i²y
¢
(10-38)
Um den Wahrscheinlichkeitsgrenzwert von ^ ¯a














unter Verwendung von (10-27) und (10-38) neu zu bestimmen, wÄ ahrend fÄ ur den Nenner
die Ergebnisse aus dem Abschnitt 10.4.6 Ä ubernommen werden kÄ onnen. Dabei verwenden
wir jetzt fÄ ur die Ä Uberlagerung von x ebenfalls die Symbolik "itx fÄ ur die hier relevante
StÄ orvariable und schreiben deshalb (10-27) und daraus folgende Ergebnis wie folgt:
xa
it = xit (1 + ±Di + "itx) ;
xa












45Wieder unterstellen wir, da¼ das lineare Modell mit stochastischen E®ekten gilt. Siehe Abschnitt
10.3.2. Dabei soll keine Korrelation zwischen diesem E®ekt und dem Regressor x bestehen. Eine Verletzung
dieser Annahme wird in Abschnitt 10.6 behandelt.






i² (1 + ±Di)(xit ¡ xi²) xit "itx ¡ x"i²x






(® + ¿i) ("ity ¡ "i²y) 0 0
(xit "it ¡ x"i²) ¯ 0 0 ¡
"ity ´it ¡ "´i²y
¢
0 0
Hinweis: In den einzelnen Zellen wird der jeweilige Grenzwert angegeben.
gilt. Im Folgenden wird die bisher nicht ausdrÄ ucklich formulierte Annahme benutzt, da¼
"itx und "ity fÄ ur alle i und t unkorreliert sind.
Im folgenden werden die einzelnen Terme zur Berechnung des Grenzwertes des ZÄ ahlers













unter Verwendung von (10-39) und (10-38) systematisch dargestellt. Siehe dazu Tabelle
10.1.
Eine Analyse der einzelnen Kombinationen, die sich als Produkte der einzelnen Summan-
den ergeben, zeigt, da¼ nur die Kombination in der linken oberen Zelle, die zum Ausdruck
(1 + ±Di)2 (xit ¡ xi²)2 ¯








(1 + ±Di)2 (xit ¡ xi²)
¢2 ¯ = ©t¯ = (1 + ±2)¾2
x ¯
Damit ergibt sich fÄ ur den Wahrscheinlichkeitsgrenzwert von ^ ¯a bei Ä Uberlagerung sowohl
des Regressors als auch der abhÄ angigen Variablen mit der multiplikativen "speziellen"











Ein Vergleich mit dem in (10-37) gegebenen Grenzwert bei ausschlie¼licher Ä Uberlagerung
des Regressors zeigt, da¼ die zusÄ atzliche Ä Uberlagerung der abhÄ angigen Variablen den Bias
um den Faktor 1 + ±2 erhÄ oht. Auch in diesem Fall verschwindet der Bias nur dann, wenn
sowohl der Zuschlag als auch die Restkomponente nicht auf die Variable X einwirken, d.h.
wenn
± = 0 und ¾2
" = 0
gilt.
5710.4.8 Multiplikative Ä Uberlagerung der abhÄ angigen Variablen
Der VollstÄ andigkeit halber sei noch angemerkt, da¼ sich bei ausschlie¼licher Ä Uberlagerung
der abhÄ angigen Variablen keine Verzerrung ergibt. Dies sieht man beispielsweise dadurch,
da¼ man die Tabelle in Abschnitt 10.4.7 wie folgt modi¯ziert: Es gibt nur eine Spalte, und
zwar mit dem Summanden xit ¡ xi², der jeweils mit den ZeilenausdrÄ ucken bezÄ uglich der
abhÄ angigen Variablen zu kombinieren ist. Der einzige von Null verschiedenen Grenzwert
ergibt sich fÄ ur die oberste Zeile mit At = ¾2
x¯. Da auch der Nenner von ^ ¯a
W gegen ¾2
x





¯ = ¯ :
10.5 KorrekturschÄ atzer
Unter der Annahme, da¼ dem Datennutzer die Paranmeter der stochastischen Ä Uberlage-
rung, also ± und ¾2
², bekannt sind, kÄ onnen aus den zuvor abgeleiteten Ergebnissen Kor-
rekturschÄ atzer fÄ ur die einzelnen Situationen abgeleitet werden. Ich beschrÄ anke mich hier
beispielhaft auf die Situation, in der sowohl x als als auch y multiplikativ mit dem spe-
ziellen HÄ ohne-Verfahren Ä uberlagert werden. Das entsprechende Ergebnis fÄ ur den "naiven"





(1 + ±2)c ¾2
x + ¾2
" (c ¾2
x + c ¹x
2)









xa ¡ (±2 + ¾2
")xa2

























verwendet werden sollten. Ferner sollte
c ¹x = xa
benutzt werden.
Ein entsprechendes Ergebnis fÄ ur den KorrekturschÄ atzer im Fall mehrerer Regressoren ¯n-
det sich in Appendix D.6.
10.6 NichtexogenitÄ at des Regressors
Bekanntlich reagiert der in (10-16) gegebene Within-SchÄ atzer nicht auf eine mÄ ogliche Kor-
relation zwischen Regressor xit und E®ekt ¿i, da der E®ekt in der SchÄ atzformel gar nicht
58auftaucht. Siehe dazu die Ä aquivalente Formulierung des SchÄ atzers in (10-18). Dies gilt aller-
dings natÄ urlich nur fÄ ur den Fall nicht anonymisierter Variablen. Deshalb ist im Folgenden
zu untersuchen, ob sich dieses Ergebnis Ä andert, wenn stochastisch Ä uberlagerte Variablen in
der "naiven"Within-SchÄ atzung (10-20) verwendet werden. Dabei werden wir - fÄ ur additive
und multiplikative Variante - zunÄ achst den "allgemeinen" Fall betrachten und dann Fol-
gerungen fÄ ur den speziellen Fall der Ä Uberlagerung mittels Mischungsverteilung (spezielle
HÄ ohne-Spezi¯kation) anstellen.
10.6.1 Additiver Fall
In Abschnitt 10.4.2 habe ich den Bias fÄ ur den Fall abgeleitet, da¼ nur der Regressor additiv
Ä uberlagert wird, d.h. da¼
xa
it = xit + uitx :
und damit
xa




i² = xit ¡ xi² + uitx ¡ ui²x
gilt. ZusÄ atzlich soll nun y additiv Ä uberlagert sein, d.h. es soll ebenfalls
ya
it = yit + uity = ® + ¯ xit + ¿i + ´it + uity
und damit
ya




i² = ¯ (xit ¡ xi²) + ´it ¡ ´i² + uity ¡ ui²y






den stochastischen E®ekt ¿i nicht enthÄ alt und damit die mÄ oglicherweise vorhandene Korre-
lation zwischen x und ¿ die Bestimmung des Bias nicht berÄ uhrt. Da¼ sich die Reststreuung
durch die HinzufÄ ugung von uity erhÄ oht hat, wirkt sich bekanntlich nicht auf die Bestim-
munng des Grenzwertes aus. Wir erhalten also denselben Wahrscheinlichkeitsgrenzwert
wie in Abschnitt 10.4.2 (siehe (10-21)), den wir jetzt wie folgt schreiben:












wobei wir jetzt fÄ ur die Varianz von uitx das Symbol °2
x anstelle von ¾2
u verwenden.
Falls die beiden Fehlervariablen korreliert sind, ergibt sich entsprechend Abschnitt 9.3
(siehe (9-15)) allerdings ein anderer Grenzwert:





















Dabei bezeichnet °xy die Kovarianz zwischen ux und uy.
59Allerdings ist diese Aussage nicht allgemein gÄ ultig: Wir wissen, da¼ die gemeinsame Ä Uber-
lagerung mittels der Mischungsverteilung gemÄ a¼ der speziellen HÄ ohne-Spezi¯kation Kor-
relation zwischen den Fehlern ux und uy bedingt, nicht aber zwischen den "Restfehlern""x
und "y und da¼ der gemeinsame Faktor D, der diese Korrelation bewirkt, durch die Di®e-
renzenbildung aus den AusdrÄ ucken uitx ¡ ui²x und uity ¡ ui²y herausfÄ allt. Deshalb ergibt
sich in diesem speziellen Fall kein zusÄ atzlicher E®ekt auf den Bias durch die Korrelation
der Fehlervariablen.
Zusammenfassend kann festgestellt werden, da¼ im additiven Fall der naive PanelschÄ atzer
(10-20) durch die mÄ ogliche Korrelation zwischen Regressor x und stochastischem (indivi-
duenspezi¯schen) E®ekt ¿i (d.h. ¾¿x 6= 0) niemals beein°u¼t wird. Dagegen ergibt sich bei
Korrelation der Fehlervariablen (d.h. °xy 6= 0) ein E®ekt, sofern die "allgemeine" Ä Uberla-
gerung verwendet wird, nicht aber im speziellen HÄ ohnefall.
10.6.2 Multiplikativer Fall
Wir beginnen auch hier mit der "allgemeinen" Betrachtung , d.h. wir unterstellen
xa
it = xit uitx und ya
it = yit uity
mit
V [uitx] = °2
x und V [uity] = °2








i² = (® + ¿i)(uity ¡ ui²y) + ¯ (xit uity ¡ xui²y) + (´it uity ¡ ´ui²y) :

































was aus der allgemeinen Formel der Varianz des Produktes von x und u folgt (siehe z.B.
*****).






®(xit uitx ¡ xui²x)((uity ¡ ui²y) = ®¹x °xy ;





















(xit uitx ¡ xui²x)(´it uity ¡ ´ui²y) = 0 :
Demnach erhalten wir als Wahrscheinlichkeitsgrenzwert fÄ ur den "naiven"Within-SchÄ atzer:
plimn!1 ^ ¯a
W =
























Formel (10-3) zeigt, da¼ im Fall einer multiplikativen Ä Uberlagerung die SchÄ atzung von
¯ durch die mÄ ogliche Korrelation zwischen Regressor x und stochastischem (individuen-
spezi¯schen) E®ekt ¿i (d.h. ¾¿x 6= 0) Ä uberhaupt nur dann beein°u¼t werden kann, wenn
die beiden Fehlervariablen miteinander korreliert sind, d.h. wenn °xy 6= 0 gilt. Dann hat
Ä ubrigens auch das Absolutglied ® einen E®ekt auf die SchÄ atzung von ¯.
Allerdings mu¼ genau wie im additiven Fall (Abschnitt 10.6.1) auch hier eine ErgÄ anzung
bezÄ uglich der (multiplikativen) Ä Uberlagerung mittels der speziellen HÄ ohne-Spezi¯kation
(Mischungsverteilung) erfolgen: Aus dem Studium der Tabelle 10.1 erkennt man, da¼ der
E®ekt ¿i in den AusdrÄ ucken
(® + ¿i) ("ity ¡ "i²y) (1 + ±Di)(xit ¡ xi²)
(® + ¿i) ("ity ¡ "i²y) (xit "itx ¡ x"i²x)
auf den Regressor x "tri®t". Da allerdings in beiden FÄ allen der Restfehler uity allein bzw.
gemeinsam mit uity involviert ist und diese beiden Fehler gemÄ a¼ Annahme unkorreliert
sind, bleiben auch im Fall ¾¿x 6= 0 die Ergebnisse aus Tabelle 10.1 gÄ ultig, d.h. es gilt
weiterhin (10-41).
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63A Die (spezielle) HÄ ohne-Spezi¯kation im additiven Fall (Ab-
schnitt 6.2)
In Abschnitt 6.2 haben wir nur die multiplikative Variante des "speziellen"HÄ ohne-Verfahrens
betrachtet. Hier ergÄ anzen wir diese Ergebnisse fÄ ur den "additiven" Fall:
U = ¹D¶ + " ; (A-1)




+1 mit Wahrscheinlichkeit ®
¡1 mit Wahrscheinlichkeit 1 ¡ ®
gegeben (siehe (6-2)) und der r-dimensionale stetige Zufallsvektor " ist entsprechend (6-3)
spezi¯ziert:
E["] = 0 ; cov["] = ¾2
" I (A-2)
wobei die Annahme der Normalverteilung Ä ublicherweise hinzutritt. Genau wie in Abschnitt
6.2 wird die stochastische UnabhÄ angigkeit von D und " unterstellt.
















gilt. Man beachte, da¼ diese Korrelation stets positiv ist!
B Flexible HÄ ohne-Spezi¯kation (Abschnitt 9)
B.1 Multiplikativer Fall
Im Abschnitt 9, in dem die Auswirkungen der Ä Uberlagerung auf die SchÄ atzung eines li-
nearen Modells untersuche, betrachte ich (9-11), die als eine "°exible"Variante von (9-10)
interpretiert werden kann und die hier ohne den Beobachtungs-Index hii geschrieben wird:
u = (¶ + ± D) + " : i = 1; ::: ;n : (B-1)
Dabei ist D jetzt ein r-dimensionaler Zufallsvektor, dessen Komponenten jeweils die Spe-
zi¯kation (6-2) erfÄ ullen und die stochastisch voneinander unabhÄ angig sind. Um die Ei-
genschaften der dadurch implizierten Verteilung sowie der ersten und zweiten Momente
abzuleiten, gehe ich wie in den Abschnitten 6.2.1 und 6.2.2 vor.
64Da die einzelnen Komponenten von U wegen der Struktur
Uj = 1 + ±Dj + "j
voneinander stochastisch unabhÄ angig sind und fÄ ur die Varianz von Uj
V ar[Uj] = ±2V ar[Dj] + ¾2
"
gilt, ergibt sich fÄ ur Erwartungswert und Kovarianzmatrix
E[U] = (1 + ±(2® ¡ 1))¶ ; cov[U] =
¡




Im "symmetrischen" Fall, also fÄ ur ® = 0;5, erhalten wir
E[U] = ¶ ; cov[U] = (±2 + ¾2
")I :
Diese Ergebnisse entsprechen fÄ ur Erwartungswerte und Varianzen, aber nicht fÄ ur Kova-
rianzen den Ergebnissen der spezielleren HÄ ohne-Spezi¯kation (9-10). Der grundlegende
Unterschied ist, da¼ bei der "°exiblen" Spezi¯kation alle Komponenten unkorreliert sind.
FÄ ur die Ableitung der Dichtefunktion von U gehen wir wie folgt vor: Wir betrachten
zunÄ achst die bedingte Dichte von U gegeben der Vektor (!!!) D , multiplizieren diese Dichte
mit der Randdichte von D, um die gemeinsame Dichte zu bestimmen und "integrieren"
dann den Zufallsvektor D aus, um die Randdichte von U zu erhalten. Dabei unterstellen
wir im folgenden wieder zusÄ atzlich Normalverteilung:
" » N(0; ¾2
"I) : (B-3)
FÄ ur gegebenen Vektor D ist jede Komponente von U in (B-1) normalverteilt. ZunÄ achst
gilt:
UjjDj » N(1 + ± dj ; ¾2
") :
Allerdings gilt wegen der stochastischen UnabhÄ angigkeit der einzelnen Dj auch
UjjDj;Dk;k 6= j » N(1 + ± dj ; ¾2
") :
Au¼erdem sind wegen der stochastischen UnabhÄ angigkeit der "j die einzelnen Uj (gegeben
Dj) stochastisch voneinander unabhÄ agig (bedingte UnabhÄ angigkeit). Dann kÄ onnen wir fÄ ur















Dabei bezeichnet Nj die eindimensionale Dichte der Normalverteilung.
Au¼erdem gilt wegen der stochastischen UnabhÄ angigkeit der Komponenten von D
h(d) = h(d1) ¢ ::: ¢ h(dr) :
Demnach ergibt sich fÄ ur die gemeinsame Dichte von U und D






2 (1 ¡ ®)
1¡dj
2 ¢ N(1+± dj ; ¾2
") :
65Um die Randdichte des Vektors U zu bestimmen, mÄ ussen die einzelnen Komponenten
von D 'heraussummiert' werden. Allerdings bedeutet dies, da¼ alle mÄ oglichen Ereignisse
von D betrachtet werden mÄ ussen. Ich illustriere dies fÄ ur den einfachsten Fall von r = 2
Merkmalen: In diesem Fall sind fÄ ur den Vektor (D1;D2) folgende Ereignisse mÄ oglich:
f(+1;+1) ; (+1;¡1) ; (¡1;+1) ; (¡1;¡1)g :








2 (1 ¡ ®)
1¡dj















(1 ¡ ®)N(1 ¡ ±;¾2
") + ®N(1 + ±;¾2
")
ª©
(1 ¡ ®)N(1 ¡ ±;¾2
") + (1 ¡ ®)N(1 ¡ ±;¾2
")
ª
Es ist evident, da¼ dies nicht der allgemeinen Formel der Mischungsverteilung in Abschnitt
3 entspricht.








2 (1 ¡ ®)
1¡dj
2 ¢ N(1 + ± dj ; ¾2
") : (B-4)
B.2 Additiver Fall
Im additiven Fall schreiben wir die "°exible" Spezi¯kation als
u = ¹D + " : i = 1; ::: ;n : (B-5)
Dabei ist D jetzt ein r-dimensionaler Zufallsvektor, dessen Komponenten jeweils die Spe-
zi¯kation (6-2) erfÄ ullen und die stochastisch voneinander unabhÄ angig sind.
Im symmetrischen Fall ergibt sich fÄ ur den additiven Fall
E[U] = 0
und
cov[U] = (¹2 + ¾2
") I : (B-6)
C Alternativer Beweis fÄ ur (9-20) (Abschnitt 9.4)
Es soll gezeigt werden, da¼ auch mit der Beweis-Methode von Lin(1989) der Wahrschein-
lichkeitsgrenzwert fÄ ur den "naiven"SchÄ atzer bei gemeinsamer multiplikativer Ä Uberlagerung
aller Variablen abgeleitet werden kann. Siehe dazu Abschnitt 9.4.3.




























































Damit wird dem Absolutglied bzw. dem Einsvektor in der Regressormatrix X Rechnung
getragen.
Es gilt





i=1 (xhii ¯ uxhii)(xhii ¯ uxhii)0
= 1=n
Pn
i=1 xhii(xhii0 ¯ uxhiiuxhii0










i=1 x2hii(x2hii0] = cov[x] + ¹x ¹0
x
und
M = E[uxhiiuxhii0] = cov[u2x] + ¶¶0










x(P ¯ M ¡ ¹x¹0
x)¡1¹x ¡¹0
x(P ¯ M ¡ ¹x¹0
x)¡1
¡(P ¯ M ¡ ¹x¹0
x)¡1¹x (P ¯ M ¡ ¹x¹0
x)¡1
¶






























1=nXa0 ya = 1=n
Pn
i=1 (xhii ¯ uxhii)(yi ¢ uyi)
= 1=n
Pn

































® + x2hii0¯ + "i







und fÄ ur den Erwartungswert ergibt sich in diesem Fall
E [1=nXa0 ya] =
® + ¹0
x ¯
f®¹x + (cov[x2] + ¹x ¹0
x) ¯g ¯ cov[u2x;uy]
wobei
E[u2xhiiuyi] = cov[u2x;uy] + ¶
verwendet wurde.




= ¡(P ¯ M ¡ ¹x¹0
x)¡1 ¹x ¢ (® + ¹0
x ¯)
+ (P ¯ M ¡ ¹x¹0
x)¡1 f®¹x + (cov[x2] + ¹x ¹0
x) ¯g ¯ fcov[u2x;uy] + ¶g
= (P ¯ M ¡ ¹x¹0
x)¡1 (cov[x2]¯ + f®¹x + (cov[x2] + ¹x ¹0
x) ¯g ¯ cov[u2x;uy])
Wenn wir weiter beachten, da¼
P ¯ M ¡ ¹x¹0
x = (cov[x2 + ¹x ¹0
x) ¯ (cov[ux2 + ¶¶0) ¡ ¹x¹0
x
= cov[ux2] (cov[x2] + ¹x ¹0
x) + cov[x2] ;
dann kÄ onnen wir schreiben:
plim^ ¯
a
= (cov[ux2](cov[x2] + ¹x ¹0
x) + cov[x2])
¡1 (cov[x2]¯ + f®¹x + (cov[x2] + ¹x¹0
x)¯g ¯ cov[u2x;uy]):
Dieser Ausdruck ist Ä aquivalent mit der Formel (9-20) in Abschnitt 9.4. Dabei ist zu beach-
ten, da¼ cov[x2] = Q , cov[u2x] = cov[ux] und cov[u2x;uy] = cov[ux;uy] im Abschnitt
9.4.
D HÄ ohne-Verfahren und Paneldaten fÄ ur mehrere Regresso-
ren (Abschnitt 10)
D.1 Allgemeines
Wir betrachten hier das multiple Panelmodell mit stochastischen Individiuale®ekten und
mit K Regressoren und einem Absolutglied48
yit = ® +
K X
k=1
¯k xitk + ¿i + ´it i = 1;:::;n t = 1;:::T ; (D-1)
48Dies entspricht der Formel (10-17) im Fall der Einfachregression.
68das zum einfachen Modell aus Abschnitt 10.3.2 korrespondiert. FÄ ur Mittelwert und Ab-
weichung vom Mittelwert ergibt sich in diesem Fall
yi² = ® +
K X
k=1
xi²k ¯k + ¿i + ´i²
und
yit ¡ yi² =
K X
k=1
(xitk ¡ xi²k) ¯k + ´it ¡ ´i²
Im folgenden verwenden wir auch die kompakte Schreibweise dieses Modells:
y = ®¶ + X¯ + ¿ + ´ (D-2)

















Der Index in eckigen Klammern bezeichnet einen bestimmten Beobachtungspunkt i. FÄ ur
jede der n verschiedenen (T £ K)-Matrizen Xhii gilt
Xhii =
¡
x1hii x2hii ::: xK¡1hii xKhii
¢
; i = 1;:::;n ;

















; k = 1;:::;K ;
gegeben ist. FÄ ur die Matrix Xa gilt die entsprechende Symbolik.





















































mit ¿hii = ¿i ¶T
D.1.1 Der SchÄ atzer
Die Matrix W im Panelmodell mit ¯xen E®ekten (siehe Abschnitt 10.3.1) hat folgende
Struktur:
W = In ­ ¶T
Daraus ergibt sich die idempotente Matrix








und fÄ ur den "within"-SchÄ atzer der Originaldaten ergibt sich
^ ¯W = (X0 MW X)¡1 X0 MW y : (D-3)
Dieser SchÄ atzer ist erwartungstreu!
D.1.2 Eine rechentechnisch attraktivere Darstellung des SchÄ atzers
Da die Matrix NT £NT-Matrix MW relativ viel Speicherplatz benÄ otigt, soll hier kurz eine
alternative Darstellung prÄ asentiert werden, die ohne diese Matrix auskommt. ZunÄ achst ist
































Ferner ergibt sich fÄ ur die quadratische Form von X0 MW X der Ausdruck












49Dieser Zusamenhang wird in den Abschnitten D.3 und D.4 ausgenutzt.
70Entsprechend gilt fÄ ur X0 MW y der Ausdruck





































Eine entsprechende Darstellung des "naiven"PanelschÄ atzers bei anonymisierten Daten wird
in den Abschnitten D.3 und D.4 verwendet.
D.1.3 Kovarianzmatrix des SchÄ atzers
Um die Kovarianzmatrix des SchÄ atzers angeben zu kÄ onnen, mÄ ussen wir zunÄ achst die Ko-
varianzmatrix des StÄ orterms ¿ + ´ aus (D-2) angeben:
cov[¿ + ´] = cov[´] + cov[¿] = In ­
¡
¾2




Ferner kÄ onnen wir fÄ ur den SchÄ atzer schreiben:
^ ¯W = ¯ + (X0 MW X)¡1 X0 MW (¿ + ´) ;
woraus die zuvor behauptete Erwartungstreue/Unverzerrtheit unmittelbar folgt. (Die Re-
gressoren werden dabei als ¯x betrachtet; bedingte Betrachtung!)
Daraus erhalten wir die Kovarianzmatrix des SchÄ atzers wie folgt:
cov[^ ¯W] = (X0 MW X)¡1 X0 MW E[(¿ +´)(¿ +´)0]MW X(X0 MW X)¡1 : (D-5)
wobei cov[¿ + ´] = E[(¿ + ´)(¿ + ´)0] gilt. Demnach erhalten wir fÄ ur den "mittleren"













cov[^ ¯W] = ¾2
´ (X0 MW X)¡1 : (D-6)
Man beachte, da¼ die Varianz des individuenspezi¯schen E®ektes in dieser Formel nicht
mehr auftaucht.












i=1(xit ¡ xi²)2: (D-7)
71D.2 Eine alternative Ableitung des 'Within'-SchÄ atzers
Das STATA-Handbuch zur statistischen Analyse von Paneldaten50 schlÄ agt folgendes SchÄ atz-
verfahren fÄ ur die 'Within'-SchÄ atzung vor: Es soll eine KleinstquadrateschÄ atzung der Para-
meter ¯k aus dem folgenden Ansatz bestimmt werden:
yit ¡yi² +y²² =
K X
k=1













d.h. y²² gibt das 'Gesamtmittel' (grand mean) fÄ ur y an. Entsprechend sind die Gesamt-







Wir unterstellen ein Absolutglied und damit
xit1 = 1 fÄ ur alle i und t
und damit ergibt sich fÄ ur (D-8)
yit ¡ yi² + y²² = ¯1 +
K X
k=2
¯k (xitk ¡ xi²k + x²²k) + ¿ + (´it ¡ ´i²k + ´²²k) ;
(D-9)
Im Folgenden wird gezeigt, da¼ dies Ä aquivalent zur SchÄ atzung der ¯-Kope±zienten gemÄ a¼
(D-3) ist. Wir geben ferner an, wie daraus eine SchÄ atzung fÄ ur das Absolutglied ¯1 gewonnen
werden kann.
Wir betrachten zunÄ achst die Matrix




















Wie man nachprÄ ufen kann, ist diese Matrix symmetrisch idempotent und erfÄ ullt
A(¶n ­ ¶T) = (¶n ­ ¶T) (D-11)
sowie51









50Siehe STATA-Handbuch (STATA release 8 Cross-Sectional Time Series. Routine XTREG, S. 207.
51Der Tn-dimensionale Vektor ¶ ist durch
¶ = (¶n ­ ¶T)
de¯niert.
72Bei PrÄ amultiplikation des Vektors y mit A ergibt sich



























d.h. es ergibt sich die linke Seite von (D-8) als Vektor.
Ich benutze deshalb nun die Matrix A fÄ ur eine zu (D-8) Ä aquivalente kompakte Darstellung,
die sich durch PrÄ amultiplikation von (D-2) mit A ergibt:
Ay = AX¯ + A¿ + A´ (D-13)
Wegen der Struktur der Matrix X bei Vorhandensein eines Absolutglieds
X = (¶n ­ ¶T ; X2)
ergibt sich unter Beachtung der Ergebnisse fÄ ur A oben
Ay = ¯1 (¶n ­ ¶T) + AX2¯2 + A¿ + A´ (D-14)
Der KleinstquadrateschÄ atzer fÄ ur ¯2 lÄ a¼t sich nun als TeilschÄ atzung wie folgt schreiben:
^ ¯2 = ((AX2)0 M¶AX2)
¡1 (AX2)0 M¶Ay
= (X0
2 MW X2)¡1 X0
2 MW y
wobei M¶ A = MW verwendet wurde. Dies ist aber genau der in (D-3) gegebene SchÄ atzer.
Zur zusÄ atzlichen SchÄ atzung des Absolutglieds ¯1 kann man die alternative Form der Teil-






















y ¡ X2 ^ ¯2
´
= y ¡ x
0 ^ ¯2 (D-15)
wobei x der (K ¡ 1)-dimensionale Vektor der Gesamtmittelwerte (grand means) fÄ ur die
einzelnen Regressoren ist.
D.3 Ausschlie¼liche Ä Uberlagerung der Regressoren
Der "naive"PanelschÄ atzer fÄ ur anonymisierte Regressoren (und Originalwerte der abhÄ angi-
gen Variablen y) ist durch
^ ¯
a
W = (Xa0 MW Xa)¡1 Xa0 MW y : (D-16)
52Siehe beispielsweise Greene (3. Au°age) Formel (6-24). Beachte: Der Tn-dimensionale Vektor ¶ ist
durch






























gegeben, wobei die zweite Form in Abschnitt D.1.2 erlÄ autert wurde.
Wir untersuchen zunÄ achst die Struktur von MW Xa. Unter Verwendung der Ergebnisse
































und fÄ ur die quadratische Form von Xa0 MW Xa ergibt sich





















































































































































































































Ich greife nun auf die Ergebnisse aus Abschnitt 10.4.6 zurÄ uck, in dem die Ä Uberlagerung
eines einzigen Regressors betrachtet wurde. Daraus ergibt sich bei Ä Uberlagerung mittels
(10-1) fÄ ur den k-ten Regressor
xa
itk = xitk (1 + ±Di + "itk) ;
und
xa








gilt. FÄ ur die Abweichung vom Mittelwert ergibt sich daraus
xa
itk ¡ xa
i²k = (1 + ±Di)(xitk ¡ xi²k) + xitk "itk ¡ x"i²k (D-18)
74Wie bereits in Abschnitt 10.4.6 bemerkt, verschwindet im Gegensatz zur additiven Ä Uberla-
gerung der Zuschlagsparameter (±) in diesem Fall nicht! Ich habe im erwÄ ahnten Abschnitt


















gilt. Siehe die Ergebnisse zu (10-34) bis (10-36). Allerdings schreiben wir dieses Ergebnis
jetzt fÄ ur den k-ten Regressor mit Varianz ¾2
k und Erwartungswert ¹k.










i²h) ; k 6= h :



















i=1 f(1 + ±Di)(xitk ¡ xi²k)(xith"ith ¡ x"i²h) + (1 + ±Di)(xitk ¡ xi²k)(xith"ith ¡ x"i²h)g










i²h) = (1 + ±2)¾kh (D-20)
gilt, wobei ¾kh die Kovarianz der Regressoren k und h bezeichnet. Man beachte insbe-
sondere, da¼ im Gegensatz zu (10-36) hier statt der Varianz von Xtk"tk die Kovarianz
zwischen Xtk"tk und Xth"th betrachtet wird, die Null ist.









































(1 + ±2) ¾12 : : : (1 + ±2) ¾1k


































Inm Gegensatz zur additiven Ä Uberlagerung stehen hier nicht zwei Matrizen additiv ne-
beneinander. Bemerkenswert ist, da¼ die Diagonalelemente stÄ arker erhÄ oht werden als die
Nichtdiagonalelemente!
Um den Wahrscheinlichkeitsgrenzwert fÄ ur den "naiven" PanelschÄ atzer zu bestimmen, be-






























¢0 (yhii ¡ yhi²i)





























Auch hier kÄ onnen die Ergebnisse aus Abschnitt 10.4.6 sowie zusÄ atzlich aus D.1 verwendet













((1 + ±Di) (xitk ¡ xi²k) + xitk"itk ¡ x"i²k))
³PK


























i=1 f(xitk "itk ¡ x"i²k)(´it ¡ ´i²)g
Eine Analyse der einzelnen Summanden entsprechend Abschnitt 10.4.6 ergibt, da¼ nur

























h=1 ¾1h ¯h PK
h=1 ¾2h ¯h
. . .








FÄ ur den Wahrscheinlichkeitsgrenzwert des naiven PanelschÄ atzers (D-3) ergibt sich dann
aus (D-21) und (D-22)




n Xa0 MW Xa¢¡1 plimn!1
1













(1 + ±2) ¾12 : : : (1 + ±2) ¾1k


















































Wie auch im Fall eines einzigen Regressors ist dieser SchÄ atzer nur dann konsistent, wenn
sowohl ± = 0 als auch ¾2
" = 0 gilt, d.h. wenn sowohl der Zuschlag ± als auch die RestÄ uber-
lagerung durch " entfÄ allt.
D.4 Gemeinsame Ä Uberlagerung aller Variablen
Falls alle Variablen Ä uberlagert wird (und das wird der Normalfall sein), ist auch die ab-
hÄ angige Variable y in die Anonymisierung einbezogen. Wie in Abschnitt 10.4.7 bereits fÄ ur
einen einzigen Regressor ausgefÄ uhrt, gilt dann fÄ ur die anonymisierte abhÄ angige Variable
ya
it = yit (1 + ±Di + "ity)
= (1 + ±Di + "ity)(
PK
h=1 ¯h xith + ¿i + ´it)
= (1 + ±Di)¿i + (1 + ±Di)(
PK
h=1 ¯h xith + ´it) + ¿i "ity + "ity(
PK
h=1 ¯h xith + ´it)
wobei jetzt "ity anzeigt, da¼ es sich um die StÄ orvariable fÄ ur die Ä Uberlagerung von y handelt.
FÄ ur den Mittelwert erhalten wir
ya
i² = (1 + ±Di)¿i + (1 + ±Di)(
K X
h=1


















Dann erhalten wir fÄ ur die Abweichung vom Mittelwert
ya
it ¡ ya
i² = (1 + ±Di)
K X
h=1




¯h (xith "ity ¡ x"i²hy) +
¡
"ity ´it ¡ "´i²y
¢
(D-24)
Um den Wahrscheinlichkeitsgrenzwert fÄ ur den "naiven" PanelschÄ atzer zu bestimmen, be-
























































































i² (1 + ±Di) (xitk ¡ xi²k) xitk "itk ¡ x"i²k
(1 + ±Di)
PK
h=1 (xith ¡ xi²h) ¯h (1 + ±2)
PK
h=1 ¾kh ¯h 0
(1 + ±Di) (´it ¡ ´i²) 0 0
¿i ("ity ¡ "i²y) 0 0 PK
h=1 ¯h (xith "ity ¡ x"i²hy) 0 0 ¡
"ity ´it ¡ "´i²y
¢
0 0
Hinweis: In den einzelnen Zellen wird der jeweilige Grenzwert angegeben.
Eine Analyse analog zu der in Abschnitt 10.4.7 zeigt, da¼ ausschlie¼lich das linke oberste










h=1 ¾1h ¯h PK
h=1 ¾2h ¯h
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und fÄ ur den naiven PanelschÄ atzer (D-3) ergibt sich in diesem Fall








n Xa0 MW ya















(1 + ±2) ¾12 : : : (1 + ±2) ¾1k



























































d.h. genau wie im Fall nur eines Regressors verÄ andert sich bei zusÄ atzlicher Ä Uberlagerung
der abhÄ angigen Variablen der Wahrscheinlichkeitsgrenzwert um den Faktor (1+±2). Siehe
Abschnitt 10.4.7.
78D.5 Eine alternative Schreibweise
Zur Konstruktion eines KorrekturschÄ atzers ist es nÄ utzlich, die zuvor abgeleiteten Grenz-




















































Xa0 MW ya = (1 + ±2)cov[x] ¯ (D-29)
und damit fÄ ur den naiven SchÄ atzer im Fall der ausschlie¼lichen Ä Uberlagerung der Regres-
soren
plim








































bzw. bei Ä Uberlagerung aller Variablen
plim






































Aus diesen Formeln lassen sich KorrekturschÄ atzer bestimmen. DafÄ ur sind wieder geeigne-
te SchÄ atzer fÄ ur die Mittelwerte und Varianzen sowie Kovarianzen der Regressorvariablen
abzuleiten. Dies wird im folgenden Unterabschnitt fÄ ur den Fall der gemeinsamen Ä Uberla-
gerung aller Variablen im Detail dargestellt.
D.6 KorrekturschÄ atzer
Die Ergebnisse aus Abschnitt D.5 lassen sich zur Konstruktion eines - konsistenten - Kor-






































79fÄ ur den Fall der gemeinsamen Ä Uberlagerung aller Variablen.53 Allerdings sind Erwartungs-
werte, Varianzen und Kovarianzen der Orginalvariablen des Vektors x nicht bekannt. Sie
kÄ onnen aber wie folgt aus den SchÄ atzungen der Originalvariablen bestimmt werden:54
Aus (7-17) ergibt sich der Zusammenhang zwischen der Kovarianzmatrix eines multiplika-
tiv Ä uberlagerten Zufallsvektors und der Kovarianzmatrix des entsprechenden Vektors der




"I + ±2 ¶¶0¢
¯
³







"I + ±2 ¶¶0 + ¶¶0¢
¯ \ cov[x] +
¡
¾2
"I + ±2 ¶¶0¢
¯ c ¹xc ¹x
0 (D-33)
wobei das Symbol b andeutet, da¼ es sich hier um SchÄ atzungen handelt.
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"I + ±2 ¶¶0¢
















wobei ¥ in der ersten Zeile die Hadamard-Division bezeichnet. In der zweiten Zeile wurde
das entsprechende Hadamard-Produkt gebildet.
Man beachte, da¼ sich daraus im Spezialfall nur eines einzigen Regressors x die Formel




xa ¡ (±2 + ¾2
")xa2


























Im obigen multiplen Regressionsmodell sind au¼erdem die Kovarianzen aus \ cov[xa] nach
der Ä ublichen Formel fÄ ur empirische Momente zu bestimmen. Der unbekannte Vektor ¹x
sollte durch den entsprechenden Vektor der arithmetischen Mittel der anonymisierten Va-




















Da bei Anonymisierung ± und ¾2
" bekannt sind, lÄ a¼t sich der KorrekturschÄ atzer (D-32) nun
berechnen.
53Entsprechend lÄ a¼t sich aus (D-30) der KorrekturschÄ atzer fÄ ur den Fall der Ä Uberlagerung nur der Re-
gressoren bestimmen. Wir gehen darauf hier nicht weiter ein.
54Siehe auch die entsprechenden Ergebnisse fÄ ur den Fall eines einzigen Regressors in Abschnitt 10.5.




it = xit uitx und ya
it = yit uity
mit
V [uitx] = °2
x und V [uity] = °2








i² = (® + ¿i)(uity ¡ ui²y) + ¯ (xit uity ¡ xui²y) + (´it uity ¡ ´ui²y)
Man beachte, da¼ fÄ ur den Fall °xy 6= 0 die beiden Ä Uberlagerungsvariablen uitx und uity
miteinander korreliert sind. Im folgenden soll au¼erdem zugelassen sein, da¼ x und ¿
korreliert sind (NichtexogenitÄ at des Regressors). Die entsprechende Kovarianz bezeichnen
wir mit ¾¿x:

























benÄ otigen wir insbesondere die relevanten AusdrÄ ucke fÄ ur den ZÄ ahler, die im folgenden ab-
geleitet werden.55 Dabei wird der Faktor 1=T sowie die Summation Ä uber alle t unterdrÄ uckt,






®(xit uitx ¡ xui²x)((uity ¡ ui²y) = ®¹x °xy (E-1)
Beweis: Der Ausdruck stellt ein Stichprobenmment dar und konvergiert gegen das entspre-
chende theoretische Moment, das folgende Form hat:
®E[(X Ux ¡ E[X Ux])(Uy ¡ E[Uy])] = ®E[(X Ux ¡ ¹x)(Uy ¡ 1)]
= ®E[X Ux Uy ¡ ¹x Uy + ¹x ¡ X Uy]







¿i (xit uitx ¡ xui²x)(uity ¡ ui²y) = ¾¿x°xy (E-2)
Beweis: Das entsprechende theoretische Moment lautet in diesem Fall
E[¿ (X Ux ¡ E[X Ux])(Uy ¡ E[Uy])] = E¿;X[EUxUy[¿ X (Ux ¡ 1)(Uy ¡ 1)j¿ X] ]
= E¿;X[¿ X °xy]
= ¾¿x°xy










Beweis: In diesem Fall lautet das theoretische Moment
¯ E[(X Ux ¡ E[X Ux])(X Uy ¡ E[X Uy])] = ¯ E[(X Ux ¡ ¹x)(X Uy ¡ ¹x)]























(xit uitx ¡ xui²x)(´it uity ¡ ´ui²y) = 0 (E-4)
Beweis: In diesem Fall folgt das Resultat unmittelbar aus der Tatsache, da¼
E[´ jX ; Ux ; Uy] = 0
gilt.
F Einige nÄ utzliche Matrizen-Resultate
Bei der Analyse der multiplikativen Ä Uberlagerung spielt das Hadamard-Produkt eine wich-
tige Rolle. Ich liste deshalb im folgenden wichtige Eigenschaften auf, die auch Rosemann
(2006) bereits verwendet hat.
FÄ ur "Hadamard-Produkt von zwei (m £ n)-Matrizen A und B gilt





a11b11 a12b12 ::: a1;n¡1b1;n¡1 a1nb1n






am¡1;1bm¡1;1 am¡1;2bm¡1;2 ::: am¡1;;n¡1bm¡1;n¡1 am¡1;nbm¡1;n







d.h. die resultierende Matrix hat ebenfalls m Zeilen und n Spalten. Mit ¥ wird die entspre-
chende elementweise Division bezeichnet. Insbesondere gilt fÄ ur beliebige Rechtecksmatriz






1 1 ::: 1 1






1 1 ::: 1 1






= ¶¶0 und A ¯ ¶¶0 = A ; (F-2)
und fÄ ur beliebigen Vektor a gilt














= ¶ und a ¯ ¶ = a : (F-3)
82Unmittelbar aus (F-1) folgt56
vec(A ¯ B) = vec(A) ¯ vec(B) (F-4)
FÄ ur m-dimensionale Vektoren a; c und n-dimensionale Vektoren b;d sind manchmal fol-
gende Ergebnisse nÄ utzlich:
a ¯ b = Da b = Db a (F-5)
Dabei sind Da und Db Diagonalmatrizen mit den Elementen des jeweiligen Vektors auf
der Diagonalen. Ferner gilt
(a ¯ b)(c ¯ d)0 = ac0 ¯ bd0 (F-6)
In der Arbeit von Lin(1989) ist folgendes Ergebnis von besonderer Bedeutung, das nur





(In ­ ej) vec(A0)
¤ £
(In ­ ej) vec(A0)
¤0 (F-7)
Dabei ist ej ein n-dimensionaler Vektor und bezeichnet die j-te Spalte der Einheitsmatrix






































































56Der vec-Operator stapelt die Spalten einer Matrix Ä ubereinander. vec(A) ergibt einen mn-dimensionalen
Vektor.
83Daraus folgt (F-7).
FÄ ur die lineare Form Ax gilt folgendes Ergebnis: Es sei A eine (m£n)-Matrix und x ein
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