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LINEAR-QUADRATIC CONTROL FOR STOCHASTIC EQUATIONS
IN A HILBERT SPACE WITH FRACTIONAL BROWNIAN MOTIONS∗
T. E. DUNCAN† , B. MASLOWSKI‡ , AND B. PASIK-DUNCAN†
Abstract. A linear-quadratic control problem with a finite time horizon for some infinite-
dimensional controlled stochastic differential equations driven by a fractional Gaussian noise is for-
mulated and solved. The feedback form of the optimal control and the optimal cost are given
explicitly. The optimal control is the sum of the well-known linear feedback control for the associ-
ated deterministic linear-quadratic control problem and a suitable prediction of the adjoint optimal
system response to the future noise. The covariance of the noise as well as the control operator in the
system equation can in general be unbounded, so the results can also be applied where the noise or
the control are on the boundary of the domain or at discrete points in the domain. Some examples
of controlled stochastic partial differential equations are given.
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1. Introduction. The linear-quadratic Gaussian (LQG) control problem for the
control of a finite-dimensional linear stochastic system with a Brownian motion (white
Gaussian noise) and a quadratic cost functional of the state and the control (e.g., [13])
is the most well-known and basic solvable stochastic control problem for stochastic
systems with continuous sample paths. Similarly, the LQG control of an infinite-
dimensional linear stochastic system with a Brownian motion and a quadratic cost
functional of the state and the control is the most well-known and basic solvable
stochastic control problem for infinite-dimensional stochastic systems with continuous
sample paths.
The noise or perturbations of a system are typically modeled by a Brownian
motion because such a process is Gauss–Markov and has independent increments.
However, empirical data from many physical phenomena suggest that Brownian mo-
tion is often inappropriate to use in the mathematical models of these phenomena. A
family of processes that has empirical evidence of wide physical applicability is the
collection of fractional Brownian motions. Fractional Brownian motions are a family
of Gaussian processes that were defined by Kolmogorov [20] in his study of turbu-
lence. While this family of processes includes Brownian motion, it also includes other
processes that describe behavior that is bursty or has a long-range dependence. These
other processes are neither Markov nor semimartingales. The first empirical evidence
of the usefulness of these latter processes was provided by Hurst [15] in his statistical
analysis of rainfall along the Nile River. Subsequently empirical justifications for mod-
eling with fractional Brownian motions have been noted for a wide variety of physical
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phenomena, such as economic data, flicker noise in electronic devices, turbulence,
Internet traffic, biology, and medicine.
The study of the solutions of stochastic equations in an infinite-dimensional space
with a (cylindrical) fractional Brownian motion (for example, stochastic partial differ-
ential equations) has been relatively limited. For the Hurst parameter H ∈ (1/2, 1),
linear and semilinear equations with an additive fractional Gaussian noise (the formal
derivative of a fractional Brownian motion) are considered in [3, 10, 11, 14, 25]. Ran-
dom dynamical systems described by such stochastic equations and their fixed points
are studied in [23]. A pathwise (or nonprobabilistic) approach is used in [22, 24, 27]
to study a parabolic equation with a fractional Gaussian noise where the stochastic
term is a nonlinear function of the solution. Strong solutions of bilinear evolution
equations with a fractional Brownian motion are obtained in [5, 9], and the same type
of equation is studied in [28], where a fractional Feynman–Kac formula is obtained.
A stochastic wave equation with a fractional Gaussian noise is considered in [1], and
a stochastic heat equation with a multiparameter fractional Gaussian noise is studied
in [16, 17].
The control problems for stochastic equations driven by fractional noise have
been studied only recently (cf. [19], where a one-dimensional problem is investigated,
and [6, 7, 8], where a multidimensional problem is investigated) and no results seem
to be available for infinite-dimensional systems (e.g., stochastic partial differential
equations) that are considered in this paper.
It should be noted that the control problem solved in this paper is not a straight-
forward generalization of the corresponding finite-dimensional problem. Although
the controlled equation has the same formal form as in finite dimensions, the op-
erators here are in general unbounded and only densely defined, which means that
the stochastic differentials here are only formal and the solutions must be defined
in a generalized (mild) sense. Furthermore, the corresponding Riccati equation and
an auxiliary nonautonomous deterministic equation (4.5) are only formal and mild
solutions are required for these equations. This major difficulty occurs because the
results are required to be applicable to stochastic partial differential equations where
the operator in the drift term is unbounded, and if boundary control and noise are
considered, then the operators in the diffusion and the control terms are also un-
bounded operators. These unbounded operators and the noise which may include a
white noise in the space variable means that there are basic questions even with the
existence and the regularity of the solutions. The conditions imposed in this paper
are balanced so that the formulation can include families of linear stochastic par-
tial differential equations but can still be mathematically tractable. An Ito formula,
which is usually the basic technical tool in controlled stochastic diffusion problems, is
not available here. Even for the approximating systems, because of technical difficul-
ties with the infinite-dimensional fractional Brownian motions an Ito formula is not
available. Instead, polygonal approximations of the noise and Yosida approximations
of the operators are used to obtain the desired basic equality (4.51). Furthermore,
the auxiliary equation (4.5) does not seem to satisfy any standard theory for two-
parameter evolution operators so its required properties are proved here. It should
also be mentioned that the corresponding theory of backward stochastic differential
equations in infinite dimensions has not been developed, so the approach used in the
one-dimensional problem in [19] cannot be used.
This paper consists of five sections. Section 2 contains some preliminaries, nota-
tion, and conditions that are assumed throughout the paper. In section 3 the existence
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of a quadratic cost functional (e.g., [30]). The main result is contained in section 4,
where (under slightly more restrictive assumptions than in sections 2 and 3) the form
of the feedback control is described and the optimal cost is given. In contrast to
the Markov case, the feedback control contains a suitable prediction of the adjoint
optimal system response to the future noise. Three examples are given in section 5:
a controlled stochastic heat equation, a controlled stochastic wave equation, and a
deterministic equation with boundary control and/or noise.
2. Preliminaries. Let U, V , and H denote real, separable Hilbert spaces and
consider the state equation
dX(t) = (AX(t) +Bu(t))dt+ CdBH(t),(2.1)
X(0) = x ∈ H ,
in the space H , where t  0, A : DA ⊂ H → H is a linear (in general) un-
bounded operator that is the infinitesimal generator of a strongly continuous semi-
group (S(t), t  0), and (BHt , t  0) is a cylindrical fractional Brownian motion on







λiβi(t), t > 0,
where {ei, i ∈ N} is a complete orthonormal basis in V , (βi(t), i ∈ N, t  0) is a family
of (stochastically) independent, real-valued, standard fractional Brownian motions
with the Hurst parameter H ∈ (12 , 1) fixed and λi  0, (λi, i ∈ N) is a bounded
sequence in R+. The linear operators B and C and the family of admissible controls
U are specified subsequently. It can be assumed that the filtration (F (t), t  0)
satisfies the so-called usual conditions (e.g., [18]). For the control problem here it is
natural to assume that (F (t), t  0) is the P-completion of (σ(B(s), s  t), t  0).
The incremental covariance Q̃ of (BH(t), t  0) is defined by
(2.3) Q̃en = λnen, n ∈ N.
It is not required that Q̃ is a trace class operator on V , so the series in (2.2) may diverge
in the space V ; cf. [5] and [11] for the basic theory of fractional Brownian motions
and stochastic integrals driven by fractional Brownian motions that is relevant in the
present case.
In this paper the following notation is used. If Y, Z are Hilbert spaces, then let
〈·, ·〉Y and | · |Y denote the inner product and norm on the space Y , let L (Y, Z) and
L2(Y, Z) denote the spaces of bounded linear and Hilbert–Schmidt operators from Y
to Z, respectively, and let L (Y ) = L (Y, Y ) and L2(Y ) = L2(Y, Y ).
In a latter part of this paper it is assumed that the semigroup (S(t), t  0) is
analytic. In that case there exists β̂  0 such that Â := A− β̂I is a strictly negative
operator. Let DαA, α  0 be the domain of the fractional power (−Â)α equipped with
the norm |x|DαA := |(−Â)αx|H (and similarly DαA∗ , | · |DαA∗ for the adjoint A∗).
Some assumptions are given now:
(A1) One of the following two conditions is satisfied for B and C in (2.1):
(a) B ∈ L (U,H ), C ∈ L (V,H ), where U = (U, 〈·, ·〉U , | · |U ) (the state space of
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(b) (S(t), t  0) is an analytic semigroup and there are constants α ∈ (0, 1) and
β ∈ (0, 1] such that B ∈ L (U,Dα−1A ) and C ∈ L (V,Dβ−1A ).
Note that in the case (A1)(b), B and C may be unbounded as operators U → H
and V → H , respectively, but the formulation requires the semigroup (S(t), t  0)
to be analytic.
For the family of admissible controls, U , the following assumption is introduced:
(A2) u ∈ U := LpF = LpF((0, T ) × Ω;U), where p > 1α , p  2, is fixed and
LpF denotes the closed linear subspace of all (F (t))-progressively measurable
processes in Lp((0, T ) × Ω;U). If B ∈ L (U,H ), then p can be chosen to
satisfy only p  2.
Clearly, if B ∈ L (U,H ) or if α > 1/2, then it is appropriate to take p = 2
because it is not reasonable to reduce the space of controls. However, if α  1/2, then
the operator B is too singular and it is necessary to restrict the space of controls so
that the solution to the controlled equation is well defined.
The following condition is used for the stochastic convolution integral (that occurs
in the variation of constants formula for the controlled system (2.1)) to be well defined.




r−ηs−η|S(r)CQ̃1/2|L2(V,H )|S(s)CQ̃1/2|L2(V,H )φH(r−s)drds <∞,
where φH(r) := H(2H − 1)|r|2H−2.
Remark 2.1. (a) By (A3), the stochastic convolution integral with respect to the




S(t− r)CdBH (r), t ∈ [0, T ],
is a well-defined Gaussian process with sample paths in C([0, T ],H ) (cf. [5]).
(b) It easily follows (e.g., [5]) that the condition (A3) is satisfied if the mapping
t → t−ηStCQ̃1/2 belongs to L 1H (0, T ;L2(V,H )). If Q̃1/2 ∈ L2(V ) (which corre-
sponds to the case when (BH(t), t  0) is a V -valued stochastic process) and (A2)
holds, then the assumption (A3) is satisfied if
(2.5) β > 1−H.
It follows that for T > 0, η > 0∫ T
0
|t−ηS(t)CQ̃1/2| 1HL2(V,H )dt 
∫ T
0










and the final integral on the far right of the inequalities is finite for η > 0 sufficiently
small, such that 1−β+ηH < 1.
The solution to (2.1) is defined in the mild sense, that is, for t ∈ [0, T ] by the
formula
(2.6) X(t) = S(t)x+
∫ t
0
S(t− r)Bu(r)dr + Z(t),
where (Z(t), t  0) is given in (2.4). Note that (Xt, t ∈ [0, T ]) is a well-defined H -
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Consider (2.1) with feedback controls of the form u(t) = K(t)X(t) + h(t), where
(X(t), t  0) satisfies the equation for t ∈ [0, T ]
dX(t) = (AX(t) +B(K(t)X(t) + h(t)))dt + CdBH(t),(2.7)
X0 = x ∈ H ,
h ∈ U and K ∈ Cs([0, T ],L (H , U)) (where Cs([0, T ],L (Y,X)) is the space of
strongly continuous L (Y,X)-valued operators, where Y and Z are Banach spaces).
The (mild) solution to (2.7) is defined in the usual way by the mild formula for
t ∈ [0, T ],
(2.8) X(t) = S(t)x+
∫ t
0
S(t− r)B(K(r)X(r) + h(r))dr + Z(t)
(which coincides with (2.6) for u(t) = K(t)X(t) + h(t)). Since the mapping (t, x) →
f(t, x) := K(t)x is continuous as a map [0, T ] × H → U and f(t, ·) is Lipschitz
for each t ∈ [0, T ], it is easy to see that (2.8) has a pathwise unique H -continuous
solution.











E〈GX(T ), X(T )〉H
for x ∈ H and u ∈ U , where Q,R, and G are linear operators satisfying
(A4) Q,G ∈ L (H ), Q  0, G  0, R ∈ L (U), R  0, Q,G, and R are self-
adjoint.
The problem is to minimize the cost functional J(x, u), that is,
(2.10) J̃(x) := inf
u∈U
J(x, u),
and (for a given x ∈ H ) to find an optimal control û ∈ U that achieves the infimum
in (2.10), that is, J(x, û) = J̃(x).
3. Existence and uniqueness of the optimal control. In this section a
proof is given of the existence of an optimal control in the family of controls U = LpF
under the general assumptions (A1)–(A4), which are assumed to hold throughout this
section. Furthermore, a proof is given of pathwise uniqueness of the optimal system
(where uniqueness is in the space LpF).
The mild solution (2.6) can be rewritten as
X(·) = (S̃x)(·) + Lu(·) + Z(·),(3.1)
X(T ) = S(T )x+ L(T )u+ Z(T ),(3.2)
where x ∈ H , u ∈ U , Z = (Z(t), t ∈ [0, T ]) is the stochastic convolution integral




S(t− r)Bu(r)dr, t ∈ [0, T ],(3.3)
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and
(3.5) (S̃x)(t) := S(t)x.
Let LqF(X) := L
q
F((0, T )× Ω;X) for any q  1 and a separable Hilbert space X, and
let LqF(Ω;X) denote the linear subspace of L
q(Ω;X) consisting of all FT -measurable
elements.
Lemma 3.1. If (A1)–(A3) are satisfied, then the following four statements are
satisfied:
(i) L ∈ L (LpF(U), L2F(H )),
(ii) L(T ) ∈ L (LpF(U), L2F(Ω;H )),
(iii) S̃ ∈ L (H , L2(0, T,H )),
(iv) Z ∈ L2F(H ), ZT ∈ L2F(Ω;H ).
Proof. The statement (iii) is obvious and the statement (iv) follows from [5] (in
fact, Z has an H -continuous version; cf. Remark 2.1). By the analyticity of the




|S(t− r)Bu(r)|H dr 
∫ t
0














 cT |u|Lp(0,t,U), t ∈ [0, T ],
are satisfied for some constants c, cT depending only on T , where q =
p
p−1 and q
satisfies (1−α)q < 1. Now, (i) and (ii) follow directly. If (A1)(a) is satisfied, then (i)
and (ii) follow directly.
It will be useful to characterize explicitly the adjoint operators L∗ ∈ L (L2F(H ),
LqF(U)) and L
∗
T ∈ L (L2F(Ω;H ), LqF(U)), where q = pp−1 .
Lemma 3.2. If (A1)–(A3) are satisfied, then the following two equalities are
satisfied:
(3.7) L∗ξ(t) = E
[ ∫ T
t
B∗S∗(r − t)ξ(r)dr|F (t)
]
, ξ ∈ L2F(H ),
for almost all t ∈ [0, T ] and
(3.8) L∗T η(t) = B
∗S∗(T − t)E[η|F (t)], t ∈ [0, T ], η ∈ L2(Ω;H ).
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where it is used that |B∗S∗(t − r)|L (H ,U)  const. (t − r)1−α for all t, r ∈ (0, T ),























so it follows that





, r ∈ [0, T ],
for ξ ∈ L∞F (H ). If ξ ∈ L2F(H ), then the proof of (3.7) can be completed by a suitable
passage to the limit. Choosing a sequence (ξn, n ∈ N) with elements in L∞F (H ), such









(t− r)1−α dt = I
α
T−(ϕn)(r),
where ϕn(t) = |ξn(t) − ξ(t)|H and IαT− is a Riemann–Liouville fractional integral of










ϕ2n(r)dr → 0, n→ ∞.








for almost all r ∈ [0, T ] P-a.s. and (3.7) is obtained by (3.11) and the Lebesgue
dominated convergence theorem. Similarly, for u ∈ LpF(U), η ∈ L∞F (Ω;H ),
E〈LTu, η〉H = E
〈∫ T
0











〈u(r), B∗S∗(T − r)E[η|F (r)]〉U dr,
noting that |B∗S∗(T − r)|L (H ,U)  const. (T − r)1−α, r ∈ (0, T ). Hence (3.8) follows
for η ∈ L∞F (Ω,H ). For arbitrary η ∈ L2F(Ω,H ), choose a sequence (ηn ∈ N) of
elements in L∞F (Ω,H ) such that ηn → η in L2F(Ω,H ). Then η̃n := E[ηn|F (T )] →








(T − r)(1−α)q |η̃n − η|
q
Udr → 0
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(U) + |Q1/2(S̃x+ Lu+ Z)|2L2
F
(H )(3.15)
+ |G1/2(S(T )x+ LTu+ Z(T ))|2L2(Ω,H )}
for x ∈ H , u ∈ U . Therefore, denoting by 〈·, ·〉q,p the duality between LqF(U) and




{〈Ru, u〉q,p + 〈L∗QLu, u〉q,p + 〈L∗TGLTu, u〉q,p}(3.16)




{〈QZ,Z〉L2F(H ) + 2〈QS̃x, Z〉L2F(H ) + 〈S
∗
TGSTx, x〉H
+ 〈GZT , ZT 〉L2
F






〈Nu, u〉q,p + 〈Φx, u〉q,p +Ψ(x),
where N ∈ L (LpF(U), LqF(U)), Φx ∈ LqF(U), Ψ(x) ∈ R,
Nu := Ru+ L∗QLu+ L∗TGLTu,(3.17)









(H ) + 2〈QS̃x, Z〉L2
F
(H ) + 〈S∗TGSTx, x〉H(3.19)
+ 〈GZT , ZT 〉L2
F
(Ω,H ) + 2〈GSTx, ZT 〉L2
F
(Ω,H )}.
Now we fomulate the main result of this section. If the spaces H , V , and U are finite
dimensional and p = q = 2 the result is well known (cf. [30]).
Theorem 3.3. If (A1)–(A4), then the following three statements are valid:
(i) N ∈ L (LpF(U), LqF(U)), where q = pp−1 , N = N∗ is self-adjoint (i.e.,
〈Nu, v〉q,p = 〈u,N∗v〉p,q = 〈u,Nv〉p,q for u, v ∈ LpF(U)∩LqF (U), and N  0,
i.e., 〈Nu, u〉q,p  0 for u ∈ LpF(U).
(ii) For any initial value x ∈ H , there exists a (unique) optimal control for the
problem (2.1)–(2.9) if and only if there exists a (unique) optimal control ū ∈ U
such that
(3.20) Nū+Φx = 0.
(iii) If ū is an optimal control for the problem (2.1)–(2.9), the optimal cost is
(3.21) J̃(x) = J(x, ū) = −1
2
〈Φx, ū〉q,p +Ψ(x),
where Φ and Ψ are given by (3.18) and (3.19), respectively.
Proof. From the properties of the operators L and LT established in Lemma 3.2 it
easily follows that N ∈ L (LpF(U), LqF(U)) (note that p  q), and the self-adjointness
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assume that (for a fixed x ∈ H ) ū ∈ U = LpF(U) is an optimal control. Then the
directional derivative DhJ(x, ū) at the point ū in any direction h ∈ LpF(U) must be
zero, and using the equality (3.16) it follows that
(3.22) DhJ(x, ū) =
1
2
(〈Nū, h〉q,p + 〈Nh, ū〉q,p) + 〈Φx, h〉q,p = 0,
which, by the self-adjointness of N , yields
(3.23) DhJ(x, ū) = 〈Nū, h〉q,p + 〈Φx, h〉q,p = 0, h ∈ LpF(U),
and (3.20) follows. Conversely, if (3.20) is satisfied for arbitrary u ∈ U it follows that





〈N(ū + u− ū), u+ u− ū〉q,p + 〈Φx, ū + u− u〉q,p − 1
2




〈Nū+Φx, u − ū〉q,p + 1
2
〈N(u− ū), u− ū〉q,p  0
by (3.20) and nonnegativity of N ; hence ū ∈ U is optimal. The third statement (iii)
follows immediately from the second statement (ii).
There is also a feedback form for the optimal control. Assume that (3.20) is
satisfied. Then the following equality is satisfied:
O = (Nū+Φx) = (R+ L∗QL+ L∗TGLT )ū + L
∗QS̃x+ L∗QZ(3.25)
+ L∗TG(S(T )x+ Z(T )) = Rū+ L
∗Q(S̃x+ Lū+ Z)
+ L∗TG(S(T )x+ LT ū+ Z(T )) = Rū+ L
∗QX ū + L∗TGX
ū(T ),
where X ū satisfies (2.1) with u = ū. It can be easily checked (similarly as in (3.6))
that X ū ∈ Lp(Ω, C([0, T ],H )). Using the form of the operators L∗ and L∗T from
Lemma 3.2 the following corollary is obtained.
Corollary 3.4. Let (A1)–(A4) be satisfied, let x ∈ H be given, and let there
exist an optimal control ū for the problem (2.1)–(2.9) (or equivalently let there exist
a solution ū to (3.20)). Then the following equality is satisfied:
(3.26) Rū(t) = −
∫ T
t
B∗S∗(r− t)QE[X ū(r)|F (t)]dr−B∗S∗(T − t)GE[X ū(T )|F (t)]
for each t ∈ [0, T ].
Remark 3.5. (i) A simple sufficient condition for the (unique) solvability of (3.20)
may be given if p = q = 2 (which is a natural choice if α > 12 in the assumption (A1)).
If the operator R ∈ L (U) is uniformly positive (R  γI for some γ > 0), then by
(3.17) the inequality




(U), u ∈ L2F(U)
is satisfied and it follows thatN has a bounded inverse,N−1 ∈ L (L2F(U)). Therefore,
for each x ∈ H , (3.20) has a unique solution
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which is the optimal control. In this case, (3.26) yields the feedback form of the





B∗S∗(r − t)QE[X ū(r)|F (t)]dr +B∗S∗(T − t)GE[X ū(T )|F (t)]
)
.
(ii) If, moreover, the spaces H , U , and V are finite-dimensional, proceeding as in
(3.25) it can be easily seen that
(3.29) Nu+Φx = Ru−B∗p, u ∈ L2F(U),
where p satisfies the backward stochastic equation
dp(t) = (−A∗p(t) +QX(t))dt+ q(t)dBH(t), t ∈ [0, T ],(3.30)
p(T ) = GX(T ).




S∗(r − t)E(QX(r)|F (t)]dr + S∗(T − t)E[GX(T )|F (t)],
Hence for the optimal control ū (satisfying Nū + Φx = Rū − B∗p = 0) the same
expression as in (3.28) is obtained. In the general infinite-dimensional case (with
unbounded A,B, and C) the corresponding theory of equations of the form (3.30)
has not yet been developed. Nonetheless, the solution for the backward stochastic
differential equation is obtained directly from (3.28) by computing the operators L∗
and L∗T .
4. Optimal feedback control. The expression (3.28) for the optimal control in
section 3 is not very satisfactory, because the control is not expressed directly in terms
of the optimal solution. In this section an optimal control is described in the feedback
form ūt = K(t)X
ū
t + ϕ(t), where ϕ is a functional of X . The hypotheses (A1)–(A4)
are restricted somewhat. In addition, the following assumption is introduced.
(A5) The following three conditions are satisfied:
(a) Tr Q̃ <∞.
(b) β  α > 1−H , where α, β are defined in (A1)(b).
(c) R has a bounded inverse, that is, R−1 ∈ L (U), and G ∈ L (H , D1−αA∗ ).
The condition (A5)(a) implies that (BHt , t  0) is a “genuine” V -valued frac-
tional Brownian motion, not merely a cylindrical fractional Brownian motion. The
inequality β  α means, roughly speaking, that the diffusion operator C is not “more
unbounded” than the control operator B.
The formal Riccati equation in this case is
V̇ = A∗V + V A− V BR−1B∗V +Q,(4.1)
V (0) = G,
which does not include the noise linear operator C, so the well-known deterministic
result for this case (e.g., [12]) can be used. Let Σ+ = {V ∈ L (H ), V = V ∗;V  0}.
Theorem 4.1. If (A1), (A4), and (A5) are satisfied, then for an arbitrary
V0 ∈ Σ+∩L (H , D1−αA∗ ) there exists a unique operator-valued function V ∈ Cs([0, T ],
L (H , D1−αA∗ )) ∩ Cs([0, T ], Σ+) (Cs(·) denotes strongly continuous) such that
(4.2)
V (t) = S∗(t)V0S(t) +
∫ t
0
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〈V (t)x, y〉H = 〈V (t)x,Ay〉H +〈Ax, V (t)y〉H +〈Qx, y〉H −〈R−1B∗V (t)x,B∗V (t)y〉U
for all t ∈ (0, T ), x, y ∈ DA, and V (0) = V0.
The mapping V satisfying (4.2) (or equivalently, (4.3)) is called the mild (or weak)
solution to (4.1) with V0 = G. Let
(4.4) B̃(t) := V (t)BR−1B∗.
By the fact that V ∈ Cs([0, T ],L (H , D1−αA∗ )) and V = V ∗ on H there is a unique
extension of V (denoted again by V ) such that V ∈ Cs([0, T ],L (Dα−1A ,H )); hence
B̃ ∈ Cs([0, T ],L (D1−αA∗ ,H )).
For t  s consider the differential equation
ẏ(t) = A∗y(t)− B̃(t)y(t),(4.5)
y(s) = x ∈ H .
The following technical lemma states the existence and some properties of the evolu-
tion operator used to solve (4.5).
Lemma 4.2. If (A1), (A4), and (A5)(c) are satisfied, then for each s ∈ [0, T ],
x ∈ D1−αA∗ , there exists a unique mild solution y(t) = U(t, s)x to (4.5), that is, a
D1−αA∗ -valued function y satisfying
(4.6) y(t) = S∗(t− s)x+
∫ t
s
S∗(t− r)B̃(r)y(r)dr, t ∈ [s, T ],
such that for each s ∈ [0, T ], the solution is continuous, that is, y ∈ C([s, T ], D1−αA∗ ).
The collection (U(t, s), t  s; t, s ∈ [0, T ]) is a strongly continuous family of
evolution operators as maps Δ → L (D1−αA∗ ), where
Δ = {(t, s) ∈ R2+; 0  s < t  T }
(and Δ is the closure of Δ), that is, for each convergent sequence (tn, sn) → (t0, s0)
in Δ and each x ∈ D1−αA∗ there is convergence U(tn, sn)x→ U(t0, s0)x in L (D1−αA∗ ).
Furthermore,
(U(t, s), t > s; t, s ∈ [0, T ])
can be uniquely extended to a strongly continuous family of evolution operators as maps
Δ → L (H , D1−αA∗ ) (denoted again by U(t, s)) and for a constant c > 0 (independent
of (t, s) ∈ Δ) there is the inequality
(4.7) |U(t, s)|L (H ,D1−α
A∗ )
 c
(t− s)1−α , (t, s) ∈ Δ.
Proof. Given x ∈ D1−αA∗ and s ∈ [0, T ) by a standard fixed point argument as
follows, (4.6) has a unique solution in C([s, T ], D1−αA∗ ). Since
|B̃(t)|L (D1−α
A∗ ,H )
 |V (t)|L (Dα−1A ,H ) · |B|L (U,Dα−1A ) · |R
−1|L (U) · |B∗|L (D1−α
A∗ ,U)
(4.8)
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for some constant c, defining
(4.9) Φ(y)(t) := S∗(t− s)x+
∫ t
s
S∗(t− r)B̃(r)y(r)dr, t ∈ [s, T ],













(t− r)1−α |y1(r) − y2(r)|D1−αA∗ dr
for some k > 0; hence
|Φ(y1)− Φ(y2)|X  CT |y1 − y2|X
for y1, y2 ∈ X, where CT → 0+ as T − s → 0+. Thus, Φ is a contraction on X for
T − s sufficiently small. For larger T this result can be extended by subdividing the
interval [s, T ] into smaller subintervals and iterating the solution.
Hence it follows that U(t, s) is a well-defined linear operator on D1−αA∗ for each




























and for the mapping h(t) := |U(t, s)|L (D1−α
A∗ )
by the analyticity of the semigroup
(S∗(t), t  0)




(t− r)1−α dr, (t, s) ∈ Δ,
for some independent constants c1, c2 > 0. By the generalized Gronwall lemma it
follows that
(4.14) h(t) = |U(t, s)|L (D1−α
A∗ )
 c3, t  s,
where c3 does not depend on (t, s) ∈ Δ. The strong continuity of the family (U(t, s),
(t, s) ∈ Δ) in the norms mapping Δ → L (D1−αA∗ ) is now a simple consequence of the
uniform estimate (4.14) and the mild formula (4.6).
It remains to verify the behavior of the evolution family (U(t, s)) in the norm of
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for (t, s) ∈ Δ. Since D1−αA∗ is dense in H there is the inequality
(4.17) g(t)  c4




(t− r)1−α dr, t > s,
where g(t) := |U(t, s)|L (H ,D1−α
A∗ )
, t > s, s ∈ [0, T ), and c5 is a constant. By the
generalized Gronwall lemma it follows that
(4.18) g(t)  c4




(t− r)1−α(r − s)1−α , (t, s) ∈ Δ,
where the constants c4 and c6 are independent of (t, s) ∈ Δ, and (4.7) easily follows.
The strong continuity of (U(t, s)) in the norm L (H , D1−αA∗ ) on Δ is easily obtained
by (4.6) and (4.7).
Subsequently let P (t) = V (T − t), where V is the mild solution to (4.1) with
V0 = G and UP (s, t) = U(T − t, T − s) for (s, t) ∈ Δ and consider the function ϕ




UP (s, t)P (s)CdB
H(s)
for t ∈ [0, T ]. This expression for ϕ plays an important role in the formulation of the
main result.
Lemma 4.3. If (A1), (A3)–(A5) are satisfied, then the process ϕ given by (4.19)
is a well-defined centered Gaussian process in Lp(Ω× (0, T ), D1−αA∗ ).
Proof. By (4.7) for an independent constant ĉ > 0
|UP (s, t)P (s)CQ̃1/2|L2(V,D1−αA∗ )  |UP (s, t)|L (H ,D1−αA∗ )(4.20)
· |P (s)|L (Dα−1A ,H ) · |C|L (V,Dα−1A ) · |Q̃
1/2|L2(V )
 ĉ
(s− t)1−α , (s, t) ∈ Δ,
and since α > 1−H it follows that
(4.21) UP (·, t)P (·)CQ̃1/2 ∈ L 1H ((t, T ),L2(U,D1−αA∗ ))
for each t ∈ [0, T ), so the stochastic integral (4.10) is well defined for each t (cf.
Remark 2.1(b)) as a D1−αA∗ -valued random variable. Next it is shown that the process
t → ∫ T
t
UP (s, t)P (s)CdB
H(s) is mean-square left continuous in D1−αA∗ . Choosing
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→ 0 as t− h→ 0


























By the strong continuity of U(s, ·) established in Lemma 4.2 it follows that
(4.25) |(UP (s, t)− UP (s, h))P (s)CQ̃1/2ei|2D1−α
A∗
→ 0 as h→ t−
for each s > t and i ∈ N. Furthermore, by (4.20)
|(UP (s, t)− UP (s, h))P (s)CQ̃1/2ei|2D1−α
A∗
(4.26)
 2(|UP (s, t)P (s)CQ̃1/2ei|2D1−α
A∗
+ |UP (s, h)P (s)CQ̃1/2ei|2D1−α
A∗
)
 2(|UP (s, t)|2L (H ,D1−α
A∗ )
· |P (s)|2




+ |UP (s, h)|2L (H ,D1−α
A∗ )
· |P (s)|2











(s− t)2(1−α) · |Q̂
1/2ei|2
for a constant K > 0, which gives the convergence of the integrand in the integral on
the right-hand side (r.h.s.) of (4.24), so together with (4.25) it follows that I2 → 0
as h→ t−. Hence the stochastic integral (4.10) is left-continuous in the mean-square
and thus has a measurable version which is a Gaussian process in Lp(0, T,D1−αA∗ ) (cf.
[2, Proposition 3.6]).
Note that the solution of the controlled equation is well defined by the mild
formula (2.6) even if the control u ∈ V := Lp([0, T ]×Ω, U) is not adapted. Using the
operator-valued mapping P and the process ϕ the following result for a nonadapted
control is obtained. It may be of independent interest but it also is used later to prove
a corresponding result for adapted controls.
Theorem 4.4. Let (A1)–(A5) be satisfied, let x ∈ H and u ∈ U be arbitrary, let
ϕ be given by (4.19), and let (X(t), t  0) be the solution of the controlled equation
(2.1). Let V = Lp([0, T ] × Ω, U) be the linear space of nonadapted controls. The
optimal control v̄ ∈ V for the control problem (2.1)–(2.9) with the family of controls
U replaced by V is
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where (X(t), t ∈ [0, T ]) is the solution of the controlled equation (2.1) with u = v̄. The




























Tr(R−1B∗UP (r, s)P (r)CQ̃C∗P (q)U∗P (q, s)R
−1B)





Tr[C∗P (s)U∗P (s, r)CQ̃]φH(r − s)drds.
To prove Theorem 4.4 some approximations to the state and the noise processes
are useful. For λ > β̂, let R(λ) = λR(λ,A), where R(λ,A) = (λI − A)−1 is the
resolvent of the operator A. For t  s consider the equations
ẏ(t) = A∗y(t)− B̃λ(t)y(t),(4.29)
y(s) = x ∈ H
for s ∈ [0, T ], where B̃λ(t) := V (t)BλR−1B∗λ and Bλ = R(λ)B. From the properties of
the Yosida approximations it follows that for each λ > β̂, Bλ ∈ L (U,H ) and Bλ → B
in the strong operator topology of L (U,Dα−1A ) as λ → +∞. As in Lemma 4.2 it
follows that there exists an evolution operator (Uλ(t, s), s  0, t  s) corresponding
to (4.29) in the same way as (U(t, s), s  0, t  s) corresponding to (4.5). Moreover,
Uλ(t, s) → U(t, s), as λ → ∞, strongly in L (H , D1−αA∗ ) for each 0 < s < t  T .
Now set UP,λ(s, t) = Uλ(T − t, T − s) and define the family of processes, (ϕλ(t), t ∈






It is easy to verify that
(4.31) ϕλ → ϕ
as λ→ ∞ in L2((0, T )×Ω;D1−αA∗ ). Similarly, define a controlled process Xλ satisfying
the equation
dXλ(t) = (AXλ(t) +Bλu(t))dt+R(λ)CdB
H(t), t ∈ (0, T ],(4.32)
Xλ(0) = xλ := R(λ)x,
which is trivially uniquely solvable and it follows that as λ→ ∞
(4.33) Xλ → X in L2((0, T )× Ω,H ) and Xλ(T ) → X(T ) in L2(Ω,H ).
The next step consists in approximating the fractional Brownian motion (BH(t), t 
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n , j = 0, . . . , n, and B
i





0, . . . , n−1. Furthermore, for almost all t and each (i, n) ∈ N2 let bin(t) := ∂∂tBin(t) for





For each fixed λ > β̂ consider the sequence of random differential equations for
t ∈ [0, T ]




∗ − P (t)BλR−1B∗λ)ϕλ,n(t) + P (t)R(λ)Cbn(t) = 0,(4.36)
ϕλ,n(T ) = 0.
Both of the equations have unique mild solutions for each n ∈ N and λ > β̂ and for
t ∈ (0, T ) that can be expressed as












respectively. Now it is easy to see that as n→ ∞
(4.39) Xλ,n → Xλ, ϕλ,n → ϕλ
in L2((0, T )× Ω;H ) and L2((0, T )× Ω, D1−αA∗ ), respectively, and
(4.40) Xλ,n(T ) → Xλ(T )
in L2(Ω;H ). (For the passage to the limit in the stochastic integral use integration
by parts or a special case of the result of [29] on Wong–Zakai approximations for
multiple fractional Brownian integrals.)
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〈C∗R∗(λ)P (s)U∗P,λ(s, t)R(λ)Cei, ej〉V bin(t)bjn(s)dtds.
A result of C. Tudor and M. Tudor (Theorem 3.1 in [29]) is used in the verification





















where the symbol ◦ denotes the Stratonovich integral. The only assumptions for
this theorem are that the integrand is continuous and symmetric. The symmetric
property follows by symmetrizing the integrand above. The trace class property of
the incremental covariance Q̃ allows (4.43) to be satisfied for N = +∞.
Let hλi,j(s, t) = 〈C∗R∗(λ)P (s)U∗P,λ(s, t)R(λ)CQ̃ei, ej〉V and use the relation be-
tween the Stratonovich and the Skorokhod integrals [5] to rewrite the expression on





































where φH(r − s) = H(2H − 1)|r − s|2H−2 and Dr denotes the Malliavin (or path)
derivative operator for the fractional Brownian motion (cf. [9]). The first term on the












Tr[C∗R∗(λ)P (s)U∗P,λ(s, r)R(λ)CQ̃]φH(r − s)drds.
It remains to pass to the limit as λ → +∞. Note that for an arbitrary family
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such that Mλ(r, t) → M(r, t) as λ → ∞ in the strong operator norm of L (V )
and |Mλ(r, t)|L (V )  ϕ(r, t) for each pair (r, t), and for an integrable function ϕ
on [0, s]× [0, T ] it follows by the Lebesgue dominated convergence theorem that there










as λ→ ∞. This convergence is satisfied for
Mλ(r, s) = C
∗R∗(λ)P (s)U∗P,λ(s, r)R(λ)C
by the above mentioned properties of the operators (UP,λ(s, r), r  0, s  r) and
(R(λ), λ  β̂) because
|Mλ(r, s)|L (V )  |C∗|L (D1−β
A∗ ,V )
· |P (s)|L (H ,D1−α
A∗ )
· |UP,λ(s, r)|L (H ,D1−β
A∗ )
(here it is used that α  β by (A5)(b)). Therefore, letting λ→ ∞ in (4.45), (4.41) is
obtained.
Proof of Theorem 4.4. Fix n ∈ N and λ > β̂; let Jn,λ(xλ, u) denote the cost for












E〈GXλ,n(T ), Xλ,n(T )〉H .





n→∞ Jn,λ(xλ, u) = J(x, u), x ∈ H , u ∈ U .
Assume initially that the process u ∈ V has the sample paths (P-a.s.) in C1([0, T ], U)
(so there exists a strong solution to (4.35)). By taking the differentials of the processes
(〈P (t)Xλ,n(t), Xλ,n(t)〉H , t ∈ [0, T ]) and (ϕλ,n(t), t ∈ [0, T ]) for fixed λ > β̂ and n ∈ N
and integrating these differential expressions it follows that
Jn,λ(xλ, u)− 1
2








〈Ru(s), u(s)〉U + 〈P (s)BR−1B∗P (s)Xλ,n(s), Xλ,n(s)〉H
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For λ > β̂, all the operators in (4.48) are bounded on their respective spaces, so by



















Now consider λ→ ∞. Use the convergence Bλ → B in the strong operator topology
of L (U,Dα−1A ) (and the equiboundedness of |Bλ|L (U,Dα−1A )) and the convergence in
(4.31) and (4.33). It follows that
J(x, u)− 1
2



































Tr[C∗P (s)U∗P (s, r)CQ̃]φH(r − s)drds.
If the sample paths of (u(t), t  0) ∈ V are not smooth the same equality can be
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smooth processes in the norm of Lp((0, T )×Ω, U) and passing to the limit directly in
(4.56) (the corresponding sequence of controlled processes (Xn(t), t ∈ [0, T ], n ∈ N) =
(Xun(t), t ∈ [0, T ], n ∈ N) then converges to the limiting process in L2((0, T )×Ω;H )).
From the expression (4.51) for J it is clear that the optimal control in V is
(4.27). Note that the control u = v̄ and the corresponding optimal solution to
the controlled equation are well defined because R−1B∗ϕ ∈ V and R−1B∗P (·) ∈
Cs([0, T ],L (H , U)) (cf. the remark following (2.8)).
Using the equality (4.51) the main result stated below can be proved.
Theorem 4.6. If (A1)–(A5) are satisfied, then there exists a unique optimal
control (ū(t), t ∈ [0, T ]) in U for the control problem (2.1)–(2.9) that is given by
(4.52) ū(t) = −R−1B∗P (t)X(t)−R−1B∗ψ(t)
and







T− uH−1/2(UP (·, t)P (·)C)))(s)dBH (s),
where t ∈ [0, T ], ua(s) = saI for s > 0 and a ∈ R, UP is the fundamental solution for
dX(t) = (A−BR−1B∗P (t))X(t), and Iat− denotes the left-sided fractional Riemann–







(and the left-sided fractional derivative for α ∈ (−1, 0)), s ∈ (0, t), h ∈ L1([0, t],
L (U,H )), a > 0, and Γ is the (Euler) Gamma function. The optimal cost is
J̃(x) = J(x, ū) =
1
2





























Tr[C∗P (s)U∗P (s, r)CQ̃]φH(r − s)drds,
where E[ϕ(t)|F (t)] = ∫ t
0
η(t, s)dBH(s); cf. (4.53).
Proof. The process (ϕ(t), t ∈ [0, T ]) is not (F (t))-adapted and therefore does not
belong to U . Let Π denote the orthogonal projection of the space L2((0, T )×Ω, U) =
L2(U) on its closed linear subspace L2F(U) and let Π
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orthogonal projection. By the proof of Theorem 4.4 for any x ∈ H , u ∈ L2F(U)
J(x, u)− 1
2






|R− 12 (Ru(s) +B∗P (s)X(s) + ΠB∗ϕ(s))|2U
(4.56)








Tr[C∗P (s)U∗P (s, r)CQ̃]φH(r − s)drds.
Clearly the r.h.s. of (4.56) is minimized if u is chosen to satisfy
u(t) = ū(t) = −R−1B∗P (t)X(t)−ΠR−1B∗ϕ(t),
and since the orthogonal projection Π is conditional expectation with respect to
(F (t), t ∈ [0, T ]), it follows that
(4.57) u(t) = ū(t) = −R−1B∗P (t)X(t)−R−1B∗ψ(t).
The stochastic integral form of the prediction in (4.53) follows from [4]. The process
(R−1B∗ψ(t), t ∈ [0, T ]) is Gaussian, belongs to Lp((0, T )×Ω, U), and is progressively
measurable. Therefore it belongs to U = LpF(U). It easily follows (as in the proof
of Theorem 4.4) that the optimal solution with the feedback control (ū(t), t ∈ [0, T ])
defined by (4.47) is well defined and ū(t), t ∈ [0, T ] belongs to U and is therefore
the optimal control. The formula (4.54) for the optimal cost is now obtained by
substituting the optimal control into (4.56).
Remark 4.7. While it is assumed that H > 12 , the optimal control given in
Theorem 4.6 is also valid for the well-known case of H = 12 (i.e., the case when
(BH(t), t  0) is a V -valued Wiener process). Then by the independent increments
of (B
1
2 (t), t  0) it follows that
ψ(t) = E[ϕ(t)|F (t)] = E
[∫ T
t




so the optimal control is ū(t) = −R−1B∗P (t)X(t). To demonstrate the analogous




















Proceeding as in the remaining part of the proof of Lemma 4.5, this family of integrals
can be shown to converge to ∫ T
0
Tr[C∗P (s)CQ̃]ds
as λ→ ∞. Summarizing, the well-known expression for the optimal cost is obtained:
J̃(x) = J(x, ū) =
1
2
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5. Examples.




(t, ξ) = Δy(t, ξ) + u(t, ξ) + η(t, ξ)
for (t, ξ) ∈ R+ ×D with the initial condition and Dirichlet boundary conditions
(5.2) u(0, ξ) = x(ξ)
for ξ ∈ D and
(5.3) u|R+×∂D = 0,
where D ⊂ Rd is a bounded domain with a smooth boundary, u is the control, and
η is a noise process that is the formal time derivative of a space-dependent fractional
Brownian motion. To provide a precise meaning to (5.1)–(5.3), the parabolic system
is rewritten as an infinite-dimensional stochastic differential equation
(5.4) dX(t) = AX(t)dt+ u(t)dt+ dBH(t)
for t  0 in the space H = L2(D), where A = Δ|Dom(A) generates an analytic
semigroup (S(t), t  0) on H with Dom(A) = H2(D) ∩ H10 (D), U = V = H , and
the noise η is modeled as the formal derivative (dBH/dt)(t), where (BH(t), t  0)
is a cylindrical fractional Brownian motion in V with covariance Q̃ ∈ L (V ). If
Q̃1/2 ∈ L2(V ), which corresponds to the case where the fractional Brownian motion
in (5.4) has a trace class covariance, then it follows from [11] that the condition (A3)
is satisfied and there is an H -continuous solution to (5.4). The condition (A1) (in
the version (a)) is obviously satisfied since B = C = I and U = L2F(U) can be chosen
to verify (A2). If the cost functional has the form (2.9) with an arbitrary choice of
operators Q,R, and G satisfying (A4) with the above choice of the spaces H and U
and such that R has a bounded inverse on U , all the results of the previous sections
can be applied to find the unique optimal control.
If it is only assumed that Q̃ ∈ L (U) so that (BH(t), t  0) is only a cylindrical
fractional Brownian motion, then it follows by well-known estimates on the Green
function for dx/dt = Ax that
(5.5) |S(t)|L2(H )  ct−d/4






then the condition (A3) is satisfied. All other assumptions are verified as above except
(A5)(a). Hence the existence and the uniqueness of the optimal control as stated in
section 2, including the form of the optimal control (3.28), are available.
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for (t, ξ) ∈ R+ × D, where D and η satisfy the conditions in the previous example
and the control operator B̃ belongs to L (U,L2(D)), U being an arbitrary control
(Hilbert) space. The initial and boundary conditions are
∂y
∂t
(0, ξ) = x1(ξ),(5.8)
y(0, ξ) = x2(ξ),(5.9)
y(t, ξ) = 0(5.10)
for ξ ∈ D and (t, ξ) ∈ R+ × ∂D, respectively. The corresponding infinite-dimensional
stochastic differential equation is
dX(t) = AX(t)dt+Bu(t)dt+ dBH(t),(5.11)
X(0) = x = (x1, x2)
with the following choice of operators and spaces: let Λ = Δ|Dom(Λ), Dom(Λ) =







It is well known that A generates a strongly continuous semigroup in the space H =










2 is a Hilbert–Schmidt operator on L







and clearly B ∈ L (U,H ). The space of controls is chosen as U = L2F(U). It follows
from [11] that all the conditions (A1)(a), (A2)–(A5) are satisfied (if it is assumed that
the operators from the cost functional satisfy (A4) and R has a bounded inverse).
Thus the theorems of the previous two sections can be applied.




(t, ξ) = Δy(t, ξ)
for (t, ξ) ∈ R+ ×D with the initial condition
y(0, ξ) = x(ξ)
for ξ ∈ D and the boundary conditions that are either of Dirichlet type
(5.14) y(t, ξ)|R+×∂D = u(t, ξ) + η(t, ξ)




(t, ξ) = u(t, ξ) + η(t, ξ)
for (t, ξ) ∈ R+ × ∂D, where ∂/∂ν is a normal derivative, D is a bounded domain in
R
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Let A = Δ|Dom(A), where Dom(A) = H10 (D) ∩H2(D) for the Dirichlet boundary
condition (5.14) of Dom(A) = {ϕ ∈ H2(D) : ∂ϕ/∂ν = 0 on ∂D} for the Neumann
boundary conditions (5.15). In both cases, A is the generator of an analytic semigroup
on H = L2(D). The fractional Brownian motion (BH(t), t  0) is defined on V =
L2(∂D) and the covariance Q̃ is assumed to be trace class. If the underlying space
dimension is d = 1, then V = R2, so this is no restriction. The semigroup (S(t), t  0)
is exponentially stable for the Dirichlet boundary conditions where β̂ = 0 suffices and
for the Neumann boundary conditions where β̂ < 0 is arbitrary. The operator N ,
which is called the Dirichlet map for (5.14) or the Neumann map for (5.15), is defined
as follows: Ng = −h, where h satisfies the elliptic equation
(Δ− βI)h = 0,(5.16)
h|∂D = g(5.17)
for the Neumann problem and analogously for the Dirichlet problem. The operator








for the Neumann boundary conditions. It is well known how to derive the equation
dX(t) = AX(t)dt+Bu(t)dt+ CdBH(t)(5.20)
X(0) = x,
where U = V , C = B is defined as the composition ÃN , and Ã is an isometric
extension of the operator A, and in this case B ∈ L (U,Dα−1A ) with the above choice
of α (and β = α) in the respective cases (cf., e.g., [21]). Now it follows that the
condition (A1)(b) is verified, and the condition (A2) is verified, e.g., with p = 2 in the
Neumann case and arbitrary p > 4 in the Dirichlet case. The condition (A3) for the
stochastic integral is verified in [11]: for the Dirichlet case (A3) is satisfied if H > 3/4
and in the Neumann case there is no restriction on the Hurst parameter H (because
throughout the paper it is assumed that H > 1/2). Hence if the operators in the
cost functional satisfy the conditions (A4) and (A5) with the above choice of spaces,
using α and β above, all statements of the previous two sections can be applied to
the present case.
In a similar way the problem with boundary control and distributed noise can be
solved. The dual case (boundary noise and distributed control) does not satisfy the
condition (A5)(b).
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