Abstract
INTRODUCTION
The goal of CMU's Wearable Computer project is to develop a new class of computing systems with a small footprint that can be carried or worn by a human and interact with computer-augmented environments. By rapid prototyping of new artifacts and concepts, CMU has established a new design paradigm for wearable computers [1] , [2] . Twenty one generations of wearable computers have been designed and built over the last nine years, with most field-tested. One of the application domains is real-time speech recognition and language translation. This paper focuses on speech recognition and language translation. Real-time speech translation will enable travelers and mobile workers to collaborate as easily as single language teams today. Multilingual applications include travel, business, emergency, and military.
There are several criteria that can be of use when designing a wearable system: · Keep the latencies involved with running the operating system (OS) and the application low (as close to "instant response" as possible, such as a flashlight).
· Make the battery life as long as possible (reduce power consumption) · Make the interface to the software as intuitive as possible. · Make the form factor of the device as unobtrusive as possible, specifically lightweight and operable in multiple orientations.
The Smart Module project adds two more criteria to wearable computer design. These wearable devices must be modular; they should be usable in different configurations. They must also be scalable; existing code should be easily portable to the modules. By using a known OS, the modules have the potential to run a wide variety of applications supported by its hardware. The OS chosen was Red Hat Linux, because it is free, lightweight, scalable, customizable, and a variety of applications already ran on the Linux platform. This paper will focus on the first two goals of improving performance and reducing power consumption. These goals seem to be inherently contradictory at first glance: any computing device that runs at a high clock frequency will tend to consume more power. This paper measures how close the Smart Module project is to achieving these goals.
The use of speech and auditory interaction on wearable computers can provide hands-free input for applications, and enhances the user's attention and awareness of events and personal messages, without the distraction of stopping current actions. It also minimizes the number of user actions required to perform given tasks. The speech and wearable computer paradigms came together in a series of wearable computers built by CMU, including: Integrated Speech Activated Application Control (ISAAC), Tactical Information Assistant (TIA-P and TIA-0), Smart Modules, Adtranz, and Mobile Communication and Computing Architecture (MoCCA) [3] , [4] , [5] .
There have been several explorations into wearable auditory displays, such as using t hem to enhance one environment with timely information [6] , and providing a sense of peripheral awareness [7] of people and background events. Most of these prior systems have focused on speech recognition and speech synthesis. Language translation presents one additional challenge for wearable computers.
EVOLUTIONARY METHODOLOGY
Since wearable computers represent a new paradigm in computing, there is no consensus on the mechanical/software human computer interface or the capabilities of the electronics. Thus iterative design and user evaluation made possible by our rapid design/prototyping methodology is essential for quick definition of this new class of computers.
The four generations of real-time speech translation wearable computers span from g eneral purpose to dedicated computers: TIA-P, TIA-0, Speech Translator Functional Prototype, and Optimized Speech Translator. This evolution was based on lessons learned from their field tests and deployment. These four systems were developed as two related pairs. The first member of each pair was a functional prototype that was suitable for field evaluation. The second member was optimized for power consumption, size, weight, and performance. The feedback from field tests guided the design of the next version.
We identify the following attributes as constants and variables in these four systems:
Variables
• System Architecture • User Interface
SR / LT Application
The SR / LT application is a speech translation process which consists of three phases: speech to text language recognition, text to text language translation, and text to speech synthesis. The application running on TIA-P and TIA-0 is the Dragon Multilingual Interview System (MIS). It is a keyword-triggered multilingual playback system, which listens to a spoken phrase in English, proceeds through a speech recognition frontend, plays back the recognized phrase in English, and after some delay (~8-10 secs) synthesizes the phrase in a foreign language (Croatian). The other, local person can answer with Yes, No, and some pointing gestures. The Dragon MIS has about 45,000 active phrases, in the following domains: medical examination, mine fields, road checkpoints, and interrogation. Therefore, a key characteristic of this application is that it deals with a fixed set of phrases, and includes one-way communication.
Smart modules run a freeform, continuous speech translation application, including two-way communication.
The modules use CMU language translation and speech recognition software that was profiled to identify "hotspots" for software and hardware acceleration and to reduce memory requirements. TIA-P and TIA-0, as uniprocessor units, would not be appropriate for this application and we decided to proceed with dual processor dedicated architecture (smart modules) to decrease size and response time. The first module incorporates speech to text language recognition and text to speech synthesis. The second module performs text to text language translation.
Cardio Processor Subsystem
The heart of all four speech translation wearable computers is the Cardio processor card, which combines the processor and many of the motherboard chips into one package, about the size of a PCMCIA card [12] . The hardware architecture of the modules is illustrated in Figure 1 .
All the necessary signals for the ISA and IDE buses come out of the Cardio card. The Cardio also supports two serial ports, which are used for communication between the modules, and the VGA interface. The ISA and IDE buses both typically operate at 8 MHz, with a width of 16 bits. The ISA bus is limited to 8 MB/s throughput, while the IDE interface can achieve up to 13 MB/s throughput. Main memory is significantly faster -although the Cardio data sheet [9] does not have complete information on the internal memory bus of the Cardio, a reasonable estimate is that 
System Architecture
The main difference in the system architecture is caused by the fact that TIA-P and TIA-0 speech translation application is one -way, and smart modules perform two-way speech translation. Figure 2 depicts the structure of the speech translator, from English to a foreign language, and vice versa. The speech is input into the system through the Speech Recognition subsystem.
A user wears a microphone as an input device, and background noise is eliminated using filtering procedures. A language model, generated from a variety of audio recordings and data, provides guidance for the speech recognition system by acting as a knowledge source about the language properties. The Language Translation engine uses an Example-Based Machine Translation (EBMT) system, which takes individual sentence phrases and compares them to a corpus of examples it has in memory to find phases it knows how to translate. A lexical MT (glossary) translates any unknown word that may be left. The EBMT engine translates individual "chunks" of the sentence using the source language model and then combines them with a model of the target language to ensure correct syntax. The glossary is used for any final lookups of individual words that could not be translated by the EBMT engine. When reading from the EBMT corpus, the system makes several random-access reads while searching for the appropriate phrase. Since random reads are done multiple times, instead of loading large, continuous chunks of the corpus into memory, the disk latency times will be far more important than the disk bandwidth. The Speech Generation subsystem performs text to speech conversion at the output stage. To make sure that misrecognized words are corrected, a Clarification Dialog takes place on-screen. It includes the option to speak the word again, or to write it in. As indicated in Figure 2 , an alternative input modality could be the text from the Optical Character Recognition subsystem (such as scanned documents in a foreign language), which is fed into the Language Translation subsystem.
User Interface
User interface design went through several iterations based on feedback we got during field tests. The emphasis was on getting completely correct twoway speech translation, and having an easy to use, straightforward interface for the clarification dialogue.
TIA-P AND TIA-0
Our first two systems built in a family of wearable computers dedicated to speech translation applications were TIA-P and TIA-0.
TIA-P
TIA-P is a commercially available system, developed by CMU, incorporating a 133 MHz 586 processor, 32MB DRAM, 2 GB IDE Disk, full-duplex sound chip, and spread spectrum radio (2Mbps, 2.4 GHz) in a ruggedized, hand-held, pen-based system designed to support speech translation applications. TIA-P is shown in Figure 3 . TIA-P supports the Multilingual Interview System/Language Translation that has been jointly developed by Dragon Systems and the Naval Aerospace and Operational Medical Institute (NAOMI).
Dragon loads into memory and stays memory resident. The translation uses uncompressed ~20 KB of .WAV files per phrase. There are two channels of output: the first plays in English, and second in Croatian. A stereo signal can be split and one channel directed to an earphone, and the second to a speaker. This is done in hardware attached to the external speaker. An Andrea noise canceling microphone is used with an on-off switch.
Speech translation for one language (Croatian) requires a total of 60 MB disk space. The speech recognition requires an additional 20-30 MB of disk space.
TIA-P has been tested with the Dragon speech translation system in several foreign countries: Bosnia (Figure 4) , Korea, and Guantanamo Bay, Cuba. TIA-P has also been used in human intelligence data collection and experimentation with the use of electronic maintenance manuals for F-16 maintenance.
Operational Experience
The following lessons were learned during the TIA-P field tests: wires should be kept to a minimum; handheld display was convenient for checking the translated text; standard external electrical power should be available for use internationally; battery lifetime should be extended; ruggedness is important. All these lessons were fed as an input into the design of the optimized version, TIA-0.
TIA-0
The main design goals for the TIA-0 computer were shrinking the size, reducing the weight, and incorporating the lessons learned from the TIA-P field tests. TIA-0, shown in Figure 5 , is a smaller form factor system using the electronics of TIA-P. The entire system including batteries weighs less than three pounds and can be mission -configurable for sparse and no communications infrastructures. A spread-spectrum radio and small electronic disk drive provide communications and storage in the case of sparse communications infrastructure whereas a large disk drive provides self-contained stand-alone operation when there is no communication infrastructure. A full duplex sound chip supports speech recognition. TIA-0 is equivalent to a Pentium workstation in a softball sized packaging. The very sophisticated housing includes an embedded joypad as an alternative input device to speech.
SMART MODULE APPROACH
The smart modules are a family of wearable computers dedicated to the speech processing application. A smart module provides a service almost instantaneously and is configurable for different applications. The design goals also included: reduce latency, remove context swaps, and minimize weight, volume, and power consumption.
The functional prototype consists of two functionally specialized [10] , [11] . The speech recognition code was profiled and tuned. Profiling was performed to identify "hot spots" for hardware and software acceleration and to reduce the required computational and storage resources. We achieved a six times speedup over the original desktop PC system implementation of language translation, and five times smaller memory requirements [12] . Reducing OS swapping and code optimization made a major impact. Input to the module is audio and output is ASCII text. The speech recognition module is augmented with speech synthesis. Figure 6 illustrates a combination of the language translation module (LT), and speech recognizer (SR) module, forming a complete stand-alone audio-based interactive dialogue system for speech translation. As a result of the profiling, we have achieved a five times smaller memory requirement in comparison to the software desktop version.
The LT module runs the PANLITE language translation software [13] , and the SR module runs CMU's Sphinx II Speech Recognition Software and Phonebox Speech Synthesis software. Target languages included Serbo-Croation, Korean, Creole French, and Arabic. Average language translation performance was one second per sentence.
SMART MODULE ARCHITECTURE
The Smart Module system has two distinct kinds of processes: the Server-Application Group and the System Controller. A Server-Application Group consists of a UNIX background process which communicates with an application, such as PANLITE, via Inter-Process Communication within a module. The server process also communicates with the System Controller over the TCP/IP Network. The System Controller keeps track of what servers are present on which modules, and coordinates the flow of information between the servers. It is possible to interface any number of applications with one server process. This architecture makes it easy to add new modules to the system and increases the overall modularity of the system. The key factors that determine how m any processes can be run on a module are memory, storage space, and available CPU cycles. To minimize latency, the entirety of an application's working dataset should be able to stay memory resident.
The communications infrastructure has been changed to a TCP/IP based network running over serial PPP links, as detailed in Figure 8 [14] . TCP/IP can be built directly into the Linux kernel, eliminating the need to deal with the network in the Server software. It also supports packet forwarding directly in the kernel. Finally, it can be utilized over a variety of communications media, opening up the possibility of eventually replacing the serial PPP link with a serial or PCMCIA-based wireless solution. It is even possible for the system to communicate with any TCP/IP based intranet or the Internet, if a module is configured as a gateway with a connection to an outside network. Using this networking scheme, the position of each module in the physical network does not matter; the System Controller simply sends out all communications for all modules over the same link, creating a virtual network as shown in Figure 9 . The modules themselves handle routing. New modules added to the system can have the capability to modify each others' routing tables automatically. Currently, because all of the modules used are physically connected with each other, the Linux PPP server automatically configures the routing tables of the modules. But if more modules are added to the system, a dynamic routing protocol must be used to modify the tables of a module that may not be physically connected to the module when it is added.
The secondary storage drives are of Type II and Type III PCMCIA form factor, but these drives also support an IDE interface. The PCMCIA socket that is on the Smart Modules is wired directly into the IDE bus, and there is no PCMCIA controller in the hardware design. While this precludes the use of anything other than hard disks in the PCMCIA slots, it saves space in the overall design.
External communication is accomplished through a serial connection. Figure 10 depicts the functional prototype of the Speech Translator Smart Module, with one module performing language translation, and another one speech recognition and synthesis. The optimized version of the Speech Translator Smart Module is shown in Figure 11 . 
Operational Experience
The lessons learned from tests and demonstrations include: manual intervention process to correct misrecognized words incurs some delay; swapping can diminish the performance of the language translation module; the size of display can be as small as a deck of cards.
The required system resources for speech translator software are several times smaller than for the laptop / workstation version, as shown in Table 1 . Figure 12 illustrates the response time for speech recognition applications running on TIA-P, TIA-0, and SR Smart Module. As SR is using a lightweight operating system (Linux) versus Windows 95 on TIA-P and TIA-0, and the speech recognition code is more customized, it has a shorter response time. An efficient mapping of the speech recognition application onto the SR Smart Module architecture provided a response time very close to real-time.
PERFORMANCE EVALUATION
The metric for comparison on Figure 13 is proportional to the processing power (SpecInt), representing performance, and inversely proportional to the product of volume, weight, and power consumption (R), representing resource metrics.
It shows the normalized performance scaled by volume, weight, and power consumption. The diagram was constructed based on the data shown in Table 2 . A TI 6030 laptop is taken as a baseline for comparison, and its associated value is one. TIA-0 is a factor of 44 better than the laptop while SR Smart Module is over 355 times better than the laptop (i.e., at least a factor of five better in each dimension). Therefore there are orders of magnitude improvement in performance as we proceed from more general purpose to more special purpose wearable computers. It can be seen that functional specification can yield over two orders of magnitude improvement in composite weight, volume, power, and performance.
POWER CONSUMPTION PROFILE
From the power consumption data related to speech recognition, language translation, and speech synthesis operations, we have developed a power profile for the smart module system. The OS of the Smart Module system is pared down to the point that the processor is at nearly 0% usage when the main application is not running (idle mode), and nearly 100% usage when the main application is running (Full On Mode). Therefore, an example graph of power consumption over time is shown in Figure 14 .
According to this model, each processor / memory module has three states that apply to Power Consumption: Suspend, Idle, and Full On. Each state has an approximate power consumption value associated with it. In addition, each state transition has an associated latency value (in seconds). The state diagram for the Cardio processor / memory card is depicted in Figure 15 . In suspended mode, the SR module consumes almost 100 mW, while the LT module consumes only 25 mW.
While the model in Figure 15 can include a system with a flash disk drive, it does not adequately describe the behavior of a system when using a spinning disk drive. The spinning disk drive can also be represented by a state diagram, operating concurrently with the state diagram for the processor / memory module, as shown in Figure 16 .
Power Down mode occurs when the power to the disk drive is cut off. This can occur if and only if the module is in suspend mode. High Spin mode occurs when the disk drive is being accessed. Low Spin mode is a power-saving mode implemented by the Linux Kernel. There is substantial room for energy management on the wearable computer. Our research indicates that the peak demand of an application can often determine the battery life rather than average demand. Audio-centric interfaces exhibit high demand "spikes," potentially causing significantly reduced battery life. The lower plateau represent the disk and/or the processor being in an idle state. By filling in the valleys it would be possible to cut the peak demand in 
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CONCLUSIONS
Four generations of CMU wearable computers have been built for real-time speech translation applications, culminating in the Speech Translator Smart Module. Our results show that there are orders of magnitude improvement in performance as we proceed from one generation of Wearable Computers performing speech recognition to the next one. To our knowledge, TIA-P, TIA-0, and Speech Translator Smart Module are the only wearable computers capable of performing twoway speech translation (involving speech recognition and language translation).
A system-level approach to power / performance optimization improved the metric of (performance / (weight * volume * power)) by over a factor of 300 through the four generations.
Our research indicates that the peak demand of an application can often determine the battery life rather than average demand.
NOTE
We would like to acknowledge the following suggestion made by an anonymous reviewer. The reviewer proposed adding a cost parameter to the denominator of the performance metric presented in section 5. We believe it would make the metric more useful for industry. 
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