Traditional portfolio optimization has often been criticized for not taking estimation risk into account. Estimation risk is mainly driven by the parameter uncertainty regarding the expected asset returns rather than their variances and covariances. The global minimum variance portfolio has been advocated by many authors as an appropriate alternative to the classical mean-variance optimal portfolio. This is because there are no expected asset returns which have to be estimated and thus the impact of estimation errors can be substantially reduced. However, in many practical situations an investor is not willing to choose the global minimum variance portfolio but he wants to minimize the variance of the portfolio return under specific constraints for the portfolio weights. Such a portfolio is called local minimum variance portfolio. Standard small-sample hypothesis tests for global and local minimum variance portfolios are derived and the exact distributions of the estimated portfolio weights are calculated. Unbiased estimators for the expected portfolio returns and their first two moments are presented. Further, the out-of-sample means and variances of global and local minimum variance portfolio returns as well as unbiased estimators for all the corresponding quantities are given analytically.
Motivation
During the past decades traditional portfolio optimization has often been criticized since it does not account for estimation risk (Jorion, 1986 , Kalymon, 1971 , Klein and Bawa, 1976 , Michaud, 1989 . At the beginning of modern portfolio theory it was usually supposed that the parameters of interest, i.e. the means and (co-)variances of asset returns can be estimated accurately such that estimation errors remain negligible. Although this conjecture might be true for variances and covariances if the sample size is large enough compared to the number of assets, it is not an appropriate simplification for expected asset returns in most practical situations (Chopra and Ziemba, 1993 , Kempf and Memmel, 2002 , Merton, 1980 . Nowadays many portfolio optimization procedures taking the parameter uncertainty into account can be found in literature (Black and Litterman, 1992 , Frost and Savarino, 1986 , Herold and Maurer, 2006 , Kan and Zhou, 2005 , Scherer, 2004 .
A rather simple alternative to the classical mean-variance optimal portfolio is given by the so-called global minimum variance portfolio (GMVP). Consider a d-dimensional random vector R = (R 1 , . . . , R d ) of excess returns at the end of some investment horizon. So we are working with asset returns minus the risk-free interest rate for the corresponding period. However, in the following I will usually drop the prefix 'excess' for convenience.
It is assumed that the vector of asset returns is multivariate normally dis- under the budget constraint 1 ′ v = 1. Here v (d × 1) denotes a vector of portfolio weights and 1 symbolizes a vector of ones or the one scalar, respectively. A portfolio minimizing the variance of the portfolio return R ′ v under some additional constraints will be called local minimum variance portfolio (LMVP). The GMVP has been advocated by many authors (Jagannathan and Ma, 2003 , Kempf and Memmel, 2006 , Ledoit and Wolf, 2003 and indeed this seems to be a convenient choice. On the one hand choosing the GMVP is closely related to the basic idea of Markowitz (1952) , i.e. searching for a mean-variance efficient portfolio by diversification. On the other hand there are no expected asset returns which have to be estimated for calculating the GMVP and thus the impact of estimation errors can be substantially reduced.
However, in many practical situations an investor cannot or is not willing to choose the GMVP. For example, portfolio managers of mutual funds often have to observe certain limits regarding their choice of portfolio weights. This is a typical situation in top down portfolio management . That means the set of available assets is divided into some subsets of assets, each subset is divided into some further subsets, etc. These subsets are generally referred to as asset classes, according to some industry sector, rating or regional classification. Now, top down portfolio management means that the amount of capital is allocated to the top level partition at first. Given the portfolio weights for that partition, somebody has to choose some optimal portfolio weights for the subsequent asset classes, etc., so that each of the succeeding decisions are limited by the preceding allocations.
Another argument for restricting portfolio weights is that people might have some individual investment preferences. For example, an investor possibly expects that some asset class contains a larger risk premium than another (for instance that the IT sector bears more risk than the finance sector) and he is simply willing to reap the profit. This is an important argument if the investor has a relatively low degree of risk aversion. Moreover, investors often believe that some industry sector, region or stock market will 'outperform' another and thus they might wish to take the opportunity.
Such kind of information should be deduced from economic considerations rather than empirical data. In that case historical data are properly combined with 'expert knowledge' and so the portfolio choice never remains completely inductive nor completely deductive. This procedure can lead to more reasonable and well diversified portfolios rather than relying on pure statistical portfolio optimization methods (Black and Litterman, 1992, Herold and Maurer, 2006) . Some authors Savarino, 1988, Jagannathan and Ma, 2003) even argue that portfolio restrictions typically lead to a better out-of-sample performance although the restrictions might be binding. This is because restricting portfolio weights forces diversification and the investor's decision becomes less vulnerable to estimation risk. In this work we will assume that an investor generally restricts the portfolio weights by a set of linear equality constraints according to his own believes or given policies. Thus we are interested in testing linear hypotheses for the corresponding LMVP rather than the GMVP.
I will present standard hypothesis tests for global and local minimum variance portfolios as well as the small-sample distributions of the estimated portfolio weights. The present work is focused on small-sample rather than large-sample properties (of course, the latter can be easily deduced from the former ones). This is an important issue for we will see that large-sample approximations fail if the sample size is large but the number of observations relative to the number of assets is small.
As already mentioned I will concentrate on linear equality constraints though it is clear that in many practical situations inequality constraints play an important role. However, the statistical properties of portfolio weights satisfying inequality constraints cannot be investigated by standard econometric methods (Geweke, 1986 , Gouriéroux et al., 1982 , Wolak, 1987 . Especially, the impact of the sample size, number of assets and linear restrictions on the out-of-sample variance of the portfolio return can be better understood analytically if we employ linear equality constraints. Investigating the role of linear inequality constraints is left for future research.
In the following section I recall, for convenience, some standard hypothesis tests for the GMVP. The next section deals with hypothesis tests for local minimum variance portfolios. We will see that -after a suitable transformation of the data -the corresponding tests follow immediately by applying the results of Section 2. In Section 4 the joint distribution of the weights of global and local minimum variance portfolios is derived. The first two moments of an unbiased estimator for the expected portfolio return are also presented. Further, I calculate the out-of-sample means and variances of GMVP and LMVP returns and provide unbiased estimators for all the corresponding quantities.
Hypothesis Tests for the Global Minimum Variance Portfolio
2.1. Theoretical Foundation. Without any additional restrictions -except for the budget constraint -it is well-known that w = Σ −1 1/(1 ′ Σ −1 1). Note that w is a nonlinear function of Σ. However, Kempf and Memmel (2006) noticed that minimizing the variance of the portfolio return can be viewed as a linear regression problem. The return of the GMVP can be written as
where ε ∼ N (0, σ 2 ). Now we can define β 1 := η, β j := w j , ∆R j := R 1 − R j for j = 2, . . . , d, and u := ε so that Eq. 2.1.1 becomes equivalent to (2.1.2)
Since this is a linear regression equation with stochastic regressors we will have to be a little bit careful in the subsequent derivations. Of course, the joint normality assumption will guarantee that the usual results of econometric theory still hold in our context. The following proposition is a standard result of linear regression theory. It is crucial for understanding the basic idea of the subsequent derivations and thus it is recalled here for convenience.
Proposition 2.1.1. Let Z = (Z 1 , . . . , Z d ) be a d-dimensional random vector with positive definite covariance matrix. Consider the vector
where b = (b 1 , . . . , b d ) and define
The vector β exists and is uniquely defined. More precisely, the subvector β s := (β 2 , . . . , β d ) is given by
where
) is the covariance matrix of Z s , and Cov(Z 1 , Z s ) is the (d − 1) × 1 vector of covariances between Z 1 and Z j (j = 2, . . . , d). Moreover, the parameter β 1 is given by
and it holds that E(u) = 0 as well as Cov(X j , u) = 0 for j = 2, . . . , d .
The parameters β 1 , . . . , β d in Eq. 2.1.2 are chosen in such a way that E(u) = 0 holds and Var(u) = E(u 2 ) is minimal, i.e. Cov(∆R j , u) = 0 (j = 2, . . . , d). So we have shown that Eq. 2.1.2 indeed is a proper linear regression equation satisfying the standard assumptions of linear regression theory, especially the strict exogeneity assumption (Hayashi, 2000, p. 7) . For that reason it is possible to develop several exact hypothesis tests for the GMVP by standard methods of econometrics (cf. Kempf and Memmel, 2006) .
The next corollary only states that the converse of Proposition 2.1.1 is true. 
The vector b = (b 1 , . . . , b d ) exists and is uniquely defined by b = β where β is given by Proposition 2.1.1.
The proof of that corollary follows immediately from the proof of Proposition 2.1.1 (see the appendix) and noting that the linear equation
has a unique solution due to the positive definiteness of Var(Z s ) . Corollary 2.1.2 implies that the strict exogeneity assumption is satisfied only if the error u has minimum variance. As we will see later on that means the standard test statistics for the GMVP in general must not be applied for testing a LMVP.
2.2. Statistical Inference. Of course, in practice the weights of the GMVP are unknown, i.e. they have to be estimated from historical data. Let
be a sample of n > d independent copies of R . Now we define
Similarly, we will also write X :
According to the standard notation of linear regression theory the linear model represented by Eq. 2.1.2 is given by
where β = (β 1 , . . . , β d ) (d × 1) contains the weights β 2 , . . . , β d of the GMVPexcept for the first one -as well as the expected return β 1 of the GMVP. Here u := (u 1 , . . . , u n ) is an n × 1 vector of unobservable errors. Hence, the ordinary least squares (OLS) estimator for β can be calculated by
In fact the weights of the GMVP can be estimated bŷ
where Ω is the sample covariance matrix of X s andω is the (d − 1) × 1 vector of the sample covariances between Y and X j (j = 2, . . . , d). By the Gauss-Markov theoremŵ
is the best linear unbiased estimator for the GMVP in the context of normally distributed asset returns. Note that if we drop the normal hypothesis for the asset returns we cannot guarantee that the standard assumptions of linear regression theory are satisfied and thus the Gauss-Markov theorem might fail. Kempf and Memmel (2006) showed thatŵ = Σ −1 1/(1 ′ Σ −1 1), i.e.ŵ corresponds to the traditional GMVP estimator, where the d × d matrix
represents the sample covariance matrix and r := R ′ 1/n (d × 1) is the sample mean vector of R . Further, also the OLS estimator for the expected GMVP return corresponds to the traditional estimator, i.e.η = r ′ŵ . The relation between the OLS estimatorβ OLS and the residual vectorû (n×1) can be represented by
or -according to the usual notation of linear regression theory -as
Letσ 2 OLS :=û ′û /(n − d) be the unbiased OLS estimator for σ 2 . It holds that
whereσ 2 is the traditional estimator for the variance of the GMVP return. Now consider the fundamental least squares problem
under the additional constraint Hb = h where H (q × d) is a matrix with rk H = q ≤ d and h (q × 1) some arbitrary vector. The solution of this minimization problem is given by the restricted least squares (RLS) estimator (2.2.6)β RLS := arg min
In the following we will writeβ RLS = (η * ,ŵ * 2 , . . . ,ŵ * d ) and correspondingly (2.2.7)
to indicate thatû * (n × 1) is the residual with respect to the RLS estimator and not to the OLS estimator. The RLS estimator can be calculated explicitly by the Lagrange method (Greene, 2003, p. 100) . However, in Section 3.2 I will present an alternative method which is more useful in the context of portfolio optimization. We consider only inhomogeneous regressions and thus bothû andû * have zero means. That is to say (2.2.5) indeed leads to the local minimum variance portfolio satisfying the given restriction Hb = h . However, in contrast to the unrestricted case, each column of X is correlated withû * in general. More precisely, X ′û * = 0 if the linear restrictions are binding. This is an empirical consequence of Corollary 2.1.2. In the following we will write (2.2.9)ŵ
). An exact or, say, small-sample hypothesis test against H 0 : Hβ = h is given by the next theorem. For an alternative representation of that F -test and some applications to financial data see Kempf and Memmel (2006) . A similar F -test for mean-variance efficient portfolios has been obtained by Britten-Jones (1999) .
Theorem 2.2.1. Letŵ be the traditional estimator for the GMVP w = (w 1 , . . . , w d ) andŵ * the RLS estimator given by Eq. 2.2.9. Further, let η be the expected return of the GMVP. If Hβ = h with β = (η, w 2 , . . . , w d ) we obtain
whereσ 2 denotes the traditional estimator for the variance of the GMVP return.
Another important test is given by H 0 : σ 2 ≥ σ 2 0 (for some σ 2 0 > 0) which can be tested by the next theorem (cf. Kempf and Memmel, 2006) . Theorem 2.2.2. Consider the traditional estimatorσ 2 for the variance σ 2 of the GMVP return. It holds that
This is a standard result from linear regression theory (Greene, 2003, p . 50) if we just note thatσ 2 =û ′û /n . Hence, we can skip the proof.
The uncertainty concerning the unknown variance of the GMVP return can be quantified from a fiducial perspective (Rao, 1965, Section 5b.5 
we can see that the estimation risk essentially depends on the sample size relative to the number of assets. Especially, for high-dimensional portfolios we need to apply small-sample inference even if the number of observations is large.
Possibly the investor not only wants to know whether the variance of the GMVP is bounded by some number σ 2 0 but also to test against H 0 : η ≤ η 0 where η represents the true expected return of the GMVP. This can be done by applying the next theorem.
Theorem 2.2.3. Consider the traditional estimatorsη for the expected GMVP return η andσ 2 for the variance of the GMVP return. It holds that
where t(n − d) denotes Student's t-distribution with n − d degrees of freedom.
The latter theorem completes our repertoire of standard hypothesis tests for the GMVP. In the next section we will see that the same repertoire can be used also for local minimum variance portfolios after a suitable transformation of the data.
Hypothesis Tests for Local Minimum Variance Portfolios
where also the budget constraint
has rank q + 1. Using the definitions above this can be formulated as a least squares problem, i.e.
under a set of linear restrictions affecting only the parameters b 2 , . . . , b d (i.e. the portfolio weights without the first one). However, due to Corollary 2.1.2 this would not lead to a proper linear regression equation, say
since u * generally depends on the regressors ∆R 2 , . . . , ∆R d . Thus we would not be able to apply the standard F -statistics to test against some linear hypothesis for a LMVP. However, in the following we will see how to reformulate (3.1.2) such that the standard hypothesis tests become applicable.
Moreover, it is guaranteed that 1 ′ T v = 1, i.e. the budget constraint holds also for T v ∈ R d . Now we can find the LMVP simply by searching for the GMVP with respect to the transformed asset return vector R * = (R * 1 , . . . , R * d−q ) := T ′ R . Hence, the least squares problem given by (3.1.2) can be reformulated as
Here we define Y * := R * 1 and X * := (1, X * 2 , . . . , X * d−q ) with X * j := R * 1 − R * j for j = 2, . . . , d − q . The corresponding modified linear model (3.1.5)
is quite similar to the linear regression equation 3.1.3. However, the vector α can be chosen without any restriction from R d−q so that Var(u * ) becomes minimal and it is guaranteed that the condition F w * = f is always satisfied after the reparameterization
where α s := (α 2 , . . . , α d−q ) . Eq. 3.1.5 in fact represents a proper linear regression equation, i.e. E(u * ) = 0 and Cov(X * j , u * ) = 0 for j = 2, . . . , d − q . We conclude that the LMVP is given by
The quantity T can be derived as follows. Assume that the (q + 1) × d matrix
is structured in such a way that F 1 is a nonsingular (q + 1) × (q + 1) matrix and F 2 is a (q + 1) × (d − q − 1) matrix. A structure like this can be always found by a permutation of the columns of F since this has full row rank. Similarly, consider the partition
where T 1 is a (q + 1)
Recall that we are searching for some T such that F T = (1 ′ , f 1 ′ ). We can set
so that
Note that for the special case F = 1 ′ , i.e. if there is no additional restriction at all we obtain T = I d .
3.2. Statistical Inference. Recall that in Section 2.2 we had to solve the minimization problem given by Eq. 2.2.6 which involves the expected return estimateβ RLS,1 =η * =r ′ŵ * . Note that the q×d matrix H refers to the expected GMVP return β 1 and the GMVP weights without the first one. However, in practice we will typically encounter linear constraints involving the first weight by considering the vector w + := (η, w 1 , . . . , w d ) . That means the null hypothesis is given by H 0 : Gw + = g where G is a q × (d + 1) matrix with rk G = q and g is an arbitrary q × 1 vector. In fact, in that case we are searching for the LMVP w * defined by Eq. 3.1.1 under the budget constraint 1 ′ v = 1 and
That means (2.2.6) can be solved in the same manner as (3.1.1) if we appropriately include the vector of mean excess returns in the linear constraint F v = f . We conclude that any mean-variance optimal portfolio can be represented as a GMVP after a suitable transformation of the data. Due to the preceding theoretical arguments we see that the parameter vector α can be readily estimated by the OLS estimator
and Y * := (Y * 1 , . . . , Y * n ) (n × 1). The relationship between the residualû * (n × 1) and the OLS estimatorα OLS can be represented by
After definingα s OLS := (α OLS,2 , . . . ,α OLS,d−q ) we can see that the OLS estimator for w * corresponds to Any null hypothesis concerning the local minimum variance portfolio can be implemented in the same way as described at the beginning of this section. Let w * + := (η * , w * 1 , . . . , w * d ) be the parameter vector of the LMVP and consider the null hypothesis H * 0 : Cw * + = c , where C is some p × (d + 1) matrix with rk C = p ≤ d− q and c is an arbitrary p × 1 vector. This is similar to the null hypothesis H 0 : Gw + = g . However, for H * 0 there are only d−q degrees of freedom left since the LMVP has already been characterized by q linear restrictions. Of course we have also to guarantee that H * 0 does not imply the linear restrictions of the LMVP or the budget constraint. More precisely, consider the linear system of equations (3.2.5)
with p + q ≤ d . Now we have to guarantee that the (p + q + 1) × (d + 1) matrix on the left hand side possesses full row rank. The restricted minimum variance portfolio according to H * 0 , sayŵ * * can be calculated as already described for H 0 without using the Lagrange method. Moreover, the standard hypothesis tests derived in Section 2.2 can be applied to local minimum variance portfolios just by transforming the asset returns R 1 , . . . , R d into the portfolio returns R * 1 , . . . , R * d−q . Then it holds that
provided H * 0 is not binding, as well as nσ * 2 σ * 2 ∼ χ 2 n−d+q
That means
(1) the F -distribution given in Theorem 2.2.1, (2) the χ 2 -distribution from Theorem 2.2.2, and (3) the t-distribution presented in Theorem 2.2.3 capture q additional degrees of freedom where q is the number of linear equality constraints characterizing the LMVP. Hence, imposing linear restrictions is a simple dimension reduction technique which reduces the parameter uncertainty of portfolio optimization. A similar effect can be also observed for linear inequality constraints like upper bounds for the portfolio weights or short-selling constraints. This is confirmed by several simulation and out-of-sample studies (Eichhorn et al., 1998 , Frost and Savarino, 1988 , Grauer and Shen, 2000 . It is worth to point out that both the GMVP and any LMVP can exhibit large positive or negative weights which are not caused by estimation errors. It is well-known that asset returns in general are dominated by a large principal component representing the market risk . There often exist some assets -typically belonging to the finance sector -which strongly depend on the market risk and have a relatively small amount of idiosyncratic risk. In that case extreme portfolio weights occur as a matter of principle (Green and Hollifield, 1992) . Thus placing short-selling constraints on the portfolio weights can increase the out-of-sample variance of the portfolio return. Of course, this holds also if we consider linear equality constraints. Nevertheless, Jagannathan and Ma (2003) argue that the negative effect of restricting portfolio weights is usually compensated by the positive effect of reducing estimation risk. This question will be treated analytically at the end of the next section.
Distribution of the Estimated Portfolio Weights
In the following section I will concentrate on the small-sample distribution of the estimated weights of global and local minimum variance portfolios. Although this is only loosely connected to linear statistical inference the small-sample distribution of the estimated portfolio weights might be of interest in its own right.
4.1. Preliminary Definitions. The subsequent statements follow from linear regression theory and so they are not merely valid in the context of portfolio estimation but for least squares parameter estimation in general. However, from now on I will refer only to the estimation of portfolio weights and ignore the standard notation of linear regression theory. Recall thatŵ denotes the estimator for the GMVP whereasŵ * is the estimator for some LMVP. Correspondingly, w symbolizes the true GMVP and w * is the true LMVP. The expected return of the GMVP is denoted by η whereas the expected return of the LMVP is given by η * . Moreover, σ 2 is the variance of the GMVP return whereas σ * 2 symbolizes the variance of the LMVP return. The corresponding traditional estimators for these quantities are given byη,η * ,σ 2 , andσ * 2 .
In the following t k (a, B, ν) (where t(·) ≡ t 1 (·)) stands for the k-variate tdistribution with ν > 0 degrees of freedom, location vector a (k × 1), and positive semi-definite dispersion matrix B (k × k), i.e.
where ζ ∼ N k (0, B) is stochastically independent of χ 2 ν . Here ζ ∼ B 1/2 ξ with ξ ∼ N k (0, I k ) and B 1/2 is some matrix such that B 1/2 B 1/2 ′ = B.
By defining the (d − 1) × d matrix ∆ := 1 − I d−1 we obtain ∆R = X s and thus Ω := ∆Σ∆ ′ denotes the covariance matrix of X s . Analogously, in the context of local minimum variance portfolios we will use the notation R * = T ′ R and ∆R * = X * s . Further, Ω * := ∆Σ * ∆ ′ is the covariance matrix of X * s where Σ * := T ′ ΣT denotes the covariance matrix of R * . 
Global Minimum
where Ω is the covariance matrix of ∆R and σ 2 = w ′ Σw is the variance of the GMVP return.
An unbiased estimator for the covariance matrix ofŵ s = (ŵ 2 , . . . ,ŵ d ) is provided by the next corollary.
Corollary 4.2.2. Consider a sample of asset returns with size n ≥ d+ 2 and let w = (ŵ 1 , . . . ,ŵ d ) be the traditional estimator for the GMVP. Then the matrix
is an unbiased estimator for the covariance matrix ofŵ s = (ŵ 2 , . . . ,ŵ d ), where Ω is the sample covariance matrix of ∆R andσ 2 is the traditional estimator for the variance of the GMVP return.
Note thatŵ 1 = 1−1 ′ŵs and from Theorem 4.2.1 we conclude that the GMVP estimatorŵ is t-distributed with mean w, dispersion matrix σ 2 ∆ ′ Ω −1 ∆/(n − d + 1), and n − d + 1 degrees of freedom. From Proposition 1 of Okhrin and Schmid (2006) it follows that σ 2 ∆ ′ Ω −1 ∆ = σ 2 Σ −1 − ww ′ and thus we obtain the main result
Moreover, Corollary 4.2.2 implies that (4.2.1)
is an unbiased estimator for the covariance matrix ofŵ. Principally, we could find a stochastic representation forη , i.e. the traditional estimator for the expected return of the GMVP. However, this is cumbersome and not very useful for econometric purposes. Instead, the next theorem provides the first two moments of the distribution ofη . 
Note that σ 2 /n is the variance of r ′ w, i.e. the variance of the expected GMVP return if w would be known but the expected asset returns µ 1 , . . . , µ d unknown. Hence, the additional estimation risk due to the unknown portfolio weights leads to an affine-linear transformation of σ 2 /n , where (n − 2)/(n − d − 1) ≥ 1 and µ ′ Var(ŵ)µ ≥ 0 .
Corollary 4.2.4. Consider a sample of asset returns with size n ≥ d + 2 . Letŵ be the traditional estimator for the GMVP. Further, letη = r ′ŵ be the traditional estimator for the expected GMVP return, where r (d×1) is the sample mean vector of the asset returns. Then
is an unbiased estimator for Var(η), where
is the sample covariance matrix of the asset returns.
That means the estimation risk concerning the expected GMVP return can be decomposed into two parts, viz
(1) one part for the estimation risk concerning the GMVP return and (2) another part carrying the estimation risk of the portfolio weights.
The next theorem provides a similar result for the variance of the return R ′ŵ of the estimated GMVP. This so-called out-of-sample variance Var(R ′ŵ ) is the variance of the portfolio return after estimating the GMVP from historical data and applying the portfolio weights in the future. An investor searching for the GMVP cannot produce a variance which is smaller than Var(R ′ŵ ) only by using historical data and some linear unbiased estimator for the GMVP. Hence, the next theorem is important for economic reasons since it implies that the statistically attainable variance Var(R ′ŵ ) can be substantially larger than Var(R ′ w), which is only attainable if we would know the true GMVP weights.
Theorem 4.2.5. Let w = (w 1 , . . . , w d ) be the GMVP of d assets andŵ = (ŵ 1 , . . . ,ŵ d ) the corresponding traditional estimator given a sample of asset returns with size n ≥ d + 2 . For the out-of-sample portfolio return R ′ŵ it holds that
Note that Var(R ′ŵ ) can be also separated into two parts, i.e. one part quantifying the variance of the GMVP return and another part carrying the estimation risk of the portfolio weights.
The out-of-sample variance of the GMVP return is always larger than its true variance σ 2 . An important fact is that Var(R ′ŵ ) is essentially determined by the sample size relative to the number of assets, say q := n/d > 1. If the ratio q is small, the out-of-sample variance can be a large multiple of σ 2 , even if the sample size n is large. This is a typical problem of high-dimensional data analysis (Frahm and Jaekel, 2007) . Probably, this can be fixed by applying a shrinkage estimator for Σ (Ledoit and Wolf, 2003) but this is not the topic of the present work.
Theorem 4.2.3 in connection with Theorem 4.2.5 leads to the following important relationship between the out-of-sample variance Var(R ′ŵ ), the variance of the GMVP return σ 2 , and the variance of the estimator for the expected GMVP return Var(η):
Thus, an unbiased estimator for Var(R ′ŵ ) can be obtained by substituting σ 2 and Var(η) by their corresponding unbiased estimators, i.e.
Local Minimum Variance Portfolios.
From the previous discussion we know that we can search for any LMVP in the same manner as for the GMVP by transforming the asset return vector R into the portfolio return vector R * .
Recall that the LMVP estimatorŵ * can be written asŵ * = T (1−1 ′αs OLS ,α s OLS ) (see Section 3.2), wherê
Thus we conclude that
Similarly, the remaining assertions follow from the theorems and corollaries already derived for the GMVP, simply by substituting d by d − q , η (orη) by η * (orη * ), and σ 2 (orσ 2 ) by σ * 2 (orσ * 2 ). For example, according to Eq. 4.2.1 we may conclude that
is an unbiased estimator for the covariance matrix ofŵ * provided n ≥ d − q + 2. Moreover, due to Theorem 4.2.3 we know that E(η * ) = η * and
According to Corollary 4.2.4,
is an unbiased estimator for Var(η * ). Finally, for the out-of-sample return of a LMVP we obtain E(R ′ŵ * ) = η * and following the proof of Theorem 4.2.5 we can find that
Moreover, we conclude that
An interesting question is whether the loss of out-of-sample efficiency due to binding restrictions can be compensated by the reduction of estimation risk. Note that σ * 2 = σ 2 + (w − w * ) ′ Σ (w − w * ) and for the sake of simplicity we can assume that µ = 0 . Then the relative out-of-sample efficiency of some LMVP compared to the GMVP corresponds to
The first factor σ 2 /σ * 2 ≤ 1 quantifies the loss of efficiency caused by binding restrictions whereas the second factor 1 + q/(n − d − 1) > 1 accounts for the loss of estimation risk. Choosing the LMVP instead of the GMVP leads to a smaller out-of-sample variance if and only if
Hence, the out-of-sample variance can be reduced by imposing linear restrictions on the portfolio weights if the restrictions are not strongly binding.
Conclusion
Traditional portfolio optimization does not take estimation risk into account. Many empirical and numerical studies show that estimation risk is a substantial drawback of pure statistical portfolio optimization methods. This is a relevant problem in practice, especially if the sample size relative to the number of assets is small. In the present work it has been shown that estimation risk can be simply reduced by imposing linear restrictions on the portfolio weights. Standard hypothesis tests for global and local minimum variance portfolios have been derived from linear regression theory. Further, the joint distribution of the weights as well as the first two moments of the estimator for the expected return of the global or some local minimum variance portfolio have been calculated. The present work generalizes previous findings by Kempf and Memmel (2006) . I have presented the out-of-sample means and variances of GMVP and LMVP returns and analyzed the question whether the loss of out-of-sample efficiency caused by linear restrictions can be compensated by the reduction of estimation risk. It has been shown analytically that the out-of-sample variance of the portfolio return can be reduced by imposing linear restrictions on the portfolio weights if the restrictions are not strongly binding. The presented results hold in small samples which is an important fact since we have seen that large-sample approximations fail if the sample size is large but the number of observations relative to the number of assets is small. We conclude that the estimation risk of global and local minimum variance portfolios can be readily controlled by applying the given instruments even in the context of high-dimensional data.
Proof of Proposition 2.1.1. Since
where b s := (b 2 , . . . , b d ), it is clear that
and thus E(u) = 0 . That means we can solve the minimization problem equivalently by minimizing
Due to the positive definiteness of Var(Z) also Var(Z s ) is positive definite. Hence, this is a simple quadratic minimization problem and its unique solution is given by
Now we can calculate the (d − 1) × 1 vector of covariances between u and Z j (j = 2, . . . , d), i.e.
Cov(Z
Proof of Theorem 2.2.1. From linear regression theory (Greene, 2003, p. 102) we know that
Since Eq. 2.2.7 constitutes an inhomogeneous regression it holds thatη * =r ′ŵ * and henceû * = R − 1r ′ ŵ * . That meanŝ
Note also thatσ 2 =û ′û /n and thuŝ
which leads to the desired F -statistic. 2
Proof of Theorem 2.2.3. From linear regression theory (Greene, 2003, p. 51) we know thatη − η
where (X ′ X) −1 11 denotes the upper left component of (X ′ X) −1 . Due to the binomial inverse theorem (Press, 2005, p. 23) we conclude that
where X s (n × (d − 1)) symbolizes the regressor matrix X without the column of ones. Note that X s′ X s = n Ω + x x ′ and thus
That is
Sinceσ 2 ∆ ′ Ω −1 ∆ =σ 2 Σ −1 −ŵŵ ′ (see the proof of Theorem 4.2.3 below) and η = r ′ŵ it follows that
Proof of Theorem 4.2.1. From linear regression theory (Greene, 2003, p. 56) we know that
Consider the partition
is the covariance matrix of (ŵ 2 , . . . ,ŵ d ) | X . Recall thatŵ s = (ŵ 2 , . . . ,ŵ d ) and thusŵ
with w s := (w 2 , . . . , w d ) . Note that Ω −1 is inverse Wishart distributed. More precisely, it has a density function of the form
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17 (Press, 2005, p. 117) . So the joint density function ofŵ s and Ω −1 is given by
Integrating the joint density function with respect to Ω −1 leads to p(ŵ s ) ∝ 1 {1 + (ŵ s − w s ) ′ (Ω/σ 2 )(ŵ s − w s )} n 2 (Press, 2005, p. 186) , which is equivalent to
This corresponds to the density function of the multivariate t-distribution (Press, 2005, p. 136) given by the theorem. 
From Wishart theory we know that Ω −1 ∼ W (Press, 2005, p. 119) . Moreover, from linear regression theory (Greene, 2003, p. 56) we know thatσ 2 OLS =û ′û /(n − d) is a conditionally unbiased estimator for σ 2 . That means
· Ω −1 = Var{(ŵ 2 , . . . ,ŵ d )} and note thatσ 2 OLS = n/(n − d) ·σ 2 . 2
Proof of Theorem 4.2.3. From linear regression theory (Greene, 2003, p. 56) we know thatβ OLS,1 is conditionally unbiased, i.e. E(η | X) = η so that E(η) = E{E(η | X)} = η .
The variance ofη is given by
Var(η) = E{Var(η | X)} + Var{E(η | X)} = E{Var(η | X)} , whereη | X ∼ N η , σ 2 (x ′ Ω −1 x + 1)/n (Kempf and Memmel, 2006) . Note that x ′ Ω −1 x essentially follows a noncentral F -distribution (Muirhead, 1982, p. 24 ) since (n − 1) x ′ Ω −1 x corresponds to Hotelling's T 2 statistic (Press, 2005, p. 132 ) and thus
with noncentrality parameter
Hence, using the expected value of a noncentral F -distribution (Muirhead, 1982, p. 25) we obtain
and thus Var(η) corresponds to
That leads to the desired formula if we substitute λ using the expression given by Eq. 5.0.2 and from Proposition 1 of Okhrin and Schmid (2006) it follows that σ 2 ∆ ′ Ω −1 ∆ = σ 2 Σ −1 − ww ′ . 2
Proof of Corollary 4.2.4. Note that
Sinceσ 2 OLS is conditionally unbiased, the expected value of Var(η) is given by
By the proof of Theorem 4.2.3 this corresponds to Var(η). 2
Proof of Theorem 4.2.5. The expected out-of-sample portfolio return R ′ŵ corresponds to E(R ′ŵ ) = E{E(R ′ŵ |ŵ)} = E(µ ′ŵ ) = µ ′ w = η .
For the out-of-sample variance we obtain Var(R ′ŵ ) = E{Var(R ′ŵ |ŵ)} + Var{E(R ′ŵ |ŵ)} = E(ŵ ′ Σŵ) + µ ′ Var(ŵ)µ .
Note thatŵ
and thus
For calculating E(ŵ ′ Σŵ) we can define ǫ :=ŵ − w so that 
