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The chemical transport model, STOCHEM-CRI was used to investigate the global representation of 
atmospheric ethanol. Photochemical production (via the peroxy radical reactions) was best 
represented by STOCHEM-CRI, showing full representation of ethyl peroxy radical (C2H5O2) 
chemistry, thus providing a reasonable estimation. OH oxidation dominated the global sink, with wet 
depositional loss reported by STOCHEM-CRI being much larger than those observed in other 
studies. STOCHEM-CRI was also used to constrain global sources of ethanol using observational 
data from various locations, with underestimations at urban and suburban sites due to its coarse 
resolution.  Three measurement locations provided a good basis for constraining global ethanol 
emissions using STOCHEM-CRI, though more long-term in situ measurements are required globally 
to improve this. Model bias analysis highlighted consistent underestimations of measured data.  
The WRF-Chem-CRI model was used to predict air quality at sites in London and across the U.K. 
Absolute concentrations and diurnal variations were reproduced by the model, with particularly good 
representations of high O3 events. Notable discrepancies in the NOx data were observed at sites 
influenced by traffic emissions, highlighting scope for the refinement of the treatment of traffic-
sourced NOx emissions in the model. The study also indicated an under-representation of VOCs in 
the model. Nested simulations at a higher spatial resolution were run, enhancing the amount of 
atmospheric structure captured but having minimal impact on model accuracy. 
    WRF-Chem-CRI was also used to investigate nitrate chemistry in London. The model’s chemical 
mechanism and the Master Chemical Mechanism (MCM) were used to deduce the production 
pathways of modelled organonitrates. This showed that all organonitrates in WRF-Chem-CRI are 
formed exclusively from the reaction of RO2 with NO, or the reaction of NO3 with alkenes. Temporal 
analysis highlighted a significant contribution of NO3-sourced organonitrates, even during daylight 
hours. Lifetime calculations showed that the NO3-sourced organonitrates in WRF-Chem-CRI act as 
NOx reservoirs, with particularly short-lived species impacting on air quality as contributors to 
downwind O3 formation. 
    STOCHEM-CRI was used to study the global impacts associated with biofuel-sourced butanol 
emissions. Simulations using current biofuel emission estimates (1.8 Tg/year) resulted in a 1.5% 
increase in upper tropospheric O3, highlighting a potential climatic impact. Sensitivity simulations 
showed that end-product branching ratios had similar impacts on O3. Increasing biofuel-sourced 
butanol emissions ten-fold resulted in noticeable levels of surface O3 across the Northern 
Hemisphere, with increases of up to 13 ppb in east Asia. This study has raised the potential 
environmental and epidemiological issues of biofuel use, thus bringing their suitability as fossil fuel 
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Four main processes govern the Earth’s atmosphere: chemical, physical, dynamical and radiative. 
Chemical processes encompass the atmospheric behaviour of gaseous species, with a complex 
network of interplaying reactions describing how these chemical species are processed in the 
atmosphere. Physical processes consider the loss of species from the atmosphere by dry and wet 
deposition. Dynamical processes govern how these species are transported, which in turn affects their 
distributions. Radiative processes affect the atmosphere’s ability to trap, store and release heat. Our 
understanding of the relative impacts of these processes can be improved through the integration of 
theoretical studies, laboratory experiments and measurement data [Bohnenstengel et al., 2012; 
Dunmore et al., 2016]. 
 
The primary aim of this thesis is to use atmospheric chemistry models to conduct theoretical studies, 
which will help to enhance our understanding of the processes governing the composition of our 
atmosphere across a range of spatial and temporal scales.  
 
1.1 History and Evolution of the Earth’s Atmosphere 
The chemical composition of the early Earth’s atmosphere was extremely different to the present 
atmosphere. 
 
The early atmosphere comprised hydrogen (H2), carbon dioxide (CO2), nitrogen (N2) and water 
vapour (H2O). However, most of the water vapour was removed from the atmosphere, condensing to 
form the oceans. Carbon dioxide, after dissolution in the oceans, formed carbonate rocks. Nitrogen 
is a chemically inert, non-condensable and non-water-soluble species, thus allowing levels to build 
in the atmosphere and making it the most abundant component [Seinfeld and Pandis, 1998]. The early 
atmosphere was mildly reducing, with the oxygen content and hence, oxidising capacity increasing 
over time as a result of the photosynthetic activity of cyanobacteria. Current levels of atmospheric 
oxygen (O2) are maintained through the balancing of photosynthetic production and removal via 




Today, the Earth’s atmosphere is primarily composed of the gases N2 (approximately 78%), O2 
(approximately 21%), and Ar (approximately 1%). Present mainly in the lower atmosphere, water 
vapour is the next most abundant species. Concentrations vary considerably, through its dependence 
on precipitation and evaporation taking place in the atmosphere, reaching up to 3% [Seinfeld and 
Pandis, 1998]. The remaining gaseous constituents of the present-day atmosphere are trace gases, 
comprising less than 1%. These gases are emitted from numerous anthropogenic and biogenic 
sources, with abundances changing significantly and rapidly over the past two centuries. As a result, 
trace gases play a very important role in the chemical composition and radiative balance of the 
atmosphere [Ramanathan et al., 1987; Murphy et al., 2007; Andreae, 2019]. 
 
1.2 Structure of the Atmosphere 
The atmosphere extends to altitudes of approximately 120 km and can be divided into lower and 
upper regions. The lower atmosphere spans the lowest 50 km of the atmosphere and extends to the 
top of the stratosphere, with the upper atmosphere then representing altitudes of 50 km and above.  
 
Constituent layers of the Earth’s atmosphere are characterised by variations of temperature and 



















The lowest layer of the atmosphere, extending from the surface to approximately 10-15 km is the 

































80% of the total mass of the atmosphere [Parker, 1980]. This reduction in temperature can be 
attributed to a decrease in pressure with height, which causes the air to expand. This process requires 
kinetic energy, thus reducing the atmospheric temperature. The troposphere is also the region which 
experiences rapid horizontal and vertical mixing, driven by the Earth’s weather system and 
convection, respectively. The troposphere is separated from the stratosphere by the tropopause. The 
height of the tropopause varies on a latitudinal and seasonal basis, ranging from approximately 15-
18 km at the equator down to about 8 km near the poles [Seinfeld and Pandis, 1998]. At the 
tropopause, there is only a very small change in temperature with altitude, resulting in reduced rates 
of vertical mixing and very slow exchange between the troposphere and stratosphere above. 
 
The stratosphere is defined as the layer between the tropopause and stratopause, spanning altitudes 
of approximately 10-55 km. This region is characterised by an increase in temperature with altitude, 
with increases in pressure driving slower rates of vertical mixing. The stratosphere contains 
approximately 90% of the Earth’s ozone (O3), with peak levels reached at altitudes of 25-32 km in a 
region known as the “ozone layer”. The reaction processes driving O3 formation in this layer were 
first identified by Chapman [1930] and are represented by reactions 1.1 to 1.4. 
 
O! + hν	(λ < 310	nm) → O" + O   (1.1) 
O" + hν	(λ < 242.2	nm) → O + O   (1.2) 
O + O" +M → O! +M    (1.3) 
O + O! → O" + O"     (1.4) 
(M = N2 or O2) 
 
O3 and O2 absorb high energy ultraviolet (UV) radiation from the sun (reactions (1.1) and (1.2)) at 
the top of stratosphere. This energy is then released exothermically, via reactions (1.3) and (1.4).  The 
UV radiation is absorbed towards the top of the stratosphere, meaning that it is unable to reach the 
lower stratosphere. This drives the observed increase in temperature with altitude in this layer of the 
atmosphere [Seinfeld and Pandis, 1998; Jacobson, 2005]. 
 
In the mesosphere, temperature decreases with altitude, due to the same processes as observed in the 
troposphere. Insufficient O3 abundances in the mesosphere mean that the heating effect described 
previously is not strong enough to compete with the cooling taking place, meaning that O3 has a 




The thermosphere is the most upper layer of the Earth’s atmosphere and is characterised by an 
increase in temperature with altitude. This can be attributed to the absorption of very short 
wavelength radiation by O2 and N2 [Seinfeld and Pandis, 1998]. 
 
The majority of emissions occur at the surface, resulting in higher abundances of trace gases and 
chemical reactivity in the troposphere. The lowermost layer in the troposphere is known as the 
planetary boundary layer (PBL). This layer is influenced by the Earth’s surface, responding to 
forcings such as surface temperature and turbulence within the airflow [Stull, 1988]. The height of 
the PBL depends on temperature, increasing to a maximum of between 0.5 and approximately 3 km 
[Stull, 1988; von Engeln and Teixera, 2013], as a result of surface heating from the sun increasing 
the buoyancy of the air mass. At night, this layer collapses to as low as 50 m. This leaves a residual 
layer which is not affected by the surface. This layer also experiences strong winds, commonly 
referred to as a “nocturnal jet”, which can result in rapid transport of pollutants [Thorpe and Guymer, 
1997; Davies, 2000; Prabha et al., 2011a].  
 
1.3  Atmospheric Dynamics 
Although the total energy received and lost by the Earth is balanced on a global scale, this is not the 
case when looking at processes taking place on a regional scale.  The Earth does not heat evenly. The 
tropics receive more solar radiation than the poles, with the latter radiating more of it back into space.  
With the tropics absorbing more solar energy, this drives the transport of hot air masses from these 
regions towards the poles, thus driving a global circulation [Seinfeld and Pandis, 1998]. This proceeds 
via the vertical lifting of hot air at the equator, driven by convection and convergence. As this air 
rises and reaches the upper boundary of the troposphere, it then flows horizontally towards the poles. 
On reaching these polar regions, upper tropospheric air descends back to the surface, flowing 
horizontally back to the equator.  
 
However, this process assumes that the Earth is not rotating. In reality, it is rotating from west to east 
with the North and South Poles acting as the rotation axis. The force driving this west to east 
movement is the Coriolis force. This force varies on a latitudinal basis, being at a maximum at the 
poles and a minimum at the equator as a result of angular momentum conservation [Wayne, 1991]. 
The Coriolis force breaks up the north-south circulation cells into three wind cells: the Hadley, Ferrel 
and Polar cells. These cells develop in each hemisphere, splitting the troposphere into (essentially) 
closed wind circulations. Hadley cells drive the circulation in the equatorial regions, with the Ferrel 




cell model (Figure 1.2), heat from the equator sinks at around 30° latitude, which coincides with the 
endpoint of the Hadley cells.  In this way, this system therefore prevents heat from being transported 
























As the warmest region, the tropics are home to a zone of thermal lows known as the “inter-tropical 
convergence zone” (ITCZ), which draw air from the subtropics [Hahmann, 2002]. Convection causes 
uplift of this air, which then cools with altitudes and flows towards the poles on reaching the top of 
the troposphere. The global circulation is driven by the Coriolis force, which arises from the motion 
of the Earth [Seinfeld and Pandis, 1998]. At 30° latitude, as a result of deflection by the Coriolis 
force, the air flows west to east resulting in the formation of the subtropical jet-stream. This flow 
drives an accumulation of air in the upper atmosphere, creating subtropical high pressure as some of 
the cool air sinks.  Following this, the air splits, with one portion flowing to the equator (thus 
completing the Hadley cell), and the other flowing towards the poles. The Coriolis effect produces 
wind systems in both cases. The equatorward airflow is deflected by the Coriolis force, producing 
north-east trade winds. The Coriolis force deflects the poleward airflow to generate prevailing 
Figure 1.2: The three-cell model of global 




westerly winds at latitudes of 30-60°. These winds are then deflected further by the Coriolis force, 
resulting in a flow from west to east and the generation of the upper atmospheric polar jet-stream at 
around 60° latitude. Sub-polar lows are generated at the surface at 60°N. This is caused by frontal 
uplift, which arising from the collision of subtropical westerlies and cold air from the poles. Over 
these polar lows, air rises and flows towards the poles. On doing so, it cools and descends, generating 
a polar high [Hahmann, 2002].  
 
Oscillations occur over the oceans, which are produced as a result of differences in atmospheric 
pressures. The Southern Oscillation or El Niño Southern Oscillation (ENSO) arises from such a 
fluctuation across the Pacific Ocean. It occurs on a timescale of several years, resulting in significant 
fluctuations which can have global implications, including the variabilities associated with the 
general circulation and global climate [Trenberth, 1997; Timmerman et al., 1999]. In a “normal” 
ENSO year, easterly trade winds dominate, with air flowing from high pressure regions of the eastern 
Pacific (Tahiti) towards the western Pacific (Darwin, Australia), which experiences low pressure 
conditions. The pressure difference between Darwin and Tahiti is defined using the Southern 
Oscillation Index (SOI). This, in turn, is used to measure the strength of the oscillation. The SOI is 
positive in “normal” years, with high pressure over the eastern Pacific (Tahiti) and low pressure in 
the western Pacific (Darwin). In an “El Niño” year, the SOI is negative, with low pressure in the 
eastern Pacific and high pressure in the western Pacific.  Another characteristic of El Niño years is a 
weakening of easterly trade winds, resulting from the circulation of air in the central Pacific. This 
system generates easterly winds in the eastern Pacific and westerly winds in the western Pacific. The 
ENSO phenomenon has significant impacts on meteorological conditions in eastern and western 
Pacific regions, resulting in wet and warm weather in South America and drought in countries such 
as Australia [Kousky et al., 1984; Ropelewski and Halpert, 1987]. A third phase of ENSO is “La 
Niña”, which is characterised by enhanced convection over the western Pacific and strong trade 
winds. Such conditions drive warming of the sea surface north of Australia, strengthening the 
monsoon and increasing rainfall northern and eastern inland Australia. A schematic illustrating the 














































Figure 1.3: The three phases of the El Niño Southern Oscillation 










A similar phenomenon, the North Atlantic Oscillation (NAO), occurs in the northern Atlantic Ocean 
as a result of differences in atmospheric pressure between the “Azores High” at 30°N and the 
“Icelandic Low” at 60°S. The combination of these low- and high-pressure anomalies generates 
strong westerly winds across mid-latitudes. [Visbeck et al., 2001].  This oscillation affects the 
intensity and location of the North Atlantic jet stream, thus affecting the transport of low-pressure 
regions (depressions) and their associated storms. The NAO is positive when the pressure difference 
between Iceland and the Azores is extremely large. This strong pressure gradient brings in strong 
westerly winds and warm air, with frequent storms travelling across the Atlantic [Osborn, 2006]. A 
weak, or negative NAO occurs when the pressure difference is small, with winds from the east and 
north-east bring in cold air. As the NAO affects the location of the jet-stream, it has a strong influence 
on winter weather and climate patterns across North America and Europe. A positive NAO results in 
mild and stormy winter conditions in the eastern United States and northern Europe, with 
Mediterranean and northwestern Atlantic regions being prone to colder and drier conditions [Visbeck 
























1.4 Urban Atmospheric Chemistry & Dynamics 
It is also important to consider the processes governing the atmospheric dynamics and chemical 
composition at a smaller scale, particularly when looking at urban environments.  
 
The urban atmosphere is distinct from the global atmosphere in terms of emission densities and the 
relatively short timescale for chemical reactions. This results in differences in urban atmospheric 
dynamics compared with those governing regional and remote atmospheres. An important feature of 
urban environments is the high density of emissions and high concentrations compared with 
surrounding areas. This is highlighted in Figure 1.4, which depicts the profile of traffic-sourced air 


















However, there are many other factors which differentiate the urban areas from regional processes. 
The first thing to consider is the predominant source processes surrounding oxidants like the hydroxyl 
radical (OH), the nitrate radical (NO3) and O3 in urban and non-urban environments. 
 
 In remote areas, the formation of OH is driven by the photolysis of O3. However, studies within an 
urban area in the U.K. reported winter OH levels much lower than those detected in summer, with 
scaled predictions suggesting only a very small contribution of O3 photolysis to summer OH 
concentrations [Heard et al., 2004; Harrison et al., 2006]. Other sources of OH are therefore thought 
to be more important in urban areas, including the decomposition of Criegee biradicals, formed via 
the ozonolysis of alkenes [Atkinson and Aschmann, 1993]. Nitrous acid (HONO) is emitted from 
fuel combustion, meaning concentrations are much likely to be higher in urban environments. HONO 




photolysis is a known source of the OH radical [Harrison et al., 1996; Kleffmann, 2007], and thus 
this could also be the major source in the urban atmosphere. 
 
As the formation of OH relies on sunlight to initiate photolysis, concentrations decrease during the 
night. This means that NO3 becomes the dominant oxidant in the nocturnal boundary layer [Geyer et 
al., 2001; Platt et al., 2002] formed via the reaction of NO2 with O3. In rural areas, the co-existence 
of NO2 and O3, and low night-time nitric oxide (NO) levels mean that the NO3 formation proceeds 
unperturbed. However, in urban environments, NO2 and NO (an NO3 sink) build-up close to the 
surface, where O3 levels are depleted [Beyrich et al., 1996; Pisano, 1997]. Therefore, the formation 
of NO3 occurs at higher altitudes, as the NO2-rich air close to the surface mixes with the O3-rich 
urban air from aloft [Carslaw et al., 1997; Stutz et al., 2004]. This highlights a key consequence of 
urban atmospheric processes: the concentrations of reactive pollutants may be determined by 
chemistry, mixing, or a combination of the two. 
 
Another feature of the urban atmosphere is that the lifetimes of some species are typically only of the 
order of seconds or minutes. Consequently, this means that there is an increased likelihood of these 
being destroyed, either by photolysis or chemical reaction, before travelling very far from the 
emission source. An example of such a species is NO. In urban areas, NO is the major component of 
NOx emissions from traffic, therefore making up a large proportion of NOx in such environments. 
However, as the air flows away from the urban source, the NO is diluted and oxidised by O3. This 
means that, when the air reaches rural areas, NO2 becomes the dominant component of NOx, with 
only minimal amounts of NO from NO2 photolysis. 
 
There are many other characteristics of urban atmospheres which differentiate them from regional 
and rural areas. Concentration gradients are much steeper compared with surrounding rural areas, 
meaning that the abundances of pollutants are dependent on the kinetics of the atmospheric mixing 
processes. These show large variations which are driven by the stability of the surrounding 
atmosphere and wind speeds. The presence of buildings increases the surface roughness of urban 
areas, thus further enhancing mixing in these environments.   
 
The wind flow travelling over and through a city plays a key role in the atmospheric chemistry of 
urban areas, across a range of spatial scales. It is therefore important to understand these flows of 
wind, as these drive the dispersion of material, such as air pollutants, in such environments. On a city 
scale, these flows are affected by the urban area, with large infrastructural developments such as 




resulting in a large drag force and mechanical turbulence, affecting the transport of air pollutants 
across these urban areas. The resulting increased surface roughness means that wind speeds are lower, 
with wind directions also likely to vary as the flow “bends” over and around the urban area. The 
temperature of these urban areas become several of degrees warmer than surrounding regions, as a 
result of capacity of concrete and other building materials to store heat [Britter and Hanna, 2003]. 
This, combined with the additional heat fluxes from human activities leads to the development of 
phenomena known as “urban heat islands”, which have been widely observed [Oke, 1982; 
Santamouris et al., 2015a]. Urban heat islands drive the convergence of horizontal and vertical air 
flow into and over cities, with resultant thermal turbulence reducing the stability of the urban 
boundary layer.  These urban heat islands worsen air quality, with reduced rates of air circulation 
near the surface meaning that the high levels of pollutants emitted from vehicles and industries are 
prevented from scattering. 
 
Street-scale processes are particularly relevant when considering the air quality in urban areas. Street 
canyons (or urban canyons) are defined as streets which are bounded by buildings on both sides. 
These canyons affect the direction, speed and movement of the wind, which in turn has impacts on 
temperature and air quality. The latter is a direct consequence of the high vehicle emissions and 
reduced dispersion in a small area [Buckland and Middleton, 1999], posing a potential human health 
risk. Urban canyons trap pollutants, thus driving up their concentrations. However, these only persist 
on a timescale of a few minutes, meaning that only rapid chemical processes (such as NO2 
photolysis), can have a significant impact [Harrison et al. 2018]. 
 
A vortex is formed as the wind blows over an urban canyon, with roof level winds flowing in the 
opposite direction to those at street level (Figure 1.5). If the wind direction is perpendicular to the 
canyon, this results in the formation of eddies on the leeward side of the canyon (i.e the side from 
which the roof level wind is blowing). This leads to the accumulation of air pollutants on the canyon’s 
leeward side [Manning et al., 2000]. However, parallel wind flows promote pollutant dispersion 
within an urban canyon, resulting in similar concentrations on both leeward and windward sides 



























The air flow within urban canyons is created by obstacles such as trees and balconies, which increase 
roughness levels [Hoydysh and Dabberdt, 1994; Theurer, 1999]. It is also affected by vehicle-induced 
mechanical turbulence [Mazzeo et al., 2007; Mazzeo and Venegas, 2011; Thaker and Gokhale, 2016]. 
The dispersion of air pollutants in urban canyons is studied through the use of atmospheric dispersion 
models. These models are able to relate the observed air pollutant concentrations to the emissions 
and dynamical processes which drive them. Examples include CALINE4 [Benson, 1984], STREET 
[Johnson et al., 1973] and ADMS [Caruthers, et al., 1999]. A variant of the ADMS model, ADMS-
Urban [Owen et al., 1999] includes a specialised module for street canyons. These models have 
extensive applications, including environmental impact assessments, air pollution studies and air 
quality forecasts. This, along with their capabilities in simulating atmospheric dispersion in such 
complex systems like street canyons, make them an invaluable tool for enhancing our understanding 












Figure 1.5: Schematic of air flow and dispersion in an urban canyon 




1.5 Tropospheric Chemistry 
The troposphere acts as a chemical reservoir, separated from the stratosphere by the tropopause. 
Containing 80% of the total mass of the atmosphere, it is the chemistry of the troposphere which will 
be the focus of this study. 
 
The gas-phase chemistry occurring in the troposphere is centred around the oxidation of organic 
molecules in the presence of nitrogen oxides (NOx) and sunlight. Concentrations of species involved 
in these reactions are extremely low, at parts per million or parts per billion. Sunlight therefore acts 
as the “fuel”, i.e. the external energy source required to initiate these atmospheric reactions. 
 
1.5.1 The Unpolluted Troposphere: “Clean Air” Chemistry 
Under these conditions, the oxidation chemistry is dominated by the highly reactive hydroxyl (OH) 
radical. This radical is able to persist to react with the majority of atmospheric species, as a result of 
its lack of reactivity towards oxygen [Seinfeld and Pandis, 1998].  
 
The OH radical is produced in a chain of reactions, which is initiated by the photolysis of O3 at 
wavelengths shorter than 310 nm (reactions 1.5 to 1.7). 
 
O! + hν → O" + O( D)# + O"   (1.5) 
O5 D# 6 + H"O → OH + OH    (1.6a) 
O5 D# 6 + M → O5 P! 6 + M    (1.6b) 
O5 P! 6 + O" +M → O! +M    (1.7) 
(M = N2 or O2) 
 
Excited state O(1D) atoms produced in reaction (1.5) are predominantly deactivated to ground state 
O(3P) atoms (reaction 1.6b). O3 is then formed via the reaction of the O(3P) atoms with molecular 










In the unpolluted troposphere, the dominant sink for the OH radical is the reaction with methane 
(CH4) or carbon monoxide (CO) (reactions (1.8a-1.9b)). This yields peroxy radicals such as CH3O2 
and HO2. 
 
  OH + CH$ → CH! + H"O    (1.8a) 
  CH! + O" +M → CH!O" +M   (1.8b) 
And 
OH + CO → H + CO"     (1.9a) 
H + O" +M → HO" +M    (1.9b) 
 
 
1.5.2 Photochemical Air Pollution 
Photochemical air pollution is an extensive problem across the world. NOx and volatile organic 
compounds (VOCs) are emitted from both anthropogenic and biogenic sources, reacting in the 
presence of sunlight to generate tropospheric O3, as well as particulate matter, both of which are 
known to have damaging effects of the environment and human health [Schwartz, 2006; Cheng et 
al., 2013; Kim et al., 2015]. 
 
The term “NOx” refers to the sum of nitric oxide (NO) and nitrogen dioxide (NO2). NOx has some 
biogenic sources, including soils, biomass burning and storms [Wayne, 1991].  However, it is 
predominantly produced via anthropogenic processes, namely the combustion of fossil fuels within 
the transport and energy production sectors.  As a result, anthropogenic emissions dominate the NOx 
levels seen in urbanised, densely populated areas, with only minimal contributions from natural 
sources.  
 
NOx are predominantly emitted into the atmosphere as NO [Jenkin and Clemitshaw, 2000]. Most of 
the atmospheric NO2 is formed via the reaction of NO with O3 (reaction (1.10)). The rapid 
interconversion between NO and NO2 results in their direct role in tropospheric O3 formation. 
Unperturbed, a photo-stationary state equilibrium is established between O3, NO and NO2, with no 
net O3 formation taking place [Mannschreck et al., 2004]. This null cycle is represented by reactions 
(1.10-1.12), with NO reacting with O3 to form NO2. This then photolyses at wavelengths shorter than 







NO + O! → NO" + O"    (1.10) 
NO" + hν → NO + O5 P! 6    (1.11) 
O5 P! 6 + O" +M → O! +M    (1.12) 
(M = N2, O2) 
 
This null cycle persists should there be no other species which could promote further NO to NO2 
conversions. In reality, peroxy radicals (RO2) are present in the troposphere, which catalyse the 
production of NO2. The simplest of these radicals is the hydroperoxyl radical (HO2) which is formed 
via the oxidation of CO by the OH radical [Seinfeld and Pandis, 1998], as shown in reactions 1.9a 
and 1.9b. NO reacts with these peroxy radicals to generate NO2 (reactions 1.13 and 1.14), with 
subsequent NO2 photolysis leading to the formation of O3 (reactions (1.11-1.12)). 
 
HO" + NO → OH + NO"    (1.13) 
RO" + NO → RO + NO"    (1.14) 
 
However, NOx does not always lead to net O3 production. At low mixing ratios of NOx, net 
destruction of O3 is observed, as a result of the OH-initiated oxidation of CO and other hydrocarbons 
generating species such as hydrogen peroxide, which are lost from the atmosphere via precipitation 
and dry deposition [Vione et al., 2003]. This consequently results in a lack of peroxy radicals to 
catalyse a sufficient amount of NO to NO2 conversions required for tropospheric O3 formation.  
Increasing the level of NOx results in a regime of net O3 production, with peroxy radicals increasing 
NO2 production (reactions (1.13-1.14)) in the troposphere. However, as NOx concentrations increase 
further, O3 production is reduced as a result of the direct reaction of NO with O3. Such high NOx 
concentrations also promote the formation of nitric acid (HNO3), HONO and peroxynitric acid 
(HO2NO2), via reactions of NO and NO2 with OH and HO2 radicals (reactions (1.15-1.17)), which 
are lost via wet and dry deposition [Seinfeld and Pandis, 1998; Trick, 2004]. 
 
NO" + OH +M → HNO! +M   (1.15) 
NO + OH +M → HONO +M   (1.16) 






1.5.3 Volatile Organic Compounds 
Volatile organic compounds (VOCs) encompass the full suite of organic species in the atmosphere, 
excluding CO and carbon dioxide (CO2). With global emission estimates of 1210-1290 TgC/year 
[Sahu, 2012], VOCs play a key role in atmospheric chemistry from urban to global scales. They are 
emitted from biogenic and anthropogenic sources, as well as being generated by the degradation of 
other VOCs. 
 
Biogenic VOC sources dominate globally, with emission estimates of 1150 TgC/year [Guenther et 
al., 1995]. Anthropogenic VOC emissions are much smaller relative to biogenic sources on a global 
scale, with emission estimates of 60-140 TgC/year [Sahu, 2012]. The major sources of anthropogenic 
VOCs are the combustion of fuels and direct emissions from vehicles, thus meaning that they are 
often the dominant source of VOC in urban environments.   
 
VOCs degrade in the atmosphere via photolysis and oxidation. The OH radical dominates daytime 
oxidation, which can yield secondary pollutants such as peroxyacyl nitrates and secondary organic 
aerosol (SOA) [Jenkin and Clemitshaw, 2000].  
 
OH reacts differently, depending on the type of VOC being oxidised. Unsaturated VOCs react with 
OH via an addition reaction, with the OH radical adding across the double bond. The OH radical 















Figure 1.6: The OH-initiated oxidation of a VOC (adapted 
from Atkinson and Arey, 2003). 
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A generalised schematic of the OH-initiated oxidation of VOCs is shown in Figure 1.6. During the 
oxidation of saturated VOCs, the OH radical abstracts a hydrogen atom from the VOC, yielding an 
alkyl radical (R•). This then becomes an alkyl peroxy radical (RO2•) through reaction with O2. 
However, the dominant pathway for the RO2 radical is the reaction with NO, which generates an 
alkyl oxy radical (RO•) and NO2. As discussed in chapter 1.5.2, the photolysis of NO2 is the 
predominant source of tropospheric O3, and increases in O3 are observed as VOC levels rise, should 
there be sufficient NOx. However, under low NOx conditions, RO2 radicals preferentially react with 
each other, generating alcohols (ROH), carbonyls (RCOR′), alkyl hydroperoxides (ROOH) and alkyl 
oxy radicals (RO•).  
 
The presence of VOCs in remote environments can promote O3 reduction, with unsaturated 
hydrocarbons reacting directly with O3 in a chemical reaction known as ozonolysis. This proceeds 
via the addition of O3 to the double or triple bond in the VOC, leading to the formation of an ozonide. 
This degrades in the atmosphere to yield a high energy Criegee intermediate and a carbonyl product 
(reaction (1.18)). 
 
    O! + RCH			CHR% → RCHO + R′CHO"   (1.18)  
 
The Criegee intermediate (R′CHO2) goes on to decompose to yield carbonyls or other species, or is 
stabilised by a third body, which usually N2 or O2 [Paulson et al., 1997]. 
 
Night-time OH levels drop significantly, due to the lack of sunlight preventing formation via O3 
photolysis. The nitrate radical (NO3) is the most powerful nocturnal oxidant [Wayne et al., 1991; 
Platt et al., 2002].  Daytime concentrations of NO3 remain low due to rapid photolysis at wavelengths 
shorter than 700 nm, with the reaction with NO also contributing to low abundances and short 
atmospheric lifetimes [Seinfeld and Pandis, 1998].  The chemistry of the nocturnal boundary layer is 
dominated by the interplay between nitrogen oxides and O3. NO reacts with O3 to form NO2, which 
then goes on to produce NO3 and molecular oxygen in the presence of O3 (reaction (1.19)). 
 
   NO" + O! → NO! + O"     (1.19) 
   NO! + NO" +M ↔ N"O& +M    (1.20) 
   N"O& + H"O → 2HNO!     (1.21)   







NO3 reacts with NO2 to produce dinitrogen pentoxide (N2O5) and a thermal equilibrium is established 
(reaction (1.20)) [Wängberg et al., 1997]. N2O5 reacts with water vapour to produce HNO3 via 
reaction (1.21) [Wahner et al., 1998a] and can also be taken up by surfaces [Mentel et al., 1996; Kane 
et al., 2001].  
 
As seen in Figure 1.6, in the presence of NOx, the oxidation of VOCs also yields RONO2 and 
RO2NO2. These are known as organonitrates, which are important NOy reservoir species and have 
implications for climate through their presence in secondary organic aerosol [Roberts, 1990; Ng et 
al., 2008; Fry et al., 2009]. The formation of these species proceeds via reactions 1.22 to 1.26. 
 
   RO"• + NO +M → RONO" +M    (1.22) 
   RO"• + NO" → RO"NO"     (1.23) 
   Alkene +	NO! +M → R%ONO" +M    (1.24)  
   RC(O)OONO" +M → RONO" + CO" +M   (1.25) 
   RO• + NO" +M → RONO" +M    (1.26) 
 
The reaction of RO2 with NO (reaction (1.22)) is considered the most important daytime source of 
alkyl nitrates (RONO2), having first been proposed as such by Spicer et al. [1973] and Darnall et al. 
[1976]. This reaction process is a significant sink for RO2 radicals [Hallquist et al., 1999; Paulot et 
al., 2009; Lockwood et al., 2010] and has been a focus of many studies investigating atmospheric 
organonitrate formation [Darnall et al., 1976; Atkinson and Arey, 2003]. Gas-phase formation of 
organonitrates during the night is dominated by the reaction of NO3 with alkene molecules (reaction 
(1.24)) [Roberts, 1990; Wangberg et al., 1997]. Thus, it is important to estimate the contribution of 
the “RO2 + NO” and “alkene + NO3” pathways for the formation of organonitrates and how these 
vary according to the time of day. 
 
Peroxyacyl nitrates (PANs) are a class of chemical compounds with the general formula 
RC(O)OONO2. These species also form via the degradation of VOCs, namely aldehydes, in the 
presence of NOx. The formation of PANs proceeds via reactions (1.27-1.32), whereby the OH radical 
abstracts a hydrogen atom to produce the corresponding acyl radical (RC•O) of the aldehyde in 
question (reaction (1.27)). This then reacts with O2 to yield the acyl peroxy radical (RC(O)OO•) 
(reaction (1.28)). These peroxy radicals proceed to react with NO or NO2 (reactions (1.29-1.30)), 




(1.31) denotes the thermal degradation of the PAN species back to the corresponding acyl peroxy 
radical. 
 
   RCHO + OH• → 	RC•O + H"O    (1.27) 
   RC•O + O" +M → RC(O)OO• +M    (1.28) 
   RC(O)OO• + NO → RC(O)O• + NO"    (1.29) 
   RC(O)OO• + NO" +M ↔ RC(O)OONO" +M        (1.30, 1.31) 
(M = N2, O2) 
 
Peroxyacetyl nitrate, itself usually referred to as PAN, is the simplest compound in the series of PANs 
with the formula CH3C(O)O2NO2. It is formed via the OH-initiated oxidation of acetaldehyde 
(CH3CHO) in the presence of NOx, the process of which is outlined by reactions (1.32-1.35), with 
the latter reaction denoting its thermal decomposition back to the CH3C(O)O2 radical. 
 
   CH!CHO + OH → CH!C•O + H"O    (1.32) 
   CH!C•O + O" +M → CH!C(O)O"•     (1.33) 
   CH!C(O)O"• + NO" +M ↔ CH!C(O)O"NO" +M        (1.34, 1.35) 
 
   CH!C(O)O"• + NO → NO" + CH!C(O)O•   (1.36) 
   CH!C(O)O• + O" → CH!O"• + CO"    (1.37) 
(M = N2, O2) 
 
The CH3C(O)O2 radical also reacts with NO, which competes with PAN formation (reaction (1.34)) 
if local levels of NO are high (around 10 ppb). This removes the CH3C(O)O2 radical from the reaction 
system (reactions (1.36-1.37)), thus highlighting the dependence of PAN formation on NOx levels 
[Seinfeld and Pandis, 1998].  
 
A thermal equilibrium is established between PAN and its CH3C(O)O2 radical and NO2 precursors 
(reactions (1.34-1.35)), meaning that the concentration of a PAN compound at a given location and 
time also has a dependence on atmospheric temperature [Fischer et al., 2014].  The lifetime of PAN 
also has a strong temperature dependence, ranging from approximately 30 minutes at 298 K to 8 
hours at 273 K [Seinfeld and Pandis, 1998].  Lower temperatures in the upper troposphere result in 
PAN having a lifetime (with respect to thermal decomposition) of months in this region. This stability 




NOx over long distances. This NOx is then released as PAN thermally decomposes in the lower 
troposphere (high temperature conditions), thus driving the formation of O3 in remote areas [Singh 
et al., 1981; Roberts et al., 1995; Hudman et al., 2004]. 
 
The dominant sink of PAN is thermal decomposition (reaction (1.35)) [Cox and Roffey, 1987; 
Roberts and Bertman, 1992]. However, although a minor sink overall, due to the temperature 
dependence of the thermal decomposition process, the atmospheric photolysis of PAN becomes the 
most important loss process at altitudes of approximately 7 km and above [Talukdar, et al., 1995]. 
PAN is also lost via reaction with OH and wet deposition. However, studies have reported extremely 
low rates for both reactions [Tsalkani et al., 1988; Kames et al., 1991, 1995], therefore making these 
processes only minor sinks of PAN within the troposphere. 
 
In summary, the abundances and lifetimes of species in the atmosphere are controlled by their 
reactions with OH, NO3 and O3, with VOC abundances consequently having an impact on the 
oxidising capacity of the atmosphere. It is therefore vital to understand the respective mechanisms 
which govern the abundances and spatial distributions of these species.  
 
1.5.4 Biofuels 
Fossil fuels have been used as the main energy source across the globe for a number of years. 
However, these rapidly depleting resources and concerns around greenhouse gas emissions and 
climate change have led to the pursuit of biofuels as an alternative energy source.  
 
Biofuels are a subset of VOCs, with ethanol (C2H5OH) currently the preferred candidate, particularly 
in the United States and Brazil [Nguyen et al., 2001; de Gouw et al., 2012]. As highlighted in chapter 
1.5.3, the oxidation of VOCs like ethanol can be implicated in the production of secondary pollutants 
such as tropospheric O3. Large-scale use of fuels leads to significant emissions into the atmosphere 
through incomplete combustion, evaporation and leakage. The release of oxygenated organic 
compounds like ethanol will have significant impacts on the composition of the atmosphere [Derwent 
et al., 1996], thus highlighting the importance of studying their atmospheric behaviour. 
 
Future increases in biofuel emissions, such as ethanol, may have an impact on both the oxidising 
capacity and the O3 forming potential of the atmosphere, through their indirect contribution to the 
tropospheric HOx (i.e. OH + HO2) radical budget [Singh et al., 2001]. Continuous oxidation of 




Table 1.1: Comparison of the fuel properties of gasoline, ethanol and butanol (adapted 
from Varol et al., 2014). 
carbonyl compounds. The OH-initiated oxidation of ethanol results in the formation of such a species 
– acetaldehyde (CH3CHO) via reaction (1.38). 
 
  C"H&OH + OH + O" → CH!CHO + HO" + H"O   (1.38)  
 
Carbonyl species such as acetaldehyde are easily photolysed and have been found to be a significant 
source of HO2 [Prather and Jacob, 1997; Muller and Brasseur, 1999]. Studies have reported 
coincident increases in acetaldehyde in urban areas using ethanol-derived biofuels [Dunmore et al., 
2016]. It is therefore likely that the contribution of carbonyl-derived HOx to the NOx-VOC-O3 cycle 
will be affected by changes in emissions, which will arise from increased use of alcohol-derived 
biofuels. 
 
Ethanol has a number of drawbacks, with reduced energy densities compared with gasoline fuel and 
high hygroscopicity and corrosive properties making it incompatible with existing fuels and fuel 
infrastructure [Khuong et al., 2016; Thangavelu et al., 2016]. This has provided scope for the 
application of other species, such as higher alcohols, in gasoline-biofuel blends. Butanol, in 
particular, has received recent attention as a potential alternative biofuel, with several papers 
highlighting the improved fuel properties of the species, particularly when compared with ethanol 
[Dziegielewski et al., 2014; Varol et al., 2014]. Butanol also burns more cleanly due to its higher 
oxygen content [Ezeji et al., 2007], with a similar chemical structure to gasoline overcoming the 
miscibility issues associated with ethanol. Some of the fuel properties of gasoline, ethanol and 
butanol are displayed in Table 1.1, which highlight some of the aforementioned advantages of butanol 





There are four aliphatic isomers of butanol, n-, iso-, sec- and tert-butanol. The four isomers have 
different physical properties, some of which, including octane number and boiling point, are essential 
Properties Gasoline Ethanol Butanol 
Oxygen content, wt% 
 
Heat of evaporation, kJ/kg 
 
Research octane number 
 
Motor octane number 
 

































for efficient combustion. Some of these properties are summarised in Table 1.2. Sec- and tert-butanol 
in particular, display properties which make them less favourable as a fuel compared to the nbutanol 
and iso-butanol. Although the properties of sec-butanol are similar to n-butanol, its motor octane 
number (MON) is significantly lower compared to the other three isomers. This means that fuel 
containing sec-butanol would be more susceptible to “knocking”, thus highlighting potential safety 
issues. Tert-butanol has more favourable octane ratings than s-butanol (RON=105, MON=89), 
resulting in its application as a high-octane, anti-knocking additive for gasoline. However, it has a 
melting point of 25.5°C [PubChem Database], suggesting that it would not be suitable as a neat fuel 






































































































































































































































































































An important factor which must be considered is the impact of the butanol biofuel on engine 
performance and tailpipe emissions. Butanol-blended fuels have been shown to perform well in 
conventional engines, with studies showing improvements in emission profiles and combustion 
properties of both n-butanol and iso-butanol blended fuels [Wallner et al., 2009; Karavalakis et al., 
2014; Lamani et al., 2017]. However, these studies have focused on the behaviour of butanol under 
combustion conditions. If used as a biofuel, it is also important to consider how it behaves under 
atmospheric conditions. 
 
The site-specific reactivity of the reaction between the OH radical and butanol depends on 
temperature. Temperature gradients within the troposphere therefore mean the atmospheric impacts 
of alcohol emission and oxidation processes should not be considered homogeneous. McGillen et al. 
[2013] investigated the temperature dependence of the OH reaction with the four butanol isomers (i-
, s-, t- and n-butanol), combining measured rate constants with previous OH and butanol end-product 
results and combustion studies to derive a set of site specific reactivities over the temperature range 
of 220-1800 K. The study reported increased rates with increased temperature above 600 K, but 
decreased rates with increased temperature below 250 K. The temperature dependence and site-
specific reactivity of the OH-initiated hydrogen abstraction has implications for atmospheric 
chemistry, as the site of the hydrogen abstraction dictates the stable end product(s) produced, which 
could in turn lead to different atmospheric impacts. 
 
To date, there have been no studies which have utilised kinetic and mechanistic data to simulate the 
implications for the atmosphere that butanol use has once emitted. Part of this study will apply the 
temperature dependent reactivities and associated mechanisms of the four isomers of butanol and 
apply these to the global model, STOCHEM-CRI. This will provide an insight into the potential 
implications of biofuel use in terms of global atmospheric composition, across altitudes spanning 










1.6 Atmospheric Chemistry Transport Models 
As discussed in chapter 1.5, the atmosphere comprises a complex mixture of species undergoing a 
myriad of chemical and physical processes. Ambient measurements only provide a snapshot of the 
atmosphere at a particular place and time. Models provide the framework required to integrate our 
understanding of individual processes occurring in the atmosphere (chemistry, transport, removal, 
etc.) and how these govern the observed species abundances and trends across a range of temporal 
and spatial scales. It is therefore necessary to employ state of the science models and instruments, 
using them in conjunction to progress this understanding.  
 
Models act as a mathematical representation of the atmosphere. They include descriptions of 
chemical transformations, emission patterns, meteorology and removal processes, which make it 
possible to establish relationships between the emission fluxes and ambient levels observed. The key 
components of a mathematical atmospheric transport model are shown in Figure 1.7. They describe 
the key processes in the atmosphere, namely chemical, dynamical, physical and radiative, using 
ordinary differential equations to represent the time-dependent processes mathematically. Processes 
which are both time- and space-dependent are represented in the model using partial differential 



















































Models can be categorised into two main types, which differ in the treatment of atmospheric 
dynamics (i.e how the chemical species are transported): Lagrangian or Eulerian. Lagrangian models 
look at how a dimensionless air parcel evolves as it is continually advected in the atmosphere, 
simulating changes in chemical composition owing to the surrounding physical conditions and 
incoming emissions.  This allows such models to simulate concentrations at different locations at 
different times. The framework of Eulerian models is fixed in space. Air movement in such a 







































Figure 1.7: Components of a mathematical atmospheric chemical transport 




concentrations simulated at all locations as a function of time. Schematics of these model frameworks 


















The area simulated by models, referred to as the “domain”, ranges from thousands of km (global 
models) down to a few hundred metres (microscale models). These domains comprise arrays of 
computational cells, which have uniform chemical compositions. The spatial resolution of a given 
model is determined by the size of these cells, as this represents the averaging volume for the species 
concentrations within the framework. The range of domain scales and corresponding model 













It is therefore important to use a model with the appropriate resolution for the nature of the study. 
This means that the model must be selected on the basis that it can resolve variations in concentrations 
at scales which are appropriate to its resolution. For example, the global model, STOCHEM-CRI 
operates at a resolution of 5° x 5°, meaning that it is useful for studying variations in species 
concentrations which occur between hemispheres and for looking at the overall impacts on the global 
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100 x 100 x 5 km 
 
1000 x 1000 x 10 km 
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Figure 1.8: Schematics of a) Lagrangian and b) Eulerian models 
[Seinfeld and Pandis, 1998]. 
(a) (b) 
Table 1.3: Spatial scales of atmospheric chemical transport models 




atmosphere. However, it would not be suitable for looking at concentrations over the U.K., as it 
would treat the whole nation as one computational cell, and would not have the ability to resolve 
pollution events, which are characterised by changes in species concentrations which occur on much 
finer spatial and temporal resolutions. Regional scale models like WRF-Chem-CRI, which runs at a 
resolution of 15 km by 15 km, would be more suited to such a study. This study incorporates both 
aforementioned global and regional scale models, which were selected based on the aims and spatial 
scales of the respective studies.  
 
Regional scale models are particularly useful in policymaking, as they can be used in urban and 
regional air quality studies to help to answer questions such as: “How will the air quality differ 
tomorrow, compared with today, and why?” and “If the emissions flux of a particular pollutant is 
added or reduced, what impact would this have on air quality?”. In order to address these questions, 
it is vital that models are as running as well as possible, containing accurate data to provide realistic 
representations of the surrounding atmosphere. This highlights the close interactions of ambient 
measurements, laboratory experiments and modelling studies. Evaluation of models sometimes 
brings areas which aren’t understood well enough to light, driving further laboratory and field 
experiments, which then helps to develop the models. This model evaluation is conducted through 
comparisons of their predicted parameters, such as species concentrations and temporal trends, with 
ambient measurements at a given time and location. This can highlight issues within the model, 
including discrepancies surrounding the emissions or chemistry, which can then be worked on to 
improve model performance for future studies. Such an evaluation will be conducted in this study, 
whereby the regional model, WRF-Chem-CRI, will be evaluated in terms of its ability to predict air 
quality in London and across the U.K., by directly comparing modelled concentrations with 
observational data from measurement campaigns and national monitoring networks.  Another part of 
this study will use ethanol measurements from various global sites, alongside the global model, 
STOCHEM-CRI, in an attempt to constrain the emission sources of ethanol. This will also give an 
indication as to where further, long-term measurements of ethanol should be made, in order to 














1.7 Motivation for the Study & Research Questions 
The work in this thesis focuses on global and regional atmospheric models and how they can be used 
to gain insight into the chemistry and transport processes that govern the air quality and larger-scale 
atmospheric composition around us. Some of the results presented also outline some of the pitfalls 
of atmospheric modelling, particularly in terms of spatial resolution and the intrinsic challenges of 
simulating the complex atmospheric chemistry of certain atmospheric environments.  
 
Ethanol is currently the world’s most widely used biofuel, as we try to alleviate fossil fuel dependence 
and combat global warming. However, it is also a reactive VOC which acts as a precursor to harmful 
secondary pollutants such as peroxyacetyl nitrate (PAN) and ozone (O3). It is therefore important to 
quantify the sources and sinks governing its levels as precisely as possible, with sparse atmospheric 
measurements making this a challenging feat. The first results chapter of this thesis attempts to do 
this; firstly by comparing the representation of ethanol in the global chemistry transport model, 
STOCHEM-CRI, with its representation in models used in earlier studies. This section of work will 
therefore aim to answer the question: 
• Compared with previous studies, how well does the STOCHEM-CRI model represent the 
atmospheric chemistry and global budget of ethanol? 
Secondly, various changes are made to the ethanol emission inputs of STOCHEM-CRI, including 
the use of a biofuel-sourced emission distribution. Work in this chapter therefore aims to answer the 
questions:  
• How does the implementation of different emission inputs impact the ability of STOCHEM-
CRI to simulate the global levels and distribution of atmospheric ethanol? 
• Can the current atmospheric measurements of ethanol from across the globe help the model 
to constrain the sources of global ethanol emissions? 
 
Air pollution poses a major threat to our world’s climate and population. It is responsible for seven 
million deaths per year globally and around 40,000 deaths per year in England alone [RCP London, 
2016; World Health Organisation, 2018]; making it a considerable global environmental health 
stressor. Clean air is a necessity for a healthier population, with appropriate legislation and policies 
required in order to combat air pollution and make this a reality. Used to forecast the effects of 
changes in emissions, regional air quality models are vital tools in aiding the development of these 
policies. This relies on the models being as accurate as possible, in terms of their emission inventories 




which could be exploited in this way. The second chapter of this thesis will assess this model, with 
the primary aim of tackling the question: 
• How well does WRF-Chem-CRI perform as a tool for predicting U.K. air quality? 
In addition, built-up urban areas like cities contain a very high density of time-varying pollutant 
sources, with extensive road and architectural layouts making them challenging for models to fully 
resolve. The spatial resolution of a model is an important factor when considering its application as 
an air quality prediction tool, particularly in urban areas, as the aforementioned atmospheric 
processes are considered representative of only a few kilometres. This second results chapter will 
also investigate the sensitivity of the performance of the WRF-Chem-CRI model to spatial resolution, 
by running it in a nested configuration. Findings from this study could contribute to regional 
modelling and U.K. air quality policy development. Results could provide scope for further research 
and help to answer questions like: 
• How sensitive is the accuracy of WRF-Chem-CRI to spatial resolution? 
• How could regional models like WRF-Chem-CRI be developed to make them more 
suitable for a wide range of applications in future air quality research and legislation? 
 
Sunlight drives a lot of the chemical reactions which govern the composition of our atmosphere. 
However, atmospheric chemistry does not stop when the sun goes down; only the relative amounts 
and reactivities of certain species. The nitrate radical (NO3) exerts control on the nocturnal 
composition of the troposphere as a result of its high reactivity towards VOCs and role in 
organonitrate formation. The nature of their atmospheric impacts depends on their atmospheric 
lifetimes; impacting on the global climate and local to regional air quality through secondary organic 
aerosol and tropospheric O3 formation, which also have adverse effects on human health. As a result 
of this, the complexity of nitrate chemistry and the associated atmospheric and epidemiological 
implications continues to be a focus of atmospheric research. Part of this research involves assessing 
how models represent nitrate chemistry, as they are used as tools for simulating and predicting the 
processing and impacts of these species in different atmospheric environments. The third results 
chapter of this thesis aims to do this by looking at nitrate chemistry within the WRF-Chem-CRI 
model. It aims to answer questions such as: 
• How does the model represent nitrates, in terms of coverage and their respective atmospheric 
impacts? 
• What does this work tell us about the relative contribution of the nitrate radical to daytime 
oxidation chemistry? 
This could lead to advances in our understanding of nitrates and provide scope for research into NO3 




As discussed above, ethanol is currently the most widely used biofuel. However, it has unfavourable 
properties, including a high hygroscopicity and corrosiveness, which makes it incompatible with 
existing fuel infrastructure. Butanol has been explored as a potential alternative, burning much more 
cleanly and, with a similar chemical structure to gasoline, overcoming miscibility issues. Numerous 
studies have looked at the tailpipe emissions resulting from the combustion of butanol. However, as 
a fuel, significant emissions will also be released into the atmosphere, where it is transported and 
degraded as it interacts with surrounding meteorology and atmospheric species. This highlights scope 
for research into butanol as a biofuel, as this will help us to understand how it behaves in the 
atmosphere (i.e. at lower temperatures) and answer questions like: 
• Are biofuels really the “greener” alternative to fossil fuels? 
The final results chapter in this thesis aims to contribute to this field of atmospheric research, with 
the aim of answering the question: 
• What does the global modelling of butanol oxidation chemistry by STOCHEM-CRI infer 
about the atmospheric implications of its current and projected application as a biofuel? 
This will be addressed by incorporating the oxidation chemistry of butanol into the model’s chemical 
mechanism for the first time, with sensitivity simulations exploring the longer-term impacts of 
biofuel use on the global population, through increasing the annual emissions within the model. This 
work will ultimately help to assess the environmental viability of the global exploitation of butanol 




















The Global Chemistry Transport Model: STOCHEM-CRI 
2.1 General Description of STOCHEM-CRI 
STOCHEM-CRI is a global three-dimensional chemistry transport model developed by the UK 
Meteorological Office. In the model, the troposphere is represented by 50,000 constant mass air 
parcels, which are advected using a Lagrangrian approach, allowing the transport and chemical 
processes to be uncoupled. STOCHEM-CRI is an “offline” model, with the radiation and transport 
codes driven by archived meteorological data from the Unified Model, developed at the U.K. Met 
Office, which runs at a grid resolution of 1.25° longitude by 0.83° latitude by 12 unevenly spaced 
vertical levels [Johns et al., 1997].  The archived meteorological data includes temperature, pressure, 
cloud liquid water content, advection, tropopause height, boundary layer and surface parameters. 
 
2.2 Chemical Module of STOCHEM-CRI 
2.2.1 Gas-phase Chemistry 
Inorganic chemistry involved in atmospheric chemistry is very similar amongst the chemical 
mechanisms used in models, as there are much fewer inorganic species and reactions which are 
relevant for simulating the chemistry of the troposphere. This means that it is possible to compute 
the inorganic chemistry explicitly [Stockwell et al., 2011]. The kinetic parameters associated with 
these reactions are based on data from kinetic studies and are collated in databases, such as the 
International Union of Pure and Applied Chemistry (IUPAC) [Atkinson et al., 2004].  
 
Organic chemistry is much more complicated, due to the high number and variety of organic species 
and reactions which take place in the troposphere. This makes the explicit modelling of volatile 
organic compound (VOC) degradation chemistry impossible. However, it is vital to have a reasonable 




secondary pollutants such as ozone (O3) and secondary organic aerosol (SOA), as well as being 
essential for air quality forecasts [Jenkin et al., 1997]. 
 
The chemical mechanism in the model is the Common Representative Intermediates Mechanism 
version 2 and reduction 5 (CRI v2-R5).  The CRI mechanism is derived from the Master Chemical 
Mechanism (MCM). The MCM is a near-explicit chemical mechanism which was originally 
developed by Jenkin et al. [1997]. It describes the complex degradation of a series of primary emitted 
VOCs to provide an accurate representation of the production of secondary photochemical pollutants 
in the boundary layer. The MCM consists of parts which deal with the initiation reactions of VOCs, 
reactions of radical intermediates, and further degradation of first and successive generation products. 
The initiation reactions of a VOC are the reaction with the hydroxyl radical (OH), O3, or the nitrate 
radical (NO3), along with photolysis. Subsequent reactions lead to the formation of radical species, 
each of which undergo a number of possible reactions, producing a range of different species, 
including peroxyacyl nitrates (PANs), aldehydes, ketones, carboxylic acids, organic nitrates (RNO3), 
organic hydroperoxides (ROOH) and alcohols. Further degradation occurs until the VOC is broken 



























The most recent version of the MCM is version 3.3.1 [Jenkin et al., 2015] which describes the detailed 
degradation of over 100 VOCs through many thousands of chemical species and reactions. As a 
result, computational limitations and time constraints mean that such a mechanism cannot be used 
with more complicated systems, such as regional or global models. High computational and temporal 
burdens therefore mean that a simplified chemical mechanism is required. This can be achieved by 
reducing the number of emitted species or simplifying the chemistry, for example. 
 
The CRI mechanism is one example of such a simplification [Jenkin et al., 2002]. This mechanism 
significantly reduces the number of species and reactions compared with the MCM. The first variant 
of this mechanism, CRI v2, was produced by Jenkin et al. [2008]. This was constructed on a 
compound-by-compound basis, with its performance compared and optimised to that of MCM v3.1, 
using five-day box model simulations. The reduction methodology defines a number of generic 
intermediate species, based on the theory that the number of O3 molecules produced by a given 
species is equivalent to the number of NO to NO2 conversions that take place during its complete 
degradation. The number of NO to NO2 conversions is then considered to be equal to the number of 
reactive (C-C and C-H) bonds in the given chemical species. This number of reactive bonds is the 
index number, with large sets of species with the same index being grouped together by a single 
intermediate, or “common representative”. The resultant CRI v2 mechanism has shown excellent 
agreement with the MCM v3.1 over a range of NOx levels [Jenkin et al., 2008], representing the 
degradation of 115 emitted NMVOCs and methane, using 434 species which compete in 1183 
photochemical reactions.  An example of a degradation chemistry scheme used in the CRI mechanism 































Further work on the CRI v2 mechanism was conducted by Watson et al. [2008], whereby a series of 
five reduced mechanisms were constructed, so-called CRI v2 R1 to R5. Minor emitted VOCs 
(accounting for 20% of the mass emissions), were redistributed to appropriate surrogate species 
within the CRI v2 mechanism. These surrogates were selected using the photochemical O3 creation 
potential (POCP) index as the primary criterion, in order to preserve the O3-forming ability of each 
category. These redistributions resulted in the construction of reduction mechanisms, CRI v2-R1, 
CRI v2-R2 and CRI v2-R3, reducing the number of reactions and species by approximately 30%.  
Further reductions involved reducing the number of surrogate species in each sub-category, again 
using the O3 forming ability of the surrogates as the main criterion. These reductions led to two 
further mechanisms, CRI v2-R4 and CRI v2-R5, with respective reductions of 55% and 53% in 
species and reactions relative to the original CRI v2. The current version of CRI version 2 and 
reduction 5 (CRI v2-R5), now incorporates 229 species, 529 gas phase reactions and 96 photolytic 
reactions. CRI v2-R5 has been compared with the original CRI v2 scheme, with only minor 
differences in its O3 forming ability being observed, thus making it suitable for use as a reference 
mechanism to the MCM.   
 
Figure 2.2: Schematic of ethane degradation in the CRI 




The CRI mechanism can be incorporated into global and regional atmospheric chemistry models. 
The research conducted for this thesis uses models which operate at both global (STOCHEM-CRI) 
and regional (WRF-Chem-CRI) scales, with this mechanism for gas-phase chemistry being a 
common feature to both.  
 
2.2.2 Aerosol Chemistry 
An organic aerosol module has been developed by Utembe et al. [2009]. Primary organic aerosol 
(POA) is directly emitted into the atmosphere, with dry and wet deposition processes removing them 
from the atmosphere. Secondary organic aerosol (SOA) formation is represented by a dynamic 
equilibrium between the aerosol and gas phases, which differs on a species by species basis: 
 
C(
C)B = K*C+,    (2.1) 
 
where Ca and	 Cg are the concentrations of a given species in the aerosol phase and gas phase, 
respectively (μg m-3),  Kp 	the partitioning coefficient (m3 mg-1) and Com the total mass concentration 
of condensed organic material (μg m-3). The partitioning coefficient is evaluated using a theory 





°     (2.2) 
 
where R	is the universal gas constant (8.314 J K-1 mol-1), T 	the temperature (K), MWom the average 
molecular weight of the absorbing particulate (g mol-1), ζ	 the activity coefficient of the species in the 
condensed phase and 𝑝7°  its liquid vapour pressure (Torr). It is assumed that aerosol particles are 
composed of mixtures of similar types of molecules, thus ζ	is set to one for all species. 
 
The vapour pressures within the model are estimated, as many of the species in the MCM have not 
had this parameter measured. This involves applying an extended form of the Clausius-Clapeyron 
equation, along with estimated values of boiling temperature (Tb (K)) and the associated entropy 
change of vaporisation (∆Svap(Tb) (J K-1)) for each species. The boiling temperatures were estimated 
using the fragmentation method developed by Stein and Brown [1994]. The entropy change of 





Utembe at al [2009] produced a reduced representation of SOA formation which is compatible with 
CRI v2 and all of its variants (CRI v2-R1 to CRI v2-R5) through the use of a photochemical trajectory 
model. Said model was run with the MCM v3.1 coupled with the absorptive partitioning method 
(equation (2.2)). It was then evaluated against a measurement dataset of O3, NOx, VOCs and organic 
aerosols [Johnson et al., 2006a and 2006b] which was obtained in the U.K. in summer 2003 during 
the TORCH-2003 campaign [Utembe et al. 2009]. As a result of this evaluation, the organic aerosol 
module in MCM v3.1 was reduced to 365 low volatility species (which represented over 95% of the 
simulated SOA by mass).  
 
The SOA module within the model now includes a POA emission, along with 14 SOA species which 
represent the absorption of low volatility products in the gas phase. Aromatic hydrocarbons are 




STOCHEM-CRI contains three different types of emissions as inputs, namely two-dimensional 
surface emissions, three-dimensional emissions of NOx and a two-dimensional stratospheric source 
of NOx and nitric acid (HNO3). CO, NOx and NMVOC emission totals are taken from the Precursor 
of Ozone and their Effects in the Troposphere (POET) inventory [Granier et al., 2005] for 1998. Most 
of the sources of CH4 in the model are taken from an inverse modelling study by Mikaloff-Fletcher 
et al. [2004], with ocean-sourced emission data taken from Houweling et al. [2000]. Biomass burning 
and anthropogenic sources of ortho-xylene, benzene and toluene are taken from Henze et al. [2008]. 
Scaling factors from Andraer and Merlet [2001] are used to produce biomass burning emissions of 
formaldehyde, ethyne and acetic acid (per mole of CO emitted). Global emission totals in 
STOCHEM-CRI are given in Table 2.1. 
 
The model contains six sources of surface emissions: anthropogenic, biomass burning, vegetation, 
soil, oceans and other (this includes sources such as wetlands and rice paddies). These emissions are 
mapped two-dimensionally with a resolution of 5° longitude by 5° latitude. Lightning and aircraft 
NOx emissions are distributed three-dimensionally with a horizontal resolution of 5° longitude by 5° 
latitude at a vertical resolution of ∆η =0.1. The emissions are distributed evenly between the surface 
and the convective cloud top height and are parameterised using a methodology developed by Price 
and Rind [1992]. NOx emissions from military and civil aircraft are taken from NASA inventories 




The upper vertical boundary of the model is 100 hPa (approximately 16 km altitude), which 
corresponds to the upper troposphere. As a result, there is no explicit representation of stratosphere-
troposphere exchange. This process is represented by a simulated net downward flux of nitric acid 
and O3 into the uppermost level of the model. This is calculated using the monthly O3 fields from Li 
and Shine [1995] and the archived three-hourly vertical wind fields. The emissions are converted into 
molecules per second per grid square. These are then implemented as an additional production flux 
term for a given species within the model. Global emission totals applied to STOCHEM-CRI are 






























In STOCHEM-CRI, the photolysis rate for a given species is calculated using the following integral: 
 
J9 = ∫ F(λ)σ9(λ)φ9(λ)	dλ
:
/      (2.3) 
 
where JA is the photolysis rate of compound A (s-1), F(λ)	 the spherically integrated actinic flux at a 
given wavelength (cm-2 s-1), σA(λ)	 the cross-section of compound A at a given wavelength (cm2) and 
φA(λ)	 the quantum yield for dissociation of compound A at a given wavelength. The integral only 
Species Anthropogenic Biomass 
Burning 











































































































































































































































































Table 2.1: Global emission totals used in STOCHEM-CRI, in units of Tg/yr (except NOx and 
HNO3, which are in Tg(N)/yr, and SO2, which is in Tg(S)/yr. “Other” emissions for CH4 





covers wavelengths which are relevant to the troposphere and is replaced over all wavelengths by a 
sum [Seinfeld and Pandis, 1998]. Quantum yields and cross-sections are taken either from the 
International Union of Pure and Applied Chemistry (IUPAC) data evaluations [Atkinson et al., 2004, 
2006] or the Jet Propulsion Laboratory (JPL) kinetic evaluation reports [DeMore et al., 1992, Sander 
et al., 2006]. A version of the two-stream model constructed by Hough [1988] is used to calculate 
spherically integrated actinic fluxes for a given air parcel over 106 wavelength intervals, between 
200 and 660 nm. 
 
The photolysis rate for every reaction is calculated for each air parcel on an hourly basis. These rates 
then require linear interpolation to obtain five-minute resolution values, which are then used in the 
integration (equation (2.3)). 
 
2.2.5 Dry and Wet Deposition 
Dry deposition refers to the loss of a given species by gravitational movement. The rate of dry 
deposition depends on whether the air parcel is over the ocean or land, and on the species-dependent 
deposition velocities. Antarctica and sea ice are considered as “oceans” and land ice is considered as 
“land”.  
 





     (2.4) 
 
where FA is the dry deposition flux of species “A” (molecules cm-3 s-1), cA the concentration of species 






     (2.5) 
 
where νd and ν1 are the species dependent deposition velocities at 50 metres and 1 metre (mm s-1), 
respectively, and νa the relative aerodynamic velocity between 1 metre and 50 metres (mm s-1).  
 
The species deposition velocities at 50 metres are assumed to be representative of the deposition 




metre to 50 metres. The values from Hough [1991] provide the 1 metre deposition velocities for land 
and ocean in the original version of STOCHEM-CRI. However, in CRI v2-R5, the addition of further 
chemical species has meant that additional 1 metre deposition velocities have been required. These 
velocities were modified from the annual mean values given by the MATCH global model [Von 
Kuhlmann et al., 2003a]. The values obtained from this model were then converted to 1 metre 
deposition velocities using average “νa” values and equation (2.5). All 1 metre deposition velocities 
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  0.3             - 
  0.6            1.0 
  1.0            0.5 
 40.0         10.0 
  2.0             - 
  2.0             - 
    -               - 
    -               - 
  8.0            8.0 
 45.0            -  
 10.0          10.0 
  5.0            5.0 
  1.6            3.0 
  1.6            3.0 
  3.8           11.4 
  0.7            0.3 
  0.8            0.5 
  0.7            0.4 
 27.6          13.0 
 13.0          13.4 
  0.7            0.5 
  3.5           11.4 
  6.0            8.0 
  2.0            1.0 
  2.0            1.0 
  2.0            1.0 
  2.0            1.0 

























































Table 2.2: Species dependent deposition parameters for wet and dry 
deposition in STOCHEM-CRI. (UCARB10 = methyl vinyl ketone, 
CARB6 = methyl glyoxal, MSA = methanesulphonic acid, SA = 
sulphonic acid, NAER = nitrate aerosol, POA = primary organic aerosol 
and SOA = secondary organic aerosol). Table taken from Jenkin [2015]. 
 





Dry deposition velocities can also be determined using a resistance analogue scheme, which is 
described in Seinfeld and Pandis [1998] and is used in the more recent variants of STOCHEM 
[Sanderson et al., 2003; Stevenson et al., 2003]. 
 
As well as dry deposition, soluble atmospheric constituents in Lagrangian air parcels can be lost from 
the atmosphere by wet deposition. This process is represented by species specific convective and 
dynamic scavenging coefficients, which are taken from Penner et al. [1994] and are shown in Table 
2.2. These coefficients are combined with precipitation rates and scavenging profiles to determine 
the loss rate of a given species in an air parcel. Convective and dynamic precipitation, along with 
convective cloud heights are read in from the model’s meteorological scheme to determine the 
precipitation rates. 
 
The normalised dynamic precipitation scavenging profile is at unity below 800 hPa, with a linear 
increase to zero at 400 hPa and one at 800 hPa. The convective precipitation profile is similar but 
uses the convective cloud top height as the point at which zero is reached. 
 
2.3 Dynamical Core of STOCHEM-CRI 
The dynamical core defines the physical and transportation processes within the atmosphere. In 
STOCHEM-CRI, this has remained constant since the original mathematical model was developed 
by Collins et al. [1997]. 
 
2.3.1 Advection Scheme 
The 50,000 constant mass Lagrangian air parcels are advected using archived six-hourly horizontal 
and vertical wind fields from the U.K. Meteorological Office (UKMO) Unified Model. The archived 
meteorological data appled to the model is for the year 1998, with a resolution of 1.25° longitude by 
0.83° latitude by 12 irregular vertical levels, spanning from the surface to approximately 100 hPa. 
 
The model uses an advection time step of three hours, meaning that the archived wind fields (six 
hourly) require linear interpolation with respect to time. This interpolation applies a cubic polynomial 
for the vertical direction and a bilinear method for the horizontal components [Collins et al., 2000]. 
A fourth order Runge-Kutta method is used in the model to solve a differential equation in order to 







∆t(k# + 2k" + 2k! + k$)   (2.6) 
 
where 𝑝C@# is the position of the air parcel after each time step, 𝑝C the position of the air parcel at the 
beginning of each time step, ∆t the advection time step (three hours) and 𝑘#D$ the slopes of the wind 
at different time intervals, which are determined using Euler’s method. k1 represents the slope at the 
beginning of the time interval. k2 is the slope at the midpoint of the interval, with the position of the 
cell being determined using slope k1. k3 is again the slope at the midpoint, but this time uses slope k2 
to determine the cell’s position. k4 is the slope at the end of the time interval, using slope k3 to 
determine the cell location. 
 
Sub-grid scale mixing of air is affected by eddies and convection currents. These components are 
represented through the addition of random components to the vertical and horizontal terms using 
equation (2.7). 
 





; i = x, y or η   (2.7) 
 
where 𝑆L  is a normally distributed random number and 𝐾L  the diffusion coefficients.  𝐾M and 𝐾N 
represent horizontal diffusion, with values of 5300 m2 s-1 in the boundary layer and 1325 m2 s-1 above 
the boundary layer. 𝐾O represents vertical diffusion, with η having a value of 7 x 10-9 s-1 [Stevenson 
et al., 1998b]. 
 
2.3.2 Vertical Coordinate 
STOCHEM-CRI applies a hybrid vertical pressure coordinate, “η”, which was originally proposed 
by Simmons and Burridge [1981] and is used in the Meteorological Office Unified Model. This 
hybrid vertical pressure coordinate system has a hydrostatic approach, allowing surface terrain to be 
followed. However, such an approach means that the atmosphere is assumed to be in hydrostatic 
balance, meaning that it is not suitable for use in studies using high resolutions (finer than 3 km) 
when strong perturbations occur. The hybrid pressure coordinate is calculated using equation (2.8). 
 











Table 2.3: The vertical coordinate system applied in STOCHEM-CRI.  The coefficient A is 
used to determine the hybrid vertical pressure coordinate η. Mean pressure values provided are 
representative for over the ocean. The approximate altitude is based on a temperature profile 
from the U.S. Standard Atmosphere [1976] and a surface pressure of 1013 hPa. Table adapted 
from Collins et al. [1997]. 
where P is the pressure of a given air parcel (hPa), Ps the surface pressure (hPa), P0 the reference 
pressure (1000 hPa) and A is a coefficient with the dimensions of pressure (hPa). Each simulation is 
plotted onto an Eulerian grid, with nine regularly spaced vertical levels. Table 2.3 shows the nine 







2.3.3 Boundary Layer Treatment 
The boundary layer is the region of the atmosphere which lies between the surface and the free 
troposphere and is the region nearest to the surface that is affected by viscous drag. The height of the 
boundary layer will vary during the day, being lowest at night typically and highest in the afternoon. 
STOCHEM-CRI uses the temperature and wind fields contained in the archived meteorological data 
to estimate the height of the boundary layer, zi. This is achieved using two methods, which are also 
used in other models, such as the NAME model [Ryall et al., 1998]. 
 
The first method is a dry adiabatic method, which applies the assumption that the potential 
temperature is constant throughout the boundary layer. The temperature at a particular altitude is 
determined using the surface temperature and dry adiabatic lapse rate (DALR). The boundary layer 
is determined by the altitude at which the model environment temperature profile intersects the 
temperature profile calculated using the DALR. 
 
Model Output  
Level 




1 1.0-0.9 0.0-0.0 1013-912 0.0-1.0 
2 0.9-0.8 0.0-4.2 912-810 1.0-2.0 
3 0.8-0.7 4.2-24.0 810-709 2.0-3.0 
4 0.7-0.6 24.0-57.9 709-607 3.0-4.2 
5 0.6-0.5 57.9-96.3 607-505 4.2-5.6 
6 0.5-0.4 96.3-128.8 505-404 5.6-7.2 
7 0.4-0.3 128.8-146.9 404-302 7.2-9.2 
8 0.3-0.2 146.9-136.7 302-201 9.2-11.8 




The second method for estimating the boundary layer height uses a Richardson number model, which 





     (2.9) 
 
where ∂θ/∂z	and ∂u/∂z	are gradients of potential temperature (K) and wind (m s-1), respectively. 
The Richardson number is calculated for each meteorological level, with the boundary layer being 
the first layer at which it exceeds the value of 1.3. This value is relatively high and has been evaluated 
using the NAME model [Ryall et al., 1998]. The maximum value from the two methods is used to 
determine the boundary layer depth. The Richardson number method is used in more stable 
conditions, whereas the dry adiabatic method is used in unstable, convective situations. 
 
A global scale model must include the two main types of turbulence; convective (free) and 
mechanical (forced) turbulence. Convective turbulence occurs as a result of differential heating of 
the surface, which leads to buoyancy. Mechanical turbulence is driven by the interaction of the 
surface topography with the air flows, resulting in swirling motions of air, or eddies. These processes 
can significantly affect the distribution of pollutants both above and below the boundary layer [Ehhalt 
et al., 1992], so must be reasonably represented in a model. 
 
The turbulence equations can only be solved when the grid resolution is no greater than 1 km. This 
is not practical for global-scale modelling, meaning that some form of parameterisation is required. 
When an air parcel is found within the boundary layer, vertical mixing is parameterised using a 
randomised reassignment of the vertical coordinate. This is determined using a normally distributed 
number. In addition, an extra layer is used to account for the transport of air parcels out of the 
boundary layer. This layer is calculated using a method developed by Maryon et al. [1991], with 
equation (2.10). 
 
h = 0.25(2KA∆t)/.&   (2.10) 
 
The value of 0.25 was used by Stevenson et al. [1998a], which led to an accumulation of air parcels 
within the boundary layer. As a result, a value of 0.55 has been selected, through comparison with 





2.3.4 Convection and Inter-parcel Mixing 
Each air parcel is treated as isolated within the advection step. However, the air will mix with other 
air parcels via diffusion in reality, making this a poor representation. To make the simulation more 
realistic, the concentration of a given species in an air parcel should be brought closer to the average 
background concentration. This is achieved with a correction factor (equation (2.11)). 
 
 c( = cX + (cb − cX)d    (2.11) 
 
where ca	is the concentration of a given species after exchange (molecules cm-3), cb the concentration 
of a given species prior to mixing (molecules cm-3), 𝑐 ̅ the mean concentration of said species 
(molecules cm-3) and	d  the degree of exchange between air parcels. This parameter has a value of 
10-3 in the troposphere and 10-6 in the stratosphere, with the divide between the two regions taken at 
η = 0.4. The Eulerian output grid has a resolution of 5° latitude by 5° longitude by ∆η =0.1. This 
volume is applied to derive the values of “𝑐̅”. 
 
Convective mixing between air parcels and clouds can have a significant influence on vertical 
transport. This small-scale convection can therefore greatly affect the balance of chemical processes 
and thus, the concentrations of atmospheric species within and above the boundary layer. However, 
as a sub-grid scale process, this requires parameterisation and is achieved using convective cloud 





       (2.12) 
 
where ωcb	is the mass flux at the cloud base (g cm-2 s-1), Ris the rainfall rate (g cm-2 s-1), χH2O the mass 
mixing ratio of water to air and hrain the cloud precipitation efficiency (both of which are unitless). 




2.4 Output from STOCHEM-CRI 
The concentrations outputted from STOCHEM-CRI are mapped onto a Eulerian grid. This grid has 
a resolution of 5° longitude by 5° latitude, at a vertical resolution of ∆η = 0.1, thus operating at the 




two Lagrangian air parcels per Eulerian grid square. Averaging the concentrations of these 
Lagrangian air parcels therefore derives the species concentration in a given Eulerian grid square. 
The distribution towards the poles are smoothed out using a longitude-latitude Gaussian filter, which 
has a constant width of 200 km. This filter also acts to fill in the concentrations of any empty Eulerian 
grid cells.  
 
As well as species concentrations, the model can be used to output other information, such as global 
burdens and reaction fluxes. The former is calculated through the summation of the 50,000 
Lagrangian air parcels in the model. The flux for a given reaction is volume-averaged (output as 
molecules cm-3 s-1) and is calculated by dividing the average flux per cell by a cell’s volume at a 
given altitude corresponding to the centre of the Lagrangian cell [Collins et al., 1997]. It is also 
possible to determine the concentration of a given species at a specific location, at a three-hourly 
resolution. This is done through the establishment of a “station”, with the longitude and latitude of 
said station being set at the beginning of the run. A 1° latitude by 1° longitude cylindrical column is 
simulated in the model, which is centred at the location of the station in question. The concentration 
of a species is recorded if a Lagrangian air parcel passes through this cylinder, with the average 
concentration being recorded should more than one Lagrangian cell pass over the station. 
 
2.5 Summary of STOCHEM-CRI 
As a Lagrangian model, STOCHEM-CRI uncouples the chemical and transportation processes, 
allowing a local determination of the chemical timestep. This chemical timestep is five minutes, 
making it short enough to evaluate accurate solutions of the differential equations within the model.   
 
As well as having capabilities of simulating concentrations of trace gases with high levels of accuracy 
[Collins et al., 1997; Khan et al., 2017], STOCHEM-CRI has also been applied in a number of 
chemical species transport experiments [Johnson et al., 2002; Sanderson et al., 2003] and ozone 
sensitivity studies [Collins et al., 2000; Derwent et al., 2008; Wasiuk et al., 2016], thus highlighting 
the extensive applications of the model.  However, the resolution of the model used for emissions, 
inter-parcel exchange and mapping, is 5° longitude by 5° latitude, which corresponds to the size of a 
small European country. As a result, this means that it is not possible to use STOCHEM-CRI to 
model circumstances where the emissions show variations over a 5° by 5° grid. Instead, it acts as an 
“average” of urban, rural and remote regions. This means it is unable to accurately represent changes 




Sanderson et al., 2003]. There are also times when the Eulerian cells contain no Lagrangian air 
parcels. This leads to the requirement of interpolation, which has errors associated with it. 
STOCHEM-CRI has a high computational efficiency, having the ability to accommodate a detailed 
chemical scheme (CRI v2-R5) for the study of tropospheric ozone, odd-H and related species [Collins 
et al., 1999; Khan et al., 2017].  
 
 
The Regional Scale Chemistry Model: WRF-Chem-CRI 
 
2.6 General Description of WRF-Chem-CRI 
WRF-Chem-CRI is a regional-scale, three-dimensional meteorological model with online chemistry 
[Grell et al., 2005]. The model is fully coupled, whereby the meteorological parameters, aerosol 
schemes and gas-phase chemistry are integrated over the same timestep as the transport processes. 
WRF-Chem-CRI is comprised of a core numerical weather prediction (NWP) model and the Weather 
Research and Forecasting (WRF) model [Skamarock et al., 2008]. The WRF-Chem-CRI model is 
constructed to work with the Advanced Research WRF (ARW) core, which will be described in the 
following section. The derivations of all governing equations in WRF-ARW are explained fully by 
Skamarock et al. [2008]. 
 
2.7 Chemical Modules of WRF-Chem-CRI 
WRF-Chem-CRI is fully coupled regional model. The chemistry and aerosol components, along with 
the prognostic meteorological variables, are integrated over the same timestep as the transport 
processes, using the same advection and physical parameterisations [Grell et al., 2005]. The model 
comprises gas-phase and aerosol mechanisms. These mechanisms interact with the physical 
parameterisations, driving the aerosol feedback processes in the model.  
 
2.7.1 Gas-phase Chemistry 
A number of gas-phase species and chemical processes have impacts on the composition of the 
troposphere, particularly the chemistry of NOx, HOx, SOx and Ox species and the oxidation of VOCs. 
It is therefore important for us to predict how these species are processed. This is achieved using 
ordinary differential equations (ODEs), which can simulate the evolution of atmospheric species over 




chemical species and reactions using a Kinetic Pre-Processor (KPP) tool [Damian et al., 2002]. This 
enables new chemical mechanisms to be implemented efficiently into the model. 
 
2.7.1.1 Master Chemical Mechanism (MCM) 
The MCM is a near-explicit chemical mechanism which describes the detailed degradation of over 
100 VOCs through thousands of chemical species and reactions, to provide an accurate representation 
of the production of secondary photochemical pollutants in the boundary layer. This mechanism is 
described in more detail in chapter 2.2. 
 
The sheer number of species and reactions in the MCM means that it is not suitable for use with 
regional or global three-dimensional models and has predominantly been used in studies applying 
simple box models. Large-scale coupled models, such as WRF-Chem-CRI, require reduced 
chemistry schemes in order to reduce the computational burden to a more manageable level, as each 
transported species acts as an additional prognostic variable, and has advection costs associated with 
it [Jacobson et al., 2005].  
 
2.7.1.2 Lumped Chemistry Mechanisms 
There have been a number of methods developed to reduce the number of VOCs and reactions in 
chemical schemes. One such technique is to lump the VOCs on a molecule by molecule basis into 
surrogate species, which represent whole sub-categories of compounds. Examples of such 
mechanisms used in WRF-Chem-CRI are the Regional Atmospheric Chemistry Mechanism [RACM; 
Stockwell et al., 1997] with 73 species and 237 reactions, and the Model for OZone And Related 
chemical Tracers [MOZART; Emmons et al., 2010], with 85 species and 196 reactions. 
 
Another method used to reduce the chemistry is to lump by structure. The carbon bond mechanism 
[CBM; Gery et al., 1989] and the later CBM-Z mechanism [Zaveri and Peters, 1999], are examples 
of such mechanisms, which explicitly model basic VOCs and break up larger molecules into carbon 
molecules according to their bonding structure (e.g. single-bonded or double-bonded carbons). Using 
such a mechanism makes it possible to always conserve carbon, using a very low number of lumped 
species to represent a wide range of VOCs. The CBM-Z mechanism represents 73 species and 237 





2.7.1.3 Surrogate Chemistry Mechanisms: The Common Representative 
Intermediates Mechanism 
These schemes reduce the complexity of the chemistry by grouping VOCs with similar chemical 
properties using surrogate species. An example of such a mechanism is the Common Representative 
Intermediates mechanism, version 2 (CRI-v2), which is applied to the model for the work shown in 
this thesis. A full description of the CRI mechanism is provided in chapter 2.2.1.  
 
 
2.7.2 Aerosol Chemistry 
These mechanisms describe the processes involving particulate matter which are taking place in the 
atmosphere.  Aerosols can have significant impacts on the weather and climate, so can be determined 
by coupling with the cloud-microphysics and radiation schemes. A number of aerosol schemes exist, 
which can be used with WRF-Chem-CRI. These use approximations to reduce the computational 
cost of aerosol schemes.  
 
The most basic aerosol scheme within WRF-Chem-CRI is the GOddard Chemistry Aerosol Radiation 
and Transport model (GOCART) [Chin et al., 2000].  GOCART has been applied in studies looking 
into the direct and indirect effects of aerosols [Sakaeda et al., 2011].  This scheme does not carry 
aerosol numbers, however, meaning that assumptions about the size distributions have to be made. 
 
Another aerosol scheme used in WRF-Chem-CRI is the Modal Aerosol Dynamics Model for Europe 
(MADE) [Ackermann et al., 1998], with the Secondary ORGanic Aerosol Model [SORGAM; Schell 
et al., 2001]. As a modal scheme, it assumes the internal mixing of aerosols, describing the size 
distribution in three modes: Aitken, accumulation and coarse. GOCART was used in the first versions 
of WRF-Chem-CRI [Grell et al., 2005] and has been applied in a number of studies [Grell and 
Baklanov, 2011; Zhao et al., 2011].  
 
The Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) [Zaveri et al., 2008] is a 
sectional aerosol scheme and contains five inorganic ions: nitrate (NO3-), ammonia (NH4+) and 
sulphate (SO42-); as well as sea salt in the form of sodium (Na+) and chloride (Cl-). These ions can 
both partition with the gas-phase chemical mechanism and react in the aqueous phase. The 
carbonaceous species represented in MOSAIC are BC and particulate organic matter (POM). Dust 
and crustal particles are assumed to be inert and are included in the scheme as “other inorganics” 




2.7.2.1 Size Distributions 
MOSAIC models aerosol size distributions using discrete size bins, which are defined by lower and 
upper particle dry diameter limits. This can be run using either a 4 or 8-bin node. The bins and 
associated limits for the 8-bin node in MOSAIC are displayed in Table 2.4. The scheme accounts for 
aerosol number, which is carried as an independent variable for each section [Zaveri et al., 2008]. It 
is assumed that all aerosols within the same size bin are internally mixed, with external mixing 














Aerosol processes such as condensation, evaporation and coagulation can cause the mean volume in 
each bin to vary. New mean volumes are calculated when new particles are added via nucleation or 
primary aerosol emission and when the mixing of air parcels occurs via advection. The entire mass 
within a particular bin is shifted to the one above, should the mean volume of the bin exceed its upper 
limit, thus reducing diffusion between bins. Sectional approaches such as this provide an accurate 
model of aerosol size distributions. However, it results in many more transported variables within the 
scheme [Zhang et al., 1999], increasing the computational cost. 
 
2.7.2.2 Gas-to-Aerosol Partitioning 
The mechanism of this process is built on the work of Wexler and Seinfeld, [1991]. Mass-transfer 
rates for semi-volatile species are calculated for each size bin using intra-particle phase equilibrium. 
This is described through non-linear ODEs, which describe the mass flux to/from the aerosol and gas 
phases. The ODEs are difficult to solve, due to the wide range of timescales of processes within the 
model. This issue is overcome using a gas-particle partitioning solver, known as the “Adaptive Time-
















































Table 2.4: Upper and lower particle dry diameter bin limits for 




split Euler Method” (ASTEM). Non-volatile gases (e.g. H2SO4) condense onto particles with no net 
evaporation, thus meaning that the mass-transfer coefficient is assumed to be constant over a given 
time period. Semi-volatile gases are able to condense or evaporate, depending on surrounding 
conditions. This means that it is more computationally expensive to model these species, with another 
adaptive timestep being required [Zaveri et al., 2008]. 
 
 
2.7.2.3 Aerosol Processes 
 
Nucleation 
Accurate simulations of nucleation process is very difficult in three-dimensional models [Lucas and 
Akimoto, 2006]. The only nucleation added to MOSAIC is that of Wexler et al. [1994], which 
accounts for nucleation of H2SO4-H2O. There have been noted issues with nucleation schemes, with 
binary schemes underpredicting nucleation rates and ternary nucleation schemes overpredicting 
them. Further issues also arise in aerosol schemes such as MOSAIC, when newly nucleated particles 
are not big enough to be situated in the smallest size bin. As a result of these problems, there are 
currently no parameterisations for nucleation which would allow reasonable modelling of the process 
[Chapman et al., 2009]. 
 
Coagulation 
Coagulation is represented in MOSAIC by the routine of Jacobson et al. [1994]. This applies the 








/ − n^ 	∫ β^,^	̀
%:
/ n^̀	dυb   (2.13) 
 
This equation describes the coagulation of two particles of volumes 𝜐 − ?̅? and υ,	where υ	 is the 
volume of the newly formed particle. nυ is the number of particles per unit volume of air of size υ 
(No. cm-3),	and “β’” the rate coefficient of two colliding particles (cm-3 No.-1 s-1). The rate of change 
in nυ	is defined as the rate at which particles of size “υ”	coagulate with other particles [Jacobson, 
2005]. These solutions are solved iteratively for discrete size bins and the total volume concentration 
is conserved. However, this occurs at the expense of the accuracy for particulate number). 
 
The coagulation process is driven by the coagulation rate coefficient, 𝛽a,b%  (cm3 particle-1 s-1), which 




β,,c% =	E;+(I, ,cK,,c     (2.14) 
 
where subscripts m and j represent the coagulation of particles in bin m with bin j, Ecoal,m,j  a 
dimensionless coagulation efficiency factor and Km,j the collision rate constant (cm3 particle-1 s-1) 
[Jacobson, 2005]. For the full derivation of all terms, the reader is referred to Archer-Nicholls [2014]. 
 
Loss 
Aerosols are removed from the atmosphere by wet and dry deposition. Wet deposition for aerosols 
and many soluble gases is described in the model by Easter [2004]. Dry deposition velocities are 





2.7.3.1 Anthropogenic Emissions 
Anthropogenic emissions have many sources, including transport, industry, heating and cooking. 
Emission and activity factors are used to compute emissions for a given species from a particular 
source sector using equation (2.15). 
   
    ME = A,EFE,      (2.15) 
 
where Mi is the mass emissions for a given species, i, Am the activity factor, which is the total mass 
of a particular fuel used for a particular task (e.g. million tonnes of fuel consumed) and an emission 
factor, EFi,m (e.g. kilograms of a pollutant emitted per million tonnes of fuel burned) [Murrells et al., 
2010]. These scaling factors are applied to the NAEI estimates in order to account for temporal 
differences (i.e. time of the day, month of the year, etc.) and are based on those built for the EMEP 
model [Simpson et al., 2012]. 
 
This method is used to calculate a gridded map of emissions for different pollutants. For U.K. 
emissions in WRF-Chem-CRI, the National Atmospheric Emissions Inventory (NAEI) is used, which 
contains annual inventories at resolutions of 1 km by 1 km [http://naei.beis.gov.uk/]. Coarser 
emission databases are used over other parts of the world, an example of which is the TNO emission 





2.7.3.2 Biogenic Emissions 
Biogenic emissions make up the largest contribution to global VOC emissions, with their magnitude 
being highly sensitive to a number of meteorological factors. These emissions are estimated using an 
online canopy-scale model, the Model of Emissions of Gases and Aerosols from Nature (MEGAN) 
V2.04 [Guenther et al., 2006; Sakulyanontvittaya et al., 2008]. This model includes environmental 
factors such as temperature, humidity, solar intensity and soil moisture, with dynamical factors within 
the canopy also being represented. The MEGAN model uses 1 km resolution satellite measurements 
of land-use type (with estimates of leaf area index) to drive the biogenic emissions.  
 
2.7.3.3 Dust, Sea-salt and Dimethyl Sulphide (DMS) Emissions 
Emission rates of dust, sea-salt and DMS are calculated based on the characteristics of the land 
surface or ocean and wind speed [Peckham et al., 2010]. Dust emissions are accounted for in the 
model through the use of a parameterisation developed by Ginoux et al. [2001]. This methodology 
bases emissions on features of the surface topography and land surface type and applies the 
assumption that the most highly depressed surfaces produce the greatest amounts of dust emissions. 
Sea-spray emissions are treated using a scheme developed by Archer-Nicholls et al., [2014], based 
on the parameterisation of Gong et al. [1997]. 
 
2.7.3.4 Biomass Emissions 
As these emissions were not applied in the research outlined in this thesis, only a brief description is 
given here. For a detailed information regarding the biomass burning emission schemes and 
associated parameterisations, the reader is referred to Archer-Nicholls [2014].  
 
Biomass burning releases significant amounts of aerosol, particularly black carbon [Bond, 2004], as 
well as a number of VOCs, which degrade and lead to O3 formation under high NOx conditions. This 
can then lead to further indirect impacts on human health and the global climate. It is therefore 
essential to include biomass burning emission schemes in atmospheric models. Compiling the 
emissions data for such schemes is not a simple task, due to the high spatial, temporal and interannual 
variability of biomass burning. 
 
WRF-Chem-CRI uses two bottom-up fire emission inventories: the Brazilian Biomass Burning 




emissions inventory [Wiedinmyer et al., 2011]. FINN applies emission factors from Akagi et al. 
[2011] while 3BEM applies those from Andreae and Merlet [2001]. 
 
2.7.4 Photolysis 
Photolysis initiates photochemical reactions of key species in the atmosphere. WRF-Chem-CRI 
calculates photolysis using the Fast-J scheme [Wild et al., 2000], and links it to the chemical 
mechanism in the model. Photolysis rates in and below clouds are modulated by the Fast-J scheme 
using the aerosol population extinction and phase function, to account for the influence of clouds and 
aerosols. 
 
2.8 Dynamical Core 
2.8.1 Governing Equations 
The ARW dynamics solver integrates the non-hydrostatic, fully compressible Euler equations to 
model the atmosphere, by describing the flow and transfer of mass and heat through a liquid 
[Skamarock and Klemp, 2008].  
 
There are four equations which are essential for describing fluid dynamics: the equation of motion, 
used to conserve momentum with a derivation of Newton’s second law; the continuity equation, 
which conserves mass; the thermodynamic equation, derived from the first law of thermodynamics; 
and an equation which defines the time dependence of the pressure coordinate using the equations of 
state, continuity and thermodynamics. The equation of state is an equation derived from the ideal gas 
law (equation (2.16)). 
 
pα = RT     (2.16) 
 
where p is the pressure (Pa), α the inverse density (m3/mol), R the gas constant (m3 Pa K-1 mol-1) and 
T the temperature (K). Equation (2.16), along with those used for motion, continuity and 
thermodynamics, form a closed system, with equal numbers of dependent variables and prognostic 






2.8.2 Vertical Coordinate 
WRF-ARW uses a hydrostatic-pressure, terrain-following vertical coordinate system related to the 
methodology of Laprise [1992]. The vertical coordinate, η, is dimensionless, and is calculated using 
equation (2.17). 
 
η = 	 (*(7D*(78)
d(
     μd = pdhs - pdht   (2.17) 
 
where pdh is the dry hydrostatic component of pressure at a given height (hPa), µd the dry mass per 
unit area in a column, with pdhs and pdht representing the dry pressure values at the surface and top 
level of the model, respectively (hPa). It should be noted that the vertical coordinate is defined using 
the mass of dry air only (denoted by the subscript d in equation (2.17)). Moisture terms are added as 
a correction to the dry air calculations. As humidity levels decrease, the equations tend towards the 
dry form, thus retaining the coupling of the dry air mass with the prognostic variables. Separate 
prognostic equations are also included for the transport of moisture terms. η varies from 1 at the 
ground to 0 at the upper-most level of the model and is defined as a mass vertical coordinate as a 
result of μd (x,y),  denoting the dry mass per unit area in a column. The vertical coordinate, η, is 

















Figure 2.3: Schematic of the vertical coordinate, η used 




2.8.3 The Runge-Kutta Solver 
The AWR solver uses a third-order time-split Runge-Kutta (RK3) scheme, described by Wicker and 
Skamarock [2002], to calculate approximate solutions to the non-linear Euler equations, which 
evolve with time. The RK3 scheme works by integrating the Euler equations using a fixed timestep, 
which is chosen as a function of resolution.  
 
The dynamical stability of the Runge-Kutta solver is defined by a parameter known as the Courant-
Frederichs-Lewy condition [Courant et al., 1928]. Wind field data (u,v,w) and resolutions (∆x, ∆y, ∆z 






     (2.18) 
 
Cr would need to remain below a value of one for explicit solvers. However, WRF applies implicit 
solvers, meaning that the timestep can remain stable at larger timesteps [Skamarock et al., 2008]. 
 
Chemical and aerosol species are prognostic variables which are transported through WRF-Chem-
CRI, with ordinary differential equations (ODEs) associated with every direction of their 
transportation. Although the Runge-Kutta solver is efficient, it is not the most suitable option for the 
advection of chemical and aerosol species. This does not always give positive values, which has 
implications for chemical and aerosol species, which cannot have negative concentrations. Using the 
Runge-Kutta solver in this case would force the species to zero, thus adding mass to the system. As 
a result, a different advection scheme must be applied for these species, in order to conserve mass 
within the system. This is known as a positive definite monotonic advection scheme and is outlined 
by Skamarock and Weisman [2009]. 
 
The model uses the time integration scheme, the Runge-Kutta method (RK3). RK3 applies three 
stages to advance the solution at a single time step: 
 
   Φ∗ = ΦF + ∆F
!
R(ΦF)                       (2.19) 
																																													Φ∗∗ = ΦF + ∆F
"
R(Φ∗)                         (2.20)           





where Dt is the time step for low-frequency modes (i.e. the model time step), and the superscripts 
refer to the time levels. 𝛷e terms are the partial time derivatives and 𝑅(𝛷e) are the remainders of the 
governing equations from the WRF-ARW core, which are non time-derivative. 
 
2.8.4 Lateral Boundary Conditions 
WRF is a regional model and is driven by a parent model. This is usually data from a global model, 
which can be reanalysis, climatic outputs from a global circulation model, or idealised initial 
conditions. WRF applies lateral boundary conditions (LBCs) to scale down the larger influences. 
These are applied to the domain based on the methodology of Davies [1976]. This involves the 
application of a Newtonian relaxation procedure, varying linearly from one at the boundary, to zero 
once in the inner domain. 
 
2.8.5 Chemical and Meteorological Boundary Conditions 
The Model for OZone And Related chemical Tracers (MOZART) model is an offline global chemical 
transport model [Emmons et al., 2010], which is used to account for the long-range transport of 
chemical species from outside the model domain. A utility known as “mozbc” 
[http://www.acd.ucar.edu/wrf-chem/mozart.shtml] is applied to interpolate the MOZART fields to 
the WRF-Chem-CRI domain resolution. A routine is used to convert variables between MOZART 
and WRF-Chem-CRI, as there may be some differences in the chemistry and aerosol mechanisms 
within WRF-Chem-CRI compared with the chemical tracers in MOZART. An assumed size 
distribution is needed when using modal or sectional aerosol schemes, as the MOZART model only 
carries aerosol mass (i.e. bulk aerosol loadings). 
 
Meteorological boundary conditions are taken from the European Centre for Medium-Range 
Forecasts (ECMWF) ERA-Interim reanalysis data [Dee et al., 2011]. This method uses 12-hourly 
analysis cycles, with each cycle initiating short-range model forecasts. These can then be used to 
provide estimates of the prior state, which are used in the subsequent analysis cycle. Upper-
atmospheric fields (e.g. temperature, humidity, wind, surface pressure and ozone) are analysed, 
followed by separate analyses of near-surface parameters, such as soil temperature and moisture, 
ocean waves, snow and the temperature and humidity at 2 metres. A detailed description of the ERA-





2.8.6 Physical Parameterisations 
A number of important atmospheric processes occur on sub-grid scales, meaning that 
parameterisations are required. Said parameterisations can be grouped into five categories in WRF: 
microphysics, planetary boundary layer (PBL), land-surface model (LSM), radiation (longwave and 
shortwave), and cumulus convection. A number of these sub-grid processes which will be detailed 

















Clouds have significant impacts on the Earth’s radiative budget and moisture distribution, as well as 
removing aerosol particles and soluble gases from the atmosphere. It is therefore important that 
internal cloud processes such as formation and precipitation are represented within models. This is 
achieved using microphysical parameterisations. Several schemes have been developed for such a 
parameterisation [Lin et al., 1983; Morrison et al., 2005; Morrison et al., 2009], with the Morrison et 
al. [2005] scheme being coupled with aerosols in the model [Yang et al. 2011]. However, there is a 
trade-off between the level of detail in the microphysics and the number of variables being 
transported. 
 
The PBL is linked to the surface layer parameterisation, which makes it possible to determine the 
surface heat and moisture fluxes by PBL and land-surface schemes. This is done through the 
derivation of surface friction velocities and exchange coefficients. There are 2 PBL parameterisations 
which can be applied to WRF-Chem-CRI: the Yonsei University [YSU; Hong and Lim, 2006] 
Figure 2.4: Sub-grid scale processes requiring parameterisations within 




scheme and the Mellor-Yamada-Janjic [MYJ; Janjic, 2001] schemes. These schemes work to resolve 
vertical transport which is taking place as a result of small eddies throughout the entire column, using 
surface and land-surface parameterisations as the source of surface fluxes. These schemes affect 
cloud formation and are therefore linked with cumulus and LSM schemes. The YSU scheme 
explicitly calculates TKE (turbulent kinetic energy) (non-local scheme). Turbulent fluxes are 
estimated at certain points in the column from mean profiles of entire domain of turbulent mixing. 
The YSU scheme generally results in deepest PBL. The MYJ scheme is a 2.5 order TKE closure 
scheme which relates variable vertical gradients at a particular altitude in PBL to turbulent fluxes at 
the same height. 
 
The land surface model (LSM) works to characterise the fluxes of heat and moisture through several 
soil layers. The LSM links precipitation from microphysics and cumulus schemes, radiative forcings 
from radiation scheme and land and sea state variables. These are used to provide lower boundary 
conditions for vertical transport used by the surface layer and PBL schemes. The Noah LSM is an 
example of a parameterisation scheme, whereby the soil is modelled in 4 layers (down to a depth of 
2m) and carries variables for temperature, water, and water and ice. The scheme also provides latent 
heat fluxes for PBL scheme by accounting for vegetation effects, as well as surface emissivity and 
fractional snow cover.  
 
Shortwave (SW) and longwave (LW) radiation are computed using independent schemes. In LW 
schemes, absorption, scattering and emission of thermal radiation by the ground at atmosphere are 
parameterised. In SW schemes, absorption, scattering and reflection of light through atmosphere and 
ground are parameterised. Upward and downward fluxes are defined, with the source flux being 
downwards in the case of SW radiation, and upwards for LW radiation. The fluxes in opposite 
direction are a result of scattering or reflection [Skamarock et al., 2008]. The Rapid and accurate 
Radiative Transfer Model (RRTM) scheme [Mlawer et al., 1997; Iacono et al., 2000] covers the 
longwave interaction of O3, water vapour, CO2, clouds and other trace gases using pre-set tables. 
Another scheme has been constructed for the shortwave spectrum. RRTMG (Rapid Radiative 
Transfer Model for Global International License) is an updated variant of the RRTM scheme and is 
designed for use in global model applications. It has been added to WRF since version 3 and contains 
methods for computing random cloud overlap [Pincus et al., 2003]. 
 
Cumulus convection schemes parameterise the vertical redistribution of heat and moisture in sub-
grid convective clouds. They operate in columns to resolve updrafts within clouds, the compensating 




cumulus parameterisations shouldn’t be used for sub-10 km grid resolutions, and none should be used 
at resolutions finer than 2 km. The Grell 3D scheme [“G3”; Grell and Freitas, 2014] is a development 
of Grell and Devenyi, [2002]. G3 contains a cumulus advection option (subsistence spread to 
neighbouring columns), which can be used at finer resolutions. It is important to include sub-grid 
clouds in the model, as these can have a potentially large impact on the radiative balance, particularly 
at coarse resolutions of 15 km and above [Zhang, 2008]. 
 
2.8.7 Nesting 
Nested simulations can also be run using finer resolutions. The coarse resolution data provided by 
the parent domain are used to specify the boundary conditions of the inner domain. The nesting can 
be done using either consecutive or concurrent ARW simulations. 
 
Consecutive nesting applies the “ndown” program: the coarse grid simulation is run, the coarse grid 
data is processed for the fine grid initial and lateral conditions, and the fine grid simulation is run. 
However, this method only transfers information from the coarse grid output files, typically once per 
hour, depending on the time resolution of the output.  
 
Concurrent nesting passes on all information at every timestep and can be run in two ways: 1-way or 
2-way. 1-way nesting refers to a mode in which lateral boundary conditions are provided to the fine 
grid at each timestep of the coarse grid, but no information is passed down from the parent to the 
nest. Outputs from the nest (i.e. the finer grid) in 2-way nesting, however, are smoothed and 
interpolated back down to the coarser parent domain resolutions [Skamarock et al., 2008]. 
 
2.9 Meteorological Schemes: STOCHEM-CRI vs WRF-Chem-CRI 
STOCHEM-CRI is a coarse-grid, global scale chemistry transport model which runs at a resolution 
of 5° latitude by 5° longitude. WRF-Chem-CRI is a regional scale model, which operates at a much 
finer grid resolution of 15 km by 15 km. This has implications for the meteorological systems which 
can be applied in each model, as WRF-Chem-CRI is able to resolve sub-grid scale processes to a 







Chapter 3  
 
Global Modelling of Atmospheric Ethanol with STOCHEM-CRI 
 
3.1 Introduction 
Although the global emissions of ethanol are generally small in comparison with other biogenic 
VOCs, it can have significant impacts on air quality, with its atmospheric oxidation leading to the 
production of acetaldehyde (CH3CHO), peroxyacetyl nitrate (PAN) and secondary organic aerosol 
[Millet et al., 2012; Suarez-Bertoa et al., 2015].  
 
3.1.1 Biogenic Emissions 
The biggest proportion of global ethanol emissions originate from biogenic sources [Millet et al., 
2010; Naik et al., 2010; Guenther et al., 2012].  
 
Vegetation is the dominant source of these emissions, with previous literature estimating a 
contribution of approximately 90% [Millet et al. 2012]. Plants produce ethanol via the alcoholic 
fermentation pathway [Kirstine and Galbally, 2012]. However, this process only occurs within the 
plants, and the ethanol produced is oxidised back to acetaldehyde or metabolised by the plant. Much 
higher vegetation-sourced ethanol emissions are produced when plants are exposed to stressful 
environments, with high emissions observed under cold conditions [Fukui and Doskey, 1998]. A 
potentially large fraction of global ethanol emissions has been estimated to originate from anaerobic 
environments, such as rice paddies, with a predicted annual production of 30-100 Tg [Kirstine and 
Galbally, 2012]. It should be noted that a large proportion of these emissions can be metabolised into 
methane by methanogenic bacteria [Frimmer and Widdel, 1989], meaning a disproportionately low 
amount is released into the atmosphere.  
 
As well as living plants, dead plant matter also contributes to atmospheric ethanol concentrations. 
The dead matter itself contains ethanol. Micro-organisms also act as another source, with fungi and 






Oceans can act as either a source or a sink of ethanol, with previous literature estimating ethanol 
concentrations of between 2 and 33 nM [Beale et al., 2010]. Fresh-water regions have been suggested 
as net sinks of ethanol [Kirstine & Galbally, 2012; Avery et al., 2016]. 
 
3.1.2 Atmospheric Sources 
Another minor source of ethanol is photochemical production, whereby ethyl peroxy radicals 
(C2H5O2) react with themselves and other peroxy radicals (RO2) in the atmosphere (equations (3.1) 
and (3.4)). These peroxy radicals are predominantly produced via the oxidation of volatile organic 
compounds [Seinfeld and Pandis, 1998]. However, the simplest peroxy radical, HO2 can also be 
generated through the photolysis of formaldehyde at wavelengths shorter than 334 nm, with alkene 
ozonolysis and radical cycling reactions acting as other atmospheric sources of HO2 [Monks, 2005; 
Wolfe et al., 2014]. 
 
C"H&O" + C"H&O" → CH!CHO + C"H&OH + O"  (3.1) 
C"H&O" + C"H&O" → C"H&O + C"H&O + O"  (3.2) 
C"H&O" + R%O" → C"H&OH + R%CHO + O"   (3.3) 
C"H&O" + R%O" → C"H&O + RO + O"   (3.4) 
 
3.1.3 Anthropogenic Sources 
Ethanol is also emitted anthropogenically, from a number of different sources. One example of such 
a source is the alcoholic beverage industry, with approximately 5% of global ethanol production 
resulting from the fortification of alcoholic drinks [Lee et al., 2015]. Other industries also produce 
ethanol, including chemical feedstocks and cosmetics. 
 
Ethanol is currently the most-widely used biofuel globally, with this application first being 
investigated in 1897 [Jacobson, 2009; Lee, 2013]. The use of ethanol as a biofuel (so-called, 
“bioethanol”) has increased significantly in recent years, with the global production projected to be 
over 125 billion litres by 2020 [Balat & Balat, 2009]. The USA and Brazil are the biggest contributors 
to the global bioethanol industry, accounting for 56.8% and 26.8% of bioethanol production in 2016, 
respectively [https://www.eia.gov/beta/international/].  
 
Bioethanol can be produced from a number of renewable feedstocks, including sugar cane, corn, 




are produced via hydrolysis and fermentation processes and, although renewably-sourced, there are 
concerns surrounding land-use, whereby large areas of land have been used to grow crops for use as 
a fuel, rather than food. Biodiversity and water resources are also likely to decline as a result of 
increased biofuel usage [Fingerman et al., 2010]. Second-generation bioethanol overcomes this issue, 
using non-edible lignocellulosic feedstocks such as switchgrass and rice husks. However, this biofuel 
is produced by converting cellulose into sugar units, which can then be converted to ultimately 
produce ethanol. However, this process is both costly (chemically and economically) and time-
consuming, requiring sophisticated equipment and larger-scale facilities. 
 
Algae have been shown to have great potential as biofuel feedstocks, due to their capabilities of 
producing much higher yields with reduced resource inputs [Brennan and Owende, 2010; John et al., 
2011; Daroch et al., 2013]. The use of algae also has other environmental advantages, as a result of 
their ability to fix CO2, which has been proposed as a method for removing CO2 from flue gases from 
power plants, thus reducing greenhouse gas emissions [Nigam and Singh, 2011; Khan et al., 2015]. 
However, there has been little research on the economic and environmental feasibility of using algae 
as a biofuel feedstock, with concerns regarding its commercial-scale production. The growth of 
seaweed is highly seasonal, meaning that preservation methods need to be developed to allow year-
round storage of the feedstock for fuel manufacturing processes [Milledge et al., 2014]. The drying 
stage is a key part of the energy extraction method. The high water content of algae compared with 
terrestrial crops [McLaren, 2009], means that this process is highly energy intensive [Milledge and 
Heaven, 2014]. Sun-drying has been used as a low-energy alternative method [Fudholi et al., 2014]. 
However, this has its own limitations, being highly weather dependent. These factors highlight the 
growing need for research into algae as biofuel feedstocks, with its future applicability being highly 
dependent on the development of biomass-to-fuel conversion technology which can work with wet 
feedstocks, or drying processes with much reduced energy requirements [Milledge et al., 2014].  
 
The incorporation of ethanol into petroleum has been shown to reduce the harmful emissions of 
nitrogen oxides (NOx) and carbon monoxide (CO), as a result of a greater resistance against knocking 
[Anderson et al., 2012]. Regions with high levels of bioethanol use have exhibited higher 
acetaldehyde concentrations, with urban levels estimated to increase by up to 650% when an 85% 
ethanol-petroleum blend is used [Sundvor & López-Aparicio, 2014]. A study undertaken by Jacobson 
et al. [2007] also showed that such a blend causes elevations in the levels of PAN, whilst also 





3.1.4 Atmospheric Sinks  
The main sink for ethanol is oxidation, by reaction with the hydroxyl (OH) radical [Atkinson et al., 
2006]. This process takes place via hydrogen abstraction reactions (3.5) to (3.7). 
 
           C"H&OH + OH → CH!CHOH + H"O              (3.5) 
                          C"H&OH + OH → CH"CH"OH + H"O     (3.6) 
                           C"H&OH + OH → CH!CH"O + H"O     (3.7)    
 
Approximately 90% of the abstraction occurs via equation (3.5). The resultant hydroxyethyl radical 
(CH3CHOH) then goes on to react with oxygen, forming acetaldehyde (equation (3.8)) [Grosjean, 
1997].  
 
CH!CHOH + O" → CH!CHO + HO"   (3.8) 
 
The CH2CH2OH radical produced in equation (3.6) reacts with oxygen to form another peroxy radical 
(equation (3.9)). Under high NOx conditions, this peroxy radical reacts with nitrogen monoxide to 
produce nitrogen dioxide and an alkoxy radical species (equation (3.10)). 
 
                                               CH"CH"OH + O" +M → OOCH"CH"OH +M    (3.9) 
                                               OOCH"CH"OH + NO → OCH"CH"OH + NO"    (3.10) 
 
Other removal routes are wet and dry deposition, which are estimated to account for between 23 and 
35% of the global sink [Millet et al., 2010; Naik et al, 2010]. Minor sinks for atmospheric ethanol 
include micro-organisms in anaerobic environments [Metje & Frenzel, 2005; Kirstine & Galbally, 
2012], as well as chlorine radicals in the marine boundary layer [Young et al., 2014]. Atmospheric 
lifetimes for ethanol are between approximately 2 and 10 days, with respect to OH, deposition and 
oceanic uptake [Atkinson et al., 2006; Naik et al., 2010]. 
 
There is a great amount of uncertainty surrounding ethanol emission literature, with limited 
atmospheric measurements of emissions and mixing ratios making it difficult to quantify its sources 
and sinks precisely. As a result, there are noted discrepancies between modelled and measured 
atmospheric ethanol concentrations, which have been outlined in many studies [Naik et al., 2010; 





3.1.5 Study Aims & Research Questions 
This work will firstly investigate how well the global chemical transport model, STOCHEM-CRI, 
represents atmospheric ethanol. This will be achieved by comparing various aspects of the model 
with those used in previous studies, including the quantification of its main sources and sinks. This 
first part of the chapter therefore aims to answer the question: 
• Compared with previous studies, how well does the STOCHEM-CRI model represent the 
atmospheric chemistry and global budget of ethanol? 
A study by Khan et al. [2017] investigated the global budget and distribution of ethanol using 
STOCHEM-CRI and updated emissions data from Naik et al. [2010] and Kirstine and Galbally 
[2012]. The second piece of work in this chapter will act as an extension of that undertaken by Khan 
et al. [2017], evaluating the global budget and distribution of ethanol using STOCHEM-CRI using 
different emission inputs. However, this work will apply a biofuel-sourced emission distribution of 
ethanol to the model for the first time.  This section of work looks to answer the question: 
• How does the implementation of different emission inputs impact the ability of STOCHEM-
CRI to simulate the global levels and distribution of atmospheric ethanol? 
There are also large regional differences in atmospheric mixing ratios of ethanol, as a result of the 
wide array of biogenic and anthropogenic contributions. This makes it difficult to model ethanol 
accurately. The final section of work in this chapter looks to constrain the global sources of ethanol 
(anthropogenic, biomass burning, biofuel, oceans, soil and vegetation) outlined in STOCHEM-CRI, 
using observational data from ground-based monitoring stations from across the globe. This work 
aims to answer the question: 
• Can the current atmospheric measurements of ethanol from across the globe help the model 














3.2 Estimation of the Global Budget and Distribution of Ethanol  
 
3.2.1 Experimental 
The three-dimensional, global chemical transport model, STOCHEM-CRI was used to evaluate the 
budget and distribution of ethanol after using updated emissions data from Naik et al. [2010] and 
Kirstine & Galbally [2012]. The emission distribution was also changed within the model and 
compared against the original configuration, in order to account for and simulate the impacts of 
increased global use of ethanol as a biofuel. 
 
In the original configuration of the model, ethanol is emitted as a non-methane volatile organic 
compound (NMVOC), as this encompasses a range of organic species. A biofuel emission 
distribution was applied, thus reconfiguring the model to assume that ethanol is emitted as a biofuel, 
rather than as a NMVOC. The spatial distributions of these sources differ from each other and thus, 
applying a biofuel-derived source may assist in reducing the discrepancies between modelled and 
measured ethanol concentrations.  
 
The study by Naik et al. [2010] used a global chemical transport model, along with atmospheric 
observations, to place constraints on the global budget of ethanol. The study looked at the global 
distribution of ethanol from different sources: industrial, biofuels, biogenic and biomass burning. 
Surface emissions from the POET emissions for 2000 were applied, which included 1.8 Tg/yr from 
biofuels globally [Olivier et al., 2003]. These estimates were updated using country-wise production 
statistics for each country (provided in the Renewable fuels Association Ethanol Industry Outlook 
[2006]). These updated emission estimates were then redistributed for each region on the basis of 
regional ethanol production statistics, ensuring that the same global total as in POET emissions was 
maintained. The resultant emission distribution for biofuel-sourced ethanol was obtained through 
personal communication with the lead author of the study, Dr. Vaishali Naik, for incorporation into 
STOCHEM-CRI. The model applied by Naik et al. [2010] used a resolution of 1° latitude by 1° 
longitude, with emission units of molecules cm-2 s-1. STOCHEM-CRI runs at a resolution of 5° 
latitude by 5° longitude and with emission units of kg/year.  The raw data were therefore configured 
to meet the computational requirements of the STOCHEM-CRI model. The full process undertaken 
for this conversion can be found in Appendix A.1. 
 
The emission file, so-called “C2H5OHDAT” was created to apply a biofuel emission distribution to 




in emissions (“emread”), with modifications to the scripts being made, to ensure that the model 
applies the biofuel emissions distribution to ethanol. 
 
A base case simulation was run, using emission class data from Naik et al. [2010]. In this simulation, 
ethanol was emitted as a NMVOC. Three simulations were integrated, so-called “Naik_biofuel”, 
“KG_anth” and “KG_biofuel”, details of which are given in Table 3.1. Dry deposition velocities over 
land and ocean were considered as 1.6 and 3.0 mm/s, respectively. Wet deposition of ethanol was 
accounted for using dynamic and convective scavenging coefficients associated with organic 
hydroperoxides (ROOH), with values of 2.0 cm-1 and 4.0 cm-1, respectively [Penner et al., 1994]. A 
global biofuel-sourced emission of 1.8 Tg/year from the POET inventory was applied in the 
“Naik_biofuel” and “KG_biofuel” simulations [Olivier et al., 2003].  
 
        Table 3.1: Emissions data applied to STOCHEM-CRI for the “Base”, “Naik_biofuel”,  













                                                       Emission class (Tg/yr) 
Simulation Anthropogenic Biomass Vegetation Soil Ocean Comments 
Base 5.0 0.47 9.2 0.0 0.0 -  Emission class data from Naik et   
    al. [2010] 
-  NMVOC emission distribution 
 
Naik_biofuel 5.0 0.47 9.2 0.0 0.0 -  Emission class data from Naik et   
   al. [2010] 
-  Biofuel emission distribution 
 
KG_anth 6.0 0.8 30.6 0 4.0 - Emission class data from Kirstine  
  & Galbally [2012] 
- NMVOC emission distribution 
 
KG_biofuel 6.0 0.8 30.6 0 4.0 - Emission class data from Kirstine   
  & Galbally [2012] 




Table 3.2: Features of the models used in current and earlier studies on the atmospheric 
budget of ethanol  
3.2.2 Results & Discussion 
 
3.2.2.1 Global Budgets and Distributions of Atmospheric Ethanol 
A number of studies have looked into the global budget of ethanol, using a range of atmospheric 
models and chemical mechanisms [Singh et al., 2004; Naik et al., 2010; Kirstine and Galbally, 2012]. 
The first part of this study looked at comparing STOCHEM-CRI with the models used in these 
studies. This would then form a basis for interpreting the differences between the respective ethanol 
budgets.  Table 3.2 summarises the details of the models used in each study.  It should be noted that 
the study by Kirstine and Galbally [2012] is not included in the table, as the authors used several sets 
of observational data from previous studies to derive their emission estimates, rather than directly 




 This work Singh et al. [2004] Naik et al. [2010] 
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Table 3.3 shows the global budget of ethanol produced by the base case and the three integrations 
described in Table 3.1. The global sources of ethanol in “KG_anth” and “KG_biofuel” runs (41.5 
Tg/year and 36.8 Tg/year, respectively), were found to be much higher than the base case and 
“Naik_biofuel” runs, as a result of the incorporation of higher flux values for vegetation.  
 
Production of Ethanol 
Ethanol can be generated as a secondary product, via the photochemical oxidation of any VOC that 
can generate the C2H5O2 radical. In this study, the production of ethanol from C2H5O2 has been 
calculated to be very small, at approximately 0.13 Tg/year, for all four runs. As seen in Table 3.3, 
earlier studies have found large variations in values for this photochemical source, with estimates 
ranging between 0.06 and 2.0 Tg/year.  
 
The methods used for photochemical source estimations vary between studies, which could 
contribute to the wide range of values observed. The study by Singh et al. [2004], estimated the 
photochemical source by using a simple photochemical model and scaling the global source based 
on the atmospheric lifetimes and abundances of ethane; one of the dominant precursors of the C2H5O2 
radical. This resulted in an estimated photochemical production of 2 Tg/year. Kirstine and Galbally 
[2012] reported a smaller photochemical source, using values from previous studies [Singh et al., 
2004; Millet et al., 2010; Naik et al., 2010] to derive an average of 0.5 Tg/year. The photochemical 
production flux derived by Naik et al. [2010] was found to be much closer to that estimated by 
STOCHEM-CRI when compared with the other studies (0.06 and 0.13 Tg/year, respectively). This 
could be attributed to the fact that STOCHEM-CRI and the MOZART-4 model used by Naik et al. 
[2010] include detailed chemical mechanisms describing the atmospheric behaviour of ethanol, as 
opposed to using estimations and averaged values.  
 
Ethane (C2H6) is the most significant precursor to the C2H5O2 radical in the troposphere, with the 
latter being the only product formed when the former is oxidised. Higher hydrocarbons also produce 
C2H5O2 as they degrade in the atmosphere, but in much smaller proportions in comparison with 
ethane.  
 
One can determine the proportion of the degradation of a particular hydrocarbon which leads to 
C2H5O2 formation. In this study, this was achieved by consulting the Master Chemical Mechanism 
(MCM) to trace the degradation pathway of a particular hydrocarbon which ultimately leads to the 
formation of C2H5O2 in the atmosphere. This process involved a number of stages; the first of which 




for it within the respective chemical mechanisms of alkanes and alkenes, which were extracted on 
the MCM website (http://mcm.leeds.ac.uk/MCMv3.3.1/roots.htt). The degradation pathway of each 
alkane or alkene precursor was then traced forwards to the C2H5O2 radical, using the branching ratios 
of the reactions at each stage of the mechanism to derive the proportion of the degradation which 
results in C2H5O2 formation. 
 
The complexity of hydrocarbon degradation chemistry means that competing pathways are often 
encountered when conducting such calculations. In such cases, the dominant branching ratios were 
determined through direct comparisons between competing gas-phase and/or photolytic reaction 
rates. Such an example was seen when looking at the degradation of 2-methylpentane. One of the 
intermediates produced in this case was “M2PECOOH”; a hydroperoxide form of 2-methylpentane. 
On following the chemical mechanism through, it was found that “M2PECOOH” should degrade to 
its alkoxy radical form, in order to ultimately produce C2H5O2. However, it was found to degrade by 















   









The loss rate for each reaction channel is calculated using the rate coefficients provided by the MCM. 
These can then be used to determine which branching ratio should be taken forward and used to 





Reaction (3.11) represents a photolysis reaction. In the MCM, rates of such reactions are denoted by 
a J constant, the numerical value of which is determined as a function of solar zenith angle using 
equation (3.14), details of which can be found in Saunders et al. [2003]. 
 
J = l(cos χ),exp	(−n. sec χ)     (3.14) 
 
Where χ is the solar zenith angle and l, m and n the photolytic parameters. Values of the photolytic 
parameters associated with these rate constants were taken from Saunders et al. [2003]. In this 
example, the rate constant associated with the photolysis of “M2PECOOH” is denoted as J41, with 
values of l, m and n being 7.65 x 10-6, 0.682 and 0.279, respectively. The photolysis rate of the 
hydrocarbon in question could then be derived through the substitution of respective l, m and n values 
into equation (3.14), along with an assumed solar zenith angle (χ) of 40 degrees. An example of such 
a calculation, for the photolysis of M2PECOOH, is shown in equation (3.15). 
 
	J4"Pfghh= = (7.65	x10DB)	x	(cos 40)/.Bi"x exp(−0.279. sec 40) 
                               	= 4.43	x	10DB	sD#     
 
Rate constants for gas-phase reactions, such as reactions (3.12) and (3.13) are provided by the MCM. 
However, these do not account for OH concentration. When such cases were encountered during 
these calculations, the OH concentration was assumed to be equal to 1 x 10-6 molecules cm-3. This 
was multiplied by the original rate constants, with an assumed temperature of 300 K, allowing a 
direct comparison against either another gas-phase phase or a photolytic reaction. In the example of 
2-methylpentane, the revised rate constants of the gas-phase degradation of its “M2PECOOH” 
intermediate are shown in reactions (3.16) and (3.17). 
 
k(2G(;FE+A	(!.#$)) = (2.87	𝑥	10D##	cm!	moleculesD#sD#)	             (3.16)  
     	x	(1.00	𝑥	10B	molecules	cmD!)  
Production rate  = 2.87	x	10DB		sD# 
                      kj2G(;FE+A	(!.#&)k = (1.90	x	10D#"	cm!	moleculesD#sD#)	x	exp
l)"-9--m   
   x	(1.00	x	10Bmolecules	cmD!)    
                         Production rate = 3.58	x	10DB	sD# 
 
The branching ratio to be carried forward in the C2H5O2 calculation could then be calculated as a 






example of such a calculation is shown by equation (3.18), with “M2PECO” representing the 
intermediate involved in the degradation of 2-methylpentane, which will ultimately yield C2H5O2. 
 
M2PECO	branching	ratio =             (3.18) 
4.43	x	10DB	sD#
(4.42	x	10DB) + (2.87x	10DB) + (3.58x	10DB)	sD# 
                                                     	=	0.399 
 
The same method was applied to any stages of the degradation mechanisms of the alkane/alkene in 
question. It was then possible to calculate the overall proportion of C2H5O2 that is produced from 
each precursor by multiplying the branching ratios from each stage of the mechanism. An example 
of such a calculation for 2-methylpentane is shown in equation (3.19). 
 
Total	C"H&O"	branching	ratio	 = 	0.267	x	0.770	x	0.399	x	0.167 = 0.014                     (3.19) 
 
This means that, on degradation in the atmosphere, the fraction of C2H5O2 eventually produced is 
1.4% for every 2-methylpentane oxidised, thus making a much smaller contribution to atmospheric 
C2H5O2 levels, particularly when compared with ethane. Higher hydrocarbons like these degrade by 
multiple pathways, with some leading to the generation of C2H5O2. As a result, the actual proportion 
of C2H5O2 produced from these hydrocarbons would be much smaller. The value of 0.014 calculated 
in equation (3.19) therefore acts as an estimated upper limit of the fraction of C2H5O2 generated via 
the degradation of 2-methylpentane. 
 
To illustrate the dominance of ethane as the dominant C2H5O2 precursor in the model, the fraction of 
this radical produced from other alkanes and alkenes in the model could be determined using 
analogous calculations to those described for 2-methylpentane. This involved consulting the MCM 
mechanism to establish those species which degrade to produce C2H5O2. Using these mechanisms, it 
was possible to estimate the maximum fraction (or branching ratio) of C2H5O2 generated from the 
degradation of each of its alkane or alkene precursors. All C2H5O2 precursors and their respective 
branching ratios values are shown in Table 3.4. It should be noted that the numbers provided in Table 
3.4 represent an upper limit, with a number of assumptions made to provide a preliminary estimation 
of the amount of C2H5O2 produced by each alkane or alkene. In reality, numerous other reactions 


























Table 3.4 shows that although there are numerous hydrocarbons aside from ethane which produce 
C2H5O2, they only produce extremely small amounts. This therefore makes it viable to consider 
ethane as the dominant precursor, which is the case in the STOCHEM-CRI model. This also 
consequently suggests that C2H5O2 is not overestimated in the model. There are some species in 
Table 3.4 which are relatively large, such as 2,2-dimethylpropane. However, as mentioned 
previously, these values are upper limits, but in reality, the fraction of C2H5O2 produced from these 
will be much smaller. 
 
The study by Naik et al. [2010] applied an explicit representation of the atmospheric chemistry of 
ethanol, including its photochemical production via the self-reaction of C2H5O2 (equation (3.20)), 
and its reaction with the methyl peroxy radical, CH3O2 (equation (3.21)). 
 
C"H&O" + C"H&O" → 1.6CH!CHO + HO" + 0.4C"H&OH    (3.20) 
C"H&O" + CH!O" → 0.7CH"O + 0.8CH!CHO + HO" + 0.3CH!OH + 0.2C"H&OH  (3.21)  





























< 6.00 x 10-3 
< 4.26 x 10-3 
< 2.07 x 10-3 
< 0.19 
< 0.42 




< 6.33 x 10-6 
< 0.04 
< 3.57 x 10-4 






< 5.01 x 10-6 
< 0.28 




< 1.20 x 10-3 
< 4.28 x 10-4 
< 0.01 
< 0.01 
Table 3.4: Precursors for the C2H5O2 radical in STOCHEM-




The chemical mechanism in STOCHEM-CRI describes the self-reaction of C2H5O2 using three 
reactions, which are illustrated by equations (3.22) to (3.24). 
 
C"H&O" → CH!CHO + HO"    (3.22)  
C"H&O" → CH!CHO     (3.23) 
C"H&O" → C"H&OH     (3.24) 
 
The fluxes of these reactions can be used to determine the proportion of C2H5O2 which will produce 
CH3CHO, C2H5OH and HO2, will which provide a direct comparison with estimates used by Naik et 
al. [2010] (equation (3.20)). This is illustrated by equation (3.25), which shows that 100% of C2H5O2 
will produce CH3CHO, 25% will produce C2H5OH, and 75% will produce HO2 when considering 
the self-reaction. 
 
C"H&O" → CH!CHO + 0.75HO" + 0.25C"H&OH  (3.25) 
 
Naik et al. [2010] report that the cross-reaction of C2H5O2 (equation (3.21)) produces a higher fraction 
of ethanol in the atmosphere compared with the self-reaction (equation (3.20)). However, this self-
reaction is very unlikely in the atmosphere, due to its low abundances and extremely slow reaction 
rate. It is far more likely to react other peroxy radicals which are much more abundant in the 
atmosphere, such as CH3O2 and the acetyl peroxy radical (CH3C(O)O2). Naik et al. [2010] do 
consider the reaction between C2H5O2 and CH3O2 (equation (3.21)). However, the inclusion of the 
self-reaction in their calculation of photochemical C2H5OH production indicates that the resultant 
value of 0.06 Tg/year (Table 3.3) is not likely to be accurate, due to the fact that the occurrence of 
this reaction is extremely rare. This can also be confirmed through comparison with the estimation 
made by Singh et al. [2004]. This study reported a much higher photochemical flux of 2.0 Tg/year 
(Table 3.3). The corresponding literature only stated that a photochemical model was used to derive 
an estimate for this source, thus resulting in a great amount of uncertainty surrounding the accuracy 
of the number reported. 
 
This study predicted a higher photochemical flux compared with Naik et al. [2010] (0.13 compared 
with 0.06 Tg/year; see Table 3.3). This is due to the inclusion of higher hydrocarbons in the chemical 
mechanism of STOCHEM-CRI, shown in Table 3.4, which can ultimately lead to C2H5O2 production 
in the atmosphere.  The mechanism also includes an extensive number of peroxy radicals which can 
react with C2H5O2, but does not include its self-reaction, as seen in the study by Naik et al. [2010].  




estimated, consequently meaning that the resultant photochemical flux calculated in this study (0.13 
Tg/year) is likely to be more accurate than those reported in earlier studies. 
 
In the base case and “Naik_biofuel” runs, direct sources make up approximately 99% of the total 
production flux and photochemical production contributes approximately 1%, which agrees well with 
earlier estimates around ethanol emissions [Singh et al., 2004; Naik et al., 2010]. Direct emissions 
are found to have a slightly greater influence on the total production of ethanol in the “KG_anth” and 
“KG_biofuel” runs, with photochemical production only accounting for approximately 0.3%. 
 
Removal of Ethanol 
The global sink of ethanol is dominated by OH oxidation in all runs integrated in this study (48-50%). 
This is a common feature of all previous studies highlighted in Table 3.1. However, when considering 
the total ethanol sink, there are some significant differences. The respective ratios of the losses by 
OH oxidation, wet deposition and dry depositions for the base run, “Naik_biofuel”, “KG_anth” and 
“KG_biofuel” runs are shown in Table 3.4, with a notably higher contribution from wet deposition, 











One factor which could lead to the observed higher wet deposition contribution in this study is the 
scavenging mechanism used. In this work, the dynamic and convective scavenging coefficients for 
organic hydroperoxides (ROOH) were used to represent ethanol in STOCHEM-CRI (2.0 cm-1 and 
4.0 cm-1, respectively). These values for ROOH were set on the basis of Penner et al. [1994]. 
However, making such an assumption could mean that the scavenging coefficients of ethanol are 
overestimated in this work and could therefore be causing the higher wet deposition loss observed. 
These results compare well with a study by Khan et al. [2017], which applied the same wet deposition 
parameters used in this work, thus supporting this hypothesis.  
 
Model Simulation Losses by OH oxidation, wet deposition 





Khan et al. [2017] 
48:41:11 
51:41:8 
Kirstine and Galbally [2012] 
Naik et al. [2010] 
75:4:21 
65:10:25 
Table 3.5: Respective ratios of ethanol losses by OH oxidation, wet 




In order to test this theory, the Henry’s law constant was considered. Henry’s law states that the 
amount of dissolved gas is proportional to its partial pressure in the gas phase. The proportionality 
factor is denoted the Henry’s law constant. There are several variants of the Henry’s law constant. In 
atmospheric chemistry, it is most often defined via concentration (Hcp), using the equation (3.26). 
 
H;* = c( p      (3.26)  
 
Here, ca is the concentration of a species in the aqueous phase, and p the partial pressure of said 
species in the gas phase under equilibrium conditions. The SI unit for Hcp is mol m-3 Pa-1. This 
constant can therefore be used to determine the losses of atmospheric species via wet deposition. 
Sander [2015] compiled thousands of values of Henry’s law constants for nearly 5,000 species, 
collected from numerous references. Several references report Henry’s law coefficients for the same 
species. As a result, the data were averaged for subsequent analysis. Using the values for ethanol, the 
average Henry’s law coefficient was calculated to be 1.81 mol m-3 Pa-1. This could then be used to 
provide an estimation of its dynamic and convective scavenging coefficients. Sander [2015] was 
consulted in order to compile average Henry’s law coefficients for a number of atmospheric species. 
These are shown in Table 3.6. The full set of Henry’s law coefficients used to determine these average 










Species Dynamic Scavenging 
Coefficient / cm-1 
Convective Scavenging 
Coefficient / cm-1 
Average Henry’s Law Coefficient 


































Table 3.6: Scavenging coefficients and Henry’s law data used to estimate the 




The logs of these coefficients were plotted against their respective dynamic and convective 


































Figure 3.1: Plot showing the log of Henry’s law constants versus (a) convective and 
(b) dynamic scavenging coefficients. The error bars on the plot correspond to the 
standard deviation associated with the Henry’s law data for each species. 
y = 0.159x + 3.5420 
(a) 
(b) 




The respective values for the slope and intercept of the lines in Figures 3.1a and 3.1b, along with the 
log of the Henry’s law constant of ethanol, can then be used to deduce the dynamic and convective 
scavenging coefficients associated with ethanol (DSCethanol and CSCethanol, respectively): 
 
 
DSCGFn(A+I = (0.0806	x	0.595) + 1.7939 = 	1.8	cmD#  (3.27) 
 
CSCGFn(A+I = (0.159	x	0.595) + 3.5420 = 	3.6	cmD#  (3.28) 
 
 
The values for the dynamic and convective scavenging of ethanol calculated using this methodology 
were found be slightly smaller in comparison with those used in this study (1.8 cm-1 and 3.6 cm-1, 
compared with 2.0 cm-1 and 4.0 cm-1, respectively). However, these minor differences will not have 
significant impact on the rate of wet deposition in the model, thus meaning that, although a slight 
overestimation, the scavenging coefficients used in the STOCHEM-CRI model in this study cannot 
account for the higher wet depositional loss in comparison with previous studies.  
 
This can be further supported by considering the Henry’s law constant applied in earlier studies. The 
Henry’s law coefficients applied in all studies used in this work are given in Table 3.6. Values used 
in this study are comparable with those applied by Naik et al. [2010]. This can be attributed to the 
fact that these studies both applied the Henry’s law constant for ethanol measured by Warneck et al. 
[2006]. The minor difference between the two is likely to be a result of the unit conversion methods 
used in the two studies, with the original Henry’s law coefficients being reported in units of mol m-3 
Pa-1. The value of the coefficient used by Kirstine and Galbally [2012] is significantly higher, at 483 









This value was substituted into the equations (3.27) and (3.28) in order to estimate the scavenging 
coefficients of ethanol, according to Kirstine and Galbally [2012].  
Modelling Study Henry’s law constant for 
ethanol / mol dm-3 atm-1 
This work 
Singh et al. (2004) 
Naik et al. [2010] 
Kirstine and Galbally [2012] 
193 
N/A 
194 x e(6274*(1/T-1/298)) 
483 
 




In order to compare directly with the values calculated for STOCHEM-CRI, the Henry’s law 
coefficient reported by Kirstine and Galbally [2012] was first converted from units of mol dm-3 atm-1 




	x	101,325	Pa = 4.76	mol	mD!PaD#  (3.29) 
 
The log of 4.76 mol m-3 Pa-1 (equal to 1.56) was then substituted into the equations associated with 
dynamic and convective scavenging (i.e. Figures 2.1 and 2.2) in order to derive estimates for ethanol: 
 
DSCGFn(A+I = (0.08762	x	1.560) + 1.7933  (3.30) 
= 	1.9	cmD# 
 
CSCGFn(A+I = (0.173	x	1.560) + 3.5402  (3.31) 
= 	3.8	cmD# 
 
The scavenging coefficients for ethanol calculated using the Henry’s law coefficient from Kirstine 
and Galbally [2012] were found to be very similar to both the original values for ROOH (taken from 
Penner et al., 1994), and those calculated using the Henry’s law coefficient from Sander [2005]. All 






It can therefore be concluded that the higher wet depositional loss observed in this study is not likely 
to be due to an overestimation of scavenging coefficients in the STOCHEM-CRI model. Henry’s law 
constants and scavenging coefficients associated with other studies were found to be within 0.2 cm-1 
of the original values, a difference which will have extremely minimal impacts of wet depositional 
loss rate within the model. 
 
Reference Henry’s law coefficient / 
mol m-3 Pa-1 
Dynamic Scavenging 
Coefficient / cm-1 
Convective Scavenging 
Coefficient / cm-1 
Penner et al. [1994] 
Sander [2005] 










Table 3.8: Summary of all Henry’s law coefficients and respective scavenging 




As highlighted previously, the Henry’s law coefficient reported by Kirstine and Galbally [2012] is 
much greater than that reported by Naik et al. [2010] and the work conducted for this study (483 mol 
dm-3 atm-1, compared with 194 mol dm-3 atm-1 and 193 mol dm-3 atm-1, respectively). In Kirstine and 
Galbally [2012], the only information on the Henry’s law coefficient is that it was deemed appropriate 
for the average temperature of the continental boundary layer. Although no further information was 
provided in the paper, the temperature dependence of the Henry’s law coefficient used by Naik et al. 
[2010] can be applied to determine the temperature assumed by Kirstine and Galbally [2012]. 
 
According to Naik et al. [2010], the Henry’s law coefficient associated with ethanol (Hcp) has a 






"pio km	mol	dmD!atmD#	   (3.32) 
 
Substituting different values of temperature (i.e. T) into equation (3.32) made it possible to estimate 
not only the temperature used by Kirstine and Galbally [2012], but also that used by Naik et al. [2010] 
when deriving their respective Henry’s law coefficients of 483 mol dm-3 atm-1 and 194 mol dm-3 














Although not resulting in the exact Henry’s law coefficient of Kirstine and Galbally [2012], Table 
3.9 shows that the temperature used was likely to be around 285-286 K, i.e. a lower temperature than 
298 K, which was used by Naik et al. [2010]. The use of a lower temperature can therefore account 
for the higher Henry’s law coefficient used by Kirstine and Galbally [2012]. 
Temperature / K Henry’s law coefficient / 



















Table 3.9: Temperatures used to derive Henry’s law 
coefficients using the temperature dependent 




Global burdens of ethanol in the “KG_anth” and “KG_biofuel” runs (0.11 and 0.10 Tg, respectively), 
agree well with earlier results reported by Naik et al. [2010] and Singh et al. [2004]. The base case 
and “Naik_biofuel” runs were found to give lower values of 0.04 and 0.03, respectively. The 
modelled lifetime of ethanol (0.98-1.04 days) is significantly shorter than previous model results. 
This is could due to an indirect result of the potential over-estimation of wet deposition parameters 
in STOCHEM-CRI, and resultant removal of ethanol. However, as the dominant sink, it is likely that 
the kinetics of the OH-initiated oxidation of ethanol will be the main driving force behind the 
observed difference in lifetimes. Table 3.10 illustrates the rate coefficients of the reaction between 






Looking at the rate constants in Table 3.10, those applied in the studies by Naik et al. [2010] and 
Kirstine and Galbally [2012] are much smaller when compared with the rate constant used in this 
work, with several orders of magnitude between them. This could provide some justification behind 
the shorter simulated lifetime of ethanol in this work in comparison to these earlier studies. 
 
However, the rate coefficients also show clear temperature dependences. Those applied by Naik et 
al. [2010] and Kirstine and Galbally [2012] have a negative dependence, suggesting a reduced loss 
rate with decreasing temperature. The rate coefficient used in this study also has a temperature 
dependence, but this suggests the opposite, i.e. a greater loss rate with decreasing temperature. At 
this stage, it should be noted that the study by Kirstine and Galbally [2012] provided no information 
regarding the lifetime of ethanol, meaning this data is only included to look into the temperature 
dependence of the rate coefficient, and how this compares with Naik et al. [2010] and the current 
study. 
 
In order to investigate this in greater detail, the rate coefficients from each study were calculated 
across a range of temperatures. These are shown in Figure 3.3. Temperatures were selected in order 
to compare the rate constants from room temperature (298 K), to temperatures in the upper 
Modelling Study k (OH+C2H5OH) 
 / cm3 molecules-1 s-1 
Source of k values 
This work 
Naik et al. [2010] 
6.18 x 10-18 T2 e(532/T) 
6.9 x 10-12 e(-230/T) 
CRI mechanism 
Sander et al. (2002) 
Kirstine and Galbally [2012] 4.3 x 10-12 e(-85/T) Jiménez et al. (2003) 
Table 3.10: Respective rate coefficients for the reaction of ethanol with the OH radical 




troposphere. This would provide an insight into how the loss rates of ethanol vary with altitude. The 
upper tropospheric temperature was assumed to be 218 K, which was found to be comparable with 


















As seen in Figure 3.2, the rate constant from our study agrees well with that used by Naik et al. [2010] 
and Kirstine and Galbally [2012] at 298 K. However, there is a marked difference when looking at 
lower temperatures (or higher altitudes). Moving up through the troposphere, the loss rate reported 
by Naik et al. [2010] becomes significantly smaller, reaching a minimum of around 2.4 x 10-12 
molecules cm-3 s-1 in the upper troposphere (i.e. temperatures of around 218 K). The same trend is 
observed when looking at the kinetic data reported by Kirstine and Galbally [2012], though at a much 
slower rate of decline. As expected, the opposite is seen when looking at the kinetic data from this 
study, with loss rates showing a gradual increase with altitude. It is now possible to conclude that the 
hydroxyl radical removes less ethanol from the troposphere with increasing altitude when using 
kinetic data from Naik et al. [2010]. This therefore means that ethanol would be present in the 
atmosphere for a greater amount of time, thus providing an explanation for the longer lifetimes 




Figure 3.2: Ethanol loss rates with respect to the OH radical according to this 
study (black), Naik et al. [2010] (blue) and Kirstine and Galbally [2012] (red) 




Global Distributions of Atmospheric Ethanol 
Figure 3.3 shows the global distribution profile and zonal average distributions of ethanol for the 
base case scenario. In this scenario, the original configuration is applied, whereby ethanol is emitted 
as a NMVOC, using an anthropogenic emission distribution. These species are predominantly 
emitted in heavily populated, industrialised regions. Such a distribution is seen in Figure 3.3, with 
elevated mixing ratios seen across the Northern Hemisphere; over the majority of Europe, east and 
south Asia, North America and the Middle East. This is likely to be due to an accumulation of 
anthropogenic/industrial pollution in these regions. The U.S.A. and Saudi Arabia are large global 
producers of ethane and ethylene [Al-Megren and Xiao, 2016], with ethylene being produced from 
ethanol and ethane in the petrochemical industry. When emitted into the atmosphere, ethane degrades 
to form peroxy radicals, which undergo further processing to form ethanol. This means that the 
petrochemical industry in Saudi Arabia and the U.S.A. could therefore be a reason for the observed 
elevations in ethanol mixing ratios in these countries. 
 
Mixing ratios of up to 250 ppt are observed across South America, which can be attributed to biogenic 
emissions from vegetation and biomass burning, which are dominant in this region. The zonal plot 
shows the highest levels at 30°N-60°N (up to 60 ppt). This is likely to be due to larger anthropogenic 

















Figure 3.3: (a) Surface mixing ratios of ethanol and (b) zonal average distribution of ethanol for 





Figure 3.4 shows the global distribution profile and zonal average distributions for the 
“Naik_biofuel” run. This run applies an emissions distribution based on ethanol being emitted as a 
biofuel. This distribution was used by Naik et al. [2010], to investigate the global budget of ethanol, 
and was obtained via personal communication with the lead author for application to this study. 
Elevated mixing ratios are therefore seen in areas which manufacture and/or use bioethanol, such as 
South America. Other areas of the globe with higher ethanol mixing ratios include the south-eastern 
U.S.A., East Asia (areas of China) and South Asia (around India). These countries produce the 
greatest amounts of bioethanol worldwide, because of increasing dependence on alternative fuels, 
hence why the emission distribution in this simulation shows the highest concentrations in these areas 














Figure 3.5 shows the differences in ethanol mixing ratios when comparing the “Naik_biofuel” run 
with the base case run. The base case run applied an NMVOC emission distribution, thus allowing a 








Figure 3.4: (a) Surface mixing ratios of ethanol and (b) zonal average distribution of ethanol 














Mixing ratios increase by between 40 and 70 ppt across South America, which corresponds to the 
manufacture and use of biofuels in this region, compared to the smaller emission of NMVOCs. 
Decreased ethanol mixing ratios are observed at high latitudes; across Canada, the north-western 
U.S.A., Europe and Saudi Arabia. These anthropogenic emissions occur in heavily populated, 
industrialised regions, i.e. predominantly in the North Hemisphere, hence why decreased 
concentrations are observed when comparing a biofuel emissions distribution with an anthropogenic 
distribution. 
The zonal plot shows the highest levels at 0-20°S and 30°N-40°N (up to 35 ppt and 30 ppt, 
respectively). These regions encompass countries such as the U.S.A. and Brazil, which are the two 
greatest produces of bioethanol worldwide [https://www.eia.gov/beta/international/], hence why the 
biofuel emission distribution applied shows the highest mixing ratios in these areas.  
Figure 3.6 shows the global distribution profile and zonal average distributions for the “KG_anth” 
run. Figure 3.7 illustrates the absolute changes in ethanol mixing ratios when compared to the base 
case run. As with the base case, this run applied an NMVOC distribution, this time using emission 
class data from Kirstine and Galbally [2012]. As a result, the global distributions of ethanol observed 
in Figure 3.6 are very comparable with those seen in the base case run, with elevated concentrations 





Figure 3.5: (a) The annual mean distributions of ethanol change and (b) the zonal changes of 


















When comparing directly with the base case run, Figure 3.7 shows increases in ethanol mainly 
centred in South America, with elevations of over 500 ppt.  These high levels can mostly be attributed 
to increased vegetation flux values in the “KG_anth” run compared with the base case run (30.6 
Tg/year compared with 9.8 Tg/year), as emissions from vegetation are dominant across South 
America.  It is also likely that elevated biomass burning emission fluxes in the “KG_anth” run make 
a minor contribution to the observed increase in ethanol mixing ratio. The zonal plot shows the 
highest levels of ethanol at 30°N-60°N and 0-20°S (up to 120 ppt), with the comparative zonal plot 
also showing the largest increases (up to 72 ppt) across the latter latitude range. This increase in the 
Southern Hemisphere can be attributed to elevations in regionally dominant emission sources (i.e. 













Figure 3.6: (a) Surface mixing ratios of ethanol and (b) zonal average distribution of ethanol for 


















Figure 3.8 shows the global distribution profile and zonal average distributions for the “KG_biofuel” 
run. Figure 3.9 illustrates the absolute changes in ethanol mixing ratios when compared to the base 
case run. The “KG_biofuel” run applied emission class data from Kirstine and Galbally [2012] and 
a biofuel emission distribution. Figure 38 shows a similar distribution to the “Naik_biofuel” run, with 
the highest ethanol mixing ratios predominantly in areas which manufacture and/or utilise alternative 

















Figure 3.8: (a) Surface mixing ratios of ethanol and (b) zonal average distribution of ethanol 
for the “KG_biofuel” run.  
(a) (b) 
(a) (b) 
Figure 3.7: (a) The annual mean distributions of ethanol change and (b) the zonal changes of 


















3.2.2.2 Comparisons with Observational Data 
Monthly surface level ethanol mixing ratios were extracted for 20 locations around the globe. Details 
of these locations are provided by Tables 3.11 and 3.12, with locations shown in Figure 3.10.  The 
modelled data was then compared with respective observational data in order to evaluate the accuracy 
of the model. The coordinates of each monitoring site were obtained from literature and converted to 
STOCHEM-CRI grid references. It should be noted that, in some cases, the grid references used were 
averaged, due to the location of the monitoring station lying on the boundary of two model grid cells. 
The assumption is made that the temperature is constant and atmospheric pressure is applied. The 
meteorological data used in STOCHEM-CRI is for 1998, meaning there is likely to be some variation 
between observational and modelled data.   
 
This work builds on a study by Khan et al. [2017], which investigated the atmospheric global budget 
and distribution of ethanol using STOCHEM-CRI and evaluated the model accuracy through 








Figure 3.9: (a) The annual mean distributions of ethanol change and (b) the zonal changes of 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































It should be noted that ethanol data were also available from several sites which were classified as 
“urban”. These sites were: London, Osaka, Pittsburgh, Mexico City, Zurich and Porto Alegre. 
However, the coarse grid resolution of STOCHEM-CRI (5° longitude by 5° latitude) means that it is 
very difficult for it to model highly polluted urban areas very accurately, as they only make up a 
minute proportion of the grid cell. This would therefore make any comparisons with observational 
data at these locations unfair, extending beyond the capabilities of STOCHEM-CRI, therefore 




























Clean, marine & remote sites Rural sites Suburban sites 
Central Gulf, Mexico 
Masonboro Island, USA 
Mace Head, Ireland 
Trinidad Head, CA 
NEAQS, USA 
High Arctic 
Chebogue Pt, Nova Scotia 
 
Wank Peak, Germany 
Jungfraujoch, Switzerland 
Santa Rita & Mt Lemmon, AZ 
Pennsylvania, AL 
Nashville, TX 
Galveston Bay, TX 
Granite Bay, CA 
 
 










































































































































































































The runs applying the emission class data from Kirstine and Galbally [2012] significantly over-
estimate the observed ethanol mixing ratios at Chebogue Point, with runs applying Naik et al. [2010] 
giving a more reasonable agreement. The errors associated with the measurement data at this site are 
relatively high. However, all simulated ethanol mixing ratios lie within one standard deviation of the 











Figure 3.11: Monthly variations of surface ethanol mixing ratios in Chebogue Point, 
Nova Scotia, produced by the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI 
simulations. The red triangle denotes the measured ethanol and associated error.  






















STOCHEM-CRI over-estimated measured ethanol mixing ratios in the Central Gulf in all cases, with 
emission class data from Naik et al. [2010] proving to be slightly more applicable to the observed 
mixing ratios in the area. The emission class data in the base case and “Naik_biofuel” runs contain 
lower anthropogenic emission fluxes than the simulations using Kirstine & Galbally [2012] emission 
classes, suggesting that the model is over-estimating the anthropogenic and vegetation-sourced 
emissions experienced in the Central Gulf. 
 
The study which reported the ethanol measured in the Central Gulf reported that the OH reactivity in 
the air mass sampled was dominated by oxygenated VOCs, with formaldehyde and acetaldehyde 
making up 33% and 18% of the total, respectively [Gilman et al., 2009]. This led to the conclusion 
that the air mass sampled in the Central Gulf was well-aged, where most of the primary hydrocarbons 
had been oxidised. Further analyses predicted a trajectory across the Atlantic Ocean over several 
days.  
 
These results can be used to explain the lower measured ethanol mixing ratios observed in the Central 
Gulf in comparison with all model simulations.  Ethanol has a lifetime of approximately 3 days [Naik 
et al., 2010], thus suggesting that anthropogenically-sourced emissions would have reacted away 
within the air mass, prior to detection by the instrumentation. 
Central Gulf, Mexico 
 
Figure 3.12: Monthly variations of surface ethanol mixing ratios in the Central 
Gulf, produced by the base case (circles), “Naik_biofuel” (triangles), “KG_anth” 
(upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI simulations. 






















The emissions applied in the model for this study result in under-estimations of ethanol in the Arctic. 
However, the measured mixing ratios were unexpectedly high at this site; comparable with free 
tropospheric levels [Boudries et al., 2002; Singh et al., 2004].    
 
Such high mixing ratios at this time of year could be a result of atmospheric dynamics and mixing, 
whereby the air flow travels from low to high latitudes. This would have meant that the air mass 
passing over the site in the High Arctic previously mixed with polluted air masses from highly 
populated and industrial areas of the United States, before travelling up to these higher latitudes. 
However, this could not be confirmed by the Boudries et al. [2002]; the study only highlighted the 
fact that the mixing ratios were unusually high. There is therefore a great amount of uncertainty 
surrounding the reported data in the High Arctic, meaning that this site will not be included in the 








Figure 3.13: Monthly variations of surface ethanol mixing ratios in the High 
Arctic, produced by the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI 























The agreement between modelled and measured ethanol mixing ratios at Mace Head has been shown 
to vary throughout the year. This can be attributed to the wide range of emissions sources experienced 
at the site on an annual basis. Prevailing westerly winds bring clean air from the North Atlantic for 
most of the year. However, the wind periodically comes from the east, meaning that Mace Head 
experiences aged, polluted air masses which have passed over mainland Europe, the United 
Kingdom, and Ireland. Such a trajectory would mean that the air mass will pass over a range of 
landscapes, from vast forested areas to urbanised regions, thus being exposed to a wide variety of 
emissions. This will then affect the mixing ratios of ethanol seen at Mace Head.  Such variations in 
air mass trajectories therefore make Mace Head a complex site to model accurately. This is illustrated 
in Figure 3.15, which shows the varying levels of agreement for the simulations applying emission 
data from both Kirstine and Galbally [2012] and Naik et al. [2010] over the course of the year. 
 
There are periods in which the air sampled at Mace Head is likely to be influenced by emissions from 
Europe and the U.K., with pollution events more likely to be seen at these times. As seen in Figure 
3.15, much higher ethanol mixing ratios were recorded at the site in March and December, ranging 
between approximately 150 and 160 ppt. The study which reported the measured ethanol data [Walsh, 
2012] used atmospheric transport and dispersion models to conduct sector analysis, which made it 
Mace Head, Ireland 
 
Figure 3.14: Monthly variations of surface ethanol mixing ratios in Mace 
Head, produced by the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-




possible to deduce when polluted European air passed over Mace Head. The analysis highlighted 
several pollution events in early December, January, February and March, with European emissions 
making a significant contribution to the air mass sampled in these months. It is therefore likely that 
such elevated mixing ratios recorded at Mace Head in December and March are a result of a pollution 




















Figure 3.15 shows that STOCHEM-CRI simulated higher ethanol mixing ratios than those measured 
on Masonboro Island in all cases. As with the Central Gulf data, the simulations using emission class 
data from Naik et al. [2010] simulated mixing ratios which were closer to the measured data. This 
suggests that emission data from Naik et al. [2010] provide a slightly more reasonable estimation of 
ethanol emissions in the area. With smaller anthropogenic and vegetation-sourced emission fluxes 
compared with the Kirstine & Galbally [2012] data, this suggests that the model is over-estimating 





Masonboro Island, North Carolina, U.S.A. 
 
Figure 3.15: Monthly variations of surface ethanol mixing ratios in Masonboro 
Island, produced by the base case (circles), “Naik_biofuel” (triangles), “KG_anth” 
(upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI simulations. 






















Figure 3.16 shows that both runs applying emission class data from Kirstine and Galbally [2012] 
simulate the highest ethanol mixing ratios, as a result of higher vegetation and anthropogenic 
emission fluxes. This agrees well with previous studies, which have shown that including vegetation 
emissions and increasing anthropogenic emissions of ethanol in remote environments improve the 
agreement between modelled and measured mixing ratios [Khan et al., 2017]. This indicates that the 
emission class data compiled by Kirstine and Galbally [2012] give a more reasonable estimation as 
to the emissions contributing to the observed ethanol mixing ratios in New England. 
 
The study which recorded the ethanol mixing ratios in New England [Warneke et al., 2005] found 
that the highest levels were observed when sampling in Boston Harbour; downwind of the coastal 
city of Boston, suggesting a dominant anthropogenic emission source. This supports the findings of 
this study, with greater agreement seen when applying the Kirstine and Galbally [2012] emission 





New England, U.S.A. 
 
Figure 3.16: Monthly variations of surface ethanol mixing ratios in New 
England, produced by the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-
























Jungfraujoch is a high Alpine station which is used to monitor European background concentrations, 
with air predominantly sampled from the free troposphere, rather than the boundary layer. However, 
under certain meteorological conditions, the air mass sampled at Jungfraujoch contains polluted 
European boundary layer air, which has mixed with the air from the free troposphere.  
 
The ethanol mixing ratios simulated by STOCHEM-CRI show varying degrees of agreement with 
the measurement data, thus illustrating the variation of air masses sampled at Jungfraujoch. The 
ethanol mixing ratios simulated by the “KG_anth” run were found to be closest to the measured value 
in April and October. However, those simulated by the “Naik_biofuel” run gave the best agreement 
with the data measured in July. The study by Khan et al. [2017] suggested improved agreements 
when increased vegetation and oceanic emissions applied to the model. This could account for the 
good agreement seen with regards to the “KG_anth” simulation, as this incorporates oceanic emission 





Figure 3.17: Monthly variations of surface ethanol mixing ratios at Jungfraujoch, 
produced by the base case (circles), “Naik_biofuel” (triangles), “KG_anth” 
(upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI simulations. 






















Figure 3.18 demonstrates that, as with the remote site at Jungfraujoch, the runs applying emission 
class data from Kirstine and Galbally [2012] simulated ethanol mixing ratios which are much closer 
to those measured in Nashville. This suggests that these emissions provide a better representation of 
the observed ethanol mixing ratios in this area. These simulations incorporated oceanic emission 
fluxes of ethanol into the model, whilst also including much higher emission fluxes from vegetation. 
The study which reported the observed ethanol mixing ratios [Riemer et al., 1998] highlighted the 
fact that the measurement site was located tens of kilometres away from any large urban area, with 
immediate surroundings comprising of non-agricultural fields and wooded regions. Previous work 
suggested improved agreements at rural sites when increased vegetation and oceanic emissions were 
applied [Khan et al., 2017], thus supporting the findings of this study. 
 
Similar observations can also be applied to other rural sites, such as Pennsylvania, the Santa Rita 
mountains and Wank Peak (Figures 3.19 to 3.21), whereby an improved agreement is seen on the 
elevation of vegetation emissions and inclusion of oceanic emissions (i.e. in the simulations applying 
emissions class data from Kirstine and Galbally [2012]).  
 
 
Nashville, Tennessee, U.S.A. 
 
Figure 3.18: Monthly variations of surface ethanol mixing ratios in 
Nashville, produced by the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) 








































Pennsylvania, Alabama, U.S.A. 
Figure 3.19: Monthly variations of surface ethanol mixing ratios in 
Pennsylvania, produced by the base case (circles), “Naik_biofuel” 
(triangles), “KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) 
STOCHEM-CRI simulations. The red triangle denotes the measured 
ethanol. 
Figure 3.20: Monthly variations of surface ethanol mixing ratios in the 
Santa Rita mountains, produced by the base case (circles), “Naik_biofuel” 
(triangles), “KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) 
STOCHEM-CRI simulations. The red triangle denotes the measured 
ethanol and associated error. 























The corresponding literature for the observational ethanol data from these three sites [Snider and 
Dawson, 1985; Fehsenfeld et al., 1992; Leibrock and Slemr, 1997] support these findings. All three 
studies reported dominant influences from biogenic emission sources, as a result of the location of 














Wank Peak, Germany 
 
Figure 3.21: Monthly variations of surface ethanol mixing ratios at Wank 
Peak, produced by the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-






As seen in figures 3.22 and 3.23, the suburban sites of Galveston Bay, Texas and Granite Bay, 
California show significant under-estimations of modelled ethanol mixing ratios, with very slight 
improvements when emission class data from Kirstine and Galbally [2012] was applied. 
 
The higher measured ethanol level at these sites is likely to be a result of both Galveston Bay and 
Granite Bay being downwind of large urban areas, Houston and Sacramento, respectively. Houston 
is one of the most dominant cities in the U.S.A. in terms of oil and gas exploration and production. 
Granite Bay is also located close to two major highways. These factors suggest a dominant 
anthropogenic source of ethanol. There is also a gasoline refinery in close proximity to the Granite 
Bay measurement location, which used ethanol instead of methyl-t-butyl-ether during the 
measurement year [Rubin et al., 2006], indicating some influence from biofuel-based sources.  
 
The underestimation of ethanol by the model at both of these sites is therefore likely to be a result of 
underestimated anthropogenic emissions, with biofuel emissions likely to be much greater than what 
the model used. Some of this difference could also be attributed to the coarse resolution of 
STOCHEM-CRI, as it volume averages over a large scale and is unable to model urban areas such 


















Galveston Bay, Texas, U.S.A. 
 
Figure 3.22: Monthly variations of surface ethanol mixing ratios in 
Galveston Bay, produced by the base case (circles), “Naik_biofuel” 
(triangles), “KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) 









































Granite Bay, California, U.S.A. 
 
Figure 3.23: Monthly variations of surface ethanol mixing ratios in Granite 
Bay, produced by the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-




Modelled ethanol mixing ratios from the simulations were extracted and compared against 
observational data from four flight campaigns, which took place at various locations across the globe. 
This would act as a further assessment of the accuracy of the model, this time across a range of 
altitudes. Coordinate boundaries of each flight campaign were obtained from literature and converted 
to STOCHEM-CRI grid references, with modelled data being extracted for each level and averaged. 
Figures 3.24 to 3.27 show the observational flight data for ethanol from the INTEX-NA, INTEX-B, 
TRACE-P and PEM-Tropics B campaigns [Naik et al., 2010], along with the simulated mixing ratios 






























Figure 3.24: Vertical profiles for measured and modelled ethanol, using 
measurement data from the “INTEX-NA” flight campaign and modelled data 
produced from the base case (circles), “Naik_biofuel” (triangles), “KG_anth” 
(upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI simulations 









































Figure 3.26: Vertical profiles for measured and modelled ethanol, using 
measurement data from the “TRACE-P” flight campaign and modelled data 
produced from the base case (circles), “Naik_biofuel” (triangles), “KG_anth” 
(upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI simulations 
The red triangles denote the measured ethanol and associated error. 
Figure 3.25: Vertical profiles for measured and modelled ethanol, using 
measurement data from the “INTEX-B” flight campaign and modelled data 
produced from the base case (circles), “Naik_biofuel” (triangles), “KG_anth” 
(upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-CRI simulations 

























The INTEX-NA campaign was conducted from July to August 2004 over eastern USA, the INTEX-
B campaign took place from February to April 2001 over the Gulf of Mexico, the TRACE-P 
campaign was conducted in 2001 over the North Pacific, and the PEM-Tropics B campaign was 
conducted from March to April 1999 over the South Pacific. It should be noted that the errors 
associated with observational data from flight campaigns such are relatively higher. This is a result 
of large uncertainties surrounding ethanol levels which arise from variations in ethanol emissions and 
meteorological phenomena occurring throughout the troposphere. However, in the majority of 
simulations in this study, discrepancies between the modelled and measured ethanol data are within 
their respective standard deviations. 
 
In the INTEX-NA, INTEX-B, and TRACE-P simulations (Figures 3.24 to 3.27), the model 
underestimates ethanol mixing ratios.  However, higher levels of ethanol were observed in the model 
runs which applied the emissions class data from Kirstine and Galbally [2012] (i.e. “KG_anth” and 
“KG_biofuel”), thus bringing them closer to the observed values. This can be attributed to higher 
anthropogenic and particularly, vegetation emission fluxes in the Kirstine and Galbally [2012] data 
compared to the those applied in the base case and “Naik_biofuel” simulations. This agrees well with 
PEM-Tropics B 
 
Figure 3.27: Vertical profiles for measured and modelled ethanol, using 
measurement data from the “PEM-Tropics B” flight campaign and modelled 
data produced from the base case (circles), “Naik_biofuel” (triangles), 
“KG_anth” (upturned triangles) and “KG_biofuel” (diamonds) STOCHEM-





an earlier study, which found that increasing emissions from vegetation and anthropogenic sources 
in STOCHEM-CRI brought the modelled values closer to observational data [Khan et al., 2017].  
 
Although significantly underestimating ethanol mixing ratios, the modelled data for the INTEX-NA, 
INTEX-B and TRACE-P simulations showed a similar overall trend to the observational data, with 
decreasing mixing ratios with increasing altitude.  In the “PEM-Tropics B” simulation, however, the 
modelled ethanol mixing ratios did not show such a similarity. Although the model underestimated 
the ethanol mixing ratios, the observational data for this campaign showed increasing mixing ratios 
with altitude. This is contradictory to the trend shown by the modelled data (Figure 3.31). This trend 
in the observed data is likely to be due to convective activity taking place in this region, whereby 
pollutants are transported vertically through the atmosphere via frontal lifting.  
 
As previously discussed, STOCHEM-CRI underestimates the ethanol mixing ratios measured in all 
flight campaigns used in this study. The STOCHEM-CRI model operates using a very coarse 
horizontal grid resolution of 5° longitude by 5° latitude, meaning that it is unable to accurately model 
small-scale pollution events, as these make up only a small fraction of each grid. This, in combination 
with further dilution with increasing altitude, makes it extremely difficult for coarse-grid global 
models, such as STOCHEM-CRI, to accurately predict variations of atmospheric species with 
altitude. 
 




The three-dimensional, global chemistry transport model, STOCHEM-CRI was used to constrain the 
global sources of ethanol. 
 
Six simulations were integrated, whereby ethanol was assumed to have an exclusive emission source 
(anthropogenic, biofuel, biomass burning, oceans, soil or vegetation), with a total global emission of 
5 Tg/year. This emission was selected as it would be high enough to observe any seasonal variations 
in the modelled data, as well as making the values suitable for comparisons with the observational 
data. Using an emission of 5 Tg/year would also be insufficient to dominate over methane or carbon 
monoxide as the main sink for the hydroxyl radical. This would therefore mean that the hydroxyl 




Table 3.13: Emissions data applied to STOCHEM-CRI for the “C2H5OH_anth”, 
“C2H5OH_biofuel”, “C2H5OH_biomass”, “C2H5OH_ocean”, “C2H5OH_soil”  
 and “C2H5OH_veg” simulations. 
representation and behaviour within the model. These simulations were so-called “C2H5OH_anth”, 
“C2H5OH_biofuel”, “C2H5OH_biomass”, “C2H5OH_ocean”, “C2H5OH_soil” and 








Ethanol data from each simulation was extracted from the model for 20 global monitoring sites 
(details and sources of which are provided in chapter 3.2.2), by first converting the site coordinates 
to STOCHEM-CRI grid references (as described earlier in the chapter). Subsequent work did not 
require further integrations to be run using STOCHEM-CRI. The modelled data from earlier 
integrations were used to constrain the global sources of ethanol, along with observational data from 









Emission class (Tg/yr) 
      Simulation Anthropogenic Biomass Vegetation Soil Ocean Comments 
C2H5OH_anth 5.0 0.0 0.0 0.0 0.0 NMVOC emission 
distribution 
C2H5OH_biofuel 5.0 0.0 0.0 0.0 0.0 Biofuel emission 
distribution 
C2H5OH_biomass 0.0 5.0 0.0 0.0 0.0 NMVOC emission 
distribution 
C2H5OH_ocean 0.0 0.0 0.0 0.0 5.0 NMVOC emission 
distribution  
C2H5OH_soil 0.0 0.0 0.0 5.0 0.0 NMVOC emission 
distribution 





3.3.2 Results & Discussion 
Monthly surface level ethanol mixing ratios were extracted from the six model runs described in 
Table 3.12 and compared with respective observational data from the global monitoring sites. As 
with the previous section, urban sites were not included in this analysis, due to the coarse resolution 
of the model making any comparisons with highly polluted areas unfair. 
 
 



























All simulations underestimate the observed ethanol mixing ratios in Chebogue Point. The simulated 
ethanol mixing ratios from the “C2H5OH_anth” and “C2H5OH_biofuel” runs lie closest to the 
observed values. This result is reasonable, as the monitoring site is downwind of polluted regions of 
the north-eastern USA (e.g. New York and Boston), meaning that anthropogenic activity is likely to 
be the dominant source of ethanol in this area.   
 
Chebogue Point, Nova Scotia 
 
Figure 3.28: Monthly variations of surface ethanol mixing ratios in Chebogue Point, 
Nova Scotia, produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” 
(triangles), “C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” 
(diamonds), “C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-
CRI simulations . The red triangle denotes the measured ethanol and associated 




Looking at the modelled data in Figure 3.28, ethanol mixing ratios reach their highest values when 
resulting from anthropogenic emissions and biofuel usage (i.e. the “C2H5OH_anth” and 
“C2H5OH_biofuel” simulations).  This suggests that the site at Chebogue Point is particularly 
sensitive to anthropogenic emissions, as well as those coming from biofuel usage. Modelled mixing 
ratios from the “C2H5OH_veg” run are also relatively high, indicating some sensitivity to emissions 
from vegetation. The modelled data associated with the “C2H5OH_soil” run also exhibit slight 
elevations, but these are far less pronounced than the sources previously mentioned, suggesting only 



























Although Figure 3.29 shows that ethanol mixing ratios are underestimated by STOCHEM-CRI in the 
Central Gulf, those simulated by the “C2H5OH_anth” and “C2H5OH_veg” runs are much closer to 
the observed value. The measurement was taken over the Central Gulf of Mexico, downwind of the 
large, industrialised city of Houston, Texas. This therefore means that the observed ethanol mixing 
ratios are likely to be predominantly influenced by emissions resulting from anthropogenic activity, 
thus agreeing with the higher mixing ratios modelled by STOCHEM-CRI in the “C2H5OH_anth” 
run.  
 
Figure 3.29: Monthly variations of surface ethanol mixing ratios in the Central 
Gulf, produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” 
(triangles), “C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” 
(diamonds), “C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) 
STOCHEM-CRI simulations . The red triangle denotes the measured ethanol.  
 





Studies have suggested that anthropogenic emissions are much more dominant in the Houston area, 
though large amount of biogenic emissions have been found to occur to the northeast of the city [Li 
et al., 2007], with the extensive Sam Houston National Forest around 50 miles north of the city. This 
could account for the elevated ethanol mixing ratios simulated by STOCHEM-CRI in the 
“C2H5OH_veg” run. These results agree with findings from a study by Khan et al. [2017], which 
noted an improvement in the agreement between modelled and measured ethanol mixing ratios in 
this area when vegetation emissions were included, and anthropogenic emissions were increased in 
the STOCHEM-CRI model. 
 
The modelled ethanol data in Figure 3.29 shows that the Central Gulf region is sensitive to several 
emission sources. Anthropogenic, soil and vegetation-sourced emissions exhibit particularly high 
mixing ratios, thus highlighting a heightened sensitive of the Central Gulf region to these sources. 
Emissions associated with oceanic sources of ethanol display some seasonal behaviour, but with 
much lower mixing ratios when compared with the other sources of ethanol, suggesting this location 




























Mace Head, Ireland 
 
Figure 3.30: Monthly variations of surface ethanol mixing ratios in Mace Head, 
produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI 





Figure 3.30 shows that simulated ethanol mixing ratios in the “C2H5OH_anth” and 
“C2H5OH_ocean” runs were found to have a reasonable agreement with measured levels in Mace 
Head, particularly between May and November. The study from which the observational data was 
taken found that ethanol was only seen in polluted air masses, which had passed over Europe, thus 
suggesting that it was likely to be resulting from anthropogenic and industrial activities [Walsh, 
2010]. However, the air masses arriving at the Mace Head site predominantly come from the West, 
over the North Atlantic Ocean. Both observations provide a basis for the higher ethanol mixing ratios 
modelled by STOCHEM-CRI in the “C2H5OH_anth” and “C2H5OH_ocean” runs. This is supported 
by the fact that the modelled data for the “C2H5OH_anth” and “C2H5OH_ocean” runs exhibit higher 
mixing ratios when compared with the other emission sources. This highlights the sensitivity of the 
site at Mace Head to both anthropogenic and oceanic emissions, which originates from the different 





























Figure 3.31 shows that all simulations underestimated the observed ethanol mixing ratios in 
Masonboro Island. However, the “C2H5OH_veg” run simulated much higher ethanol levels for June, 
Masonboro Island, North Carolina, U.S.A. 
 
Figure 3.31: Monthly variations of surface ethanol mixing ratios in Masonboro 
Island, produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI 




the month when the measurement was taken. These results agree somewhat with a previous study 
[Khan et al., 2017], in that included vegetation emissions brings the modelled levels of ethanol closer 
to the measured levels at the Masonboro site.  
 
High mixing ratios in the modelled data are observed when looking at anthropogenic, soil, and 
vegetation-sourced emissions of ethanol. This highlights the heightened sensitivity of the 
measurement site on Masonboro Island to emissions from a wide range of sources, whether they are 
from biogenic and/or anthropogenic/industrial sources. The sensitivity to emissions from biogenic 
(namely, vegetation and soils) is sensible, when considering that the island is uninhabited. The 
modelled data also suggests some sensitivity to anthropogenic sources. This is likely to be due to the 
island’s proximity to urban centres inland, such as Wilmington; outflow from which may contribute 





























Figure 3.32 shows that all model simulations underestimate the observed mixing ratios of ethanol in 
New England. The “C2H5OH_anth” values have the best agreement with the measurement data but 
are still less than half of the measured mixing ratios. The measurements were taken onboard a 
research vessel, with the highest mixing ratios observed in Boston harbour, suggesting dominant 
New England, U.S.A. 
 
Figure 3.32: Monthly variations of surface ethanol mixing ratios in New 
England, produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” 
(triangles), “C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” 
(diamonds), “C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) 




anthropogenic influences. These results agree with findings from a study by Khan et al. [2017], with 
a better agreement between modelled and measured ethanol mixing ratios seen in this area when 
anthropogenic emissions were increased in STOCHEM-CRI. 
 
Looking at the modelled data in Figure 3.32, the emissions coming from anthropogenic, biofuels, 
vegetation and soil-derived sources show pronounced elevations compared with the biomass burning 
and oceanic emissions. The highest modelled mixing ratios are seen when using anthropogenic 
emissions in particular, thus indicating a heightened sensitivity to this source in New England 
compared with others. The simulated mixing ratios associated with the oceanic and biomass burning 
emission sources are extremely low, meaning that they are unlikely to make significant contributions 






























Figure 3.33 shows that STOCHEM-CRI underestimates the observed mixing ratios at the 
Jungfraujoch site in all cases. However, the modelled ethanol mixing ratios in the “C2H5OH_anth” 
Jungfraujoch, Switzerland 
 
Figure 3.33: Monthly variations of surface ethanol mixing ratios at Jungfraujoch, 
produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI 




run are significantly higher, bringing them much closer to the measured values and suggesting a 
dominant anthropogenic ethanol source. This agrees with the findings made by Legreid et al. [2008], 
which highlighted significant contributions from anthropogenic emissions as a result of good 
correlations with carbon monoxide in polluted air masses. Reduced discrepancies between modelled 
and measured ethanol mixing ratios were also observed to some extent, when ethanol was assumed 
to be emitted from vegetation (i.e. the “C2H5OH_veg” run).  
 
The modelled data in Figure 3.33 supports a dominant anthropogenic influence at Jungfraujoch, with 
elevated mixing ratios observed for the “C2H5OH_anth” data. There are also notable elevations in 
the “C2H5OH_soil” and “C2H5OH_veg” data, indicating that Jungfraujoch also has some sensitivity 
to soil and vegetation-sourced emissions. These findings are supported by the fact that, although 
Jungfraujoch generally samples undisturbed air from the free troposphere, there are times when air 
masses containing polluted boundary layer air are mixed with air from the free troposphere. This 
therefore means that air masses sampled at Jungfraujoch can contain anthropogenic emissions from 





























Figure 3.34: Monthly variations of surface ethanol mixing ratios in  Nashville, 
produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI 
simulations. The red triangle denotes the measured ethanol. 





Figure 3.34 shows that all STOCHEM-CRI simulations produced significantly lower ethanol mixing 
ratios, compared with the measured levels seen in Nashville. Higher modelled ethanol levels were 
seen when emitted from the soil, and highest levels when emitted from vegetation. These results are 
encouraging, as the measurement site was located in an area surrounded by a combination of fields 
and wooded areas, meaning that vegetation-sourced emissions would likely make up a large 
proportion of the ethanol detected at the site.  
 
Simulated mixing ratios were found to be the highest when applying vegetation and soil-derived 
emissions, emphasising the site’s sustained sensitivity to these sources. Figure 3.34 also shows that 
the mixing ratios associated with anthropogenic emissions are also relatively high, compared with 
other sources. This indicates that Nashville, as well as being sensitive to emissions from vegetation 




























Modelled ethanol mixing ratios also significantly underestimated those that were measured at a 
similar site in Pennsylvania. This site is in a very remote area, and is surrounded by marshes, lakes 
and rivers, thus meaning that biogenic sources of ethanol are likely to dominate. Results from this 
Pennsylvania, Alabama, U.S.A. 
 
Figure 3.35: Monthly variations of surface ethanol mixing ratios in  
Pennsylvania, produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” 
(triangles), “C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” 
(diamonds), “C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) 




study agree well with this observation, with Figure 3.35 showing higher simulated ethanol mixing 
ratios in the runs which apply an exclusive soil or vegetation emission source.  These results highlight 
the sensitivity of the site in Pennsylvania to these biogenic emission sources. 
 
Further support for these findings is provided by an earlier study by Khan et al. [2017], which showed 
improved model accuracies at rural sites such as Pennsylvania, when vegetation emissions were 



























As with the previous two sites in rural Nashville and Pennsylvania, modelled ethanol mixing ratios 
were found to be much lower than those observed in Santa Rita, Arizona (Figure 3.36), with the 
highest simulated values seen when applying either a vegetation or soil-based emission source. This 
therefore indicates that the site in the Santa Rita mountains is particularly sensitive to biogenic 
emissions from soil and vegetation. This site lies at the foothills of the Santa Rita mountains, in an 
extremely remote area, thus supporting the results from these simulations. 
 
 
Figure 3.36: Monthly variations of surface ethanol mixing ratios in  the Santa Rita 
mountains, produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” 
(triangles), “C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” 
(diamonds), “C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-
CRI simulations. The red triangle denotes the measured ethanol and associated error. 





























Figure 3.37 shows that all modelled ethanol mixing ratios were found to be lower than the values 
observed on Wank Peak in Germany, with the highest simulated values observed when assuming an 
exclusive anthropogenic emission source. Higher ethanol mixing ratios were also seen in runs 
applying vegetation and soil-sourced ethanol emissions. These findings highlight some degree 
sensitivity to biogenic emissions from soil and vegetation. However, the observed maximum mixing 
ratios from anthropogenic emissions suggest Wank Peak is most sensitive to emissions from this 
source. As a high-altitude mountain site (1778 m a.s.l.), Wank Peak generally samples air from the 
free troposphere. However, air masses containing polluted boundary layer air can mix with free 
tropospheric air during upward transport, as a result of meteorological processes such as frontal 
lifting. Therefore, the site at Wank Peak is likely to detect anthropogenic emissions from the 








Wank Peak, Germany 
 
Figure 3.37: Monthly variations of surface ethanol mixing ratios at Wank Peak, 
produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI 





Figures 3.38 and 3.39 show that there is a significant underestimation of ethanol mixing ratios 
compared with those measured at the suburban locations used in this study; Galveston Bay and 
Granite Bay. Galveston Bay is downwind of Houston (thus well within urban corridor) and Granite 
Bay is close to both the Sacramento urban area and 2 major highways. This means that a dominant 
anthropogenic source of ethanol would be expected for both sites [Gilman et al., 2009], thus 
providing the reasoning behind the high mixing ratios measured at each site.  
 
In these cases, the significant discrepancies between the measured and modelled data make it difficult 
to differentiate between the model runs. In order to overcome this, the data for these sites are 
displayed on two separate y axes. 
 
Although there are slight elevations in emissions from soil and vegetation when looking at the data 
from Galveston Bay, such low modelled mixing ratios mean that such elevations are not considered 

























Galveston Bay,  
Texas, U.S.A. 
 
Figure 3.38: Monthly variations of surface ethanol mixing ratios in Galveston 
Bay, produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI 































Maximum emissions for each emission source were determined, using the measurement data for July 
at Jungfraujoch (and associated error bars). This was done by taking the positive error bar limit for 
July and dividing this by the modelled concentration for the site in July, which gives a scaling factor. 
This was then multiplied by 5 (i.e. the original 5 Tg/year used in the model simulations), in order to 
give the upper limits of each emission source, according to the observational data from Jungfraujoch. 











Emission Source Scaling Factor Emission Maximum 
(Tg/yr) 
Anthropogenic 1.85 9.24 
Biofuel 42.2 211 
Biomass burning 20.3 101 
Oceans 88.2 441 
Soils 7.06 35.3 
Vegetation 3.35 16.8 
Table 3.14: Scaling factors and upper limits of ethanol emissions from 
each source derived using data from the Jungfraujoch monitoring site.  
Granite Bay,  
California, U.S.A. 
 
Figure 3.39: Monthly variations of surface ethanol mixing ratios in Granite Bay, 
produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI 




The information provided in Table 3.14 also shows which sources of emissions the measurement site 
at Jungfraujoch is sensitive to. Total ethanol emissions (i.e. the summed emission of all sources) 
reported by Kirstine and Galbally [2012] and Naik et al. [2010] in chapter 3.2 were found to be 
around 40 Tg/year. Looking at the data in Table 3.14, the emission maxima associated with multiple 
sources exceed this value greatly, with emissions from oceans alone simulated to be over ten times 
higher, at 441 Tg/year. Such unrealistically high values provide a clear indication that emissions from 
a number of sources are not well constrained at the measurement site at Jungfraujoch. However, 
estimates for the upper limits of anthropogenic and vegetation-sourced emissions are much more 
reasonable, suggesting that Jungfraujoch is far more sensitive to these sources, in comparison with 
others shown in the table. 
 
The scaling factors associated with each emission source were then applied to the respective modelled 
data for each monitoring site and compared with the observational data. Some emission sources are 
reasonably well constrained in some clean, marine environments such as Chebogue Point and Mace 
Head, as well as in the rural environment of Wank Peak, Germany. But, overall, the emissions are 
significantly underestimated across a wide array of environments, ranging from rural areas like Santa 
Rita, through to large urban areas, such as London. It should also be noted, however, that some of 
the under-estimated modelled values will be a result of the coarse resolution of STOCHEM-CRI, 
particularly in urban areas.  
 
The use of the data from Jungfraujoch could give an indication as to how well it was able to constrain 
various emission sources of ethanol across a number of atmospheric environments. Results of this 
earlier work indicated that more than one site would be needed in order to better constrain the global 
sources of ethanol. The marine sites of Chebogue Point and the Central Gulf were selected, and the 
respective observational data was used to derive upper limits of the emissions sources at each site. 
This was done using the same process as the Jungfraujoch data, whereby the scaling factors were 
derived using the modelled mixing ratios for the respective month, and subsequently multiplied by 5 
(i.e. the original 5 Tg/year used in the model simulations) to give the upper limit of each emission 










Table 3.15: Scaling factors and upper limits of ethanol emissions from each source,  derived 
using data from  Chebogue Point and the Central Gulf (the data for Chebogue Point had error 
bars associated with it, meaning that the scaling factors for sources at this site were derived 
using the positive error bar value; no error bars were provided for the Central Gulf data, 


















These emission maxima were then compared with those determined for the Jungfraujoch data (Table 
3.16), in order to determine which of the three sites best constrained each emission source, and thus 
derive the optimised scaling factors and emission maxima. Looking at Table 3.16, the anthropogenic, 
oceanic, vegetation and soil-derived ethanol emissions are best constrained by the Central Gulf site, 




















                     Chebogue Point                                             Central Gulf 
Emission Source Scaling Factor Emission Maximum 
(Tg/yr) 
Scaling Factor Emission Maximum 
(Tg/yr) 
Anthropogenic 3.71 18.5 1.1 5.52 
Biofuel 4.93 24.7 16.9 84.3 
Biomass burning 120 600.5 345 1727 
Oceans 36.2 181.2 5.91 29.5 
Soils 17.6 88 1.76 8.82 
Vegetation 7.99 39.9 1.09 5.43 
Emission Source Emission Maximum for 
Jungfraujoch (Tg/yr) 
Emission Maximum for 
Chebogue Pt (Tg/yr) 
Emission Maximum for 
Central Gulf (Tg/yr) 
Anthropogenic 9.24 18.5 5.52 
Biofuel 211 24.7 84.3 
Biomass burning 101 600.5 1727 
Oceans 441 181.2 29.5 
Soils 35.3 88 8.82 
Vegetation 16.8 39.9 5.43 
Table 3.16: Summary of the scaling factors and upper limits of ethanol emissions 





Table 3.17 below displays the optimised scaling factors for each emission source of ethanol. These 
factors were then applied to the modelled data for the reminder of the monitoring sites/environments 
















In general, the emissions at several monitoring sites were not well constrained, despite using 
optimised scaling factors derived from observational data from three different sites. Some sites 
showed varying results in terms of the scaling factors which best constrained each emission source. 
An example of such a site is New England, whereby the anthropogenic, biomass burning, oceans, 
soils and vegetation were better constrained by Jungfraujoch data; yet the biofuel emissions were 
found to be better constrained by the respective optimised scaling factor (in this case, that associated 
with Chebogue Point).  
 
 In Mace Head, the original Jungfraujoch scaling factors gave variable results amongst the different 
emission sources, with noted differences seen when applying those shown in Table 3.16. The most 
significant change at this site was observed for the ocean-sourced emissions. The use of the scaling 
factor for the Central Gulf brought these much closer to the measured value. However, the application 
of the respective scaling factors for the remaining sources led to poorer agreements, as they were 
significantly reduced in comparison with the original scaling factors from the Jungfraujoch data. 
 
The Central Gulf was the only site studied in which the optimised scaling factors (i.e. those in Table 
3.16), constrained the emission sources better than the original Jungfraujoch data. All sources 
simulated ethanol mixing ratios which were much closer to the measured value. However, it should 
be noted that the difference between modelled and measured ethanol was still too large to be able to 
say that the emissions at this site have been sufficiently constrained at this time. The optimised scaling 
Emission Source Scaling Factor Emission maximum 
(Tg/yr) 
Monitoring site 
Anthropogenic 1.1 5.52 Central Gulf 
Biofuel 4.93 24.7 Chebogue Point 
Biomass burning 20.3 101 Jungfraujoch 
Oceans 5.91 29.5 Central Gulf 
Soils 1.76 8.82 Central Gulf 
Vegetation 1.09 5.43         Central Gulf 
Table 3.17: Optimised scaling factors and emission maxima for each global source 






factors for each emission source were then applied to the ethanol mixing ratios modelled by 
STOCHEM-CRI for Jungfraujoch.  As expected, these scaling factors did not constrain the emissions 
at the site as well as those from the Jungfraujoch data.  
 
Although not all simulated values from the various emission sources were close to the measurement 
value in all four cases (January, April, July and October), Figure 3.40 indicates a reasonably good 
agreement for anthropogenic and biofuel-sourced emissions, aside from October. Overall, the 
vegetation, soil and biomass burning-sourced emissions were underestimated, with oceanic emissions 
showing a similar trend, except for a reasonable with the measured data in December. All emission 
sources converging on the upper limit of the error bar of the measured value for July (expected, as 




















Figure 3.41 shows that, when using the scaling factors for Chebogue Point, Central Gulf and 
Jungfraujoch, the mixing ratios associated with biofuel, vegetation, ocean and soil emissions are 
significantly reduced, thus increasing the discrepancies between the modelled ethanol mixing ratios 
from these sources and the measured data at Jungfraujoch. Anthropogenic emissions are also affected, 
Figure 3.40: Monthly variations of surface ethanol mixing ratios at Jungfraujoch, 
produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI simulations, 
using scaling factors from the Jungfraujoch data. The red triangles denote the measured 





























Biomass burning emissions are unchanged between the two plots, as Jungfraujoch was found to best 
constrain this site when compared with the respective emission maxima of Chebogue Point and 
Central Gulf. In both cases, this source is poorly constrained, suggesting that Jungfraujoch is not 
sensitive to emissions resulting from biomass burning. 
 
In order to evaluate the contribution of biomass burning to ethanol levels at the site, the total modelled 
ethanol (i.e. the summation of ethanol from all sources) was calculated for the year. Biomass burning 
emissions were then removed from the total, in order to assess the impact that this had on the 
relationship between the modelled and measured ethanol levels at Jungfraujoch. Figure 3.42 
illustrates the total modelled ethanol at Jungfraujoch with biomass burning emissions included, 
showing significant over-estimations observed between May and August. However, when biomass 
burning emissions are not included (Figure 3.43), this over-estimation is substantially reduced, thus 
providing further support to the hypothesis that biomass burning emissions are unlikely to contribute 
much to the observed ethanol mixing ratios at Jungfraujoch. 
Figure 3.41: Monthly variations of surface ethanol mixing ratios at Jungfraujoch, 
produced by the “C2H5OH_anth” (circles), “C2H5OH_biofuel” (triangles), 
“C2H5OH_biomass” (upturned triangles), “C2H5OH_ocean” (diamonds), 
“C2H5OH_veg” (squares) and “C2H5OH_soil” (crosses) STOCHEM-CRI simulations, 
























































Figure 3.42: Monthly variations of total surface ethanol mixing ratios in 
Jungfraujoch, produced by STOCHEM-CRI (including biomass burning 
emissions), using scaling factors from the Chebogue Point, Central Gulf and 
Jungfraujoch data. The red triangles denote the measured ethanol and 
associated errors. 
 
Figure 3.43: Monthly variations of total surface ethanol mixing ratios in 
Jungfraujoch, produced by STOCHEM-CRI (excluding biomass burning 
emissions) using scaling factors from Chebogue Point, Central Gulf and 






Table 3.18: Scaling factors and emission maxima associated with emission 
scenarios ES1, ES2 and ES3, according to the data from Jungfraujoch. 
 
The measured data from Jungfraujoch was then compared directly against the total modelled ethanol, 
this time arranged in terms of their absolute values, rather than their temporal associations. The total 
modelled ethanol mixing ratios were modified through the alteration of the emission source scaling 
factors. The outcome of this would be the derivation of several emission scenarios in which modelled 
ethanol levels would be as close to as many of the measured data points as possible.  The emission 
maxima were determined via the same methodology described earlier in the chapter, whereby the 
scaling factor is multiplied by 5 (i.e. the original 5 Tg/yr emissions used in the initial STOCHEM-
CRI simulations). Initially, three emission scenarios were found (hereafter referred to as “ES1”, 














Figures 3.44 to 3.46 show the results obtained when comparing the ES1, ES2 and ES3 modelled data 














Emission Source Emission maximum 
for ES1 (Tg/yr) 
Emission maximum 
for ES2 (Tg/yr) 
Emission maximum 
for ES3 (Tg/yr) 
Anthropogenic 4.85 4.70 6.65 
Biofuel 29.3 30.1 31.3 
Biomass burning 30.9 32.1 35.6 
Oceans 23.5 29.3 31.2 
Soils 9.55 9.05 9.10 
























































Figure 3.44: Comparison of measured (triangle) and total modelled (circle) 
ethanol mixing ratios at Jungfraujoch, using ES1. This scenario applied emissions 
of 4.85, 29.3, 30.9, 23.5, 9.55 and 5.40 Tg/yr from anthropogenic, biofuel, 
biomass burning, oceanic, soil and vegetation-based sources, respectively. 
Figure 3.45: Comparison of measured (triangle) and total modelled (circle) 
ethanol mixing ratios at Jungfraujoch, using ES2. This scenario applied emissions 
of 4.70, 30.1, 32.1, 29.3, 9.05 and 0.85 Tg/yr from anthropogenic, biofuel, 






























ES1, ES2 and ES3 have been able to bring the total modelled mixing ratios within the error bars of 
three out of the four measured data points, thus making it possible to derive ranges of emissions 
which could equate to the ethanol mixing ratios experienced at Jungfraujoch. Anthropogenic 
emissions were found to be the most dominant source, thus meaning that the range of total ethanol 
emissions derived in the study were predominantly due to alterations of the anthropogenic scaling 
factors. Minimal change was observed when scaling factors for other sources such as vegetation, soil, 
biofuels and biomass burning were changed. With this in mind, the resultant range of total ethanol 
emissions for Jungfraujoch was found to be between 103.5 and 114.7 Tg/year, which equates to a 
range in anthropogenic emissions of between 4.70 and 6.65 Tg/year. 
 
The fourth data point (i.e. data point 4 in Figures 3.44 to 3.46) represents the ethanol measured at 
Jungfraujoch in winter. This mixing ratio (239 ppt) was very high for Jungfraujoch, with the 
accompanying literature hypothesising that this could be attributed to a pollution event, whereby the 
ethanol mixing ratios were found to correlate with carbon monoxide in a highly polluted air mass 
[Legreid et al., 2008]. The model would be unable to capture such an event, with significantly higher 
modelled emissions of between 115.3 and 138.45 Tg/year (equating to approximately 7 to 30 Tg/year 
from anthropogenic sources) required in order to bring the modelled data into reasonable agreement.  
Figure 3.46: Comparison of measured (triangle) and total modelled (circle) 
ethanol mixing ratios at Jungfraujoch, using ES3. This scenario applied emissions 
of 6.65, 31.3, 35.6, 31.2, 9.10 and 0.85 Tg/yr from anthropogenic, biofuel, 




Table 3.19 outlines three examples of emissions scenarios which would be required to do this 
(hereafter referred to as “ES4”, “ES5” and “ES6”). These values exceed reasonable emission 













The upper limits of all sources were then calculated for all measurement locations used in this study. 
These are shown in Table 3.20. These were calculated using the measurement data associated with 
each measurement location. If multiple measurements were taken, the highest value was used in the 
calculation. This was then divided by the modelled concentration from each emission source for the 
month the measurement was taken. This was then multiplied by 5 (i.e. the original 5 Tg/year used in 
the model simulations), in order to derive maximum emissions from each source.  
 
It was then possible to use the data in Table 3.20 to derive reasonable estimates of global ethanol 
emission maxima from each source, by looking at the lowest values simulated across all measurement 
locations used in this study. This analysis yielded emissions estimates of 5.52, 24.7, 101, 29.5, 5.43 
and 6.93 Tg/year were from anthropogenic, biofuel, biomass burning, ocean, vegetation and soil-
sourced emissions, respectively. It should be noted that even the lowest biomass burning estimates 
are unreasonably high, at 101 Tg/year, suggesting that this is unlikely to be a significant source of 
global ethanol. However, the table also highlights the fact that the majority of sites are not sensitive 
enough to emissions from multiple sources, with numerous unrealistically high estimates which peak 
at nearly 600,000 Tg/year. 
 
According to the model, there are three sites which are the most important in terms of improving our 
understanding of atmospheric ethanol: the Central Gulf (anthropogenic, oceans and vegetation), 
Chebogue Point (biofuels) and Jungfraujoch (soil and biomass burning). Long-term measurements at 
Emission Source Emission maximum 
for ES4 (Tg/yr) 
Emission maximum 
for ES5 (Tg/yr) 
Emission maximum 
for ES6 (Tg/yr) 
Anthropogenic 7.25 16.0 30.4 
Biofuel 31.3 31.3 31.3 
Biomass burning 35.6 35.6 35.6 
Oceans 31.2 31.2 31.2 
Soils 9.10 9.10 9.10 
Vegetation  0.85  0.85  0.85 
Table 3.19: Scaling factors and emission maxima associated with emission 





these sites could be useful in providing a reasonable estimation of global ethanol emissions in the 
future. Doing so would provide insight into the seasonal variability of ethanol and thus make it 
possible to constrain the emissions to an even greater degree. The value of the measured data could 
be increased further, should it be possible to improve their accuracy. This is particularly important 
when considering the data measured at Jungfraujoch. At the site, Legreid et al. [2008] used a GC-MS 
instrument with a two-stage absorbent system, reporting a precision of 1-5% and accuracy of 3-25% 
(Table 3.11). Although this data has proved useful in this study, the error bars associated with them 
were significant, particularly when looking at the levels measured in the winter.  If the accuracy of 
the measurements at Jungfraujoch was improved, this could significantly reduce the associated error, 
thus increasing the value of measurement data for constraining ethanol sources, alongside 
STOCHEM-CRI.   
 
In conclusion, it has been established that Jungfraujoch, the Central Gulf and Chebogue Point provide 
a good basis for constraining the global sources of ethanol. Should more measurements be taken at 
these sites and their accuracy be improved, this could make them extremely valuable tools for 



























































































































































































































































































































































































































































































































































































































































   
   
   
   
   
   
























3.4 Quantitative Analysis of the Model Bias  
 
3.4.1 Introduction  
It is important to consider how close model predictions are to measured data, as this provides an 
indication of model accuracy. This can be quantified using the model bias (i.e. the difference between 
the measured data and model predictions). 
 
This chapter has outlined several simulations with different modifications to the model’s treatment 
of global ethanol emissions and compared them against measurement data from sites across the globe. 
This section will quantify the bias of the model based on these data. This is achieved by looking at 
the fit of the modelled predictions and corresponding measured data. However, as seen in the chapter, 
not all measured data points have errors associated with them. Therefore, as a result, this best fit 
analysis has been conducted with no error weighting. 
 
Atmospheric model data are validated using measurement data. In this study, STOCHEM-CRI is 
being validated with a range of measured data, mainly from remote, rural and urban background 
locations. The model bias is then calculated using the difference between the modelled and measured 
data. However, the data set included very high measured ethanol concentrations of 5000 ppt. This 
corresponds to ethanol levels measured in London, with the corresponding literature [Dunmore et al., 
2016] reporting it to be a traffic-related point source. Including this data in the subsequent analysis 
would result in a very large model bias, with the strong traffic-related pollution source causing high 
measured concentrations, which are not predicted by STOCHEM-CRI. Thus, we excluded this the 
set of measurement data when calculating the model bias. 
 
3.4.2 Methodology 
The following steps were taken for each model simulation in order to derive the model bias: 
 
1) A line was fitted through a plot of the model and measurement data, using the assumption that 
it passes through the origin. The slope of this line is the “mean gradient” (or “X”), which 
provides some information about the model’s agreement with the measurements. A value of 1.0 
indicates a perfect agreement, with values below and above 1.0 indicating that the model is over- 




2) The error on the model bias factor, Y, could then be derived using the maximum and minimum 
gradients, using equation 3.33: 
 
                                                          Y = q#Dq"
"
        
 
where y1 and y2 denote the maximum and minimum gradient, respectively.  
 
y1 is calculated as the gradient of the highest point, with a measured ethanol concentration of 1900 
ppt. Although this point does not represent all of the data, it gives an indication of the absolute 
maximum (or steepest) gradient. y2 is calculated as the gradient of the line which is fitted through all 
data with values of 50 ppt or below. 
 
3) The model bias factor can then be determined using the mean gradient (X) and the error on the 
model bias factor, Y), using equation 3.34: 
 
Model	bias	factor	 = X	 ± Y        
 
A total of 10 simulations were run on the global chemistry transport model, STOCHEM-CRI, each 
with modifications to the global emission data associated with atmospheric ethanol (see chapters 
3.2.2.2 and 3.3.2). An additional 12 scenarios were also used in the study, whereby scaling factors 
were applied to model output from earlier model simulations (see chapter 3.3.2). A summary of these 
simulations and scenarios can be found in Appendix A.3. 
 
This analysis was conducted for all STOCHEM-CRI simulations and scenarios. The following 
section will discuss the main results. 
   
3.4.3 Results 
Based on results from this analysis, one can deduce the configuration of STOCHEM-CRI used in this 
study which yields the smallest and largest model bias (i.e. the smallest and largest difference 
between model predictions and measured data). In this study, the best and worst performing 







The method outlined in chapter can be applied in the context of these two simulations, in order to 
illustrate how these conclusions can be made. Respective plots for all other simulations and scenarios 
can be found in Appendix A.4. 
 
 
3.4.3.1 Calculation of the Model Bias Factor associated with the 
“KG_anth” Simulation 
Figure 3.47 shows the measured data and corresponding model output associated with the “KG_anth” 
STOCHEM-CRI simulation. The gradient of the line fitted through the data (X) has a value of 1.30. 
As outlined in chapter 3.4.2, this value illustrates the closeness of modelled predictions to measured 
data, with 1.0 representing a perfect agreement. Therefore, at a value of 1.30, the modelled 
predictions from the “KG_anth” simulation have been to show a reasonable degree of agreement with 





















The error on the model bias factor (Y) was derived using the maximum and minimum gradients of 
the data (y1 and y2, respectively). Using the method described in chapter, the former was calculated 



























Modelled ethanol / ppt
Figure 3.47: Fitted plot of the measured and modelled ethanol concentrations, 




Figure 3.48 shows a plot of the data used to derive the minimum gradient (y2). As seen in the figure, 






















Substituting the values of y1 and y2 into equation 3.33 gives a resultant model error bias (Y) of 2.92. 
The values of X and Y derived using data from figures 3.52 and 3.53 therefore give a model bias 
factor of 1.30 ± 2.92. This shows that the model biases low, slightly under-predicting the measured 
data when run in the “KG_anth” configuration, with only a small uncertainty associated with it. As 
will be seen later in this chapter, this model bias is the closest to the value of 1.0 when compared 
with all other simulations and scenarios used in this study, thus performing the best in terms of its 




























Modelled ethanol / ppt
Figure 3.48: Fitted plot of the measured and modelled ethanol concentrations 










3.4.3.2 Calculation of the Model Bias Factor associated with the 
“C2H5OH_biomass” Simulation 
Figure 3.49 shows the measured data and corresponding model output associated with the 
“C2H5OH_biomass” simulation. The gradient of the line fitted through the data (X) has a value of 





















The maximum gradient (y1) was calculated to be 1558.65. Figure 3.50 shows a plot of the data used 




































Modelled ethanol / ppt
Figure 3.49: Fitted plot of the measured and modelled ethanol concentrations, 




















Substituting these values into equation 3.33 gave a model bias error (Y) of 767.17, with the overall 
model bias factor therefore equating to 54.59 ± 767.17.  This was found to be the largest model bias 
out of all scenarios and simulations analysed, whilst also having the largest error associated with it. 
The model bias is extremely low, therefore confirming that it significantly underpredicts measured 





































Modelled ethanol / ppt
Figure 3.50: Fitted plot of the measured and modelled ethanol concentrations 










3.4.3.3 Results Summary & Causes of Model Bias 
Table 3.21 shows a summary of the model bias analyses conducted for all STOCHEM-CRI 























































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 3.2.1 shows that although varying in extent, STOCHEM-CRI consistently biases low in all 
simulations and scenarios analysed, always under-estimating measured concentrations of 
atmospheric ethanol.  
 
Two factors could contribute to STOCHEM-CRI biasing low. It could be that ethanol is being 
removed too quickly within the model’s chemical mechanism, with the bias also potentially being 
driven by an underestimation of ethanol emissions. There is a great amount of uncertainty 
surrounding emission inventory data used in global models like STOCHEM-CRI. Emissions in global 
inventories are often estimated using activity data and emission factors from contributing countries. 
These have great uncertainties associated with them, as the activity data rely on the accuracy of the 
source numbers (e.g. population, fossil fuel production, agriculture) and emission factors often being 
missing for certain countries, with default data applied. 
 
Although no tuning of ethanol loss mechanisms was done in this study, many changes were made to 
the emission data, as outlined throughout this chapter. However, the differences in the emissions were 
only relatively small amongst the majority of simulations and as seen in Table, these all showed that 
STOCHEM-CRI biases low. Without any alterations to the loss mechanisms and with only relatively 
small changes to the emissions, it is not possible to definitively identify the main cause of its bias, or 
the contribution of each factor. Based on the available measurement data and model results from this 
study, one can only state that the bias could be caused by one or both of these factors. Further model 
simulations with tuned loss mechanisms and/or much higher ethanol emissions could help to provide 




















3.5.1 Estimation of the Global Budget and Distribution of Ethanol  
 
This first piece work aimed to address the research question, “Compared with earlier studies, how 
well does STOCHEM-CRI represent the atmospheric chemistry and global budget of ethanol?”.  
 
The global budget analysis of all four simulations suggests that direct emission is the dominant source 
of ethanol. Variations in relative contributions amongst simulations were driven by differences in 
emission class data and/or emission distributions. A significant fraction of ethanol arises from 
photochemical production, which varies significantly from previous studies, with Singh et al. [2004] 
reporting a significantly higher photochemical flux of 2 Tg/year. Reasons behind such a discrepancy 
could not be explained without further information regarding the methods used to calculate the flux 
in Singh et al. [2004]. Photochemical production flux calculated in this study (0.13 Tg/year) was 
found to be much more comparable with those reported by Naik et al. [2010] (0.06 Tg/year). Naik et 
al. [2010] included the self-reaction of C2H5O2 as a source of ethanol. However, this reaction rarely 
occurs in the atmosphere, thus putting the accuracy of the reported photochemical production flux 
into question. The MCM was used to calculate the fraction of C2H5O2 produced from hydrocarbons 
other than ethane. These values were found to be extremely small, thus confirming the dominance of 
ethane as a source of C2H5O2 and that STOCHEM-CRI does not underestimate C2H5O2. The chemical 
mechanism in STOCHEM-CRI also contains a full suite of peroxy radicals which react with C2H5O2, 
omitting its self-reaction due to its extremely low occurrence in the atmosphere. These factors and 
results led to the conclusion that the estimate of C2H5O2 and subsequent photochemical production 
flux of ethanol in STOCHEM-CRI is likely to be the most accurate compared with other studies. 
 
The global sink of ethanol was found to be dominated by OH oxidation in all simulations, with wet 
deposition making a much larger contribution when compared with previous studies by Singh et al. 
[2004], Naik et al. [2010] and Kirstine & Galbally [2012], with analysis of wet deposition parameters 
confirming that this could not be attributed to the scavenging coefficients applied in STOCHEM-
CRI. The simulated lifetime of ethanol in this study was found to be much shorter than those reported 
in the aforementioned earlier studies. This can be attributed to the temperature dependence of the rate 
constants applied to studies by Naik et al. [2010] and Kirstine and Galbally [2012], which simulate 
slower removal of ethanol by the hydroxyl radical in the upper troposphere. Therefore, in answer to 
the aforementioned research question, this shows that overall, STOCHEM-CRI provides a reasonable 




is driven by the detailed chemical mechanism and associated kinetics in the model. However, there 
is potential scope for development, particularly in terms of the higher contribution of wet depositional 
loss within the model, as the cause of this has not been identified in this study. 
 
Simulations using an anthropogenic distribution highlighted heavily populated, industrialised 
regions, predominantly in the Northern Hemisphere. Simulations applying a biofuel-derived emission 
distribution showed higher mixing ratios in regions which manufacture and/or use bioethanol, with 
particularly high mixing ratios observed across South America. This therefore shows that 
STOCHEM-CRI provides an accurate representation of ethanol emissions, according to their 
distribution. In addition, simulations applying emissions class data from Kirstine & Galbally [2012] 
gave higher modelled mixing ratios of ethanol in comparison with the analogous simulations using 
Naik et al. [2010] data. This is likely to be attributed to significantly higher vegetation emission fluxes 
in the former (30.6 Tg/year) than those used in the latter (9.8 Tg/year). When comparing with the 
base case run, the biggest impacts were observed in the Southern Hemisphere, with the most 
significant changes observed in the “KG_biofuel” and “KG_anth” simulations, whereby increase of 
70 ppt and 72 ppt were observed, respectively. 
 
Comparisons with observational data gave variable results amongst different atmospheric 
environments studied. Ethanol levels in remote, marine environments in particular, were better 
represented by the emission class data used by Kirstine and Galbally [2012], with modelled mixing 
ratios which were closer to the observational data in some areas (e.g. Trinidad Head and New 
England), which could be due to higher vegetation-sourced emissions in these runs. This is supported 
by the study of Khan et al. [2017], whereby the inclusion of vegetation and higher anthropogenic 
emissions in the model give better agreement. There were some exceptions to this, (e.g. Chebogue 
Pt, Masonboro Island and Central Gulf), with simulations using Naik emission data showing better 
agreements. At rural sites, Kirstine and Galbally [2012] emission class data generally simulated 
mixing ratios which were closer to observed ethanol levels (e.g. Pennsylvania, Santa Rita, Wank 
peak).  At suburban and urban sites, all runs show significant under-estimations of ethanol mixing 
ratios. Low modelled ethanol mixing ratios in urban areas are likely to result from the low resolution 
of STOCHEM-CRI (5° x 5°), which makes it difficult to model urban areas accurately, as emissions 
are measured over vast areas. There could also still be an under-estimation of anthropogenic 
emissions in these urban areas, or a source which is not being accounted for, with biofuels likely to 





STOCHEM-CRI under-estimated the mixing ratios when compared with data from the INTEX-NA, 
INTEX-B, TRACE-P and PEM-Tropics B flight campaigns, with higher modelled mixing ratios seen 
in the simulations using Kirstine and Galbally emission data. These underestimations could be 
attributed to the coarse horizontal resolution of the model, with the added dilution associated with 
increases in altitude making it even harder for the model to accurately predict ethanol levels. Similar 
overall trends were seen in all cases, with decreasing mixing ratios observed as altitude increased. 
However, observational data from the PEM-Tropics B campaign showed increasing mixing ratios 
with altitude, suggesting some convective activity causing uplift in this region. 
 
3.5.2 Constraining Global Sources of Ethanol using Observational 
Data 
 
This work aimed to address the question, “Can current atmospheric measurements of ethanol from 
across the globe help to constrain sources of global ethanol emissions?”.  In order to investigate this, 
six simulations were run using an exclusive ethanol emission source and compared with observational 
data. A global emission of 5 Tg/year was used in order to produce modelled concentrations high 
enough to compare with the measured data, as well as making any seasonal variations clear. The 
sensitivities of measurement locations to particular sources of ethanol could then be assessed, 
alongside corresponding literature which reported the measured data. Although data from urban areas 
were available, the high pollution levels and coarse resolution of STOCHEM-CRI would make any 
comparisons unfair, hence meaning data from these areas were not included in the analysis.  
 
Analysis of data from rural sites provided encouraging results, with dominant vegetation and soil-
sourced emissions observed in most cases (e.g. Santa Rita mountains and Pennsylvania). Difficulties 
were encountered when looking at suburban locations, with large underestimations observed from all 
sources. This made it impossible to deduce any degree of sensitivity of these locations to any emission 
source. This underestimation could be attributed to the coarse resolution of STOCHEM-CRI and a 
potential under-representation of anthropogenic sources in the model. 
 
Data from the Jungfraujoch monitoring site were used to constrain ethanol emissions at other sites. 
Relatively good agreements were observed in some remote environments (e.g. Chebogue Point, Mace 
Head and Wank Peak).  However, overall, emissions were poorly constrained. Two further sites were 
used to derive upper limits for each emission source, in order to assess the impact on modelled 
emissions at various locations. Emissions were poorly represented by the model when this 




atmospheric environments.  Biomass burning was found to be the least well constrained source of 
ethanol emissions at most measurement locations, with extremely low mixing ratios observed. 
Assessment of the contribution of biomass burning emissions was conducted for Jungfraujoch, with 
reduced discrepancies observed when it was assumed to be zero. This led to the conclusion that 
biomass burning is not likely to be a dominant source of ethanol at Jungfraujoch.  
 
Several emission scenarios were derived for Jungfraujoch to simulate combinations of ethanol 
emission sources which could lead to the measured levels. Resultant ranges of total ethanol emissions 
at Jungfraujoch were found to be between 103.5 and 114.7 Tg/year, with a dominant anthropogenic 
source ranging from 4.7 to 6.7 Tg/year. 
 
Emission maxima were derived for all measurement locations to constrain the upper limits of global 
ethanol emissions. This provided reasonable estimates of all emission sources aside from biomass 
burning, suggesting that this source is unlikely to be a major contributor to global ethanol emissions. 
This study also showed that most sites are not sensitive enough to emissions, with unrealistically high 
estimates emphasising the need for improvements in constraining emissions through long-term 
measurements of atmospheric ethanol. The measurement locations of the Central Gulf, Chebogue 
Point and Jungfraujoch were found to be the most sensitive to ethanol emissions across all sources, 
suggesting that long-term measurements with greater accuracies at these locations would give insight 
into seasonal variabilities and provide a reasonable representation of global ethanol emissions. 
Therefore, in answer to the question regarding the use of measurement data to constrain global 
ethanol emissions, it can be deduced that measurement data do help to constain emissions, but also 
highlights the need for more measurements, in terms of both spatial and temporal coverage. 
 
3.5.3 Quantitative Analysis of the Model Bias  
 
The model bias was calculated for all simulations and scenarios used in this study, in order to quantify 
agreements and discrepancies compared with the measured ethanol data. The analysis showed that 
the model biases low in all cases, underestimating measured concentrations. The analysis showed 
that the model had the lowest bias factor when run in the “KG_anth” configuration, at 1.30 ± 2.92. 
The poorest agreement was seen when the model was run in the “C2H5OH_biomass” configuration, 





The cause of this bias could be a combination of the loss mechanism in the model removing ethanol 
too quickly, with known uncertainties surrounding global inventory emission data also likely to 
contribute.  However, it is not possible to definitively confirm this, as no changes were made to the 
loss parameters in the simulations used in this study. Further runs applying such tuning, along with 
significantly higher global emissions would be required to support this as a robust explanation for the 
































Chapter 4   
 
 





4.1.1 Air Quality Impacts: Environmental & Epidemiological 
The complex nature of the atmospheric processes controlling air quality means that both ambient 
measurements and atmospheric computer models are required in order to optimise our understanding 
of the atmosphere. The predictive accuracy of models is evaluated through comparisons with 
observational data, in order to assess how well they capture the atmospheric conditions at a particular 
location and time. 
 
Air quality is a big problem across the globe, particularly in and around large urban areas. It is 
currently the largest environmental health stressor on the U.K. population; with effects equivalent to 
40,000 deaths per year in England and costs to the U.K. economy of approximately £20 billion per 
year [RCP London, 2016]. The main pollutants of concern in urban areas such as London are nitrogen 
dioxide (NO2) and particulate matter which is less than 2.5 μm in diameter (PM2.5), with road traffic 
emissions being the dominant source in these environments [Mattai et al., 2008; Ginzburg et al., 
2015]. Tropospheric ozone (O3) levels are also a major issue. Formed via a series of photochemical 
reactions involving volatile organic compounds (VOCs), carbon monoxide (CO) and nitrogen oxides 
(NOx = NO + NO2), it is particularly prevalent in suburban areas, away from the major emission 
sources in urban centres [Kulkarni et al., 2013; Tong et al., 2017]. 
 
Numerous epidemiological studies have found strong correlations between air pollution and adverse 
health effects [Samoli et al., 2016; Faustini et al., 2019]. Short-term exposure to NO2 has been found 
to impact on respiratory conditions via inflammation of the airways, with long-term exposure 
exacerbating children’s respiratory symptoms and driving increases in cardiorespiratory mortality 
[WHO, 2006; 2013]. Health effects of ozone exposure include increases in cardiorespiratory hospital 
admissions, with notable increments in respiratory-driven mortality risk also occurring [Jerret et al., 




8 million. Progress has been made in terms of implementing measures to improve London’s air 
quality, including the operation of an Ultra Low Emission Zone (ULEZ) [Transport for London, 
2015]. However, the city still breaches the limits set by the EU Directives, particularly for nitrogen 
dioxide (NO2), with the hourly limit value of 200 μg m-3 being exceeded over 50 times in Marylebone 
in 2013 [DEFRA, 2015]. 
  
4.1.2 Air Quality in London: The “ClearfLo” Project 
The Clean Air for London (ClearfLo) project was set up to investigate the atmospheric drivers of 
these health stresses arising from exposure to poor air quality in London, using long-term, integrated 
measurements of meteorology, particulate matter loading and gas-phase composition in the city. 
These measurements were made at both street level and at elevated sites, with modelling techniques 
used in conjunction with the measurements in order to improve capabilities of predicting air quality. 
Full details of the ClearfLo project, including detailed descriptions of measurement and modelling 
techniques applied, can be found in the summary paper by Bohnenstengel et al., [2015]. 
 
The ClearfLo project involved two intense observational periods (IOPs) in the winter and summer of 
2012, which would primarily provide insight into the chemistry and vertical structure of the urban 
boundary layer in London through the measurement of meteorology, gas-phase chemistry and PM 
loading.  
 
4.1.3 Study Aims & Research Questions 
Measurements of gas-phase species from the ClearfLo project IOPs are used to assess the 
performance of the fully coupled, “online” regional model, WRF-Chem-CRI (details of which are 
given in chapter 2) to predict the air quality across London in winter and summer, through 
comparisons with observational data from these IOPs and the wider London monitoring network. 
This will provide an indication of the model’s ability to predict air quality in the U.K. and its 
applicability as a tool in air quality policy development. The performance of the model will then be 
assessed further, through comparisons with observational data from a number of locations across the 
country. This work aims to answer the question: 





The work in this chapter also investigates the sensitivity of the model’s performance to spatial 
resolution by running it in a nested configuration. This could broaden research in the field of air 
quality modelling and help to answer research questions such as: 
• How sensitive is the accuracy of WRF-Chem-CRI to spatial resolution? 
• How could regional models like WRF-Chem-CRI be developed to make them more 
suitable for a wide range of applications in future air quality research and legislation? 
 
4.2 Experimental 
4.2.1 Original Simulations: Spatial and Temporal Information 
A parent domain was run for each season, using a horizontal grid spacing of 15km, and a size of 134 
(E-W) by 146 (N-S) grid points, covering the UK and NW Europe using a Lambert conformal map 
projection (denoted as “d01” in Figure 4.1). Two scenarios were run using this domain to encompass 
ClearfLo IOPs; the “ClearfLo_Summer” simulation was run from 00:00 UTC on 30th July 2012 to 
00:00 UTC 24th August 2012, and the “ClearfLo_Winter” simulation was run from 00:00 UTC on 8th 
January 2012 to 00:00 UTC on 12th February 2012. 
 
4.2.2 Re-initialisation of Meteorology 
When using WRF-Chem-CRI, it is recommended that the meteorological fields are re-initialised 
every 3-7 days when using large domains. This is done to ensure that the divergence of the WRF-
Chem-CRI meteorology from the driving ECMWF (European Centre for Medium-Range Weather 
Forecasts) operational/reanalysis meteorology is minimised. This can be explained by considering 
how the model is using the meteorology. 
 
WRF-Chem-CRI is used to create local detail in meteorological fields. The large-scale weather 
patterns are based on ECMWF reanalysis data, which are used to drive WRF-Chem-CRI. These data 
are produced from the integration of global model simulations and measured data, thus providing a 
representation of actual global meteorological conditions that are as accurate as possible. However, 
the resolution of WRF-Chem-CRI is relatively coarse and does not include information such as cloud 
fields. As a result, it has to be used to re-run short, local sections of global meteorological simulations. 
During this process, the spatial and temporal resolution of the simulation is increased and parameters 
such as solar irradiation and cloud cover are added. However, this process of running WRF-Chem-




assimilation of actual meteorological observations causes a gradual deviation of the modelled 
meteorology from what actually took place. This causes errors in the model’s meteorological fields, 
which can cause significant problems. For example, the wind directions and speeds will not be 
correct, leading to errors in pollution transportation.  It is not possible to eliminate this problem 
completely. However, regularly initialising the WRF-Chem-CRI meteorology from ECMWF ensures 
that these deviations are minimised.  
 
As mentioned previously, this regular resetting of the meteorology is more important when running 
simulations over large domains. However, this process is followed in this study, which uses a 
relatively small domain. The meteorology is reset every 3 days in order to ensure that this 
meteorological shift does not occur, but it should be noted that this is done as a precaution, rather 
than a necessity. 
 
4.2.3 Nested Simulations: Spatial and Temporal Information 
 
Nested domains were then run for each season, using a horizontal grid spacing of 3 km, and a size of 
120 (E-W) by 120 (N-S) grid points, covering southern England (denoted as “d02” in Figure 4.1). 
The nested simulations were run using the “NDOWN” methodology, whereby the coarser WRF-
Chem-CRI model output from the parent domain is used to generate hourly offline boundary 

















Figure 4.1: The parent (“d01”) and nested (“d02”) domains 




Two scenarios were run at this finer resolution for a period of 7 days, in order to assess the impact of 
this on the accuracy of the model and the level of structure that it is able to capture. Reduced spatial 
and temporal parameters were used in the nested runs, to minimise the computational cost of running 
the model at a much finer resolution. “ClearfLo_Summer_NDOWN” was run from 00:00 UTC on 
7th August 2012 to 00:00 UTC on 14th August 2012; “ClearfLo_Winter_NDOWN” was run from 
00:00 UTC on 13th January 2012 to 00:00 UTC on 20th January 2012.  
 
4.3 Results & Discussion 
4.3.1 Comparisons with Observational Data from the ClearfLo 
Project 
 
4.3.1.1 Site Description and Species Measured 
Several atmospheric species were measured during the two IOPs in the ClearfLo project, details of 
which can be found in a paper by Bohnenstengel et al. [2015]. This study will focus on the 
measurements of ozone (O3), nitric oxide (NO), nitrogen dioxide (NO2), carbon monoxide (CO) and 
formaldehyde (HCHO). These measurements were made at an urban background site in North 
Kensington. The site is located within the grounds of Sion Manning School, at 51.521055°N, 
0.213432°W. The school is situated within a residential area approximately 7 km west of central 
London. The road in closest proximity to the site is 10 metres away and is a minor road which only 
experiences high traffic volumes during school drop-off and pick-up times and rush-hour periods. 
There is also a major road approximately 100 metres from the site, which experiences sustained high 
traffic volumes over the course of the day. Table 4.1 outlines the instruments and institutions 












UV absorption (TEI 49C) 
Chemiluminescence (Air Quality Design Inc.) 
Chemiluminescence (Air Quality Design Inc.) 
VUV resonance/fluorescence (Aerolaser 5002) 
Fluorimetry (Aerolaser 4021) 
University of York 
University of York 
University of York 
University of York 
University of East Anglia 





4.3.1.2 Data Extraction and Processing 
The measurement data were extracted from the ClearfLo project dataset on the Centre for 
Environmental Data Analysis (CEDA) data server [Bandy et al., 2012] and processed to provide 
hourly averaged data for direct comparison with the model output. Processing scripts in the model 
were configured to output data for the North Kensington site using its geographical coordinates. 
Model data covering the IOPs in both summer and winter were then directly compared with the 
observational data to give an indication of the model’s accuracy in North Kensington. 
 
4.3.1.3 Data Analysis Methods 
Along with time series plots, which directly compare the modelled and measured air quality data, 
corresponding Taylor diagrams are also shown throughout this chapter in order to evaluate the 
performance of the model. These diagrams are useful graphical tools for summarising how closely 
modelled predictions match observations and are particularly applicable when evaluating different 
set-ups of the same model, or when gauging the relative skill of several models. 
 
The similarity between modelled and measured data is quantified in these diagrams in terms of three 
complementary model statistics: their standard deviations, their correlation and their centred root-
mean-square (RMS) error. The standard deviation of the measured and modelled values gives an 
indication of how well the model simulates the amplitude of the variations in the measured data. This 
is quantified using the correlation coefficient, R. This metric quantifies the similarity of the trends in 
the modelled and measured data and is measured on a scale that ranges from +1, through the origin 
to -1. Values of +1 and -1 indicate a complete correlation or complete anti-correlation, respectively. 
The centred RMS error is a good overall measure of how close the modelled values are to those 
measured; quantifying the discrepancies in the two datasets and approaching a value of 0 as the two 
become more alike. The RMS error is described as “centred” as the means are subtracted from the 
modelled and measured data before this statistic is calculated. An example of a Taylor diagram is 


























Taylor diagrams were plotted using the “TaylorDiagram” function in the “openair” software package 
[Carslaw and Ropkins, 2012]. A detailed description of the “TaylorDiagram” function, including how 
to derive the aforementioned model statistics, can be found in the “openair” manual [Carslaw, 2015]. 
 
It should be noted that the statistics in the Taylor diagrams have been normalised by dividing the 
centred RMS error and standard deviation of the modelled data by the standard deviation of the 
measured data. As a result, the “observed” point shown in the following diagrams is plotted on the x 
axis at unit distance from the origin. This normalisation was put into place in order to allow the 










Figure 4.2: An example Taylor diagram used for graphically summarising model 
statistics [Taylor, 2001]. The correlation is represented by the azimuthal position 
of the “test” field, the standard deviation is represented by the radial distance from 
the origin and the centred RMS error is represented by the concentric dashed lines 




4.3.1.4 Data Analysis: Summer IOP 
Figure 4.3 shows the comparison between modelled and measured O3, NO, NO2, HCHO and CO at 
the North Kensington site during the summer IOP of the ClearfLo project, and that predicted by the 









































Figure 4.3: Comparison of O3 NO, NO2, HCHO and CO mixing ratios modelled by 
WRF-Chem-CRI with those measured in North Kensington during the summer IOP of the 




















Looking at the time series for the O3 data (Figure 4.3), the trends in the model predictions are 
generally very similar to the observations. This is also evident in the Taylor diagram (Figure 4.4), 
with the modelled O3 data having a correlation coefficient of 0.77; the joint highest of all species 
modelled. The standard deviation of the modelled data is also very similar to the observations, at 1.09 
and 1.00 ppb, respectively, highlighting the model’s proficiency at simulating the amplitude of 
variations in the observations. 
 
WRF-Chem-CRI performs particularly in terms of predicting high O3 events, indicating that it could 
be a useful tool for predicting how O3 could change in the future, alongside changing emissions. 
However, there discrepancies in the data overall, which is evident when looking at the normalised 
centred RMS error of the modelled O3 data in the Taylor diagram (Figure 4.4). At approximately 0.7 
ppb, this confirms that WRF-Chem-CRI does not always capture the absolute values of the 
observations. O3 is produced via complex reaction cycles involving NOx and VOC precursors. As a 
result, any errors and/or uncertainties surrounding the model’s representation of these species will 
propagate through the chemical mechanism, thus making a contribution to the observed deviations 
in the modelled O3 data.  The modelled under-estimations of O3 in North Kensington are most notable 
at night. As well as the aforementioned contribution of precursor chemistry/processing, this could 
also be due to the capping of the boundary layer in the model being too strong, preventing the 
replenishment of ground-level O3 with that from the free troposphere.  
 
Figure 4.4: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled and 
measured pollutant levels in North Kensington during the summer IOP of the 
ClearfLo project. The orange, green, purple, blue and red points represent O3, NO, 




As seen in the O3 data, the time series plot for modelled NO (Figure 4.3) shows a reasonable level of 
similarity to the observations. The Taylor diagram (Figure 4.4) confirms this, with the NO data having 
a correlation coefficient of 0.67.  However, WRF-Chem-CRI does under-predict NO levels in North 
Kensington on a daily basis, indicating that it is often unable reproduce the absolute measured values, 
resulting in a poor agreement. This is evident when looking at the high centred RMS error of 
approximately 1.10 ppb, as seen in the Taylor diagram (Figure 4.4). The variations in the modelled 
data (the normalised standard deviation) are much higher than in the measured data, at 1.51 and 1.00 
ppb, respectively.  
 
Such a result is likely driven by higher uncertainties within the model than in reality. WRF-Chem-
CRI uses a fixed fraction of NO from NOx in the emission map, assuming that all NOx is emitted as 
NO, with ambient oxidation to NO2 by reaction with O3. However, in reality, some NOx is emitted 
directly as NO2 [Clapp and Jenkin, 2001; Jenkin, 2004]. NO2 is directly emitted from traffic, meaning 
that urban areas often experience higher NO2/NO ratios than remote, rural areas. As there is no direct 
NO2 emission in the model, this means that it will not get the ratio correct. This fixed proportion of 
NO means that the model cannot reproduce the emissions cycles (e.g. industrial activities and 
variations in driving patterns and densities) and is also likely to under-predict the peroxy radical 
budget as a result of the model containing only a limited suite of parent VOCs [Dunmore et al., 2015]. 
The coarse resolution of WRF-Chem-CRI means that the processing of sub-grid scale emissions and 
fast NOx photochemistry is not captured in the simulations, thus acting as a source of model 
uncertainty. These observations highlight a limitation of using models like WRF-Chem-CRI in urban 
environments.  
 
The periods showing the greatest differences coincide with the morning rush-hour period (i.e. around 
6 am to 9 am), with an improved agreement seen during the evening rush-hour. Morning rush-hour 
peaks are generally much sharper than the evening rush-hour peaks, which are often much broader. 
This observation highlights a challenge for models such as WRF-Chem-CRI to capture the finer 
details of time varying sources such as traffic, as discussed previously.  
 
The time series plot (Figure 4.3) shows that, overall, WRF-Chem-CRI provides a reasonable 
representation of the trends in NO2 in North Kensington, though intermittent over- and under-
estimates in the model predictions were observed. The Taylor diagram (Figure 4.4) shows that the 
correlation coefficient for the modelled NO2 data is one of the weakest of all species, at 0.60, further 
highlighting the discrepancies in the data. The modelled NO2 data also has variations which are 




along with a centred RMS error of approximately 0.80 ppb, is an indication that the model is not 
picking up the full extent of the data; the main drivers of which are likely the model’s coarse 
resolution and resultant misrepresentation of NOx emissions/chemistry. 
 
The coarse resolution of the model also contributes to the significant and sustained underestimations 
of modelled CO shown in Figure 4.3. The Taylor diagram (Figure 4.4) shows a high centred RMS 
error of approximately 0.80 ppb, which is testament to this. Sub grid-scale local sources at sites such 
as this (e.g. traffic) have been diffused across the grid cells, resulting in lower simulated mixing 
ratios. However, this discrepancy is not seen over the winter period (Figure 4.5), suggesting that 
underestimates in the emission inventory data may be the main driver. As described in chapter 2.8, 
the model uses data from the National Atmospheric Emission Inventory (NAEI), which gives an 
annual estimate. Emission and activity factors are applied to these estimates to account for temporal 
differences, which are based on those built for the EMEP model [Simpson et al., 2012]. The scaling 
factors used for the summer period may be incorrect, thus being a potential contributor to the 
modelled underestimations. The model also applies European emission estimates using the TNO 
inventory, meaning that underestimations in this data could also contributed to the discrepancy.  
 
The predictions of CO were also found to have the weakest correlation with observations, with the 
Taylor diagram providing a correlation coefficient of 0.56. However, as with the NO2 data, variations 
in the modelled CO data were found to be slightly smaller than the measured data (0.84 and 1.00 ppb, 
respectively), indicating the model’s ability to reproduce the amplitude of the variations in the 
measured data.  
 
The modelled HCHO data also exhibit significant underestimations throughout the period studied, 
having a similar centred RMS error to CO (approximately 0.8 ppb; see Figure 4.4). HCHO is formed 
via the degradation of volatile organic compounds (VOCs). This indicates that WRF-Chem-CRI is 
not representing the full suite of VOCs present in the atmosphere, thus leading to an underestimation 
of HCHO production. The Taylor diagram (Figure 4.4) shows that WRF-Chem-CRI was able to 
reproduce the trends of the measured data, with a correlation coefficient of 0.77. However, it was 
unable to capture the full extent of the data or simulate the amplitude of the variations very well, with 
the lowest standard deviation of 0.19 ppb. The centred RMS error for the modelled HCHO data was 
found to be comparable with other species, at a high value of approximately 0.80 ppb, thus 
highlighting the discrepancies within the model, namely a potential under-representation of VOC 





4.3.1.5 Data Analysis: Winter IOP 
Figure 4.5 shows the comparison between modelled and measured O3, NO, NO2, HCHO and CO 
during the winter IOP of the ClearfLo project, and that predicted by the WRF-Chem-CRI model. 













































Figure 4.5: Comparison of O3 NO, NO2, HCHO and CO mixing ratios modelled by 
WRF-Chem-CRI with those measured in North Kensington during the winter IOP of the 




























Figure 4.5 shows that, overall, WRF-Chem-CRI looks to represent winter O3 levels in North 
Kensington very well, with only a few under-estimations observed. This is also apparent when 
looking at the Taylor diagram (Figure 4.6), which shows that the modelled O3 has a moderate pattern 
correlation, with an associated correlation coefficient of 0.66. The similarity between the modelled 
and observed standard deviations (1.07 and 1.00 ppb, respectively) highlights the model’s ability to 
simulate the amplitude of the variations in the measured data. However, the high centred RMS error 
of approximately 0.85 ppb attests to the model’s inability to fully reproduce the absolute values of 
the measured winter O3 levels in North Kensington. 
 
Looking at the NOx data in Figure 4.5, WRF-Chem-CRI predicted respective over and 
underestimated NO and NO2 levels during the winter IOP of the ClearfLo project. This is likely to 
be a result of the treatment of NOx within the model, as discussed when looking at the summer data 
in chapter 4.3.1.4. The data in the Taylor diagram (Figure 4.6) shows that, overall, WRF-Chem-CRI 
performs better at predicting NO, compared with NO2.  The modelled NO data exhibits a stronger 
correlation with the observations than NO2, with respective correlation coefficients of 0.67 and 0.48. 
The standard deviation of the modelled NO is also very similar to the observed value (0.99 and 1.00 
ppb, respectively), with NO2 exhibiting a much lower value of 0.68 ppb. Finally, the centred RMS 
errors of NO and NO2 are approximately 0.70 and 0.85 ppb. Although the error on the NO is smaller 
in comparison to NO2 data, both are high enough to state that WRF-Chem-CRI has difficulty 
Figure 4.6: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled and 
measured pollutant levels in North Kensington during the winter IOP of the 
ClearfLo project. The orange, green, purple, blue and red points represent O3, NO, 





predicting the absolute values of both species, with the aforementioned respective over and under-
estimations in the time series plot attesting to this. 
 
Another similarity with the summer data at the site in North Kensington is a sustained 
underestimation of modelled winter HCHO, thus adding support to the hypothesis that the model 
does not contain the full suite of VOCs within its chemistry scheme. The Taylor diagram (Figure 4.6) 
emphasises the poor performance of the model in this regard. The modelled HCHO data has the 
weakest correlation with observing, having a correlation coefficient of only 0.07. An extremely low 
standard deviation of 0.19 ppb also shows that the model does not simulate the amplitude of the 
measured variations. This results in the largest centred RMS error of just over 1 ppb, thus showing a 
significant discrepancy between the modelled and measured HCHO data. 
 
Looking at Figure 4.5 only, WRF-Chem-CRI looks to provide a more reasonable representation of 
winter CO levels in North Kensington, compared with the summer data. This may be driven by 
discrepancies in the summer NAEI and/or TNO emission inventory data in the model, as discussed 
previously. This observation is also evident when looking at the quantitative metrics of the winter 
and summer predictions. The Taylor diagram (Figure 4.6) shows that the modelled winter CO has a 
slightly stronger correlation with the observations, compared with the summer data, with respective 
correlation coefficients of 0.68 and 0.56. The simulated variations (i.e. the standard deviation) of the 
winter CO data are also much improved and extremely similar to the observations, at 0.98 ppb. The 
centred RMS errors are very similar when comparing the summer and winter data, at approximately 
0.80 and 0.70 ppb, respectively. This indicates that, although the correlation and standard deviation 
metrics indicated an improved performance in the winter, WRF-Chem-CRI has difficulty predicting 


















4.3.2 Comparisons with Observational Data from the Greater London 
area 
The “UK-Air” website (https://uk-air.defra.gov.uk/) is a resource developed as part of the Department 
for Environment, Food and Rural Affairs (DEFRA), which provides information regarding the 
science and research surrounding air quality monitoring around the United Kingdom. Although 
WRF-Chem-CRI provided some promising results in terms of modelling several air pollutants in 
chapter 4.3.1, this was only a small-scale comparison against data from one location. In order to 
assess the accuracy of the model to a greater extent, further comparisons against observational data 
are required. 
 
4.3.2.1 Data Extraction Methodologies 
The UK-Air website has a “data selector” utility, which allows extraction of measurement data from 
national monitoring networks. This tool was used to extract NO, NO2, O3 and CO measurement data 
from monitoring stations across the Greater London area, encompassing the summer and winter time 
intervals of the WRF-Chem-CRI runs, for direct comparisons against the respective model output. 






















































Figure 4.7: Map of the locations of each monitoring site across Greater London, which 
were used to assess the accuracy of the WRF-Chem-CRI model. [Note: BE = Bexley, BL 
= Bloomsbury, CA = Camden, CR = Cromwell Road, EL = Eltham, HARI = Haringey, 
HARL = Harlington, HI = Hillingdon, NK = North Kensington, MR = Marylebone Road, 























The same methodology was employed to obtain the modelled mixing ratios of the trace gases for 
each monitoring site, whereby the coordinates shown in Table 4.2 were input into a processing script 
in the model, thus ensuring the outputted data corresponded to model estimates for the site in 
question. The data was extracted for the time periods encompassing those dictated by the 
“ClearfLo_Summer” and “ClearfLo_Winter” simulations (from 30th July to 24th August 2012 and 
from 8th January to 12th February 2012, respectively). The data obtained from the UK-Air website 
had an hourly resolution, meaning no further configuration of the files were required before 
comparing against the output from the WRF-Chem-CRI model.  
 
A total of 14 monitoring sites were used for this study, with variable results in terms of model 
accuracy observed. Data shown in this chapter will discuss some of the sites across London in order 
to give a broad representation of the capability of the WRF-Chem-CRI model. The plots associated 
with the remainder of the sites in the summer and winter IOPs of the ClearfLo project can be found 
















North Kensington (NK) 
Marylebone Road (MR) 
Southwark A2 Old Kent Road (SO) 
Teddington (TE) 
















Table 4.2: Geographical coordinates associated with the monitoring 
sites in Greater London, from which observational data for this 




4.3.2.2 Data Analysis: Summer IOP 
Figure 4.8 shows the comparison between the measured and modelled O3, NO and NO2 in 















































Figure 4.8: Comparison of modelled and measured O3, NO and NO2 mixing ratios in 
Westminster during the summer IOP of the ClearfLo project. The red line represents the 
modelled data and the blue line represents the measured data. 
Figure 4.9: Taylor diagram showing the correlation coefficients, standard deviations 
and centred root mean squared errors associated with the modelled and measured 
pollutant levels in Westminster during the summer IOP of the ClearfLo project. The 




Figure 4.8 shows that, as with the data from the North Kensington site, WRF-Chem-CRI generally 
reproduces the diurnal variations of O3, NO and NO2 in Wesminster, but there are notable 
discrepancies.  
 
Looking at the Taylor diagram (Figure 4.9), the modelled O3 data in Westminster has the strongest 
correlation with observations compared with NO and NO2, with a correlation coefficient of 0.73. 
However, the standard deviation of this data is the highest of all three pollutants modelled, at 1.26 
ppb, exhibiting greater amounts of variability compared with the measured data. The centred RMS 
error for the O3 data is very high, approaching 1.00 ppb.  
 
There are also notable discrepancies in the modelled predictions of NOx in Westminster, as seen in 
the time series (Figure 4.8). The Taylor diagram (Figure 4.9) shows that both NO and NO2 have weak 
correlations with observations, compared with O3, with respective correlation coefficients of 0.53 
and 0.52, respectively. WRF-Chem-CRI performs better at simulating the amplitude of the variations 
in measured NO, compared with NO2, with respective standard deviations of 0.99 and 0.80 ppb. The 
centred RMS errors for both pollutants are very high and are comparable to the O3 data, at 
approximately 0.90 ppb.  
 
Metrics calculated for the modelled air pollution data in Westminster shows that WRF-Chem-CRI 
cannot reproduce the absolute values of the measured data particularly well. This is likely to be a 
consequence of the site being close to a main road, with the coarse resolution of the model making it 
difficult to capture the fast photochemistry and sub-grid scale dynamics which govern the air quality 
and atmospheric composition in the surrounding area. Although this is likely to be one of the main 
drivers of the observed discrepancies, the treatment of NOx emissions in the model may also be 















Figure 4.10 shows the comparison between the measured and modelled O3, NO and NO2 in 
















































Figure 4.10: Comparison of modelled and measured O3, NO and NO2 mixing ratios in 
Bloomsbury during the summer IOP of the ClearfLo project. The red line represents the 
modelled data and the blue line represents the measured data. 
Figure 4.11: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Bloomsbury during the summer IOP of the ClearfLo 




As seen in the Westminster data, Figure 4.10 shows that WRF-Chem-CRI is unable to capture the 
full extent of the O3, NO and NO2 levels measured in Bloomsbury during the summer of 2012. This 
is also evident when looking at the Taylor diagram (Figure 4.11), which shows the high respective 
centred RMS errors associated with the modelled predictions of O3, NO and NO2 (approximately 
0.85, 1.20 and 0.95 ppb). The diagram also shows that the modelled O3 has the strongest correlation 
with observations, compared with NO and NO2, with respective correlation coefficients of 0.73, 0.49 
and 0.47. The standard deviations of the modelled predictions vary amongst all three pollutants. 
WRF-Chem-CRI performs the best at simulating the amplitude of the measured NO data, with a 
modelled standard deviation of 0.87 ppb. The modelled NO2 and O3 data show more variability than 
the measured data, with respective standard deviations of 1.24 and 1.28 ppb.  
 
These metrics attest to the difficulty the model has in terms of reproducing the levels of O3, NO and 
NO2. This is predominantly driven by the complex urban atmospheric dynamics, particularly when 
considering that this monitoring site is surrounded by a busy 2-lane road system, which frequently 
experiences congestion. As discussed previously, models like WRF-Chem-CRI are unable to capture 
the fast chemistry and emissions from time-varying sources like traffic. The respective over- and 




























Figure 4.12 shows the comparison between the measured and modelled NO and NO2 in Camden 












































As with the other sites in London discussed thus far, discrepancies are observed in the modelled NOx 
levels at the site in Camden. The Taylor diagram (Figure 4.13) shows that both NO and NO2 have 
very weak correlations with observations, with respective correlation coefficients of 0.36 and 0.10. 
The NO and NO2 data also exhibit very low respective standard deviations of 0.21 ppb and 0.45 ppb. 
Figure 4.12: Comparison of modelled and measured NO and NO2 mixing ratios in Camden 
during the summer IOP of the ClearfLo project. The red line represents the modelled data and 
the blue line represents the measured data. 
Figure 4.13: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled and 
measured pollutant levels in Camden during the summer IOP of the ClearfLo 




These metrics, in conjunction with extremely high respective centred RMS errors of approximately 
0.95 and 1.04 ppb, show that WRF-Chem-CRI has difficulty reproducing both the trends and absolute 
values of the NO and NO2 levels measured in Camden. 
 
However, in this case, the model under-predicts both NO and NO2 levels. This monitoring site is 
classified as an “urban traffic” site, as it is situated at the end of a broad street canyon, which regularly 
experiences high traffic volumes and prolonged periods of congestion. Figure 4.14 also shows a 
similar observation for the data at the Marylebone Road monitoring site, with sustained 
underestimates of NO and NO2. Looking at the Taylor diagram (Figure 4.15), both NO and NO2 data 
have very weak correlations with observations, with respective correlation coefficients of -0.07 and 
-0.33. This, along with very low standard deviations (0.19 and 0.38 ppb for NO and NO2, 
respectively) and centred RMS errors for both pollutants exceeding 1.00 ppb, confirm the poor 

































Figure 4.14: Comparison of modelled and measured NO and NO2 mixing ratios on Marylebone 
Road during the summer IOP of the ClearfLo project. The red line represents the modelled data 























Five of the sites used in this work are classified as “urban traffic” sites (namely Camden, Cromwell 
Road, Southwark A2 Old Kent Road, Tower Hamlets and Marylebone Road). Comparisons made at 
all of these sites gave extremely similar results, with significant underestimations of NO2 in all cases.   
Models are used to predict and forecast the effects of changes in emissions. They therefore require 
accurate emission inventory data and complete representations of physical and chemical atmospheric 
processes in order to optimise these predictions. However, there have been noted issues with 
emissions inventories, most recently in terms of an under-representation of NO2 emissions 
(particularly from passenger diesel vehicles). Models consequently struggle to accurately represent 
NOx emissions, with consistent under-estimations observed. The under-representation of NO2 at the 
five “urban traffic” sites used in the study could therefore be partially attributed to this widespread 
issue. 
 
These discrepancies, as seen for many sites discussed thus far, could also be due to the complex urban 
dynamics and chemistry which is taking place at these sites. The Camden and Marylebone Road sites 
are located in close proximity to commonly congested, broad street canyons, with the Marylebone 
Road site being approximately one mile away from the A501, which is composed of six lanes. 
Accurate modelling of urban areas and road networks such as this is challenging, due to complex sub 
grid-scale urban dynamics and time-varying sources, such as traffic volumes.  Air quality models 
such as WRF-Chem-CRI are unable to resolve the processes taking place in such environments, thus 
making it extremely difficult to model urban air quality. Dispersion models such as ADMS take time-
Figure 4.15: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled and 
measured NO and NO2 levels on Marylebone Road during the summer IOP of the 




varying local sources (such as traffic) into account, as well as incorporating features such as 
buildings, which alter the dynamics and thus, composition of the surrounding atmosphere. This 
means that these models are able to provide a much more accurate representation of air quality in 
complex urban environments. Similar observations can be made when looking at Figure 4.16, which 
compares the measured and modelled CO and O3 data at the Marylebone Road site. Overall, both of 
these species are poorly modelled by WRF-Chem-CRI.  
 
Looking at the Taylor diagram (Figure 4.17), the modelled O3 data shows a moderate correlation with 
observations, having a correlation coefficient of 0.56. This is much improved when compared with 
the correlation coefficient corresponding to the modelled CO data, at -0.17. This shows that WRF-
Chem-CRI provides a more reasonable representation of the trends in measured O3 data, but as one 
can see in the corresponding time series (Figure 4.16), there is still great scope for improving this. 
The standard deviations vary greatly between the modelled O3 and CO data, with the former showing 
much more variability (at 2.69 ppb) and the latter showing much less variability (at 0.26 ppb) 
compared with observations. These metrics, alongside the extremely high centred RMS errors 
associated with both pollutants, confirm the poor performance of the model, thus highlighting the 


























Figure 4.16: Comparison of modelled and measured O3 and CO mixing ratios on Marylebone 
Road during the summer IOP of the ClearfLo project. The red line represents the modelled data 




















































Figure 4.17: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled and 
measured O3 and CO levels on Marylebone Road during the summer IOP of the 




4.3.2.3 Data Analysis: Winter IOP 
Figure 4.18 shows the comparison between the measured and modelled O3, NO and NO2 in 















































Figure 4.18: Comparison of modelled and measured O3, NO and NO2 mixing ratios 
in Teddington during the winter IOP of the ClearfLo project. The red line represents 


















Looking at the time series of O3, NO and NO2 in Teddington (Figure 4.18), there are notable 
discrepancies in all cases, with intermittent underestimations of O3 and respective over- and under-
estimates of NO and NO2.  
 
The extent of these discrepancies is shown in the Taylor diagram (Figure 4.19). Looking at the 
diagram, the modelled predictions of O3, NO and NO2 show only moderate correlations with 
observations, with respective correlation coefficients of 0.69, 0.67 and 0.62. The standard deviations 
vary amongst the pollutants, with modelled NO and O3 exhibiting slightly lower variation than the 
measured data (at 0.84 ppb, compared to 1.00 ppb) and the NO2 data showing the opposite, with a 
value of 1.38 ppb. Although the model simulates the amplitude of the measured variations in NO and 
O3 reasonably well compared with NO2, this shows that there is still scope for improvement in all 
three cases. The Taylor diagram also shows that the centred RMS error of the modelled NO data is 
higher than that of NO2 and O3 (approximately 1.05, 0.80 and 0.70, respectively). However, all of 
these errors are high enough to deduce that WRF-Chem-CRI generally struggles to reproduce the 
absolute values of all three pollutants, albeit to slightly different extents. 
 
A main driver of the observed discrepancies in modelled predictions in Teddington is likely to be the 
model’s intrinsic inability to accurately resolve the complex urban atmospheric dynamics and fast 
photochemistry which dominate the air quality and atmospheric composition at this site. However, 
the intermittent underestimations in modelled O3 could also be due to the model’s representation of 
its precursors, NOx and VOCs, with the former being evident in both the time series (Figure 4.18) 
Figure 4.19: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Teddington during the winter IOP of the ClearfLo 




and Taylor diagram (Figure 4.19). The latter also proposed as the reasoning behind the under-
representation of modelled HCHO data in both the summer and winter IOPs in North Kensington 
(see chapter 4.1.1.3). This highlights a potential opportunity for future model development.  
 
The respective over- and under-estimates of NO and NO2 is likely driven by the aforementioned 
issues surrounding the model’s coarse resolution and its treatment of NOx emissions, particularly at 
sites dominated by anthropogenic sources, such as traffic. 
 
Tower Hamlets is another example of such a site, with Figure 4.20 showing the modelled and 
measured NO, NO2 and CO data during the winter IOP of the ClearfLo project. Figure 4.21 shows 




































Figure 4.20: Comparison of modelled and measured NO, NO2 and CO mixing ratios 
in Tower Hamlets during the winter IOP of the ClearfLo project. The red line 

























The Taylor diagram (Figure 4.21) shows that overall, WRF-Chem-CRI cannot predict NO, NO2 or 
CO levels the site in Tower Hamlets very accurately. Firstly, the respective correlation coefficients 
of NO, NO2 and CO are low, at 0.58, 0.49 and 0.50, highlighting weak correlations with the 
observations. The model also has difficulty simulating the amplitude of the variations in the measured 
data, with very low standard deviations in all three cases (0.68, 0.52 and 0.53 for NO, NO2 and CO, 
respectively). The centred RMS errors are very high for all three pollutants, at over 0.80 ppb, attesting 
to the model’s inability to reproduce the absolute values of the measured data. 
 
Its location on a frequently congested dual carriageway makes the monitoring site in Tower Hamlets 
very difficult for WRF-Chem-CRI to model, thus accounting for the observed discrepancies. This is 
due to the model’s coarse resolution and associated issues regarding the representation of the 
complex, sub-grid scale atmospheric dynamics at the site. The dominance of traffic in Tower Hamlets 
also contributes to the underestimation of both NO and NO2, as seen in the time series (Figure 4.20). 
A common feature of most “urban traffic” sites used in this study; this adds further support to the 







Figure 4.21: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled 
and measured pollutant levels in Tower Hamlets during the winter IOP of the 





Figure 4.22 shows the comparison between the measured and modelled O3, NO and NO2 at another 
“urban traffic” site, Haringey, during the winter IOP of the ClearfLo project. Figure 4.23 shows the 















































Figure 4.22: Comparison of modelled and measured O3, NO and NO2 mixing 
ratios in Haringey during the winter IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure 4.23: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled 
and measured pollutant levels in Haringey during the winter IOP of the ClearfLo 




Looking at Figure 4.22, the diurnal variations of O3 in Haringey look to be reasonably well-
represented by the model.  However, periodic underestimations could attest to an incomplete suite of 
parent VOCs in the model.  The site is located kerbside of a busy A-road, thus having implications 
for the model in terms of capturing the time varying sources and associated sub-grid scale urban 
dynamics. This, alongside the dominance of a traffic emission source and its potential under-
representation in the model’s inventory data are likely to drive the observed discrepancies in the NOx 
data seen in Figure 4.22. 
 
The Taylor diagram (Figure 4.23) quantifies these modelled discrepancies. The correlation 
coefficients associated with the O3, NO and NO2 data were calculated to be 0.66, 0.65 and 0.60, 
respectively, indicating a moderate correlation with observations in all cases. For this site, WRF-
Chem-CRI was able to simulate the amplitude of the variations in the measured O3 data well, with a 
modelled standard deviation of 1.04 ppb. However, the standard deviations associated with the 
modelled NO and NO2 data are lower, at 0.73 and 0.57 ppb, respectively. The centred RMS errors 
for all pollutants are also high, with approximate values of 0.84, 0.75 and 0.80 ppb for O3, NO and 
NO2, respectively. These metrics therefore highlight the difficulty the model has in capturing the full 






















Figure 4.24 shows the comparison between the measured and modelled CO, NO and NO2 in Bexley 
















































Figure 4.24: Comparison of modelled and measured CO, NO and NO2 mixing 
ratios in Bexley during the winter IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure 4.25: Taylor diagram showing the correlation coefficients, standard 
deviations and centred root mean squared errors associated with the modelled 
and measured pollutant levels in Bexley during the winter IOP of the ClearfLo 




Looking at Figure 4.24, one can see discrepancies in the modelled CO, NO and NO2 data when 
comparing against the respective measured data at the monitoring site in Bexley. This is also evident 
when looking at the Taylor diagram (Figure 4.25). This shows that the modelled predictions of CO, 
NO and NO2 show relatively weak correlations with observations, having respective correlation 
coefficients of 0.55, 0.50 and 0.55 ppb. The diagram also shows that WRF-Chem-CRI struggles to 
simulate the amplitude of measured data variability, with standard deviations of 0.43, 0.41 and 0.62 
associated with the modelled CO, NO and NO2 data, respectively. The model also has difficulty 
capturing the absolute values of the measured data, with the modelled CO, NO and NO2 data having 
respective centred RMS errors of approximately 0.83, 0.86 and 0.83 ppb. 
 
The main driving force behind such observations is the coarse resolution of the model and its inability 
to capture the full extent of the complex atmospheric dynamics and dominant time-varying sources 
at this site. Although the associated issues surrounding model resolution are likely to be the main 
source of discrepancies in the NOx data, Figure 4.24 shows that both NO and NO2 are underestimated. 
The site in Bexley is located in close proximity to a main road. With known issues surrounding the 
under-representation of traffic-sourced NOx emissions, which are likely to dominate at this site, it is 
likely that this could be a key factor in understanding why WRF-Chem-CRI doesn’t reproduce the 



























4.3.3 Nested Simulations: Impact on Model Performance 
As described in chapter 4.2.3, nested simulations were run on the WRF-Chem-CRI model at a 
horizontal grid resolution of 3 km by 3 km using the “NDOWN” methodology, with the output files 
from the original “ClearfLo_Summer” and “ClearfLo_Winter” simulations being used to drive the 
finer resolution domains.  
 
The finer domains were run for period of seven days within the “ClearfLo_Summer” and 
“ClearfLo_Winter” timeframes, based on the quality and availability of the measurement data 
available for comparison.  “ClearfLo_Summer_NDOWN” was run from 00:00 UTC on 7th August 
2012 to 00:00 UTC on 14th August 2012; “ClearfLo_Winter_NDOWN” was run from 00:00 UTC on 
13th January 2012 to 00:00 UTC on 20th January 2012.  
 
4.3.3.1 Comparison with Observational Data from the ClearfLo Project 
Using the same methodology for the original simulation described in chapter 4.3.1, the modelled 
output from the “ClearfLo_Summer_NDOWN” and “ClearfLo_Winter_NDOWN” nested 
simulations was configured for direct comparison with observational data from the summer and 
winter IOPs of the ClearfLo project. This data was plotted alongside the analogous simulations run 
at coarser grid resolutions of 15 km (i.e. “ClearfLo_Summer” and “ClearfLo_Winter”), in order to 

















4.3.3.2 Data Analysis: Summer IOP 
Figure 4.26 shows the comparison between modelled and measured NO, NO2, O3, CO and HCHO at 
the North Kensington site (51.52° latitude, -0.21° longitude) in the summer, using the model output 
from “ClearfLo_Summer” and “ClearfLo_Summer_NDOWN” simulations. Figure 4.27 shows the 












































Figure 4.26: Comparison of modelled NO, NO2, O3, CO and HCHO mixing ratios from 
“ClearfLo_Summer” (red line) and “ClearfLo_Summer_NDOWN” (gold line) WRF-Chem-



























The plots in Figure 4.26 show that, overall, there are minimal difference between the mixing ratios 
simulated by the “ClearfLo_Summer” and “ClearfLo_Summer_NDOWN” model runs. Although a 
greater amount of structure is sometimes seen for the “ClearfLo_Summer_NDOWN” data (e.g. 
HCHO), the overall similarity of the observed mixing ratios in the two runs suggest minimal impact 
on model accuracy when running the model at a finer resolution. This is also evident when looking 
at the Taylor diagram (Figure 4.27), which shows minimal change when running the nested model, 


















Figure 4.27: Taylor diagram showing the changes in correlation coefficients, 
standard deviations and root mean squared errors summer IOP data in North 
Kensington when changing from a 15 km (“Clearflo_Summer”) to a 3 km 
(“Clearflo_Summer_NDOWN”) horizontal grid resolution. The green, purple, 






Figure 4.28 shows the comparison between modelled and measured NO, NO2, O3, CO and HCHO at 
the North Kensington site (51.52° latitude, -0.21° longitude) in the winter, using the model output 
from “ClearfLo_Winter” and “ClearfLo_Winter_NDOWN” simulations. Figure 4.29 shows the 















































Figure 4.28: Comparison of modelled NO, NO2, O3, CO and HCHO mixing ratios from 
“ClearfLo_Winter” (red line) and “ClearfLo_Winter_NDOWN” (gold line) WRF-Chem-




























Looking at the plots in Figure 4.28, the use of a finer resolution does improve the accuracy of the 
model in some incidences, though this is not consistent across the entire time period. This variability, 
alongside the associated computational expense confirms that there is no overall advantage of running 
the model at a finer resolution of 3 km by 3 km. 
 
 Looking at the Taylor diagram (Figure 4.29), it is clear that there is no overall benefit of running this 
nested model. Although there are slight improvements when looking at some of the data (e.g. NO2 
and O3), the extent of the variability amongst the other pollutants means that it is not worth the extra 











Figure 4.29: Taylor diagram showing the changes in correlation coefficients, 
standard deviations and centred root mean squared errors of the winter IOP data 
in North Kensington when changing from 15 km (“Clearflo_Winter”) to 3 km 
(“Clearflo_Winter_NDOWN”) horizontal grid resolution. The green, purple, 






4.3.3.3 Impact of Model Resolution on Atmospheric Structure 
Running the WRF-Chem-CRI model at a higher resolution was shown to have variable impacts in 
terms of comparability with observational data. Further analysis was conducted using the model 
output from the coarse and finer resolution simulations, in order to assess whether this alters the 
amount of atmospheric structure that the model can capture. This was achieved by looking at the 
surface distributions of O3 and NO2 at a particular period of time during the summer and winter study 
periods. These distributions were plotted using output data from the original 15 km grid resolution 
simulations, and directly compared with output data from the nested simulations, which were run at 
a grid resolution of 3 km.  
 
Figure 4.30 shows surface level O3 and NO2 mixing ratios simulated by the model on one day of the 
summer period, respectively, with Figure 4.31 showing the same species simulated on one day of the 
winter period. In all cases, there is a marked difference between the two resolutions, with much more 






















































































Figure 4.30: Comparison of surface distributions of O3 and NO2 simulated by WRF-Chem-






































































 Figure 4.31: Comparison of surface distributions of O3 and NO2 simulated by WRF-Chem-






4.3.4 Using WRF-Chem-CRI to Model Air Quality in England 
The greater amount of detail observed using a finer resolution makes it possible to identify locations 
which are experiencing different O3 and NO2 mixing ratios much more accurately.  A few examples 
were selected using the surface distribution plots for the summer and winter study period (Figures 
4.29 and 4.30). Details of these locations are given in Table 4.3, which refers to data from the summer 
and Table 4.4, which refers to data from the winter. The capability of the model can then be assessed 
in terms of how accurately it is able to predict the air quality on a national scale, through comparisons 

















4.3.4.1 Data Extraction Methodologies 
All sites listed in Tables 4.3 and 4.4 are Automatic Urban and Rural Network (AURN) sites, meaning 
that it was possible to extract the NO2 and O3 data from these sites using the “data selector” utility 
on the AURN website (https://uk-air.defra.gov.uk/). Processing scripts for the model were used to 
extract the corresponding modelled NO2 and O3 data from the original and nested simulations, using 




Site Geographical location 





Birmingham Acock’s Green 














Site Geographical location 











O3 and NO2 
O3 and NO2 
NO2 
Table 4.3: Details of the locations in the U.K. selected to assess the accuracy 
of WRF-Chem-CRI in terms of summer O3 and NO2 mixing ratios. 
Table 4.4: Details of the locations in the U.K. selected to assess the 




4.3.4.2 Data Analysis: Summer O3 and NO2 
Figure 4.32 shows the comparison between modelled and measured O3 at the “Walsall Woodlands”, 
“Canterbury” and “Lullington Heath” sites in August 2012, using the model output from original and 
nested model simulations (i.e. “ClearfLo_Summer” and “ClearfLo_Summer_NDOWN”, 












































Figure 4.32: Comparison of modelled O3 mixing ratios from “ClearfLo_Summer” 
(red line) and “ClearfLo_Summer_NDOWN” (gold line) WRF-Chem-CRI 
simulations with those measured (blue line) at the “Walsall Woodlands”, 





























One can see in Figure 4.32 that, although there is some degree of variability in the modelled data, 
WRF-Chem-CRI looks to provide a reasonable estimate of the O3 levels at the “Walsall Woodlands”, 
“Canterbury” and “Lullington Heath” sites. However, there is definite scope for improvement when 
looking at the metrics displayed on the Taylor diagram (Figure 4.33), particularly in terms of 
predicting the trends and absolute values of the measured data. In all three cases, the correlation 
coefficients signify a moderate correlation with observations, having values of 0.69, 0.67 and 0.59 
for “Walsall Woodlands”, “Canterbury” and “Lullington Heath”, respectively. The centred RMS 
error is also high in all cases. The modelled data associated with the “Lullington Heath” site has the 
highest error of approximately 0.90 ppb, with the “Walsall Woodlands” and “Canterbury” carrying 
only slightly smaller errors of approximately 0.76 and 0.78 ppb, respectively.  The “Lullington 
Heath” site is classified as a “rural background” site. It is located further away from major 
anthropogenic emission point sources, with the nearest road being approximately 1.5 km away.  This 
higher error could mean that WRF-Chem-CRI does not perform as well at rural background sites; 
possibly due to there being more time for errors within the chemistry to show themselves. The sites 
in Walsall and Canterbury are classified as “urban background” sites, meaning that they are far 
enough away from major sources for emissions not to be as important, but close enough for chemistry 
to not have taken so much effect. 
 
Figure 4.33: Taylor diagram showing the changes in correlation coefficients, 
standard deviations and centred root mean squared errors in the summer O3 
data from the U.K. sites when changing from a 15 km (“Clearflo_Summer”) 
to a 3 km (“Clearflo_Summer_NDOWN”) horizontal grid resolution. The 
green, red and blue arrows represent “Walsalls Woodlands”, “Canterbury” and 





However, the Taylor diagram also shows that WRF-Chem-CRI is able to simulate the amplitude in 
the measured data variations, with modelled standard deviations of 0.93, 0.88 and 0.96 ppb for 
“Walsall Woodlands”, “Canterbury” and “Lullington Heath”, respectively. The Taylor diagram also 
indicates that there is no overall improvement in using the nested model in this case, with minimal 
impacts on the modelled data from all three sites. 
 
 
Figure 4.34 shows the comparison between modelled and measured NO2 at the “Birmingham 
Acock’s Green”, “Lincoln Canwick Road” and “Oxford Centre” sites in August 2012, using the 
model output from original and nested model simulations (i.e. “ClearfLo_Summer” and 





































Figure 4.34: Comparison of modelled NO2 mixing ratios from “ClearfLo_Summer” 
(red line) and “ClearfLo_Summer_NDOWN” (gold line) WRF-Chem-CRI 
simulations with those measured (blue line) at the “Birmingham Acock’s Green”, 






























Figure 4.34 shows that WRF-Chem-CRI could be providing a reasonable representation of the NO2 
levels seen at the urban background site of “Birmingham Acock’s Green”, with only minimal periodic 
over- and under-estimations observed in the time series. However, Figure 4.34 also shows that WRF-
Chem-CRI significantly under-predicts NO2 at the “Lincoln Canwick Road” and “Oxford Centre” 
sites, both of which are classified as “urban traffic” sites. These two sites are located in very close 
proximity to busy road networks. As discussed throughout this chapter, the model is unable to capture 
the complex atmospheric dynamics and time-varying sources which dominate the air quality at sites 
like these. This, along with a potential under-representation of traffic-sources NOx emissions in the 
model, is likely to be driving the observed underestimations in modelled NO2 at these two sites. 
 
The Taylor diagram (Figure 4.35) provides further evidence of the model’s improved performance 
in “Birmingham Acock’s Green” compared with the other two sites. Firstly, the modelled data for 
“Birmingham Acock’s Green” as a much stronger correlation with observations, having a correlation 
coefficient of 0.67.  As seen in Figure 4.35, the correlation is much weaker when looking at the 
“Lincoln Canwick Road” and “Oxford Centre” data, with respective correlation coefficients of 0.03 
and -0.15 ppb. The standard deviations of the modelled data for these two sites are also much lower 
than observations, at 0.43 and 0.35 ppb, respectively. The modelled data from the “Birmingham 
Acock’s Green” site has a slightly smaller centred RMS error than the other two sites (approximately 
0.84 and 1.05 ppb, respectively). However, they are all large enough to deduce that overall, WRF-
Figure 4.35: Taylor diagram showing the changes in correlation coefficients, 
standard deviations and centred root mean squared errors in the summer NO2 
data from the U.K. sites when changing from a 15 km (“Clearflo_Summer”) 
to a 3 km (“Clearflo_Summer_NDOWN”) horizontal grid resolution. The red, 
blue and green arrows represent “Birmingham Acock’s Green”, “Lincoln 





Chem-CRI struggles to fully reproduce the absolute values of the measured data at all three sites. The 
Taylor diagram also shows that, when looking at the “Birmingham Acock’s Green” data, running the 
model at a finer resolution improves its performance, particularly in terms of its correlation and 
centred RMS error. However, there is minimal impact on the “Lincoln Canwick Road” and “Oxford 
Centre” data, suggesting that the improvement is likely not significant enough to overcome the added 
computational expense of running the nested model.  
 
4.3.4.3 Data Analysis: Winter O3 and NO2 
Figure 4.36 shows the comparison between modelled and measured O3 at the “Charlton Mackrell”, 
“Leamington Spa” and “Nottingham Centre” sites in January 2012, using the model output from 
original and nested model simulations (i.e. “ClearfLo_Winter” and “ClearfLo_Winter_NDOWN”, 


































Figure 4.36: Comparison of modelled O3 mixing ratios from “ClearfLo_Winter” 
(red line) and “ClearfLo_Winter_NDOWN” (gold line) WRF-Chem-CRI 
simulations with those measured (blue line) at the “Charlton Mackrell”, 





























Looking at Figure 4.36, although generally reproducing the measured data relatively well, there are 
times when WRF-Chem-CRI under-estimates the O3 mixing ratios at the “Charlton Mackrell” and 
“Leamington Spa” sites. This was found to be a feature of other sites discussed thus far (e.g. Haringey 
and Teddington; chapter 4.3.2.3) and is likely driven by an underestimation of parent VOCs and 
aforementioned issues surrounding the representation of NOx within the model. When looking at the 
data associated with the “Nottingham Centre” site in Figure 4.36, slight over-estimations of modelled 
O3 are observed, which could also be a result of uncertainties surrounding the model’s treatment of 
NOx emissions.  
 
Looking at the Taylor diagram (Figure 4.37), the O3 data at all sites have a reasonable correlation 
with observations, with correlation coefficients of 0.68, 0.69 and 0.77 associated with the “Charlton 
Mackrell”, “Leamington Spa” and “Nottingham Centre” sites, respectively. The standard deviations 
are seen to vary amongst the three sites, with the “Charlton Mackrell” and “Leamington Spa” 
predictions exhibiting less variability than the observations and the “Nottingham Centre” predictions 
exhibiting far more. This highlights the significance of the model’s treatment of NOx, as this has 
knock-on effects on modelled O3 levels due to their role as reactive precursors. The coarse resolution 
of the model and associated issues surrounding the sub-grid scale atmospheric dynamics and 
emissions also mean that WRF-Chem-CRI does not always capture the full extent of the measured 
data, with the high centred RMS errors of all three sites in Figure 4.37 providing further evidence for 
Figure 4.37: Taylor diagram showing the changes in correlation coefficients, 
standard deviations and root mean squared errors in the winter O3 data from 
the U.K. sites when changing from a 15 km (“Clearflo_Winter”) to a 3 km 
(“Clearflo_Winter_NDOWN”) horizontal grid resolution. The red, blue and 
green arrows represent “Charlton Mackrell”, “Leamington Spa” and 





this. The Taylor diagram also shows that running the model at a finer resolution does not improve its 
performance to significant enough an extent to overcome the computational burden issues highlighted 
previously.  
 
Figure 4.38 shows the comparison between modelled and measured NO2 at the “Leamington Spa”, 
“Nottingham Centre” and “Bournemouth” sites in January 2012, using the model output from original 
and nested model simulations (i.e. “ClearfLo_Winter” and “ClearfLo_Winter_NDOWN”, 









































Figure 4.38: Comparison of modelled NO2 mixing ratios from “ClearfLo_Winter” 
(red line) and “ClearfLo_Winter_NDOWN” (gold line) WRF-Chem-CRI 
simulations with those measured (blue line) at the “Leamington Spa”, “Nottingham 






























Figure 4.38 shows a great amount of variability in the modelled predictions of NO2 levels at the 
“Bournemouth” site, with consistent underestimates in the “Leamington Spa” and “Nottingham 
Centre” sites also observed. The latter two sites are classified as “urban background” sites and are 
located in very close proximity to road networks, suggesting a strong influence from traffic emissions. 
In addition, the “Nottingham Centre” site is situated in a street canyon, thus adding further complexity 
to the surrounding atmospheric dynamics. As discussed throughout this chapter, air quality models 
such as WRF-Chem-CRI are unable to simulate these dynamics, particularly as they take place over 
much smaller spatial errors than those defined in the model. This leads to errors in modelled 
predictions, as seen in Figure 4.38. The Taylor diagram (Figure 4.39) shows that all model predictions 
have high centred RMS errors associated with them, ranging between approximately 0.76 and 0.96 
ppb. Although the “Nottingham Centre” data has a slightly stronger correlation with observations 
compared to the “Leamington Spa” and “Bournemouth”, the respective correlation coefficients of 
0.65, 0.44 and 0.54 and standard deviations of 0.63, 0.76 and 0.70 ppb indicate that there is scope for 
improvement in all cases. The Taylor diagram also shows that, even when running at a finer resolution 
of 3 km by 3 km, the performance of WRF-Chem-CRI does not improve significantly. This not only 
negates the running of a nested model in terms of performance, but also attests to the spatial (and 
temporal) complexity of the sub-grid scale processes which govern atmospheric composition and 
impact air quality. 
Figure 4.39: Taylor diagram showing the changes in correlation coefficients, 
standard deviations and root mean squared errors in the winter NO2 data from 
the U.K. sites when changing from a 15 km (“Clearflo_Winter”) to a 3 km 
(“Clearflo_Winter_NDOWN”) horizontal grid resolution. The blue, green and 







In this study, the regional chemistry transport model, WRF-Chem-CRI was evaluated in terms of its 
ability to predict air quality across the U.K. through direct comparisons with measured data, with the 
aim of addressing the research questions, “How well does WRF-Chem-CRI perform as a tool for 
predicting U.K. air quality?” and “How could regional models like WRF-Chem-CRI be developed to 
make them more suitable for a wide range of applications in future air quality research and 
legislation?”. 
 
Preliminary analysis compared the modelled output with measurements of O3, NO, NO2, CO and 
HCHO, which were taken during the summer and winter of 2012 at an urban background site in North 
Kensington, as part of the “ClearfLo” project. Overall, the model reproduced the observed temporal 
variations, with a reasonable agreement often seen with regards to absolute concentrations. The 
model performed particularly well in capturing the structure of the measured O3. However, notable 
discrepancies in modelled NOx, CO and HCHO data highlighted issues regarding the model’s ability 
to capture traffic emissions and a potential under-representation of VOCs in the chemical mechanism. 
The latter was also highlighted as a partial cause of intermittent underestimations of modelled O3, 
with the model’s treatment of boundary layer dynamics also likely to be an important factor. Seasonal 
differences in modelled CO also attested to underestimated summer emissions in the model’s 
inventories. 
 
Modelled predictions of air pollutants were then compared with measured data at sites across Greater 
London and the U.K. WRF-Chem-CRI was able to capture the structure of O3 particularly well at 
urban background sites. However, it performed poorly at roadside sites, struggling to reproduce the 
measured NOx and CO levels in particular. Even at a spatial resolution of 15 km, this highlights the 
model’s inability to fully capture the traffic emissions and complex urban dynamics which govern 
the air quality at these sites, with dispersion models such as ADMS being a more suitable option for 
such a task. This also attests to the aforementioned fixed fraction of NO from NOx within the model’s 
chemical mechanism. Modelled predictions of O3 and NO2 at several sites across the U.K. showed 
that WRF-Chem-CRI did not perform as well at rural background sites, compared with urban 
background sites; most likely driven by errors in the model’s chemistry scheme having more time to 
show themselves. Therefore, in answer to the research questions outlined above, this study has shown 
that WRF-Chem-CRI does have the potential for use as an air quality tool, particularly at background 




to be investigated in order to improve its performance in highly polluted environments and to make 
it more applicable for use in air quality legislation.  
 
The model was run in a nested configuration, at a spatial resolution of 3 km, with the aim of answering 
the research question, “How sensitive is the accuracy of WRF-Chem-CRI to spatial resolution?”. 
Although this nested model enhanced the amount of atmospheric structure captured, it had minimal 
impact on model accuracy, simulating similar concentrations to those seen in the original simulations. 
It was therefore concluded that the nested model would not improve its performance significantly 
enough to offset the substantial computational expense that would accompany it.   
 
It should be noted that a far more extensive study would be required to come to any fully substantiated 
conclusions regarding the performance and ability of WRF-Chem-CRI. Although this study has 
highlighted certain characteristics of the model, both in terms of its performance in certain site types 
and when set up in a nested configuration, a much larger dataset, including many more locations, 








































5.1.1 Atmospheric Chemistry of Nitrates 
The nitrate radical (NO3) dominates night-time oxidation in urban areas in particular, where NO2 and 
O3 levels are elevated [Wayne et al., 1991; Platt et al., 2002].  However, many studies have also 
highlighted the significance of NO3 in oxidation chemistry over extensive regions of the atmosphere, 
with high concentrations being reported over a range of atmospheric conditions [Wayne et al., 1991; 
Brown and Stutz, 2012]. 
 
Generated from the reaction of NO2 with O3 (reaction (5.1)), it only exists in significant 
concentrations during the night, reaching mixing ratios of up to 100 ppt. Rapid photolysis rates result 
in noon lifetimes of approximately 5 seconds [Seinfeld and Pandis, 1998], making it far less 
significant during daytime hours. NO3 is also rapidly titrated by NO in urban areas (reaction (5.4)), 
resulting in reduced levels at the surface [Khan et al., 2008].  
 
NO" + O! → NO! + O"   (5.1) 
 
As NO3 accumulates during the night, it can react rapidly with numerous unsaturated hydrocarbons 
[Atkinson, 1991]. As a result, the NO3 radical has a significant impact on atmospheric composition 
at night-time, directly influencing the budgets and degradation products associated these species. This 
has driven the continued research into the kinetics and mechanisms associated with it [Atkinson and 
Arey, 2003; Monks, 2005; Brown and Stutz, 2012]. It is particularly reactive towards unsaturated 
hydrocarbons such as isoprene and terpenes, which results in the formation of peroxy radicals (RO2) 
during the night [Platt et al., 1990]. The reaction of NO3 with these hydrocarbons can also result in 
the production of multifunctional organonitrates [Huang et al., 2019]. These species have sufficiently 




which have significant impacts both in terms of climate and human health [Rollins et al., 2012; 
Kiendler-Scharr et al., 2016]. 
 
NO3 can react with NO2 to establish a thermal equilibrium with nitrogen pentoxide (N2O5) on a 
timescale of minutes in the boundary layer.  
 
NO" + NO! +M ↔ N"O& +M  (5.2) 
 
N2O5 is lost to the surfaces of aerosol and cloud particles, with uptake coefficients ranging from 
approximately 0.0001 to 0.05 [Hallquist et al., 2000; Kane et al., 2001; Brown et al., 2006]. It also 
reacts homogeneously with aqueous inorganic particles and water droplets, whereby hydrolysis with 
the latter yields nitric acid (HNO3) via reaction (5.3). 
 
N"O& + H"O → 2HNO!   (5.3) 
 
NO3 concentrations are generally suppressed during the daytime, as it is destroyed primarily by rapid 
photolysis. However, it is able to persist when surrounding pollution levels are high, resulting in the 
oxidation of VOCs such as α-pinene and other terpenes [Geyer et al., 2003]. Direct emissions of NO 
in such polluted conditions provide another sink for NO3, with the rapid reaction between the two 
species resulting in the generation of NO2 [Brown et al., 2005; Khan et al., 2008]. 
 
NO! + NO → NO" + NO"    (5.4) 
 
Studies have also found that reactions of NO3 can result in the generation of OH at night via reactions 
with HO2 and other peroxy radicals [Vaughan et al., 2006; Khan et al., 2008; Stone et al., 2014]. 
 
5.1.2 Study Aims & Research Questions 
The complexity of nitrate chemistry and the associated atmospheric and epidemiological implications 
drives the need for continued research in this field. An important aspect of this research is the 
assessment of how models represent nitrate chemistry, as these are useful tools for simulating the 
processes governing the composition of the atmosphere during both the day- and night-time hours. 
The work in this chapter looks to develop our understanding of nitrates and provide scope for research 
into NO3 as a dominant force in both night-time and daytime tropospheric composition. It will 




WRF-Chem-CRI. This will be achieved through comparisons with measured N2O5 data collected 
during the ClearfLo project [Bannan et al., 2015; Bohnenstengel et al., 2015], along with 
investigations into the processes which govern organonitrate formation. The research outlined in this 
chapter therefore aims to answer questions such as: 
• How does the model represent nitrates, in terms of coverage and their respective atmospheric 
impacts? 




The model data analysed in this chapter come from the same WRF-Chem-CRI simulations that were 
previously described in chapter 4.2, i.e. “Clearflo_Summer” and “Clearflo_Winter”, which 
encompass the intensive observational periods of the ClearfLo project in the summer and winter of 
2012. 
 
5.3 Results & Discussion 
 
5.3.1 Nitrogen Pentoxide in WRF-Chem-CRI: Comparisons with 
Observational Data from the ClearfLo Project 
NO3 is produced from the reaction of NO2 with O3. In chapter 4.3, comparisons between measured 
and modelled data provided extremely positive results, with the WRF-Chem-CRI model performing 
very well in terms of predicting NO2 and O3 levels at the North Kensington site during both IOPs of 
the ClearfLo project. Unfortunately, NO3 was not measured during this period, meaning that has not 
been possible to directly assess the model’s ability to predict levels at the site. However, NO3 reacts 
with NO2 to form N2O5. This was measured at the North Kensington site during the summer IOP of 
the ClearfLo project, using a chemical ionisation mass spectrometer (CIMS), developed at the 
University of Manchester [Bannan et al., 2014; 2015]. As the model was able to reproduce measured 
NO2 levels at the site, comparing measured and modelled levels of N2O5 will help to provide an 





5.3.1.1 Data Extraction and Processing Methodologies 
The observational data used in this work was obtained through personal communication with Dr 
Thomas Bannan at the University of Manchester, who was responsible for the N2O5 measurements 
taking during the summer IOP of the ClearfLo project. Measurements were taken using a quadrupole 
chemical ionisation mass spectrometer (CIMS) at a frequency of 1 Hz. Detailed information 
regarding the CIMS instrument, including operation principles and sensitivities can be found in 
Novak et al. [2007] and Bannan et al. [2014].  
 
The data were processed to provide hourly averaged data for direct comparison with the model output 
from the “Clearflo_Summer” simulation. Processing scripts were then configured to output modelled 
N2O5 data for the North Kensington site using its geographical coordinates. A full description of this 
site is given in chapter 4.3.1. 
 
5.3.1.2 Time Series Plots of Measured and Modelled N2O5 Data 
The measured N2O5 data is likely to be representative of altitudes of around 50-100 metres, resulting 
from enhanced vertical mixing caused by the surrounding buildings and vegetation.  The model does 
not apply surface dynamics, assuming a uniform, flat surface, thus resulting in an underestimation 
when using modelled surface mixing ratios. Therefore, in order to provide a reasonable comparison 
and evaluation of the model, N2O5 data were extracted and compared against the measured data, using 
modelled N2O5 mixing ratios representative of a range of altitudes. Figure 5.1 shows the comparison 







































Figure 5.1 shows that WRF-Chem-CRI is generally able to bracket the measured data between 
altitudes of around 50 and 150 metres AGL. Considering that it does not account for the surface 
dynamics driving the measured data, this analysis indicates that, if one assumes that the measured 
data are representative of a region of around 100 metres, WRF-Chem-CRI is able to provide a 
reasonable representation of N2O5 mixing ratios at the North Kensington site. Considering that the 
model has been shown to perform well in terms of N2O5, NO2 and O3 mixing ratios, one could now 







Figure 5.1: Comparison of N2O5 mixing ratios modelled by WRF-Chem-CRI at 
0 to 200 metres above ground level (AGL) with those measured during the 
summer IOP of the ClearfLo project. The blue line represents the measured data 
and the red, gold, orange, green and purple line represent the modelled data at 0 





5.3.2 The Role of NO3 in Organonitrate Formation 
Based on the assumption that NO3 is well represented in the WRF-Chem-CRI model, it was then 
possible to look into the model’s representation of its chemistry in more detail, namely in terms of 
its contribution to organonitrate formation.  
 
Organonitrates (RONO2) are formed in the atmosphere through photochemical or nocturnal oxidation 
of anthropogenic and biogenic VOCs; the processes of which are initiated by the OH and NO3 radical, 
respectively [Farmer et al., 2010].  During the day, peroxy radicals (RO2) are produced as VOCs are 
oxidised by the OH radical. As discussed in chapter 1.5.3, these radicals then go on to react with NO 
to produce organonitrates (reaction (5.5)). However, during the night, the formation of organonitrates 
is dominant by NO3. It is highly reactive towards unsaturated hydrocarbons [Atkinson, 1991; Geyer 
et al., 2001a], adding to the double bond and generating organonitrates via this route (reaction (5.6)). 
 
                               
                                     (5.5) 
                 
 




The chemical scheme in the WRF-Chem-CRI model contains numerous organonitrates. Using the 
Master Chemical Mechanism, it is possible to determine the formation route of each organonitrate in 
the model, thus providing an insight into the contribution of NO3 to organonitrate formation 
compared with NO. 
 
5.3.2.1 Organonitrate Chemistry in WRF-Chem-CRI  
The mechanism applied to the WRF-Chem-CRI model for this work is the Common Representative 
Intermediates mechanism, version 2 (CRI-v2), which is described in detail in chapter 2.2.  
 
The route by which each organonitrate in the model are produced was determined by consulting the 
Master Chemical Mechanism [http://mcm.leeds.ac.uk/MCM]. Prior to this, it was necessary to 
determine the MCM analogue of each organonitrate. Details of the organonitrates in the model, along 
with their respective production pathways are shown in Table 5.1. Using the MCM, it is possible to 
trace the chemistry of each organonitrate back to the primary reaction of either a peroxy radical (RO2) 





precursor with NO, or the NO3-initiated oxidation of an alkene. The respective precursors for each 
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NOPINAO2, NOPINBO2, NOPINCO2 






Table 5.1: Organonitrates and their respective production pathways and precursors, 
as represented in the CRI-v2 mechanism of WRF-Chem-CRI.  




Looking at the data shown in Table 5.1, all of the organonitrates present in WRF-Chem-CRI are 
formed solely from NO, or NO3, accounting for approximately 61% and 39% of the total 
organonitrates in the model, respectively.  
 
5.3.2.2 Investigating the Contribution of NO3 to Organonitrate Formation  
Considering the exclusivity of production mechanisms associated with each of the organonitrates in 
the model, it was then possible to look into the contribution of NO3 to the total organonitrate 
formation, with respect to time of day and altitude.  
 
Midnight and midday modelled mixing ratios of all organonitrates shown in Table 5.1 were extracted 
for each day of the “ClearfLo_Summer” and “ClearfLo_Winter” simulations, using the geographical 
coordinates associated with the urban background site in North Kensington. Modelled data at 
altitudes of 0, 100 and 200 metres above ground level (AGL) were extracted in order to investigate 
the variations in distributions over a range of altitudes in the lower atmosphere. Using this data, the 























Summer: Surface (0 metres AGL)  
Figures 5.2a and 5.2b show the total organonitrate mixing ratios at the surface (0 metres AGL) at 
midday and midnight over the entire “ClearfLo_Summer” simulation period, respectively. Figures 
5.2c and 5.2d show the contributions of NO3-sourced organonitrates to the surface mixing ratios at 

































Figure 5.2: Total surface level midday (a) and midnight (b) organonitrates and 
contributions sourced from NO3 at midday (c) and midnight (d) in North Kensington during 





Winter: Surface (0 metres AGL)  
Figures 5.3a and 5.3b show the total organonitrate mixing ratios at the surface (0 metres AGL) at 
midday and midnight over the entire “ClearfLo_Winter” simulation period, respectively. Figures 5.3c 
and 5.3d show the contributions of NO3-sourced organonitrates to the surface mixing ratios at midday 
















Figure 5.3: Total surface level midday (a) and midnight (b) organonitrates and 
contributions sourced from NO3 at midday (c) and midnight (d) in North Kensington during 





Summer: 100 metres AGL  
Figures 5.4a and 5.4b show the total organonitrate mixing ratios at 100 metres AGL at midday and 
midnight over the entire “ClearfLo_Summer” simulation period, respectively. Figures 5.4c and 5.4d 
show the contributions of NO3-sourced organonitrates to the surface mixing ratios at midday and 































Figure 5.4: Total midday (a) and midnight (b) organonitrates and contributions sourced 
from NO3 at midday (c) and midnight (d) at 100 metres in North Kensington during the 









Winter: 100 metres AGL  
Figures 5.5a and 5.5b show the total organonitrate mixing ratios at 100 metres AGL at midday and 
midnight over the entire “ClearfLo_Winter” simulation period, respectively. Figures 5.5c and 5.5d 
show the contributions of NO3-sourced organonitrates to the surface mixing ratios at midday and 































Figure 5.5: Total midday (a) and midnight (b) organonitrates and contributions sourced 
from NO3 at midday (c) and midnight (d) at 100 metres in North Kensington during the 









Summer: 200 metres AGL 
Figures 5.6a and 5.6b show the total organonitrate mixing ratios at 200 metres AGL at midday and 
midnight over the entire “ClearfLo_Summer” simulation period, respectively. Figures 5.6c and 5.6d 
show the contributions of NO3-sourced organonitrates to the surface mixing ratios at midday and 































Figure 5.6: Total midday (a) and midnight (b) organonitrates and contributions sourced 
from NO3 at midday (c) and midnight (d) at 200 metres in North Kensington during the 









Winter: 200 metres AGL 
Figures 5.7a and 5.7b show the total organonitrate mixing ratios at 200 metres AGL at midday and 
midnight over the entire “ClearfLo_Winter” simulation period, respectively. Figures 5.7c and 5.7d 
show the contributions of NO3-sourced organonitrates to the surface mixing ratios at midday and 
























Figures 5.2 to 5.7 show that a significant fraction of organonitrates at the urban North Kensington 
site are produced from NO3 in the summer and winter. The data also shows that NO3 often makes 
significant contributions to organonitrates, accounting for up to around 80% of their formation, even 
during the day. Data were plotted at altitudes ranging from the surface to 200 metres AGL, with NO3-
sourced organonitrates prevalent in all cases. This can be attributed to the relationship between the 
two precursors driving NO3 formation: NO2 and O3. With increasing altitude, O3 levels increase and 
NO2 levels decrease. Although some variation is likely, the two species compensate each other, 
Figure 5.7: Total midday (a) and midnight (b) organonitrates and contributions sourced 
from NO3 at midday (c) and midnight (d) at 200 metres in North Kensington during the 









meaning that the production of NO3 is fairly constant within the boundary layer. Hence explaining 
the minimal impact of altitude on the fraction of NO3-sourced organonitrates. 
 
These results have great significance both in terms of the chemistry of organonitrates and their role 
in SOA formation. The high contributions of NO3-sourced organonitrates observed during the day 
suggest that the loss of NO3 due to reaction with VOCs in this environment is often preferred over 
its photolysis. Previous studies have reported similar findings with regards to the reactivity of NO3, 
with losses of NO3 from reactions with organic trace gases being large enough to compete with its 
photolysis and reaction with NO [Khan et al., 2015; Liebmann et al., 2018]. These observations 
highlight the fact that the NO3 radical could be having a more dominant role in daytime oxidation 
than previously thought. Another implication of organonitrates is that they are significant NOx-
reservoir compounds, meaning that they have the potential to affect air quality through their role in 
ozone formation [von Kuhlmann et al., 2004; Fiore et al., 2005; Horowitz et al., 2007] during 
daytime. 
 
Organonitrates are also very important in terms of aerosol formation, with several studies 
highlighting the reaction between NO3 and unsaturated hydrocarbons such as isoprene and 
monoterpenes as a significant source [Griffin et al., 1999; Lee et al., 2006; Slade et al., 2017]. A 
study by Ng et al. [2008] reported an SOA yield of between approximately 4 and 24% (in terms of 
organic mass) when considering the reaction between isoprene and NO3, thus highlighting the 
significance of these species as SOA precursors. Aerosols are known to have a major impact on the 
climate. They absorb and scatter solar radiation whilst also acting as cloud condensation nuclei and 
thus affecting the formation and optical properties of clouds [Kanakidou et al., 2005; IPCC, 2013]. 
Aerosols can also adversely affect human health, with inhalation inducing the exacerbation of 
cardiovascular disease and increased respiratory symptoms [Nel, 2005; Sharaiwa et al., 2017]. 
 
Results from this study have led to the conclusion that the reactivity of daytime NO3 could be more 
competitive than previously thought, with losses due to reaction with VOCs (and subsequent 
organonitrate formation) likely to be just as important as photolysis. This has highlighted the 
significance of NO3 in daytime organonitrate formation, with potential implications for air quality, 





5.3.2.3 Atmospheric Implications of NO3-sourced Organonitrates 
As outlined in chapter 5.3.2.1, organonitrates can have significant impacts on the atmosphere, both 
in terms of aerosol formation and their potential contribution to O3 formation. However, these 
impacts are governed by their lifetimes, i.e. how quickly they degrade within the atmosphere. Should 
they not form particles (i.e. SOA) on a rapid timescale, it is likely that these nitrates will act as short- 
or long-term NOx reservoirs, thus having implications for O3 formation and air quality in and around 
urban areas. 
 
In chapter 5.3.2.1, NO3 was found to make substantial contributions to organonitrate formation, 
irrespective of time of day and altitude. Therefore, as a final piece of analysis in this study, the 
lifetimes of these NO3-derived organonitrates were estimated, in order to gain insight into their 
implications for air quality. Referring back to Table 5.1, the stable organonitrates derived from NO3 
in the WRF-Chem-CRI model are: NRU12OOH, NRN6OOH, NRN9OOH, NRN12OOH, 
NRTN28OOH, NOA, NRTX28OOH and NRU14OOH. Table 5.1 also shows that several other 
organonitrates derived from NO3 exist in the model, including NRU12O2 and NRN6O2. However, 
these are peroxy radicals, and so are not included in this analysis due to their high reactivities. 
 
Each of these organonitrates is either lost by photolysis or by reaction with the OH radical. Model 
fluxes associated with these reactions, along with global modelled concentrations were used to derive 
estimated lifetimes for each nitrate, with respect to each loss process. These estimates are given in 
Tables 5.2 to 5.9. For completion, lifetimes were calculated for every month of the year. However, 
this analysis will focus on the data associated with the months of the winter and summer periods of 
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Table 5.2: The estimated atmospheric lifetimes of NRN6OOH 




Table 5.4: The estimated atmospheric lifetimes of NRTN28OOH 
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Table 5.3: The estimated atmospheric lifetimes of NRN9OOH 
with respect to OH oxidation and photolysis. 
Table 5.5: The estimated atmospheric lifetimes of NRTX28OOH 











































Month Lifetime with respect to 
OH oxidation / hours 
Lifetime with respect to 
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OH oxidation / hours 
Lifetime with respect to 





































Month Lifetime with respect to 
OH oxidation / days 
Lifetime with respect to 





































Table 5.6: The estimated atmospheric lifetimes of NRU12OOH 
with respect to OH oxidation and photolysis. 
Table 5.7: The estimated atmospheric lifetimes of NRU14OOH 
with respect to OH oxidation and photolysis. 
Table 5.8: The estimated atmospheric lifetimes of NRN12OOH 








Tables 5.2 to 5.8 show that the majority of NO3-sourced nitrates in WRF-Chem-CRI are controlled 
by reaction with the OH radical, with shorter lifetimes often seen in the summer months, due to higher 
OH abundances and photolysis rates. For example, Table 5.8 shows that NRN12OOH has a lifetime 
of between approximately 2.5 and 3.5 days in winter (January and February), but shorter lifetimes of 
around 1 day in the summer (July and August).  However, Table 5.9 shows that NOA (2-oxopropyl 
nitrate) is an exception to this, with photolysis dominating its atmospheric loss.  
 
As highlighted previously, the lifetime of these species dictates the impact that they will have on 
surrounding air quality. For example, in the case of NOA (Table 5.9), its lifetime stays relatively 
constant at approximately 16 days. Based on the assumption that it takes approximately 1 day for an 
air mass to cross the U.K., organonitrates with these longer lifetimes will act as long-term reservoirs 
of NOx, persisting in the atmosphere and being essentially inert in terms of impacts on atmospheric 
composition or air quality in the U.K. However, shorter-lived organonitrates, with lifetimes of less 
than 3-4 days will start to have an impact locally, the extent of which will have a dependence on wind 
speed.  
 
For the remainder of this chapter, the analysis will focus on two organonitrates which are particularly 
short-lived: NRU12OOH and NRU14OOH. Tables 5.7 and 5.8 show that these nitrates only persist 
on a timescale of a few hours, thus making them short-term NOx reservoirs, with definite impacts on 
local and regional air quality. In order to understand the atmospheric implications of these 
organonitrates, one must consider their chemistry and the impacts associated with their degradation 
Month Lifetime with respect 
to OH oxidation / 
days 
Lifetime with respect 
to photolysis  
(J57)† / days 
Lifetime with respect 
to photolysis  
(J56)† / days 
Lifetime with respect 
to photolysis  





























































Table 5.9:  The estimated atmospheric lifetimes of NOA with respect to OH oxidation 
and photolysis.  




products. NRU12OOH reacts with the OH radical to produce another organonitrate, NOA, which in 
turn, degrades to produce NO2 and the acetyl peroxy radical (CH3C(O)O2). With a lifetime of between 
6 and 7 hours, an air mass containing NRU12OOH would have enough time to travel away from 
where it was generated. This means that this organonitrate would contribute to O3 production 
downwind the following day (based on the assumption that it is predominantly generated during the 
night), thus acting as a potential source of O3 downwind. NRU14OOH reacts with the OH radical to 
generate multigenerational organonitrates. This ultimately results in the formation of NOA, which 
decomposes to release NO2. As with NRU12OOH, the lifetime of NRU14OOH (approximately 9 
hours) allows the air to travel away from where it was generated, thus contributing to O3 formation 
downwind. However, its slightly longer lifetime and less direct route of producing NOA means that 
NRU14OOH is able to transport the NOx further from the source, thus contributing to O3 formation 
and impacting air quality over a wider area. 
 
The NO3-sourced organonitrates in WRF-Chem-CRI have been found to have minimal impact on 
SOA formation, instead persisting in the gas-phase and acting as short- or long-term NOx reservoirs. 
This does not mean that NO3 is not contributing to SOA, as there are other NO3-sourced 
organonitrates in the atmosphere which are more likely to condense. However, at present, the CRI 
(“Common Representative Intermediates”) mechanism does not contain these organonitrates and is 
focused on optimising the representation of NO-NO2 conversions rather than SOA. This 
consequently means that the model is currently underestimating the SOA contribution from NO3. The 
CRI mechanism is traceable to the MCM (Master Chemical Mechanism), which includes NO3-
sourced organonitrates which are more likely to contribute to SOA formation. This therefore 
highlights scope for improving the representation of SOA in the model, as the NO3-sourced 
organonitrates represented in the chemical mechanism are likely to play an important role in this area. 
 
5.4 Conclusions 
NO3 has long been recognised at the dominant oxidising species in the night-time troposphere, having 
significant impacts on the degradation chemistry and budgets of numerous VOCs. It is therefore 
essential that its chemistry is well represented in atmospheric chemistry models, such as WRF-Chem-
CRI. This acts a basis of one of the research questions that the work in this chapter aimed to address: 
“How does the model represent nitrates, in terms of coverage and their respective atmospheric 
impacts?”. One way of assessing the model would be to compare modelled NO3 mixing ratios with 
those measured at a particular location. This study used observations from the “ClearfLo” project, 




winter and summer of 2012. This project did not involve any direct NO3 measurements. However, it 
was possible to infer the model’s representation of NO3 levels at this site, with modelled predictions 
of its precursors, NO2 and O3 being comparable with measurements (see chapter 4.3).  
 
N2O5 is formed via the reaction between NO2 and NO3 and was measured during the summer IOP of 
the “ClearfLo” project. This data was used to further assess the model’s ability to represent nitrate 
chemistry. Surrounding buildings and vegetation cause turbulence, with the measurement data likely 
to be representative of around 100 metres AGL. As a result, modelled mixing ratios at altitudes of 
between 0 and 200 metres AGL were compared against the measurement data, with the model 
bracketing the measured data between altitudes of approximately 50 and 150 metres AGL. This 
confirmed the ability of WRF-Chem-CRI to simulate N2O5 levels at the North Kensington site, if the 
measured data are assumed to be representative of approximately 100 metres AGL. Comparisons 
between modelled and measured NO2, O3 and N2O5 data gave a good indication of the model’s ability 
to reproduce atmospheric nitrate levels at the North Kensington site.  
 
The contribution of NO3 to organonitrate formation was also examined, due to significance of 
organonitrates as SOA components and NOx-reservoir species. The model’s chemical mechanism, 
alongside the MCM, was used to deduce the production pathways of all organonitrates, all of which 
were found to be formed exclusively from the reaction of RO2 with NO, or the NO3-initiated oxidation 
of an alkene. Extraction of midday and midnight mixing ratios of organonitrates at a range of altitudes 
gave insight into how the fraction of NO3-derived organonitrate varies according to time of day and 
altitude.  Analysis showed that a significant fraction of organonitrates are sourced from NO3, even 
during daylight hours, attesting to a more dominant role in daytime organonitrate formation than 
previously thought and thus addressing the research question outlined at the start of this chapter 
regarding the contribution of nitrate radicals to daytime oxidation chemistry.  This also suggests that 
the reactivity of NO3 towards alkenes may be large enough to compete with photolysis, as seen in a 
recent study on NO3 reactivity [Liebmann et al., 2018]. As expected, altitude had minimal impact on 
the fraction of NO3-sourced organonitrate, with NO3 production being constant throughout the 
boundary layer as a result of compensation of its precursors. 
 
The lifetimes of each organonitrate with respect to the OH radical and photolysis were then estimated, 
with analysis finding that most organonitrates were dominated by OH oxidation. Lifetimes varied on 
a timescale of days, highlighting their roles as short- and long-term NOx reservoirs and resultant 
implications for O3 production, air quality and human health. Two organonitrates in particular, 




to contribute to O3 formation and impact on local air quality.  This analysis also showed that the NO3-
sourced organonitrates currently represented in WRF-Chem-CRI do not readily condense, therefore 
do not contribute to SOA. However, this is only a subset of nitrates, with others in the atmosphere 
being more likely to condense. These results therefore highlight the need to consider and improve the 
SOA representation in the model in future. 
 
In summary, this study has yielded some interesting findings, particularly in terms of the mechanisms 
which govern daytime NO3 reactivity and its role in organonitrate formation. Organonitrates make 
up a significant proportion of global SOA, causing extensive impacts on global climate and as NOx-
reservoir species, they also contribute to regional ozone formation and subsequently affect air quality. 
Both of these properties also cause adverse impacts on human health, thus demonstrating the need 



































Chapter 6  
 
Global Modelling of Biofuel-Derived Butanol using 
STOCHEM-CRI 
 
6.1 Introduction  
 
6.1.1 Biofuels: Ethanol versus Butanol  
Ethanol is currently the most widely used biofuel globally, accounting for approximately 80% of all 
liquid biofuel production. However, research into C3 and longer chain alcohols as biofuels has 
increased in recent years. Butanols have gained a lot of interest in this field, having many preferential 
physical and chemical properties compared with ethanol. The energy density and chemical structure 
of butanol is much closer to gasoline, thus overcoming miscibility issues associated with bioethanol. 
It also burns more cleanly (containing around 22% oxygen) and is far less corrosive than ethanol, 
meaning that it can be shipped and distributed through existing infrastructure. 
 
6.1.2 Atmospheric Chemistry of Butanol 
Biofuels are a subset of VOCs whose use is increasing across the world and as a result, are likely to 
make up a significant proportion of global trace VOCs in the near future. The large-scale use of 
butanol as a fuel will result in direct emissions into the atmosphere via leakage, evaporation or 
incomplete combustion. Therefore, we need to have a good understanding of their behaviour under 
atmospheric conditions, as well as combustion conditions. 
 
The relatively short lifetimes of butanols (in the range of ~0.5 to 6 days; McGillen et al., 2013) mean 
that their emission and their oxidation products are likely to impact local and regional air quality. 
However, the larger-scale, global implications should also be considered in order to fully assess their 
environmental impacts. Once released into the atmosphere, the photo-oxidation products of higher 
alcohols can influence tropospheric ozone, as well as other secondary pollutants such as secondary 
organic aerosols (SOA) and peroxyacyl nitrates (PANs). It is therefore necessary to use kinetic data 
and chemical mechanisms to reliably assess the atmospheric processing of these biofuels in terms of 




via reaction with the OH radical, which is a highly site-specific process. There are a number of 
competing pathways by which this reaction can proceed, thus leading to the formation of different 
stable end product(s) and potentially, different impacts on atmospheric composition. Laboratory 
studies by McGillen et al. [2013; 2016] investigated the removal of the butanol isomers under 
atmospheric conditions, deducing the branching ratios and dominant reaction pathways associated 
with the OH radical initiated degradation. 
 
6.1.3  Study Aims & Research Questions 
Studies have looked into the tailpipe emissions resulting from the combustion of butanol.  However, 
as outlined above, the use of butanol as a global biofuel will result in significant emissions into the 
atmosphere, with its subsequent transport and degradation likely to impact atmospheric composition. 
This highlights a need for research into butanol as a biofuel; helping the global community to 
understand how it behaves in the atmosphere and answer questions like: 
• Are biofuels really the “greener” alternative to fossil fuels? 
This study therefore aims to contribute to this area of research, by incorporating the oxidation 
chemistry of butanol, as described by McGillen at al. [2013; 2016], into the chemical mechanism of 
the 3-dimensional chemistry transport model, STOCHEM-CRI for the first time. Sensitivity 
simulations will also look to explore the longer-term impacts of biofuel use on the atmosphere and 
global population, by altering annual emissions in the model. This work will provide insight into the 
global atmospheric implications and ultimately, the environmental viability of using butanol as a 
biofuel, with the ultimate aim of answering the question: 
• What does the global modelling of butanol oxidation chemistry by STOCHEM-CRI infer 












6.2 Experimental  
All simulations were run using the global 3-dimensional chemistry transport model, STOCHEM-
CRI, in order to investigate the global impacts of biofuel-sourced butanol emissions.  
 
The base case simulation (hereafter referred to as “STOCHEM-Base”) was conducted using the CRI 
v2-R5 mechanism, which describes the degradation of methane and 26 non-methane hydrocarbons, 
using 229 species in 627 photochemical reactions. 
 
6.2.1 Representing the Oxidation of Butanol Isomers in STOCHEM-
CRI 
“STOCHEM-Base” was integrated after including the mechanisms and kinetic data associated with 
the reaction of each aliphatic isomer of butanol with the OH radical. The lack of studies and emissions 
data for butanol meant that the POET (Precursors of Ozone and their Effects in the Troposphere) 
emission inventory for the year 2000 was consulted, and a global biofuel-derived ethanol emission 
of 1.8 Tg/year from this inventory was used to represent the total emission of butanol in the initial 
simulations.  
 
The butanol emissions were applied to the model using a biofuel-sourced emission distribution. This 
was achieved by applying a global emission distribution file for biofuel-derived ethanol. This was 
obtained from the Naik et al. [2010] study. This emission distribution file was modified in order to 
align with the resolution and emission units of the STOCHEM-CRI model. Details of these 
modifications are described in chapter 3.2.1, as this emission file was also applied to STOCHEM-
CRI to look into the global budget and distribution of ethanol.  
 
Dry deposition is accounted for in the model via gravitational movement processes over the land and 
ocean. There are currently no dry deposition velocities for butanol in the literature. As a result, the 
respective values for ethanol [Naik et al., 2010] were used to represent the dry deposition rates of 
butanol in the integrated simulations. The dry deposition velocities over the land and ocean were 
therefore considered as 1.3 and 0.8 mm/s, respectively. Wet deposition is represented by the species 
specific convective and dynamic scavenging coefficients. These were estimated for each butanol 
isomer using Henry’s law coefficients [Sander 2015] and applied to the respective integrations.  The 













The primary rate constants associated with the reactions of each isomer with the OH radical were 
derived using kinetic data from McGillen et al. [2013] and [2016]. These studies determined the 
respective rate constants for every abstraction site on each butanol isomer. The structures of each 



























n-Butanol 1.5 3.0 
i-Butanol 1.5 2.9 
s-Butanol 1.5 3.0 
t-Butanol 1.4 2.8 
Table 6.1: Estimates of the wet deposition scavenging 




















Figure 6.1: Structures of the aliphatic isomers of butanol (C4H9OH). α, β, γ and δ 
refer to C−H bonds that are 0, 1, 2, and 3 carbon atoms away from the OH containing 
carbon atom, respectively. prim, sec, and tert denote primary (CH3−), secondary 




























The primary reaction between each butanol isomer and the OH radical occurs via two pathways in 
the mechanisms applied to STOCHEM-CRI, both of which are assumed to react at the same rate. The 
dominant reaction pathway leads to the formation of a stable end-product and a peroxy radical. The 
remaining pathway proceeds via the formation and subsequent multi-stage degradation of the peroxy 

















HCHO + C2H5CHO 
















CH3COCH3 + HCHO 













CH3CHO + CH3CHO 














CH3COCH3 + HCHO 
CH3COCH3 + HCHO 




Table 6.2: End products and branching ratios of all reactive sites on each butanol isomer. 
The names of the products refer to those listed by the MCM. The reaction of OH with t-
butanol can lead to the formation of a pre-reactive complex, though the contribution of 
complex formation. This results in two separate reactive sites and branching ratios for the 
reaction at the β position butanol, which are labelled βprim and βcomplex.  






Table 6.3: The calculated composite rate constants for the reaction of each 
butanol isomer.  
A parameterisation was used to derive composite rate constants for the primary reaction of each 
butanol isomer, through the application of a modified Arrhenius equation which considers the 
temperature dependence of a pre-exponential factor [Kooij et al., 1893; McGillen et al., 2013]: 
 
k = AeDf 23o      (6.1) 
 
In equation (6.1), k is the rate constant (cm3 molecules-1 s-1), A the pre-exponential factor (cm3 
molecules-1 s-1), R the gas constant (kJ mol-1 K-1) and E the activation energy (kJ mol-1) and T the 
temperature (K). This was done by splitting the rate constant of each reaction channel into their 
constituent Arrhenius parameters, and summing these together to derive total rate constants at 
temperatures between 220 and 350 K, which would help to keep the resultant expression accurate, 
whilst also being able to describe a large range of tropospheric temperatures. Applying this method 
made it possible to derive a reaction rate expression which fit well with and thus, reasonably 
represented the rates of all reaction channels, each of which had different temperature dependences. 
The resultant rate expressions for each isomer, along with the corresponding rate constants at 298 K 




















Butanol Isomer Composite Rate Constant / 
 cm3molecules-1s-1 
Rate constant at 298 K / 
cm3molecules-1s-1 
n-butanol 4.15e-17 T1.75 e(782/T) 1.22e-11 
i-butanol 1.58e-17 T1.83 e(881/T) 1.02e-11 
s-butanol 4.09e-17 T1.71 e(766/T) 9.10e-12 




The full degradation mechanisms of each butanol isomer adopted in the STOCHEM-CRI chemical 

















Figure 6.2: The degradation mechanism of n-butanol adopted in the STOCHEM-CRI 
chemical mechanism. 








Simulations “N-1.8”, “I-1.8”, “S-1.8” and “T-1.8” were performed, which involved the “STOCHEM-
Base” simulation being integrated after including the OH-initiated degradation chemistry of the n-, 
i-, s- and t-butanol isomers, along with a global biofuel-derived emission of 1.8 Tg/year. Details of 
the mechanistic and kinetic data incorporated into STOCHEM-CRI for each butanol simulated are 
illustrated in Table 6.4. 
Figure 6.5: The degradation mechanism of t-butanol adopted in the STOCHEM-CRI 
chemical mechanism. 





Table 6.4: Details of the initial STOCHEM-CRI simulations for each butanol isomer. The rate 
constants for the primary reactions of each butanol isomer with OH were mathematically derived 
using kinetic data from McGillen et al. [2013] and [2016] and are shown in Table 6.3. The values 






Simulation Chemistry added to STOCHEM-Base Rate constant /  
cm3 molecules-1 s−1 
(Branching Ratio) 
N-1.8 NBUTOL + OH → C3H7CHO + HO2 
NBUTOL + OH → NBUTOLO2 
NBUTOLO2 + NO → NO2 + HCHO + C2H5CHO + HO2 + HO2 
NBUTOLO2 + NO → NO2 + HCHO + HOCH2CH2O2 + HO2  
NBUTOLO2 + NO → NO2 + HOC3H6CHO + HO2  
NBUTOLO2 + NO3 → NO2 + HCHO + C2H5CHO + HO2 + HO2 
NBUTOLO2 + NO3 → NO2 + HCHO + HOCH2CH2O2 + HO2  
NBUTOLO2 + NO3 → NO2 + HOC3H6CHO + HO2  
NBUTOLO2 + HO2 → NBUTOLOOH 
NBUTOLOOH + OH → NBUTOLO2 
NBUTOLOOH + hν → OH + HCHO + C2H5CHO + HO2 
NBUTOLOOH + hν → OH + HCHO + HOCH2CH2O2 + HO2 







kRO2NO3 (0.62)  







I-1.8 IBUTOL + OH → i-C3H7CHO+ HO2 
IBUTOL + OH → IBUTOLO2 
IBUTOLO2 + NO → NO2 + HCHO + CH3COCH3 + HO2 + HO2 
IBUTOLO2 + NO → NO2 + HCHO + HOC4O2 + HO2 
IBUTOLO2 + NO3→ NO2 + HCHO + CH3COCH3 + HO2 + HO2 
IBUTOLO2 + NO3 → NO2 + HCHO + IBUTOLO + HO2 
IBUTOLO2 + HO2 → IBUTOLOOH 
IBUTOLOOH + OH → IBUTOLO2 
IBUTOLOOH + hν → OH + HCHO + CH3COCH3 + HO2 
IBUTOLOOH + hν → OH + HCHO + IBUTOLO + HO2 
IBUTOLO + NO → NO2 + CH3CHO +HCHO + HO2 + HO2 
IBUTOLO + NO3 → NO2 + CH3CHO +HCHO + HO2 + HO2 
IBUTOLO + HO2 → HOIPRCHO 
HOIPRCHO + OH → IBUTOLO 

















S-1.8 SBUTOL + OH → MEK + HO2 
SBUTOL + OH → SBUTOLO2 
SBUTOLO2 + NO → NO2 + CH3CHO + CH3CHO + HO2 + HO2  
SBUTOLO2 + NO → NO2 + HCHO + C2H5CHO + HO2 + HO2  
SBUTOLO2 + NO → NO2 + CH3COOH + C2H5O2  
SBUTOLO2 + NO3 → NO2 + CH3CHO + CH3CHO + HO2 + HO2  
SBUTOLO2 + NO3 → NO2 + HCHO + C2H5CHO + HO2 + HO2  
SBUTOLO2 + NO3 → NO2 + CH3COOH + C2H5O2  
SBUTOLO2 + HO2 → SBUTOLOOH 
SBUTOLOOH + OH → SBUTOLO2 
SBUTOLOOH + hν → OH + CH3CHO + CH3CHO + HO2 + HO2 
SBUTOLOOH + hν → OH + HCHO + C2H5CHO + HO2 + HO2 
















T-1.8 TBUTOL + OH → CH3COCH3 + CH3O2 
TBUTOL + OH → TBUTOLO2 
TBUTOLO2 + NO → NO2 + HCHO + CH3COCH3 + HO2 
TBUTOLO2 + NO3 → NO2 + HCHO + CH3COCH3 + HO2 
TBUTOLO2 + HO2 → TBUTOLOOH 
TBUTOLOOH + OH → TBUTOLO2 











Two scenarios were simulated to investigate the impact that these would have on the global 
atmosphere. The first scenario involved the integration of channel sensitivity simulations, whereby 
the model assumed that the reaction of OH with butanol proceeds via one pathway. Running these 
simulations would make it possible to investigate the importance of the stable end-product(s) in terms 
of atmospheric composition and oxidising capacity. Two simulations were run for each isomer, using 
the respective composite rate coefficients derived for each butanol isomer, which are given in Table 
6.4. One of the simulations assumed the direct formation of a stable end-product and the HO2 radical, 
whilst the other applied the more complex multi-stage degradation reaction pathway involving the 
peroxy radical form of each butanol isomer. These were denoted with the labels “C1” and “C2”, 
respectively, for each isomer.  
 
Global biofuel use is projected to grow in the decades to come, thus meaning that emissions from 
these sources, and potentially the scale of their environmental impact will also increase. A second 
scenario was set up in order to predict the impacts that may occur if biofuel usage was to increase 
ten-fold and one hundred-fold, in relation to the 2000 emission inventory estimation of 1.8 Tg/year. 
As with the distribution analysis, these simulations were only run for n-butanol, and were labelled as 

















6.3 Results & Discussion 
 
6.3.1 Estimated Photochemical Ozone Creation Potential  
Ozone is produced from the photochemical oxidation of VOCs in the presence of NOx. The relative 
contribution of each VOC to the formation of ozone vary on a compound-by-compound basis, as a 
result of differences in their chemical structure and hence, their reactivity. It is extremely difficult to 
define a parameter which can represent the relative impact of each VOC on regional ozone formation, 
as the rate of VOC oxidation can vary significantly. Some VOCs undergo rapid oxidation, resulting 
in the formation of ozone in close proximity to the point of emission. However other compounds are 
oxidised much more slowly and can lead to the formation of greater amounts of ozone due to the 
nature of their structure.  
 
Studies have looked into defining an ozone formation index using boundary layer models with 
detailed chemical schemes [Derwent and Jenkin, 1991; Andersson-Sköld et al., 1992; Simpson, 1995; 
Derwent et al., 1998]. This method could be used to calculate ozone formation under the atmospheric 
boundary layer conditions simulated by the model, through the addition of the factors which influence 
ozone formation from a given VOC. Such studies have resulted in the development of a number of 
scales relating to ozone formation, including the “Photochemical Ozone Creation Potential” (POCP) 
scale, which was used to look into regional scale ozone formation in north-west Europe using organic 
compounds incorporated into the Master Chemical Mechanism (MCM) [Derwent et al., 1998; Jenkin 
and Hayman, 1999].  
 
The POCP for a given VOC is calculated by looking at the impact of a small, gradual increase in its 
emission on the integrated ozone formation, relative to the increase in emission of a reference VOC: 
ethene. The POCP for a particular VOC, “x”, is therefore calculated using equation (6.2), with the 





	x	100  (6.2) 
 
However, it is also important to consider the potential ozone formation capabilities of organic 
compounds not represented by the Master Chemical Mechanism. Jenkin et al. [1998] introduced the 
concept of “Estimated Photochemical Ozone Creation potential” (εPOCP) for several classes of 




𝜀uvwu =	α#. 𝛾x. 𝛾[ (1 −	𝛼"
y . 𝜂w)   (6.3) 
 
Where ηc is the carbon number of the VOC in question, 𝛾x and 𝛾[ denote the structure and reactivity-
based ozone formation indices of the VOC, respectively, and α1, α2 and β are constants. The full 
methodology for the calculation of the estimated photochemical ozone creation potential, including 
descriptions and respective values of all parameters shown in equation (6.3) can be found in Jenkin 
[1998]. 
 
6.3.1.1 Estimated Photochemical Ozone Creation Potentials (εPOCP) for the 
Aliphatic Isomers of Butanol 
Equation (6.3) was used to derive εPOCP values for n-, i-, s- and t-butanol, through the derivation of 
each component described above. The respective parameters and resultant εPOCP values for each 
butanol isomer are given in Table 6.5. The rate constant in this case refers to the experimental rate 






Table 6.5 shows that the estimated photochemical ozone creation potentials are extremely similar 
amongst n-, i- and s-butanol, with t-butanol having a significantly lower value. The similarity 
amongst the majority of the isomers is to be expected, as the photochemical ozone creation potential 
is based on the number of reactive (C-C and C-H) bonds and their ability to break. All butanol isomers 
contain the same number of reactive bonds, thus accounting for their comparable ozone creation 
potentials. The lower value calculated for t-butanol is a result of the reactivity-based ozone formation 
index (γR), which applies the rate constant associated with the reaction of each butanol isomer with 
the OH radical. As the reaction between t-butanol and OH is slower in comparison with the other 
three isomers, this results in a much smaller γR value which, in turn, results in the reduced ozone 
creation potential seen in Table 6.5. 
Isomer kOH / cm3 molecules-1 s-1 γS γR α1 α2 β εPOCP 
n-butanol 9.68 x 10-12 0.757 0.56 104 0.03 0.25 59.9 
i-butanol 1.02 x 10-11 0.757 0.59 111 0.03 0.50 56.7 
s-butanol 9.14 x 10-12 0.757 0.52 104 0.03 0.25 58.6 
t-butanol 1.16 x 10-12 0.757 0.067 104 0.03 0.25 35.2 
Table 6.5: The primary rate constants and parameters and resultant estimated 





6.3.2 Estimated Photochemical PAN Creation Potential  
As discussed in chapter 6.3.1, numerous scales were developed to investigate ozone formation. 
Derwent et al. [1998] looked into the formation of regional ozone in north-west Europe, using the 
Master Chemical Mechanism to derive photochemical ozone potentials for a number of organic 
compounds. The scope of this study also extended to regional scale PAN formation, with the 
derivation of an analogous photochemical PAN creation potential (PPCP) for each organic 
compound.  The PPCP for a particular VOC, x is therefore calculated in a similar way to the POCP 
using equation (6.6), this time using a reference compound of propene, as ethene does not decompose 





	x	100  (6.6) 
 
PAN is formed via the reaction of the acetyl peroxy radical (CH3C(O)O2) with NO2. This means that 
the oxidation of VOCs in the atmosphere has the potential to form PAN as the oxidation of VOCs 
promotes the conversion of NO to NO2, with some degrading to generate CH3C(O)O2. Acetaldehyde 
(CH3CHO) is an example of the latter, with its oxidation leading to the formation of the acetyl radical 
(CH3CO) (equation (6.7)), which then generates CH3C(O)O2 through reaction with molecular oxygen 
(equation (6.8)). However, many organic compounds (C2 and higher) also generate CH3C(O)O2 
through the production of either CH3CHO, or the CH3CO during their degradation. 
 
CH!CHO + OH → CH!CO + H"O   (6.7) 
CH!CO + O"	(+M) → CH!C(O)O"	(+M)  (6.8) 
 
However, as with ozone formation, it is also necessary to consider the capabilities of hydrocarbons 
and oxygenated VOCs which are not incorporated into the Master Chemical Mechanism. The concept 
of “Estimated Photochemical PAN Creation Potential” (εPPCP) was derived by Jenkin et al. [1998] 
using equation (6.9), in order to represent these organic compounds. 
 
εPPgP = PPCP/(1 + ε9{|)    (6.9) 
 
Where PCCP0 is the contribution to the overall PPCP value which may can be attributed to the ability 
of the VOC in question to convert NO to NO2 and εAYI the estimated acetyl yield index. The full 




descriptions and respective values of all parameters shown in equation (6.9) can be found in Jenkin 
[1998]. 
 
6.3.2.1 Estimated Photochemical PAN Creation Potentials (εPPCP) for the 
Aliphatic Isomers of Butanol 
Equation 6.9 was used to derive εPPCP values for n-, i-, s- and t-butanol, through the derivation of 
each component described above. The respective parameters and resultant εPPCP values for each 







                            † = Calculated using the methodology described in chapter 6.3.1 
 
There are notable differences amongst the estimated PAN creation potentials calculated for each 
isomer. n-butanol and particularly s-butanol have greater potentials than i- and t-butanol, which can 
be attributed to their structures. In order to form PAN, the acetyl peroxy radical (CH3C(O)O2) is 
required. s-butanol contains a “CH3-C-” group in its structure, meaning that it is able to generate 
CH3C(O)O2 and in turn, PAN as it reacts in the atmosphere. n-butanol does not contain the  
“CH3-C-” group, thus reducing its PAN creation potential compared with s-butanol. However, the 
linear chain can be broken relatively easily, with subsequent atmospheric processing leading the 
formation of CH3C(O)O2 and PAN. The structures of i- and t-butanol mean that it is very difficult to 
generate CH3C(O)O2, thus accounting for the much-reduced estimated PAN creation potentials seen 




Isomer εPOCP† PPCP0 f(CH3-C-) εAYI εPPCP 
n-butanol 59.9 15.3 1 2 46.0 
i-butanol 29.1 14.6 0.5 1 29.1 
s-butanol 75.6 15.1 2 4 75.6 
t-butanol 9.3 9.3 0 0 9.3 
Table 6.6: Parameters and resultant estimated photochemical PAN creation 




6.3.3 Global Butanol Emissions of 1.8 Tg/year 
6.3.3.1 Global Production and Burdens  
The global budgets of simulated butanol, resulting from the “N-1.8”, “I-1.8”, “S-1.8” and “T-1.8” 
simulations are shown in Table 6.7.  
 
 
As expected, the biggest sink is generally oxidation via reaction with OH, accounting for 
approximately 70% of the global sinks of n-, i- and s-butanol. However, t-butanol is an exception. 
The reaction with OH only represents approximately 30%, with wet deposition being the main 
contributor to the simulated global sink of t-butanol. The reaction of t-butanol with OH occurs at an 
order of magnitude slower than the remaining three isomers, because of its highly branched chemical 
structure. The slower kinetics also account for the atmospheric lifetime of t-butanol being 
















   
Direct emission                         1.80 1.80 1.80 1.80 
Loss (Tg/year) 
 
   
N-butanol oxidation: formation of C3H7CHO & HO2               0.74    
N-butanol oxidation: formation of NBUTOLO2               0.54    
I-butanol oxidation: formation of i-C3H7CHO & HO2  0.57   
I-butanol oxidation: formation of IBUTOLO2  0.73   
S-butanol oxidation: formation of MEK & HO2   0.78  
S-butanol oxidation: formation of SBUTOLO2   0.46  
T-butanol oxidation: formation of CH3COCH3 & 
HO2 
   0.08 
T-butanol oxidation: formation of TBUTOLO2    0.47 
Dry deposition 0.11 0.11 0.12 0.19 
Wet deposition 0.40 0.38 0.44 1.05 
Global burden (Tg) 0.002 0.002 0.002 0.006 
Lifetime (days) 0.526 0.497 0.586 1.794 
Table 6.7: The global budgets of n-, i-, s- and t-butanol, according to the “N-1.8”, “I-1.8”, “S-1.8” 




Table 6.8: The global burdens and fluxes of key tropospheric species observed in the 
“STOCHEM-Base”, “N-1.8”, “I-1.8”, “S-1.8” and “T-1.8” STOCHEM-CRI simulations. 
6.3.3.2 Global Budgets and Spatial Distributions of Key Tropospheric Species 
The global burdens and production rates of ozone, nitrogen oxides, total peroxyacl nitrates, reactive 








Global burden  
(Tg) 








OH 2.38E-04 +2.81 +2.81 +2.87 +2.87 
HO2 0.03 -0.05 -0.05 -0.06 -0.07 
O3 312.71 +1.53 +1.49 +1.53 +1.51 
NO 0.06 +4.69 +4.54 +4.75 +4.38 











































      
Production 
(Tg/year) 








OH 5438.15 +0.87 +0.83 +0.87 +0.85 
HO2 1.30E+04 +0.72 +0.68 +0.71 +0.69 
O3 3.25E+06 +1.63 +1.58 +1.62 +1.61 

















































      
Loss  
(Tg/year) 








OH 7419.64 +0.75 +0.72 +0.75 +0.73 
HO2 1.21E+04 +0.79 +0.74 +0.78 +0.76 
O3 3.25E+06 +1.62 +1.58 +1.62 +1.60 

















































      




The most significant result from the incorporation of 1.8 Tg/year of butanol emissions and associated 
oxidation products is the increase in the global burden and production rate of ozone seen in all 
simulations. The observed increases are comparable amongst all butanol isomers. This is driven by 
similar reaction pathways associated with each isomer. RO2 radicals are produced over the course of 
the multi-generational oxidation of reactive VOCs such as butanol. This results in the catalysis of O3 
formation, as they promote the production of NO2 in a closely coupled photochemical reaction cycle. 
Some branches associated with the oxidation of the butanol isomers produced species which release 
these RO2 radicals more quickly than others due to differing stabilities and/or reactivities. However, 
the global burden data from the model provides mean values over a period of time, meaning that, 
over this time period, a similar amount of O3 is produced from the oxidation of each isomer. It is not 
possible to assume that the rate of O3 formation is the same for all isomers. One can only deduce that 
the amount of O3 produced is comparable.  
 
These results provide a good indication that the estimated photochemical O3 creation potential (εPOCP, 
calculated in chapter 6.3.1) provides a reasonable representation of their O3 formation capabilities. 
When the full calculations were undertaken, the values were found to be very similar, with the lower 
value of t-butanol being attributed to its lower reactivity. As seen in Table 6.8, this model study found 
that each isomer drove similar increases of O3, thus yielding similar results to those seen for the εPOCP 
values, thus providing support to the parameter. 
 
As the RO2 radicals are produced from multi-generational species, their effects are seen in the upper 
troposphere, with sufficient timescales allowing for their transport and hence, effects on O3 to be seen 
at these higher altitudes. This is shown in Figure 6.6, which displays the percentage changes in zonal 
O3 predicted by the “N-1.8”, “I-1.8”, “S-1.8” and “T-1.8” simulations, relative to the base case. 
Maximum percentage changes of approximately 6% (or 5 ppb) seen in the upper troposphere, 
between 30°N and 90°N. It should be noted that the y-axis on all spatial distribution plots in this 
chapter refers to the hybrid vertical pressure coordinate, h. The values range from 1.0 to 0.1, which 
correspond to altitudes of 0 to 16.2 km. More information about this coordinate, including the 











































Figure 6.6: The zonal and annual mean percentage changes in O3 when comparing the a) 
“N-1.8”, b) “I-1.8”, c) “S-1.8” and d) “T-1.8” STOCHEM-CRI simulations with the 
“STOCHEM-Base” simulation. [Percentage = ((STOCHEM-Base-(N/I/S/T-






This is further supported by the increased production of NO2 in the upper troposphere, driven by the 
injection of RO2 radicals from butanol oxidation. This is shown in Figure 6.7, with increases of up to 
80% (or 20 ppt) observed in the upper troposphere. This is also supported by the NO2 fluxes in the 

























The production of NO2 and O3 is increasing in the upper troposphere, suggesting that this is a result 
of multi-stage reaction pathways and/or the vertical transportation of NO2 through the troposphere. 
PAN (peroxyacetyl nitrate) is a peroxyacyl nitrate and acts as the main reservoir for NOx in the 
troposphere. It is formed by the reaction of the peroxyacetyl radical (CH3C(O)O2) with NO2 and 
enables the long-range transport of NOx, away from primary sources. It then thermally decomposes 
to release NOx into the remote troposphere, where it is most effective at producing O3. Other 
peroxyacyl nitraates which are represented in the model, including PPN (peroxypropionyl nitrate) 
Figure 6.7: The zonal and annual mean percentage changes in NO2 when comparing the a) 
“N-1.8”, b) “I-1.8”, c) “S-1.8” and d) “T-1.8” STOCHEM-CRI simulations with the 
“STOCHEM-Base” simulation. [Percentage change = ((STOCHEM-Base-(N/I/S/T-







behave in similar ways, acting as NOx reservoirs and adding to the NO2 and O3 production observed 
in the upper troposphere. 
 
Figure 6.8 shows that the incorporation of butanol chemistry into STOCHEM-CRI leads to enhanced 
formation of all peroxyacyl nitrate species in the upper troposphere, with comparable impacts 
amongst all isomers. This suggests that the multi-stage oxidation of butanol leads to the production 




























Figure 6.8: The zonal and annual mean percentage changes in total peroxyacyl nitrates when 
comparing the a) “N-1.8”, b) “I-1.8”, c) “S-1.8” and d) “T-1.8” STOCHEM-CRI simulations 
with the “STOCHEM-Base” simulation. “Total peroxyacyl nitrates” refers to the summed 
relative change PAN, PPN, PHAN, RU12PAN and RTN26PAN, the structures of which can be 
obtained using species names and the search facility on the MCM website 
(http://mcm.leeds.ac.uk/MCM/search.htt). [Percentage change = ((STOCHEM-Base-(N/I/S/T-







The global burden and flux data associated with total peroxyacyl nitrates in Table 6.9 (i.e. åPAN 
species) suggests that the respective impacts of each isomer are comparable. However, if one looks 
at the fluxes associated with the individual peroxyacyl nitrate species in Table 6.9, it is possible to 
identify some differences amongst the isomers. Table 6.9 shows that PAN production is slightly 
higher when oxidising n- and s-butanol compared with i- and t-butanol, at 0.47 and 0.45%, compared 
with 0.37 and 0.33%. PPN production also increases by 2.82% and 0.98% when considering n- and 
s-butanol, respectively. These changes are much greater than those observed for i- and t-butanol, 
which yield an increase of approximately 0.2%.  
 
In chapter 6.3.2, the estimated photochemical PAN creation potentials (εPPCP) were calculated for 
each isomer, with n- and s-butanol exhibiting much higher potentials as a result of their structure and 
ability to generate the PAN precursor, CH3C(O)O2. Results from this model study have reported 
higher PAN formation when oxidising n- and s-butanol compared with the remaining two isomers, 
thus providing support to the estimated photochemical PAN creation potential as a theoretical 
parameter. 
 
Results from this study have shown that the multi-generational oxidation of all butanol isomers leads 
to the formation of O3 in the upper troposphere, when assuming an annual emission of 1.8 Tg/year. 
The production of O3 at these altitudes is driven by similar reaction pathways of each butanol isomer, 
with enhanced production of multigenerational RO2 radicals catalysing NO2 and therefore, O3 
production. The oxidation of butanol also generated significant amounts of PAN in the upper 
troposphere, as a result of the production of its precursors, CH3C(O)O2 and NO2 during the reaction 
process. This has then enabled long-range transport of NOx at cold temperatures, where PAN then 
decomposes to release NOx into the upper troposphere, thus acting as an additional source of NO2 
seen in the same region. 
 
The increase of O3 in the upper troposphere could have implications for the global climate, Numerous 
studies have reported its potency as a greenhouse gas at these altitudes, due to its ability to absorb 
IR, UV and visible radiation [Wang et al., 1980; Lacis et al., 1990; Hauglustaine et al., 1994; Mickley 
et al., 1999]. This had led to growing concerns around anthropogenic sources of upper tropospheric 
O3 and their role in global climate change [Jaeglé et al., 2001], with this study finding that 





6.3.4 Alteration of End-product Branching Ratios 
The initial butanol simulations applied original product branching ratios. These were defined as a 
fraction of the total reactivity of each isomer, using the Arrhenius parameters associated with the 
individual reaction channels.  
 
The first scenario was set-up to investigate the dependence of O3 formation on the end-products of 
butanol oxidation, using a channel sensitivity study. This was achieved by reconfiguring the model, 
with the assumption each butanol isomer reacts with the OH radical via an exclusive pathway. Details 
of the reactions used in each of these simulations, along with the respective impact on the global 




















Simulation   Global Burden of 
O3 / Tg 
STOCHEM-Base   312.71 
 NBUTOLO2  
Branching Ratio / % 
C3H7CHO + HO2 
Branching Ratio / % 
 
N-C1 100 0 317.50 
N-C2 0 100 317.51 
 IBUTOLO2  
Branching Ratio / % 
i-C3H7CHO + HO2 
Branching Ratio / % 
 
I-C1 100 0 317.47 
I-C2 0 100 317.24 
 SBUTOLO2  
Branching Ratio / % 
MEK+ HO2 
Branching Ratio / % 
 
S-C1 100 0 317.50 
S-C2 0 100 317.48 
 TBUTOLO2  
Branching Ratio / % 
CH3COCH3 + HO2 
Branching Ratio / % 
 
T-C1 100 0 317.43 
T-C2 0 100 317.44 
Table 6.9: The mechanisms and O3 burdens associated with the “STOCHEM-




The O3 global burdens are comparable with each other, both within each isomer and when comparing 
all four isomers. This suggests that the amount of O3 generated in each case is only minimally affected 
by the product branching ratios. Figures 6.9 to 6.11 illustrate the spatial distributions of the changes 
seen in O3, NO2 and PAN when comparing the “N-C1” and “N-C2” simulations with “STOCHEM-
Base”. Analogous plots for the channel sensitivity simulations of i-, s- and t-butanol were found to 
have minimal differences compared with “N-C1” and “N-C2” simulations. These plots can be found 




































Figure 6.10: The zonal and annual mean percentage changes of NO2 when comparing the a) 
“N-C1” and b) “N-C2” STOCHEM-CRI simulations with the “STOCHEM-Base” simulation. 




Figure 6.9: The zonal and annual mean percentage changes of O3 when comparing the a) 
“N-C1” and b) “N-C2” STOCHEM-CRI simulations with the “STOCHEM-Base” 



















Figures 6.9 to 6.11 show extremely comparable impacts between the “N-C1” and “N-C2” 
simulations, with the biggest increases in O3, NO2 and PAN taking place in the upper troposphere. 
The locations and extent of these changes are almost identical to those seen in Figure 6.6, which used 
the original branching ratios. Figures 6.9 to 6.11, along with the global burden data shown in Table 
6.10, emphasise the lack of dependence of O3 formation on end-product branching ratios. 
 
Looking at Table 6.10 in more detail, there are oxidation products which exhibit different 
atmospheric reactivities and stabilities, particularly when considering butanal (C3H7CHO) and 
acetone (CH3COCH3), which are produced by the oxidation of n-and t-butanol, respectively. One 
would expect to see differences in the impacts on O3 when solely considering the reactivities of these 
species. However, Table 6.10 shows that the impact on O3 is comparable in all cases. This can be 
attributed to the region of the atmosphere in which these changes are taking place, as this has a 
significant impact on reactivities of species such as acetone. 
 
Acetone has a lifetime of approximately one month, thus allowing for transport and accumulation in 
the upper and free troposphere [Arnold et al., 1997; Singh et al., 2001]. Although, exhibiting low 
reactivities at the surface, such accumulations and photolytic losses mean that acetone is a significant 
source of hydrogen oxide radicals, HOx (OH + HO2) and PAN in the upper troposphere, both of 
which have implications for global O3 production and tropospheric composition [Singh et al., 1994; 
McKeen et al., 1997; Wennberg et al., 1998; Folkins and Chatfield, 2000; Mari et al., 2002].  
 
Figure 6.11: The zonal and annual mean percentage changes of PAN when comparing the a) 
“N-C1” and b) “N-C2” STOCHEM-CRI simulations with the “STOCHEM-Base” simulation. 






This reactivity change can be demonstrated by Figure 6.12, which shows the respective lifetime 
changes associated with butanal, methyl ethyl ketone (denoted as “MEK” in Table 6.10) and acetone, 
i.e. the stable end-products generated during the oxidation of n-, s- and t-butanol, respectively. These 
were calculated using the inverse of the respective modelled photolysis rates. The photolysis rates 
are calculated in the model using quantum yield and absorption cross-section data from literature. It 
should be noted that i-butanal, generated by the oxidation of i-butanol, was assumed to have the same 
photolytic parameters (i.e. quantum yield and absorption cross-section) as butanal. This accounts for 
the lack of representation if i-butanal in the plot. As acetone becomes more reactive with altitude, it 
undergoes photolysis and photochemical oxidation, thus resulting in a pronounced decline in lifetime, 

























Figure 6.12: Estimated lifetimes of butanal (squares), methyl ethyl ketone 
(circles) and acetone (triangles), as a function of altitude in STOCHEM-CRI. 
Altitudes shown on the y-axis refer to the ranges associated with the vertical levels 





Figure 6.13 illustrates the spatial distributions of the changes in O3, NO2 and PAN observed when 
























The magnitude and spatial distribution of these changes are comparable with those resulting from the 
channel sensitivity simulations of n-butanol (Figures 6.9 to 6.11), as well as those associated with the 
other isomers (see Appendix D.1). As the “T-C1” simulation generates acetone exclusively, this 
confirms that its increased reactivity in the upper troposphere shown in Figure 6.13 is driving the 
formation of PAN and NO2, and ultimately leading to O3 production in this region.   
 
The findings shown in this section of the chapter highlight the significance of the upper tropospheric 
increases in O3 observed. Comparable reactivities of end-products at such altitudes drive the 
formation of the required precursors, with alterations of branching ratios and exclusive reaction 




Figure 6.13: The zonal and annual mean percentage changes of a) O3, b) NO2 and c) PAN 
when comparing the “T-C1” simulations with STOCHEM-Base. [Percentage change = 





6.3.5 Simulating Global Increases in Biofuel-sourced Butanol 
Emissions 
The second scenario was set up to simulate the atmospheric impacts of incremental usage of butanol 
as a biofuel; increasing the global emissions varying orders of magnitude. The first simulation applied 
an annual global emission of 18 Tg/year; a ten-fold increase compared with the original model runs. 
The second simulation increased the global emissions further, simulating annual emissions of 180 
Tg/year. The resultant impacts on the global burdens and fluxes of key tropospheric species are 

























































Table 6.10 shows that, as butanol emissions are increased from 1.8 to 18 Tg/year and from 18 to 180 
Tg/year, the RO2 burden increases by approximately 0.25 and 2.52%, which increase the production 
fluxes of NO2 by 0.98 and 10.8%, thereby increasing O3 formation by 0.26 and 2.16%, respectively. 
This emphasises the role of reactive VOCs like butanol on the formation of O3, with dramatic 
increases seen in the latter when the emission of the former in the model is heightened. 
Global burden (Tg) % change (N-18 vs N-1.8) % change (N-180 vs N-18) 
OH -0.04 -0.68 
HO2 +0.21 +1.92 
O3 +0.26 +2.12 
NO -1.27 -6.89 






















RO2† +0.25 +2.52 
Production (Tg/year) % change (N-18 vs N-1.8) % change (N-180 vs N-18) 
OH +0.26 +2.36 
HO2 +0.32 +2.83 
O3 +0.24 +1.97 

























   
Loss (Tg/year) % change (N-18 vs N-1.8) % change (N-180 vs N-18) 
OH +0.25 +2.23 
HO2 +0.33 +2.91 
O3 +0.23 +1.96 


























Table 6.10: The simulated impacts on the global burdens and fluxes of 
key tropospheric species observed in the “N-1.8”, “N-18” and “N-180” 
STOCHEM-CRI simulations. 




This is particularly evident when looking at the spatial distributions of these changes, compared with 
the “STOCHEM-Base” simulation. These are shown in Figure 6.14, which illustrate the impacts on 






















As can be seen in Figure 6.14, the most significant increases in O3 occcur as emissions of butanol are 
increased from 18 to 180 Tg/year. Although increases are seen in the upper troposphere, O3 also 
becomes noticeable at the surface when using emissions of 180 Tg/year. This can be attributed to the 
relationship between transportation and oxidation. At lower emissions of butanol, transport 
dominates, with only a small amount of oxidation occurring at the surface, thus resulting in minimal 
impacts on surface O3 when applying butanol emissions of 1.8 Tg/year. However, as the emission is 
increased, although the relative contribution of oxidation compared with transportation is still small, 
the absolute amount of surface oxidation is much higher, due to the sheer amount of butanol being 
introduced into the system. That is to say that oxidation is making up a small amount of a larger flux 
Figure 6.14. The zonal and annual mean percentage changes in O3 when comparing the a) 







at the surface, compared with the simulations applying a lower butanol emission, resulting in high 
amounts of NO2 being produced at the surface via the production of reactive RO2 radicals generated 
during the oxidation process. 
 
This is also shown in Figure 6.15, which illustrates the spatial distributions of the changes seen in 
NO2 when comparing the “N-1.8”, “N-18” and “N-180” simulations with “STOCHEM-Base”. As 
with the analogous O3 plots, the production of NO2 at the surface increases dramatically with 
increased butanol emissions as a result of the sheer amount of NO2 being catalytically produced by 


















Figure 6.16 illustrates the spatial distributions of the changes seen in PAN when comparing the N-
1.8, N-18 and N-180 simulations with “STOCHEM-Base”. As expected, PAN production increases 
with butanol emissions. The plots show that PAN formation only occurs in the upper troposphere 
Figure 6.15: The zonal and annual mean percentage changes in NO2 when comparing 







when using emissions of 1.8 Tg/year, which is a result of transportation dominating at these lower 
emissions. However, surface levels of PAN increase dramatically as butanol emissions increase. As 
discussed earlier in the chapter, PAN is generated via butanol oxidation, via the production of its 
precursors, NO2 and CH3C(O)O2 over the multigenerational oxidation process. With higher 
emissions of butanol, and resultant surface oxidation taking place, the model experiences greater 


















Findings from this section of the chapter highlight the importance of the role that reactive VOCs like 
butanol play in the formation of O3 throughout the troposphere. Surface level O3 has been found to 
increase with increasing biofuel-sourced butanol emissions. This means that, should we move to 
exploit butanol as a biofuel in the future, with biofuel use expected to increase globally, it is likely 
that there will be dramatic increases in O3, both in the upper troposphere and at the surface. This 
Figure 6.16: The zonal and annual mean percentage changes in PAN when comparing the 







would result in significant impacts in terms of air quality and human health in particular, as well as 
leading to big changes in tropospheric composition. 
 
6.3.6 Global O3 Exposure: Human Impact of Increased Biofuel Usage 
Surface level (or tropospheric) O3 has extensive impacts on air quality and human health, as a 
component of photochemical smog and powerful oxidant. In recent decades, many epidemiological 
studies have investigated the link between O3 exposure and adverse health effects. In the late 1980s, 
for example, a study by Bates and Sizto [1987] reported an increase in hospital admissions for O3-
related respiratory diseases. Research into the health impacts associated with O3 exposure has 
continued into the 1990s and 2000s. Studies have demonstrated significant and sustained links 
between short-term O3 exposure and hospital admissions [Schwartz, 1997; Medina-Ramón et al., 
2006; Ji et al., 2011], with many also reporting a strong association with mortality across the world 
[Hoek et al., 1997; Touloumi et al., 1997; Goldberg et al., 1997]. 
 
Results from chapter 6.3.5 showed that, should butanol emissions increase to 180 Tg/year through 
its use as a biofuel, a significant amount of O3 could be produced at the surface, which could have 
drastic implications for the health of the global population. In order to understand the extent of these 
impacts, this section of the chapter will describe a method used to derive estimates for all-cause 
mortality resulting from O3 exposure. In order to do this, one needs to consider the absolute increases 
in O3 that the population would be exposed to. Figure 6.17 shows the O3 produced should butanol 
emissions increase to 180 Tg/year as a result of increased biofuel use (i.e. the “N-180” simulation), 




























As can be seen in Figure 6.17, the biggest increases are seen in the Northern Hemisphere. This is to 
be expected due to the high levels of industrialisation and urbanisation of these highly populated 
regions, resulting in high O3 precursor emissions of NOx and VOCs. The plot shows that there are 
countries and continents with large populations which would be exposed to high amounts of O3, with 
Europe witnessing increases of between 2 and 3 ppb and North America being exposed to increases 
ranging from 2 to 8 ppb. The biggest impact however, is seen in eastern Asia, with simulated 
increases in O3 of up to 13 ppb.   
 
There are several factors which contribute to the severity of the impact of this increase in O3 on the 
human population on a range of scales. Firstly, China and low-latitude regions have undergone rapid 
industrialisation over the past 20 years, with geographical shifts in precursor emissions (from vehicles 
and industry, for example) causing a co-located increase in tropospheric O3 [Sun et al., 2016; Chang 
et al., 2017; Gao et al., 2017] in a densely populated area of the world. As discussed previously, rising 
tropospheric O3 levels can severely impact human health, particularly in terms of cardiovascular 
systems and lung function [Bates and Sizto, 1987; Schwartz, 1997; Medina-Ramón et al., 2006]. 
Therefore, any additional increases in O3 in this region could have dramatic impacts on an already 
exposed population. However, O3 pollution can not only have a direct, regional effect. Its oxidative 
capacity means that it could also have a more indirect impact on the global population through 
causing reductions in global food crop yields, both in Asia and across the globe. Studies have 
predicted that O3 pollution could be responsible for reductions in rice, maize and wheat yields of 3-
Figure 6.17: The absolute changes in surface O3 when comparing the “N-180” 




4%, 2-5% and 4-15%, respectively [Van Dingenen et al., 2009; Avnery et al., 2011]. Therefore, 
increases in O3 pollution could not only lead to dramatic impacts on the human population in terms 
of acute and long-term health effects; but could also contribute to longer-term, extensive implications 
assocated with the global food supply network. 
 
Results from this study have highlighted the importance of reactive VOCs like butanol on surface O3 
formation, with millions of deaths predicted when emitting 180 Tg/year of butanol into the 
atmosphere. However, it is not only O3 that is detrimental to human health when considering the 
oxidation of butanol in the atmosphere. As seen earlier in the chapter, the oxidation of butanol often 
leads to the formation of carbonyl species, such as acetaldehyde (CH3CHO) and formaldehyde 
(HCHO). These species are known to be toxic and pose significant risks as carcinogens [World 
Health Organisation, 2000; Huang et al., 2011; National Research Council, 2014], thus widening the 
scope of potential adverse health impacts associated with emitting high levels of butanol should 
demand for biofuels continue to increase. 
 
6.4 Conclusions   
Favourable combustion properties have resulted in butanol being proposed as a potential biofuel. As 
demand for biofuels is likely to increase in the future, this will bring high direct emissions in the 
atmosphere, with the constituents of biofuels likely to make up a large proportion of trace VOCs in 
years to come. 
 
The main sink of VOCs is oxidation by the OH radical, which can yield species that have significant 
impacts on tropospheric O3 and other secondary pollutants.  It is therefore important to understand 
how butanol behaves under atmospheric conditions, as well as combustion. This provided the scope 
for this work, with laboratory studies by McGillen et al. [2013; 2016] looking at the temperature 
dependent reactions of each butanol isomer with the OH radical under tropospheric conditions. 
Mechanistic and kinetic data from these studies, along with biofuel emission data from Naik et al. 
[2010] were incorporated into the global model, STOCHEM-CRI, in order to answer the question, 
“What does the global modelling of butanol oxidation by STOCHEM-CRI infer about the 
atmospheric implications of its current and projected application as a biofuel?”.  
 
Initial simulations applied an annual emission of 1.8 Tg/year; an estimate of biofuel-sourced ethanol 
in the POET inventory for 2000. Global budgets of the four isomers showed that the reaction with 




butanol. The contribution of the reaction with OH was much reduced in this case, at approximately 
30%, with wet deposition making up a greater proportion of t-butanol loss. This could be attributed 
to t-butanol reacting much slower with OH than the other isomers due to its structure and resultant 
steric hindrance.  
 
The oxidation of each butanol isomer was found to increase the O3 burden by approximately 1.5% in 
the upper troposphere. The oxidation of the butanol isomers yields reactive RO2 radicals, which 
increase NO2 production and hence, result in the production of O3. The study also reported an increase 
in PAN in the same region, as a result of the production of precursors CH3C(O)O2 and NO2 during 
the butanol oxidation process. This further enhanced O3 production, with PAN being transported to 
the upper troposphere, and subsequent thermal decomposition providing an additional source of NO2. 
Production was confined to the upper troposphere as a result of the dominance of transportation over 
oxidation at such low emissions of butanol. 
 
The dependence of O3 formation on the end-products (and respective branching ratios) generated 
during the oxidation of butanol was investigated using channel sensitivity simulations. The model 
was configured to assume that butanol reacts with OH via an exclusive pathway, with separate 
simulations set up to look at each isomer and pathway. Differences amongst isomers were expected, 
due to the difference in reactivities and stabilities of the carbonyl end-products generated. For 
example, the oxidation of t-butanol yields acetone, which is relatively unreactive, especially when 
compared with butanal, which is produced during the oxidation of n-butanol. However, results 
showed similar impacts on O3 and precursors in all simulations, with comparable amounts of upper 
tropospheric O3 generated. This could be attributed to the increase in reactivity of acetone with 
altitude, meaning that its role in O3 generation in the upper troposphere would be comparable to the 
other oxidation products.  
 
The original and channel sensitivity simulations discussed above yielded O3 increases in the upper 
troposphere. O3 is able to absorb IR, UV and visible spectral regions at these altitudes, thus making 
it a potent greenhouse gas [Wang et al., 1998; Lacis et al., 1990]. These results therefore suggest that 
global butanol emissions of 1.8 Tg/year could have implications for the global climate and energy 
budget.  
 
Global biofuel use is projected to increase in the future, meaning that it is necessary to assess the 
atmospheric impacts of such an occurrence. This was achieved by running simulations with emissions 




Emission increases from 1.8 to 18 Tg/year and from 18 to 180 Tg/year yielded RO2 burden increases 
of 0.25 and 2.52%, which increased NO2 production fluxes and thereby increased O3 production by 
0.26 and 2.16%, respectively. As with the original 1.8 Tg/year simulations, O3 production increased 
in the upper troposphere. However, when butanol emissions were increased to 180 Tg/year, O3 
became more noticeable at the surface. This could be attributed to the greater importance of oxidation 
compared with transportation at these higher emissions. Surface oxidation increases at such high 
emissions of butanol, thus generating greater amounts of precursors and ultimately O3 at the surface.  
 
O3 at the surface is known to have extensive impacts, both in terms of air quality and human health 
[Bates and Sizto, 1986; Goldberg et al., 1997; Ji et al., 2011]. According to the results from this study, 
butanol emissions of 180 Tg/year would generate significant amounts of tropospheric O3. The 
greatest increases in tropospheric O3 were seen in eastern Asia (predominantly in China), with 
simulated increases reaching 13 ppb. Rapid industrialisation and the high populations in this area, 
along with the adverse health impacts of O3 pollution highlighted the potentital for significant human 
health implications on a regional scale. The long-term human impacts of such an increase were also 
discussed, with substantial impacts on global food crop yield likely to result, thus adding another 
negative consequence of exploiting the use of butanol as a biofuel in the future. 
 
In answer to the research question regarding the atmospheric implications of current and projected 
application of butanol as a biofuel, this study has highlighted that, with emissions of 1.8 Tg/year, 
butanol could have significant impacts on the global climate through the production of O3 in the 
upper troposphere. Should emissions increase with biofuel demand, butanol could have even greater 
impacts on air quality and human health via the production of surface level O3 and potentially harmful 
oxidation products, thus suggesting that biofuels may not be the “green” alternative to fossil fuels, as 
previously thought. These negative impacts could be negated should biofuels be used in a different 
way. For example, the fuel could be burned in a controlled manner; optimising the conditions and 
recovering the waste gases to generate energy. This could then be stored in the form of a grid, which 












Chapter 7  
 
 





7.1.1 Global Modelling of Atmospheric Ethanol 
Chapter 3 assessed the ability of global chemistry transport model, STOCHEM-CRI to estimate the 
global budget and distribution of ethanol. This was achieved through comparisons with earlier studies 
[Singh et al., 2004; Naik et al., 2010; Kirstine and Galbally, 2012] and running the model with 
emission class data from Naik et al. [2010] and Kirstine and Galbally [2012]. This would aim to 
address the research question, “Compared with earlier studies, how well does STOCHEM-CRI 
represent the atmospheric chemistry and global budget of ethanol?”. 
 
STOCHEM-CRI was found to provide a reasonable representation of the atmospheric chemistry of 
ethanol when compared with studies by Singh et al. [2004], Naik et al. [2010] and Kirstine and 
Galbally [2012], particularly in terms of the extensive network of peroxy radical precursors within 
its chemical mechanism. This highlights its ability to predict the magnitude of the photochemical 
ethanol source, which is driven by the chemistry of the aforementioned peroxy radicals. However, 
there is scope for further investigation into the wet depositional loss within the model, as is it has not 
been possible to deduce the cause of the higher contribution of this process, compared with other 
studies. 
 
The second piece of work in this chapter aimed to answer the research question “How does the 
implementation of different emission inputs impact the ability of STOCHEM-CRI to simulate the 
global levels and distribution of atmospheric ethanol?”. Results from simulations involving different 
emission inputs were encouraging, with STOCHEM-CRI providing a good representation of the 
spatial distribution of ethanol emissions, according to their emission distribution. Simulations using 
the anthropogenic emission distribution showed high ethanol levels in heavily urbanised, industrial 
regions, with the simulations using a biofuel emission distribution showing higher levels in areas 




Modelled predictions of ethanol were compared against measured data from various locations across 
the globe. Observations from rural and remote environments were more comparable with modelled 
predictions when applying emission data from Kirstine and Galbally [2012]. Sustained 
underestimations of ethanol levels at suburban sites were observed in all simulations, with the coarse 
resolution of STOCHEM-CRI and an underestimation of anthropogenic emissions likely drive this. 
The former could also account for the modelled underestimations of the flight campaign data, along 
with the added dilution associated with increasing altitude. Results from this section of work therefore 
show that there is scope to examine the sources of ethanol emissions within the model, with 
underestimations in suburban and urban locations leading to the hypothesis of a source which 
currently being underestimated, or even missed by the model.  
 
STOCHEM-CRI was used to constrain global sources of ethanol through comparison with measured 
data. Measured data from three sites (Jungfraujoch, Central Gulf and Chebogue Point) were used to 
derive emission maxima estimates for each source, which were then applied to data from numerous 
other global locations. Results were variable, with emissions at many sites being poorly represented 
by these maxima, thus highlighting the complexity of constraining global emission sources, 
particularly with only sporadic measurements at the majority of sites. 
 
Finally, the upper limits of global ethanol emissions were constrained by deriving emission maxima 
for all measurement locations using modelled predictions. Jungfraujoch, the Central Gulf and 
Chebogue Point showed the greatest sensitivity to ethanol emissions from a range of sources, thus 
providing a good basis for constraining global emissions. Therefore, in answer to the research 
question, “Can current atmospheric measurements of ethanol from across the globe help to constrain 
sources of global ethanol emissions”, it is possible to deduce that, indeed, the measurements available 
have helped to constrain the sources of ethanol. However, results from this study highlight the need 
for long-term measurements with greater accuracies, particularly at sites like Jungfraujoch, the 
Central Gulf and Chebogue Point. This would give insight into seasonal variabilities and thus act as 
valuable tool for understanding global ethanol. 
 
Quantitative analysis of STOCHEM-CRI showed that it consistently biases low underestimating 
measured concentrations, likely driven by the model’s representation of ethanol loss and uncertainties 
surrounding emission inventory data. The lowest bias factor was seen when the model was run in the 
“KG_anth” configuration, at 1.30 ± 2.92. The poorest agreement was seen in the 





7.1.2 Regional-scale Air Quality Modelling with WRF-Chem-CRI – 
Trace Gases 
In chapter 4, the regional chemistry transport model, WRF-Chem-CRI was used to predict air quality 
at numerous sites in London and across the U.K. Comparisons with observational data from the 
“ClearfLo” project in the winter and summer of 2012 showed promising results, with concentrations 
and temporal variations generally comparable with observations. However, notable discrepancies 
were observed in the NOx data, which could be attributed to a potential underestimation of traffic-
related direct NO2 emissions and lack of fractionation in the model. Further discrepancies 
surrounding HCHO, O3 and CO attested to the model’s under-representation of VOCs and potential 
problems with CO emission scaling factors. 
 
Modelled data were then compared with observational data from sites across London and the U.K. 
Although reproducing the diurnal variations of the pollutants, results further emphasised the 
aforementioned the model’s issues regarding its treatment of traffic-related NOx emissions, whilst 
also highlighting its inability to capture the complex atmospheric dynamics at in urban locations such 
as Marylebone Road.  Intermittent discrepancies highlighted similar limitations reported earlier in 
the study, with NO2 and O3 being periodically underestimated by the model. Therefore, in answer to 
the research question, “How well does WRF-Chem-CRI perform as a tool for predicting U.K. air 
quality”, results from this study show that its performance is not homogeneous across all sites in the 
U.K, with better results seen in background sites and a scope for improving the representation of 
traffic-related NOx emissions, driven by consistent discrepancies at more polluted, “urban traffic” 
sites. 
 
The accuracy of the model was found to have a minimal sensitivity to spatial resolution, with 
predictions from a nested version of the model (run at a spatial resolution of 3 km) being comparable 
with the original data. The increased computational burden of such a resolution was therefore not 
offset by any significant improvements in model performance. 
 
Results from this study highlight a need to examine and develop the model’s treatment of traffic-
related NOx emissions. Periodic underestimations of O3 and sustained discrepancies in modelled 




7.1.3 Regional-scale Air Quality Modelling with WRF-Chem-CRI – 
Nitrate Chemistry 
The main aim of the work presented in this chapter (chapter 5) was to address the research question, 
“How does WRF-Chem-CRI represent nitrate chemistry in terms of coverage and their respective 
atmospheric impacts?”. 
 
Comparisons of modelled and measured data were used to make inferences surrounding the model’s 
representation of the nitrate radical (NO3). Results from chapter 4.3 showed reasonable modelled 
predictions of NO2 and O3 levels (i.e. NO3 precursors) compared with measured data. Comparisons 
of N2O5 data from the North Kensington site during the “ClearfLo” project also showed encouraging 
results, with modelled predictions agreeing well with the measured data when assuming the measured 
data was representative of between approximately 50 and 150 metres AGL. (due to turbulence caused 
by infrastructure in the surrounding area). Results from this section of the chapter show that WRF-
Chem-CRI provides a reasonable representation of NO3 and N2O5 levels.  
 
Further examination of the representation of nitrate chemistry in WRF-Chem-CRI focused on 
organonitrates, which have extensive impacts on the global climate and air quality, as well as human 
health. NO3-sourced organonitrates have long been considered dominant during night-time hours. 
However, this study aimed to used data from WRF-Chem-CRI to investigate this and address the 
question, “What does this work tell us about the relative contribution of the nitrate radical to daytime 
oxidation chemistry?”. Organonitrates produced from NO3 were found to make up significant 
proportions of total modelled organonitrate levels, irrespective of time of day or altitude, with this 
work challenging previous conclusions surrounding the contribution of NO3 to daytime organonitrate 
formation. 
 
Lifetime calculations of organonitrates in WRF-Chem-CRI were conducted in order to answer the 
research question sbout the atmospheric impacts of nitrates. Lifetimes varied on a timescale of days, 
highlighting their roles as short- and long-term NOx reservoirs, with two organonitrates having 
sufficiently short lifetimes to impact local air quality through downwind O3 formation. 
 
Results from this study also show that the current chemical mechanism in WRF-Chem-CRI includes 
NO3-sourced organonitrates which do not readily condense, thus making no contribution to SOA. 
However, this is only a subset of organonitrates formed from NO3, with others persisting in the 




the SOA contribution in the CRI mechanism used in the model, particular in terms of contributions 





7.1.4 Global Modelling of Biofuel-Derived Butanol using STOCHEM-
CRI. 
 
One of the research questions this work aimed to answer is, “What does the global modelling of 
butanol oxidation by STOCHEM-CRI infer about the atmospheric implications of its current and 
projected application as a biofuel?”. Initial simulations applied a biofuel emission estimate of 1.8 
Tg/year [Olivier et al., 2003], in order to assess the atmospheric impacts of current emissions. 
Oxidation of butanol increased upper tropospheric O3 levels by approximately 1.5%. These increases 
were attributed to enhanced NO2 formation occurring both during the oxidation process and via the 
decomposition of PAN; itself increasing as a result of butanol oxidation. This highlights the potential 
climatic impacts of biofuel-sourced butanol, due to the potency of O3 as a greenhouse gas. 
 
Alteration of end-product branching ratios had minimal impact on this upper tropospheric O3 
production, which was found to be comparable in all simulations. The reactivities of carbonyl 
products generated from the oxidation of the butanol isomers were also found to be more comparable 
in the upper troposphere, thus accounting for the observed similarities in O3 production. 
 
Increasing the butanol emissions to 18 and 180 Tg/year allowed examination of the impacts of 
increased biofuel usage. These emissions increased O3 formation dramatically, with emission 
changes from 1.8 to 18 Tg/year and from 18 to 180 Tg/year yielding respective RO2 burden increases 
of 0.25 and 2.52%. This promoted NO2 production and increased O3 production by 0.26 and 2.16%, 
respectively. Emissions of 180 Tg/year resulted in significant surface O3 production (between 7 and 
9%), resulting from enhanced surface level production of O3 precursors. As a powerful oxidant, O3 
can have significant impacts on air quality and human health. Modelled predictions showed non-
trivial surface levels across the globe, with the worst impacts predicted to be in East Asia (particularly 
China). Results from this study allude to biofuels not necessarily being as “green” as initially thought. 
It should be noted, however, that these negative impacts could be negated should the biofuel be 
burned in a controlled facility. The energy could be stored in the form of a grid, providing a more 





7.2 Further Work 
7.2.1 Global Modelling of Atmospheric Ethanol 
More long-term in situ or more frequent aircraft measurements of ethanol across the globe (especially 
within the Southern Hemisphere) are needed to better constrain global ethanol emissions using 
STOCHEM-CRI. Currently, many studies have very sporadic ethanol measurements for certain times 
of the year. The sporadicity in measurement data reduces the ability of models to constrain emissions, 
thus highlighting a need for said data to substantiate deductions made by the model. 
 
Looking to the future, many countries across the globe are moving from fossil fuels to biofuels, in an 
attempt to combat global warming. It is therefore important so look at the atmospheric impacts of 
such a big change in the nature of the globe’s dominant fuel source. There are advantages of using 
biofuels from a global warming perspective, as this will reduce emissions of CO2; a potent 
greenhouse gase. However, using biofuels such as ethanol increases the amounts of oxidised species, 
such as acetaldehyde (CH3CHO), which can have impacts on PAN and O3, in turn impacting on air 
quality and human health. It is therefore important that future work involves investigation into the  
atmospheric chemistry of ethanol, particularly in terms of the kinetics and nature of products 
generated from its degradation. As well as global modelling studies, this chemistry could be 
incorporated into high resolution air quality models to make regional forecasts regarding the 
continued use of ethanol as a biofuel. This would be a useful tool for developing air quality policies, 
particularly in areas which are dominated by traffic-sourced emissions. An extensive epidemiological 
and economic study, alongside investigations into the environmental impacts, would also provide a 
more robust analysis into current and future implications of global biofuel use. 
 
7.2.2 Regional-scale Air Quality Modelling with WRF-Chem-CRI – 
Trace Gases 
Results presented suggest that the WRF-Chem-CRI model is currently underestimating VOC 
chemistry. As the dominant sink for VOCs in the atmosphere, the OH radical would be an indicator 
of this underestimation. The variability in OH fields using different complexities of VOC chemical 
schemes and different spatial resolutions can be exminated using high temporal resolution field data, 
which can produce accurate VOC distributions. Thus, it would be useful to use modelled and 
measured OH data and conduct sensitivity simulations with different VOC burdens, in order to 





Air quality is an issue of increasing public concern, with considerable costs both in terms of the 
economy and the health of the global population. It is particularly prevalent in what are known as 
“megacities” (cities with a population of more than 10 million). These are significant sources of air 
pollution, impacting on regional and global atmospheric chemistry [Lawrence et al., 2007], with 
ozone precursors (NOx and VOCs) affecting the air quality of downwind locations, as well as the 
surrounding local areas.  
 
This study has used WRF-Chem-CRI to predict air quality at one of these megacities: London. 
However, rapid development and urbanisation in many countries across Asia has led to the emergence 
of megacities in the region, such as Bangkok and Delhi, with the associated issue of poor air quality. 
With ever-increasing populations and development in these countries and cities, it is important to 
understand the sources of the pollutants (and the associated dynamics) which are responsible for the 
air quality issues, as well as to take the epemiological and economic costs into account. Future work 
could therefore apply regional air quality models such as WRF-Chem-CRI to look at current air 
pollutant levels. Forecasts from such air quality models, coupled with health and economically based 
models could provide a comprehensive analysis of the impacts of air quality. This would also aid the 
development of legislation which is appropriate to the resources and needs of the area in question, in 
order to tackle the issues surrounding poor air quality. 
 
7.2.3 Regional-scale Air Quality Modelling with WRF-Chem-CRI – 
Nitrate Chemistry 
It would be useful to re-run the WRF-Chem-CRI model over a time period encompassing a 
measurement campaign involving direct NO3 observations. Direct comparisons between modelled 
and measured data would then provide a more substantial indicator as to the representation of NO3 
in WRF-Chem-CRI. Comparisons of modelled and measured N2O5 data in this study were purely 
representative of one urban background site in North Kensington. Future work should involve 
examining the ability of WRF-Chem-CRI to predict N2O5 levels under different atmospheric 
conditions across the globe. 
 
This study purely looked into the gas-phase chemistry of nitrates (such as NO3 and N2O5) within 
WRF-Chem-CRI. However, as outlined in chapter 2.7.2, the model also contains an aerosol-phase 




a climate cooling species this is an exceptionally important parameter. The loss of N2O5 is dominated 
by its conversion to nitrate aerosol, which is recognised as a large fraction of global aerosol. As a 
result, future work should include further investigations into the processes governing nitrate aerosol 
levels, in order to understand how it behaves spatially and temporally in the atmosphere, and the 
associated implications for our planet. This would require both measurement and modelling studies, 
with the former validating the latter and therefore ensuring that the aerosol chemistry within the 
model is as accurate as possible. 
 
 
7.2.4 Global Modelling of Biofuel-Derived Butanol using STOCHEM-
CRI 
This study has looked at the atmospheric implications of employing butanol as a biofuel on a global 
scale. However, with relatively short lifetimes of between 0.5 and 6 days [McGillen et al., 2013], 
butanol isomers are also likely to impact local and regional air quality. An interesting extension of 
this work could therefore be the incorporation of the butanol oxidation chemistry into the air quality 
model, WRF-Chem-CRI in order to simulate the impacts of biofuel-sourced butanol on regional air 
quality. 
 
This work purely focused on the atmospheric behaviour of butanol as a biofuel. However, there are 
several other factors which need to be considered as part of a full biofuel life cycle analysis. As global 
demand for biofuels is projected to increase, it is essential that we have a good grasp of the 
consequences of using these fuels. An extension of this work could therefore involve conducting such 
an analysis by examining the environmental and economic feasibility of industrial-scale production. 
An example of a potential environmental barrier could be the implications of land-use changes which 
may be required to grow sufficient amounts of biofuel feedstock to meet the demand. Such an analysis 
should also include an assessment of the practicalities and associated cost of using the fuel in existing 
vehicles, particularly in terms of identifying any modifications to existing engine infrastructure. This 
could also have implications for the design of future vehicles, should any modications be required.  
 
A full review of each butanol isomer, including further investigation into their combustion properties, 






7.2.5 Common Conclusions & Scope for Further Work 
Results in this thesis have shown that there is a great need to examine the emission mechanisms and 
in atmospheric models, particularly focussing on traffic-sourced emissions. Results from the ethanol 
study using STOCHEM-CRI (chapter 3) highlighted significant modelled underestimations in 
locations dominated by anthropogenic emissions. Although the coarse resolution of the model is 
likely to be the main driver of these discrepancies, the “gap” between modelled and measured data 
could be somewhat reduced, should the emission inventories be updated with more current estimates.  
This is likely to involve the inclusion of biofuel-sourced emissions within models, as we look to 
move away from fossil fuels now and in the coming years.  Chapter 6 also outlined the atmospheric 
significance of biofuels, with biofuel-sourced butanol emissions predicted to affect global climate, 
as well as regional air quality and human health. This shows a need for the inclusion and refinement 
of biofuel emissions within models. 
 
The treatment of traffic-sourced emissions was also outlined as an area for future development in 
WRF-Chem-CRI (see chapter 4). The results in this chapter showed that the largest discrepancies 
were observed at sites dominated by traffic emissions, such as Camden and Marylebone Road. Work 
needs to be done to improve the treatment of traffic-sourced NOx emissions in the model. Also, as 
discussed with respect to the ethanol chapter, it is essential that the inventory data used in WRF-
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A.1 Conversion of Biofuel Emission Distribution Files for use in 
STOCHEM-CRI 
 
Step 1: Convert molecules to moles by dividing by Avogadro’s constant (6.022 x 1023 mol-1) 
Step 2: Convert moles to kg by multiplying the above number by molar mass and dividing by 1000 
Step 3: Convert seconds to years by multiplying by 31,536,000 (the number of seconds in a year) 
Step 4: Multiply the above number by the area of the globe, i.e. 5.101 x 1018 cm2 
Step 5: Determine the emissions for each grid box by dividing the number above by the number of 
grid boxes (2592). 
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Staudinger and Roberts, 1996 
Liu et al., 2015 
Allou et al., 2011 
 
Hoff et al., 1993 
Hartkopf, 1973 
Mackay et al., 2006 
Macakay et al., 1995 
Hilal et al., 2008 
Kuhne et al., 2005 
Kuhne et al., 2006 
 
[† = full references in: Sander, R.: Compilation of Henry’s law constants (version 4.0) 
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Sander et al., 2011 
Sander et al., 2006 
Staudinger and Roberts, 2001 
 
Sander et al., 2011 
Sander et al., 2006 
Yoo et al., 1986 
Maahs, 1982 
Edwards et al., 1978 
 
Sander et al., 2011 
Warneck, 2006 
Sander et al., 2006 
Dohnal et al., 2006 
Fogg and Sangster, 2003 
Vitenberg and Dobryakov, 2008 
Falabella et al., 2006 
Straver and de Loos, 2005 
Cheng et al., 2004 
Ueberfeld et al., 2001 
Gupta et al., 2000 
Altschuh et al., 1999 
Li and Carr, 1993 
Park et al., 1987 
Snider and Dawson, 1985 
Rytting et al., 1978 
Rohrschneider, 1973 
[† = full references in: Sander, R.: Compilation of Henry’s law constants (version 4.0) 




A.3 Summary of STOCHEM-CRI Simulations & Scenarios used to 
































































































Emission class data from Naik et al. [2010] 
NMVOC emission distribution 
 
Emission class data from Naik et al. [2010] 
Biofuel emission distribution 
 
Emission class data from Kirstine & Gallbally [2012] 
NMVOC emission distribution 
 
Emission class data from Kirstine & Galbally [2012] 
Biofuel emission distribution 
 
Exclusive anthropogenic emission of 5 Tg/yr 
NMVOC emission distribution  
 
Exclusive anthropogenic emission of 5 Tg/yr 
Biofuel emission distribution  
 
Exclusive biomass burning emission of 5 Tg/yr 
NMVOC emission distribution  
 
Exclusive oceanic emission of 5 Tg/yr 
NMVOC emission distribution  
 
Exclusive soil emission of 5 Tg/yr 
NMVOC emission distribution  
 
Exclusive vegetation emission of 5 Tg/yr 
NMVOC emission distribution  
 
Output from “C2H5OH_anth” simulation adjusted according to 
respective scaling factors from Jungfraujoch data 
 
Output from “C2H5OH_biofuel” simulation adjusted according to 
respective scaling factors from Jungfraujoch data 
 
Output from “C2H5OH_biomass” simulation adjusted according to 
respective scaling factors from Jungfraujoch data 
 
Output from “C2H5OH_ocean” simulation adjusted according to 
respective scaling factors from Jungfraujoch data 
 
Output from “C2H5OH_soil” simulation adjusted according to 
respective scaling factors from Jungfraujoch data 
 
Output from “C2H5OH_veg” simulation adjusted according to 


























































Output from “C2H5OH_anth” simulation adjusted according to 
respective scaling factors from Central Gulf, Chebogue Point and 
Jungfraujoch data  
 
Output from “C2H5OH_biofuel” simulation adjusted according to 
respective scaling factors from Central Gulf, Chebogue Point and 
Jungfraujoch data  
 
Output from “C2H5OH_biomass” simulation adjusted according to 
respective scaling factors from Central Gulf, Chebogue Point and 
Jungfraujoch data  
 
Output from “C2H5OH_ocean” simulation adjusted according to 
respective scaling factors from Central Gulf, Chebogue Point and 
Jungfraujoch data  
 
Output from “C2H5OH_soil” simulation adjusted according to 
respective scaling factors from Central Gulf, Chebogue Point ad 
Jungfraujoch data  
 
Output from “C2H5OH_veg” simulation adjusted according to 
























































Figure A.4.1: Fitted plot of the measured and modelled ethanol concentrations, 


























Modelled ethanol / ppt
Figure A.4.2: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.3: Fitted plot of the measured and modelled ethanol 
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Figure A.4.4: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.5: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.6: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.7: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.8: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.9: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.10: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.11: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.12: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.13: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.14: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.15: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.16: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.18: Fitted plot of the measured and modelled ethanol concentrations, 







Figure A.4.17: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.19: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.20: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.21: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.22: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.23: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.24: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.25: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.26: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.27: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.28: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.29: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.30: Fitted plot of the measured and modelled ethanol concentrations, 





























































Figure A.4.31: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.32: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.33: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.34: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.35: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.36: Fitted plot of the measured and modelled ethanol concentrations, 













































































































Modelled ethanol / ppt
Figure A.4.38: Fitted plot of the measured and modelled ethanol concentrations, 







Figure A.4.37: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.39: Fitted plot of the measured and modelled ethanol concentrations, 
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Figure A.4.40: Fitted plot of the measured and modelled ethanol concentrations, 












B.1 Comparisons of WRF-Chem-CRI predictions with Observational 






































Figure B.1.1: Comparison of modelled and measured CO, NO and NO2 mixing ratios in 
Bexley during the summer IOP of the ClearfLo project. The red line represents the 




















































Figure B.1.3: Comparison of modelled and measured NO, NO2 and CO mixing ratios in 
Cromwell Road during the summer IOP of the ClearfLo project. The red line represents 
the modelled data and the blue line represents the measured data. 
Figure B.1.2: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Bexley during the summer IOP of the ClearfLo 























































Figure B.1.5: Comparison of modelled and measured NO, NO2 and O3 mixing 
ratios in Eltham during the summer IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure B.1.4: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Cromwell Road during the summer IOP of the 
























































Figure B.1.7: Comparison of modelled and measured O3 mixing ratios 
in Haringey during the summer IOP of the ClearfLo project. The red 
line represents the modelled data and the blue line represents the 
measured data. 
 
Figure B.1.6: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Eltham during the summer IOP of the ClearfLo 




















































Figure B.1.9: Comparison of modelled and measured NO, NO2 and O3 mixing 
ratios in Harlington during the summer IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure B.1.8: Taylor diagram showing the correlation coefficient, standard 
deviation and root mean squared errors associated with the modelled and 
























































Figure B.1.11: Comparison of modelled and measured NO, NO2 and O3 mixing 
ratios in Hillingdon during the summer IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure B.1.10: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Harlington during the summer IOP of the ClearfLo 























































Figure B.1.13: Comparison of modelled and measured NO and NO2 mixing ratios in Southwark 
during the summer IOP of the ClearfLo project. The red line represents the modelled data and 
the blue line represents the measured data. 
Figure B.1.12: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Hillingdon during the summer IOP of the ClearfLo 























































Figure B.1.15: Comparison of modelled and measured NO, NO2 and O3 mixing 
ratios in Teddington during the summer IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure B.1.14: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Southwark during the summer IOP of the ClearfLo 























































Figure B.1.17: Comparison of modelled and measured NO, NO2 and CO mixing 
ratios in Tower Hamlets during the summer IOP of the ClearfLo project. The red 
line represents the modelled data and the blue line represents the measured data. 
Figure B.1.16: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Teddington during the summer IOP of the ClearfLo 






















































Figure B.1.18: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Tower Hamlets during the summer IOP of the 





B.2 Comparisons of WRF-Chem-CRI predictions with Observational 
















































Figure B.2.1: Comparison of modelled and measured NO, NO2, O3 and CO mixing 
ratios in Bloomsbury during the winter IOP of the ClearfLo project. The red line 























































Figure B.2.3: Comparison of modelled and measured NO and NO2 mixing ratios in Camden 
during the winter IOP of the ClearfLo project. The red line represents the modelled data and 
the blue line represents the measured data. 
Figure B.2.2: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Bloomsbury during the winter IOP of the 
ClearfLo project. The blue, green, purple and red points represent NO, NO2, 























































Figure B.2.5: Comparison of modelled and measured NO, NO2 and CO mixing 
ratios on Cromwell Road during the winter IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure B.2.4: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Camden during the winter IOP of the ClearfLo 























































Figure B.2.7: Comparison of modelled and measured NO, NO2 and O3 mixing ratios 
in Eltham during the winter IOP of the ClearfLo project. The red line represents the 
modelled data and the blue line represents the measured data. 
Figure B.2.6: Taylor diagram showing the correlation coefficients, 
standard deviations and root mean squared errors associated with the 
modelled and measured pollutant levels on Cromwell Road during the 
winter IOP of the ClearfLo project. The blue, green and red points represent 























































Figure B.2.9: Comparison of modelled and measured NO, NO2 and O3 mixing ratios 
in Harlington during the winter IOP of the ClearfLo project. The red line represents 
the modelled data and the blue line represents the measured data. 
Figure B.2.8: Taylor diagram showing the correlation coefficients, 
standard deviations and root mean squared errors associated with the 
modelled and measured pollutant levels in Eltham during the winter IOP of 
























































Figure B.2.11: Comparison of modelled and measured NO, NO2 and O3 mixing 
ratios in Hillingdon during the winter IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure B.2.10: Taylor diagram showing the correlation coefficients, 
standard deviations and root mean squared errors associated with the 
modelled and measured pollutant levels in Harlington during the winter IOP 
of the ClearfLo project. The red, blue and green points represent NO, NO2 























































Figure B.2.13: Comparison of modelled and measured NO, NO2, O3 and CO mixing 
ratios on Marylebone Road during the winter IOP of the ClearfLo project. The red 
line represents the modelled data and the blue line represents the measured data. 
Figure B.2.12: Taylor diagram showing the correlation coefficients, 
standard deviations and root mean squared errors associated with the 
modelled and measured pollutant levels in Hillingdon during the winter IOP 
of the ClearfLo project. The red, blue and green points represent NO, NO2 























































Figure B.2.15: Comparison of modelled and measured NO and NO2 mixing ratios in Southwark 
during the winter IOP of the ClearfLo project. The red line represents the modelled data and the 
blue line represents the measured data. 
Figure B.2.14: Taylor diagram showing the correlation coefficients, 
standard deviations and root mean squared errors associated with the 
modelled and measured pollutant levels on Marylebone Road during the 
winter IOP of the ClearfLo project. The blue, green, purple and red points 























































Figure B.2.17: Comparison of modelled and measured NO, NO2, O3 and CO mixing 
ratios in Westminster during the winter IOP of the ClearfLo project. The red line 
represents the modelled data and the blue line represents the measured data. 
Figure B.2.16: Taylor diagram showing the correlation coefficients, standard 
deviations and root mean squared errors associated with the modelled and 
measured pollutant levels in Southwark during the winter IOP of the ClearfLo 























































Figure B.2.18: Taylor diagram showing the correlation coefficients, 
standard deviations and root mean squared errors associated with the 
modelled and measured pollutant levels in Westminster during the winter 
IOP of the ClearfLo project. The blue, green, purple and red points represent 















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































D.1 Zonal changes in O3, NO2 and PAN seen when comparing I-C1, I-
C2, S-C1, S-C2, T-C1 and T-C2 Simulations with STOCHEM-Base 
 
 








































Figure D.1.1: The zonal and annual mean percentage changes of O3 when comparing a) I-C1 
and b) I-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-(I-
C1 or I-C2))/(I-C1 or I-C2)) * 100]. 
 
a b 
Figure D.1.2: The zonal and annual mean percentage changes of NO2 when comparing a) I-
C1 and b) I-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-

























































Figure D.1.3: The zonal and annual mean percentage changes of PAN when comparing a) I-C1 
and b) I-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-(I-C1 




Figure D.1.4: The zonal and annual mean percentage changes of O3 when comparing a) S-C1 
and b) S-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-(S-


























































Figure D.1.5: The zonal and annual mean percentage changes of NO2 when comparing a) S-C1 
and b) S-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-(S-
C1 or S-C2))/(S-C1 or S-C2)) * 100]. 
 
a b 
Figure D.1.6: The zonal and annual mean percentage changes of PAN when comparing a) S-C1 
and b) S-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-(S-


























































Figure D.1.7: The zonal and annual mean percentage changes of O3 when comparing a) T-C1 
and b) T-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-(T-
C1 or T-C2))/(T-C1 or T-C2)) * 100]. 
 
Figure D.1.8: The zonal and annual mean percentage changes of NO2 when comparing a) T-
C1 and b) T-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-

















































Figure D.1.9: The zonal and annual mean percentage changes of PAN when comparing a) T-C1 
and b) T-C2 simulations with STOCHEM-Base. [Percentage change = ((STOCHEM-Base-(T-C1 
or T-C2))/(T-C1 or T-C2)) * 100]. 
 
