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This thesis concerns a Malay-English monolingual and cross-language information 
retrieval system. It presents a pioneer work in the aspects that are important for the 
development of Malay-English information retrieval system. An improved Malay 
stemming algorithm has been developed to stem the various word forms into their 
common root for the purpose of indexing and retrieving of Malay documents. The 
new stemming approaches have been introduced for Malay language, namely Rules- 
Frequency-Order (RFO), Minimum-Rules-Frequency-Order (MRFO), Rules- 
Frequency-Application-Order (RFAO), and Rules-Application-Frequency-Order 
(RAFO). 
The performance of the new Malay stemming algorithm and approaches are tested 
using the first two chapters of the Malay translation of the Quranic documents. The 
results show that the new stemming algorithm and approaches are superior to the 
iii 
previous stemming algorithm and approach. The retrieval effectiveness of the 
stemming algorithm and approaches are then tested on the actual Quranic collection 
using vector space model and latent semantic indexing. The results show that there is 
an improvement in performance from non-stemmed Malay to stemmed Malay, and 
also from previous stemming algorithm to the new stemming algorithm. 
Since the employment of the new stemming algorithm and approaches achieved good 
performance results in Malay monolingual information retrieval, a Malay-English 
cross-language information retrieval experiment has been performed. The results 
again show that there is an improvement in performance from non-stemmed Malay to 
stemmed Malay, and from previous stemming algorithm to the new stemming 
algorithm. In addition, the results reveal that the new stemming in Malay has 
performed better than the English stemming in retrieving relevant document. The 
results can be a reference to forthcoming similar experiments and research for cross- 
language testing of documents retrieval. 
Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia sebagai 
memenuhi keperluan untuk ijazah Doktor Falsafah 
PENDEKATAN DAPATAN SEMULA MAIUUMAT 
MONOBAHASA DAN SILANG-BAHASA UNTUK DOKUMEN 
BAHASA MELAYU DAN INGGERIS 
Oieh 
MUHAMAD TAUFIK ABDULLAH 
Februari 2006 
Pengerusi: Profesor Madya Hajah Fatimah Dato' Ahmad, PhD 
Fakulti: Sains Komputer dan Teknologi Maklumat 
Tesis in adalah berkenaan dengan satu sistem dapatan semula maklumat monobahasa 
dan silang-bahasa Melayu-Inggeris. la mengemukakan kerja perintis dalam aspek- 
aspek yang penting untuk pembangunan sistem dapatan semula maklumat Melayu- 
Inggeris. Satu penambahbaikan kepada algoritma pengakar bahasa Melayu telah 
dibangunkan untuk mencantas pelbagai bentuk perkataan kepada kata akar yang sama 
untuk tujuan pengindeksan dan dapatan semula dokumen-dokumen Melayu. 
Pendekatan pengakar yang baharu telah diperkenalkan untuk bahasa Melayu, iaitu 
Rules-Frequency-Order, Minimum-Rules-Frequency-Order, Rules-Frequency- 
Application- Order, dan Rules-Application-Frequency- Order. 
Prestasi algoritma dan pendekatan pengakar baharu bahasa Melayu ini telah diuji 
dengan menggunakan dua surah pertama daripada documen terjemahan Al-Quran 
bahasa Melayu. Hasil menunjukkan algoritma dan pendekatan pengakar baharu 
bahasa Melayu ini adalah lebih baik berbanding dengan algoritma dan pendekatan 
sebelumnya. Keberkesanan dapatan semula bagi algoritma dan pendekatan ini 
kemudian telah diuji ke atas koleksi Al-Quran yang sebenar dengan menggunakan 
kaedah ruang vektor dan pengindeksan semantik terpendam. Hasil menunjukkan 
bahawa terdapat peningkatan prestasi daripada perkataan Melayu yang tidak dicantas 
kepada perkataan yang dicantas, dan juga daripada algoritma pengakar sebelumnya 
kepada algoritma pengakar baharu. 
Memandangkan penggunaan algoritma dan pendekatan pengakar baharu ini telah 
menghasilkan keputusan prestasi yang baik, satu eksperimen dapatan semula 
maklumat silang-bahasa Melayu-Inggeris telah dilaksanakan. Hasilnya juga 
menunjukkan bahawa terdapat peningkatan prestasi daripada perkataan Melayu yang 
tidak dicantas kepada perkataan yang dicantas, dan juga daripada algoritma pengakar 
sebelumnya kepada algoritma pengakar baharu. Di samping itu, hasil menunjukkan 
bahawa pengakar baharu bahasa Melayu mempunyai prestasi yang lebih baik 
daripada pengakar bahasa Inggeris dalam dapatan semula dokumen yang berkaitan. 
Hasil-hasil boleh menjadi rujukan kepada eksperimen-eksperimen akan datang yang 
seumpamanya dan penyelidikan untuk pengujian silang-bahasa bagi dapatan semula 
dokumen-dokumen. 
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