Missing values are a common problem faced in the analysis of hydrometric data. The need for complete hydrological data, especially hydrometric data for planning, development and designing hydraulic structures, has become increasingly important. Reasonably estimating these missing values is significant for the complete analysis and modeling of the hydrological cycle. The major objective of this paper is to estimate the missing annual maximum hydrometric data by using According to the coefficient of determination (R 2 ) and the root mean squared value of error (RMSE), it was concluded that ANN provides a better estimation of the missing data.
INTRODUCTION
To design hydraulic structures, such as dams and bridges, adequate evaluation of floods based on hydrometric data is essential. To do this, it is necessary to access a complete and large enough set of data. In most cases, the records of hydrological processes face some missing observations or may not be enough to cover the required period of data.
These gaps in the data might be related to a number of doi: 10.2166/hydro.2010.069 factors, such as interruption of measurements due to equipment failure, extreme natural effects due to hurricanes or landslides, human activities in the forms of war or civil unrest, and mishandling of observed records. Most hydrological models do not tolerate missing observations and thus data in-filling techniques have evolved to deal with incomplete datasets (Elshorbagy et al. 2000) .
Attracted by the importance of estimating missing data, hydrological researchers have adopted and developed various models and techniques to deal with this problem.
The efforts are devoted to extend short measurements by adding lengthy segments of estimated data, and to recover the gaps of observations (Elshorbagy et al. 2000) . There are some methods used for rainfall data gap filling and/or flow data gap filling such as the interpolation technique (Linsley et al. 1988) . Two well-known methods which are commonly used for filling flow data gaps are the normal ratio method (NRM) and especially the correlation method (CM) between the gauging stations. One of the well-known methods which is commonly used for filling the data gaps is called the nonlinear regression method (NLR) (Dastorani et al. 2010) .
Also, in the last few decades, many types of data-driven techniques and models have been developed, which reflect the inherently stochastic nature of hydrological processes.
This has led to an increasing interest in the ANN and fuzzy logic techniques (Dastorani et al. 2010) . In many instances, the relationships between the predicting and predicted variables are not truly linear, and the nonlinear forms of their relationships are very difficult to be known. In those cases, neural network modeling, which is a computational approach inspired by studies of the brain and nervous systems in biological organisms, can be a well-adapted alternative for non-parametric solution of this problem (Bin & Takase 2006) . This technique has been successfully applied for many hydrological and hydraulic simulations such as flood forecasting, rainfall -runoff modeling, streamflow forecasting and water level prediction (Bustami et al. 2007 ). Hsu et al. (1995) Recent studies on ANN applications in the area of hydrology include rainfall -runoff modeling (Cigizoglu 2003; Wilby et al. 2003; Lin & Chen 2004) , river stage forecasting (Imrie et al. 2000; Lekkas et al. 2001; Campolo et al. 2003) , reservoir operation (Jain et al. 1999) , flow aeration downstream of outlet gates (Kavianpour & Rajabi 2005) , land drainage design (Shukla et al. 1996; Yang et al. 1998) , aquifer parameter estimation (Srinivasa 1998) , describing soil water retention curve ( Jain et al. 2004 ) and optimization or controlling problems (Wen & Lee 1998; Bhattacharya et al. 2003) . Diamantopoulou et al. (2006) have shown that a three-layer cascade correlation artificial neural network (CCANN) model gave the best results for estimating missing monthly values of water quality parameters in rivers.
Recently, applications of ANN and adaptive neurofuzzy system (ANFIS) models in the area of monthly missing data, using data from neighboring sites, was published by Dastorani et al. (2010) . In their studies, artificial neural networks and the adaptive neuro-fuzzy system (ANFIS), together with two traditionally used methods of the normal ratio method and the correlation method (linear regression method), were employed. According to the results, the ANFIS technique predicted missing data, especially in arid and semiarid areas with variable and heterogeneous data.
It is should be mentioned that the linear methods which were used to compare with, are unable to consider the nonlinear characteristics of hydrological data. Therefore, in the present study the results are compared with those obtained from the nonlinear regression method (NLR).
In this paper, the ANN, which is formulated based on the pre-collected measurements, has been applied to evaluate the yearly missing data. The work deals with the reconstruction of missing maximum annual flow discharge (Q max ) from the observed one using the ANN model. It is important to realize that ANN has mostly been applied to monthly data, which are most likely different from annual data in terms of their fluctuations and availability. In the previous studies (Dastorani et al. 2010) , the missing data in each region were reconstructed by one or two stations and thus the conclusions were based on the results of this station(s), but in the present study, 15 stations were used and thus the accuracy of results should have been improved.
The study was performed in mostly humid and mountainous regions with many differences in physiographic, meteorological and hydrological characteristics from arid and semiarid areas studied by Dastorani et al. (2010) .
METHODS

Artificial neural network
An artificial neural network is defined as a structure The process of learning starts within a training phase and each input pattern in a training set is applied to the input units and then propagated forward. As the forward processing arrives at the output layer, the forward pattern is then compared with the observed output pattern to calculate an error signal. The error signal for each such target output pattern is then back-propagated from the output layer to the input layer in order to appropriately amend or tune the weights in each layer of the network.
After a B-P network has learned the correct classification for a set of inputs, it can be tested on a second set of inputs to see how well it classifies untrained patterns. Thus, an important consideration in applying B-P learning is how well the network generalizes (Chen et al. 2007) 
Multi-layer perceptron networks
In a forecasting application, the ANN is iteratively presented with a set of input -output examples known as the training set for the system, from which the network learns the values of the internal parameters of the model. trained with a minimum number of neurons, and the size is increased until the ANN is able to learn the input -output relationship (Gopakumar et al. 2007 ).
The forward pass of MLP network training using the iterative back-propagation algorithm begins by presenting an input pattern x(t) from the training dataset to the input layer neurons. In the backward pass, the network error is back-propagated through the network and synaptic weights are modified as per the generalized delta rule by considering each of the two adjacent layers starting from the output layer up to the input layer. The rate of change of error, d j , with respect to the input to neuron j is computed as
where y i is the output from neuron i and W jk is the weight connecting the output of neuron j to the input of neuron k. Therefore, in the present study, the input values were standardized with respect to the maximum and minimum values in the range, which provided better model predictions than other approaches of standardization:
where X i is the respective standardized value for the node i; X i is the actual value of node i; X i(min) and X i(max) are the minimum and the maximum of all values applied to the nodes, respectively. 
Nonlinear regression method
Since the relation between hydrometric data is not truly linear, we must make use of nonlinear techniques, one of which is the nonlinear regression that is widely applied in hydrology. By this method, the relationship between the target and the related parameters will be in the following form:
where Q is the target parameter, u i is the ith model parameter, a is the multiplicative error term, X i is the related parameter and n is the number of related parameters (Shu & Ouarda 2008) . Solving Equation (4) properly selected objective function can generally provide more accurate estimates than linear regression (Pandey & Nguyen 1999; Grover et al. 2002) . In this paper, the NLR method is selected to be compared with the proposed ANN approach.
Evaluation methods
To assess the performance of each presenting methods, some indices must be applied. In this study, we use the maximum coefficient of determination (R 2 ) and the RMSE to compare ANN and NLR methods. These indices are computed according to the flowing equations: where n is the number of data, X i is the real observation data, Y i is the predicted data and X is the average of observation data.
Description of datasets
The ANN approach has been applied to the hydrometric station networks of the Sefidroud watershed in the north of Iran. The catchment area is located between 358N and 388N and its area is about 60,496 km 2 . There are 58 hydrometric stations in this watershed. In this study, only 16 stations in the catchment area which consist of 15 or more recorded data were selected. Table 1 shows the characteristics of these selected stations and Figure 2 shows the watersheds of Iran and the Sefidroud watershed. For this study, the data of maximum annual discharge (Q max ), which were recorded from 1973 to 2002, were used. In the beginning, the outlier data in the datasets were found by using the US Water
Resources Council (USWRC 1981) and Grubs tests (Graphpad 2009). The USWRC test was used to determine the minimum level of the dataset, while the Grubs test was used to determine the maximum level of the dataset.
RESULTS AND DISCUSSION
Removing the outlier data was followed by emerging gaps in datasets of a few stations. Thus, the station with the maximum remaining data was used to estimate the missing data in other stations. Baghkolaye station, which had the maximum natural data, was selected as the source station for completing the data of other stations. To complete the Baghkolaye station's data, the stations with a complete data in those missing data periods for Baghkolaye station were used. Finally, the data of 12 stations were selected and applied to a Multi-Layer Perceptron (MLP) network and In this stage, 70% of input and target data were used for training and the remaining 30% for validation and testing the network. The missing data in Baghkolaye station was first reconstructed using data from other stations, such as Hashtadjoft station. To generate the missing data in Baghkolaye, the network was trained and tested independently based on Baghkolaye and every other source (column 1, Table 2 ). Then, with using every source station, the missing data in Baghkolaye station was reconstructed.
To obtain the best results, the R 2 and RMSE indices had been used and applied between the main data and the generated data.
According to After the estimation of missing data in Baghkolaye station, the data at this station was used to estimate the missing data in other stations. Therefore, the MLP network with one hidden layer was applied. The structure of this network was similar to the previous architecture. Therefore, the best structure for this MLP using these numbers of layers, neurons, transfer function and output function was reached. In this stage, 70% of input and target data were also used for training and the remaining 30% for validation and testing the network. In addition, the NLR method was used as the second technique for estimating the missing data in other stations. To obtain the best results, the R 2 and RMSE indices were used. The results are shown in Table 3 . Considering the results obtained from Table 3 
CONCLUSIONS AND FUTURE WORK
This research was conducted to evaluate the applicability of ANN for the reconstruction of hydrometric data. The comparison between this method and the NLR method showed that in all cases the results from ANN were more accurate than those produced by NLR methods. The study also showed that ANN will certainly be useful in the case with only a few numbers of data, if the structure of the network is correctly selected. In the previous studies, the missing data in each region were reconstructed by one or two stations, but in the present study, 15 stations were used and thus the accuracy is expected to be improved. The obtained results confirmed the main hypothesis of the research, which was preparing another way of application of ANN for reconstructing the annual missing data, in humid and semi-humid regions. In order to improve the current research, wavelet and neuro-fuzzy conjunction, multivariate ANN-wavelet approach and wavelet models for missing hydrometric data estimating for various regions from arid to humid are suggested.
