principles on which ethics for the computer profession should be based and suggested some steps the profession could take to encourage and sustain ethical behavior among its members. As several readers have since noted -quite rightly, I think -more specifics are needed, especially in two areas: First, how ethical principles apply to concrete issues: second, what the IEEE should be doing, especially in the area of standards, to support ethical activity among computer professionals.
sider in this article one particular issue: the responsibility for computer failures in critical systems. This issue has not received as much attention lately as, say, computer security and intellectual property rights: but it probably has a greater impact on human welfare and is more representative of the issues many computer professionals face in their work.
To be as specific as possible, I will conExample: medical systems. Diane works for a firm that develops medical information systems. Recently, under a contract with a large teaching hospital, her team has developed an intelligent "bedside assistant." This is a patient-records database coupled with a rule-based system for suggesting diagnoses, proposing treatments, and recognizing potential problems.
The plan is to have a terminal in every room, through which the attending physician and other staff can access the system. The physician will, of course, be able to call up all the information, such as vital signs, medication, and so on, that is normally kept on a patient's chart, and will have immediate access to the results of tests and to notes and comments from other physicians, nurses, and therapists.
More importantly, the physician will be able to draw on the wealth of medical knowledge that has been coded into the rule-based system. For example, the physician can get a report on the potential side effects of a medication the patient is taking. Many rules exist concerning the possible interactions between drugs.
The physician can propose a certain medication and the "assistant" could warn if a potentially dangerous interaction exists with any of the medications the patient is currently taking. The system can also propose possible diagnoses for a set of symptoms and, once a diagnosis is given, can propose or critique a program of treatment.
Diane is excited about the project. There were many challenging technical problems to be solved in designing the system, including how to represent and integrate all the various types of patient information in the database, how to get the rule-based system and the database to work together efficiently, and how to build a user interface that makes sense to medical professionals.
Far more important, however, are the potential benefits of the work. Simply giving the physician immediate access to all the available information on a patient promises to lead to better diagnosis and treatment. And some of the analytic and diagnostic features could turn out to be extremely valuable. For example, so many different drugs are available and so many potential side effects and interactions exist that even the most competent physician can have trouble keeping track of everything. By recording all of a patient's medication and evaluating it relative to the patient's condition, the system could help intercept potentially dangerous prescriptions before they are given.
Nevertheless, Diane has some worries about the project. What if the system malfunctions or there is an undetected error in the program or the rules? From one point of view, the "assistant" is just a tool, and full responsibility for patient care remains with the physician. But if physicians come to rely on the system, a loss of data or an error in the program could have disastrous consequences.
Suppose that, because of a bug in the database program or because an ID was entered incorrectly, a critical piece of data is lost from a patient's record or the record for a different patient from the one intended is called up. The physician could prescribe a treatment that made sense in terms of the data and what the physician could observe, but was completely wrong -even life threateningfor the patient. Who would be responsible? rules on drug side effects and interactions. The team consulted a number of medical and pharmacology experts when designing the system, and the data for the rules was taken from the best known encyclopedia of prescription drugs. But even that data is probably not totally reliable. Furthermore, their own staff translated the data into rules, and there is no guarantee that they fully understood the meaning and significance of all the data.
At any rate, large rule bases are notoriously difficult to debug and maintain. The potential for some very serious problems exists.
The effectiveness of the user interface is another unknown. It has been tested with medical personnel, but always under controlled conditions. Of course, extensive error checking and recovery have been built in. But what will happen in a crisis situation? How likely is it that data or commands will be entered incorrectly?
Even if the data is correct, could it be misinterpreted by someone who is not an expert in the technology? and the hospital administration, with the concurrence of the medical staff, would like to see the "assistant" put to work. They have already invested a good deal of money in the project, and they would like to see an immediate return, not only in terms of increased functionality, but also through savings in staff costs.
Still, Diane does not think they understand the problems of software reliability. The system has not really been stressed yet, and it has not been subject to the wide range of unpredictable and unThere is also reason to worry about the The demos so far have worked out well, expected conditions that will surely expose hidden faults. Some of those faults may not show up for years.
The system should certainly be run for a time with full backup; but that would be more cumbersome and expensive than not running it at all. The hospital is likely to balk at that.
Even if the administrators would agree to it, how long a testing period would be required? What is an adequate level of reliability for such a system? And how is that level related to the length of test, the size of the system, the design methodology, and so on? The system will never be These different approaches to ethics are not mutually exclusive, although they are sometimes regarded that way. Rather, they are complementary perspectives on the same problem. In the remainder of this article, I briefly present each one as it applies to the problem of using potentially risky computer technology in critical systems.
Normative ethics. There are four fundamental principles relevant to the introduction of inherently risky technology into a situation that involves human life and well-being. In medical ethics, for instance, much has been written on the problems with "medical paternalism," in which a physician imposes on the patient the treatment judged most effective medically, regardless of the patient's wishes.' The fundamental objection to paternalism is that it ignores the patient's right to self-determination. The same considerations can be applied to the imposition of a technology judged more "efficient" by its creators and administrators, without regard for the wishes of those affected by it.
No ethical system has been able to unify or prioritize the above principles in a way that is generally acceptable. Systems like utilitarianism, which bases ethical judgments purely on beneficence and nonmalfeasance, are rejected precisely because they ignore fundamental human rights to equality and autonomy.
On the other hand, a liberal ethic based purely on autonomy fails because it cannot deal with cases where the free choice of one individual or group brings harm to others. Finally, an ethic that has equality as its one principle does not take adequate account of the aspirations, needs, rights, and duties of individuals.
The most that can be said in general is that all four principles are important, and practitioners are obligated to try to satisfy all of them. Where that is impossible, it is necessary to weigh and balance the principles according to the specifics of the case and the courses of action available. This is the point where ethical judgments become difficult, controverted, and often painful.5
Applying the four principles to the use of risky technology in critical applications leads to four guidelines. These criteria are similar to ones proposed in Childress6 For a related but somewhat different set of criteria, see Barquin In addition to the technical difficulties, quality-of-life factors come into play that are important yet impossible to quantify. For example, different types of risks often have different levels of acceptability for people.x The expected number of lives lost per year per thousand population does not adequately represent these factors. The manner of death, the suffering involved, and the effect on family and society are all important.
The second criterion, informed consent, means that those potentially affected by the technology must participate in deciding whether and how to use it. It is not sufficient for experts to decide what is best for those affected. They have a right to understand the implications of the technology and to take part in its design and use, not just because their input is needed to make good assessments of the technology, but because they have a fundamental right to be treated as free subjects, not merely as objects of the technology.
In the use of computer technology, this means that users and those affected by the technology should participate in a meaningful way in the design process. It is not sufficient, for example, for a patient, on admittance to a hospital, to check a box saying they are willing to have their records automated. That is neither a practical nor a meaningful choice. It is more important that a representative group of patients and potential patients participate, along with medical staff, in shaping the technology.
benefits, the third criterion, requires an analysis of the social impact of the technology. Are any groups being asked to bear a disproportionate share of the risks while other groups benefit? Does this technology widen the gap between the haves and the have-nots? With medical technology, for example, does a commitment to a particular technology raise the cost of ordinary care so that it is beyond the reach of the poor? Will only the rich benefit from this technology?
Engineers are often uncomfortable with these types of questions, and they are seldom equipped to handle them. But the questions are important and somehow must be addressed.
Fairness in the distribution of risks and
The ethics of virtue. What is good and desirable about technology? What motivates engineers and other technologists? It seems to me that there are three goods that are the ends of technological activity. The first is the exercise of human creativity. In this respect, the technology itself is the end. The challenge of solving a difficult problem, the satisfaction of making something work, and the joy of creating something new are the primary motivations of many in the profession, tion of wealth. Technology is an important factor in today's economy, and most computer professionals work for profitmaking companies. (Universities are not profit-making organizations, but in my experience large research-oriented departments are certainly very sensitive to the market.) Therefore, loyalty to employers and hope for financial reward orient employees toward the creation of products that will be successful in the marketplace.
tence. Computer technology has led to better medical care, richer and faster communications, more efficient and safer transportation, better commercial services, and so on. Many computer proThe second good is economic, the creaThe third goal is to better human exisfessionals take great pride in their contributions in these areas. The problem is that this third goal is more remote in the experience of most computer professionals.
The primary attraction of their work is the technology itself, and their primary loyalty is to their organization and its profitmaking g o a k Y When the three goals pull in different directions, the third is not felt as immediately as the first two. Putting the welfare of society ahead of the lure of technology for technology's sake and the demands of one's employer often requires a strong moral imagination and a stubborn will to resist institutional pressures. It is commendable when professionals show these traits but, unfortunately, this cannot be taken for granted.
It is instructive to compare the sense of duty of computer professionals with that of physicians. The physician's primary obligation is to the patient. Despite any shortcomings that might exist, that obligation is taken seriously in the medical profession.
Unfortunately, the same cannot be said for computer professionals. Even though the IEEE Code of Ethics puts the obligation to uphold "the safety, health, and welfare of the public" first, this has not been effectively put into practice. Computer professionals are well aware that too much loyalty to the public welfare could cost them their jobs and their careers. It has happened.
One reason for the difference between computer professionals and physicians is that most computer professionals do not have immediate contact with those ultimately affected by their craft. They deal with their managers and marketing departments, not with the public.
Of course, the market is supposed to mediate the wishes of the public, but it is an imperfect medium at best. In particular, it often does not adequately reflect the hidden risks of a technology, at least not until it is too late. Serving the market is not the same as serving the "safety, health, and welfare of the public." Social ethics. Why does the computer profession sometimes fail to protect the public'? Why is the public sometimes exposed to technology that is unjustifiably risky? Assuming goodwill and competence on the part of computer professionals, there are three reasons that I can identify:
( 1 ) There is insufficient knowledge and analysis of the benefits and risks of the technology.
(2) Computer professionals too often focus only on the purely technical, ignoring important human issues.
(3) Computer professionals define their obligations primarily in terms of loyalty to their organizations and the profit-making goals of those organizations. Protecting the public welfare is not recognized as a competing, let alone an overriding, goal.
These factors are to a large extent the result of the way our work and our environment are structured. While individuals can resist these factors, sometimes heroically, the conditions will not change significantly unless we address them collectively, acting as a profession. Here are some actions we can take:
( 1 ) Education. How many computer scientists and engineers leave school convinced that their first obligation is to serve the public welfare'? Yet, in medical school, a fundamental part of every physician's training is not just the primary obligation to the patient, but the detailed implications of that obligation.
( 2 ) Risk analysis. We don't know enough about the probabilities and effects of failures in software. It would be nice to have a "book" that gives the probabilities of failures of various types for a program, given its size, complexity, and environment. There should also be testing requirements that, given certain program characteristics, the environment, and the acceptable level of risk, tell how much and what type of testing should be done. Right now, the technology to do this just does not exist, although there has been progress." Much more research is needed. This is a very important and fruitful area for standards activity.
( 3 ) Participatory design. Computer professionals have a crucial and irreplaceable role to play in the responsible use of technology. But they cannot do it alone. Users, meaning those affected by a technology, should be part of the design and implementation process. This is important for several reasons. First, the technology would better meet the users' needs. Second, it respects the right to autonomy of the users. And third, it would bring computer professionals into immediate contact with the public, which will help increase their awareness of their obligation to uphold the public welfare. Participatory design has been an issue in Europe for some time." More recently, the issue has been taken up by the Computer Professionals for Social Responsibility," and there has been some recognition of its importance among members of the IEEE Committee on Public Policy." 
Conclusion. Computer technology is
growing up. It is no longer an enchanting toy. Nor is it just another commodity. It now performs many functions on which people depend for their livelihood, and even their lives. The computer profession must also grow up. It must look beyond its fascination with technology and with making money, and accept with maturity its obligations to society. The commencing salary will depend on the candidate's qualifications, experience and the level of appointment offered.
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