We also found it useful study normalized variants given by c n,k = n!k!2 −n C n,k .
As it turns out, these integrals can be reduced to one-dimensional integrals by noting that
where K 0 is the modified Bessel function. In this form, these integrals can be evaluated to very high precision by means of the tanh-sinh quadrature scheme [6, 1] , implemented using the ARPREC multiprecision software system [5] .
We began the study in [4] by computing c n,k (and thus C n,k ) to very high precision (1000 decimal digits) for all n ∈ [2, 36] and for all k ∈ [0, 75], or in other words a total of 2660 separate 1000-digit quadrature calculations. These computations were performed on the Apple parallel computer system at Virginia Tech. Many of these values (to 500 digit accuracy) are available online at [3] .
In analyzing this data, we made the remarkable discovery, using extensive PSLQ integer relation searches, that for a given n, the (C n,k , k ≥ 0) satisfy recursion relations. For instance, for n = 2 we found
, and for n = 3 we found
Similar relations, with larger coefficients, were found for larger n.
With some effort, we then were able to identify these patterns for the first few n:
Here the question mark is used to emphasize the fact that we have no formal proof in the latter two cases. The presence of factorial-like expressions in the above formulas suggested that these recursions are more naturally cast in terms of the c n,k , since these expressions are eliminated by the k! term in the formula c n,k = n!k!2 −n C n,k . Indeed, we then found that in terms of c n,k these recursion formulas can be written quite compactly as
where M = (n + 1)/2 . Note, for instance, that the experimental recursions (5) and (6) can be recast compactly in the form of (7) by defining Table 1 contains some of the other p n,i polynomials that we have discovered experimentally in this way. Our full table of results actually extends up to n = 36 and i = 18, which, given the fact that the recursions involve terms spaced by two, is the most that we can obtain from of our set of 2660 quadrature
Computationally, we found these polynomials by the following procedure. Let (q n,k,j , j = 1, M ) denote the relation of length M found by PSLQ in a row of the c array beginning at the entry c n,k , so that 1≤j≤M q n,k,j c n,k+2j−2 = 0 to within available numerical precision. We have empirically found that the relation lengths are always of length M = (n + 1)/2 . Note that for a given n, we only have q n,k,j data for k ≤ 75 − 2M , since the recursions span rows of the (c n,k ) array with a spacing of two, and k ≤ 75 in the c array. With the q array in hand, we constructed, for a given n and k, the (N + 1) × (N + 1) matrix
We then used standard linear system solution routines from the Linpack package (converted to use the ARPREC multiple-precision arithmetic software) to find the solution A of XA = Y . Here N is the degree of the polynomial in question (which we typically had to estimate based on earlier results) and r is the number of data points, spaced two apart, that were available in a given row of the c n,k n i Table 1 : Experimental polynomials p n,i for 1 ≤ i ≤ 6 and 1 ≤ n ≤ 12.
array, which number varied with the starting index k. These computations were performed using 400-digit arithmetic, both because some of the input coefficients were huge (as large as 10 40 ), and also because of the numerically sensitive nature of the computation-note that the X matrix is the notorious Vandermonde matrix.
Whenever we obtained a satisfactory polynomial, we normalized it so that the coefficients so that the initial coefficient is (k + 1) n+1 , and then expanded each of the terms in a Taylor series about k + i + 1, so that it would match the formula (7).
We then are faced with the task of compactly representing the data in Table  1 . To that end, we empirically discovered that, for all n,
where M = (n + 1)/2 as before. We are presently faced with the challenge of finding similar formulas for i = 3, 4 and higher. To that end, let Q n,j,i denote the coefficient of the j-th highest term of p n,i (x). For i = 3 we empirically found (using high-precision polynomial regression on successive right-flank diagonals of the p n,i array) the formulas shown in Table 2 .
Based on the data above, we succeeded in empirically recognizing (R j,0,3 , j ≥ 0), the set of coefficients of the constant (first) terms in the above, by the formula n + 2 27 3   Table 4 : Q formulas for i = 5
