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Wind power generation exhibits a strong temporal variability, which is crucial for system integra-
tion in highly renewable power systems. Different methods exist to simulate wind power generation
but they often cannot represent the crucial temporal fluctuations properly. We apply the concept
of additive binary Markov chains to model a wind generation time series consisting of two states:
periods of high and low wind generation. The only input parameter for this model is the empirical
autocorrelation function. The two state model is readily extended to stochastically reproduce the
actual generation per period. To evaluate the additive binary Markov chain method, we introduce
a coarse model of the electric power system to derive backup and storage needs. We find that
the temporal correlations of wind power generation, the backup need as a function of the storage
capacity and the resting time distribution of high and low wind events for different shares of wind
generation can be reconstructed.
I. INTRODUCTION
Mitigation of climate change requires the decarboniza-
tion of the energy system [1–3]. Power plants based on
fossil fuels must be replaced by renewable sources such
as wind and solar power. These technologies have shown
remarkable progress in the last decades but the integra-
tion into the energy system represents a huge challenge
due to their strong intermittency [4–10]. Generation and
load have to be balanced at every instance of time. Thus,
for a system dominated by fluctuating renewable sources,
large amounts of backup and storage are required in order
to always guarantee this power balance [11–14].
Wind power, as one of the main renewable energy
sources, exhibits temporal correlations on different time
scales from seconds [15, 16] over weeks and years [17]
to decades [5]. Periods with below (and above) average
wind power generation can last up to weeks [18, 19]. Fur-
thermore, the generation can vary significantly on hourly
timescales, even when aggregated over large spatial scales
[20–23]. These fluctuations have to be accounted for
when designing a future energy system.
High amounts of backup and storage infrastructures
will be necessary in energy systems with a high share of
wind power to provide energy in times of low renewable
generation [11, 12, 24, 25]. In order to quantify the need
for backup and storage, either long-term measurements
or reliable models of wind power generation are needed.
As long-term measurements are rare, it is important to
develop models which are able to represent the temporal
fluctuations of wind power generation properly.
Stochastic models are commonly used to simulate wind
speed and wind generation data [20, 26–30]. Typical
models include Autoregressive Moving Average (ARMA)
∗ ju.weber@fz-juelich.de
and Markov chain models. ARMA models require a high
amount of model parameters. Simple first-order Markov
models often cannot reproduce the temporal characteris-
tics of wind power generation, in particular long correla-
tion times, and therefore they are of very limited use for
energy system analyses [26]. Higher order Markov mod-
els require a huge amount of input data and are thus im-
practical [20, 26, 27]. Additionally, for ordinary Markov
models the data has to be discretized and the model out-
put depends on the exact discretization scheme [20].
Stochastic models for wind power generation should
reproduce the main temporal characteristics but remain
simple enough for practical applications. We introduce
a simple, two-state stochastic model based on additive
binary Markov chains developed in [31–34]. Additive
Markov chains are an efficient tool to simulate time se-
ries with long-range correlations because the transition
probability can be expressed as a sum of functions each
depending on one of the previous states (memory func-
tions). Strong analytic results exist for the case of binary
time series [31–34]. In this case, the memory functions
can be derived from the empirical autocorrelation func-
tion of the time series straightforwardly. Additionally,
the model depends on the memory length which deter-
mines the maximum time lag taken into account to de-
rive the memory functions. In this paper, we thus con-
sider a simplified, binary wind generation time series,
distinguishing only between two different types of sys-
tem states: Scarcity in times of low, and oversupply in
times of high wind generation. Already for this simple
model, in which the wind power generation can assume
only two values for the two states, we obtain a fairly good
stochastic model. Our purpose is to reconstruct the tem-
poral aspects of a wind power time series as they are
crucial for system operation, especially for high shares of
renewables combined with large storage facilities. There-
fore, we evaluate our model by analyzing the temporal
correlations, the backup need as a function of the stor-
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2age capacity and the resting time distributions of scarcity
and overproduction events for different shares of wind
generation.
The paper is organized as follows: We introduce the ad-
ditive binary Markov chain method (Sec. II), discuss the
available wind power data and present a coarse grained
model of the electric power system used to test the
stochastic model (Sec. III). Subsequently, we compare
the characteristics of the input and the synthetic data in
order to evaluate our model (Sec. IV). In a further step,
we present a way to extend our model to non-binary wind
generation data (Sec. V). Finally, we close with some con-
cluding remarks (Sec. VI).
II. ADDITIVE BINARY MARKOV CHAINS
A 1-step Markov chain of a homogeneous stochastic
process with a discrete number of states is defined as a
sequence of random variables X1, X2, X3, . . . in which
the conditional probability for the future state Xt = xt
is determined entirely by the knowledge of the previous
state Xt−1 = xt−1 [35, 36],
P (Xt = xt|Xt−1 = xt−1, . . . , X0 = x0)
= P (Xt = xt|Xt−1 = xt−1). (1)
For practical applications, this conditional probability
is reconstructed from measured data by discretizing the
data such that the state space of the random variable
becomes finite.
To include memory, Eq. (1) can be generalized to an
N -step Markov chain for which the future state depends
on N previous states,
P (Xt = xt|Xt−1 = xt−1, . . . , X0 = x0)
= P (Xt = xt|Xt−1 = xt−1, . . . , Xt−N = xt−N ).
(2)
However, as Brokish and Kirtley [26] point out,“the prob-
lem with higher order Markov models is that there are
KN states, where K is the number of discretized wind
powers and N is the order of the model, which is in-
tractable for large N” and therefore for long memory
times.
Assuming that the influence of previous states on the
future state is additive, Eq. (2) can be expressed as a sum
of functions f , each depending on one of the previous
states
P (Xt = xt|Xt−1 = xt−1, . . . , Xt−N = xt−N )
=
N∑
r=1
f(xt, xt−r, r).
(3)
Strong analytical results are available for additive bi-
nary Markov chains, i.e. stochastic processes which as-
sume only two states at = {0, 1} [31–33]. In this case,
the conditional probability can be simplified to [31–33]
P (at = 1|TN,t) =
N∑
r=1
f(at−r, r), (4)
with TN,t = at−1, at−2, . . . , at−N . The function
f(at−r, r) describes the contribution of at−r to the con-
ditional probability of at taking the value at = 1 at time
step t. The value N can be interpreted as the memory
length of the Markov chain.
Melnyk et al. [33] show that Eq. (4) can be rewritten
in the following, simpler form
P (at = 1|TN,t) = 〈a〉+
N∑
r=1
F (r) (at−r − 〈a〉), (5)
with 〈a〉 being the average over the whole sequence
and F (r) being a memory function, which describes the
strength of the influence of the previous value at−r on at.
The following relationship between the memory func-
tion F (r′) and the autocovariance function K(r) exists
[33]:
K(r) =
N∑
r′=1
F (r′)K(r − r′), r ≥ 1, (6)
with
K(r) = 〈at at+r〉 − 〈a〉2, (7)
K(0) = 〈a〉 (1− 〈a〉), (8)
K(r) = K(−r). (9)
Equation (6) is a system of linear equations and can be
solved for F (r′) straightforwardly. Thus, it is sufficient to
know the autocovariance function of a time series in order
to reconstruct the memory function which fully charac-
terizes the stochastic process. This memory function can
then be inserted into Eq. (5) to compute synthetic time
series for Monte Carlo simulations.
III. APPLICATION TO WIND GENERATION
DATA
We apply the additive binary Markov model intro-
duced in Sec. II to wind generation time series. One
prime benchmark for such a model is whether important
characteristics of power system operation can be repro-
duced. For this purpose, we introduce a simple, coarse-
grained model of the electric power system in Sec. III A to
derive backup and storage needs which crucially depend
on the temporal characteristics of wind power generation,
especially for high shares of wind power [11, 12]. After-
wards, we present the empirical data used as input for
the construction of the model (Sec. III B) and explain the
mapping of the continuous wind generation time series to
a binary time series (Sec. III C). Finally, we explain the
initialization of our model in Sec. III D.
3A. Model of the electric power system
At every time step t, the generated and consumed elec-
tric power must be balanced [11, 12, 37]:
R(t) +B(t) = ∆(t) + L(t) + C(t). (10)
Here, R(t) is the renewable power generation time series
which we want to model using the additive binary Markov
chain method, and L(t) is the load. If the load exceeds
the generation, i.e. L(t) > R(t), the missing energy must
be provided by storage facilities (∆(t) < 0) or by conven-
tional backup power plants (B(t) > 0). The backup need
can be interpreted as the aggregated amount of power
required from dispatchable power plants. If, on the other
hand, the generation exceeds the load, i.e. R(t) > L(t),
excess energy can either be stored (∆(t) > 0) or the gen-
eration from renewables has to be curtailed (C(t) > 0).
Hence, the storage filling level S(t) evolves according to
S(t+ T ) = S(t) + ∆(t) · T, (11)
where T denotes the duration of one time step (here: 1
hour). Storage facilities are limited such that the storage
filling level must satisfy 0 ≤ S(t) ≤ Smax.
The energy that has to be provided by conventional
backup power plants is minimized for a storage-first strat-
egy [12]. Thus, ∆(t) can be derived in the following way:
∆(t) =
{
min[R(t)− L(t); Smax−S(t)T ] if R(t) > L(t)
−min[L(t)−R(t); S(t)T ] if R(t) < L(t).
(12)
Accordingly, B(t) and C(t) read:
B(t) =
{
L(t)−R(t) + ∆(t) if L(t) > R(t)
0 else
(13)
C(t) =
{
R(t)− L(t)−∆(t) if R(t) > L(t)
0 else.
(14)
A central question for energy system operation is how
much storage and backup are needed in a highly renew-
able power system [11, 12, 24]. We therefore use the
temporal mean of the backup energy 〈B〉 as a function of
the storage capacity Smax as a benchmark for the devel-
oped Markov chain model. For simplicity, we normalize
the average backup energy by the average load 〈L〉 to ob-
tain the average share of energy that has to be provided
by backup power plants:
E =
〈B〉
〈L〉 . (15)
A feature of the operation of the storage system is
whether we are in the regime of scarcity (R(t) < L(t)) or
overproduction (R(t) > L(t)). Hence, it is reasonable
to consider the wind generation time series as a two-
state stochastic system (cf. Fig. 1, described further in
Sec. III C). In this case, we can make use of the relation
between the autocovariance function K(r) of the time se-
ries and the memory function F (r) (Eq. (6)) such that
it is straightforward to deduce the stochastic model from
measured data.
B. Data
We apply the additive binary Markov model to gen-
erate synthetic wind generation time series. As input
we use the renewables.ninja [38] wind dataset for Ger-
many which consists of hourly wind capacity factors (i.e.
wind power normalized by the rated capacity) based on
MERRA reanalysis data [39] simulating the 2014 fleet
of wind farms for 1985-2014. A wind generation time
series exhibits a seasonal as well as a diurnal periodic-
ity [20, 29, 30, 40, 41]: The generation in Germany is
usually higher in winter than in summer. The diurnal
wind power variation weakly depends on the respective
season. Furthermore, the wind generation time series ex-
hibits ‘good’ and ‘bad’ wind years as well as fluctuations
on the synoptic time scale (which is of the order of a few
days). Therefore, a wind generation time series is not
a stationary process. However, Thomann and Barfield
[42] argue that the effect of non-stationarity can be ne-
glected as long as the time series does not exhibit a trend.
The latter statement is true because a fixed installed ca-
pacity of wind farms was used in order to generate the
renewables.ninja [38] data set. Additionally, it is valid
to assume that the average wind generation does not ex-
hibit a trend as long as long time frames are considered.
As we use 30 years of hourly wind data, this condition is
fulfilled.
As our model cannot represent the deterministic, long-
range seasonal variations, we seasonally adjust the in-
put data by multiplicatively removing the typical sea-
sonal variation of the wind generation time series using
monthly averages. For this purpose, we divide the data
of a respective month Rmonth(t) by a corresponding sea-
sonality factor sfmonth given as
sfmonth =
〈Rmonth(t)〉
〈R(t)〉 , (16)
where 〈·〉 denotes the average over either all data corre-
sponding to one month or the whole time frame.
We consider different scenarios for the expansion of
wind power in the system. Therefore, we scale the ca-
pacity factor time series w(t) from renewables.ninja [38]
such that the average generation by wind power plants
provides a certain share γ of the average load, i.e. [11, 12]
R(t) = γ
w(t)
〈w〉 〈L〉. (17)
The factor γ is also denoted as renewable penetration.
In the case of a fully renewable power system, which we
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Figure 1. (Color online) Normalized, deseasonalized wind generation R(t) (thin black line) and binarized time series (thick
black line). The values of the two states R0 and R1 are derived from the full renewables.ninja [38] time series (cf. Equations (19)
and (20)). The load time series is normalized to L(t) ≡ 〈L〉 ≡ 1 (see text) and the wind generation time series is scaled with
γ = 1 such that 〈R〉 = 1 (cf. Eq. (17)). Therefore, red shaded areas represent periods of overproduction (R(t) ≥ 1) and blue
shaded areas represent periods of scarcity (R(t) < 1).
want to consider here primarily, γ is set to one. Other
scenarios are also discussed (Sec. IV C).
For simplicity, we assume a constant load time series
normalized to one (L(t) ≡ 〈L〉 ≡ 1) in the following.
In the case of a highly renewable power system, which
we consider in this paper, the fluctuations of the wind
generation time series are much higher than those of the
load time series. Therefore, setting L to a constant value
has only a minor influence on backup and storage needs.
Furthermore, our primary objective is to evaluate the
performance of the additive binary Markov chain model
which is facilitated by simplifying the load time series.
C. Binarization of the data
The task of this paper is to develop a simple stochas-
tic model for the intermittent wind time series R(t) –
hence, we want to represent the stochastic hour-by-hour
fluctuations, the diurnal cycle and variations on the syn-
optic time scale. To harness the strength of additive bi-
nary Markov chains, we need to define a reasonable map-
ping from the continuous values of R(t) to a binary time
series a(t) with values zero and one. One example for
such a mapping is to define a threshold value which sep-
arates the wind power generation into regimes of under-
(R(t) < 〈L〉) and overproduction (R(t) ≥ 〈L〉)
a(t) =
{
0 if R(t) < 〈L〉
1 if R(t) ≥ 〈L〉. (18)
From the binarized time series a(t) we can derive the
autocovariance function K(r) (cf. Eq. (7)). Choosing
an appropriate memory length N , the memory function
F (r) can be recovered using Eq. (6) and the Markov chain
can be simulated using Eq. (5).
In order to apply the power balance equation (Eq. (10))
to the binarized time series, we map a(t) to average values
of under- and overproduction of the input time series (see
Fig. 1),
a(t) = 0 ⇒ RBin(t) = R0 = 〈R〉|R(t)<〈L〉, (19)
a(t) = 1 ⇒ RBin(t) = R1 = 〈R〉|R(t)≥〈L〉, (20)
where 〈·〉|x is the conditional expectation value. As we
want to fix the renewable penetration γ for all simu-
lations, the simulated values for R0 and R1 have to
be scaled further such that 〈R〉 = γ always holds
(cf. Eq. (17)).
D. Initialization of the model
The synthetic time series are modeled in such a way
that the original and the simulated time series are of the
same length (30 years in hourly resolution). In each case,
an ensemble of 100 Monte Carlo simulations is consid-
ered.
The first N elements in the synthetic sequence are gen-
erated using the following modification of Eq. (5):
P (a1 = 1) = 〈a〉 (21)
if t = 1
P (at = 1|Tt) = 〈a〉+
t∑
r=1
F (r) (at−r − 〈a〉) (22)
if 1 < t ≤ N.
This is considered to be a reasonable assumption, as the
first N values represent only a very small fraction of the
entire simulated stochastic sequence.
5IV. RESULTS
In the following sections, we discuss the memory func-
tion of the binarized time series used in this paper
(Sec. IV A) and subsequently evaluate our additive bi-
nary Markov chain model by analyzing the autocorre-
lation function, the backup and storage need and the
resting time distribution for different memory lengths
N ∈ {7, 14, 21, 70} × 24 hours in comparison to a sim-
ple, memoryless Markov chain (Sec. IV B). Additionally,
we assess the impact of the threshold value used to bi-
narize the input data (Sec. IV C) by choosing different
values for the renewable penetration γ.
A. Memory function
In order to simulate binary wind generation data us-
ing the additive binary Markov model, a memory func-
tion F (r) has to be derived by solving the set of linear
equations in Eq. (6) for a predefined memory length N .
In Fig. 2 the memory function F (r) is shown for memory
lengths N ∈ {7, 14, 21, 70}×24 hours. The memory func-
tion is hardly sensitive to small changes of N . For all four
choices of N , it takes a value of 0.90 for r = 1 hour and is
close to zero for r > 1 hour (shown in detail in the inset
in Fig. 2). The inset further shows that F (r) decreases
monotonically up to r = 7 hours (and non-monotonically
up to r ≈ 12 hours) and exhibits peaks corresponding to
a diurnal circle, according to the diurnal variation of the
input time series.
The high difference in the magnitude of F (1) and
F (r > 1) imposes the question if it is possible to ob-
tain the same results when only using F (1) for the sim-
ulation. This would imply that the stochastic process is
memoryless and can be described by a simple 1-step bi-
nary Markov chain. To evaluate this, we also simulate
data using only F (1) in Eq. (5), setting F (r > 1) = 0.
In the following, we thus compare the results of the addi-
tive binary Markov model with memory to (i) the empir-
ical binary time series and (ii) the results of the binary
Markov chain without memory.
B. Additive Markov chain of the binarized wind
power data
Autocorrelation function
The autocorrelation function AC(r) – i.e. the autoco-
variance functionK(r) normalized such that AC(0) = 1 –
describes how strong the wind generation at one time step
is correlated to the wind generation at a different, lagged
time step (r > 0). We observe that for the original as well
as for the binarized time series, the autocorrelation func-
tion decreases fast for time lags up to about r = 3 days
and levels off for higher time lags, being close to zero for
about r > 10 days (grey dashed and black lines in Fig. 3).
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Figure 2. (Color online) Memory function F (r) for mem-
ory lengths of N ∈ {7, 14, 21, 70} days (i.e. green dots, blue
circles, black diamonds and grey boxes, respectively). The in-
set shows a zoom into the region around F (r) = 0 for better
visualization. The time lag r is given in hourly resolution.
Additionally, the curves are superimposed by a slight 24-
hour oscillation, representing the diurnal variation of the
time series. The binarization of the original time series
leads to an underestimation of the autocorrelation func-
tion for all lags r. This can be explained in the following
way: In the binarized time series, the wind generation
can only take two values, zero and one. Therefore, the
absolute value of the correlation (cf. Eq. (7)) is either high
(i.e. a(t + r) = a(t)) or low (i.e. a(t + r) 6= a(t)). Small
changes are neglected. Because of this, the autocorrela-
tion function of the binarized time series, ACBin, must
be used as a reference in order to evaluate the additive
binary Markov chain method.
The ensemble-average of the autocorrelation functions
derived from the additive binary Markov chain with
memory lengths N ∈ {7, 14, 21, 70} days (ACMarkov,
thick green line in Fig. 3) is almost identical to the empir-
ical ACBin for all lags r and all memory lengths N . Even
the diurnal oscillation can be recovered. The autocorre-
lation function can only be reconstructed for time lags
up to N as the conditional probability P (at = 1|TN,t)
in Eq. (5) directly depends on N . For higher time lags,
the fluctuations in the autocorrelation function cannot
be reproduced any longer (cf. Fig. 3(a)). Furthermore,
for high memory lengths (i.e. N > 21 days), the auto-
correlation function tends to be slightly underestimated
for all values of the time lag r. Hence, the memory
length N must be chosen long enough to capture all sig-
nificant correlations in the original binarized data, but
not longer. Indeed, choosing a medium value of about
N = 7 . . . 21 days, the additive binary Markov model re-
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Figure 3. (Color online) Autocorrelation functions of the original renewables.ninja [38] (grey dashed) and the binarized (black)
time series and of an ensemble of 100 simulations using the additive binary Markov chain approach for memory lengths of
N ∈ {7, 14, 21, 70} days (green dots) and without memory (i.e. F (r > 1) = 0, blue squares). The ensemble averages are
represented as thick green and blue lines, respectively. For better visualization of the long-time decay, the autocorrelation
functions are also shown on a logarithmic y-scale in the insets.
produces the correlation structure of the binarized wind
generation time series almost perfectly.
Without memory (i.e. F (r > 1) = 0, blue lines in
Fig. 3), the autocorrelation function is strongly underes-
timated. The correlation approaches zero for time lags
of r > 2 days. Hence, without memory, the long-range
correlations of the wind generation time series cannot be
represented. We conclude that even though the values
of F (r) are small for r > 1 hour (cf. Fig. 2), they still
contain important information for the simulation.
Backup and storage need
A reliable wind power model should reproduce the es-
sential characteristics of the original (binarized) time se-
ries. A key benchmark for power system operation is the
average amount of backup energy E as a function of the
storage capacity Smax. In order to keep the assumption
of a fully-renewable power system, the simulated data is
scaled such that the relation 〈R〉 = 〈L〉 = 1 always holds.
The mapping of the original data to binary values re-
duces the backup need for all given Smax (grey triangles
and black dots lines in Fig. 4) due to the loss of tem-
poral correlation as discussed above. Thus, in order to
evaluate our method, we compare the average backup en-
ergy of the simulated time series to that derived from the
binarized time series (EBin).
Considering the additive binary Markov chain model
with memory (green lines in Fig. 4), we find that the
average backup energy need, EBin(Smax), is reproduced
with high accuracy for most storage capacities Smax. For
Smax > 100 hours, the backup energy is underestimated
a little for all N . For high memory lengths (i.e., N = 70
days, Fig. 4(d)), the backup energy is slightly underes-
timated for all storage capacities Smax. This can be ex-
plained by the overall underestimation of the temporal
correlation (cf. Fig. 3(d)).
The additive binary Markov chain without memory
(i.e. F (r > 1) = 0) highly underestimates the backup
need (blue lines in Fig. 4). This results from (i) the un-
derestimation of long-range correlations (cf. Fig. 3) and
(ii) the fact that the resting time distribution of under-
and overproduction events cannot be reconstructed (see
Fig. 5 below). This shows that the memory function F (r)
has to be considered for r > 1 hour in order to get rea-
sonable results for practically relevant characteristics of
the time series.
Resting time distribution
A further benchmark for the performance of the addi-
tive binary Markov approach is to evaluate the distribu-
tion of the duration τ of periods for which a(t) = 0 (de-
noted as τ−) and a(t) = 1 (denoted as τ+), respectively
(cf. Equations (19) and (20)). A proper representation
of this resting time distribution is particularly important
for the backup and storage needs (cf. Fig. 4). This is
especially true for the case of long lasting scarcity events
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Figure 4. (Color online) Average backup energy E as a function of the storage capacity Smax for the original renewables.ninja
[38] (grey triangles) and the binarized (black dots) time series and for an ensemble of 100 simulations using the additive binary
Markov chain approach (green circles) for memory lengths of N ∈ {7, 14, 21, 70} days and without memory (i.e. F (r > 1) = 0,
blue squares). The ensemble averages are represented as thick green and blue lines.
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Figure 5. (Color online) Resting time distribution of the original renewables.ninja [38] time series (medium black lines) and
the ensemble of 100 simulations using the additive binary Markov chain approach for a memory length of N = 14 days (thick
green lines) and without memory (i.e. F (r > 1) = 0, thin blue lines). Panel (a) shows the resting times for which the renewable
generation R is constantly smaller than the (constant) load L = 1 (underproduction) and panel (b) shows the resting times for
overproduction. The main figures show the probability of resting times up to 70 hours whereas the insets display the probability
of long resting times using one minus the cumulative distribution function (CDF) and a logarithmic y-scale.
(i.e. R(t) < 1), which can deplete the storage and lead to
high needs of backup energy. The resting time distribu-
tion of the synthetic data is derived from the ensemble
of 100 simulations. Results are shown for N = 14 days
in Fig. 5. We find that they hardly depend on the choice
of N .
The distributions of the original and the simulated
time series with memory are well comparable for a wide
range of resting times (black and green lines in Fig. 5).
Resting times for underproduction (i.e. R ≤ 1) are
slightly underestimated for 1 < τ− ≤ 4 hours. Further-
more, resting times for overproduction (i.e. R > 1) tend
8to be overestimated for τ+ ≤ 3 hours and are underesti-
mated a little for 3 < τ+ ≤ 9 hours. This effect may re-
sult from the daily wind variation of the data. This leads
to a maximum in the original resting time distribution at
τ± = 2 hours. This maximum cannot be represented by
our model and is rather smoothed out.
Due to the diurnal variation in the wind power gener-
ation, we find local minima for resting times of about 12
and 24 hours for both, under- and overproduction. These
local minima are well represented by our model.
The probability for a resting time τ± to be longer than
a certain value(shown as one minus the cumulative distri-
bution function in the insets in Fig. 5) decreases almost
exponentially for the simulated data with memory. In
contrast, for the original data the probabilities for long
resting times decay more slowly. This most likely results
from the small amount of original data showing high rest-
ing times and hence represents a finite-size effect. In the
original dataset, no resting times longer than τ−max = 719
hours and τ+max = 305 hours are present such that it is
impossible to compare probabilities in this regime.
Without memory (i.e. F (r > 1) = 0, blue lines in
Fig. 5), the resting time distribution cannot be recon-
structed properly. The curve also decreases exponen-
tially, however, with the wrong rate. Especially, the prob-
ability for long durations is highly underestimated. This
again shows that the higher terms of the memory func-
tion are essential for the stochastic model to work.
Conclusion
The additive binary Markov chain model reproduces
the temporal characteristics of the binarized wind power
time series to a high extent when using the full mem-
ory function F (r). The autocorrelation function is re-
produced almost perfectly within the memory time per
construction, provided the memory time is not chosen un-
reasonably high. The backup and storage needs can be
represented very well – especially for small and medium
storage sizes. Finally, the resting time distribution of
periods with below- and above-threshold wind genera-
tion can be reconstructed. Deviations are found for very
large time spans, but the comparison to the original time
series becomes tedious here due to finite-size effects. In
comparison, an additive binary Markov model without
memory clearly fails to reproduce characteristics essential
for the power system operation and design. This proves
that long memories must be taken into account in any
stochastic model for wind power generation. The mem-
ory length N should be of the same order of magnitude
as the time scales of the temporal correlations considered
in the simulation (here: N = 7 . . . 21 days).
C. Performance for different values of the
renewable penetration
So far, we assumed a fully renewable power system
with 100% renewable generation on average (i.e. γ = 1).
We now evaluate the model for different scenarios for the
development of renewable power sources quantified by
the renewable penetration γ. This corresponds to differ-
ent threshold values in the binarization of the empirical
time series (cf. Eq. (18)). We scale the wind power time
series using (i) γ = 0.5 and (ii) γ = 1.5 (cf. Eq. (17)) such
that the average wind generation equals (i) 50% and (ii)
150% of the load, indicating long resting times for under-
and overproduction, respectively. As before, we consider
an ensemble of 100 simulations and choose a memory
length of N = 14 days.
Autocorrelation function
For both values of γ, the ensemble average of the au-
tocorrelation function derived using the additive binary
Markov model coincides almost perfectly with the au-
tocorrelation function of the original binarized time se-
ries (see Fig. 6). Hence, we conclude that the scaling,
and thus the choice of the threshold value, does not im-
pact the representation of the temporal correlations in
our model.
Backup and storage need
If the renewable penetration is chosen to be smaller
than one, an average share of 1 − γ has to be provided
by non-renewable power plants. This share is determinis-
tic. We are interested in the non-deterministic additional
backup energy which is given as Eadd = E − (1− γ).
The (additional) average backup energy as a function
of the storage capacity is shown in Fig. 7. A comparison
with Fig. 4 shows that for γ 6= 1, the (additional) average
backup energy is smaller than for γ = 1 for all storage
capacities. This observation is well analyzed in the liter-
ature [11, 12, 24]. The average backup energy need can
be reproduced almost perfectly for both, a scaling with
γ = 0.5 and a scaling with γ = 1.5. For γ = 0.5 and
Smax < 0.3 hours, Eadd is slightly overestimated whereas
it is underestimated a little bit for 1.5 ≤ Smax ≤ 7.5
hours. This may be explained by the small differences in
the resting time distribution (see Fig. 8 in the following
section). For γ = 1.5, E is also slightly underestimated
for 15 ≤ Smax ≤ 75 hours which may be due to an un-
derestimation of the probability for resting times τ+ to
be longer than about 200 hours.
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Figure 6. (Color online) Autocorrelation functions for the original renewables.ninja [38] (grey dashed) and the binarized
(black) time series and an ensemble of 100 simulated time series using the additive binary Markov chain approach (green dots)
for renewable penetrations of γ = 0.5 (panel (a)) and γ = 1.5 (panel (b)) and a memory length of N = 14 days. The ensemble
average is represented as thick green line.
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Figure 7. (Color online) Average (additional) backup need E (Eadd) as a function of the storage capacity Smax for the original
renewables.ninja [38] (grey triangles) and the binarized (black dots) time series and an ensemble of 100 simulated time series
using the additive binary Markov chain approach (green circles) for renewable penetrations of γ = 0.5 (panel (a)) and γ = 1.5
(panel (b)) and a memory length of N = 14 days. The ensemble average is represented as thick green line.
Resting time distribution
For γ = 0.5, the resting time distribution exhibits
longer resting times τ− for periods of underproduction
and shorter resting times τ+ for periods of overproduc-
tion (see Fig. 8(a) and (b)) compared to γ = 1 (cf. Fig. 5),
per construction. In the case of γ = 1.5 the opposite is
true (see Fig. 8(c) and (d)).
For resting times up to 70 hours, the resting time distri-
butions are represented well in most cases. For γ = 0.5,
the model tends to underestimate the probability for
τ− ≤ 6 hours (Fig. 8(a)). Furthermore, as in the case
of γ = 1, the model cannot reproduce the local maxi-
mum at τ± ≈ 2 − 4 hours very well. This is especially
true for the case of overproduction (i.e., R > 1).
Considering the probability for resting times being
longer than a certain value (insets in (Fig. 8), the rest-
ing time distributions of the original and the simulated
data are well comparable and the slopes are almost iden-
tical. Due to the large ensemble of 100 simulations, the
simulated data extends to longer resting times than the
original data. For γ = 1.5 and τ+, the probability for
long durations is lower in the simulations than in the
original time series.
Conclusion
In conclusion, the additive binary Markov model well
reconstructs the temporal correlations and the backup
energy as a function of the storage capacity for different
scenarios of the development of the renewable expansion
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Figure 8. (Color online) Resting time distribution of the original renewables.ninja [38] time series (thin black lines) and the
ensemble of 100 simulations using the additive binary Markov chain approach (thick green lines) for a memory length of N = 14
days. Panels (a) and (c) show the resting times for underproduction (R ≤ 1) and panels (b) and (d) show the resting times for
overproduction (R > 1) for renewable penetrations of γ = 0.5 (top row) and γ = 1.5 (bottom row). The main figures show the
probability of resting times up to 70 hours whereas the insets display the probability of long resting times using one minus the
cumulative distribution function (CDF) and a logarithmic y-scale.
γ (i.e. for different threshold values). Furthermore, our
model is also capable to represent very long resting times,
especially in the case of underproduction which is impor-
tant for the sizing of the backup and storage infrastruc-
ture.
V. EXTENSION OF THE MODEL TO
NON-BINARY WIND POWER DATA
One major drawback of our model is that it relies on
binarized data, which underestimates the autocorrelation
function as well as the average backup need E. We stress
that this is not due to the stochastic modeling but solely
due to the simplification of the empirical input data. We
now present a method to overcome this deficiency, while
keeping the simplicity of the binary model.
A. Relation between duration and energy
The deterministic mapping (Equations (19) and (20))
is replaced by a stochastic mapping
a(t) = 0 ⇒ R(t) = R− (23)
a(t) = 1 ⇒ R(t) = R+, (24)
where R− and R+ are random variables. They remain
constant throughout any period of scarcity or oversupply,
respectively, but depend on the duration of the period
τ±.
The stochastic mapping is constructed from the em-
pirical time series as follows: In each period of scarcity
or oversupply, a certain amount of energy has to be pro-
vided by the backup and/or storage facilities, or curtailed
and/or stored in, respectively. The fundamental variable
is thus the mismatch energy of one period. We use this
energy as the basic variable for the stochastic mapping
and derive it as the area (A− and A+) under the curve
for which R(t)− 〈L〉 < 0 or R(t)− 〈L〉 > 0, respectively
(see Fig. 1):
A±(τ±) =
∫ t2
t1
[R(t)− 〈L〉] dt (25)
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Figure 9. (Color online) Scatter plot of the joint distribution of the duration τ and the corresponding mismatch energy of
under- (|A−|, panel (a)) and overproduction (A+, panel (b)) for the original renewables.ninja [38] time series (large blue and
red dots) and for an ensemble of 100 simulations using the additive binary Markov chain approach (small black dots) for a
memory length of N = 14 days. The τ -bins are chosen such that at least 15 of the original values lie within one bin (see text).
They are represented by the horizontal grey lines and only shown for τ ≥ 100 hours. For each simulated τ , an energy value A
is chosen according to the distribution of the original values within the bin. Energies which lie outside the range of the original
values result from a rescaling as described in detail in the main text. If the simulated duration is higher than the maximum
duration in the original time series (horizontal grey dashed line), the energy values are distributed uniformly within the region
represented by the vertical grey dashed lines.
with τ± = t2 − t1 and 〈L〉 = 1.
A strong positive correlation exists between the dura-
tion τ± of such a period and the corresponding mismatch
energy A± (see Fig. 9, colored dots): The longer the du-
ration of an event, the higher the mismatch energy, on
average. We use this observation to assign mismatch en-
ergies to the periods of over- and underproduction sim-
ulated using the additive binary Markov chain. In or-
der to do this, we derive a relation between τ± and A±
from the original renewables.ninja [38] dataset: First, we
define bins for τ+ and τ− such that at least 15 values
lie within each bin (cf. Fig. 9, horizontal lines). τ is a
discrete variable. Thus, for short periods of over- and
underproduction, for which more than 15 observations
exist, the binwidth is set to one hour, the time resolution
of the input data. The last bin is chosen such that it
contains at least 10 observations. Second, we calculate
the empirical cumulative distribution function (ECDF) of
the corresponding energies A+ and A− for every τ±-bin.
Using a linear interpolation of the inverse of the ECDF,
we can randomly assign energies A± for each duration τ±
encountered in the additive binary Markov model. If the
simulated duration is higher than any observed duration
in the original time series, the mismatch energy is chosen
randomly within an empirically chosen interval (vertical
dashed lines in Fig. 9).
In a fully-renewable power system (i.e. γ = 1) the sum
of all mismatch energies has to be zero, i.e.
∑
A+ +∑
A− = 0. In the simulations, this sum is usually only
close to zero. Thus, the energies have to be rescaled. If∑
A+ <
∑ |A−|, the A+ are scaled to higher values:
A+new =
∑ |A−|∑
A+
·A+ (26)
and vice versa. It should be noted that this scaling can
be done in several ways. We chose to scale to higher ab-
solute values, because we find that the ensemble mean of
the average mismatch energy ( 1100 ·
∑100
n=1〈A±〉) is smaller
than the average mismatch energy of the original time se-
ries.
The black dots in Fig. 9 resemble the resulting τ -A
distribution of the ensemble of 100 simulations of the
additive Markov chain for N=14 days and γ = 1.
B. Evaluation of the method
Marginal distributions of the mismatch energies
The marginal distributions of A+ and A− are almost
identical for the original and the simulated time series
for a wide range of values (Fig. 10). The simulations
slightly underestimate the probabilities for 0.1 < |A−| <
0.5 and 0.1 < A+ < 1.2. This results directly from the
deviations in the resting time distribution (cf. Fig. 5):
As τ and A are strongly correlated, an underestimated
probability for small values of τ most certainly leads to an
12
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Figure 10. (Color online) Marginal distribution of the energies corresponding to under- (|A−|, panel (a)) and overproduction
(A+, panel (b)) for the original renewables.ninja [38] time series (thin black lines) and the ensemble of 100 simulations using
the additive binary Markov chain approach for a memory length of N = 14 days (thick green lines). The main figures show the
probabilities for small amounts of mismatch energies whereas the insets focus on large mismatch energies using one minus the
cumulative distribution function (CDF) and a logarithmic y-scale.
underestimated probability for small mismatch energies
as well. For high absolute values of A+ and A− (insets
of Fig. 10), the same arguments hold: The probabilities
for |A−| > 50 and 150 < A+ < 386 are smaller in the
simulations compared to the original time series due to
the lower likelihood for durations in the range of 100 <
τ− < 719 and 100 < τ+ < 305, respectively which results
from finite-size effects.
Backup and storage need
To test our model, we again derive the average backup
energy E as a function of the storage capacity Smax. In
order to apply Equations (10) and (11), we calculate the
piece-wise averaged wind generation time series from the
mismatch energies as follows:
R±(t) = 〈L〉+ A
±(τ±)
τ±
. (27)
The average over the ensemble of 100 simulations al-
most perfectly coincides with the average backup energy
E of the original time series for Smax < 50 hours (see
Fig. 11). For higher storage capacities, E is slightly un-
derestimated as already observed before (cf. Fig. 4(b)).
The spread of the ensemble however is higher because the
mismatch energies are not perfectly matched.
Autocorrelation function
The autocorrelation of the ensemble of the simulated
time series is shown in Fig. 12. As we are dealing with
piecewise constant positive and negative values (A+(τ+)
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Figure 11. (Color online) Average backup energy E as a
function of the storage capacity Smax for the ensemble of 100
simulations using the additive binary Markov chain approach
combined with the mismatch energy distribution (green cir-
cles) for a memory length of N = 14 days. The ensemble
average is represented as thick green line. Results have to be
compared to those of the piece-wise averaged original renew-
ables.ninja [38] time series (black dots). Additionally, results
for the original time series (grey circles) and for the binarized
time series (black dashes) are shown.
and A−(τ−), respectively), we have to compare the au-
tocorrelation functions of the simulations to the autocor-
relation function derived from the A+- and A−-values of
the original time series (denoted as ‘Original areas’). We
find that the model underestimates the autocorrelation
function for all time lags. One reason for this could be
that the assignment of mismatch energies is done in a
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Figure 12. (Color online) Autocorrelation function for the
ensemble of 100 simulations using the additive binary Markov
chain approach combined with the mismatch energy distribu-
tion (green dots) for a memory length of N = 14 days. The
ensemble average is represented as thick green line. Results
have to be compared to those of the piece-wise averaged orig-
inal renewables.ninja [38] time series (black). Additionally,
results for the original time series (grey) and for the binarized
time series (black dashes) are shown.
too simplified way. Another reason for the underestima-
tion could be that we tend to underestimate the average
mismatch energies, even after the rescaling (cf. Eq. (26)).
Thus, more information on the dependence of τ and A
should be taken into account in order to reconstruct the
autocorrelation function more exactly.
VI. SUMMARY AND CONCLUSION
Temporal correlations of wind power generation are a
crucial factor to be considered for the integration of high
shares of renewables [4–6, 11–15, 17–19]. However, it is
difficult to model these correlations and simple Markov
models often fail to represent them properly [20, 26, 29].
We introduced a model to accurately reproduce the
temporal correlations of wind power generation time se-
ries – focusing on the resting time of binary under- and
overproduction events. For this purpose, we used the
concept of additive binary Markov chains introduced in
[31, 33]. This concept allowed us to model binary wind
generation data by employing the empirical autocorrela-
tion function of a binarized input time series.
For a wide range of memory lengths, the autocorre-
lation function, the average backup need as a function
of the storage capacity and the resting time distribution
of the binarized input time series can be reproduced al-
most perfectly by the additive binary Markov model. A
small memory length better represents short-range cor-
relations whereas a long memory length leads to a better
representation of the long-range correlations. Further-
more, we showed, that the exact choice of the renewable
penetration γ does hardly impact the results.
In order to transform the simulated binary time series
back to a non-binary time series, we used the joint prob-
ability of the resting time τ and the mismatch energy A.
The higher the resting time, the higher the mismatch en-
ergy, on average. The application of this relation allowed
us to derive the average backup energy as a function of
the storage capacity and to compare it directly to that
of the original time series. We found that our model is
able to reconstruct this function for storage capacities of
up to about 100 hours. The autocorrelation function is
underestimated, potentially indicating that the relation
between τ and A is not sufficiently well captured.
The presented model is fairly simple to implement and
still captures essential features of wind generation time
series, especially long memory times. It thus overcomes
essential problems of previous approaches [20, 26–30]. In
the present paper, we demonstrated the ability of the
additive binary Markov model for wind time series on
national scales. However, it may also be used to cap-
ture temporal characteristics in different regimes such as
smaller spatial and/or temporal scales. For future ap-
plications, this model can be used to learn more about
the temporal structure of high- and low-wind periods, for
example when planning to combine a wind farm with a
storage device.
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