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iiiZusammenfassung
Funktionen beschr¨ ankter mittlerer Oszillation wurden von F. John und
L. Nirenberg in ihrer Arbeit [JN] 1961 eingef¨ uhrt. Eine Funktion f aus
L1
loc(Rn) heißt dabei von beschr¨ ankter mittlerer Oszillation, wenn das Su-
premum ¨ uber die Menge Q aller W¨ urfel Q mit Achsen parallel zu den Ko-
ordinatenachsen
sup
Q∈Q
1
m(Q)
Z
Q
|f − fQ|dm
endlich ist. Hierbei sei fQ der Integralmittelwert von f ¨ uber Q und m das
n-dimensionale Lebesguemaß des Rn.
Das Konzept der beschr¨ ankten mittleren Oszillation ﬁndet erste Verwendung
beim Beweis der Harnackschen Ungleichung f¨ ur elliptische partielle Diﬀeren-
tialgleichungen durch Moser in [MO].
In dieser Arbeit wird die Idee der beschr¨ ankten mittleren Oszillation auf har-
monische R¨ aume (X,H) ¨ ubertragen. Erstmals wurde dieses Konzept von H.
Leutwiler in einem Artikel [LE2] f¨ ur allgemeine harmonische R¨ aume entwi-
ckelt. Dabei heißt eine harmonische Funktion h von beschr¨ ankter mittlerer
Oszillation, wenn das Supremum
khk∗ := sup
x∈X
M(h − h(x))
+(x)
endlich ist. Ms bezeichnet hierbei die kleinste harmonische Majorante einer
subharmonischen Funktion s. Der so aus h erhaltene Wert khk∗ soll als BMO-
Norm von h bezeichnet werden.
ivDa die Mehrzahl der Ergebnisse in [LE2] nur f¨ ur Brelotsche R¨ aume oder
sogar nur f¨ ur die Laplacegleichung auf der oberen Halbebene gezeigt wer-
den konnten, sind diese zum Beispiel nicht auf harmonische R¨ aume anwend-
bar, die durch einen parabolischen Diﬀerentialoperator, wie die klassische
W¨ armeleitungsgleichung, erzeugt wurden. Ziel dieser Arbeit ist es nun die
Theorie der harmonischen Funktionen beschr¨ ankter mittlerer Oszillation f¨ ur
allgemeine harmonische R¨ aume zu entwickeln und unter anderem die Leut-
wilerschen Resultate zu beweisen. Naturgem¨ aß lassen sich die Beweise aus
[LE2] im Allgemeinen nicht einfach ¨ ubertragen. Vielmehr mußten zum Teil
neue Beweisideen und Methoden gefunden werden. Insbesondere wird konse-
quent von Bezugsmaßen Gebrauch gemacht, die eine allgemeine Harnacksche
Ungleichung f¨ ur diesen Rahmen zur Verf¨ ugung stellen.
Die wichtigsten Ergebnisse sollen hier kurz beschrieben werden.
Das erste Kapitel enth¨ alt die grundlegenden Deﬁnitionen aus der Theorie der
harmonischen R¨ aume und stellt die f¨ ur den Fortgang der Arbeit notwendigen
Hilfsmittel bereit.
Mit Hilfe eines Resultats von T. Lyons, der eine John-Nirenberg Ungleichung
f¨ ur allgemeine harmonische R¨ aume in [LY] beweist, sowie unter Verwendung
einer ¨ aquivalenten Deﬁnition des Raumes der harmonischen Funktionen be-
schr¨ ankter mittlerer Oszillation auf dem Grundraum X (BMO(X)), kann
im zweiten Kapitel eine Charakterisierung von BMO(X) durch Theorem
2.4.6 gezeigt werden, die bisher nur f¨ ur die klassische Potentialtheorie der
Laplacegleichung auf der oberen Halbebene bekannt war. (Siehe [LE2]).
Aufbauend auf der Arbeit [BL] wird im dritten Kapitel zuerst eine abstrakte
Integraldarstellung quasibeschr¨ ankter Funktionen hergeleitet, die in Theorem
3.1.9 ihren Niederschlag ﬁndet. Dieses Theorem erlaubt eine Darstellung der
kleinsten harmonischen Majorante gewisser subharmonischer Funktionen in
Theorem 3.1.15.
Ausgehend von diesen Resultaten werden schließlich in Theorem 3.2.2 und
vKorollar 3.2.3 Charakterisierungen harmonischer Funktionen beschr¨ ankter
mittlerer Oszillation durch ihr Randverhalten erzielt, wie sie bisher nur im
klassischen Fall der Laplacegleichung auf der oberen Halbebene in [LE3] ge-
zeigt werden konnten.
Im vierten Kapitel werden die harmonischen R¨ aume (X,H) der Laplace-
und W¨ armeleitungsgleichung betrachtet, die die Berechnung der Funktion
x 7→ M(h−h(x))+(x) und der BMO-Norm zumindest in einigen F¨ allen mit
Hilfe von Maple zulassen.
Im f¨ unften Kapitel wird die Vollst¨ andigkeit gewisser Teilmengen des Raumes
(BMO(X)/R) untersucht. In Theorem 5.1.10 wird durch Modiﬁkation der
Norm gezeigt, daß dieser so modiﬁzierte Raum ein Banachraum ist, allerdings
zu dem Preis, daß s¨ amtliche Funktionen in diesem Raum beschr¨ ankt sind.
Aus Theorem 5.2.4 ergibt sich als Korollar 5.2.6 ein neuer Beweis der
Tatsache, daß im Spezialfall Brelotscher harmonischer R¨ aume der Raum
(BMO(X)/R,k k∗) ein Banachraum ist.
Schließlich zeigt Theorem 5.2.12, daß gewisse Teilmengen von (BMO(X)/R)
vollst¨ andig bez¨ uglich der BMO-Norm sind, ohne daß man dabei zus¨ atzliche
Bedingungen (wie etwa Brelotscher Raum) an (X,H) stellen muß.
An dieser Stelle m¨ ochte ich mich bei Herrn Prof. Dr. J¨ urgen Bliedtner ganz
herzlich f¨ ur die hervorragende Betreuung w¨ ahrend der Anfertigung dieser
Arbeit bedanken. Durch viele anregende Gespr¨ ache hat er mir wertvolle
Hilfestellungen geben k¨ onnen und mich stets unterst¨ utzt. Weiterhin m¨ ochte
ich mich bei Frau Christa Belz und Frau Jacqueline Habash f¨ ur die gute
Zusammenarbeit bedanken.
viKapitel 1
Grundlagen
1.1 Harmonische R¨ aume
In dieser Arbeit sei X stets ein lokal kompakter Raum mit abz¨ ahlbarer Basis
und (X,H) ein harmonischer Raum im Sinne von Constantinescu und Cornea
mit den Eigenschaften:
1. 1 ∈ H(X).
2. Das Doobsche Konvergenzaxiom gilt.
F¨ ur weitere Einzelheiten zu harmonischen R¨ aumen siehe [CC2].
Sei V die Menge aller oﬀenen und relativ kompakten Mengen V ⊂ X. Das
harmonische Maß bez¨ uglich V ∈ V und x ∈ X sei mit µV
x bezeichnet. Der
Vektorraum aller harmonischen Funktionen h, die sich als Diﬀerenz zweier
positiver harmonischer Funktionen darstellen lassen, wird im Folgenden mit
H0 = H0(X) :=

h ∈ H(X) : h = h1 − h2; h1,h2 ∈ H
+(X)
	
bezeichnet.
Die kleinste harmonische Majorante einer Funktion f : X → R (falls diese
existiert) werde mit Mf bezeichnet. F¨ ur Mf gilt also:
1. Mf ≥ f.
2. Mf ∈ H(X).
13. F¨ ur alle h ∈ H(X) mit h ≥ f folgt h ≥ Mf.
F¨ ur jedes h ∈ H0 existiert eine Funktion m ∈ H+, so daß |h| ≤ m gilt. F¨ ur
alle x ∈ X besitzen dann die Funktionen (h − h(x))+ sowie |h − h(x)| eine
kleinste harmonische Majorante.
Deﬁnition 1.1.1 Eine abgeschlossene Teilmenge A ⊂ X eines harmoni-
schen Raumes X heißt Absorptionsmenge, wenn f¨ ur alle x ∈ A und jede
regul¨ are Umgebung V von x das zu V geh¨ orige harmonische Maß µV
x von A
getragen wird.
Bemerkung 1.1.2 A ⊂ X ist genau dann eine Absorptionsmenge, wenn
eine positive hyperharmonische Funktion u existiert, so daß
A = u
−1(0)
gilt. Stets sind X und die leere Menge Absorptionsmengen.
Deﬁnition 1.1.3 Ein positives Radon-Maß r auf X heißt Bezugsmaß zum
harmonische Raum (X,H), wenn X die kleinste Absorptionsmenge ist, die
den Tr¨ ager von r enth¨ alt. Falls r ein Wahrscheinlichkeitsmaß ist, so heißt r
normiertes Bezugsmaß.
F¨ ur Bezugsmaße gilt die folgende Harnacksche Ungleichung.
Theorem 1.1.4 Zu jedem Bezugsmaß r und jeder kompakten Teilmenge K
von X gibt es eine Konstante CK, so daß f¨ ur alle h ∈ H+ gilt
sup
K
h ≤ CK
Z
hdr.
Beweis:
Siehe [BA] Satz 1.4.4.

Als Korollar folgt
2Korollar 1.1.5 Sei r ein Bezugsmaß. Zu K ⊂ X kompakt existiert eine
Konstante CK, so daß f¨ ur alle h ∈ H+ gilt
sup
K

h +
Z
hdr

≤ CK inf
K

h +
Z
hdr

.
Beweis:
Nach Theorem 1.1.4 gibt es eine Konstante CK mit
sup
K
h ≤ CK
Z
hdr.
Nun folgt f¨ ur die positive harmonische Funktion h +
R
hdr
sup
K

h +
Z
hdr

≤ CK

2
Z
hdr

.
Da h positiv ist, gilt f¨ ur alle x ∈ K
sup
K

h +
Z
hdr

≤ 2CK

h(x) +
Z
hdr

.

Deﬁnition 1.1.6 Ist f¨ ur jedes Gebiet G ⊂ X und jedes x ∈ G das Maß
εx ein Bezugsmaß im Unterraum (G,H|G) und ist X zusammenh¨ angend, so
heißt (X,H) Brelotscher Raum.
Bemerkung 1.1.7 Aus Theorem 1.1.4 folgt f¨ ur Brelotsche R¨ aume sofort,
daß f¨ ur jede kompakte Menge K ⊂ X eine positive Konstante CK existiert
mit
sup
K
h ≤ CK inf
K
h
f¨ ur alle positiven harmonischen Funktionen h.
Deﬁnition 1.1.8 Ein Kern R auf X heißt Bezugskern, wenn R(x, ) f¨ ur
alle x ∈ X ein Bezugsmaß ist.
Beispiel 1.1.9 Sei (X,H) ein harmonischer Raum und r ein Bezugsmaß
auf X, dann ist durch
R(x, ) :=
1
2
(εx + r)
eine Bezugskern auf X gegeben.
3Da in einem sp¨ ateren Abschnitt der Begriﬀ der Keldychmenge ben¨ otigt wird,
soll dieser hier kurz eingef¨ uhrt werden.
Deﬁnition 1.1.10 Ein linearer und positiver Operator L : C(∂U) → H(U)
heißt Keldychoperator auf der oﬀenen und relativ kompakten Menge U ⊂ X,
wenn
L
 
h|∂U

= h|U
f¨ ur jede auf U harmonische und auf U stetige Funktion h gilt.
Ausgehend von dieser Deﬁnition legt man fest.
Deﬁnition 1.1.11 Eine oﬀene Menge U ⊂ X heißt Keldychmenge, wenn
f¨ ur jeden Keldychoperator L auf U und jede auf dem Rand von
U stetige Funktion f
Lf = H
U
f
gilt. Dabei bezeichnet HU
f die L¨ osung des verallgemeinerten
Dirichletproblems.
F¨ ur eine oﬀene und relativ kompakte Menge V wird die Verbindung zwischen
den zum simplizialen Kegel S(V ) der auf V superharmonischen und V steti-
gen Funktionen geh¨ origen, minimalen Maße DV(x, ) und den harmonischen
Maßen durch das folgende Lemma hergestellt.
Lemma 1.1.12 Eine oﬀene (relativ kopmakte) Menge V ist eine
Keldychmenge genau dann, wenn f¨ ur alle x ∈ V das zu x und V geh¨ ori-
ge minimale Maß DV(x, ) mit dem gefegten Maß ε{V
x ¨ ubereinstimmen. Es
sind also ¨ aquivalent
1. V ist eine Keldychmenge.
2. F¨ ur alle x ∈ V folgt DV(x, ) = ε{V
x = µV
x .
Beweis: Siehe [BH] V II Korollar 7.2. 
41.2 Harmonische Majoranten
Das folgende Lemma aus [JA] zeigt, wie man unter bestimmten Bedingungen
die Funktion Mf einer subharmonischen Funktion f als Grenzwert einer
gewissen Funktionenfolge erh¨ alt.
Lemma 1.2.1 (K. Janßen) Seien (Vn) eine Aussch¨ opfung von X, r ein
Bezugsmaß auf X und s ∈ L1(r) eine auf X subharmonische Funktion. De-
ﬁniere f¨ ur n ∈ N folgende Abbildung sn : X → R
sn(x) =

 
 
R
s(z)µVn+1
x (dz) x ∈ V n
s(x) x ∈ {V n
Dann steigt die Funktionenfolge (sn) auf. Die Funktion u := supn sn ist genau
dann r-integrierbar, wenn es ein K ∈ R gibt mit
Z
V n
sn(y)r(dy) ≤ K ∀n ∈ N.
In diesem Fall ist u = Ms die kleinste harmonische Majorante von s, und es
gilt.
lim
n→∞
Z
V n
sn(y)r(dy) =
Z
u(y)r(dy).
Beweis: Siehe [JA] Lemma 1.5 . 
Von besonderem Interesse f¨ ur die weiteren Untersuchungen ist die kleinste
harmonische Majorante der subharmonischen Funktion (h−h(x))+, wobei h
eine auf ganz X harmonische Funktion ist und x ∈ X fest gew¨ ahlt wurde.
Aus Lemma 1.2.1 folgt:
Bemerkung 1.2.2 Seien h eine auf X harmonische Funktion, φ eine kon-
vexe reellwertige Funktion, (Vn) eine Aussch¨ opfung von X und x ∈ X. Wenn
ein Bezugsmaß r auf X existiert, so daß
sup
n∈N
Z
V n
Z
φ(h(z))µ
Vn+1
y (dz)r(dy) < ∞
5gilt, dann folgt
lim
n→∞
Z
φ(h(z))µ
Vn
y (dz) = M[φ(h)](y)
und
lim
n→∞
Z
V n
Z
φ(h(z))µ
Vn+1
y r(dy) =
Z
M[φ(h)](y)r(dy).
Sofort ergibt sich
Lemma 1.2.3 F¨ ur eine subharmonische Funktion s ≥ 0 in einem harmoni-
schen Raum (X,H) sind ¨ aquivalent
1. Es existiert eine harmonische Majorante h.
2. Die kleinste harmonische Majorante Ms existiert.
Beweis: 1. ⇒ 2. Wenn h existiert, dann gilt f¨ ur alle y ∈ X
Z
h(z)µ
V
y (dz) = h(y) ≥
Z
s(z)µ
V
y (dz) ≥ s(y).
Zu h gibt es ein Bezugsmaß r, so daß h und vor allem s r−integrierbar sind.
Daraus folgt
∞ >
Z
h(y)r(dy) ≥
Z Z
s(z)µ
V
y r(dy)
f¨ ur alle oﬀenen und relativ kompakten V . Nach Lemma 1.2.1 existiert dann
die kleinste harmonische Majorante von s.
2. ⇒ 1.
Klar. 
1.3 Maßtheorie
Der Vollst¨ andigkeit halber werden die folgenden Tatsachen aus der Maßtheo-
rie kurz erw¨ ahnt.
Lemma 1.3.1 Seien (X,F,µ) ein Maßraum mit µ(X) < ∞ und
f ∈ L1
+(µ). Deﬁniere f¨ ur λ > 0 die Mengen A
f
λ durch
Aλ = A
f
λ := {x ∈ X : f(x) > λ},
6dann gilt f¨ ur alle λ > 0
1
λ
Z
fdµ ≥ µ(Aλ).
Beweis: Klar. 
Lemma 1.3.2 Sei φ : R → R eine strikt positive und streng monoton wach-
sende Funktion. Dann gilt
A
f
λ = A
φ·f
φ(λ).
Beweis: Sei x ∈ A
f
λ. Wegen der strikten Monotonie folgt dann
φ(f(x)) > φ(λ), also x ∈ A
φ·f
φ(λ). F¨ ur x ∈ A
φ·f
φ(λ) ergibt sich dann x ∈ A
f
λ
aufgrund der strikten Monotonie . 
Theorem 1.3.3 Seien f ∈ L1
+(µ) und φ eine positive, streng monoton wach-
sende Funktion φ : R+ → R+, so daß gilt φ ◦ f ∈ L1
+(µ). Dann gilt f¨ ur alle
λ > 0
µ(Aλ) ≤
1
φ(λ)
Z
φ ◦ fdµ.
Beweis: Aus Lemma 1.3.1 folgt
µ

A
φ·f
φ(λ)

≤
1
φ(λ)
Z
φ ◦ fdµ.
Mit Lemma 1.3.2 ergibt sich dann das Resultat
µ(Aλ) ≤
1
φ(λ)
Z
φ ◦ fdµ.

1.4 Gleichgradige Integrierbarkeit
Da zu einem sp¨ ateren Zeitpunkt das Konzept der gleichgradigen Integrier-
barkeit ben¨ otigt wird, soll dieses hier dargestellt werden. F¨ ur eine ¨ Ubersicht
siehe [DM] oder [KL].
7Deﬁnition 1.4.1 Sei (Xi,Fi,µi)i∈I eine Familie von Maßr¨ aumen mit
sup
i∈I
µi(Xi) < ∞. Sei (fi)i∈I eine Familie von Funktionen, mit fi ∈ Fi f¨ ur alle
i ∈ I. Die Familie (fi) heißt gleichgradig integrierbar bez¨ uglich (µi) genau
dann, wenn gilt
lim
a→∞sup
i∈I
Z
|fi|≥a
|fi|dµi = 0.
Eine ¨ aquivalente Beschreibung der gleichgradigen Integrierbarkeit liefert das
folgende Theorem
Theorem 1.4.2 Die folgenden Bedingungen sind ¨ aquivalent
1. (fi) ist gleichgradig integrierbar bez¨ uglich (µi).
2. Es gibt eine monoton wachsende, konvexe Funktion φ : R+ → R+ mit
lim
t→∞
φ(t)
t = ∞ und
sup
i∈I
Z
φ(|fi|)dµi < ∞ .
3. (a) Es gilt
sup
i∈I
Z
|fi|dµi < ∞.
(b) F¨ ur jede Familie von messbaren Abbildungen (ξi)
ξi : R
∗
+ → Fi
mit
µi(ξi(λ)) < λ
f¨ ur alle λ > 0 folgt
lim
λ→0


sup
i∈I
Z
ξi(λ)
|fi|dµi


 = 0.
Beweis: Siehe [DM] Kapitel II, 2 und [KL] 6.2. 
81.5 Q-Kompaktiﬁzierung
Zu einem lokal-kompakten Raum mit abz¨ ahlbarer Basis X sowie einer Men-
ge Q stetiger, beschr¨ ankter Abbildungen f : X → R existiert immer eine
Kompaktiﬁzierung b X von X, so daß die folgenden Bedingungen gelten
1. X ist eine dichte Teilmenge von b X.
2. Alle f aus Q sind stetig auf b X fortsetzbar.
3. Die Menge der Fortsetzungen von Q trennt die Punkte von b X \ X.
Zwei Kompaktiﬁzierungen von X, die diese Eigenschaften erf¨ ullen, sind
zueinander hom¨ oomorph. F¨ ur weitere Einzelheiten siehe die Arbeiten [CC1]
und [LO].
9Kapitel 2
Harmonische Funktionen
beschr¨ ankter mittlerer
Oszillation
2.1 Vorbereitungen
In diesem Abschnitt wird der Raum der harmonischen Funktionen beschr¨ ank-
ter mittlerer Oszillation deﬁniert sowie einige f¨ ur den sp¨ ateren Verlauf n¨ utz-
liche Resultate gezeigt.
Deﬁnition 2.1.1 Eine harmonische Funktion h ∈ H0 auf X heiße von be-
schr¨ ankter mittlerer Oszillation, wenn gilt
khk∗ := sup
x∈X
M(h − h(x))
+(x) < ∞.
Mit BMO(X) werde der Raum aller dieser Funktionen bezeichnet.
Bemerkung 2.1.2 Bei der Deﬁnition von BMO(X) k¨ onnte man statt
(h−h(x))+ auch die Funktion |h−h(x)| verwenden. F¨ ur harmonische Funk-
tionen u, die sich als Diﬀerenz zweier positiver harmonischer Funktionen
schreiben lassen, gilt n¨ amlich
2M(u
+) = M|u| + u.
10Speziell f¨ ur u = h − h(x) folgt
2M(h − h(x))
+(x) = M|h − h(x)|(x). (2.1)
Die so entstehende Abbildung
h 7→ sup
x∈X
M|h − h(x)|(x)
ist ebenso wie k k∗ eine Halbnorm und w¨ are um den Faktor 2 gr¨ oßer. Aus
sprachlichen Gr¨ unden wird in dieser Arbeit trotzdem von k k∗ als der BMO-
Norm einer Funktion gesprochen werden.
Deﬁnition 2.1.3 Seien h ∈ H0, V ∈ V und x ∈ X. Deﬁniere den Kern
HV(x, ) durch
HV(x, ) :=

 
 
µV
x x ∈ V
εx x ∈ {V.
F¨ ur die Funktion (h − h(x))+ gilt dann f¨ ur alle y ∈ X
HV(h − h(x))
+(y) =

 
 
R
(h(z) − h(x))+µV
y (dz) y ∈ V
(h(y) − h(x))+ y ∈ {V
Bemerkung 2.1.4 F¨ ur h ∈ H0 und x ∈ X besitzt die Funktion
HV(h − h(x))+ unter anderem die folgenden Eigenschaften
1. F¨ ur alle V ∈ V gilt (h − h(x))+ ≤ HV(h − h(x))+.
2. F¨ ur h ∈ H(X)+ und V ∈ V gilt h ≥ HV(h − h(x))+.
3. Die Funktion HV(h−h(x))+ ist harmonisch auf V und subharmonisch
auf X.
Es gilt das folgende Lemma
Lemma 2.1.5 Seien h ∈ H0, V,W ∈ V, x ∈ X mit V ⊂ W, dann gilt
HV(h − h(x))
+ ≤ HW(h − h(x))
+.
11Beweis: Sei y ∈ V , dann ist zu zeigen
Z
(h(z) − h(x))
+µ
V
y (dz) ≤
Z
(h(z) − h(x))
+µ
W
y (dz).
Dies folgt aber sofort, wenn man bedenkt, daß HV(h − h(x))+ die kleins-
te harmonische Majorante von restV(h − h(x))+ und HW(h − h(x))+ eine
harmonische Majorante von restV(h − h(x))+ ist.
Sei nun y ∈ {V ∩ W.
Dann folgt sofort HV(h − h(x))+(y) ≤ HW(h − h(x))+(y), weil (h − h(x))+
auf ganz X subharmonisch ist.
F¨ ur y ∈ {W gilt trivialerweise HV(h−h(x))+(y) = HW(h−h(x))+(y). Damit
ist das Lemma bewiesen.

Bemerkung 2.1.6 Dieses Lemma beh¨ alt seine G¨ ultigkeit, wenn man anstatt
einer harmonischen Funktion h eine subharmonische Funktion s betrachtet.
Sei R(x, ) eine Familie von positiven Maßen auf X (so, daß h ∈ L1(R(x, ))
f¨ ur alle x ∈ X). Desweiteren sei (Vn) ⊂ V eine Aussch¨ opfung von X durch
oﬀene, relativ kompakte Mengen, das heißt
1. Vn ∈ V f¨ ur alle n ∈ N.
2. Vn⊂ Vn+1 f¨ ur alle n ∈ N.
3.
S∞
n=1 Vn = X.
Deﬁniere eine Abbildung k kR von H0 in R+ ∪ {∞} durch
khkR := sup
V ∈V,x∈V
Z
HV(h − h(x))
+(y)R(x,dy). (2.2)
Mit dieser Deﬁnition gilt
Lemma 2.1.7 Sei (Vn) eine Aussch¨ opfung von X und h ∈ H0. Dann gilt
khkR = sup
Vn,x∈Vn
Z
HVn(h − h(x))
+(y)R(x,dy).
12Beweis: Die Ungleichung
khkR ≥ sup
Vn,x∈Vn
Z
HVn(h − h(x))
+(y)R(x,dy)
gilt trivialerweise.
Sei nun V ∈ V und x ∈ V , dann gibt es ein n ∈ N mit der Eigenschaft
V ⊂ Vn.
Mit Lemma 2.1.5 folgt
HV(h − h(x))
+ ≤ HVn(h − h(x))
+,
also gilt
Z
HV(h − h(x))
+(y)R(x,dy) ≤
Z
HVn(h − h(x))
+(y)R(x,dy).
Da V ∈ V beliebig war, erh¨ alt man
sup
Vn,x∈Vn
Z
HVn(h − h(x))
+(y)R(x,dy) ≥ khkR.

Bemerkung 2.1.8 Aus Lemma 2.1.5 folgt sofort, daß es unerheblich ist,
welche Aussch¨ opfung man verwendet.
Es ergibt sich die folgende Charakterisierung von BMO-Funktionen.
Theorem 2.1.9 Sei h ∈ H0, dann sind ¨ aquivalent
1. h ∈ BMO(X).
2. sup
V ∈V,x∈V
R
(h(z) − h(x))+µV
x (dz) < ∞.
Es gilt in diesem Fall
khk∗ = sup
V ∈V,x∈V
Z
(h(z) − h(x))
+µ
V
x (dz) < ∞.
13Beweis: 2. ⇒ 1.
W¨ ahle zu M(h − h(x))+ und x ∈ X ein Bezugsmaß r, so daß M(h − h(x))+
r-integrierbar ist. Es gilt f¨ ur alle n ∈ N
M(h − h(x))
+(y) ≥
Z
(h(z) − h(x))
+µ
Vn
y (dz) ≥ (h(y) − h(x))
+,
weil f¨ ur y ∈ Vn die Abbildung y 7→
R
(h(z) − h(x))+µVn
y (dz) die kleinste
harmonische Majorante von restVn(h − h(x))+ ist. Daraus folgt
Z Z
(h(z) − h(x))
+µ
Vn
y (dz)r(dy) ≤
Z
M(h − h(x))
+(y)r(dy) < ∞,
da M(h − h(x))+ integrierbar bez¨ uglich r ist.
Aufgrund von Bemerkung 1.2.2 gilt außderdem f¨ ur alle x,y ∈ X
lim
n→∞
Z
(h(z) − h(x))
+µ
Vn
y (dz) = M(h − h(x))
+(y). (2.3)
Vor allem gilt
lim
n→∞
Z
(h(z) − h(x))
+µ
Vn
x (dz) = M(h − h(x))
+(x), (2.4)
woraus nach Voraussetzung
sup
x∈X
M(h − h(x))
+(x) < ∞
folgt.
1. ⇒ 2.
Sei nun h ∈ BMO(X); dann gilt immer
M(h − h(x))
+(x) ≥
Z
(h(z) − h(x))
+µ
V
x (dz)
und die zweite Behauptung folgt. Aufgrund von Gleichung 2.4 folgt weiterhin
khk∗ = sup
V ∈V,x∈V
Z
(h(z) − h(x))
+µ
V
x (dz) < ∞.

142.2 Eine John-Nirenberg Ungleichung
Im Wesentlichen orientiert sich die folgende Darstellung an der Arbeit [LY].
In diesem Abschnitt wird eine John-Nirenberg Ungleichung (JNU) f¨ ur allge-
meine harmonische R¨ aume hergeleitet. Diese ist ein wesentliches Hilfsmittel
f¨ ur die sp¨ atere Charakterisierung der BMO-Funktionen.
Ihren Namen erh¨ alt diese Ungleichung von einem klassischen Resultat von
John und Nirenberg (siehe [JN]):
Theorem 2.2.1 Ist f¨ ur eine lokalintegrierbare Funktion f : Rn → R das
folgende Supremum ¨ uber die Menge Q aller W¨ urfel Q mit Seiten parallel zu
den Koordinatenachsen endlich, das heißt
kfkBMO := sup
Q∈Q
1
m(Q)
Z
Q
|f − fQ|dm < ∞,
dann existieren Konstanten K und γ, die nur von n abh¨ angen, so daß f¨ ur
jeden W¨ urfel Q mit Seiten parallel zu den Achsen und jedes λ > 0, die
folgende Ungleichung gilt
m



x ∈ R
n : |f(x) −
1
m(Q)
Z
Q
fdm| > λ



≤ m(Q)K exp

−
γ
kfkBMO
λ

Eine Funktion von beschr¨ ankter mittlerer Oszillation schwingt also nicht zu
stark um ihren Mittelwert, in dem Sinn, daß die Menge der Punkte, f¨ ur die
diese Abweichung gr¨ oßer als eine gewisse Schranke ist, exponentiell abnimmt.
Der Beweis einer solchen Ungleichung f¨ ur allgemeine harmonische R¨ aume
ist Lyons (siehe [LY]) mit Hilfe einer entsprechenden Ungleichung aus der
Stochastik gelungen. Im Folgenden sei h ∈ H0. h ist also darstellbar als die
Diﬀerenz zweier, auf ganz X positiver harmonischer Funktionen. Es wird die
folgende Abbildung betrachtet
khkBMO∗ := sup
V ∈V,x∈V
Z
|h(z) − h(x)|µ
V
x (dz).
Nach Theorem 2.1.9 und Bemerkung 2.1.2 gilt
khk∗ =
1
2
khkBMO∗.
15Bemerkung 2.2.2 Im nun folgenden Abschnitt sei V immer eine oﬀene und
relativ kompakte Menge. Mit S(V ) werde der Kegel aller auf V stetigen und
auf V superharmonischen Funktionen bezeichnet. Dieser Kegel ist simplizial.
Siehe hierf¨ ur [BH] . Dementsprechend existiert zu jedem x ∈ V genau ein
minimales Darstellungsmaß, welches mit DV(x, ) bezeichnet wird.
Da es nach Lemma 2.1.5 und der anschließenden Bemerkung unerheblich ist,
welche Aussch¨ opfung man betrachtet, sei im Folgenden eine Aussch¨ opfung
von Keldychmengen (Vn) gew¨ ahlt. Aufgrund von 1.1.12 erh¨ alt man also eine
Verbindung zwischen minimalen Maßen und dem Raum BMO(X):
Bemerkung 2.2.3 F¨ ur einen gegebenen harmonischen Raum X existiert
immer eine Ausch¨ opfung durch Keldychmengen. F¨ ur einen Beweis siehe
[BH] V II Proposition 7.3. Eine harmonische Funktion ist also genau dann
ein Element von BMO(X), wenn f¨ ur eine Ausch¨ opfung (Vn) von X durch
Keldychmengen gilt
sup
Vn,x∈Vn
Z
|h(z) − h(x)|D
Vn(x,dz) < ∞.
Im Folgenden wird auf der Menge V ein diskreter stochastischer Prozeß kon-
struiert, mit dessen Hilfe sp¨ ater die JNU bewiesen werden kann. Seien also
V eine Keldychmenge und h eine harmonische Funktion auf X. Deﬁniere f¨ ur
λ > 0 die Mengen Ux
λ durch
U
x
λ := {z ∈ X : |h(x) − h(z)| < λ}.
Die Menge Ux
λ ist also das Urbild des oﬀenen Intervalls mit Durchmesser 2λ
um den Punkt h(x) und damit als Urbild einer oﬀenen Menge selbst wieder
eine oﬀene Menge.
W¨ ahle eine (lokal endliche) abz¨ ahlbare Zerlegung der Eins (Φw)w∈W mit In-
dexmenge W, so daß gilt
supp(Φw) ⊂ U
w
λ/2.
Solche eine Zerlegung existiert in unserem Kontext immer. Mit Hilfe dieser
Zerlegung der Eins konstruiert man nun einen diskreten Prozeß auf V , wie
folgt.
16Deﬁnition 2.2.4 Deﬁniere f¨ ur x ∈ V einen Kern K auf V durch
K(x, ) :=
X
w∈W
Φw(x)D
V ∩Uw
λ (x, ).
Da die Konstanten nach Voraussetzung harmonisch sind, kann man eine Mar-
kovprozeß (Xn) mit Zustandsraum V und ¨ Ubergangskern K konstruieren. Es
gilt also
P(Xn ∈ B|Xn−1) = K(Xn−1,B)
f¨ ur meßbare Mengen B. Der so deﬁnierte Prozeß besitzt die folgende Eigen-
schaft.
Lemma 2.2.5 F¨ ur die Pfade ω von (Xn) gilt
|h(Xn−1) − h(Xn)|(ω) < λ/2 ⇒ Xn+j(ω) = Xn(ω)
f¨ ur alle j ∈ N. Außerdem ist Xn(ω) im Choquetrand des simplizialen Kegels
S(V ) enthalten.
Xn(ω) ∈ ChS(V )V .
Beweis: Da die Zerlegung der Eins lokal endlich ist, gilt f¨ ur den Kern K
an der Stelle Xn−1
K(Xn−1,B) =
m X
w=1
Φw(Xn−1)D
V ∩Uw
λ (Xn−1,B).
Das bedeutet, daß Xn mit Wahrscheinlichkeit 1 in der Menge
m [
w=1
ChS(V ∩Uw
λ )V ∩ Uw
λ
enthalten ist, da die Masse der minimalen Maße nur auf dem Choquetrand
der jeweiligen Menge liegt. Es folgt also, daß es ein w gibt mit
Xn ∈ ChS(V ∩Uw
λ )V ∩ Uw
λ ,
wobei notwendigerweise Φw(Xn−1) > 0 gilt, woraus Xn−1 ∈ Uw
λ/2 folgt.
17Zusammenfassend hat man also ein w gefunden, so daß gilt
1. Xn ∈ ChS(V ∩Uw
λ )V ∩ Uw
λ .
2. Xn−1 ∈ V ∩ Uw
λ/2.
Aufgrund der Voraussetzung folgt
|h(Xn) − h(w)| = |h(Xn) − h(w) + h(Xn−1) − h(Xn−1)|
≤ |h(Xn) − h(Xn−1)| + |h(Xn−1) − h(w)|
< λ.
Also gilt Xn ∈ Uw
λ .
Insgesamt gilt also Xn ∈ ChS(V ∩Uw
λ )V ∩ Uw
λ ∩Uw
λ . Der Choquetrand ChS(V )V
f¨ ur eine oﬀene und relativ kompakte Menge V ist bekanntlich gleich der
Menge ∂V ∩ β({V ).
Dabei bezeichnet β den Operator, der jeder Menge ihre wesentliche Basis
(“essential base”) zuordnet.
Deshalb gilt
ChS(V ∩Uw
λ )V ∩ Uw
λ ∩ U
w
λ = β({V ∪ {U
w
λ ) ∩ U
w
λ ∩ ∂(V ∩ U
w
λ ).
Mit Hilfe einfacher Umformungen gelangt man dann zu dem Ergebniss, daß
die obige Menge im Choquetrand von S(V ) enthalten sein muß.
Dann gilt aber notwendigerweise
K(Xn, ) = εx
und damit
Xn+j = Xn f¨ ur alle j ∈ N.

Aufgrund der Harmonizit¨ at von h ist der Prozeß h(Xn) wieder ein Martingal,
wie man aus einer einfachen Rechnung erkennt.
18F¨ ur alle n ∈ N gilt
E(h(Xn)|Xn−1 = x) =
Z
h(y)K(x,dy) =
Z
h(y)(
m X
j=1
ψwj(x)D
V ∩U
wj
λ (x,dy))
=
m X
j=1
ψwj(x)
Z
h(y)D
V ∩U
wj
λ (x,dy)
=
m X
j=1
ψwj(x)h(x) = h(x) = h(Xn−1).
Bemerkung 2.2.6 Aufgrund der Stetigkeit von h ist h auf V beschr¨ ankt
und h(Xn) somit ein beschr¨ anktes Martingal. Damit konvergiert h(Xn) fast
sicher gegen eine Zufallsvariable Z∞.
Aufgrund dieser Bemerkung gilt nun das folgende Lemma
Lemma 2.2.7 Mit Wahrscheinlichkeit 1 gibt es ein n ∈ N, so daß gilt
Xn+j(ω) = Xn(ω) f¨ ur alle j ∈ N.
Beweis: Da das Martingal h(Xn) fast sicher konvergiert, existieren mit
Wahrscheinlichkeit 1 ein reelles c und ein n0 ∈ N (abh¨ angig von ω) mit
|h(Xn) − c| < λ/4 ∀n ≥ n0.
Dann gilt
|h(Xn) − h(Xn+1)| = |h(Xn) − c + c − h(Xn+1)|
≤ |h(Xn) − c| + |h(Xn+1) − c| < λ/2.
Wegen Lemma 2.2.5 folgt
Xn+1+j = Xn+1 f¨ ur alle j ∈ N mit Wahrscheinlichkeit 1.

Dieser Grenzwert sei im Folgenden mit X∞ := lim
n→∞Xn bezeichnet. Aus Lem-
ma 2.2.5 folgt weiterhin
X∞ ∈ ChS(V )V .
Nun stellt sich die Frage nach der Verteilung von X∞. Da X∞ den Choque-
trand ChS(V )V fast sicher triﬀt, liegt es nahe, DV(x, ) als einen Kandidaten
zu nehmen, wenn man der Prozeß in x gestartet hat. Das soll im Folgenden
gezeigt werden.
19Lemma 2.2.8 F¨ ur alle meßbaren Mengen B ⊂ ChS(V )V und x ∈ V gilt
P(X∞ ∈ B|X0 = x) = D
V(x,B).
Beweis: Sei µx das Maß auf ChS(V )V mit der Eigenschaft
P(X∞ ∈ B|X0 = x) = µx(B).
F¨ ur g aus S(V ) gilt
Z
gdµx = E(g(X∞)|X0 = x) ≤ g(X0) = g(x).
Das Maß µx ist also ein Darstellungsmaß f¨ ur den Punkt x bez¨ uglich des
Kegels S(V ). Weiterhin gilt
µx(V \ ChS(V )) = 0.
Also ist µx ein minimales Maß und aufgrund der Simplizialit¨ at von S(V )
folgt schließlich
µx = D
V(x, ).

F¨ ur die harmonische Funktion h ist der Prozeß h(Xn) also ein Martingal
und konvergiert fast sicher gegen die Zufallsvariable h(X∞). F¨ ur die BMO1-
Martingalnorm von h(Xn) gilt nach Deﬁnition (siehe [GA])
kh(X∞)kBMO1 = sup
n≥1
kE
x(|h(X∞) − h(Xn−1)| |Fn)k∞.
Diese Norm l¨ aßt sich nun nach oben durch die BMO-Norm der Funktion h
absch¨ atzen. Genauer gilt das Lemma
Lemma 2.2.9 F¨ ur alle λ > 0 gilt
kh(X∞)kBMO1 ≤ khkBMO∗ + (3/2)λ.
Beweis: Sei λ > 0, dann gilt
kh(X∞)kBMO1 = sup
n≥1
kE
x(|h(X∞) − h(Xn−1)| |Fn)k∞
≤ sup
n≥1
kh(Xn) − h(Xn−1)k∞ + sup
n≥1
kE
x(|h(X∞) − h(Xn)| |Fn)k∞.
20Nach Lemma 2.2.5 gibt es ein w ∈ X mit
Xn ∈ ChS(V ∩Uw
λ )V ∩ Uw
λ
und
Xn−1 ∈ U
w
λ/2.
Mit der Dreiecksungleichung folgt
|h(Xn) − h(Xn−1)| < (3/2)λ
f¨ ur alle n ∈ N fast sicher.
Aufgrund der Markoveigenschaft gilt
E
x(|h(X∞) − h(Xn)| |Fn) = E(|h(X∞) − h(Xn)| |Fn)
= E(|h(X∞) − h(Xn)| | Xn)
= E
Xn(|h(X∞) − h(Xn)|).
Wegen
E
Xn(|h(X∞) − h(Xn)|) =
Z
|h(y) − h(Xn)|D
V(Xn,dy)
ergibt sich dann
E
Xn(|h(X∞) − h(Xn)|) ≤ khkBMO∗ f¨ ur alle n ∈ N.

Um nun eine JNU f¨ ur den harmonischen Raum (X,H) zu erhalten, ben¨ otigt
man, wie eingangs erw¨ ahnt, ein ¨ ahnliches Resultat aus der Stochastik. Es
lautet:
Theorem 2.2.10 Sei (Xn)n∈N ein Martingal mit Startwert x bez¨ uglich einer
Filtration (Fn)n∈N, das fast sicher gegen die integrierbare Zufallsvariable X
konvergiert. Dann gilt f¨ ur n ∈ N die folgende Ungleichung
E
x(e
|X−Xn−1||Fn) ≤
1
1 − 8kXkBMO1
,
wann immer
kXkBMO1 := sup
n≥1
kE
x(|X − Xn−1| |Fn)k∞ <
1
8
gilt.
21Beweis: Siehe [GA] III 1.4. 
Mit Hilfe von Theorem 2.2.10 soll jetzt gezeigt werden
Theorem 2.2.11 Seien V oﬀen und relativ kompakt und x ∈ V . F¨ ur jede
auf X harmonische Funktion h mit
khkBMO∗ <
1
8
gilt die Ungleichung
Z
e
|h(z)−h(x)|D
V(x,dz) ≤
1
1 − 8khkBMO∗
.
Beweis: Nach Theorem 2.2.10 gilt
E
x(e
|h(X∞)−h(Xn−1)||Fn) ≤
1
1 − 8kh(X∞)kBMO1
.
Nach Lemma 2.2.9 folgt deswegen
E
x(e
|h(X∞)−h(Xn−1)||Fn) ≤
1
1 − 8(khkBMO∗ + 3/2λ)
.
F¨ ur alle n ∈ N gilt
E
x(e
|h(X∞)−h(Xn)||Fn) = E(e
|h(X∞)−h(Xn−1)+h(Xn−1)−h(Xn)||Fn)
≤ E(e
|h(X∞)−h(Xn−1)|+|h(Xn−1)−h(Xn)||Fn)
= e
|h(Xn−1)−h(Xn)|E(e
|h(X∞)−h(Xn−1)||Fn)
≤ e
(3/2)λ 1
1 − 8(khkBMO∗ + (3/2)λ)
.
Diese Ungleichung gilt f¨ ur alle λ > 0, also
Z
e
|h(z)−h(Xn)|D
V(Xn,dz) = E
x(e
|h(X∞)−h(Xn)||Fn) ≤
1
1 − 8khkBMO∗
.
Speziell f¨ ur n = 0 ergibt sich
E
x(e
|h(X∞)−h(x)|) =
Z
e
|h(z)−h(x)|D
V(x,dz) ≤
1
1 − 8khkBMO∗
.

22Korollar 2.2.12 Seien h eine harmonische Funktion mit khk∗ < ∞,
x ∈ V ∈ V. Dann gibt es Konstanten γ > 0 und K < ∞ mit
sup
V ∈V, x∈V
Z
e
γ|h(z)−h(x)|D
V(x,dz) ≤ K.
Beweis: Normiere gegebenfalls die Funktion h. 
Nach dieser Vorarbeit kann man nun eine JNU f¨ ur harmonische R¨ aume zei-
gen.
Theorem 2.2.13 (John-Nirenberg Ungleichung) Sei h ∈ H0 eine har-
monische Funktion mit khk∗ < ∞. Dann gilt f¨ ur λ > 0 die folgende Unglei-
chung
D
V
x {|h − h(x)| > λ} ≤ e
−γλ
Z
e
γ|h(z)−h(x)|D
V(x,dz) ≤ Ke
−γλ.
Beweis: Korollar 2.2.12 und Theorem 1.3.3 
Weiterhin gilt
Korollar 2.2.14 Sei h ∈ BMO(X). Dann gibt es K,γ > 0, so daß gilt
sup
V ∈V, x∈V
Z
e
γ|h(z)−h(x)|µ
V
x (dz) ≤ K.
Vor allem erh¨ alt man
µ
V
x {h − h(x) > λ} ≤ µ
V
x {|h − h(x)| > λ} ≤ Ke
−γλ,
unabh¨ angig von x und V .
Beweis: W¨ ahle f¨ ur V eine Keldychmenge W mit V ⊂ W, dann wende
Lemma 2.1.5 auf die subharmonische Funktion eγ|h−h(x)| an. 
23Leicht erh¨ alt man nun die folgende Charakterisierung der Funktionen aus
BMO(X).
Lemma 2.2.15 Sei h ∈ H0. Die folgenden Aussagen sind ¨ aquivalent
1. h ∈ BMO(X).
2. ∃γ,K > 0 : sup
(x,V )
R
eγ|h−h(x)|dµV
x ≤ K.
3. sup
(x,V )
R
|h − h(x)|pdµV
x < ∞, ∀p ∈ N ≥ 2.
Beweis: 1. ⇒ 2.
Folgt nach Korollar 2.2.14.
2. ⇒ 3.
Stets gilt
e
γx ≥
1
p!
γ
px
p, ∀γ,x ≥ 0.
3. ⇒ 1.
Wegen |h−h(x)|p+1 ≥ |h−h(x)| ≥ (h−h(x))+, ∀p ≥ 2 gilt auch die letzte
Implikation. 
Bemerkung 2.2.16 Vor allem zeigt die letzte Eigenschaft des vorherigen
Lemmas, daß man zur Deﬁnition von BMO(X) anstelle von |h−h(x)| auch
die Funktion |h − h(x)|p mit Exponent p ≥ 2 w¨ ahlen kann und trotzdem die
gleiche Klasse an Funktionen erh¨ alt. Nur die BMO-Norm ver¨ andert sich.
Die in diesem Abschnitt erzielten Resultate sollen im Folgenden verwendet
werden, um eine Charakterisierung der harmonischen Funktionen zu erzielen,
die von der Klasse BMO sind.
242.3 Quasibeschr¨ anktheit
Bekanntlich heißt eine positive harmonische Funktion h ∈ H+(X) quasibe-
schr¨ ankt, wenn es eine Folge (hn) von positiven und beschr¨ ankten harmo-
nischen Funktionen gibt, so daß (hn) gegen h aufsteigt. F¨ ur ein beliebiges
Element h ∈ H0(X) soll gelten.
Deﬁnition 2.3.1 Eine Funktion h = h1 − h2 aus H0(X) heiße quasibe-
schr¨ ankt, wenn die positiven harmonischen Funktionen h1 und h2 jeweils
quasibeschr¨ ankt sind. Die Menge der quasibeschr¨ ankten Funktionen auf X
werde mit Q(X,H) bezeichnet.
Ziel dieses Abschnitts ist es, zu zeigen, daß jede harmonische Funktion von
beschr¨ ankter mittlerer Oszillation auch quasibeschr¨ ankt ist.
Zuerst eine Deﬁnition:
Deﬁnition 2.3.2 Seien h aus H0(X) und x ∈ X. Die Funktionenfamilie
(hx,n) sei gegeben durch
hx,n := |h − h(x)|.
Diese Familie ist also unabh¨ angig vom zweiten Index.
Die Familie von Maßen (µx,n) sei deﬁniert durch
µx,n := µ
Vn
x .
Mit Hilfe dieser Deﬁnitionen ergibt sich sofort
Theorem 2.3.3 Eine harmonische Funktion h ∈ H0 ist von der Klasse
BMO(X) genau dann, wenn (hx,n) gleichgradig integrierbar bez¨ uglich (µx,n)
ist.
Beweis: Aufgrund von Korollar 2.2.14 gibt es Konstanten γ,K > 0 mit
Z
e
γ|h(z)−h(x)|µ
Vn
x (dz) ≤ K,
unabh¨ angig von x und n. Nach Theorem 1.4.2 folgt dann aus Bedingung 2
die gleichgradige Integrierbarkeit.
25Ist die Familie (hx,n) gleichgradig integrierbar, so gilt nach Theorem 1.4.2,
Bedingung 3
2khk∗ = sup
(x,n)∈X×N
Z
|h − h(x)|µ
Vn
x < ∞.

Lemma 2.3.3 erlaubt es nun eine weitere Eigenschaft von harmonischen Funk-
tionen mittlerer beschr¨ ankter Oszillation zu beweisen.
Theorem 2.3.4 Sei h ∈ BMO(X) dann gilt
lim
λ→∞
M(h − λ)
+ = 0.
Beweis: Sei x aus X, dann gilt
lim
λ→∞
M(h − λ)
+(x) = lim
λ→∞
M(h − h(x) − λ)
+(x)
= lim
λ→∞
lim
n
Z
(h − h(x) − λ)
+dµ
Vn
x
= lim
λ→∞
lim
n



Z
h−h(x)>λ
(h − h(x))dµ
Vn
x − λµ
Vn
x {h − h(x) > λ}



≤ lim
λ→∞
lim
n



Z
|h−h(x)|>λ
|h − h(x)|dµ
Vn
x


 = 0,
da die Familie (hx,n) aufgrund von Lemma 2.3.3 gleichgradig integrierbar
bez¨ uglich (µx,n) ist. 
Nach diesen Vorarbeiten wird jetzt das Hauptresultat diese Abschnitts be-
wiesen.
26Theorem 2.3.5 Sei h ≥ 0 von der Klasse BMO(X), dann ist h quasibe-
schr¨ ankt.
Beweis: Deﬁniere die Folge (hn) durch
hn := h − M(h − n)
+.
Dann ist (hn) eine monoton wachsende, positive Folge beschr¨ ankter harmo-
nischer Funktionen und aufgrund von Theorem 2.3.4 gilt hn ↑ h. Also ist h
quasibeschr¨ ankt. 
Bemerkung 2.3.6 Eine beliebige Funktion h ∈ BMO(X) ist stets als
Diﬀerenz zweier positiver Funktionen h1,h2 aus BMO(X) darstellbar, da
BMO(X) oﬀensichtlich ein Rieszunterraum von H0 ist.
Korollar 2.3.7 Jede Funktion h in BMO(X) ist quasibeschr¨ ankt.
Beweis: Wende Theorem 2.3.5 auf den Positiv- und den Negativteil von h
an. 
Bemerkung 2.3.8 Leutwiler ist in [LE2], Proposition 2.1 der Beweis von
Theorem 2.3.5 mit Hilfe abstrakt deﬁnierter Operatoren gelungen.
2.4 Charakterisierung von BMO-Funktionen
In diesem Abschnitt soll jetzt eine Charakterisierung der harmonischen Funk-
tionen gegeben werden, die von beschr¨ ankter mittlerer Oszillation sind. Dazu
ben¨ otigt man die folgende Deﬁnition
Deﬁnition 2.4.1 Seien h ∈ H0(X) und x ∈ X. Dann ist die Funktion
λ 7→ M(h − h(x) − λ)+(x) eine konvexe und monoton fallende Funktion auf
[0,∞). Deshalb existiert f¨ ur alle λ > 0 die rechtsseitige Ableitung
λ 7→

∂
∂λ

+
M(h − h(x) − λ)
+(x).
27Deﬁniere die Funktion px
h f¨ ur λ > 0 durch
p
x
h(λ) := −

∂
∂λ

+

M(h − h(x) − λ)
+(x)

und die Funktion ph f¨ ur alle λ > 0 durch
ph(λ) = sup
x∈X
p
x
h(λ).
Es gilt:
Lemma 2.4.2 Sei h ∈ Q(X,H). Wenn die Funktion ph Lebesgue-
integrierbar auf (0,∞) ist, dann ist h von der Klasse BMO(X).
Beweis: Siehe [LE2], Proposition 7.3. 
Um in Lemma 2.4.2 eine ¨ Aquivalenz zu erhalten ben¨ otigt man das folgende
Lemma.
Lemma 2.4.3 Seien (fn) eine Folge konvexer Funktionen, I ⊂ R ein Inter-
vall und fn : I → R f¨ ur alle n ∈ N, so daß (fn) punktweise gegen die endliche
(konvexe) Funktion f konvergiert. Dann konvergiert
 
f
0
n

punktweise gegen
f
0 fast ¨ uberall auf I.
Beweis: Siehe [RV], Seite 20. 
Deﬁniere nun f¨ ur x ∈ X und h ∈ BMO(X) die Funktionenfolge
 
fx,h
n

durch
f
x,h
n (λ) :=
Z
(h − h(x) − λ)
+dµ
Vn
x , λ > 0.
Bemerkung 2.4.4 Die Folge
 
fx,h
n

hat die folgenden Eigenschaften
1. fx,h
n ist konvex f¨ ur alle n ∈ N.
2. Es gilt fx,h
n (λ) ↑ M(h − h(x) − λ)+(x) f¨ ur alle λ ∈ R∗
+.
3. −
 
∂
∂λ

+

fx,h
n (λ)

= µVn
x {h − h(x) > λ} f¨ ur alle λ > 0.
Um das nachfolgende Theorem beweisen zu k¨ onnen, ben¨ otigt man ein Lemma
¨ uber nach oben halbstetige Funktionen.
28Lemma 2.4.5 Sei F eine nach oben halbstetige Funktion, F : R∗
+ 7→ R mit
F ≥ 0 auf einer dichten Teilmenge von R∗
+. Dann ist F auf ganz R∗
+ positiv.
Beweis: Angenommen, es gibt ein x ∈ R∗
+ mit F(x) < 0. Da F nach oben
halbstetig ist, gibt es ein ε > 0 mit F(y) < 0 f¨ ur alle y ∈ (x−ε,x+ε). Dies
widerspricht der Tatsache, daß F auf einer dichten Teilmenge positiv sein
soll. 
Es gilt nun das Folgende:
Theorem 2.4.6 F¨ ur h ∈ H0, sind die folgenden Aussagen ¨ aquivalent
1. h ∈ BMO(X).
2. Es gibt γ,K ∈ R+ mit ph(λ) ≤ Ke−γλ f¨ ur alle λ > 0 und h ist quasi-
beschr¨ ankt.
Beweis: 1. ⇒ 2. Sei h ∈ BMO(X), dann gilt nach Lemma 2.4.3 und
Bemerkung 2.4.4
lim
n −

∂
∂λ

+

f
x,h
n (λ)

= −

∂
∂λ

+

M(h − h(x) − λ)
+(x)

= p
x
h(λ)
f¨ ur fast alle λ ∈ R∗
+. Es gilt
−

∂
∂λ

+

f
x,h
n (λ)

= µ
Vn
x {h − h(x) > λ}.
Da h ∈ BMO(X), gibt es nach Theorem 2.2.13 beziehungsweise Korollar
1.3.3 Zahlen γ,K ∈ R∗
+ mit
µ
Vn
x {h − h(x) > λ} ≤ Ke
−γλ ∀n ∈ N; x ∈ Vn
f¨ ur alle λ ∈ R+. Dann gilt f¨ ur fast alle λ > 0
p
x
h(λ) ≤ Ke
−γλ.
Da die Funktion px
h monoton fallend und rechtsseitig stetig ist, ist sie nach
unten halbstetig. Deﬁniere die Menge Nx durch
Nx :=

λ > 0 : p
x
h(λ) > Ke
−γλ	
,
29dann gilt Nx = ∅. Dies folgt mit Lemma 2.4.5, weil die Funktion
t 7→ Ke−γt−px
h(t) eine nach oben halbstetige und auf einer dichten Teilmenge
von R∗
+ positive Funktion ist. Also gilt
p
x
h(λ) ≤ Ke
−γλ
f¨ ur alle λ ∈ R∗
+ und x ∈ X. Daraus folgt
ph(λ) ≤ Ke
−γλ
f¨ ur alle λ > 0. Mit Theorem 2.3.5 folgt, daß h quasibeschr¨ ankt ist.
2. ⇒ 1. Angenommen es gibt γ,K ∈ R∗
+ mit ph(λ) ≤ Ke−γλ, dann folgt
∞ Z
0
ph(s)ds ≤
∞ Z
0
Ke
−γsds < ∞.
Nach Lemma 2.4.2 gilt h ∈ BMO(X), weil h nach Voraussetzung quasi-
beschr¨ ankt ist. 
30Kapitel 3
Randverhalten von BMO-
Funktionen
3.1 Integraldarstellung harmonischer Majo-
ranten
Sei weiterhin (X,H) ein harmonische Raum und r ein normiertes Bezugs-
maß. Das Tripel (X,H(X),r) erf¨ ullt alle Voraussetzungen der Arbeit [BL].
Insbesondere existiert eine (bis auf Hom¨ oomorphismen) eindeutige Kompakt-
iﬁzierung XF des Grundraumes X, so daß sich alle beschr¨ ankten Elemente
von H stetig auf den Rand XF \ X fortsetzen lassen und die Menge dieser
Fortsetzungen die Punkte des Randes trennt. Diese Kompaktiﬁzierung heiße
die Feller-Kompaktiﬁzierung von X. Die Menge XF \X ist der Feller-Rand
von XF und wird mit 4F bezeichnet.
Die beschr¨ ankten Elemente von H seien im Folgenden mit Hb bezeichnet.
Da die Menge H0 = H+ − H+ ein Vektorverband bez¨ uglich der durch den
Kegel H+ deﬁnierten Ordnung ist, existiert zu h,g ∈ Hb neben dem punkt-
weisen Inﬁmum h∧g auch die gr¨ oßte Minorante von h∧g in Hb. Diese werde
mit h ∧H g bezeichnet. Deﬁniert man den harmonischen Teil ΓF von 4F
durch
ΓF := {x ∈ 4F : h ∧ g(x) = h ∧H g(x) f¨ ur alle h,g ∈ Hb},
so ist ΓF eine nicht-leere und kompakte Menge. Es gilt das folgende Theorem.
31Theorem 3.1.1 Die Banachverb¨ ande (Hb,k kX) und (C(ΓF),k kΓF) sind
isometrisch isomorph unter der Restriktionsabbildung φ : h 7→ h|ΓF.
Beweis:
Siehe [BL] Proposition 4.3.

Aus diesem Theorem und 1 ∈ H folgt, daß es zu jedem Punkt z ∈ XF ein
Wahrscheinlichkeitsmaß µF
z auf ΓF gibt, so daß jedes h ∈ Hb durch genau
ein f ∈ C(ΓF) mittels
h(z) =
Z
fdµ
F
z
dargestellt wird.
Diese Integraldarstellung l¨ aßt sich auf die quasibeschr¨ ankten Elemente von
H+ ausdehnen. Es gilt das folgende Lemma.
Lemma 3.1.2 Sei h ∈ H+ quasibeschr¨ ankt, dann gibt es eine nach unten
halbstetige Funktion f auf ΓF mit
h(x) =
Z
fdµ
F
x ∀x ∈ X.
Beweis:
Da h quasibeschr¨ ankt ist, gibt es eine Folge (hn) ⊂ H
+
b mit hn ↑ h. Zu jedem
hn gibt es ein fn ∈ C+(ΓF) mit
hn(x) =
Z
fndµ
F
x f¨ ur alle x ∈ X.
Wegen hn ≥ hn−1 auf X folgt hn ≥ hn−1 auf XF, da X eine dichte Teilmenge
von XF ist und (hn) ⊂ C(XF) gilt. Auf ΓF gilt hn = fn f¨ ur alle n ∈ N, also
folgt
fn ≥ fn−1 auf ΓF
f¨ ur alle n ∈ N.
Deﬁniere f := sup
n∈N
fn. Dann ist f als aufsteigender Grenzwert stetiger Funk-
tionen eine auf ΓF nach unten halbstetige Funktion. F¨ ur x ∈ X gilt
hn(x) =
Z
fndµ
F
x ≤ h(x) < ∞ ∀n ∈ N.
32Also folgt
sup
n∈N
Z
fndµ
F
x < ∞.
Mit Hilfe des Satzes von Beppo-Levi gilt f¨ ur x ∈ X
h(x) = sup
n
hn(x) = sup
n
Z
fndµ
F
x =
Z
sup
n
fndµ
F
x =
Z
fdµ
F
x.

Deﬁnition 3.1.3 F¨ ur eine quasibeschr¨ ankte Funktion h ∈ H+ existiert nach
Theorem 3.1.2 eine Funktion f auf ΓF, die h bez¨ uglich der Maße (µF
x) dar-
stellt. Dieses f werde als Randfunktion von h bezeichnet. Soll explizit auf f
hingewiesen werden, so wird statt h auch hf geschrieben. Es gilt also
hf(x) =
Z
fdµ
F
x f¨ ur alle x ∈ X.
Betrachtet man die reellwertige Abbildung rF auf der Menge C+(ΓF) gege-
ben durch f 7→ r(hf), so ergibt sich: Aufgrund der Eigenschaften von r ist
diese Abbildung darstellbar als ein positives Radonmaß auf dem Meßraum
(ΓF,B(ΓF)), wobei B(ΓF) die Menge der Borelschen Mengen von ΓF ist (ver-
gleiche die Arbeit [BL]).
Der Maßraum (ΓF,B(ΓF),rF) hat nun eine spezielle Eigenschaft, die sich als
¨ außerst n¨ utzlich erweisen wird.
Theorem 3.1.4 Der Maßraum (ΓF,B(ΓF),rF) ist ein perfekter Maßraum,
daß heißt, zu jeder ¨ Aquivalenzklasse aus L∞(rF) gibt es genau einen Re-
pr¨ asentanten aus C(ΓF).
Beweis:
Siehe [BL] Theorem 4.4.

Das so aus r konstruierte Wahrscheinlichkeitsmaß rF steht mit den Wahr-
scheinlichkeitsmaßen µF
x in folgender Beziehung.
33Theorem 3.1.5 F¨ ur jedes x ∈ X gibt es genau eine auf ganz XF stetige
Funktion hx mit
1. hx|X ∈ H
+
b .
2.
dµF
x
drF = hx.
Beweis:
Siehe [BL] Proposition 4.6.

Die Abbildung rF l¨ aßt sich auf die Randfunktionen f von r-integrierbaren,
quasibeschr¨ ankten Funktionen hf ausdehnen.
Lemma 3.1.6 Sei hf quasibeschr¨ ankt mit Randfunktion f. Weiterhin gelte
hf ∈ L1(r). Dann gilt
r(hf) = rF(f).
Beweis: Die Funktion f auf ΓF existiert nach Lemma 3.1.2. Da hf quasi-
beschr¨ ankt ist, gibt es eine Folge (fn) ⊂ C(ΓF), die gegen f aufsteigt. Mit
hn(x) :=
Z
fndµ
F
x
folgt aus
r(hf) =
Z
hfdr =
Z
sup
n
hndr = sup
n
Z
hndr = sup
n
rF(fn) = rF(f)
die Behauptung.

Lemma 3.1.7 Sei f ∈ L1(µF
x) f¨ ur alle x ∈ X. Dann ist die Abbildung
x 7→
R
fdµF
x eine quasibeschr¨ ankte harmonische Funktion auf X.
Beweis:
Deﬁniere die Folge fn := (f ∧n). Dies ist eine Folge von beschr¨ ankten Funk-
tionen auf ΓF. Also gilt (fn) ⊂ L∞(rF). Aufgrund von Theorem 3.1.4 und
34Theorem 3.1.5 kann also bei Integration gegen die Maße µF
x f¨ ur die Folge (fn),
(fn) ⊂ C(ΓF) angenommen werden. Nun erh¨ alt man durch hn(x) :=
R
fndµF
x
eine aufsteigende Folge beschr¨ ankter, positiver harmonischer Funktionen, die
aufgrund von
sup
n∈N
hn(x) ≤
Z
fdµ
F
x < ∞ f¨ ur alle x ∈ X
gegen eine harmonische Funktion h konvergiert. Wegen
h(x) = lim
n→∞hn(x) = lim
n→∞
Z
fndµ
F
x =
Z
fdµ
F
x f¨ ur alle x ∈ X
folgt dann die Behauptung.

Korollar 3.1.8 Sei f ∈ L1(µF
x) f¨ ur alle x ∈ X. Dann ist die Abbildung
x 7→
R
fdµF
x eine harmonische Funktion, die sich als Diﬀerenz zweier quasi-
beschr¨ ankter Funktionen schreiben l¨ aßt. Aus
h(x) :=
Z
fdµ
F
x < ∞ f¨ ur alle x ∈ X
folgt also
h = h1 − h2, mit h1,h2 quasibeschr¨ ankt .
Beweis:
Wende Theorem 3.1.7 auf den Positiv- und Negativteil von f an.

Zusammenfassend erh¨ alt man die folgende Charakterisierung der quasibe-
schr¨ ankten harmonischen Funktionen.
Theorem 3.1.9 Sei r ein normiertes Bezugsmaß. Dann sind folgenden Aus-
sagen ¨ uber eine positive harmonische Funktion h ∈ L1(r) ¨ aquivalent
1. h ist quasibeschr¨ ankt.
352. Es gibt eine positive Funktion f auf ΓF mit f ∈ L1(µF
x) f¨ ur alle x ∈ X,
so daß gilt
h(x) =
Z
fdµ
F
x ∀x ∈ X.
3. Es gibt eine positive Funktion f auf ΓF mit f ∈ L1(rF), so daß gilt
h(x) =
Z
fhxdrF ∀x ∈ X.
Beweis:
1. ⇒ 2. folgt mit Lemma 3.1.2.
2. ⇒ 1. folgt mit Lemma 3.1.7.
3. ⇒ 2. Es ist lediglich f ∈ L1(µF
x) f¨ ur alle x ∈ X zu zeigen. Dies folgt sofort,
da die Dichte von µF
x bez¨ uglich rF eine beschr¨ ankte Abbildung ist.
1. ⇒ 3. h besitzt nach dem bisher Gezeigten eine Integraldarstellung
h(x) =
Z
fhxdrF.
Aus Lemma 3.1.6 folgt rF(f) = r(h) < ∞, also gilt f ∈ L1(rF).

Ausgehend von diesen ¨ Uberlegungen ist man nun in der Lage eine Integ-
raldarstellung f¨ ur die kleinste harmonische Majorante M(φ ◦ h) zu erhalten,
wobei φ eine konvexe und positive Funktion und h quasibeschr¨ ankt ist. Zu-
erst wird jetzt eine solche Darstellung gezeigt, wenn h beschr¨ ankt ist. Es gilt
das folgende Lemma.
Lemma 3.1.10 Sei (sm) eine Folge positiver subharmonischer Funktionen,
die gegen eine subharmonische Funktion s aufsteigt, deren kleinste subhar-
monische Majorante Ms existiert. Dann konvergiert die Folge Msm gegen
Ms lokal gleichm¨ aßig.
Beweis:
Sei x aus X. F¨ ur alle m,n ∈ N gilt
lim
n→∞
Z
smdµ
Vn
x = Msm(x) ∀m ∈ N
36und
lim
m→∞
Z
smdµ
Vn
x =
Z
sdµ
Vn
x ∀n ∈ N,
wobei (Vn) ein Ausch¨ opfung von X ist.
Sei x ∈ X. Deﬁniere f¨ ur alle m,n ∈ N
amn :=
Z
smdµ
Vn
x .
Dann ist (amn) eine positive, monoton wachsende 1 Doppelfolge, die aufgrund
von Z
smdµ
Vn
x ≤ Msm(x) ≤ Ms(x)
f¨ ur alle m,n ∈ N, beschr¨ ankt ist. Dementsprechend ist die Vertauschung der
Grenzwerte erlaubt und es gilt
lim
n→∞ lim
m→∞
Z
smdµ
Vn
x = Ms(x) = lim
m→∞ lim
n→∞
Z
smdµ
Vn
x = lim
m→∞Msm(x).
Mit (sm) steigt auch die Folge (Msm) auf. Daher konvergiert (Msm)
gleichm¨ aßig gegen Ms auf kompakten Mengen.

Es ergibt sich als einfache Folgerung:
Korollar 3.1.11 Seien h eine quasibeschr¨ ankte harmonische Funktion, (hn)
eine Folge beschr¨ ankter harmonischer Funktionen, die gegen h aufsteigt und
φ : R → R+ eine konvexe und monoton wachsende Funktion. Existiert die
kleinste harmonische Majorante der subharmonischen Funktion φ◦h, so gilt
M(φ ◦ hn) ↑ M(φ ◦ h).
Beweis:
Die Folge (φ ◦ hn) ist positiv, subharmonisch und steigt gegen φ ◦ h auf.

Dies l¨ aßt sich zusammenfassen zu der Bemerkung:
1Monoton wachsend bedeutet m ≥ s ∧ n ≥ t → amn ≥ ast
37Bemerkung 3.1.12 Ist eine positive harmonische Funktion h quasibe-
schr¨ ankt und existiert f¨ ur eine monoton wachsende positive und konvexe
Funktion φ : R → R+ die kleinste harmonische Majorante M(φ ◦ h), so
ist M(φ ◦ h) quasibeschr¨ ankt.
Lemma 3.1.13 Sei hf eine beschr¨ ankte harmonische Funktion mit Rand-
funktion f ∈ C(ΓF). Weiterhin sei φ : R → R eine stetige Abbildung. F¨ ur
eine beschr¨ ankte harmonische Funktion hg mit Randfunktion g gilt die fol-
gende Implikation.
hg ≥ φ(hf) auf X ⇒ hg ≥ hφ◦f auf X.
Beweis:
Da die auf XF stetige Funktion hg die stetige Funktion φ◦hf auf einer dichten
Teilmenge (auf X) von XF dominiert, gilt
hg ≥ φ ◦ hf auf ΓF.
Auf ΓF gilt aber hg = g und φ ◦ hf = φ ◦ f. Da das Maß µF
x f¨ ur alle x ∈ X
von ΓF getragen wird, folgt
hg(x) =
Z
gdµ
F
x ≥
Z
φ(f)dµ
F
x = hφ◦f(x).

Nun ist man in der Lage die beiden zentralen S¨ atze dieses Abschnitts zu
beweisen, die eine Integraldarstellung von M(φ ◦ h) erm¨ oglichen.
Theorem 3.1.14 Seien hf ∈ Hb, φ : R → R+ konvex und monoton wach-
send. Dann gilt f¨ ur die kleinste harmonische Majorante der beschr¨ ankten
subharmonischen Funktion φ ◦ h:
M(φ ◦ h)(x) =
Z
φ(f)dµ
F
x ∀x ∈ X.
Beweis:
Die Funktion x 7→
R
φ(f)dµF
x ist harmonisch und dominiert aufgrund der
Konvexit¨ at von φ die Funktion φ ◦ h, also gilt zun¨ achst
M(φ ◦ h) ≤ hφ◦f.
38Da M(φ◦h) eine beschr¨ ankte harmonische Funktion ist, die φ◦h dominiert,
folgt mit vorangehendem Lemma
hφ◦f ≤ M(φ ◦ h).
Also gilt
M(φ ◦ h)(x) = hφ◦f(x) =
Z
φ(f)dµ
F
x.

Das vorausgehende Theorem kann man nun leicht auf quasibeschr¨ ankte Funk-
tionen ausdehnen.
Theorem 3.1.15 Seien h ∈ H+ quasibeschr¨ ankt mit auf ΓF nach unten halb
stetiger Randfunktion f und φ : R → R+ konvex und monoton wachsend. Ist
das Integral
R
φ(f)dµF
x endlich f¨ ur alle x ∈ X, dann existiert M(φ ◦ h) und
es gilt
M(φ ◦ h)(x) =
Z
φ(f)dµ
F
x ∀x ∈ X.
Beweis:
Wenn
R
φ(f)dµF
x endlich ist f¨ ur alle x ∈ X, dann ist die Abbildung
x 7→
R
φ(f)dµF
x nach Lemma 3.1.7 eine harmonische Majorante von φ ◦ h,
also existiert die kleinste Majorante. Da h quasibeschr¨ ankt ist, kann h nach
Lemma 3.1.2 f¨ ur alle x ∈ X dargestellt werden durch
h(x) =
Z
fdµ
F
x.
Dabei ist f eine nach unten halbstetige Funktion. Weiterhin gibt es eine Fol-
ge (hn) ⊂ Hb mit hn ↑ h. Zu jedem hn existiert eine stetige Funktion fn auf
ΓF mit lim
n→∞fn = f. Die subharmonische Folge (φ◦hn) steigt gegen die sub-
harmonische Funktion φ◦h auf. Aufgrund von Lemma 3.1.10 beziehungweise
Korollar 3.1.11 gilt dann
lim
n→∞M(φ ◦ hn)(x) = M(φ ◦ h)(x) ∀x ∈ X.
Aufgrund von Lemma 3.1.14 gilt die Identit¨ at
M(φ ◦ hn)(x) =
Z
φ(fn)dµ
F
x.
39Dies liefert dann sofort die gew¨ unschte Gleichung
M(φ ◦ h)(x) = lim
n→∞
Z
φ(fn)dµ
F
x =
Z
φ(f)dµ
F
x.

Bemerkung 3.1.16 Das vorangehende Theorem beh¨ alt seine G¨ ultigkeit,
wenn h durch h − λ, λ ∈ R ersetzt wird. Also gilt
M(φ ◦ (h − λ))(x) =
Z
φ(f − λ)dµ
F
x ∀x ∈ X.
Denn falls t 7→ φ(t) die Bedingungen von Theorem 3.1.15 erf¨ ullt, dann tut
dies auch die Abbildung t 7→ φ(t − λ).
403.2 Feller-Kompaktiﬁzierung
Aus dem vorangehenden Abschnitt folgt, falls ein h ∈ H+ quasibeschr¨ ankt
ist, so kann M(h − h(x))+(x) f¨ ur x ∈ X durch das Integral
M(h − h(x))
+(x) :=
Z
(f − h(x))
+dµ
F
x
dargestellt werden, mit f als der zu h geh¨ orige Randfunktion. Ausgehend von
den ¨ Uberlegungen in Kapitel 2 erh¨ alt man das folgenden Resultat, welches
den klassischen Fall als Spezialfall enth¨ alt.
Theorem 3.2.1 Sei h ∈ H+, dann sind ¨ aquivalent:
1. h ∈ BMO(X).
2. h ist quasibeschr¨ ankt mit Randfunktion f. Weiterhin gibt es K,γ > 0
mit
µ
F
x {y ∈ ΓF : f − h(x) > λ} ≤ Ke
−γλ
f¨ ur alle x ∈ X.
Beweis: 1. ⇒ 2. Wenn h ∈ BMO(X) ist, gibt es K,γ > 0, so daß auf R+
gilt
p
x
h(λ) ≤ Ke
−γλ,
unabh¨ angig von x ∈ X. Dies folgt aus dem Beweis von Theorem 2.4.6. Da h
nach Voraussetzung quasibeschr¨ ankt ist, folgt die erste Implikation mit Hilfe
von Lemma 3.1.2 und Theorem 3.1.15, denn es gilt
p
x
h(λ) = −

∂
∂λ

+

M(h − h(x) − λ)
+(x)

= µ
F
x {y ∈ ΓF : f − h(x) > λ}.
2. ⇒ 1. Wenn es K,γ > 0 gibt mit
p
x
h(λ) = µ
F
x {y ∈ ΓF : f − h(x) > λ} ≤ Ke
−γλ
f¨ ur alle x ∈ X, dann folgt f¨ ur
ph(λ) := sup
x∈X
p
x
h(λ)
41trivialerweise
ph(λ) ≤ Ke
−γλ.
Aufgrund von Lemma 2.4.2 gilt also h ∈ BMO(X).

Mit Hilfe von Theorem 3.2.1 ist man nun in der Lage eine weitere Charak-
terisierung der Klasse der BMO-Funktionen zu geben. Es gilt das folgende
Theorem.
Theorem 3.2.2 F¨ ur eine positive harmonische Funktion h sind ¨ aquivalent.
1. Die Funktion h ist von der Klasse BMO.
2. h ist quasibeschr¨ ankt, und es gibt ein β > 0, so daß die kleinste har-
monische Majorante der subharmonischen Funktion eβh existiert mit
sup
X
Me
β(h−h(x))(x) < ∞.
Beweis:
1. ⇒ 2. Da h ∈ BMO(X) gilt, existieren K,γ > 0 mit
sup
X
µ
F
x {y ∈ ΓF : f − h(x) > λ} ≤ Ke
−γλ.
W¨ ahle x ∈ X sowie 0 < β < γ und betrachte das Integral
Z
e
β(f−h(x))dµ
F
x.
Hierbei ist f die zu h geh¨ orige Randfunktion.
F¨ ur eine meßbare Abbildung g von einem Wahrscheinlichkeitsraum (X,F,µ)
nach R+ gilt bekanntlich:2
Z
gdµ ≤
∞ X
n=0
µ{g > n}.
2Siehe zum Beispiel Klenke Satz 4.26, Seite 95 f¨ ur einen Beweis
42In diesem Fall erh¨ alt man
Z
e
β(f−h(x))dµ
F
x ≤
∞ X
n=0
µ
F
x

e
β(f−h(x)) > n
	
= 1 +
∞ X
n=1
µ
F
x

e
β(f−h(x)) > n
	
.
Stets gilt
µ
F
x

e
β(f−h(x)) > n
	
= µ
F
x

f − h(x) >
lnn
β

.
Nach Voraussetzung gilt
µ
F
x

f − h(x) >
lnn
β

≤ Ke
−γ ln n
β = Kn
−
γ
β.
Einsetzen liefert Z
e
β(f−h(x))dµ
F
x ≤ 1 + K
∞ X
n=1
n
−
γ
β. (3.1)
Da β strikt kleiner als γ gew¨ ahlt war, gilt
γ
β > 1. Also konvergiert die Reihe
gegen eine Konstante, die unabh¨ angig von x ist. Ungleichung (3.1) zeigt also
sup
X
Z
e
β(f−h(x))dµ
F
x ≤ L < ∞.
Hieraus sieht man sofort, daß das Integral
Z
e
βfdµ
F
x
f¨ ur jedes x ∈ X aufgrund von
Z
e
βfdµ
F
x = e
βh(x)
Z
e
β(f−h(x))dµ
F
x ≤ e
βh(x)L
eine endlichen Wert hat. Also existiert die kleinste harmonische Majorante
von eβh und es gilt
Me
βh(x) =
Z
e
βfdµ
F
x ≤ e
βh(x)L.
Aufgrund von Ungleichung (3.1) folgt
sup
X
Me
β(h−h(x))(x) ≤ 1 + K
∞ X
n=1
n
−
γ
β.
432. ⇒ 1. Ergibt sich sofort aus der elementaren Ungleichung
x
+ ≤ e
x ∀x ∈ R.
Man erh¨ alt
β(h − h(x))
+ ≤ e
β(h−h(x)) ⇒ βM(h − h(x))
+(x) ≤ Me
β(h−h(x))(x).
Insgesamt erh¨ alt man also f¨ ur 0 < β < γ
M(h − h(x))
+(x) ≤
1
β
 
1 + K
∞ X
n=1
n
−
γ
β
!
.

Als Korollar ergibt sich:
Korollar 3.2.3 F¨ ur h ∈ H+ sind ¨ aquivalent.
1. Die Funktion h ∈ BMO(X).
2. F¨ ur alle p ∈ N existiert M(hp), und es gilt
sup
X
M[(h − h(x))
+]
p(x) < ∞.
Beweis:
1. ⇒ 2. Sei p ∈ N. Nach Theorem 3.2.2 existiert Meβh f¨ ur ein β > 0. Wegen
h ≥ 0 folgt
Me
βh ≥ e
βh ≥
βp
p!
(h)
p.
und M(h)p existiert dementsprechend, da die subharmonische Funktion (h)p
eine harmonische Majorante besitzt. Wegen
Me
β(h−h(x))+
(x) ≥
βp
p!
M[(h − h(x))
+]
p(x)
folgt die Implikation.
2. ⇒ 1. Setze p = 1.

Bemerkung 3.2.4 F¨ ur den Fall der Laplacegleichung auf der oberen Halb-
ebene wurden die vorangehenden Resultate bereits in [LE2] beziehungsweise
[LE3] gezeigt.
443.3 Kompaktiﬁzierung vom Typ Martin
Die Fellerkompaktiﬁzierung XF von X stellt eine recht “große” Kom-
paktiﬁzierung dar. Anschaulich gesprochen kommen sehr viele Punkte hinzu.
Allerdings konnten Bliedtner und Loeb in [BL] die Existenz einer Kompakt-
iﬁzierung b X nachweisen, die in vielen F¨ allen mit der Martinkompaktiﬁzierung
von X ¨ ubereinstimmt. Dabei handelt es sich um die Q-Kompaktiﬁzierung von
X bez¨ uglich der Familie Q := {hx : x ∈ X}.
Da f¨ ur jedes x ∈ X die Funktion hx auf X eine stetige und beschr¨ ankte
harmonische Funktion darstellt, existiert eine stetige Surjektion Φ von XF
auf b X. Mit Hilfe dieser Abbildung k¨ onnen die Maße µF
x beziehungweise rF
von XF auf b X projeziert werden.
Deﬁnition 3.3.1 F¨ ur jedes x ∈ X deﬁniere
µx := Φ(µ
F
x), σ := Φ(rF).
Aus den Deﬁnitionen und aufgrund von
supp(µ
F
x) ⊂ ΓF ⊂ 4F
folgt sofort, daß
supp(µx) ⊂ 4 := b X \ X
f¨ ur alle x ∈ X gelten muß.
Bemerkung 3.3.2 Mit diesen Deﬁnitionen erh¨ alt man f¨ ur eine
integrierbare Funktion f : 4 → R
Z
4
fdµx =
Z
ΓF
(f ◦ Φ)dµ
F
x.
Die Schnittstelle zur vorliegenden Arbeit liefert nun das folgende Theorem.
Vergleiche hierzu Proposition 8.5 in [BL].
Theorem 3.3.3 F¨ ur eine positive und bez¨ uglich eines Bezugsmaßes r inte-
grierbare, harmonische Funktion h sind ¨ aquivalent:
1. h ist quasibeschr¨ ankt.
452. Es gibt eine positive Funktion f ∈ L1(σ) mit
h(x) =
Z
fdµx f¨ ur alle x ∈ X.
Beweis:
Siehe [BL] Proposition 8.5.

Wegen Z
(f − λ)
+dµx =
Z
((f ◦ Φ) − λ)
+ dµ
F
x
erh¨ alt man:
Theorem 3.3.4 Sei h ein positive harmonische Funktion, dann sind ¨ aqui-
valent.
1. h ∈ BMO(X).
2. h ist quasibeschr¨ ankt, und es gibt K,γ > 0 mit
µx {f − h(x) > λ} ≤ Ke
−γλ.
Beweis: Aufgrund von
µx {f − h(x) > λ} = µ
F
x {(f ◦ Φ) − h(x) > λ}
f¨ ur alle x ∈ X, ergibt sich die Behauptung mit Hilfe von Theorem 3.2.1. 
46Kapitel 4
Beispiele
Im nun folgenden Abschnitt werden die Funktion h](x) := M(h − h(x))+(x)
und die BMO-Norm khk∗ f¨ ur harmonisches h und x ∈ X in einigen konkreten
F¨ allen mit Hilfe von Maple berechnet.
4.1 Klassische Potentialtheorie auf dem Ein-
heitsintervall
Als Einstieg wird der Fall des harmonischen Raumes (]0,1[,H) der auf dem
oﬀenen Einheitsintervall (im klassischen Sinne) harmonischen Funktionen be-
trachtet. Dies sind bekanntlich gerade die aﬃn-linearen Funktionen. F¨ ur die
harmonische Funktion h(x) := x, x ∈]0,1[ folgt
M(h − h(x))
+(y) = (1 − x)y f¨ ur alle x,y ∈]0,1[
und dementsprechend
h
](x) := (1 − x)x f¨ ur alle x ∈]0,1[,
womit khk∗ = 1
4 folgt.
Die nachstehende Abbildung zeigt die Konstruktion von h].
47Ist nun h eine beliebige, auf ]0,1[ harmonische Funktion, so gibt es a,b ∈ R
mit
h(x) = ax + b, x ∈]0,1[.
Somit gilt f¨ ur khk∗
khk∗ = |a|k(x 7→ x)k∗ =
|a|
4
.
Solch einfache Zusammenh¨ ange kann man f¨ ur allgemeine harmonische R¨ aume
nat¨ urlich nicht erwarten, da dort bereits die Bestimmung von M(h−h(x))+
wesentlich schwieriger ist, als in diesem einfachen Fall.
Damit eine graphische Darstellung m¨ oglich ist, dient die obere Halbebene
des R2 in den folgenden Beispielen als Grundraum. Im Folgenden sei also
X = R
2
+ :=

(x,t) ∈ R
2 : t > 0
	
.
In Abschnitt 4.2 wird der harmonischen Raum, der durch die W¨ aremleitungs-
gleichung
∂xxh − ∂th = 0
erzeugt wird, betrachtet. Das zweite Beispiel in Abschnitt 4.3 behandelt den
Fall des durch den Laplaceoperator
4h := ∂xxh + ∂tth = 0
48gegebenen harmonischen Raums der oberen Halbebene.
Da in diesen beiden F¨ allen der Martinrand durch den topologischen Rand
gegeben ist, werden die harmonischen Majoranten durch Integrale der ent-
sprechenden Randfunktionen bez¨ uglich der harmonischen Maße dargestellt.
Dies folgt aus den ¨ Uberlegungen in den Abschnitten 3.1 beziehungsweise 3.3.
Die Dichten dieser Maße bez¨ uglich des Lebesguemaßes sind in diesen spezi-
ellen F¨ allen explizit angebbar.
4.2 W¨ armeleitungsgleichung
In diesem Abschnitt ist der Grundraum durch die obere Halbebene des R2
gegeben. Es gilt also
X = R
2
+ :=

(x,t) ∈ R
2 : t > 0
	
.
Es soll der (parabolische) harmonische Raum (X,H) betrachtet werden, der
durch die W¨ armeleitungsgleichung
∂xxh − ∂th = 0
erzeugt wird. Zu einer gegebenen reellwertigen Randfunktion f : R → R
sucht man also eine auf X harmonische Funktion h mit lim
t→0h(x,t) = f(x)
f¨ ur alle x ∈ R.
Im ersten Beispiel sei f gegeben durch
f := 1[−1,1].
f ist also die Indikatorfunktion des Intervalls [−1,1]. F¨ ur die L¨ osung h unter
dieser Randbedingung (Anfangsbedingung) gilt
h(x,t) =
1
2

erf

x + 1
2
√
t

− erf

x − 1
2
√
t

(x,t) ∈ R
2
+.
Dabei bezeichnet erf die Gaußsche Fehlerfunktion. Die folgende Abbildung
zeigt die Funktion h.
49Mit Hilfe dieser L¨ osung kann nun h] berechnet werden. Da es sich bei h um
eine beschr¨ ankte Funktion handelt, gilt h ∈ BMO(X). Also ist h] ebenfalls
beschr¨ ankt. Die folgende Abbildung zeigt das Ergebnis der mit Hilfe von
Maple ausgef¨ uhrten Berechnungen.
50Konkret ergibt sich h] als
h
](x,t) =
1
2

1 −
1
2
erf

x + 1
2
√
t

+
1
2
erf

x − 1
2
√
t
 

erf

x − 1
2
√
t

− erf

x + 1
2
√
t
 


+
1
4

erf

x + 1
2
√
t

− erf

x − 1
2
√
t


 2 + erf

x − 1
2
√
t

− erf

x + 1
2
√
t


 
.
Da diese Funktion aus einer Summe von beschr¨ ankten Funktionen besteht,
ist sie selbst, wie erwartet, beschr¨ ankt. F¨ ur die BMO-Norm von h gilt
khk∗ =
1
4
.
Als n¨ achstes Beispiel wird jetzt als Randfunktion f die Identit¨ at auf R be-
trachtet. Eine harmonische Fortsetzung von f ist (trivialerweise)
h(x,t) = x.
Die zur harmonischen Funktion h geh¨ orige Funktion h] ergibt sich nach ein-
facher Rechnung als
h
](x,t) =
r
t
π
, (x,t) ∈ X.
Also ist h nicht in der Klasse BMO, da h] nicht beschr¨ ankt ist. Die folgende
Abbildung zeigt h] f¨ ur f(y) = y f¨ ur alle y ∈ R..
514.3 Laplacegleichung
In diesem Abschnitt sei wiederum X gegeben durch
X = R
2
+ :=

(x,t) ∈ R
2 : t > 0
	
.
Betrachtet wird der harmonische Raum aller Funktionen h : X → R, der
durch den Lapalaceoperator
4h := ∂xxh + ∂tth = 0
erzeugt wird.
Die Randfunktion f sei durch f(y) = 1
1+y2 gegeben. Die harmonische Fort-
setzung von f auf X lautet:
h(x,t) :=
t + 1
x2 + (t + 1)2.
Die n¨ achste Abbildung zeigt den Graph von h.
Die zu h geh¨ orige Funktion h] ist gegeben durch:
52h
](x,t) =
(2t3 + 2t − 2tx2)
π (2x2 + 1 − 2t2 + t4 + 2t2x2 + x4)
arctan

a − 1
a

+
(ax4 + a + t4a − x2 − 2t2a + t2 − 1 + 2ax2 + 2t2ax2)
π (2x2 + 1 − 2t2 + t4 + 2t2x2 + x4)
arctan

xa − 1 + a
at

+
(−t2 + 2t2a + 1 + x2 − a − t4a + 2t2ax2 − 2ax2 − ax4)
π (2x2 + 1 − 2t2 + t4 + 2t2x2 + x4)
arctan

xa + 1 − a
at

+
txln(t2a2 + x2a2 + a2 + 2xa − 2xa2 − 2a + 1)
π (2x2 + 1 − 2t2 + t4 + 2t2x2 + x4)
−
txln(t2a2 + x2a2 + a2 − 2xa + 2xa2 − 2a + 1)
π (2x2 + 1 − 2t2 + t4 + 2t2x2 + x4)
.
Wobei a durch
a := h(x,t) :=
t + 1
x2 + (t + 1)2
deﬁniert ist.
Dies zeigt vor allem, daß die konkrete Berechnung von h] selbst in einfachen
F¨ allen schon sehr schwierig werden kann. Es ist also im konkreten Fall meis-
tens keine gute Idee ( und oft auch ¨ uberhaupt nicht durchf¨ uhrbar!) anhand
von h] zu entscheiden, ob eine harmonische Funktion von der Klasse BMO
ist oder nicht.
53Die nachstehende Abbildung zeigt h] f¨ ur die Randfunktion y 7→ 1
1+y2, y ∈ R.
Wie erwartet, erkennt man auch hier, daß h] beschr¨ ankt und die Abbildung
(x,t) 7→ t+1
x2+(t+1)2 dementsprechend ein Element von BMO(X) ist.
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Funktionalanalystische
Eigenschaften von BMO(X)
5.1 Der Banachraum BMOr(X)/R
In seinem Beweis, daß BMO/R ein Banachraum ist, mußte sich H. Leut-
wiler in [LE2] auf Brelotsche R¨ aume beschr¨ anken, da sein Beweis auf der
klassischen Harnackschen Ungleichung basiert.
Im allgemeinen Fall gilt die Harnacksche Ungleichung nicht.
Man kann allerdings auch im allgemeinen Fall die nun folgenden Beobach-
tungen machen.
Sei r ein Bezugsmaß auf X. F¨ ur h ∈ BMO ∩ L1(r), K ⊂ X kompakt und
x,y ∈ K gilt die folgende Ungleichungskette:
|h(y) − h(x)| ≤ M|h − h(x)|(y) ≤ M|h − h(x)|(y) +
Z
M|h − h(x)|dr
≤ CK

M|h − h(x)|(x) +
Z
M|h − h(x)|dr

≤ CK

2khk∗ +
Z
M|h − h(x)|dr

.
Die Existenz der nur von K abh¨ angigen Konstanten CK ergibt sich
aus Theorem 1.1.4 und Korollar 1.1.5. Dabei folgt die Integrierbarkeit von
M|h − h(x)| bez¨ uglich r aufgrund von:
55Lemma 5.1.1 F¨ ur eine Funktion h ∈ BMO(X) folgt aus der r Integrier-
barkeit von h die r Integrierbarkeit von M|h − h(x)| f¨ ur alle x ∈ X.
Beweis: F¨ ur den Ausdruck
R
M|h − h(x)|dr gilt (vergleiche [JA]):
Z
M|h − h(x)|dr = lim
n→∞
Z
V n
Z
|h(z) − h(x)|µ
Vn
y (dz)r(dy). (5.1)
Die Funktion y 7→
R
|h(z)−h(x)|µV
y l¨ aßt sich nach oben wie folgt absch¨ atzen.
Z
|h(z) − h(x)|µ
V
y (dz) =
Z
|h(z) − h(y) + h(y) − h(x)|µ
V
y (dz)
≤
Z
|h(z) − h(y)|µ
V
y + |h(y) − h(x)|
≤ M|h − h(y)|(y) + |h(y) − h(x)|
≤ 2khk∗ + |h(y) − h(x)|.
Einsetzen in Gleichung (5.1) ergibt
Z
M|h − h(x)|dr ≤ 2khk∗ +
Z
|h − h(x)|dr.

Insgesamt erh¨ alt man
|h(y) − h(x)| ≤ CK

4khk∗ +
Z
|h − h(x)|dr

≤ CK

4khk∗ + sup
x∈X
Z
|h − h(x)|dr

≤ CK

4khk∗ + 2sup
x∈X
Z
|h − h(x)|dr

= 2CK

2khk∗ + sup
x∈X
Z
|h − h(x)|dr

.
Dies f¨ uhrt zu folgender Deﬁnition
Deﬁnition 5.1.2 Seien (X,H) ein harmonischer Raum und r ein Bezugs-
maß auf X. Deﬁniere die Abbildung k kr
∗ : H0 → R+ ∪ {∞} durch
khk
r
∗ := 2khk∗ + sup
x∈X
Z
|h − h(x)|dr.
56Diese Abbildung erf¨ ullt die Dreiecksungleichung und ist positiv homogen.
Weiterhin sind die folgenden Aussagen ¨ aquivalent:
1. khkr
∗ = 0.
2. h ≡ c , f¨ ur ein c ∈ R.
Beweis:
1. ⇒ 2. Nach Voraussetzung ist khk∗ = 0, also folgt h ≡ c ,c ∈ R.
2. ⇒ 1. Klar.

Es gilt:
Lemma 5.1.3 Sei K eine kompakte Teilmenge von X. Dann existiert eine
Konstante CK , so daß f¨ ur alle x,y ∈ K und h ∈ H0 mit khkr
∗ < ∞ gilt
|h(y) − h(x)| ≤ CKkhk
r
∗,
unabh¨ angig von x,y ∈ K und h .
Beweis:
Siehe die Rechnung im Beweis von Lemma 5.1.1.

Deﬁnition 5.1.4 Deﬁniere BMOr(X) als den Untervektorraum aller Ele-
mente h von H0 f¨ ur die khkr
∗ endlich ist.
Bemerkung 5.1.5 Der Raum (BMOr/R, k kr
∗) ist ein normierter Raum.
Im Folgenden soll gezeigt werden, daß dieser normierte Raum sogar ein Ba-
nachraum ist. Allerdings hat man einen gewissen Preis f¨ ur Lemma 5.1.3 zu
zahlen, denn es gilt.
Lemma 5.1.6 Eine Funktion h ∈ H0 ist in BMOr(X) genau dann, wenn
sie beschr¨ ankt ist.
57Beweis:
Sei h beschr¨ ankt, dann gilt trivialerweise h ∈ BMOr(X).
Ist h aus BMOr(X), so gilt
sup
x∈X
Z
|h − h(x)|dr < ∞.
Wegen Z
|h − h(x)|dr ≥ |h(x) −
Z
hdr|
f¨ ur alle x ∈ X folgt nach Voraussetzung
sup
x∈X
|h(x) −
Z
hdr| ≤ sup
x∈X
Z
|h − h(x)|dr ≤ K < ∞.
Hieraus folgt die Beschr¨ anktheit von h.

Eine Funktion h ist also in BMOr(X) genau dann, wenn sie aus H0 und be-
schr¨ ankt ist. Zur Vorbereitung des Hauptresultates dieses Abschnittes werden
noch einige Lemmata ben¨ otigt, die jetzt vorgestellt werden sollen.
Lemma 5.1.7 Sei µ ein Wahrscheinlichkeitsmaß auf X und sei (hn) eine
Folge beschr¨ ankter Funktionen, die lokal gleichm¨ aßig gegen eine Funktion h
konvergiert. Weiterhin sei (hn) eine Cauchyfolge bez¨ uglich der L1(µ)-Norm.
Dann konvergiert (hn) gegen h in L1(µ).
Beweis:
Sei K kompakt und ε > 0, dann gibt es ein N = N(ε,K) mit
|hn(x) − h(x)| ≤ ε
f¨ ur alle x ∈ K und n ≥ N.
Folglich gilt Z
K
|hn − h|dµ ≤ ε.
Also konvergiert (hn) gegen h in L1
loc(µ). Nach Voraussetzung konvergiert
(hn) gegen eine Funktion g ∈ L1(µ). Bleibt zu zeigen, daß h = g µ-fast sicher
gilt.
58W¨ ahle eine kompakte Menge K, dann folgt
Z
K
|h − g|dµ ≤
Z
K
|hn − h|dµ +
Z
|hn − g|dµ
f¨ ur alle n ∈ N. Hieraus folgt, daß h und g auf K fast sicher ¨ ubereinstimmen.
Da X nach Voraussetzung σ-kompakt ist, gilt h = g fast sicher auf ganz X.
Also konvergiert die Folge (hn) gegen h in L1(µ).

Lemma 5.1.8 Sei (hn) eine Cauchfolge in BMOr(X), dann konvergiert
(hn) gleichm¨ aßig gegen eine harmonische Funktion h.
Beweis:
Aufgrund von Lemma 5.1.3 konvergiert die Folge lokal gleichm¨ aßig gegen eine
harmonische Funktion h. Wegen
Z
|hm − hn|dr ≤
Z
|hm − hn − (hm(x) − hn(x))|dr + |hm(x) − hn(x)|
ist (hn) eine L1(r) Cauchyfolge und konvergiert nach Lemma 5.1.7 gegen h
auch in L1(r). F¨ ur x ∈ X gilt
|hm(x) − hn(x)| ≤
Z
|hm − hn − (hm(x) − hn(x))|dr +
Z
|hm − hn|dr
≤ khm − hnk
r
∗ + khm − hnk1,r,
woraus
khm − hnk∞ ≤ khm − hnk
r
∗ + khm − hnk1,r
folgt. Die Folge konvergiert also gleichm¨ aßig gegen h auf ganz X. Vor allem
ist h selbst wieder eine beschr¨ ankte Funktion, weil alle hn beschr¨ ankt waren.

Lemma 5.1.9 Sei (hn) ⊂ BMO(X), so daß die Folge gleichm¨ aßig gegen
eine harmonische Funktion h konvergiert. Dann gilt
1. Die Funktion h ist von der Klasse BMO.
592. Die Folge (hn) konvergiert gegen h in BMO-Norm.
Beweis:
Sei ε > 0. Nach Voraussetzung gibt es ein N ∈ N mit kh−hnk∞ ≤ ε f¨ ur alle
n ≥ N.
F¨ ur n ≥ N, V ⊂ X oﬀen, relativ-kompakt und x ∈ X folgt
Z
|h − hn − (h(x) − hn(x))|µ
V
x ≤
Z
|h − hn|µ
V
x + |h(x) − hn(x)| ≤ 2ε.
Also gilt f¨ ur alle x ∈ X
M|h − hn − (h(x) − hn(x))|(x) ≤ 2ε,
woraus sich
kh − hnk∗ ≤ ε
f¨ ur alle n ≥ N ergibt. F¨ ur h gilt deshalb
khk∗ ≤ kh − hnk∗ + khnk∗ < ∞.

Theorem 5.1.10 Der Raum (BMOr/R,k kr
∗) ist ein Banachraum.
Beweis:
Sei (hn) eine Cauchyfolge in (BMOr/R). Es folgt mit Lemma 5.1.8, daß (hn)
gleichm¨ aßig gegen eine harmonische Funktion h konvergiert. Nach Lemma
5.1.9 konvergiert (hn) gegen h in BMO(X). Es gilt also
kh − hnk∗ → 0.
Bleibt zu zeigen, daß
sup
X
Z
|h − hn − (h(x) − hn(x))|dr → 0
gilt. Dies folgt aber wegen
Z
|h − hn − (h(x) − hn(x))|dr ≤
Z
|h − hn|dr + |h(x) − hn(x)|.
60Denn nach dem oben Gezeigten konvergiert (hn) gegen h gleichm¨ aßig. Es
folgt
kh − hnk
r
∗ → 0.

5.2 Vollst¨ andigkeit von BMO(X) ∩ A
Im vorherigen Abschnitt konnte gezeigt werden, daß man einen Banachraum
erh¨ alt, wenn man die Norm in einer gewissen Weise ab¨ andert. Allerdings
erwies sich diese Ab¨ anderung als so stark, daß der Raum nur noch aus
beschr¨ ankten Funktionen bestand. In diesem Teil der Arbeit soll nun ge-
zeigt werden, daß gewisse Teilmengen des Raumes BMO(X)/R vollst¨ andig
bez¨ uglich der Norm k k∗ sind .
Deﬁnition 5.2.1 Sei (X,H) ein harmonischer Raum und r ein Bezugsmaß
auf X, dann sei die Menge H1
r wie folgt deﬁniert
H
1
r :=

h ∈ H
+(X) :
Z
hdr ≤ 1

.
Bemerkung 5.2.2 Die Menge H1
r ist kompakt bez¨ uglich der Topologie der
lokal gleichm¨ aßigen Konvergenz. F¨ ur einen Beweis siehe [JA], Proposition
2.4.
Deﬁnition 5.2.3 Sei (hn) ⊂ BMO(X) und sei x ∈ X.
Deﬁniere die harmonische Funktion ux
mn : X → R+ durch
u
x
mn(y) := M|hm − hn − (hn(x) − hm(x))|(y) f¨ ur alle y ∈ X.
Theorem 5.2.4 Sei (hn) ⊂ BMO(X) eine BMO-Cauchyfolge, die lokal
gleichm¨ aßig gegen eine harmonische Funktion h konvergiert. Gibt es zu x ∈ X
ein Bezugsmaß r mit
sup
m,n∈N
Z
u
x
mndr ≤ Cx < ∞,
61so existiert f¨ ur jedes ε > 0 ein N ∈ N mit
M|h − hn − (h(x) − hn(x))|(x) ≤ ε
f¨ ur alle n ≥ N. Dieses N kann unabh¨ angig von x gew¨ ahlt werden.
Beweis:
F¨ ur ein beliebiges n ∈ N ist die Folge (ux
mn)∞
m=1 nach Voraussetzung in der
( bez¨ uglich lokal gleichm¨ aßiger Konvergenz ) kompakten Menge HCx
r enthal-
ten und besitzt dementsprechend eine Teilfolge (ux
mkn)k, die lokal gleichm¨ aßig
gegen eine positive harmonische Funktion ux
n konvergiert.
Da (hn) ein Cauchyfolge bez¨ uglich k k∗ ist, gibt es zu ε > 0 ein p ∈ N mit
u
x
mn(x) = M|hm − hn − (hn(x) − hm(x))|(x) ≤ 2khm − hnk∗ ≤ 2ε
f¨ ur alle m,n ≥ p unabh¨ angig von x ∈ X.
Also gilt f¨ ur mk,n > L
|hmk − hn − (hmk(x) − hn(x))| ≤ u
x
mkn.
Im Grenzwert erh¨ alt man
M|h − hn − (h(x) − hn(x))|(x) ≤ u
x
n(x) ≤ ε.

Korollar 5.2.5 Seien (hn) ⊂ BMO(X) eine BMO-Cauchyfolge, die lokal
gleichm¨ aßig gegen eine harmonische Funktion h konvergiert, und r ein Be-
zugsmaß auf X mit
sup
n∈N
Z
|hn|dr < ∞.
Dann konvergiert (hn) gegen h bez¨ uglich k k∗.
Beweis: F¨ ur alle m,n ∈ N,x ∈ X folgt wegen
Z
u
x
mndr ≤
Z
M|hm − hm(x)|dr +
Z
M|hn − hn(x)|dr
≤ 2khmk∗ +
Z
|hm − hm(x)|dr + 2khnk∗ +
Z
|hn − hn(x)|dr
≤ 2khmk∗ + 2khnk∗ +
Z
|hm|dr +
Z
|hn|dr + |hm(x)| + |hn(x)|
62mit Theorem 5.2.4 die Behauptung.

Hieraus ergibt sich der anfangs erw¨ ahnte Satz von H. Leutwiler (siehe [LE2]).
Korollar 5.2.6 [H. Leutwiler] Sei (X,H) ein Brelotscher Raum. Dann ist
(BMO(X)/R,k k∗) ein Banachraum.
Beweis:
Sei (hn) eine Cauchfolge in (BMO(X)/R,k k∗). Aus Lemma 4.1 in [LE2]
folgt, daß (hn) lokal gleichm¨ aßig gegen eine harmonische Funktion h konver-
giert. W¨ ahle f¨ ur x ∈ X das Punktmaß εx als Bezugsmaß. Es gilt
sup
m,n∈N
Z
u
x
mndr = sup
m,n∈N
M|hm − hn − (hn(x) − hm(x))|(x)
≤ sup
m∈N
M|hm − hm(x)|(x) + sup
n∈N
M|hn − hn(x)|(x)
= 2sup
n∈N
M|hn − hn(x)|(x)
≤ 2sup
n∈N
2khnk∗ = 4sup
n∈N
khnk∗ < ∞.
Nun folgt nach Theorem 5.2.4 f¨ ur alle ε > 0 die Existenz von N ∈ N mit
M|h − hn − (h(x) − hn(x))|(x) ≤ ε
f¨ ur alle n ≥ N und x ∈ X, also ist h eine Element von BMO(X) mit
kh − hnk∗ → 0.

Lemma 5.2.7 Sei A ⊂ H eine lokal gleichm¨ aßig beschr¨ ankte Menge, dann
existieren ein Bezugsmaß r und eine positive Konstante C, mit
Z
|h|dr ≤ C
f¨ ur alle h ∈ A.
63Beweis:
Seien (Km) eine Aussch¨ opfung von X durch kompakte Teilmengen und
(xk) ⊂ X eine dichte Folge. Deﬁniere f¨ ur alle m ∈ N
cm := sup
h∈A
khkKm < ∞.
Setzt man
rm :=
X
xk∈Km
1
2k(cm + 1)
εxk,
so ist rm ein Subwahrscheinlichkeitsmaß mit Tr¨ ager in Km.
F¨ ur eine Folge (αm) strikt positiver Zahlen mit
∞ P
m=1
αm = 1 gilt
0 < S :=
∞ X
m=1
αmrm(X) ≤
∞ X
m=1
αm = 1.
Daher deﬁniert
r :=
1
S
∞ X
m=1
αmrm
ein Wahrscheinlichkeitsmaß auf X. Da der Tr¨ ager von r X ist, ist r ein
normiertes Bezugmaß. F¨ ur h ∈ A gilt
r(|h|) =
1
S
∞ X
m=1
αmrm(|h|)
=
1
S
∞ X
m=1
αm
X
xk∈Km
1
2k(cm + 1)
|h(xk)|
≤
1
S
∞ X
m=1
αm =
1
S
.

F¨ ur positive harmonische Funktionen gilt sogar ¨ Aquivalenz.
Lemma 5.2.8 F¨ ur eine Familie harmonischer Funktionen A ⊂ H+ sind
¨ aquivalent
1. Die Menge A ist lokal gleichm¨ aßig beschr¨ ankt.
642. Es existiert ein Bezugsmaß r auf X und eine Konstante C mit
sup
h∈A
Z
hdr ≤ C < ∞.
Beweis:
1. ⇒ 2. Folgt aus Lemma 5.2.7.
2. ⇒ 1. Sei r das Bezugmaß mit der geforderten Eigenschaft und K eine
kompakte Teilmenge von X. Nach Theorem 1.1.4 gibt es eine Konstante CK
mit
sup
K
h ≤ CK
Z
hdr ≤ CKC
f¨ ur alle h ∈ A. Also ist A lokal gleichm¨ aßig beschr¨ ankt.

Bemerkung 5.2.9 Lemma 5.2.8 zeigt vor allem, daß jede Teilmenge
A ⊂ H+, die lokal gleichm¨ aßig beschr¨ ankt ist, in der Topologie der lokal
gleichm¨ aßigen Konvergenz relativ kompakt ist. Denn f¨ ur A gibt es nach Lem-
ma 5.2.8 stets eine Konstante C, so daß A ⊂ HC
r gilt und diese Menge ist
kompakt.
Theorem 5.2.10 Sei (hn) ⊂ H+ eine BMO-Cauchyfolge, die lokal
gleichm¨ aßig beschr¨ ankt ist. Dann konvergiert (hn) gegen eine harmonische
Funktion h ∈ BMO(X) bez¨ uglich k k∗.
Beweis:
Nach Lemma 5.2.7 gibt es ein Bezugsmaß r und eine Konstante C, so daß
stets Z
hndr ≤ C < ∞
gilt. Also ist die Folge (hn) in HC
r enthalten und besitzt eine lokal gleichm¨ aßig
konvergente Teilfolge (hnk)k. Dann folgt mit Korollar 5.2.5 die Behauptung.

Beachtet man nun, daß H(X) versehen mit der Topologie der lokal
gleichm¨ aßigen Konvergenz ein Montelraum ist, so gilt das folgende Theorem.
65Theorem 5.2.11 Eine abgeschlossene Teilmenge A ⊂ H ist kompakt genau
dann, wenn A lokal gleichm¨ aßig beschr¨ ankt ist.
Beweis:
Siehe [CC2] Kapitel 11.

Nun folgt sofort:
Theorem 5.2.12 Sei A ⊂ H eine Menge, die kompakt bez¨ uglich der Topolo-
gie der lokal gleichm¨ aßigen Konvergenz ist, dann ist ((BMO(X)∩A)/R,k k∗)
vollst¨ andig.
Beweis:
Nach Theorem 5.2.11 ist A lokal gleichm¨ aßig beschr¨ ankt und nach Voraus-
setzung abgeschlossen bez¨ uglich lokal gleichm¨ aßiger Konvergenz. Dann folgt
mit Korollar 5.2.5 und Lemma 5.2.7 die Behauptung.

Als Korollar ergibt sich.
Korollar 5.2.13 Die Menge ((BMO(X) ∩ H1
r)/R,k k∗) ist vollst¨ andig.
Beweis: Klar, da H1
r nach Bemerkung 5.2.2 kompakt bez¨ uglich lokal
gleichm¨ aßiger Konvergenz ist.

Bemerkung 5.2.14 Korollar 5.2.13 l¨ aßt sich sehr leicht auf die Menge
BMO(X) ∩ (H1
r − H1
r) ausdehnen, wenn man bedenkt, daß f¨ ur einen lokal-
konvexen Raum E und eine Teilmenge K ⊂ E stets aus der Kompaktheit
von K die Kompaktheit von K − K folgt.
Bemerkung 5.2.15 Es bleibt ein oﬀenes Problem, ob BMO(X)/R im all-
gemeinen Fall ein Banachraum ist.
665.3 Variante der Harnackschen Ungleichung
f¨ ur BMO-Funktionen
In diesem Teil werden zwei Absch¨ atzungen f¨ ur harmonische Funktionen be-
schr¨ ankter mittlerer Oszillation auf kompakten Teilmengen K ⊂ X herge-
leitet. Diese ¨ ahneln in gewisser Weise der klassischen Harnackschen Unglei-
chung, wie sie f¨ ur den klasssichen Fall beziehungsweise f¨ ur den Fall Brelot-
scher harmonischer R¨ aume gilt.
Zun¨ achst eine Deﬁnition.
Deﬁnition 5.3.1 Deﬁniere f¨ ur einen harmonischen Raum (X,H) und λ >
0, m > λ die Mengen Hλ+ und Hm
r durch
H
λ+ :=
n
h ∈ H
+ : inf
X
h ≥ λ
o
sowie
H
m
r :=

h ∈ H
+ :
Z
hdr ≤ m

.
Mit diesen Bezeichnungen gilt das folgende Lemma
Lemma 5.3.2 Sei K ⊂ X kompakt, dann existiert eine Konstante A
λ,m
K , so
daß f¨ ur alle h ∈ Hλ+ ∩ Hm
r gilt
sup
K
h ≤ A
λ,m
K inf
K
h.
Beweis:
Nach Theorem 1.1.4 gibt es zu K eine Konstante CK ≥ 1 (da 1 harmonisch
ist) mit
sup
K

h +
Z
hdr

≤ CK inf
K

h +
Z
hdr

.
F¨ ur alle h ∈ Hλ+ ∩ Hm
r folgt dann nach einfacher Umformumg
sup
K
h ≤ CK inf
K
h + (CK − 1)
Z
hdr.
Nach Voraussetzung gilt
sup
K
h ≤ CK inf
K
h + (CK − 1)
Z
hdr ≤ CK inf
K
h + (CK − 1)m.
67Betrachte jetzt die Konstante
A
λ,m
K := CK +
1
λ
(CK − 1)m,
so folgt
A
λ,m
K inf
K
h = CK inf
K
h +
1
λ
(CK − 1)minf
K
h
≥ CK inf
K
h + (CK − 1)m
≥ sup
K
h.

F¨ ur x,y ∈ K ⊂k X und h ∈ Hλ+ ∩ Hm
r ∩ BMO(X) gilt
|h(x) − h(y)| ≤ M|h − h(x)|(y) ≤ M|h − h(x)|(x) + |h(y) − h(x)|
≤ M|h − h(x)|(x) + (1 + A
λ,m
K )h(y)
≤ 2khk∗ + (1 + A
λ,m
K )sup
K
h
≤ 2khk∗ + A
λ,m
K (1 + A
λ,m
K )inf
K
h.
Diese Rechnung beweist also
Theorem 5.3.3 Sei K eine kompakte Teilmenge von X, dann existiert eine
Konstante M
λ,m
K , so daß f¨ ur alle h ∈ Hλ+ ∩ Hm
r ∩ BMO(X) und x,y ∈ K
gilt
|h(x) − h(y)| ≤ 2khk∗ + M
λ,m
K inf
K
h.
Beweis:
Siehe obige ¨ Uberlegungen.

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