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Abstract— In this paper we numerically assess the perfor-
mance of Java linear algebra libraries for the implementation
of nonlinear filters in an Android smart phone (Samsung A5
2017). We implemented a linear Kalman filter (KF), an extended
Kalman filter (EKF), and an unscented Kalman filter (UKF).
These filters are used for state and parameter estimation, as well
as fault detection and meal detection in an artificial pancreas.
We present the state estimation technologies used for glucose
estimation based on a continuous glucose monitor (CGM).
We compared three linear algebra libraries: The Efficient
Java Matrix Library (EJML), JAMA and Apache Common
Math. Overall, EJML provides the best performance for linear
algebra operations. We demonstrate the implementation and
performance of filtering (KF, EKF and UKF) using real CGM
data.
I. INTRODUCTION
Kalman filtering is used to estimate the states of a linear
state-space model where discrete-time measurements are
available. Variations of the Kalman filter also exist for
nonlinear systems. The extended Kalman filter (EKF) uses a
first order approximation to update the mean and covariance
of the state vector. In the unscented Kalman filter (UKF) [1],
[2], we select a number of representative points around the
mean value (also called sigma points) to numerically evaluate
the mean and covariance of the state vector. The particle filter
(PF) and ensemble Kalman filter (EnKF) propagate a large
number of points to estimate the probability distribution of
the states [3], [4]. Kolmogorov forward equations (also called
Fokker-Planck equations) provide an analytical expression of
the state probability density function [5].
When the measurement sampling time is fast enough
compared to the nonlinearities, the EKF and the UKF
provide a suitable approximation of the true system. The
PF and the EnKF are more accurate than the EKF and
the UKF and can capture non-Gaussian distributions, but
suffer from the curse of dimensionality. The Kolmogorov
forward equations are exact but need to solve a system
of partial differential equations and cannot be numerically
solved in a reasonable time when the number of states
become too large. The artificial pancreas (AP) is an example
of a closed-loop control system. Filtering is important to
ensure good performance of the closed-loop algorithm [6]–
[14]. The AP gets measurements from a continuous glucose
monitor (CGM), computes the optimal insulin dose, and
sends this dose to a continuous subcutaneous insulin infusion
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(CSII) pump. In the AP, filtering and prediction are used for
model identification [15], detection of meals [16], detection
of faulty CGM measurements [17], as well as in the model
predictive control (MPC) [13] algorithm. The filtering is also
important for CGM enabled insulin pen systems [18], [19].
For the AP, EKF and UKF can be used as filtering algorithms
and perform better than the PF [20] due to the fast CGM
sampling time, typically every five minutes. More generally
speaking, filtering, detection and numerical optimization in
the AP involve linear algebra operations for small matrices.
In this paper, we evaluate the performance of linear KF and
nonlinear filters (EKF and UKF) implemented in an Android
platform. We compare three Java linear algebra libraries and
demonstrate the implementation of KF, EKF and UKF.
The rest of the paper is structured as follows. Section II
presents the linear Kalman filter (KF), and Section III ex-
plains the formulation for the extended Kalman filter (EKF),
and unscented Kalman filter (UKF). Section IV describes the
Java implementation of the filter in an Android smart phone,
and the hardware configuration. The results are presented in
Section V. Section VI summarizes the main contributions of
this paper.
II. LINEAR MODEL
We use is the Medtronic virtual patient (MVP) type 1
diabetes patient model described in [21]. The MVP is a
nonlinear model and we use it for the nonlinear KF. For
the linear KF, we identify a second-order transfer function
model for insulin to sc glucose dynamics and for the CHO
to sc glucose dynamics. The model in the Laplace domain
is defined as
Z(s) = Gu(s)U(s) +Gd(s)D(s), (1a)
where
Gu(s) =
Ku
(τus+ 1)2
, (1b)
Gd(s) =
Kd
(τds+ 1)2
. (1c)
The output, Z(s), is the sc glucose concentration as the
deviation variable, which is the deviation from the steady-
state sc glucose concentration (100 mg/dL). U(s) is the sc
insulin input rate (IU/min), and D(s) is the CHO ingestion
rate (g/min). U and D are also deviation variables. The trans-
fer functions, Gu(s) and Gd(s), are the Laplace transforms
of the insulin and CHO impulse responses, respectively. The
gains, KI and Kd, correspond to the steady state change in
BG for a unit step in the inputs, and the time constants,
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τu and τd, determine the time to reach the steady state.
Mahmoudi et al [16] present a method for identification of
the parameters, Ku, Kd, τu, and τd. The identified model
is then converted to a linear time-invariant discretized state-
space model [16], which is
xk+1 = Axk +Buk + E(dk + wk), (2a)
zk = Cxk, (2b)
yk = zk + vk, (2c)
with
wk ∼ Niid(0, Q), (3)
vk ∼ Niid(0, R), (4)
where uk is the subcutaneous insulin infusion rate, dk is the
meal ingestion, yk is the CGM sensor measurement, and vk
is the sensor noise [22]. For the linear model, We assume that
the uncertainty enters the process through the meal ingestion
and therefore, we add the process noise, w, to the CHO input
and use Q as a tuning parameter [23]. For the linear KF
implementation, we compute the stationary state covariance,
P∞|∞ and the stationary filter gain as follows.
The discrete algebraic Riccati equation (DARE),
P = APAT + EQET
− (APCT )(CPCT +R)−1(APCT )T , (5)
for the KF of the discrete-time stochastic linear model
(2) may be used to compute the stationary covariance
matrix of the one-step prediction, P = limk→∞ Pk|k−1.
The corresponding matrices Re,∞ = limk→∞Re,k, K∞ =
limk→∞Kk, and P∞|∞ = limk→∞ Pk|k are computed by
Re,∞ = CPCT +R, (6a)
K∞ = PCTR−1e,∞, (6b)
P∞|∞ = P −K∞Re,∞KT∞. (6c)
Re,∞ is the innovation covariance.
Re,k = CPk|k−1C ′ +R. (6d)
A. Kalman Filter
The KF is initialized with xˆ0|−1 = x0.
1) One-step prediction: The one-step predictions of the
states and the covariance are
xˆk|k−1 = Axˆk−1|k−1 +Buk−1 + Edk−1, (7a)
and the one-step predictions of the outputs and the measure-
ments are
zˆk|k−1 = Cxˆk|k−1, (8a)
yˆk|k−1 = zˆk|k−1. (8b)
2) Measurement update: When the new measurements,
yk, become available, we compute the innovation,
ek = yk − yˆk|k−1, (9)
as well as the filtered states and the corresponding covariance
matrix,
xˆk|k = xˆk|k−1 +K∞ek. (10)
III. NONLINEAR MODEL
In this section, we describe the EKF and the UKF for
stochastic differential equations (SDEs) in the form
dx(t) = f(x(t), u(t), d(t), p)dt+ g(x(t), u(t), d(t), p)dω(t).
(11)
The model, f , is the MVP model [21], and in our application
the function, g(x(t), u(t), d(t), p), is an additive constant
diffusion coefficient and therefore the model reduces to
dx(t) = f(x(t), u(t), d(t), p)dt+ σdω(t). (12)
As in Section II, x(t) are the states, u(t) are the manipulated
inputs, d(t) are disturbance variables, and p are parameters.
ω(t) is a standard Wiener process, i.e. the incremental
covariance of ω(t) is Idt. At the initial time, the states are
normally distributed: x(t0) ∼ N(x0, P0). The first term in
(12) is the drift term which represents the deterministic part
of the model equations. The second term is the diffusion
term which represents the uncertainty in the process, i.e. the
process noise. The process outputs,
z(t) = h(x(t), p), (13)
are measured at discrete points in time, tk:
y(tk) = z(tk) + v(tk). (14)
v(tk) ∼ N(0, R) is the measurement noise.
A. Extended Kalman Filter
The EKF is initialized using the distribution of the initial
states, i.e. xˆ0|−1 = x0 and P0|−1 = P0.
1) One-step prediction: The one-step prediction of the
states and their covariance are the solutions to
xˆk−1(tk−1) = xˆk−1|k−1, (15a)
Pk−1(tk−1) = Pk−1|k−1, (15b)
d
dt
xˆk−1(t) = f(xˆk−1(t), u(t), d(t), p), (15c)
d
dt
Pk−1(t) = Ak(t)Pk−1(t) + Pk−1(t)Ak(t)′ +Qk(t),
(15d)
for t ∈ [tk−1, tk] where
Ak(t) =
∂f
∂x
(xˆk−1(t), u(t), d(t), p), (16a)
Qk(t) = σσ
′. (16b)
The one-step predictions are
xˆk|k−1 = xˆk−1(tk), (17a)
Pk|k−1 = Pk−1(tk), (17b)
and the one-step prediction of the measurements is
yˆk|k−1 = zˆk|k−1 = h(xˆk|k−1, p). (18)
The covariance of the innovation and the Kalman gain are
Re,k = CkPk|k−1C ′k +R, (19a)
Kfx,k = Pk|k−1C ′kR
−1
e,k, (19b)
where Ck is the Jacobian of the sensor model:
Ck =
∂h
∂x
(xˆk|k−1, p). (20)
2) Measurement update: When the measurements, yk,
become available, we compute the innovation,
ek = yk − yˆk|k−1, (21)
and the filtered estimates of the states and its covariance:
xˆk|k = xˆk|k−1 +Kfx,kek, (22a)
Pk|k = (I −Kfx,kCk)Pk|k−1(I −Kfx,kCk)′
+Kfx,kRK
′
fx,k. (22b)
We use the Joseph-stabilized form of the covariance update
in order to ensure positive definiteness of the updated co-
variance matrix as well as numerical stability.
B. Unscented Kalman Filter
As for the EKF, the UKF is initialized with xˆ0|−1 = x0
and P0|−1 = P0.
1) One- step prediction: First, we introduce the weights
as [24]
λ = α2(n+ k)− n, c = α2(n+ k), (23a)
W (0)m = λ/(n+ λ), (23b)
W (0)c = λ/(n+ λ) + (1− α2 + β), (23c)
W (i)m = 1/{2(n+ λ)}, i = 1, . . . , 2n, (23d)
W (i)c = 1/{2(n+ λ)}, i = 1, . . . , 2n, (23e)
Wm = [W
(0)
m . . .W
(2n)
m ]
T , (23f)
Wc = [W
(0)
c . . .W
(2n)
c ], (23g)
where n is the number of states in the state-space model.
We use α = 0.01, k = 0, and β = 2 in this work. Next, the
sigma points are generated from the previous filtered states
and covariance.
xˆ
(0)
k−1|k−1 = xˆk−1|k−1 (23h)
xˆ
(i)
k−1|k−1 = xˆk−1|k−1 +
√
c
(√
Pk−1|k−1
)
i
, i = 1, . . . , n
(23i)
xˆ
(i+n)
k−1|k−1 = xˆk−1|k−1 −
√
c
(√
Pk−1|k−1
)
i
, i = 1, . . . , n.
(23j)
We use a Cholesky factorization to compute
√
Pk−1|k−1,
and
(√
Pk−1|k−1
)
i
denotes the i’th column of
√
Pk−1|k−1
[1]. For each of the sigma points we solve the ODE,
d
dt
xˆ
(i)
k−1(t) = f(xˆ
(i)
k−1(t), u(t), d(t), p), i = 0, . . . , 2n,
t ∈ [tk−1 tk]. (23k)
In parallel, the covariance matrix should be also propagated
in time according to
dPk−1(t)
dt
=
2n∑
i=0
W (i)c
(
xˆ
(i)
k−1(t)− xˆk−1(t)
)(
F (i)(t)− F (t)
)T
+
2n∑
i=0
W (i)c
(
F (i)(t)− F (t)
)(
(xˆ
(i)
k−1(t)− xˆk−1(t)
)T
+ σσT , t ∈ [tk−1 tk], (23l)
where,
xˆk−1(t) =
2n∑
i=0
W (i)m xˆ
(i)
k−1(t), (23m)
F (i)(t) = f(xˆ
(i)
k−1(t), u(t), d(t), p), (23n)
F (t) =
2n∑
i=0
W (i)m F
(i)(t). (23o)
The predicted mean and covariance of the states are com-
puted as
xˆ
(i)
k|k−1 = xˆ
(i)
k−1(tk), i = 0, . . . , 2n, (23p)
xˆk|k−1 =
2n∑
i=0
W (i)m xˆ
(i)
k|k−1, (23q)
Pk|k−1 = Pk−1(tk). (23r)
An intermediate set of sigma points, {ˆ˜x(i)k|k−1}2ni=0, can be
generated using the predicted state mean and covariance,
ˆ˜x
(0)
k|k−1 = xˆk|k−1, (24a)
ˆ˜x
(i)
k|k−1 = xˆk|k−1 +
√
c
(√
Pk|k−1
)
i
, i = 1, . . . , n (24b)
ˆ˜x
(i+n)
k|k−1 = xˆk|k−1 −
√
c
(√
Pk|k−1
)
i
, i = 1, . . . , n. (24c)
The predicted outputs corresponding to the sigma points are
computed according to
yˆ
(i)
k|k−1 = zˆ
(i)
k|k−1 = h(ˆ˜x
(i)
k|k−1, p), i = 0, . . . , 2n, (24d)
and the mean of the predicted output is
yˆk|k−1 =
2n∑
i=0
W (i)m yˆ
(i)
k|k−1. (24e)
Generation of the intermediate set of sigma points can be
omitted for the sake of lowering the computational effort
[25]. In the UKF implementation, we omitted this step
and instead we used the sigma points, xˆ(i)k|k−1, in (23q) to
compute yˆ(i)k|k−1 in (24d).
The innovation and its covariance are defined as
Re,k =
2n∑
i=0
W (i)c
(
yˆ
(i)
k|k−1 − yˆk|k−1
)(
yˆ
(i)
k|k−1 − yˆk|k−1
)T
+R. (24f)
The cross-covariance between the predicted states and out-
puts is
Rxy,k =
2n∑
i=0
W (i)c
(
xˆ
(i)
k|k−1 − xˆk|k−1
)(
yˆ
(i)
k|k−1 − yˆk|k−1
)T
.
(24g)
The filter gain is calculated according to
Kfx,k = Rxy,k R
−1
e,k, (24h)
2) Measurement update: When the measurement yk is
available, we compute the innovation,
ek = yk − yˆk|k−1, (24i)
and the filtered state mean and covariance are
xˆk|k = xˆk|k−1 +Kfx,kek, (24j)
Pk|k = (I −Kfx,kCk)Pk|k−1(I −Kfx,kCk)′
+Kfx,kRK
′
fx,k.
(24k)
As in the EKF, we use the Joseph-stabilized form of the
covariance update.
IV. IMPLEMENTATION
A. Java implementation
We test three linear algebra libraries: JAMA 1.0.3
(http://math.nist.gov/javanumerics/jama/),
EJML 0.36 (http://ejml.org), and Apache Commons
Math 3.6.1 (http://commons.apache.org/
proper/commons-math/). We evaluate the performance
of these libraries by comparison of the computation times
for the main operations required in the KF, EKF and UKF:
Matrix-matrix multiplications, Cholesky decomposition,
matrix scaling, and matrix-matrix addition. The prediction
and measurement update in the filters require matrix-matrix
multiplication (all filters), Cholesky decomposition (EKF
and UKF), matrix scaling (KF and UKF), and matrix-matrix
addition (all filters).
Fig. 1 shows a few lines of the Java code from the
implementation of the filters. The basal insulin rate is directly
added during the one-step prediction. The filtered data is then
sent to the plot function. Fig. 2 shows the code snippet for
the Cholesky decomposition for the UKF in EJML.
Fig. 3 shows the code snippet for computation of the
innovation covariance, the cross covariance, and the filter
gain for the UKF in EJML.
B. Hardware and data acquisition
The filters are implemented in a Samsung A5 2017 running
Android 8.1.0. We test implementation in Java of the filters
in connection to a real CGM. To monitor and filter CGM
data, we use AndroidAPS 1.58 (http://github.com/
MilosKozak/AndroidAPS). AndroidAPS is an open
source Java-based artificial pancreas application developed
for Android phones. We added the filter as a plugin to
AndroidAPS. The CGM is a FreeStyle Libre from Abbott
Laboratories connected to a Blucon Bluetooth transmitter
from Ambrosia Systems Inc. Fig. 4 illustrates the hardware
 
 
 
 
 
 
 
 
 
 
// Read the CGM data from a specific time in past until now. 
private List<BgReading> bgReadings; 
bgReadings = MainApp.getDbHelper().getBgreadingsDataFromTime(fromTime, 
false); 
// Read the meal and meal bolus data from a specific time in past until now. 
private List<Treatment> mealdata; 
mealdata = MainApp.getDbHelper().getTreatmentDataFromTime(fromTime, 
false); 
// Read the extended bolus data from a specific time in past until now. 
private List<ExtendedBolus> extendedbolus; 
extendedbolus = 
MainApp.getDbHelper().getExtendedBolusDataFromTime(fromTime, false); 
// Create an instance of the the object class FilterPlugin. 
private FilterPlugin filterplugin = FilterPlugin.getPlugin(); 
// Filter the data 
private List<BgReading> bgReadingsFiltered; 
bgReadingsFiltered = filterplugin.FilteredData(bgReadings, mealdata, 
extendedbolus); 
Fig. 1. Java implementation for reading the inputs and filtering the CGM
data. The inputs of the filter are the meal and bolus (meal bolus and the
extended bolus) information and the CGM data from a specific time in thje
past until the current time.
 
// Cholesky decomposition. pplus is the updated covariance, P, from the time sample, k-1. 
CholeskyDecomposition_F64<DMatrixRMaj> chol = 
DecompositionFactory_DDRM.chol(pplus.numRows(),true); 
chol.decompose(pplus.getDDRM()); 
// The output of the decomposition is matrix, v, which is a lower triangular matrix. 
v = SimpleMatrix.wrap(chol.getT(null)); 
 
Fig. 2. Cholesky decomposition for the UKF in EJML Java library.
configuration. Fig. 5 shows the filter implemented as a
general plugin in AndroidAPS.
V. RESULTS AND DISCUSSION
A. Comparison of Java linear algebra libraries
Fig. 6 shows the computation time for four matrix al-
gebraic operations in JAMA, EJML, and Commons math
libraries in Java. The comparison indicates that EJML is
faster than JAMA and Commons math libraries for Cholesky
decomposition, and matrix-matrix addition. EJML is rel-
atively comparable with the other two libraries for the
matrix-matrix multiplication and matrix scaling. Therefore
we choose to implement the filters in EJML.
B. Performance of linear and nonlinear Kalman filters
Fig. 7 compares the processing time of the three filters in
EJML. For the linear KF, we use a stationary filter, i.e. the
state covariance matrix, the Kalman gain and the covariance
 
 
 
// Re is the variable for the innovation covariance, and Rxy is the cross-covariance between 
the state and output.R is the covariance of the measurement noise. 
 
 Re = 0; 
 
 Rxy = new SimpleMatrix(n, 1); 
 
for ( ui = 0; ui <= 2*n; ui++) { 
 
    Re = Re + (Ysigmapoints.get(ui)-yminus)*(Ysigmapoints.get( ui)-yminus)*Wc[ui]; 
 
    Rxy = Rxy.plus((Sigmax.get( ui).minus(xminus)). 
mult(((Ysigmapoints.extractVector(false, ui).minus(yminus)).transpose()).scale(Wc[ui]))); 
 
} 
 
Re = Re+R; 
 
// the variable, k, is the filter gain. 
 
K = Rxy.scale(1/Re); 
 
Fig. 3. Computation of innovation covariance, the cross-covariance in (24g)
and the filter gain in (24h), for the UKF in EJML Java library.
Fig. 4. Hardware used in the study consisting of FreeStyle Libre sensor,
BluCon transmitter, and an Android smart phone. The BluCon transmitter
is attached to the FreeStyle Libre CGM sensor.
of the innovation can be computed off-line. We use a forward
Euler method to compute the one-step prediction of the state
estimate for the UKF, and to compute the one-step prediction
of the state covariance for the EKF. The step length is 1
minute, and the sampling time is 5 minutes, i.e. the one-step
prediction requires five Euler steps.
Fig. 7 indicates that the linear KF has the smallest com-
putation time for the prediction. This is expected as the
one-step prediction in (7) does not need an Euler method
implementation. In addition, the filtering step for the linear
KF has the smallest computation time among the three
filters, because it does not include a covariance update as
the stationary state covariance is computed off-line outside
the filtering step. The filtering computation time is similar
for the EKF and UKF, while the one-step prediction for the
Fig. 5. The Filter implemented as a general Plugin in AndroidAPS.
UKF is more time-consuming than that for the EKF. For the
UKF, it is required to compute the Cholesky factorization
of Pk−1|k−1, the one-step predictions for the 2n + 1 sigma
points and to compute the state covariance matrix, whereas
the EKF requires to compute the one-step prediction of nx
states, and the state covariance of size n× n.
Fig. 8 shows the filtered and unfiltered CGM data. The
filter is the UKF implemented in the Android smart phone
using the EJML Java Matrix library in AndroidAPS platform.
The filtered data is shown in the AndroidAPS graph when
the Filter plugin in AndroidAPS is enabled (Fig. 5). The
unfiltered data are shown in the graph when the Filter plugin
in AndroidAPS is disabled. The sensor is connected to a non-
diabetes subject, while the model in the UKF is a diabetes
patient model. Obviously, the model does not fit the CGM
data and that is the reason for the relatively large bias
between the unfiltered CGM data and the filtered data. This
is of less importance in this study, because the aim of this
implementation is to measure the computation time for the
filters and solve software/hardware enginering issues with
the Java implementation and the sensor connection.
VI. CONCLUSIONS
We presented the linear and nonlinear KF and imple-
mented them in an Android smart phone using the Java
programming language. We tested these filters in the An-
droidAPS platform and use a FreeStyle Libre sensor as the
source of CGM data. We compare the computation times
of elementary matrix operations for three numerical linear
algebra libraries implemented in Java. These operations
are required for linear and nonlinear filtering. The results
indicate that the EJML Java library is a suitable package for
this purpose. The state-estimator in this study can be used for
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Fig. 6. Comparison of computation time for five matrix operations in JAMA, EJML, and Commons math. The vertical axis is in logarithmic scale. The
values are the average over 10000 runs.
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Fig. 7. Comparison of computation time for prediction step and filtering
step, for Kalman filter, extended Kalman filter, and unscented Kalman filter.
The values are the average over 10000 runs.
the implementation in Java of linear and nonlinear parameter
and state estimation, model-based controller, model-based
sensor fault detection, as well as for meal detection and
estimation. These filters and in particular the UKF can be
used as part of an artificial pancreas, in model-based bolus
advisors for connected insulin pens, and in meal-detection
algorithms.
(a) CGM filtered by the UKF (b) Unfiltered CGM
Fig. 8. The implemented UKF with the EJML library in AndroidAPS.
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