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integration to ensure that the Gauss-Hermite quadrature is effective. We found that 
under this approach the Laplace approximation is a special case of the Gauss-Hermite 
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Chapter 1 
Introduction 
The research for the thesis was motivated by the lack of adequate analysis methods for 
a 1990 National Cancer Institute (NCI) study on the possibility of increased cancer 
rates near nuclear installations (Jab lon, Brubec, & Boice, 1991). The study compared 
cancer rates in pairs of geographic locations, where one member of each pair contained 
a nuclear power plant. Standard methods for inference about the increased cancer 
risk did not apply because of what is referred to as "overdispersion" in the data. The 
overdispersion is the effect of compounding Poisson variation with other sources of 
random variation. This is Example 2.6,2 in Chapter 2. 
In the thesis, the interest is in data that would ordinarily follow Poisson, binomial, 
or hypergeometric distributions, if overdispersion were not present. A general model 
for such data, without overdispersion, would take the form of a generalized linear 
model (GLM), in which the density for observation  y, has the exponential family 
form 
expfyini 
with linear predictor  = xi/3 to represent covariate effects. To incorporate overdispe-
rion in modeling we consider the generalized linear mixed model (GLMM). The linear 
predictor for the ith observation yi is then 
=  b1,  (1.1) 2 
where additional random effects bi are taken as normally distributed. We note that 
the NCI cancer data mentioned above can be modeled via a generalized linear mixed 
model where xi 13 above is simply 0  the log relative risk. 
For binomial data Pierce and Sands (1975) proposed (1.1) for modeling an ad-
ditional source of variation. General overdispersion problems of various kinds have 
been studied by many authors; see for example, Williams (1982), Cox (1983), and 
Breslow (1984).  Recently there has seen wide interest in generalized linear mixed 
models and several approximate methods have been proposed (Breslow & Clayton, 
1993; Stiratelli, Laird, & Ware, 1984; Zeger, Liang, & Albert, 1988; Dean, 1991; and 
Schall, 1991). 
We are interested in the likelihood approach, which involves evaluation of the joint 
likelihood function of (0, cr) 
L(/  , o-) cx  LO, cr),  (1.2) 
where the factors in (1.2) are of the form 
Li( 3, a) oc  L i(t)0(t; xi/ 3, a)dt.  (1.3)
J 
Here Li(t) = exp{ yit  B(t)}, and 0(t; xi/3, a) is the normal density with mean x2,3 
and variance a2. For likelihood functions Li(t) of primary interest here the integral 
(1.3) cannot be evaluated in closed form, and a common practice is to use numerical 
integration. 
The main objective of the thesis is to investigate a closed-form approximation to 
(1.3), based on Laplace's method. Laplace approximations have been widely used for 
integrals arising in Bayesian inference (Tierney & Kadane, 1986), but to use them 
for approximating likelihood functions of form (1.3) is less common. Breslow and 
Clayton (1993) used the Laplace approximations for their penalized quasi-likelihood 
(PQL) method. Some related methods were discussed by Davison (1992). 
The thesis, consisting of three papers, was written in manuscript format. Although 
it was realized that Laplace approximations had much more general applicability, the 3 
first paper, entitled "Heterogeneity in Mantel-Haenszel-Type Models", was written 
because the Mantel-Haenszel problem is very important, and this is the setting for 
the motivating NCI study. In that paper we found that the Laplace approximation 
is very accurate for likelihood inferences. 
The second paper, "Likelihood Methods for Generalized Linear Models with Overdis-
persion", extends these results to Model (1.1) which involves covariates and vector 
parameters. The result of the first paper on the Laplace approximation applies di-
rectly to integrals in (1.3).  Thus the problem for the second became mainly how 
to maximize the likelihood function so that one can evaluate the profile likelihood 
functions for the parameters of interest. 
In the course of this work, it was necessary to consider exact calculations of the 
likelihood functions in order to evaluate the accuracy of the Laplace approximations. 
A natural and popular approach to this is the Gauss-Hermite quadrature (Naylor 
& Smith, 1983).  It is used for integrations of form (1.3) because of its relation 
to the Gaussian density. We found, however, that in practice there is often not 
adequate thought given to how to implement such quadrature (SERC, 1989; Crouch 
& Spiegelman, 1990). In the third paper, "A Note on Gauss-Hermite Quadrature", 
attention is given to a systematic method for transforming the variable of integration 
so that the Gauss-Hermite quadrature can be applied effectively. We found that 
under the proposed transformation the Laplace approximation is a special case of the 
Gauss-Hermite quadrature. 4 
Chapter 2 
Heterogeneity in Mantel-Haenszel-Type Models 
Submitted to Biometrika 
Qing Liu and Donald A. Pierce  
Department of Statistics, Oregon State University  
2.1  Abstract 
The Mantel-Haenszel problem involves inferences about a common odds ratio in a 
set of 2 x 2 tables.  Although it is a fairly standard practice to test whether the 
odds ratios are indeed constant, there is remarkably little methodology available for 
proceeding when there is evidence of some heterogeneity. Our interest is in models 
where the log odds ratios Ok, for tables k = 1, 2,  , K, are thought of as a sample 
from a population with mean 0 and standard deviation a, and inferences are desired 
regarding the parameters (0, a). By Mantel-Haenszel-type models we mean to include 
the generalization involving pairs of Poisson observations rather than 2 x 2 tables, 
where the Ok are logarithms of ratios of the Poisson means within pairs.  Direct 
computation of the likelihood function for (0, a) in these settings involves numerical 
integration, and the main point here is a simple approximation to this likelihood. 
The approximation is based on Laplace's method, and is very accurate for practical 
applications. Inference regarding the parameter 0 of primary interest may be made 
from the profile likelihood function. An alternative approach to likelihood methods, 
based on approximations to the marginal means and variances, is also considered. The 
methods explored here can be readily generalized to settings where the parameters 
Ok depend on covariables as well. 5 
Key words: Common odds ratios, Generalized linear mixed models, Laplace approx-
imation, Logistic normal model, Overdispersion, Paired data, Random effects in bi-
nomial data. 
2.2  Introduction 
The Mantel-Haenszel model assumes a common odds ratio for a set of 2 x 2 tables, 
indexed by k = 1, 2, ... , K. When there is evidence that the odds ratios are not 
common, two primary approaches are: (a) to model them, and (b) to make inference 
about their mean value. This paper considers the latter goal, in terms of a mixed 
model where the true log odds ratios are 
alc  = 0 +47  (2.1) 
and the Sk are normally distributed with mean 0 and standard deviation a. The 
term "mixed" conforms with current usage of generalized linear mixed models for 
situations involving generalized linear models with additional random effects in the 
linear predictor (e.g. Breslow and Clayton, 1993). We refer to variation in the ak 
as heterogeneity, although some might prefer regarding this as overdispersion in the 
data of the 2 x 2 tables. 
Our work was motivated by the lack of adequate methods for a National Cancer 
Institute study which compared cancer rates in pairs of geographic locations, where 
one member of each pair contained the site of a nuclear power plant. In this case the 
model involves pairs of Poisson observations, rather than 2 x 2 tables, with Ok being 
the logarithmic ratio of means within pairs; and by the Mantel-Haenszel-type models 
we mean to include such applications. The motivating application is presented as 
Example 2 in Section 2.6. 
In practice one would ordinarily be interested only in situations where the coeffi-
cient of variation of the odds ratios, which is approximately equal to a, is much less 
than 1. Further, when the cell frequencies are small the binomial or Poisson variation 
will dominate heterogeneity of such magnitude. Thus the primary use of the model 6 
considered here will be in situations where the cell frequencies in 2 x 2 tables, or the 
Poisson observations, are large, and where the standard deviation a of the log odds 
ratios is less than 1. 
Likelihood-based inference involves evaluation of the joint likelihood function of 
(0, o) 
K 
L(0, o-) a H Lk(B4O").  (2.2) 
k=1 
The factors in (2.2) are 
Lk(0, a) oc I: Lk(t)0(t; 0, a)dt  (2.3) 
where Lk() in the integrand is a conditional likelihood function for the parameter °k, 
based on the kth table, and 0(t; 0, a) is the normal density with mean 0 and variance 
a2. The conditioning which leads to Lk(.) is to eliminate a nuisance parameter for 
each table. For likelihood functions Lk() of interest here the integral (2.3) cannot 
be evaluated in closed form. Crouch and Spiegelman (1990) present a specialized 
quadrature method for the case that Lk(.) is a binomial likelihood. The point of 
the paper is to discuss a very accurate closed-form approximation to (2.3), based on 
Laplace's method. Laplace approximations have been widely used for integrals arising 
in Bayesian inference (Tierney and Kadane, 1986), but to use them for approximating 
likelihood functions of the form (2.3) is less common. The only other use of Laplace 
approximations for purposes similar to ours, of which we are aware, is given by Breslow 
and Clayton (1993). Some related methods are discussed by Davison (1992). 
The basic theory here is applicable to more general settings, as will be briefly 
discussed. In particular, our basic approximations to (2.3) applies not only when 0 is 
a single parameter, as here, but when 0 depends on covariables. There is widespread 
interest in regression-type models, ordinarily more complex than the problem here, 
for which the likelihood function involves integrals essentially of form (2.3). See for 
example: Williams (1982), Breslow (1984, 1991), Dean (1991), Stiratelli, Laird, and 
Ware (1984), and Zeger, Liang, and Albert (1988). Several approximate methods have 
been proposed, some of which are essentially generalizations of the method discussed 7 
in Section 2.5 (Williams, 1982; Breslow and Clayton, 1993). Since the approximation 
to (2.3) given here is very accurate for most practical applications, our methods are 
more comparable to exact likelihood methods based on numerical integration than to 
approximate methods which have been proposed for generalized linear mixed models. 
Section 2.3 discusses the formulation of the likelihood function; Section 2.4 presents 
a Laplace approximation and investigates its accuracy; and Section 2.5 considers some 
alternative approaches using weighted least squares techniques. Some examples of in-
ference on 0 and a are considered in Section 2.6. 
2.3  Formulation of the Likelihood Function 
It will be convenient to regard each 2 x 2 table as arising from a pair of independent 
binomial observations. For the kth table we write 
Ykl  Bin [no., logit -1(ak  0k)]  Yk2  ti  Bin [nk2, logit -1(ak)] 
where ak is a nuisance parameter and Ok is the parameter of interest. The nuisance 
parameter ak is eliminated by conditioning on the sum Yk.  = Ykl  Yk2, and Y kl 
follows conditionally the non-central hypergeometric distribution. This leads to the 
likelihood function in exponential family form 
Lk(0k) OC exP{Ykiek  Bk(00},  (2.4) 
where 
nki  nk2
Bk(0k) = log E  ) exp(j0k)  (2.5) 
Oil. .7 
and summation is over max(0, yk.nk2) < j < min(nki , yk.) (Breslow and Day, 1980, 
p. 125). An accurate approximation to (2.5), for use in conjunction with the main 
result, is discussed in Appendix 2.8. 
We also want to consider the alternative problem where the data consist of, rather 8 
than pairs of binomials, pairs of Poisson observations (Yki, Yk2) 
Ykl ' Poisson (dki,akeek)  ,  Yk2 ' Poisson (dk2i-lic), 
where dkl, dk2 are known "Poisson denominators". Then the conditional distribution 
of Yki given Yk. = yk. is binomial, and the likelihood function is again of the form 
Lk(Ok) a exP{Yki(ak + Ok)  Bk(ak + Ok)},  (2.6) 
where a k = log(dki/dk2), and Bk(t) = yk. log(1 + et). 
Thus both applications result in similar exponential family models, providing for 
their common development here. In general, we consider 
L k(0 , a) a roLk(t)0(t; 0, a)dt,  (2.7) 
where Lk(t) a exp{ykit  Bk(t)}, and q(t; 0, a) is the density function of the normal 
distribution with mean 0 and variance o-2. The basic approximation below can also 
be applied when L k(0 , a) is not of exponential form. It also applies, to some extent, 
when q(t; 0, a) is a density other than normal. 
2.4  Approximate Likelihood Function 
The point of this paper is a useful approximation to the integral (2.7), and hence the 
likelihood function (2.2), based on Laplace's method (De Bruijn, 1961; Barndorff-
Nielsen and Cox, 1989; Tierney and Kadane, 1986). The formula for approximating 
(2.7) is 
Lk(0, a) -±- q(10,u; 0, u)V217138,  ,  (2.8) 
where the first factor is the integrand in (2.7), q(t; 9, a) = Lk(t)q(t; 0, a), evaluated 
at the point i9,, which maximizes q(t; 9, a) for given (0, a). In the second factor in 9 
(2.8),  
82  
... yo, =  log q(t; 0, a) it=i,o,
Ot2 
=  laie,a) + 
1 
, a 
where late,,) = 13/k/(ie,u). 
As discussed further at the end of this section, formula (2.8) is based on inte-
grating a Gaussian density which approximates the integrand in (2.7), and thus the 
approximation will be very good if the likelihood factor Lk() is well-approximated 
by the form of a Gaussian density. In applications this often explains the remarkable 
accuracy of the approximation, but as we will indicate and discuss, this is by no 
means a necessary condition for accuracy. There seem to be two primary reasons for 
this. One of these involves the integration annihilating certain asymmetries in the 
integrand, which is discussed at the end of this section. The other involves the fact 
that we only desire to evaluate the likelihood (2.7) up to a constant of proportionality, 
and error in the approximation (2.8) which varies slowly with (0, a) has little effect 
on likelihood ratios. 
In this section some numerical results are given for artificial data contrived to press 
the limits of the approximation. In the following section the approximations are eval-
uated for several actual applications of the intended nature, along with comparison 
to some other methods of inference. 
The primary effort in evaluating (2.8) is computation of to,,, and indeed the ap-
proximation can to a surprising extent be thought of as trading off a numerical in-
tegration for a numerical maximization. For one-dimensional integrals as considered 
here this would be of little help if to,, needed to be computed precisely, since these 
two tasks involve similar computational effort. We will see, however, that a simple 
closed-form approximation to to,, is usually adequate for the needs of this paper. 
As an aside, we note that in extending this approximation to multiple integrals, the 
prospect of replacing numerical integration by numerical maximization becomes of 
even more interest. 10 
Although the ultimate aim is to approximate the product  (2.2) by using the ap-
proximation (2.8) for each term, we first investigate the error for a single term. Since 
there is then no information regarding a, this is done by considering the result as a 
function of 0 when a is held fixed. The integrand will be most poorly approximated 
by a Gaussian density when the frequencies in the table are small, so that there is 
little information regarding Ok  and when a is large, so that the value of Lk(t) at 
some distance from ie,, matters. Figures  2.1  and  2.2 indicate the accuracy of  (2.8) 
as a function of 0, both absolutely and up to a constant of proportionality, under 
extreme conditions in these regards. 
For the calculations of Figures 2.1 and 2.2, the maximizing value 4,, was computed 
precisely. For all subsequent results here the following simple closed-form approxima-
tion to to,, is used. If the factor Lk(t) had the form of a Gaussian density with mode ok 
and standard deviation \/var (Ok), then the mode of q(t; 0, a) =  Lk(t)q(t; 0, a) would 
be simply the weighted average 
ek/var (ek) + 0 1 a2
ie,c, =  (2.9)
1 /var (ek) + 1/a2 
For pairs of binomial observations (yki, yk2), 
1  Ykl(nk2  Yk2)
Ok = log 
viki  Yki)Yk2 
and an adequate approximation to the variance is 
1 1 1 1 var ( eJo= +  +  +  . 
Y kl  nkl  Y kl  Y k2  n k2  Y k2 
Although this simple approximation to ie,, seems quite adequate for practical pur-
poses, we note that a one-step Newton Raphson adjustment from that starting point 
ordinarily gives results indistinguishable from those using more iterations. 
For the Mantel-Haenszel application, the evaluation of  (2.5) and its derivatives 
required for the approximation is cumbersome. For subsequent calculations here we 
have used a double saddlepoint approximation to  (2.5), described in the Appendix. 11 
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Figure 2.1:  Likelihood functions (2.7) for the odds ratio 0 from a single 2 x 2
table, when a is taken as fixed: a = 0.5 for panels (a) and a = 10 for panels (b). The 
conditional likelihood is that given by (2.4), with yzi = 1, yt2 = 2, and n1 = n2 = 3. 
For each of (a) and (b) the left-hand panel shows the exact likelihood function and 
the Laplace approximation (2.8); for cases (a) the two graphs cannot be distinguished 
here. For each of (a) and (b) the right-hand panels show the  exact and approximate 
likelihoods after rescaling so that they have the same maximum. 12 
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Figure 2.2:  Exact likelihood functions and Laplace approximations for the setting 
of Figure 2.1, but for data yii = 0, yi2 = 3, and n1 = n2 = 3 and four values of a. This 
is a kind of "worst case" for the Laplace approximation, since the conditional likeli-
hood (2.4) is monotone and hence extremely non-Gaussian. Rescaling has no effect, 
since the maximum likelihood is 1.0 for both the exact and the Laplace approximate 
likelihoods. 
15 
15 13 
The error introduced by this is negligible. 
We now turn to evaluation of the error in the likelihood (2.2) based on several 
tables, when the approximation (2.8) is used for each factor. Table  2.1 gives some 
randomly generated data for 10 tables, from the extended Mantel-Haenszel  mixed 
model presented in Section 2.2. The binomial sample sizes nk1 and nk2 are taken 
as 50  this is moderately large relative to many Mantel-Haenszel applications, but 
moderately small for the context where the additional random effect is likely to be 
important, i.e. where it is not dominated by the binomial variation. The nuisance 
parameters pk2 = logit -1(cek) were taken as rather small, equally spaced between 0.01 
to 0.10, in order to stress the approximation. The parameter a was taken as 1.0 so 
that there would be substantial random effects relative to practical needs. 
Table 2.1: A set of ten randomly generated 2 x 2 tables 
log 
#  Y1  Yi2  nil  nt2  odds ratios 
1  12  0  50  50  oo 
2  15  2  50  50  2.3308 
3  2  1  50  50  0.7138 
4  2  1  50  50  0.7138 
5  2  1  50  50  0.7138 
6  1  6  50  50  -1.8994 
7  8  4  50  50  0.7841 
8  10  1  50  50  2.5055 
9  34  4  50  50  3.1961 
10  31  8  50  50  2.1478 
Figure 2.3a shows the exact and approximate joint likelihood, and profile likeli-
hoods for each parameter for the data of Table 2.1, and for these data rescaled by 
various factors. This helps to understand the approximation, because its quality de-
pends on the magnitude of the counts. The approximate and exact likelihoods have 
been scaled to have the same maximum. We note that contour plots of the joint like-
lihood exaggerate the approximation error in extreme regions where the likelihood is 
quite flat. Note that confidence intervals for 6 from Figure 2.3a are very similar to 
those form Figure 2.3c, even though for the former case the frequencies are much 14 
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Figure 2.3:  Exact and approximate joint and profile likelihoods pertaining to 
the data of Table 2.1.  Panel 3a is for the data as given. In panels 3b and 3c the 
data are divided by 2 and 4, respectively, in order to stress the approximation with 
smaller counts. In panel 3d the data are multiplied by 2, moving towards more typical 
intended applications. 15 
larger so there is more information about odds ratios. The reason for this is that in 
Figure 2.3a there is clear evidence of substantial random effects, making the confidence 
interval for 0 much wider than would otherwise be the case for frequencies of this size. 
In Figure 2.3c, hypergeometric variation dominates that caused by the random effects 
and there is less information about 0, resulting in a similar confidence interval. 
We conclude this section with some further mathematical consideration of the 
Laplace approximation. To further clarify and understand the accuracy, note that 
the Gaussian curve approximation to q(t; 0, a), in the sense of matching the first and 
second order logarithmic derivatives at the maximum tB a,  is 
4(t; 0, a) = q(i9,,; 0, a)V271136+,0-0(t; it9,0 39,x12).  (2.10) 
Integrating the right hand side of (2.10) gives (2.8). As noted, the Laplace approxi-
mation is very good even when q(t; 0, a) cannot be well approximated by a Gaussian 
curve. This is elucidated by considering the expansion 
CO 
q(t; 0, a) = 4(t; 0, a)[1 E  ie,, 
The coefficient c1 and c2 are zero due to the choice of ie,, and 30,,. Upon integration, 
the terms involving c3, c5, ... vanish. The error of the Laplace approximation arises 
only from the terms involving c4, cs, ..., and the integral of 4(t; 0, o-)(t 4A' is of order 
je  .  The term 30-:"; is small if either the frequencies in the table are large or a is small. 
For practical situations the relative error in (2.8) is usually very small. However, even 
for extreme situations where je a is not small, the relative error usually varies slowly 
with (0, a), and tends to cancel out in calculating likelihood ratios (Tierney and 
Kadane, 1986). 
An S program for the analysis of 2 x 2 tables is available from the authors. In 
addition to using the above approximation, this program will also carry out numerical 
integration for comparison of exact and approximate results. 16 
2.5  Some Simpler Approximations 
A commonly-used method, referred to here as Williams' method, is based on a 
weighted least squares approach using first-order approximations to the marginal 
means and variances of the data Y1, Y2,  , Yn under the mixed model (2.1). Another 
widely-used method is the quasi-likelihood approach based on the dispersion model, 
P(ykilYk.==yk.;19,0)==expfYkieBk(o) llik(yki; 0),  (2.11)
0 
where q is the dispersion parameter (McCullagh and Nelder, Ch. 2, Second Edition). 
Under Williams' method, 13'1,(t) is approximated by the first-order Taylor's expan-
sion in a neighborhood of O. For small a, we have approximately 
E [Yk]  = Yk(0)  (2.12) 
Var [Yk]  = Bc:(0)[1  M(6)0-2]. 
If the parameter a2 were correctly chosen to be the true variance of 6k, one would 
have in expectation that 
Bk(°)12  =Ii 1.  (2.13) 
k=1 Bic(v) [l  13;:(0)a-2] 
The goal is to find estimates, 9 and 6-2, such that (2.13) holds. The estimated variance 
of  is 
K 
Var (e) = 1/ E 13;:(6)1[1  PB'k'(e)]  (2.14) 
k=1 
Notice that the variance structure in (2.13) differs from that used by the quasi-
likelihood approach under the dispersion model (2.11), where 
Var [Yk] = 04(0). 
As a result, estimates based on the mixed model places approximately equal weights 
for each observation while the dispersion model uses weights that are proportional 17 
to the variances of the observations. Also notice that if [1 + Bc:(0)o-2]/B'k'(0) is ap-
proximately a2, then we can ignore the binomial or hypergeometric variation and 
use simpler methods. On the other hand, if that ratio is close to 1/B'k'(6), the ran-
dom effects can largely be ignored and then we are back to the Mantel-Haenszel-type 
models. 
Williams' method, as well as the quasi-likelihood method, is intended for estimat-
ing 0 and Var (0). For both methods, one must rely on approximate normality of 0, 
rather than likelihood methods, to construct confidence intervals for or to make tests 
about 0. In addition, Williams' method does not assess the variability in &2, neither 
does the quasi-likelihood approach for li). 
2.6  Examples 
Inference on 0 and a will be made using likelihood-based methods, with emphasis on 
the use of the profile likelihood for constructing the confidence intervals. In particular, 
it follows from Wilk's Theorem that an approximate 100(1  a)% confidence interval 
for 0 is the set of all 0 values such that 
L(0, /4) > L(B, 6-2) exp{-24,12} 
where 0 and a2 are the maximum likelihood estimators of 0 and a2, and "4 is the 
maximum likelihood estimator of a2 for fixed 0. 
The results from the mixed model are compared with those based on 1) the Mantel-
Haenszel-type models for which the likelihood method, instead of the Mantel-Haenszel 
procedure, is used; 2) Williams' method; and 3) the quasi-likelihood approach using 
the dispersion model (2.11). 
The standard likelihood ratio test of homogeneity, i.e.  that the Ok are all equal, 
may be based on the deviance statistic which is twice the difference between the 
maximum log likelihood achievable assuming Ok are free parameters and that achieved 
under the Mantel-Haenszel-type model.  The approximate p-value is obtained by 
comparing this deviance statistic to the x2-distribution with K 1 degrees of freedom. 18 
0 
Alternatively, one can perform the likelihood ratio test for a > 0 under the mixed 
model, using a 1 degree of freedom x2 approximation. 
Two examples are considered, with aims to:  1) investigate further the accuracy 
of the Laplace approximation; 2) compare the p-value for testing 0 = 0 versus 0 
based on the mixed model with those based on the Mantel-Haenszel-type model and 
the dispersion model; and 3) consider the likelihood ratio methods for testing a = 0 
versus a > 0. Comparisons are also made to Williams' method at the end. 
EXAMPLE 2.6.1  We first consider data from the observational study on sex bias 
in admissions to the Graduate Division at the University of California, Berkeley, 
fall of 1973 (Freedman, 1980, Ch.  1). Table 2.2 gives data on the number of male 
and female applicants, the percentages admitted, and the log odds ratios of being 
admitted, for men versus women, for the six largest majors. A comparison between 
the overall proportions of women and men applicants who were admitted indicates a 
bias in favor of men. However, the difference in the admission rates was confounded 
with the choice of major, which would ordinarily be eliminated by stratification. 
Table 2.2:  Admissions data for the graduate programs in the six largest 
majors at University of California Berkeley, fall, 1973 
Men  Women 
Number of  Percent  Number of  Percent  log 
Major  applicants  admitted  applicants  admitted  odds ratios 
A  825  62  108  82  -1.027 
B  560  63  25  68  -0.222 
C  325  37  593  34  0.131 
D  417  33  375  35  -0.089 
E  191  28  393  24  0.208 
F  373  6  341  7  -0.165 
The Mantel-Haenszel-type model, which assumes that the odds ratios are constant, 
gives p-value 0.2162 for testing 0 = 0 versus 0  0. However, the last column of Table 
2.2 suggests that the odds ratios of the six majors are not equal; and in fact the 
standard K  1 degrees of freedom likelihood ratio test of homogeneity of odds ratios 
yields p-value 0.001.  The likelihood-based approximate p-values under the mixed 19 
model (2.1) are 0.3208 for the test of 0 = 0 versus 0 i 0, and 0.004 for the test of 
a = 0. The dispersion model (2.11) gives an asymptotic normal p-value 0.5382 for the 
test of 0 = 0. Figure 2.4 demonstrates the accuracy of the Laplace approximation, 
as well as the differences between using the mixed model, the Mantel-Haenszel-type 
model, and the dispersion model.  1 
EXAMPLE 2.6.2  A recent National Cancer Institute (NCI) study (Jablon, Hrubec, 
and Boice, 1991) investigated risk of death from cancer for people living in proximity 
to nuclear installations in the United States. This study surveyed 61 study counties 
each study county, containing a nuclear facility, was matched by a control county 
with similar demographics but which had no nuclear facility. The part of the NCI data 
used here consists of mortality due to all cancers except leukemia. A distinguishing 
feature of this example is that the mortality counts are quite large. The quartiles for 
the study counties are 1371, 2909, and 6610; and for the control counties these are 
3083, 5611, and 19383. 
The probability model for numbers of cancer deaths (Yki, Yk2) is 
Ykl rs-' Poisson (Ekipke8"), Yk2 ^' Poisson (Ek2pk), 
where (Ekl, Eke) are the expected numbers of cancer deaths based on U.S. national 
rates. The pk allow for demographic variation from national rates of the true rates 
for each pair. The Sk are the residual effects resulting from unmatched demographic 
factors due to imperfect matching of study and control counties within each pair. For 
each pair, the relative risk of getting cancer for people who live near a nuclear facility, 
relative to people who do not, can be computed as the ratio of yki/Eki to yk2/Ek2. 
Figure 2.5a gives a histogram of the empirical relative risks on the log scale. 
The Mantel-Haenszel-type model, which assumes constant relative risk, exagger-
ates the significance of the test of 0 = 0. Although the maximum likelihood estimation 
of the log relative risk is very small,  e = 0.006658, the two-sided p-value for testing 
0 = 0 is 0.00026. Failure of the Mantel-Haenszel-type model is due to large Poisson 
counts, and consequently, that the demographic variation dominates the Poisson 20 
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Figure 2.4:  Analysis of Example 2.5.1. Panels (a), (b), and (c) give the exact (E) 
and Laplace (L) approximations for joint and profile likelihoods for 9 and Q. The ap-
proximate io,o. values from (2.9) are used here. The exact and approximate likelihoods 
are almost indistinguishable. Panel (d) compares the approximate profile likelihood 
L under the mixed model 2.1 to:  (i) the Mantel-Haenszel likelihood MH assuming 
common 9, (ii) a Gaussian likelihood D deriving from a normal approximation for 
the Quasi-likelihood estimator based on the dispersion model, and (iii) a Gaussian 
likelihood W deriving from the Williams' approximate method for the mixed model, 
discussed in Section 2.4. 21 
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Figure 2.5:  Analysis of Example 2.5.2. Panel (b) gives the exact and Laplace ap-
proximations for the joint likelihood. Panel (c) gives all the approximations discussed 
for panel (d) of Figure 2.4. Panel (d) gives the exact and Laplace  approximations 
for the profile likelihood for a. All the methods except for the  Mantel-Haenszel-type 
model, assuming common relative risk, give essentially the same inferences. 22 
0 
variation.  It is this example that motivated our research. The mixed model (2.1), 
which allows for demographic variation, gives the maximum likelihood estimator 9 = 
0.00575, and an approximate likelihood-based p-value 0.3862 for testing 0 = 0 versus 
0. The dispersion model (2.11) gives similar results. 
Finally, we compare Williams' method to likelihood based inference for the mixed 
model. For the above examples, Figure 2.4d and Figure 2.5c contrast the Gaussian 
likelihoods derived from Williams' method to the profile likelihood based on the mixed 
model. Table 2.3 shows that estimates of 0, a, and the p-values for testing 9 = 0 by 
Williams' method are very close to those based on the likelihood analysis. However, in 
Example 2.6.1 the lower confidence limits from Williams' method do not approximate 
well the likelihood-based limits. 
Table 2.3: Comparison of Williams' method with the mixed model 
Example 1  Example 2 
Mixed  Williams  Mixed  Williams 
-0.175  -0.159  0.006  0.006 
se (e)  0.170  0.007 
T-value  -0.993  -0.936  0.867  0.924 
p-value  0.321  0.349  0.386  0.356 
0.343  0.344  0.045  0.045 
2.7  Discussion and Conclusions 
The Laplace approximation to the joint likelihood function for the mixed model (2.1) 
is easy to compute, and appears to be quite accurate for practical purposes. Profile 
likelihoods are most easily computed by simply "profiling" numerically a tabulation of 
the joint likelihood on a reasonably fine grid. Confidence limits computed from profile 
likelihoods can be expected to have excellent frequency behavior for this application, 
when there is a reasonable amount of information about the parameter in question, 23 
since there is only one nuisance parameter. When 0 follows a regression model, 
profiling out all but one regression parameter presents more of a challenge, and will 
be discussed in another paper. 
When there is substantial heterogeneity, there is of course a marked difference 
between inferences based on the mixed model (2.1) and those based on the Mantel-
Haenszel-type model which assumes no heterogeneity. In such cases the practical is-
sues involve not whether to use the Mantel-Haenszel-type model or the mixed model 
(2.1), but rather whether to use the Laplace approximation or one of the other ap-
proximate methods. The one of these referred to here as Williams' method will often 
give a good approximation to the true profile likelihood for the mixed model. In fact, 
this method actually involves about as much calculation as the Laplace approxima-
tion; but it has the virtues of (a) transparency of approach, and (b) fitting in with 
use of standard weighted least squares computer programs. Both Williams' method 
and the quasi-likelihood method are much more easily generalized to the regression 
setting. Also it is not essential that Lk(0, a) be of exponential family form, or even 
that the density 0(t; 0, a) be normal. However, it is not easy to specify very precisely 
the conditions under which this method will be adequate, and a primary value of the 
Laplace approximation is to aid in this. Further, the Laplace approximation provides 
a much more accurate inference about a for the mixed model than the approximate 
method in Section 2.5. In careful analyses it seems important to consider the joint 
likelihood function for (0, a). 
The dispersion model (2.11) implicitly involves a different variance structure for 
the heterogeneity than does the mixed model, as indicated in Section 2.5. A clearer 
understanding of the consequences of assuming these two different variance structures 
is needed. Our view is that the variance structure corresponding to the mixed model 
(2.1) is somewhat the more natural one, and one should be wary of using model (2.11) 
unless the results differ little from use of the other methods. 
The results in this paper can be easily generalized to handle problems with several 
covariables, and, although less easily, to more than one random effect. The Laplace 
approximation is then used to approximate multiple integrals, which is more impor-24 
tant than when the integrals are one dimensional. Although further work is needed, 
it appears that with some extension of the approach here, one can perform a full like-
lihood analysis for generalized linear mixed models, as an alternative to the use of the 
penalized quasilikelihood method and the marginal quasilikelihood method (Breslow 
and Clayton, 1993). We are currently investigating such applications in generalized 
linear mixed models. 
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2.8  The Appendix 
Here we present the double saddle-point approximation for evaluating the function 
Bk() in (2.4), and its derivatives. In the notation of Section 2.3, suppressing the k, 
write ae for the maximum likelihood estimator of the nuisance parameter when 0 is 
fixed, based on the unconditional model for the pair of binomial observations. Then 
the double saddlepoint approximation to the log likelihood in (2.4) is given by 
1(0) = 1p(0) + log /,,(0, a0)1  (2.15) 
where l,(0) is the profile log likelihood and L(0, (le) is the information for a when 0 
is treated as fixed, evaluated at 0 and ao (Barndorff-Nielsen and Cox, 1979; Pierce 
and Peters, 1992). 
This provides the desired approximation 
B(0) = n1 log(1 + eale+e) + n2 log(1 + e6(8)  y .6e0  log L(0, ao), 
where 
L(0 ,  e) = niNe+6,(1  Pote+0)  n2P6,9(1  No), 25 
and N9_0 and p6,9 are defined to be the inverse logit of '69+0 and eee. The constrained 
maximum likelihood estimator '60 can be expressed explicitly in terms of a root of a 
quadratic equation, resulting directly from the score equation. 
The first and second order derivatives of /3(0) with respect to 0  are found to be 
Br(e) = niPae+6+  (fliP6,0+9  n2Ne  Pe(1  Pe)(P6,0  P6,6+0),  
and 
E"(0)  = Ice(0,60p79(1  p;){1 +  (71* +  7721)14(1  Pen 
a 
{(n1P6,6+0  n2P6,9  y.) +  P,,o  Po9+011gee 
where /49 is defined to be 
niN9-0(1  P6i9+8)
Pe = 
n2P6,9-1-9(1  N9+0 + n2p&o(1  me) 
and 
a° 
Pe = 214(1  Pe)  p&6 +9  P;(736,0+0  Neil.
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3.1  Abstract 
This paper concerns likelihood inferences for generalized linear models with overdis-
persion introduced as a single random effect in the linear predictor.  Observations 
yi with covariate vectors xi and random effects b, are taken to have densities of the 
form exp{yiy,  B(77i)}, where 7/2 = xi/3  bi.  The random effects b, are taken as 
normally distributed, and conditional on these the yi are independent.  Tractable 
profile likelihood methods for inference about coordinates of /3 and o2 = Var (bi) are 
developed, using Laplace approximations and a convenient approximate method for 
maximizing out nuisance parameters. In examples it is seen that there is virtually 
no distinction between results of these approximate methods and exact profile like-
lihoods, obtained by numerical integration and general maximization routines. The 
results are closely related to the penalized quasi-likelihood (PQL) method of Breslow 
and Clayton (1993), but their paper was concerned only with computing the full 
maximum likelihood estimator for (0, a) and approximate standard errors.  In the 
examples, comparison is also made between profile likelihood methods and the use of 
the penalized quasi-likelihood method with normal approximation to the distribution 
of parameter estimates. 27 
Key words: Generalized linear mixed models, Laplace approximation, Logistic normal 
model, Overdispersion, Random effects in binomial data. 
3.2  Introduction 
There are two common ways for incorporating overdispersion into exponential fam-
ily regression models: i) generalized linear dispersion models, i.e. generalized linear 
models with a scale parameter (McCullagh & Nelder, 1989), and ii) generalized linear 
mixed models, i.e. introduction of an unobservable random effect term in the linear 
predictor (Breslow & Clayton, 1993). This paper concerns likelihood inference for 
the latter. Typical applications include models where the observations are binomial, 
Poisson, or hypergeometric. 
In the generalized linear mixed model, the observations yi are taken as indepen-
dent, conditional on random effects bi, with distributions having likelihood functions 
of the form 
Li(3,14) cx exP{Yi(xi#  B(xii3 +  (3.1) 
where f9 is a vector of regression coefficients, and the random effects bi are normally 
distributed with mean 0 and varinace a2.  The results here generalize directly to 
situations where the function B(.) depends on i.  The joint likelihood for  (,3, a), 
based on the marginal distribution of (yi, Y2,  yn), is defined as 
10, a) oc H  Li(0, bi)cb(bi; 0, a)dbi,  (3.2) 
-°° 
where Obi; 0, a) is the normal probability density with mean 0 and variance a2. The 
profile likelihood function for a parameter  = 71,(  , a) of interest is 
Lp(b) = max LP, 01.
110,0)=0 
This paper considers specifically profile likelihoods for individual components of 
and for a. 
Calculating the profile likelihood function Lp(0) involves evaluation of L(13, a) 28 
and maximization of L((3, a) with respect to nuisance parameters. Usually, integrals 
in (3.2) cannot be evaluated in closed form and therefore numerical integration is 
required. See Brillinger and Preis ler (1986), Crouch and Spiegelman (1990) for models 
involving binomial counts; and Hinde (1982) for Poisson counts. Maximization of 
L(9, a) then requires general optimization routines.  For binomial-normal mixture 
models, the commercially available package EGRET uses 16 node Gauss-Hermite 
quadrature for the computation of the likelihood function, and combination of the 
Nelder-Mead simplex algorithm and a quasi-Newton method for overall maximum 
likelihood estimators (SERC, 1989). Computation of profile likelihoods in conjunction 
with numerical integration to evaluate (3.2) seems seldom to be done. 
We consider using the Laplace approximation for computation of L(0, a), and 
present a convenient algorithm for the profiling. For the latter a Newton-Raphson 
method is used for the maximization with respect to 9, and a one-dimensional search 
method is used for maximization with respect to a. For inference about a, we use 
the Cox-Reid (1987) adjustment to the profile likelihood. Our methods are closely 
related to the penalized quasi-likelihood method of Breslow and Clayton (1993), but 
their paper focuses only on approximating the overall maximum likelihood estimator 
and its covariance matrix. The Laplace approximation aspect of the method here was 
considered in more detail in Liu and Pierce (1993). 
Section 3.3 presents the Laplace approximation; Section 3.4 gives the computa-
tional procedure for profiling; and Section 3.5 considers some examples. 
3.3  Laplace Approximation 
This section presents an approximation to each factor in (3.2), using Laplace's method 
(De Brujin, p. 60, Ch. 4, 1961; Tierney & Kadane, 1986; Barndorff-Nielsen & Cox, 
p. 58, Ch. 3, 1989). Let  bi =  a) maximize the integrand 
qi(bi; /3, a) = Li(/,bi)0(bi; 0, a)  (3.3) 29 
for given (9, cr).  Then applying Laplace's method to a factor in (3.2) yields the 
approximation 
IL  , bi)O(bi; 0, o-)dbi a qi(bi;  cr)3,11/2(/3, a),  (3.4) 
where 
az 
log qi(bi;  a)lbi=bi 
1 
=  (x10 +  7 2. 
Thus the Laplace approximation to the joint likelihood function (3.2) is 
n 
Lt ( /3, u) = figi(bi;#,0-)3T1/2(0, a).  (3.5) 
i=1 
The idea of Laplace's method is to approximate the integrand qi(bi;  , a) by a 
Gaussian curve which matches the first and second order logarithmic derivatives at 
the maximum b  .  Suppressing the i for the moment, the approximation takes the 
form 
1
qt (b;  a)  (27)1/23-1/2(P, cr)q(b; 0, a) /  exp  ,C1)  b)2 11 
\127r3  (0  , a)  2..]-163, a)  ) 
and the last factor in the braces integrates to one, yielding the result (3.4). 
It is fairly simple to obtain b, via Newton-Raphson maximization, but as noted by 
Liu and Pierce (1993) this is not necessary. For practical problems they considered, 
it is completely adequate to use just one Newton-Raphson step. If L2(13, bz) has mode 
1): and variance var (6,7) = 1/ii(xi0  b7), then applying one Newton-Raphson step at 
b: yields the approximation 
Ifilvar (b7) 
(3.6) livar (b7)  1/a2. 
Notice that the above approximation corresponds to a weighted average of b7 and 30 
0. Calculations of b7 and var (1):) can be expressed in closed-form for Poisson, bino-
mial, and extended hypergeometric distributions (Breslow & Day, 1981; Liu & Pierce, 
1993). Special considerations for the computation of bi in conjunction with profiling 
will be discussed further in Section 3.4. 
Laplace approximations have been widely used in Bayesian inference; see, for 
example, Tierney and Kadane (1986). However, using them to compute likelihood 
functions for inference in generalized linear mixed models is less common. Breslow and 
Clayton (1993) used the Laplace approximations for their penalized quasi-likelihood 
method. Some related methods were discussed by Davison (1992).  For a simpler 
setting involving no covariables, Liu and Pierce (1993) demonstrated the remarkable 
accuracy of Laplace approximations for likelihood inference. Their results on this 
apply directly to the present setting, since the covariate parameters here enter only 
through the linear predictor. The accuracy is due in part to the fact that likelihood 
functions need only be determined up to a constant of proportionality, and thus 
the accuracy depends only on whether the error in the Laplace approximation varies 
slowly with the parameters. In this paper, the performance of Laplace approximations 
is demonstrated in Section 3.5 by means of practical examples. 
3.4  Profile Likelihoods 
This section concerns the computation of profile likelihood functions for components 
of 0 and for a. We also discuss improved inference for a over the profile likelihood 
method. A brief description of the relation to the penalized quasi-likelihood method 
is given at the end. 
3.4.1  Maximization Procedure 
Let /3 = (01, /32) and consider first inference regarding the scalar 01. Then using the 
Laplace approximation (3.5) the profile likelihood function for 01 is 
4(01) =  x Lt  02, (7).  (3.7) may 31 
The maximization here can be done by using general optimization methods. For 
examples in Section 3.5, a quasi-Newton method in S-plus (Statistical Sciences, INC., 
1992) is applied to the exact likelihood function L(/31, /32, a), computed by numerical 
integration, and also to the Laplace approximation Lt (31, /32, a). In this section we 
propose an alternative method for maximization, which involves familiar and more 
reliable calculations. 
To motivate the method, combine (3.4), (3.5), and (3.7), and then express the log 
profile likelihood as 
log Ltp(th) = max max {E log qi(bi;  -2
1 
E log ji(th, /32, 0)  (3.8) max  02, a) 
i=1 
where b = (b1, b2,  , bn). In the first term of (3.8) the maximization with respect 
to bi is going to be reconsidered, whereas in the final term this is considered as 
already having been done. The point of this is a more convenient way to maximize 
approximately with respect to /32. As suggested by Breslow and Clayton (1993), the 
last term in (3.8) will ordinarily not depend strongly on /32.  If we ignore this term, 
then this maximization of (3.8) can be done quite simply, using familiar generalized 
linear model calculations as explained below. The justification of ignoring the last 
term in (3.8) is discussed further in Appendix 3.7. 
We show below how to compute easily b(/31, a) and /32(/31, a), which jointly max-
imize 
E log qi(bi; pi,  0-) = E {log Li(/31j /32, bi)  b2 /2a2]  (3.9) 
for given 31 and a. The final approximation to the profile likelihood function is 
log Lp(i31)  = 
max {ta  log qi[bi(th a); 131, ij2(01,	  ti log 3i [31, [32(31, (7),  . 
i=i 
(3.10) 
We distinguish this from LP(/31), which denotes the profile likelihood for pi obtained 
without ignoring the final term in (3.8), using direct numerical maximization of the 32 
Laplace approximation Lt (/31, 02 a). A one-dimensional search routine can be used 
for the maximization in (3.10).  Notice that the second term in (3.8) is no longer 
neglected, which is important because this term depends strongly upon a. 
For given /31 and a, (3.9) can be maximized by solving the score equations for /32 
and b 
B(X1i/1  X2i02  bi)1X2ij = 0,  (3.11) E[Yi 
Yi	  13(xiith  x21,32  bi)  bi/o-2,  (3.12) 
where B(.) are the first order derivatives of B(.). These may be solved by an iterative 
method, where each iteration consists of two steps: 
(i) One Newton-Raphson step towards solving (3.11). This is precisely the same 
calculation as would be involved in fitting the original generalized linear models 
by the iterative weighted least squares method with respect to /32, treating b as 
fixed. 
(ii) Solving the score equations (3.12) for b, treating /3 as fixed.	  This amounts 
simply to solving a linear equation for each bi. 
Notice that we are now using iterative maximization for the bi, whereas it was noted 
at (3.6) that this is not necessary. This is done because one must now iterate for 
/32 anyway, and thus no extra effort is actually involved. At convergence, we have 
I;(th, (7) and ,32(31, a), as are needed for evaluating (3.10). 
3.4.2  Adjusted Profile Likelihood for a 
There are no essential changes needed for the method of the previous subsection when 
one maximizes out the entire /3 rather than just /32, in order to approximate the profile 
likelihood for a as 
log LP(u) = E log qirbi(a); g(a),	 
1 
E log ji[13(a),  (3.13)
2 i=i 
Of course the maximization with respect to a is no longer needed. 33 
For inference about a, the maximum likelihood estimator may be substantially 
biased due to estimation of 0. This is ordinarily not the case for inference about 
0. We consider here improved inference about a using the Cox-Reid (1987) adjusted 
profile likelihood. Formally, this requires orthogonality of the parameters  and a, 
which does not hold exactly here. However, it appears that these parameters  are 
ordinarily close enough to orthogonal for the method to be useful.  Breslow and 
Clayton (1993) verified this by simulation of examples. It should be noted that for 
generalized linear dispersion models, the dispersion parameter and the linear predictor 
are exactly orthogonal. This suggests that for other forms of overdispersion models 
one will typically have substantial orthogonality of linear predictor and overdispersion 
parameters. 
The Cox-Reid (1987) adjusted log profile likelihood for a is given by 
log LAc(cr) = log Lit (a-)  21 log 140(a)1 
where 
192  t 40(a) =  a 02 log L (3, a)104(,). 
Since 
1 n
log Lt (3 ,a) = max{E log qz(bi; 3, a)  E log  , o-)} ,  (3.14)
b 2 
40(u) can be computed as the information for /3 adjusted for b at (I;(a), S''(a)), 
treating a as fixed. Ignoring the dependence of the second term in (3.14) reduces the 
problem to computing the adjusted information for p using only  log qi(bi; /3, a). 1 
This results in the following approximation 
40(a) = x'vcr-lx 
where V, is the diagonal matrix with diagonal terms a2  lini[xi-g(a)+ bi(a)] and 34 
X is the matrix with rows x2. Thus from (3.13) we have 
log LAP(a) =  log qi[bi(a); 0(a), a] 
1 
E log ji[;j(o-), a] 
1 
log IX'Vo.-1X I.  (3.15)
2 2 
3.4.3  Relation to the PQL Method 
The penalized quasi-likelihood method of Breslow and Clayton (1993) approximates 
overall maximum likelihood estimators and their standard errors. The aim is to draw 
inferences using only these, implicitly assuming normal approximation rather than 
likelihood based inferences. 
For our overdispersion model, the penalized quasi-likelihood method consists of it-
eratively solving score equations (3.11) and (3.12) for ij(o-) and 1;(o-), and maximizing 
the log restricted likelihood (Patterson & Thompson, 1971) 
ql(a) =  log 117,1  2 log IX'Vcr-I-X1  [Y  X/[3(o-)]W071[Y  X')(o-)],  (3.16) 
where Y is a vector with components 
Yi  13[xii*a)H- 1"1(0)1 = si73(o-)  bi(a) 
B[xj0(a) +bi(a)] 
For the 6 maximizing (3.16), the variance of  = /3(&) can be approximated by 
Cov ([3) = (X'V-671X)-1.  (3.17) 
However, (3.17) ignores the additional variability in 13 due to estimating a. Based on 
(3.16), they also obtained a formula for the Fisher information 
2 
I(a')  ago/(0-)1,=& 
of a. 
Although (3.16) was used only for maximization to estimate a and its standard 
error, we have found that it is a good approximation to  the adjusted log profile 35 
likelihood (3.15). Regarding inference about 0, the adjustment term log PCV,-1X1 
has very little effect and is not necessary. 
3.5  Examples 
This section demonstrates the accuracy of Laplace approximations 4 (i31), 4(01), 
and 4(a). The adjusted profile likelihood LIp(cr) for a is compared with the profile 
likelihood  Ltp(a).  Also comparisons are made between the likelihood based infer-
ence with that based on the penalized quasi-likelihood method, where the normal 
likelihoods are reconstructed via  and (3.17). 
EXAMPLE 3.5.1  Table 3.1 provides the observed (Y) and expected (Ei) numbers 
of lip cancer cases in the 56 counties of Scotland (Clayton & Kaldor, 1987). The co-
variate xi is the percentage of the country workforce employed in agriculture, fishing, 
or forestry  an indication of the population's sunlight exposure. Let b, represent 
the county-specific log relative risks. Then conditional on a set of values for b the 
Y, are independent Poisson observations: 
Poisson [Ei exP(Oi  /32xi  bi)]. 
Breslow and Clayton (1993) analyzed this data by the penalized quasi-likelihood 
method. Figure 3.1 demonstrates the accuracy of 4(.). By "Exact" there we mean 
using Gaussian quadrature for the likelihood, and a general purpose maximization 
routine for the profiling. By 4() is meant applying the general maximization routine 
to the Laplace approximation Lt (0, a). All of the penalized quasi-likelihood "profile 
likelihoods" are simply Gaussian curves. The exact profile likelihood, 4(.), and 
4() are virtually indistiguishable. For 02 the penalized quasi-likelihood method is 
also indistinguishable from these, and we do not know the reason for the distinction in 
inferences for 01. All of the inferences for a are similar, although the adjusted profile 
likelihood differs somewhat from the Gaussian approximation for the penalized quasi-
likelihood method. 36 
Table 3.1: Lip cancer data in 56 counties in Scotland 
County (i)  Y,  E,  x,  County (i)  Y  E,  x, 
1  9  1.4  16  29  16  14.4  10 
2  39  8.7  16  30  11  10.2  10 
3  11  3.0  10  31  5  4.8  7 
4  9  2.5  24  32  3  2.9  24 
5  15  4.3  10  33  7  7.0  10 
6  8  2.4  24  34  8  8.5  7 
7  26  8.1  10  35  11  12.3  7 
8  7  2.3  7  36  9  10.1  0 
9  6  2.0  7  37  11  12.7  10 
10  20  6.6  16  38  8  9.4  1 
11  13  4.4  7  39  6  7.2  16 
12  5  1.8  16  40  4  5.3  0 
13  3  1.1  10  41  10  18.8  1 
14  8  3.3  24  42  8  15.8  16 
15  17  7.8  7  43  2  4.3  16 
16  9  4.6  16  44  6  14.6  0 
17  2  1.1  0  45  19  50.1  1 
18  7  4.2  7  46  3  8,2  7 
19  9  5.5  7  47  2  5.6  1 
20  7  4.4  10  48  3  9.3  1 
21  16  10.5  7  49  28  88.7  0 
22  31  22.7  16  50  6  19.6  1 
23  11  8.8  10  51  1  3.4  1 
24  7  5.6  7  52  1  3.6  0 
25  19  15.5  1  53  1  5.7  1 
26  15  12.5  1  54  1  7.0  1 
27  7  6.0  7  55  0  4.2  16 
28  10  9.0  7  56  0  1.8  10 37 
Qi  
0  
-0.8  -0.6  -0.4  -02 
Q 
0.4  0.6  0.6  0.7  0.8 
Figure 3.1:  Exact and Approximate Profile Likelihoods for Example 3.4.1 38 
EXAMPLE 3.5.2  Table 3.2 provides data presented by Crowder (1987).  Each 
observation is the number of seeds germinated on each of 21 plates in a 2 x 2 factorial 
experiment where there are two types of seed: 0. aegyptiaca 75 and 0. aegyptiaca 73, 
and two root extracts: bean and cucumber. Standard logistic regression model with 
a 2 x 2 factorial structure in the linear predictor fits the data poorly due to plate to 
plate variation. Breslow and Clayton (1993) considered a random effect model based 
on logit (7,) = xi,(3  b, where i3 represents the fixed effects associated with "seed by 
extract" factorial structure and b, are independent individual plate effects, assumed 
to follow Normal (0, (72). As shown in Figure 3.2, the Laplace approximations 4634) 
and 4(,34) for profile likelihood of the interaction parameter )34 are indistinguishable 
from the exact profile.  Again, confidence intervals for fixed effects based  on the 
penalized quasi-likelihood method are very similar to the likelihood based intervals. 
The plots for the other coordinates of i3 show precisely the same pattern, in both 
respects. For a, inferences based on the adjusted profile likelihood LIp(a) and the 
penalized quasi-likelihood method differ substantially from inference based  on the 
profile likelihood LP (Q). This is because more regression parameters are estimated 
than in Example 3.5.1. 
Table 3.2: Data for seeds 0. aegyptiaco 75 and 73, bean and cucumber root 
extracts 
0. aegyptiaca 75  0. aegyptiaca 73 
Bean  Cucumber  Bean  Cucumber 
r  n  n 
10  39  5  6  8  16  3  12 
23  62  53  74  10  30  22  41 
23  81  55  72  8  28  15  30 
26  51  32  51  23  45  32  51 
17  39  46  79  0  4  3  7 
10  13 40 
3.6  Conclusions 
The Laplace approximation to integrals of the form considered here seems extremely 
accurate. The results of Liu and Pierce (1993) on this also apply directly to the 
setting of this paper. In that paper more direct efforts were made to press the limits 
of the approximation, and the method was found completely reliable. There seems 
to be no reason to rely on numerical integration for the setting studied here. The 
choice should be between the approximate likelihood methods and other more crude 
approximations which are not likelihood based. 
The main point of this paper has been to explore tractable methods for the max-
imization required for profile likelihood functions. An approximate method requir-
ing only familiar and reliable calculations, which arise in standard generalized linear 
model settings, seems quite adequate. We are indebted to Breslow and Clayton (1993) 
for pointing the way to this, in terms of computing the full maximum likelihood es-
timator. 
For the examples here, there was no essential difference between the likelihood 
inferences and those based on the penalized quasi-likelihood method along with as-
sumed normality of the full maximum likelihood estimator. However, in many ap-
plications this normal approximation will be less adequate, and current statistical 
practice emphasizes the use of profile likelihood functions. With the method pro-
posed here, these involve essentially the same calculations required for computing the 
full maximum likelihood estimator, but done for each value in a grid of points for the 
parameter of interest. 
When there are several regression parameters one may need to correct for the 
bias in estimating a which may arise when using the approximate profile likelihood 
4(a). The Cox-Reid (1987) adjusted profile likelihood seems suitable for this, even 
though the parameters 13 and a are not strictly orthogonal. It is possible to verify the 
approximate orthogonality by making a contour plot of Lpf(i3, a) for components of 
/9. 
Perhaps the most pressing issues for further investigation involve models with 41 
several random effects, rather than a single one as in this paper. For such problems, 
numerical integration is virtually out of the question. The choice must be between 
likelihood methods based on the extension of results here, or some cruder approxi-
mations. It is not unlikely that the Laplace-profile methods will remain very good 
for such settings, but this needs investigation. These methods should again be com-
pared to other approximations, such as the penalized quasi-likelihood method or the 
popular generalized estimating equation methods (Zeger, Liang, & Albert, 1988). 
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3.7  The Appendix 
3.7.1  Neglecting 3 k(,3 , o-) 
The term 
n 
Eii(,31, /32, u)  (3.18) 
i =1 
in (3.8) can be thought of as the "nuisance parameter adjustment" discussed by 
Pierce and Peters (1993), when the bz's are treated as fixed nuisance parameters. The 
nuisance parameter adjustment for parameters in /3 is only substantial in quite special 
circumstances. For example, consider a model for a collection of 2 x 2 tables, where /32 
is the common log odds ratio, and /31 corresponds some covariable such as age. Rather 
than eliminating the nuisance parameter for each table by conditioning, consider a 
generalized linear mixed model where these nuisance parameters are random effects. 
Then (3.18) would depend sharply on /32. In cases like this, there is of course some 
noticeable error in the estimated /32(31, a) due to ignoring (3.18). However, even this, 
which would be unusual, seems unlikely to cause problems. Recall, as was discussed at 
the end of Section 3.3, that relative error in approximating 4(/31) is inconsequential 
provided it varies slowly with /31. This applies not only to the error in the Laplace 42 
approximation, but to that introduced by omitting the term (3.18). 
3.7.2  Computational Consideration 
The maximization procedure outlined in Section 3.4 can be implemented as follows. 
For starting values b0, and din, the updated estimates for b and 02 can be obtained 
by solving 
(xya, x02 (a) = xY,-1Y  (3.19) 
for d2(a), and letting 
1;(a)  = a2V,-1{Y  X1/31  X02(a)1  (3.20) 
where Y is a vector with components 
yi  + X2i d 02 + 0i, =  X2i 02 +  Oi 
X2i7302  60i) 
Vo is a diagonal matrix with elements o-2  1/ii(x101  x2i/302  boi). 43 
Chapter 4 
A Note on Gauss-Hermite Quadrature 
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4.1  Abstract 
For the Gauss-Hermite quadrature, we consider a systematic method for transforming 
the variable of integration so that the integrand is sampled in an appropriate region. 
The effectiveness of the quadrature then depends on the ratio of the integrand to 
some Gaussian density being a smooth function, well approximated by a low-order 
polynomial. It is pointed out that in this approach, order one Gauss-Hermite quadra-
ture becomes the Laplace approximation. Thus the quadrature as implemented here 
can be thought of as a higher-order Laplace approximation. 
Key words: Generalized linear mixed models, Measurement errors in covariables, 
Bayesian inference, Integrated likelihood, Asymptotic approximation, Numerical in-
tegration. 
4.2  Introduction 
The Gauss-Hermite quadrature is often used for numerical integration in statistics, 
because of its relation to Gaussian densities, but it seems that there is often not 
adequate thought given to its implementation. Such quadrature is defined in terms 44 
of integrals of the form 
f (x) exp( x2)dx  (4.1) 
In many statistical applications a Gaussian density is an explicit factor in the inte-
grand. Of course a linear transformation can then be made so that this factor takes 
the form exp(x2), and this seems often to be the approach taken (SERC, 1989; 
Crouch & Spiegelman, 1990). When a Gaussian density is not a factor in the inte-
grand the integral is sometimes put into the form (4.1) by dividing and multiplying 
the original integrand by exp(x2) (Davis & Rabinowitz, 1975), or by some other 
Gaussian density. 
In the Gauss-Hermite quadrature the integral (4.1) is approximated by 
f (x) exp(x2)dx = E wif (xi),  (4.2) 
i=1 
where nodes xi are the zeros of the mth order Hermite polynomial and the wi are 
suitably corresponding weights; see for example, Davis and Rabinowitz (1975). Tables 
of (xi, wi) for m = 1, 2,  , 10, 12, 16, 20 are given by Abramowitz and Stegun (1972). 
The xi are symmetric about zero, ranging when m = 20, for example, from -5.3875 to 
5.3875. Thus, without further considerations, the function f(x) is sampled at points 
irrespective of the range where it is "interesting". As indicated above, the f(x) used 
here is usually not the original integrand. 
Clearly, for good results some transformation must ordinarily be made, in order 
that the original integrand be sampled in a reasonable range. The possible transfor-
mation mentioned above, simply to put an integrand with a Gaussian density factor 
into form (4.1), is not at all directed towards this aim. This is indeed confusing, 
and thus we consider here a systematic way to apply Gauss-Hermite quadrature to 
integrals of the form 
f. g(t)dt  (4.3) 
where g(t) > 0. One needs to consider at the outset the class of functions g(t) for 
which the Gauss-Hermite quadrature is suitable. As we shall see, the requirement 45 
for effective results is that the ratio of g(t) to some Gaussian curve be a moderately 
smooth function. This arises frequently, for example when g(t) is a likelihood function, 
the product of a likelihood function and a Gaussian density, and the product of several 
likelihood functions, etc. We assume in the following that g(t) has such characteristics, 
and in particular, that it is unimodal. 
4.3  Gauss-Hermite Quadrature 
The goal is a transformation on t so that the integrand g(t) will be sampled in a 
suitable range.  One can think of this in various ways, but we find the following 
the clearest. First, one can trivially re-express the Gauss-Hermite quadrature as for 
integrals of form 
f(t)0(t; ,u,o-)dt  (4.4)
J 
where q(t; it, a) is an arbitrary Gaussian density (Naylor & Smith, 1982). The sam-
pling nodes are then at ti =  \,/o-x2, and the weights are modified to wi/NFr. We 
will then chooseµ and a so that g(t) will be sampled in an appropriate region. In 
particular, we take ft to be the mode of g(t), and 6- = 1/3, where 
32 
log g(t)It=A
at2 
This gives a Gaussian density q(t;  (3-) having the same logarithmic derivatives to 
second order, at the mode, as the integrand g(t). Define 
g(t) h(t) = 
0(t;  ar) 
(4.5) 
so that one can write 
J  = f  h(t)0(t;  , &)dt.  (4.6) 46 
If we now apply the Gauss-Hermite quadrature in the form  (4.4) using q(t; it, Cr), the 
function h(t)  and hence g(t)  will be sampled in the relevant range, giving 
f.g(t)dt  =  h(ft 
i =1 Vir 
m 
=  E wsig(,11  '\76-xj),  (4.7) 
i =1 
where w7 = wi exp(xn. 
To consider the effectiveness of the Gauss-Hermite quadrature as implemented 
here, suppose that h(t) in  (4.5) has an expansion of the form 
h(t) = h(fc)[1 E ck(t  (4.8)  
k=1 
The coefficient c1 and c2 are zero due to the choice of q(t;  6-). In the integral  (4.6) 
the odd terms involving c3, c5,  are annihilated. Each increase by one in the order 
of the quadrature picks up exactly the contribution to the integral of one additional 
even term. That is the m-order Gauss-Hermite quadrature would be exact if terms 
in  (4.8) beyond c2(m+1) were zero. 
It should be noted, however, that these statements would also be true if q(t; 
in  (4.6) were replaced by exp(t2), i.e. if the quadrature were done in the naive way 
without the transformation. But then for low-order quadrature to be effective, h(t) 
would have to be well approximated by a low-order polynomial in a rather global 
sense  that is, over a typically wide region including both the range of the standard 
sampling points and the relevant range regarding the integrand g(t). In the approach 
taken above, it is only necessary that h(t), as defined by  (4.5), be well-approximated 
by a low-order polynomial in the relevant region for g(t), since this is also where the 
sampling nodes are taken. 
Thus, simply put, the m-order Gauss-Hermite quadrature as implemented by (4.7) 
will be highly effective if the ratio of g(t) to the Gaussian density q(t;  3-) can be 
approximated well by a polynomial of order 2m + 1, in the region where g(t) is 
substantial. Some other reasons for the effectiveness of  (4.7) in many applications 47 
will be given in Section 4.5 and Appendix 4.7. 
4.4  Relation to Laplace Approximation 
When (4.7) is applied with only one node the result is 
f: g (t)dt = h(A) = VTirerg(ft),  (4.9) 
which is the Laplace approximation to the integral (De Bruijn, p. 60, Ch. 4, 1961; 
Barndorff-Nielsen & Cox, p.  59, Ch.  3, 1989). Thus, the m-order Gauss-Hermite 
quadrature as implemented in (4.7) can be thought of alternatively as a form of "m-
order Laplace approximation". Indeed, computation of a few low-order quadratures in 
this way may often be preferable, in applied work, to use of the standard asymptotic 
error term for the Laplace approximation. As discussed above for the general case, 
the Laplace approximation would be exact if the even coefficients c4, cs,  in the 
expansion (4.8) were zero.  It often performs even better than that might suggest, 
perhaps because in approximating, rather than expanding, h(t) in form (4.8) there is 
substantial latitude in choosing the coefficients 
The asymptotic accuracy of Laplace approximations for Bayesian inference was 
studied by Tierney and Kadane (1986). Wong and Li (1992) considered improvements 
to Laplace approximations for statistical applications by incorporating a higher order 
correction term. Their method involves calculations of third and forth derivatives of 
the integrand g(t). The Gauss-Hermite quadrature (4.7) involves derivatives of g(t) 
only to second order, replacing in essence the use of higher derivatives by sampling 
of the function g(t). 
4.5  Ratios of Integrals 
Statistical applications often involve a parametric family of integrals 
/(0) =  g(t; Mdt, 48 
where the function 1(0) need only be approximated up to a constant of proportion-
ality.  In such cases all that matters about the accuracy of quadrature or Laplace 
approximation is that the relative error varies slowly with 13. 
For example, in generalized linear models with random effects and in models with 
random errors in covariables, the likelihood function is often defined by 
L(/3) = I: L(t; /3)p(t)dt,  (4.10) 
where L(t; /3) is a likelihood function in either of its arguments, and p(t) is a prob-
ability density function, often taken as Gaussian. For the case of generalized linear 
models with random effects, Liu and Pierce (1993, 1994) found that the Laplace 
approximation is often virtually exact. 
This same issue also arises in Bayesian inference when the integral of interest 
defines a functional of the posterior density. For example, if g(t) is only proportional 
to a posterior density, then the posterior mean for a parametric function a(t) would 
be computed numerically as 
1:a(t)g(t)dt / 170g(t)dt  . 
Tierney and Kadane (1986) investigated the improved error rate for the ratio of 
Laplace approximations to two integrals, when a(t) is positive. 
4.6  Examples 
There are many practical settings in the literature that require very few nodes for 
(4.7) to work extremely well. For example, in problems considered by Liu and Pierce 
(1993; and 1993, unpublised) the Laplace approximation is extremely good. From 
the viewpoint of this paper, this means that the "rescaling" of t works so well that 
only the order 1 Gauss-Hermite quadrature is needed. 
EXAMPLE 4.6.1  We consider the logistic regression model for binary data where 
the explanatory variable is measured with error. The data consist of n independent 49 
pairs (Y, Zi) where Y is a binary response variable, and Zi is a measurement of the 
unobserved explanatory variable xi. Suppose that (i) Pr(Y = 1Ixi) =  logit '(,00 + 
,31xi), and (ii) the distribution of Zi given xi is Gaussian, and (iii) the marginal 
distribution of xi is Gaussian. Assuming the parameters involved in (ii) and (iii) are 
known, the likelihood L(00,01) is given by the product of integrals of form 
L(00,01; Yilx)p(xIzi)dx. 
Here log L(/30, 01; Y Ix) = Y(Oo + /31x)  log(1  ei30+°1x) is the log likelihood function 
when x is known, and p(xlz), the conditional density for X given Z = z, is a Gaussian 
density. For illustration, we generated a data set with parameters 00 = 5, 01 = 0.1, 
E (X) = 60, var (X) = 100, and var (Z1X = x) = 50. The sample size is taken as 
n = 300. The interest here is in computing the profile likelihood function for 01, and 
we compare the Laplace approximation to use of the Gauss-Hermite quadrature (4.7). 
The profile likelihood for /31 is calculated by evaluating 400, 01) on a fine grid for 
(/3o, 01) and then maximizing with respect to 00 for each fixed 01. In Figure 4.1 we 
see that the Laplace approximation to the profile likelihood function is very accurate, 
indistinguishable from the Gauss-Hermite quadrature (4.7) with 9 nodes. 
EXAMPLE 4.6.2  This example provides a setting where the Laplace approxima-
tion does not work so well and therefore the Gauss-Hermite quadrature is needed. It 
differs from Example 4.6.1 in that X as well as ZIX = x are log-normal. To apply the 
Gauss-Hermite quadrature, define the likelihood function as the product of integrals 
with respect to u = log(x). The underlying integrals are of the form 
jc: L(/3;  lu)p(ulz)du 
where L(/3; ylu) = y(00 + 0ieu)  log {1  exp(/3o  /310)1, and p(ulz) is a Gaussian 
density. The main difference from the previous example is that x = eu is used in the 
likelihood function in the integrand. 50 
Figure 4.1: Profile Likelihoods for 01 
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Figure 4.2: Likelihoods for /1 51 
A data set is simulated by considering a parameter setting similar to that of 
Carroll, Gail, and Lubin (1993). We choose i30 = 3, /31 = 0.5; log(Z)1X = x as being 
Gaussian with mean log(x) and variance 0.25; and log(X) as being Gaussian with 
mean 0.5 and variance var { log(X)} = 1. Figure 4.2 demonstrates the convergence 
to the likelihood for 131 as the number of nodes increases from 1 to 10, 12, 16, and 20. 
The parameter 00 is fixed at 00 = ,(30, the maximum likelihood estimator of fig. The 
solid curve is the Laplace approximation.  o 
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4.7  The Appendix 
4.7.1  Asymptotic Errors 
The standard asymptotic analysis of the Laplace approximation considers integrals 
of the form  i.  
exp {nl(t) }dt  (4.11)
J-
as n  -4 oo, where 1(t) is a unimodal function.  (De Bruijn, p.  63, Ch.  4, 1961; 
Barndorff-Nielsen & Cox, p.  59, Ch.  3, 1989).  Here we consider the asymptotic 
behavior of the Gauss-Hermite quadrature (4.7) for integral (4.11). The first 2m + 1 
terms in (4.8) are picked up exactly by m-order Gauss-Hermite quadrature (4.7) and 
thus the error is of the same order as the integral of the term involving c2(m+i). Let 
p be the mode of 1(t) and 1(A) = (d/dt)2/(fi). Define r(t) such that h(t) = Kii)r(t). 
Then 
r(t) = exp nl(t) [  nl(A) + 
n  t  A  2-
(4.12) 
2  V-1(it) 52 
The coefficient c2(m+1) in (4.8) is 
1  d2(771+1) 
c2(m+1)  {2(m  1)}!  dt2(77/1-1)7(t)k-4 
One can show that 
d2(m +l) 
dt2(m+1)7r(t)It=4 = 0 (n[2(m3+1)1) 
where notation [r] indicates the largest integer not exceeding r. The integral involving 
c2(m+1) is proportional to {-ni(fL)}-(m+1)c2(7,+1), and thus the error of the Gauss-
Hermite quadrature (4.7) is of order 0 (n-[m13+1]). For m = 1, we obtain the standard 
result that the error of the Laplace approximation is of order 0(n-1) (Tierney & 
Kadane, 1986; Barndorff-Nielsen Si Cox, p. 59, Ch. 3, 1989). Thus, for large n, we 
expect that function h(t) will be well approximated by a low-order polynomial in a 
range that contains A. 
4.7.2  Further Details of Proof 
The objective here is to show that (dIdt)kr(it) = 0(n[kI3]). Let the exponent in (4.12) 
be r(t), that is, 
n t  2 r(t) = nl(t)  nl(P) 
2  \/-411) 
Then ir(t) = exp {r(t) }.  Setting (d /dt)kir(t) = r(k)(t) and (dIdt)kr(t) = r(0(t) we 
obtain r(1)(t) = 7r(t)r(1)(t) and 7r(2) = 7r(t)[{r(1)(t)}2  r2(0]. In general we have 
LEMMA 4.7.1 
r(k)(t) = ir(t) E cprp(t)  (4.13) 
pEPk 
where cp is a positive integer for all p E Pk, Pk is the set of all partitions of k, and 
rp(t) = r(P1)(t)r(P2)(t)...r(Ps)(t) 
if  =  P21*  I Ps 53 
PROOF.  For k = 1, p = 1 is the only partition. Note c1 = 1 > 0.  For k = 2, 
p = 111 and p = 2 are the only partitions. Note that c111 = 1 > 0, and c2 = 1 > 0. 
Now use induction. 
7(k+i)(t)  7r(k)(t)
dt  
71-(1)(t) E cprp(t) + r(t) E cpdirp(t)  
pEPk  pEPk  
r(t) E cpro)(orp(t) + E cpitd rp(t)} 
pEPk  pEPk  
For any q E Pk+1, we must show either q = 11 p or q appears in (d/dt)rp(t). In both 
cases, p E Pk. If q = 11q0, then qo E Pk. Now suppose that q = p11 q0 for pi. > 2. 
Then p = (p1 -1)1q0 E Pk. Since 
dr (t)
dt P  dt 
rf (P1-1)(t)r(P2)(t)  r(Ps)(t)} 
r(P1)(t)r(P2)(t).  r(Ps)(t) E r(r1--1)(or(P2)(0...r(r,+1)(0..  r(P3)(t) 
i=2 
we see that the first term 
r(P1)(t)r(P2)(t)... r(Ps)(t) = rg(t). 
Let r(t) = nq(t). Then r(k)(t) = nq(k)(t). Then from (4.13) 
r(k)(t) = ir(t)  E cpnm(P)qp(t)  (4.14) 
pEPk  
where m(p) is the number of summands in p.  For example, m(11111) = 3 and 
m(4) = 1 for k = 4.  Since by construction, q(ft) = q(1)(A) = q(2)(A) = 0, then 
ir(A) = 1, and 
7,(0(11)  E cpnm(p)qp(it)  (4.15) 
pEP:  
I 54 
where 
Pi: = {p E Pk :  the summands in p are all > 3}. 
THEOREM 4.7.1 For all k > 3, 
ir(k)(A) = Q (n[k/3]) 
PROOF.  The order of r(k)(A) is the maximum value of m(p) for which qp(A)  0, 
i.e., p E P. The most number of summands for p E Pr is achieved by using as many 
"3"s as possible.  1 55 
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