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We study the competition between the nematic and the hexatic phases of a two-dimensional
spinless Fermi fluid near Pomeranchuk instabilities. We show that the general phase diagram of this
theory contains a bicritical point where two second order lines and a first order nematic/hexatic
phase transition meet together. We found that at criticality, and deep inside the associated symmetry
broken phases, the low energy theory is governed by a dissipative cubic mode, even near the bicritical
point where nematic and hexatic fluctuations cannot be distinguished due to very strong dynamical
couplings.
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I. INTRODUCTION
Nowadays, there is a large amount of theoretical and
experimental work, studying new phases of strongly cor-
related fermionic systems that spontaneously break rota-
tional and/or translational symmetry. These electronic
states were called quantum liquids crystals1 because they
are anisotropic metals sharing the same symmetry prop-
erties as usual liquid crystals. Today, we have several ex-
amples of smectic2 and nematic3 quantum liquid phases.
It is interesting that, at mesoscopic scale, we can under-
stand the basic physics of these phases just on symmetry
grounds, without relying on the detailed microscopic de-
scription. Of course, the final fate of the phase depends
on thermal and/or quantum fluctuations, and on dimen-
sionality.
The quantum nematic state is probably the best
candidate4 to explain the anisotropies observed in 2DEG
at half filled Landau levels5. This state is also expected
to appear in other strongly correlated systems like high
Tc superconductors
6,7 and in heavy fermion compounds8.
The first consistent description of the quantum ne-
matic state was done in ref. 3, and its nonpertur-
bative one-particle properties were studied in ref. 9.
Several important results were obtained in the case of
the two-dimensional isotropic-nematic quantum phase
transition9,10,11,12. At criticality, the low energy prop-
erties are ruled by a dissipative collective cubic mode
ω ∼ iq3. The coupling of this mode with fermions
wipes off the quasi-particle pole in the spectral func-
tions (except for some symmetrical points), implying
that the isotropic-nematic transition, from the electronic
point of view, is a Fermi/non-Fermi liquid phase transi-
tion. These calculations, initially done in Hartree-Fock
approximation3, were confirmed with a nonperturbative
treatment of the Pomeranchuk instability, using multidi-
mensional bosonization,9 and with the more usual Lan-
dau theory of Fermi liquids10.
In recent years, there was an increasing interest
on Pomeranchuk instabilities13 not only in continuous
models but also in the lattice3,9,14,15,16,17,18,19. Con-
cerning quantum Hall samples at moderate magnetic
fields, there is experimental evidence5,20 and theoretical
proposals21,22 pointing to the idea that a huge number of
phases are present, which depend on the filling factor and
temperature, that is, a rich and delicate competition be-
tween several liquid states (metallic) and crystal states
(insulators). Very near integer filling factor, a Wigner
crystal state is by now well established23,24. Thermal
fluctuations of this state could melt the crystal into an
hexatic phase, which is homogeneous and anisotropic,
with the residual symmetry of the Wigner triangular lat-
tice. Increasing fluctuations would produce more disor-
der, leading to an hexatic/isotropic transition. There is
a clear region in the phase diagram where the isotropic,
nematic and hexatic phases compete very closely21. The
aim of this paper is to characterize this quantum phase
transition as a first step to understand real Hall liquids.
In order to simplify, we study a version of Landau
theory for spinless Fermi liquids25, where we consider
the effect of the curvature of the fermionic dispersion
relation14 around the Fermi surface and possibly four-
body interactions. In particular, we analyze quantum
fluctuations in a region where the Landau parameters F2
and F6 are very near the Pomeranchuk instability. The
main results are depicted in figure (2), where we draw a
mean field phase diagram for the Fermi liquid in terms
of the Landau parameters. We clearly see two second
order lines, corresponding to the isotropic/nematic and
the isotropic/hexatic phase transitions. These transitions
meet together at a bi-critical point where a first order ne-
matic/hexatic transition emerges.
Along the two second order lines, the nematic and hex-
atic order parameters are weakly coupled and we expect a
2FIG. 1: Phase diagram for the free energy in eq. 2.2, for
γ > µ. The bold lines represent second order phase transi-
tions and, in the case of Fermi liquids, the control parameters
are given by λ2 = 1 + F2 and λ6 = 1 + F6. For β = 0, the
symmetry of the model is U(1) × U(1), thus allowing the co-
existing phase. However, for β 6= 0 this phase turns out to be
nematic.
similar behavior of these two phases. However, very near
the bi-critical point the coupling is very strong and it is
not possible to distinguish between nematic and hexatic
fluctuations. We find that the critical theory at the bicrit-
ical point is governed by a low lying collective mode with
dynamical exponent z = 3. We also found that, in the
symmetry broken phase, the orientations of the nematic
and hexatic principal axes are not independent, they dif-
fer by specific angles dictated by symmetry. In the two
ordered phases, the Goldstone mode associated with the
angle fluctuation is also a dissipative cubic mode, retain-
ing the criticality of the theory deep inside the two sym-
metry broken phases. Near the bicritical point, they are
separated by a discontinuous transition and the dynamics
in this region is related with metastability.
In the next sections we show the details of the model
and the main reasoning leading to the above mentioned
results.
II. THE 2D ISOTROPIC-NEMATIC-HEXATIC
PHASE TRANSITION
The order parameters for two-dimensional nematic and
hexatic phases can be cast in terms of complex fields,
namely,
ψ2 = ρ2 e
i2χ2
ψ6 = ρ6 e
i6χ6 , (2.1)
where ψ2 is the nematic order parameter and ψ6 is the
hexatic one. The complex representation is typical of two
dimensions in which the rotation group O(2) is isomor-
phic to the unitary group U(1). Defined in this way, the
FIG. 2: Phase diagram for the free energy in eq. 2.2, for
γ < µ. The bold lines represent second order phase transi-
tions, while the dot line corresponds to a first order transition.
In the insets, we draw the Fermi surfaces computed with eq.
(3.5). The relative angle between the orientation of the prin-
cipal axis between the nematic and hexatic phases was fixed
to pi/2.
parameters in eq. (2.1) have nematic and hexatic sym-
metries χ2 → χ2 + π and χ6 → χ6 + π/3, respectively.
Near a phase transition the order parameters are small
so that we can write down a polynomial free energy, keep-
ing just quartic terms in the expansion. At mean field,
considering uniform ψ2 and ψ6, the more general local
and rotational invariant free energy is,
F =
λ2
2
ψ∗2ψ2 +
λ6
2
ψ∗6ψ6 +
γ
4
(|ψ2|4 + |ψ6|4)
+
µ
2
|ψ2|2|ψ6|2 + β
2
(
ψ32ψ
∗
6 + c.c.
)
, (2.2)
where “c.c” means complex conjugate. In order to sim-
plify, we have considered the same γ > 0 for the quartic
terms associated with both order parameters, however,
we could allow different values without changing any sub-
stantial physics. We also consider µ > 0, while λ2 and
λ6 are control parameters of the phase transitions. The
parameter β is special, since it changes the symmetry
of the system. If β = 0, the system is invariant un-
der a global U(1) × U(1) transformation, since we can
change the phases of the two order parameters indepen-
dently. However if β 6= 0 the symmetry is reduced from
U(1)× U(1)→ U(1). This is more evident if we rewrite
eq. 2.2 in polar form,
F =
λ2
2
ρ22 +
λ6
2
ρ26 +
γ
4
(
ρ42 + ρ
4
6
)
+
µ
2
ρ22ρ
2
6
+ βρ32ρ6 cos 6(χ2 − χ6) ; (2.3)
the free energy depends on the difference between the two
angles χ2 − χ6, preserving global rotational invariance.
3To study the mean field phase diagram, we minimize
the free energy with respect to the independent variables
ρ2, ρ6 and χ2 − χ6. The minimization with respect to
the angles is straightforward. If β > 0, χ2 − χ6 will take
the values 1/6 π, 1/2 π or 5/6 π to make the last term in
eq. (2.3) negative. On the other hand, if β < 0, χ2 − χ6
will take the values 0, 1/3 π or 2/3 π. Therefore, the
principal axes of the nematic and hexatic phases will not
necessarily be aligned. This will have very interesting
consequences, specially in the case of first order transi-
tions where we can have metastable liquid crystal states
with different principal axes.
After optimizing the angle variables, let us analyze the
phase diagram associated with,
F =
λ2
2
ρ22+
λ6
2
ρ26+
γ
4
(
ρ42 + ρ
4
6
)
+
µ
2
ρ22ρ
2
6−βρ32ρ6, (2.4)
considering all coefficients positive except, of course, our
control parameters λ2 and λ6.
We begin by considering the case β = 0. In this case,
the free energy is very similar to that occurring in sev-
eral antiferromagnetic systems with weak anisotropy26
and presents in general multicritical points. The results
are summarized in figs. 1 and 2. Note that ρ2 = ρ6 = 0
are extrema of the free energy for any value of the pa-
rameters. In particular, if λ2 > 0 and λ6 > 0 they are
the absolute minima, representing the isotropic phase.
When λ2, λ6 switch to negative values, different types of
solutions emerge, depending on the other parameters of
the model. For instance, for λ6 < 0, and for any value
of λ2, we find the solution ρ2 = 0, ρ
2
6 = −λ6/γ. On the
other hand, if λ2 < 0, for any value of λ6, the solution is
ρ22 = −λ2/γ, ρ6 = 0. These solutions determine two
second order phase transitions: isotropic/nematic and
isotropic/hexatic, in the λ2 = 0, λ6 > 0 and λ2 > 0,
λ6 = 0 semi-axis, respectively, see figs. 1 and 2.
If λ2 and λ6 are negative, there are in addition new
solutions where both order parameters are different from
zero,
ρ22 =
−γλ2 + µλ6
γ2 − µ2 , (2.5)
ρ26 =
µλ2 − γλ6
γ2 − µ2 . (2.6)
Which of all these extrema are absolute minima depends
essentially on the relative values of γ and µ. Indeed, if
γ2 > µ2, the solutions of eqs. (2.5) and (2.6) are valid in
the region γ/µ λ2 < λ6 < µ/γ λ2. Therefore, the straight
lines λ6 = γ/µ λ2 and λ6 = µ/γ λ2 determine the two
second order phase transitions shown in fig. 1. Inside this
region, the pure nematic and the pure hexatic solutions
become unstable, leading to a coexistence phase, where
the two order parameters are different from zero. This
region is possible due to the U(1)×U(1) symmetry, which
makes the phases of the two order parameters indepen-
dent. Notice that the region of coexistence is controlled
by the coupling µ between the two order parameters. If
µ→ 0, they decouple and this region covers the complete
third quadrant, as it should be. For higher µ, the region
is stretched between the two lines shown in fig. 1, and for
the limiting value µ = γ, the area of coexistence shrinks
to zero, and the second order transition collapses into a
first order one, valid in the case of µ > γ, this is depicted
in fig. 2.
If γ2 < µ2, the solutions of eqs. (2.5) and (2.6) (valid
now in the region µ/γ λ2 < λ6 < γ/µ < λ2) are unstable,
and the true ground state is the pure nematic and the
pure hexatic solution, separated by a first order line (see
fig. 2).
Now, let us analyze the β 6= 0 case. If β is large enough,
the system will present unstable directions in the (ρ2, ρ6)
plane, invalidating the quartic expansion of the free en-
ergy. Moreover, it is not difficult to realize that there is a
critical value βc bellow which the theory is stable, in the
case of having µ ∼ γ, βc ∼ 0.77 γ. As we mentioned, an
important effect of the β term is to reduce the symmetry
of the model from U(1) × U(1) → U(1) establishing a
relationship between the relative phases of the two order
parameters; a direct consequence is that the coexisting
phase of fig. 1 is now a nematic one, since we cannot
freely change the phases independently. On the other
hand, the term β < βc does not change the character of
the phase transition we have described. Therefore, in fig.
1, the lines remain as second order transitions, except
that we should consider now the coexisting phase as a
nematic one.
In the case µ > γ (fig. 2), we will still have two second
order lines, and a first order line between the nematic and
hexatic phases. The explicit solutions can be evaluated
pertubatively in β.
To be more precise, for the case µ > γ, the isotropic
and hexatic phases are the same as those we have de-
scribed for β = 0. However, when λ2 < 0 and λ6 > 0, ρ6
assumes a value of order β given by,
ρ6 = −β
γ
|λ2|3/2γ1/2
γ|λ6|+ µ|λ2| +O((β/γ)
2). (2.7)
We are tempted to interpret this as a coexisting phase,
however, as stated before, we are not allowed to change
the phases of the two order parameters independently.
Then, the residual symmetry is the nematic one and the
global phase is nematic with higher harmonics. This solu-
tion remains the global minimum deep inside the λ6 < 0
region, when it finds the first order line depicted in fig.
2, and jumps discontinuously to the pure hexatic phase.
Therefore, the main effect of the β term is to slightly
modify the first order line λ2 = λ6 and to add higher har-
monics to the nematic solution. As we have discussed,
this term is also responsible for the relative alignment
between the principal axes of the nematic and hexatic
phases.
Of course, this analysis is only valid very near the
multicritical point where the order parameters are small.
Note that the different phases are separated by straight
lines just because we are calculating at leading order in
4the order parameters. We expect that higher order cor-
rections, as well as fluctuations, will curve this lines as oc-
curs when studying multicritical behavior in anisotropic
antiferromagnets26. However, the character of the phase
transitions will not change.
An important point to discuss is whether this mean
field phase diagram survives fluctuations or not. In
the case of classical systems, thermal fluctuations will
turn the second order phase transitions into Kosterlitz-
Thouless27 type ones. The reason is that the angular cor-
relations have logarithmic divergences that destroy the
real order of the phase, keeping a quasi-long-range-order
in the correlations4,28. We expect that the first-oder tran-
sition will be more robust against fluctuations, keeping
its discontinuous character or possibly becoming slightly
rounded.
At T = 0, quantum fluctuations depend on the dynam-
ics of the Goldstone modes associated with the sponta-
neously broken symmetry. In the case of Fermi liquids,
we will show in the next sections that fluctuations of
the nematic and hexatic order parameters provide a dy-
namical exponent z = 3, implying an effective dimension
equal to five, above the upper critical dimension. There-
fore, the order of the transitions studied at mean field is
expected to be valid in the quantum case.
III. POMERANCHUK INSTABILITIES IN THE
NEMATIC AND HEXATIC CHANNELS
We consider a spinless Fermi liquid with an initially
circular Fermi surface25. Interactions between quasi-
particles can be written in terms of an effective action
of the form,
Sint =
N(0)
2
∑
S,T
∫
d2xd2x′dt δnS(x)US,T (x − x′)δnT (x′)
+
γN(0)
4!
∑
S
∫
d2xdt (δnS(x))
4
. (3.1)
Here, N(0) is the density of states at the Fermi surface, S
and T label patches defined by coarse graining the Fermi
surface, and the density fluctuations of quasi-particles in
each patch is given by δnS(x) = nS(x) − n0S(x). The
kernel US,T (x− x′) is therefore the particle-hole pair in-
teraction between the patches S and T and can be split
into diagonal and off-diagonal components in the form,
US,T (x−x′) = N(0)δ(x−x′)δS,T +FS−T (x−x′). (3.2)
The quartic term in eq. 3.1 could receive contributions
from different processes, especially four body interactions
in the fermion language. In ref. 14, a term of this class
was obtained as a consequence of the curvature of the
fermionic dispersion relation around the Fermi surface.
While the quadratic term in eq. 3.1 is marginal in the
renormalization group sense29, the quartic term is irrele-
vant. That means that in the isotropic phase, where the
quadratic part is positive definite, the quartic term will
not influence the asymptotic correlation functions (be-
sides renormalization of the parameters of the model),
obtaining the usual correlations associated with Landau
Fermi liquids. However, near a Pomeranchuk instability,
the quartic term is responsible for the stabilization of the
anisotropic phases discussed in this article9,14.
Since the density fluctuation is periodic around the
Fermi surface, we can Fourier expand it as,
δnS =
√
2
N
N/2∑
ℓ=0
ρℓ cos(ℓ[θS − χℓ]), (3.3)
and introduce the Fermi liquid parameters by means of
FS−T =
1
N
F0 +
2
N
∑
ℓ>0
Fℓ cos ℓ (θS − θT ) , (3.4)
where N is the number of patches covering the Fermi
surface. Of course, at the end of the calculations, we
take the limit29,30 N →∞, keeping the density finite.
Since we are interested in the nematic/hexatic insta-
bilities we will set, as a definition of our model, Fℓ = 0
for all ℓ 6= 2, 6. Essentially, we are assuming that all the
other modes are stable. Integration over all the stable
modes only renormalize the parameters since, very near
criticality, they will only contribute with irrelevant oper-
ators. Notice that the quantities (ρ2, χ2) and (ρ6, χ6), in
the expansion of the density fluctuation in eq. (3.3), are
the nematic and hexatic order parameters introduced in
eq. (2.1) on general grounds.
Therefore, in order to write the model just in terms
of our order parameters, we replace eqs. (3.3) and (3.4)
into the action (3.1) finding, after summing up the con-
tribution of different patches, that the effective action in
the homogeneous limit has the same form given in eq.
(2.4), Sint ∼ F , with the identifications λ2 = 1 + F2,
λ6 = 1 + F6, µ = 2γ and β = γ/3. With this values,
the analysis of the phase diagram corresponds to that
displayed in fig. 2, since µ > γ and β < βc.
The values λ2 = 1 + F2 < 0 and λ6 = 1 + F6 < 0
correspond to Pomeranchuk instabilities in the nematic
and hexatic channels, respectively. They lead to defor-
mations of the Fermi surface, since kF = k0 + δnS or, in
terms of our model,
kF (θS) = k0 + ρ2 cos(2θS)− ρ6 cos(6θS), (3.5)
where we have used the mean field solution for the angles,
χ6 = χ2 + (2n + 1)π/6, with n = 0, 1, 2, and considered
χ2 = 0, without loosing generality. The form of the Fermi
surface for each phase is displayed in fig. 2.
In the hexatic phase, we find,
ρ2 = 0 , ρ6 =
√
|1 + F6|/γ. (3.6)
On the other hand, in the nematic phase, we find
ρ2 =
√
|1 + F2|/γ , ρ6 ∼ 1
3γ1/2
|1 + F2|3/2
|1 + F6|+ 2|1 + F2| .
(3.7)
5Therefore, all along the line of nematic criticality in fig.
2, where 1 + F2 ∼ 0 but 1 + F6 > 0, the initially cir-
cular Fermi surface is deformed into an ellipse. Higher
order harmonics tend to zero with O(1 + F2)
3/2. How-
ever, very close to the bicritical point, where 1+F6 ∼ 0,
the hexatic harmonic in (3.7) becomes important and
ρ6 ∼ 1/6 ρ2. At this point, we are very near the
first order phase transition, where the change form ne-
matic to hexatic is discontinuous. The energy differ-
ence between the two local minima can be estimated as
∆F ∼ (3|1 + F2| − 4|1 + F6|)/γ.
IV. COLLECTIVE MODES
The phase diagram of the model is completely deter-
mined by symmetry. However, the dynamics of each
phase is dictated by quantum mechanics and it is not
possible to deduce it by only using symmetry considera-
tions.
In order to study fluctuations around mean field, we
will consider the complete action of the system including
the dynamical part,
S = Sd + Sint, (4.1)
where Sint is given by eq. 3.1. We will choose Sd as
the usual dynamical term of the Landau theory of Fermi
liquids in the colitionless regime25,
Sd =
1
2
∑
S
∫
d2xdt δnS
(
∂t
~vS · ~∇
)
δnS , (4.2)
where ~vS is the Fermi velocity in the patch S of the coarse
grained Fermi surface. While this is a nonlocal action,
sometimes it is useful to write a local version, introducing
chiral bosons φS(x) defined by,
δnS(x) = N(0) ~vS · ~∇φS(x). (4.3)
With this choice, the dynamical part of the action ac-
quires the local form,
Sd =
N(0)
2
∑
S
∫
d2xdt ∂tφSδnS . (4.4)
This is the usual expression in the context of higher di-
mensional bosonization9,14,29,30, where the relevant de-
grees of freedom are φS . In order to study collective
modes, both the local and non-local versions of the ac-
tion are equally convenient. However, the second local
form in eq. (4.4) is more appropriate for the calculation
of one particle properties.
We parametrized the fluctuations in the following form,
δnS(q) = δn
cl
S + ϕS(q), (4.5)
where δnclS is the classical mean field solution in each
stable phase, evaluated in the previous section, and ϕS(q)
is a small density fluctuation around this solution.
In the isotropic phase, the non-quadratic terms can
be ignored and, following the techniques developed in
ref. 9, we find the following diagonal effective action for
collective excitations,
S =
1
2
∑
j=1,2 ;η=±
∫
d2qdω
(2π)3
ξηj M
η
j ξ
η
j , (4.6)
(
ξ±1
ξ±2
)
= A±(s)
(
ϕ2 ± ϕ∗2
ϕ6 ± ϕ∗6
)
, (4.7)
where ϕℓ is the Fourier transform of ϕS and A
±(s) is the
dynamical matrix that diagonalizes the effective action.
As usual, we use the notation s = ω/vF q.
The explicit expressions for Mj and A(s) depend on
the regime we want to study. Along the two second order
critical lines, except near the bicritical point, we find
A
±(s) = I + O(s). This means that, at leading order
in s, the nematic and the hexatic modes are decoupled
in this regime. The kernel M±j reads,
M+j = −1− Fj + 2is− (−1)j
1− (F6 − F2)
F6 − F2 s
2,(4.8)
M−j = −1− Fj + 2j s2. (4.9)
From the last term in eq. (4.8), we see that the stable
mode affects the critical mode only at next to leading
order in s. This confirms our assumption that the sta-
ble modes can be integrated out, without modifying the
asymptotic properties of the critical theory.
At the critical hexatic line we have 1 + F6 ∼ κq2,
where κ is the range of the potential considered in the
hexatic channel. Then, the collective modes in this
case are ω ∼ iκvF q3 and ω ∼
√
κvF q
2, characterizing
the critical hexatic phase, and the other two stable ne-
matic modes are the usual linear ones in a Fermi liquid,
ω ∼ i(1 + F2)vF q and ω ∼
√
1 + F2vF q. This result is
expected as it parallels the well known result for nematic
fluctuations9.
However, if the two order parameters become critical,
the structure of the effective action changes substantially.
Very near the bicritical point, where F2 ∼ F6, we find,
M+j = −κq2 + (1 + (−1)j)2is+ (−1)j4s2, (4.10)
M−j = −κq2 + 4(2 + (−1)j
√
2)s2. (4.11)
At this point we still have a cubic dissipative mode while
the other three modes are stable quadratic ones. Then,
the critical theory very near the bicritical point is also
characterized by a dynamical exponent z = 3. How-
ever, in this case it is impossible to distinguish between
nematic and hexatic fluctuations since the matrix A(s)
strongly couples these modes.
In the symmetry broken phases, the order parameter
(nematic or hexatic) picks up an orientation and the col-
lective modes will necessary be anisotropic. We expect
6that the Goldstone modes, related to angular fluctua-
tions, will dominate the low energy dynamics. Near crit-
icality we obtain for each broken phase,
Sℓ =
1
2
∫
d2qdω
(2π)3
×
×(2|1 + Fℓ(0)|+ 2is cos2(ℓ(φ− χℓ))ξ1(q, ω)ξ1(−q,−ω)
+
(
2is sin2 ℓ(φ− χℓ)− κℓq2
)
ξ2(q, ω)ξ2(−q,−ω), (4.12)
where ℓ = 2, 6 and the angle φ is defined as ~q/q =
(cosφ, sinφ).
The last term of this action indicates that the theory
retains its critical character deep inside the anisotropic
phases due to the z = 3 Goldstone modes ξ2. These
modes exist for almost all momenta, except for the special
directions φ − χℓ = nπ/ℓ with n = 0, .., 2ℓ − 1, where
we have stable linear propagation. The two symmetry
broken phases are separated by a discontinuity since χ2−
χ6 = (2n+ 1)π/6, with n = 0, 1, 2.
V. SUMMARY AND CONCLUSIONS
In this paper we have characterized the
isotropic/nematic/hexatic quantum phase transi-
tion in the vicinity of Pomeranchuk instabilities of a
Fermi liquid.
We have shown that the static effective action, or free
energy, is completely determined by symmetry. The
phase diagram, shown in fig. 2, contains two second or-
der lines, corresponding to the isotropic/nematic and
isotropic/hexatic phase transitions. Both continuous
transitions meet together at a bicritical point where a
first order nematic/hexatic transition emerges. It is in-
teresting to note that the phases of the complex nematic
and hexatic order parameters are not independent. In-
stead, they are coupled in a rotationally invariant way.
The associated principal axes cannot be aligned, in fact,
the possible values for χ2 − χ6 are π/6, π/2 or 5/6 π.
Since the presence of other two-body interactions, rep-
resented by stable Landau parameters, renormalizes the
theory, the phase diagram in fig. 1 cannot be discarded.
However, assuming that higher harmonics in the interac-
tions are negligible, the phase diagram in fig. 2 is more
plausible.
Quantum fluctuations have been computed in a region
where F2 and F6 are very near the Pomeranchuk insta-
bility. The important point is that on the whole critical
region, even at the bicritical point where fluctuations in
both channels cannot be decoupled, the theory is gov-
erned by a dynamical exponent z = 3. This result vali-
dates our mean field treatment, since the effective dimen-
sionality is above the upper critical dimension. In fact, a
z = 3 critical theory seems to be the fate of any sponta-
neously broken rotational symmetry in two dimensions,
independently of the residual symmetry displayed by the
ordered phase.
On the broken symmetry side of the transition the
theory continues to be critical due to dissipative cubic
Goldstone modes. These modes are proportional to the
“range” κ of the non-local Landau parameters. There-
fore, even though the ordered phases exist for local in-
teractions, they have zero stiffness, making them patho-
logical. In this sense, although the non-locality of the
two-body coupling is irrelevant in the renormalization
group sense, it must be taken into account to correctly
compute fluctuations. Near the bicritical point, both
ordered phases are separated by a discontinuous transi-
tion. Thus, very near this region, the dynamics is related
with metastability. It is also important to underline that
the presence of dissipative cubic modes profoundly modi-
fies the asymptotic behavior of fermions, when compared
with the usual one for Fermi liquids9.
We believe that this general analysis about the com-
petition between Pomeranchuk instabilities will help to
improve our understanding of the very complex phase
diagram of real Hall liquids as well as other strongly cor-
related fermionic systems.
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