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INTRODUCTION 
We have performed experiments to test both the physical 
correctness of the theory presented in an earlier paper 
(Muennemann et al., 1983), referred to below as MAFP, and the use-
fulness which it and its extension (Auld et al., 1984a) can 
achieve in practice. This paper describes the "experiments per-
formed and modifications to the earlier inversion procedure. These 
modifications were motivated by our "hands-on" experience applying 
the principles presented in the papers referred to above, 
particularly the extension to nonuniform fields. 
THEORY REVIEW 
The MAFP paper called for the measurement of an eddy current 
probe's impedance shift, denoted as AZ, over a range of frequen-
cies and positions. These data were then to be fitted to an 
equation of the form 
AZ = 
2 2 
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c5 c5 (1) 
where the probe field could be approximated as uniform over the 
length of the flaw. A more complicated equation was derived for a 
field which was linearly varying as a function of position. In 
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Eq. (1), c is the flaw half-length, Au is the flaw opening 
displacement (assumed to be constant from the mouth down to the 
tip of the flaw), 6 is the electromagnetic skin depth, and the 
three coefficents tg , t~ and t~ are constants which are inde-
pendent of the probe operating frequency and of all flaw para-
meters except for the aspect ratio a/c; where a is the flaw 
depth. One could determine the values of the flaw parameters by 
making measurements at a minimum of three frequencies. The above 
restrictions on field shape are not fully adequate to describe 
practical situations in which the probe field is generally non-
uniform over the flaw. A more general version of Eq. (1) is 
described in the companion paper (Auld et al., 1984a), ~ith com-
puted results for various probes and flaws tested in this program. 
EXPERIMENTAL OBJECTIVES 
As stated in the introduction, the goal of our experiments 
was to test the validity and usefulness of Eq. (1) and its varia-
tions. To accomplish this, it was necessary to devise an experi-
ment oapable of collecting information on very small impedance 
changes of a probe as it was scanned over a flaw. The measure-
ments were carried out at a variety of frequencies. Since 
there are two independent variables, and the impedance must be 
sampled at a number of values of each, acquisition and logging of 
these data by traditional methods is very tedious. The probe 
positioning method must be accurate and highly reproducible. For 
these reasons, we used a computer to control an experiment In 
which the probe could be positioned on a rectangular matrix, and 
data could be taken at a number of frequencies. 
EXPERIMENTAL METHOD 
A block diagram of the setup is shown in Fig. 1. As indi-
cated, the computer controls the position of the prObes through a 
pair of stepper motors. The computer controls the probe operation 
frequency through programmable frequency synthesizer, and inter-
prets the resulting signal by means of a phase-gain meter. In 
order to maintain the probe at a constant liftoff, it is posi-
tioned by a counterbalanced arm, which functions much as the tone' 
arm of a phonograph, allowing the probe face to lightly touch the 
flawed sample. The phase-gain meter does not directly measure the 
impedance of the probe. Instead, it measures the output voltage 
of a bridge which is d~iven by the synthesizer. 
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~TONE ARM" 
Fig. 1. Block diagram of the experimental setup. The arrows 
indicate the flow of control and data. 
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A schematic diagram of the bridge is shown in Fig. 2. A 
bridge circuit constructed entirely of transformers is described 
in MAFP. This design has the advantage of minimizing signal 
losses in the bridge. For the purposes of inversion, however, it 
has a great disadvantage because it is difficult to compute a 
transfer function (to relate output voltage to probe impedance) 
for such a bridge. The bridge of Fig. 2 does, however, 
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Fig._ 2. Circuit diagram of the resistive bridge used to measure 
probe impedance. Compare with Fig. 5 of Muennemann et 
al., (1983) 
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keep an important feature of its all-transformer predecessor: 
rather than using an internal inductor to balance the probe arm of 
the bridge, it has two probe ports, to which a pair of identical 
probes are to be attached. The bridge is balanced by adjustment 
of the trimming potentiom~ter and by adjustment of the liftoff 
distance of the non-scanned probe (this is called the "balance 
probe"). The resistive elements add loss (in a well-matched 
system; the signal power is divided equally between the resistors 
and the output, leading to a reduction of 3dB in the output); this 
is not prohibitive under laboratory conditions, where the other 
parameters of the experiment may be adjusted to allow for the 
increased loss. 
TWO-DIMENSIONAL SCANNING 
Although an ultimate goal of our experiments is to verify 
theoretical predictions of probe response where all parameters 
(frequency, x-position, y-position) vary, the bulk of the experi-
ments involved scanning the probe in only one dimension. This was 
primarily because of the time required to take data over a reason-
ably dense pattern, but also because the programs to reduce such 
data are still under development. 
The result (unreduced) of a two-dimensional scan using one of 
the all-transformer bridges is shown in Fig. 3. In the surface 
depicted in the figure, the vertical height-represents the phase 
of the observed voltage change ~V, and the grid pOints represent 
the physical position of the probe. In this case, the flaw was an 
EDM (Electric Discharge Machined) slot in aluminum alloy. The 
probe used in taking the data of Fig. 3 is of the "pancaKe" 
variety, and has an extended field which radiates out from the 
probe axis. 
An important finding, illustrated by this figure, is that the 
probe is "double humped". The shape of the surface is most easily 
interpreted if one consitlers that the probe field is radially 
directed. The integral !H·dx , where x is along the length of 
the flaw~ gives the effective field parallel to the flaw opening. 
This integral has exactly the angular distribution of Fig. 3. We 
conclude from this that the flaw response is very nearly propor-
tional to the parallel magnetic field, and that the probe is 
therefore very insensitive to the presence of a flaw whose long 
axis is normal to the probe magnetic field. 
MEASUREMENTS OF PROBE MAGNETIC FIELD 
Our techniques for the measurement of probe magnetic fields 
are described in detail elsewhere (Auld et al., 1984b; Beissner et 
EC SIGNALS AND QUANTITATIVE INVERSION 625 
Fig. 3. Measured phase of ~V as a function of x-y using a 
"pancake" coil at 1 MHz. The perturbing element is an 
EDM notch with x along the line of the two peaks. 
COMPUTER 
CONTROL 
OPTICAL TABLE 
Fig. 4. Experimental setup. (a) Micro-positioner for balance 
probe; (b) motorized positioner for sense probe; 
(c) "tone arm"; (d) sense probe; (e) balance probe; (n 
bridge/ transformer; (g) balance adjustment. 
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al., 1980). We have made preliminary comparisons to determine 
what makes an optimum perturber for magnetic field studies. 
Perturbers used so far include drill holes, EDM holes, and YIG 
(Yttrium Iron Garnet) spheres. Our studies indicate that dtill 
holes are most advantageous, because they are easy to make ac-
curately and they produce large signals. EDM holes are difficult 
to make, and YIG spheres have inherent anisotropies and impose a 
lower bound on probe liftoff. 
We observed an interesting phenomenon while making field 
measurements on a probe having a 0.0625" diameter ferri te core. 
While measuring the probe inductance, it was noticed that if a 
strong magnet was brought near the probe, its inductance after 
removing the magnet depended noticeably on the orientation of the 
strong magnet. This is clearly a hysteresis phenomenon of the 
ferrite core (air core probes, of course, show no such proper-
ties), but it is unclear whether the fact that it had any effect 
was due to a poor choice of ferrite material, or whether the small 
residual magnetization of even good ferrites is enough to adversely 
effect these sensitive measurements. 
MEASUREMENTS OF AZ 
The experimental apparatus used for scanning measurements 
with "pencil" probes is shown in Fig. 4. In order to minimize 
bridge balancing problems, the balance probe is held over the same 
test piece as the sense probe. Bridge balancing is done by trim-
ming the resistor in the bridge (G), and by adjusting the height 
of the balance probe (E) with the hand-operated micropositioner 
(A). The scanning is done by a stepper motor under computer 
control (8). Liftoff of the sense probe (D) is maintained at a 
constant value (determined by the tilting of the sense probe) by 
the balance arm (C). The schematic of the bridge (F) is shown in 
Fig. 2. 
We made measurements with this apparatus over a range of 
frequencies from 61 kHz to 432 kHz. As test flaws, we chose EDM 
notches in aluminum alloy (the fla·ws were kindly provided by A. J. 
Bahr of SRI International). The results we present below were 
from measurements on a notch 0.100" long, 0.020" deep, and 0.010" 
wide. The probe used for these ~easurements was a 200-turn ait 
core probe provided by Martin Marietta Co. of Denver, CO. It was 
designed for 200 kHz operation, and had a mean radius of 0.032". 
The probe had 235 turns and an inductance of 87~H. 
A number of·factors influenced our choice of flaws and sub-
strate materials. The most important of these was our desire to 
stay reasonably within the theoretical assumptions used in arriv-
ing at the basic equations we wished to verify. This required that: 
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,) The experiments be primarily in the regime where a/6 is 
greater than " but should also include pOints near a/6 - ,. 
2) The flaw length must not be too much greater than the 
probe dimensions, to insure reasonably uniform illumination 
by the interrogating field. 
We also took into consideration the limitations of our laboratory 
instrumentation. Since the phase-gain meter is useful only up to 
a few megahertz, we chose a high conductivity material (aluminum), 
to reduce the skin depth at a given frequency. Neither the probes 
nor the support electronics were optimized fo~ sensitivity. 
Rather, we selected techniques which would enable us to make 
measurements which require no external calibration. Ultimately, 
this forced us to trade field uniformity (which can be had only 
with small flaws) for sensitivity. Although the apparatus was 
able to detect a 0.058" long fatigue crack in Ti-6-4, the smallness 
of the measured signal made it difficult to reliably compute probe 
impedance shifts from the measured bridge imbalance signal. 
REDUCTION OF THE DATA 
The first stage in reduction of the data is to compute the 
impedance shift, AZ, from the observed voltage at the bridge 
terminals. This is given to good approximation by 
(2a) 
In this equation, Zi represents a residual imbalance signal, and 
Zc is the characteristic impedance of the bridge, 
Zi = ioo {R,/R2 LP, - L2} 
Zc = R, - oo2L,L2/R2 + ioo {R,/R2 L2 + L,} 
(2b) 
(2c) 
In Eqs. (2b) and (2c), R, is the total resistance in the bridge arm 
of the sense probe (referring to Fig. 2, R plus the resistance of 
the upper half of the potentiometer), and R2 is the total resist-
ance in the bridge arm of the balance probe. The values L, and L2 
are the inductances of the sense and balance probes in the absence 
of a flaw, and 00 is the angular frequency of operation. 
Auld et al. ('984a) show that the computation of the t 's is 
somewhat simplified if the coordinate system origin is chosen to 
be at one corner of the flaw, rather than at the center of the 
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flaw (as in previous papers, which followed the notation common in 
fracture mechanics). With this change, the Bn terms which must be 
summed to arrive at the ~ 's are expressible as sine Fourier 
series coefficients, and FFT (Fast Fourier Transform) techniques 
may be used to quickly evaluate the ~ IS. Over the frequency 
range of our measurements, the phases of" some of the ~ 's change 
by as much as 45 degrees, a striking difference between these 
calculations and the uniform field case described in MAFP. 
Initially, it seemed that we could approximate the frequency 
dependence of the ~'s by an empirically derived power law, and 
thus preserve the linearity of the inversion equations. This did 
not take the frequency-dependent phase shift into full account. 
Our most recent inversion technique, applicable to these non-
uniform situations having several interdependent parameters, 
abandons the philosophy of fitting all the flaw parameters at 
once. Instead, we adopt an iterative procedure, where one flaw 
parameter at a time is optimized. 
We begin the procedure with an initial estimate of the flaw 
parameters. For each parameter in turn, we compute AZ from the 
model for several values and the parameter is set to the value 
which gives the best fit to the observed data. The procedure 
continues, iteratively, optimizing each flaw parameter in turn by 
recalculating the numerical model with the value of the other 
parameters held fixed, until an equilibrium is found. For example, 
in the reduction of the data mentioned in the previous section 
(for the 200 kHz air core probe and EDM slot), three parameters 
were varied: the flaw opening, the flaw length, and the flaw depth 
(designated 2c, a, and Au). The reduction procedure for this is: 
1) Pick initial values of 2c, a, Au. 
2) Compute the predicted AZ for several values of 2c. and 
evaluate the parameter 0 - LIAZp.redicted-AZmeasuredI2. 
Continue until a value of 2c is found which gives the "lowest 
o. The summation runs over all experimental data points. 
3) Compute AZ 's and 0 's for a variety of a's as in step 
(2), now using the new value of 2c. 
4) Compute AZ 's and 0 's for a variety of Au's as in step 
(2), using 2c from (2) and a from (3). 
5) If the parameter changes of steps (2) through (5) produced 
a reduction in 0 of more than, say, 5%, start over at (1) 
with the new values of 2c, a, and Au as initial values. 
The results of this procedure are shown in Figs. 5a and 5b. 
Both the computed and measured data are for the probs positioned 
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over the center of the flaw. Since the original flaw dimensions 
are nominally known, the irtitial guess of step (1) should be quite 
close. In fact, the nominal values of the dimensions a and Au 
gave the best fit in all cases (except when 2c was chosen very 
much larger or smaller then the nominal value). The nominal value 
of 2c did not, however, give a best fit. The parameter fc in 
the figure is the ratio of 2c in the numerical model, divided by 
the nominal value. The parameters fa and f Au (similarly 
defined) are both equal to one. 
DISCUSSION 
Equation (1) was derived for the specialized case where the 
probe field is uniform. Since (in our test case) the probe's mean 
radius (0.032") was smaller than the flaw length (0.10"), we expec-
ted a substantial effect from the magnetic field non-uniformity. 
The t coefficients of Eq. 1 can then no longer be regarded as 
constants independent of rrequency, and must be numerically recom-
puted for each measurement. This, unfortunately, wreaks havoc with 
the simple expressions of MAFP, where the frequency independence 
lead to polynomial expansions for AZ. This does not necessarily 
mean that single-step inversion of the sort described in MAFP 
cannot be done-- rather, that such inversion may be more difficult 
than anticipated. It is still possible to construct a least-
squares or least-absolute-value algorithm based on the MAFP model. 
Since there are no closed algebraic expressions for AZ in the 
nonuniform case, it is not possible to write equations which de-
scribe the best fit. Even if one did derive such expressions (for 
restricted classes of probe magnetic fields), the minimization 
equations would not be linear. A case, alluded to in the previous 
section, which does produce linear minimization equations is where 
the t's can be approximated by some power of the operation fre-
quency. Although we did find approximate empirical power laws for 
the t's, the results were unsatisfactory. 
Any convenient method can be used to arrive at the initial 
values necessary for starting the iterative inversion process, and 
an educated guess on the experimenter's part is probably the most 
appropriate. For the test case described in the section 
"MEASUREMENTS OF AZ", the test flaw dimensions were, in fact, 
known fairly well. In cases where the flaw length is larger or 
even equal to the probe size, we find that the flaw length can be 
"mapped" fairly accurately. This suggests that for moderate size 
flaws, one could use direct measurement to obtain an initial value 
for flaw length. For small flaws, the best approach may be to 
use the uniform field theory (Eq. (1».' At present, we know of 
no mathematical proof that the scheme we outlined converges for 
all "well-behaved" data when initial estimates of the flaw parame-
ters are poor. The results shown in Fig. 5 indicate that the 
630 F. MUENNEMANN ET AL. 
60r---~------'--------r------~-------------' 
50 
c; 
.§ 40 
N 
<I 
:s 30 
IIJ 
Cl 
::J 
!:: 20 z 
~ 
10 
OL-__ -L ____ ~ ______ ~ ______ ~ __________ ~ 
61 108 170 243 307 432 
FREQUENCY (kHz) 
Fig. 5a. Comparison of Experimental Data (dots) and numerical 
model for magnitude of ~Z. The parameter fo is the ratio 
of 2c in the model to that of the actual flaw. 
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Fig. 5b. Same as Fig. 5a, but phase is plotted instead of 
amplitude 
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system works for a particular set of data, and is resistant to 
initial value errors. Still, the steps (2) through (5) could 
oonceivably lead one "in circles, changing two or more parameters 
back and forth in an endless loop. 
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There are several improvements still pending in our implemen-
tation of this procedure. At present, different computers perform 
the calculation of the mOdel ~Z and the evaluation of the fit to 
the data. This requires extensive operator intervention, which we 
like to ~educe as much as possible. Also, the present programs 
use data at only one probe position, whereas to optimize the use 
of the available data, the error parameter 0 should take into 
account data at all probe positions since it has been shown by 
Auld et al., (1984a) that this provides additional "signature" 
informatiOr1. 
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