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Abstract. This paper concentrates on the recovery of block-sparse signals, which is not
only sparse but also nonzero elements are arrayed into some blocks (clusters) rather than
being arbitrary distributed all over the vector, from linear measurements. We establish
high-order sufficient conditions based on block RIP to ensure the exact recovery of every
block s-sparse signal in the noiseless case via mixed l2/lp minimization method, and the
stable and robust recovery in the case that signals are not accurately block-sparse in the
presence of noise. Additionally, a lower bound on necessary number of random Gaussian
measurements is gained for the condition to be true with overwhelming probability.
Furthermore, the numerical experiments conducted demonstrate the performance of
the proposed algorithm.
Keywords. Compressed sensing; block restricted isometry property; block sparsity;
mixed l2/lp minimization.
1 Introduction
Block-sparse signal recovery (BSR) appears in some fields of sparse modelling and machine
learning, including color imaging [13], equalization of sparse communication channels [2], multi-
response linear regression [3] and imagine annotation [4] and so forth. Essentially, the important
problem in BSR is how to reconstruct a block-sparse or approximately block-sparse signal from a
linear system. Commonly, one thinks over the below model:
y = Φx+ e,
where y ∈ Rn is the observation measurement, Φ ∈ Rn×N is a known measurement matrix (or
sensing matrix) with n < N , and e ∈ Rn is a vector of measurement errors. Generally, the
conventional compressed sensing (CS) simply thinks out the sparsity of the signal to be recovered,
however it doesn’t consider any additional structure, i.e., non-zero elements appear in blocks (or
clusters) rather than being arbitrarily spread all over the vector. We call these signals as the
block-sparse signals. In order to define block sparsity, we need to give several additional notations.
∗Corresponding author, E-mail: wjjmath@gmail.com, wjj@swu.edu.cn(J.J. Wang), E-mail:
hjw1303987297@126.com (J. Huang)
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Suppose that the signal x over the block index set I = {d1, d2, · · · , dM}, then we can describe the
signal x as
x = [x1, · · · , xd1︸ ︷︷ ︸
x[1]
, xd1+1, · · · , xd1+d2︸ ︷︷ ︸
x[2]
, · · · , xN−dM+1, · · · , xN︸ ︷︷ ︸
x[M ]
]⊤, (1.1)
where x[i] represents the ith block of x and N =
∑M
i=1 di. We call a vector x as block s-sparse
over I = {d1, d2, · · · , dM} if x[i] is non-zero for no more than s indices i [5]. In fact, if the block-
sparse structure of signal is neglected, the conventional CS doesn’t efficiently treat such structured
signal. To reconstruct block-sparse signal, researchers [5] [6] proposed the following mixed l2/l1-
minimization:
xˆ = arg min
x˜∈RN
‖x˜‖2,I s.t. y − Φx˜ ∈ B, (1.2)
where ‖x‖2,I =
∑M
i=1 ‖x[i]‖2 is the mixed l2/l1 norm of a vector x. The set B stands for some noise
structure,
Bl2(ρ) := {e : ‖e‖2 ≤ ρ} (1.3)
and
BDS(ρ) := {e : ‖Φ⊤e‖∞ ≤ ρ}, (1.4)
where Φ⊤ represents the conjugate transpose of the matrix Φ. (1.2) is a convex optimization issue
and could be converted into a second-order cone program, so can be solved efficiently.
To study the theoretical performance of mixed l2/l1-minimization, Eldar and Mishali [5] pro-
posed the definition of block restricted isometry property (block RIP).
Definition 1.1. (Block RIP [5]) Given a matrix Φ ∈ Rn×N , for every block s-sparse x ∈ RN over
I = {d1, d2, · · · , dM}, there is a positive number δ ∈ (0, 1), if
(1− δ)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ)‖x‖22, (1.5)
then the matrix Φ obeys the s-order block RIP over I. Define the block RIP constant (RIC) δs|I as
the smallest positive constant δ such that (1.5) holds for all x ∈ RN that are block s-sparse.
For the reminder of this paper, for simplicity, δs represents the block RIP constant δs|I . Eldar
and Mishali [5] showed that the mixed l2/l1-minimization method can exactly reconstruct any
block s-sparse signal when the measurement matrix Φ fulfills the block RIP with δ2s < 0.414.
Later, Lin and Li [7] improved the sufficient condition on δ2s to 0.4931, and builded condition
δs < 0.307 for accurate recovery. In 2019, the conclusions of literature [8] and [9] together present
a complete characterization to the block RIP condition on δts that the mixed l2/l1 minimization
method guarantees the block-sparse signal recovery in the field of block-sparse compressed sensing.
Recently, a lot of researchers [10] [11] [12] have revealed that lp (0 < p < 1) minimization
not only constantly needs less constrained the RIP requirements, but also could ensure exact
recovery for smaller p compared with the l1 minimization. In the present paper, we are interested
in investigating the stable reconstruction of block-sparse signals by the mixed l2/lp (0 < p < 1)
minimization as follows:
xˆ = arg min
x˜∈RN
‖x˜‖p2,p s.t. y − Φx˜ ∈ B, (1.6)
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where ‖x‖p2,p =
∑M
i=1 ‖x[i]‖p2. Simulation experiments [13] [14] indicated that fewer linear measure-
ments are needed for accurate reconstruction when 0 < p < 1 than when p = 1. More related work
can be found in literature [15] [16] [17] [18] [19] [20] [21].
In this paper, we further investigate the high-order block RIP conditions for the exact and
stable reconstruction for (approximate) block-sparse signals by mixed l2/lp minimization. The
crux is extend sparse representation of an lp-polytope (Lemma 2.2 [22]) to the block scenario. With
this technique, we obtain a sufficient condition on RIC δts that guarantees the exact and stable
reconstruction of approximate block-sparse signals via mixed l2/lp minimization, and establish
error bounds between the solution to (1.6) and the signal x to be recovered. Obviously, when x
is accurately block-sparse and B = {0} (i.e., y = Φx), we will derive the accurate reconstruction
condition. Particularly, we will determine how many random Gaussian measurements suffice for
the condition to hold with high probability.
The remainder of the paper is constructed as follows. In Section 2, we will provide some
notations and a few lemmas. In Section 3, we will present the main results, and the associating
proofs are given in Section 5. In Section 4, a series of numerical experiments are presented to
support our theoretical results. Lastly, the conclusion is drawn in Section 6.
2 Preliminaries
Throughout this article, we use the below notations unless special mentioning. For a subset T in
R
M , T c denotes the complement of T in RM . For any vector x ∈ RN , xT represents a vector which
is equal to x on block indices T and displaces other blocks with zero. Denote T0 by block indices
of the s largest block in l2 norm of the vector x, i.e., ‖x[i]‖2 ≥ ‖x[j]‖2 for any i ∈ T0 and j ∈ T c0 .
We represent xmax(s) as x with all but the largest s blocks in l2 norm set to zero. Henceforth, we
invariably choose that h = xˆ− xmax(s), where xˆ is the minimizer of (1.6).
In order to prove our main results, it is necessary to present the below lemma which is a crucial
technical tool. Factually, we extend sparse expression of an lp-polytope proposed by [22] to the
block context.
Lemma 2.1. For a positive integer s, a positive number α and given p ∈ (0, 1], define the block
lp-polytope T (α, s, p) ∈ RN by
T (α, s, p) = {x ∈ RN : ‖x‖p2,p ≤ sαp, ‖x‖2,∞ ≤ α}.
Then any x ∈ T (α, s, p) can be expressed as the convex combination of block s-sparse vectors, i.e.,
x =
∑
i
λiui.
Here λi > 0 and
∑
i λi = 1 and ‖ui‖2,0 ≤ s. In addition,∑
i
λi‖ui‖22,2 ≤ αp‖x‖2−p2,2−p. (2.1)
Proof. We can prove the assertion holds by induction. If x is block s-sparse, we can set u1 = x and
λ1 = 1, then ‖u1‖22,2 = ‖x‖22,2 ≤ αp‖x‖2−p2,2−p. Suppose that assertion holds for all block (l−1)-sparse
vectors x (l−1 ≥ s). Then for any block l-sparse vectors x such that ‖x‖p2,p ≤ sαp and ‖x‖2,∞ ≤ α,
without loss of generality suppose that x is not block (l − 1)-sparse (otherwise the statement is
3
naturally true by assumption of l − 1). Besides, x can be represented as x = ∑li=1 ciEi, where
c1 ≥ c2 ≥ · · · ≥ cl > 0, c1 is equal to the largest ‖x[i]‖2 for every i ∈ {1, 2, · · · ,M}, c2 is equal to
the next largest ‖x[i]‖2, etc. Here Ei denotes a unit vector in RN , which is equal to x/ci on the
ith largest block of x and zero other places. Set c0 = α, and fix a = (a1, a2, · · · , al) ∈ Rl+, where
ai = c
p−1
i , i = 0, 1, · · · , l. Then we have
∑l
i=1 aici ≤ sαp and αp = a0c0 ≥ a1c1 ≥ · · · ≥ alcl.
Denote the set
Γ = {1 ≤ j ≤ l − 1 :
l∑
i=j
aici ≤ (l − j)aj−1cj−1}. (2.2)
It is easy to see that 1 ∈ Γ, hence Γ is not empty. Then we note that j = maxΓ, which implies
l∑
i=j
aici ≤ (l − j)aj−1cj−1,
l∑
i=j+1
aici > (l − j − 1)ajcj. (2.3)
It follows that
(l − j)ajcj <
l∑
i=j
aici ≤ (l − j)aj−1cj−1.
Set
yw =
j−1∑
i=1
ciEi +
∑l
i=j aici
l − j
l∑
i=j,i 6=w
a−1i Ei,
ξw = 1− l − j∑l
i=j aici
awcw,
where w = j, j+1, · · · , l. Then by simple calculations, we obtain∑lw=j ξw = 1 and x =∑lw=j ξwyw,
where yw is block (l − 1)-sparse for all w = j, j + 1, · · · , l. Finally, since yw is block (l − 1)-sparse,
under the induction assumption, we have yw =
∑
i µw,iuw,i, where uw,i is block s-sparse, and
µw,i ∈ [0, 1],
∑
i µw,i = 1. Hence, x =
∑
i
∑l
i=j muw,iuw,i, which implies that statement is true for
l.
We will utilize the below lemma in the process of proving the main conclusions, which is a useful
important inequality.
Lemma 2.2. (Lemma 5.3 [23]) Suppose that M ≥ s, a1 ≥ a2 ≥ · · · ≥ aM ≥ 0,
∑s
i=1 ai ≥∑M
i=s+1 ai, then for all α ≥ 1,
M∑
j=s+1
aαj ≤
s∑
i=1
aαi .
More generally, assume that a1 ≥ a2 ≥ · · · ≥ aM ≥ 0, λ ≥ 0 and
∑s
i=1 ai + λ ≥
∑M
i=s+1 ai, then
for all α ≥ 1,
M∑
j=s+1
aαj ≤ s
(
α
√∑s
i=1 a
α
i
s
+
λ
s
)α
.
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In view of the definition of h, xˆ and xmax(s), we get the below lemma.
Lemma 2.3. Recall that h = xˆ− xmax(s), where xˆ is the solution to (1.6). It holds that
‖h−max(s)‖p2,p ≤ ‖hmax(s)‖p2,p.
Proof. Assume that T0 is the block index set over s blocks with largest l2 norm of the vector x.
Therefore, xT0 = xmax(s). By applying the minimality of the solution xˆ and the reverse triangular
inequality of ‖ · ‖p2,p, we get
‖xT0‖p2,p ≥ ‖xˆ‖p2,p = ‖xT0 + hT0‖p2,p + ‖hT c0 ‖
p
2,p
≥ ‖xT0‖p2,p − ‖hT0‖p2,p + ‖hT c0 ‖
p
2,p,
which implies
‖hT c0 ‖
p
2,p ≤ ‖hT0‖p2,p.
Note that ‖h−max(s)‖p2,p ≤ ‖hT c0 ‖
p
2,p and ‖hT0‖p2,p ≤ ‖hmax(s)‖p2,p. Combining with the above in-
equalities, the desired result can be derived.
Lemma 2.4. (Lemma 5.1 [25]) Let Φ ∈ Rn×N be a random matrix whose entries obey one of the
distributions given by (3.6) and that fulfills the concentration inequality
P(|‖Φx‖22 − ‖x‖22| ≥ ǫ‖x‖22) ≤ 2e−nc0(ǫ), ǫ ∈ (0, 1), (2.4)
where the probability is taken over all n×N matrices Φ and c0(ǫ) is a constant relying merely on
ǫ and such that for all ǫ ∈ (0, 1), c0(ǫ) > 0. Suppose that 1 ≤ s ≤ n. Then, for any δ ∈ (0, 1), we
have
(1− δ)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ)‖x‖22 (2.5)
for all s-sparse vectors x ∈ RN with probability
≥ 1− 2
(
12
δ
)s
e−c0(
δ
2)n. (2.6)
3 Main Results
Based on the knowledge prepared above, we present the main results in this part-a high-order
block RIP condition for the robust reconstruction of arbitrary signals with block structure via
mixed l2/lp minimization. In the case that the signal to be recovered is block-sparse, the condition
can respectively guarantee the accurate construction and stable recovery in the noise-free case and
in the noise situation. When the original signal x is not block-sparse and the linear measurement
is corrupted by noise, the below result presents a sufficient condition for recovery of structured
signals.
Theorem 3.1. Let y = Φx + e be noisy measurements of a signal x ∈ RN with y, e ∈ Rn,
Φ ∈ Rn×N (n < N) and ‖e‖2 ≤ ρ. Assume that B = Bl2(ε) with ρ+ σ(Φ)‖x−max(s)‖2 ≤ ε in (1.6).
If Φ satisfies the block RIP with
δts <
µ
2−p
t−1 − µ
:= φ(t, p) (3.1)
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for some 1 < t ≤ 2, where µ ∈ [(
√
1 + 2p− p2−1)/p, (1−(t−√t2 − t)p)/(t−1)] is the sole positive
solution of the equation
g(µ, p) =
p
2
µ
2
p + µ− 2− p
2(t− 1) . (3.2)
Then the solution xˆl2 to (1.6) fulfills
‖xˆl2 − x‖2 ≤ C1(ε+ ρ) + C2‖x−max(s)‖2, (3.3)
where
C1 =
√
2
(
φ(t, p)
φ(t, p)− δts
(2− p)(1− (t− 1)µ)
2− p− (t− 1)µ
√
1 + δts + φ(t, p)
√
1− p
φ(t, p)− δts
)
,
C2 =
√
2σ(Φ)
(
φ(t, p)
φ(t, p)− δts
(2− p)(1− (t− 1)µ)
2− p− (t− 1)µ
√
1 + δts + φ(t, p)
√
1− p
φ(t, p)− δts
)
+ 1.
Remark 3.1. In the case of di = 1, i = 1, 2, · · · ,M , (3.3) is the same as Theorem 2 in [24].
Theorem 3.2. Let y = Φx + e be noisy measurements of a signal x ∈ RN with y, e ∈ Rn,
Φ ∈ Rn×N (n < N) and ‖Φ⊤e‖∞ ≤ ρ. Assume that B = BDS(ε) with ρ+ σ2(Φ)‖x−max(s)‖2 ≤ ε in
(1.6). If Φ satisfies the block RIP with δts < φ(t, p) for some 1 < t ≤ 2, then the solution xˆDS to
(1.6) fulfills
‖xˆDS − x‖2 ≤ D1(ε+ ρ) +D2‖x−max(s)‖2, (3.4)
where
D1 =
√
2dsφ(t, p)
φ(t, p)− δts
(
(2− p)(1 − (t− 1)µ)
2− p− (t− 1)µ + (1 +
√
N − ds)(1 − p)φ(t, p)
)
,
D2 =
√
2dsφ(t, p)σ2(Φ)
φ(t, p)− δts
(
(2− p)(1− (t− 1)µ)
2− p− (t− 1)µ + (1 +
√
N − ds)(1− p)φ(t, p)
)
+ 1.
Remark 3.2. In the case of di = 1, i = 1, 2, · · · ,M , we obtain the same results as Theorem 3 in
[24].
Corollary 3.1. Under the same conditions as in Theorem 3.1, suppose that e = 0 and x is block
s-sparse. Then x can be accurately reconstructed via
xˆ = arg min
x˜∈RN
‖x˜‖p2,p s.t. y = Φx˜. (3.5)
In the following, we will decide how many random Gaussian measurements are demanded for
(3.1) to be fulfilled with overwhelming probability. In this sequel, let (Ω, τ) be a probability measure
space and z be a random variable which follows one of the following probability distributions:
z ∼ N (0, 1/n), z ∼
{
1/
√
n, w.p. 1/2,
−1/√n, w.p. 1/2, or z ∼


√
3/n, w.p. 1/6,
0, w.p. 2/3,
−√3/n, w.p. 1/6. (3.6)
Given n and N , the random matrices Φ can be produced by making choice of the elements Φi,j as
independent copies of z. This generates the random matrices Φ.
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Theorem 3.3. Let Φ be an n×N matrix with n < N whose elements are i.i.d. random variables
defined by (3.6). If
n ≥ ts log
N
ds
φ2(t,p)
16 − φ
3(t,p)
48
,
the next assertion holds with probability more than
1−2 exp
{
ts
(
d log 12φ(t,p) + log
e
t + log
M
s
)
− n
(
φ2(t,p)
16 − φ
3(t,p)
48
)}
: for any block s-sparse signal x ∈
R
N over I = {d1 = d, d2 = d, · · · , dM = d} with Md = N , x is the unique solution to (3.5) when
the matrix Φ satisfies δts < φ(t, p).
4 Numerical experiments
In this section, we carry out a few numerical simulations to hold out the application of our the-
oretical results. We could transform the constrained optimization problem (1.6) into an alternative
unconstrained form below:
min
x˜∈RN
λ‖x˜‖p2,p +
1
2
‖y − Φx˜‖22. (4.1)
Solving the problem (4.1), we adopt the standard Alternating Direction Method of Multipliers
(ADMM)[27][28][26]. Utilizing a auxiliary variable v ∈ RN , we can rewrite the formulation (4.1) as
min
x˜, v∈RN
λ‖v‖p2,p +
1
2
‖y − Φx˜‖22 s.t. x˜− v = 0. (4.2)
The augmented Lagrangian function of the above problem is
Lγ(x˜, v, z) = λ‖v‖p2,p +
1
2
‖y − Φx˜‖22 + 〈z, x˜− v〉+
γ
2
‖x˜− v‖22, (4.3)
where z ∈ Rn is a Lagrangian multiplier, and γ > 0 is a penalty parameter. Then, ADMM composes
of the below three steps:
x˜k+1 = argmin
1
2
‖y − Φx˜‖22 +
γ
2
‖zk + x˜− vk‖22 (4.4)
vk+1 = argminλ‖v‖p2,p +
γ
2
‖zk + x˜k+1 − v‖22 (4.5)
zk+1 = zk + x˜k+1 − vk+1. (4.6)
The solution of problem (4.4) is explicitly provided by
x˜k+1 = (Φ⊤Φ+ γIn)
−1(Φ⊤y − γ(zk − vk)). (4.7)
To use the existing conclusions on the proximity operator of lp-norm (0 < p < 1), by employing
the inequality: ‖x‖2 < ‖x‖p for x ∈ Rn and 0 < p < 1, the optimization problem (4.5) can be
converted into
vk+1 = argmin
M∑
i=1
λ‖v[i]‖pp +
γ
2
‖zk[i] + x˜k+1[i]− v[i]‖22. (4.8)
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In our experiments, without loss of generality, we think over the block-sparse signal x with even
block size, i.e., di = d, i = 1, · · · ,M , and take the signal length N = 1024. For each experiment,
first of all, we randomly produce block-sparse signal x with the amplitude of each nonzero entry
generated according to the Gaussian distribution. We use an n ×N orthogonal Gaussian random
matrix as the measurement matrix Φ. We set the number of random measurement m = 128 unless
otherwise specified. With x and Φ, we generate the linear measurement y by y = Φx + e, where
e is the Gaussian noise vector. Each given experimental result is an average over 100 independent
trails.
In Fig. 1a, we produce the signals by making choice of 64 blocks uniformly at random with
n = 64, N = 128, i.e., the block size d = 2. The relative error of recovery ‖x−x∗‖2/‖x‖2 is plotted
versus the regularization parameter λ for the different values of p, i.e., p = 0.2, 0.4, 0.6, 0.8, 1. The
λ ranges from 10−8 to 10−2. From the figure, the parameter λ = 10−4 is a proper choice. Fig. 1b
presents experimental results regarding the performance of the non-block algorithm and the block
algorithm with p = 0.4. Two curves of relative error are provided via mixed l2/lp minimization and
orthogonal greedy algorithm (OGA) [29]. Fig. 1b reveals the signal construction is quite significant
in signal recovery.
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Figure 1: (a) Recovery performance of mixed l2/lp minimization versus λ for block size d = 2,
(b) Recovery performance of mixed l2/lp minimization with p = 0.4 and OGA and the number of
nonzero entries k = 64
Signal-to-noise ratio (SNR, SNR= 20 log10(‖x‖2/‖x − x∗‖2)) versus the values of p and the
nonzero entries k, the results are respectively given in Fig. 2a and b. In Fig. 2a, the values
of p vary from 0.01 to 1, and in Fig. 2b, the number of nonzero entries k ranges from 8 to 48.
Figs. 2a and b evidences that mixed l2/lp minimization performs better than that of standard lp
minimization. Figs. 2a and b provide the relationship between the relative error and the number
of measurements n in different block sizes d = 1, 2, 4, 8 and the values of p = 0.2, 0.4, 0.6, 0.8, 1.
Eventually, we compare the performance of Group-Lp for p = 0.4 with other typical algorithms
consisting of Block-OMP algorithm[30], Block-SL0 algorithm [31] for l2/l0 solver and Block-ADM
algorithm [32]. We exploit SNR to weigh the algorithm efficiency. In Fig. 4a, we select signals
whose block size d = 2, 4, 8, 16, 32 with the number of nonzero entries k = 32 as the test signals,
and in Fig. 4b, the block size d = 2. One can see that, overall, the performance of Group-Lp
(p = 0.4) is much better than that of other three algorithms.
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Figure 2: SNR versus the values of p and the number of nonzero entries k in (a) and (b) respectively
(a) For k = 8, (b) For p = 0.4.
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Figure 3: Relative error versus the number of measurements n for (a) p = 0.4, k = 16 and (b)
d = 2, k = 16
5 The proofs of Main Results
Proof of Theorem 3.1. First of all, suppose that ts is an integer. Recollect that h = xˆl2−xmax(s),
where xˆl2 is the solution to (1.6) with B = Bl2(ε). Then, by employing the condition of Theorem
3.1, we have
‖y − Φxmax(s)‖2 ≤ ‖y − Φx‖2 + ‖Φ(x− xmax(s))‖2 ≤ ρ+ σ(Φ)‖x−max(s)‖2 ≤ ε,
that is, y − Φxmax(s) ∈ Bl2(ε).
Denote αp = ‖hmax(s)‖p2,p/s. Then, by utilizing Lemma 2.3, we have
‖h−max(s)‖2,∞ ≤ α ≤
α
(t− 1)1/p , and
‖h−max(s)‖p2,p ≤ s(t− 1)
(
α
(t− 1)1/p
)p
. (5.1)
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Figure 4: Comparison recovery performance with respect to SNR (a) Number of nonzero coefficients
k = 32 and (b) block size d = 2
Through applying Lemma 2.1 and combining with (5.1), we have h−max(s) =
∑N
i=1 λiui, where ui
is block (t− 1)s-sparse, ∑Ni=1 λi = 1 with λi ∈ [0, 1], and∑
i
λi‖ui‖22,2 ≤
αp
t− 1‖h−max(s)‖
2−p
2,2−p. (5.2)
Hence,
∑
i
λi‖ui‖22,2
(a)
≤ α
p
t− 1
(‖h−max(s)‖22,2) 2(1−p)2−p (‖h−max(s)‖p2,p) p2−p
≤ α
p
t− 1
(‖h−max(s)‖22,2) 2(1−p)2−p (sαp) p2−p
(b)
≤ 1
t− 1
(‖h−max(s)‖22,2) 2(1−p)2−p (‖hmax(s)‖22,2) p2−p
(c)
≤ 1
t− 1
(‖h−max(s)‖22) 2(1−p)2−p (‖hmax(s)‖22) p2−p , (5.3)
where (a) follows from Ho¨lder’s inequality, (b) is due to the fact that ‖x‖p ≤ ‖x‖q ≤ n1/q−1/p‖x‖p,
x ∈ Rn and given 0 < q < p ≤ ∞, and (c) is from the fact that ‖x‖22,2 =
∑M
i=1 ‖x[i]‖22 =
∑N
i=1 x
2
i =
‖x‖22, x ∈ RN .
From Cauchy-Schwartz inequality and the definition of block RIP, we get〈
Φhmax(s),Φh
〉 ≤ ‖Φhmax(s)‖2‖Φh‖2 ≤√1 + δts‖hmax(s)‖2‖Φh‖2. (5.4)
Since
‖Φh‖2 ≤ ‖Φ(xˆl2 − xmax(s))‖2 ≤ ‖Φxˆl2 − y‖2 + ‖Φxmax(s) − y‖2
≤ ε+ ρ+ σ(Φ)‖x−max(s)‖2, (5.5)
therefore 〈
Φhmax(s),Φh
〉 ≤√1 + δts(ε+ ρ+ σ(Φ)‖x−max(s)‖2)‖hmax(s)‖2. (5.6)
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Take βi = hmax(s) + (t− 1)µui. Then,
N∑
j=1
λjβj − p
2
βi − (t− 1)µh =
[
1− (t− 1)µ − p
2
]
hmax(s) −
p
2
(t− 1)µui. (5.7)
Furthermore, both
∑N
j=1 λjβj − p2βi− (t− 1)µh and βi−βj = (t− 1)µ(ui−uj) are block ts-sparse,
because hmax(s) is block s-sparse, and ui is block (t− 1)s-sparse.
Observe that the identity below [22]
∑
i
λi
∥∥∥∥∥∥Φ

∑
j
λjβj − p
2
βi


∥∥∥∥∥∥
2
2
+
1− p
2
∑
i,j
λiλj‖Φ(βi − βj)‖22
=
(
1− p
2
)2∑
i
λi‖Φβi‖22, (5.8)
where
∑
i λi = 1.
First of all, we determine the left hand side (LHS) of (5.8). Putting (5.7) into LHS of (5.8) and
combining with (5.6) and the concept of block RIP, we get
LHS =
∑
i
λi‖Φ[(1− (t− 1)µ − p
2
)hmax(s) −
p
2
(t− 1)µui + (t− 1)µh]‖22
+
1− p
2
∑
i,j
λiλj(t− 1)2µ2‖Φ(ui − uj)‖22
=
∑
i
λi‖Φ[(1− (t− 1)µ − p
2
)hmax(s) −
p
2
(t− 1)µui]‖22
+ 2(1− p
2
)(1− (t− 1)µ)(t − 1)µ < Φhmax(s),Φh > +(1− p)(t− 1)2µ2‖Φh‖22
+
1− p
2
(t− 1)2µ2
∑
i,j
λiλj(t− 1)2µ2‖Φ(ui − uj)‖22
≤(1 + δts)[
∑
i
λi‖(1− (t− 1)µ − p
2
)hmax(s) −
p
2
(t− 1)µui‖22
+
1− p
2
(t− 1)2µ2
∑
i,j
λiλj(t− 1)2µ2‖ui − uj‖22]
+ 2(1− p
2
)(1− (t− 1)µ)(t − 1)µ
√
1 + δts(ε+ ρ+ σ(Φ)‖x−max(s)‖2)‖hmax(s)‖2
+ (1− p)(t− 1)2µ2(ε+ ρ+ σ(Φ)‖x−max(s)‖2)2
=(1 + δts)[1 − (t− 1)µ − p
2
]2‖hmax(s)‖22 + (1−
p
2
)2(t− 1)2µ2(1 + δts)
∑
i
λi‖ui‖22
− (1− p)(t− 1)2µ2(1 + δts)‖h−max(s)‖22
+ 2(1− p
2
)(1− (t− 1)µ)(t − 1)µ
√
1 + δts(ε+ ρ+ σ(Φ)‖x−max(s)‖2)‖hmax(s)‖2
+ (1− p)(t− 1)2µ2(ε+ ρ+ σ(Φ)‖x−max(s)‖2)2. (5.9)
Then again, by exploiting the representation of βi and the notion of block RIP, we get
RHS = (1− p
2
)2
∑
i
λi‖Φβi‖22
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= (1− p
2
)2
∑
i
λi‖Φ(hmax(s) + (t− 1)µui)‖22
≥ (1− p
2
)2(1− δts)
∑
i
λi‖hmax(s) + (t− 1)µui‖22
= (1− p
2
)2(1− δts)‖hmax(s)‖22 + (1−
p
2
)2(t− 1)2µ2(1− δts)
∑
i
λi‖ui‖22. (5.10)
A combination of (5.9) and (5.10), we obtain
{(1 + δts)[1− (t− 1)µ − p
2
]2 − (1− p
2
)2(1− δts)}‖hmax(s)‖22
+ 2(1− p
2
)2(t− 1)2µ2δts
∑
i
λi‖ui‖22 − (1− p)(t− 1)2µ2(1 + δts)‖h−max(s)‖22
+ 2(1− p
2
)(1− (t− 1)µ)(t− 1)µ
√
1 + δts(ε+ ρ+ σ(Φ)‖x−max(s)‖2)‖hmax(s)‖2
+ (1− p)(t− 1)2µ2(ε+ ρ+ σ(Φ)‖x−max(s)‖2)2 ≥ 0. (5.11)
Substituting (5.3) into (5.11), we get
{(1 + δts)[1− (t− 1)µ − p
2
]2 − (1− p
2
)2(1− δts)}‖hmax(s)‖22
+ 2(1− p
2
)2(t− 1)µ2δts
(‖h−max(s)‖22) 2(1−p)2−p (‖hmax(s)‖22) p2−p
− (1− p)(t− 1)2µ2(1 + δts)‖h−max(s)‖22
+ 2(1− p
2
)(1− (t− 1)µ)(t− 1)µ
√
1 + δts(ε+ ρ+ σ(Φ)‖x−max(s)‖2)‖hmax(s)‖2
+ (1− p)(t− 1)2µ2(ε+ ρ+ σ(Φ)‖x−max(s)‖2)2 ≥ 0. (5.12)
Regarding the LHS as the function of ‖h−max(s)‖22, we consider its extremum problem. Then,
{(1 + δts)[1− (t− 1)µ − p
2
]2 − (1− p
2
)2(1− δts)}‖hmax(s)‖22
+
p
2
(t− 1)2µ2(1 + δts)( (2− p)δts
(t− 1)(1 + δts) )
2−p
p ‖hmax(s)‖22
+ 2(1− p
2
)(1− (t− 1)µ)(t− 1)µ
√
1 + δts(ε+ ρ+ σ(Φ)‖x−max(s)‖2)‖hmax(s)‖2
+ (1− p)(t− 1)2µ2(ε+ ρ+ σ(Φ)‖x−max(s)‖2)2 ≥ 0. (5.13)
Noting that (3.1) and (3.2), we get
[2− p− (t− 1)µ]2(δts − µ2−p
t−1 − µ
)‖hmax(s)‖22
+ 2(1− p
2
)(1− (t− 1)µ)(t− 1)µ
√
1 + δts(ε+ ρ+ σ(Φ)‖x−max(s)‖2)‖hmax(s)‖2
+ (1− p)(t− 1)2µ2(ε+ ρ+ σ(Φ)‖x−max(s)‖2)2 ≥ 0. (5.14)
The condition δts < φ(t, p) guarantees that the inequality (5.14) is a second-order inequality for
‖hmax(s)‖2, and the quadratic coefficient is less than zero. Consequently, we have
‖hmax(s)‖2 ≤
1
2[2− p− (t− 1)µ]2(φ(t, p)− δts){2(1 −
p
2
)(1 − (t− 1)µ)(t− 1)µ
√
1 + δtsθ
12
+ {[2(1 − p
2
)(1− (t− 1)µ)(t − 1)µ
√
1 + δtsθ]
2
+ 4[2− p− (t− 1)µ]2(φ(t, p)− δts)(1− p)(t− 1)2µ2θ2}
1
2}
(a)
≤{ φ(t, p)
φ(t, p)− δts
(2− p)(1− (t− 1)µ)
2− p− (t− 1)µ
√
1 + δts + φ(t, p)
√
1− p
φ(t, p)− δts }θ, (5.15)
where (a) follows from the fact that (u + v)1/2 ≤ u1/2 + v1/2 for u, v ≥ 0, and θ = ε + ρ +
σ(Φ)‖x−max(s)‖2. Combining with Lemmas 2.2 and 2.3, it follows that ‖h−max(s)‖2 ≤ ‖hmax(s)‖2.
Accordingly, it is not difficult to check that
‖xˆl2 − x‖2 ≤ ‖xˆl2 − xmax(s)‖2 + ‖x− xmax(s)‖2
≤
√
2‖hmax(s)‖2 + ‖x−max(s)‖2
≤
√
2{ φ(t, p)
φ(t, p)− δts
(2− p)(1 − (t− 1)µ)
2− p− (t− 1)µ
√
1 + δts + φ(t, p)
√
1− p
φ(t, p)− δts }θ + ‖x−max(s)‖2.
(5.16)
If ts is not an integer, we represent t′ = ⌈ts⌉/s, then t′s is an integer and t < t′. Due to
∂φ(t,p)
∂t > 0, the function φ(t, p) is growing with t ∈ (1, 2]. Thus, we have δt′s = δts < φ(t, p) <
φ(t′, p). Analogous to the above proof, we can prove the result by working on δt′s.
Proof of Theorem 3.2. Similar to the proof of the former noisy situation, for the case of noise
type B = BDS(ρ), define h = xˆDS − xmax(s). We can derive
‖Φ⊤(y −Φxmax(s))‖∞ ≤ ‖Φ⊤(y − Φx)‖∞ + ‖Φ⊤(Φx− Φxmax(s))‖∞ ≤ ρ+ σ2(Φ)‖x−max(s)‖2 ≤ ε,
which reveals that y −Φxmax(s) ∈ BDS(ε). From the proof of Theorem 3.1, we have ‖h−max(s)‖2 ≤
‖hmax(s)‖2. By using the inequalities ‖x‖p ≤ ‖x‖q ≤ n1/q−1/p‖x‖p, x ∈ Rn and given 0 < q < p ≤
∞, we obtain ‖h−max(s)‖1 ≤
√
N − ds‖hmax(s)‖1. Hence,
‖h‖1 ≤ (1 +
√
N − ds)‖hmax(s)‖1 ≤ (1 +
√
N − ds)
√
ds‖hmax(s)‖2. (5.17)
Then,
‖Φh‖22 = < h,Φ⊤Φh >≤ ‖h‖1‖Φ⊤Φh‖∞
≤‖h‖1(‖Φ⊤(ΦxˆDS − y)‖∞ + ‖Φ⊤(Φxmax(s) − y)‖∞)
≤(1 +√N − ds)
√
ds‖hmax(s)‖2(ε+ ρ+ σ2(Φ)‖x−max(s)‖2) (5.18)
and 〈
Φhmax(s),Φh
〉 ≤〈hmax(s),Φ⊤Φh〉 ≤ ‖h‖1‖Φ⊤Φh‖∞
≤
√
ds‖hmax(s)‖2(ε+ ρ+ σ2(Φ)‖x−max(s)‖2). (5.19)
Then, it follows that the below second-order inequality for ‖hmax(s)‖2
[2− p− (t− 1)µ]2(φ(t, p) − δts)‖hmax(s)‖22
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− 2(1 − p
2
)(1 − (t− 1)µ)(t− 1)µ
√
ds‖hmax(s)‖2(ε+ ρ+ σ2(Φ)‖x−max(s)‖2)
− (1 +√N − ds)
√
ds(1− p)(t− 1)2µ2‖hmax(s)‖2(ε+ ρ+ σ2(Φ)‖x−max(s)‖2) ≤ 0. (5.20)
Therefore,
‖hmax(s)‖2 ≤
φ(t, p)
φ(t, p)− δts {
(2 − p)(1− (t− 1)µ)√ds
2− p− (t− 1)µ + (1 +
√
N − ds)φ(t, p)(1 − p)
√
ds}
× (ε+ ρ+ σ2(Φ)‖x−max(s)‖2).
The remaining proof is similar with the case of noise type Bl2 , we omit it here.
Proof of Theorem 3.3. Similar to the proof of Theorem 5.2 [25], from Lemma 2.4 and the union
bound, for fixed δ ∈ (0, 1), the measurement matrix Φ satisfies bock RIP (1.5) over I = {d1 =
d, d2 = d, · · · , dM = d} with probability ≥ 1− 2(12δ )sd(Ms )e−c0(δ/2)n, where c0(δ/2) = δ2/16− δ3/48
and N = Md. Therefore, we have
P(δs < δ) ≥ 1− 2
(
12
δ
)sd
(Ms )e
−c0( δ2)n (5.21)
Corollary 3.1 shows that in the case of free-noise, the guarantee to exactly recover block s-sparse
signals is δts < φ(t, p) (1 < t ≤ 2). Hence, for t ∈ (1, 2], δts < φ(t, p) with probability
P(δts < φ(t, p)) ≥1− 2
(
12
φ(t, p)
)tsd
(Mts )e
−n
(
φ2(t,p)
16
−
φ3(t,p)
48
)
(a)
≤ 1− 2ets
(
d log 12
φ(t,p)
+log e
t
+log M
s
)
−n
(
φ2(t,p)
16
−
φ3(t,p)
48
)
, (5.22)
where (a) follows from the inequality (uv ) ≤ (eu/v)v for integers u > v > 0. When M/s → ∞, to
ensure that δts < φ(t, p) with overwhelming probability, the number of measurements must satisfy
n ≥ ts log Nds/(φ
2(t,p)
16 − φ
3(t,p)
48 ).
6 Conclusion
In recent years, the research of non-convex block-sparse compressed sensing has become a hot
topic. This paper mainly discusses non-convex block-sparse compressed sensing by employing block
RIP. We establish a sufficient condition that guarantee the stable and robust signal reconstruction
via mix l2/lp minimization method. Meanwhile, we present the upper bound estimation of recov-
ery error. In addition, we give the number of samples needed to satisfy the sufficient conditions
with high probability. Besides, we conduct a series of numerical experiments to show the verifia-
bility of our results, and generally speaking, compared with other representative algorithms, the
performance of Group-Lp algorithm is much better.
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