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In condensed matter systems, coherent backscattering and quantum interference in the presence of
time-reversal symmetry lead to well-known phenomena such as weak localization (WL) and universal
conductance fluctuations (UCF). Here we use multi-pass Landau-Zener transitions at the avoided
crossing of a highly-coherent superconducting qubit to emulate these phenomena. The average and
standard deviation of the qubit transition rate exhibit a dip and peak when the driving waveform is
time-reversal symmetric, analogous to WL and UCF, respectively. The higher coherence of this qubit
enabled the realization of both effects, in contrast to earlier work [1], which successfully emulated
UCF, but did not observe WL. This demonstration illustrates the use of non-adiabatic control to
implement quantum emulation with superconducting qubits.
Studies of mesoscopic disordered structures at cryo-
genic temperatures exhibit universal phenomena in their
electrical conductance arising from the coherent scatter-
ing of electrons at random impurities [2–4]. One example
is universal conductance fluctuations (UCF) [4–7], which
are strong fluctuations in the conductance – on the order
of the quantum unit of conductance – that appear as a
function of a parameter, e.g., magnetic field, which ef-
fectively alters how the electronic wavefunction samples
the random configuration of scatterers. Another exam-
ple is weak localization (WL), a quantum correction to
the classical conductance that survives disorder averaging
under conditions of time-reversal symmetry [8–10]. The
result is a dip in the disordered-averaged conductance
(equivalently, a peak in the resistance) at zero magnetic
field and when spin-orbit effects are negligible, due to the
constructive interference between the symmetric forward-
and backward-propagating electron waves arising from
impurity scattering [7, 11]. In the presence of a magnetic
field, the time-reversal symmetry – and thus the degen-
eracy in phase evolution – is lifted for the two paths and
the interference leading to the WL effect is abated [7, 11].
Studies of WL and UCF provide a method for investi-
gating phenomena related to phase coherence, coherent
backscattering, and time-reversal symmetry, and they
have been applied to a wide variety of systems ranging
from metals [12], and semiconductors [13] to supercon-
ducting solid-state devices [14], quantum dots [15–17]
and graphene [18], and even for the scattering of light
of disordered media [19–22].
This work implements a quantum emulator of WL and
UCF phenomena using coherent scattering at an avoided
crossing present in coupled superconducting qubits. The
approach is motivated by earlier work in Ref. 1, where
an avoided crossing of a single persistent-current flux
qubit was used to represent a coherent scattering im-
purity. Conceptually, each period of a large-amplitude
biharmonic flux signal drives the qubit multiple times
through the avoided crossing. Each traversal of the cross-
ing drives the qubit states into quantum superpositions of
ground and excited states – Landau-Zener-Stueckelberg
(LZS) transitions – with output amplitudes related to the
size of the avoided crossing, the rate at which the qubit is
driven through the crossing, and the resulting quantum
interference. The sequence of traversals serve as the scat-
tering sites, and the driven evolution between scattering
events accounts for free-evolution phase accumulation of
an electron, for example, in a disordered medium. Since
the scattering events are imposed by the driving protocol,
the time-reversal symmetry (asymmetry) of the system
is controlled by the temporal symmetry (asymmetry) of
the drive waveform.
Using this approach, Gustavsson et al. [1] emulated
UCF-type phenomena – analogous to fluctuations ob-
served in electron transport through a disordered meso-
scopic system – by describing the qubit-state transition
rate to electrical conductance. The authors observed
fluctuations in the transition rate to the qubit excited
state arising from multiple LZS scattering events when
measured as a function of the driving waveform asym-
metry. However, the analog of WL localization – a dip
in the average transition rate for symmetric driving –
was not observed. Subsequent theoretical work from
Ferro´n et al. [23] indicated that both UCF and WL sig-
natures should be observable if the qubit is operated
in a higher phase-coherence regime. Indeed, while the
niobium qubit used in Ref. 1 had a large energy relax-
ation time (T1 ≈ 20 µs) and a coherence time (T2 ≈ 20
ns) sufficient to observe LZS interference phenomena in-
cluding Mach-Zehnder-type interferometry [24, 25], qubit
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2FIG. 1. Experimental device and energy levels. (a) False color micrographe of two capacitively coupled transmon qubits,
Qa and Qb. (b) Circuit schematic. Qa,b each have individual control lines used to differentially implement (see text) a static
(fdc) magnetic flux bias and the biharmonic driving protocol (fac) through the flux biases Φa,b. Standard microwave gates
are used for device initialization, and the qubits are read out by capacitively coupling to individual readout resonators with
frequencies ωresa,b. (c) Energy levels of the two qubits. The red and blue diabatic energies correspond to one excitation of one
of the qubits. These levels are frequency tunable using baseband flux control. When degenerate, these levels hybridize to
form an avoided crossing of approximately 65.4 MHz. (d) Diabatic energies (dashed line) and eigenenergies (solid lines) of the
one-excitation manifold {|eagb〉, |gaeb〉} as the function of fdc. (e) Scattering at the avoided crossing is implemented using a
driving pulse f(t) = fdc + fac(t), illustrated here as a sine wave. The driving pulse is applied differentially to each qubit.
cooling [26], and amplitude spectroscopy [27, 28], the
phase coherence time was apparently insufficient to ob-
serve WL.
In this work, we use coupled aluminum transmon
qubits [29] to realize a higher-coherence quantum system
with a reasonably sized avoided crossing (≈ 65.4 MHz).
We drive the system using a biharmonic waveform – with
a specified degree of asymmetry – to emulate electron
transport in the presence of multiple scattering events.
The resulting transition rate exhibits effects analogous
to WL and UCF in its ensemble averaged mean and vari-
ance, respectively. The experimental results are in agree-
ment with simulations based on a Floquet formalism.
We utilize an effective two-level system encoded in
the single-excitation manifold of two capacitively cou-
pled superconducting transmon qubits [30, 31] of the X-
mon style [32] using asymmetric junctions with a 13:1
area ratio [33]. The individual transmons Qa and Qb
are well-matched in frequency, with maximum frequen-
cies ωmaxa /2pi = 3.8250 GHz and ω
max
b /2pi = 3.8218 GHz
and minimum frequencies ωmina /2pi = 3.5401 GHz and
ωminb /2pi = 3.5365 GHz, respectively, and they are each
frequency-tunable between the two values by a magnetic
flux Φa and Φb (see Fig. 1). The qubits are individually
coupled to readout resonators at frequencies ωresa /2pi =
7.173262 GHz and ωresb /2pi = 7.203279 GHz, which are
used for qubit state discrimination and provide an ad-
ditional pathway to implement state preparation using
microwave gates.
The qubits are each flux-biased at Φa ≈ Φb ≈ 0.25Φ0,
where Φ0 = h/2e is the superconducting flux quantum,
h is Planck’s constant, and e is the electron charge. This
bias point is approximately midway between maximum
and minimum qubit frequencies such that the uncou-
pled qubit frequencies ωa/2pi = ωb/2pi = 3.6809 GHz
are degenerate, leading to the energy level structure in
the diabatic basis shown in Fig. 1c. Due to the capacitive
qubit-qubit coupling, the diabatic states |gaeb〉 and |eagb〉
in the single-excitation manifold hybridize to form the
eigenfrequencies shown in Fig. 1c. Within this manifold,
we can now write an effective two-level system Hamilto-
nian of the standard form in the basis {|gaeb〉, |eagb〉},
Hˆeff/~ = −ε
2
σˆz − ∆
2
σˆx, (1)
where ~ is the reduced Planck constant h/2pi, σˆz and σˆx
are Pauli matrices, ε is referenced to the location of the
avoided crossing, and ∆/2pi = 65.4 MHz is the transverse
coupling strength and, thereby, the size of the avoided
crossing.
Excursions about the effective two-level system are
driven using a longitudinal flux bias applied differen-
tially to the two qubits, δΦ(t) = [Φa(t) − Φb(t)]/2 ≡
δΦdc + δΦac(t), comprising a time-dependent excursion
δΦac about a static bias point δΦdc referenced with
respect to the avoided crossing (see Fig. 1d and 1e).
The drive is parameterized as a unitless reduced flux
f(t) = δΦ(t)/Φ0 = fdc + fac(t) by normalizing to the
superconducting flux quantum Φ0 [24, 34]. Due to the
large area ratio of the junctions, the diabatic frequency ε
in Eq. 1 is approximately sinusoidal [35] and represents
the response of the system to the drive f(t),
ε(t) ≈ δω sin [2pif(t)] , (2)
where δω = (ω¯max − ω¯min)/2, with ω¯max/min the average
of ω
max/min
a and ω
max/min
b , respectively, yielding δω/2pi =
30.1426 GHz. The instantaneous frequency of the driven
two-level system is Ω(t) =
√
ε2(t) + ∆2.
To simulate mesoscopic conductance effects, following
Ref. 1, we drive the system with a biharmonic signal,
f(t) = fdc + fac [cos(ωt) + cos(2ωt+ α)] , (3)
with ω/2pi = 10 MHz, an excursion amplitude fac = 0.1,
and a phase α that parameterizes the waveform symme-
try and thereby the time-reversal symmetry of the sys-
tem (see Fig. 2a). As with Ref. 1, the analogy is based
on Landau-Zener transitions and the qubit evolution as a
phase-space analog of an optical Mach-Zehnder interfer-
ometer [24], where each Landau-Zener transition depicts
a scattering event. Fig. 2b displays the energy evolution
of the qubit during the drive, where each of the interfer-
ence phases ϕ =
∫
Ω(t)dt are given by the shaded area
between scattering events. Although the biharmonic na-
ture of f(t) will drive the system through the avoided
crossing up to four times per period for specific values
of fdc, the accumulated interferences phases ϕ are time-
reversal symmetric for α = 0 (Fig. 2b, α = 0). In this
case, the qubit trajectories will pick up the same phase
during the driven evolution, and they will, therefore, in-
terfere constructively over multiple periods. However, for
α 6= 0, the waveform is no longer time-symmetric, and
so the interference phases are similarly no longer time-
symmetric (Fig. 2b, α = 0.25pi). The sequential temporal
scattering events mimic the spatial scattering in a disor-
dered condensed matter system (Fig. 2c).
The control and measurement protocol consists of the
following steps: 1) the qubits are prepared in the two-
level system ground-state at flux fdc; 2) the drive signal
[Eq.(3)] is applied to the two-level system for an interval
of time (a number of periods of the driving field); and
3) the system state is determined by reading out each
qubit. Qubit-state readout in the system eigenbases is
implemented by adiabatically shifting the qubits away
from the avoided crossing region into a region where the
uncoupled, diabatic basis states |gaeb〉 and |eagb〉 are es-
sentially identical to the eigenstates. Measuring the in-
dividual qubits in this regime are used to infer the occu-
pation probability of the eigenstates [36, 37].
Using this driving protocol, an analog to the conduc-
tance of a mesoscopic system can be emulated by mea-
suring the qubit transition rate W , the rate at which
population transitions between ground and excited state
of the avoided crossing [1]. Multiple sequential passes
through a single avoided crossing mimic the scattering
amongst a spatial distribution of scatterers (Fig. 2c). The
phase accumulated between scattering events is dictated
by the symmetry and amplitude of the driving waveform.
Unique values of fdc in Eq.(3) mimic different scattering
configurations, fac effectively sets transition probabilities
and the scattering phases, and the parameter α sets the
time-reversal symmetry. The average transition rate 〈W 〉
– the analog of average conductance – is then obtained by
ensemble averaging the measured transition rate over all
fdc realizations. See the supplementary information [35]
for more details.
We plot the excited-state population of the two-level
system as a function of fdc and fac (Fig. 2d). The driving
field extends for 20 periods with each period being time-
symmetric (α = 0). Each period is approximately 100
ns, and thus 20 periods is approximatley 2 µs, smaller
than the independently measured coherence times of the
two-level system which vary between 4 and 20 µs, de-
pending on the bias point. Thus, the system remains
coherent during the entire driving protocol. A numeri-
cal simulation of the time dependent Schro¨dinger equa-
tion (Fig. 2e) for these driving parameters is in good
agreement with the experimental results [35]. The peri-
odic structure observed in Fig. 2d and Fig. 2e arises from
Landau-Zener-Stu¨ckelberg (LZS) interference upon scat-
tering at the avoided crossings, analogous to a multipass
optical interferometer [24, 25, 27, 38].
In order to obtain the transition rate W , we measure
the excited-state population P|+〉(t) as function of time
t and static magnetic flux fdc for a fixed excursion am-
plitude fac = 0.1Φ0 and a specific value of asymmetry
parameter α. As an example, Fig. 3a shows the mea-
surements of P|+〉(t) for α = 0. The asymmetry of the
resulting excited state population for plus/minus values
of fdc results from the driving protocol: at t = 0, the
temporal periodic waveform moves away from fdc in the
same flux direction. The first half-period will therefore
either approach or move away from the avoided crossing,
depending on whether fdc is positive or negative [27].
This leads to the left-right asymmetry as a function of
fdc in Fig. 3a.
We then fit P|+〉(t) for each value of fdc using the func-
tion
P|+〉(t) = PT sin(ΩT t+ ϕ) + P0, (4)
with PT , ΩT , ϕ and P0 the fitting parameters. The tran-
sition rate can then be computed from the expression:
W (fdc) =
∣∣∣dP|+〉(t)
dt
∣∣∣
t=0
∝ |PTΩT | . (5)
The quantity |PTΩT | serves as a proxy for the transition
rate. Fig. 3b shows an example fitting of P|+〉(t) for fdc =
−0.0126Φ0 and α = 0, from which W (fdc) is extracted.
The resulting transition rate W for each value of fdc for
α = 0 is plotted in Fig. 3c. Averaging over all values of
fdc (all scattering configurations) leads to the ensemble
averaged transition rate 〈W 〉,
〈W 〉 = 1
N
N∑
n=1
W (fdc[n]) (6)
with 〈...〉 the ensemble average over fdc, n indexes the
values of fdc, and N is the total number of fdc values.
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FIG. 2. Biharmonic driving. (a) Partial period of biharmonic signal that drives the qubit system multiple times through
the avoided crossing, for fdc = 0, fac = 0.1, α = 0 (magenta line), and α = 0.25pi (orange line), see Eq.(3). (b) Evolution of
system eigenenergy and resulting phase accrual for symmetric (α = 0) and non-symmetric (α 6= 0) biharmonic signals driving
the system through the avoided crossing four times. For α = 0, the system acquires phases in a time-symmetric manner,
ϕ1 = ϕ3. For α 6= 0, the phase accrual is no longer time-symmetric. (c) Illustration of coherent forward and back-scattering
in a disordered condensed matter system. (d) Experimental measurement of excited-state (|+〉) occupation probability (color
scale) as the function of fdc and fac, over 20 driving periods, with α = 0. (e) The corresponding numerical simulation.
(a) (b) (c)
FIG. 3. Transition rate. (a) Measurement of occupation probability P|+〉 as a function of time t and bias point fdc with
α = 0. (b) Temporal coherent oscillations in P|+〉 at fdc = −0.0126 due to Landau-Zener-Stu¨ckelberg transitions at the avoided
crossing is fitted (Eq. 4) to extract the transition rate W (Eq. 5). (c) Transition rate W plotted as function of fdc from data
in (a).
This procedure is then repeated for different values of
symmetry parameter α. The extracted experimental 〈W 〉
for multiple values of α is plotted in Fig. 4a, along with
results from numerical simulation (see [35] for details).
Importantly, 〈W 〉 exhibits a dip – weak localization –
when time-reversal symmetry (α = 0) is imposed. The
suppression of the WL correction in the average conduc-
tance follows a Lorentzian line-shape with the magnetic
field B (in a diffusive transport regime [39]). Consider-
ing that the parameter α mimics the role of B, we plot
in Fig. 4a a fit to 〈W 〉α = a˜ − b˜/[1 + (α/αc)2], obtain-
ing a good agreement with the experimental results, with
αc = (0.09± 0.03) (see [35] for a detailed discussion).
We now proceed to extract the variance in transition
rate,
〈δW 2〉 = 〈W 2〉 − 〈W 〉2. (7)
The experimental and numerical results (Fig. 4b) both
exhibit a peak in 〈δW 2〉 for α = 0, corresponding to the
analog of universal conductance fluctuations (UCF). We
obtain 〈δW 2〉/〈W 〉2 ≈ 0.6, which is in quite good agree-
ment with theoretical predictions for disordered systems
with many scatterers (see [35] for further analysis).
An important outcome of this work is the emulation
of both WL-type and UCF-type phenomena via coher-
ent scattering at the avoided crossing of a strongly driven
qubit system. Although such UCF-type phenomena were
previously reported in Ref. 1, WL was not observed at
that time. The reason was ultimately traced to the rel-
atively short coherence time of the device used in that
work, and not an aspect of the driving protocol, as
clarified in Ref. 23. The present work therefore serves
as experimental confirmation of the theory presented in
Ref. 23, and it emphasizes two additional interesting
points. First, even with only a very small number of scat-
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FIG. 4. First and second-order statistics of the transition rate: WL and UCF. (a) Experimental and numerical results
of the normalized transition rate 〈W 〉/〈W 〉max as a function of the asymmetry parameter α. 〈W 〉 is the transition rate ensemble-
averaged over all fdc values (Fig. 3c) for fixed α, and 〈W 〉max the corresponding maximum value for each case. The bold line is
a fit to the data based on the theoretically expected dependence in the WL regime (see text). (b) Experimental and numerical
results for the normalized variance
[〈δW 2〉/〈W 〉2]
norm
=
[(〈W 2〉 − 〈W 〉2) /〈W 〉2]
norm
. The normalization 〈δW 2〉/〈W 〉2 is per-
formed in the same manner as Ref. 23. There is an extra normalization [〈δW 2〉/〈W 〉2]norm = [〈δW 2〉/〈W 〉2]/[〈δW 2〉/〈W 〉2]max,
with [〈δW 2〉/〈W 〉2]max the corresponding maximum value for each case.
tering events, it is possible to emulate behavior that is
reminiscent of the well-studied UCF and WL phenomena
observed in disordered mesoscopic systems with many
more scatterers. Second, while WL and UCF are both
quantum coherent phenomena, WL is apparently more
sensitive to quantum coherence in this driven system, re-
quiring a device with higher coherence to manifest itself.
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1Supplementary information: Quantum emulation of coherent backscattering in a
system of superconducting qubits
SINUSOIDAL APPROXIMATION FOR THE DIABATIC FREQUENCY ε
In this section, we derive the sinusoidal expression
ε(t) ≈ δω sin [2pifdc(t)] + ω, (S1)
where δω = (ωmax − ωmin)/2 and ω = (ωmax + ωmin)/2, with ωmax/min the average of ωmax/mina and ωmax/minb , see
Ref.[S1] for further details.
To obtain Eq.(S1), we start by considering the general expression [S2] for the diabatic frequency of one of the
transmons, say Qa,
εa(t) =
√
EJΣ,a cos(pifdc(t))
√
1 + d2 tan(pifdc(t))2, (S2)
where EJΣ,a =
√
EJ1,a + EJ2,a, with EJ1,a, EJ2,a the Josephson energies of each junction, satisfying EJ1,a = αEJ2,a
and EJ1,a  EJ2,a. The parameter d follows thus the relation
d =
α− 1
α+ 1
. (S3)
Furthermore, since we are working in the limit of the large area ratio of α of the junctions, then d→ 1. Notice that
the two transmons are well-matched, with maximum frequencies ωmaxa /2pi = 3.8250 GHz and ω
max
b /2pi = 3.8218 GHz
and minimum frequencies ωmina /2pi = 3.5401 GHz and ω
min
b /2pi = 3.5365 GHz. Therefore, for the moment, we only
focus on one transmon.
As follows, we first start with the expression:
EJΣ,a cos(x)
√
1 + d2 tan2(x), (S4)
corresponding to the function inside the square root of Eq.(S2) and where we define x = pifdc(t) to simplify notation.
Taking the limit d→ 1, the previous equation remains
lim
d→1
√
1 + d2 tan2(x)→
√
sec(x)2 + (d− 1) tan(x)
2√
sec(x)2
+O((d− 1)2). (S5)
Notice that to obtain the r.h.s. term of Eq.(S5), we performed an Taylor series expansion around d = 1, which means
f(d, x) =
√
1 + d2 tan2(x) =
∞∑
n=0
∂nf(d, x)
∂nd
(d− 1)n
n!
, (S6)
n ∈ N, and we only keep the first two terms.
Replacing (S5) into (S4), we get
EJΣ,a cos(x)
(
sec(x) + (d− 1)tan(x)
2
sec(x)
)
→ EJΣ,a + EJΣ,a(d− 1) sin2(x), (S7)
Using the previous result, the Eq.(S2) transforms as
ε(t) ≈
√
EJΣ,a + EJΣ,a(d− 1) sin2(x). (S8)
Going a step further and using the Taylor series expansion
lim
d→1
√
b+ (d− 1)a→
√
b+
a
2
√
b
(d− 1) +O((d− 1)2), (S9)
2where b = EJΣ,a and a = EJΣ,a sin(x)
2, the Eq.(S8) can be written as
εa(t) ≈
√
EJΣ,a +
√
EJΣ,a(d− 1)
2
sin2(x). (S10)
Further using the trigonometric relation sin2(x) = (1− cos(2x)) /2,
εa(t) ≈
√
EJΣ,a
(
1 +
d− 1
4
)
−
√
EJΣ,a(d− 1)
4
cos(2x). (S11)
Since, we define x = pifdc,
εa(t) ≈
√
EJΣ,a
(
1 +
d− 1
4
)
−
√
EJΣ,a(d− 1)
4
cos [2pifdc(t)] ,
≈√EJΣ,a(1− 1− d
4
)
+
√
EJΣ,a(1− d)
4
cos [2pifdc(t)] .
(S12)
Now, we proceed to demonstrate the following relations:
√
EJΣ,a
(
1− 1− d
4
)
≈ ω
max + ωmin
2
,√
EJΣ,a(1− d)
4
≈ ω
max − ωmin
2
.
(S13)
For such a purpose, we start by considering the definitions:
ωmaxa =
√
EJ1,a + EJ2,a =
√
EJΣ,a,
ωmina =
√
EJ1,a − EJ2,a.
(S14)
Remember that EJ1,a  EJ2,a, with α = EJ1,a/EJ2,a. Moreover, using Eq.(S14) into Eq.(S3), we obtain the contraint
√
d =
ωmaxa
ωmina
. (S15)
Thus, replacing (S15) into the r.h.s. of (S13), we get
ωmaxa + ω
min
a
2
= ωmax
1 +
√
d
2
=
√
EJΣ,a
1 +
√
d
2
,
ωmaxa − ωmina
2
= ωmax
1−√d
2
=
√
EJΣ,a
1−√d
2
.
(S16)
This last expression is quite similar to Eq.(S10), but we need to work a little more to obtain the same equality.
Under the limit d→ 1, we can perform the following approach
lim
d→1
√
d→ 1 + d− 1
2
+O((d− 1)2). (S17)
Replacing this expression into (S16), we obtain
ωmaxa + ω
min
a
2
≈√EJΣ,a(1− 1− d
4
)
,
ωmaxa − ωmina
2
≈√EJΣ,a 1− d
4
.
(S18)
Then, the Eq.(S13) is satisfied.
We finally reach to the diabatic frequency for the transmon Qa
εa(t) ≈ ω
max
a − ωmina
2
cos [2pifdc(t)] +
ωmaxa + ω
min
a
2
, (S19)
3Following the same procedure, the diabatic frequency for the transmon Qb remains
εb(t) ≈ ω
max
b − ωminb
2
cos [2pifdc(t)] +
ωmaxb + ω
min
b
2
, (S20)
Furthermore, we choose to work with the average diabatic frequency ε(t) = (εa(t) + εb(t)) /2, since the transmons
frequencies match quite well ω
max/min
a ≈ ωmax/minb . Finally, we obtain
ε(t) ≈ ω¯
max − ω¯min
2
cos [2pifdc(t)] +
ω¯max + ω¯min
2
,
≈ δω cos [2pifdc(t)] + ω.
(S21)
Note 1: The numerical results presented in our work [S1] has been performed using the propagator method [S3].
Since the effective Hamiltonian is periodic in time, we can further use the Floquet formalism [S4] to solve the system
time-evolution.
As follows, and without going into technical details, the system dynamics can be compute solving the time-evolution
of the propagator U(t + τ, t), with τ the period of the system Hamiltonian. If the Hamiltonian can be split as
Hˆeff(t) = Hˆ0 + Vˆ (t), then U(t + τ, t) can be factorized into a kinetic and a potential part. Thus, we reach to the
expansion
U(t+ δt, t) = e−iHˆ0
δt
2 e−iVˆ (t+
δt
2 )δte−iHˆ0
δt
2 ,
= ΠN−1n=0 U ((n+ 1)δt, nδt)
(S22)
with δt = τ/N the time interval.
Such factorization carries on several difficulties when considering the full expression of ε(t) (S2), which is the reason
why we employ the approximate equation (S1).
Note 2: Furthermore, to obtain such numerical and analytical results, we set for convenience the expression
ε(t) ≈ δω sin [2pifdc(t)] , (S23)
where the constant frequency ω is absorbed, and we turn cos [2pifdc(t)]→ sin [2pifdc(t)]. By doing this, we are setting
the locations of the avoided crossing ∆ at nΦ0, with n ∈ Z. Notice that cos [2pifdc(t)] the avoided crossings are located
at nΦ0/2. The corresponding experimental value of ω is ω¯/2pi = 3.6809 GHz.
LANDAU-ZENER-STU¨CKELBERG INTERFEROMETRY WITH SINGLE DRIVING: SLOW PASSAGE
LIMIT
In this section, we briefly analyze the system dynamics of our encoded qubit driven by a single microwave field. In
this way, we present experimental and numerical results along with a short analytical description.
As it was presented in [S1], the system of work can be modeled as an effective Two-Level System (TLS) driven by
an external periodic signal described by the effective Hamiltonian
Hˆeff(t)/~ = −ε(t)
2
σˆz − ∆
2
, (S24)
with ε(t) defined in Eq.(S23), f(t) = fdc + fac(t) and fac(t) as the external driving. While fac(t) can take any form,
in this section we only consider the case of single driving fac(t) = fac cos(ωt). Notice that the Hamiltonian (S24) is
written in the manifold basis {|gaeb〉, |eagb〉}. The corresponding energy spectrum as a function of fdc is plotted in
Fig. S1a. The spectrum displays a periodic behaviour in terms of fdc, where the avoided crossings are periodically
located at fdc = nΦ0, n ∈ Z.
Fig. S1b shows the measurement of the LZS interferometric pattern [S4], plotting the transition probability
P|+〉(texp) as function of fdc and fac, after one period of the driving texp = 2pi/ω. The system has been initially
prepared in the ground state |−〉 for each fdc value. By its side, it is presented the corresponding numerical simula-
tion results in the solution of the Schro¨dinger equation. As shown, Fig. S1c reproduces the experimental results quite
well.
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FIG. S1. Resonance pattern of transition probability. (a) Transition probability measurement P|+〉(texp) in terms of
fdc and fac. (b) Numerical results. (c) Plot of the energy-levels in an extended range of fdc. When the qubit is tune near to
an avoided crossing and it is weakly driving, the resonance pattern obeys the dynamics presented in Eq.(S25). Only when the
qubit is tuned near to fdc = 0.5Φ0 and it is strongly driving (fdc > 0.35Φ0), the transition probability in the space [fac, fdc]
manifests another kind of resonance pattern due to the presence of a second avoided crossing.
The calculation of an analytic expression for the time-evolution of transition probability carries on several difficulties.
In this way, it is helpful to make use of different theoretical approaches to describe the dynamics. Since the driving
frequency, ω/2pi ≈ 10MHz is smaller than the minimum energy splitting ∆/2pi ≈ 65, 4Mhz, the most suitable approach
corresponds to the slow limit passage [S4]. In this regime, the interference fringes in the transition probability satisfy
the resonance condition
ξ1 + ξ2 = kpi, (S25)
∀k ∈ Z, with ξ1 =
∫ t2
t1
Ω(t)dt and ξ2 =
∫ t1+2pi/ω
t2
Ω(t)dt, Ω(t) =
√
ε(t)2 + ∆2/2. Notice that the integrals ξ1 and ξ2
cannot be easily evaluated. However, the resonance condition describes arcs around the point (fac, fdc) = (0, nΦ0),
observed in Fig.S1b and Fig.S1c when the qubit is driven quite close to each avoided crossing, see Fig. S1c to identify
the eigenenergy spectrum.
It should be noticed that, for our case, the picture described above [S4] is only valid for fac  0.5Φ0, when the
qubit is driving near to each avoided crossing. Beyond the upper-bound fac  0.5Φ0, the interference pattern as a
function of fdc and fac notably changes, since the geometry of the system becomes relevant in the system dynamics.
These effects can be observed in Figs. S1b and S1c when the qubit is driven too far away from fdc = 0, reaching the
second avoided crossing, see Fig. S1a.
BREAKING TIME-REVERSAL SYMMETRY: ANALYTICAL CALCULATION OF TRANSITION RATE
Similarly to previous results [S5, S6], one can approximately calculate the transition rate from the ground state
to the excited state via perturbation theory.
We are going to consider the system Hamiltonian presented in the section above, see Eq.(S24), with the biharmonic
driving fac(t) = fac1 cos(ω1t) + fac2 cos(ω2t + α), where ω1 = ω and ω2 = 2ω. In order to simplify the calculations,
we can work under the assumption that the qubit is only driven near to one of the avoided crossings, whereby the
Hamiltonian (S24) becomes linear around fdc = nΦ0. In this way, we can work with the simplifying Hamiltonian, for
n = 0,
Hˆ ′eff(t)/~ ≈ −2piδωf(t)/Φ0
2
σˆz − ∆
2
σˆx,
≈ −h(t)
2
σˆz − ∆
2
σˆx,
(S26)
with
h(t) = 2piδωf(t) = ε0 + g(t),
defining
ε0 = 2piδωfdc
5and
g(t) = 2piδωf˜(t) = A1 cos(ω1t) +A2 cos(ω2t+ α)
with A1 = 2piδωfac1 and A2 = 2piδωfac2.
Applying the unitary transformation Rˆ = e−iφ(t)σ
(i)
z /2, φ(t) =
∫ t
0
h(t) dt, to the linearized Hamiltonian (S26), we
obtain
Hˆ(t) = −∆(t)
2
σˆ+ − ∆(t)
∗
2
σˆ−, (S27)
with ∆(t) = ∆e−iφ(t). Notice that this procedure has brought the problem to the interaction picture corresponding
to a rotation of the Hamiltonian into a rotating framework.
For another part, we can define the transition rate between the ground |−〉 and the excited |+〉 states (diabatic
basis) as
W =
dP|+〉(t)
dt
=
dP|−〉→|+〉(t)
dt
, (S28)
with P|−〉→|+〉 = |〈−|UI(t, 0)|+〉|2 the transition probability. In this way, W remains
W =
d
dt
|〈−|UI(t, 0)|+〉|2 . (S29)
Under the assumption of ∆→ 0, the evolution operator can be expanded to first order in ∆ [S5, S6], thus obtaining
UI(t, 0) = 1− i
∫ t
0
Hˆ(τ) dτ +O(∆2). (S30)
Neglecting the O(∆2)-terms and replacing Eq.(S30) into Eq.(S29), the rate of transition can be expressed as
W =
d
dt
∣∣∣∣∫ t
0
〈−|Hˆ(τ)|+〉dτ
∣∣∣∣2 ≡ limt→∞ 1t
∣∣∣∣∫ t
0
〈−|Hˆ(τ)|+〉dτ
∣∣∣∣2 , (S31)
Using Eq.(S27) and expanding the states {|−〉, |+〉} in terms of the manifold basis {|gaeb〉, |eagb〉} as
|−〉 = cos(χ
2
)|gaeb〉+ sin(χ
2
)|eagb〉,
|+〉 = − sin(χ
2
)|gaeb〉+ cos(χ
2
)|eagb〉,
(S32)
with χ = arctan( ∆ε0 ), the Eq.(S31) remains
W = lim
t→∞
1
t
∣∣∣∣∫ t
0
(
cos2(
χ
2
)∆(τ)− sin2(χ
2
)∆(τ)∗
)
dτ
∣∣∣∣2 ,
= lim
t→∞
1
t
∣∣∣∣cos2(χ2 )
∫ t
0
∆(τ)dτ − sin2(χ
2
)
∫ t
0
∆(τ)∗dτ
∣∣∣∣2 .
(S33)
For simplicity, we are going to define the amount P˜|a〉→|b〉(t) ∈ C as
P|a〉→|b〉(t) =
∣∣∣∣∫ t
0
〈a|Hˆ(τ)|b〉dτ
∣∣∣∣2 ,
=
∣∣∣P˜|a〉→|b〉(t)∣∣∣2 ,
P˜|a〉→|b〉(t) =
∫ t
0
〈a|Hˆ(τ)|b〉dτ.
(S34)
6Applying this definition to our case, we obtain
P˜|gaeb〉→|eagb〉(t) =
∫ t
0
∆(τ)dτ,
P˜|eagb〉→|gaeb〉(t) =
∫ t
0
∆(τ)∗dτ.
(S35)
Replacing the Eq.(S35) into Eq.(S33), we obtain
W = lim
t→∞
1
t
∣∣∣ cos2(χ
2
)P˜|gaeb〉→|eagb〉(t− sin2(
χ
2
)P˜|eagb〉→|gaeb〉(t)
∣∣∣2. (S36)
Notice that the term
∣∣∣cos2(χ2 )P˜|gaeb〉→|eagb〉 − sin2(χ2 )P˜|eagb〉→|gaeb〉∣∣∣2 is similar to the calculation of the surviving
probability when two different paths interfere that means Ps = |Apath,1 − Apath,2|2, with Apath,i ∈ C the quantum
amplitude of each path. For our case, we can identify Apath,1 ↔ P˜|gaeb〉→|eagb〉(t) and Apath,2 ↔ P˜|eagb〉→|gaeb〉(t).
Now we proceed to expand the equation above, obtaining
W = lim
t→∞
1
t
(
cos4(
χ
2
)|P˜|gaeb〉→(t)|eagb〉|2 + sin4(
χ
2
)|P˜|eagb〉→|gaeb〉(t)|2
− 2 cos2(χ
2
) sin2(
χ
2
)Re[P˜|gaeb〉→|eagb〉(t)P˜
∗
|eagb〉→|gaeb〉(t)]
)
.
(S37)
Using the definitions presented in (S34) W transforms to
W = lim
t→∞
1
t
(
cos4(
χ
2
)P|gaeb〉→|eagb〉(t) + sin
4(
χ
2
)P|eagb〉→|gaeb〉(t)
− 2 cos2(χ
2
) sin2(
χ
2
)Re[P˜|gaeb〉→|eagb〉(t)P˜
∗
|eagb〉→|gaeb〉(t)]
)
,
= cos4(
χ
2
) lim
t→∞
P|gaeb〉→|eagb〉(t)
t
+ sin4(
χ
2
) lim
t→∞
P|eagb〉→|gaeb〉(t)
t
− 2 cos2(χ
2
) sin2(
χ
2
) lim
t→∞
Re[P˜|gaeb〉→|eagb〉(t)P˜
∗
|eagb〉→|gaeb〉(t)
t
],
= cos4(
χ
2
)W|gaeb〉→|eagb〉 + sin
4(
χ
2
)W|eagb〉→|gaeb〉
− 2 cos2(χ
2
) sin2(
χ
2
) lim
t→∞
1
t
Re[P˜|gaeb〉→|eagb〉P˜
∗
|eagb〉→|gaeb〉].
(S38)
This last result shows how the transition rate depends on the individual transition rates W|a〉→|b〉 plus a correction
given by the quantum interference between the states. Moreover, each term is normalized by a factor that depends on
how the system was initially prepared. As it was mentioned before, this result is similar to the expanded expression
Ps = |Apath,1|2 + |Apath,2|2 − Re
[
A∗path,1Apath,2
]
. Since Ps is calculated in terms of quantum amplitudes, the final
Ps expression presents a classical counterpart, linked with the qubit path probabilities Ps = |Apath,i|2, along with a
quantum counterpart, linked with the interference term Re
[
A∗path,1Apath,2
]
. Analogously with the disorder systems,
the interference term survives disorder averaging when the system presents time-reversal symmetry. In this way,
the term 〈Re
[
A∗path,1Apath,2
]
〉 depicts a negative correction to the surviving probability 〈Ps〉, i.e. the transition
probability 〈W 〉, with 〈...〉 representing the disorder averaging.
We must still calculate the unknown quantities W|gaeb〉→|eagb〉, W|eagb〉→|gaeb〉 and Re[P˜|gaeb〉→|eagb〉(t)
P˜ ∗|eagb〉→|gaeb〉(t)] in terms of the driving parameters.
The first step is to calculate ∆(t) = ∆e−iφ(t), to this end, we can use the Bessel function property eix sin(θ) =∑
n Jn(x)e
inθ, n ∈ Z, obtaining:
∆(t) = ∆
∑
nm
Jn
(
A1
ω1
)
Jm
(
A2
ω2
)
ei(ε0+nω1+mω2)teimα. (S39)
7Replacing the Eq.(S39) into Eqs.(S34) and (S35), it follows
P|gaeb〉→|eagb〉(t) =
∆2
4
∑
nmn′m′
Jn
(
A1
ω1
)
Jm
(
A2
ω2
)
Jn′
(
A1
ω1
)
Jm′
(
A2
ω2
)
eimαe−im
′α
ei((n−n
′)ω1+(m−m′)ω2)t/2 sin(ε0 + nω1 +mω2)t/2
(ε0 + nω1 +mω2)/2
sin(ε0 + n
′ω1 +m′ω2)t/2
(ε0 + n′ω1 +m′ω2)/2
.
(S40)
For another part, the interference term can be written as
Re
[
P˜|gaeb〉→|eagb〉(t)P˜
∗
|eagb〉→|gaeb〉(t)
]
=
∆2
4
Re
[ ∑
nmn′m′
Jn
(
A1
ω1
)
Jm
(
A2
ω2
)
Jn′
(
A1
ω1
)
Jm′
(
A2
ω2
)
eimαeim
′αei((n+n
′)ω1+(m+m′)ω2)t/2
sin(ε0 + nω1 +mω2)t/2
(ε0 + nω1 +mω2)/2
sin(ε0 + n
′ω1 +m′ω2)t/2
(ε0 + n′ω1 +m′ω2)/2
]
.
(S41)
At this point, it should be noted that the calculations above are different from [S5, S6], since in our case the
frequency ω of driving is small compared to the energy gap ∆, thus it is not possible to neglect the fast oscillating
terms. In this way, the final calculations are slightly different.
For simplicity, we are going to considering the limit when α→ 0, thus eimα ≈ 1 + imα. From Eq.(S40) we obtain
P|gaeb〉→|eagb〉(t) ≈
∆2
4
∣∣∣∑
nm
Jn
(
A1
ω1
)
Jm
(
A2
ω2
)
ei((nω1+mω2)t/2
sin(ε0 + nω1 +mω2)t/2
(ε0 + nω1 +mω2)/2
∣∣∣2
+
∆2
4
α2
∣∣∣∑
nm
mJn
(
A1
ω1
)
Jm
(
A2
ω2
)
ei((nω1+mω2)t/2
sin(ε0 + nω1 +mω2)t/2
(ε0 + nω1 +mω2)/2
∣∣∣2
+
∆2
4
iα
∑
nmn′m′
(m−m′)Jn
(
A1
ω1
)
Jm
(
A2
ω2
)
Jn′
(
A1
ω1
)
Jm′
(
A2
ω2
)
ei((n−n
′)ω1+(m−m′)ω2)t/2
sin(ε0 + nω1 +mω2)t/2
(ε0 + nω1 +mω2)/2
sin(ε0 + n
′ω1 +m′ω2)t/2
(ε0 + n′ω1 +m′ω2)/2
.
(S42)
Taking the limit limt→∞
P|gaeb〉→|eagb〉(t)
t and using the well known result limt→∞
1
t
sin2(βt)
β2 → 2piδ(β), the corresponding
transition rate can be approximately calculated as
W|gaeb〉→|eagb〉 = limt→∞
P|gaeb〉→|eagb〉(t)
t
≈ ∆
2
4
∑
nm
Jn
(
A1
ω1
)2
Jm
(
A2
ω2
)2
δ(ε0 + nω1 +mω2)
+
∆2
4
α2
∑
nm
m2Jn
(
A1
ω1
)2
Jm
(
A2
ω2
)2
δ(ε0 + nω1 +mω2)
≈Wα=0|gaeb〉→|eagb〉 + α2ξα6=0|gaeb〉→|eagb〉
(S43)
8Using the same procedure presented above to calculate the interference term, we obtain
lim
t→∞
1
t
Re
[
P˜|gaeb〉→|eagb〉(t)P˜
∗
|eagb〉→|gaeb〉(t)
]
≈
≈ ∆
2
4
lim
t→∞
1
t
Re
[(∑
nm
Jn
(
A1
ω1
)
Jm
(
A2
ω2
)
ei((nω1+mω2)t/2
sin(ε0 + nω1 +mω2)t/2
(ε0 + nω1 +mω2)/2
)2 ]
− ∆
2
4
α2 lim
t→∞
1
t
Re
[(∑
nm
mJn
(
A1
ω1
)
Jm
(
A2
ω2
)
ei(nω1+mω2)t/2
sin(ε0 + nω1 +mω2)t/2
(ε0 + nω1 +mω2)/2
)2 ]
≈ ∆
2
4
∑
nm
Jn
(
A1
ω1
)2
Jm
(
A2
ω2
)2
δ(ε0 + nω1 +mω2)
− ∆
2
4
α2
∑
nm
m2Jn
(
A1
ω1
)2
Jm
(
A2
ω2
)2
δ(ε0 + nω1 +mω2)
≈ lim
t→∞
1
t
Re
[
P˜|gaeb〉→|eagb〉(t)P˜
∗
|eagb〉→|gaeb〉(t)
]α=0
− α2ηα6=0.
(S44)
Finally, from Eqs.(S43) and (S44) we can obtain an approximated equation for the total transition rate around the
point α ≈ 0, which reads
W ≈ cos4(χ
2
)Wα=0|gaeb〉→|eagb〉 + sin
4(
χ
2
)Wα=0|eagb〉→|gaeb〉
− 2 cos2(χ
2
) sin2(
χ
2
) lim
t→∞
1
t
Re[P˜|gaeb〉→|eagb〉P˜
∗
|eagb〉→|gaeb〉]
α=0
+ α2
(
cos4(
χ
2
)ξα6=0|gaeb〉→|eagb〉 + sin
4(
χ
2
)ξα6=0|eagb〉→|gaeb〉 + 2 cos
2(
χ
2
) sin2(
χ
2
)ηα 6=0
)
,
≈Wα=0 + α2ζα6=0
(S45)
Applying the average over initial conditions to the Eq.(S45), we obtain the general equation
〈W 〉 ≈ 〈W 〉α=0 + α2〈ζ〉α 6=0
〈W 〉 − 〈W 〉α=0 ≈ α2〈ζ〉α 6=0,
(S46)
defining the averaged transition rate as 〈W 〉 = 1|ε0,max−ε0,min|
∫ ε0,max
ε0,min
W dε0 and wherewith 〈W 〉α=0 and 〈ζ〉α6=0 are
positive quantitites. From this last result, we can conclude that the observation of weak localization in this system is
possible.
QUANTUM SIMULATOR AND RANDOM MATRIX THEORY PREDICTIONS FOR DISORDERED
MESOSCOPIC SYSTEMS
In this section we review the WL and UCF predicted by Radom Matrix Theory [S7] for disordered mesoscopic
systems, with the aim to compare with our results obtained for the quantum simulator.
By assuming a diffusive (or fully chaotic billiard) transport regime [S8], the suppression of the WL correction in
the average conductance 〈G〉 follows a Lorentzian shape :
〈G〉(B) = a− b
1 +
(
B
Bc
)2 , (S47)
with B the external magnetic field, Bc the critical magnetic field, and a, b ∈ R parameters depending on the system
characteristics. In our case, we have obtained that the average transition rate 〈W 〉 satisfies
〈W 〉α = a˜− b˜
1 +
(
α
αc
)2 , (S48)
9FIG. S2. First-order statistic the transition rate: WL Experimental and numerical results of the normalized transition
rate 〈W 〉/〈W 〉max as a function of the asymmetry parameter α. 〈W 〉 is the transition rate ensemble-averaged over all fdc values
for fixed α, and 〈W 〉max the corresponding maximum value for each case. The fitting curve using Eq.(S48) in plotted in bold
line.
with α the time reversal breaking control parameter and αc the critical parameter playing the role of the critical
magnetic field in Eq.S47. In this last case a˜ and b˜ ∈ R are constants depending on the properties of the quantum
simulator. Fitting Eq.(S48) with the numerical results, we have obtained αc = (0.09 ± 0.03). Fig.S2 displays the
fitting curve along with the numerical and experimental results, showing a good agreement.
In particular, performing a Taylor expansion of Eq.(S48) around α ∼ 0, we get
〈W 〉α ∼ c˜+ b
α2c
α2, (S49)
with c˜ = a˜− b˜. Notice that the Eq.(S49) is similar to the analytical expression obtained in Eq.(S46).
It should be stressed that as our quantum simulator operates in the limit of few scattering centers, the RMT
predictions valid for highly disordered transport regime are not necessarily fulfilled. In particular in Ref.S9 it has
been shown that the WL correction can follow a dependence of the form |B| for a non- fully chaotic regime.
FIG. S3. Second-order statistic of the transition rate: UCF. Experimental and numerical results for the normalized
variance [〈δW 2〉/〈W 〉2]norm. The average of the fluctuations when α 6= 0 is plotted in bold red line, corresponding to the
amount
(
[〈δW 2〉/〈W 〉2]norm
)
α>αc
∼ 0.8 for both numerical and experimental results, see Eq.(S50).
The RMT predictions for the COE (time reversal symmetry (TRS)) and CUE (non-TRS) ensembles [S10, S11]
satisfy 〈δG2〉TRS ∼ 2〈δG2〉non-TRS, with var(G) = 〈δG2〉. In our case, in order to perform a similar comparison, we
have defined the average fluctuation [〈δW 2〉/〈W 〉2]norm for different α values satisfying α 6=> αc in order to consider
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the non-TRS case, and after fitting with Eq.(S48) we obtained :([ 〈δW 2〉
〈W 〉2
]
norm
)
α>αc
∼ 0.8139 , experimental results([ 〈δW 2〉
〈W 〉2
]
norm
)
α>αc
∼ 0.8136 , numerical results.
(S50)
In Fig.S3 we display the experimental and numerical results of the UCF as a function of α. The value(
[〈δW 2〉/〈W 〉2]norm
)
α>αc
∼ 0.8 is plotted in red bold line. Notice that the ratio 〈δW 2〉α=0/〈δW 2〉α>αc ∼ 2 is
satisfied for both numerical and experimental results. The arrows schematically plotted in Fig.S3 show that the
averaged fluctuations and the UCF peak are measured from the minimum value of [〈δW 2〉/〈W 〉2]norm instead of from
zero.
In the case of COE ensemble [S7], the WL and UCF satify respectively:
〈G〉TRS = −2
3
(
e2
h
)
,
〈δG2〉TRS = 2
15
(
e2
h
)2
.
(S51)
In order to compare these typical values with our results we define the dimensionless ratio:
rRMT =
( 〈δG2〉
〈G〉2
)
TRS
=
3
10
∼ 0.3. (S52)
In our case, taking into account the previous results, the ratio gives
r =
( 〈δW 2〉
〈W 〉2
)
α=0
∼ 0.5585 , experimental results
r =
( 〈δW 2〉
〈W 〉2
)
α=0
∼ 0.6958 , numerical results,
(S53)
being r of the order of the rRMT.
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