ABSTRACT
INTRODUCTION
Several technologies for large-scale assays of gene expression are now available. Serial Analysis of Gene Expression (SAGE; Velculescu et al., 1995) , photolithographically synthesized oligonucleotides probe microarrays (Lockhart et al., 1996) and microarrays using cDNA probes (Schena et al., 1995) are among the most common. Gene expression from cells in different states measured by mRNA abundance is correlated to protein level (Gygi et al., 1999) and may provide considerable information on the biological roles of the measured genes in various cellular processes (Lockhart and Winzeler, 2000) . The process of comparing gene expression information from a broad range of conditions has proved to be a useful approach to discovering gene function (Hughes et al., 2000) . Although the high-throughput microarray technologies are very efficient, they are also quite expensive, and as different laboratories may use different platforms to profile the same genes, one would like to combine expression measurements across technologies within a single analysis (Aach et al., 2000) .
In theory, the sequencing-based SAGE method directly measures actual levels of mRNA (Velculescu et al., 1995) , while microarray platforms measure mRNA abundance indirectly (through hybridization of labeled targets to specific probes). Oligonucleotide microarray technology has been shown to have good correlation with SAGE (Ishii et al., 2000) and Northern blots (Harkin et al., 1999; Lee et al., 1999) . Expression levels measured by cDNA microarrays are usually reported as a ratio of the signal from a target mRNA sample relative to one from a cohybridized reference mRNA sample (Schena et al., 1995; Shalon et al., 1996) . This method complicates a direct comparison with results from other technologies as the reported ratios depend on the chosen mRNA reference, as a high level of expression in a sample does not necessarily result in a high ratio. On a smaller scale, fold changes in mRNA levels measured with cDNA microarrays have been validated against other expression assays, including Northern blots (Heller et al., 1999) and quantitative PCR (Iyer et al., 1999) .
In this study, we analyzed mRNA measurements from two large-scale studies measuring gene expression in cancer cell lines. The publicly available data had been measured with Stanford-type cDNA microarrays (http://genome-www.stanford.edu/nci60; Ross et al., 2000) and Affymetrix oligonucleotide microarrays (http://www.genome.wi.mit.edu/MPR; Butte et al., 2000) . To date, there has been no other large-scale analysis of reproducibility between spotted cDNA microarrays and microarrays with synthesized oligonucleotides, the two most commonly used microarray platforms.
METHODS

Gene expression data
Details about the publicly available gene expression data sets have been described previously (Butte et al., 2000; Ross et al., 2000) . Of the 60 cell lines from the standard panel of cancer cell lines from the National Cancer Institute measured with both technologies, we matched 56 pairs of experiments by cell line name. Two of the cell lines had been measured more than once on both platforms. There were three replicates of the MCF7 cell line and two replicates of the K-562 cell line. For these cell lines, pairs were created by randomly selecting one replicate from each technology. The cDNA microarrays contained 9703 cDNA probes while the Affymetrix HU6800 arrays contained 7245 probe sets. From the GenBank accession numbers provided for the cDNA probes and sequences supposedly represented on the Affymetrix chips we downloaded sequence data from GenBank and used stand-alone BLAST (http://www3.ncbi.nlm.nih.gov/BLAST/) to match corresponding sequences. For each cDNA probe sequence, we found the best matching probe set, i.e. sequence represented by a probe set. From all pairs of cDNA probe and best-matching probe set, we removed matches with a score higher than 1E−50. This threshold value was chosen as pairs of sequences with homology similarity lower than 1E−50 appeared to belong to the same UniGene cluster.
From the cDNA microarrays we used the RAT2N, MRAT, CH2D, and CH1D measurements in our comparisons with the average differences reported from the Affymetrix arrays. Details about these measurement variables can be found in the ScanAlyze Manual (http://rana.lbl.gov/manuals/ScanAlyzeDoc.pdf) and the Affymetrix Microarray Suite 4.0 User Guide.
We created two data sets with filtered data. The first filtered data set contained 463 genes that had a sequence match in the oligonucleotide data and had been measured with high variance across the cell lines in the cDNA data. The second filtered data set contained 2158 genes that had a sequence match in the oligonucleotide data and were found to be particularly well measured in the cDNA data. Further details on the filtering criteria used have been described (Ross et al., 2000) .
Sequence analyses
The same GenBank sequence data used in matching cDNA probes with probe sets was also used to compute GC-content and probe lengths. Within the cDNA microarrays, BLAST was used to compute the number of cross-matches for each spotted probe. The number of cross-matches was defined as the number of other cDNA probes spotted on the microarray that were found to match with a BLAST score less than 1E−10. For sequences represented by probe sets on the oligonucleotide microarray, we defined the number of cross-matches as the number of other represented sequences that were found to match with a BLAST score less than 1E−10. UniGene clusters for cDNA probes and for sequences represented on the oligonucleotide arrays were determined by searching UniGene (Build version #126) for the GenBank accession numbers.
Correlation computations
We computed Pearson linear correlation coefficients and Spearman rank-order correlation coefficients for genes, cell lines, and across all 162 120 matched pairs of measurements. Assuming normally distributed data, hypothesis tests of correlation coefficients can be computed via the Student's t distribution. With n being the number of observations, the variable t = r
, where r is Pearson's linear correlation coefficient, is distributed as Student's t with n − 2 degrees of freedom. Equivalently, for a given α, critical values of Pearson's r can be found
, where t α is the critical value of the Student's t distribution with n − 2 degrees of freedom and α as the level of significance. For Spearman's ρ, the variable t = ρ * (n−2)
, is distributed as Student's t with n − 2 degrees of freedom. A similar inverse relationship can also be found. In a one-tailed test with α = 0.01, the critical values are 0.3076 and 0.3102 for Pearson's r and Spearman's ρ, respectively. Using a Bonferroni-type correction for multiple tests we obtain an adjusted α of 0.01/2895, or approximately 3.4542 E−06. The corresponding critical values for Pearson's r and Spearman's ρ are 0.557 and 0.561 respectively.
As the data were distinctly non-normally distributed, we randomized the data and estimated the empirical distribution of the correlation coefficients. The data were randomized by selecting from the 2895 matched pairs, a pair at random and then randomly permuting the columns in both data sets. We computed linear and rank-order correlations for one million such randomly generated pairs. This randomization was carried out for the RAT2N, MRAT, and CH2D cDNA data. Unique sets of random pairs were used for each variable.
Cluster analysis
Hierarchical clustering was performed using the Statistics toolbox in MATLAB (The Math Works, Natick, MA), using Euclidean distance as the measure of similarity and average linkage clustering. By 'horizontally' cutting the derived trees (dendrograms) at various levels we derived cluster memberships for each of the cell lines or genes clustered. From the clusters derived in this way we calculated binary pair vectors, where each element corresponded to a unique pair of cell lines (or genes) and had value one if both cell lines were clustered into the same cluster and zero otherwise. From two such pairvectors, where one was derived from clusters obtained from the oligonucleotide data and the other from clusters obtained from cDNA data, we computed the Jaccard (Yeung et al., 2001) and Kappa (Landis and Koch, 1977) coefficients as a measure of the similarity of the clusters. These coefficients were computed for all possible numbers of clusters, i.e. from one to the number of cell lines (or genes).
RESULTS
Correlations
As a measure of overall consistency between the two platforms we calculated the correlation using all 162 120 pairs of matched measurements. The scatter plot in Figure 1a as well as the correlation coefficients in Table 1 shows that there is little correlation between the CH2D values and the average difference values. The 162 120 pairs of data points are presumed to originate from the same gene measured in the same cell line but the difference in measurement scales may offset the linear correlation. However, since the rank-order correlation is poor, it seems unlikely that a global translation of expression measurements across the two platforms can be made, not even a non-linear transformation. Figure 1b shows that there is practically no correlation between the RAT2N values and the oligonucleotide measurements.
As can be seen in Table 1 , this was also true for the alternative ratio, MRAT. The CH1D values represent the mRNA reference co-hybridized with the target cell line and were expected to have little or no correlation with the oligonucleotide values. Surprisingly, these values were slightly correlated with the oligonucleotide data almost at the same level as the CH2D values, representing the target cell lines. Because array-specific variation such as hybridization conditions and scan settings may severely offset the overall correlation, we calculated the correlation within each cell line. As with the overall correlations, the ratios RAT2N and MRAT had no correlation with the oligonucleotide data. For the CH2D values, the cell line correlations ranged from 0.2137 to 0.4508 for the Pearson coefficient and from 0.2824 to 0.5116 for the Table 1 . For the genes, the ratios RAT2N and MRAT had better correlation than the CH2D values, and the control CH1D did not show correlation with the oligonucleotide data. We tested for significance both using the theoretical distribution assuming normally distributed data and using a randomization experiment calculating empirical distributions for the correlation coefficients. A summary of these results is shown in Table 2 .
Gene features possibly influencing the correlation
To determine gene-or probe-related features associated with the degree of correlation, we calculated correlation coefficients for stratified subsets of the matched genes. In these analyses, we used only the RAT2N and CH2D data from the cDNA arrays. For the genes, the correlations calculated with the RAT2N data was strongly correlated with the correlations calculated with the CH2D data, so associations found with one variable generally would carry over to the other. Thus, unless explicitly stated otherwise, statements about correlations generally regard results found with both cDNA data measurements. We grouped genes based on GC-content, sequence length, and an index of intra-chip sequence similarity for both cDNA probes and sequences represented by oligonucleotide probe sets and examined correlations in the groups. The clearest trend was found for GC-content. Lower GC-content was associated with higher (average) correlation and higher GC content was associated with lower correlation (Figures 2a and b) . However, the variation within each group was too high for these differences to be statistically significant. The probes spotted on the cDNA arrays ranged in length from 100 to 753 bases. We found reduced correlation for probe sequences of length greater than 600, both linear and rank-order (Figure 2d , group 5). The sequences represented by probe sets on the Affymetrix arrays ranged in length from 214 to 302 250 bases. We observed lower correlations, both linear and rank-order, for the subset of sequences with 10 000 bases or more (Figure 2c , group 5).
As an estimator of possible cross-hybridization within each array type, we calculated sequence similarity between sequences spotted or represented on the arrays. We defined an intra-array cross-match to be a sequence similarity with BLAST score less than 1E−10. For the cDNA arrays we found 1079 sequences with one or more such cross-matches. We observed a tendency for genes having probes with higher numbers of cross-matches to have lower correlation with the oligonucleotide data (Figure 2f ). For the Affymetrix chips we did not have the actual probe sequences used on the arrays, only the sequences supposedly represented. Calculating crossmatches for these sequences did not reveal any clear association with gene correlation (Figure 2e ).
Other studies have indicated that reliable measurements are harder to obtain for low-abundance transcripts (Bittner et al., 2000) . In order to see whether transcript abundance could be related to the between-platform correlations, we analyzed average correlations across groups of genes grouped by average signal across the 56 arrays. Using intensity data from both technologies we found lower correlations from genes where the average intensity was low (Figures 2g and h) . For the 129 genes with average (across the 56 cell lines) CH2D value below 100, the average linear correlation was only 0.0321 and the average rank-order correlation was 0.020. Including all genes with an average CH2D value below 500, the average linear correlation was still as low as 0.104, about one third of the overall average. Similar patterns were also observed for low average difference in the oligonucleotide microarrays. For the high mean-intensity groups, the average correlations were clearly elevated compared to the overall averages. 
Data filtering
In order to assess whether data filtering could improve the correlation, we created two filtered data sets (see Section Methods); one filtered data set containing 463 genes with high variance in the cDNA data and one containing 2158 genes presumed to be particularly well measured with the cDNA microarrays. Table 3 gives a summary of correlations computed from these two data sets. The main effect of the variance filtering was to remove genes with lower correlation, as the average correlations for the genes increased. In both the filtered data sets, the overall and cell line correlations were slightly higher for the ratios and slightly lower for the CH2D data.
Cluster analysis
The results above indicate systematic differences in the detection of gene expression. As many microarray studies draw their conclusions from clustering analyses, crosstechnology preservation of clustering results may be more interesting than preservation of the raw measurements. Cluster analyses should be similar if intra-technology relationships between measurements are similar. To assess whether this was the case in the present data sets, we performed hierarchical clustering of the cell lines for the whole data set with 2895 genes and the two filtered data sets. We also clustered genes in one of the filtered data sets. For these analyses we used the RAT2N and CH2D data from the cDNA arrays and, as earlier, the average differences from the oligonucleotide arrays. Figure 3 shows plots of the Jaccard and Kappa coefficients measuring cluster similarity between clusters computed from oligonucleotide data and clusters computed from the RAT2N data; the results from comparisons with CH2D data were similar (data not shown). From the findings it is evident that there is little concordance between the clusters resulting from the oligonucleotide data and the clusters resulting from the cDNA data. (Note that a Kappa coefficient above 0.4 indicates some concordance between clusters.) For the cell lines, we see that the clusters computed from the filtered data corresponding to cDNA well measured genes had some concordance for the number of clusters lying between 2 and 10, while the variance filtered data did not show higher concordance.
No concordance was found in clusters of genes from the variance filtered data.
DISCUSSION
The existence of several platforms for measuring gene expression makes consistency and reproducibility across technologies important issues. Being able to use data interchangeably across platforms would be very beneficial, as this would potentially reduce the need to duplicate experiments. This study suggests that data from spotted cDNA microarrays could not be directly combined with data from synthesized oligonucleotide arrays. It seems unlikely that these data can be normalized or transformed to a common standardized index of gene expression. Clearly our study and observations are limited to these particular data sets. One important limitation is that the experiments were carried out independently in two different laboratories using different materials and protocols. Although the originating cell lines were the same, they had been grown independently and mRNA samples and hybridization targets had been prepared separately. Associated with the above, the equipment and protocols for hybridization, washing, scanning and image analysis are possible sources of variation between replications of experiments also when carried out on a single platform. Further experiments where each of these factors can be controlled, isolating systematic differences between these two microarray technologies are clearly in place. Nevertheless, there are important differences between the two technologies and we believe that the low correlations observed, at least partially, are due to differences in the hybridization conditions and fluorescence measurement strategies inextricably linked to the platforms.
Our results indicate that sequence features may affect expression measurements differently in the two platforms. Fig. 2 . Gene correlations between cDNA microarray RAT2N data and average difference from oligonucleotide microarrays. Figures (a) , (c), (e), and (g) show average correlations in groups of genes based on GC-content, sequence length, intra-chip cross-matches, and mean expression from the oligonucleotide arrays. Figures (b) , (d), (f), and (h) show average correlation in groups of genes based on GC-content, sequence length, intra-chip cross-matches, and mean expression from the cDNA arrays. The groups of genes were created by manual discretization. The groups based on GC-content in sequences represented on the oligonucleotide arrays (a) were created by cutting at 0.35, 0.45, 0.55, and 0.65. The groups based on GC-content in probes on the cDNA arrays (b) were created by cutting at 0.3, 0.4, 0.5, and 0.6. The groups based on length of sequences represented on the oligonucleotide arrays (c) were created by cutting at 1000, 3000, 5000, and 10 000. The groups based on length of probes on the cDNA arrays (d) were created by cutting at 200, 300, 400, 500, and 600. The groups based on cross-matches of sequences represented on the oligonucleotide arrays (e) were created by cutting at 0.1, 10, and 50 (i.e. the first group contained only sequences with zero cross-matches). The same cuts were used for cross-matches of probes on the cDNA arrays (f). The groups based on average intensity on the oligonucleotide arrays (g) were created by cutting at 5, 50, and 500. The groups based on average intensity on the cDNA arrays (h) were created by cutting at 100, 500, 1000, and 5000. Common to all discretizations was that the upper limit was included in the bin, e.g. in (g), the second group of genes with average intensity between 500 and 1000 included genes with average intensity of 1000. In all plots, the horizontal lines represent the average correlations across all genes. For each group of genes created by discretization, the number of genes included in the group is shown in the plot.
Base composition has a known effect on hybridization, given the lower stability of A-T versus G-C pairs (Southern et al., 1999; Stomakhin et al., 2000) . Thus, the GC-content is an important factor because probes with higher GC-content tend to have increased hybridization stability due to the higher proportion of stable base pairs (Herwig et al., 2000) . Probe sequences with sequence homologies to other probes increase the potential for The formats of these tables are similar to that of Table 1 . The first filtered data set with 463 matched genes was obtained by intersecting the matched data with a list of genes having high variance across the cell lines in the cDNA data (a). The second filtered data set with 2158 matched genes was obtained by intersecting the matched data with a list of genes being well measured in the cDNA data (b). Fig. 3 . Concordance of clusters from hierarchical clustering. Jaccard (a) and Kappa (b) coefficients were computed for clusters obtained from hierarchical clustering of cell lines using oligonucleotide data and RAT2N data from the cDNA arrays. The coefficients range from zero to one (y-axis) and are plotted by the possible number of clusters generated from the dendrograms (x-axis). Cell line clusters were generated from data sets containing all 2895 genes and filtered data sets containing 2158 (wm; supposedly representing well measured spots on the cDNA arrays) and 463 genes (variance; representing spots with high variance across the cell lines on the cDNA arrays). Little concordance was observed also in the filtered data sets. Genes in the filtered data sets were also clustered from the oligonucleotide and RAT2N data. Jaccard and Kappa coefficients for the clusters calculated from the data sets with 463 (c) genes are shown.
non-specific hybridization (Schadt et al., 2001) . The lower average correlation for cDNA probes with many cross-matches, suggests that cDNA probe similarity may cause inaccurate expression measurements on cDNA microarrays (Kane et al., 2000) . Spotting more specific cDNA probes of the unique regions from a set of genes and reducing the length of the probe sequences could reduce the potential for cross-hybridization. Probe length may also affect the degree of non-specific hybridization, as was in part observed on the cDNA arrays. On the Affymetrix platform, the probes have a fixed length, but the offset in correlation for probe sets on the oligonucleotide arrays representing longer sequences suggests similar effects for longer targets. In our results, we found the correlations to be more dependent on features of the cDNA probes than on features of the sequences represented on the oligonucleotide arrays. This indicates that the Affymetrix strategy using probe sets with short fixed-length probes including Perfect Match (PM) and Mismatch (MM) probes may give more homogeneous hybridization conditions. However, it should be emphasized that since the exact sequences of the probes used on the oligonucleotide arrays are not known (Affymetrix proprietary information) this added layer of abstraction makes it impossible to state whether the observed relative invariance in correlation is an indication of these measurements being more accurate.
The lack of overall and cell line correlations between RAT2N and MRAT data with the oligonucleotide array data was not surprising, as the ratios also depend on abundance of each mRNA species in the reference sample. It is commonly claimed that representing gene expression measurements as ratios result in more reliable (and thus more reproducible) data as the competitive co-hybridization to a reference mRNA sample may eliminate noise due to spot-variation in hybridization and signal detection (Schena et al., 1995; Shalon et al., 1996; Bittner et al., 2000) . This is in part supported by the higher correlation of genes observed between ratios and oligonucleotide data, than for the target signal alone. However, analysis of the replicated experiments revealed that internally in the cDNA data the CH2D values had higher correlation than the RAT2N values, both linear and rank-order (data not shown). Moreover, supposing that the lack of correlation was primarily due to random noise one would expect higher correlation comparing means (or medians) across replicates measured with one technology with means across replicates from the other technology. For the MCF7 cell line, the correlations between the averages of intensity measurements across the replicates were not better than 0.388 and 0.457, for the linear and rank-order, respectively (correlations for the medians were 0.385 and 0.4851, respectively). In other words, just slightly above the average correlations between the individual replicates. This supports there being systematic differences in the two technologies, and as the cluster analyses revealed discordance in the computed clusters we anticipate that different biological relationships would be detected in gene expression analyses on the two platforms. This was further supported by the results from the filtered data.
Without an independent third source of data, we are not in a position to determine which of these two platforms is the better. We believe that there are issues in both technologies that should be resolved before it is possible to transform measurements from either technology to a general index of gene expression. Our results suggest that more research on the hybridization dynamics on both platforms are needed before measurements are sufficiently well understood to be utilized across technologies. New techniques for expression profiling, including optically coded beads (Chen et al., 1998; Michael et al., 1998) , inkjet arrays (Okamoto et al., 2000; Hughes et al., 2001) , and others (Hakala and Lonnberg, 1997; Kononen et al., 1998) may complement current technologies, but will also add to the challenge of comparing and combining expression data from different platforms.
