The primary goal of using Design of Experiment (DOEx) methods is to extract the maximwn amount of information concerning experimental factors and their interactions from as few observations as possible. DOEx methodology allows an experimenter to selectively and systematically adjust process settings to learn which factors have the greatest impact on process and product performance. Using information about these factors, process settings can be adjusted until optimwn performance is obtained. Classical designs can be used for most types of studies, yet additional methods for constructing designed experiments for non-standard situations are needed. In particular, Sandia National Laboratories' current interest is in further developing and applying special DOEx procedures for low-volwne manufacturing process characterization and optimization. In this paper, we introduce and discuss the various "Design Optimality" criteria for constructing and "repairing" small-sample experiments. A case study involving the design, analysis, and repair of an ion source experiment is then presented, using the design of experiments software tool Statistica. Finally, we present a cost vs. benefit analysis of using the design optimality approach.
Introduction
Classical Design of Experimene (DOEx) methods are available for most types of studies, yet special procedures for constructing and perfonning the analysis of experimental designs for non-routine situations are needed. In particular, Sandia National Laboratories' current interest is in further developing and applying special DOEx procedures for low volume manufacturing process characterization and optimization. Traditional DOEx often leads to experimental design plans with too many runs to be practical for small lot production. The goal of small sample P9Ex is to provide experimental design plans for process characterization and startup with the fewest number of experimental runs that meets the specific goals and constraints of the experiment. This paper discusses and illustrates the usefulness of the "Design Optimality" criteria for constructing and "repairing" such small sample experiments. A case study involving the design, analysis, and repair of an ion source experiment is also presented as an example of this technique.
A generic cost vs. benefit analysis is also presented.
Basic Design of Experiments
The primary goal of using DOEx methods is to extract the maximum amount of information concerning experimental factors and their interactions from as few observations as possible. Granting that various process settings allow for some range of adjustment, the DOEx methodology allows an engineer to selectively and systematically adjust these settings to learn which factors have the greatest impact on performance.
Using this information, the settings can be constantly improved through sequential experimentation until the optimum process settings are obtained. Naturally, the more that is known about the experimental region, the easier it is to select appropriate process factors and settings for experimentation, and to identify the right model for estimating effects and experimental error". In the initial stages of experimentation, DOEx provides relatively simple models that contain critical information, primarily identification of the 1 DOEx concepts have been evolving since the 1920's when agricultural experimentation was used to develop the underlying modeling and analysis methods of designed experimentation.
-5-most important factors. As the investigation progresses, more sophisticated DOEx methods can be applied (such as response surface methods) that are specifically designed for optimizing process settings. There are several references 3 that provide explicit procedures for constructing these experiments, as well as providing guidance with respect to the logistic and economical considerations (e.g. time, money, etc.) involved in experimental work. Included below is a brief summary of the critical ideas of DOEx that are also pertinent to the later discussion of optimal-design experiments.
The most desirable design characteristie'is that all-important main effects and interactions can be estimated. When the design allows the separate contribution of each factor to be estimated independently, the design is said to be orthogonal. Another very important aspect of planning the experiment is to include as much replication as possible. Besides improving the estimate of the average response, replication provides an estimate of the experimental error by calculating the variation between the repeated runs. If the experimental error variation is significantly large, an accurate estimated modd may be difficult to identify.
Optimal-Design Concepts
Often uncontrollable circumstances present unique challenges to the experimenter. For example, an equipment malfunction or breakdown could result in missing experimental runs. Consequently, some effects of interest might no longer be estimable without redoing the missing runs of the experiment. The problem is then how to choose a minimum number of additional runs necessary to estimate all the effects of interest. Other difficult 2 An estimate of the variation between samples tested at the same combination of factors.
3 A widely recognized and excellent reference is Box, Hunter, and Hunter (1978) Statistics for Experimenters.
4 Specifies which factors are included in the regression analysis; in general, the model may be stated as: y = F(x}, X2, ••• , x n ) where y, the dependent variable is a function of the independent variables or x's. A first order model includes linear terms, whereas higher order models are polynomial.
DOEx problems, such as constrained regions designs, have prompted much interest in developing special procedures to address these situations that classical designs cannot adequately handle.
DOEx Optimal Design Tool
With recent advances in design of experiment software, algorithms that construct "optimal" experimental designs6 are available to address the"se problems.
These optimal-design algorithms can be.llsed to:
1. Construct the "best" standard design through evaluating various efficiency measures and prediction variance measures. 2. Construct the "best" minimum run designs. 3. Augment or "repair" a current experimental design. 4. Replace points in a design because of an :irregular or constrained experimental region.
Because the optimal-design algorithms provide the ability to generate non-standard designs, an investigator can use the "optimal-design" approach to generate a design matrix that limits the number of experimental runs. This ability provides a method to create a design requiring a small or minimum number of runs. Because these programs can calculate efficiency measures (A, D and G-efficiencies, often referred to as the "alphabetic" optimality criterion) and maximum prediction variance (MPV) measures, a quantitative comparison of one design with another can easily be made. The goal of the optimal-design approach is to choose a design with the highest efficiency or smallest MPV possible while still meeting the specific goals and constraints of the experiment.
D-Optimality / D-Efficiency Design Criterion
This criterion searches for a design matrix that maximizes the determinane 'D' of the design/model matrix. The larger the determinant of a matrix, the more independent the S The factors within the design region (or sub-region) are not feasible or constrained (such as in mixture problems where all ingredients must sum to 100%). 6 Design optimality became practical (-1970-80) when the designs were formulated as efficient in terms of criteria, the results of work by Kiefer et al.
-7-colunms, thus, finding a design that maximizes the determinant of the design/model matrix means finding a design where the factor effects are maximally independent of each other.
The D-efficiency measure can be interpreted as the relative number of runs (as a percent) that would be required by an orthogonal design to achieve the same value of the determinant lXXI, where X is the design/model matrix that specifies what levels of the factors are to be run in the design and what terms are to be included in the model.
Another advantage of using the D-optimality criterion to select a design is that it minimizes the overall variance of the estimated effects. Since an orthogonal design may not be possible or practical, this measure:.is a relative indicator of efficiency.
Where: p = the number of factor effects to be estimated by the design (columns in the design/model matrix X), and N = the number of requested runs.
A-Optimality I A-Efficiency Design Criterion
Another optimality criterion maximizes the diagonal elements of the XX matrix while minimizing the off-diagonal elements. The effect of this criterion is to minimize the average variance of the estimated effects. The A-efficiency measure is the relative number of runs (as a percent) that would be required by an orthogonal design to achieve the same value of the trace 8 of (XX)"I. Again this measure is a relative indicator of efficiency that can be used to compare other designs of the same size and constructed from the same design points candidate list.
A-efficiency = 100 * p/trace (N*(XXr
)
Where: p = the number of factor effects in the design, N = the number of requested runs, and trace = the sum of the diagonal elements (of (N*(XXr
The determinant D of a square matrix is a specific numerical value that reflects the amount of independence between the columns and rows of the matrix; the larger the determinant, the closer to orthogonality.
• The trace of a square matrix is defined as the sum of the elements on the principal diagonal. .
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G-Optimality & Prediction Variances Design Criterion
The G-efficiency or G-optimality measure is computed as:
Where: p = the number of factor effects in the design, N = number of requested runs, and Max U (x) = the maximum prediction variance (MPV) across the list of candidate points.
The value in using the G-efficiency or max u (x) as a design measure is that both provide useful information about the prediction of the response throughout the design space. A useful rule of thumb 9 is that a design matrix with max u (x) ~ 1.0 and/or G -efficiency ~ 50% provides a reasonable design in many applications.
Constructing an "Optimal-Design" Matrix
To construct an "optimal-design" matrix using a computer software program requires the investigator to provide the following items:
1. a list of "candidate points" that specifies the valid or feasible design points (points in this list can be marked for forced inclusion in the final design), 2. the desired number of runs for the final experiment, 3. the specified exact form of the expected model, and 4. any other constraints.
Using this infonnation as the basis, the optimal design algorithm searches for the "best design" that is orthogonal. Because an orthogonal design may not be possible, nearly orthogonal designs are generated. Other uncertainties or difficulties that the designer should be aware of include the following:
• Expect to have low efficiency measures if the design is "saturated 10 " or near saturated.
• There are usually no exact solutions. There can be several "local minima," therefore it is important to try a number of different initial designs and algorithms.
• Because the design intent is often to minimize the number of runs, an estimate of the experimental error ll may not be available. Replication of some design points will be necessary to obtain an estimate of e.~perimental error.
• If the specified model is not correct, 'then the generated design may not maximize the 'optimality criterion and may not be the best design.
Application to Experiment Design
The ability to quantitatively assess design efficiency is particularly valuable in creating small sample designs. Specifically in the low-volume manufacturing of very expensive parts, the number of experimental runs required in classical designs may not be possible.
Other considerations such as production schedules provide additional incentives to use optimal-design methods with small sample experiments. Other design problems can also be accommodated (i.e., irregular or constrained design region). Such problems are commonly encountered in mixture problems, but other types of experiments can have factors where the upper or lower bounds of the design space must be constrained. (An example of such a situation is when the operating range of test equipment restricts the experimental region.)
Application to Experiment Repair
Since missing experimental runs can pose a real dilemma, the capability to "repair" a design becomes very important. The optimal-design algorithms allow the inclusion of 10 It is possible to construct designs for investigating up to k facfors = N -1 in only N runs;
these designs are said to be saturated (where N is the number of experimental runs). Example: a 2 3 -1 design requires four experimental runs to examine 3 factors.
11 There is no infonnation to test for model inadequacy.
-10-existing design points and use the remaining candidate points to complete the design matrix (within the specified number of runs). The investigator can select the design that will provide the appropriate data for analysis with a limited number of additional runs.
The design efficiency measures can be used to quantify the value of additional runs or to identify which part of the design region of greatest interest is best examined by the different designs. This information helps the experimenter decide which additional run (or runs) should be added to "repair" the existing experiment.
Example of Optimal Experimental Design Selection
Included here is a simple example of how the optimal design criteria can be applied to generate an experimental design. This example will compare the optimal design measures (A, D, G, and Max Prediction Variance) for different run sizes. The final design matrix for this example will be selected.using the recommended max prediction variance (MVP) criteria that satisfies max '\) (x) S;; 1.0.
For the example, a 4-factor (A, B, C, & D), 3-level (3\ experiment is considered. The traditional full factorial design 12 requires an experimental matrix of 81 runs; this design matrix is entered into the optimal design software program as the "candidate list". Next, the factors to include in the regression model 13 must be determined. Selecting the model is the most challenging aspect of using the "optimal" design procedure since the experimenter is rarely certain of the model prior to designing any experiment. However, as the number of runs in the design exceeds the number required to achieve an orthogonal design, the improvement in the D, A and G-efficiencies measures do not improve (in this example at approximately 60). In comparing the improvement in the amount of the prediction variance within the first 30 experimental runs with the improvement over the next 20 runs, the point of "diminjshing returns" can be evaluated.
Assuming that there are no other limitations (i.e., economic considerations) and the experimental objectives can be met, then the design matrix associated with the 24 runs would provide the "optimal design matrix" for the 4-factor, 3-level experiment. Using such a graph, the size of an experiment can be appropriated (Le., the minimum number of runs for which max u (x) ::;; 1.0 can be obtained vs. the point of "diminishing returns" Number of Experimental Runs NOTE: The "optimal" number of runs to include in the design matrix is based on the selection criteria for the prediction variance (max u (x» ~ 1.0.
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Case Study: Ion Source Experiment
The objective of the Ion Source Experiment was to identify whether certain processing conditions had an impact on the total number of shots to failure (shot life) of the neutron generator tubes. Four factors were included in this investigation:
A. Chromium Thickness (1000 or 3500 A), 2 levels allows an estimate of all important factors and interactions between factors to be identified.
Also, anticipating some sample-to-sample variation, it was recommended to obtain at least one replication for each combination of factor levels included in the experiment. This improves the estimate of the average response at each combination and provides an estimate of the experimental error.
For various reasons the experiment as planned could not be completed, and the data available for analysis was very limited. In summary, only 29 of the originally planned 48 tests were performed. Of these 29 tests, only 7 provided useful shot life data (the data matrix is provided in the Appendix, Table 2 ). The other 22 shot life tests were truncated at approximately 20 shots, resulting in data that could not be used in the analysis. The situation raised the following questions:
17 A mixed-level design includes factors with unequal levels. (i.e., for a 3-factor experiment, 2 of the factors have only 2-levels, high and low, while the other factor has 3-levels, high, medium, and low.)
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• By using the DOEx tools for optimal designs, could we the "repair" the experiment? (i.e., is there an optimum number and choice of additional runs that could be performed to allow a meaningful analysis?)
• If only a single additional run could be conducted (due to material, time, or other resource constraints), which run would provide the greatest amount of information?
Ion Source Experiment Design Repair
The data set used for this investigation included only the 7 runs from the Ion Source Experiment that had useful shot life test results. The additional runs necessary to complete the full factorial design matrix for a mixed~leveI3-factorI8 design were provided as the other candidate design points. (This design/data matrix is provided in Appendix A, Table   2 .) The objective of our investigation was to answer the questions, which were raised as a result of the missing experimental runs. Using the "optimal-design 19" software, several potential "repair" strategies were investigated by varying the following factors:
1. Number of runs in repaired design (e.g., 7 vs 8, vs 9, etc ... ),
Using different criterion to evaluate the designs (A-optimality vs. Doptimality vs. Maximum Prediction Variance (MPV) criterion),
3. Forcing the inclusion of design points (6 points vs. 8 points), and 4. Specifying different models to fit in the analysis (e.g., main effects vs. inclusion of 2-way interactions).
A summary of these comparisons is provided here and a comprehensive set of comparison tables is included in the appendix for further review.
As expected, increasing the number of runs had a positive impact on the A and D-efficiency measures as well as the Maximum Prediction Variance criterion. This result was consistently seen, regardless of the complexity of the model specified. Throughout the investigation, there was no significant difference in the final recommended design when 18 A decision was made to eliminate the type of cleaner from the initial design as one of the factors of interest in the repair effort, since it was believed to have no effect on the response variable, shot life.
19 The computer software package used was Statistica's Industrial System Design and Analysis of Experiment!9 module, from Statsoft, Inc.
-16-comparing the D-optimality and A-optimality criteria. For most of the trials, the points that were marked for forced inclusion in the final design were the six unique points from the existing shot life data set. However, for the sake of this investigation, we performed a few comparisons with 8 points forced into the final design. The efficiency measures for the designs with 8 forced points were consistently lower (D-efficiency measures for these comparison runs are provided in Appendix B.).
As seen in the results of the Ion Source Experiment, the model specified in the investigation can make a considerable difference in the efficiency and maximum prediction variance 
D-Optimal model includes Linear
Effects/Interacts A*B, A*C, B*C:
Results Summary
As previously stated, the objective of this effort was to address the following questions:
• By using the DOEx tools for small designs, could we the repair the experiment? (i.e., Is there an optimum number and choice of additional runs that could be performed to allow a meaningful analysis?) • If only a single run could be conducted, (added to the existing runs) which run would provide the greatest amount of information?
Given the results of this investigation the answers are:
1. Depending on the specified model, the "optimal-design" tools could readily repair the experiment in as few as 7 runs for the main effects only model. If an estimate of all of the 2-way interaction terms is desired, then a 10 run design is required. In each case, the recommended number of runs to repair the design reduces the maximum prediction variance to below one, the recommended value of an adequate design. 2. Concerning the question of adding a single run, the main effects model design with just 7 runs showed a remarkable improvement in the efficiency and maximum prediction variance measures:
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For the model including the 2-way interaction tenns, adding a single run would not have a meaningful benefit using the max u (x» ~ 1.0 criterion suggested. For this model the smallest feasible design (i.e., the one with the fewest number of runs) requires at least 3 additional runs. However, in reviewing the efficiency and maximum prediction variance measures, an additional 4 runs (for a total of 10 runs) provides a much better design.
Resources Comparison
One of the benefits realized in using the DOEx approach is that statistical experiment design plans assure that the experimental work is done efficiently and the limitations of the traditional one-at-a-time scientific method are avoided. This benefit is further exploited with the ability to quantitatively evaluate different designs and minimize the number of runs using optimal design measures.
To illustrate this aspect of the optimal design approach, an example has been created. Using the graph and the next table, the value of the maximum prediction variance for the traditional CCD design and the optimal design can be compared. In the 2-factor case the maximum prediction variance is less than 1 after 9 runs (0.81) and the 13 run has a -20-maximum prediction variance of 0.79. From this analysis we can readily conclude that if four additional runs are conducted, the maximum prediction variance will improve by only 0.02. The investigator can then determine if this amount of improvement is necessary and or of sufficient value to perform the additional 4 experimental runs. Given a situation where the number of factors or the number of experimental runs are limited due to budget constraints, the optimal design measurements may be of further use in evaluating the trade-off's, or as a method to justify additional experimental budget requests. 
Conclusions
Although the classic experimental design approach provides a reliable means of generating and analyzing experiments, the ability to generate "optimal designs" remains very important in the field of DO Ex. Because there will often be experiments where the sample size is limited (as in small sample process characterization), the region of experimentation is unusual, or (as in the Ion Source Experiment investigation) the need to repair the design exists, an optimal design tool must be provicled to support the design of experiments. In this paper, we introduced and discussed various ''Design Optimality" criteria for constructing and "repairing" small sample experiments. A case study involving the design, analysis, and repair of an Ion Source Experiment was then presented, using the design of experiments software tool Statistica. The case study demonstrated how to use the "optimal-design" approach to generate small yet efficient designs. Finally, we presented how a cost vs. benefit analysis could be performed using the design optimality approach.
-23- In the design/data matrix that follows, the levels for each of the factors are also shown designated as -1,0, and 1. 23 Run 4 and 5 are replicate runs.
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