Abstract. We consider three notions of connectivity and their interactions in partially ordered sets coming from reduced factorizations of an element in a generated group. While one form of connectivity essentially reflects the connectivity of the poset diagram, the other two are a bit more involved: Hurwitz-connectivity has its origins in algebraic geometry, and shellability in topology. We propose a framework to study these connectivity properties in a uniform way. Our main tool is a certain total order of the generators that is compatible with the chosen element.
Introduction
For any group G the braid group B n on n strands naturally acts on n-tuples of elements of G. This Hurwitz action is roughly defined as follows: the i th standard generator of B n acts on an n-tuple by swapping the i th entry and the (i + 1) st entry, and moreover conjugating one by the other, so that the product of all the elements remains unchanged (see (9) for the precise definition). This action goes back to [23] , where it appeared in the study of branched coverings of Riemann surfaces and applies to the case where G is the symmetric group. It also plays a role in the computation of the braid monodromy of projective curves [16, 27, 30] .
It is a natural question to ask for the number of orbits in G n under Hurwitz action. There are several results on conditions for two elements of G n to belong to the same Hurwitz orbit. To name a few, [4] deals with the symmetric group, [18] investigates generalized quaternion groups and dihedral groups and [35] treats dihedral groups, dicyclic groups and semidihedral groups.
Since the Hurwitz action preserves the multiset of conjugacy classes of a tuple, it is natural to study the action on A n for any subset A ⊆ G that is closed under Gconjugation. Without loss of generality we may then assume that G is generated by A as a monoid. Some authors refer to this setting as an "equipped group" [24, 26] . We will, however, call this structure a generated group following [5, 21] . A fundamental case is the study of the Hurwitz action on A-reduced factorizations of some element c ∈ G, and the question of the number of Hurwitz orbits.
Let us write Red A (c) for the set of all A-reduced factorizations of c. It is a classical result [17] that, when G is a finite irreducible real reflection group, A its set of reflections and c a Coxeter element, the Hurwitz action is transitive on Red A (c). This was later generalized to finite irreducible complex reflection groups [7, Proposition 7.6] . It was shown recently that for G a finite irreducible real reflection group the Hurwitz action on Red A (c) is transitive if and only if c is a (parabolic) quasi-Coxeter element [3, Theorem 1.1]. One direction of this equivalence was recently extended to affine Coxeter groups [39, Theorem 1.1] . In a similar spirit, [32, Theorem 4 .1] enumerates the Hurwitz orbits for elements of the alternating group generated by all 3-cycles.
In [5, 6] and also [14] generated groups were equipped with an additional structure of a partially ordered set. This construction has its origin already in [19] . More precisely, we consider the poset P c of all prefixes (up to equivalence) of some element c ∈ G ordered by containment. From this viewpoint maximal chains correspond to A-reduced factorizations of c and the Hurwitz action can be seen as a method to pass from one chain to another. The number of Hurwitz orbits of Red A (c) can then be interpreted as a "connectivity coefficient" of this factorization poset P c (G, A).
This article revolves around the relation of the previously described Hurwitzconnectivity to two other forms of connectivity of a poset: chain-connectivity (motivated by graph theory) and shellability (motivated by topology). The main result of this article is the following uniform approach to proving Hurwitz-connectivity, chain-connectivity and shellability of the factorization poset P c (G, A). The statement of this result uses two notions that will be formally defined later in the article, namely a total order of the generators that is compatible with c (Definition 5.3), and a certain "well-covered" property (Definition 5.16). The latter property asserts that for every generator that is not minimal with respect to a given total order we can find a smaller generator such that both have a common upper cover in P c (G, A).
Let us fix the following notation for the upcoming three statements. Let G denote a group that is generated by A ⊆ G as a monoid, where A is assumed to be closed under G-conjugation. For c ∈ G let A c ⊆ A denote the set of all generators that appear in at least one A-reduced factorization of c.
Theorem 1.1. If Red A (c) is finite, and the factorization poset P c (G, A) admits a ccompatible order ≺ of A c and is totally well covered with respect to ≺, then P c (G, A) is chain-connected, Hurwitz-connected and shellable.
We want to emphasize that Theorem 1.1 uniformly and simultaneously approaches the question whether a factorization poset is chain-connected, Hurwitzconnected or shellable. Note that it is far from trivial in full generality to establish that a factorization poset is well covered and admits a compatible order. However, for some special groups the framework presented here may provide a convenient method to reach uniform insights about the connectivity of the respective factorization posets.
By definition a factorization poset can only be well covered with respect to a given total order of the generators. We conjecture that we can weaken the assumptions of Theorem 1.1 a bit; and we are able to prove this conjecture for the Hurwitz-connectivity part. The main part of this article deals with a proper study of the implications and non-implications between the three types of connectivity; see Figure 1 for an overview. We also provide three other versions of this conjecture (Conjectures 5.11, 5.23 and 6.7). The latter is formulated in terms of a particular graph that represents the local structure of the factorization poset. This tool enables us to prove a particular case of Conjecture 1.3; see Theorem 6.8.
This article is organized as follows. In Section 2 we formally define chainconnectivity, Hurwitz-connectivity and shellability. In the process we recall the necessary background and define the needed concepts. In Section 3 we introduce a huge class of factorization posets arising from reflection groups. We briefly recall the definitions and state that these factorization posets possess all three connectivity properties. In Section 4 we investigate relations between our three connectivity properties without any further assumptions. The heart of this manuscript is Section 5 in which we define the notion of a compatible order of the generators and the "well-covered" property. We prove Theorem 1.2 and provide an equivalent formulation of Conjecture 1.3. This section culminates in the proof of Theorem 1.1. We conclude this manuscript with Section 6 in which we define a certain graph from which we can essentially recover the factorization poset, and we use this perspective to prove a particular case of our main conjecture.
Three Notions of Connectivity
In this section we define the three notions of connectivity that we care about. Each of the following three sections serves at the same time as a preliminary section that introduces further necessary concepts and notions.
2.1. Poset Terminology. In this section we recall the basic concepts from the theory of partially ordered sets, and we introduce a first notion of connectivity.
A partially ordered set (poset for short) is a set P equipped with a partial order ≤, and we usually write P = (P, ≤). If P has a least element0 and a greatest element1, then it is bounded, and the proper part of P is the subposet P = P \ {0,1}, ≤ . An interval of P is a set of the form [x, y] = {z ∈ P | x ≤ z ≤ y} for x, y ∈ P with x ≤ y.
Two elements x, y ∈ P form a covering if x < y and there is no z ∈ P with x < z < y. We then write x ⋖ y, and equivalently say that x is covered by y or that y covers x. Let us define the set of coverings of P by
From now on we will only consider finite posets. A chain of P is a totally ordered subset C ⊆ P meaning that for any x, y ∈ C we have x < y or y < Figure 1 . Implications, non-implications and conjectures between the several properties of P c . We have omitted a few arrows coming from transitivity.
. . , x k } with x i < x j whenever i < j, we occasionally use the notation C : x 1 < x 2 < · · · < x k to emphasize the order of the elements. Moreover, a chain C is maximal if it is not properly contained in some other chain. Let M (P ) denote the set of maximal chains of P. A poset is graded if all maximal chains have the same cardinality, and this common cardinality minus one is the rank of P; denoted by rk(P ).
The first notion of connectivity of a poset that springs to mind is the connectivity of its poset diagram, namely the graph P, E (P ) . Observe that this graph is trivially connected whenever P is bounded. However, the poset diagram of the proper part of a bounded poset need not be connected, see Figure 2 . We are in fact interested in the following stronger version of connectivity. 
The chain graph of P is the graph C (P ) = M (P ), I chain .
In other words two maximal chains of P are adjacent in the chain graph if they differ in exactly one element. We call P chain-connected if C (P ) is connected. Observe that the poset diagram of the proper part of a chain-connected poset is again connected as soon as the rank of P is at least three.
Moreover, if every interval of P is chain-connected, then we call P totally chainconnected. It is easy to check (by induction) that a graded, bounded poset is totally chain-connected if and only if the poset diagram of the proper part of every interval of rank ≥ 3 is connected (we will not use this characterization in the following).
2.2. Factorization Posets in Generated Groups. In this section we introduce the main construction that associates a bounded graded poset with each triple (G, A, c) , where G is a group generated as a monoid by the set A ⊆ G, and where c is some element in G.
Fix a group G and a subset A ⊆ G that generates G as a monoid. Let 1 denote the identity of G. We then call the pair (G, A) a generated group, and we define the A-length of x ∈ G by
where
In order to avoid confusion, we usually write the elements of Red A (x) as tuples rather than as words on the alphabet A. It follows immediately from the definition that ℓ A satisfies the sub-additivity law
If x, y ∈ G are such that equality holds in (4), then we say that x divides xy. In that case there exists an A-reduced factorization of x that is a prefix of some Areduced factorization of xy. This gives immediately rise to the definition of the following partial order on G; the A-prefix order.
Observe that x divides y if and only if x lies on a geodesic from 1 to y in the right Cayley graph of (G, A). In other words, the A-prefix order is simply a particular acyclic orientation ("away from the identity") of the Cayley graph of G with respect to A. The definition of the A-prefix order as given in (5) has perhaps first appeared explicitly in [14] in the case of the symmetric group, but the notion of divisibility goes back to [19] .
The next lemma, which is well known to experts, describes the intrinsic recursive structure of the A-prefix order. Its proof is essentially verbatim to the proof of [10, Proposition 3.1.6], which treats a particular case.
In particular, any subinterval of the interval [1, c] A is isomorphic to an interval of the form [1, g] A for some g ≤ A c.
Proof. Pick some g ∈ G with x −1 y ≤ A g ≤ A x −1 z. The assumption x ≤ A z and Equations (4) and (5) imply
from which follows x ≤ A xg ≤ A z. These relations together with x ≤ A y and (4) imply Let us from now on assume that A is closed under G-conjugation. In that case, ≤ A is in fact a subword order on Red A (x). 
Now fix some c ∈ G and consider the principal order ideal generated by c in
is the factorization poset of c in (G, A). Whenever it is clear from the context, we omit the group and the generating set. Observe that a poset is completely determined by its set of maximal chains; and in the given setting, the maximal chains of P c correspond bijectively to the A-reduced factorizations of c. Let ℓ A (c) = n and consider the map
The three following properties (whose proofs are straightforward) will be used extensively in the rest of the paper. [4] . It is well known that G is generated by its set of transpositions
Lemma 2.4. The map λ c is a bijection. Its inverse is given by:
Since any transposition is an involution, T generates S 4 as a monoid. It is moreover easy to check that T is closed under S 4 -conjugation. Let c = (1 2 3 4) be a long cycle in S 4 . The factorization poset P c (S 4 , T) is shown in Figure 3 . The reader is cordially invited to verify Lemmas 2.4 and 2.5. Lemma 2.6 translates to this case as follows: if we replace c by any other long cycle c ′ , then the map that adjusts the order of the letters in the cycles of the permutations occurring in Figure 3 according to the relative order of [4] in c ′ , is a poset isomorphism. Proposition 2.7 can be verified by rotating the poset diagram by 180 degrees.
Perhaps the most important consequence of the assumption that A is closed under G-conjugation is the existence of a braid group action on Red A (x) (and thus in view of Lemma 2.4 also on M (P c ).) Recall that the braid group on n strands can be defined via the group presentation
and
(1 2 3 4) Figure 3 . The factorization poset P c of the long cycle c = (1 2 3 4) in the symmetric group S 4 generated by its transpositions.
. . , a n ). In other words, the generators of B n swap two consecutive factors of an Areduced factorization of x and conjugate one by the other, so that the product stays the same. Since A is closed under G-conjugation, σ i is indeed a map on Red A (x), and it is straightforward to verify that this action respects the relations of (8) , and therefore extends to a group action of B n on Red A (x): the Hurwitz action.
We can now define the second notion of connectivity used in this paper. Definition 2.9. Let c ∈ G, and define
The Hurwitz graph of c is the graph H (c) = Red A (c), I hurwitz .
In view of Lemma 2.4 we may as well define the Hurwitz graph of c as a graph on the maximal chains of P c , and from this point of view it is clearly (isomorphic to) a subgraph of C (P c ); see Definition 2.1. We call P c Hurwitzconnected if H (c) is connected. This is the case if and only if the braid group B ℓ A (c) acts transitively on Red A (c). In view of Lemma 2.4 we sometimes abuse notation and write H (P c ) instead of H (c). Figure 4 shows the Hurwitz graph of the factorization poset from Figure 3. 2.3. Shellability of Posets. The last notion of connectivity that will be important for this article has its origins in algebraic topology. Recall that the set of chains of a graded poset P forms a simplicial complex; the order complex of P, denoted by ∆(P ). P is graded and bounded, then the Möbius invariant of P, i.e. the value of the Möbius function of P between least and greatest element, equals the reduced Euler characteristic of ∆(P ). Consequently, the combinatorics of P provides some information on the topology of ∆(P ).
In this section we want to outline how a simple combinatorial tool, an edgelabeling of P, may serve to learn about the homotopy type of ∆(P ). A class of pure simplicial complexes with a particularly nice homotopy type are the shellable simplicial complexes: their homotopy type is in fact that of a wedge of spheres [13, Theorem 4.1] , the corresponding (co-)homology groups are torsionfree, and the Stanley-Reisner ring of such complexes is Cohen-Macaulay [9, Appendix] .
We phrase the definition of shellability directly in terms of a graded bounded poset P. It can be transferred to pure simplicial complexes via the correspondence between maximal chains of P and facets of ∆(P ). 
A poset that admits a shelling is shellable. We observe further that a poset which is not chain-connected cannot be shellable, because then any linear order on M (P ) has a first occurence of two successive chains that lie in different connected components of C (P ), and these two chains forbid such an order to be a shelling of P. Moreover, every bounded poset of rank ≤ 2 is shellable, and a bounded graded poset of rank 3 is shellable if and only if its proper part is connected. Bearing this in mind, we can view shellability as a sophisticated notion of connectivity.
There is a nice combinatorial way to establish shellability, by exhibiting a particular edge-labeling of the poset. An edge-labeling of P is a map λ : E (P ) → Λ, where Λ is an arbitrary partially ordered set. An edge-labeling of P naturally extends to a labeling of M (P ), where for
is weakly increasing with respect to the partial order on Λ, and it is falling if λ(C) is strictly decreasing. A chain C ∈ M (P ) precedes a chain C ′ ∈ M (P ) if λ(C) is lexicographically smaller than λ(C ′ ) with respect to the order on Λ. An edge-labeling λ of P is an EL-labeling if in every interval of P there exists a unique rising maximal chain, and this chain precedes every other maximal chain in that interval. A poset that admits an ELlabeling is EL-shellable. A. Björner proved the following fundamental property.
Theorem 2.11 ([9, Theorem 2.3]). Every EL-shellable poset is shellable.
The converse of Theorem 2.11 is not true, see for instance [37, 38] . Observe, for instance in Lemma 2.4, that in the case of factorization posets coming from a generated group (G, A) the A-reduced factorizations of c ∈ G induce an edgelabeling of P c . One of the main motivations for this article was the question whether there is a local criterion to guarantee that a total order on A turns this labeling into an EL-labeling.
Example 2.12. Consider G to be the free abelian group of rank 3 (isomorphic to Z 3 ), generated by three pairwise commuting elements r, s, t. Fix the element c = rst. The corresponding factorization poset is the boolean poset shown in Figure 5a , and the corresponding chain graph is shown in Figure 5b . Observe that this graph is isomorphic to the Hurwitz graph of c. Fix the total order r ≺ s ≺ t. Then, the reduced factorizations of c are (in lexicographic order):
Observe that (r, s, t) is the unique rising reduced factorization of c. In view of Lemma 2.4 this sequence of reduced factorizations corresponds to the following order on M (P c ):
It is straightforward to check that this is a shelling of P c .
The Motivating Example
Let us now describe one of the main sources of factorization posets arising in the context of generated groups, which was also the motivating example for the present article.
Fix a finite-dimensional complex vector space V and consider the group U(V) of unitary transformations on V. An element t ∈ U(V) is a reflection if it has finite order and fixes a hyperplane pointwise, called the reflecting hyperplane of t. Any subgroup of U(V) that is generated by reflections is a (complex) reflection group. If W is a reflection group and T is its set of reflections, then (W, T) is-naturally-a generated group. It is easy to see that T is closed under W-conjugation. For more background on reflection groups, we refer the interested reader to [22, 29] . An element w ∈ W is said to be regular if it has an eigenvector in the complement of the reflecting hyperplanes of W. A Coxeter element is a regular element of some particular order. We do not go into further detail here, and refer the interested reader to [34] instead. It is a consequence of [28, Theorem C] that Coxeter elements exist in the case when W is irreducible and well-generated, i.e. W does not fix a proper subspace of V pointwise, and the minimal number of reflections needed to generate W equals dim V. The factorization poset P c (W, T), where W is a finite irreducible well-generated complex reflection group, T its set of reflections and c is a Coxeter element in W is usually called the lattice of c-noncrossing W-partitions. There exists a vast literature on the study of these posets, and we refer the reader for instance to [1, 5, 7, 15, 33] and all the references given therein.
The name comes from the fact that when W is the symmetric group, T the set of all transpositions, and c a long cycle, then there is a poset isomorphism from P c to the lattice of noncrossing set partitions introduced in [25] . This map was perhaps first described in [8] and essentially maps cycles of a permutation to blocks of a set partition. Note that we have encountered a lattice of noncrossing partitions already in Example 2.8.
The next two results show that lattices of noncrossing partitions possess all of our three types of connectivity.
Theorem 3.1 ([7, 17] ). Let W be a finite irreducible well-generated complex reflection group, let T be its set of reflections and let c ∈ W be a Coxeter element. The lattice P c (W, T) of c-noncrossing W-partitions is Hurwitz-connected, and thus chainconnected.
Theorem 3.2 ([2, 31]). Let W be a finite irreducible well-generated complex reflection group, let T be its set of reflections and let c ∈ W be a Coxeter element. The lattice P c (W, T) of c-noncrossing W-partitions is shellable. In particular, the map λ c defined in (7) induces an EL-labeling of P c (W, T) for a certain total order of T.
To date, however, no uniform proofs of Theorems 3.1 and 3.2 are available. By a uniform proof, we mean a proof that does not rely on the classification of complex reflection groups. Uniform proofs are known when W is assumed to be a real reflection group; these are the main results of [17] and [2] , respectively. For the remaining complex reflection groups both Hurwitz-connectivity and shellability have been verified case by case.
One of the main goals of our work is the creation of a uniform framework with which we can essentially verify both properties by the same means: a particular total order of the chosen generating set. Such a total order-tailored to the case of reflection groups-plays a crucial role in [2] and [31] , and can indeed be seen as a precursor to one of the main definitions of this article, Definition 5.3 below.
Interaction of Different Types of Connectivity
In this section we want to investigate the implications between the three types of connectivity. We have already mentioned the following easy observation.
Proposition 4.1. Every Hurwitz-connected bounded graded poset is chain-connected. Every shellable bounded graded poset is chain-connected.
Proof. Let P be a bounded graded poset. Since H (P ) (if it exists) is (isomorphic to) a subgraph of C (P ) with the same set of vertices, the first claim follows. Now let P be shellable, and let M (P ) = {M 1 , M 2 , . . . , M s } indicate the shelling. Assume that C (P ) is not connected. There is thus a minimal index i ∈ [s] such that M i and M i+1 lie in different connected components of C (P ). Hence M i ∩ M i+1 < rk(P ) − 1. Since P is shellable, there must be j ∈ [s] with j < i + 1 such that M j ∩ M i+1 = rk(P ) − 1, which implies that M j and M i+1 lie in the same connected component of C (P ), and consequently that M j and M i lie in different connected components of C (P ). We can thus find k ∈ {j, j + 1, . . . , i − 1} such that M k and M k+1 lie in different connected components of C (P ) which contradicts the minimality of i. It follows that C (P ) is connected.
None of the converse statements in Proposition 4.1 is true without further assumptions as the next examples illustrate.
Example 4.2. For the converse of the first statement consider for instance the finite group given by the presentation
Note that this group is isomorphic to the Coxeter group B 2 (group of isometries of the square), and the presentation given here contains the so-called dual braid relation (see [5] for more background on related groups and presentations). The set A = {r, s, t, u} is clearly closed under G-conjugation. Now take the element c = rt. We have Red A (c) = (r, t), (t, r), (s, u), (u, s) , which implies that P c (G, A) is not Hurwitz-connected. Since P c (G, A) has rank two, however, it is trivially chain-connected and shellable. See Figure 6 for an illustration. . An example of a Hurwitz-connected factorization poset that is not shellable, because it contains an interval of rank 3 that is not chain-connected. Example 4.3. Next consider the infinite group given by the presentation
The set A = {r, s, t, u, v} is closed under G-conjugation. The factorization poset of c = rrrt is shown in Figure 7a , and the corresponding Hurwitz graph is depicted in Figure 7b . By inspection of these figures we see that P c (G, A) is Hurwitzconnected, but not shellable, since the subposet P rrr (G, A) is not chain-connected.
We observe that the example given in Figure 7a contains an interval which is not chain-connected, and this is the reason why it is not shellable. But what happens if we exclude this situation, i.e. if we assume our factorization poset to be totally chain-connected? We are not aware of a factorization poset that is totally chain-connected, but not shellable. 
Problem 4.4. Prove or disprove the following statement. If P c (G, A) is finite and totally chain-connected, then it is also shellable.
A solution to Problem 4.4 would be of great importance within the framework presented here: we could either reduce the difficulty to prove that a factorization poset is shellable, or the group structure of such an example would exhibit a new obstruction to shellability. In what follows we will address Problem 4.4 under additional assumptions.
Note that, for arbitrary graded posets, there are some well-known examples of totally chain-connected posets which are not shellable. Consider for instance the poset P in Figure 8 , which is reproduced from [11, Page 16] . The geometric realization of ∆(P ) is the Dunce Hat, which is known to be non-shellable [20, Theorem 3] . However, it can be verified that every interval of P is chain-connected. On the other hand, P is not self-dual and does therefore not arise as a factorization poset in some generated group.
We have seen in Example 4.2 that chain-connectivity of a factorization poset does not imply Hurwitz-connectivity. However, we may add the following local criterion to make things work. Proof. Let x, x ′ ∈ Red A (c). Lemma 2.4 implies that these A-reduced factorizations correspond to C, C ′ ∈ M (P c ). Since C (P c ) is connected, we can find a sequence
. In view of Lemma 2.2 the assumption that (G, A) , where the prefix order on the group given by the presentation in (14) . . An example of a Hurwitz-connected factorization poset which has a rank-2 interval that is not Hurwitz-connected.
The next example illustrates that being locally Hurwitz-connected is actually not a necessary condition for Hurwitz-connectivity of P c .
Example 4.7. Consider the infinite group given by the presentation
The set A = {r, s, t, u} is closed under G-conjugation. Figure 9a shows the factorization poset of c = rrt, and the corresponding Hurwitz graph is depicted in Figure 9b . We see that P rrt (G, A) is Hurwitz-connected, but the interval P rr (G, A) is not.
Compatible A-Orders
In this section we introduce our main tool, a total order of A that is compatible with c ∈ G. This concept is an algebraic generalization of the compatible reflection order introduced in [2] , and it also appeared in [31] in the context of reflection groups. In order to make this definition work, we assume from now on that Red A (c) is finite (which is equivalent to the requirement that P c is finite).
Definition and Properties of Compatible Orders. Let
Observe that we trivially have Red A (c) = Red A c (c). Let ≺ be any total order on A c . We say that a factorization (a 1 , a 2 
. We denote by Rise(c; ≺) the number of ≺-rising A-reduced factorizations of c for a given total order ≺ on A c .
The next statement relates these rising factorizations to the Hurwitz orbits of Red A (c), in the specific case when ℓ A (c) = 2. Proof. Any Hurwitz orbit of Red A (c) is by assumption finite, and therefore has the form
For any total order ≺ on A c , at least one of the factorizations in (15) is ≺-rising, because otherwise we would obtain the contradiction
We thus obtain the inequality Orb(c) ≤ Rise(c; ≺) for any order ≺. It remains to show that equality can be achieved for some order ≺. Since ℓ A (c) = 2, any a ∈ A c appears in exactly one Hurwitz orbit of Red A (c). We can therefore write A c as the disjoint union of sets of the form a 
k+1 (where we understand p i + 1 = 1). We can thus define a total order ≺ on A c by setting a
p i , and we find Rise(c; ≺) = Orb(c).
If ℓ A (c) > 2, then it is not guaranteed that we can find a total order ≺ on A c such that Rise(c; ≺) equals the number of Hurwitz orbits of Red A (c), as shown in the following example.
Example 5.2. Consider the group G from Example 4.3 again, then we can check (by computer) that for any total order ≺ on A = {r, s, t, u, v} produces at least two ≺-rising maximal chains in P rrrt . (In fact Rise(rrrt; ≺) ranges between two and six.) We have, however, already seen that the Hurwitz graph H (rrrt) is connected; see Figure 7b .
We note in the same example that it is not possible to find a total order on A such that for every g ≤ A c with ℓ A (g) = 2 there is a unique ≺-rising A-reduced factorization of g. (Observe that B 2 acts transitively on Red A (g) for any such g.) Take for instance g = rt. We find Red A (g) = {rt, ts, sv, vr}. If we suppose that ≺ is chosen in such a way that exactly one of the elements of Red A (g) is ≺-rising, then there are four possibilities: This brings us to the main definition of this section. If ℓ A (c) > 2, this is not true anymore, but the existence of a compatible order still implies local Hurwitz-connectivity (see Lemma 5.8) .
We
( 1 2
The following table lists the elements of length two in P c together with their sets of T-reduced factorizations of c = (1 2 3 4) . The highlighted factorizations are ≺-rising.
) } We thus conclude that ≺ is c-compatible. On the other hand, if we consider the following total order
then we observe that (1 2 3) has two ≺ ′ -rising A-reduced factorizations, namely (1 2), (2 3) and 1 3), (1 2) .
There is an easy way to obtain new compatible orders from a given one. follows that (a 1 , a i s ) is the unique ≺-rising A-reduced factorization of g before the shift, and is no longer ≺-rising after the shift. Moreover, (a i r , a i r−1 ) is not ≺-rising before and after the shift whenever r ∈ {3, 4, . . . , s}. Finally a i 2 a 1 is not ≺-rising before the shift, but it is ≺-rising after the shift.
We conclude that the number of ≺-rising A-reduced factorizations of g does not change under cyclically shifting the order ≺.
Let us collect a few properties of c-compatible orders. Proof. This follows from the fact that any element of length two which lies below g also lies below c. In the remainder of this section we provide some evidence that c-compatible orders are also closely related to the shellability of the factorization poset P c . (a, b) . Let a min = min A g , and a max = max A g . Proposition 2.3 implies that we can write g = a min x for some x ∈ A g , and by minimality we find a min ≺ x. So (a min , x) is a rising factorization, and by uniqueness we get a min = a. Analogously we can write g = a max y; and using Hurwitz action this can be rewritten g = y ′ a max for some y ′ ∈ A g . By maximality we find y ′ ≺ a max , which implies a max = b.
Recall that for any total order on A c we can consider the lexicographic order on Red A (c), which is itself a total order. (a 2 , a 3 , . . . , a k 
We conclude that (a 1 , a 2 , . . . , a k ) is the lexicographically smallest A-reduced factorization of c, and it is clearly ≺-rising.
As a consequence of Lemma 5.10 we find that every interval in P c has at least one maximal chain C ∈ M (P c ) such that λ c (C) is ≺-rising for some total order ≺ of A c . Here, λ c is the map defined in (7) . For simplicity, we will use the same notation for the following edge-labeling
of P c , the natural labeling. One motivation of this paper was about asking which total orders of A have the property that λ c produces exactly one rising chain per interval of P c . In other words, which total orders of A c turn λ c into an ELlabeling of P c ? We conjecture that this is the case precisely for the c-compatible orders. Observe that a maximal chain in P c is rising with respect to λ c and some total order ≺ of A if and only if the corresponding A-reduced factorization of c is ≺-rising. Observe further that one direction of Conjecture 5.11 is trivially true. If λ c is an EL-labeling of P c with respect to ≺, then every interval of P c is shellable, and by Proposition 4.1 chain-connected. Since every rank-2 interval of P c has a unique rising chain, it follows in view of Lemma 2.4 that there exists a unique ≺-rising A-reduced factorization for any element of P c that has length 2. Hence ≺ is c-compatible.
Conjecture 5.11 does, however, not suggest that P c can only be EL-shellable if there exists a c-compatible order of A c . If there is no c-compatible order of A c , we may only conclude that λ c is not an EL-labeling (there may exist others, though). Consider for instance the factorization poset from Example 4.2 again. Since it is of rank 2 and not Hurwitz-connected, Corollary 5.4 implies that it does not admit a c-compatible order. However, the labeling which assigns the label sequence (1, 2) to one chain, and the label sequence (2, 1) to the remaining chains is clearly an EL-labeling.
We observe that Conjecture 5.11 requires that the factorization poset is totally chain-connected. If we drop this condition, we may no longer conclude EL-shellability from the existence of a c-compatible order. This is illustrated in the following example.
Example 5.12. Let G be the quotient of the free abelian group on six generators r, s, t, u, v, w given by the relation rst = uvw. The factorization poset P rst is shown in Figure 10a ; its chain graph, depicted in Figure 10b , has two connected components. Since the generators all commute, any total order on {r, s, t, u, v, w} is rst-compatible, but we always find exactly two rising maximal chains.
We note that the factorization poset in Example 5.12 admits two rising maximal chains for every c-compatible order, and the corresponding chain graph has two connected components. 
for any a ∈ A c and any g ∈ G with a ⋖ A g.
Proof.
Let A c = {a 1 , a 2 , . . . , a N } where a i ≺ a j if and only if i < j. We proceed by induction on ℓ A (c) with the claim being trivial for ℓ A (c) ≤ 1. Assume that ℓ A (c) ≥ 2. Let g ∈ G be of length 2 in P c , and pick a j ∈ A c such that g = a j a for some a ∈ A c . If g ∈ F ≺ (a j ; c), then there must be some a i ∈ A g with i < j. It follows that a j is not minimal in A g , and Lemma 5.9 implies that a j ≻ a, which yields λ c (a j , g) = a ≺ a j = λ c (1, a j ) .
If g / ∈ F ≺ (a j ; c), then a j is the minimal generator in A g , and Lemma 5.9 implies a j a.
By definition for any total order ≺ of A c the set F ≺ (a; c) is empty for a = min A c . Factorization posets in which this is the only case when F ≺ (a; c) is empty will be awarded a special name. The point of this definition is that it provides a different perspective on the question for which total orders λ c is an EL-labeling. In other words, P c is well covered if and only if for every atom a (except the smallest one with respect to ≺), we can find a cover g ⋗ A a such that a is not the smallest atom in A g .
Note also that in view of Lemma 2.2, P c is totally well covered if and only if every interval of P c is well covered.
Example 5.17. Let us continue Example 2.8 once again, and fix the lexicographic order ≺ on T from Example 5.5 again. We now list the sets F ≺ (t; c) for any transposition t.
Since F ≺ (t; c) is empty only for t = (1 2) = min T c we conclude that P c is well covered with respect to ≺. Proof. It suffices to prove that P c is chain-connected. The local variant then follows by restricting ≺ to any interval of P c and repeating the argument. We proceed by induction on ℓ A (c). Let a = min A c . First we want to prove that any maximal chain is in the same component as some chain running through a. Let C ∈ M (P c ), and suppose that C ∩ A c = {b 0 }. 
shows that C can be connected to a maximal chain of P c running through a.
It remains to check that all the maximal chains running through a are in the same connected component. Since P c is totally well covered, the interval Proof. Suppose that there exists j ∈ [N] and g, g ′ ≤ A c with a j ⋖ A g, g ′ such that g ⊏ j g ′ , but g / ∈ F ≺ (a j ; c) and g ′ ∈ F ≺ (a j ; c). By definition we find a ∈ A c with a ≺ a j and a ⋖ A g ′ . Since a j ⋖ A g we can write g = a j b for some b ∈ A c , and since g / ∈ F ≺ (a j ; c), we conclude a j b. Analogously we can find b ′ ∈ A c such that
which is a contradiction.
We proceed with the announced observation that P c is totally well covered with respect to a c-compatible order ≺ if and only if λ c is an EL-labeling with respect to ≺. Proof. Fix x, y ∈ G with x ≤ A y ≤ A c. In view of Lemmas 2.2 and 5.7 it suffices to consider the case x = 1 and y = c. We proceed by induction on k = ℓ A (c). The cases k ≤ 1 are trivial, so we can assume that k > 1. Lemma 5.10 implies that the lexicographically smallest A-reduced factorization of c is ≺-rising. Denote this factorization by F = (a 1 , a 2 , . . . , a k ) . Now let F = (a 1 , a 2 , . . . , a k ) be any ≺-rising factorization. If a 1 = a 1 , then (a 2 , a 3 , . . . , a k ) and  (a 2 , a 3 , . . . , a k ) are both ≺-rising A-reduced factorization of a −1 1 c. So by induction hypothesis they are equal, and F = F. Now assume a 1 = a 1 , i.e., a 1 ≻ a 1 . Let z ≤ A c such that a 1 ⋖ A z. We can thus write z = a 1 b for some b ∈ A c . By induction we obtain that (a 2 , a 3 , . . . , a k ) is the lexicographically smallest A-reduced factorization of a −1 1 c. It follows that a 2 b, and therefore a 1 b, which in view of Proposition 5.15 implies that z / ∈ F ≺ (a 1 , c). Since z was chosen arbitrarily we conclude F ≺ (a 1 , c) = ∅. Since P c is (totally) well covered we conclude that a 1 = min A c , which yields the contradiction a 1 a 1 . Proof. By definition of λ c and of an EL-labeling, the "if" implication is exactly Proposition 5.21. Now assume that λ c is an EL-labeling of P c . Then by observing the intervals of rank 2, we automatically get that ≺ is a c-compatible order. Moreover, since λ c restricts to an EL-labeling of any interval of P c by restricting ≺ accordingly, it suffices to prove that P c is well covered. Now pick a 1 ∈ A c with a 1 = min A c . Let (a 2 , a 3 , . . . , a k ) be the lexicographically smallest A-reduced factorization of a −1 1 c. The restriction of λ c to [a 1 , c] A is an EL-labeling, so we have a 2 ≺ a 3 ≺ · · · ≺ a k . Since a 1 = min A c we also know that (a 1 , a 2 , . . . , a k ) is not the lexicographically smallest A-reduced factorization of c. Since λ c is an EL-labeling of P c we obtain that (a 1 , a 2 , . . . , a k ) is not ≺-rising, and thus a 1 ≻ a 2 . Consider g = a 1 a 2 , so that a 1 ⋖ g and a 2 ⋖ g. Thus g ∈ F ≺ (a 1 ; c). Since a 1 was chosen arbitrarily we conclude that F ≺ (a 1 ; c) = ∅ whenever a 1 = min A c , which precisely says that P c is well covered.
We thus obtain the following equivalent statement of Conjecture 5.11. Proof. Suppose that P c is chain-connected and let ≺ be a c-compatible order of A c .
If Conjecture 5.11 was true, then P c would be EL-shellable, which by Theorem 5.22 yields that P c is well covered. Thus Conjecture 5.23 would be established.
Conversely, if Conjecture 5.23 was true, then P c would be well covered, which by Proposition 5.21 yields that λ c is an EL-labeling of P c . Hence Conjecture 5.11 would be established. Proof of Theorem 1.1. Suppose that P c admits a c-compatible order of A c and that it is totally well-covered. Proposition 5.19 implies that P c is (totally) chainconnected. Moreover, Theorem 1.2 implies that it is Hurwitz-connected, and Proposition 5.21 implies that it is shellable.
The Cycle Graph of P c
In this section we prove a particular case of Conjecture 5.23. We achieve this with the help of a graph-theoretic representation of a part of P c . We associate to such a poset a simpler structure, that can be seen as a directed labeled graph constructed from cycles (the "cycle graph" of P c ). This structure retains only the information about the rank 2 subintervals of P c but allows us to tackle some cases of our conjectures systematically and in a nice graphical way.
Definition and Properties of the Cycle Graph.
Assume that c ∈ G is chosen in such a way that A c is finite. Let
be the set of length 2 elements below c. For any g ∈ B c , the set of A-reduced factorizations of g is partitioned into Hurwitz orbits, i.e. connected components of H (g). Since A c is finite, each of these orbits consists of factorizations of the form
for some k ≥ 1 and some pairwise distinct generators a 1 , a 2 , . . . , a k . If k = 1, then g = a 2 1 . We can represent this Hurwitz orbit by drawing a cycle connecting a 1 , a 2 , . . . , a k , a 1 in that order. This gives rise to the following definition. • Γ(P c ) has no multiple directed edges.
• Γ(P c ) has a loop with vertex a and label g if and only if g = a 2 ∈ B c .
• The set of edge labels of Γ(P c ) is B c , and every element of B c appears as the label of at least one edge of Γ(P c ).
( 1 2) (1 3)
( 1 4 • Proof. This is immediate from the definition.
Note also that Γ(P c ) can be seen as an edge-disjoint union of cycles, each of which has constant label on its edges. Figure 11 shows three cycle graphs of factorization posets we have encountered before. For clarity we have omitted the edge labels, and have instead used colors to indicate edges with the same label. Now assume that P c admits a c-compatible order of A c . It follows in this case from Lemma 5.8 that for every g ∈ B c the graph Γ(P c ) has a unique directed cycle which consists only of edges labeled by g. In fact, the existence of a c-compatible order puts a bound on the number of edges we need to remove from Γ(P c ) to make it acyclic. Generally, for any directed graph Γ a feedback arc set is a set of directed edges of Γ whose removal makes Γ acyclic. Let d(Γ) denote the minimal size of a feedback arc set of Γ. 
is a family of edge-disjoint cycles of Γ, and we obtain
. This implies in particular that there is only one cycle labeled by g for each g ∈ B c ; which we denote simply by C g . Let Γ ′ be an acyclic graph that is constructed from Γ by removing d(Γ) edges. It follows that Γ ′ is obtained by removing exactly one edge for each C g . Since Γ ′ is acyclic,
(a) A reduced cycle graph of the cycle graph from Figure 11a corresponding to the order ( 1 2 Let us denote the acyclic graph Γ ′ constructed in the last paragraph of the proof of Proposition 6.3 by Γ ≺ (P c ), and call it the reduced cycle graph. Figure 12 shows reduced versions of the cycle graphs in Figures 11a and 11c . The cycle graph in Figure 11b has seven different edge labels, but it is quickly verified that we need to remove at least ten edges to make this graph acyclic. (These are the two loops plus one edge for each of the eight back-and-forth pairs.) We have seen in Example 5.2 that the corresponding factorization does not admit a compatible order, which agrees with Proposition 6.3.
From the proof of Proposition 6.3 we obtain the following corollary. Proof. This follows again from the construction. More precisely, two vertices a and b of Γ ≺ (P c ) are comparable in (A c , ⊑) if and only if they are connected by a directed path in Γ ≺ (P c ).
We can also characterize the well covered property inside the reduced cycle graph. The second statement follows naturally since an acyclic graph inducing a linear order has necessarily a unique sink.
Then the following conjecture, described in terms of the cycle graph, implies Conjecture 5.23.
Conjecture 6.7. If P c is totally chain-connected and admits a c-compatible order ≺ of A c , then for any g ∈ P c , the reduced cycle graph Γ ≺ (P g ) induces a linear order.
Proof of a Specific Case.
In the remainder of this section we prove a particular case of Conjecture 6.7. Let us denote the unique element in B c from Theorem 6.8 by g a , and denote by b the atom such that g a = ab. In terms of the cycle graph the condition in Theorem 6.8 translates as follows: there is a unique cycle containing the vertex a (not counting a possible loop), and this cycle is labeled by g a . In particular, thanks to Proposition 2.3, we know that in any factorization of c starting with a, any other factor is either a or b. We start by explaining the strategy of proof, which depends on the size of the cycle containing a.
We assume in the following the hypotheses of Conjecture 6.7, i.e., P c is totally chain-connected and there exists a c-compatible order of A c . In particular, Theorem 1.2 implies that P g is Hurwitz-connected for every g ≤ A c, and the size of the cycle containing a is equal to the cardinality A g a .
• Suppose A g a = 2. This means that A g a = {a, b}, and a and b commute.
So the hypotheses imply that g can be written a k b l for some integers k, l, and by Hurwitz-connectivity we conclude A c = {a, b}. The cycle graph is straightforward to obtain (one cycle of length 2 and possibly one or two loops), and the reduced cycle graph is just one oriented edge.
• Suppose now A g a ≥ 3. Let us write ab = bc = · · · = za, where the number of terms is |A g a |. In particular z = b. Suppose that aa ≤ A c, then we have either c = a n (where n = ℓ A (c)) or aab ≤ A c. In the first case, we obtain by Hurwitz-connectivity the contradiction A c = {a}. In the second case we have aab = aza, which forces the existence of az ∈ B c with a ⋖ A az, thus contradicting the assumption that ab and aa are the only upper covers of a. So aa ≤ A c, which implies c = ab n−1 . The proof of Theorem 6.8 is now reduced to the two theorems below: Theorem 6.12, which deals with the case A g a ≥ 4, and Theorem 6.15 which tackles the remaining case A g a = 3. In both cases we apply the following reasoning. We assume knowledge of the Hurwitz orbit of Red A (g a ) and we then let the appropriate braid group act on the factorization ab n−1 in order to exhibit other elements in A c and B c step by step. With the help of Proposition 6.11 below we deduce the size of the corresponding Hurwitz orbits, and we continue until we find no new elements. There exists a Sage-script that may assist in this process, and that can be obtained from https://www.math.tu-dresden.de/~hmuehl/files/hurwitz.sage. In many cases (when n or A g a is large enough) we find out there does not exist any c-compatible order. In the remaining cases we check explicitly that the reduced cycle graph induces a linear order.
We first need one technical result that holds in any group G. Let x, y ∈ G and define c = xy. Consider the sequence (x i ) i≥0 given by x 0 = x, x 1 = y, and
Note that the set {x 0 , x 1 , x 2 , . . . , } is finite if and only if the sequence (x i ) i≥0 is periodic, and in this case the size of this set equals the period. Moreover, define the alternating order of {x, y}, denoted by Alt(x, y), to be the minimal n ≥ 1 such that the alternating products of x and y having length n are equal, i.e. Remark 6.10. The two components of the equivalence are reminiscent of two wellknown presentations of the Artin-Tits group associated to the dihedral group I 2 (n).
The relation xyx · · · = yxy · · · corresponds to the classical braid presentation, whereas the relations x 0 x 1 = x 1 x 2 = · · · = x n−1 x 0 correspond to the dual braid presentation introduced in [5] .
Proof. Let c = xy. For all k ≥ 0 we have
which yields the equation c k x 2k = x 0 c k . Hence x 2k = c −k xc k . Similarly we obtain x 2k+1 = c −k yc k . For any r ≥ 0 denote by π r (x, y) the alternating product xyx · · · consisting of r factors. We thus obtain for k ≥ 1 that Proof. Assume that there exists a c-compatible order. Since P c is totally chainconnected, Theorem 1.2 implies in particular that P g is Hurwitz-connected for any g ≤ A c. Let us write ab = bc = · · · = za, where the number of terms is A g a . Since c = ab n−1 , we have abb ∈ P c . Rename a = a 0 and b = b 0 . We can thus write
for appropriate elements c 0 , a 1 , b 1 . If we continue this process, the finiteness of A c implies that we can find a minimal k ≥ 1 with a k = a 0 and b k = b 0 . If k = 1, then we get from b 0 a 1 = a 1 b 1 that a and b commute. We thus obtain the contradiction A g a = 2. We therefore have k ≥ 2.
Moreover, we observe that for i ∈ {0, 1, . . . So we exhibited k + 1 cycles that are mutually edge-disjoint by construction, whereas there are only k elements of length 2 in P abb . We conclude that any feedback arc set of Γ(P abb ) needs to contain two edges with the same label, which in light of Proposition 6.3 implies that we cannot find an abb-compatible order of A abb . Consequently we cannot find a c-compatible order of A c . The factorization poset P c is shown in Figure 14 , and the corresponding cycle graph is shown in Figure 13 Proof. Suppose that P c is totally chain-connected, and there exists a c-compatible order ≺ of A c . In particular, Theorem 1.2 implies that P g is Hurwitz-connected for any g ≤ A c. Let A g a = {a, b, c}, and say that g a = ab = bc = ca. If n = 3, then c = abb and Proposition 6.11 implies that there is a unique possible cycle graph, which is shown in Figure 15b . The corresponding factorization poset is shown in Figure 15a . There are four c-compatible orders of A c (namely a ≺ c ≺ d ≺ b and its cyclic shifts, see Lemma 5.6), and we can check that in each case the reduced cycle graph Γ ≺ (P c ) induces a linear order.
If n = 4, then Proposition 6.11 implies once again that there is a unique possible cycle graph, which is shown in Figure 16b . The corresponding factorization poset is shown in Figure 16a . There are six c-compatible orders of A c (namely a ≺ c ≺ f ≺ d ≺ e ≺ b and its cyclic shifts), and we can check that in each case the reduced cycle graph Γ ≺ (P c ) induces a linear order. If k = 2 the cycle graph consists of two cycles a → b → c → a, and a → c → b → a, which contradicts the assumption that g a is the unique element covering a. (But even without that assumption we would still obtain a contradiction to the fact that ≺ is c-compatible.)
If k = 3 we can find the following sequence of equalities coming from repeated Hurwitz moves: It follows that any feedback arc set of P c needs to contain at least two edges with the same label, which in view of Proposition 6.3 contradicts the assumption that ≺ is c-compatible. In fact, if k is even, then we can explicitly find an element in B c on whose set of A-reduced factorizations B 2 does not act transitively. See Figure 17 for an illustration of the case k = 4. If n > 5, then we observe that P c contains an interval isomorphic to P ab 4 . We have seen in the previous paragraph, that the restriction of ≺ to this interval cannot be ab 4 -compatible, which implies that ≺ cannot be c-compatible. This, however, contradicts our assumption on ≺.
