ABSTRACT. This paper applies the major computational tool from Topological Data Analysis (TDA), persistent homology, to discover patterns in the data related to professional sports teams. I will use official game data from the North-American National Hockey League (NHL) 2013-2014 season to discover the correlation between the composition of NHL teams with the currently preferred offensive performance markers. Specifically, I develop and use the program TeamPlex (based on the JavaPlex software library) to generate the persistence bar-codes. TeamPlex is applied to players as data points in a multidimensional (up to 12-D) data space where each coordinate corresponds to a selected performance marker.
. The sheer size of the data available is impressive, as can be viewed at the hockey analytics website extraskater.com. Even more data is publicly available on the official NHL website nhl.com.
It is very unclear how to assemble this information into good use. Only recording player stats does not give the manager the tools to assemble an effective team. The next step should be the development of tools to analyze this data. Topology is a proper tool for taking information about individual players and generating conclusions about the team. This is known as a local-to-global transition. This is where the Topological Data Analysis (TDA) could be useful. This paper seems to be the first attempt to apply the major computational tool from TDA, the persistent homology, to the data collected by the NHL.
1.1. Persistent homology: an overview. The classical homology theory in topology is a way to describe, in algebraic ways, the presence and number of holes (of some dimension) in the given geometric shape or even topological space. The precise definition and the foundations can be found in Munkres [7] . The simplest algebraic invariant in a given dimension is the Betti number which expresses the "number of holes". The computations are the simplest with the coefficients from a finite field. For our purposes we will always use the field with two elements.
When the shape is a discrete collection of disjoint points, there is only 0-dimensional homology. But the points might approximate some interesting shape. For example, if the points are in the plane then they might be tracing out some circle which can be extrapolated by a person. In three dimensions, the points might be lying densely on some sphere. In these cases, the circle has non-zero 1st dimensional homology, and the sphere has non-zero 2nd dimensional homology. Persistent homology is an idea that allows us to recognize these homology classes from the given set of disjoint points. The articles [3, 9, 10] give good introductions to this subject. I will only illustrate how this works in the plane with illustrations called bar-codes created using the program TeamPlex I developed for this purpose, which extends the JavaPlex software library from the Stanford Applied Topology research group.
In the following pictures one can see the fattening of the data points happening during the construction of theČech complex. The details of this construction are given in section 1.2. The emerging multiple intersections correspond to simplices in theČech complex. Just for intuitive understanding, one can imagine solid disks merging together into a connected figure. The hole that you see in Figures 3 and 4 represents the 1-dimensional persistent class that we will soon see in the javaPlex diagram. This whole process of fleshing out the circle from the eight points is easy to see in the 2-dimensional plane. There are two levels of complications that appear in the application in this paper. Even though the number of points which represent players will not increase that much, there will be at most 20 players in the data sets, the number of properties of the players will increase to 12. This number is the number of coordinates that describe the points. So the dimension of the space will increase from 2 to 12. The properties of such data sets are impossible to visualize and predict. The input data are the coordinates of the eight points in Figure 1 (named alphabetically clockwise starting with point A at the top). TeamPlex is used to produce the following diagrams called bar-codes. This data set, as well as the team data that we use, is too small to produce any meaningful higher homology. What we see in the first diagram is the time of the first edge being born, at the time when the first two fattened points connect. That is the length of the first line in the diagram. The lengths of all other lines are the times of further connections. After time T=34, the simplicial complex is connected.
Note: It is numerically important that there is a difference between thě Cech complex constructed in the pictures and the Rips construction used in the TeamPlex computations (see section 1.2 for details). We ignore that distinction here, so the values of T are a little bit off.
The one single line in the second diagram is the life line of the 1-dimensional class. It roughly spans the time from Figure 3 A point cloud defines several simplicial complexes. Definition 1.2. Given a set S, a simplicial complex with vertices S is any collection S of subsets of S that satisfies one rule: if ∆ ∈ S then for any subset ∆ ⊂ ∆, ∆ ∈ S. Notice that the Rips complex construction is intrinsic for the data points and distances between them. But theČech complex as in Definition 1.3 is defined extrinsically because the intersections of discs are not a part of the point cloud.
Suppose we are using theČech complexes in the persistent homology construction. Then the radius R of the largest disk that can be fit in the data without containing any points is precisely the coordinate of the death point of the 1-dimensional class. This is only approximately true for the Rips complex. If we only pay attention to substantially long classes, then we can ignore the difference for the simple purpose of detection.
The convex hull [S] is the smallest convex set containing S. In other words, [S] is the intersection of all convex sets containing S. Definition 1.5 (Sparsity). Given a point cloud S in R d , the sparsity of S is denoted by spar(S) is the minimal distance between a pair of points contained in S. The n-th degree sparsity of S is the n-vector with nondecreasing coordinates that measure progressive minimal distances between pairs of points. So the 1st coordinate is the sparsity, the second is the shortest distance for the remaining pairs, etc.
This property is measured in the 0-dimensional persistent homology diagram. From top to bottom, the lengths of lines represent the coordinates in the n-th degree sparsity. Definition 1.6 (Tunneling). Given a point cloud S in R d , we will denote by [S] the convex hull of S. The tunneling constant of S is denoted by tun(S) and defined to be the maximal diameter of a metric ball that is contained in [S] and does not intersect S.
For example, if S consists of three points, then [S] is a triangle and tun(S)
is the diameter of the inscribed circle. If S consists of more than three points then there may not be a single inscribed circle in S. Moreover, in higher dimensions, the one dimensional homology cycles that we will consider are not going to bound. For example, suppose we have four points in R 3 . Generically, the four points will be at the vertices of a three simplex. A one dimensional persistent homology class can be viewed as the sum of four edges in that simplex. In this example, the tunneling of the four points is measured by the diameter of the metric ball inscribed inside the simplex. This tunneling correlates with the length of the persistent homology class. The tunneling constant generalizes this intuition to higher dimensions. The value of tun(S) guarantees that there is a point in R d that contains no point from S within distance tun(S). I would like to measure this property in the team data sets.
The reason for the term "tunneling" is that we can only detect it using the 1-dimensional homology in my application. It is true that the most reliable computations of persistent homology are one dimensional, especially for small data sets. In this application, the dimension d = 12 and the cardinality of S is from 14 to 20, so we can only hope to measure or estimate the property of this kind by observing 1-dimensional persistent homology. In this case, what we measure is the width of the tunnels that exist in the data set.
In practical terms, the tunneling constant T guarantees that there is a phantom point in R d such that if it is added to S then the tunneling constant will be cut at least in half.
In the next section, we will generate persistence diagrams for the NHL teams and estimate the sparsity and the tunneling from the corresponding 0-dimensional and 1-dimensional components.
ANALYTICS OF NHL TEAMS
2.1. Glossary of hockey analytics terms. I will need to use some terms that are common in hockey and less common terms that are used by hockey analysts.
The new trend in hockey analytics circles is that we should use primarily "shots on goal" as the measurement of team offensive quality. The number is simple, easy to record, and reflects the fact that the team has to win possession and be aggressive in order to get close to the net in order to attempt a shot. It is accepted that the team that has puck more often usually wins. This is in line with the current thinking in the NHL.
There are two slightly fancier measurements called Corsi and Fenwick numbers.
Corsi or Corsi-For is the number of shot attempts by a team or player. It is the sum of a team or players's goals, saved shots on net, shots that miss the net, and shots that are blocked. As mentioned above, it is commonly used as a proxy for puck possession. At this point in time, no one tries to measure how long a player or team has possession of the puck, so Corsi is an approximation. For players, the common measure is "on-ice" Corsi, or all of their team's shot attempts while they are on the ice.
Fenwick is a close relative of the Corsi number which counts unblocked shot attempts by a team or player. So it equals Corsi minus the number of shots that are blocked (by a player other than a goalie). Even though the consensus is that Fenwick is a prefered number, Fenwick is smaller than Corsi. Over the limited number of games played, larger sample sizes shift the preference to Corsi for the majority of analysts. I will use Corsi exclusively.
One more term needed is a "setup pass". This is a pass from the player that results in the other player, who receives the pass, shooting on the net. This is different from an assist because there is no assumption the shot is a goal. I believe that the number of setup passes is a measurement of intent and skill rather than production.
Data analysis walkthrough.
2.2.1. Data collection. The data comes from the site extraskater.com. This site contains official data from the NHL. In order to equalize the data from all teams, we will only consider players who spend a considerable amount of time on the ice, more than 500 minutes total in the season. In all cases this is a number between 15 and 20. The statistics are taken from each team with the option "5 on 5", again to equalize the performance across the league. 
TeamPlex application.
The program I wrote contains objects for the league (NHL), the teams, and the players, including a main class to run the methods in. The statistics from extraskater.com were easily compiled into a .csv file where they were fed into the program. The program uses two methods from JavaPlex library. The first method, ComputeIntervals, computes persistence classes from the coordinates of the given data cloud. The second method, SaveBarCodesAsPNG, saves the results as a graph in png format. I converted these files into 2-dimensional arrays in my code so they could be recognized by the JavaPlex package. The outputs ended up in a designated folder where I was able to visually analyze the results. I was able to implement a series of questions to fit the need of the user. He/she can alter the number of players and stats analyzed, maximum homology dimension, and maximum filtration value. The user can also run as many files as he/she pleases at a time.
Interpretation and conclusions.
Across the board, the persistent homology recorded for each team consists only of 0 dimensional and 1 dimensional homology. These are exactly the dimensions that we learned to interpret in section 1. Recall that we expect the team to excel if its 0 dimensional homology diagram has long survival rates. This can be seen visually in the diagram by the shaded area. Geometrically, this represents a greater spread in qualities of players. And we expect the team to excel if its 1 dimensional homology is short lived or non existent. Geometrically, this represents a uniform distribution of qualities.
Observe the diagrams in the appendix. The two best teams judged by corsi for in the 2013/2014 season were the San Jose Sharks and the Chicago Blackhawks. We see long survival rates in the 0 dimensional persistent homology and no 1 dimensional classes. The two worst teams were the Edmonton Oilers and the Buffalo Sabres. The Oilers 0 dimensional diagram is the classic example of a deficient team. The early identification at the top of the diagram represents a cluster of similar players. Now look at the New York Islanders, the classic middle of the road team. The 0 dimensional diagram of the islanders is precisely the average of the best and the worst teams, the sharks and the oilers. However, the 0 dimensional diagrams of the Islanders and the Sabres (the worst team) are curiously similar. The difference in performance is in fact reflected this time in the 1-dimensional homology. It is non existent for the Islanders but the Sabres have two long 1 dimensional classes. We interpret this as large tunnels in the data that make the team's composition non-uniform.
As a practical conclusion, the team composition is satisfactory or favorable when the 0 dimensional diagram has long survival times, as in the case of the Sharks. This seems to be the primary characteristic that can be easily visually recognized but also measured according to the length of the top line. Another numerical characteristic of the 0-dimensional diagram is the average of the lengths of the 0-classes which is effectively the area of the shaded region.
The secondary charactiristic is the number and length of the 1-dimensional classes. We have seen how the solid primary qualities can be undermined by having essential "tunnels" represented by long 1-dimensional classes, as in the case of the Flyers and the Sabres.
2.3.
Remark. The goal of this work is to predict factors that affect Corsi, a performance marker that is skewed heavily toward offense and does not reflect defensive performance (especially goaltending). We also specialized to the "even strength" situation when the factor that is the strength of the special teams is ignored. There might be a huge difference in the position of a team in the Corsi ranks and the formal success during the season.
To emphasize this there are two lists in Appendix C. The first column gives the Corsi rank of the team in 5 on 5 situations, the last column is the standing of the team at the end of the regular season. The disparity between the orders of the teams in two columns is clear. The sparsity measurement is not about presence of worse and better players as much as players with diverse individual characteristics. For example, the number of hits delivered and received and the difference between these numbers measures the style of play. A given team is better if both the roles of (1) a skilled possession player who draws more hits and (2) the hitter who challenges possession player from the other team are represented on the team. This seems like a natural explanation of why diversity benefits a hockey team.
Another explanation can be given from the point of view of the opponent. In hockey more so than in other sports, there are many one-on-one battles where it is easier to play against a team with similar properties. You do not need to tailor your reaction or expectations. The same goes for goalies facing shots. It is much harder to defend against a diverse, unpredictable team.
3.2.
Comparison to Alagappan's NBA analytics. I would like to compare my results to another application of TDA to sports analytics. Two years ago, Muthu Alagappan, a Stanford engineering student, presented his research at the MIT Sloan Sports Analytics Conference [2] . He analyzed the performance of NBA teams during the 2011-2012 season. He mapped the players of the teams using the proprietary software called Mapper that was developed by the company, Ayasdi. Alagappan [1] found that the more diverse a team is, the more successful it is during the season. In his terms, successful teams had players with a variety of "positions". In this paper, I call it sparsity. In basketball, and especially baseball, there are well-defined positions that make the classification and data collection easier. Hockey positions are much more dynamic and fluid, so we cannot even talk about "many positions". They are more like roles that the players play. These are shifting roles between players, especially for forwards. Paradoxically these harder to obtain statistics might be more faithful and useful in hockey. They reflect on the kind of player you have instead of the statistics of a player asked to play a relatively static role.
The advantage of persistent homology computations compared to visually observing the Mapper diagram is that we can actually attach numerical information to observation. For example, we can measure the life span of each homology class.
3.3. Degree of success. Most natural or social phenomena have a "normal" which is the most common occurrence of properties. The created data cloud has a dense core in the middle and some flares away. In applying persistent homology, the Rips complex quickly becomes contractible. This means we observe no homology. In the usual application of persistent homology people find the normal, remove it, and focus on the peripheral properties.
What this paper does is different, the method is applied to raw data. The reason that it is working so well is because the data is not natural. The teams are made up by general managers. Apparently we zero in on a good set of individual properties of players that persistent homology globalizes especially well.
3.4. Proposed use of the analytics. The general idea for application to team management is that the persistence diagrams identify deficiencies in the present composition of the team. Once identified, the manager can attempt to eliminate the deficiencies by hiring or trade. Ideally it would be possible to detect, for example, the center of the disk realizing the tunneling constant. Trading for a player with known coordinates close to that center would plug that hole in the team. This is a machine learning problem that I don't know how to solve. Instead one could try to add available players and see if that improves the team on experimental basis. This can be done whenever a specific trade is proposed.
Here is a hypothetical example. Suppose we would like to improve the Buffalo Sabres team through a trade. After a quick experiment with possible trades, one did exceptionally well while the others made no difference in the homology. So let us examine if a trade of Matt Ellis for Daniel Sedin of Vancouver Canucks is going to improve the team.
To make the differences evident, the following figures list the bar-codes separately in dimension 0 and dimension 1. The first diagram is the original bar-code for the Sabres in 2013-2014, the second is the bar-code for the Sabres after the trade assuming Sedin's statistics from that season. 
