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PREFACE 
During the last four decades Combinatorial Optimization has been 
an area of growing importance, as well in its practical as in its theore-
tical aspects. The search for efficient algorithms to solve combinatorial 
optimization problems has led not only to practically efficient methods, 
but also the exploration of many interesting mathematical areas, like 
Computational Complexity, Polyhedral Theory, Polyhedral Combinatorics, 
Graph Theory and Matroid Theory. Particularly relevant for this monograph 
is the theory of regular matroids (= BINARY SPACES which can be embedded 
in an euclidean space). This theory was raised in the fifties by William 
T. Tutte who characterized regular matroids, and was crowned by Paul 
Seymour's famous decomposition theorem for regular matroids (1980). 
In this monograph - which is a slightly revised version of the 
author's thesis - regular matroid theory is used to study (in Chapter 3) a 
class of combinatorial optimization problems (modelled on GRAPHS) that 
turned out to be relatively easy to solve through linear programming by 
using so-called "Gomory CU'ITING PLANES" (see Chapter 2). The approach to 
solve combinatorial optimization problems using linear programming techni-
ques is the main topic of Polyhedral Combinatorics, where one tries to 
replace the domains of combinatorial optimization problems by POLYHEDRA, 
described in terms of linear inequalities. 
To give the reader some idea about the main topics and results of 
this monograph it starts with a brief summary. After that, in Chapter 1, 
we give a compact introduction to the different fields of mathematics 
relevant for this monograph. The main body of the monograph consists of 
Chapters 2, 3 and 4. 
Several people have helped me in preparating this monograph. In par-
ticular I am very much indebted to Alexander Schrijver for introducing me 
to the fields of Combinatorial Optimization and Polyhedral Combinatorics, 
and for his stimulating and encouraging guidance. 
I thank Bill Cook, Andras Frank, Laszl6 Lovasz, Andras Sebo, Paul 
Seymour, Eva Tardos and Klaus Truemper for several stimulating discus-
sions. Some of the results in this monograph are based on joint articles. 
Research leading to this monograph was done at the Faculty of Actu-
arial Sciences and Econometrics of the University of Amsterdam and at the 
Department of Econometrics of Tilburg University. Until 1984 it was sup-
ported by the Netherlands Orga.,ization for the Advancement of Pure Re-
search (Z.W.O.) through the Stichting Mathematisch Centrum. I thank Bill 
Pulleyblank, for the opportunity to lecture on topics from this monograph 
at the Department of Combinatorics and Optimization of the University of 
Waterloo during the summer of 1988. 
The text was typed by Corina Maas and Anita Kuling. Corina Maas, 
Annemiek Dikmans, Nancy Kanters and Petra Ligtenberg took care of the 
corrections and the numerous changes in the original manuscript. I thank 
all of them for their excellent and quick work. I thank Yvonne van Delft 
and Jan Pijnenburg for drawing all the figures. 
Finally I thank all other colleagues and my friends and relatives for 
their encouragement and for giving me time to write this monograph. In 
particular, I thank my wife Yvonne, and children Mark en Rob. 
Bert Gerards, 
August 1989 
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SUMMARY OF RESULTS 
This monograph is partly based on (parts of) the following articles 
and reports: Cook, Gerards, Schrijver and Tardos [1986], Gerards 
[1986, 1988a, b, c, 1989] and Gerards and Schrijver [1986], and on a 
forthcoming report by Gerards, Lovasz, Schrijver, Seymour, Shih and 
Truemper. Below we give a summary of the main results in this monograph. 
It should be noted that in this summary we sometimes use a formulation 
different from the text in this monograph. As Chapter 1 is only an intro-
duction to the four fields in mathematics (Computational Complexity, Poly-
hedral Theory, Graphs and Signed Graphs, and Binary Matroids = Binary~ 
Spaces) relevant for this monograph, we restrict ourselves to the three 
other chapters. 
CUTTING PLANES (CHAPTER 2) 
Consider a polyhedron P = {x € RnlAx ~ b} (A rational). We are inte-
rested in describing PI := convex hull (P n i1) by a system of inequali-
ties. A cutting plane for P is an inequality 
CTX < Lt;J 
with c € i1 
and b > max{cTxlx € P}. 
The set of all vectors satisfying all cutting planes for P is denoted by 
P'. We define P(O) := P, and P(i+l) := (P(i)), (i = 0, 1, •.. ),and say 
that P has Chvatal rank t if t is the smallest integer such that P(t) 
convex hull (P n i1). Chvatal [1973] and Schrijver [1980] proved that each 
polyhedron has such a (finite) Chvatal rank. In fact it can be bounded by 
an integer depending on A only, so independent of the right hand side b 
(Cook, Gerards, Schrijver and Tardos [1986]). A short proof of this is 
given in Section 2.2. 
The central result however in Chapter 2, and in this monograph is 
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Theorem 2.3.3 (Gerards and Schrijver [1986]) 
n 
Let A£ z:nxn such that LIA .. I ~ 2 /or each i 1, •.. , m. Then the j=l 1J -
following are equivalent: 
(i) {x £ R111d1 ~ x ~ d2, b1 ~ Ax ~ b2} has Chvatal rank at most 1 /or 
all d1 , d2 £ -z!1 and b1 , b2 £ i'1; 
(ii) The signed graph underlying A contains no odd-K4. 
Here a signed graph is an undirected graph with a partition of the 
n 
D 
edges into odd and even edges. If A£ z:nxn satisfies r IA .. I ~ 2 for each j=l 1J -
i = 1, ... , m, then the signed graph underlying A is constructed as fol-
lows. First construct the undirected graph with as nodes the columns of A. 
For each row of A with two nonzero entries we have an edge joining these 
two columns in which these two nonzero entries occur. We call an 
edge even if the corresponding row sum is 0, if not we call the edge odd. 
An odd-K4 is a signed homeomorph of K4 {the complete graph on 4 nodes) 
such that each circuit coming from a triangle in K4 is an odd circuit 
(i.e. a circuit with an odd number of odd edges). 
Theorem 2.3.3 shows that recognizing whether or not a matrix A £ z:nxn 
n 
satisfying r IA .. I ~ 2 for each i = 1, ... , m, satisfies Theorem j=l 1J -
2.3.3 {i) amounts to recognizing graphs with no odd K4 . This is one of the 
reasons for further investigation of such signed graphs in Chapter 3. 
SIGNED GRAPHS WITH NO ODD-K4 (CHAPTER 3) 
Examples of such signed graphs are: 
- Signed graphs in which all odd circuits have a node in common; 
- Signed graphs which can be embedded in the plane such that at most two 
faces are bounded by an odd circuit. 
Essentially, these are the only examples. Each signed graph with no odd-K4 
can be "decomposed" into these examples and two small special signed 
graphs {Theorem 3.2.4). This result implies a polynomial-time algorithm 
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for recognizing signed graphs with no odd-K4 . The proof is based on decom-
position results for binary matroids (= binary spaces) due to Seymour 
[1980], Truemper and Tseng [1986] and Truemper [1987a], applied to a 
binary matroid associated with a signed graph. 
Beside the decomposition result mentioned we prove: 
Theorem 3.3.1 (Gerards 1988b) 
A signed graph G has no odd-K4 and no, so called, odd-K~ (cf. Section 3.1) 
if and only if we can replace the odd edges by directed edges, such that 
going along any circuit the number of forwardly directed edges and the 
number of baclauardly directed edges differ by at most 1. [] 
This is derived from Tutte's characterization of regular mat'oids (= 
binary spaces representable in euclidean space= totally unimodular matri-
ces, cf. Section 4.1, which contains a short proof of Tutte's res~lt). 
Theorem 3.3.1 has several interesting implications. In Section 3.5 we 
use it to obtain a short proof (due to A. Schrijver) of the following 
extension of a result of Albertson, Catlin and Gibbons [1985]. 
Theorem 3.5.1 (Gerards [1988a]) 
Let G be an undirected nonbipartite graph such that there is no odd-K4 
2 
and no odd-K3 (considering all edges odd). Then there exists an map~ from 
the nodes of G to the nodes on the shortest odd circuit of G such that 
if uv is an edge, then ~(u)~(v) is an edge. [] 
Theorem 3.3.1 also plays an important role in proving the following 
extension of Konig's min-max relation for stable sets and edge-covers in 
bipartite graphs (cf. (3.6.l), Konig [1931, 1933]). 
Theorem 3.6.3 (Gerards [1986]) 
Let G be an undirected graph, without isolated nodes, such that there is 
no odd-K4 (considering all edges odd). Then the 
maximum cardinality of a stable set in G 
is equal to the 
minimum cost of a collection of edges and odd circuits covering the 
nodes of G. 
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(Here an edge costs 1 and a circuit of Length 2k+1 costs k.) 0 
A weighted version of this result, and of a similar result for node-covers 
also holds (cf. Theorems 3.6.3 and 3.6.8). 
T-JOINS (CHAPTER 4) 
In Section 4.2 we prove the following extension of a result of Seymour 
[1981]. 
Theorem 4.2.2 (Gerards [1988c]) 
Let G be a connected undirected graph such that (considering aii edges 
odd) there is no odd-K4 and no, so-caLLed, odd-prism (cf. Section 4.2, 
Figure 4.2). Then for each even set T of nodes the 
minimum cardinaLity of a T-join in G 
is equai to the 
maximum number of pairwise disjoint T-cuts in G. 0 
Here a set F of edges is a T-join if a node u of G meets an odd number of 
edges in F if and only if u ET. AT-cut is a set of edges of the form 
{uvlu E U, v £ U} where U is a set of nodes with lu n TI odd. 
In Sections 4.3 until 4.6 we derive results for T-joins which are dual 
to the results derived in Sections 3.1 until 3.4. 
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CHAPTER 1. PRELIMINARIES 
This chapter contains four preliminary sections, viz. on: Algorithms 
and Complexity, Polyhedral Theory, Graphs and Signed Graphs, and Binary 
Matroids = Binary Spaces. This chapter intends to be an introduction, 
rather than an extensive treatment. Therefore proofs are omitted, except 
in Section 1.4. 
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1.1. ALGORITHMS AND COMPLEXITY 
A main objective of studying objects like those studied in this mono-
graph, is finding efficient algorithms. Although we do not give detailed 
discriptions of algorithms, most of the results in this monograph imply 
efficient algorithms. We here give a brief and intuitive introduction to 
algorithms and complexity. For a detailed treatment we refer to Aho, Hop-
croft and Ullman [1974] and Garey and Johnson [1979]. 
We consider an algorithm as a recipe, i.e. as a list of instructions, 
such that if we apply this recipe to an "input" we get after a finite 
number of applications of the instructions, an "output". The running 
time of an algorithm is the number of "elementary" steps it takes, as a 
function of the size of an input. This definition of running time depends 
on what we consider as an elementary step. Often a single bit operation on 
a computer or a move of the head of a Turing Machine is considered as 
an elementary step. 
The size of the input is the number of digits needed to encode the 
input. For example, if we encode a natural number n in binary notation its 
(input) size is about 2log(n); the size of a rational number is the size 
of its denominator plus the size of its numerator. Of course, the input of 
an algorithm need not be a number; for instance, it can be a graph. As the 
input size of a graph we take the number of nodes plus the number of ed-
ges. 
If the running time of an algorithm is bounded from above by a polyno-
mial in the input size, we call the algorithm a polynomial-time algorithm. 
The search for polynomial-time algorithms has led to a classification of 
problems into easy and (possibly) hard problems. To explain this we re-
strict ourselves to a specific type of problems: so-called decision pro-
blems. 
PROBLEMS 
A decision problem is a problem which allows for each input a 'yes' or 
'no' answer. Let us give some examples. 
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(CONNECTED GRAPH) Given an undirected graph G, is G connected? 
(LI) Given a system o/ linear inequalities Ax ~ b, ~ith A E "i"xn and 
b E "i°, is there an i E Qn such that Ai ~ b? 
(HAMILTONIAN CIRCUIT) Given an undirected graph G has it a Hamiltonian 
circuit (i.e., is there a permutation v1, .•. , vn o/ the nodes o/ G 
such that v1v2, v2v3, ... , vn-lvn and vnvl all are edges o/ G)? 
To distinguish between a specific question like "Has x1 - 2x2 ~ 3, x1 ~ 0 
a solution?" and the collection of all questions defined by LI, we call 
"Has x1 - 2x2 ~ 3, x1 ~ 0 a solution?" an instance of the problem LI. 
The class of all decision problems which can be solved by a polyno-
mial-time algorithm is denoted by 9'. It is easy to see that CONllECTED 
GRAPH E J'. 
WELL-CHARACTERIZED PROBLEMS 
Even before Khachiyan [1979] showed that LI E 9', it was already known 
that LI is reasonable to some extent. To explain what we mean by that we 
consider Farkas Lemma: 
(1.1.1) Farkas [1894]: Let A E "i"xn and b E "i". Then exactly one o/ the 
/oll~ing holds: 
n (i) There exists an x E Q ~ith Ax ~ b; 
(ii) There exists a y E "i" ~ith yTA = 0, y ~ 0 and yTb < 0. 
It follows from (1.1.1) that we can attach to each instance Ax ~ b of 
LI a guarantee for the status (having a solution or not) of the system 
Ax ~ b. Namely if Ax ~ b has a solution, then a guarantee of that fact is 
a vector 
n 
x E Q with Ax ~ b. 
If Ax ~ b has no solution a guarantee of that fact is a vector 
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This means, that for each instance of LI we can provide, beside the 
answer ("yes" or "no"), a "proof" of the correctness of the answer. We 
call such a "proof" a certain certificate for the instance of LI. In gene-
ral, a certain certificate for an instance of a decision problem is a list 
of symbols reflecting a proof of the correctness of the answer ('yes' or 
'no') of the instance. The Length of a certain certificate is the number 
of elementary steps needed to read and check the certain certificate. 
A decision problem P is called weZZ-characterized if each instance of 
P has a poZynomiaZ-Zength certain certificate; this means that the length 
of that certain certificate is bounded from above by a polynomial in the 
size of the instance. The certain certificates for instances of LI given 
above can be taken of polynomial-length. Hence LI is well-characterized. 
It should be noted that, in defining well-characterized problems, we did 
not require the existence of a polynomial-time algorithm to find a certain 
certificate for any instance of the problem. If such algorithm exists for 
some problem then clearly that problem is in 5'. Although, as mentioned 
before, LI € 5', it is open whether or not all well-characterized problems 
are in 5'. In particular, it is open whether or not the decision problem 
"given a natural number p, is it prime?" (which is well-characterized, 
Pratt [1975]), is in 5'. 
Problems in 5' are well-characterized. Indeed, suppose we have a poly-
nomial-time algorithm for a problem P. Then a certain certificate for the 
answer to an instance is the instance itself. This certain certificate has 
polynomial-length as it can be checked by the polynomial-time algorithm 
for the problem. 
The fact that a problem P is well-characterized is often established 
by a so-called good characterization. To explain this notion we turn back 
to LI and consider the following equivalence: 
(1.1.2) Let A€ i°'xn and b € i°'. Then the foZZowing are equivaZent: 
(i) 
(ii) 
n There exists an x € Q with Ax ~ b. 
The matrix [Aj-AjI] has a nonsinguZar submatrix B € i°'xm, 
with B-lb > o. 
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So (1.1.2) provides a characterization for a system of linear inequa-
lities to have a solution. Mathematically there is nothing wrong with this 
characterization, but from the point of view of computational complexity 
it has a drawback. The reason is that (1.1.2) only tells us (two ways) how 
to show easily that a system of linear inequalities has a solution. How to 
show that a given system of linear inequalities has no solution, is not so 
obvious from (1.1.2). Farkas Lemma (1.1.1) does not have this drawback. 
For that reason we call Farkas Lemma a good characterization for LI. 
In general, if P is a decision problem we call a characterization 
good if it establishes polynomial-length certain certificates for the 
instances of P. The term "good characterization" has been introduced by 
Edmonds [1965b]. 
JF.P AND co-JF.P 
By JF.P we denote the class of decision problems for which there exists 
a polynomial-length certain certificate for each instance having a 'yes' 
answer. (Jf.P stands for .1lolynomially solvable by a H'ondeterministic Turing 
machine, cf. Garey and Johnson [1979].) Of course, well-characterized 
problems are in JF.P. But there may be problems in K.1l, for which there ex-
ists no good characterization. Consider HAMILTONIAN CIRCUIT. If a graph is 
hamiltonian, then any hamiltonian circuit may serve as a certain certifi-
cate. Hence HAMILTONIAN CIRCUIT E JF.P. On the other hand, no polynomial-
length certain certificate for the fact that a graph has no hamiltonian 
circuit is known. In other words, it is open whether HAMILTONIAN CIRCUIT 
is well-characterized. 
By co-JF.P one denotes the class of all decision problems for which 
there exists a polynomial-length certain certificate for each instance 
having a 'no' answer. Obviously, JF.P n co-JF.P is exactly the class of well-
characterized problems. 
Jf.P-COMPLETE PROBLEMS 
We r.all a problem P JF.P-coT1rplete if P E JF.P and for each problem 
P ~ JF.P there exists a polynomial-time algorithm which transforms each 
instance I' of P' to an instance I of P such that the answer to I' is the 
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same as the answer to I. Cook [1971] showed that K.P-complete problems 
exist. In particular, he showed that SATISFIABILITY (cf. Garey and Johnson 
[1979]) is K.J>-complete. Our example, HAMILTONIAN CIRCUIT is K.P-complete 
too, and there are many others (cf. Karp [1972], Garey and Johnson [1979]. 
and the periodically published list "K.Jl-completeness column: an ongoing 
guide" by D. Johnson in the Journal of Algorithms). No polynomial-time 
algorithm is found for any K.J>-complete problem. Note that if there exists 
a polynomial algorithm for one K:P complete problem, then any problem in 
Jf.P is polynomially solvable. So, in that case Jf.P = 3'. In fact lf.P-complete 
problems are notorious for their intractability in practice. This leads to 
the conjecture that 3' ~ Jf.P. 
A notion related to lf.P-completeness is Jf.P-hardness. A problem P (not 
necessarily a decision problem) is called Jf.P-hard if for each problem 
Q £ Jf.P there exists an algorithm solving instances of Q by solving a poly-
nomial number of polynomially sized instances of P. (For a more precise 
definition of Jf.P-hardness, see Garey and Johnson [1979].) 
OPTIMIZATION PROBLEMS, MIN-MAX RELATIONS AS GOOD CHARACTERIZATIONS 
Suppose we have a problem with instances: 
(1.1.3) Given set Xi and /unction fi: Xi ~ R, find an i £ Xi such that 
f.(i) = min{f.(x)lx £ Xi} or decide that no such i exists. 1 1 
(with i element of some index set I). 
We call such a problem an optimization problem, or more specifically, 
a minimization problem. (Similarly we have maximization problems.) The set 
Xi is called the solution set of (1.1.3). Any member of Xi is called a 
feasible solution of (l.l.3). If i £ X. attains the minimum in (1.1.3), we 1 
call i an optimal solution of (1.1.3). The value min{fi(x)lx £ Xi} is 
called the optimum value of (1.1.3). 
A min-max relation for (1.1.3) is a theorem like: 
(1.1.4) min{f.(x)lx £ X.} 1 1 max{g.(y)IY £ Y.} 1 1 (i £I). 
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Often a min-max relation is a good characterization for the decision 
problem: 
A A (1.1.5) Given i £ I and x £ Xi, is x an optimal solution of (1.1.3)? 
Indeed, a certain certificate for i being optimal is a y £Yi' with fi(i) 
= g.(y). A certain certificate for i £ X. being nonoptimal is an x £ X. 
i i i 
with f.(x) < f.(i). Depending how the optimization problems in (1.1.4) are 
i i 
formulated, one can obtain polynomial-length versions of these certain 
certificates. (Indeed x and y should have polynomial size. Moreover mem-
bership of x in X. and yin Y. should be verifiable in polynomial-time. 
i i 
Finally evaluating f.(i), f.(x) and g.(y) should talce only polynomial-
i i i 
time.) 
We call optimization problem (1.1.4) well-characterized if dncision 
problem (1.1.5) is well-characterized. So if with an optimization problem 
there is a min-max relation, then (under some extra conditions on the 
formulation of the problem and the min-max relation, see above) the opti-
mization problem is well-characterized. 
An example is the linear programming problem and the linear program-
ming duality theorem (von Neumann [1947], Gale, Kuhn and Tucker [1951], 
cf. Theorem 1.2.6 of this monograph). Also many combinatorial optimization 
problems have a min-max relation. (e.g. Theorem 3.4.1 (with special cases: 
Theorem 3.4.2 and Theorem 4.6.1), K5nig's Theorem (3.6.l) (with exten-
sions: Theorem 3.6.3 and Theorem 3.6.8), and Theorem 4.1.1 (with exten-
sion: Theorem 4.2.2). 
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1. 2. POLYHEDRAL THEORY 
This section is devoted to polyhedra, optimizing a linear functional 
over a polyhedron (linear programming), and integral polyhedra (which 
arise often in combinatorial optimization problems). The introduction we 
give here is very condensed. Almost all proofs are omitted, and we only 
mention the results relevant for this monograph. For a comprehensive study 
we recommend Schrijver [1986]. 
First we make some notational conventions on numbers, vectors, matri~ 
ces, etc •• 
NUMBERS, VECTORS AND MATRICES 
We denote the sets of reals, of rationals, and of integers by R, 0 and 
Z respectively. The set of nonnegative reals is denoted by R+. Similarly 
we write 0 and Z (= fi). If tt ER then LocJ denotes the largest integer + + 
not larger than tt. Similarly rocl denotes the smallest integer not smaller 
than tt. 
Vectors are always considered as column vectors. The set of n-dimen-
sional vectors with entries in a set S is denoted by Sn. For example we write~. R~, {O, l}n etc. The set of mxn-matrices (m rows, n columns) 
with real variables is denoted by ~xn. If A E Rmxn. then r(A) denotes the 
rank of A. AT denotes the transpose of the matrix A. Row vectors are typi-
cally written as xT 
We write x ~ 0 if x ER~. We write x ~ y if x -
inequalities in n variables is typically written as 
b E Rm). If x E ~.then LxJ := (Lx1J, .•• , Lxnj)T; ( r xl 1 t • • • • r Xn 1 ) T • 
y ~ ff. A system of m 
Ax ~ b (with A E Rmxn. 
similarly rxl := 
In combinatorial optimization we often use vectors indexed over some 
finite set S. Then we typically do not assume some numberinT 1, ... , Is! 
of the entries of the vectors. So we write RS rather then R sl. If x E Rs. 
and s E S then x denotes the entry of x indexed by s. Similarly we write SxT s A E R , to denote a matrix where the rows are indexed by a finite set S 
and the columns by a finite set T. We use Ast for the entry in the row of 
A indexed by s E S, and the column of A indexed by t E T. If S is a finite 
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set and T C S then the characteristic vector xT of T is the vector in 
{O, l}S with xT = 1 if and only if e £ T. 
,e 
POLYHEDRA AND POLYTOPES 
...n nl T n A halfspace in K , is a set of the form {x £ R a x ~ ~} where a £ R , 
a ~ 0, and ~ £ R. A polyhedron in Rn is the intersection of finitely many 
halfspaces. So P C Rn is a polyhedron in Rn if and only if there exists a 
matrix A£ Rmxn, and a vector b £Rm (m £ft) such that P = {x £ RnlAx ~ 
b}. We call an inequality valid for PC Rn, if~£ P implies aT~ ~ ~. A 
halfspace H is called rational if H = {x £ RnlaTx ~ ~} with a £ Qn, ~ £ Q. 
The intersection of a finite number of rational halfspaces is called.a ra-
tional polyhedron. 
A polytope Pin~ is the convex hull of finitely many vectors in Rn. 
So P C Rn is a polytope if there exists a finite number of vectors 
£ ~ such that xl' .•• ' xm 
m 
p := { r A.x.I:>... ~ 0 (i=l, •.. ,m), 
i=l 1 1 1 
1}. 
If x1 , ... , xm are in Qn we call Pa rational polytope. Polytopes obvious-
ly are bounded sets, whereas polyhedra can be unbounded (~ itself is a 
polyhedron). However the two concepts are very close: 
Theorem 1.2.1 (Minkowski [1896], Steinitz [1916], Weyl [1935]) 
Let P C Rn. Then P is a (rational) polytope if and only if P is a bounded 
(rational) polyhedron. 
More generally: 
Theorem 1.2.2 (Motzkin [1936]) 
Let P C Rn. Then P is a (rational) polyhedron if and only if P = Q + C 
hlhere Q is a (rational) polytope in Rn and C is a (rational) finitely 
D 
generated cone in Rn. 0 
Here a finitely generated cone is a set of the form 
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m { r >..xii>..~ 0 (i=l, •.• ,m)} with xl' ... , xm e: If. (If xl' •••• xm e: on i=l 1 1 
we call the cone rationai.). As usual Q + C := {q + clq e: Q, c e: C}. 
A /ace of a polyhedron P is a subset of the form {x e: PlaTx = ~}. 
where aTx ~ ~ is valid for P. A face F of P is called proper if F ~ P. 
(Note that P and 0 are faces of P.) 
Lemma 1.2.3 
Let A e: Rmxn. b e: Rm. Then F is a nonempty /ace of P := {x e: RnlAx ~ b} i/ 
and oniy if F = {x e: PIAlx = bl} ~ 0, /or some matrix [A1lb1] obtained 
from [AlbJ by deLeting (zero or more) rOltJs. [] 
In other words: any face of a polyhedron P can be obtained by setting to 
equality some of the inequalities in the system defining P. 
Of particular interest are the (inclusionwise) minimal nonempty faces 
of a polyhedron, and the maximal proper faces (the facets) of a polyhe-
dron. 
MINIMAL NONEMPTY FACES, VERTICES 
Let P := {x e: RnlAx ~ b}. Let F be a minimal nonempty face of P. Then 
it can be shown that there exists a subsystem A1x ~ b1 of Ax < b such that 
F = {x e: lflA1x = b1}. So a minimal nonempty face of P is an affine sub-
space of If. If F contains a single vector, xF say, then we call xF a 
vertex of P. If one minimal nonempty face of P is a vertex then each 
minimal nonempty face of P is a vertex. In that case we call the polyhe-
dron P pointed. (More generally, all minimal nonempty faces have the same 
affine dimension.) 
Lemma 1.2.4 
Each nonempty poLytope is pointed. Moreover, each poLytope is the convex 
huiL of its vertices. [] 
If P = {x e: If !Ax ~ b} is a pointed polyhedron, then A is of full 
column-rank. Moreover i is a vertex of P if and only if i e: P and there 
,... -1 
exists a nonsingular nxn submatrix A1 of A such that x = A1 b1 (b1 being 
the subvector of b corresponding to A1). 
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FACETS 
A facet of a polyhedron is an (inclusionwise) maximal nonempty proper 
face of P. There is a strong relation between the facets of a polyhedron 
and a defining system of linear inequalities of that polyhedron. To ex-
plain this relation we restrict ourselves to full-dimensional polyhedra. A 
polyhedron is full-dimensional if it is not contained in any hyperplane {x 
€ RnlaTx ~} (a€ Rn\{O}). Let P be a full-dimensional polyhedron, and 
F1 , ... , Fs be its facets. Then there exists a system of inequalities 
a~x $ ~1 ... ., a:x $ ~s defining P such that Fi= {x € Pla:x = ~i} for i 
AT A AT A • • 
1, ... , s. Moreover any defining system a1x $ ~1 •... , atx ~ ~t satisfies: 
for each i 1, ... , s there exists a j = 1, ... , t and a A> 0, such that 
ai = A~j and ~i = A~j' So the inequalities a:x $ ~1 •.•• , a:x < Jls essen-
tially occur in any defining system of the polyhedron. 
LINEAR PROGRAMMING 
Linear programming means optimizing a linear functional over a poJyhe-
dron. A typical way to formulate a linear programming problem is: 
(1.2.5) max T c x 
s.t. Ax < b. 
where c €Rn, A€ ~xn. and b €Rm. ("s.t." stands for "subject to". In-
stead of maximizing cTx we also could consider minimizing cTx.) Matrix A 
is called the constraint matrix of (1.2.5). An important result in linear 
programming is the so-called linear programming duality theorem: 
T 
Theorem 1.2.6 (von Neumann [1947]; Gale, Kuhn and Tucker [1951]) 
Let A € Rmxn, b €Rm, c € ~. Then max{cTxlAx $ b} = min{yTblyTA c • y 
> O} provided that both optimization problems have a feasible solution. 
D 
(Note that essentially Theorem 1.2.6 has the same content as Farkas Lemma 
(1.1.1).) 
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Remarks: 
(i) If one of the two problems in Theorem 1.2.6 has a feasible solution 
then the optimum of that problem exists if and only if the other 
problem also has a feasible solution. 
(ii) The minimization problem in Theorem 1.2.6 is called the dual (linear 
programming) problem of (1.2.5). 
Any problem of type 
(1.2. 7) T T T max clxl + C2X2 + C3X3 
s.t. Allxl + A12x2 + A13x3 ~ bl 
A21xl + A22x2 + A23x3 b2 
A3lxl + A32x2 + A33x3 ~ b3 
xl ~ 0, x3 ~ 0. 
can be seen as a special case of (1.2.5). The dual problem then is 
equivalent to: 
(1.2.8) min T ylbl T + y2b2 T + Y3b3 
T T T T 
s.t. ylAll + y2A21 + Y3A31 ~ cl 
T T T T 
y1A12 + y2A22 + Y3A32 c2 
T T T 
< 
T 
y1A13 + y2A23 + Y3A33 = C3 
In case A, b and c are rational it easily follows from Theorem 1.2.6 
that the duality theorem for linear programming forms a good charac-
terization for the linear programming problem. So the linear program-
ming problem is well-characterized. The fact that Theorem 1.2.6 gives 
a good characterization, follows from the fact that both (1.2.5) and 
its dual have optimal solutions x respectively y such that the size 
of x and y is bounded by a polynomial in the sizes of A, b and c. 
This follows from Cramer's rule (and Lemma 1.2.3). Note that in es-
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sence the remarks above are the same as saying that LI is well-cha-
racterized, and has Farkas Lemma as a good-characterization (cf. 
Section 1.1). 
The most prominent algorithm for linear programming is the si11Tplex 
method due to Dantzig [1951]. This method turned out to be efficient in 
practice, but no version of it could be proved to be a polynomial-time 
algorithm. In fact, most versions are not (e.g., Klee and Minty [1972]). A 
polynomial-time algorithm for linear programming is the so-called ellip-
soid method Khachiyan [1979] (cf. Gr5tschel, Lovasz, and Schrijver 
[1987]). This algorithm is based on the ellipsoid method for nonlinear 
programming by Shor [1970a,b, 1977] and Yudin, and Nemirovskii [1976]~ 
Besides settling the longstanding open problem whether or not linear pro-
gramming is polynomially solvable, the ellipsoid method has important 
implications for combinatorial optimization. Later we will come back to 
these implications (due to Gr5tschel, Lovasz and Schrijver [1981], Karp 
and Papadimitriou [1980], Padberg and Rao [1981]). 
To explain the importance of polyhedral theory for combinatorial opti-
mization we next consider as a typical example the matching problem. 
EXAMPLE: THE MATCHING PROBLEM 
Let G be a graph. (For graph terminology, see Section 1.3.) A match-
ing in G is a subset M of E(G) such that each u E V(G) is endpoint of at 
most one edge in M. The weighted matching problem is: 
(1.2.9) Given c E zE{G), find a matching in G such that L c is maximal. 
eEM e 
This problem can be reformulated as an integer linear programming problem: 
(1.2.10) T max c x 
s.t. x ~ 0 (e E E(G)); e 
L x < 1 (u E V(G)); 
eE6(u) e = 
x 
e 
E Z (e E E(G)). 
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We would like to use the polynomial-time solvability of linear pro-
gramming to solve (1.2.9). The first approach is to solve the linear pro-
gramming relaxation of (1.2.10) (obtained by dropping the integrality 
conditions). However typically we will find a nonintegral optimal solu-
tion. The reason is that not all the vertices of 
Q := {x € RE(G)lx ~ 0, e € E(G); l x < 1, u € V(G)} 
e - e€6(u) e 
are integral. All vertices of Q are integral if and only if G is bipartite 
(Birkhoff [1946], von Neumann [1953]). So if G is nonbipartite the linear 
programming relaxation may not solve the original problem. 
This problem does not arise if we define 
PU:= conv{xM € RE(G) IM is a matching}, 
and formulate (1.2.9) as max{cTxlx €Pu}. The latter is a linear program-
ming problem, as PJ.lis a polytope (the matching polytope), and hence a 
polyhedron (Theorem 1.2.1). However to apply linear programming techni-
ques, we need a description of Pu in terms of inequalities. Edmonds 
[1965c] showed that the following is such a description: 
(1.2.11) x ~ 0 (e € E(G)); e 
l x < 1 (u € V(G)); 
e€6(u) e = 
l x ~ l!!.1..:1 (UC V(G), lul > 3 and odd). eCU e 2 = 
So in principle we can solve (1.2.9) as a linear programming problem. 
But if we give (1.2.11) as an input to any linear programming algorithm we 
encounter a new difficulty. This input is far to large. The number of 
inequalities of the third type in (1.2.11) is exponential in the size of 
the original problem (1.2.9). (And if G is a complete graph all these 
inequalities correspond to facets.) However, this difficulty is not so 
serious. Edmonds [1965c] avoided it by writing down during any stage of 
his algorithm only IE(G)I of the inequalities in (1.2.11) explicitly (Note 
that any vertex of the polyhedron of dual feasible solutions has at most 
IE(G)I nonzero variables.) Edmonds' algorithm for the weighted matching 
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problem is a polynomial-time algorithm. There is another way to avoid 
writing down all the inequalities in (1.2.11) explicitly. Padberg and Rao 
[1982] gave a polynomial-time separation algorithm for PJ,l. A separation 
algorithm for a polyhedron P C Rn is an algorithm for the following sepa-
ration problem for P: 
(1.2.12) Given~€ Rn, decide whether or not~€ P. If not find an inequa-
lity aTx < ~. valid for P, such that aT~ > ~-
A nice feature of the ellipsoid method is, that instead of a complete 
list of inequalities for a polyhedron, it needs only a separation algo-
rithm for the polyhedron, in order to optimize over it. If the separation 
algorithm is polynomial-time, the optimization algorithm thus obtained is 
a polynomial-time algorithm too (Grotschel, Lovasz, and Schrijver [1981], 
Karp and Papadimitriou [1980], Padberg and Rao [1981]). It is particularly 
important for combinatorial problems, as the related polyhedra, like the 
matching polytope, typically have many facets. (For combinatorial applica-
tions see also Grotschel, Lovasz, and Schrijver [1981, 1987].) Moreover 
Grotschel, Lovasz, and Schrijver showed that in fact the existence of an 
polynomial-time algorithm for optimizing over a class of polyhedra is 
equivalent to the existence of an polynomial-time separation algorithm for 
the class of polyhedra. 
INTEGRAL POLYHEDRA 
An integer linear programming problem is an optimization problem of 
the following form: 
(1.2.13) max T c x 
s.t. Ax ~ b 
x € z:i. 
Many combinatorial optimization problems can be formulated as integer 
linear programming problems. However, integer linear programming problems 
are generally hard to solve. In fact, integer linear programming is 
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N'fP-hard (Cook [1971]). It is polynomially solvable if the number of varia-
bles is fixed (Lenstra [1983]). As in the example above, one can try to 
apply linear programming techniques. Let P be a polyhedron. Then the inte-
ger huii of P is the convex set PI := conv(P n z!l). 
Theorem 1.2.14 (Meyer [1974]) 
n Let P be a rationai poiyhedron in R . Then PI is a rationai poiyhedron. 
D 
The problem of finding a system of inequalities defining PI will be 
discussed in Section 2.1. In this section we restrict ourselves to the 
case PI = P. We call a polyhedron P C Rn integrai if P = PI. Equivalently, 
a polyhedron is integral if and only if P is rational and each minimal 
face contains an integral vector. In particular, if P is pointed, then P 
is integral if and only if P is rational and all its vertices are integral 
vectors. 
Of particular interest for integral polyhedra are totally unimodular 
matrices. A matrix is called totaiiy unimoduiar if all its subdeterminants 
are 0, 1 or -1. So, in particular, all the entries of a totally unimodular 
matrix are 0, 1 or -1. The following result is well-known: 
Theorem 1.2.15 (Hoffman and Kruskal [1956]) 
Let A€ i°xn. Then the /oiio~ing are equtvaient: 
(i) {x € ~la ~ x ~ b, c ~ Ax ~ d} is integrai /or each a, b € z!l; c, 
d € i°; 
(ii) A is totaiiy unimoduiar. D 
We also want to mention a version of this theorem which is perhaps not 
so well-known: We call a matrix A € i°xn unimoduiar if for each matrix B 
consisting of r linearly independent columns of A (r := r(A), the rank of 
A), the greatest common divisor of all rxr subdeterminants of Bis equal 
to 1. 
Theorem 1.2.16 (Hoffman and Kruskal [1956]) 
Let A€ i°xn. Then the /oiio~ing are equivaient: 
(i) For each b € i°, {x € ~IAx ~ b} is integrai; 
(ii) For each c € "1!1, {y € R°11yTA 
(iii) AT is unimoduLar. 
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T 
c , y ~ O} is integraL; 
D 
Both theorems characterize classes of constraint matrices for which 
certain polyhedra are integral. The following theorem gives a characteri-
zation for a fixed polyhedron to be integral. (We come back to totally 
unimodular matrices in Section 1.4.) 
Theorem 1.2.17 (Edmonds and Giles [1977]) 
A rationai poLyhedron P is integrai i/ and onLy i/ each rationai suppor-
ting hyperpLane o/ P contains an integrai vector. D 
Here a rationai supporting hyperpLane in Rn, is a subset H 
{x € ~laTx = ~} with a€ "1!1\{0}, ~ € Q, such that H n P ~ 0 and ax <~is 
valid for P. 
Theorem 1.2.17 can be reformulated as the following corollary. 
Corollary 1.2.18 
Let A€ Qmxn, b € Qm. Then the /oLlowing are equivaient: 
(i) {x € onlAx $ b} is integrai. 
(ii) For each c € "1!1, /or which max{cTxlAx ~ b} exists, we have 
max{cTxlAx ~ b} € z. 0 
Later in this monograph, we use the following version of Corollary 1.2.18. 
Corollary 1.2.19 
mxn mxk m Let A € Q , B € Q ; b € Q . Then the /oLLowing are equivaient. 
(i) For each c € -z!1 /or which max{cTxlAx + By ~ b} exists, we have 
max{cTxlAx + By ~ b} € Z. 
(ii) For each c € -z!1 /or which max{cTxlAx + By $ b} exists, there exists 
an optimai solution (~.y) € ~ x ~with~-€ "1!1. 
Proof (that Corollary 1.2.19 follows from Corollary 1.2.18): Define P := 
{x € Rnl3 _k[Ax +By$ b]}. Then Pisa rational polyhedron. The equi-
y€1C -
valence to be proved is exactly the equivalence in Corollary 1.2.18 for P. 
D 
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A system of inequalities Ax ~ b, with A€ Qmxn. b € Qm, is called to-
tally dual integral if the minimum in 
has an integral optimal solution for each c € z!1 for which the minimum 
exists. The following theorem directly follows from Corollary 1.2.18. 
Theorem 1.2.20 (Edmonds and Giles [1977]) 
Let Ax ~ b, be a totally dual integral system of inequalities. II b is 
integral, then {x € RnlAx ~ b} is integral. [=:J 
Not any system defining an integral polyhedron is totally dual inte-
T 21 gral. Indeed, {(x1 ,x2 ) € R 2x1 + x2 ~ 2, x1 ~ 0, x2 ~ O} is an integral 
polyhedron. However max{3x1 + x2 12x1 + x2 ~ 2, x1 ~ 0, x2 ~ O} 3. Hence 
the dual problem min{2y1 12y1 - y2 = 3, y1 - y3 = 1; y1 , y2 , Y3 ~ O} has no 
integral optimal solution. On the other hand: 
Theorem 1.2.21 (Giles and Pulleyblank [1979], Schrijver [1981]) 
Let P C Rn be a rational polyhedron. 
(i) (Giles and Pulleyblank) There exists a totally dual integral sys-
...mxn m nl tem Ax~ b, with A€ L , b € Q such that P = {x € R Ax~ b}. 
Moreover, b can be chosen integral ii and only if P is integral. 
(ii) (Schrijver) If P is full dimensional, then there exists a unique 
...mxn m minimal totaZZy dual integral system Ax ~ b with A € L , b € () ; 
and P {x € R°!Ax ~ b}. Moreover b € i'1 if and only if P is inte-
graZ. [=:J 
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1.3. GRAPHS AND SIGNED GRAPHS 
We assume the reader to be familiar with the basic notions and results 
of graph theory (cf. Bondy and Murty [1976], Wilson [1972]}. Below we give 
some notational conventions and basic definitions. We denote the node-set 
of an (undirected) graph G by V(G), and the edge-set by E(G}. We allow 
loops and parallel edges. A graph with no loops and parallel edges, G is 
called sirrrple. An edge e connecting u and v is typically denoted by uv, u 
and v are called the endpoints of uv. We call u and uv incident. And we 
call u and v adjacent if uv € E(G). 
We assume the following notions to be known: path; (spanning) tree 
and forest; bipartite; corrrplete (the complete simple graph on n nodes is 
denoted by Kn); corrrplete bipartite (the complete bipartite simple graph 
with colour classes of size n and m is denoted by K ) ; connecte.l; corrrpo-n,m 
nent; graph isomorphism (denoted by"-"); graph homeomorphism; sulgraph; 
deletion and contraction (the graph obtained from G by deleting (ccntrac-
ting) edge e is denoted by G\e (G/e respectively}); induced subgraph (GIU 
denotes the subgraph of G induced by UC V(G}}; planar graph, a planar 
dual of a planar graph G (a planar dual is denoted by G*). 
We want to distinguish between the notions circuit and cycle. A cir-
cuit of length k is a graph C with V(C) = {v0 , v1 , ... , vk_ 1} (vi ~ vj if 
i ~ j) and E(C) = {v0v1 , v1v2 , ... , vk_2vk-l' vk_1v0}. A cycle is a graph 
in which all degrees are even (the degree of a node u is the number of 
edges with endpoint u). If UC V(G), then b(U) := {uv € E(G}ju € U, 
v € V(G)\U} is the coboundary of U. If u € V(G) then b(u) := b({u}). 
The node-set of a directed graph D, is denoted by V(D), its arc-set by 
A(D) an arc going from u (the tail of the arc) to v (the head of the arc) 
~ f- ~ is typically denoted by uv or vu. We say that arc uv Leaves u and enters 
~ ~ ~ 
v. We allow loop-arcs (uu) as well as parallel arcs. (uv and vu are not 
considered to be parallel}. Terms like directed path, and directed cir-
cuit are assumed to be familiar to the reader. 
by 
The node-edge incidence matrix MG € RV(G)xE(G) of a graph G is defined 
e = uv, for some v ~ u 
e = uu 
else 
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for each u € V(O}, e € E(O}. The edge-node incidence matrix of 0 is M~. 
The node-arc incidence matrix ND € RV(D)xA(D} of a directed graph D is 
defined by 
--+ for a = vu, some v -;f. u 
--+ for a = UV, some v -;f. u 
else 
T for each u € V(D}, a€ A(D). The arc-node incidence matrix of Dis ND. A 
function f € ~(D) with NDf = 0 is called a circuiation in D. 
Let 0 be an undirected graph. A (k-)node cutset of 0 is a set 
UC V(O), (with lul = k and) such that ol(V(O}\U} is not connected. In 
that case 0 has two subgraphs o1 , o2 with the following properties: 
V(01 ) n V(02 ) = U; V(01 ) u V(02 ) = V(O); V(01 ) -;. U-;. V(02}; 
E(01) n E(02) = 0; E(01) u E(02} = E(O). 
We call two such graphs o1 and o2 the two sides o/ the cutset U. Note that 
o1 and o2 need not be uniquely determined. If several choices are possible 
we just choose o1 and o2 arbitrarily. 
0 is k-connected if 0 has no l-node cutset with l < k. If U is a node 
cutset and S, TC V(O), we say that U separates Sand T if Un S 0 = 
Un T and no component of Ol(V(O)\U) contains elements both from Sand 
from T. The following result is used several times throughout this mono-
graph. 
Theorem 1.3.1 (Menger [1927]} 
Let 0 be a graph, and s, t € V(O), such that st ~ E(O). Then the maximum 
number paiZ'bJise internaLLy node disjoint paths from s to t is equaL to the 
minimum cardinaLity of a node cut set separating s and t. D 
Here, two paths P1 and P2 from s to t are internaLLy node disjoint if 
V(P1 ) n V(P2} = {s, t}. There are many versions of Menger's Theorem (cf. 
Schrijver [1983], Reichmeider [1984]}. One of these versions is the well-
known max-flow min-cut theorem of Ford and Fulkerson [1956]. 
Another result we use several times in this monograph is: 
25 
Theorem 1.3.2 
Let D be a directed graph, and l E i0(D). Then the foiiowing are equiva-
ient 
(i) L la ~ 0 for each directed circuit C in D; 
aEA(C) V(D) ----"'» 
(ii) There exists a IT ER with ITV - ITU$ l--'» for each uv E A(D). 
UV 
If l in (i) is integer vaiued, then IT in (ii) can aiso be taken integer 
vaiued. 0 
SIGNED GRAPHS 
A signed graph is a pair {G,r), where r is a subset of the edge set 
E{G} of G. The edges in r are called odd, the other edges even. A circuit 
C in G is called odd (even, respectively) if r n E(C) is odd {even, res-
pectively}. {We call a finite set X odd if lxl is odd.} We call a signed 
graph bipartite if r = b(U) for some UC V(G). For example {G,0} is bipar-
tite. Moreover, {G,E(G}} is bipartite if and only if G is a bipartite 
graph in the usual sense. It is easy to see that a signed graph is bipar-
tite if and only if it contains no odd circuits. Let (G,r) be a signed 
graph, and let UC V(G). Obviously {G,r) and (G,r t:. b(U)) have the same 
collection of odd circuits (!:. denotes the set-theoretic symmetric diffe-
rence). We call the operation r ~rt:. &(U) resigning (on U). We call two 
signed graphs (G,r) and (G',r') equivaient (notation: {G,r) - (G',r')) if 
there exists a set UC V(G), and a bijection~ from V(G) to V(G'} and a 
bijection v from E(G) to E(G') such that 
(i) e is an edge from u to v in G, if and only if v(e) is an edge from 
~(u) to ~(v) in G'. 
{ii} v[r /:. b(U)J = r•. 
We say that (G,r) reduces to {G' ,r') if (G' ,r') can be obtained from (G,r) 
by a series of the following operations: 
- deleting an edge from G (and from r). 
- contracting an even edge in G. 
- resigning. 
In this monograph a central role is played by the signed graph indica-
ted in Figure 1.1. Wriggled lines stand for pairwise openly disjoint 
paths, each containing at least one edge; the term odd in a face indicates 
that the bounding circuit is an odd circuit. We call such a signed graph 
an odd-K4. 
26 
Figure 1.1 
An example of an odd-K4 is R4 := (K4,E(K4)) where K4 is the complete graph 
on four nodes. 
Remark: 
(G,E) is an odd-K4 if and only if it can be constructed by the follo-
wing operations: 
- resign R4 to a signed graph (K4,r•); 
- then replace each edge e in K4 by a path Pe (this yields G); 
finally chooser C E(G) such that for each e € E(K4): lr n E(Pell is odd 
if and only if e € r•. 
The following is easy to prove. 
Lemma 1.3.3 
Let (G,E) be a signed graph. 
i/ and oniy i/ (G,E) reduces 
Then (G,E) contains an odd-K4 as a subgraph 
D 
We next show a technical Lemma, which will be used in Chapter 2 (Theorem 
2.3.3) and in Chapter 4 (Theorem 4.2.2). 
Lemma 1.3.4 
Let (G,E) be a signed graph with no odd-K4 as a subgraph, and with no 1-
node cutset. Let C be a nonseparating odd circuit in G with C ~ G. 
I/ C satisfies: 
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(i) V(C) n V(C') ~ 0 /or each odd-circuit C' in (G,[); 
(ii) C contains at least three nodes with degree at least three, 
then C has a subgraph IC such that: 
(i') IC is a path, V(Ic) ~ 0; 
(ii') Any odd circuit C' in (G,[) contains IC as a subgraph; 
(iii') There exists an odd circuit C' in (G,[) such that V(C) n V(C') 
V(Ic) and E(C) n E(C') = E(Ic). [] 
Before we prove Lemma 1.3.4 we explain the notion: "nonseparating cir-
cuit". 
Let G be a graph, and Ca circuit. We call two edges e, f £ I(G)\E(C) 
equivalent with respect to C if e =for there exists a path v0v1 , v1v2 , 
... , vk-lvk' with v0v1 = e, vk-lvk = f and v1 , ... , vk-l rl'. V(C). 'J'he equi-
valence classes of this equivalence relation are called the bridgeB of C. 
(In particular, a chord uv of C (i.e. u, v £ V(C), uv rl'. E(C)), forms a 
bridge of C.) A circuit C is called nonseparating in G if it has at must 
one bridge. If C has more than one bridge, C is called separating. 
Proof of Lemma 1.3.4 
Clearly V(G)\V(C) ~ 0. (If V(G) = V(C), then Chas exactly one chord, 
uv say, as C ~ G and C is nonseparating. Now for IC we can take one of the 
two paths on C from u to v.) Let T be a tree spanning V(G)\V(C) (which 
exists, as C is nonseparating). Now delete all the edges contained in 
V(G)\V(C) which are not in T. Resign such that [ n E(T) = 0, and then 
contract the edges in T. As the edges contained in V(G)\V(C) form a bipar-
tite graph (by condition (i)), each odd circuit in the original signed 
graph contains an odd circuit in the reduced signed graph. Conversely each 
odd circuit in the contracted signed graph is contained in an odd circuit 
of the original signed graph. Hence we may assume that (G,[) is the con-
tracted graph, i.e. V(G) = V(C) u {w} for some node w. 
Let C' be an odd circuit in G which has a minimum number of edges in 
common with C. Define IC by V(IC) = V(C) n V(C') and E(IC) = E(C) n E(C'). 
Obviously IC satisfies (i') and (iii'). Suppose (ii') is not satisfied by 
IC. Let C'' be an odd circuit not containing IC. By the minimality of 
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IE{C'} n E{C}I. we have that E{C'} n E(C} n E{C''} 
possibilities indicated in Figure 1.2 below: 
~. Now there are five 
let;:;\ let;:;\ lcM le~ le~ \&\01\G\:YW 
Figure 1.2 
In each of them {G,E} contains an odd-K4. The existence of edge wv in the 
right most figure above follows from {ii}. [] 
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1.4. BINARY MATROIDS BINARY SPACES 
All matroid theory we need in this monograph concerns binary matroids. 
Therefore all notions will be defined for binary matroids only. For the 
theory of matroids in general we refer to Welsh [1976]. Mostly we use the 
terminology of Welsh's book. 
Let E be a finite set. We consider the set GF(2)E in the obvious way 
as a linear space over GF(2). A binary space on Eis a linear subspace of 
GF(2)E. So, in particular, GF(2)E is a binary space on E. 
A binary matroid .J1 consists of a finite set E E(.Jl) and a binary 
space, 'f5(.ll), on E. We call 'f5(.J1) the cycle space of .J1. An alternative 
definition is: a binary matroid is a collection of subsets of a finite set 
closed under symmetric differences. Obviously these two definitions are 
equivalent. It will be convenient to intertwine the algebraic terminology 
of the first definition with the set-theoretic terminology of the second 
definition. We shall do this without explicitly specifying which termino-
logy we use. 
CYCLES, CIRCUITS AND INDEPENDENT SETS, THE DUAL MATROID 
A member of 'f5(.J1) is called a cycle of .J1. Inclusionwise minimal non-
empty cycles are called circuits. Each cycle can be partitioned into cir-
cuits. 
A set E' C E is called independent if E' contains no circuit. The dual 
matroid .ll * of .ll is defined by E(.Jl *) : = E(.Jl) and 'f5(.ll *) : = 'f5(.Jl ).1. 
(where~:= {xlxTy = 0 for each y € V}). 
If {e} is a circuit, we call e a loop. If {e, f} is a circuit, e and f 
are called parallel. A co-cycle in .J1 is a cycle in .J1 *. Similarly we use 
the terms co-circuit and co-loop. If e and fare parallel in .ll*, we say 
that e and f are in series in .J1 • 
BINARY REPRESENTATION 
A matrix M with rows from GF(2)E is called a (binary) representation 
of the binary matroid .tl if '8(.tl ) 
represents .tl over GF(2) . 
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K(M) := {xlMx O}. We also say: M 
Denote the submatrix of M consisting of the columns indexed by E' C E 
by MIE'. Then the rank r.tl(E') of E' is the rank of MIE'. Clearly, set E' 
is independent if and only if r.tl(E') = IE'I. Obviously, 'rank' does not 
depend on the actual representation M, as r.tl(E') is equal to the maximum 
cardinality of an independent subset of E'. (Note that, by Steinitz' ex-
change theorem for linear spaces, all inclusionwise maximal independent 
subsets of E' have the same cardinality.) 
BASIS, STANDARD REPRESENTATION 
A basis of .tl is an inclusionwise maximal independent set of E(.tl). All 
bases have the same cardinality, namely r.tl(E(.tl)), called the rank of 
.tl . Let .tl be a binary matroid of rank r, and let $ be a basis of .tl . Then 
the standard representation of .tlover GF(2) with respect to$ is the (uni-
que) representation [I IAJ of .tl , where I is the rxr-identity matrix, and 
r r 
the columns of Ir correspond to the elements in $. (From now on we delete 
the subscript r from Ir.) 
Lemma 1.4.1 
Let .tlbe a binary matroid 1"ith standard representation [IIAJ. Then 
[ATIIJ is a standard representation of .tl*. 
From this we immediately see that the bases of .tl* are exactly the 
complements of the bases of .tl • 
BASIS-EXCHANGE, PIVOTING 
D 
How can we go from one standard representation to any other? The ans-
wer is: by a series of pivots. Let A be a matrix over a field F. In this 
monograph pivoting A on an entry £ ~ 0 of A over F means replacing 
(1.4.2) A [: I 
T y 
D 
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D -
y 
T ] 
-1 T 
E xy 
E is called the pivot element. The specific position of E in (1.4.2) is 
just an example. The pivot element can be anywhere in A. The row (column) 
of A containing E is called the pivot row (column). 
Now let :B be a basis of a binary matroid .tlwith standard-representa-
tion M = [IIAJ. Index the rows of M, by the elements of :B such that the 
ones in I are exactly in the positions M (e ($).Let e ( :B, and f g :B. 
ee 
Then (~{e}) u {f} is a basis if and only of Aef = 1. If Aef = 1 pivoting 
A on Aef and interchanging the column indices e and f, yields a standard 
representation of .tlwith respect to the basis (~{e}) u {f}. 
Example: 
e[g 
0 
011 
1 ~] . [ 1 0 010 1 i]. 1 0 1 0 pivot l g 1 0 1 0 0 1 1 1 0 1 1 1 
e f f e 
The fact that any standard representation can be transformed to any 
other standard representation by a series of pivots, follows from the 
following well-known "basis exchange" property: If :B and $• are two bases 
of a (binary) matroid then for each f ($•\$there exists an e ( ~$· such 
that (~{e}) u {f} is a basis too. 
MINORS 
Let .tl be a binary matroid, and let e ( E : = E(.tl). The matroid .tl \e 
obtained from .tl by deleting e is defined by E(.tl \e) := E\{e}, and 'fS(.tl \e) 
: = { C C E\ { e} IC ( 'f5( .tl ) } • The ma troid .tl / e obtained from .tl by contrac-
ting e is defined by E(.tl /e) = E\{e} and 'fS(.tl /e) := {C C E\{e} le ( 'fS(ll) 
or C u {e} ( 'fS(.tl)}. 
Algebraically, deleting e from llmeans taking the binary space obtai-
ned by intersecting 'fS(ll) with the hyperplane x = 0 (and then deleting 
e 
the component x from all vectors x). Contracting e from llcan be inter-
e 
preted algebraically by proj~cting 'fS(.tl) on the hyperplane x = 0 (and 
e 
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again removing component xe from all vectors x). The following are easy to 
prove: ft\e = (ft*/e)*, ft/e = (ft*\e)*, and ft\e = ft/e if and only if e 
is a loop or a co-loop in ft • 
We call a matroid resulting from ft by a series of deletions and con-
tractions a minor of ft . (Note that the order in which the deletions and 
contractions are carried out does not effect the resulting minor.) How to 
carry out deletion and contraction on a representation, M say, of a binary 
matroid ft? Deleting an element e from ft corresponds to just deleting the 
column, m say, indexed by e from ft. Contracting e amounts to taking a e 
nonzero entry Mie in me, pivoting M on Mie' and deleting the pivot row 
(indexed by i) and the pivot column m from the resulting matrix. 
e 
Two binary matroids ft 1 and ft 2 are called isomorphic (notation: 
ft C ft 2 ) if there exists a bijection 9>! E(ft 1 ) ~ E(ft 2 ) such that 
'G(ft 2 ) = {9>[CJIC E: 'f5(ft 1)}. 
Let ft and .lit be binary matroids, and x e: E (ft ) • Then by saying 11 ft has 
no .lit-minor using x" we mean: there are no sets E1 , E2 C E(ft) such that x 
ft E1 u E2 and .Jit - ft \E1 /E2 . 
GRAPHIC MATROIDS 
The terminology used above is somewhat hybrid. Terms like "independen-
ce" obviously come from linear algebra, whereas terms like 'circuit' and 
'cycle' remind of graphs. We show that graphs indeed yield binary mat-
roids. 
Let MG be the node-edge incidence matrix of an undirected graph G. 
Then the binary matroid represented over GF(2) by MG (considered as a 
binary matrix) is called the circuit matroid of G. It is denoted by .JA(G). 
The circuits and cycles in G are exactly the circuits and cycles in .JA(G). 
The dual, ft*(G), of .JA(G) is called the co-circuit or coboundary mat-
roid of G. The cycles of ft*(G) are exactly the coboundaries in G. 
Let ft be a binary matroid. If ft is isomorphic to .tf{G) for some undi-
rected graph G, then we call ft graphic. If ft- ft *(G) for some G then ft 
is called co-graphic. Obviously, if a1 - G2 then .tf{G1) - .tf{G2). The con-
verse is generally not true. However, Whitney [1932] proved that if a1 is 
3-connected, then a1 - a2 if and only if .tf{a1) - .tf{a2 ) . .tf{G) is co-graphic 
if and only if G is planar (Whitney [1933]). 
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REGULAR MATROIDS 
A binary matroid .Mis called regular if and only if there exists a 
matrix N with rows from RE(.Jl) such that independence of elements in .Mis 
equivalent to independence over R of the corresponding columns in N. We 
call such an N a real representation of .Jl , or a representation of .Jl 
over R. For any basis fB in a regular matroid .Mthere exists a real stan-
dard representation [IIAJ of .Jlwith respect to fB (so the columns of I 
correspond to the elements of .:8). 
Theorem 1.4.3 
The dual as well as each minor of a regular matroid is regular. 
Proof: If [IIAJ is a real standard representation of a regular matroid .Jl, 
then [ATIIJ is a real standard representation of .M*. Moreover, deleting 
an element of a regular matroid obviously yields a regular matroid. So 
each minor of a regular matroid is regular. (Recall that .Jl/e = (ll*\e)*.) 
D 
GRAPHIC MATROIDS ARE REGULAR 
Let G be an undirected graph. Orient the edges of G in an arbitrary 
way (i.e. replace each edge by a directed arc). Denote the directed graph 
thus obtained by D. Now it is easy to see that the node-arc incidence 
matrix ND of Dis a real representation of .JAi.a). Hence graphic matroids, 
and co-graphic matroids, are regular. 
NONREGULAR MATROIDS, THE FANO-PLANE 
Not all binary matroids are regular. Indeed, consider the well-known 
Fano-plane 
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Figure 1.3 
We call a collection V of points from {v1 , .•• , v7} independent if lvl ~ 2 
or lvl = 3 and the three points in V are not on one line of the Fano-plane 
(cf. Figure 1.3). This independence defines a binary matroid, denoted by 
F7 . A standard representation of F7 is 
~ g1~ 
0 1 0 
1 
0 
1 
0 
1 
1 
A representation of F7 over R would imply that the configuration in Figure 
1.3 could be drawn in the euclidean plane with straight lines only. As we 
all know this is impossible. So F7 is not regular. 
TU'ITE'S CHARACTERIZATION 
Tutte proved that in a sense F7 is the only nonregular binary matroid. 
Theorem 1.4.4 (Tutte [1958]) 
Let .tl be a binary matroid. Then .tl is regular if and only if M has neither 
* F7 nor F7 as a minor. D 
To keep the exposition transparant we postpone the proof of Tutte's theo-
rem, as well as of the results stated below, to the end of this section. 
In fact we prove the following equivalent version of Tutte's theorem. 
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Theorem 1.4.5 
Let A be binary matrix. Then the following are equivalent: 
(t) A has a totally untmodular signing. 
(it) A cannot be transformed to 
M(F ) := [~ 
7 0 
1 
0 
1 
0 
1 
1 ~] 
by applying (repeatedly) the following operations: 
- deleting rows of columns; 
- permuting rows or columns; 
- taking the transposed matrix; 
- pivoting over GF(2). 0 
A {O, ±1}-matrix A is called a signing of a binary matrix A if and only if 
A• A (modulo 2). 
The link between Theorem 1.4.4 and Theorem 1.4.5 is the following 
theorem, due to Tutte, stating that in a sense "regular matroid" = "total-
ly unimodular matrix". 
Theorem 1.4.6 (Tutte [1958]) 
Let 11be a binary matrotd with binary standard representation [IIAJ. Then 
M is regular if and only if A has a totally untmodular signing A. In that 
case [IIAJ is a representation of Jlover R. 0 
A useful generalization of this theorem is: 
Theorem 1. 4. 7 
Let J1 be a binary matrotd. Let J1 be a (not necessarily standard) represen-
tation of J1 over GF(2). Then J1 is regular if and only if there exists a 
signing N 6f J1 representing J1 over R. Moreover, each x e: K(M) as a sig-
ning y e: K(N). 0 
Remark: 
Let r(.11) be the matrix with rows all elements of ~(.11) (.11 binary). 
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Then J1 is regular, if and only if, r{Jl) and r{Jl *) have a signing I:{Jl), 
I:{Jl*) respectively, such that I:{Jl)I:(Jl*)T = 0. The latter property is 
called the orientabtlity of a matroid {cf. Minty [1966]). "Only if" in the 
above equivalence easily follows by applying Theorem 1.4.7 to M = r{Jl*). 
Otrl'LINE 
The remainder of this section is devoted to the proofs of the four 
theorems stated above. After some preliminaries on bipartite graphs, pivo-
ting and total unimodularity we first prove Theorem 1.4.5. Next we prove 
Theorem 1.4.4 and Theorem 1.4.6 together. After proving two characteriza-
tions of totally unimodular matrices {Theorem 1.4.12), we prove Theorem 
1.4.7. Finally we sketch a proof of Theorem 1.4.6 independent of Theorem 
1.4.5. 
THE BIPARTITE GRAPH OF A MATRIX 
Lemma 1.4.8 
Let G be a connected siwrple bipartite graph. I/ deleting any pair o/ dis-
tinct nodes in the same colour-class yields a disconnected graph, then G 
is either a path or a circuit. 
Proof: Suppose G is neither a path nor a circuit. Then G has a spanning 
tree with at least three endpoints. At least two of these endpoints are in 
the same colour-class. Deleting these two nodes from G results in a con-
nected graph. D 
We apply this lemma in the proof of Theorem 1.4.5 on the bipartite 
graph of a matrix. Let A be a matrix {over any field). Denote the index-
set of the rows {columns) of A by R{A) {C{A) respectively). The bipartite 
graph, G{A), associated with A has colour-classes R{A) and C{A). There is 
an edge from r ( R{A) to s ( C{A) if and only if the entry Ars is nonzero. 
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PIVOTING 
Let A be a matrix over a field F. Consider the pivot operation (1.4.2) 
(E ;t O): 
A 
T y 
D 
Then the following assertions hold: 
(1.4.9) (i} pivoting B on -E yields A; 
y 
T ] 
D _ -1 T E xy 
(ii} if A is square then det A = E det(D - E -1 xyT); 
(iii) if A is totally unimodular then B is totally unimodular; 
(iv} if G(A) is connected then G(B) is connected. 
[The proofs of (i}, (ii} and (iii} are straightforward. To see (iv}, con-
sider that if G(B} is disconnected then G(A} is disconnected too.] 
UNIQUENESS OF TOTALLY UNIMODULAR SIGNING 
If A is a binary matrix that has a totally unimodular signing, then 
this signing is not unique (unless A is the all-zero matrix}. Indeed, 
multiplying some rows and columns of a totally unimodular matrix by -1 
yields a totally unimodular matrix again. Theorem 1.4.11 below states that 
this is the only freedom one has in making a totally modular signing of A. 
To prove this we need the following easy lemma. 
Lemma 1. 4 .10 
Let A be a nxn-matrix, with {O, ±1} entries only. If G(A} is a circuit, 
then A is totally unimodular if and only if the number of -l's in A is 
congruent to n modulo 2. 
Theorem 1.4.11 (Camion [1963]} 
Let M1 and M2 be totally unimodular matrices, with M1 • M2 (modulo 2). 
Then M1 can be obtained from M2 by multiplying some rows and columns of 
M2 by -1. 
0 
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Proof: (Paul Seymour) Construct a signed graph (G,E) as follows: 
G := G(M1) (= G(M2)). We call an edge in G even if the corresponding en-
tries in M1 and M2 are the same. The other edges are odd (i.e, are in E). 
By Lemma 1.4.10 each chordless circuit in G is an even circuit in (G,[). 
Hence, so is any circuit. This means that the signed graph (G,E) is bipar-
tite. Take UC V(G) such that [ = 6(U). Multiply by -1 all columns and 
rows of M1 with index in U. This yields M2 . D 
We are now able to prove Theorem 1.4.5. 
Proof of Theorem 1.4.5 (Gerards [1989]) 
Let A be a binary matrix. The existence of a totally unimodular sig-
ning is invariant under the operations in Theorem 1.4.5 (ii) (by 1.4.9 
(iii}). Moreover M(F7 ) has no totally unimodular signing. Hence (i) im-
plies (ii}. So it remains to prove the reverse implication. 
Suppose A is a {O, 1}-matrix, satisfying (ii), with no totally unimo-
dular signing. We may assume that each proper submatrix of A has a totally 
unimodular signing. So the bipartite graph G(A} is connected. (If not, 
A=[*] 
for certain matrices Band C (up to permutations of rows and columns), 
implying that at least one of Band Chas no totally unimodular signing.) 
G(A) is not a path or circuit (as otherwise A has trivially a totally 
unimodular signing). Hence, by Lemma 1.4.8, A or AT is equal to [xlylNJ 
(up to permutation of columns), where x and y are two column vectors and 
where G(N) is connected. By assumption, both [xlNJ and [ylNJ have a total-
ly unimodular signing. Moreover, by Theorem 1.4.11, these two signings can 
be chosen so that in both cases N is signed in the same way. Hence A has a 
signing A' = [x' IY' IN'] satisfying: 
(*) (i) G(N') is connected, 
(ii) both [x' IN'] and [y' IN'] are totally unimodular. 
Claim: We may assume that matrix [x'ly'] has a submatrix of the form 
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Proof of the Claim: By (1.4.9) (iii) and (iv), pivoting A' on an entry in 
N' does not influence property(*). Now, pivot A' on an entry in N' such 
that the smallest submatrix M with determinant not equal to 0, 1, or -1, 
is as small as possible. Then M is a 2x2-matrix. (If not, pivot on an 
entry lying both in Mand N', cf. (1.4.9) (ii)). So Mis of the form as in 
the claim (if necessary multiply x', y', or a row by -1). Moreover, by 
(*)(ii) M has to be a submatrix of [x' IY']. end of proof of claim 
Denote by tt and~ the row-indices of the two rows of A' in which the 
submatrix of the claim occurs. Since G(N') is connected there exists a 
path in G(N') from tt to~. This path cannot have length 2 (as such a path 
would correspond to a column of N' with two ±l's in the rows tt anl ~. 
contradicting t:1e fact that both [x' IN'] and [y' IN'] are totally t·nimodu-
lar). From this it follows that A' has a submatrix of the form depicted in 
the figure below. (If necessary permute rows of A' and columns of N', mul-
tiply them by -1, or exchange x' and y'.) 
tt 1 1 1 0 ... 0 0 
~ 1 -1 0 0 ..• 0 1 
1 1 
1 1 0 
* * 
0 1 
1 1 
By pivoting on the underlined entries, deleting the rows and columns 
containing these pivot elements, and multiplying some rows and columns by 
-1 (and if necessary exchanging x' and y'), we get a submatrix of the 
form: 
1 
-1 
b 
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1 
0 
1 :1 
It is still the case that deleting any of the first two columns yields a 
totally unimodular matrix. This implies that a = 1 and b = O. Hence A can 
be transformed to M(F7), contradicting our assumption. [] 
Proof of Theorem 1.4.4 and Theorem 1.4.6 
Both theorems follow from the following observations: 
- Suppose a binary matrix A has a totally unimodular signing A. Then a 
subdeterminant of A is nonzero, if and only if the corresponding subde-
terminant of A is nonzero. This means that [IIAJ is a real representa-
tion of the binary matroid represented over GF(2) by [IIAJ. 
- If Jlhas an F7 or F7 minor, then by Theorem 1.4.3 Jlis not regular (as 
F7 is not regular). 
- Taking a minor of a binary matroid represented by a binary matrix [IIAJ, 
corresponds to deletion of rows and columns from A, combined with pivo-
ting in A. Replacing the matroid by its dual corresponds to taking the 
transpose of A. [] 
In order to prove Theorem 1.4.7 we need the following characterization 
of totally unimodular matrices, due to Ghouila-Houri [1962] and Gomory 
(cf. Camion [1965]). 
Theorem 1.4.12 
Let A € {O, ±l}mxn. Then the foLLowing are equivalent. 
(i) 
(ii) 
A is totaLLy unimoduLar; 
kxm - -Each B € {O, l} has a signing B such that BA has {O, ±1} entries 
onLy (Ghouila-Houri [1962]); 
(iii) A has no subdeterminant equaL to 2 or -2 (Gomory, cf. Camion 
[1965]). 
Proof: 
(i) => (ii): Let A be totally unimodular. Let B be a {O, 1}-matrix. We may 
assume that in fact Bis a row-vector yT. 
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Consider p := {xlo ~ x ~ y, LiyTAJ ~ xTA ~ riyTAl}. As tY E P, p # ~. 
So, by Theorem 1.2.15 there exists an integer vector x E P. Setting y = 
y - 2x it is easy to see that yTA is a {O, ±1}-vector. 
(ii) ==* (iii): It suffices to show that if A is a square integral matrix 
with det A= ±2, there exists a B violating (ii). Therefore, let A be a 
square integral matrix, with det A = ±2. Then 2A-l is an integral matrix 
(Cramer's rule). Let B be the {O, 1}-matrix such that B • 2A-l (modulo 2). 
Let B be any signing of B. Then BA• 2A-1A = 2I • 0 (modulo 2). Suppose BA 
has {O, ±1} entries only. Then BA = 0, so, as A is nonsingular, B = 0. 
Hence A-l is integral (2A-l • B (modulo 2)). However this contradicts 
-1 det A = ±t. 
(iii) ==* (i): It suffices to show that if A is a square {O, ±1}-matrix, 
such that all proper subdeterminants of A are 0, 1, or -1, then 
det A E {O, ±1, ±2}. 
Let A be a minimal counterexample to this. As all 2x2-matrices with 
{O, ±1} entries have determinant 0, 1, -1, 2, or -2 (as is easily che-
cked), A has size at least 3. Now pivot A on some entry A .. # 0 then dele-1J 
te row i and column j. Call the resulting matrix M. All proper subdetermi-
nants of Mare {0, ±1} (1.4.9(iii)). Moreover det M = ± det A. This con-
tradicts the fact that A is a minimal counterexample. D 
Using Theorem 1.4.12 we prove Theorem 1.4.7. 
Proof of Theorem 1.4.7 
Let JA. be a regular matroid, represented over GF(2) by A. Let A11 be a 
nonsingular submatrix of A with r(A11 ) = r(A). We may assume that A has 
the following form 
(So A22 = A21A~iA12 .) Then [I I A~iA12 ] is a standard representation 
u -1 
of M-over GF(2). Let B be a totally unimodular signing of A11A12 (Theorem 
1.4.6). For i=l, 2, let Dil be a signing of Ail such that Di1B is a matrix 
with entries 0, ± 1 only (cf. Theorem 1.4.12(ii)). Then the matrix 
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D 
is a signing of A. Moreover D represents .Jlover R, as n11 is nonsingular 
(as a real matrix}. Indeed det n11 • det A11 # 0 (modulo 2), so det 
D11 # 0. 
To prove the second part of Theorem 1.4.7 we may assume that M is a 
standard representation [IIDJ. So M has a totally unimodular signing 
[IIBJ. From this it is not hard to see that it suffices to show that each 
binary vector ~ has a signing y such that By is a signing of D~. This is 
an immediate consequence of Theorem 1.4.12 ((i}~(ii}}. [] 
We conclude this section with a sketch of a proof of Theorem 1.4.6, 
which does not depend on Theorem 1.4.5. Let [IIBJ be a real standard re-
presentation of a binary matroid .Jlrepresented over GF(2} by a binary 
matrix [IIAJ. It suffices to prove that we can multiply the rows and co-
lumns of B by nonzero reals such that we obtain a signing B of A. Indeed, 
suppose we can, let B be the resulting signing. Then [IIBJ is also a real 
representation of J,l • So a subdeterminant of B is nonzero if and only if 
the corresponding subdeterminant of A is nonzero. This means in particular 
that all even subdeterminants of Bare zero. So by Theorem 1.4.12 B is 
totally unimodular. 
To see that B exists observe the following: 
(i) Each subdeterminant of B is nonzero if and only if the correspond 
subdeterminant of A is nonzero. 
(ii) G(B) = G(A) (from (i)). 
(iii) If u1v1 , v1u2 , u2v2 , v2u3, ... , ~vk, vkul is a chordless circuit in 
G(B}, then the submatrix 
0 
l 0 
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(which exists in B) has determinant zero (by (ii) and (i)). 
(iv) Let D be the directed graph obtained by replacing each re€ E(G(B)) 
by r6 and~ (r € R(B), c € C(B)). Define w €it-CD) by w--+ := -w--+ 
:=log IB I (r € R(B), c € C(B)). 
re 
re er 
From (iii) it follows that all directed circuits in D have length 
zero (for length function w). 
(v) Let «r (r € R(B)), and ~c (c € C(B)) be such that «r + ~c = w--+ 
re 
(re€ E(G(B))). (The numbers«, ~ exist by (iv) and Theorem 
r c 
-« 
1.3.2.) By multiplying each row r of B bye rand each column c of 
-~c 
B by e we get the desired matrix B. 
CONCLUDING REMARKS 
Above we gave an exposition of almost all basic notions of binary and 
regular matroids to be used in this monograph. The exception is Seym0ur's 
decomposition theorem for regular matroids (Seymour [1980]). We state this 
theorem in Section 3.2 (Theorem 3.2.1). Seymour's theorem says that grap-
hic matroids are in a sense the only examples of regular matroids. 
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CHAPTER 2. CUTIING PLANES 
A central problem in polyhedral combinatorics is the following: 
Given a polyhedron {x E lt11Ax ~ b}, find a system of linear inequ-
alities Mx ~ d such that {x E RnlMx < d} is the convex hull of 
{x E z111Ax < b}. 
In Section 2.1 we describe an iterative procedure (developed by Chvatal 
and Schrijver) for this problem. The number of iterations needed in this 
procedure is finite (Chvatal [1973]. Schrijver [1980]). Moreover, it can 
be bounded from above by a function of A only (i.e., independently of b) 
(Cook, Gerards, Schrijver en Tardos [1986]). In Section 2.2, we give a 
short proof for that result. In the final section of this chapter, Section 
2.3, we give a class of matrices A for which the number of iterations in 
the above mentioned procedure is at most 1. 
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2.1. CUTTING PLANES - FINDING THE INTEGER HULL OF A POLYHEDRON 
From Meyer's Theorem {Theorem 1.2.14) we know that the integer hull PI 
of a rational polyhedron P in Rn is a polyhedron too. So PI 
{x € ~IMx ~ d} for some matrix M and vector d. We now describe a finite 
procedure to find M and d, which is developed by Chvatal [1973] and 
Schrijver [1980]. 
Let ~ be the set of all rational halfspaces containing P. We define 
the Chvatal closure P' of P by 
(2.1.1) P' := n HI' 
H~ 
Remark: 
Let H be a rational halfspace in~. Then, clearly there exists an 
a€ z?, and oc € R, with H = {x € RnlaTx ~ oc}, such that the greatest com-
mon divisor of the components of vector a is equal to 1. In that case HI = 
{x € ~laTx < LocJ}, as is easily verified. 
Obviously the convex set P' satisfies 
(2.1.2) PI C P' C P. 
The following result shows that P' is a "better" approximation of PI than 
P itself (unless P =PI). 
Theorem 2.1.3 
Let P be a rational polyhedron in~. Then the follOlAJing hold: 
(i) P' = P if and only if P = PI; 
(ii) P' is a rational polyhedron. 
Proof: Let Ax ~ b be a totally dual integral system defining P, with 
A€ z:nxn. (cf. Theorem 1.2.21). Then P' = {x € RnlAx ~ LbJ}. Indeed, it is 
obvious that P' C {x E ~!Ax~ LbJ}. Conversely, if aTx ~ oc is valid for P 
with a€ z? then a = yTA, oc ~ yTb for some y E Z:· Hence aTx < Locj is 
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valid for {x € RnlAx ~ LbJ} as Ax~ LbJ implies aTx = yTAx ~ YTLbJ ~ LYTbJ 
~ LaJ. So P' is a rational polyhedron. Moreover, by Theorem 1.2.17, P' = P 
if and only if P = PI. D 
The best that can happen in case P ~ PI is that P' 
is generally not the case. 
PI. However this 
Example 2.1.4 
T 21 Let P(a) := {[x1 ,x2] € R 2ax1 - x2 ~ 0, 2ax1+x2 ~ 2a, x2 ~ O} for a€ fi. 
T 21 Then P(a)I = {[x1 , x2] € R 0 ~ x1 ~ 1, x2 = O} (=: P(O)). However 
P'(a) J P(a-1) ~ P(a)I for a~ 1. 
We define the following sequence of polyhedra: 
P(O) := P; 
(2.1.5) 
p(i) := (P(i-1)) I if i 1, 2, .... 
From Theorem 2.1.3 if follows that: 
(2.1.6} 
P(i) = P(i+l) if and only if P(i) PI. 
Moreover we have: 
Theorem 2.1.7 (Chvatal [1973], Schrijver [1980]) 
Let P be a rational polyhedron in~. Then there exists a t € n such that 
p(t) = p . D 
I 
We call the smallest t such that P(t) = PI the Chvatal rank of P. 
So we can iteratively determine systems of linear inequalities descri-
bing P(l), P( 2 ), .... After a finite number of iterations one has P(i) 
P(i+l) (which can be checked using linear programming methods). !n that 
case the system describing P(i), describes PI. That this procedure can be 
carried out in a finite number of steps follows from the following lemma. 
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Lemma 2.1.8 
Let A £ Omxn and let b £ Om. Then there exists a finite algorithm that 
determines a matrix M1 and a vector d1 such that 
Proof: Let Y denote the set of all y £Rm, such that yTA £ 7!'1, 0 ~ y ~ 1, 
and such that the rows a~ of A with yi ~ 0 are linearly independent. It is 
easy to see, by Cramer's rule, that Y is a finite set, which can be deter-
mined by a finite algorithm. Moreover, the system (yTA)x ~ yTb (y £ Y) is 
a totally dual integral system for {x £ RnlAx ~ b} (=: P). Hence P' = 
{x £ Rnl(yTA)x < LYTbJ (y £ Y)}. [] 
The procedure indicated by (2.1.6) can be viewed as a polyhedral ver-
sion of Gomory's cutting plane method for integer linear programming (Go-
mory [1958, 1960, 1963]). The inequality cTx ~ LiJ with c £ 7!'1, 1 £Rand 
T 
c x ~ 1 valid for a polyhedron P is called a Gomory cut for P. 
It should be noted that Theorem 2.1.7 and Lemma 2.1.8 do not give a 
polynomial-time algorithm to find a description of PI in terms of linear 
inequalities. There are two reasons for this. The first reason is that the 
number of facets of P' can be exponential in the size of the description 
of P. (see, for example, (1.2.11); this system describes P' in case P is 
the polyhedron described by the inequalities in the first two lines of 
(1.2.11)). Secondly, the Chvatal rank of a polyhedron can be exponential 
too. Indeed, the input size of P(tt) in Example 2.1.4 is O(log(tt)). The 
Chvatal rank of P(tt) is at least tt. 
On the other hand, there is some indication that solving max {cTxlx £ 
P n 7!1} (which is Jf.Jl-hard, Cook [1971]), is not so hard in case P has low 
Chvatal rank. To see this observe the following two facts. 
(2.1.9) Let x0 £ P n 7!1. Then in case x0 is not an optimal solution of 
max{cTxlx £ P n 7!'1} this can be proved in polynomial-time by 
giving a better feasible solution: y0 £ P n 7!1, cTy0 > cTx0 . (The 
fact that there exists an y0 of polynomial size follows from the 
remark following Theorem 2.2.2.) 
49 
(2.1.10) Let x0 € P'. Then, in case x0 is an optimal solution of 
max{cTxlx € P'}, optimality of x0 can be proved in polynomial-
time by giving integer vectors mi' rationals ~i' and nonnegative 
numbers ri (i = 1, ... , n) such that: 
Roughly 
- x € p 
T 
c 
T ~ mix < ~i (this can be proved using a polynomial-time 
linear programming algorithm); 
n 
I r.m:; 
i=l ]_ 1 
n 
I r.lfa.J. 
i=l 1 1 
(If P = {x € 1111Ax ~ b}, then using a description for P' as given 
in the proof of Lemma 2.1.8, one can prove that the sizes of mi' 
ri and ~i can be taken polynomial in the size of A and c.) 
(2.1.9) and (2.1.10) imply that integer programming over polyhedra 
with Chvatal rank 1 has a good characterization. To be more precise, 
let X be a class of systems (Ax ~ b) of inequalities such that {x € RnlAx 
~ b} has Chvatal rank 1 and such that the decision problem "(Ax ~ b) 
€ X ?" € Jf:P. Then it follows from (2.1.9) and (2.1.10) that integer 
programming over {x € RnlAx ~ b} with (Ax ~ b) € X has a good characteri-
zation. (For the case that P is not given by a system of inequalities but 
by a separation algorithm, and for generalization to higher Chvatal rank 
see Boyd and Pulleyblank [1984], and Schrijver [1986, Section 23.6].) 
COMPUTATIONAL COMPLEXI1Y OF THE CHVATAL RANK 
How hard is it to decide the Chvatal rank of a polyhedron? The answer 
to this question is open. Even the decision problem "Given a matrix 
A € 't'1xn and a vector b € 't'1, has the polyhedron {x € RnlAx ~ b} Chvatal 
rank 0 (i.e. is the polyhedron integral)?" is only known to be in co-Jf:P. 
It is open whether this problem is Jr.J>-complete, well-characterized or 
(and) in :P. The fact that it is in co-Jr.J> easily follows from Theorem 
1.2.17. 
On the other hand the decision problems "Given a matrix A € 't'1xn has 
{x € RnlAx ~ b} Chvatal rank 0 for each b € 't'1? 11 and "Given a matrix 
.,mxn - n 
A € L has {x € R ld1 ~ x ~ d2 ; b1 ~ Ax ~ b2} Chvatal rank 0 for each 
d1 , d2 € z?; b1 , b2 € 't'1? 11 both are in :P. Indeed, from Theorem 1.2.16, 
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Theorem 1.2.15 respectively, it follows that solving these problems a-
mounts to decide wether or not AT is unimodular, A is totally unimodular 
respectively. The fact that these problems can be solved in polynomial 
time follows essentially from Seymour's decomposition theorem for regular 
matroids (Seymour [1980], cf. Theorem 3.2.1}. For details and references 
we refer to Schrijver [1986, Section 19.4, Chapter 20, and Theorem 21.6 
(due to Truemper [1978]}]. 
This motivates the question: "Given a matrix A e: i'1xn has {x e: lf11Ax < 
b} Chvatal rank at most t for each be: i'1?". Unfortunately, in general not 
much is known on this question. However, for each matrix A there exists a 
t e: 11 such that the answer to the question becomes "yes" (Section 2.2}. 
Moreover, in Section 2.3 we consider two classes of matrices A such that 
{xld1 ~ x ~ d2; b1 ~ Ax ~ b2} has Chvatal rank at most 1 for each integral 
d1 , d2 , b1 and b2 • One of these classes is due to Edmonds and Johnson 
[1970], the other class is due to Gerards and Schrijver [1986]. In both 
cases membership-testing for these classes is in 5'. 
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2. 2. THE CHVATAL RANK OF A MATRIX 
In this section we prove 
Theorem 2.2.1 (Cook, Gerards, Schrijver and Tardos [1986]) 
Let A E t'1"'11. Then there extsts a t E ft such that 
/or each b E 1!1. D 
In fact, Cook, Gerards, Schrijver and Tardos prove that the number t 
. n3+1 5n n+l in Theorem 2.2.1 can be taken equal to 2 n A{A) • (A(A) denJtes the 
largest absolute value of a subdeterminant of A.) The proof of thls result 
which we give below does not yield this explicit value. The result of 
Theorem 2.2.1, which is implicitly proved earlier by Blair and Jeroslow 
[1982] (cf. Cook, Gerards, Schrijver, and Tardos [1986]), makes the f0llo-
wing definition meaningful. Let A E t'1"'11. Then the Chvatai rank of A is 
the smallest integer t such that {x E ft11Ax ~ b}I = {x E ft11Ax ~ b}(t) for 
all b E 'i°'. The strong Chvatai rank is the Chvatal rank of 
[~~]. 
The proof of Theorem 2.2.1 makes use of the following result. 
Theorem 2.2.2 
Let P be a.rattonai potyhedron tn ftl. Then there extsts a ftntte set L tn 
z!1 such that for each w E z!1 and i E P n z!1 one of the fott01A1tng hotds 
(t) wTi = max{wTxlx E P n 1!1}; 
(tt) there extsts a z' EL such that wTz' > 0 and i + z' E P. D 
[Theorem 2.2.2 easily follows from Meyer's theorem (Theorem 1.2.lq) and 
Motzkin's theorem (Theorem 1.2.2). In case P = {x E ft11Ax ~ b}, where A is 
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an integral matrix, L can be chosen independently of vector b (Graver 
[1975], cf. Blair and Jeroslow [1982]). In fact we can set L = 
{x € i11 lz.I < n8(A) (i = 1, ... , n)} (Cook, Gerards, Schrijver and Tardos 
1 = 
[1982]).] 
Proof of Theorem 2.2.1 
Suppose the result is not true. Then there exists a matrix A € zmxn 
and sequences {bk}kEH' {wk}kEH and {~k}kEH in zID, zl1 and Z respectively 
such that for each k ( H: 
(i) T < ~k is valid for {x ( RnlAx ~ bk}I; wk x 
(ii) T < ~k is not valid for {x ( RnjAx < bk}(k). wk x 
Obviously (by taking subsequences, if necessary) we may assume that 
{x € i11Ax ~ bk} is empty for each k or is not empty for each k. So we 
have two cases: 
By (i) and (ii) {x € RnlAx ~ bk} ~ 0 for each k € H. Let ~ € Rn with 
A~ ~ bk. By replacing bk by bk - AL~ we may assume that 0 ~ (xk)i ~ 1 
for each k ( H, i = 1, ... , m. Under that assumption {bk}kEH is bounded 
from below. Split the system Ax ~ bk into two (possibly empty) subsystems 
Cx ~ ck and Dx ~ ~ such that {ck}kEH is bounded, and {~}kEH is compo-
nentwise unbounded. By taking subsequences again, we may assume that ck = 
c for all k € H and some fixed c and that {~}kEH tends componentwise to 
infinity. Hence {x € i11cx ~ c} = 0 (if not {x € i11Ax ~ bk} ~ 0 for some 
k €H).Lett be the Chvatal rank of {x € Qnjcx $ c} (Theorem 2.1.7). Then 
wtx ~ ~t is valid for {x ( Rnlcx ~ c}I = {x € Rnjcx < c}(t) J {x € RnlAx < 
bt}(t) Which contradicts assumption (ii) above. 
Case II: {x € i11Ax ~ bk} ~ 0 /or each k € H. 
Let max{w~xlx € i1, Ax~ bk} be attained by yk fork€ H. Without loss 
of generality we may assume that yk = 0 and ~k = 0 for each k ( H. As in 
Case I we may assume that we can split Ax ~ bk into two systems Cx ~ ck 
and Dx ~ ~· such that ck = c for all k € H and some fixed c, and that 
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{dk}k€ff tends componentwise to infinity. Let t be the Chvatal rank of 
{x € Onjcx ~ c} (Theorem 2.1.7). Then, as {x € Onjcx ~ c}(t) ~ {x € On!Ax 
~ bk}(t), b; assumptions (i) and (ii) above w~x ~ 0 i~ invalid for 
{x € Onlcx ~ c}I for each k ~ t. Let ~ € {x € :t1jcx ~ c} with w~~ > 0, 
and xk € L for k ~ t, where L is the finite set of Theorem 2.2.2 for the 
polyhedron {x € :t1jcx ~ c}. As L is finite and {bk}k€ff tends componentwise 
to infinity there exists a K € fl such that xk € {x € :t1jAx ~ bk} for k > 
K, which contradicts assumption (i} above. 
Conclusion: Both in Case I and in Case II we derived a contradiction, 
which proves Theorem 2.2.1. D 
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2.3. MATRICES WITH THE EDMONDS-JOHNSON PROPERTY 
We say that a matrix A € z:nxn has the Edmonds-Johnson property, if it 
has strong Chvatal rank at most 1. Edmonds and Johnson [1970, 1973] deri-
ved from Edmonds' characterization of the matching polytope (Edmonds 
[1965c], cf. (1.2.11)) that if A€ z:nxn such that 
m 
(2.3.1) L IA .. 1 ~ 2 
i=l iJ 
(j 1, ... , n), 
then A has strong Chvatal rank at most 1, and hence has the Edmonds-John-
son property. 
Whereas having Chratal rank 0 (= being totally unimodular) is maintai-
ned when passing to transposes, this is not the case for the Edmonds-John-
son property; in particular (2.3.1) may not be replaced by 
(2.3.2) 
n 
L IA .. 1 < 2 j=l 1J 
as the matrix 
1 
1 
M(K4) := 1 
0 
0 
0 
1 
0 
0 
1 
1 
0 
(i 1, ... , m), 
0 0 
1 0 
0 1 
1 0 
0 1 
1 1 
(the edge-node incidence matrix of the undirected graph K4) does not have 
the Edmonds-Johnson property. (Consider 0 ~ x ~ 1; 0 ~ M(K4)x ~ 1.) In 
this section we show that, M(K4) is essentially the. only counterexample 
among the matrices satisfying (2.3.2). 
Theorem 2.3.3 (Gerards and Schrijver [1986]) 
Let A€ z:nxn, satisfying (2.3.2). Then A has the Edmonds-Johnson property 
if and only if A cannot be transformed to M(K4) by a series of the follo-
1"ing operations: 
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(2.3.4) (i) deleting or permuting rows and columns, or multiplying 
them by -1; 
(ii) replacing the matrix 
[~]. 
by the matrix 
The operation (2.3.4)(ii) is called contraction (compare with the 
subsection MINORS of Section 1.4). The proof of Theorem 2.3.3 is at the 
end of this section. In this proof we make use of the fact that if A ( 
0 
z:nxn satisfies (2.3.2), a1 , a2 ( 1!1; b1 , b2 ( t11, and P := {x ( •nla1 ~ x 
~ a2 , b1 ~ Ax ~ b2}, then the Gomory cuts which essentially are needed to 
describe P' are of a specific type. To describe this type of Gomory cuts 
we use the terminology of graph theory. 
Any integral matrix A satisfying (2.3.2) can be considered as a bidi-
rected graph: the columns of A correspond to the nodes of this graph, and 
the rows to the edges. A row containing two +l's corresponds to a++ edge, 
connecting the two nodes (columns) where the +l's occur. Similarly, there 
are +- edges and -- edges. Moreover, there are ++ loops (if a 2 occurs) 
and loops (if a -2 occurs), (and+ loops and - loops for rows with 
exactly one ±1, but they will be irrelevant in this discussion). It will 
be convenient to identify the matrix with this bidirected graph. We denote 
the set of nodes (= columns) of a bidirected graph A by V(A) and the set 
of edges (=rows) by E(A). 
A circuit in a bidirected graph is a square submatrix C of the form 
:tl :tl 
:tl ±1 0 
0 
:tl 
±1 ±1 
0 :tl 
or [± 2] 
(possibly with rows or columns permuted). 
Associated with a bidirected graph A, we define a signed graph E(A) by 
considering ++ edges, -- edges, ++ loops, and -- loops as odd edges (loops 
respectively), and+- edges as even edges. In doing so we can use the 
terminology and results from, signed graphs for bidirected graphs. In 
particular a circuit in a bidirected graph is odd of it contains an odd 
number of ++ edges and -- edges. 
So a matrix A satisfying (2.3.2) can not only be considered as a ma-
trix, and a bidirected graph, but also yields a signed graph. Throughout 
this section we shall intertwine the terminoly of matrices, bidirected 
graphs and signed graphs. For example: a bidirected graph is bipartite if 
and only if it is totally unimodular, as is well-known and easy to prove. 
If A is a bidirected graph, x E RV(A), b E zE(A) we denote: 
(2.3.5) x(e) := entry in position e of Ax (so x(e) 
connects u and v). 
± x ± x if e 
u v 
So Ax~ bis equivalent to: x(e) ~before E E(A). If C is an odd circuit 
in A, the corresponding odd circuit inequality is, by definition: 
i r x(el ~ Li r be). 
eEE(C) eEE(C) 
So, it is a special type of Gomory cut for the polyhedron 
{x E RV(A)IAx ~ b}. In fact, for bidirected graphs, the odd circuit inequ-
alities imply all Gomory cuts: 
Lemma 2.3.7 
Let A be a bidirected graph, and let b E zECA) • Then the system 
(2.3.8) 
(ii c E zV(A). and Ax ~ b implies CTX < 6), 
has the same solution set as the system 
(2.3.9) Ax < b 
i r x<el 5 Li r b J 
eEE(C) - eEE(C) e 
(Codd circuit). 
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Proof: It suffices to show that each solution of (2.3.9) satisfies each 
inequality CTX ~ L6J of (2.3.8). Choose c € zV(A) such that Ax~ b implies 
cTx $ 6. By the linear programming duality Theorem 1.2.6, (or by Farkas' 
- T T T E(A) ' Lemma (1.1.1)), y A= c , y b ~ 6 for some y € R+ • By Caratheodory's 
Theorem, we may assume that the positive components of y correspond to 
linearly independent rows of A. As each nonsingular submatrix of A has 
half-integral inverse (as is easily checked), it follows that y is half-
integral (i.e. 2y € zE{A)). Let A' be the submatrix of A consisting of 
those rows of A which have positive component in y. We consider two cases 
Case I: A' contains an odd circuit C (say). 
Let y := tXE(C)' and let y := y - y > 0. If y 0, we know that 
T 
c x t I x(e) < Li I bJ 
e€E(C) e€E(C) 
"' "' IY I. we know that ("'yTA)x < L"'yTbj If y ~ 0, applying induction on L
e€E(A) e 
follows from (2.3.8). Hence: 
Case II: A' is bipartite. 
Then A' is totally unimodular, and hence (Theorem 1.2.16) Ax ~ b im-
plies cTx = (yTA)x ~ LYTbJ ~ L6J. D 
There is a strong relation between the operations (2.3.4) and reduc-
tions of E(A). Deletion of rows of A means deletion of edges of E(A). 
Deletion of columns of A means deletion of the corresponding node and the 
edges incident with it from A. Multiplying a column of A by -1 means re-
signing E(A) on the corresponding node. The other operations in (2.3.4)(i) 
do not change E(A). 
What means contraction (operation 2.3.4(ii))? If we apply operation 
(2.3.4)(ii) and the first row in the initial matrix is a+- edge, we get 
the contraction of an even edge in E(A). If the first row is a++ edge or 
a -- edges, then operation (2.3.4)(ii) means resigning on the first node 
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{to make the first edge {row} even} followed by the contraction of the, 
now even, edge in E{A). 
Thus we obtain the following equivalent form of Theorem 2.3.3 {cf. 
Lemma 1.3.3). 
Corollary 2.3.10 
A bidirected graph A has the Edmonds-Johnson property if and onty if E{A} 
does not contain an odd-K4. [] 
A consequence of Corollary 2.3.10 is the following. An undirected 
graph G is called t-perfect if the convex hull of the characteristic vec-
tors of stable sets in G is defined by: 
(2.3.11) x ~ 0 { v E: V} ; v 
x + x < 1 {vw E: E}; v w 
L x 
vE:V{C) v ~ L!IV{C)IJ {C odd circuit in G}. 
{A stabte set in G, is a collection of mutually nonadjacent nodes in G.) 
Then Corollary 2.3.10, together with Lemma 2.3.7, directly gives 
Corollary 2.3.12 
If {G,E{G}} contains no odd-K4, then G is t-perfect. [] 
This extends results of Chvatal [1975], Boulala and Uhry [1979], Sbihi 
and Uhry [1984], and Fonlupt and Uhry [1982] {see Section 3.6 for a dis-
cussion). There exist however t-perfect graphs which do not have the Ed-
monds-Johnson property, like the graph in Figure 2.1. 
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Figure 2.1 
In Section 3.6 we shall extend Corollary 2.3.12 by proving that 
(2.3.11} is totally dual integral for graphs with no odd-K4 • Here we use 
structural properties of signed graphs with no odd-K4, which are cerived 
in Sections 3.1, 3.2, and 3.3. 
Remarks: 
(i) It follows with the ellipsoid method that if A is a bidirected 
graph with the Edmonds-Johnson property, and b E zE(A) and 
w E OV(A), we can solve the integer linear programming problem 
in polynomial-time. By the results described by Gr5tschel, Lo-
vasz, and Schrijver [1981], to show polynomial solvability of 
(2.3.13) it suffices to give a polynomial-time separation algo-
rithm for the convex hull of the solution set of (2.3.13). So we 
need a polynomial-time algorithm for the following problem 
(2.3.13) Given a bidirected graph A and z E RV(A). Decide whether or 
not, 
Az < b 
i L z(e) ~ Li L bJ 
eEE(C) eEE(C) 
(C odd circuit) 
and, i/ not, find a violated inequality. 
(2.3.14) 
(2.3.15) 
(2.3.16) 
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We here describe such an algorithm. First check Az ~ b, if one 
of the constraints is violated, then we are done. Otherwise we 
must check the odd circuit constraints. It is not hard to see 
that for z satisfying Az < b the following two systems are equi-
= 
valent: 
i I z < Li I be1 
eEE(C) e = eEE(C) 
I l > 1 
eEE(C) e = 
(Codd circuit); 
(C circuit, I b is odd), 
eEE(C) e 
where l E ~(A) is defined by l := b - Az. 
[Indeed, (2.3.15) is equivalent to 
i I z(e) < i I b - 1 
eEE(C) = eEE(C) e 
(C circuit, I b is odd). 
eEE(C) e 
Moreover, if Az ~ b, then i I ze ~ Li I be1 as soon as C 
eEE(C) eEE(C) · 
is an even circuit, or I b is even. So we see that (2.3.14) 
eEE(C) e 
and (2.3.15) are equivalent, in case Az ~b.] 
To check (2.3.15), split each node u in A(V) into two nodes u+ 
and u_, and make edges as: 
if e E E(A), connects u and v and b is even, then make edges 
e 
u w and u w , each with length l ; 
+ + - - e 
if e E E(A), connects u and v and b is odd, then make edges 
e 
u w and u w , each with length l . 
+ - - + e 
Then circuits C in A with b(C) odd correspond, in the newly 
constructed graph, to paths from u+ to u_ for some u. So finding 
a circuit C with b(C) odd and violating (2.3.14) is equivalent 
to finding a path from u+ to u_, of length less than 1, for some 
u. This can be done in polynomial-time, with a shortest path 
algorithm. 
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(ii) Using the remark (i) above one can prove that the decision pro-
{iii) 
blem "Given a bidirected graph A, has A the Edmonds-Johnson 
property?" is in co-K:l'. A fact which also follows from Theorem 
2.3.3 {Corollary 2.3.10). In fact the decision problem is in 1. 
However this does not follow immediately from Theorem 2.3.3. (In 
itself this theorem does not even give a good characterization 
for recognizing bidirected graphs with the Edmonds-Johnson pro-
perty.) Truemper [1987] showed that for a binary matroid ,J,l, and 
an element x of ,J,l, it can be tested in polynomial-time whether 
or not ,J,lhas an F7-minor using x. This implies (cf. Theorem 
3.1.2 {i)) that a bidirected graph can be tested in polynomial-
time for having the Edmonds-Johnson property. The existence of a 
polynomial-time algorithm also follows from Theorem 2.3.3 toge-
ther with Theorem 3.2.4. The latter theorem is a special in-
stance of a result of Truemper and Tseng [1986] and Truemper 
[1987a]. 
There are three equivalent properties for a bidirected graph A: 
a) A has the Edmonds-Johnson property; 
b) E(A) contains no odd-K4 ; 
c) The system: 
xe ~ 0 
l x > 1 
eE:E(C) e 
(e E: E(A)); 
{C odd circuit) 
is totally dual integral, (cf. Theorem 3.4.2). 
Properties a) and c) are very much related, but we were not able 
to find a direct way of deriving one from the other. In fact, if 
the list of "minor-minimal counterexamples" for the "weak max-
flow-min-cut"-property given by Seymour [1977. p. 200] is com-
plete -which is not known-, then Theorem 2.3.3 would follow as a 
corollary. 
If A has the Edmonds-Johnson property, and the polyhedron 
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has Chvatal rank 0 or 1 for each integral a1, a2 , b1, and b2, then 
(2.3.16) also has Chvatal rank 0 or 1 if some of the components in a1, a2 , 
b1 and b2 are ± ~. This follows from the following lemma. 
Lemma 2.3.18 
Let A€ :z81X11, B € z1<xn, and b € i'1. noreover Let b1 , b2 , €~such 
1 2 that b., b., ... tends to infinity for each i = l, ... , k. 
i i . 
If P. := {x € RnlAx < b, Bx< bJ} has Chvatai rank at most t /or each j € J = = 
fl, then P := {x € R111Ax ~ b} has Chvatai rank at most t. 
Proof: P~ is constrained by the system: 
J 
Ax < b; 
yTAx ~ LYTbJ for each y € Q~ with yTA € z?; 
(*) 
Bx < bj· 
= • 
(YTA + zTB)x < 1..Tb + zTbjJ f h c nm c nm\{O} "th L..Y or eac y ~ ~+' z ~ ~+ wi 
yTA + zTB € z?. 
Note that the right hand sides of the inequalities in the last two lines 
of (*) tend to infinity for j to infinity. Since for t = 0 the lemma is 
obvious, the lemma follows by induction. D 
PROOF OF THEOREM 2.3.3. 
I. We show that the Edmonds-Johnson property is maintained under the 
transformations (2.3.4), and that M(K4) does not have the Edmonds-Johnson 
property. 
Suppose A' is a bidirected graph with the Edmonds-Johnson property. 
This means that for each a1 , a2 € zV(A); b1 , b2 € zE{A) each z € RV(A) 
that is not in the integer hull of 
is cut of from (2.3.19) by a Gomory cut 
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(2.3.20) cTx < LrJ with c £ -z? and cTx < r valid for (2.3.19). 
(z is cut of by CTX ~ tt if CTZ > tt.) 
We now check the operations (2.3.4): 
(i) Permuting rows or columns, or multiplying them by -1: trivially 
maintains the Edmonds-Johnson property. 
(ii) 
(iii) 
(iv) 
Deleting a column, say corresponding to variable x (u £ V(A)): 
1 u2 
maintains the Edmonds-Johnson property (take a =a = O). 
u u 
Deleting a row, say corresponding to edge e £ E(A): maintains the 
1 2 Edmonds-Johnson property (take b = -m, b = +m). 
e e 
Replacing [~ g~ by [D - fgTJ: Suppose the first matrix has the 
-1 -2 -1 -2 Edmonds-Johnson property. Let a , a , b , b be integral ve,:tors of 
appropriate order, and consider the systems. 
and 
Let z be not in the integer hull of (2.3.21). It suffices to show 
that there exists a Gomory cut (2.3.20) violating z. To this end, 
defineµ := -gTz. It is easily checked that [µ, zT]T is not in the 
integer hull of (2.3.22). Hence, by assumption there exists an ine-
quality ttX + cTx ~ 6 valid for (2.3.22), such that ttµ + cTz > L&J 
and tt, c integral. Then (cT - ttgT)x ~ 6 is valid for (2.3.21), as if 
x satisfies (2.3.21) then [-gTx, xTJT satisfies (2.3.22), and hence 
Similarly, (cT - ttgT)z = [tt, cTJ [~] > L6J, so z is cut off from 
(2.3.22) by a Gomory cut. 
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(v) M(K4) has not the Edmonds-Johnson property: Consider the system 
(2.3.23) 0 ~ x < 1, 
The integral solutions are [0,0,0,0]T, [1,0,0,0]T, [0,1,0,0]T, 
T T [0,0,1,0] , [0,0,0,1] • Hence x1 + x2 + x3 + x4 ~ 1 is a facet of 
the integer hull of (2.3.23). However this inequality is not a 
Gomory cut, as & = 2 is the smallest & for which x1 + x2 + x3 + x4 ~ 
& is valid for (2.3.23) (since [t,t,t,t]T belongs to (2.3.23)). 
II. The remainder of this section is devoted to showing sufficiency in 
Theorem 2.3.3. Suppose the condition is not sufficient. Then there exists 
a bidirected graph A without an odd-K4, and an integral vector b, such 
that 
(2.3.24) Ax < b 
together with the odd circuit inequalities 
(2.3.25) i I x < lt I b J 
e£E(C) e = e£E(C) e 
(C odd circuit in A) 
is not enough for determining the integer hull of (2.3.24) (since joining 
A with unit basis row vectors, or with the opposite of any row of A, can-
not make an odd-K4 as a subgraph). Let A be the smallest such matrix (i.e, 
with number of rows and columns as small as possible), and let P be the 
polyhedron defined by (2.3.24) and (2.3.25). Clearly A is connected, as 
otherwise we can decompose A and get a smaller counterexample. We may 
assume that in each row the sum of the absolute values of the entries is 
exactly 2: all-zero-rows trivially do not occur, while a row with one ± 1 
can be replaced by the same row multiplied by 2. 
Claim 1: If z £ P and z has an integral component, then z is in the inte-
ger hull of (2.J.24). 
Proof of Claim 1: Suppose z1 (say) is an integer. 
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Let z = [:7] and A [a1 1BJ, where a1 is the first column of A. Then z' 
satisfies 
We show that z' cannot be cut off from (2.3.26) by an odd circuit 
( 6 T LT J inequality derived from 2.3.2 ). For suppose (y B)x' ~ y (b - a1z1 ) is 
such an inequality, cutting off z', where y is 0, i-valued, with its i's 
in positions corresponding to an odd circuit in B. This implies yTa1 = 0. 
Then 
But this is an odd circuit inequality for (2.3.24) cutting off z, contra-
dicting the fact that z is in P. 
So z' cannot be cut off from (2.3.26) by an odd circuit inequality. 
Hence, as Bis smaller than A, z' is in the integer hull of (2.3.26), i.e. 
z' is a convex combination of integral solutions of (2.3.26), say of 
zl' ... , zk. Then z is a convex combination of the integral solutions 
[::] · [:~] 
of (2.3.24). This proves our claim. end of proof of claim 1 
Claim 2: P has a vertex z with all components nonintegral. 
Proof of Claim 2: It suffices to show that there exists a minimal face F 
of P such that all components of all vectors in F are nonintegral (since 
this implies that F has dimension 0, i.e., is a vertex). In order to show 
this observe that P has a minimal face containing no integral vectors. If 
F would contain a vector z with at least one component integral, then, by 
Claim 1, this vector z is a convex combination of integral vectors in P, 
and hence in F. Contradiction. end of proof of claim 2 
From now, fix a vertex z with all components nonintegral. 
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Claim 3: Az < b, i.e., z satisfies each inequality in Ax~ b strictly. 
Proof of Claim 3: Suppose, to the contrary that the first inquality 
a~x ~ b1 (say) satisfies a~z = b1 (where a1 is the first row of A). Then 
a1 contains two± l's: if it would contain a± 2, and b1 is even, Claim 2 
is contradicted, while if b1 is odd z is cut off by the odd circuit inequ-
ality obtained from a1 . 
Without loss of generality we may assume a11 = ±1. Moreover we may 
assume a11 = 1 (if not, multiply the first component of z and the first 
column of A by -1). Let 
[~ f] and b 
Then z' satisfies 
Moreover z' cannot be cut of from (2.3.29) by an odd circuit inequali-
( ) T[ T] L T J ty derived from 2.3.29 • For suppose y D - fg x' ~ y (b' - fb1) is 
such an inequality cutting of z' from (2.3.29), with y ~ 0. Then 
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( . T 1 T ) using z1 + g z = a1z = b1 . So z would be cut off from Ax ~ b by a Gomo-
ry cut, contradicting the fact that z € P. 
So z' cannot be cut off from (2.3.29) by a Gomory cut. Hence as D -
fgT is smaller than A, z' is a convex combination of integral solutions of 
(2.3.29), say zi, .•. , zk. Then z is a convex combination of the integral 
vectors 
Each of these vectors satisfies Ax ~ b, contradicting our assumption. 
end of proof of claim 3 
We call an odd circuit C tight if the corresponding odd circuit inequality 
is satisfied by z with equality, i.e., if 
i L z(e) 
eEE(C) 
Li l: bJ. 
eEE(C) 
As z is a vertex, Claim 3 implies that z is uniquely determined by the 
system of equations: 
(2.3.30) i L x(e) 
e€E(C) 
Li l: b J 
eEE(C) e 
(C tight odd circuit). 
Claim 4: Each edge of A is in at Least one tight odd circuit. 
Proof of Claim 4: If not, deleting the edge gives a smaller counterexam-
ple. 
Without loss of generality we may assume 
(2.3.31) 0 < z < 1 u (u € V(A)). 
end of proof of claim 4 
This is allowed by replacing z by z - LzJ and b by b - ALzJ. With this 
assumption (2.3.31) we can prove 
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Claim 5: b +1 i/ e is a ++ edge; e 
b 0 i/ e is a +- edge; e 
b -1 i/ e is a edge. e 
Proof of Claim 5: We only show the first line - the other are similar. Let 
e' be a++ edge. By Claim 3, be' > z(e') > O. So be' ~ 1. To show the 
reverse inequality, let C be a tight odd circuit containing e' (C exists 
by Claim 4). Let e' connect nodes u and v, say. Consider the system of 
linear inequalities 
(2.3.32) x(e) $ b(e) (e E E(C), e ~ e'); 
XU ~ 1, XV ~ 1. 
For each x satisfying (2.3.32) we have 
i L x(e) 
eEE(C) 
i L x(e) + ix + ix ~ 1 + i L b . 
eEE(C)\{e'} u v eEE(C)\{e'} e 
Now the constraint matrix of (2.3.32) is totally unimodular. Hence each x 
satisfying (2.3.32), satisfies 
i I x ~ 1 + Li I b J. 
eEE(C) e eEE(C')\{e'} e 
Since z satisfies all inequalities in (2.3.32) strictly (Claim 3 and 
(2.3.31)), we have 
Li L b J = i L z(e) < 1 + Li L b j. 
eEE(C) e eEE(C) eEE(C)\{e'} e 
Therefore be' < 2, and hence be' = 1. end of proof of claim 5 
Now recall the notions of separating and nonseparating circuits given 
in Section 1.3 below Lemma 1.3.4. 
Claim 6: There are no separating tight odd circuits. 
Proof of Claim 6: Suppose C is such a circuit. Then we can split the edges 
not in C into two nonempty classes E' and E" such that if e E E' and 
f E E" intersect, then their common node(s) are contained in C. Let V' 
69 
(V") be the set of nodes which are not in C and are covered by at least 
one edge in E' (E"). Consider the submatrix A' (A") of A induced by the 
rows E{C) u E' and colums V{C) u V' (E(C) u E" and V{C) u V"). Let z' (z") 
be the restriction of z to V(C) u V' (V{C) u V"). Let b' (b") be the re-
striction of b to E(C) u E' (E(C) u E"). 
Clearly, A'z' ~ b' and A"z" < b", and z' satisfies the odd circuit 
inequalities for A'x' ~ b', and z" satisfies those for A"x" ~ b". More-
over, i 2 z'(e) =Li 2 b'J, and i 2 z"(e) =Li 2 b'J, as z' 
e£E(C) e£E(C) e e£E(C) e£E(C) e 
and z" coincide with z on V(C) and b' and b" coincide with b on C, and as 
i 2 z(e) = Li 2 b J. 
e£E{C) e£E(C) e 
Since A' is smaller than A, we know that A' has the Edmonds-Johnson 
property. Hence z' is a convex combination of integral solutions of 
A'x' ~ b'. Similarly, z" is a convex combination of integral solutions of 
A"x" ~ b". Therefore, there exists a natural number N such that 
Nz' = zi + ••• + zN' Nz" zl + ••• + zN' 
for certain integral solutions zi• ... , zN of A'x' ~ b', and certain inte-
gral solutions zl' ... , zN of A"x" ~ b". Moreover we know, since 
i 2 x'(e) < Li 2 b J, is attained by z' with equality, the same 
e£E(C) e£E(C) e 
holds for zi• ... , zN. Similarly for zl, ... , zN. 
Let e1 , •.. , ek be the edges in C, and consider the corresponding 
inequalities (say) 
As i 2 z!(e) = Li 2 b~, and 2 be is odd by Claim 5, we know: 
e£E(C) 1 e£E(C) e£E{C) 
for i = 1, ... , N. Hence each zi_ has equality in all constraints (2.3.33) 
except for one, where there is a rest of 1. Let Aj be the number of indi-
ces i for which zi_ has rest 1 in the j-th inequality in (2.3.33). Similar-
ly, A·~ is defined. Then trivially 
J 
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Similarly, for the Xj. Hence Xj = Xj for each j. So we may assume that zi 
and zi have rest 1 at the same edge in (2.3.33). As e1 , ••• , ek are li-
nearly independent rows of A, it follows that zi and zi are the same on 
V(C). So we can combine zi and zi to one integral solution zi of Ax~ b, 
so that zi restricted to A' is zi, and zi restricted to A" is zi· But then 
Nz = z1 + ••• + zN, contradicting our assumption that z is a nonintegral 
vertex of P. end of proof of claim 6 
Claim 7: Each ttght odd ctrcutt has at least three nodes o/ degree at 
least three. 
Proof of Claim 7: Suppose C is a tight odd circuit, with less than 3 nodes 
of degree at least 3. Assume C has more than 2 edges. Then C contains a 
node u of degree 2. If C is the only tight odd circuit containing u, we 
could delete u together with the two edges containing u. In the remaining 
bidirected graph, the remaining z (v E V(A)\{u}) are uniquely determined 
v 
by the remaining tight odd circuits (as only one tight odd circuit is 
deleted). Hence we obtain a smaller counterexample. 
So there exists another tight odd circuit C' containing u. As C' is 
nonseparating, C and C' together form the whole bidirected graph. But then 
A has at least 3 vertices, and exactly two odd circuits, contradicting the 
fact that z is uniquely determined by the tight odd circuit inequalities. 
Hence C has at 
equivalent to xv ~ 
most two edges. But then the odd circuit inequality is 
Li l be-1 for a node v on C, which is tight for z, 
eEE(C) 
contradicting Claim 2. end of proof of claim 7 
Claim 8: A has a node u whtch ts contained tn each odd ctrcutt. 
Proof of Claim 8: By Lemma 1.3.4 (and Claims 6 and 7) if suffices to show 
that if C is a tight odd circuit, then V(C') n V(C) ~~for each odd cir-
cuit C' in A. So it suffices to show that each two odd circuits have a 
node in common. Assume C' and C" are odd circuits with V(C') n V(C") = ~. 
As A is connected, and as each edge is contained in a tight odd circuit, 
there exists tight odd circuits cl' .... , ck such that 
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We may assume that k is as small as possible. Hence V(C') n V(C2 ) = 121. So 
without loss of generality, C" = c2 . 
As c1 is nonseparating, V(A)\V(C) spans a connected graph. Let T be a 
tree spanning V(A)\V(C) such that T contains all edges of E(C') and E(C") 
which do not intersect V(C). This is possible, as V(C') n V(C") = 121. Next 
delete all edges which are contained in V(A)\V(C) and which do not occur 
in T. Let A' be the bidirected graph left. Since T is bipartite, we can 
apply Lemma 1.3.4 to A'. It follows that V(C') and V(C") intersect, con-
tradicting our assumption. end of proof or claim 8 
T 
If P is a path in A, let Pv := (xE(P)A)v for each v E P. A vw-path P 
is called bidirected if P , = 0 for each v' ~ {v, w}. So if Pisa bidi-
v 
rected vw-path then l x(e) = P x + P x and by Claim 5, l b 
eEE(P) v v u u eEE(P) e 
Claim 9: Let C be a tight odd circuit, and Let v, w E V(C). If there ex-
ists a bidirected vw-path P in A, then there exists a bidirected vw-path 
in C with the same number (moduto 2) of odd edges as P has. 
Proof of Claim 9: Let Q1 be the vw-path in C having the same number (modu-
lo 2) of odd edges as P has. Let Q2 be the other vw-path on C. Suppose Q1 
is not bidirected. Then z satisfies the following inequalities: 
(2.3.34) t l x(e) + tP x + tP x < Lt l b + *p + *p I 
eEE(Q2) v v w w = eEE(Q2) e v w-1 
t l b + *pv + !PW - t 
eEE(Q2) e 
(as E(Q2) ~ E(P) is a cycle containing an odd number of odd edges); 
(2.3.35) t l x(e) - tP x - tP x < Lt l b - !P - *p + tJ 
eEE(Ql) v v w w eEE(Ql) e v w 
t l b - *p - *p 
eEE(Ql) e v w 
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[Proof of (2.3.35): Consider the system: 
x(e) < b 
= e 
-P x < t - tP v v = v' 
-P x < t - tP . w w = w 
The constraint matrix of this system is totally unimodular. Moreover z 
satisfies each of the inequalities of this system strictly. Finally the 
left-hand side of (2.3.35) is not vanishing since Q1 is not bidirected.] 
So z satisfies the sum of (2.3.34) and (2.3.35), i.e. i L z < 
eE:E(C) e 
i L b - i. This contradicts the assumption that C is tight. 
eE:E(C) e 
end of proof of claim 9 
Claim 10: 
Let v e: V(A)\{u}. I/ P and Q both are btdtrected uv-paths, then PuQv = 
PVQU. 
Proof of Claim 10: Suppose P Q ~ P Q • Then E(P) 6 E(Q) is a cycle con-
u v vu 
taining an odd number of odd edges. Hence it follows that 
P z + P z + Q z + Q z = L z(e) + 
u u v v u u v v eE:E(P) L z(e) eE:E(Q) 
L z(e) + 2 L z(e) ~ 
e€E(P)6E(Q) eE:E(P)nE(Q) 
L b - 1 + 2 L b 
eE:E(P)~(Q) e eE:E(P)nE(Q) e 
L b + L b - 1 = 
ee:E(P) e ee:E(Q) e 
= iP + tP + iQ + iQ - 1. 
u v u v 
Without no loss of generality we may assume Pu = Pv, Qu = -Qv. So 
P (z + z ) + Q (z - z ) < P - 1. Now one easily verifies that each 
uu v uu v=u 
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possible choice of P £ {l, -1} and Q £ {1, -1} contradicts (2.3.31), 
u u 
saying that 0 < zv < 1 and 0 < zu < 1. end of proof of claim 10 
By Claim 10 the following vector z £ RV(A) is well-defined 
H: 
v = u; 
- p is a bidirected uv-path; z v ;>! u, 
v 
else. 
Claim 11: If c is a tight odd circuit, then L z(e) = 0 
eEE(C) 
Proof of Claim 11: By Claims 9 and 10, C exists of three edge disjoint 
paths P, Q, and R such that V(P) n V(Q) = {u}, P and Qare bidirected, 
v ;>! w (where {v} := V(P) n V(R), {w} := V(Q) n V(R)) and zv' = 0 for all 
v' £ V(R)\{v,w}. From this of follows that 
I z(e) 
eEE(C) 
I z(e) + 
eEE(P) 
I z(e) + 
e£E(R) 
I z(e) 
eEE(Q) 
Pz +Pz +Rz +Rz +Qz +Qz 
UU VV VV WW WW UU 
2P - P - P - Q - Q + 2Q = 0. 
u u u u u u 
end of proof of claim 11 
As z ;>! 0, Claim 11 contradicts the fact that z is a vertex of P deter-
mined by the tight odd circuit inequalities uniquely. This contradiction 
finishes the proof of Theorem 2. 3. 3. D 
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CHAPTER 3. SIGNED GRAPHS WITH NO ODD-K4 
Motivated by the main result of Section 2.3 (Theorem 2.3.3; cf. Corollary 
2.3.10), in this Chapter we study combinatorial properties of signed graphs 
with no odd-K4, and related types of signed graphs. First we show, in Section 
3.2, that each signed graph with no odd-K4 can be obtained by glueing together 
certain "elementary" signed graphs. Next, in Section 3.3, we prove that a 
signed graph has no odd-K4 and no so-called odd-K~ (cf. Section 3.1) if and 
only if some specific orientation of the edges exists. Using this we give in 
Sections 3.4 and 3.5 new proofs of results due to Seymour, Gerards and Catlin. 
In Section 3.6, we use the results of Sections 3.2 and 3.3 to prove a new 
result extending K6nig's well-known theorems on stable sets and node-covers in 
bipartite graphs to graphs with no odd-K4. 
In proving the results in Section 3.2 and 3.3 we use the theo~y of regular 
matroids. The relation between regular matroids and signed graphs with no odd-
2 K4 and no odd-K3 is elaborated in Section 3.1. 
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3.1. SIGNED GRAPHS AND BINARY MATROIDS 
Let (G,E) be a signed graph. The matroid .f(G,E) is the binary matroid 
represented over GF(2) by: 
1 
(3.1.1) 0 
0 
where M0 is the node-edge incidence matrix of G, and Xr the characteristic 
vector of r, as a subset of E(G). Throughout this chapter we denote the 
element of E(.f(G,E)) corresponding to the first column of (3.1.1) by p. So 
E(.f(G,E)) = {p} u E(G). The motivation for definining .f(G,E) is the fol-
lowing theorem, which is the main observation of this section. 
Theorem 3 .1. 2 
Let (G,r) be a signed graph. 
(i) The /oll01iJing are equivalent: 
- (G,r) contains no odd-K4; 
- .f(G,E) has no F"1-minor using p. 
(ii) The /ollOliJing are equivalent: 
2 
- (G,r) contains no odd-K4 and no odd-K3; 
- .f(G,E) is regular. D 
The term odd-~ used in this theorem (which we prove later in this 
section) stands for signed graphs of the form depicted in Figure 3.1. Here 
wriggled and dotted lines stand for pairwise openly disjoint paths. Wrigg-
led lines must have at least one edge. Dotted lines may have length zero. 
The symbol odd in Figure 3.1 indicates that the bounding circuit of the 
corresponding face is an odd circuit. 
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Figure 3.1: odd-K~ 
Before we prove Theorem 3.1.2 and related assertions, we discuss the 
circuits, rank function, and minors of .'.f(G,I). 
CIRCUITS OF .'.f(G,I) 
The circuits of .'.f(G,I) are the sets of the following forms: 
- E(C), if C is an even circuit in (G,I), 
- E(C) u {p}, if C is an odd circuit in (G,I), 
E(C1 ) u E(C2), if both c1 and c2 are odd circuits in (G,I) such that 
iv(c1) n V(C2 )1 ~ 1. 
RANKFUNCTION OF .'.f(G,I) 
Let E' C E(G). Then the following hold: 
(3.1.3) r.'.f(G,I)(E' u {p}) = r.M(G)(E') + 1; 
[
r.M(G) (E') + 1 ~f E' contains 
in (G,I); 
(3.1.4) r.'.f(G I)(E') = 
' r (E') if E' does not 
M(G) in (G,I). 
MINORS OF .'.f(G,I) VERSUS REDUCTIONS OF (G,I) 
an odd circuit 
contain an odd circuit 
There is a strong connection between reductions of (G,I) and minors 
of .'.f(G,I). First, it should be noted that resigning (G,I) does not change 
.'.f(G,I); i.e • .'.f(G,I ~ b(U)) = .'.f(G,I) for any UC V(G). Moreover we have: 
- .'.f(G,I)\e = .'.f(G\e,I\{e}) if e € E(G); 
- .'.f(G,I)/e = .'.f(G/e,I) if e € E(G)\I, and e is not a loop in G; 
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- :i(a,r)/e = :i(G/e,r A £(u)) if e Er, e is not a loop in a, and u is an 
endpoint of e. 
In case e is a loop: 
- :i(a,r)/e = :i(a\e,r) if e E E(G)\r; 
- :f(G,E)/e - :f(G,E)/p if e E r (since then e is parallel with p in 
:i(a,r)). 
To be complete: 
- :i(a,r)\p is the binary matroid with cycle space {E(C)lc is a cycle in G 
and IE(C) n rl is even}; 
- :i(a,r)/p = .IA(a). 
Since the only "minor-minimal" nonregular matroids are F7 and F7 
(Tutte (1958], cf. Theorem 1.4.4), we want to know how F7 and F7 arise as 
binary matroids of type :i(a,r). 
Lemma 3.1.5 
Let (a,r) be a signed graph, Then: 
(i) :i(a,r) - F7 i/ and only i/ (a,r) 
(ii) :i(G,r) - F7 i/ and only i/ (G,r) D 
-2 Here K3 denotes the signed graph in Figure 3.2 (bold edges are odd, thin 
edges are even). R4 = (K4,ECK4)) (cf. Section 1.3). 
Figure 3.2 
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The proof of Lemma 3.1.5 is easy, as is the proof of the following exten-
sion. 
Lemma 3.1.6 
Let (G,E) be a signed graph. Then the following hold: 
(i) :f'(G,E)\p - F7 if and only if (G,r) is equivalent with one of the two 
signed graphs in Figure 3.3(a); 
(ii) :f'(G,E)\p - F7 if and only if (G,E) is equivalent to one of the three 
signed graphs in Figure 3.3(b). 
(Bold edges in Figure 3.3 are odd, and so are loops. Thin edges are 
even.) D 
Figure 3.3 
Using Lemma 3.1.5 and the relation between minors of :f'(G,r) and reduc-
tions of (G,r) we can easily prove the following result. 
Lemma 3.1.7 
Let (G,r) be a signed graph. 
(i) The following are equivalent: 
- :f'(G,E) has an F1-minor using p; 
-2 
- (G,r) reduces to K3. 
(ii) The following are equivalent: 
- :f'(G,r) has an F7-minor using p; 
- (G,r) reduces to R4. D 
We now prove Theorem 3.1.2. 
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Proof of Theorem 3.1.2 
Theorem 3.1.2(i) follows directly from Lemma 3.1.5(ii) and Lemma 
i.3.3. 
To prove Theorem 3.2.l(ii), first observe the following (easy-to-prove) 
property: 
(3.1.8) (G,r) contains no 
ces neither to R4 
Using this, together with 
follows. 
odd-K4 and no 
-2 
nor to K3• 
2 
odd-K3 if and only if (G,r) redu-
Lemma 3.1.5, and Lemma 3.1.6, 3.1.2(ii) easily 
D 
Remark: 
In view of Lemma 1.3.3 and the equivalence (3.1.8) one might expect 
the following to be true: "(G,r) contains an odd-K~ if and only if (G,r) 
-2 
reduces to K3". However it is not, as the signed graph in Figure 3.4 shows 
(bold edges are odd, thin edges are even). 
Figure 3.4 
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3.2. DECOMPOSITION 
There are two special types of signed graphs which do not have an odd-
2 K4 or an odd-K3. These types are: 
ALMOST BIPARTITE SIGNED GRAPHS 
A signed graph (G,r) is called almost bipartite if there exists a node 
u € V(G) such that u € V(C) for each odd circuit C. 
PLANAR SIGNED GRAPHS WITH TWO ODD FACES 
A signed graph is planar with two odd faces if it can be embedded in 
the plane such that all but two faces have a bounding circuit that is 
even. 
2 The fact that all graphs of either type have no odd-K4 and no odd-K3 
is easy to see. In fact, in a sense these are the only examples of signed 
graphs with no odd-K4 and no odd-K~. If such signed graph is not one of 
the above types, it can be decomposed into smaller signed graphs with no 
2 
odd-K4 and no odd-K3 (Theorem 3.2.3). A similar result holds for signed 
2 graphs with no odd-K4 (Theorem 3.2.4) and for signed graphs with no odd-K3 
(Theorem 3.2.6). Theorem 3.2.3 yields a polynomial-time algorithm to re-
cognize whether or not a given signed graph contains an odd-K4 or an odd-
2 
K3. 
To prove Theorem 3.2.3, we use the following famous result of Seymour 
[1980]. 
Theorem 3.2.1 (Seymour [1980]) 
Let .J,lbe a regular matroid. Then at least one of the following holds: 
(1) There exists a partition x1 u x2 of E(.J,l) such that 
wher~ k 
or k 
1, 2 and lx1 1. lx2 1 ~ k, 
3 and lx1 1. lx21 > 6. 
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(2) .ft is graphic, co-graphic, or isomorphic to the matroid, called 
.'.\o• which is represented over GF(2) by the matrix 
1 0 0 0 0 1 0 0 1 1 
0 1 0 0 0 1 1 0 0 1 
0 0 1 0 0 1 1 1 0 0 
0 0 0 1 0 0 1 1 1 0 
0 0 0 0 1 0 0 1 1 1 D 
Remarks: 
Seymour, [1980], states his result slightly different: In (1) he only 
requires lx1 1. lx2 1 ~ 4 if k = 3. However, using the statements (7.4), 
(9.2) and (14.2) of his paper one can sharpen this to lx1 1. lx21 ~ 6 if k 
= 3. We use this in proving Theorem 3.2.3. Note that .'.\o -
.'l'(K5 ,E(K5))\p, where K5 denotes the complete graph on five nodes. 
Important in the decomposition of signed graphs with no odd-K4 and no odd-K~ is the notion of so-called splits. 
Assume E1 , E2 are nonempty subsets of E(G), partitioning E(G). Denote 
the set of nodes spanned by E1 , and E2 respectively, by v1 , v2 respective-
ly. Gi is defined by V(G.) := V., E(G.) :=E. for i = l, 2. 1 1 1 1 
1-SPLIT: 
Let lv1 n v2 1 ~ 1. Then (G1 ,E1 n E) and (G2 ,E2 n E) are said to form a 
1-split of (G,E). (G1 ,E1 n E) and (G2 ,E2 n E) are the parts of the 1-
split. 
2-SPLIT: 
Let lvl n v2I = 2, vl n v2 = {u, v}, say. Moreover, let for i = 1, 2, 
Gi be connected and not be a signed subgraph of the signed graph in Figure 
3,5, 
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odd 
C> 
even 
Figure 3.5 
Define (G1,r1) as follows: If (G2 ,E2 n E) is not bipartite, add to 
(G1 ,E1 n E) the two edges in Figure 3.5. If (G2 ,E2 n E) is bipartite, add 
a single edge e from u to v. Take e E r1 if and only if there exists an 
odd uv-path in a2• (A path is odd if it contains an odd number of odd 
edges.) (G2,r2) is defined analogously. Now (G1,r1) and (G2,r2) are said 
to form a 2-spLit of (G,E). The signed graphs (G1,r1) and (G2 ,r2) are 
called the parts of the 2-split. If (Gi,Ei n E) is not bipartite for i = 
l, 2, then we call the 2-split strong. Figure 3.6 illustrates a strong 2-
split (thin edges are even, bold edges are odd). 
(G,:E) 
3-SPLIT: 
2-split 
_____.... 
Figure 3.6 
Let lv1 n v21 = 3. v1 n v2 = {u1, u2 , u3} say. Moreover, let o2 be 
bipartite and connected. Finally, let IE2 1 ~ 4. Define a1 as follows: 
V(G1) := v1 u {v} (where vis a new node), and E(G1) := E1 u {u1v, u2v, 
u3v}. Eis the subset of {u2v, u3v} defined by: uiv EE if and only if 
there exists an odd path from u1 to ui in (G2 ,E2 n E) (i = 2, 3). We 
define r1 := (E1 n E) u E. Now (G1,r1) is said to form a 3-sptit of (G,E). 
(G1,r1) is called the part of the 3-split. So a 3-split has one part only. 
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Lemma 3.2.2 
Let (G,r} be a signed graph with a k-spLit (k ~ 3) and no l-spLit for 
any l < k. Then the foLLowing hoLd: 
(i) (G,r} contains no odd-K4 if and onLy if each part of the k-spLit 
contains no odd-K4; 
(ii) (G,r) does not reduce to K~ if and onLy if each part of the k-spLit 
-2 does not reduce to K3. 
Proof: Straightforward. (Note that if (G,r) has a k-split (k ~ 3) and no 
l-spit for any l < k, then each part of the k-split is a reduction of 
(G,E}.) 
Next we arive at the main result of this section. 
Theorem 3.2.3 
Let (G,r) be a signed graph, with no odd-K4 
Then at Least one of the foLLowing hoLds: 
(i) (G,r) has a 1-, 2-, or 3-spLit; 
(ii) (G,r) is aLmost bipartite; 
2 and no odd-K3. 
(iii) G is pLanar with at most two odd faces (with respect to r); 
D 
(iv) (G,r) is equivaient with the signed graph in Figure 3.7 beLow. (Thin 
edges are even, boLd edges are odd.). 
Figure 3.7 
Remarks: 
If (G,r) satisfies (ii), then .i(G,r) is graphic. Similarly, if (G,r) 
satisfies (iii}, then .i(G,r) is co-graphic. (Note that the reverse impli-
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cations do not hold in general.} If {G,E} satisfies {i}, then :/(G,E} sa-
tisfies {l} of Theorem 3.2.1. However {iv} has no relation with 3\o· {In 
fact 3\o f :/(G,E} for each signed graph {G,E}.} :f{G,E} satisfies Theorem 
3.2.1 (2) with k = 3. in case {G,E} is the signed graph of Figure 3.7. 
Indeed, let E1 be the set of edges of the outer and the inner triangle 
{cf. Figure 3.7}, and E2 := E{G}\E1. 
Then 
{This also follows, indirectly, by Seymour [1980:(9.2}] since :f{G,E}\p -
3\2 .} On the other hand {G,E} has no 1-, 2-, or 3-split. 
2 Proof: Let {G,E} be a signed graph with no odd-K4 and no odd-K3. Assume 
{G,E} has no 1-, 2-, or 3-split. Since :f(G,E} is regular (Lemma 3.1.2 
(ii}}, we can apply Seymour's theorem (Theorem 3.2.1). We consider four 
cases: 
Case I: :f(G,E} is graphic. 
Let G be an undirected graph, such that 1'.(a} - :f(G,E}. Denote the edge 
in E(G} corresponding to p by e • Then 1'.(G) = :f(G,E}/p - 1'.(a)/e = 
- p - p 1'.(G/e }. As G is 3-connected, G - G/e (Whitney [1933]}. We might as well 
p - - p 
assume that G is such that G = G/e . Taking u E V(G} equal to the node in p 
which e is contracted, we easily see that u is on each odd circuit. So p 
(G,r} is almost bipartite. 
Case II: :/(G,r} is co-graphic. 
Let G be an undirected graph, such that 1'.(a}* - :f(G,r}. Then 1'.(G} 
:/(G,E}/p - 1'.(a)*/p = 1'.(a\e }* {e E E(1'.(G}} corresponds top}. So G is 
p p -
planar. As G is 3-connected we may assume, as in Case 1 above, that G\e p 
is the planar dual of G. It is not hard to see that the only odd faces of 
G (with respect to E} are the faces of G corresponding to the endnodes of 
e in G, which proves that :f(G,E} satisfies (iii}. p 
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Case III: .f(G,r} - .9\o· 
For any x € E(.9\o> we have .9\olx - .U*(K3 , 3). Since .f(G,E}/p = iA{G} is 
graphic, this implies that Case III cannot occur. 
Case IV: .f(G,E} satisfies (1) of Theorem J.2.1. 
Assume .f(G,E} does not satisfy (ii} or (iii) of Theorem 3.2.3. Let E1 
and E2 partition E(G} such that 
with k = 1, 2 and jE1 1 ~ k, IE2 1 > k - 1, 
or k = 3 and IE1 1 ~ 6, IE2 1 > 5. 
Let E := 0 if E1 is bipartite, and E := 1 if E1 is not bipartite. Then, by 
(3.1.3} and (3.1.4), (*) is equivalent to: 
If IE2 1 = 0, then k ~ IE2 1 + 1 ~ 1. Hence, by(**}: E = O. So (G,r) is 
bipartite, which implies (iii). Therefore we may assume IE2 1 ~ 1. Consider 
the two subgraphs o1 and o2 of G with V(G1} = V(G2 ) = V(G), E(G1) = E1 , 1 s 1 t and E(G2 ) = E2 • Let E1 , .•• , E1 ; E2 , ..• , E2 be the edge-sets of the com-
ponents of a1 ; a2 respectively. Define the undirected graph Has follows: 
V(H) := {u1 , ..• ,us' v1 , ••• , vt}' 
for each v € V(G) there exists an edge 
ned by Ei and by E~ (i = 1, •.. , s; j 
from u. to v. if vis span-
1 J 
= 1, ...• t). 
(So H may have parallel edges}. For i = 1, 2, let Vi be the set of nodes 
in V(Gi) that are not isolated. 
Claim 1: jE(H}j = s + t + k - E - 2 jv(H) I + k - E - 2. 
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Proof of Claim 1: r.IA(G)(E1) = lv11 - s, r.IA(G)(E2) = lv2 1 - t and 
r.IA(G)(E(G)) = IV(G)I - 1. (G is connected, as (G,r) has no 1-split.) Since 
lv1 n v21 = IE(H)I and lv1 u v21 = IV(G)I, (**)yields the claim. 
end of proof of claim 1 
Claim 2: H is a bipartite, connected graph, ~ithout isthmuses. (An isthmus 
is a coboundary consisting o/ one edge only.) 
Proof of Claim 2: By definition, H is bipartite. If H is disconnected, or 
has an isthmus, then (G,r) has a 1-split. 
end of proof of claim 2 
Claim 3: H has no ~ adjacent nodes o/ degree 2. 
Proof of Claim 3: Assume, to the contrary, that ui and vj are adjacent 
nodes of H, both of degree 2. First we consider the case that between ui 
and vj there exists exactly one edge e (say). Let f (g) be the edge in H, 
different from e, with endpoint ui (vj). Then one easily checks that the 
2-node cutset in G formed by the nodes in G corresponding to f and g 
yields a 2-split of (G,r). Which is a contradiction. So we may assume that 
between ui and vj there are parallel edges. Now Claim 2 implies that V(H) 
= {ui' vj}. So E(H) = 2 and i = j = s = t = 1. By Claim 1: k - £ = 2. 
Since (G,r) has no 2-split, E1 or E2 is contained in the signed graph of 
Figure 3.5. Hence IE1 1 ~ 2 or IE2 1 ~ 2. So, from(*), k ~ 2. Ask - £ = 2 
it follows that k = 2 and £ = 0. Hence E1 is bipartite and E2 the signed 
graph of Figure 3.5. So (G,r) is almost bipartite. Contradiction. 
end of proof of claim 3 
Claim 4: k 3, £ 0, and H is the graph in Figure 3.B(c) belo~. 
xcx=>Y 
(a) (b) 
Figure 3.8 
(c) 
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Proof of Claim 4: By Claims 2 and 3: jE(H)j ~ IV(H)j + 1. Hence by Claim 
1: k - £ - 2 ~ 1. Sok = 3. and £ = 0. From the previous claims, it fol-
lows that His (isomorphic to) one of the graphs in Figure 3.8(a), (b), 
and (c).So it remains to show that H cannot be one of the graphs in Figu-
re 3.8(a) and (b).Since k = 3 we have jE1 1 ~ 6 and IE2 1 > 5. If His the 
graph in Figure 3.8(a), then either node x, or node yin Figure 3.8(a), 
corresponds to an Ei or E~ with at least three elements. 'Ibis would yield 
a 2-split. If His the graph in Figure 3.8(b), then we have a 3-split (E1 
is bipartite, as£= 0), which is a contradiction. 
end of proof of claim 4 
We conclude by investigating the case that H equals the graph in Figure 
3.8(c). If nodes y1 , y2 and y3 correspond to Ei, ~i and Ei respectively, 
then we have a 2-split. Indeed, at least one of E~ has cardinality at 
least 2 (as IE1 1 ~ 6), and is therefore not contained in the signed graph 
of Figure 3.5 (as E1 is bipartite). So y1 , y2 and y3 correspond to E~. E~. 
and E~ respectively. Since (G,[) has no 3-split, both IEil and IEil are at 
most 3. So, as IE1 1 ~ 6, IEil = IEil = 3. Moreover both Ei and Ei are 
triangles, as, otherwise, (G,[) has a 2-split. For the same reason E~, E~ 
and E~ are contained in the signed graph of Figure 3.7. As (G,[) does not 
satisfy (iii), (G,[) is equal to the signed graph of Figure 3.7. So (iv} 
follows. D 
Remark: 
'lbe proof technique used in Case IV of the proof above is also used by 
Truemper [1987c] to characterize those partitions E1 , E2 of the edge-set 
of a k-connected graph G, that satisfy: 
[
r.M{G) (E1} + r.M{G) (E2) ~ r.M{G) (E(G)) + k - 1 
I El I . I E2 I ~ k . 
Also the class of signed graphs with no odd-K4 can be characterized in 
a way similar to 'lbeorem 3.2.3. 'Ibis is stated in the following result, 
first stated by Lovasz, Seymour, Schrijver, and Truemper [private communi-
cation]. 
89 
Theorem 3.2.4 
Let (G,r) be a signed graph. Then (G,E) contains no odd-K4 if and only if 
one of the following holds: 
(i) (G,r) is almost bipartite, planar with two odd faces, equivalent with 
-2 
the signed graph of Figure 3.5, or equivalent with K3; 
(ii) (G,r) has a k-split (k ~ 3), no l-split for 0 ~ l < k, and each part 
of the k-split contains no odd-K4. D 
This result, as well as Theorem 3.2.6., is a special instance of a 
theorem of Truemper and Tseng [1986] and Truemper [1987a]: Let Jilbe a 
binary matroid, and x e: E(Jil), if .Ail does not have an F7-minor using x then 
either .Ail is regular, or .Ail - F7, or .Ail satisfies ( 1) of Theorem 3. 2 .1. 
Theorem 3.2.4 easily follows from Lemma 3.2.2, Theorem 3.2.3 and the 
following result, observed by Lovasz and Schrijver. 
Theorem 3.2.5 
Let (G,r) be a signed graph with no odd-K4. Then one of the following 
holds: 
(i) (G,r) has a 1-split or a strong 2-split; 
(ii) (G,r) - K~; 
2 (iii) (G,r) contains no odd-K3. 
Proof: Let (G,E) be a signed graph with no odd-K4 • Suppose (G,r) contains 
2 - - 2 no strong 2-split, but does contain an odd-K3 • Let (G,r) be an odd-K3 
contained in (G,r) such that IE(P1)1 + IE(P2 )1 + IE(P3)1 is minimal. 
(P1 , P2 and P3 are the paths indicated in Figure 3.9.) 
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Figure 3,9 
The odd Circuits C1 , C2 and C3, as well as the nodes v1 , v2 , v3, u1 , u2 , and u3 are as indicated in Figure 3,9, (Note that vi may be equal to 
ui (i = 1, 2, 3).) Define: Vi := V(Pi) u V(Ci) (i = 1, 2, 3). If SC V(G), 
then a path P from u to vis called an S-path if V(P) n S = {u, v}. 
Claim: I/ P ts a V(G)-path, then P ts a Vi-path, /or i = 1, 2 or 3. 
Proof of Claim: Let P be a V(G)-path. Let u and v be the endpoints of P. 
Assume P is not a Vi-path (i = 1, 2, 3). Hence we may assume v f {v1 , v2 , v3}. Moreover we may assume v E v2 • Sou f {v2 , v3}. Finally we may assume 
u E v1• (Indeed, if u t v1, then u ~ v1 . Interchanging u and v, and renum-bering indices yields u E v1 , v E v2.) We consider three cases. 
Then G and P together contain an odd-K4. This yields a contradiction. 
Then G and P together contain a odd-K~ with smaller IE(P1)1 + IE(P2)1 
+ IECP3)1. ·Again we have a contradiction. 
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Now there are two possibilities. If the circuit C (see Figure 3.10) is 
odd then G and P together contain an odd-K4. If C is even we find an odd-
K~ with smaller jE(P1)j + jE(P2)j + IE(P3)i. So both possibilities yield a 
contradiction. 
;;:;-----
v 
\ 
\ 
\,~/v 
C I 2 
Figure 3.10 
end of proof of claim 
Since (G,E) has no strong 2-split, the claim yields, for i = 1, 2, 3: 
E(Pi) = ~. and Ci consists of two parallel edges, one odd and one even. So 
- - -2 -(G,E) - K3 • If V(G) = V(G) then, as (G,E) has no 1-split and no strong 2-
- ";>< -2 split: (G,E) = (G,L) - K3 and the theorem is proved. So let us suppose: 
V(G) ~ V(G). Let v € V(G)\V(G). There are three internally node disjoint 
paths Q1 , Q2 and Q3 each going from v to a different node on G (as (G,E) 
has no 1-split and no strong 2-split). But this is impossible since then 
G, Q1 , Q2 and Q3 together contain an odd-K4 • [] 
Finally we state a decomposition result for signed graphs which do not 
-2 
reduce to K3• 
Theorem 3.2.6 
-2 Let (G,E) be a signed graph. Then (G,E) does not reduce to K3 if and only 
if one of the following holds: 
(i) (G,E) is almost bipartite, or planar with two odd /aces, or equiva-
lent with the signed graph of Figure 3.7, or equivalent with K4; 
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(ii) (G,r) has a k-split (k ~ 3), and no! -split /or 0 < ! ~ k. Moreover 
each part o/ the k-spli; does not reduce to K~. - 0 
This theorem follows from Lemma 3.2.2, Theorem 3.2.3, and the following 
lemma. 
Lemma 3.2.7 
Let (G,r) be a signed graph without a 1-, or 2-split, such that (G,r) does 
-2 
-not reduce to K3 . Then (G,r) - K4, or (G,r) contains no odd-K4 . 
Proof: The lemma follows from the following two results. 
Let J1 be a binary matroid, and x e: E(Jl). 
(a) If J1 contains no F7-minor using x, and J1 /x contains no F7-minor, 
then J1 contains no F7-minor at all. 
(b) If Jlis 3-connected, and contains no F7-minor, then either Jlis regu-
lar, or Jl- F7. (Jl is 3-connected means: J1 does not satisfy ( 1) of 
Theorem 3.2.1 with k = 1 or 2.) 
Indeed, applying (a) and (b) to Jl= :/(G,r) and x = p yields the lemma. 
Statement (a) is straightforward to prove. Statement (b) is one of Sey-
mour's "Splitter Theorems" (Seymour [1980]). 0 
ALGORITHMIC CONSEQUENCES 
Obviously, the decomposition results in this section yield polynomial-
time algorithms to recognize whether or not a given signed graph contains 2 no odd-K4 and/or no odd-K3 . So, in particular we have a polynomial-time 
algorithm to recognize whether or not a given bidirected graph has the 
Edmonds-Johnson property (cf. Corollary 2.3.10). The less obvious part of 
these algorithms is to recognize whether or not a given signed graph is 
planar with two odd faces. However this problem can be solved by using 
polynomial-time algorithms which give an embedding of the graph in the 
plane or decide that no such embedding exists. (For such algorithms cf. 
Auslander and Parter [1961], Hopcroft and Tarjan [1974].) 
Clearly, the algorithms for recognizing signed graphs with no odd-K4 
and/or no odd-K~ are special cases of algorithms for recognizing regular 
matroids based on Seymour's decomposition theorem (Theorem 3.2.1, Seymour 
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[1980], cf. Cunningham and Edmonds [1980], Bixby, Cunningham, and Rajan 
[1986], Truemper [1987b]), and of algorithms for recognizing matroids 
containing no F7-minor using some specific element (cf. Truemper and Tseng 
[1986], Truemper [1987a]). 
94 
3.3. ORIENTATION 
An orientation of a signed graph is a replacement of the odd edges by 
directed edges. If an orientation is such that for each circuit the number 
of forwardly directed edges minus the number of backwardly directed edges 
is at most k in absolute value, we say that the orientation has discrepan-
cy k. (In counting these numbers we ignore the even edges in the circuit.) 
Obviously, a signed graph (G,r) has an orientation of discrepancy 0 if and 
only if (G,r) is bipartite. 
Theorem 3.3.1 (Gerards [1988b]) 
Let (G,r) be a signed graph. Then (G,r) contains neither an odd-K4 nor an 2 
odd-K3 ii and only i/ (G,E) has an orientation o/ discrepancy 1. 
Proof: The if part being trivial, we restrict ourselves to the only if 
part. For that assume that (G,E) contains no odd-K4 an no odd-K~. By Theo-
rem 3.1.2(ii), :l(G,E) is regular. So, by Theorem 1.4.8 there exists a sig-
ning N of 
1 T Xr 
0 (cf. (3.1.1)) 
MG 
0 
which represents :l(G,r) over R. We may assume: 
1 T I •ith N Xr 0 N N • MG (mod 2). 
0 
(As we may multiply columns by -1.) Obviously, N represents .JA(G) over R. 
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Claim: We may assume that each column of N has one 1 and one -l. 
Proof of the Claim: Take a spanning forest F in G. By multiplying some of 
the rows of N by -1, we can achieve that each column of N corresponding to 
an edge in F contains one 1 and one -1. So the sum of the components of 
each of these columns is 0. But these columns span all the other columns 
of N (as Fis a basis of JA(G)). Hence, each column has one 1 and one -1. 
end of proof of claim 
Define the 
to v if N 
following orientation: Edge e = UV € [ is directed from U 
-1 (and so N = 1). We show that this orientation has u,e 
discrepancy 1. 
v,e 
Take a circuit C in G. Then [aclx~JT € ~(:f(G,E)), with aC 
1 if C is an odd circuit in (G,E) and aC = 0 if C is an even circuit in 
(G,E). By Theorem 1.4.7 there exists a signing [~C.x~] of [ac,x~] such 
- TT -that ac + xrxc = 0, and Nxc = 0. From this one easily derives that the 
number of forwardly directed edges minus the number of backwardly directed 
edges on C is ± ac. This proves that the orientation constructed above has 
discrepancy 1. D 
Remark: 
Theorem 3.3.1 can also be proved using Theorem 3.2.3 (and Lemma 
3.2.2). We leave the details to the reader. The advantage of this alterna-
tive proof is that it provides a polynomial-time algorithm to find an 
orientation of discrepancy 1 in a signed graph with no odd-K4 and no odd-2 K3. 
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3.4. SHORTEST ODD CIRCUITS AND PACKING ODD CIRCUITS 
If Sis a finite set, :I a collection of subsets of S, and w € ~. then 
a w-packing with elements of :I is a family sl. $2' ...• sk of elements 
of :I (repetition allowed) such that for each s € S we have that 
The number k is called the cardinality of the family S1 , ... , Sk. 
Seymour [1977] proved the following result. 
Theorem 3.4.1 
Let .Jl be a binary matroid, and let s € E(Jl). 
Then the following are equivalent: 
(i) .Jl does not contain an F1-minor using s; 
(ii) /or each w € "f!'(Jl): 
+ 
min{ L w le u {s} is a circuit o/ .Jl} 
e€C\{s} e 
is equal to the maximum cardinality o/ a w-packing with elements o/ 
{C*\{s}IC* u {s} is co-circuit in .Jl}. 0 
Remarks: 
(i) For each binary matroid 1l, with element s, the collection 
{C*\{s}IC* u {s} is a co-circuit in .Jl}, is exactly the collection 
of edge minimal sets meeting all sets of the form C\{s} with C u {s} 
a circuit in .Jl. This proves that the maximum in Theorem 3.4.1 does 
not exceed the minimum in Theorem 3.4.1. (Needless to say that this 
is the easy part of the min-max relation, to prove "min ~ max" is 
the real job.) 
(ii) Property (ii) in Theorem 3.4.1 can be formulated as follows: the 
system of inequalities 
(*) x > 0 
e 
e€~*\{s} xe ~ 1 
is totally dual integral. 
(e € E(.Jl )\{s}); 
(C* u {s} is a co-circuit in 1l) 
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(iii) If a1 , ... , am E ~then the dominant of {a1 , ... , am} is defined by 
dom {a1 , ... , a} := {y E lt113 c { }[y > x]}. m + x~conv a1 , ... ,am = 
Given a binary matroid J1 and a fixed s E E(Jl ) . Denote the 
polyhedron described by(*) above by P(Jl,s). Then P(Jl ,s)I is the 
dominant of the characteristic vectors of the sets C\{s} with C u 
{s} E ~(Jl). It is easy to see that the property P(Jl ,s) = P(Jl ,s)I 
is closed under s-minors. [(.IA!,s 1 ) is ans-minor of (Jl,s) if ft -
J1 \E1/E2 with E1 , E2 E E(Jl), s ft E1 u E2 and s' corresponds to s in 
the obvious way.] Uptill now there is no "forbidden minor" 
characterization, similar to Theorem 3.4.1, known for the pairs 
(J1 ,s) with P(Jl ,s) = P(Jl ,s)I" Seymour stated (in Seymour [1977]) 
the following 
Conjecture: Let J1 be a binary matroid and s E E(Jl ) . 
Then the following are equivalent: 
- P(Jl ,s) = P(Jl ,s)I; 
- (Jl ,s) has no s-minor (.Lt ,p) such that .Lt E {.'f(K5 ,E(K5)), 
:J *(K5 ,E(K5))} and with p being the special element of :f(K5,E(K5)) 
defined in Section J.1 or such that .Lt is the binary matroid re-
presented over GF(2) by 
[~~~~~~~~] 0 0 1 0 1 1 0 1 
0 0 0 1 1 1 1 0 . 
If this conjecture would be true - which is not known yet - then it 
immediately implies 
(**) P(Jl ,s) = P(Jl ,s)I *==* P(Jl * ,s) = P(Jl * ,s)I" 
This equivalence however is known to be correct and can be proved 
easily from Fulkerson's theory of blocking polyhedra (Fulkerson 
[1970, 1971, 1972], cf. Schrijver [1986, Section 9.2]). To explain 
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this briefly consider a polyhedron PC If, such that x E P and y > x + = implies that y E P (i.e. P is monotone). The blocking polyhedron of 
P is defined by B(P) := {x E ~lvyEP[yTx ~ 1]}. B(P) is a monotone 
polyhedron too and satisfies B(B{P)). It is quite easy to see that 
if Jl is a binary matroid and s E E(M), we then B(P(Jl ,s)) = 
P(Jl * ,s) 1 , which yields (**). 
Let {G,E) be a signed graph. Then a E-boundary of {G,E) is a subset of 
E(G) of the form o(U) A E with UC V(G). We denote the E-boundary o(U) A E 
by [U] (e.g. [~]=E).The edge minimal E-boundaries are exactly the col-
lection of subsets F of E(G) such that Fu {p} is a co-circuit of :/(G,E). 
Applying Theorem 3.4.1 to :/(G,E) and:! *(G,E) we get (using Lemma 
3.1.2{i) and Lemma 3.1.7(i)): 
Theorem 3.4.2 
Let (G,E) be a signed graph 
(i) The /ollowing are equivalent: 
- (G,E) does not contain an odd-K4; 
/or each w E ~(G), the maximum cardinality o/ a w-packing with odd 
circuits in (G,E) is equal to the minimum weight I w o/ a 
eEB e [-boundary Bin (G,E). 
- The system o/ inequalities 
xe ~ 0 
eE~(C) xe ~ 1 
(e E E(G)); 
(C is odd circuit in {G,E)) 
is a totally dual integral description o/ the dominant o/ the 
characteristic vectors o/ the E-boundaries in (G,E). 
(ii) The /ollowing are equivalent: 
-2 
- (G,E) does not reduce to K3; 
- /or each w E zECG) the minimum weight I w o/ an odd circuit C 
+ eEE(C) e 
in (G,E) is equal to the maximum cardinality o/ a w-packing with 
E-boundaries in (G,E). 
- The system o/ inequalities 
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(e E: E(G)); 
(U C V(G)) 
is a totally dual tntegral descriptton o/ the dominant o/ the char-
acteristic vectors o/ the odd circuits in (G,E). [] 
Remark: 
If the conjecture of Seymour formulated in Remark (iii) following 
Theorem 3.4.1 would be true then the systems of inequalities given in 
Theorem 3.4.2 define integral polyhedra if and only if (G,E) does not 
reduce to (K5 ,E(K5)). Even this special case Seymour's conjecture is still 
open. On the other hand there are some classes of signed graphs for which 
the systems of inequalities given in Theorem 3.4.2 are known to define 
integral polyhedra. Among these there are: 
- The class of signed graphs (G,E) in which there exist two nodes u and v 
such that V(G)\{u, v} induces a bipartite signed graph. (A consequence 
of Hu's 2-commodity flow theorem (Hu [1963]), as was observed by 
Barahona [1983]). 
- The class of signed graphs (G,E) with G planar. (A consequence, by 
planar duality, of Theorem 4.1.2 (Seymour [1977]).) 
- The class of signed graphs (G,E) such that G can be embedded on the 
projective plane in such a way that all the faces of G with respect to 
the embedding are bounded by even circuits (Lins [1981]). 
Corollary 3.4.3 
Let (G,E) be a stgned graph. Then (G,E) contains neither an odd-K4 nor an 
odd-K~ i/ and only i/ /or each w e: ~(G) both min-ma:i: relattons in Theorem 
3.4.2 hold. [] 
In this section we use the orientation Theorem 3.3.1 to give an alter-
native proof of Corollary 3.4.3. 
Remarks: 
Using Theorem 3.2.5 and Theorem 3.2.7 one can derive Theorem·3.4.2 as 
a corollary of Corollary 3.4.3. We skip this derivation, as the techniques 
are similar to the techniques used in the proof of Theorem 4.3.2. Our 
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purpose is to show how the min-max relations in Theorem 3.4.2 can be for-
mulated as min-max relations for certain min-cost flow problems, in case 
{G,E} contains no odd-K4 and no odd-K~. 
The derivation of Theorem 3.4.2 from Corollary 3.2.3, using Theorem 
3.2.5 and Theorem 3.2.6 can be viewed as a special instance of Truemper's 
derivation of Theorem 3.4.1 from the special case of Theorem 3.4.1 where 
J..lis regular (Truemper [1987a], he uses a strengthed form of the decompo-
sition theorem for binary matroids with no F7-minor using some specific 
element due to Tseng and Truemper [1986]). The proof of Corollary 3.4.3 
can be viewed as a special instance of the proof of Theorem 3.4.1 for the 
special case that J..lis regular (for such proofs cf. Gallai [1959b], Minty 
[1966], Fulkerson [1968]). 
PACKING ODD CIRCUITS 
Let (G,E} be a signed graph. Moreover let w f zE(G). The odd circuit 
+ 
packing problem in (G,E) is 
(3.4.4) Find a maximum cardinality w-packing with odd circuits in (G,E). 
The shortest E-boundary problem in {G,E} is 
(3.4.5) Find a r-boundary [U] in (G,r) (with u c V(u)}, such that I w 
ef[U] e 
is minimal. 
2 From now on, assume that (G,r) has no odd-K4 and no odd-K3. So, by 
Theorem 3.1.1, (G,E) has an orientation of discrepancy 1. Let it be the set 
of arcs in such orientation, together with, for each even edge, uv, in 
~ ~ ~ -7 (G,E) an arbitrarily directed arc, uv or vu. For each arc uv f A we add a 
new arc~. A := {~I~ fit}. Consider the following circulation problem. 
(3.4.6) max ~-7 f - ~~ f a~r a a~r a 
s.t. f is a nonnegative circulation in (V,A u A}, 
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such that for.each a1 EA, a2 EA coming from the same edge 
e E E(G): f + f < w • 
a1 a2 = e 
(Here a E A n r (A n E) means that a E A (A respectively) and comes from 
an odd edge.) 
The linear programming dual of (3.4.6) is 
(3.4.7) min i w £ 
eEE(G) e e 
s.t. £ E QE(G), with the property that there exists arr E QV(G) 
e + -+ ~ 
satisfying for each uv E A: 
1 - 6 < rr - rr < 1 + 6 if uv E r; UV = V U = UV 
- 6 < rr - rr < 6 if uv t r. UV = V U = UV 
Remark: 
Formulated as it is, (3.4.6) is not a proper circulation problem. 
However it can be transformed into a circulation problem as follows: re-
place each pair a1 E A, a2 E A, coming from one edge e = uv E E(G) by the 
configuration in Figure 3.11. To arc : we assign a capacity w , while all 
e 
other new capacities are m. 
Figure 3.11 
Proposition 3.4.8: The ma:x:imum in (J.4.6) is attained by an integer vec-
tor f E .J..uA. 
Proof: By the remark above. D 
Proposition 3.4.9: (J.4.4) and (J.4.6) are equivalent. 
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Proof: For each circuit C in (G,t} we define a circulation fC as follows. 
In A u A there are two directed circuits corresponding in a natural way 
with C. Select one of these two circuits, such that the selected circuit 
uses at least as many arcs from A as from A. Call the selected circuit C. 
Now fc E {O, l}AuA is defined by f~ 1 if and only if a E C. 
cl et Let C1 , ... , Ct be a w-packing by odd circuits. Then f + ••• + f 
is a feasible solution of (3.4.6) with objective value: 
I I f i - I f i = t [ c. c ·] 
i=l a~r a a€Anr a 
t 
L (IA n r n A(C.)I - IA n r n A(C.>I> t, i=l i i 
as A is an orientation of discrepancy 1. (A(C.) denotes the set of arcs in 
i 
Au A belonging to C .. ) 
i 
Conversely, let f be an integer valued feasible solution of (3.4.6}. 
c1 
circuits c1 , ... , Ct in G such that f = f Obviously there exist 
et 
f . The number of odd circuits among c1 , ... ,et is at least the 
+ ••• + 
objective value of f. Since f is feasible to (3.4.6}, these odd circuits 
form a w-packing. Proposition 3.4.9 now follows from the above combined 
with Proposition 3.4.8. [] 
Define, for each b E QE(G)' the weight function t E oAuA by: 
+ 
r· . 1 if a EA and a comes from e t := b - 1 if a EA and a comes from e a e
b else. e 
Using Theorem 1.3.2 we can reformulate (3.4.7) as: 
(3.4.10) min L w b 
eEE(G) e e 
E r; 
E r; 
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s.t. £ E QE(G), with the property that there exists no directed 
+ 
circuit C in A u A, with L ~ 6 < 0. 
aEA(c) a 
Proposition 3.4.11: (3.4.?) has an optimal solution(£, n) E 
{0, l}E(G)xzV(G). 
Proof: From Proposition 3.4.8 and Corollary 1.2.19 it follows that (3.4.7) 
has an optimal solution(£, n) E ~(G)xQV(G). From this one easily sees 
that also n can assumed to be integer valued (e.g. using Theorem 1.3.2). 
Now let(£, n) be an integer valued optimal solution of (3.4.7), with 
L £ as small as possible. Let e* E E(G). Define£* E zE<G) by£*• := 
eEE(G) e e 
£ * - 1, and£* := £ if e ~ e*. Then£* is not feasible for 3.4.10. Hence 
e e e 
£:* < 0, i.e. £e* = 0, or there exists a directed circuit C, in A u A such 
that L ~ 6 = O. Since A has discrepancy 1, this means that 
aEA(c) a 
£e* < L £ - L ~ 6 E {O, %1}. 
= eEA(C) e aEA(c) a 
Hence &e* ~ 1, and it follows that£ E {O, l}E(G). 
From Proposition (3.4.11) it follows that 
(3.4.12) min(3.4.7) ~ min(3.4.5). 
D 
Indeed, let(£, n) E {O, l}E(G)xzV(G) be an optimal solution to (3.4.7). 
Define V := {u E V(G)ln even}. It is straightforward to check that£ = 1 
u e 
if and only if e E [VJ. So [VJ is a r-boundary with L w = L w £ . 
eE[VJ e eEE(G) e e 
Using (3.4.12), linear programming duality and Proposition (3.4.9) we 
get: 
min(3.4.5) ~ min(3.4,7) = max(3.4.6) = max(3.4.4) ~ min(3.4.5). 
So we have the following 
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Conclusion: 
2 If (G,r) is a signed graph with no odd-K4 and no odd-K3 , then the 
min(3.4.5) = max(3.4.4) for each w € z~(G) 
SHORTEST ODD CIRCUIT 
Let (G,r} be a signed graph. Moreover let w € zE{G). The shortest odd 
+ 
circuit problem in (G,r) is: 
(3.4.13) Find an odd circuit C in (G,r) which minimizes L w . 
e€E(C) e 
The. packing with [-boundaries problem in (G,r) is: 
(3.4.14) Find a maximum cardinality w-packing of [-boundaries in (G,r). 
2 From now on we assume that (G,r} has no odd-K4 and no odd-K3 . So, by 
Theorem 3.1.1, (G,r) has an orientation of discrepancy 1. Let A en A be 
defined as before (cf. the paragraph following (3.4.5)). 
Define for each a > 0 the following weight function wa € oAuA by 
[
w - a if a € A, and a comes from e € r; w~ := w: + a if a € A, and a comes from e € r; 
w else . 
e 
From the fact that A has discrepancy 1 it follows that for each a € Q and 
each directed circuit C in A u A (coming from circuit C in G} the follow-
ing holds: 
L wa - L w = (± a 
ae:A(C) a e€E(C) e O 
if C is odd; 
if C is even. 
From this we see that (3.4.13) can be reformulated as: 
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(3.4.15) max a 
s.t. a€ 0, with the property that there exists no directed cir-
cuit C in A u X for which L ~wa < O. 
aEA(C)a 
This, in term, is equivalent to: (cf. Theorem 1.3.2) 
(3.4.16) max a 
s.t. a € 0, with the property that there exists a rr € OV(G) such 
that for each ~ € A: 
Irr - rr + al $_ w V U UV 
lrrv - rrul ~ wuv 
if UV € [; 
if UV t [, 
Let a* be the length of the shortest odd circuit in (G,r) (with res-
pect tow). As w € zE{G)• a* is integral. Since min (3.4.13) = max 
(3.4.16), there exists arr*€ OV(G) such that (a*, rr*) is an optimal solu-
tion of (3.4.16). By Theorem 1.3.2 we may assume that rr* is integer val-
ued. (In fact, for a€ V(G), we can take rr* as the minimum weight, with 
* u 
respect to wa , of any directed path in Au X with endpoint u.) 
Now we shall construct a w-packing of [-boundaries with cardinality a* 
as follows: 
For each i = 1, ••• ,a*, 
:= {z € Zlz = i+l, i+2, •••• i+a* (mod 2a*)} 
:= {u € V(G)lrr* € Z.}. u 1 
Then [V1J, ...• [Va*] is a w-packing. Indeed, this follows easily from the 
following three: 
(i) 
(ii) 
(iii) 
uv € [V.] n r if and only if l{rr*, rr* +a*} n z.I 1; 
1 u v 1 
uv € [V.]\r if and only if l{rr*, rr*} n z.I = 1; 
1 u v 1 
for z1 , z2 € Z: 
l{i = 1, •.• , a*I l{z1 , z2} n zil = 1}1 ~ min{lz1 - z2 1. a*}. 
So, we have the following 
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Conclusion: 
2 If (G,r) is a signed graph with no odd-K4 and no odd-K3 , then min (3.4.13) 
= max (3.4.14) for each w £ zE(G). 
+ 
Remarks: 
(i) There exist polynomial-time algorithms which find a minimum weight 
odd circuit (in any signed graph, cf. Grotschel and Pulleyblank 
[1981], Gerards and Schrijver [1986]). For signed graphs with no odd-
K4 and no odd-K~ the discussion above yields an easy polynomial-time 
algorithm for solving the packing with [-boundaries problem at least 
as soon as the orientation with discrepancy 1 is known (cf. final 
remark of Section 3.3). Indeed, first we find the minimum weight, cr* 
say, of an odd circuit in (G,[). Then we calculate for each u £ V(G), 
a* rr~ as the length, with respect to w , of the shortest directed path 
in A u A w:i.th endpoint u. Now we find a w-packing of [-boundaries as 
follows: (Note that we have to be careful since a* can be exponential 
in the size of the problem.) 
- D := {diO < d ~a*, there exists au£ V(G) with rr~ e d (mod cr*)}. 
- Assume d1 < d2 < ... <~such that D = {d1 , ... , dk}. 
- Let Ai .- di - di-l for i = 2, ... , k, and Al := d1 - ~+a*. 
- Taking each [-boundary [Vd] with multiplicity A. (i = 1, ... , k), 
i 1 
we get a w-packing of [-boundaries. The cardinality of this packing 
is I A =a*, as is easily verified. 
dED d 
(ii) We can reformulate the shortest odd circuit problem in signed graphs 
2 
with no odd-K4 and no odd-K3 as 
(3.4.17) max a~uAwafa 
s.t. f is a nonnegative circulation in Au A such that 
I f - I f = 1. 
a€Anr a aEAnr a 
(3.4.17) is the dual of (3.4.16). One easily proves that (3.4.17) has 
an integer valued optimal solution. 
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3.5. HOMOMORPHISMS TO ODD CIRCUITS AND 3-COLOURABILITY 
In this section we prove two graph theoretic results, one due to Cat-
lin [1979], the other to Gerards [1988a]. We start with the latter result. 
HOMOMORPHISMS TO ODD CIRCUITS 
Let a1 and a2 be two undirected graphs. We call a map ~= V(G1) ~ V(G2) 
a homomorphism from G1 to a2 , if ~(u1 )~(u2 ) ( E(G2) for each uv ( a1 . 
A parity preserving subdivision of a signed graph (G,E) is an undirected 
graph, obtained from G by replacing each odd (even) edge in G by a path of 
odd (even) length. The following result is another characterization of 
2 
signed graphs with no odd-K4 and no odd-K3. 
Theorem 3.5.1 (Gerards [1988a]) 
2 Let (G,E) be a signed graph. Then (G,E) contains no odd-K4 and no odd-K3 
ii and only i/ /or each parity preserving subdivision G' o/ G, there 
exists a homomorphism from G' to the shortest circuit in G'. 
Proof: (Alexander Schrijver) We leave the if part to the reader. (E.g. for 
the graphs in Figure 3.12(a), (b) there exists no homomorphism to their 
shortest odd circuit. However, for the graph in Figure 3.12(c) such a 
homomorphism exists!) 
To prove the only if part, let (G,E) be a signed graph with no odd-K4 
2 
and no odd-K3• Let G' be a parity preserving subdivision of (G,E). With no 
loss of generality we may assume that r = E(G), and G' =G. By Theorem 
3.3.1, G has an orientation, A say, of discrepancy 1. Let A := 
{~I~ (A}. Assume the length of the shortest odd circuit is 2k + 1. 
Define w ( -iJ..uA by: 
w := (k + 1 
a -k 
if a (A. 
if a ( A. 
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As A has discrepancy 1, A u A has no directed circuit with negative weight 
with respect to w. So, by Theorem 1.3.2, there exists a~ ( zV(G) satisfy-
ing: 
~u - ~v ~ w--+ if ~ ( A u A. 
UV 
So ~ satisfies: 
k < ~ - ~ < k + 1 if ~ ( A. 
= u v = 
Hence: 
2~u - 2~v = ± 1 (mod 2k+l) if uv ( E(G). 
Sou~ 2~ (mod 2k+l) maps G to a circuit of length 2k+l. 
u 
~) 
Remarks: 
~ 
Figure 3.12 
0 
(i) The proof above is due to A. Schrijver. It relies on Theorem 3.3.1, 
and hence on Tutte's characterization of regular matroids (Theorem 
1.4.4). A direct and elementary, though more complicated, proof of 
Theorem 3.5.1 can be found in Gerards [1988a]. 
(ii) Schrijver observed that Theorem 3.5.1 can be used to prove the min-
max relation of Theorem 3.4.2(ii) for signed graphs (G,r) with no 
2 
odd-K4 and no odd-K3 and weight functions w which satisfy: {elwe is 
odd} = r. 
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(iii) Theorem 3.5.1 extends a result of Albertson, Catlin, and Gibbons 
[1985] stating that an undirected graph G can be mapped homomorphi-
cally to an odd circuit of length M if no subgraph of G can be fold 
to a homeomorph of K4 in which all triangles of K4 have become cir-
cuits of length M (/old means repeatedly identifying nodes at dis-
tance two). Related results can be found in Catlin [1988] and Lai 
[1987]. 
3-COLOURABILITI 
The other graph-theoretic result we want to mention in this section 
is: 
Theorem 3.5.2 {Catlin [1979]) 
Let G be an undirected graph, such that {G,E{G)) has no odd-K4 . Then G 
is 3-colourable. 
2 Proof: Let G be a minimal counterexample. If (G,E{G)) contains no odd-K3 , 
then there exists a homomorphism of G to its shortest odd circuit {Theorem 
3.5.1), so certainly to K3 • This implies that G is 3-colourable. So 
2 {G,E(G)) has an odd-K3 • Hence, by Theorem 3.2.5, G has a ~wo node cutset. 
{Obviously {G,E{G)) f K~.) Now, one side of this two node cutset (possibly 
after adding an edge between the two nodes in the cutset) is a smaller 
counterexample. 
Remark: 
The technique used in the proof of Theorem 3.5.1 is similar to the 
technique Minty used to prove the following result: 
A graph G is k-colourable if and only if G has an orientation such that 
for each circuit C the number of forwardly directed arcs is at least 
~IE(c)I (Minty [1962]). 
D 
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3.6. AN EXTENSION OF KtiNIG'S THEOREM TO GRAPHS WITH NO ODD-K4 
Throughout this section G = (V(G),E(G)) denotes an undirected graph 
without isolated nodes. Each time we use some notions from signed graphs, 
e.g. odd-K4 and odd-K~, we implicitly consider the signed graph (G,E(G)); 
so we consider all edges to be odd. 
In this section we give an extension of the following well-known re-
sult. 
(3.6.1) I/ G has no odd circuit, 
then o:(G) p(G) and i:(G) v(G) (K5nig [1931, 1933]). 
As usual, the parameters a:, p, ,; and 21 are defined as: 
o:(G) := the maximum cardinality of a stable set in G. (S C V(G) is a sta-
ble set if u, v ES implies uv i E(G).) 
p(G) := the minimum cardinality of an edge-cover for G. (E' C E(G) is an 
edge-cover if for each u E V there exists an e E E' with endpoint 
u.) 
v(G) := the maximum cardinality of a matching in G. (M C E(G) is a match-
ing if e1 , e2 EM, e1 ~ e2 implies e1 and e2 have no common 
endpoint.) 
i:(G) := the minimum cardinality of a node-cover for G. (N C V(G) is 
a node-cover if uv E E(G) implies u EN or v EN.) 
We introduce two new parameters: 
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p(G) .- the minimum cost of a collection of edges and odd circuits in G 
covering the nodes of G. The cost o/ an edge is equal to 1, and 
the cost o/ a circuit with 2k+l edges is equal to k. The cost o/ a 
coLLection o/ edges and odd circuits is equal to the sum of the 
costs of its members. 
v(G) := the maximum profit of a collection of mutually node disjoint edges 
and odd circuits in G. The pro/it o/ an edge is equal to 1 and 
the pro/it o/ a circuit of length 2k+l is equal to k+l. The profit 
o/ a coLLection o/ edges and odd circuits is equal to the sum of 
the profits of its members. 
The following inequalities are obvious: 
tt(G) < p(G) < p(G), 
(3.6.2) 
T(G) > v(G) > v(G). 
= 
KBnig's Theorem (3.6.l) can be extended to the following result. (It fol-
lows from the more general Theorem 3.6.8 stated below.) 
Theorem 3.6.3 (Gerards [1986]) 
Let G be an undirected graph, ~ithout isoLated nodes. I/ G does not con-
tain an odd-K4 as a subgraph, then tt(G) = p(G) and T(G) = v(G). [] 
To see that Theorem 3.6.3 extends KBnig's Theorem (3.6.l), observe 
that a bipartite graph G has no odd-K4 , and trivially satisfies p(G) = 
p(G), ~(G) = T(G) (as G has no odd circuits). 
The two equalities in (3.6.l) are equivalent, for any graph G. This 
follows from 
(3.6.4) tt(G) + T(G) IV(G)I p(G) + v(G) (Gallai [1958, 1959a]). 
A similar equivalence for the equalities tt(G) = p(G) and T(G) = v(G) fol-
lows from the following result of Schrijver [personal communication], 
analogous to Gallai's result above. 
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Theorem 3.6.5 (A. Schrijver) 
Let G be an undirected graph without isoiated nodes. Then p(G) + v(G) 
I V{G) 1. 
Proof: First, let e1 , ... ,em' c1 , ... ,en be a collection of mutually 
n 
node disjoint edges and odd circuits such that the profit m + L i(jV{C.)i 
i=l 1 
+ 1) of the collection is equal to v(G). 
n 
Let v1 := V(G)\ u V{C.), and let G1 be the subgraph of G induced by i=l 1 
v1 . Then obviously m = v{G1). Let f 1 , ... , fp(Gl) be a minimum edge-cover 
for G1 . Then f 1 , ... , fp(Gl)' c1 , ... ,en is a collection of edges and odd 
circuits covering V{G). The cost of this collection is (using Gallai's 
identity (3.6.4)): 
n n p{Gl) + L i(jV{C.)j - 1) 
i=l 1 
lv11 - v{G1) - I i(jv(c.)j + 1) + 
i=l 1 
n 
I jv(c.)I 
i=l 1 
lv(all - v(a). 
Hence p(G) + v(G) ~ jv(G)I. 
The reverse inequality is proved almost identically. However there is 
a small technical difficulty, settled in the claim below. 
Let e1 , ... ,em' c1 , ... , C be a collection of edges and odd circuits n n 
covering V(G) such that the cost m + L i(jV(Cill - 1) of the collection 
i=l is equal to p(G), and such that, moreover, n is small as possible. 
Claim: For each i, j = 1, ... , n {i ~ j); k = 1, ... , m we have 
V(Ci) n V{Cj) = 0, and no endpoint of ek is element of V(Ci). 
Proof of Claim: Suppose u € V(Ci) (i = 1, ... , n), such that u is also 
contained in another odd circuit among c1 , ... ,en, or in one of the edges 
e1 , ... ,em. Let f 1 , ... , fp E E{Ci) be the unique maximum cardinality 
matching in Ci not covering u. Then p = i(jV(Cill- 1). Obviously e1 , ... , 
em, fl' .••• fp' cl' ...• ci-1' ci+l' ...• en is a collection of edges and 
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odd circuits covering V(G). Its cost is p{G). However it contains only n-1 
odd circuits, contradicting the minimality of n. end of proof of claim. 
n 
As before we define v1 = V(G)\ u V(C.) and G1 as the subgraph of G i=l l 
induced by v1 . By similar arguments as used in the first part of the proof 
one gets: 
p{G) 
n 
+ 1) + L IV(C.)I 
i=l l 
Corollary 3. 6. 6 
Let G be an undirected graph without isolated nodes. Then oc{G) 
and only if ~{G) = v(G). 
D 
p{G) if 
D 
As mentioned before we prove a more general weighted version of Theo-
rem 3.6.3 {Theorem 3.6.8 below). 
WEIGHTED VERSIONS 
We define weighted versions of the numbers oc, p, v, ~. p, and v and 
state the obvious generalizations of the results mentioned. 
Let w E: zV(G). 
oc ( G) 
w 
:=maximum { L w Is is a stable set in G}. 
ue:s u 
pw(G) := the minimum cardinality of a w-edge-cover for G. (Aw-edge-cover 
for G is a collection e1 , .•• , em in E(G) (repetition allowed) 
such that for each u e: V(G) there are at least wu edges among e1 , 
••. , em incident with u. The cardinality of e1 , ..• , em ism.) 
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vw(G) := the maximum cardinality of a w-matching in G. (Aw-matching is a 
collection e1 , ..• , em in E(G) (repetition allowed) such that for 
each u E E(G) there are at most wu edges among e1 , ..• ,em inci-
dent with u.) 
:=minimum { L w IN is node-cover for G}. 
uEN u 
Moreover we define: 
A w-cover (w-packing, respectively} by edges and odd circuits is a collec-
tion e1 , ••• ,em of edges and c1 , ... ,Cm of odd circuits (repetition 
allowed), such that for each u E V(G): 
l{i=l, .•. ,mlei E 6(u)}I + l{i=l, .•• ,nlu E V(Ci)}I ~ wu 
n 
(< w respectively). 
u 
The cost of e 1 , •.• ,em' c 1 , ••• ,en ism+ L t(!V(Ci)I - 1), its pro-
i=l n 
fit ism+ L i(lv(ci>I + 1). 
i=l 
p (G) := the minimum cost of a w-cover by edges and odd circuits in G. w 
v (G) := the maximum profit of a w-packing by edges and odd circuits in G. w 
Remark: 
The notion of "w-packing" is defined in Section 3.4. To bring the 
definition above in line with the definition in Section 3.4 define S:= 
V(G), and:!:= {{u, v}luv E E(G)} u {V(C)!c odd circuit}. Note however 
that the cardinality of a w-packing defined in Section 3.4 is not the same 
as the profit of a w-packing. 
The numbers defined above satisfy: 
(3.6.7) If G has no odd circuit, then aw(G) 
ttw(G) ~ pw(G) < pw(G), 
~w(G) ~ vw(G) > vw(G), 
pw(G) and ~ (G} = v (G) w w 
(Egervary [1931]), 
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p (G) + v (G) 
w w 
1 w • 
u£V(G) u 
(3.6.7) can be proved easily from the cardinality versions stated before 
(with w a 1), using the following construction. Define Gw by: 
{[u,iJlu £ V(G); i=l, ... ,wu}' 
E(Gw) = {[u,i][v,jJlu,v £ V(G); uv £ E(G); i=l, ... ,wu; j=l, ... ,wv}. 
Then one easily proves that~ (G) = ~(G ), p (G) = p(G ), v (G) = v(G ), 
w w w w w w 
~ (G) = ~(G ), p (G) p(G ), v (G) = v(G ), and V(G) = L w. More-
w w w w w w w uEV(G) u 
over G is bipartite if and only if G is. All this yields (3.6.7). Theorem 
w 
(3.6.3) can be generalized as well: 
Theorem 3.6.8 (Gerards [1986]) 
Let G be an undirected graph, without isolated nodes. If G contains no 
odd-K4 as a subgraph, then ~ (G) = p (G) and ~ (G) = v (G) /or any w w w w 
w £ zV(G). [] 
We prove this theorem later in this section. It should be noted that 
Theorem 3.6.8 does not follow from Theorem 3.6.3 by using G . The reason 
w 
is that it is possible that Gw contains an odd-K4 even if G does not. This 
is illustrated by the graph in Figure 3,13. (The bold edges, in Figure 
3.13b form an odd-K4.) 
x 
G 
y 
(a) 
z (y,l] 
Figure 3.13 
[x, 2] 
(b) 
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The statement "o: (G) = p (G) for each w E: zV(G),, can be reformulated w w 
in terms of integer linear programming. 
(3.6.9) Both optima in the following primal-dual pair of linear programs, 
are attained by integral vectors if w is integer valued. 
PRIMAL: 
max l w x 
uE:V(G) u u 
s.t. xu + xv ~ 1 
I x ~ i(lv(c)I - 1) 
uE:V(C) u 
DUAL: 
p*(G) := min 
w 
s.t. 
XU ~ 0 
l y + 
eE:E(G) e 
l y + 
eE:E(G) e 
eE:6(u) 
l H lv(c) I 
CE:r(G) 
l z ~ w CE:r(G) C u 
uE:V(C) 
Ye ~ 0 
zc > 0 
- l)zc 
(f(G) denotes the collection of odd circuits C 
G.) 
(uv e: E(G)); 
(C E: f(G)); 
(u E: V(G)). 
( u E: V ( G)) ; 
(e E: E(G)); 
(C E: r(G)). 
(V(C), E(C)) in 
Before proving Theorem 3.6.8, we prove a special case: 
Theorem 3.6.10 
Let G be an undirected graph Mithout isolated nodes. If G contains neither 
2 
-
-an odd-K4 nor an odd-K3, then o:w(G) = pw(G) and ~w(G) = vw(G) /or each 
w E: zV(G). 
Proof: According to Theorem 3,3.1, G has an orientation with discrepancy 
1. Let A denote the set of arcs in this orientation. For each~ e: A we 
add a reversely directed arc~ too. Denote A := {~I~ e: A}. Consider the 
following "circulation" problem: 
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s.t. a'?t.uxfa - a'?t.uxfa = 0 
a enters u a leaves u 
> w 
u 
f > 0 
a = 
and its linear programming dual: 
(3.6.12} max L w x 
uE:V(G) u u 
s.t. rr - rr + 
v u 
1T -11 + 
u v 
x < 1 
v = 
x < 0 
u = 
x > 0 
u = 
(u E: V(G}); 
(u E: V(G)}; 
(aE:AuX), 
(~ e: "Ai: 
(~ e: Xi: 
(uE:V(G)). 
The theorem is proved with the help of the following tQree proposi-
tions: 
Proposition 1: The constraint matrix of (3.6.11) is totally unimodular. 
Consequently both (3.6.11) and (3.6.12) have integral optimal solutions 
(Hoffman and Kruskal [1956], cf. Theorem 1.2.15). 
Proposition 2: Let rr E: zV(G), x E: zV(G) be a feasible solution of 
(3.6.12). Then x is a feasible solution of the primal problem of (3.6.9). 
Proposition 3: Let f E: .zl.uX be a feasible solution of (3.6.11). Then there 
exists a y E: zE(G) and a z E: :f"(G) , Mhich form a feasible solution of the 
dual problem of (3.6.9), such that: 
I Y + 
eE:E(G) e 
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Indeed, the three propositions together prove that tt (G) > p (G).By 
w = w 
(3.6.7), this yields tt (G) = p (G) and~ (G) = v (G).The three proposi-
w w w w 
tions above are shown as follows: 
Proof of Proposition 1: 
If we are given a directed graph D = (V(D), A(D)) and a spanning di-
rected tree T = (V(D), A(T)) on the same node set (not necessarily A(T) C 
A(D)), then the network matrix N of D with respect to T is defined as 
follows: N € {O, 1, -l}A(T)xA(D). For u, v € V(D) let P(u,v) C A(T) be the 
~· 
unique path in T from u to v. Then for each a1 € A(T), a2 = uv € A(D): 
1 if a1 € P(u,v), and a1 is passed forwardly going along 
P(u,v) from u to v; 
N := -1 if a1 € P(u,v), and a1 is passed backwardly going along 
al,a2 
P(u,v) from u to v; 
0 if a1 £ P(u,v). 
Network matrices are totally unimodular (Tutte [1965]). We prove Pro-
position 1 by proving that the constraint matrix of (3.6.11) is a network 
matrix. Indeed, let V(D) := V(T) := {v0} u {[u,iJlu € V(G), i € {l, 2}}, 
A(D) := {[u,l][v,211~ €A}, and 
A(T) := {v0[u,1Jlu € V(G)} u {"'"[u-,-1]""'[,_u-,2~jlu € V(G)}. 
Proof of Proposition 2: 
Since x is integral we only need to prove that xu + xv ~ 1 for 
uv € E(G). Indeed, xv+ xu ~ (1 - "v +nu) + (nv - nu) = 1 if uv € E(G) 
(~€Al. 
Proof of Proposition 3: 
D We can write f as f = L X0f , where a is a collection of directed 
D€a 
circuits in A u X, AD € z+ for each D € a, and fD € {O, l}AuX with f~ 1 
if and only if a € D. 
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For every even circuit D ( 6, let Mn be an arbitrary maximum cardina-
-+ ~ -+ lity matching in {uv ( E(G)luv ( D or vu ( D}. (In particular, if D = {uv, 
Vi!}, then MD= {uv}.) Define yD ( zE{G) by: 
Next y ( zE{G) is defined by: 
y = I: YD· 
DE6 
D even 
For each odd circuit D ( 6, let CD ( r(G) be defined by CD {uvl~ ( D or 
Vi! ( D}. Define z ( ;i"(G) by: 
if C = CD for some D, D E 6, IDI odd; 
else. 
The vectors y ( zE{G) and z ( zI"(G) form a feasible solution to the dual 
problem of (3.6.9). Moreover 
Remark: 
~~f = L XDIA n DI 
aEA a DE6 
~ L xDIMDI + L xD.i<lv(cD>I - 1) 
DE6 DE6 
D even D odd 
L y + L l<lv<c>I - l)zc. 
eEE(G) e CEr(G) D 
Theorem 3.6.10 also follows from the fact that the odd circuit con-
straints in the primal problem of 3.6.9 define a coflow polyhedron (cf. 
Cameron [1982], Cameron and Edmonds [1988]) in case G has an orientation 
of discrepancy 1. In fact the proof above use the same ideas as are used 
to proof the "coflow polyhedron theorem" (Cameron [1982], Cameron and 
Edmonds [1988]). 
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Proof of Theorem 3.6.8: 
Let 0 be a graph with no odd-K4. Assume that all graphs O' with 
JE(O')J < JE(O)J satisfy Theorem 3.6.8. We shall prove that 0 then satis-
fies Theorem 3.6.8. Obviously, we may assume 0 to be connected. Let w € 
zV(O}. By the weighted version of Theorem 3.6.5 we only need to prove that 
oc (0) = p (0). Obviously we may assume that w > 0 for each u € V(O}. 
w w u = 
According to Theorems 3.6.lO and 3.2.5 we may assume that 0 has a one-
node cutset or a strong 2-split. So we have subsets v1 , v2 of V(O} such 
that Jv1 n v2 J ~ 2, v1 u v2 = V(O}, and both v1\v2 and v2\v1 are nonempty 
sets not joined by an edge in E(O}. Moreover, in case Jv1 n v2 J = 2, the 
subgraphs o1 and o2 in 0 induced by v1 , v2 respectively are not bipartite. 
In the sequel we shall use the following notation: For each stable set 
UC v1 n v2 the number s(U} (s1 (U}, s2 (U} respectively} denotes the maxi-
mum weight L w of a stable set Sin 0 (01 , O? respectively} satisfying S 
u€S u 1 2 -
n v1 n v2 = U. Note that: s(U} = s (U} + s (U} - L w for each stable set 
u€U u 
u in v1 n v2 . 
We consider two cases. 
Case I: V1 n V2 induces a complete subgraph in O. 
Define the following weight functions: 
if u € V1\V2 ; 
- s1 ({u}} if u € v1 n v2 ; 
ifu€V2 \V1 ; 
if u € v1 n v2 • 
Obviously, neither o1 , nor o2 contains an odd-K4. Moreover JE(01)J < 
JE(O)J, JE(02 )J < JE(O)J. Hence there exists a w1- and a w2-cover by edges 
and odd circuits in o1 , o2 respectively, with cost s1 (~}. ocw(O} - s1 (~} 
respectively. The union of these two covers is a w-cover with edges and 
odd circuits in G with cost oc (G}. Hence oc (G} = p (G}. 
w w w 
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Define for i = l, 2; k = 2, 3 the graph G~ by adding to G. a path from 1 1 
u1 to u2 with k edges. (See Figures 3.14 and 3.15.) 
Claim 1: We may assume that G~ does not contain an odd-K4 (i 1, 2; k 1 
k = 2, 3). Moreover, IE(G.) I < IE(G) I. 1 
Proof of Claim 1: To prove the first assertion (for i = 1), it is suffi-
cient to prove that in a2 there exists an odd as well as an even path from 
u1 to u2 . Suppose this is not the case. Since a2 is not bipartite this 
implies the existence of a cutnode in a2 separating {u1 , u2} from an odd 
cycle in a2 . But such a cutnode is also a cutnode of G. In that case we 
can apply Case I to prove tt (G) = p (G). So we may assume that G~ has no w w 1 
odd-K4. 
If IE(G~)I ~ IE(G)I, then IE(G2 )1 ~ 3. Hence, since G2 is not bipar-
tite, a2 is a triangle. So u1u2 € E(G), contradicting our assumption that 
u1u2 ~ E(G). end of proof of claim 1 
2 2 2 2 . Define~:= s ({u1}) + s ({u2}) - s ({u1 , u2}) - s (0). Again we 
consider two cases. 
Case Ila: ~ > 0. 
Let b1 , b2 be the new nodes in ai. b the new node in G~. (See Figure 
3.14 below.) Moreover, let e1 , e2 , e, f 1 , and f 2 be the edges indicated in 
Figure 3.14. 
b 
Figure 3.14 
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We define the following weight functions: 
V(Oi) [:~({u}) if u € v1\{u1 , u2}; 1 1 2 if u € {ul' u2}; w €Z by WU := - s (~) 
if u € {bl' b2}; 
u 
if u € v2\{u1 , u2}; V(O~) f 2 2 2 2 + A if u € {ul' u2}; w € z by WU := :u + s (~) - s ({u}) if u € {b}. 
Claim 2: tt 1 (oi) = ttw{O) +A - s2 (~) and tt 2 (0~) 
w w 
Moreover, /or i = 1, 2 there exists a stabie set 
tt 2 (0~). ui ~ S, and b ~ S. 
w 
Proof of Claim 2: Straightforward case checking. 
s2 (~) + A. 
S in 022 with L w2 
u€S u 
end of proof of claim 2 
By Claim 1 there exists a w1-cover E1 , r 1 by edges and odd circuits in 
oi with cost tt 1 (oi) = ttw(O) +A - s2 (~). Let 01 , 02 and r denote the 
w 
multiplicity of e1 , e2 , e respectively in E1 . Let~ denote the sum of the 
multiplicities of the odd cycles in r 1 containing b1 (and b2). Assume E1 
1 
-and r are such that 01 + 02 + 20 + ~ is minimal. 
Claim 3: 0 . + r +~=A /or i = 1, 2. ConsequentLy, o1 = o2 . 1 
- 1 1 1 Proof of Claim 3: oi + 0 +~~A (E, r is a w -cover). Suppose 01 + 0 + 
~ > A. Then r = 0. Indeed, if not, then increasing 02 by 1 and decreasing 
r by 1 would yield a w1-cover with cost tt l(oii. and smaller 
- w 1 o1 + o2 + 2o +~-Moreover, 01 = O. Otherwise, take some u1v € E{O ). 
Adding u1v to E1 (or increasing its multiplicity in E1 ) and decreasing 01 
by 1, again yields a w1-cover with cost tt 1 (oi). and smaller o1 + o2 + 
w 2r + ~- Finally, ~ = 0, contradicting the fact that A ~ O. Indeed, if ~ > 
0 remove an odd circuit C with b1 € V(C) from r 1 , and ~dd the edges in the 
unique maximum cardinality matching MC E(C) not covering b1 , to E1• Since 
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M = t(IV(C)I - 1) this again yields a w1-cover with cost« 1(GI), and 
w 
smaller ~l + ~2 + 2y + ~. end of proof of claim 3 
By Claim l, there also exists a w2-cover E2 , r2 by edges and odd cir-
. 2 2 2 2 -2 
cuits in G2 with cost « 2 (G2) = s (0) + 6. Let E and r-- be such that the 
w 
sum, 6 say, of the multiplicities of the odd cycles in r2 containing b is 
minimal. 
2 Claim 4: f 1 and f2 do not occur (i.e. have multiplicity O) in E . More-
over, 6 = 6. 
Proof of Claim 4: Since the cost of E2 , r2 is« 2 (G~) and there exists a 
2 2 2 w 
stable set Sin o2 with L wu = « 2 (G2) and u1 , bi S (Claim 2), the edge 
2 uES w 
f 1 does not occur in E ("complementary slackness"). Equivalently f 2 does 
not occur in E2 . Tii.e proof that 6 = 6 is similar to the proof of Claim 3. 
end of proof of claim 4 
Using E1 , r 1 and E2 , r2 we are now able to construct a w-cover E, r in 
G by edges and odd circuits, and with cost« (G), thus proving« (G) = 
w w 
p (G). Tii.e construction goes as follows: 
w 
Step 1: Tii.e edges in E1 and E2 , except el' e2 and e, are added to E (with 
the same multiplicity). Tii.e odd circuits in r1 and r2 not containing b1 
(b2)' orb are added tor. 
2 2 _2 Step 2: Let c1 , ••• , C6 be the odd circuits in r-- containing b. (Remember 
that some of them may be equal.) 
(i) Let ci, ••• , C~ be the odd circuits in r 1 containing b1• Define for 
each i = 1, ••. , ~the odd circuit ci E r(G) by E(Ci) = 
1 2 -(E(Ci) u E(Ci))\{e1 , e2 , e, f1 , f 2}. Add all the odd circuits 
cl' ••• ' c~ to r. 
Note that, for each i = 1, .•• , ~: t(IV(Ci)I - 1) = t(jV(C~)I - 1) + 
t(lv<c~>I - 1) - 2. 
(ii) Define for each i = ~+l, ... , ~+~1 the collection of edges Mi as the 
unique maximum cardinality matching in E(C~) not covering b .. Each 
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edge occuring in Mi (i = ~+1, ... , ~+11 ) is added to E (as often as 
it occurs in any Mi). 
Note that, for each i = ~+1, ... , ~+11 : IMil = t(IV(C~) I - 1). 
{iii) Define for each i = ~+11+1, ... , ~+11+r (=A} the collection of 
edges Ni as the unique maximum cardinality matching in E{C~} not 
covering u1 and not covering u2 . All the edges occuring in any Ni 
are added to E (as often as they occur in any N.). 
. l. 2 Note that, for each i = ~+11+1, ... ,A, !Nil= HIV(Ci)I - 1) - 1. 
Claim 5: The collections E, r form a w-cover by edges and odd circuits in 
G. 
Proof of Claim 5: It is not hard to see that each u € {V1\V2 ) u {V2\v1 ) is 
covered w times by E, r. (The matchings in step 2{ii} and in step 2{iii} u 
of the construction do not decrease the number of times that a node in 
v2\v1 is covered.) The node 2 2 u1 is covered as leasts ({u1}) - s (~) times 
1 1 by E , r , and at least Wu + s2 (~) - s 2 ({u1}) +A times by E2 , r 2 
is covered at least w 
ul 
1 1 1 2 2 + A times by E , r and E , r together. During 
the construction this amount is decreased with~ by step 2{i), with 11 by 
step 2{ii}, and with r by step 2{iii}. Since~+ 11 + r =A, E and r cover 
u1 at least wu times. Similarly one deals with u2 , as 11 = 12 • 
end of proof of claim 5 
Claim 6: The cost of E, r is oc (G). 
w 
Proof of Claim 6: The cost of E1 , r 1 plus the cost of E2 , r 2 is equal to 
3 2 
oc l(Gl) + oc 2{G2) 2 2 = ocw(G) + A - s (~) + s (~) + A = ocw{G) + 2A. During the 
w w 
construction we lost exactly: 2~ in step 2{i), r in step 2{iii), and 211 + 
r by ignoring the edges el' e2' e. so the cost of E, r is ocw(G) + 2A -
2~ - r - (211+r) = ocw(G). end of proof of claim 6 
Claims 5 and 6 together yield that oc (G) 
w 
Case IIb: A < 0. 
p {G). 
w 
The proof of this case is similar to the proof of Case Ila. Therefore 
we shall only give the beginning of it. 
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Let b the new node in oi and let b1 and b2 be the new nodes in G~ (see 
Figure 3.15). 
b 
Figure 3.15 
Define the following weight functions: 
1 V(Gl) 1 2 2 [WU 
w E Z by wu := s ({u}) 
if u E V1\V2; 
2 
- s (~) - b. if u E {u1 , u2}; 
-b. if u = b; 
2 V(G~) 2 
w E Z by wu 
if u E V2\V1 ; 
s2 (~) - s 2 ({u}) if u E {u1 , u2}: 
The first thing to be proved now is 
Claim 7: « 1 (Gi) = «w(G) - b. - s2 (~) and« 2 (G~) =-b.+ s2 (~). Moreover, 
w hl 
for each U E {{u1 , b1}, {b1 , b2}, {u2 , b2}} there exists a stabLe 
set Sin G~ Mith L wu = « 2 (G~). and Sn U = ~. 
uES w 
From this point it is not hard to see how arguments similar to those 
used in Case Ila prove that« (G) = ~ (G). [] 
w w 
Remarks on the proof of Theorem 3.6.8: 
The proof of Case I of the proof above is identical with the proof of 
Theorem 4.1 in Chvatal [1975]. The techniques used in Case Ila and Case 
Ilb of the proof are similar to the techniques used by Boulala and Uhry 
[1979]. However, they restrict G2 to paths and odd cycles. Sbihi and Uhry 
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[1984] also use the decompositions of Case II. However, they used these 
decompositions in case a2 bipartite. Recently, Barahona and Mahjoub [1987] 
derived a construction to derive all facets of the stable set polytope of 
G, in case G has a two node cutset {u1 , u2 }, from the facets of the stable 
set polytopes of G~, and a;. {Here a1 and a2 are as in the proof above, G~ 
is derived from Gi by adding a five cycle {u1 , b, u2 , b1 , b2}.) 
Next we give some remarks on the min-max relations in Theorem 3.6.3 
and 3.6.8. 
Remarks: 
(i) Theorem (3.6.8) implies that if G contains no odd-K4, then p {G) = 
- V(G) w p:(G) for each w ( z. • In other words, the system of linear ine-
qualities in the primal problem of (3.6.9) is totally dual integral. 
Consequently, if G contains no odd-K4, then « {G) = p*(G) for each w { w w ( z~ 0 >. This means that the system of linear inequalities in the 
primal problem of (3.6.9) describes the stable set polytope of G. 
Obviously, also the statement "i: (G) = iJ {G) for each w E zV(G) .. can 
w w + 
be formulated in a way similar to (3.6.9). 
{ii) Theorem 3.6.8 {and Theorem 3.6.3) can be refined by allowing w-co-
vers (w-packings) by edges and odd circuits only to use edges not 
contained in a triangle, and odd circuits nc~ having a chord. In 
other words, if G has no odd-K4, then the system: 
x + x < u v 1 {uv ( E{G), uv is not contai-
ned in a triangle); 
{*) L x 
uEV{C) u ~ t{ IV{C) I - 1) {C E r{G), Chas no chord); 
x > 0 {u ( V{G)), u = 
is a totally dual integral system defining the stable set polytope 
of G. In fact the inequalitities in (*) are all facets of the poly-
hedron defined by {*) {for any graph G). So {*) is the unique mini-
mal totally dual integral system {cf. Schrijver [1981] (,see Theorem 
1.2.21 {ii) of this monograph)) for the stable set polytope of G, in 
case G has no odd-K4. 
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(iii) Earlier results on this topic are: 
- Chvatal [1975]: If G is series-parallel (i.e. G contains no homeo-
morph of K4), then a(G) = p(G). 
- Boulala and Uhry [1979]: If G is series-parallel, then a (G) = 
-
V(G) w pw(G) for each w E Z • In fact they only emphasize aw(G) = 
p*(G) (which was conjectured by Chvatal [1975]), but their proof 
w 
implicitly yields the stronger result. Recently, Mahjoub [1988] 
gave a very short proof of a (G) = p*(G) for each w E zV(G) for w w 
series-parallel graphs G. 
- Fonlupt and Uhry [1982]: G is almost bipartite, then a (G) = p*(G) 
V(G) w w 
for each w E Z • Sbihi and Uhry [1984] give a new proof of 
Fonlupt and Uhry's result. This proof implicitly yields a (G) 
V(G) w p (G) for each w E Z 
w 
Obviously, the graphs considered by Chvatal, Boulala, Fonlupt, Sbi-
hi, and Uhry do not contain an odd-K4. 
- Gerards and Schrijver [1986]: If G has no odd-K4 then aw(G) 
p*(G) for each w E zV(G) (cf. Theorem 2.3.3). 
w 
The last remark states that Theorem 3.6.8 implies that the polyhe-
dron defined by 
[
x >O 
u -
x + x < 1 
u v = 
u E V(G); 
uv E E(G), 
has Chvatal rank 1 in case G has no odd-K4 . In fact, Theorem 3.6.8 
yields a new proof of Theorem 2.3.3. 
Let A is a bidirected graph with no odd-K4 and let 
P := {xla ~ x ~ b, c ~ Ax ~ d} 
with a, b, c and d integral vectors. Then it is easy to see that P' 
is the projection of a face of Q' where 
and G a suitable graph. 
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[Indeed, by replacing the inequalities in a ~ x ~ b, c ~ Ax ~ d, by 
new inequalities, hereby introducing new variables (if necessary). 
This replacement is as follows: 
x. + x. < 'F x. + x. < 'F; 1 J 1 J = 
- x. + x. < 'F xi + x .. 0, xij + x. < 'F; 1 J 1J J = 
~ i 0, i x~ . < x~. O; - x. - x. 'F x. + x .. xij + 'F. + x. 1 J 1 1J 1J = 1J J 
x. ~ 0: x. ~ 0:. 1 1 . 
x. ~ f3 x. + Yi = 0, Yi ~ - f3. 1 1 
It is obvious, from the indicated construction that P' is an inte-
gral polyhedron if Q' is, and that the constructed undirected graph 
G contains no odd-K4. To prove that Q' is integral, let z beaver-
tex of Q'. Obviously we may assume that 0 < zu < 1 (u € V(G)) (by 
translating Q). Moreover, Q' is constrained by the inequalities: 
~ - (u € V(G)); x a u u 
x + x < b (e € E(G)); u v UV 
I x ~ HI b - 1] (C € r(G)). 
u€V(C) u e€E(C) e 
We may assume that a 0 for u € V(G), and (like in the proof of u 
Theorem 2.3.3) that b € {O, 1} fore€ E(G). Hence, by Theorem e 
J 
3.6.8, Q' is the stable set polytope of G. So z is an integral vec-
tor, which completes the proof of Theorem 2.3.3. 
COMPUTATIONAL ASPECTS 
We conclude this section by paying some attention to the computational 
complexity of the problems: Given G and w € zV(G), determine o: (G), p (G), 
w w 
p (G), ~ (G), v (G), and v (G).Well-known results are: w w w w 
- It is Jf.P-hard to determine o: (G), ~ (G), even if w • 1 (Karp [1972]). w w 
- There exists a polynomial-time algorithm to determine a maximum cardina-
lity w-matching, or a minimum cardinality w-edge-cover (Edmonds [1965a] 
for w • 1, Cunningham and Marsh [1978] for general w). 
Pulleyblank [personal communication] observed that determining p (G), or 
w v (G) is Jf.P-hard, even if w • 1. There is a reduction from PARTITION INTO w 
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TRIANGLES (cf. Garey and Johnson [1979]}. Indeed, given a graph G there is 
partition of V(G} into triangles in G if and only if p(G} ~ 11V(G}I. Since 
PARTITION INTO TRIANGLES remains .HP-complete for planar graphs (Dyer and 
Frieze [1986]), determining p(G), or v(G), remains .HJl-hard even if G is 
planar. 
If G contains no odd-K4, then p (G) and v (G) can be found in polyno-w w 
mial-time. Indeed, an algorithm can be obtained from the proofs given 
above (proofs of Theorem 3.6.10 and 3.6.8). However there are some diffi-
culties to be settled. 
SOLVING (3.6.11) AND (3.6.12) 
If G has an orientation of discrepancy 1, such orientation can be 
found in polynomial-time (see the final remarks in Section 3.3). Having 
this orientation A one can solve (3.6.11) and (3.6.12) as follows: Define 
the directed graph D = (V(D), A(D)) by: V(D) := {u.lu € V(G); i = 1, 2}, 
~ l. 
and A(D) := A1 (D) u A2 (D), with A1(D) := {u1u2 iu € V(G)} and A2 (D) := 
{~lu,v € V(G), ~€A}. Then (3.6.11) is equivalent to the min-cost-
circulation problem: 
(3.6.13) min L ga 
a€A2 (D) 
s.t. g is a nonnegative circulation in D, 
and g~ ~ wu (u € V(D)). 
ulu2 
(3.6.13) can be efficiently solved by the out-of-kilter method developed 
by Yakovleva [1959], Minty [1960] and Fulkerson [1961] (cf. Ford and 
Fulkerson [1962]). (Note that since the costfunction is {O, 1}-valued, 
there is no need to appeal to more sophisticated techniques as used by 
Edmonds and Karp [1972], RBck [1980] or Tardos [1985].) 
DECOMPOSITION 
If G has no orientation of discrepancy 1, then it has a one or two 
node cutset (with, in the latter case, both sides not bipartite). We can 
now go along the lines of Cases I and II in the proof of Theorem 3.6.8. In 
this way we get a recursive algorithm. However, in one side of the decom-
position we have to solve two or three stable set problems to determine 
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the numbers s'(U). (See the proof of Theorem 3.6.8.) Next we have to solve 
a stable set problem on both parts of the decomposition. If solving all of 
these four or five problems again needs a decomposition this might lead to 
an exponential number of steps. However there is a way to avoid this. Any 
time we have to decompose the graph we search a decomposition in which the 
smallest side, a1 say, is as small as possible. In that case ai and ai 
have an orientation of discrepancy 1. So the two or three stable set pro-
blems to determine the numbers s'(U) as well as the derived problems on a2 1 
or ai can be solved without further recursion. If we organize our algo-
rithm in this way there is no risk for exponential explosion. 
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CHAPTER 4. T-JOINS 
In this chapter we consider T-joins. Beside an introductory chapter, 
giving definitions and a short survey of the literature, this chapter 
consists of two parts. In Section 4.2 we give a common generalization of 
two theorems of Seymour on T-joins. Here, again, the odd-K41 s play a role. 
In Sections 4.3 until 4.5 we study the properties of a binary matroid 
associated with T-joins in a graph. In parallel with Sections 3.1 until 
3.3 we give decomposition results and orientation results for specially 
structured T-join problems. The results in Section 4.5 are applfed in 
Section 4.6 to give new proofs of certain min-max relations for specially 
structured T-join problems. 
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4.1. INTRODUCTION TO T-JOINS IN GRAPHS 
Let G be an undirected graph, and let T be a subset of V{G). AT-join 
is a subset F of E{G), such that {v € V(G)I lb(v) n FI is odd}= T. Ob-
viously, if G is connected then there exists a T-join if and only if ITI 
is even. More generally there exists a T-join if and only if IT n V(G1 )1 
is even for each component G1 of G. If UC V, such that lu n TI is odd, 
then b(U) is called a T-cut. We define: 
vT{G) .- maximum cardinality of a collection of disjoint T-cuts; 
~T(G) := minimum cardinality of a T-join. 
Obviously vT(G) < ~T(G), since for each T-join F and each T-cut b(U), we 
have IF n b(Ull ~ 1. 
Theorem 4.1.1 (Seymour [1981]) 
Let G be a connected bipartite graph. Then /or each even TC V(G): vT(G) = 
~T(G) · 0 
We omit the proof of Theorem 4.1.1. Proofs can be found in Seymour 
[1981], Frank, Seb5, and Tardos [1984], and Seb5 [1987]. Theorem 4.1.1 
yields the following min-max relation for T-joins in general graphs. 
Theorem 4.1.2 (Edmonds and Johnson [1970, 1973], Lovasz [1975]) 
Let G be an undirected connected graph. I/ T is an even subset o/ V(G), 
then 2~T(G) is equal to the maximum number o/ T-cuts such that each edge 
occurs in at most ti.Jo o/ them. 
Proof: Apply Theorem 4.1.1 to the bipartite graph G' and T' C V{G') defi-
ned as follows 
V(G') := V{G) u E(G); 
E(G') := {uelu € V(G), e € E(G), u endpoint of e}; 
T' := T. 0 
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There are two, at first sight unrelated, special cases of T-joins. 
THE CHINESE POSTMAN PROBLEM 
Given a graph G, a chinese postman tour is a sequence of nodes 
v0 , v1 , ... , vk = v0 such that vi-lvi E: E(G) (i = l, .•. , k), and for each 
e E: E(G) there exists an i = 1, ••• , k such that e = vi-lvi. It is not 
hard to see that the minimum length of a chinese postman tour with respect 
to some given length function w E: zE{G) is equal to L w + min 
eE:E(G) e 
{ L w IF is T-join}, where T := {u E: V(G)I l6(u)I 
eE:F e 
is odd}. Edmonds and 
Johnson [1973] derived Theorem 4.1.2 in the context of the chinese postman 
problem. (It is easy to see that this is not really a restriction.) 
MULTICOMMODITY FLOWS IN PLANAR GRAPHS 
Lemma 4.1.3 (Guan [1962]) 
Let G be graph and T C V(G) with ITI even. Then a T-join F in G is a mini-
mum cardinality T-join, if and only if IE(C) n FI ~ IE(C)\FI /or each 
circuit C in G. 
Proof: This lemma is an easy consequence of the following observation: if 
F1 is a T-join in G, then F2 C E(G) is a T-join in G if and only if F1 A 
F2 is a cycle in G. 0 
The following observation is easy to prove too. 
Lemma 4.1.4 
Let G be a graph, and T C V(G) with ITI even. Let F be a minimum cardina-
lity T-join. Then ~T(G) = vT(G) if and only if there exists a collection 
edge disjoint coboundaries 6(Uf) (f E: F) such that f E: 6(Uf) /or each f E: 
F. D 
These two simple observations will turn out to be useful. First for 
unders~l:lilding the relation between T-joins and multicommodity flows in 
planar graphs, and later in the proof of Theorem 4.2.2, which is an exten-
sion of Theorem 4.1.1. 
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Let G be a graph, and DC E(G). The multicommodity flow problem in G 
with respect to D is: does there exist a collection of edge disjoint cir-
cuits Cd (d E D) in G such that d E Cd (d E D)? A necessary condition 
obviously is the cut-condition: lb(U) n DI ~ lb(U)\DI for each UC V(G). 
However the condition need not be sufficient, as is shown in Figure 4.1 
Figure 4.1 
Let us suppose now that G is planar. Let G* be a planar dual of G 
(with respect to some embedding of Gin the plane). We may identify E(G) 
and E(G*), and consider DC E(G*). Now Lemma 4.1.3 shows that D satisfies 
the cut-condition in G if and only if D is a minimal T(D)-join in G* (whe-
re T(D) is the collection of those nodes in G* that are endpoints of an 
odd number of edges in D). Moreover, the existence of the desired circuits 
in the multicommodity flow problem in G with respect to D is equivalent to 
vT(D)(G*) = IDI. So we get: If D satisfies the cut-condition in G then 
there exists a collection of edge disjoint circuits Cd (d E D) with d E Cd 
for each d ED, if and only if vT(D)(G*) = ~T(D)(G*). In particular, with 
Theorem 4.1.1, this implies: (Eulerian graph= connected cycle.) 
Theorem 4.1.5 (Seymour [1981]) 
Let G be an eulerian planar graph, and let DC E(G). Then there exists a 
collection of edge disjoint circuits Cd (d E D) such that d E Cd /or each 
d E D if and only if D satisfies the cut-condition in G. 
Proof: If G is eulerian, G* is bipartite. So the theorem follows from 
Theorem 4.1.1 and the discussion above. D 
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This relation between T-cuts and multicommodity flows forms a motiva-
tion for the study of those graphs G for which vT{G) = ~T{G) for all even 
TC V(G). This is the subject of Section 4.2. 
We close this section with a description of Edmonds' algorithm to find 
a minimum weight T-join. 
Let G be an undirected graph, T c V(G) with ITI even, and l £ zE(G). 
+ 
The following algorithm finds a T-join F which minimizes L l . 
e£F e 
EDMONDS SHORTEST T-JOIN ALGORITHM (Edmonds [1965d], cf. Edmonds and John-
son [1973]). 
Let H be the simple complete graph with V(H) = T. For each s, t £ T find a 
shortest st-path, Pst' in G with respect to l. Let wst := L l for each e 
e€Pst 
s, t £ T. Find a minimum weight perfect matching s 1t 1 , s 2t 2 , ... , sktk in 
H (with respect to w, where k ilTI). Let F := E(P t) a ... a E(P t ). 
sl 1 sk k 
Then F is a shortest T-join. 
If one uses polynomial-time algorithms to find the shortest path Pst 
and the minimum weight perfect matching s 1t 1 , ••• , sktk' then the shortest 
T-join algorithm above is polynomial-time. {Polynomial-time shortest path 
algorithms are Dijkstra's algorithm {Dijkstra [1959]) and the Floyd-War-
shall algorithm {Floyd [1962] and Warshall [1962]). Edmonds algorithm for 
minimum weight perfect matching is polynomial-time (Edmonds [1965c]).) 
Remarks: 
Seb5 [1985, 1986] describes a good characterization for shortest paths 
in a weighted undirected graph with no negatively weighted circuits (edges 
may have negative weight). Using this, Seb5 proves a structure theorem for 
T-joins, g~neralizing the Edmonds-Gallai structure of matchings {Edmonds 
[1965a], Gallai [1963, 1964]). 
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4.2. A COMMON GENERALISATION OF TWO THEOREMS OF SEYMOUR ON T-JOINS 
In this section we study graphs G for which vT(G) = ~T(G) for each 
even TC V(G). From Theorem 4.1.1 and Theorem 4.6.1 we have 
Theorem 4.2.1 (Seymour [1981, 1977]) 
Let G be a connected graph. I/ G is bipartite or series-parallel, then 
vT(G) = ~T(G) /or each even subset T of V(G). [] 
[If G is series-parallel, then for each TC V(G) the graft [G,T] (cf. 
Section 4.3) has no K4-partition (cf. Section 4.3). So, by Theorem 4.6.1, 
vT(G) = ~T(G) for each even subset TC V(G).] 
Theorem 4.2.1 provides two sufficient conditions for vT(G) = ~T(G). 
These two conditions are of a quite different nature: bipartiteness is a 
parity condition (all circuits are even), whereas being series-parallel is 
a topological condition (no homeomorph of K4 as a subgraph). The following 
theorem replaces these two sufficient conditions by one weaker condition: 
Theorem 4.2.2 (Gerards [1988c]) 
Let G be an undirected, connected graph. I! (G,E(G)) contains neither an 
odd-K4 nor an odd-prism, then /or each even T C V(G) hle have 
vT(G) = ~T(G). [] 
(We prove this result later in this section.) 
Here an odd-prism is a (signed) graph as depicted in Figure 4.2. Wrig-
gled lines stand for pairwise internaly node disjoint paths, while odd, 
even respectively, indicates that the corresponding faces are odd cir-
cuits, even circuits respectively. 
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odd 
even even 
Figure 4.2 
It is straightforward to see that neither bipartite graphs, nor se-
ries-parallel graphs contain an odd-K4 or an odd-prism. So Theorem 4.2.2 
implies Theorem 4.2.1. The two forbidden configurations odd-K4 and odd-
prism are motivated by the fact that vV(G)(G) ~ TV(G}(G} in case G = K4 or 
G is the triangular prism (Figure 4.3). 
Figure 4.3 
Remark: 
The condition in Theorem 4.2.2 is not a necessary condition since 
vT(G} = TT(G} for all T C V(G) for the odd-K4 in Figure 4.4. 
138 
Figure 4.4 
However from Theorem 4.2.2 one can derive: 
Let (G,E) be a signed graph. Then the following are equivalent: 
(i) (G,E) contains no odd-K4 and no odd-prism; 
(ii) For each weight /unction w £ zE{G) with the property that 
+ 
L w is even ii and only i/ C is an even circuit in (G,E), 
e£E(G) e 
we have: 
/or each even T C V(G) the minimum weight o/ a T-join with respect 
to w is equal to the maximum cardinality o/ a w-packing o/ T-cuts. 
To prove Theorem 4.2.2 we use the following result. 
Theorem 4.2.3 
Let (G,E) be a signed graph with no odd-K4 and no odd-prism. I/ G is sim-
ple then one o/ the following holds: 
(i) (G,E) has a 1-split; 
(ii) (G,E) has a strong 2-split; 
(iii) (G,E) is almost bipartite. 
Proof: Let (G,E) satisfy the conditions of the theorem, without satisfying 
(i) or (ii). We prove that (G,E) is almost bipartite. 
Claim 1: There are no two node disjoint odd circuits. 
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Proof of Claim 1: Suppose to the contrary that c1 and c2 are odd circuits 
with V(C1 ) n V(C2) = 0. Obviously lv(Ci)I ~ 3 for i = 1, 2 (as G is sim-
ple). Since (i) and (ii) are not satisfied, Menger's Theorem (Menger 
[1927], cf. Theorem 1.3.1) yields the existence of three paths P1 , P2 and 
P3 from c1 to c2 such that V(Pi) n V(Pj) = 0 (i, j = 1, 2, 3, i ~ j). It 
is easy to see that c1 , c2 , P1 , P2 and P3 together form an odd-prism or 
contain an odd-K4 • This is a contradiction. end of proof of claim 1 
For each odd circuit C in (G,E) and each bridge B C E(G) of C there 
exists a unique path IC(B) on C with the following properties: 
- there exists an odd circuit C' such that E(C') C E(C) u B; 
V(C) n V(C') = V(Ic(B)) and E(C) n E(C') = E(Ic(B)); 
- each odd circuit C' with E(C') C E(C) u B satisfies: 
V(C) n V(C') ~ V(Ic(B)) and E(C) n E(C') ~ E(Ic(B)). 
Indeed if C contains at least three nodes with degree at least three, this 
follows from Claim 1 and Lemma 1.3.4. If C contains at most two nodes of 
degree at least three, this follows from the fact that (G,E) has no 1-
split and no strong 2-split. Note that it might be the case that 
lv(Ic(B)) I = 1 and E(Ic(B)) = 0. 
Now choose an odd circuit C and a bridge B of C, such that IC(B) has a 
minimal number of edges, among all IC(B) (over all odd circuits C, and 
bridges B of C).Let u be an endpoint of IC(B). 
Claim 2: u £ V(IC(B)) /or each bridge B of C. 
Proof of Claim 2: Suppose to the· contrary that u t V(IC(B)) for some brid-
ge B of c. Since Ic(B) is minimal, V(Ic(B))\V(Ic(B)) ~ 0. Let u £ 
V(Ic(B))\V(Ic(B)). 
Let c be an odd circuit, with E(C) c E(C) u B, V(C) n V(C) = V(Ic(B)), 
and E(C) n E(C) = E(IC(B)). Similarly, let C be an odd circuit, with 
E(C) C E(C) u B, V(C) n V(C) = V(IC(B)), and E(C) n E(C) = E(IC(B)). 
Obviously u £ V(C). Let B be the bridge of C containing u. Then E(C) is 
contained in 8 u E(C). So V(Ic(B)) c V(C) n V(C) C V(Ic(B))\{u}, contra-
dicting the minimality of IC(B). end of proof of claim 2 
It is an easy exercise to derive from Claim 2 that each odd circuit in 
(G,E) contains u. So (G,E) is almost bipartite. [] 
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Using the result just shown we can prove the main result of this sec-
tion. 
Proof of Theorem 4.2.2 
Let G be a connected graph. Then we have: vT(G) 
subset T of V(G) if and only if 
~T(G) for every even 
(*) for each w € {-1, l}E(G) such that L w > 0 for each cir-
e€E(C) e 
cuit C in G there exists a collection of edge disjoint coboundaries 
b(U-), e € {e € E(G)lw 
e e 
= -1} (=: F ), such that e € b(U-) for each w e 
e € F . 
w 
(This equivalence follows from Lemmas 4.1.3 and 4.1.4.) Let G be a graph 
such that (G,E(G)) contains no odd-K4 and no odd-prism, and such that 
Theorem 4.2.2 is correct for all graphs with fewer edges than G. We prove 
that (*) holds for G. So let w € {-1, l}E(G) such that: 
(**) L w ~ 0 for each circuit C in G. 
e€E(C) e 
We consider the three cases of Theorem 4.2.3. 
Case I: G has a one node cutset, {u} say. 
It is not hard to see that now a packing with coboundaries, as meant 
in(*), is obtained by taking the union of such packings in each of the 
sides of the cutset {u}. 
Case II: G is tz.x>-connected, and has a strong 2-split. 
So G has two nonbipartite subgraphs o1 and o2 such that V(G1) u 
V(G2 ) = V(G), IV(G1) n V(G2 )1 = 2 (V(G1) n V(G2 ) = {u, v} say), E(G1) u 
E(G2 ) = E(G), and E(G1 ) n E(G2 ) = ~. For i = 1, 2, let ~i be the length, 
with respect tow, of the shortest uv-path in Gi. By(**), ~1 + ~2 ~ 0. 
Hence we may assume ~2 ~ 0. 
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Construct a1 from o1 by adding to o1 a uv-path, P say, such that 
IE(Pll = tt2 (If tt2 = 0, identify u and v and call the new node u again.) 
1 E(Ol) 1 1 
Define w £ {-1, l} by we= 1 if e £ E(P) and we= we if e £ E(01). 
Now (G1 ,E(G)) contains neither an odd-K4, nor an odd-prism. (Indeed, there 
exist a uv-path Qin o2 with IE(Q)I • tt2 = IE(P)I (modulo 2).) Moreover a1 
contains no negatively weighted circuits with respect to w1 . So there 
exists a collection {b(Uelle £ F 1} of coboundaries in a1 , satisfying(*) 
1 w 
with respect tow • We may assume u ~ Ue for each e £ F 1 . Define Z := 
w 
{e £ F 1 ib(Ue) n E(P) #~}.and p := lzl. 
w 
Next we construct a2 from o2 by adding a uv-path Q to o2 with 
IE(Q)I = p. (If p = 0, identify u and v, and call the new node u again.) 
Claim 1: (G2 ,E(G2)) contains neither an odd-K4 nor an odd-prism. 
Proof of Claim 1: As o1 is nonbipartite, and 0 is 2-connected there exists 
in o1 an even uv-path, as well as an odd uv-path. end of proof of claim 1 
E(G2) · 
Define w2 £ {-1, 1} by w2 = -1 if e £ E(Q), and w2 = w if e £ 
e e e 
E(02). There are no negatively weighted circuits with respect to w2 in a2 . 
(Note that p ~ tt2 , and hence -p + tt2 ~ O.) So as a2 has fewer edges than 
0, there exists a collection {b(Velle £ F 2} of coboundaries in a2 in the 
2 w 
sense of (*) with respect to w . We may assume u ~ b(Ve) for each e £ F 2 . 
w 
Let rr be some bijection from Z to E(Q). Now it is easy to see that 
{b(U lie£ F 1\Z} u {b(V lie£ F 2\E(Q)} u {b(U u V ( ))le£ Z} e e e rr e 
w w 
is a collection of co-boundaries in 0, satisfying (*) with respect to w. 
Case III: 0 is almost bipartite. 
Let u £ V(O) such that Oi(V(O)\u) is bipartite, with bipartition u1 , 
u2' say. Define G as follows: 
V{G) := {V{O)\{u}) u {u1 , u2}; 
E{G) := {E{O)\b{u)) u {vuilv £ Ui' vu£ E{O), i 1, 2} u {u1u2}, 
- E(G) and w E {-1, l} by 
e 
e E E(G)\£(u); 
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e = vui; v E V(G)\{u}; i 
e = u1u2. 
Claim 2: L w ~ 0 /or all circuits c in a. 
eEE(C) e 
1, 2; 
Proof of Claim 2: Suppose to the contrary that L w < 0 for a circuit 
eEE(C) e . 
C in G. Obviously the edges in E(C)\{u1u2} give a circuit C in G, hence 
u1u2 EC. But this means that C is odd in G, and so r w = -1 + 
eEE(C) e 
L w > -1 + 1 = O. Contradiction. 
eE:E{C) e = 
end of proof of claim 2 
Since a is bipartite, Theorem 4.1.1 yields the existence of a collec-
tion {£(U >le E F} of coboundaries as meant in(*) with respect tow in 
e -w 
G. We may assume u1 i U (eEF ). But now {£(U >le E F \{u1u2}} is a desi-e - e w w 
red collection of coboundaries with respect to w in G. 0 
Remark: 
Case III in the proof above was derived independently by D. Wagner. 
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4.3. T-JOINS AND BINARY MATROIDS 
A graft is a pair [G,T], where G is an undirected graph, and TC V(G). 
Associated with a graft [G,T] we define the binary matroid 9'°[G,T] as fol-
lows: 
Let xT € RV(G) be the characteristic vector of T as a subset of V(G), and 
let M0 be the node-edge incidence matrix of G. Then 9'°[G,T] is the binary 
matroid represented over GF(2) by 
The element of 9'°[G,T], not in E(G), so corresponding with the last column 
of the above matrix will be denoted by t. So E{9'°[G,T]) = E(G) u {t}. 
CIRCUITS OF 9'°[G,T] 
The circuits of 9'°[G,T] are all sets of the forms: 
- E(C), if C is a circuit in G; 
- E(F) u {t}, if Fis a minimal T-join in G. 
RANK FUNCTION OF 9'°[G,T] 
If E' C E(G), then 
r9'°[G, T] (E') = r.Ad(G) (E')' 
(4.3.1) r9'°[G,T](E' u {t}) if E' contains a T-join, 
r9'°[G,T](E' u {t}) = r.Ad(G){E') + 1 if E' contains no T-join. 
We define the following reductions of a graft [G,T]: 
deletion [G,T]\e := [G\e,T]; 
contraction [G,T]/e := [G/e,T/e], where T/e C V(G/e) is defined by: 
T/e := T\{u, v} if l{u, v} n TI is even, and 
T/e := (T\{u, v}) u {v*} if l{u, v} n TI is odd. 
Here v* is the node of G/e in which e = uv is contracted. 
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Finally we also consider the deletion of isolated nodes not in T from 
G as a reduction of [G,T]. If [G,T] can be constructed from [G,T] by a 
series of reductions, we say that [G,T] reduces to [G,T]. Obviously graft-
reductions correspond to deletions and contractions in '.T[G,T]. 
MINORS OF '.J[G,T] 
'.J[G,T]/e = '.J([G,T]/e), and 
'.J[G,T]\e = '.J([G,T]\e) fore E E(G). 
Moreover '.T[G,T]\t = .IA{G) and '.T[G,T]/t is the binary matroid with circuits: 
all minimal T-joins, and all circuits in G containing no T-join. 
Remark: 
There is a similarity between grafts and signed graphs. Take an arbi-
trary T-join r in G. Then C is a circuit of '.T*[G,T] if C is an minimal 
even coboundary or t E C and C\{t} is a minimal odd coboundary. Here odd 
{even) means containing an odd {even) number of edges from r. So '.T*[G,T] 
is obtained from .tl*{G) by signing similarly as .'.f(G,r) is obtained from 
.JA{G). In particular if G is planar, with planar dual G*, and T-join r, 
then '.T*[G,T] = .'.f{G*,r). 
We define two special types of grafts: a K4-partition and a K3,2-par-
tition. They are indicated in Figure 4.5. Circles stand for connected 
subgraphs, odd {even) indicates that the corresponding connected subgraph 
contains an odd {even) number of members in T, and lines stand for edges. 
In case each circle in Figure 4.5 contains exactly one point we speak of 
R4 , R3,2 respectively. I.e., R4 [K4 , V{K4 )J and R3,2 
[K3,2 , V{K3, 2)\{u}], where u is one of the two nodes of degree three of 
the complete bipartite graph K3,2 • We say that a graft [G,T] contains {or 
has) a K4-partition (K3,2-partition) if each component of G contains an 
even number of points in T, and at least one component a1 of G contains a 
subgraph G1 , with V{G1) = V{G1), that is a K4-partition (K3,2-partition 
respectively). 
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K4 -partition K 3 ,2 -partition 
Figure 4.5 
The following lemma is easy to prove: 
Lemma 4.3.2 
Let [G,T] be a graft. Then the following are equivalent: 
(i) g-[G,T] has an F1-minor using t; 
(ii) [G,T] reduces to K4; 
(iii) [G,T] contains a K4-partition. 
Similarly, the following are equivalent: 
(i) g-[G,T] has an F7-minor using t; 
(ii) [G,T] reduces to K3,2; 
(iii) [G,T] contains a K3,2-partition. 
Together with Tutte's characterization of regular matroids (cf. Theorem 
1.4.4), this lemma yields 
Lemma 4.3.3 
D 
Let [G,T] be a graft. Then g-[G,T] is regular if and only if [G,T] contains 
no K4-partition and no K3,2-partition. D 
146 
4.4. DECOMPOSITION 
Grafts, and their associated binary matroids, where first introduced 
by Seymour [1980]. They play an important role in the proof of Seymour's 
decomposition theorem for regular matroids (cf. Theorem 3.2.1). In this 
section we present Seymour's result as well as the decomposition theorems 
of Truemper and Tseng [1986] and Truemper [1987a] (for binary matroids 
with no F7-minor using a specific element), in terms of grafts. To this 
end we introduce the notion of splits for grafts. 
Let [G,T] be a graft, with IT n V(G')I even for each component G' of 
G. 
1-SPLIT: 
If G is disconnected, with component v1 , then [GIV1 ,T n v1J; 
[Gl(V(G)\V1), T\V1J is a 1-split of [G,T]. 
If G is connected, and has a 1-node cutset {u}, then [G1 ,T1J, [G2 ,T2J 
is a 1-split of G, where a1 and a2 are the two sides of the cutset {u}, 
and T1 is defined as T\V(G2 ) in case IT n V(G2 )1 is even, and as (T\V(G2)) 
u {u} in case IT n V(G2 )1 is odd. T2 is defined similarly. [G1 ,T1] and 
[G2 ,T2] are the parts of the 1-split. 
2-SPLIT: 
If G has a 2-node cutset, {u, v}, say with sides a1 and a2 , such that 
neither a1 nor G2 is equal to the graph in Figure 4.6(a) below, with w € 
T, then [G1 ,T1], [G2 ,T2] is a 2-split, where [G1 ,T1] is defined as 
follows: ([G2 ,T2] is defined similarly.) 
If TC V(G1), then V(G1) := V(G1), E(G1) := E(G1) u {uv}; T1 := T. 
(Figure 4.6(b)). If T\V(G1 ) ~ ~. then [G1 ,T1] is defined by V(G1) := 
V(G1) u {v*}, (where v* is a new node) and E(G1 ) := E(G1} u {uv*, v*v} 
(Figure 4.6(c)). Moreover T1 : = (T n V(G1)) u {v*} if IT\V(G1 1 is odd and 
T1 := (T n V(G1)) ~ {u, v*} if IT\V(G1)1 is even. [G1,T1] and [G2 ,T2J are 
the parts of the 2-split. In case T\V(G1) and T\V(G2) both are nonempty 
we call the 2-split strong. 
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w 
~) (~ 
Figure 4.6 
3-SPLIT: 
If G has a 3-node cutset, {u1 , u2 , u3} say, with two sides G1 and G2 
such that: TC V(G1), IE(G2 )1 ~ 4, then [G1 ,T] is called a 3-spZit, where 
o1 is defined by V(G1) = V(G1) u {v*} (where v* is a new node); E(G1) = 
E(G1 ) u {u1v*, u2v*, u3v*}. [G1 ,T] is the part of the 3-split. (So a 3-
split has one part only.) 
The following lemma is easy to prove. 
Lemma 4.4.1 
Let [G,T] be a graft with IT n V(G')I even /or each component G' of G. 
Moreover Let [G,T] have a k-spZit (k ~ 3) and no l-spZit /or any l < 
k. Then [G,T] has no K4-partition and no K3,2-partition if and oniy if 
each part of the k-split has no K4-partition and no K3,2-partition. 
Proof: Under the conditions given, each part of a split is a reduction of 
the original graft. This settles one side of the equivalence. The other 
side can be proved by case-checking. D 
Now we state and prove a decomposition result for grafts with no K4-
partition and no K3 ,2-partition. 
Theorem 4.4.2 
Let [G,T] be a graft containing no K4-partition and no K3,2-partition. 
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Then one of the following holds: 
(i) G has a loop, or parallel edges; 
(ii) [G,T] has a l-, 2-, or 3-split; 
(iii) IT n V(G'll is odd /or a component G' of G, or ITI ~ 2; 
(iv) G is planar, with all members of T on one common face; 
(v) G = K3 , 3, and T = V(K3 , 3). 
Proof: Let [G,T] be a graft with no K4-partition and no K3 , 2-partition. 
So, by Lemma 4.2.3, 1[G,T] is regular. Hence we can apply Seymour's decom-
position theorem (Theorem 3.2.1). We assume that [G,T] has neither a 1-, 
2-, or 3-split, nor loops, nor parallel edges. Moreover we assume that G 
is connected and that ITI is even. We consider four cases. 
Case I: 1[G,T] is graphic. 
We prove that ITI = 0 or 2. Let 1[G,T] - .M{G) for some graph G. Let 
e € E(G) correspond to t. If e is a loop, then t is a loop in 1[G,T]; so 
T = 0. So suppose that e = uv (u # v, u, v € V(G)). Observe that .M(G) = 
1[G,T]\t - M(G\e). As G has no 1- or 2-split, each 2-node cutset of G has 
one side equal to the graph of Figure 4.6(a). From Whitney's Theorem (if 
a1 is 3-connected and .M(G1) - .M(G2), then G1 - a2 (Whitney [1932])) it now 
follows that G - G\e. So we may assume that G = G\e. Take any uv-path P in 
G\e (=G).Then P together with e is a circuit in .M(G). So P together with 
t is a circuit in 1[G,T]. This implies T = {u, v}. 
Case II: 1[G,T] is co-graphic. 
We prove that [G,T] satisfies (iv). Let G be a graph such that 
1[G,T] - .tl*(G). Let e € E(G) be the edge corresponding tot. Then .M(G) 
1[G,T]\t - .tl*(G)\e = .tl*(G/e). So .M(G) is graphic and co-graphic, and 
hence G is planar. As G is connected and !TI is even, there exists at 
least one T-join in G. Hence t is no co-loop in 1[G,T], which means that e 
is no loop in G. So e = uv with u # v (u, v € V(G)). As in Case I we may 
assume that the planar dual G* of G satisfies G* = G/e. Let u* € V(G*) be 
the node in which {u, v} is contracted by the contraction G/e. Let F be 
the collection of edges in G, corresponding to &(u)\{e}. As &(u) is a 
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circuit in .ll*(G), Fis a T-join. But after the contraction of e, the 
edges in 6(u)\{e} are in b(u*) C E(G/e). This means that the boundary C of 
the face in G corresponding to u* in G* = G/e contains a T-join, namely F. 
That is, TC V(C); so (iv) holds. 
Case III: !T[G,T] - ~o· 
It is straightforward to verify that in this case G = K3 , 3 , 
T V(K3 , 3). (Note that ~0\x - M(K3 , 3) for each x € E(~0 ).) 
Case IV: !T[G,T] satisfies (1) of Theorem 3.2.1. 
We prove that (iii) or (iv) hold. So, let E1 , E2 form a partition of 
E(G) such that 
with k = 1, 2 and IE1 1, IE21 + 1 ~ k, or k = 3 and IE11. IE2 1 + 1 > 6. 
From (*) and (4.3.1) we get: 
where £ := 0 if E2 contains a T-join, and £ := 1 else. 
Define E~, ••• , E~, E~, .•• , E~, and the auxilary graph H, as in the 
proof of Theorem 3.2.3. (Note that if E2 = 0, then k = 1 and £ = O. So T 
0, and hence (iii) holds.) 
Claim 1: H is a bipartite connected graph with no isthmuses. Moreover 
IE(H)I = s + t + k - £ - 2 = IV(H)I + k - £ - 2. 
Proof of Claim 1: The proof is similar to the proofs of Claims 1 and 2 in 
the proof of Theorem 3.2.3. end of proof of claim 1 
Claim 2: k = 3, and £ = 0. H is homeomorphic to the graph in Figure 
4.?(b). 
Proof of Claim 2: If H is a circuit, then [G,T] would have a 2-split. 
Claim 1 now yields k - £ - 2 ~ 1. So £ < k - 3, i.e. k = 3, £ = O. 
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Hence IE(H)I = IV(H)I + 1. Since H has no isthmuses, His homeomorph to 
one of the graphs in Figure 4.7. If His homeomorphic to the graph in 
Figure 4.7(a), then [G,T] must have a 2-split, a contradiction. So His 
homeomorphic to the graph in Figure 4.7(b). end of proof of claim 2 
(a) (b) 
Figure 4.7 
Hence G is of the form as in Figure 4.8 where 
1 s 1 t A, BE {E1 , ... , E1 , E2 , ... , E2}, and c1 , c2 and c3 are unions of ele-
1 s 1 t 
ments of {E1, ... , E1, E2 , ... , E2}\{A, B}. Note that for i = l, 2, 3 it 
is possible that Ui =Vi' implying Ci = 0. 
Figure 4.8 
Claim 3: Ci = 0, Ci = {uivi}' or Ci = {uiwi' wivi} for some wi ET, for 
i = l, 2, 3. Moreover lc11 + lc21 + lc31 ~ 5. 
Proof of Claim 3: The first part of the claim follows from the fact that 
[G,T] has no 2-split. If the second part would not be true, then C. 
1 
{u.w., w.v.} for some wi ET for each i = 1, 2, 3. But then 1 1 1 1 [G,T] has a 
K3,2-partition (T is even), a contradiction. end of proof of claim 3 
Claim 4: A u B 
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Proof of Claim 4: Since IE1 1 ~ 6, E1 cannot be contained in c1 u c2 u c3 . 
So we may assume A= Ei. Moreover, IEil ~ 3. as [G,T] has no 3-split. The 
edges in c1 u c2 u c3 which are adjacent to u1, u2 , or u3 cannot be in E1. 
(Since A is a component of E1.) Now from Claim 3 and the fact that IE1 1 ~ 
6 if follows that B = Ei. Since IE21 ~ 5, and lc11 + lc21 + lc31 ~ 5 we 
have c1 u c2 u c3 = E2• end of proof of claim 4 
Claim 5: G ts the graph tn Figure 4.9. Moreover w1, w3 ET. 
Proof of Claim 5: From the previous it follows that we only need to prove 
that A = Ei and B = Ei (cf. Figure 4.8) are triangles. If IEil ·or IEil is 
at least 4, then [G,T] has a 3-split. Since IE1 1 ~ 6, this yields IEil 
IEil = 3. If Ei or Ei is not a triangle then one easily finds a 1- or 2-
split. end of proof of claim 5 
Figure 4.9 
So w1, w3 ET. If u2 ET, or v2 ET, then we would have a K3,2-parti-
tion (as ITI is even). Hence T lies on the outer face of the planar graph 
G, i.e. (iv) holds. This finishes the proof of Theorem 4.4.2. [] 
Also for graphs with no K4-partition a decomposition result holds. It 
follows from Theorem 4.4.2 and the following result. (It also follows from 
Truemper [1987a: Theorem 2.1]. We give an elementary proof.) 
Theorem 4.4.3 
Let [G,T] be a graft with no K4-partttton. 
Then one o/ the following holds: 
(t) G has parallel edges; 
(it) [G,T] has a 1-spltt or a strong 2-spltt; 
(iii) [G,T] has no K3•2-partition; 
(iv) [G,T] - R3•2. 
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Proof: Let [G,T] be a graft with no K4-partition, and not satisfying (i}, 
(ii}, or (iii}. We shall prove that [G,T] - R3 2 . First we define an ex-
. • 1 2 1 1 1 2 
tended K3 2-partition, by Figure 4.10. The sets U , U , V1 , V2 , v3, V1 , 
v~. V~ pa~tition V(G}. The graphs.induced by these sets are connected. For 
each i = 1, 2 and j = 1, 2, 3: Iv~ n TI is odd, or V~ 0, and for each 
J J 
j = 1, 2, '3 we have that v~ u v~ ~ 0. 
J J 
Figure 4.10 
Since [G,T] contains a K3,2-partition, it contains an extended K3,2-parti-
tion. Let u1 , U2 , etc. be an extended K302-partition with lu1 1 + lu2 1 
minimal. 
Claim 1: Let i = 1, 2. Then there exists a ui € Ui 
i i 
and u v3, 
v~ ~ 0. 
J 
i 1 
such that for each j = 1, 2, 3: vj € Vj 
i i i i 
and edges u v1 , u v2 
2 i . 
u Vj, and vj € V~ if 
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Proof of Claim 1: Obviously we may assume that i = 1, and that V~ ~ 0 for 
j = l, 2, 3. There exist a node u € u1 and three mutually openly disjoint 
paths P1 , P2 , and P3 from u to v1 € v~. v2 € v~. and v3 € V~ respectively, 
such that V(Pj)\{vj} C u1 for j = l, 2, 3. To prove the claim it suffices 
to prove that each Pj (j = 1, 2, 3) is a single edge. By symmetry we may 
restrict ourselves to prove that P1 is a single edge. Suppose this is not 
1 the case. Then the set, X say, of nodes v € U \(V(P2) u V(P3)) for which 
there exists a vw-path P, with w € V~ and V(P)\{w} C u1\(V(P2) u V(P3)) is 
-1 -2 1 not empty. Define the sets v1 and v1 as follows (note that v1 ~ 0): 
I __ 2 -1 1 2 -2 
- if Ix n T is odd, and VJ:~ 0, then v1 := x u v1 u v1 , and v1 := 0, 
I I 2 Nl -2 1 
- if X n T is odd, and v1 = 0, then v1 := X, and V1 := V1 , 
I I -1 1 N2 __ 2 
- if X n T is even, then v1 := Xu v1 and v1 := VJ:· 
Nl -2 -1 1 N2 __ 2 -i i The two sets v1 and v1 form, together with U := U \X, u := U-, Vj := Vj 
(i = 1, 2; j = 2, 3), an extended K312-partition. The fact that IU11 + 
IU2 1 lu11 + fu2 1 - lxl < lu11 + lu2 1 contradicts our ass:umption that 
lu11 + lu2 1 is as small as possible. end of proof of claim 1 
Claim 2: Let i, j € {l, 2, 3} ~tth i ~ j. Then there exists no edge from 
1 2 1 2 Vi u Vi to vj u vj. 
Proof of Claim 2: If 
partition in [G,T]. 
there was such an edge, one could easily find a K4-
end of proof of claim 2 
-i i i 1 2 Define U := U \{u } for i = 1, 2, with u and u as in Claim 1. It is 
easy to derive from Claim 3 below that [G,T] - R3, 2 . 
-1 -2 I 1 2 1 1 2 d Claim 3: U = U = 0, Vj u Vj = 1 (j = 1, 2, 3) and u u ~ E(G). 
-1 -2 Proof of Claim 3: First note that there exists no edge from U u U to 
3 2 i 
u u Vj. Indeed, such edge would imply the existence of an extended 
j=l i=l 
K312-partition with smaller lu11 + lu21. So {u1 , u2} is a 2-node cutset. 
From the fact that [G,T] has no strong 2-split Claim 3 easily follows. 
end of proof of claim 3 
D 
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Lemma 4.4.4 
Let [G,T] be a graft with no K3,2-partition. If [G,T] has no 1- or 2-
split, then [G,T] has no K4-partition or [G,T] = R4• [] 
Remark: 
Obviously Lemma 4.4.1, Theorem 4.4.2, Theorem 4.4.3 and Lemma 4.4.4 
yield polynomial-time algorithms for recognizing: 
- grafts with no K4-partition and no K3,2-partition, 
- grafts with no K4-partition, 
- grafts with no K3,2-partition. 
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4.5. ORIENTATION 
In Section 3,3 we characterized those graphs which have an orientation 
such that on each circuit the number of forwardly directed edges differs 
at most one from the number of backwardly directed edges. In this section 
we consider the question (posed by A. Frank): does there exist a "cut-
version" of this result? To be precise: for which graphs G does there 
exist an orientation A of the edges such that for each inclusionwise mini-
mal coboundary 6(U) the difference between the number of arcs in A ente-
ring U and the number of arcs in A leaving U, is at most one? An answer to 
this question is: 
Theorem 4.5.1 
Let G be an undirected graph. Then the following two are equivalent: 
(i) [G,{v € V(G)I l6(v)I is odd}] contains neither a K4-partition nor a 
K3 2-partition; 
(ii) th~re exists an orientation A of the edges in G, such that: 
I I{~€ Alu€ U, v ~ u}I - I{~€ Alu~ U, v € U}I I ~ 1 
/or each UC V(G) with the property that both GIU and Gl(V(G)\U) are 
connected. [] 
This result is an immediate consequence of the following theorem. 
Theorem 4.5.2 
Let [G,T] be a graft with G connected and ITI even. Then the following are 
equivalent: 
(i) [G,T] has no K4-partition and no K3,2-partition; 
(ii) there exists a partition T1, T2 of T such that IT1 1 = IT2 1 and each 
T-join is an edgedisjoint union of circuits and IT1 1 paths from T1 
to T2; 
(iii) there exists a partition T1, T2 of T such that for each UC V(G}, 
with GIU and Gl(V(G}\U) connected, we have 
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(iv) for each T-join F C E(G), there exists an orientation A of the edges 
in F such that for each UC V(G), with GjU and Gj(V{G)\U) connected, 
we have 
I I{~€ Alu€ U, v 'U}j - I<~€ Alu' U, v € U}il ~ 1. 
Moreover, if a partition T1 , T2 of T satisfies (ii), then it satisfies 
(iii), and conversely. 
Proof: 
(i) * (ii): If [G,T] has no K4-partition and no K3,2-partition then by 
Lemma 4.3.3 and Theorem 1.4.7 there exists a {O, ± !}-matrix [N,y] • 
[M0 ,xT] (modulo 2) which represents 1[G,T] over R. We may assume that each 
column of N contains exactly one 1 and one -1 (cf. the Claim in the proof 
of Theorem 3.3.1). As the columns of MG span xT over GF(2), the columns of 
N span y. Hence y has as many l's as -l's. Let T1 := {u € V{G)jyu = 1} and 
T2 := {u € V(GllYu = -1}. Then T1 and T2 partition T. Now let F be a T-
join. Then there exists a {O, ± l} vector x • xF (modulo 2) such that Nx 
y. (By Theorem 1.4.7, as MGxF = xT.) It is easy to see that this means 
that F contains IT1 1 edge disjoint paths from T1 to T2 with different 
endpoints. Now the fact that deleting these paths from F yields a cycle in 
G, proves {ii). 
(ii)* (iii) and (iv): Let T1 and T2 be as in (ii). Take UC V(G) with alu 
and Gj(V(G)\U) connected. Then there exists a T-join F C E(G) such that 
j6(U) n FI ~ 1. Since T1 and T2 satisfy (ii) this means that I ju n T11 -
lu n T2 11 ~ 1. So (iii) follows. 
To prove (iv), let F be a T-join in G. Let P1 , ... ,Pk (k = IT1 1J be 
paths from T1 to T2 and c1, ... ,Cl be circuits in G such that E(P1), ... , 
E(Pk)' E(C1 ), ... , E(Cl) partition F. Orient the edges on each path Pi 
(i = 1, ... , k) such that each Pi becomes a directed path from T1 to T2 . 
Orient the edges on each circuit C. (i = 1, ... , l) such that C. becomes a 1 1 
directed circuit. Let A be the orientation of F obtained in this way. 
Take UC V(G) with aju and Gj(V(G)\U) connected. From I lu n T1 1 -
lu n T2 1 I ~ 1, it easily follows that A satisfies the condition in (iv) 
with respect to U. 
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(iv)* (iii): Let F be a T-join and A be an orientation of Fas meant in 
(iv). If u e: V(G) is not a cutnode of G then I I{~ e: Alv E: (G)}i - I{~ 
e: Alv e: V(G)}i I $ 1. If u is a cutnode of G, the same inequality can be 
achieved by reve~sing, if necessary, all arcs of A at one side of the 
cutnode (by choosing the two sides appropriately). Now define 
T1 := {u E: V(G),I{~ E: Alv e: V(G)}i - I{~ E: Alv e: V(G)}I = 1}. Then 
T1 C T. Let T2 := T\T1 • Now it is easy to see that T1 and T2 satisfy the 
condition in (iii). 
(iii)* (i): A partition of T as meant in (iii) is impossible for grafts 
with a K4-partition or a K3 , 2-partition, as is easily checked. D 
In the following section we illustrate how Theorem 4.5.2 can be used 
to prove certain min-max relations for T-joins. 
Remark: 
Note that the decomposition result in Theorem 4.4.2 can be used not 
only to recognize grafts with no K4-partition and no K3 , 2-partition in 
polynomial-time, but also to find the partition T1 , T2 of T as in Theorem 
4.5.2 in polynomial-time. Indeed, if ITI = 2 the partitio~ is obvious. 
In case G is planar with T C V(C) for some face C of G then T1 and T2 are 
found as follows: Go along C, and put the nodes in T alternating in T1 and 
in T2 . In case [G,T] = [K3 , 3 ,V(K3 , 3)] then T1 and T2 are the two colour 
classes of G. Finally if [G,T] has a 1-, 2-, or 3-split one finds T1 and 
T2 easily from the partition of T into T1 and T2 in the parts of the 
split. 
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4.6. SHORTEST T-JOINS AND PACKING WITH T-JOINS 
From Theorem 3.4.1, Remark {ii) following that theorem, and Lemma 
4.3.2 the following result follows. 
Theorem 4.6.1 
Let [G,T] be a graft. Then the following are equivalent: 
(i) [G,T] contains no K4-partition; 
(ii) For each weight function w € z~{G), the minimum weight of a 
T-join is equal· to the maximum cardinality of a w-packing with 
T-cuts. 
(iii) The system of inequalities 
x > 0 
e 
e~o{U) xe ~ 1 
{e€E{G)); 
{ju n TI is odd) 
is a totally dual integral description of the dominant of the cha-
racteristic vectors of T-joins. 
Similarly, the following are equivalent: 
(i)' [G,T] contains no K3 2-partition; 
' · E{G) (ii)' For each weight function w € Z+ , the minimum weight of a 
T-cut is equal to the maximum cardinality of a w-packing with T-
joins. 
(iii)' The system of inequalities 
Remark: 
x > 0 
e 
r: x > 1 
e€F e 
{e € E{G)); 
{F is a T-Join). 
is a totally dual integral description of the dominant of the 
charasteristic vectors of T-cuts. D 
Note that Theorem 4.1.2 implies that the systems given in Theorem 
4.6.1 always define an integral polyhedron. {Compare with the Remark {iii) 
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following Theorem 3.4.1.) Seb6 [1988] derived a totally dual integral 
system describing the dominant of the characteristic vectors of T-joins. 
So in case [G,T] contains no K4-partition and no K3,2-partition, then both 
min-max relations in Theorem 4.6.1 hold. Below we shall see how this easi-
ly follows from the orientation Theorem 4.5.2. (See the remarks after 
Corollary 3.4.3.) 
SHORTEST T-JOIN 
Let w £ zE(G). The shortest T-join probLem is: 
+ 
(4.6.2) Find a T-join F C E(G), which minimizes L w. 
e£F e 
The T-cut packing probLem is 
(4.6.3) Find a maximum cardinaiity w-packing with T-cuts. 
Assume T1 and T2 forms a partition of T as is meant in Theorem 4.5.2. 
~ ~ 
Replace all edges uv in G by two directed edges uv and vu. Call the set of 
arcs obtained in this way A. Consider the following primal-dual pair of 
~ 
linear programming problems. (If uv £ A then ~ := ~ := wuv 
(uv £ E(G)).) 
(4.6.4) min L w f 
a£A a a 
s.t. 
L f 
a enters u a 
L f 
a leaves u a 
(4.6.5) max L rr 
u 
u£Tl 
- L rr u u£T2 
s.t. rr - rr < ~ if 
V U = UV 
rrv £ R if v £ V(G). 
[ 
1 
-1 
0 
0 
~ 
UV £ A; 
if 
if 
if 
if 
u £ V(G)\T; 
a £ A. 
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Proposition 4.6.6: (4.6.2) and (4.6.4) are equivalent. 
Proof: Let F be a T-join. Since Fis the disjoint union of IT1 1 paths from 
T1 to T2 and, possibly, some circuits, there exists a feasible solution f 
of (4.6.4) with L w f = L w . 
aE:A a a Aef:.F e 
Conversely, let f € 0+ be an optimal solution of (4.6.3). As the con-
straint matrix of (4.6.4) is totally unimodular, we may assume that f € Z 
a 
for each a€ A. The set of arcs F := {uv € E(G)lf~ + f~ is odd} is a 
UV VU 
T-join, with L w $ L w f . 
ef:.F e - aE:A a a 
Hence (4.6.2) is equivalent with (4.6.4). D 
So we get the following (in)equalities between the optimal values of 
the above optimization problems: 
max (4.6.3) ~ min (4.6.2) = min (4.6.4) = max (4.6.5). 
So, in order to prove min (4.6.2) = max (4.6.3), it suffices to prove 
max (4.6.5) ~ max (4.6.3). Therefore, let n € OV(G) be an optimal solution 
of (4.6.5). As the constraint matrix of (4.6.5) is totally unimodular we 
may assume that n € Z (u € V(G)). Define for each A€ R with A := u 
min {nulu € V(G)} ~A ~ max {nulu € V(G)} =: A+ the set VA := 
{u € V(G)lnu ~A}. 
These sets VA satisfy the following two properties: 
A 
I: I+ I lvA n T1 I - lvA n T2 1 I ~ L "u - L "u· A=A_ uf:.T1 uf:.T2 
A A 
[Indeed, I+ I lvA n T1 1 - IVA n T2 1 I ~ L+ (ivA n T1 1 - lvA n T2 ll A=A A=A 
A+ 
L ( L l{u} n VA}I - L l{u} n VAi) 
A=A uf:.T1 uf:.T2 
A 
+ 
L L I {u} n VA I -
uf:.T1 A=A 
A 
+ 
L L l{u} n VAi 
uf:.T2 A=A 
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II: The collection 6{VA) (A_ < A < A+) is a w-packing with cobounda-
ries. 
[Straightforwardly.] 
By applying the following proposition to each of the sets VA we find a 
w-packing with T-cuts with cardinality et least L rr - L rr . This 
u u 
u£T1 u€T2 
proves max (4.6.3) ~ max (4.6.5). 
Pro osition 4.6. : Let UC V(G). Then 6(U) contains at least 
lu n T1 1 - lu n T2 1 I disjoint T-cuts. 
Proof: First assume alu to be connected. Let v1 , ... , Vk be the node sets 
of the components of Gl(V(G)\U), with Iv. n TI odd for i = 1, ..• , l, and 
1 
even for i = l+l, ... , k. As 6(V1), .•. , 6{Vk) partition 6(U), we only 
need to prove that l ~ llunT1 1 - IUnT2 1 I: 
I lu n T1 1 - lu n T2 1 I = I l(V(G)\U) n T1 1 - l(V(G)\U) n T2 1 I < 
i~ll lvi n T1 1 - lvi n T2 1 I = l, 
where the last equality follows since the pair T1 , T2 satisfies Theorem 
4.5.2(iii) and alv. and al(V(G)\V.) are connected for i = 1, ... , k. 
1 1 
Next consider the case that alu is disconnected. Let u1 , ••• , Uk be 
the node sets of the components of alu. Above we proved the proposition 
for connected induced subgraphs of G. Applying this to U. for 
i = 1, .•. , k we get that 6(Ui) contains llui n T1 1 - lu: n T2 1 I disjoint 
T-cuts for i = 1, ••• , k. Now the proposition follows since 
6(U1), ••. , 6(Uk) partition 6(U), and 
llu n T1 1 - lu n T2 1 I = i~ll lui n T1 1 - lui n T2 1 I· 0 
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Conclusion: 
We showed that the minimum in (4.6.2) equals the maximum in (4.6.3) 
for grafts with no K4-partition and no K3 •2-partition. Implicitly we show-
ed that (4.6.2) and (4.6.3) can be solved by solving a circulation problem 
{(4.6.4)) and its dual ((4.6.5)), as soon as T1 and T2 are known. It is 
interesting to note that in case T1 and T2 are known, Edmonds' algorithm 
in Section 4.1 can be simplified in the sense that only a minimum weight 
perfect matching in the complete bipartite graph with colour classes T1 
and T2 has to be found. 
As mentioned the min-max relation min (4.6.2) = max (4.6.3) holds in 
grafts with no K4-partition. This follows from the just proved case (no 
K4-partition and no K302-partition) by using Theorem 4.4.3. {Compare with 
Cases I and II in the proof of Theorem 4.2.2.) See also Truemper [1987a] 
for deriving min-max relations for matroids with no F7-minor using a spe-
cific element from such min-max relations for regular matroids, using 
decomposition. 
PACKING T-JOINS 
Let w E zE{G). The T-join packing problem is: + 
(4.6.8) Find a maximum cardinality w-packing with T-joins. 
The shortest T-cut problem is: 
(4.6.9) Find a T-cut 6(U) C E(G), which minimizes L w. 
eE6(U) e 
Assume T1 and T2 from a partition of T as is meant in Theorem 4.5.2. 
~ ~ Replace all edges uv in G by two directed edges uv and vu. Denote the set 
of arcs obtained in this way by A. Consider the following primal-dual pair 
~ of linear programming problems (If uv EA then~ := ~ := wuv 
(uv E E(G)). 
(4.6.10) 
(4.6.11) 
max k 
s.t. 
}: f 
a enters u a 
min L w l 
eE:E(G) e e 
-
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}: f = 
a leaves u a 
f-+ + f-+ < UV vu = 
f > a = 
s.t. "v - "u + .tuv ~ O if 
[ -: 
w UV 
0 
-+ 
UV e: A; 
.t > 0 if e e: E(G); 
e = 
n e: R if u E: V(G); 
u 
if u E: T1; 
if u E: T2; 
if u e: V(G)\T; 
if uv E: E(G); 
if a e: A. 
In order to prove that (4.6.10) is equivalent with (4.6.8) we derive 
the following propositions. 
Proposition 4.6.12: Problem (4.6.10) has an integral optimal solution. 
A Proof: Let k* e: Q, f* e: Q be an optimal solution, that is not a convex 
combination of other optimal solutions. Obviously, it suffices to show 
that k* e: z. (Observe the construction in Figure 3.11.) 
Let E' := {uv E: E(G)IO < f-+ + f-+ < w }, and let V1, •.• , V, be the UV VU UV A-
components of the subgraph G' of G with V(G') := V(G), E(G') := E'. If E' 
contains a T-join, then one easily shows that k*, f* is not an optimal 
solution for (4.6.10). (See the first part of the proof of Proposition 
4.6.6 to find a k > 0 and an 1 such that k* + k, f* + 1 is feasible for 
(4.6.10).) Hence lvi n TI is odd for some i = 1, ... , .t. Therefore 
al(V(G)\Vi) has at least one component with node set W (say) such that 
lw n TI is odd. This set W satisfies the following properties: 
- f: e: Z if a e: £(W) (as £(W) f £(Vi)); 
- lw n T11 - lw n T21=±1 (as alw and al(V(G)\W) are connected). 
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Combining these two properties with the feasibility of k*, f* for (4.6.10) 
we get: ± k* = lw n T1 1k* - lw n T2 1k* = L f* - L f: E Z. 
a leaves W a a enters W This contradicts our assumption that k* ~ Z. [] 
Proposition 4.6.13: Let k E Z , f E -z!' be a feasible solution, with k > 1. + + 
Then there exists a solution k E Z , f E -z!' with k = 1, such that for + + 
each a EA: fa ~ fa. 
Proof: Define the following capacitated digraph D: 
V(D) := V(G) u {s, t}. (sand tare two new nodes); 
A(D) :=Au {~!u E T1} u {Uf!u E T2}; 
c := f (a EA)· c~ := 1 {u ET)· c~ := 1 (u E T2 ). a a ' su 1 ' ut The statement in the proposition is equivalent with the existence of a 
flow from s tot in D with value IT1 1 and satisfying the capacities. So 
suppose such flow does not exist. Then from the max-flow min-cut Theorem 
of Ford and Fulkerson {[1956]) there exists a set U C V(G) such that 
L ca < IT2 1. 
aEA(D) 
a leaves Uu{s} 
Hence 
aEA 
a leaves U 
Ask and f form a feasible solution to (4.6.10), we have 
aEA 
a leaves U 
Combining the last two inequalities we get 
which contradicts k > 1. [] 
Corollary 4.6.14: (4.6.8) and (4.6.10) are equivalent. 
Proof: The fact that each w-packing with k T-joins yields a feasible solu-
tion of (4.6.10) of value k is obvious. Conversely, let f* E Q~, k* E Q+ 
be an optimal solution of (4.6.10). From Proposition 4.6.12 it follows 
that we may assume that f* and k* are integer valued. Now Proposition 
J. k . 
4.6.13 yields the existence of fi € c- (i = 1, ... , k*} such that L f 1 ~ 
+ i=l 
f* and such that fi together with k = 1 forms a feasible solution to 
(4.6.10) for each i = l, ... , k*. Hence the collection F. := {uv € 
1 E(G)Jf~ + f~ is odd} (i = 1, ... , k*) forms a w-packing of T-cuts in G. UV VU 
D 
To prove that max (4.6.8) 
the following proposition. 
min (4.6.9) we now only need to prove now 
Proposition 4.6.15: (4.6.9) ts equivaient with (4.6.11). 
Proof: First, let 6(U) be a minimum weight T-cut. By Proposition 4.6.7 we 
may assume that Jun T1 1 - Jun T2 1 = 1. Define: "u := 1 if u € U; "u:= 0 
if u € V(G)\U; l := 1 if e € 6(U) and l = 0 if e € E(G}\(6(U}). Then rr e e 
and l form a feasible solution of 4.6.11. Moreover L w = L w l . 
6 e e e V(G) E(G) e€ (U) e€E(G) Conversely, let rr € Q , l € Q be an optimal solution of 4.6.11. 
By Proposition 4.6.13 and Corollary 1.2.19 we may assume l to be integer 
valued. Since L rr - L rr 1, there exists a A € Q such that V .-u u ucr1 ucr2 
{ulrru =A} satisfies Jv n T1 1 ~ Jv n T2 J. Obviously le~ 1 for each 
e € 6(V). By Proposition 4.6.7, there exists a T-cut 6(U) C 6(V). This T-
cut 6(U) satisfies: L w < L w < L w l . D 
e€6(u) e = e€6(V) e e€E(G) e e 
Conclusion: 
From Corollary 4.6.14, Proposition 4.6.15 and linear programming dua-
lity (for (4.6.10) and (4.6.11)) we see that for grafts with no K4-parti-
tion and no K3 ,2-partition the maximum in (4.6.8) is equal to the minimum 
in (4.6.9). To extend this result to grafts with no K3 , 2-partition (see 
Theorem 4.6.1) one can use Lemma 4.4.4. (Cf. Truemper [1987a] for the 
general way to use decomposition to derive min-max relations for binary 
matroids with no F7-minor containing some fixed element from the fact that 
these min-max relations hold for regular matroids.) 
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