ABSTRACT: We employ surface hopping trajectories to model the short-time dynamics of gas-phase and partially solvated 4-(N,N-dimethylamino)benzonitrile (DMABN), a dual fluorescent molecule that is known to undergo a nonadiabatic transition through a conical intersection. To compare theory vs time-resolved fluorescence measurements, we calculate the mixed quantum−classical density matrix and the ensemble averaged transition dipole moment. We introduce a diabatization scheme based on the oscillator strength to convert the TDDFT adiabatic states into diabatic states of L a and L b character. Somewhat surprisingly, we find that the rate of relaxation reported by emission to the ground state is almost 50% slower than the adiabatic population relaxation. Although our calculated adiabatic rates are largely consistent with previous theoretical calculations and no obvious effects of decoherence are seen, the diabatization procedure introduced here enables an explicit picture of dynamics in the branching plane, raising tantalizing questions about geometric phase effects in systems with dozens of atoms.
■ INTRODUCTION
From enabling protein imaging to controlling the efficiency of solar cell materials, the energetics and dynamics of electronically excited states play a key role in the development of new materials and biological assays.
1−4 For example, the sensitivity of fluorescent probes to their environment has enabled characterization of protein structure and dynamics. 5 For systems in which dual fluorescence has been observed, obtaining a molecular-level interpretation of the electronic and nuclear dynamics that control fluorescence has proven nontrivial from both an experimental and a theoretical perspective. 6 From a theoretical standpoint, a description of the electronic dynamics that influence fluorescence yield and line shape is complicated by several factors; while fluorescent molecules typically emit from their first excited state, they are often initially excited to a higher excited stated from which they relax. 7 If the excited states come close to one another, rapid transitions can occur between electronic states. In this case, the motion of nuclei and electrons can no longer be treated as decoupled, leading to a breakdown of the Born−Oppenheimer (BO) approximation.
To circumvent the breakdown of the BO approximation, several approaches to simulating the nonadiabatic molecular dynamics (NAMD) of large systems have been developed. 8−13 Perhaps the most widely used of such algorithms, Tully's fewest switches surface hopping (FSSH), involves classical treatment of the nuclear degrees of freedom, which are propagated along an adiabatic potential energy surface subject to stochastic hops between the PESs. 8 FSSH has been successfully applied to a wide range of systems, 14−22 and in this contribution, we use it to study the population relaxation of the dual fluorescent molecule 4-(N,N-dimethylamino)benzonitrile (DMABN). In its gas-phase minimum-energy geometry, DMABN has two low-lying electronically excited singlet states that are separated from higher excited states by >1 eV. These two excited states are centered at 4.32 and 4.90 eV above the ground-state minimum-energy geometry based on MRCIS(8,7)+P/ANO-DZ calculations, 23 which is in reasonable agreement with experimentally determined absorption maxima of 4.13 and 4.57 eV. 24, 25 In the Franck−Condon region, the electron density of the first excited state, S 1 , is "locally excited" (LE) within the benzyl ring, resulting in a transition with relatively low oscillator strength. In contrast, the second excited state shifts electron density from the amine to the benzonitrile, resulting in an intramolecular charge transfer (ICT) state with a large oscillator strength. 23,26−30 In analogy with the electronic structure of cata-condensed aromatic molecules, 31 the LE state is often described as L b -like and the ICT state as L a -like in the Franck−Condon region. While DMABN fluoresces from the LE state in the gas phase and in nonpolar solvents, the ICT state is preferentially stabilized in polar environments, enabling dual fluorescence from both the LE and ICT states on S 1 . The precise nature of the emitting ICT state has been the subject of a great deal of experimental and computational research. 6,28,32−38 Now, even though the fluorescence of DMABN has been long established, 39 conflicting mechanisms for the relaxation from the S 2 -L a state to the S 1 -L a and S 1 -L b states have been proposed. Upon photoexcitation with 270 nm light in the gas phase at 400 K, DMABN has been found by nonresonant multiphoton dissociative ionization techniques to absorb into the second excited (S 2 -L a ) state and undergo subsequent nonadiabatic relaxation to S 1 . 40−42 From polarization-resolved transient ionization measurements, three fast time scales of relaxation were obtained and assigned to τ 1 = 5 fs, relaxation in the Franck−Condon region of S 2 -L a ; τ 2 = 68 fs, transition from S 2 -L a into both S 1 -L a and S 1 -L b via conical intersection (CI); and τ 3 = 1 ps, equilibration within S 1 into the L b state. 41 This picture, while consistent with previous experimental measurements 24, 39, 43, 44 and (static) theoretical characterization of the excited-state landscape, has been called into question by two recent NAMD simulations of the excited-state relaxation of DMABN. Kochman et al., using FSSH trajectories at the MP2/ ADC(2)/cc-pVDZ level, found ultrafast relaxation (τ = 8.5 fs) from S 2 → S 1 via a CI. 45 At around the same time, FSSH simulations of Du et al. at the CAM-B3LYP/6-31G* level found a similar time scale of 5.9 fs for transit through the CI. 46 One difficulty in the interpretation of surface hopping calculations is that most published studies report only adiabatic populations, rather than spectroscopic signals or electronic expectation values; as we will show below, this simplification can lead to reasonably-sized errors in predicted rate constants.
Besides the aforementioned problem of interpretation, another possible origin of the discrepancy may arise from treatment of the overcoherence problem of FSSH. 47−49 In the mixed quantum−classical framework of FSSH, the evolution of the quantum subsystem is perfectly coherent. In a simplistic sense, this causes individual FSSH trajectories to maintain the memory of previous excursions into regions of strong nonadiabatic coupling; for example, it was shown that when a trajectory exits and then subsequently re-enters the coupling region, the overcoherence biases the trajectory toward hopping, resulting in artificially high rates of population transfer and long time oscillations in the adiabatic populations. 48, 50 Numerous decoherence corrections have been developed to account for this effect; 48,50−53 however, most rely on either empirically motivated or adjustable parameters to determine under what conditions the coherence of the quantum amplitudes should be reset. In the previous studies of DMABN, for example, decoherence effects were treated empirically 46 or neglected. 45 To address decoherence, we employ a recently introduced version of A-FSSH. Although a comparison of the FSSH algorithm with the quantum−classical Liouville equation 10,54−58 proves that the true decoherence rate cannot be correctly described within the noninteracting trajectory approximation of FSSH, 59 the A-FSSH correction estimates a minimal rate of wave packets separating onto different surfaces in a parameterfree way 60−62 such that accuracy is almost always improved. 21 With this background in mind, our goals for this paper are to revisit the short-time DMABN dynamics and (i) make predictions for the ultrafast emission of DMABN following photoexcitation to its L a state using the density matrix formulation of the A-FSSH (rather than simply using the adiabatic populations to connect DMABN dynamics with an external light field); (ii) verify whether or not "overcoherence" problems have impacted previous results; and (iii) investigate solvent effects on the short-time dynamics of DMABN. As will be discussed later, note that in this paper we will not address dynamics beyond 100 fs. 65 which was invoked and generalized to calculate the time-derivative coupling such that it is well behaved near the crossing of arbitrarily many electronic states.
(ii) Formally, the A-FSSH algorithm requires propagation of n Q 2 n cl degrees of freedom, where n cl and n Q are the number of classical and quantum degrees of freedom, respectively. For systems whose gradient and derivative coupling evaluation is trivial (e.g., model Hamiltonians), the A-FSSH calculation can become a computational bottleneck. In our new implementation, we calculate only the diagonal moments of the auxiliary decoherence variables, decreasing the number of degrees of freedom to n Q n cl and allowing the decoherence correction to be computed with only minimal overhead.
In the end, simulations of DMABN are 28 times faster using the new A-FSSH implementation 63 relative to the original implementation 62 (for two states when including the differences in the time step needed to maintain energy conservation). Timings demonstrating the performance of the new A-FSSH implementation for systems with many electronic states are provided in Figure S7 .
Diabatization. While the wave functions resulting from electronic structure calculations are the adiabatic states that diagonalize the electronic Hamiltonian, it is not always the case that experiments probe the adiabatic states of the system. For instance, Marcus theory is most natural in a localized, diabatic basis. Formally, a diabatic basis is an electronic representation in which the first-order derivative coupling
is zero. Such a basis does not exist in general, and the best one can hope for is a quasi-diabatic basis whose derivative coupling is vanishingly small. 66 The choice of such diabatic states (and the associated criteria used to generate them) is obviously not unique, and many definitions of diabatic states have been employed. 67−79 Because the electronic characters of L a and L b are distinguished primarily in terms of their differing oscillator strengths, a physically motivated route for constructing the Subsequent diagonalization of D results in two states with maximally different transition dipole moment magnitudes, and the eigenvectors of D can be interpreted as the rotation matrix that converts the adiabatic states into high and low oscillator strength diabatic states. As will be shown later, this diabatic representation naturally allows for a description of fluorescence in molecules with electronic states of differing oscillator strength.
To demonstrate that this diabatization produces excited states of expected electronic character (i.e., L a and L b ), we will calculate and compare attachment and detachment densities in the adiabatic and diabatic representations. 80 In this work, the excited states of DMABN are modeled through TDDFT in the Tamm−Dankoff approximation using the long-range corrected hybrid density functional ωB97X in the cc-pVDZ basis, 81, 82 which is similar to the functional employed in ref 46 . No symmetry was employed in the calculation of the electronic states. The electronic character of the adiabatic states was assigned at the minimum-energy geometry of the ground state (GS 0 ), where the coupling between the excited states is relatively small. Here, the adiabatic states S 1 and S 2 exhibit the expected low and high oscillator strength and are assigned as L b and L a , respectively (see Figures S1 and S2 in the Supporting Information). Diagonalization of eq 2 at GS 0 preserves the character of the adiabatic states, with a mixing angle (θ, obtained by interpreting the eigenvectors of eq 2 as a 2 × 2 rotation matrix) of 0.1°. In regions of strong electronic coupling, the L a /L b character of the adiabatic states is strongly mixed. Shown in Figure 1 are the attachment densities in the adiabatic and diabatic representations for a configuration in the vicinity of the S 2 /S 1 CI; in this case, the diabatic states defined through the transition moments maintain the L a /L b character observed near GS 0 through mixtures of the adiabatic states (θ = 43.0°). Note that, in its twisted conformation, the transition dipole moments of the first two states of DMABN become similar in magnitude, causing a breakdown of oscillator strength-based property diabatization. To avoid this issue, we restrict our analysis of the diabatic properties to the first 100 fs when the molecule has not yet twisted.
Simulation Details. Given a method of reliably generating the L a and L b diabatic states (namely, through eq 2), we performed A-FSSH simulations using the newly proposed algorithm 63 and analyzed the trajectories to study the population transfer dynamics of DMABN. To enable comparison with experiment, 41 ground-state AIMD simulations of DMABN modeled with ωB97X/cc-pVDZ were performed at 400 K using the Nose−Hoover chains thermostat. 83 Configurations and velocities were extracted from the constanttemperature simulations at ∼100 fs intervals to serve as initial conditions for the A-FSSH simulations. No attempt to account for nuclear quantum effects was made in the choice of the initial conditions. Each of the 200 A-FSSH trajectories was initialized on the state with the highest oscillator strength, which in all cases was S 2 , and was propagated for 100 fs using a time step of 21 au (∼0.5 fs).
■ RESULTS
The relaxation of the excited-state population from S 2 to S 1 is presented in Figure 2 . The dashed lines indicate the populations in the adiabatic representation of the mixed quantum−classical density matrix, while solid lines indicate the populations in the diabatic representation. 84 The adiabatic population relaxes quickly with a rate of τ = 11 ± 1 fs. Decoherence is found to minimally affect the dynamics (see Figure S3 for a comparison of FSSH and A-FSSH trajectories). Because DMABN is operating in the normal (as opposed to inverted) regime, the dynamics primarily involve rapid relaxation downhill from the strongly absorbing S2 state to S1. After the first hop, few recrossings occur because the excited states quickly separate in energy, which results in the insensitivity of DMABN dynamics to decoherence effects.
In the diabatic representation, conversion from L a to L b is somewhat slower than in the adiabatic representation, with a time scale of 15 ± 1 fs. Therefore, while essentially all trajectories have relaxed into S1 within 50 fs, some L a character The Journal of Physical Chemistry A Article remains up to 100 fs. To understand the somewhat slower relaxation of the diabatic states, it is useful to examine the behavior of a representative surface hopping trajectory. Roughly 80% of the trajectories undergo a single hop from S 2 to S 1 during the course of a simulation. In Figure 3(a) , the excitedstate energies of one such trajectory are plotted relative to the energy at GS 0 . The active adiabatic state (indicated by open squares) is initially S 2 -L a . At 5 fs, the molecule hops between adiabatic states (dashed lines) to S 1 . In the diabatic representation, however, no hop has taken place because the diabatic character of S 1 and S 2 also switches at 5 fs. At 14 fs, the adiabatic states flip diabatic character again; this time, because no hop takes place, the molecule is now evolving on S 1 -L b . After 14 fs, the molecule leaves the region of strong coupling, and the adiabatic states separate in energy, with no further hops taking place.
In this particular trajectory, the change in diabatic character lags behind the hop between adiabatic states. To assess this, the time of the final hop from S 2 to S 1 (t hop ) and the time of the crossing of diabatic states that restores the L b character to S 1 (t cross ) were determined for each of the trajectories. Specifically, t cross was obtained by constructing the list of times at which the energetic ordering of the diabatic states changed from S 1 -L a to S 1 -L b ; because all trajectories in the A-FSSH simulations ended in the S 1 -L b state, the final hop to S 1 was located, and the list of crossings was searched to find the closest diabatic crossing that restored the S 1 -L a character. The distribution of these time delays, Δt = t cross − t hop , is plotted in panel (b) of Figure 3 . Negative delay times indicate that the diabatic character of S 1 changed from L a to L b before the hop occurred, while positive delays indicate that the diabatic character changes after the hop. The vast majority of trajectories undergo restoration of S 1 -L b character after the final hop, with an average delay of 5 fs that is consistent with the longer time scale of the population relaxation in the diabatic representation. The majority of the hops, therefore, occur from S 2 -L a to S 1 -L a and are followed by a subsequent conversion from S 1 -L a to S 1 -L b . Because the crossing of diabatic states happens in a region of strong coupling (the average adiabatic energy gap at the point of diabatic crossing is 0.24 ± 0.01 eV), the fact that the distribution is peaked away from Δt = 0 fs indicates that the molecule is either in a region of extended coupling after the hop or that the molecule exits and re-enters the coupling region in order to change its diabatic character. That being said, due to the similarities of the population dynamics with and without decoherence, however, we can infer that such recrossings occur on time scales that are faster than the decoherence rate (see Figure S5 ). because a key factor of DMABN is the molecule's dual fluorescence, we have considered how the straightforward adiabatic rates obtained from NAMD simulations may differ from the emission that might be experimentally observed. In particular, ultrafast measurements of the dynamics of DMABN in acetonitrile (MeCN) have recently been performed using time-resolved fluorescence. 37 From these measurements, an instrument-limited ultrafast signal of <30 fs was observed across a spectral window encompassing fluorescence from both the L b state as well as the L a state. While it has long been known that polar solvents such as MeCN alter the shape of S 1 by stabilizing the highly polar L a state (commonly referred to as the ICT state outside of the Franck−Condon region, as mentioned in the Introduction) and bringing it to a similar energy as the L b state, 38 fluorescence measurements provide compelling evidence of an ultrafast nonadiabatic process occurring at a rate similar to what has been found theoretically in the gas phase. 45, 46, 85 To provide initial exploration of how solvent impacts the ultrafast dynamics of DMABN, A-FSSH simulations were performed for DMABN interacting with a single MeCN molecule. A total of 200 trajectories were calculated beginning from initial conditions corresponding to 180 K, with the lower temperature being necessary to prevent the bimolecular complex from dissociating. The DMABN adiabatic population dynamics appear to be largely unaffected by the MeCN molecule, with slight differences being attributed to the difference in temperature (see Figure S7 ). To investigate why the short-time population dynamics are unaffected by the interactions with MeCN, the derivative coupling between S 1 and S 2 was examined for all hops and hop attempts that were encountered during the A-FSSH simulations. As shown in Figure 4 , an average of >99.5% of the total derivative coupling was localized on DMABN while only <0.5% of the derivative coupling was contributed by the MeCN molecule. Thus, while the long-time dynamics and populations are expected to be influenced by interactions with the polar MeCN, the nonadiabatic dynamics appear to be unaffected by MeCN due to S 1 and S 2 being localized on DMABN. While we can by no means quantify conclusively the influence of the solvation on the short-time dynamics based on these simulations using only a single solvent molecule, these results suggest that gas-phase DMABN may also have an ultrafast process that is comparable to nonadiabatic relaxation found in ref 37 . Indeed, this conclusion that short-time dynamics are unaffected by solvent effects is supported by transient absorption measurements. 34 Now, because the experiments in ref 37 . involve fluorescence and therefore probe the transition moment between the excited and ground electronic states, some care is required to compare our surface hopping calculations with the experimentally determined rates. For simplicity, suppose we probe a stimulated emission signal back to the ground state with an instantaneous electric field in the x-direction (which could be compared to the time-resolved fluorescence measurements of ref 37 ). In such a case, let |Ψ⟩ be the time-dependent nuclear−electronic excited-state wave function, |Ψ⟩ = |χ 1 ⟩|Φ 1 ⟩ + |χ 2 ⟩|Φ 2 ⟩, where |χ⟩ and |Φ⟩ indicate nuclear and electronic wave functions, respectively. Using Fermi's Golden Rule, the relevant timedelayed signal will be proportional to α = ∑ N |⟨χ 0 (N) Φ 0 |μ x |Ψ⟩| 2 , where N indexes the nuclear eigenstates (|χ 0 (N) ⟩) on the ground state and μ x is the dipole operator in the x-direction. This sum can be rewritten as Here, I N is the resolution of identity over the nuclear (N) space. Equation 3 can be re-expressed through a partial Wigner transformation over the nuclear degrees of freedom as
where the trace over the electronic states (i and j) has been written out explicitly. Here, ρ ij W (R ⃗ 
More generally, if we average over all spatial directions isotropically, we simply replace μ x · μ x by μ⃗ · μ⃗ and obtain
After rotating back into the adiabatic basis, this result motivates the diabatization criterion in eq 2 and provides a straightforward way to evaluate eq 5 via a mixed quantum−classical density matrix interpretation of the surface hopping algorithm. Using such an interpretation, the time-dependent stimulated emission (α) is plotted in Figure 2 . Interestingly, emission-based measurements of the excited-state relaxation of DMABN are predicted to yield a decay on the order of 15 fs, rather than 11 fs. Specifically, due to the differing electronic character of the excited states, proper treatment of the spectroscopic observables results in a change of nearly 50% in the predicted decay relative to the rate obtained from the adiabatic populations. Moreover, the agreement between α(t) and the diabatic dynamics suggests that our diabatic states (from eq 2) are meaningful for understanding relaxation through CIs involving states of differing transition dipole character.
Dynamics in the CI. So far, we have analyzed the dynamics of DMABN relaxation through a CI in both adiabatic and diabatic representations. In a diabatic representation that would be probed by stimulated emission, we observe a single rate of decay at 15 fs, which is in between the experimental rates reported for DMABN in the gas phase (5 and 68 fs). However, given that the interaction with MeCN does not appear to affect the nonadiabatic rate, our 15 fs rate is consistent with the sub-30 fs rate observed through time-resolved fluorescence of DMABN in MeCN, leading us to suggest that the 5 fs experimental signal observed in the gas phase likely corresponds to the nonadiabatic transition. Now, regarding the experimental signal at 68 fs, our simulations cannot make any new predictions. Historically, this rate was assigned to passage through a CI based on the assumption that torsional motion was one of the modes of the branching plane (and the main nuclear degree of freedom that gives anisotropy). 40−42 However, higher-level electronic structure calculations have found that the twisting motion is not in the S 1 /S 2 branching space. 23, 86 Furthermore, previous FSSH simulations 45, 46 and ab initio multiple spawning (AIMS) calculations 85 predict that the nonadiabatic relaxation through the CI occurs much more quickly than the torsional motion. Indeed, in the recent work using AIMS, Martínez et al. found that the time scale of torsional motion is in good agreement with τ 2 (68 fs). However, at this point, it is important to point out that the methods employed in the previous FSSH simulations (i.e., CAM-B3LYP 46 and MP2/ADC(2) 45 ), the recently reported AIMS simulations (using ω-PBE 85 ), and the present calculations (ω-B97X) all significantly overstabilize the twisted S 1 -ICT state relative to the S 1 -LE state. 23, 38 That being said, the separation of time scales (i.e., 5 and 68 fs) suggests that the shorter-time dynamics may still be reliable.
Finally, before we conclude, we note that attosecond spectroscopy has the potential to become a powerful experimental tool for visualizing nonadiabatic dynamics. 87, 88 To that extent, there is one more set of physical effects that we have not yet discussed and that deserves mention, namely, geometric phase effects. 89, 90 In the BO picture, the electronic wave functions (Φ j (r;R)) are parametric functions of the nuclear coordinates R whose solutions (i.e., the adiabatic electronic states) satisfy the time-independent Schrodinger equation. When the nuclear coordinates are varied to encircle a CI, the sign of the electronic wave function must change due to the geometric (or Berry) phase. In order for the total (nuclear + electronic) wave function Ψ(r,R,t) = ∑ j Φ j (r;R)χ j (R,t) to remain single-valued, the nuclear wave function (χ j (R,t)) must also be double-valued to account for the sign of the electronic wave function. The phase of the nuclear wave function can cause trajectories that evolve in opposite directions around a CI to destructively interfere. In the case of dynamical processes proceeding on a single adiabatic surface around an energetically inaccessible CI, this interference can suppress the rate of reaction. 91 Recent analysis of the continuity of the total molecular wave function near CIs suggests that mixed quantum−classical methods such as FSSH should not include the second-order derivative coupling or diagonal BO correction (DBOC, ⟨Φ i (R)|∇ R2 Φ i (R)⟩ r ). 92 Furthermore, in excited-state population relaxation, Izmaylov and co-workers 93 have argued that the suppression of reactivity caused by the geometric phase is compensated by neglecting the DBOC, which is divergent at the CI, 94 such that FSSH actually performs fairly well near CIs (at least for model systems). There is no guarantee, however, that such an error cancelation can be generally relied upon to give accurate short-time dynamics for realistic, multidimensional ab initio Hamiltonians.
With that in mind, in the context of the DMABN molecule, the time evolution of the adiabatic-to-diabatic mixing angle can be used to gain further insight into possible geometric phase effects. When the mixing angle, θ, is nπ (n ∈ {..., , the rate at which the molecule passes through the coupling region can be inferred from the slope of the rotation angle at that point. The trajectory shown in Figure 3 is highlighted in red in Figure 5 . In this case, the molecule begins in S 2 -L a , crosses to S 1 -L a from 5 to 14 fs (θ = π 2 ), and finally converts back to S 1 -L b (θ = π) after 14 fs. The sharp slope of θ(t) at the crossing points of the red trajectory indicates that the molecule exists only briefly in the coupling region. The adiabatic and diabatic energies for a trajectory that persists in the region of strong coupling are shown in Figure S4 and are highlighted in purple in Figure 5 ; in this case, the extended nature of the coupling is manifest in the flat slope of θ(t ≈ 10 fs).
The product branching through the CI can be obtained by analysis of the time dependence of the electronic diabatization angle. As shown in Figure 3 , the majority of trajectories proceed from S 2 -L a through S 1 -L a and finally to S 1 -L b . This is reflected in the diabatization angle trajectories; all trajectories begin with a diabatization angle of nearly 0 and after 25 fs have almost all relaxed into the S 1 -L b state (the adiabatic identity is inferred from the adiabatic density in Figure 2 ). During this time, some trajectories circle around the CI, acquiring an electronic phase of ±2π (i.e., a diabatic angle of ±π). Because the nuclear wave packet splits apart, with one component traveling around the The Journal of Physical Chemistry A Article CI clockwise and the other component counterclockwise, one might expect that the phases would destructively interfere, decreasing the rate of population transfer. Because FSSH is unable to describe the geometric phase, this effect is missing from these simulations. Even though mounting evidence suggests that FSSH dynamics should yield accurate relaxation rates through CIs, one need not necessarily conclude that these geometric phase effects cannot be observed experimentally with a collection of short enough pulses. To truly understand shorttime DMABN dynamics, the next step forward is clearly to run more explicit wave function calculations, whereby one can investigate such dynamics more rigorously and make predictions for nonlinear spectroscopic signals. Because of its modest size, straightforward electronic structure, and rapid descent into a CI, DMABN should be a vigorous test case for such future quantum dynamical simulations.
■ CONCLUSIONS
We have simulated ultrafast nonadiabatic population relaxation from S 2 to S 1 using A-FSSH simulations of the dual fluorescent molecule DMABN. Our results are largely consistent with previous theoretical calculations, 45 ,46 though we have gained several new pieces of insight. First, decoherence is found to not play an important role in propagating these dynamics due to the rapid excited-state relaxation and subsequent energetic separation of the first two excited states. Second, we ran simulations of DMABN in the presence of a MECN molecule and found that the ultrafast relaxation was largely unaffected by the solvent, in agreement with time-resolved fluorescence measurements of DMABN in MeCN. Third, we introduced a physically motivated diabatization procedure that is capable of converting the TDDFT excited (adiabatic) states into excited (diabatic) states of L a and L b character (which are diagonal with respect to the rotationally averaged transition dipole operator). Transforming the mixed quantum−classical density matrix into this diabatic representation, the population relaxation from L a to L b was found to be somewhat slower than the adiabatic states and consistent with the decay of the ensemble-averaged transition moment; specifically, our calculations predict a decay in the emission on the order of 15 fs (rather than 11 fs). Fourth and finally, we investigated the dynamics of the diabatization angle for all relaxation events through the CI. We found that 16% of the trajectories that we simulated fully circled the CI clockwise, 18% circled counterclockwise, and the remainder did not circle the CI at all. From these numbers and the fact that the majority of the electronic relaxation occurs within 30 fs according to our TDDFT functional, we hypothesize that if geometric phase effects are important in larger molecules, the 21 atom molecule DMABN will be an ideal test case for higher-level calculations, both for the electronic structure and the nuclear dynamics. It remains an open question as to whether or not we can predict an observable to prove such effects with nonlinear spectroscopy. Figure 3 , while the purple line is Figure S4 in the Supporting Information. The × symbol indicates where the trajectory hopped from S 2 to S 1 . Note that 16% of the trajectories circled the CI clockwise while 18% circled counterclockwise, which could possibly lead to geometric phase effects that FSSH cannot treat correctly.
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