We study the problem of minimizing c x subject to A x = b, x 0 and x integral, for a xed matrix A. Two cost functions c and c 0 are considered equivalent if they give the same optimal solutions for each b. We construct a polytope St(A) whose normal cones are the equivalence classes. Explicit inequality presentations of these cones are given by the reduced Gr obner bases associated with A. The union of the reduced Gr obner bases as c varies (called the universal Gr obner basis) consists precisely of the edge directions of St(A). We present geometric algorithms for computing St(A), the Graver basis Gra], and the universal Gr obner basis.
Introduction
In this paper we study the general integer programming problem (1.4)). Our main result in Section 4 states that every reduced Gr obner basis of (A) coincides with the Graver basis of (A). This leads to Algorithms 4.5 and 4.9 for computing the Graver basis of A and the universal Gr obner basis of A.
In Section 5 we give a geometric characterization of the vectors in the universal Gr obner basis: they are the edge directions of the state polytope (and hence of all bers P I b ). Algorithm 5.8 gives a geometric method for computing the Gr obner fan, and Theorem 5.9 relates the following three properties of a matrix: (i) A unimodular, (ii) St(A) = (A), (iii) UGB A = f circuits of A g.
The last section deals with the number of facets of a Gr obner cone or equivalently the valency of a vertex of St(A). We conjecture that this number is bounded above by a function in the corank of A. Two examples that give lower bounds for this function are constructed.
The following table summarizes the interrelations between the main concepts in this paper. The symbol \<" denotes re nement for polyhedral fans and \is Minkowski summand of" for polytopes.
Linear programming
Integer programming 1 Variation of cost functions in linear programming.
The results on integer programming to be presented in this paper have known easier analogues in linear programming. In this section we give an exposition of these analogues. The results presented below arise from a geometric perspective of linear programming based on recent results in BFS], BGS] and GKZ]. Although proofs are not always given in detail, we hope that the reader will nd the results plausible if not familiar. We also use the rst two sections to introduce the de nitions and notation needed in this paper. For a matrix A = (a 1 ; : : : ; a n ) 2 Z d n of rank d, let cone(A) = cone(fa 1 ; : : : ; a n g) represent the closed convex polyhedral d-cone fAx : x 2 R n + g and ker(A) represent the (n ? and GKZ]). For simplicity we shall assume throughout this paper that ker(A) \ R n + = f0g.
We denote by LP A the family of all linear programs of the form (1.1) with the xed coe cient matrix A. For every c 2 R n there is a polyhedral subdivision c of cone(A) de ned as follows: cone(fa i 1 ; : : : ; a i k g) is a cell of c if and only if there exists a row vector y 2 R d such that y a j = c j if j 2 fi 1 ; : : : ; i k g and y a j < c j if j 2 f1; : : : ; ng n fi 1 ; : : : ; i k g. It is customary (and more precise) to say that fi 1 ; : : : ; i k g is a cell of c . Subdivisions obtained in this way are called regular (or coherent) . For almost all c 2 R n , the regular subdivision c is a triangulation, in which case we call c generic (with respect to LP A ). See Corollary 1.6 for equivalent de nitions.
Part (iii) of the Walkup-Wets Theorem can be proved as follows: If c is generic, then = c is the desired triangulation. If c is not generic, then we may take to be any regular triangulation which re nes c . In other words, we may take = c 0 where c 0 is generic and very close to c. The vector c = (1; 0; 0; 1; 0; 0) is not generic. The corresponding subdivision of cone(A) = R 3 + consists of two triangular cones and one quadrangular cone: c = ff1; 2; 3g; f2; 4; 5g; f2; 3; 5; 6gg, where i indexes a i . To get a regular triangulation re ning c we may take c 0 = (1; 0; 0; 1; 0; 1). The cost function c 0 is generic, since c 0 = ff1; 2; 3g; f2; 3; 5g; f2; 4; 5g; f3; 5; 6gg. 2 Let P b denote the polytope fx 2 R n + : Ax = bg. (Since ker(A) \ R n + = f0g, P b is a polytope for all b 2 cone(A).) We call P b the b-ber of the family LP A . This terminology is consistent with the usage in BiS] and Th]. For x 2 R n abbreviate supp(x) = fj 2 f1; : : : ; ng : x j 6 = 0g. Theorem 1.3 Given two cost functions c and c 0 in R n , the following are equivalent: Maximize y b subject to y A c and y 2 R d :
(1:3) Let x be an optimal solution of (1.1) and y an optimal solution of (1.3). By complementary slackness, x j > 0 implies y a j = c j , which means that supp(x) lies in a face of c . Conversely, let x be any solution to (1.2). Then there exists y 2 R d with supp(x) f j : y a j = c j g. This implies c x = y A x = y b and hence, x is an optimal solution of (1.1). 2
We now recall some general facts about convex polytopes and polyhedral fans. If P is any polytope in R n and c is any (not necessarily generic) vector in R n , then we write face c (P ) for the face of P at which c gets minimized. If F is any face of P, then N(F; P) denotes the cone of (inner) normals, called the inner normal cone of P at F. In symbols, N(F; P) = f c 2 R n : c x c y for all x 2 F; y 2 Pg. The collection of cones N(F; P) is denoted N(P) and called the (inner) normal fan of the polytope P. The normal fan of P is a polyhedral fan that covers R n . We say that two polytopes are normally equivalent if they have the same normal fan. Given two polytopes P and Q in R n , their Minkowski sum is the polytope P + Q = fp + q : p 2 P; q 2 Qg R n . The polytopes P and Q are called Minkowski summands of P +Q. As in the usual extension of addition to integration, the operation of taking Minkowski sums of nitely many polytopes extends naturally to the operation of taking Minkowski integrals of in nitely many polytopes. See BiS] for details.
The common re nement of two fans F and G in R n , denoted F \G, is the fan of all intersections of cones from F and G. We say that F \G is a re nement of F (respectively G). The following are two useful facts in this context: (i) for polytopes P and Q in R n , the fan N(P + Q) = N(P) \ N(Q) and (ii) the fan N(P) is a re nement of N(Q) if and only if Q is a Minkowski summand of P for some positive real number . For a hyperplane H = fx 2 R n : ax = 0g in R n , let H + denote the closed half space fx 2 R n : ax 0g and H ? denote fx 2 R n : ax 0g. A hyperplane arrangement in R n is the common re nement of nitely many fans of the form fH + ; H ? g. The arrangement is usually speci ed by listing the associated hyperplanes. The Minkowski sum of nitely many line segments is called a zonotope and by (i) its normal fan is a hyperplane arrangement. Theorem 1.3 gives rise to a natural equivalence relation on cost functions: two vectors c and c 0 in R n are equivalent (with respect to LP A ) if the conditions in Theorem 1.3 hold. We have the following structure theorem for the equivalence classes. Theorem 1.5 is a direct translation of results of Gel'fand-Kapranov-Zelevinsky ( GKZ], Chapter 7) and Billera-Gel'fand-Sturmfels BGS]. Theorem 1.5 (i) There are only nitely many equivalence classes of cost functions for LP A .
(ii) Each equivalence class is the relative interior of a convex polyhedral cone in R n . (iii) The collection of these cones de nes a polyhedral fan which covers R n . This fan is called the secondary fan of A. (iv) c lies in the interior of an n-dimensional cell of the secondary fan of A. (v) c supports a vertex of the secondary polytope (A).
An important tool used in this paper is a \test set" for integer programming ( Proof: For every minimal non-face I of c there is a circuit t with I = fi : t i > 0g. By Proposition 1.7, the collection of such circuits form a minimal test set for LP A;c ( ). The result now follows from Theorem 1.8 (ii) and (iv). 2 Remark 1.10 If the set of circuits is known, and a generic vector c 2 R n is given, then the regular triangulation c can be computed as follows. The faces of c are those subsets of f1; : : : ; ng which do not contain f i : t i > 0g for any t 2 C such that t c > 0. (1:4)
The corresponding class of integer programs will play a special role in Section 4. 2 Test sets and monomial ideals in integer programming.
In this section we review some known test sets in integer programming, and we explain their connections with regular triangulations and with monomial ideals. We also use this section to introduce the remaining de nitions and notation needed in the paper. A brief summary of results concerning test sets for integer programming, necessary for later sections, is also included. For more details and proofs see Th] , St1], and the references given there.
Let IP A;c (b) denote the integer program minimize c x subject to A x = b and x 0; x 2 Z n ; (2:1) where c 2 R n is xed and A = (a 1 ; a 2 ; : : : ; a n ) is a xed d n-integer matrix of rank d. We denote by IP A the family of all integer programs (2.1) for which the coe cient matrix A is xed. Let In this section we shall assume that c is generic. We remark that any given c can be made generic by re ning the partial order on N n given by the objective function value by the lexicographic order on N n . It will be evident later that a cost function that is generic with respect to IP A is also generic with respect to LP A but not vice versa. or there exists g 2 G such that x ? g 0 and c g > 0. As before, a test set is minimal if it has minimal cardinality. We shall now construct a canonical minimal test set for IP A;c ( ). Lemma 2.1 There exists a unique minimal set of vectors 1 ; : : : ; t in N n such that the set of all non-optimal solutions to all programs in IP A;c ( ) is of the form S t i=1 ( i + N n ). The set G c is called the reduced Gr obner basis of IP A;c ( ). The reduced Gr obner basis G c was rst introduced in an algebraic setting by Conti-Traverso CT]. We brie y explain the relationship to our formulation, since general properties of Gr obner bases for polynomial ideals will be called upon repeatedly below. For an introduction to the algebraic theory of Gr obner bases with a view towards integer programming see also in Section 2.8 in AL].
Let k be any eld. The matrix A = (a 1 ; : : : ; a n ) de nes a k-algebra homomorphism A : k x 1 ; x 2 ; : : : ; The initial ideal in c 0(I A ) is generated by the six underlined monomials or equivalently, the i in the set t i=1 ( i + N n ) are the exponent vectors of the underlined monomials. 2
Our discussion gives rise to the following integer analogue to the Walkup-Wets Theorem 1.1. The role of the regular triangulation c in Section 1 is now being played by the initial monomial ideal in c (I A ). We continue to identify lattice points in N n and monomials in k x 1 ; : : : ; x n ]. We now describe a universal test set for IP A due to Graver Gra]. For each 2 f+; ?g n , consider the semigroup S = ker Z (A) \ R n , where R n is the orthant with sign pattern . Then cone(S ) is a pointed closed polyhedral (n ?d)-cone in R n . Let H denote the unique Hilbert basis of S . The Hilbert basis of a polyhedral cone K in R n is a minimal subset of K \ Z n such that every integral vector in K can be written as a non-negative integral combination of the elements in the basis. Pointed cones have unique Hilbert bases (see Chapter 16, Schr] The universal Gr obner basis is generally a proper subset of the Graver basis. Since the Graver basis is a symmetric set, its elements will be represented up to sign. Example 2.12 Knapsack problems can be modeled using the family of matrices A n = 1; 2; 3; ; n]. The Graver basis of A n consists of all binomials x i 1 x i 2 x i k ? x j 1 x j 2 x j l such that i 1 + i 2 + + i k = j 1 + j 2 + + j l but no proper subsum of i 1 + + i k equals a subsum of j 1 + + j l .
Such binomials are called primitive partition identities (ppi). It is proved in DGS] that the degree of a ppi (1-norm of the exponent vector of either monomial in the binomial) is at most n (n ? 1).
We list the number of ppi's for small values of n: n 2 3 4 5 6 7 8 9 10 11 12 13 # 1 5 15 47 102 276 578 1261 2465 5362 9285 18900
For instance, for n = 4 the Graver basis equals fx 2 1 ?x 2 ; x 1 x 2 ?x 3 ; x 1 x 3 ?x 2 2 ; x 3 1 ?x 3 ; x 3 2 ?x 2 3 ; x 4 1 ? x 4 ; x 2 1 x 4 ? x 2 3 ; x 1 x 4 ? x 2 x 3 ; x 1 x 2 4 ? x 3 3 ; x 1 x 3 ? x 4 ; x 2 1 x 2 ? x 4 ; x 2 x 2 3 ? x 2 4 ; x 2 2 ? x 4 ; x 2 x 4 ? x 2 3 ; x 4 3 ? x 3 4 g. The underlined binomial is the unique element of this Graver basis which is not in UGB A 4 . 2 3 The Gr obner fan and the state polytope.
Our objective is to study the variation of cost functions in integer programming using Gr obner bases methods. There is a natural equivalence relation on the space of all (not just generic) cost functions with respect to IP A . It is analogous to the one for linear programming in Theorem 1.3. The main result in this section is a structure theorem for these equivalence classes (Theorem 3.10). It is the integer analogue to Theorem 1.5. We note that Theorem 3.10 can also be derived from more general results of Mora-Robbiano MR] and Bayer-Morrison BM] on Gr obner fans and state polytopes for graded polynomial ideals. What we present here is an alternative construction for toric ideals, which is self-contained and provides more precise information for integer The secondary polytope of A was de ned in Section 1 as the Minkowski integral of all bers of LP A . Using Theorem 2.4 we obtain the following corollaries.
Corollary 3.11 The Gr obner fan of A is a re nement of the secondary fan of A.
Corollary 3.12 The secondary polytope of A is a summand of the state polytope of A.
The Graver basis H introduced in Section 2 gives rise to a natural re nement of the Gr obner fan. The Graver arrangement of A is the arrangement consisting of the hyperplanes in R n which are orthogonal to the elements in the Graver basis H. The following proposition is a direct consequence of Theorem 2.7 and Lemma 2.6. Proposition 3.13 (i) The Graver arrangement of A is a re nement of the Gr obner fan of A.
(ii) The Graver arrangement of A is a re nement of the circuit arrangement of A. Each binomial of degree two comes from a one dimensional ber, the only two lattice points in which are the exponent vectors of the two monomials in the binomial. All three of the degree three elements in UGB A come from a single three dimensional ber (see Figure 1) . The lattice points in the ber are indexed by the associated monomials. (i) the Graver basis of (A), (ii) the universal Gr obner basis of (A), (iii) any reduced Gr obner basis of I (A) , (iv) any minimal generating set of I (A) (up to scalar multiples), and (v) the set of binomials x y ? x y supported on primitive one-dimensional bers ( ; ); ( ; )]. Proof: Let H be the Graver basis of A, and let H 0 be the Graver basis of (A). These two sets of binomials are related as follows: H 0 = f x y ? x y : ; 2 N n ; x ? x 2 H g. Since H 0 is the Graver basis of (A), it is a generating set of I (A) and by Theorem 2.7, it is a Gr obner basis of I (A) (not necessarily reduced), with respect to every generic cost function. Notice that it su ces to show that H 0 is the unique minimal generating set of I (A) in order to prove the equality of the sets in (i),(ii),(iii) and (iv). This is because of Theorem 2.7, the de nition of UGB (A) , and the fact that every reduced Gr obner basis of I (A) contains a minimal generating set for I (A) . We show below that the sets in (i) and (iv) coincide. Choose any element g := x y ? x y of H 0 , and x 2 f?; +g n such that ? lies in S = ker Z (A)\R n . Let B be the set of all binomials x y ?x y in I (A) except g. Suppose that B generates I (A) . Then x y ? x y can be written as a linear combination of elements in B. But this is only possible if there exists a binomial x y ? x y in B such that x y divides x y . This implies that ? lies in the semigroup S . Moreover, since and , the non-zero vector ( ? )?( ? ) lies in S as well. Therefore ? cannot be an element in the Hilbert basis of S . This is a contradiction, and we conclude that every minimal generating set of I (A) requires (a scalar multiple of) the binomial g. The Gr obner fan of (A) coincides with the Graver arrangement of (A). The correctness of this algorithm is a corollary of Theorem 4.1. We found Algorithm 4.5 to be very useful for explicit computations. The main point is that, in order to compute the Graver basis of A, one only needs to compute a single reduced Gr obner basis for its Lawrence lifting (A). Algorithm 4.5 was rst found in collaboration with Persi Diaconis. It can be applied to the problem of \sampling in the presence of prescribed zeros" as discussed in DS].
By Theorem 2.7, the universal Gr obner basis UGB A is contained in the Graver basis H. We now present a geometric characterization of those binomials that belong to some reduced Gr obner basis of A. This gives an algorithm for computing UGB A from H. In Section 5 we shall provide yet another geometric characterization and algorithm for the universal Gr obner basis. Using the Graver basis H, we get the following explicit inequality presentation for the cone M(u).
Lemma 4.8 The interior of the inner normal cone of the Au-ber of IP A at u 2 N n equals M(u) = f w 2 R n : wd > we for all x d ? x e 2 H such that x e divides x u g: Let = (1; 0; 0; 1; 0; 1) and = (0; 1; 1; 0; 1; 0). By Lemma 4.8, we have M( ) = f w 2 R 6 : w 1 +w 5 > w 2 +w 3 ; w 2 +w 6 > w 3 +w 5 ; w 3 +w 4 > w 2 +w 5 g, M( ?e 1 ) = fw 2 R 6 : 2w 5 > w 4 +w 6 g, M( ? e 4 ) = fw 2 R 6 : 2w 3 > w 1 + w 6 g and M( ? e 6 ) = fw 2 R 6 : 2w 2 > w 1 + w 4 g. The intersection of these four cones is easily seen to be empty, so that C + = ;. Reversing the roles of and we similarly nd that C ? = ;. Therefore adf ? bce 6 2 UGB A .
5 The geometry of the universal Gr obner basis.
The main result in this section is a geometric characterization of the universal Gr obner basis. We rst recall a general fact about Minkowski sums of polytopes.
Lemma 5.2 Let P be the Minkowski sum of the polytopes P 1 ; : : : ; P k . Then the set of edge directions of P is the union of the sets of edge directions of P i for i = 1; : : : ; k.
In view of Proposition 3.5, this says that the edge directions of the bers of IP A are precisely the edge directions of the state polytope. If ; ] is the primitive representative of an edge direction, then ; ] is an edge of the A -ber of IP A . Therefore, Theorem 5.1 is equivalent to the following assertion: the universal Gr obner basis consists of the edge directions of the state polytope.
Proof of Theorem 5.1 (if): Suppose g = ? is primitive and de nes an edge direction of the state polytope St(A). Then g is the normal vector to a facet of a maximal cone K c in the Gr obner fan N(St(A)). Therefore g appears in the inequality presentation of K c given in (3.1). In other words, g is equal to one of the elements g i of the reduced Gr obner basis G c . 2
For the proof of the only-if direction we need two lemmas. This is the integer programming analogue to Corollary 1.9. Theorem 5.1 implies that we can trace a monotone edge path from every non-optimal vertex of IP A;c (b) to the optimal vertex, using only elements in UGB A . Thus reduction with respect to the universal Gr obner basis can be viewed as an integer analogue to the simplex method for linear programming.
Theorem 5.1 gives rise to the following algorithm for computing the universal Gr obner basis. Example 2.12 (continued) In contrast to Lemma 5.4, it can happen that neither term of a Graver basis element corresponds to a vertex of its ber. The ppi x 2 2 x 7 x 9 ? x 2 5 x 10 in HnUGB A 10 has this property. To see this note 2e 2 + e 7 + e 9 2 convf3e 2 + 2e 7 ; e 2 + 2e 9 g and 2e 5 + e 10 2 convf4e 5 ; 2e 10 g.
The universal Gr obner basis of A can be used to devise a geometric method to construct the Gr obner fan of A and hence the state polytope of A. The Gr obner arrangement of A, denoted Gr(A), is the arrangement consisting of the hyperplanes in R n that are orthogonal to the elements in UGB A . The Gr obner arrangement of A is a re nement of the Gr obner fan of A, since a hyperplane is in Gr(A) if and only if it is the linear span of a facet of some Gr obner cone. The Graver arrangement of A is a re nement of the Gr obner arrangement of A. Therefore each cell output by Algorithm 5.8 lies in the Gr obner fan. Conversely, each maximal cell in the Gr obner fan will eventually be generated in the WHILE-loop since Gr(A) covers R n . 2
We now relate certain properties of a matrix that have been discussed in earlier sections.
Theorem 5.9 Conder the following properties of a matrix A 2 Z d n of maximal row rank:
(i) A is unimodular.
(ii) The state polytope St(A) coincides with the secondary polytope (A).
(iii) The circuits of A constitute the universal Gr obner basis UGB A .
Then (i) ) (ii) and (ii) ) (iii) but (iii) 6 ) (ii) and (ii) 6 ) (i). To see that (iii) 6 ) (ii) consider our running Example 1.2. In the end of Section 4 we proved that the circuits constitute the universal Gr obner basis. However, the secondary polytope (A) has 14 vertices (it is the 3-dimensional associahedron) while the state polytope St(A) has 29 vertices (it is depicted in Figure 2 ). This matrix is of Lawrence type. Its Graver basis consists precisely of the four circuits. There are eight distinct reduced Gr obner bases associated with this matrix each of which corresponds to a distinct triangulation. This implies that the state and secondary polytopes coincide. However, A is not unimodular since it has maximal minors of absolute value zero, one and two.
Recall that the ber containing an element of the universal Gr obner basis UGB A was called a Gr obner ber of IP A and the ber containing an element of the Graver basis a Graver ber of IP A . By Theorem 2.7, the set of Gr obner bers of A is contained in the set of Graver bers of A. The following example shows that this containment may be strict. Each element comes from a distinct ber of IP A i , and it can be shown that none of these is a Gr obner ber. (The proof is a lengthy case analysis and will be omitted.) We conclude that the matrix A i has at least i + 1 Graver bers that are not Gr obner bers. 6 On the complexity of Gr obner cones.
One direct application of the reduced Gr obner basis G c is that it provides an inequality presentation for the equivalence class of cost functions containing c. This equivalence class is the interior of the normal cone of a vertex of the state polytope, or, equivalently, the interior of the Gr obner cone:
int K c = f w 2 R n : i w > i w for all i ? i 2 G c g:
While the Gr obner basis G c can have arbitrarily many elements for xed d and n, we observed in a large number of computations that a vast majority of the inequalities in (6.1) is redundant. Based on this experimental evidence we make the following two conjectures. In this section we present two constructions which provide lower bounds for the function ' (assuming it exists). These constructions show in particular that '(4) 8; '(5) 12; '(6) 18; '(7) 30, and that '(n ? d) is bounded below by an exponential function in n ? d. To study the facets of a Gr obner cone we shall use the following general lemma about facets of polyhedra.
Lemma 6.3 Let G c = f i ? i : i = 1; : : : ; tg. Then j ? j de nes a facet of the Gr obner cone K c if and only if the system f i x > i x; i 2 f1; : : : ; tg n fjgg f j x > j x g is consistent.
We say that a binomial x j ? x j in G c can be ipped if j ? j de nes a facet of the Gr obner cone K c . If x j ? x j can be ipped and w is a solution of the linear system in Lemma 6.3, then the vertices of St(A) in directions c and w are connected by an edge parallel to j ? j . Our rst result concerns the family of knapsack problems in Example 2.12. We show that the complexity of their Gr obner cones grows at least quadratically in the dimension. The vector c is generic because, for every positive integer , there is a unique optimal solution : if n divides then = n e n , otherwise = b n c e n + e i , where i (mod n).
The corresponding Gr obner basis has ? n 2 elements: G c = f x i x j ? x i+j : 1 i j n ? i g f x i x j ? x i+j?n x n : n ? j < i j n g:
Here the leading terms are underlined. Thus the initial ideal of the toric ideal equals in c (I A ) = hx 1 ; x 2 ; : : : ; x n?1 i 2 :
We shall prove the proposition by establishing the following two claims:
Claim 1: The \diagonal" elements x i x n?i ? x n ; i = 1; : : : ; b n 2 c, cannot be ipped. Claim 2: All other elements of G c can be ipped.
To prove Claim 1 we assume on the contrary that x i x n?i ?x n can be ipped in G c . That means there exists ! 2 R n such that ! i + ! n?i < ! n but ! selects the underlined leading term for all other binomials in G c . This shows that every chamber complex is a secondary fan and conversely. It is known that a matrix A is unimodular if and only if its Gale transform B is unimodular. In this case the Gr obner fan of A coincides with the secondary fan of A (cf. Theorem 5.9) and hence also with the chamber complex of B. To nd a Gr obner cone of A with many facets, it therefore su ces to construct a chamber with many facets in the chamber complex of a unimodular matrix B.
Let B be the node-edge incidence matrix of the complete bipartite graph K n;m where n = 2k?1 and m = 2k + 1. 
