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ABSTRACT 
A new shift in the QL algorithm for symmetric tridiagonal matrices is described. 
The shift is a combination of the Rayleigh quotient shift and Wilkinson’s shift. It is 
shown that QL is globally convergent with this shift and that the asymptotic rate is 
always cubic. 
1. INTRODUCTION 
The QL algorithm with shift is a very good method for finding all 
eigenvalues of an irreducible symmetric tridiagonal matrix. Up to now, there 
are two kinds of shifts in common use. One is called the Rayleigh quotient 
shift, and the other is called Wilkinson’s shift. The Rayleigh quotient shift 
cannot guarantee convergence for any symmetric tridiagonal matrix, and for 
Wilkinson’s shift no one ever proved cubic convergence in all cases. In this 
article, we consider a new shift of the QL algorithm which combines the 
Rayleigh quotient shift and Wilkinson’s shift, so we call it the RW shift. For 
any irreducible symmetric tridiagonal matrix, it is proved that the QL 
algorithm using the new shift is always convergent and is always asymptoti- 
cally cubic. 
Numerical examples are given in Section 3, which tell us the RW shift is 
better than the Rayleigh quotient shift and Wilkinson’s shift in some cases. 
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2. RESULTS 
Let 
T’k’ = 
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a1 
(k) ,/+k, 
1 
(k) 
P1 a2 
(k) p(k) 
2 
k=0,1,2 ,..., 
be a sequence of symmetric tridiagonal matrices. They are produced as 
follows by using the sequence {ok}. 
Find the QL factorization of Ttk’ - okZ: 
Ttk’ - a,Z = QkLk, (1) 
where Qk is orthogonal, L, is lower triangular, Z = (e,, . . . , e,), and take 
Ttk+l’= L,Q, + a,Z. (2) 
The scalar uk is called the shift, and the method (l), (2) is called the QL 
algorithm with shifts { uk}. 
Obviously, at the kth step, Tck+l) is a function of (Jk. If pi”‘+= 0 (as 
k -+ 00) then CX~“) approaches an eigenvalue of T(O). In this case, we call the 
QL algorithm with shifts { uk} convergent. If Ij3ik)l < E (E a given constant 
which is very small) then (pi ck) is a good approximation of an eigenvalue of 
T(a) 
For convenience, the index k is omitted in the following discussion. We 
rewrite Tlk) and Tck+‘) as follows: 
a1 PI 
PI a2 P2 
. . . 
T’k’= T = . . . 
. . 
&-I 
P*-l % _ 
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Pn-1 
Bn-1 
4l _ 
and uk = u. 
The most common shifts of the QL algorithm in use are the following. 
(1) Rayleigh quotient shifi: 
0 = aI. (3) 
(2) Wilkinson’s shift: We take as u the eigenvalue of the matrix 
a1 PI 
[ 1 PI a2 ’ 
which is closer to or, that is, 
u = (or - sign(b). P,” 
16/+ is” ’ 
where 6 = ((us - (r,)/2. 
The QL algorith m with Rayleigh quotient shift or Wilkinson’s shift is very 
effective for computing the eigenvalues of T”’ [l, 21. When it is convergent 
(/3r + 0), the QL algorithm with Rayleigh quotient shift has cubic conver- 
gence, that is p, = O(fi;). Unfortunately, the QL algorithm with Rayleigh 
quotient shift is not convergent for some symmetric tridiagonal matrices, for 
example, 
For Wilkinson’s shift, the QL algorithm is always convergent and it has at 
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least quadratic convergence. But no one has proved that it has cubic 
convergence for all symmetric tridiagonal matrices. 
Here, we give a method of choosing the shift e as follows: 
(1) If /3; 3 Zp,“, then we take 
This is the Rayleigh quotient shift. 
(2) If p,” < Z/3,2, then we take 
o=a,-sign(b). P,” 
isj+ /w * 
This is Wilkinson’s shift. 
The new shift obtained above combines the Rayleigh quotient shift and 
Wilkinson’s shift. So we call it the RW shift. Using the new shift in the QL 
algorithm for any irreducible, symmetric tridiagonal matrix, the first offdiago- 
nal element b, of ? tends to zero and it has at least cubic convergence: 
B, = OM). 
Let 
T-aZ=QL, (5) 
Q and L depend on the shift (I. We have 
LEMMA 1. For any shij3 (J used in (S), 
(T - uZ)q, = he, (6) 
(7) 
where e, = (IO,. . . .O)r. 
Pmof See [l]. 
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It is obvious that 1 ,,1 = 0 if and only if (I is an eigenvalue of T. The 
following lemma is very useful in estimating the rate of convergence, which 
was given in [2]. 
LEMMAS. For any shijl u used in (5), 
where 
d, = det(T, - uZ), s = 1,2 ,...,n, 
k; = d,2 + (P,-,d,+,)2+(P,~,P,d,+2)2+ . . . 
and 
T, = 
(8) 
t = 2,3, 
Proof. From (6) of Lemma 1 and Cramer’s rule, we have 
ql,l= l,,d,/d,, 
qt,~=(-l)k-1z1,~r61P2...ljli-~d~+1/.d~. ,->...,n-1, k=2 .Q 
4 “.I=( -l)"-'z,,,P,P,...P,-l/d,. 
Because C;= 1 qt,l = 1, 
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Using the expressions for qk.l in (7), we have 
Using the above expression of I,,,, we get 
Because k: = dt + /3,2k& we get (8). n 
Obviously, if { u } is bounded, then both { d s } and { k, } are bounded too. 
From the first two equations in (6) we can obtain 
LEMMA 3. For any shij% u, 
l2 < (P,P,>“+ (a, - d”&f’ +A2 
1.1’ 
p;+p;+(a2-u)2 ’ . 
(9) 
where A = (a, - a)(cu2 - a) - j3;. 
Proof. Let nl = ~/1~.~, r2 = c~~,~/Z~,~, r3 = c~~,~/Z~.~. The first two 
equations of (6) can be rewritten as 
(“l-+Q+P,?rz=l, (10) 
@PI+ (a2 - u)7r2+/3,77,=0. (11) 
So the point (n,, r2, ~~3) is on the line 
(a, - 0)x + BlY = 1, 
&x+(~,-~)y+@*2=0. 
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But the shortest distance from the origin to this line is d, where 
da= P:+P22fb2-d2 
U4P2)2+ b, - d2P; + A2 ’ 
so that 
On the other hand 
Hence 
p < (PlP2)2+bl - d”P,” +A2 
I,1 ’ 
pf+p;+(((Y2-u)2 . 
n 
Let k be a constant belonging to [O, 11. Consider the quadratic equation in 
A: 
(a, - A)(a, - A) = k/l;. (12) 
It has two roots. We take the root which is closer to (pi as the shift u. Hence 
and 
(o,-u)2<(01-u)(e2-e:=kP:. (13) 
(a, - CT)’ a (a1 - ~)(a, - u) = k/?;, (14) 
with equality if and only if cxi = (~a. By Lemma 3, (13): and (14), we can 
immediately obtain the following 
LEMMA 4. If u is the root of (12) which is closer to cri. then 
l2 1.1 g 
(l+k)8,2+(1-k)2P:.p2 
(l+ k),B:+&j ” 
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Obviously, u is the Rayleigh quotient shift if k = 0 and Wilkinson’s shift if 
k = 1. From (15) we can obtain 
LEMMAS. For the QL algorithm with RW shij?, 
& < min P:, 
i 
@%I). 
Proof. If p,” 2 Z/3,” then k = 0 and lPll <(l/&>&l. 
case, we get 
06) 
Using (15) in this 
If pt < 2p,2 then k = 1 and l&l < &IPJ. So we obtain from (15) 
Hence, in any case we have 
Lemma 5 shows that p1 is monotonic decreasing. 
LEMMAS. For any shifl u used in (5), 
l&B,l G L&I. (17) 
Proof. See [l] or [4]. n 
THEOREM 1. When the RW shij? is used in the QL algorithm, then 
pi”’ --, 0 as k+co. (18) 
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Proof. Recall that in Lemma 1 jfi,l< 11,,,1 and in Lemma 6 Ibl&l < 
(I, 1pII. We have from Lemma 5 
lB%l = Irs1lmAl G I4,II~I4,AI = ~;,IIPII 
G ~l&P21-lP11 = ~la:p,l. (19) 
So /?,“& -+ 0. By Lemma 5 and (7). 
lB,“l G I~?,11 6 I&I- +la,M= +2l. (20) 
Hence p,” --, 0 as well as p1 -P 0. n 
THEOREM 2. For the QL algorithm with the RW shift, i_’ T(O) is 
irreducible, then the convergence of fil to zero is ultimately at least cubic, 
that is, 
Proof. By Theorem 
value of T(“! Recall (13) 
so 
&=O(P13) at least. (21) 
1, & + 0, so that a1 + hi,. Here hi, is an eigen- 
(a1 - u( G /pII. We have 
(Y1 - u -+ 0. 
u -+ xi,. (22) 
It shows that ( k3} is bounded. If T(“’ is irreducible, then all the eigenvalues 
{Ai}&‘=, of T(O) are distinct. Hence as p1 + 0 
dS+ jfi2(Ai,m^i,)io~ (23) 
where Xi,, AiS ,..., Ain is an arrangement of A 1, A,, . . . , A,. By Lemma 2, we 
obtain 
B,” = 0( p;d;). (24) 
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If /3; ,>- Z/3&, then u = (Ye is the Rayleigh quotient shift. Hence 
d, = (a1 - o)d, - ,8,2d, = - P;d,. (25) 
SO p, = 0( pp). If /3,” < 2@,“, then & is very small while p1 is also very small. 
In this case, (Y? approaches another eigenvalue Xi2 of T”’ which differs from 
Xi,; thus Alp - Ai, # 0. So 
,al-u,=&= O!P3> 
2 
(26) 
and 
Hence 
d,= [(~~-u)(~~-u)-_~]d,~-(~i-u)P~d~ 
= - (a, - u)@d, =O(P;&?). 
8, = o( PpB; 1. 
(27) 
This shows that Pr has at least cubic convergence. 
(28) 
n 
3. NUMERICAL EXAMPLES 
Given an 11 X 11 symmetric tridiagonal matrix T: 
aj = 2j - 1. j=1.2 . . . . . 11, 
p1=p3=p4= ... =pl”=l. 
For some different p2 do QL iterations with three kinds of shift to find nine 
eigenvalues of T until 
iP!k’l < lo-‘“, i = 1,2 ,.... 9. 
The number of iterations for each kind of shift is given in Table 1. 
The eigenvalues of T which are computed with RW shift, and the order of 
eigenvaluc produced by QL iterations, are given in Table 2. 
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TABLE 1 
1 20 18 20 
10 21 19 24 
20 20 22 27 
30 21 .23 26 
50 22 22 22 
100 20 20 20 
200 18 19 18 
(a) & = 1 (1)) p2 = 20 
0.5491290256 1 1 1 16.0763491583 2 2 
2.9530663332 2 2 2 I .0097343053 1 1 1 
4.9978526397 3 :3 :3 6.<542114594h 3 3 3 
6.9999526168 4 4 4 h.9505414630 4 2 4 
8.9999993691 3 3 Ti 10.9975845198 .5 4 5 
11.- 6 6 6 12.99994196hR 6 5 6 
13.OfnOOO6105 i 7 7 1.5.000046i19h li 7 7 
15.0000473826 8 x ti 17.0021473514 9 b 9 
17.0021473599 9 9 9 19.0469336666 9 
19.0469336663 21.45013709744 
21.4508709735 24.0764337941 7 6 h 
(C) & = 30 (cl) p, = so 
- 26.0503990862 2 - 46.0163908061 
1.0042867265 1 I 1 1.001.53J9642 1 1 1 
6.5460313292 3 2 2 65480174991 2 2 2 
8.9519774885 4 3 3 8.9526802149 3 3 3 
10.9977413649 5 4 4 10.9978138978 4 4 4 
12.9999488133 6 5 .5 129999517292 .5 5 .5 
15.0000466805 7 6 6 15.0000467423 6 6 6 
17.0021473526 9 7 7 17.0021473544 7 7 7 
19.0469692428 9 8 19.0469336661 8 8 8 
21.45063s3950 21.4E4%iO9733 9 9 9 
34.0504147041 h h 9 s540163927<586 
272 JIANG ERXIONG _4ND ZHANG ZHENYUE 
REFERENCES 
1. B. N. Parlett, The Symmetric Eigenoalue Problem, Prentice-Hall, 1980. 
2. Jiang Erxiong, The convergence rate of the QL algorithm with shifts for symmet - 
ric tridiagonal matrix, Numer. Math. J. Chinese Univ., to appear. 
3. J. H. Wilkinson, Global convergence of tridiagonal QR with origin shifts, Linear 
Algebra Appl. 1:409-420 (1968). 
4. W. Hoffman and B. N. Parlett, A new proof of global convergence for the 
tridiagonal QL algorithm, SIAM. J. Numer. Anal. 15:929-937 (1978). 
Received 4 October 1983; revised 3 ApriZ 1984 
