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A simulation is essentially a multi-factor statistical sampling experiment
through which approximate answers to questions about some aspect of a system
or statistic are obtained. Unfortunately, the multi-factor aspect of the
simulation is usually downplayed because of the difficulties of organizing
and displaying the output as a function of various factors. Some graphical
procedures using color are suggested for assessing the effect of the factors
on the output. This is done in the context of an example of a multiserver
queue. Classical analysis of variance techniques are usually not appropriate
for this analysis because the data is non-normal and the mean is seldom an
adequate or complete characterization of the output.
INTRODUCTION
Simulation is a widely used tool for finding answers to problems which
involve random elements in fields as diverse as Statistics, Physics,
Operations Analysis, and Engineering. It is essentially a multi-factor
statistical sampling experiment which, with a model, is performed on a
digital computer. Moreover, the answers obtained from the simulation are
functions of the various factors (attributes, independent variables,
concomitants) in the problem.
A very simple example of such a problem is the multiserver queue (G/G/m)
which occurs in banks, supermarkets, barbershops, etc. In this queueing
system, arriving customers are served in order of arrival, with one of two
queueing disciplines. The first discipline is where customers form a single
line and are called for service from the head of that line as servers become
free. The second queueing discipline is where customers join the separate
queues which form in front of each server and stay there until served. As
an idealization of this second discipline, an arriving customer joins the
shortest and presumably the fastest service line or picks, with equal
probability, from lines which have the tied, fewest number of customers
awaiting service. No jumping from server to server is allowed.
The rough justification for the single line discipline, denoted as SL, over
the shortest line, fastest service queueing discipline (FS) is that an
arriving customer will not get stuck behind a customer who is already in
service and who has an extremely long service time. However both
disciplines are commonly used, and the question to be answered is which
discipline is 'best'. Of course this question is unanswerable as posed
until the proper quantification of the problem is decided upon. Thus, is it
adequate to compare the mean waiting times in a stationary queue, or should
1
one compare the probabilities of not having to wait on arrival at the queue
or the values of, say, the .99 quantile of the waiting time distributions?
(The ot-quantile of the distribution of a random variable, W, is the value,
w
,
such that the probability of W being less than w is a),
a a
Furthermore, even if one of the above quantifications is decided upon and
its value is compared for the two service disciplines, the answer to the
question as to which service discipline is best may depend on the level of
several other factors, as follows:
a. The traffic intensity is, from what theory exists, a
definite factor here. In this queueing problem the traffic
intensity is given by the ratio of the expected service
time, E(S), divided by the product of the number of
servers, m, and the expected interarrival time of
customers, E(A). This traffic intensity factor, t, must be
less than 1 for a stable queue to exist and has a continuum
of possible values between and 1. Three values of t will
be used in the subsequent analysis, 0.30, 0.60 and 0.75.
b. The number of servers, m, is a factor which may influence
the output and must clearly be greater than one for the
distinction between the single line (SL) and the shortest
line, fastest service, (FS) disciplines to have any
meaning. Three values of m will be used in the subsequent
analysis, 3, 5, and 10
c. The distribution of service times (in G/G/m queues assumed
to be independent and identically distributed) and the
distribution of interarrival times (also assumed to be
independent and identically distributed) are also factors
in this queueing situation. Because of the complexity of
these factors only four combinations of distributions will
be used in the subsequent analysis:
A - very variable service; very variable interarrival;
3 - very regular service; very variable interarrival;
C - very variable service; very regular interarrival;
D - very regular service; very regular interarrival:
This rough categorization will be more specifically
detailed later for the purpose of implementing the
simulation; the categorization represents an attempt to cut
down a complex factor to manageable proportions based on
experience. A rough guess would be that if the single line
queueing discipline is effective in cutting down, in some
sense, the waiting times of customers, it will be in case
A, where very variable or skewed service and interarrival
times are encountered. In that case not only are long
service times relatively common, but also customers may
occasionally arrive in quick succession.
With three levels of the traffic intensity factor t, three values of m, the
number of servers, four combinations of interarrival and service time
distributions and two queueing disciplines, giving 72 factor combinations, a
simulation experiment with a fixed number of replications at each factor
level is technically handleable by a four-way analysis of variance. The
reason that this is not appropriate and that a graphical summary of the
output is necessary is that by comparison of the means of the data are not
adequate and the data is not normally distributed. In fact the waiting times
will generally be very positively skewed with a discrete component
representing the probability that a customers waiting time is exactly zero.
Further complicating the standard analysis is the fact that the relationship
between the factors will not be linear. For example, in many queueing
situations the mean waiting time, E(W) , is proportional to the reciprocal of
(1-t) 2 .
An alternative to a blind and perhaps inappropriate application of analysis
of variance techniques is to first look at the simulation output data in
order to perform an initial, exploratory analysis. This may show immediately
the salient points of the simulation, or suggest further formal analysis
after, for example, a transformation of the data.
The problem of differentiating four factors graphically is not simple, and
in this paper we will attempt to obtain as concise and as compact a summary
of the output of the simulation experiment as possible. This will be done
graphically by using multiple X-Y plots, with additional coding within each
plot obtained by color, spacing, and line-type.
THE DATA FROM THE G/G/m QUEUE
To complete the specification of the multiple server queue discussed above
it was assumed that the individual service times were Gamma distributed, as
were the independent interarrival times.
To obtain 'regular' service, it was assumed that the shape parameter, k, in
the Gamma distribution took on the value 5.0; to obtain very 'variable' i.e.
'highly postively skewed' service times it was assumed that the shape
parameter k took on the value 0.5. Similar conventions were made for the
interarrival times.
The Gamma assumption was made for computational convenience; another
possibility is to assume that the 'variable' distribution is obtained by a
mixture of two exponential random variables. In that case analytical
solutions can, in principle, be obtained for parts of the problem by the
method of (parallel) stages (Kleinrock 1975).
For each set of the 72 factor levels, the queue was simulated out to the
5,000th arrival. This was repeated independently ^40 times to obtain
vector of i.i.d realizations of waiting times of the 5000th customer. Since
the traffic intensity was chosen to have the levels 0.30, 0.60 and 0.75, it
can be assumed that the samples represent the stationary waiting time in the
queue. It could be argued that a higher level of t, say 0.90, should also
be used. However, not only would it then be necessary to go out even beyond
the 5000th customer in the sample path of the queue to assure stationary,
but also the already complex data handling problem with the 72 waiting time
vectors would be further complicated. Also, as wil] be seen, the essential
effects of the factors can be ascertained from the present experiment.
Data was placed into vectors of length ^40 with a typical case being named
WSL0275A. Here the first W denoted a waiting time and occurs in the code
for all vectors. (One could also look, say, at delay times. These are the
customer's waiting time plus his service time.) SL denotes 'single line
queueing discipline' whereas the other discipline, joining the shortest and
thus presumably the fastest line, is denoted by FS. The first pair of
numbers in the name of the data vector, 02 in this example, represent m, the
number of servers, and could be 2,5 or 10. The second set of numbers, here
'75', gives the traffic intensity, t, and could be 30, 60 or 75,
representing values of t=0.30, t=0.60 and t=0.75. Finally the last letter,
here 'A', represents the four cases of distributional assumptions given
above with possible values A, B, C or D.
COMPUTING
The data were generated on an IBM 370/3033 computer using a PL/1 program
called QSIM. The graphics was done with the experimental APL program
GRAFSTAT from IBM Research. The coding of the data vectors explained above
made it simple to generate the full screen interfaces for GRAFSTAT, and thus
the graphs, under program control. Since many combinations of graphs were
tried, this procedure proved very valuable.
The plots were obtained in two ways: one by sending GRAFSTAT output on an
IBM 3179 Model G2 terminal to an IBM 7372 plotter, the other by sending
GRAFSTAT output on an IBM 3270 AT GX color screen to the same plotter. In
both cases the transfer is accomplished by invoking the GDDM4 program on the
mainframe.
Both APL and the GRAFSTAT program are ideal for handling a large amount of
data like this in a very flexible fashion.
GRAPHICAL OUTPUT AND ANALYSIS
The graphics which were designed to display the output of the simulation
experiment can be thought of as a two way layout of two-dimensional graphs,
with rows of graphs representing a fixed distributional factor (A, B, C or
D) and the columns of graphs representing the 'number of servers' factor.
(This was selected as the column factor because it was felt that this factor
would have a minor effect on waiting times, although the simulation
subsequently showed that this assumption was not correct).
The complete layout of all 12 graphs is not shown; in fact for reasons of
space, only the first row of graphs having common distributional factor A
will be discussed.
Each graph in the two way layout represents six cases, three traffic
intensities and two queueing disciplines (see Figure 1). The two queueing
disciplines for each of the three values of traffic intensity are placed
close together on the graph since queueing discipline is the primary factor
whose effect on the response - waiting time - is to be examined. This




















Figure 1. Two servers (m=2) and distributional case A - very variable
(positively-skewed) service; very variable (positively-skewed) interarrival
times. The two quantile plots of the 440 simulated waiting times at each of
the three traffic intensities are grouped together and differentiated by
color. Blue is used for the 'fastest service', individual choice, case (FS)
and red for the single line (SL) case. Note that there are many zero
waiting times and that this aspect is not shown in the graph expect in so
far as the quantile plots and the means and medians are bunched near zero.
The quantile plot is a vertical line with marks representing various
estimated quantiles and the estimated mean of the sample of size ^0. The
clearest case on which to examine these marks is given in Figure 1 for
t=0.75 and the blue (FS) line. The tilda at the bottom of the line is the
0.25-quantile or lower quartile of the wating time sample; going upwards,
the cross is the 0.50-quantile or median; the circle is the sample mean.
Above this are horizontal bars representing successively the 0.75-quantile
or upper-quartile, the 0. 95-quantile, the 0.99-quantile, and the maximum
value in the sample.
Concentrating on the case illustrated in Figure 1 (m=2; t=0.75; A) it is
seen immediately that the single line discipline (SL) in red gives slightly
shorter waiting times than the FS case and that the distributions of waiting
times are highly, positively skewed. It should be noted that in all cases
considered there were many zero waiting times which resulted in a great
squashing of the lower quantiles on the graph. In fact a common alternative
to the quantile plot is a boxplot, which many people prefer, but in this
case it is difficult to plot since many outliers occur at the low end and
have the same value. A boxplot results in the pen plotter just cutting a
hole in the paper.
Note also that on this graph one cannot 'see' the extent of the probability
of zero waiting times, which is an important qualification of the queueing
system. Thus, either a table or a graph of this probability should be given
separately. The zero-valued waiting times also make it difficult to employ,
for example, logarithmic transformations of the data or the scales. This
can be obviated by plotting the non-zero waiting times or by looking at
delay times (the waiting time plus the service time). However, this latter
quantity is not always meaningful in such a simple queue.
Returning to Figure 1 and contrasting the effect of traffic intensity for
the two service disciplines with m=2 and distributional case A, we see first
that the effect of traffic intensity is marked. This of course is fairly
well known. In particular for the Poisson arrival, Exponential service
case, the expected waiting time is proportional to t/(1-t) 2 (Gaver and
Thompson, 1973). However, the waiting times are not affected markedly by
the service discipline at any of, the traffic intensities considered. In
fact, the apparent differences between the FS and the SL cases may not be
statistically significant.
Figures 2 and 3 complete the top row of the two way layout of graphs,
showing the effect of number of servers, m, on the waiting times for
different traffic intensities and different queueing disciplines. A
comparison of Figures 1 and 3 reveals very quickly that if the traffic
intensity is held constant, then waiting times tend to decrease as the
number of servers increase. This is especially true at low traffic
intensties. Moreover going from Figure 1 to Figure 3 it becomes clear very
rapidly that the effect of the two different queueing disciplines on waiting
times becomes marked as the number of servers increases! Thus, using a
single line with very variable service and interarrival times is really





















Figure 2. Five servers (m=5) and distributional case A - very variable
(postively-skewed) service; very variable (positively-skewed) interarrival
times. The two quantile plots of the 440 simulated waiting times at each of
the three traffic intensities are grouped together and differentiated by
color. Blue is used for the 'fastest service', individual choice, case (FS)
and red for the single line (SL) case. Note that there are many zero
waiting times and that this aspect is not shown in the graph expect in so





















Figure 3. Ten servers (m=10) and distributional case A - very variable
(positively-skewed) service; very variable (positively-skewed) interarrival
times. The two quantile plots of the 440 simulated waiting times at each of
the three traffic intensities are grouped together and differentiated by
color. Blue is used for the 'fastest service', individual choice, case (FS)
and red for the single line (SL) case. Note that there are many zero
waiting times and this aspect is not shown in the graph expect in so far as
the quantile plots and the means and medians are bunched near zero.
USE OF COLOR AND ENHANCEMENTS
Color has been used to differentiate the closely grouped quantile plots for
the two queueing disciplines on the graphs. It is much more effective than,
say, line-type in differentiating the two cases to the eye. Actually, a
combination of line-type and color seems to work even better but it seems to
be a waste of an additional coding device which can be used to further
compactify the graphical output. This can be done by superimposing Figure 1
on Figure 2 with a slight left shift and using dashes for the vertical lines
in the quantile plots. Similarly Figure 3 is superposed on Figure 2 with
the same shift, this time to the right and using dotted lines for the
vertical lines in the quantile plots.
If additional colors are available, the coding by line-type can be replaced
by coding by color, while the two queueing disciplines are differentiated by
line-type. This seems to be the 'best' combination available. However,
that many colors are difficult to plot on the available equipment.
CONCLUSIONS
The need to compactify as much as possible the graphical analysis of
simulation output so that the results can be encompassed by an analyst is
greatly enhanced by the availability of color as a coding device. The types
of graphs presented here should be standard tools for simulators and it is
hoped that this will be the case when color graphics, and especially the
printed version, becomes easier and cheaper to obtain.
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