Abstract. Diagnosis of neuromuscular diseases is based on subjective visual assessment of biopsies from patients by the pathologist specialist. A system for objective analysis and classification of muscular dystrophies and neurogenic atrophies through muscle biopsy images of fluorescence microscopy is presented. The procedure starts with an accurate segmentation of the muscle fibers using mathematical morphology and a watershed transform. A feature extraction step is carried out in two parts: 24 features that pathologists take into account to diagnose the diseases and 58 structural features that the human eye cannot see, based on the assumption that the biopsy is considered as a graph, where the nodes are represented by each fiber, and two nodes are connected if two fibers are adjacent. A feature selection using sequential forward selection and sequential backward selection methods, a classification using a Fuzzy ARTMAP neural network, and a study of grading the severity are performed on these two sets of features. A database consisting of 91 images was used: 71 images for the training step and 20 as the test. A classification error of 0% was obtained. It is concluded that the addition of features undetectable by the human visual inspection improves the categorization of atrophic patterns.
Introduction
Neuromuscular diseases cover a large group of pathologies with a huge heterogeneous etiology and course. Although all neuromuscular diseases are progressive in nature, they manifest in a wide age range with different degrees of severity. The most common classification relies on the component of the neuromuscular system that is affected. Hence, we can find myopathies, in which the muscle is primarily affected, or neurogenic atrophies (NA), in which the motor neuron is affected. To study the patient affections, the pathologist examines muscular biopsies under microscope focusing into a morphological muscular fiber analysis. The evaluation of the changes in the morphological characteristics of a given biopsy with respect to the normal muscle is one of the main features for the diagnostics of a neuromuscular disease. However, the manual morphometric approach and interpretation of muscle biopsy material is a subjective, tedious, and time-consuming task. 1 Currently, a tissue histopathology slide can be digitized and stored in digital-image form. This progress has allowed the development of computer-assisted diagnosis for disease detection, diagnosis, and prognosis prediction to complement the opinion of the pathologist. 2 In this sense, in the recent literature works related to grading of prostate cancer, 3 detection of cervical cancer, 4 classification of hepatocellular carcicoma, 5 detection of cervical cell nuclei, 6 or simple detection of different types of cells [7] [8] [9] can be found. Focusing on the studies of muscular fibers, we can find some works that address the segmentation of fibers in muscular biopsies, [10] [11] [12] the classification of muscle-fiber type, [13] [14] [15] [16] and the extraction of morphometric features. 17 However, studies of the characterization of neuromuscular disease based on image processing have not been found in the current literature.
This paper presents an analysis of fluorescence microscopy images of muscular biopsy to obtain useful information for the diagnosis and the severity grading of different neuromuscular diseases. To achieve this, our database consists of 91 images belonging to control biopsies (no disease), biopsies affected by muscular dystrophies (MD), and biopsies affected by NA. The study is based not only on the extraction of features related to the characteristics that the pathologist takes into account for diagnosis, but also on the search of features with inherent properties that escape the evaluation of the pathologist and which could be more efficient for the classification of the different muscular images. In this sense, the paper proposes an extraction of morphometric and structural information based on the assumption that the biopsy is considered as a graph, where the nodes are represented by each fiber, and two nodes are connected if two fibers are adjacent. This was motivated by the work of Escudero et al., 18 in which the introduction of a network allowed one to describe the epithelial organization objectively. To get the feature extraction, an accurate segmentation was required. In this paper, mathematical morphology and a watershed transform are used to address this task. A fuzzy classification based on a neural network architecture is presented. Finally, a study of the severity grading is carried out to analyze the results. In Sáez et al., 19 some of these results, analyzed from the biological point of view using different training data sets, are presented.
The rest of the paper is organized as follows: the type of images and the neuromuscular diseases are presented in Sec. 2; in Sec. 3 the procedure followed is explained, which includes a segmentation method, a feature extraction step, a feature selection step, a classification, and the severity grading. In turn, each section contains a subsection of results. Finally, a discussion of the results is presented.
Muscle Biopsy Images and Neuromuscular Diseases
The muscular fibers are organized in fascicles, which are surrounded by a layer of connective tissue named the perimysium.
Between the fibers within a fascicle appears the endomysium, a mesh of loose connective tissue composed of fine collagen and reticular fibers. Skeletal muscles fibers can be classified into two main types: type I or slow fibers (they have a slow contraction velocity) and type II or fast fibers (fast contraction velocity). They are distributed in a disordered mosaic pattern, and appear with a similar size along the fascicles. The transversal section of a normal muscle represents the fibers with a polygonal shape surrounded by a thin mesh of collagen.
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Muscular biopsies were processed by the standard methods of freezing and cutting with cryostat. The muscular fiber and the collagen content were detected by fluorescence microscopy. The antibodies mouse anti-myosin heavy chain (slow), mouse antimyosin heavy chain (fast), and rabbit anti-collagen type VI were used using a standard protocol for immunostaining. The sections were incubated with Alexa fluor 488 and Alexa fluor 568 secondary antibodies. All the slides were analyzed under a fluorescence microscope (BX-61 Olympus with a DP70 camera) using a mercury lamp through a 470 to 490 nm or 560 to 579 nm band-pass filter to excite Alexa fluor 488 or Alexa fluor 568, respectively. The stained cells were photographed, and two high-resolution images (size of 4080 × 3072 pixels) were obtained. A total of 91 images from 70 muscle biopsies, stored in the Tissue Bank of the Hospital Universitario Virgen del Rocío, Seville, Spain, were processed.
An RGB image was created from the two images obtained. The red component is the image obtained when the biopsy is excited at 560 to 579 nm [ Fig. 1(b) ], and the green component is the image obtained when the biopsy is excited at 470 to 490 nm [ Fig. 1(c) ]. Figure 1(a) shows a sample of the resulting RGB image. Slow fibers in a dark color, fast fibers in a reddish color, collagen in a greenish color, and capillaries as small dark structures among the collagen can be observed.
All original images have the same resolution (4080× 3072 pixels). However, the figures shown in this paper represent only a part of the complete image (1150 × 1150 pixels) to correctly visualize the details. The yellow bar at the top of Fig. 1(a) represents the image scale corresponding to 200 μm.
In Fig. 1 
, examples of the variability in the images are shown. They belong to the patients with different ages and different diseases.
In this paper, three morphological patterns presented in muscle biopsies are studied. The first one is the normal pattern (no disease). The second is the dystrophic pattern. MD are a type of myopathy, which are characterized by a wide variation in fiber size, a rounded shape of atrophic fibers, and fibrosis (an increase of endomisial collagen). This contrasts with the third pattern, NA that present angulated atrophic fibers, large groups of atrophic fibers, fascicular atrophy, and loss of the random checkerboard distribution of fiber types or fiber-type grouping. 21 In addition, it is possible to find a muscle that can show a combination of neurogenic and myopathic features. For the study, we have 91 images from 70 subjects; 41 control images, 27 dystrophy images, and 23 atrophy images.
Methodology
The morphological analysis is a fundamental tool for the diagnosis of neuromuscular disorders. 22 The aim of this paper is to analyze muscle biopsies in a morphological and structural way, which allows one to develop a diagnosis help tool for the neuromuscular diseases explained in the previous section. The procedure followed is described in Fig. 2 .
Each block of the flow diagram in Fig. 2 is explained in the following sections.
Segmentation
A prerequisite to classify any disease is the ability to automatically identify the structures present in the image. 2 Moreover, to achieve a robust morphological analysis, an accurate segmentation of the fibers in the biopsy image is required. Shape description and accurate segmentation is possible if the initial localization of the muscle fibers is known. 23 Therefore, in this paper the segmentation process is divided into two steps: identification of the muscle fiber localization by applying morphological operators, and accurate detection of the fiber contours by a watershed transformation. It is important to note that the segmentation method must be automatic and valid to all types of images [see Fig. 1 (a) and 1(d)-1(f)].
Fiber localization
The biopsy images we work with present different structures such as collagen, muscle fibers, capillaries, and artefacts. The aim of this step is the correct identification of the muscle fibers.
The processing is performed on the G-component of the image due to the high contrast between the muscle fibers and the collagen [see Fig. 1(c) ]. Considering that the fibers are darker than the surrounding collagen, intensity valleys in the image are searched. For this reason, the H-minima transform 24 is applied to the G-component image in order to get homogeneous minima valleys. This transform has been successfully used in different medical applications. 25, 26 The H-minima or H-maxima transform is a powerful mathematical tool to suppress undesired minima or maxima. It allows one to extract regional minima whose depth is lower than or equal to the given h-value. Regional minima are connected components of pixels with a constant intensity value, and whose external boundary pixels all have a higher value. The H-minima transform 24 is performed by
where h represents the given depth, and R and ε represent the reconstruction and erosion operators, respectively. The h-value has a direct influence on the number of segmented regions. The larger the h-value, the fewer segmented regions. As the darkest regions of the G-component image represent the muscles fibers, we can intuitively assume that the required h-value should be lower than the average intensity of the image. Three different values that took into account the average intensity were tested: two thirds of the average intensity of G (h 1 ), half of the average intensity of G (h 2 ), and one third of the average intensity of G (h 3 ). They are calculated as
where Gði; jÞ is the intensity value of G-component at the pixel ði; jÞ and N and M are the image pixel dimensions. The resulting image is a binary image, in which regions with a pixel value of 1.0, displayed as white, represent candidate muscle fibers. Figure 3 shows the influence of the three h-values on the number of segmented regions.
Results of the fiber localization
Results were tested in only 10 1150 × 1150 pixel images. The reason for this is that the manual segmentation of each one is necessary in order to check the quality of the method, and each image has hundreds of cells. So, the manual delineation of them is a very time-consuming and tedious task. It should be noted that the number of cells segmented in these test images represents only a portion of the number of cells of the entire image. Table 1 shows the number of cells segmented by the specialist, and the number of the regions detected by the H-minima transform with the three different h-values. The number of detected regions should be close to the number of manually segmented cells, taking into account that the number of the detected regions must be higher than or equal to the number of segmented cells. If the value is lower, it will involve the loss of detected cells.
Although h 1 provides a number of detected regions more similar to the number of cells estimated by the specialist (see Table 1 ), in some cases the number of detected regions is lower. This means that some cells are not detected. Since the number shown here represents only a portion of the number of cells in the entire image, this number of lost cells could increase. Furthermore, the oversegmentation is due to the existence of artefacts and capillaries in the image. These regions can be removed by using morphological operators. For these (6) reasons, the chosen h-value is h 2 followed by a processing of the resulting image using mathematical morphology. The morphological operators used in this step are summarized here. Regions with an area smaller than 0.25% of the biggest dimension in pixels of the original image (taking into account the resolution indicated in Sec. 2) were removed by applying morphological opening. 24 Presumably, small regions correspond to capillaries. Irregularities (holes) within the regions detected were refilled by morphological reconstruction. 24 Finally, an erosion operator with a 3 × 3 pixel structural element was applied to prevent that adjacent cells were joined. The results of the number of regions detected after this step are shown in the fourth column of Table 2 .
Although the number of regions decreased, it could be desirable to better adjust the number of detected cells and the number of segmented cells. To this aim, finally, two independent color conditions were imposed on the detected regions in order to remove those that did not truly correspond with cells.
First condition: those regions whose average intensity of G-component had a value higher than 25% of the maximum intensity value of G in the database were rejected as candidate fibers, as the muscle fibers present a low green value.
Second condition: a histogram equalization of the G-component was performed, the average intensity of this new image was calculated for all regions, and the maximum of these values was computed. Finally, those regions whose average intensity was higher than the 90% of the maximum and an average value of R-component less than 20% of the maximum intensity value of R in the database were removed.
The thresholds mentioned were experimentally fixed, and provide a correct segmentation of the 91 images analysed.
With these two conditions, capillaries and artefacts present among the collagen are removed. The fifth column of Table 2 presents the final results.
Detection of fiber contours
Once the localizations of the muscle fibers are identified, an accurate detection of their contours is required for a later robust morphological analysis. For this objective, two well-known techniques were applied: level set and a watershed transform. Both methods are briefly explained below.
Level set methods 27 have been widely used as a global approach toward the optimization of active contours for the segmentation of objects of interest from the background. In the literature, numerous works related to this technique have been proposed. In this paper, the method developed by Li et al. 28 is used. In the reported work, an energy function tries to maintain the level set function near the signed distance function, thus avoiding the need for re-initialization of the level set function. 28 The initial curve required is the contour of the binary image resulting from the muscle fiber localization detection, explained in the previous section.
In the watershed procedure, 29 an image is viewed as a topographic surface: the higher the value of a pixel, the higher the altitude at the corresponding point on the topographic surface or relief. The watershed transform is usually applied to the gradient image. The minima in the gradient image will correspond to the sites within homogeneous regions in the original image. However, the watershed algorithm yields results with substantial oversegmentation; that is, the number of segmented regions could be much larger than desired, with regions being broken into multiple smaller regions. This undesirable result is due to the fact that the gradient image used in the process is sensitive to noise. The problem of oversegmentation can be overcome with the use of markers that identify the objects. The object contours in the gradient image can be seen as the highest crest-lines around the object markers. In our case, the image gradient is calculated in the G-component, and the internal and external markers are derived from the previous section, where the aim was to identify the muscles fibers. The binary image resulting from the previous section constitutes the internal makers. Meanwhile, the external markers were extracted by applying another watershed transform to the binary image used as internal markers.
Results of the detection of the fiber contours
To evaluate the performance of both methods, 10 images manually segmented by the specialist were used. The results were evaluated with the Jaccard coefficient and the Dice coefficient. The Jaccard index, also known as the Jaccard similarity coefficient, is a statistical parameter used for comparing the similarity and diversity of sample sets. It is defined as the size of the intersection divided by the size of the union of the segmented cells. Assuming two sets corresponding to the segmented pixels obtained from the manual segmentation (P m ) and the segmented pixels obtained from the automatic method (P s ), Jaccard's coefficient is defined as
The Dice coefficient, D, is also a similarity measure, which is defined as
Results are presented in Table 3 . As can be seen, the watershed transform outperforms level set technique in all images. Some image examples of both segmentations are shown in Fig. 4 . It is important to note that besides the accuracy in detecting the contours of the fibers is higher in watershed [ Fig. 4(b) ] than in level sets [ Fig. 4(c) ], the watershed transform is able to separate two independent cells although they seem to be linked (see yellow rectangles). Furthermore, the computational cost is also lower for watershed. Figure 5 shows that the ratio of computational time between both segmentations (consumed time by level sets/consumed time by watershed) increases logarithmically with the number of cells to segment in the image. Furthermore, it should be noted that the time spent on segmenting the images by the proposed method is significantly less than that needed by the specialist (see Table 4 ). The steps followed in final segmentation process are shown in Fig. 6 .
Feature Extraction
To identify if a biopsy is affected by a pathology, an objective analysis of the biopsy is needed. The morphological and structural characteristics of the whole biopsy constitute a vector, also called biosignature. 23 The objective of this section is to extract the features that correspond to the visual attributes defined by clinicians as particularly important for the mentioned pathology grading and diagnosis as well as a study of new features with inherent properties that escape from the evaluation of the pathologist and that could be useful for the characterization of these diseases. In this sense, both morphological and structural features are proposed.
Morphological features
The morphological characteristics can be described by shape or geometry. 23 Formulation of morphological features is an easy Fig. 6 Steps followed in the fiber segmentation.
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Features such as the area of each fiber, the average of the areas of type I (slow) and type II (fast) fibers, identified by the intensity average of R-component, or the major and the minor axis lengths of the cells are calculated. In Table 5 , the 14 characteristics computed are shown.
Structural features
To address this approach, each biopsy image was interpreted as a graph. Graphs are efficient data structures to represent spatial data, and an effective way to represent structural information by defining a large set of topological features. 2 Formally, a simple graph G ¼ ðV; EÞ is an undirected and unweighed graph without self-loops, with V and E being the node and edge set of graph G, respectively. Applying this concept to our problem, we generated a cellular network in which the muscle fibers are represented by nodes, and two nodes are connected if two fibers are adjacent.
To identify the neighborhood of each fiber, we generated a mosaic such that each fiber contour is expanded to reach the expanded contour of the adjacent fiber. This concept was addressed by applying a watershed transform to a binary image resulting from the fiber detection step (Sec. 3.1.3). An example is shown in Fig. 7(c) .
It should be noted that an important feature was extracted from this mosaic. The ratio between the area of a fiber (A2) and the area when its contour is expanded (A1) (features 15 and 16 in Table 6 ) is indicative of the amount of the collagen, and therefore indicative of the existence of fibrosis, one of the main attributes of the MD.
In this point, a vector of 24 features (included the 14 geometrical ones) was fixed. Characteristics such as the number of neighbors or the number of neighbors for a determined type of fiber were added. Table 6 shows the added features.
These 24 features try to emulate the characteristics that the pathologist takes into account for diagnosis, however, in this paper another set of features that escape from the evaluation of human vision is extracted. For this purpose, a weighted graph derived from the muscular biopsy was generated, where each node was represented by the mass center of the each fiber, and the neighborhood relations are mapped into weighted edges, where each weight corresponds to the Euclidean distance between the nodes [see Fig. 7(d) ].
Fifty-eight new characteristics were incorporated. The first 14 characteristics out of 58 ones were obtained from the parameters that were already computed (area, axis, convex hull, angles, and ratio A1/A2), but taking into account the neighborhood of each fiber, i.e., the ratio between the value of the parameters of each fiber and the average of the values of the corresponding adjacent fibers constituting these new 14 features (features 25 to 38 in Table 7 ). The 44 remaining features are computed from graphs theory (features 39 to 82 in Table 7) when it is applied to an undirected and weighted graph. Table 7 shows these 58 new features.
To avoid errors due to the lack of neighbors of the fibers at the image edge, the characteristics are calculated on a region of interest (ROI) chosen by the users, such that at least one row of fibers around the ROI exists [see Fig. 7(d) ].
Feature Selection
Feature selection has two benefits: it reduces the cost of data collection and computational cost of recognition, and it usually improves the generalization performance of the classifier. Actually, a large set of features may possibly be detrimental to the classification performance, a phenomenon known as "the curse of dimensionality." Feature selection is a means to select the relevant and important features from a large set of features. An optimal feature selection method would require an exhaustive search, which is not practical for a large set of features generated from a large dataset. Therefore, several heuristic algorithms have been developed which use classification accuracy as the optimality criterion. 2 In this paper, the well-known feature selection methods, namely sequential forward selection (SFS) and sequential backward selection (SBS), 30 are used. SFS works by sequentially adding the feature that most improves the classification performance; similarly, SBS begins with the entire feature set and sequentially removes the feature that most improves the classification performance. While these methods still cannot guarantee optimality of the selected feature subset, they have been shown to perform very well compared with other feature selection methods 31 and are, furthermore, much more computationally efficient. 32 As it has been mentioned, these methods use classification accuracy as the optimality criterion. In this case, the classification was performed by a Fuzzy-ARTMAP neural network. It is a neural network architecture developed by Carpenter et al., 33 and it is based on adaptive resonance theory (ART). Fuzzy-ARTMAP is a supervised learning classification architecture for analogue-value input pairs of patterns, where each individual input is mapped to a class label.
To evaluate the classification accuracy, a set of 71 images was used. Thirty-four control biopsies from quadriceps and biceps, 20 biopsies images affected by dystrophy, and 17 biopsies images affected by NA. Three studies were carried out:
• Comparison between the three groups of images [controls (C)−MD−NA]
• Comparison between control and dystrophies (biopsies of muscle affected by dystrophy belong to quadriceps)
• Comparison between control and NA (biopsies of muscle affected by atrophy belong to biceps)
For each comparison, the selection performance was evaluated by fourfold cross-validation (XVAL). 30 In this sense, the disadvantage of sensitiveness to the order of presentation of the training set that the SBS and SFS methods present was diminished. To perform the XVAL method, four disjoint subsets of each class (control, dystrophy, NA) were used. Three of these subsets served as training sets for the neural network, while the other one was used as a validation set. Then, the procedure was repeated interchanging the validation subset with one of the training subsets, and so on, till all four subsets were used as validation sets. The final classification error was calculated as the mean of the errors for each XVAL run.
Results of feature selection
The feature selection procedure was performed twice for the three comparisons mentioned above. The first selection was carried out on the 24 first features described in the previous section (see Tables 5 and 6 ), and the second selection was performed on the 82 features (see Table 7 ). The results are shown in Table 8 , in which the selected features and the classification error obtained with this selection are shown. The selected features are presented in ascending order by discrimination power.
As can be seen, when we compare between both quadriceps (dystrophies) and biceps (atrophies), the classification success is 100%, therefore, adding new features does not improve the classification error in this stage of training. In the following section, we will study what classification error is obtained when we classify new biopsies, that were not included in the stage of feature selection. However, in the case of the distinction between the three categories, the classification error decreases when we add structural features. Even so, in the next section we check how these sets of features are good to classify new biopsies.
Classification
The extracted features represent the inputs to a classification procedure. The classifier used in this paper is a Fuzzy ARTMAP neural network.
The Fuzzy ARTMAP system incorporates two fuzzy ART modules, ART a and ART b , that are linked together via an inter-ART module, F ab , called a map field (see Fig. 8 ). In the prediction stage, "a" (features) is the input vector, and it is hoped that the system responds with the "b" vector (categories). In our implementation, F . This K node is the category chosen that the system predicts is associated to the "a" input. However, in our implementation, the category choice is modified. As each j node in F a 2 is associated to a training image, we have taken into account the average of the values T j by categories instead of the maximum. Let cl be the category (cl ¼ 1; : : : ; M, M ¼ number of the categories), in our case, cl ¼ 1 represents control, cl ¼ 2 represents dystrophy, and cl ¼ 3 represents atrophy, respectively. Let n cl be the number of the training images of the cl category. The category choice procedure is:
The category chosen fulfills: Each M k cl computed for each input allows one to present a classification called fuzzy, since for each input we obtain a value for each possible category. The system assigns the category (K CL ) corresponding to the highest value k cl , however, it also provides an idea of how reliable the output is. It can happen that for a biopsy (input), the response of the system does not provide a clear high value in the k cl 's, and by the contrary provides two similar values for two different categories. This fact implies that the biopsy can present a combination of different pathologies or a preliminary stage of a pathology. Some examples of this concept are presented in the classification results.
Classification results
To evaluate the classification procedure, 20 test images were used: seven controls, seven dystrophy, five NA, and one atrophy with a pseudo-dystrophic component. These images were not part of the training set to select the most discriminant features. Table 9 shows the classification results for the features selected in the previous section ( Table 8) .
As regards to Table 9 , in the classification between C/NA and C/MD/NA, all errors were made in atrophies that were classified as controls. This fact is due to the low degree of severity that the biopsies affected by atrophy present and, therefore, to the great similarity of control biopsies. For the case C/MD/NA, where the three categories are compared, the classification error made with both sets of features is the same (85%), although in the feature selection procedure the classification error was considerably less for the case of 82 features (see Table 8 ).
Otherwise, the numeric values (k cl ) obtained as output of the neural network could be considered as an indicative of the degree of certainty of belonging to a class. In Table 10 , an example of the k cl values for a control biopsy image, a dystrophy with two degree of severity, an atrophy with zero to one degrees of severity, and an atrophy with pseudo-dystrophic component are shown. The cases that present two similar values for different classes will require a further study of the biopsy.
For these cases, we can give a more reliable result if we apply the classification criterion presented in Table 11 . The procedure is to classify each biopsy with the three neural networks trained with C/MD/NA, C/MD, and C/NA. Depending on the category selected by each neural network, the biopsy is classified as Table 11 indicates.
In view of the findings, it seems coherent to think that the use of structural features improves the discrimination between controls and NA (see Table 9 ). The same conclusions could also be achieved for the case of the triple comparison (C/MD/NA), since the classification error in the feature selection step is lower for the 82 features set. However, when MD are compared with controls, the same classification error for both feature sets is obtained. Therefore, to attain a further analysis, a severity grading is performed as below. 
Severity Grading
The last study involves the degree of severity that a biopsy with a dystrophic pattern presents. The affection degrees of these biopsies were evaluated by the pathologist. Multivariate statistic analysis is applied to compare multivariate data and establish the quantitative changes and differences between groups under investigation on their characteristics. The kernel approach is to find a high correlation feature set without redundancy. 23 A principal component analysis is applied. Despite not having reliable values of the degrees of severity of biopsies with atrophic patterns, the PCA results for the six cases (the three comparisons with the sets of features of Table 8 ) are displayed in a bidimensional space representing the two first principal components (see Fig. 9 ). The green, red, and blue points represent control biopsies, dystrophies, and atrophies, respectively. The 20 biopsies used to evaluate the classification procedure are also represented; the seven controls are displayed in dark green, the seven dystrophies in dark red, the five NA in light blue, and the atrophy with pseudo-dystrophic nature in black. It is noteworthy that this last case is located between the two big groups of dystrophies and atrophies [see Fig. 9(f) ], since this biopsy presents characteristics of the two diseases.
The Pearson correlation coefficient is used to study whether or not these graphs are representative of the affection degree of the biopsies. Since only the severity degree for the dystrophic patterns are known, the Pearson correlation coefficient between these severity degrees, the Euclidean distance between the pathological images, and the centroid of the controls in the PCA graph is computed. This correlation coefficient measures the strength of linear dependence between these two variables (degree and distance). The results are presented in Table 12 . We can observe that the set of 24 features is correlated with the pathologist's evaluation. The high values obtained indicate that the visualization of the data by PCA can be considered as a way of analysis of the affectation degree.
Conclusions
In this paper a procedure to analyze and classify neuromuscular diseases through biopsy images of fluorescence microscopy is presented. The patterns that muscular biopsies present are dystrophic and atrophic. The procedure begins with an accurate segmentation of the muscle fibers (see Sec. 3.1). Then, two sets of features are extracted: 24 features that physicians take into account to diagnose the diseases (see Tables 5 and 6 ) and 58 structural features that the human eye does not see (see Table 7 ) forming a set of 82 features (24 þ 58). A study is derived from each of them to analyse the goodness of these sets and to study if the addition of new features improves the classification of the diseases. This study developed three comparisons that are presented: control/muscular dystrophies (C/ MD), control/neurogenic atrophies (C/NA), and controls/muscular dystrophies/neurogenic atrophies (C/MD/NA). A feature selection step is performed for each one and each set of characteristics (see Table 8 ). Seventy-one training images were used. The classification error obtained for the selected features for the two first comparisons is 0%, however for the triple comparison (C/MD/NA), the classification error decreases with the second set of features. Finally, the classification on 20 test images is carried out by a Fuzzy ARTMAP neural network, whose output is modified to allow the categorization of a new biopsy into a category and an estimation of the certainty of belonging to this category. The results (see Table 9 ) show that to distinguish between control and atrophies (C/NA), the second set of features improves the classification, however, there is no difference between the other two comparisons. In addition, a study of grading the severity of dystrophic pattern is performed by the application of a principal component analysis for which a correlation coefficient is computed for each set of selected features (see Fig. 9 and Table 12 ). It can be concluded that, in view of all the results presented, the best set of features to distinguish between controls and muscular dystrophies (C/MD) is the first one, derived from the features that the physicians take into account in their diagnosis. This fact may be due to clear differences between the biopsies belonging to these two groups. However, when biopsies belonging to atrophies come into play (C/NA and C/MD/NA), the addition of new features undetectable by the human visual inspection improves its categorization. This is because biopsies affected by atrophy present similar characteristics of control biopsies.
Therefore, to classify a new biopsy it would proceed as follows:
• Segmentation of the muscular fibers • Study of output values (k cl ) of the neural network.
• If the output values do not present a clear result, i.e., a k cl significatively higher than the other ones, a classification with the other two comparisons (controls/distropies and controls/atrophies) is required.
• Application of the criterion shown in Table 11 (C ¼ control, MD ¼ muscular dystrophy, and NA ¼ neurogenic atrophy).
• Application of the principal component analysis to estimate the severity degree of the dystrophic patterns.
In future works, a further study of different methods of feature selection, classification, and severity grading will be performed focusing into the categorization of biopsies affected by atrophies.
