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A linear gyrokinetic particle-in-cell scheme, which is valid for arbitrary perpendicular wavelength
k⊥ρi and includes the parallel dynamic along the field line, is developed to study the local electro-
static drift modes in point and ring dipole plasmas. We find the most unstable mode in this system
can be either electron mode or ion mode. The properties and relations of these modes are studied in
detail as a function of k⊥ρi, the density gradient κn, the temperature gradient κT , electron to ion
temperature ratio τ = Te/Ti, and mass ratio mi/me. For conventional weak gradient parameters,
the mode is on ground state (with eigenstate number l = 0) and especially k‖ ∼ 0 for small k⊥ρi.
Thus, bounce averaged dispersion relation is also derived for comparison. For strong gradient and
large k⊥ρi, most interestingly, higher order eigenstate modes with even (e.g., l = 2, 4) or odd (e.g.,
l = 1) parity can be most unstable, which is not expected by previous studies. High order eigen-
state can also easily be most unstable at weak gradient when τ > 10. This work can be particularly
important to understand the turbulent transport in laboratory and space magnetosphere.
PACS numbers: 52.35.Py, 52.30.Gz, 52.35.Kt
I. INTRODUCTION
Dipole magnetic fields widely exist in the Universe,
such as in the planetary magnetospheres. The idea of
using strong dipole field configuration for magnetic con-
finement of laboratory plasmas for fusion is proposed the-
oretically by Hasegawa [1, 2] and several experimental
devices have also been built since then, such as the Levi-
tated Dipole Experiment (LDX) [3–5] at MIT, the Colli-
sionless Terrella Experiment (CTX) [6] at Columbia Uni-
versity and Ring Trap-1 (RT-1) [7, 8] at the University
of Tokyo. The dipole configuration is also used to con-
fine electron-positron pair plasmas in the laboratory[9].
Typical charged particle trajectories under ideal dipole
field have good confinement features. The collision and
electrostatic or electromagnetic turbulence can break this
ideal confinement. Previous theoretical and experimen-
tal results in Refs.[3–5] show that the dipole confinement
is good even under the stochastic motion of particles
due to the collision and turbulence, at least under the
present laboratory low temperature and density parame-
ters. However, the confinement properties of dipole field
under fusion parameters, e.g., high temperature and den-
sity and the gradient of them, are still open questions.
In this work, we develop a local gyrokinetic particle
code to understand the linear behaviors of electrostatic
microinstabilities in point (ideal) and ring dipole plas-
mas. In contrast to previous studies[10–14], we do not
limit our study to small k⊥ρi, where k⊥ is the perpendic-
ular wavevector and ρi is the ion Lamor radius. Compre-
hensive investigations of the linear features of the elec-
trostatic drift modes can be important to understand the
∗Email: huashengxie@gmail.com
†Corresponding author. Email: bli@pku.edu.cn
nonlinear physics[15], such as the simulation results of
the typical electrostatic turbulent transport features in
ring dipole configuration in Refs.[16, 17]. Several elec-
tromagnetic studies [18–21] of the Alfve´nic drift modes
in dipole configuration also exist, which is not the aim
of the present work. We also noticed that Ref.[22] had
attempted to build a particle-in-cell model similar to our
present work using gyrokinetic ion but bounce-averaged
electron model in local point dipole configuration.
In the following sections, we provide a comprehensive
derivations of our model. Sec.II gives the linearized gy-
rokinetic model equations. Sec.III provides the details
of the dipole coordinate system and operators. Sec.IV
gives the relevant zero-dimensional dispersion relation.
Sec.V discusses some details of our particle-in-cell model.
Sec.VI benchmarks our simulation model. Sec.VII shows
the details of our simulation results. Sec.VIII summa-
rizes the present study.
II. LINEAR GYROKINETIC MODEL
We use standard linear gyrokinetic model[23, 24],
which can describe the low frequency physics accurately
under the assumptions: ω/Ωci ∼ ρi/L ∼ k‖/k⊥  1.
Assuming Maxwellian equilibrium distribution function
F0 = n0FM , with FM = (
m
2piT )
3/2e−m/T ,  = v2/2,
µ = v2⊥/2B, the perturbation distribution function af-
ter gyrophase average is
fs =
qs
ms
∂F s0
∂
φ+ J0(k⊥ρs)hs. (1)
The non-adiabatic gyrokinetic response hs satisfies
(ω − ωDs + iv‖b · ∇)hs = −(ω − ωT∗s)
∂F s0
∂
qs
ms
J0φ, (2)
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2where the first kind Bessel function J0 comes from gy-
rophase average, and the parameters are
ρs =
v⊥
Ωs
, Ωs =
qsB
msc
,
∂F s0
∂
= −msF
s
0
Ts
, b = B/B,
ωT∗s =
k⊥ × b · ∇F s0
−ΩsF s0
,
ωDs = k⊥ · vd = k⊥ · b×
µ∇B + v2‖b · ∇b
Ωs
.
Here, s = i, e represents particle species, and the collision
term is neglected. B is the magnetic field, and qs, ms,
Ts, Ωs, ρs, ω
T
∗s and ωDs are the charge, mass, tempera-
ture, cyclotron frequency, gyroradius, diamagnetic drift
frequency and magnetic (gradient and curvature) drift
frequency for the species s, respectively.
In electrostatic case, the gyrokinetic system is closed
by quasi-neutrality condition (Poisson equation)∑
α
qα
∫
fαd
3v = 0, (3)
where the notation for velocity integral
∫
d3v ≡
2pi
∫
B
|v‖|ddλ, with pitch angle variable λ ≡ µB0/. In
Eq.(3), we have assumed the Debye length is far smaller
than the ion gyroradius, i.e., λD  ρi. For the present
work, we focus on the one-dimensional (1D) physics along
the field line and thus b · ∇ = ∂l.
For initial value approach, we can define
gs ≡ hs − qs
Ts
F s0 J0φ, i.e., fs = −
qs
Ts
F s0 (1− J20 )φ+ J0gs,
(4)
and Eq.(2) changes to (with also ω = i∂t)
(∂t + v‖∂l)gs = −iωDsgs − i(ωDs − ωT∗s)
qs
Ts
F s0 J0φ
−v‖ qs
Ts
F s0 [J0∂lφ− J1∂l(k⊥ρs)φ], (5)
where we have used J ′0 = −J1. For only one species of
ion, i.e., s = i, e and qi = −qe = e, Eq. (3) can be
rewritten as
−qini
Ti
(1− Γ0i)φ+
∫
J0igid
3v =
−qene
Te
(1− Γ0e)φ+
∫
J0eged
3v, (6)
where Γ0s ≡ I0(bs)e−bs , with I0 the modified Bessel func-
tion, bs =
(
k⊥vts
Ωs
)2
and vts =
√
Ts/ms. We have solved
the above gyrokinetic system Eqs.(5) and (6) in Z-pinch
with only passing particles using MGK code in Ref.[25],
where we can assume v‖ and v⊥ to be constant along
field line. However, to study the physics in dipole con-
figuration, we must treat the particles trapping, i.e., the
variation of v‖ and v⊥ along the field line.
III. DIPOLE EQUILIBRIUM OPERATORS
For idea point dipole or current loop ring dipole, the
equilibrium magnetic field B is symmetric in toroidal di-
rection, thus we can write
B = ∇ζ ×∇ψ = ∇χ,
k⊥ = kψ∇ψ + kζ∇ζ,
where ζ is azimuthal (toroidal) angle, and ψ is flux sur-
face function (radial). The above equilibrium can be a
good equilibrium model for plasma at low β, where β is
the ratio of plasma pressure and magnetic pressure.
In this section, we summarize the derivations of the
operators in our simulation model for ring dipole con-
figuration and leave the detailed derivations using point
dipole as example in the Appendix B. We firstly define
torus coordinates (r, θ, φ) with R = a + r cos θ, and flux
coordinates (ψ, χ, ζ) with ψ = ψ(r, θ), χ = χ(r, θ) and
ζ = φ. And we define ξ = θ ∈ [−pi, pi], along the field line
dl = r0κ(ξ)dξ, (7)
where we take r0 =
R(θ=0)−R(θ=pi)
2 , and we have
∂
∂l
=
∂
∂ξ
∂ξ
∂l
=
1
r0κ
∂
∂ξ
. (8)
For point dipole, κ = cos ξ(1 + 3 sin2 ξ)1/2, ξ = pi/2 −
θ and θ is spherical coordinate. For Z-pinch, κ = 1.
Considering  and µ conserved, pitch angle λ ≡ µB0/,
v‖ =
√
2(− µB) = v√1− λB/B0, v = √2, v2 = v2‖ +
v2⊥, B = B0f(ξ) and v‖ = dl/dt, we have
dξ
dt
=
v‖
r0κ
=
±v√y
r0κ
, (9)
with y = 1− f(ξ)λ. For point dipole, f(ξ) =
√
1+3 sin2 ξ
cos6 ξ .
For Z-pinch, f = 1.
Taking k⊥ = kψ∇ψ+kζ∇ζ, k⊥ = |k⊥|, kψ = 0 for ring
dipole, and using B = ∇ζ × ∇ψ = ∇χ and ∇ζ = 1R eˆφ,
we obtain along a field line
k2⊥ = k
2
ζ∇ζ · ∇ζ = k2ζ
1
r20p
2
0p
2
= k2t
1
r20p
2
,
where we have taken R = r0p0p(ξ), i.e., p(ξ) ≡ R/(r0p0),
and kt ≡ kζ/p0. We introduce a constant p0 to make
the configuration function p(ξ = 0) = 1, and hence
the notations can be convenient for different configu-
rations. An example of p(ξ) for ring dipole is shown
in Fig.1(e), where R and Z are the cylindrical coordi-
nate (R, ζ, Z) normalized by R(θ = 0). For Z-pinch, we
have p0 = a/r0 and p = 1. We can also readily ob-
tain ρs =
v⊥
Ωs
=
√
2µB
qsB/msc
=
√
2µB0
Ωs0
√
B0
B =
v
√
λ
Ωs0
1√
f(ξ)
.
Thus k⊥ρs = kt v
√
λ
r0Ωs0
1
z , with z(ξ) = p(ξ)
√
f(ξ), and
3∂ξ(k⊥ρs) = kt v
√
λ
r0Ωs0
∂ξ(z
−1) = −kt v
√
λ
r0Ωs0
z−2∂ξz, and bs =(
k⊥vts
Ωs
)2
=
k2t v
2
ts
r20Ω
2
s0
1
p2f2 .
Since n0 = n0(ψ) and T0 = T0(ψ), we can have
∇F0 = ∇
[
n0(
m
2piT0
)3/2e−m/T0
]
=
{∇n0
n0
+
∇T0
T0
[m
T0
− 3
2
]}
F0
= −∇ψ
{
L−1n + L
−1
T
[m
T0
− 3
2
]}
F0
=
∇n0
n0
{
1 + ηs
[m
T0
− 3
2
]}
F0,
where Ts = msv
2
ts, L
−1
n ≡ −∂ lnn0∂ψ , L−1T ≡ −∂ lnT0∂ψ and
ηs =
Ln
LTs
. And by further using
(k⊥ × b) · ∇n0 = 1
B
[(kψ∇ψ + kζ∇ζ)×∇χ] · ∇ψ∂n0
∂ψ
=
1
B
[kζ∇ζ ×∇χ] · ∇ψ∂n0
∂ψ
= kζB
∂n0
∂ψ
,
we obtain
ωT∗s =
k⊥ × b · ∇F s0
−ΩsF s0
=
k⊥ × b · ∇F s0
msΩsF s0 /Ts
=
kζB
∂n0
∂ψ
1
n0
{
1 + ηs
[
m
T0
− 32
]}
msΩs/Ts
= −ω∗s
{
1 + ηs
[m
T0
− 3
2
]}
,
where ω∗s =
kζcTs
qsLns
.
The gradient drift vg, curvature drift vc, and total drift
vd = vg + vc are
vg =
1
mΩs
µb×∇B = − v
2
⊥
2ΩsB
(b×∇B)eˆφ, (10)
vc =
1
Ωs
v2‖∇× b = −
v2‖
ΩsB
(b×∇B)eˆφ, (11)
vd = −b×∇B
BΩs
(v2‖ +
1
2
v2⊥)eˆφ = −
g
r0Ωs0f
(v2‖ +
1
2
v2⊥)eˆφ,
(12)
where we have defined (b × ∇B)/B = g(θ)/r0, which
would be calculated numerically. Note that ∇ × b =
∇× BB = 1B∇×B +
(
∇ 1B
)
×B = bB ×∇B, where we
have used ∇ × B = 0 for vacuum field. And thus we
obtain
ωDs = k⊥ ·vd = −ktg
r20Ωs0fp
(v2‖+
1
2
v2⊥) =
−ωd0g
fp
(1 + y)
2
v2,
(13)
where ωd0 =
kt
r20Ωs0
. For point dipole, g(θ) =
3(cos2 θ+1)
sin θ(1+3 cos2 θ)3/2
, r = r0 sin
2 θ. For Z-pinch, g = 1.
For a typical ring dipole parameter, the corresponding
B, f , κ, g and p on θ are shown in Fig.1, where the B
field is calculated using the elliptic functions based on
Appendix A. This typical ring dipole configuration will
be used in later simulations in Sec.VII.
Treating electron and ion using the same kinetic equa-
tion, with qi = −qe = e, ni0 = ne0, τe = Te/Ti, and
defining the δf weight w = g/F0, the kinetic equation
Eq.(5) can be rewritten as
dξs
dt
=
v‖
r0κ
, (14)
dws
dt
= −iωDsws − i(ωDs − ωT∗s)
qs
Ts
J0φ (15)
−v‖ qs
Ts
1
r0κ
[J0∂ξφ− J1∂ξ(k⊥ρs)φ],
and the quasi-neutrality Eq. (6) does not change.
Considering τ = τe = Te/Ti, vte = vti
√
τmi/me,
Ωe =
qemi
qime
Ωi, ρte = ρti
qi
qe
√
τ memi , and defining ks ≡
k⊥ρts, we normalize the equations by v0 and R0. We
assume hot ion, and take v0 = vti, R0 = r0. Thus,
we have: length L → L/r0, velocity v → v/v0, time
t0 = r0/v0, t→ t/t0, frequency ω0 = v0/r0, ρti = v0/Ω0i,
n ≡ − 1B0p0r20
(
∂ lnn0
∂ψ
)−1
= Ln/(B0p0r
2
0), φ → eφ/Ti.
The normalized variables are ρti → ρti/r0 = ω0/Ω0i,
ρte = ρti
qi
qe
√
τ memi , F0s = (
1
2piv2ts
)3/2e−v
2/2v2ts , vti → 1,
vte →
√
τmi/me, and wavevectors k⊥ → k⊥r0, kζ → kζ ,
kψ → kψB0r20. And hence
k2⊥ = k
2
t /p
2, k⊥ρs =
v
vts
√
λktρtsz
−1,
∂ξ(k⊥ρs) = − v
vts
√
λktρtsz
−2∂ξz, bs = ρ2tsk
2
t
1
p2f2
.
Normalized diamagnetic drift frequency is
ωT∗s = −ω∗s
{
1+ηs
[ v2
2v2ts
−3
2
]}
= −ωs0
{
κn+κT
[ v2
2v2ts
−3
2
]}
,
where ω∗i = ktω0ρti/n → ktρti/n, ω∗e = qiqe τω∗i,
κn = 
−1
n and κT = ηs
−1
n . Normalized curvature drift
frequency is
ωDs = −ωds0 g
fp
(1 + y)
2
v2
v2ts
,
where ωdi0 = ktω0ρti → ktρti and ωde0 = τ qiqeωdi0.
The final gyrokinetic system changes to
dξs
dt
=
v‖
κ
, (16)
4dws
dt
= −iωDsws − i(ωDs − ωT∗s)
qs
Ts
J0φ (17)
−v‖ 1
κ
qs
Ts
[J0∂ξφ− J1∂ξ(k⊥ρs)φ],
(
1+
1
τe
−Γ0i− 1
τe
Γ0e
)
φ =
∫
J0igid
3v−
∫
J0eged
3v. (18)
To avoid the sign change of v‖ at the turning point, we
add an extra equation to calculate v‖
dv‖
dt
= −v
2λ
2r0
1
κ
df
dξ
→ −v
2λ
2
1
κ
df
dξ
, (19)
which can be derived from Eq.(9) via µ and  conserva-
tion. For point dipole,
dv‖
dt = −v
2λ
2
3 sin ξ(3+5 sin2 ξ)
cos8 ξ(1+3 sin2 ξ)
, which
can also be derived via mirror force F = −µ∇B, i.e.,
F‖ = −µ(∂χB)|eχ|. Eqs.(16)-(19) are our final equations
to solve for local electrostatic drift mode in dipole. Stan-
dard δf particle-in-cell (PIC) approach [25, 26] is used
in this work to do our simulation. If we use adiabatic
electron model, i.e., he = 0 (not ge = 0), the only change
is the quasi-neutrality Eq.(18), which should be changed
to (
1 +
1
τe
− Γ0i
)
φ =
∫
J0igid
3v. (20)
In the latter part, we will check whether the adiabatic
electron model is valid for dipole simulations.
One should also note the slight difference of the def-
initions of our notations between ring dipole and point
dipole. These differences mainly come from the coordi-
nate system: for ring dipole we calculate our variables
from torus coordinate; whereas for point dipole we cal-
culate them from spherical coordinate. Thus, for exam-
ples, if we reduce a → 0 in ring dipole case, we obtain
the curvature radius at ξ = 0 to be Rring−dipolec = 2R/3,
which is not Rpoint−dipolec = R/3 as in the point dipole
case. And for Z-pinch RZ−pinchc = R. That is, if we want
to quantitatively compare the results in ring dipole and
point dipole, we should keep in mind the normalization
R is Rpoint ∼ 2Rring. This difference will affect κn, κT ,
ωD and so on. In our normalization in this work, ω∗i < 0
and ω∗e > 0, and thus positive real frequency means the
mode propagates in electron diamagnetic direction and
negative real frequency means the mode propagates in
the ion diamagnetic direction.
IV. ZERO-DIMENSIONAL DISPERSION
RELATION
In ideal dipole field, all particles are trapped parti-
cles and the simplest dispersion relation is replacing ωD
by bounce average 〈ωD〉b, and setting 〈J0(k⊥ρ)φ〉b =
〈J0(k⊥ρ)〉bφ by assuming k‖ = 0. We have∑
s=e,i
∫
dv3[1−ωT∗ (v)/ω]∂F (v)
{
φ− J0
∮
J0φdl/v‖∮
[1− ωD(v)/ω]dl/v‖
}
= 0,
(21)
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FIG. 1: Configuration functions along a field line in ring
dipole case.
where F (v) is Maxwellian isotropic equilibrium distribu-
tion function. This yields the normalized final dispersion
relation
D(ω, k) =
∑
s=e,i
1
Ts
{
1−
∫
dv3
[ω − ωT∗ (v)]J0〈J0〉b
[ω − kzsv‖ − 〈ωD(v)〉b]e
− v2
2
}
= 0.
(22)
where
∫
dv3 = 1√
2pi
∫∞
−∞ dv‖
∫∞
0
v⊥dv⊥, and we have ar-
tificially added back the k‖ term to make it more general,
with kzi = k‖R and kze = k‖R
√
τmi/me. Eq.(22) can
be seen as an extension of the one in Refs.[10, 27]. The
above dispersion relation Eq.(22) is similar to the one
in Z-pinch[25, 28], except several bounce average terms.
The bounce average 〈ωD〉b and 〈J0〉b can be found at Ap-
pendix C. Interpolation or fitting can be used to speed up
the numerical calculation. The details of the root find-
ing method can be found at Ref.[25]. One should also
note that it is not easy to do the bounce average accu-
rately especially when considering k⊥ρi not small in J0.
Refs.[12, 14] only discussed the J0 → 1 limit. As will be
shown in Fig.4, if we modify the term J0〈J0〉b to J20 , 〈J0〉2b
or 〈J20 〉b, the solutions will change quantitatively but not
qualitatively, i.e., the essential physics is the same.
V. PARTICLE-IN-CELL APPROACH
The main steps of δf particle-in-cell model [26] used
here are summarized in Ref.[25]. However, in this
work we should carefully treat the non-uniform mag-
netic field, which strongly affects the particle loading
to keep the equilibrium distribution function F0 con-
stant with time, i.e., ∂F0/∂t = 0. In our simulation
model, we load the velocity using Gaussian random num-
ber as in Ref.[25], i.e., Maxwellian v‖ = randn(np) × vt
and v⊥ =
√
randn(np)2 + randn(np)2 × vt. Here, np
is particle number for one species, j = 1, 2, · · · , np is
particle index, and randn() generates normal distribu-
tion F0 =
1√
2pi
e−x
2/2. The initial spatial position ξj
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v ||
(a) x
c
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0
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(d) F(ξ)
FIG. 2: After nt = 1000 time steps, the distribution func-
tion F (θ, v‖, v⊥, t) (the bar charts) still agrees with the initial
loading F0 = F (θ, v‖, v⊥, t = 0) (the red dash line) in ring
dipole case.
should be loaded according to the flux-tube volume, i.e.,
F0(ξ) ∝ J(θ) = κ(θ)/f(θ), where J(θ) can be seen as
Jacobian metric. For point dipole, J(ξ) = cos7 ξ. We
use acceptance-rejection method to generate this nonuni-
form loading of ξj . We note that the particle load-
ing approaches in Refs.[19, 29] are different, which are
more complicated. We have verified our approach that
the equilibrium distribution function indeed remains un-
changed with time, as shown in Fig.2.
We use periodic boundary condition for field, i.e.,
φ(ng + 1) = φ(1), where ng is the field grid number for
spatial coordinate ξ. The particles are also treated peri-
odically, i.e., if a particle passes one boundary, we let it
enter the simulation domain at another boundary. The
simulation box is ξ/pi → [−xc, xc]. That is, we do not
need to simulate the whole field line. If we set xc → 0,
the simulation results should reduce to the slab case and
should agree with the dispersion relation accurately. By
varying xc we examine how the results change from Z-
pinch configuration to dipole configuration, i.e., xc → 0
for Z-pinch case and xc = 1 (or xc → 0.5) for ring (or
point) dipole case.
One difficulty of the present simulation model is to
study the k⊥ρi  1 modes at large B field region, due
to the term Gcoef =
(
1 + 1τe − Γ0i − 1τeΓ0e
)
' b2i → 0 in
the field equation, especially for ξ around the simulation
edge (|ξ| → pi/2). We take point dipole for example:
The magnetic field at ξc is f(ξc); The ratio of particles
at |ξ| > ξc is Nratio = 1 −
∫ ξc
−ξc J(ξ)dξ/
∫ pi/2
−pi/2 J(ξ)dξ.
Some typical values are listed in Table.I. We can see that
only Nratio ∼ 10−5 particles exist at |ξ| > 0.4pi which
is difficult to represent the density integral
∫
J0igid
3v
accurately and the coefficient Gcoef ∼ 10−4 is very small
if we take k⊥ρi ∼ 1. Thus, the electrostatic potential
φ calculated from the quasi-neutrality Eq.(18) will have
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FIG. 3: Benchmark of the simulation model in point dipole
configuration: (a&b) Scanning ω vs. k⊥ρi with xc = 0.005,
and comparing with the slab dispersion relation solution;
(c&d) Scanning ω vs. xc.
large numerical error at larger |ξ|. At this stage, we have
not fully resolved this difficulty but use large particle
number np and adjust xc to overcome it.
TABLE I: Numerical difficulty for small k⊥ρi due to the
strong magnetic at edge (|ξ| → pi/2) in point dipole.
ξc/pi B/B0 b
2
i Nratio
0 1 1 1
0.05 1.116 0.8649 0.6661
0.1 1.533 0.5752 0.3850
0.15 2.542 0.3092 0.1875
0.2 5.090 0.1377 0.07394
0.25 12.65 0.05 0.0222
0.3 41.74 0.0139 4.59e-3
0.35 210.0 2.59e-3 5.40e-4
0.4 2.21e4 2.35e-4 2.37e-5
0.45 1.35e5 3.73e-6 9.90e-8
0.5 ∞ 0 0
VI. BENCHMARK AND BASIC FEATURES OF
THE MODES
We firstly benchmark our simulation model with slab
(Z-pinch) case by setting xc = 0.005, with κn = 5,
κT = 0, np = 3 × 105 and ng = 4. The other default
parameters are τ = 1, kψ = 0 and mi/me = 1836.
If not specialized, hereafter in the figures k⊥ρi repre-
sents ktρti, i.e., the normalized perpendicular wavevec-
tor with kψ = 0 at ξ = 0. The simulation result in
point dipole configuration is shown in Fig.3(a&b), where
the theoretical result is calculated via Eq.(22) by setting
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FIG. 4: Comparisons of point dipole simulation result with
dispersion relation solutions with different types of bounce
averages of ωD and J0.
ωpoint−dipoled = 3ω
Z−pinch
d and without bounce average.
We can find that the simulation result agrees with dis-
persion relation solution with error less than 1%.
Figure 3(c&d) shows a scanning of ω vs. xc in point
dipole configuration. We can find that the ω changes
little for xc ≥ 0.3, where f(0.3pi) ∼ 41.7  1, since
few particles exist at ξ → ±pi/2 due to strong magnetic
field B(ξ → ±pi/2)/B0  1 in point dipole. Due to this
convergence of xc, we will set xc = 0.35 as default in
our simulation in point dipole. And this can also avoid
the difficulty on suppressing noise at the boundary when
xc → 0.5, e.g., there exists less than 10 particles at |ξ| >
0.45pi even for np = 10
8.
Figure 4 shows further comparison of the simulation
result with different type of bounce averages of the dis-
persion relation. We can find that the results are mainly
affected by the bounce average of ωD, and the growth
rate is larger after bounce average which agree with the
simulation result in Fig.3(d). The bounce average of J0
affects little to the real frequency and growth rate. Fig.5
shows the corresponding mode structures for different
k⊥ρi, which shows that the mode structures are not flat
with k⊥ρi increasing and thus the k‖ = 0 assumption will
be broken. This may explain the larger deviation of the
ω in Fig.4 for larger k⊥ρi. Fig.6 shows the correspond-
ing mode structures for different xc, where the k‖ = 0
assumption also not always holds.
The mode in scanning xc in Fig.3 only has slight quan-
titative change of real frequency and growth rate. This
tells us that the physical feature of this mode does not
depend on whether the particles are trapped or passing.
Thus, if we ignore the influence of the mode structures,
we can expect that the general picture of the electro-
static drift modes in dipole configuration (all are trapped
particles) be similar to the one in Z-pinch (all are pass-
ing particles) as studied in Ref.[28] and more details in
Ref.[25], i.e., only two types of unstable electrostatic drift
modes in the system, one is mainly driven by electron gra-
dient and propagates in electron diamagnetic direction;
and another is mainly driven by ion gradient and prop-
agates in ion direction. However, when considering the
mode structures, we find some new physics not existed
in Z-pinch configuration, i.e., high order eigenstates of
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FIG. 5: Mode structures for κn = 5.0, κT = 0.0 at point
dipole with k⊥ρi = 0.5, 0.8, 1.0 and 2.0 respectively.
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FIG. 6: Mode structures for κn = 5.0, κT = 0.0 at point
dipole with xc = 0.05, 0.15, 0.25 and 0.35 respectively.
the mode can be more unstable than the ground state in
particular parameters.
The modes property in (κn, κT ) space with k⊥ρi = 0.5
is shown in Fig.7, which is obtained from dispersion re-
lation with matrix method as described in Ref.[25] with
only bounce averaged for ωD not for J0. In this figure
we can find two unstable modes exist, one is in electron
direction and another is in ion direction and the unsta-
ble threshold for both κn and κT are around 5.0. The
ωr < 0 ion direction mode in Fig.7(a&b) can be unsta-
ble for either larger κn or κT ; whereas the ωr > 0 elec-
tron direction mode in Fig.7(c&d) is only unstable when
η = κT /κn is large.
We notice that this is opposite as the case in tokamak
community. In tokamak[40], the ion (diamagnetic) direc-
tion ion temperature gradient mode (ITG) is only un-
stable at large η, whereas the electron direction trapped
electron mode (TEM) can be unstable with the η = 0
density gradient driven alone[41].
7VII. PARAMETERS SCAN IN SIMULATIONS
In this section, we study details of the linear electro-
static drift modes in the dipole configuration. In our
simulations, we find the qualitative features of these elec-
trostatic drift modes are similar between point dipole
and ring dipole. And the differences are only quanti-
tatively. Thus, we mainly focus on point dipole case.
Firstly we scan η to confirm that two types of mode
exist in the system. Figure 8 shows the results with
κn = 5.0, k⊥ρi = 1.0, xc = 0.35, np = 5 × 105 ng = 64,
dt = 0.0002 and nt = 3 × 105. We can see that indeed
there exists a transition from ion mode with negative
frequency to electron mode with positive frequency at
around η ∼ ηc = 2/3. In Fig.7, we know that both
electron and ion modes can be unstable at large η. The
results of scan k⊥ρi for a typical large η are shown in
Fig.9, where we find that the ion mode is dominant at
small k⊥ρi and the electron mode becomes dominant at
larger k⊥ρi. The dispersion relation can still predict the
qualitative features of these two modes. In Fig.9, we
have also shown the adiabatic electron model (ns = 1) re-
sults, which is in the ion direction. Although the real fre-
quency can roughly agree with the kinetic electron model
(ns = 2) results, the behavior of the growth rate is much
different between these two models. This tells us that
the electrostatic drift modes in dipole configuration can
not be described by adiabatic electron model. Figure 10
shows the corresponding mode structures by scanning η
and the structure of ns = 1 mode is much center peaked
and not flat as the ns = 2 mode. Here and after, the dis-
persion relation results in point dipole are all obtained
with bounce averaged only for ωD and not for J0. In the
latter part, we will mainly focus on the η < ηc mode.
0 5 10 15
0
5
10  
(a) ω
r
R/vti, 1st solution
κT
 
κ
n
−4
−2
0
0 5 10 15
0
5
10  
(b) ωiR/vti, 1st solution
κT
unstable
region
stable
region
 
κ
n
2
4
6
8
0 5 10 15
0
5
10  
(c) ω
r
R/vti, 2nd solution
κT
 
κ
n
2
4
6
0 5 10 15
0
5
10  
(d) ωiR/vti, 2nd solution
unstable
region
κT
stable
region
 
κ
n
1
2
3
4
FIG. 7: Scan (κn, κT ) in point dipole using dispersion rela-
tion, with k⊥ρi = 0.5. Two branches of unstable mode exist:
one in ion direction (a&b) and another in electron direction
(c&d).
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FIG. 9: Scan k⊥ρi in point dipole at η = 4. With the compar-
ison of kinetic electron model (ns = 2) and adiabatic electron
(ns = 1) model.
Figure 11 shows the scan of kζ and kψ. The result for
kζ scanning agrees with the typical entropy mode feature
in Ref.[25, 28], and especially for large k⊥ρi the mode
is still unstable. The most unstable solution exists at
k⊥ρi ' 1.0. The kψ scan does not bring any qualitative
difference but play a role in increasing k⊥ [see Eq.(B4)].
Figure 12(a&b) shows the scan of me/mi. We find that
at small me/mi < 0.01 the simulation results of ωr and γ
change little. Whereas the scan of τ in Fig.12(c&d) show
something interesting, i.e., a new mode become unstable
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FIG. 10: Mode structures for κn = 5.0, k⊥ = 1.0 at point
dipole with η = 0.1, 0.5, 4.0 with ns = 2 and η = 4.0 with
ns = 1 respectively.
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FIG. 11: Scan of k⊥ρi and kψ, with κn = 5.0 and κT = 1.0
in point dipole.
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FIG. 12: Scan of me/mi and τ , with κn = 5.0, κT = 1.0 and
k⊥ρi = 0.5 in point dipole.
at τ > 12. And around τ = 12, two modes compete
in the simulation. The real frequency is very small at
τ ∼ 1, where a smooth sign change from ion direction to
electron direction is observed. By scan τ in dispersion
relation solver, we only find one unstable mode, i.e., this
new mode may not exist in the zero-dimensional model
and must have something to do with the mode struc-
ture. We find indeed that these two modes have different
mode structures. As shown in Fig.13, at small τ (τ = 0.6
and 1.0) the mode structure of φ(ξ) is flat; at mediate τ
(τ = 5.0) φ(ξ) is much similar as the one in Fig.5(d) and
Fig.6(d); for large τ (τ = 16 > τc ' 12) the mode struc-
ture changes more, e.g., both Reφ(ξ) > 0 and Reφ(ξ) < 0
exist. This jump also exists in ring dipole case. This new
mode may be the high order eigenstate of the original
ground state mode. We will show that series of high or-
der eigenstates indeed exist in the system and can be the
most unstable one. As shown in Fig.14, we scan the zero-
dimensional dispersion relation Eq.(22) with k‖ 6= 0 and
find that only one unstable mode exists and the k‖ only
brings damping effect because of electron Landau damp-
ing. This implies that this one-dimensional new mode
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FIG. 13: Mode structures for κn = 5.0, κT = 1.0 and k⊥ρi =
0.5 in point dipole with τ = 0.5, 1, 5 and 16 respectively.
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FIG. 14: Scan of k‖R using the dispersion relation Eq.(22),
with κn = 20 and κT = 0 in point dipole, for k⊥ρi = 0.5 and
k⊥ρi = 2.5.
in Fig.12(c&d) can not be predicted by zero-dimensional
dispersion relation.
By increasing density gradient κn in Fig.15, we find the
most unstable mode in the system can have very differ-
ent mode structures. Fig.15(a) shows the ground mode;
Fig.15(b&c) show high-order even mode; and Fig.15(d)
shows high-order odd mode. Considering that the re-
sult may be affected by xc in the point dipole simula-
tion, we study this feature in detail using ring dipole
configuration with xc = 1.0, i.e., to remove the effects
of the boundary condition. Figure 16 shows a scan of
k⊥ρi in the ring dipole configuration with κn = 50. We
see that the dispersion relation only predicts an unstable
mode at k⊥ρi < 1.5, which qualitatively agrees with the
l = 0 mode in simulation. The slab dispersion relation is
used to obtain ωtheory, but we have used the curvature
drift frequency at ξ = 0, i.e., ωringd = g(0)ω
Z−pinch
d with
g(0) = 1.31. However, new unstable modes appear by
increasing k⊥ρi in the simulation, and the corresponding
mode structures are shown in Fig.17. Due to steep gra-
dient, this mode is ‘interchange-like’ [25], as ωi → γ0 6= 0
for k⊥ρi → 0. The eigenstate label l here is roughly to fit
the mode structure with φ(ξ) = Hl(ξ)e
−ξ2/2, where Hl
is l-th Hermite polynomials, with l = 0, 1, 2, · · · . That
is, under strong gradient or large τ , the most unstable
9mode in the system can be on non-ground state and the
assumption k‖ = 0 is not valid any more, which is not pre-
dicted by conventional understandings (cf. Refs.[12, 16]).
These high order eigenstates have been predicted in toka-
mak edge steep gradient parameters recently[30] where
the physical explanation of it is the change of quantum
potential well, and which can also change the nonlin-
ear transport feature [31]. It is also interesting that
the even mode and odd mode have opposite propaga-
tion directions in Fig.17. The physical reason for why
these high order modes can be most unstable is yet to
study. The drift-bounce resonance ω − pωb − qωD = 0
with p, q = 0,±1,±2, · · · in Refs.[19, 32] is one possibil-
ity. However, we did not find clear resonant structures in
gi,e(E, λ) velocity space as in Ref.[32] yet. The velocity
space resonance in both Refs.[19, 32] is between energetic
ions and electromagnetic Alfve´n mode, whereas our sim-
ulation includes only background ions and electrostatic
perturbations. It is also not clear yet how this high order
modes affect the nonlinear physics in dipole plasma.
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FIG. 15: High order eigenstates mode exist at strong gradient
with κT = 0.0, k⊥ = 2.5 and κn = 18, 28, 130 and 150
respectively in point dipole configuration.
VIII. SUMMARY AND CONCLUSION
In this work, we have developed a 1D linear local col-
lisionless gyrokinetic δf PIC code to study the electro-
static drift modes in a point and ring dipole plasmas.
With assumption of k‖ = 0, the corresponding 0D bounce
averaged dispersion relation is also derived and solved
for benchmark. We find the general feature of the elec-
trostatic drift modes in dipole configuration is similar
to the one in Z-pinch configuration, i.e., two unstable
modes exist mainly at either small η or large η with crit-
ical ηc ' 2/3. However, there still exists much difference
between dipole and Z-pinch configurations. In Z-pinch,
k‖ ' 0 is a good approximation; whereas for point and
ring dipole, k‖ ' 0 is only valid at very narrow parame-
ter space, e.g., only for small k⊥ρi. Some new unstable
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FIG. 16: Scanning ω vs. k⊥ρi for κn = 50, κT = 0 in ring
dipole configuration. High order modes are most unstable for
large k⊥ρi.
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FIG. 17: Corresponding mode structures vs. k⊥ρi for κn =
50, κT = 0 in ring dipole configuration.
modes with non-flat mode structure are found in dipole
configuration at large τ and κn. With a smooth change of
the temperature ratio τ = Te/Ti from 0.5 to 60, we find a
jump in real frequency and a turning point in growth rate
at around τ = τc ' 12 which is caused by the competi-
tion between two different modes. More clearly, we have
demonstrated that the most unstable mode is at high or-
der eigenstates with either odd parity or even parity at
large κn, as has been predicted [30] in tokamak configu-
ration.
We also notice that one major difference between
dipole configuration and tokamak is the magnetic shear
s = 0. For s 6= 0 as in tokamak, the parallel
boundary condition in the simulation model should be
modified[33, 34] and the physics can be different. And the
ITG and TEM in tokamak usually have k‖ 6= 0. What we
think is interesting is that although almost all the par-
ticles are trapped in the dipole configuration, we have
not found new mode can be called as trapped electron
10
mode[35] as in tokamak. The essential unstable electro-
static drift modes in dipole configuration is similar to
the one in Z-pinch configuration where all particles are
passing particles.
In summary, we have given a comprehensive linear
study of the 1D electrostatic drift modes in a point and
ring dipole plasma. This helps us to understand the basic
linear behaviors of the unstable modes in the system and
can provide a starting point for further nonlinear study.
Contrast to previous studies [11, 13], this work is valid
for all the gyrokinetic orderings, without further approx-
imations. Contrast to previous Z-pinch and ring dipole
studies[16, 17, 25, 28], this work demonstrates the impor-
tance of the parallel mode structures and finds that the
high order eigenstates can be important at some param-
eters.
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Appendix A: Current loop/ring dipole magnetic field
We consider the dipole magnetic field produced by sin-
gle current loop [36] with radius a. In cylinder coordinate
(ρ, φ, z), for current density
J = Iδ (z′) δ (ρ′ − a) (− sinφ′, cosφ′, 0) , (A1)
we have the magnetic vector potential
A =
µ0
4pi
∫
J (r′)
|r− r′|d
3r′, (A2)
where a is the radius of the current loop.
Due to symmetry, magnetic vector has only φ compo-
nent, and
Aφ =
µ0I
2pi
√
a
ρ
[(
k2 − 2)K (k2)+ 2E (k2)
2k
]
, (A3)
where K and E are the first and second kind of elliptic
functions with
k2 =
4aρ
(a+ ρ)2 + z2
, ρ2 = x2 + y2. (A4)
Hence, we obtain the magnetic field
Bsinglecoil = ∇×A = −∂Aφ
∂z
ρˆ+
1
ρ
∂ (ρAφ)
∂ρ
zˆ. (A5)
Using
K ′ (x) =
1
2x (1− x)E (x)−
1
2x
K (x) ,
E′ (x) =
1
2x
E (x)− 1
2x
K (x) ,
(A6)
we obtain
Bρ =
µ0I
2pi
z
ρ
√
(a+ ρ)2 + z2
[
a2 + ρ2 + z2
(a− ρ)2 + z2E
(
k2
)−K (k2)] ,
Bz =
µ0I
2pi
1√
(a+ ρ)2 + z2
[
a2 − ρ2 − z2
(a− ρ)2 + z2E
(
k2
)
+K
(
k2
)]
,
Bφ = 0.
(A7)
And the magnetic flux can be calculated as ψ =
∮
B ·
dS =
∮
(∇×A) ·dS = ∮ A ·dl = 2piRAφ, which would be
used to determine the flux surface. For practise usage,
we calculate the field line functions numerically and use
interpolation basing on the above formula.
Appendix B: Point dipole operators
Comparing to the ring dipole configuration equations
in Sec.III, the benefit of using ideal point dipole configu-
ration is that all the operators we used in the numerical
code can be obtained analytically. We can have the fol-
lowing orthogonal flux coordinate (ψ, χ, ζ) for ideal point
dipole configuration
ψ =
M sin2 θ
r
,
χ =
M cos θ
r2
,
ζ = φ,

eψ = ∇ψ = M sin θ
r2
(− sin θeˆr + 2 cos θeˆθ),
eχ = ∇χ = −M
r3
(2 cos θeˆr + sin θeˆθ),
eζ = ∇ζ = 1
r sin θ
eˆφ,
(B1)
where M is the magnetic moment of the dipole, and
(r, θ, φ) = (radial, polar, azimuthal) is spherical coordi-
nates with eˆr, eˆθ and eˆφ the unit vector in each directions.
Note that B = ∇φ × ∇ψ = ∇χ and B = √B ·B =
(M/r3)
√
1 + 3 cos2 θ.
For completeness, besides the contravariant vector
eα = ∇α, we also list here the covariant vector eα = ∂αr
eψ = ∂ψr =
r2(− sin θeˆr + 2 cos θeˆθ)
M sin θ(1 + 3 cos2 θ)
,
eχ = ∂χr = −r
3(2 cos θeˆr + sin θeˆθ)
M(1 + 3 cos2 θ)
,
eζ = ∂ζr = r sin θeˆφ,
(B2)
with also eα × eβ = J−1eγ and eα · eβ = δαβ . And it is
readily to obtain the contravariant metric tensor gαβ ≡
∇α · ∇β, the covariant metric tensor gαβ ≡ ∂αr · ∂βr,
and the Jacobian J ≡ eα · eβ × eγ = 1/
√
det(gαβ) =√
det(gαβ) =
r6
M2(1+3 cos2 θ) . Note also gαβg
βγ = δγα,
11
eα = gαβe
β , eα = gαβeβ , eα × eβ = J εαβγeγ and
eα×eβ = J−1αβγeγ . Considering covariant B = Bαeα
(Bα = B · eα) and contravariant B = Bαeα (Bα =
B · eα), we can have ideal dipole field B = eχ = J−1eχ,
which is true because B = ∇ψ × ∇ζ and ∇ψ × ∇ζ =
J−1∂χr, and we obtain
Bχ = J−1 = M
2(1 + 3 cos2 θ)
r6
,
Bψ = 0,
Bζ = 0,

Bχ = 1,
Bψ = 0,
Bζ = 0,
(B3)
with magnetic vector A = −ψ∇ζ, i.e., ∇ ×A = −∇ ×
ψ∇ζ = ∇ζ ×∇ψ = B.
Along a field line l, ψ and ζ do not change, and we
can still obtain dl = r0κ(ξ)dξ, where ξ = pi/2 − θ, κ =
cos ξ(1 + 3 sin2 ξ)1/2 and r0 is the distance from the flux
surface to the origin at the equator ξ = 0. Note that
here ξ ∈ (−pi/2, pi/2), which differs from the ring dipole
case ξ ∈ [−pi, pi]. We can readily obtain f(ξ) = B/B0 =√
1+3 sin2 ξ
cos6 ξ , and
k2⊥ = k
2
ψ∇ψ · ∇ψ + k2ζ∇ζ · ∇ζ (B4)
=
1
r20 cos
6 ξ
[
k2ζ + k
2
ψB
2
0r
4
0(1 + 3 sin
2 ξ)
]
,
where we have used Eq.(B1), r = r0 sin
2 θ and B0 =
M/r30. Here, we have ρs =
v
√
λ
Ωs0
∣∣∣ cos3 ξ(1+3 sin2 ξ)1/4 ∣∣∣ and con-
sider kψ 6= 0, and thus
k⊥ρs =
v
√
λ
r0Ωs0
√
k2ζ + k
2
ψB
2
0r
4
0z
1
z1/4
,
∂ξ(k⊥ρs) =
v
√
λ
r0Ωs0
−k2ζ + k2ψB20r40z
4z5/4
√
k2ζ + k
2
ψB
2
0r
4
0z
6 sin ξ cos ξ,
and
bs =
(k⊥vts
Ωs
)2
=
v2ts
r20Ω
2
s0
[
k2ζ + k
2
ψB
2
0r
4
0z
]cos6 ξ
z
,
with z = 1 + 3 sin2 ξ.
The ωT∗s is the same as in the ring dipole case. The
gradient drift vg, curvature drift vc and total drift vd =
vg + vc can be calculated as
vg =
1
mΩs
µb×∇B = − v
2
⊥
2Ωs
(∂ψB)eζ ,
vc =
1
Ωs
v2‖∇× b = −
v2‖
Ωs
(∂ψB)eζ ,
vd = − 3(cos
2 θ + 1) sin5 θ
r0Ωs0(1 + 3 cos2 θ)2
(v2‖ +
1
2
v2⊥)eˆφ,
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FIG. 18: Turning point and bounce time.
where we have used ∂ψB =
3(cos2 θ+1)
r2(1+3 cos2 θ)3/2
and eζ =
∂ζr = r sin θeˆφ. And thus
ωDs = k⊥ · vd = −ωd0 3(1− sin
4 ξ)
(1 + 3 sin2 ξ)2
(1 + y)
2
v2, (B5)
with ωd0 =
kζ
r20Ωs0
.
We use the same normalization as in the ring dipole
case and the expression for all other variables are the
same, except n ≡ − 1B0r20
(
∂ lnn0
∂ψ
)−1
= Ln/B0r
2
0 and
kψ → kψB0r20. And hence
k2⊥ = (k
2
ζ + k
2
ψz)/ cos
6 ξ,
k⊥ρs =
v
vts
√
λ
√
(k2ζ + k
2
ψz)z
−1/4ρts,
∂ξ(k⊥ρs) =
v
vts
√
λ
(−k2ζ + k2ψz)
2z5/4
√
k2ζ + k
2
ψz
3 sin ξ cos ξρts.
bs = ρ
2
ts
[
k2ζ + k
2
ψz
]cos6 ξ
z
.
Normalized curvature drift frequency is
ωDs = −ωds0 3(1− sin
4 ξ)
(1 + 3 sin2 ξ)2
(1 + y)
2
v2
v2ts
,
where ωdi0 = kζω0ρti → kζρti and ωde0 = τ qiqeωdi0.
Appendix C: Bounce average
Using E and µ conserved, v‖ =
√
(2/m)(E − µB) =
v
√
1− λB/B0, v =
√
2E/m, the bounce period is
Tm(r0, E, λ) = 4
∫ pi/2
θm
dl
dθ
dθ
v‖(θ)
=
4r0
v
Tb(λ), (C1)
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FIG. 19: Drift integral.
which gives
Tb(λ) =
∫ pi/2
θm(λ)
sin θ(1 + 3 cos2 θ)1/2[
1− λ (1+3 cos2 θ)1/2
sin6 θ
]1/2 dθ, (C2)
where the turning point θm(λ) is determined by v‖ = 0,
i.e,
sin6 θm
(1 + 3 cos2 θm)1/2
= λ. (C3)
For λ = 0, Tb(0) = 1 + (
√
3/6) ln(2 +
√
3) ' 1.38017. For
λ = 1, the period can be calculated by small-amplitude
oscillation Tb(1) = (pi/6)
√
2 ' 0.74048. Mirror force
F = µ∇B, gives d2sdt2 = −µ∇Bm = − µm (∂χB)|eχ|. For
deeply trapped particle, λ ∼ 1, θ ∼ pi/2, ds ∼ r0dθ, and
thus d
2s
dt2 ' − v
2
2
3 cos θ(5 cos2 θ+3)
r(1+3 cos2 θ)3/2
' − v22 9sr20 , which gives
Tb(λ = 1) = (2pi/
√
9v2
2r20
)/(4r0/v) =
pi
√
2
6 . A fitting of
Tb(λ) can be found at Ref.[37]
Tb(λ) ' Tb(0)− 1
2
[Tb(0)− Tb(1)](λ1/2 + λ1/4)
' 1.3802− 0.3198(λ1/2 + λ1/4). (C4)
which gives a max error around 0.012. We find a better
fitting can be
Tb(λ) ' Tb(0)− 1
a+ b+ c
[Tb(0)−Tb(1)](aλ1/2+bλ1/4+cλ3/8),
(C5)
with a = 0.380, b = 0.335 and c = 1.0, which gives a max
error around 0.0008, ten times better than the previous
one, see Fig.18. The bounce frequency is given by
ωb =
2pi
Tm
=
piv
2r0
1
Tb(λ)
. (C6)
In one bounce period, the angular displacement is
∆φ = 4
∫ pi/2
θm
dl
dθ
vd(θ)dθ
v‖(θ)r(θ) sin θ
, (C7)
and thus the angular drift velocity (B0 = M/r
3
0, Ωc =
eB/m)
ωd =
∆φ
Tm
=
3mv2
eB0r20
Ed(λ)
Tb(λ)
, (C8)
where
Ed(λ) =
∫ pi/2
θm
sin3 θ(1 + cos2 θ)
[
1− 12λ (1+3 cos
2 θ)1/2
sin6 θ
]
(1 + 3 cos2 θ)3/2
[
1− λ (1+3 cos2 θ)1/2
sin6 θ
]1/2 dθ,
(C9)
which agrees with Ref.[38]. Result is shown in Fig.19. We
can also calculate analytically Ed(λ = 0) = [6+
√
3 ln(2+√
3)]/18 ' 0.460058 and Ed(λ = 1) = pi
√
2/12. Compare
Eqs.(C2) and (C9), Ed(λ=1)Tb(λ=1) = 1− λ2 = 12 .
We try the below fitting expression (see also Ref,[39]
for similar fitting)
Tb(λ) ' Tb(0) + [Tb(1)− Tb(0)]λ3/8, (C10)
Ed(λ) ' Ed(0)+[Ed(1)−Ed(0)](λ3/8+cλ1/2)/(1+c), c = −2,
(C11)
which seems can have max error less than 0.002. Ref.[38]
also gives another two approximations: Tb(λ) ' 1.30 −
0.56λ1/2 and Ed(λ)/Tb(λ) ' 0.35 + 0.15λ1/2. In numeri-
cal aspects, we can also try high order polynomial fitting,
e.g., using λ1/8 as base.
The gyrokinetic dispersion relation in dipole field in-
volve FLR effect and bounce average, i.e., Bessel func-
tion 〈J0(k⊥ρ)〉b, where ρ = mv⊥qB = mq
√
2λE
B0B(θ)
=
mv
q
√
λ
B0B(θ)
, i.e.,
J0b(v, λ) =
∫ pi/2
θm
dl
dθ
J0(k⊥ρ)dθ
v‖(θ)∫ pi/2
θm
dl
dθ
dθ
v‖(θ)
=
∫ pi/2
θm
dl
dθ
J0
(
k⊥mvq
√
λ
B0B(θ)
)
dθ
v‖(θ)
r0
v
Tb(λ)
=
1
Tb(λ)
∫ pi/2
θm(λ)
J0
(
k⊥mvq
√
λ
B0B(θ)
)
sin θ(1 + 3 cos2 θ)1/2[
1− λ (1+3 cos2 θ)1/2
sin6 θ
]1/2 dθ,(C12)
Note also that J0b ≡ 〈J0(k⊥ρ)〉b 6= J0(〈k⊥ρ〉b).
Appendix D: MPI parallelization scaling
The gkd1d code is written using Fortran90 and with
MPI (message passing interface) parallelization for par-
ticles. Thus this code could handle very large particle
numbers. The parallelization performance is shown in
Fig.20. In practise convergence test, we have used more
than np = 10
7 particles, and which is far adequate for
most of our simulations. Usually, np = 10
5 is enough for
two species, s = i, e; and can even np ≤ 104 for adiabatic
electron case, i.e., s = i.
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FIG. 20: Gkd1d Fortran 90 code MPI scaling.
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FIG. 21: Typical charged particle trajectories under ideal
dipole field in Earth shows good confinement even when the
ion energy is large to 10MeV. Stochastic motion of particles
due to the collision and turbulence can break this ideal con-
finement.
Appendix E: Typical dipole orbits
Fig.21 shows two typical charged particle trajectories
under ideal dipole field in Earth with the magnetic field
B(x = Re, y = 0, z = 0) = 3.07 × 105T , which shows
good confinement even when the ion energy is large to
10MeV, where Re is the Earth radius.
Note: The blue text in only in this arXiv version, not
included in the published Phys. Plasmas (2017) version.
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