Abstract. We introduce a new class of polynomials of multiple orthogonality with respect to the product of r classical discrete weights on integer lattices with noninteger shifts. We give explicit representations in the form of the Rodrigues formulas. The case of two weights is described in detail.
Introduction
Orthogonal polynomials of discrete variable have numerous applications. One the most well-known applications is related to the theory of representations of the 3D rotation group [10] : it is based on a deep connection between polynomials orthogonal with respect to classical discrete and continuous measures. The similarity between these polynomials is nicely exposed in the monograph [15] .
The current paper focuses on multiple orthogonal polynomials induced by a system of discrete measures that generalize the classical ones. Our study makes use of the analogy with the continuous case. For that reason, we first remind some properties of classical polynomials orthogonal with respect to continuous measures.
Classical orthogonal polynomials.
Classical orthogonal polynomials are the polynomials by Hermite, Laguerre, and Jacobi (the last also include polynomials by Chebyshev and Gegenbauer as special cases). They constitute a simple yet quite important class of special functions. These polynomials arise in a wide range of problems in quantum mechanics, mathematical physics, numerical analysis and approximation theory. Their classification and derivation of their main properties base upon the Pearson equation for the weight of orthogonality. According to the definition in [16] , classical orthogonal polynomials are the polynomials P n of degree n that satisfy the orthogonality relations with respect to the continuous weight ρ on the interval S ρ ⊂ R:
(1) Sρ P n (x)x k ρ(x) dx = 0, k = 0, 1, . . . , n − 1, where ρ satisfies the Pearson differential equation:
with polynomials σ, τ of degrees deg σ 2 and deg τ = 1. Up to shifts and rescaling, there are precisely three 1 types of classical orthogonal polynomials, see Table 1 . The polynomials P n may be written explicitly through the Rodrigues formula: where C n = 0 stands for a normalization constant. Condition C1 in Table 1 yields positivity and integrability of the weight ρ. All zeros of P n are simple and belong to S ρ .
1.2.
Multiple orthogonal polynomials. Some applications related to rational approximations, random matrices, Diophantine approximations give rise to multiple orthogonal polynomials, see e.g. [4, 13, 14, 19, 23] . These polynomials are determined by orthogonality relations with respect to more than one weight. Let ρ 1 , . . . , ρ r be the weight functions determined on the intervals S ρ 1 , . . . , S ρr of the real line. A polynomial P n is called a (type II) multiple orthogonal polynomial if P n ≡ 0, deg P n rn and the orthogonality relations:
are satisfied. The case r = 1 corresponds to the standard orthogonality (1) . Two ways to determine classical multiple orthogonal polynomials are currently in use. The first one [3] is when the intervals S ρ j coincide, i.e. S ρ j = · · · = S ρ j , and the weights ρ j satisfy the Pearson equation (2) with distinct τ (j) . In this case, the restrictions for the degrees of σ and τ (j) remain the same: deg σ 2 and deg τ (j) = 1 There is also another way [2, 5, 20] , which we consider in the particular case r = 2. Here, the weight functions ρ 1 , ρ 2 are proportional to restrictions of a certain analytic function ρ to disjoint intervals S ρ 1 , S ρ 2 , that is: ρ j := c j ρ| Sρ j for a constant c j . The function ρ is additionally assumed to satisfy the Pearson equation (2) with the polynomials σ and τ of degrees deg σ 3 and τ = 2. This construction yields the Angelesco-Jacobi [1, 11] , Jacobi-Laguerre [21] and Laguerre-Hermite [22] polynomials. The basic characteristics of these polynomials are stated in Table 2 . Condition MC1 (Multiple Continuous) provides positivity and integrability of the weights, as well as that S ρ 1 ∩ S ρ 2 = ∅. The orthogonality (4) immediately implies that the polynomial P n has n simple zeros in S ρ j . One of the most remarkable properties of this construction is that the resulting polynomials also satisfy the Rodrigues formula (3).
1.3. Classical orthogonal polynomials of discrete variable. Up until this point we discussed the continuous case. Now, let us consider orthogonality with respect to discrete measures. Let S ρ be a discrete subset of R, e.g. S ρ = Z + := {0, 1, . . . } or S ρ = {0, 1, . . . , N } for some integer N 0. The function ρ is supposed to be nonnegative on S ρ . Put the charge ρ(x) in each point x ∈ S ρ and consider the discrete measure:
where δ is the Dirac delta. Then the function ρ is called the discrete weight of the measure µ.
Consider a sequence of polynomials P n of degree n, which are orthogonal with respect to the measure µ:
Denote by ∆f and ∇f the left and the right finite differences of f , respectively:
As above, given two polynomials σ and τ such that deg σ 2 and deg τ = 1 one may also consider the (difference) Pearson equation:
Up to trivial transformations, its regular solutions determine precisely four (see [15] ) classes of classical orthogonal polynomials of discrete variable: the Charlier and Mexner polynomials are orthogonal on Z + , while the Kravchuk (Krawtchouk) and Hahn polynomials are orthogonal on {0, 1, . . . , N }. Polynomials of these classes satisfy the Rodrigues formula:
where C n is a normalizing constant and ρ n is a shifted weight, see Table 3 . In this table, the Hahn weight is expressed via the so-called Pochhammer symbol:
and, in particular, (α) x = (α)(α + 1) · · · (α + x − 1) for x ∈ Z + . The Kravchuk and Hahn polynomials additionally require that n N . Condition D1 in Table 3 yields positivity 2 and finiteness of all moments for the measure µ from (5). The orthogonality relations immediately imply that all zeros of P n are simple and lie in the convex hull of S ρ . Between two consecutive lattice points there is at most one zero of P n .
2 For the Hahn case, the inequality α, β < N − 1 in Condition D1 induces that the weight keeps the same sign (−1) N on the whole support S ρ . In general, our Table 3 and Condition D1 may be compared to [17] . Table 2 . Classical multiple orthogonal polynomials 
1.4. Polynomials of multiple discrete orthogonality. The paper [7] implements the first of the schemes described above for constructing classical multiple orthogonal polynomials ("different weights on the same support"). Analogous to the continuous case, [7] deals with discrete measures with a common support, that satisfy the difference Pearson equation (7) with polynomials σ and τ (j) of degrees deg σ 2 and deg τ (j) = 1. To implement the second scheme ("one weight on different supports") in the discrete case, one needs to study the lattices that are shifted by noninteger numbers. This observation seems to be first made by Sorokin in [24] , where he studied various generalizations of the Meixner polynomials. Our paper aims at implementing this approach in a more general setting. We also highlight the recent publications [8, 9, 18] devoted to orthogonal polynomials (i.e. r = 1) with respect to products of classical weights on a union of lattices with shifts.
We begin with the following observation: the Rodrigues formula (8) determines an orthogonal polynomial P n of degree n under rather general conditions when the parameters α, β, b have complex values. Proposition 1. In Table 3 , if the parameters of the function ρ satisfy Condition D2, then the polynomial P n determined by (8) is of degree n and satisfies the orthogonality conditions (6) with respect to (generally speaking, complex-valued) measure µ from (5).
The proof is given in the next section. To formulate a similar proposition regarding multiple orthogonality, we need an analogue to the condition D2, which will be denoted by MD2 (Multiple Discrete).
Suppose that ρ (1) , . . . , ρ (r) is a set of classical discrete weights whose parameters satisfy the conditions D2. Let us introduce more specific notation. Denote by r C , r M , r K and r H , respectively, the number of the Charlier, Meixner, Kravchuk and Hahn weights among ρ (1) , . . . , ρ (r) . In particular, r C + r M + r K + r H = r. Each of the weights corresponds to its own parameters. To unify, we relate each weight ρ (j) to the quadruple of its parameters (α j , β j , b j , N j ) according to the following rules:
• The Hahn weight corresponds to b j = 1, other weights correspond to β j = 0.
• For the Charlier and Kravchuk weights, α j = 0, while the Charlier and Meixner weights have N j = +∞.
0) B = 0, and the parameters α j for the Meixner weights satisfy Condition D2;
∈ {0, −1, . . . , −n} for all n ∈ {0, 1, . . . , N − 1}, where ρ (r) stands for the (only) Hahn weight.
In particular, the set ρ (1) , . . . , ρ (r) cannot contain more than one Hahn weight under Condition MD2. If the Hahn weight is present, then its Condition D2 is replaced by 3), and the remaining weights must be the Kravchuk weights. Now, we are ready to state our main result.
Theorem 2. Let ρ (1) , . . . , ρ (r) be a set of discrete weights satisfying Condition MD2. Let γ 1 , . . . , γ r be real numbers such that none of the differences γ j − γ k and γ j − γ k − α j and
Then for n N the Rodrigues formula
determines a polynomial P n (x) of degree rn that satisfies the following orthogonality conditions:
That is to say, under the conditions of Theorem 2, the polynomial P n determined by the Rodrigues formula (9) is a multiple orthogonal polynomial:
with respect to r discrete (generally speaking, complex-valued) measures
with the pairwise disjoint supports supp µ j (y) = γ j + S ρ (j) and the common analytic weight function R.
Observe that the weight function R satisfies the difference Pearson equation
where σ and τ are polynomials of degrees deg σ r + 1 and deg τ = r.
The next section is devoted to the proofs of Proposition 1 and Theorem 2. In Section 3, we discuss the Conditions MD1 for the case r = 2 which are similar to Conditions D1. That is to say, we discuss the conditions under which the measures µ j are positive. On this way, we introduce several new classes of multiple orthogonal polynomials with respect to the products of classical weights.
Proof of main results
2.1. Proof of Proposition 1. Proposition 1 is a particular case of Theorem 2. To give here a brief proof of Proposition 1, we need a simple lemma which can be verified by a straightforward calculation:
Lemma 3. Let q 1 , q 2 , p be monic polynomials:
where the ellipses stand for the terms of lower degrees.
We also need the formula for summation by parts:
as well as the following notation (see table 3 ):
Lemma 4. Let ρ(x) be one of the classical weights from Table 3 such that Condition D2 is satisfied. Then, for all m = 0, 1, . . . , n and n = 0, 1, . . . , N the equality
determines a polynomial P 
First, we need to verify that P (n) m (x) is a polynomial of degree m. The last expression implies that
. As is seen from Table 3 , the functions u n−m (x) and v n−m (x) are linear for the non-Hahn cases. Under Condition D2, cancellation of the leading term does not occur, and hence the left-hand side of (15) is a polynomial of degree m.
In the Hahn case, the polynomials u n−m (x) and v n−m (x) are quadratic, and their leading coefficients coincide. That is, their difference is linear:
since the contributions of their leading coefficients cancel each other independently of the parameters:
The next coefficient may be calculated with the help of Lemma 3:
This coefficient does not cancel when Condition D2 from Table 3 holds. Consequently, the right-hand side of (15) is a polynomial of degree m in the Hahn case as well. The next aim is to check that P (n) m (x) satisfies the orthogonality conditions. Let S ρ = {0, 1, . . . , N }, where N ∈ N ∪ {∞}, then for k m − 1 (16)
By the induction hypothesis, the sum on the right-hand side is zero. Moreover,
since the reciprocal Gamma function 1/Γ(x) has zeros at integer non-positive points. 3 For the Charlier and Meixner weights corresponding to N = ∞, Condition D2 yields a superpolynomial rate of vanishing of ρ n−m+1 (x) as x → ∞. Therefore, the first term on the right-hand side is also zero. The inductive step is complete, so the lemma is proved. Proposition 1 follows from this lemma for m = n, because ρ = ρ 0 .
Proof of Theorem 2. Theorem 2 is a particular case of the following lemma:
Lemma 5. Under the conditions of Theorem 2, the equality
for n N and m ∈ {0, . . . , n} determines a polynomial P (n) m (x) of degree rm which satisfies the conditions of multiple orthogonality with the weight R n−m on the sets γ j + S ρ (j) :
Proof. We are using the induction on m. Similarly to the case of orthogonality with respect to one measure, the equality (17) with m = 0 is satisfied only by the polynomial P
As an induction hypothesis, assume that P (n) m−1 ≡ 0 for m ∈ {1, 2, . . . , n} is a polynomial of degree r(m − 1) such that
Let us check that P (n) m (x) is a polynomial of degree rm. Indeed,
where u m are defined analogously to (12) . Therefore, the following representation is true:
where
Since U n−m (x) and V n−m (x) are polynomials, P 
By Condition MD2 in this case |B| < 1, so the leading coefficients of U n−m and V n−m are different in absolute value, and thus deg P
Condition MD2 here implies B = (−1) r , and hence deg P (n) m = rm as well. Now, let r H > 0. By Condition MD2, we have r H = 1, r K = r −1 and B = (−1) r−1 . Without loss of generality assume that the Hahn weight is denoted by ρ (r) . The polynomials U n−m and V n−m both have the degree r + 1. Their leading coefficients however coincide:
To calculate the coefficients of U n−m and V n−m at x r , note that these polynomials can be written as
Vieta's theorem then implies
From (18) and Lemma 3, we see that P (m) n has degree rm and its leading coefficient satisfies the equality:
it does not vanish when Condition MD2 is satisfied.
To verify the orthogonality conditions, it is enough to use the precisely the same approach as for r = 1. The conditions for the shifts γ j in Theorem 2 guarantee that R n−m+1 (−1 + γ j ) = R n−m+1 (N + γ j ) = 0 with m ∈ {1, . . . , n}: the denominators of R n−m+1 have at these points poles, while their numerators are regular. As a result, the term with the values on the boundary is equal to zero on the inductive step, see (16) .
For particular cases of discrete multiple orthogonal polynomials, the conditions of Theorem 2 on the shifts γ j and the parameters α j , β j may be somewhat relaxed. The next section is devoted to particular examples corresponding to r = 2 weights.
Classification of polynomials of multiple discrete orthogonality
Further we restrict ourselves to the case r = 2. Our aim is to study the polynomials P n of degree 2n orthogonal with respect to the pair of discrete measures µ 1 and µ 2 :
In particular, we discuss the conclusions from Theorem 2 when the measures µ 1 and µ 2 are positive. Depending on whether the convex hulls of supp µ 1 = γ 1 + S ρ (1) and supp µ 2 = γ 2 + S ρ (2) are disjoint or not, we point out two cases:
3.1. Case I.
Charlier-Charlier polynomials. Let B := b > 0, and let γ 1 , γ 2 be real numbers such that 0 < |γ 1 − γ 2 | < 1. Then the function
is a product of two Charlier weights on the lattices shifted by γ 1 and γ 2 . It is positive for x − γ j ∈ Z + , j = 1, 2. Determine a couple of discrete measures: (20) µ j (y) :=
Then the Charlier-Charlier polynomial P n of degree 2n is determined through the formula: This polynomial satisfies 2n orthogonality conditions (19) with respect to the measures (20) .
Charlier-Meixner polynomials. Suppose that b > 0, α > 0 and γ 1 , γ 2 ∈ R are such that 0 < |γ 1 − γ 2 | < 1 and γ 1 − γ 2 < α. The following function is positive for x min(γ 1 , γ 2 ):
.
On integer lattices with shifts, consider two discrete measures:
Then the polynomial P n determined by the Rodrigues formula
has degree 2n and satisfies the orthogonality relations (19) with respect to the measures (21) . Polynomials of this form we call the Charlier-Meixner polynomials.
Meixner-Sorokin polynomials. Let the numbers b ∈ (0, 1), α 1 , α 2 > 0 and γ 1 , γ 2 ∈ R satisfy the inequalities 0 < |γ 1 − γ 2 | < 1 and −α 2 < γ 1 − γ 2 < α 1 . Consider the following function positive for x min(γ 1 , γ 2 ):
The function R (α 1 ,α 2 ) is a product of two Meixner weights. On each of the lattices γ j + Z + we introduce the measure µ j :
Then the polynomial P n of degree 2n given by:
satisfies the orthogonality conditions (19) , where the measures are introduced in (22) . This kind of polynomials first appeared in the paper [24] , so we call them the Meixner-Sorokin polynomials.
Kravchuk-Kravchuk polynomials. Let the parameters b > 0, N 1 , N 2 ∈ N and γ 1 , γ 2 ∈ R satisfy one of two inequalities:
Note that, as above, these inequalities mean that the nodes of these lattices are interlacing: between each two nodes of the first lattice there is precisely one node of the other lattice and vice versa. In this case, the lattices are γ j + {0, 1, . . . , N j }. Consider the product of two Kravchuk's weights:
, and the pair of measures:
For n ∈ Z + , n N 1 , determine the polynomial P n of degree 2n by:
Then P n satisfies the orthogonality conditions (19) with respect to the measures µ 1 , µ 2 from (23). We will call P n the Kravchuk-Kravchuk polynomial. Figure 2 . Zeros of the Kravchuk-Kravchuk polynomials of index n > 10 (on the left) and n 10 (on the right) for the parameters
Kravchuk-Hahn I polynomials. Fix B := −1 and let the parameters N 1 , N 2 ∈ N and α, β, γ 1 , γ 2 ∈ R satisfy one of the following six conditions:
Consider the function
Each of the conditions (a-f) implies that, for
is positive, while the sign of the numerator alternates so that the expression (−1)
(x) keeps its sign on the lattice γ j + {0, 1, . . . , N j }, where j = 1, 2. Hence, (24) µ j (y) :=
are two discrete measures of constant sign. Given n ∈ Z + such that n N := min{N 1 , N 2 }, let us call the polynomial P n satisfying the relation
the Kravchuk-Hahn I polynomial. For each 0 n N , it has degree 2n and satisfies the Figure 3 . Zeros of the Kravchuk-Hahn I polynomials of index n 10 (on the top), 10 n 16 (in the middle) and n > 17 (in the bottom) for the parameters
orthogonality conditions (19) with respect to the measures µ 1 , µ 2 from (24) -provided that Condition MD2 is satisfied. Here this condition is nontrivial:
See Figure 3 for the example how zeros of the Kravchuk-Hahn I polynomials are located on the complex plane. We considered the case I, when the convex hulls of supports of the measures µ 1 , µ 2 have common points. More specifically, the points of supp µ 1 and supp µ 2 were interlacing. It is easy to check that the interlacing property in case I is necessary for the measures to be of constant signs.
3.2. Case II. Now let us switch to the case when the convex hulls of supports of the measures have no common points.
Charlier-Kravchuk polynomials. Suppose that B := −b, b > 0, N ∈ N, and γ 1 , γ 2 ∈ R are such that γ 1 − γ 2 > N and
and consider two discrete measures with constant signs:
Observe that the inequality γ 1 − γ 2 > N guarantees that convex hulls of the supports of the measures µ 1 and µ 2 are disjoint. For n ∈ Z + such that n N , determine the polynomial P n of degree 2n by the formula
Then the orthogonality relations (19) are satisfied by P n with the measures (27). We call P n the Charlier-Kravchuk polynomial.
Meixner-Kravchuk polynomials. This family is constructed analogously to the CharlierKravchuk case. Suppose that b ∈ (0, 1), N ∈ N, and α, γ 1 , γ 2 ∈ R are such that α > 0 and
The convex hulls of supp µ 1 and supp µ 2 have no common points. As above for n ∈ Z + , n N , determine the polynomial P n of degree 2n:
The Meixner-Kravchuk polynomial P n is orthogonal (19) with respect to the measures (28).
Angelesco-Kravchuk polynomials. Let the parameters b > 0, N 1 , N 2 ∈ N, and γ 1 , γ 2 ∈ R be such that γ 1 − γ 2 > N 2 and
Then the discrete measures
are of constant signs. Given n ∈ Z + , n min{N 1 , N 2 }, determine the polynomial P n of degree 2n from the formula:
This polynomial satisfies the orthogonality conditions (19) with respect to the measures from (29). In literature, such families of polynomials are usually called the Angelesco systems, see [1, 6, 11] . So, we call P n the Angelesco-Kravchuk polynomial. Kravchuk-Hahn II polynomials. Now, fix B := −1 and let the parameters N 1 , N 2 ∈ N and α, β, γ 1 , γ 2 ∈ R satisfy one of the following two conditions:
Under these conditions, the measures µ 1 , µ 2 defined in (24) keep their signs. Moreover, the convex hulls of supp µ 1 and supp µ 2 are disjoint. Given n ∈ Z + , n min{N 1 , N 2 }, determine the Kravchuk-Hahn II polynomial as the polynomial P n satisfying the formula (25) . The polynomial P n has degree 2n, it is orthogonal (19) with respect to the measures from (24) . Here each of (a) and (b) implies Condition MD2. 
Conclusion
We considered several examples of polynomials of multiple discrete orthogonality for the case of r = 2 weights. For each of the examples, the weight functions satisfy the difference Pearson equation, and the related polynomials may be found from the Rodrigues formula (9) .
Clear, that the Rodrigues formula implies recurrence relations of the third order which relate the polynomials P n of degree 2n corresponding to the diagonal indices (n, n) with the polynomials Q n of degree 2n + 1 corresponding to the indices (n + 1, n). (The polynomials Q n satisfy n + 1 orthogonality conditions with respect to the measure µ 1 and n conditions with respect to µ 2 .) It seems interesting to study the properties of these recurrence relations, as well as the corresponding band Hessenberg operators.
The present work does not touch upon the problems of normality of indices, as well as the uniqueness of multiple orthogonal polynomials P n . For the case II, when the convex hulls of the supports of the measures µ 1 , µ 2 are disjoint, the system of the measures µ 1 , µ 2 is perfect. It means that all indices (n 1 , n 2 ) are normal, and the corresponding multiple orthogonal polynomial is determined uniquely up to a normalizing constant. Indeed, the orthogonality relations yield that P n 1 ,n 2 has n j simple zeros in a convex hull of the support of µ j , see That is, the degree of P n 1 ,n 2 is equal to n 1 + n 2 , which gives the normality of (n 1 , n 2 ). For the case I, the question of normality requires further study.
Classical orthogonal polynomials are limits of classical polynomials of discrete orthogonality. Various limiting relations between hypergeometric orthogonal polynomials are represented in the Askey scheme [12] . The multiple orthogonal polynomials considered here possess analogous properties.
Among interesting open questions is the asymptotic behaviour of P n as n → ∞. The paper [24] studied the asymptotics of the scaled Meixner-Sorokin polynomials (case I). It gave rise to new non-trivial equilibrium problems for the vector logarithmic potential. Part of zeros of P n sweep out curves in the complex plane. The case II with appropriate scaling is awaited to yield standard equilibrium problems with the Angelesco interaction matrix and an upper constraint for the equilibrium measure.
We plan to consider the highlighted problems in further publications. We also hope that the polynomials introduced here will find their applications in combinatorics, representation theory and other areas.
