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1. INTRODUCTION 
The purpose of this paper is to establish the analogue of the Bruhat 
decomposition for reductive, algebraic monoids. Our results go somewhat 
deeper and we obtain also a monoid version of the Tits System (5.3), and 
the general formulation of row reduction (9.10). In our computation, the 
Weyl group W is replaced by a certain finite, inverse monoid L$! with unit 
group W, and the Bore1 subgroups are related to monoid structures using 
Putcha’s notion of a cross-section lattice. 
To state the main result we need some notation and basic facts: E is a 
reductive, algebraic monoid (2.3), TE G is a maximal torus of the unit 
group G, B s G is a Bore1 subgroup with Tc B, A = {e = e2 E T1 Be = eBe} 
is the cross-section lattice, R = N&T) s E, Zariski closure, L% = R/T, the 
orbit monoid (note TX = XT for all x E R), B x B is well defined for x E &?‘, 
since T 5 B, we E W = NG( T)/T, the element of maximal lengths, A s Q(T) 
the base associated with B (2.2), and S = {era E WE W 1 CI E A }. 
The following theorem is a summary of (3.2), (5.3), (5.8), (9.6), and 
(9.10). 
THEOREM. (a) 92 is a finite, inverse monoid. 
(b) l(a) g Z( T) and k@* = W. 
Cc) E=Ur.a BrB, disjoint union. 
(d) For all p E S and x E 9, pBx s BxB v BpxB. 
(e) For each e E Z(W), there is a unique eO E A conjugate to e under W, 
and furthermore, Bwe, B c GeG is open and dense. 
(f) For each e E Z(W), there is a unique r E We such that Br E rB. 
(g) Each element x of E can be put into reducedform, generalizing the 
classical reduced row echelon form (see (9.8~(9.10)). 
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The Bruhat decomposition was first established for classical linear Lie 
groups by Bruhat. It was then employed by Chevalley in his study of finite 
simple groups [ 1). Finally, in [26] Tits gave an efficient axiomatic treat- 
ment (Tits systems) which he used to give a uniform proof of the simplicity 
of Chevalley’s finite groups. 
The importance of that development for group theory is unmistakable. 
All reductive groups and most finite simple groups have Tits systems. They 
occur also, in semisimple groups over local fields [7] (along with their 
affine root systems) and in the Kac-Moody Lie theory [9]. 
The interest in algebraic monoids, however, is quite recent. Putcha 
initiated the axiomatic study publicly in l-980 [lo]. At about the same 
time, I began writing my thesis on the subject at the University of British 
Columbia under the direction of R. Douglas 1191, That period is the first 
wave; and as such, it constitutes a barage of technicalities and axiomatic 
possibilities. But one basic fact had emerged which has influenced almost 
all of the further developments; reductive monoids are regular (see (2.3) for 
definitions). 
That result is the starting point of the second wave. Because of it, there is 
much potential for the development of a comprehensive com- 
binatorial-numerical theory of reductive monoids. In [IS] the $-classes (a 
semigroup notion) are related to the Bore1 subgroups in a particularly 
useful way, via the notion of a cross-section lattice ii (see (3.3)). That result 
becomes one starting point in [21], where all normal, semisimple monoids 
are classified numerically in the spirit of classical Lie theory. It reappears 
naturally in this paper when we analyse the structure of a y-class (6) and 
also when we establish an analogue of the classical row echelon form for 
reductive monoids (9.10). It is now safe to say that the cross-section lattice 
is one of the primary combinatorial links between the structure of the 
monoid and the geometry of the root system of the underlying unit group 
(see [21] and [22]). 
In the final section we use our main results to obtain a general, matrix- 
free description of the classical (Gauss-Jordan) row echelon form. 
Common sense tells us that the matrix A E M,(k) is in reduced row 
echelon form if it cannot be “simplified” with left multiplication by inver- 
tible matrices. The Gauss-Jordan algorithm addresses the task of actually 
finding, for each HEM,, such a matrix amongst the elements of 
{EXI EE Gl,(k)}. 
In Section 9 we show that this theory is equally meaningful for any 
reductive monoid. The discussion proceeds in two stages: 
First, we solve the problem for .4j! (9.6); for all e E I(W) there exists a uni- 
que rE We such that BrsrB. Let GJ= {rEChlBr~rB}. Then we show 
that for any XE E, there exists XE Gx such that XE rB for some uniquely 
determined r E GJ and that Ze = r, where r E We, as above (9.10). Further- 
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more, if z E Gx also satisfies these properties, then z = tf for some t E T. 
Heuristically, X has the simplest structure (relative to B and T) of all 
elements of Gx. 
2. GENERAL BACKGROUND 
2.1. Algebraic Geometry 
X, Y, U, V, etc., will denote reduced affine varieties over the algebraically 
closed field k, and k[X] will denote the ring of regular functions on X. X is 
irreducible if k[X] is an integral domain and normal if in addition, k[X] is 
integrally closed in its field of fractions. A morphism cp :X + Y is a mapping 
for which fo cp E k[X] if f~ k[ Y]. 40 is finite if cp* :k[ Y] + k[X] is an 
integral ring extension [6, Sect. 4.21, dominant if q(X) s Y is dense, and 
birational if rp 1 U: U + cp( U) = V is an isomorphism for some nonempty, 
open, dense subsets U E X and VZ Y. For any irreducible variety X there 
exists a unique, finite, birational morphism yl: X’ + X, where x’ is normal. 
2.2. Algebraic Groups 
An algebraic group is an atfine, algebraic variety G together with 
morphisms m: G x G + G and i: G + G such that G becomes a group with 
xy = m(x, y) and xP I = i(x). We denote the identity element of G by 1, 
since we prefer to use the symbol “e” for arbitrary idempotents in a 
monoid. A closed subgroup U of G is unipotent if it consists of upper 
triangular matrices (av) with aii= 1 for some faithful representation. G is 
reductive if it is connected (i.e., irreducible) and contains no unipotent, nor- 
mal subgroup of positive dimension. A maximal torus Tc G is a closed 
subgroup, maximal with he property of being isomorphic to k* x . .. x k* 
for some n. A Bore1 subgroup BE G is a maximal, solvable, connected sub- 
group. By [6, Corollary 21.3A] any two maximal tori of G are conjugate 
and similarily for the Bore1 subgroups. We define rkG = dim T, the rank of 
G. 
Assume G is reductive and let Ad: G -+ GZ(g) be the adjoint representation 
[6, Sect. 24.31. Then Ad 1 T determines a direct sum decomposition 
where dim g, = 1 for each a E @ L X(T) [6, Corollary 26.2B]. Here, X(T) = 
Hom( T, k*) is the set of characters of T. CD E X(T) is the set of roots. A base 
dz@ is a basis of X(T)@!3 such that for all IE@, IZ=CorEdcr~ with 
either {c,}&Z+ or {c,} E Z -. Bases exist and in fact [6, Appendix A43 
there is a canonical one-to-one correspondence 
(ds@ldisabase)z{BsGIBisBorelandTsB). 
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For each c( E @ there exists a unique, one-parameter, unipotent subgroup 
U,rG such that T,(U,)= gX (tangent space at 1). B= B(A) is then the 
subgroup of G generated by T and lJIEd U,. If d G @ is a base then so is 
-A and we denote B- = B( - A). BP is the opposite Bore1 subgroup of 
B= B(A). The Weyl group W= NG( T)/T is generated by the set of reflec- 
tion {c,I c1 E A} [6, Appendix A5]. 
2.2.1. PROPOSITION. Let G be reductive and let TE G be a maximal 
torus. Then there exists an automorphism a: G + G such that 
(i) a(t)= tC’ for all t E T. 
(ii) a2( g) =g for all g E G. 
Proof. From [25, Sect. 9.1.61, it follows that (G, T) determines a root 
datum II/ = I(I(G, T) = (X, X’, R) (Springer’s notation). Furthermore, 
E: X(T) + X(T), E(M) = -c(, determines an isomorphism from $ to I,$. Thus, 
by [25, Theorem 11.4.33, E can be lifted to an isomorphism ai : G + G with 
the indicated property of (i). 
By [6, Theorem 27.41, a: = int(g), for some ge G, and by 
[6, Corollary 26.2A], gE T. Let h E T be such that h2 =g. Then 
a=ioint(h-‘)oa,oi is the desired involution satisfying (ii) (where 
i(x) = xP’). 1 
2.3. Algebraic Monoids 
The subject of algebraic monoids is in a phase of rapid growth, due 
largely to the efforts of Putcha [l&18] and the author [ 19-241. 
An algebraic monoid E is an aftine, algebraic variety, defined over the 
algebraically closed field k, together with an associative morphism 
m:ExE-+Eandatwo-sidedunit lEEform.G=G(E)={x~E]x-‘FE} 
is an open algebraic subgroup of E and there exists a morphism 1: E + k 
(e.g., determinant) such that X-‘(k*) = G [ 10, Theorem 1.1). Z(E) = 
{e E El e2 = e> is the set of idempotents of E. If x E E and U E G is a sub- 
group then Cl,(x) = { gxg-’ 1 ge U} is the U-conjugacy xlass of x. A D- 
monoid 2 is an irreducible, algebraic monoid such that G(Z) = T is a torus 
(2.2). The normal D-monoids are precisely the affine, torus embeddings [8]. 
X(Z) = Hom(Z, k) is the set of characters of Z. Z is determined to within 
an isomorphism by the commutative monoid X(Z) [ 12, Theorem 2.61 and 
k[Z] is the monoid algebra of X(Z) over k. If E is any algebraic monoid, a 
maximal D-submonoid Z c E is a D-monoid that is contained properly in 
no other. Equivalently, Z = Tc E, where TE G is a maximal torus. Thus, 
by [6, Corollary 21.3A], all maximal D-submonoids are conjugate. By [ 12, 
Theorem 1.8(3)] Z(E) = (JTEG Z(T). 
A monoid E is regular if for all x E E, there exists g E G = G(E) and 
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e E Z(E) such that x = ge. This is not the usual definition, but is equivalent 
to it for irreducible, algebraic monoids [14, Theorem 13.21. An irreducible 
monoid E is reductive if G(E) is a reductive group. From the results of [ 171 
and [23] it follows that any reductive monoid is regular. As an immediate 
corollary, it follows that 
E= u GeG 
eef(T) 
for any reductive monoid E[23, Theorem 4.31. 
Denote by M,(k) the algebraic monoid of n x n matrices over k. 
If E is any monoid then EoP is the opposite algebraic monoid. E”P = E as a 
variety but (xy)“” = yx. For example, if E = { [A 21 E M,(k)1 a, b E k} then 
EoP= ([t ‘;I ~M,(k)la, bek}, and in this case, E ;4 EoP. 
A monoid .%’ is called an inverse monoid if for all x E 9 there exists a uni- 
que x* E R such that 
xx*x = x, 
x*xx* =x*, (1) 
and 
(x*)* =x. 
3. T, .!8 AND /1 
In this section we introduce and discuss some of the discrete structures of 
a reductive monoid that are most relevant to our problems. The most 
familiar examples to keep in mind throughout the section are 
E= M,(k), 
r = transpose : E + E, 
A=(aU)E9 aq=O if i#j 
and aii= 
1, i<k 
0, i>k’ 
k = O,..., n . 
> 
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3.1. ‘t 
Let E be a normal, reductive, algebraic monoid, and 2 c E a maximal, 
irreducible D-submonoid. We wish to construct an antiinvoluton r : E -+ E, 
such that r 1 z = id. Recall from (2.3), EoP, the monoid opposite to E. 
By (2.2.1) there exists an antiinvolution 
such that r(t) = t for all t E T = G(Z) (letting r = cr 0 i with (T as in (2.2.1)). 
r 1 T extends to the identity morphism /I: Z i Z. Hence, we have morphisms 
and 
p: T4 EoP 
of algebraic monoids, such that 
By [Zl, Corollary 4.51 r can be extended to an isomorphism r : E 4 EoP of 
algebraic monoids. Thus, we have 
PROPOSITION. There exists a morphism 7: E -+ E of algebraic varieties 
such that 
(i) z(xy)=z(y)t(x) forall x,y~E. 
(ii) .r2(x)=x foraN x~E. 
(iii) r(x) =x for all xEZ. 
Remark. The proof of Corollary 4.5 in [21] is based on the monoid 
analogue of Chevalley’s “big cell” construction [6, Proposition 28.51, com- 
bined with this “codimension 2 condition” of [3, Sect. 5, Lemma 11. 
3.2. W 
In this section we describe the monoid analogue of the Weyl group. 
Let E be a normal reductive monoid with maximal D-submonoid ZE E 
and let T= G(Z). Let 
R=N,(T)&E (Zariski closure). 
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If x E R then x = wt for some w E NJ T) and t E Z. Hence, 
TX = Twr 
= wTt since w-‘Tw = T 
= wtT 
=xT. 
It follows that 
C@=R/T (T-cosets) 
has the unique structure of a monoid such that 
71: R-+% X-XT 
is a morphism of monoids. 
Let Z= Z(W), the set of idempotents of W and let W* denote the set of 
units of W. 
3.2.1. PROPOSITION. W is a finite inverse monoid Z g Z(Z) and B* = W, 
the Weyl group. 
Prooj Let rc(x) E 9, x = wz for some w E NJ T), z E Z. So XT = wzT = 
weT for some e E Z(Z). Hence, W = WI’, where I’ c 9 is the image of Z(Z) 
under n and W= NJ T)/T. Thus, W is a finite regular monoid. 
(a) Zdempotents. Suppose xTxT=xT. Then xT=x’T and so x2 = tx 
for some t E T. Thus, x” = t”- ‘x for all n > 0. But xm E Z for m = [ WI since 
NJ T) s R is dense. Thus, x = t l-m~m~Z. But n(x)=z(tx) and (t-‘x)2= 
t-2X2=t-‘XEz(Z). so ?=I%?. 
Conversely, by [S, Chap. 1, Theorem 2(b)], Z(Z) g Z/T. 
(b) Units. Plainly, W c 92 *. Conversely, from (a), if x E&Y then x = we 
for some w E W and e E Z(Z). But if e # 1 then Z(Z) + Z(Z), f- ef, is not 
one-to-one. It follows that x cannot be a unit. 
That .?A? is an inverse monoid now follows from [2, Vol. 1, Theorem 1.171 
since ZE Z(Z) is commutative. i 
Remark. Putcha has pointed out to me that R = {x E El XT = TX}. This 
is not an obvious point since for more general closed subgroups H of G, 
{x E E 1 xH = Hx} is not even closed. 
If M is an inverse monoid and x E M we let x* E M denote the unique 
element satisfying 
x*xx* =x*, 
xx*x = x, (2) 
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and 
(x*)* =x. 
3.2.2. PROPOSITION. Let T, 2, and T be as in (3.1), and R and $4 as 
above. Then T(R) = R, and 7 induces a map 5: .%? -+ 3. Furthermore, 
z(x) = x* for all x E 9% 
Proof: T(NJ T)) = N,(T) since z 1 T= id, and r is an antiinvolution. 
Hence, T induces a map on $9 since z(Tx) = t(x) T= TT(x). 
Let CL E @ and crE E W the associated reflection (2.2), so a; ’ = cI. Then 
~(~,t~x) = z(a,) e(t) Qo,) 
= s(a,) tz(a,). 
Hence, r~, and cB = ~(0,) have the same fixed points in T, and so a = k j. 
Thus, cr, = c8. But W is generated by { CJ~ 1a E @} and so r(w) = w ~’ for all 
w E W. Also, T(e) = e for all e E I(&?). Thus, by (2), r(x) = x* for all x E 9 
since Se is generated by W and I(a). 1 
3.3. A 
In [18], Putcha has introduced the notion of a cross-section lattice n 
(see below) which he then proved to be an important structural aspect of E 
relating the Bore1 subgroups to the idempotents [ 16, 181. In Section 6 we 
shall add to Putcha’s list of important properties of /i. 
DEFINITION. Let E be a reductive monoid with maximal D-submonoid 
2 s E. A subset A c I(Z) is called a cross-section lattice (of Z) if 
(i) n n Cl,(e) contains exactly one element for all e E Z(Z). 
(ii) If e, f~ ,4 and e$- ’ = ofa-’ for some o E W, then ef=f: 
3.3.1. Properties of A [ 15-181 
(i) If B s G = G(E) is a Bore1 subgroup containing T then 
A=A(B)= {eEZ(Z)IBe=eBe} 
is a cross-section lattice of Z, so in particular, cross-section lattices exist. 
(ii) If n GZ(Z) is a cross-section lattice then 
B=B(A)= {gEGIge=ege for all e 6 /i ) 
is a Bore1 subgroup and n = A(B). 
(iii) The Weyl group acts simply and transitively on the set of cross- 
section lattice of Z. 
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The reader is thus encouraged to think of cross-section lattices as the 
natural “monoid approach” of viewing Bore1 subgroups. 
Remark. Properties (it(iii) of A are not logically necessary for the 
proofs of the main results of this paper. In fact, the only related result that 
we shall need is: 
For any maximal chain r E Z(Z) 
B= {gEGIge=ege, all eEr} 
is a Bore1 subgroup of G. 
(3) 
Result (3) appears in [ 151 as part of Theorem 4.5. 
In Section 5 we shall deduce (it(iii) from (3), our main results and some 
simple facts about parabolic subgroups (5.9). 
4. THE SEMISIMPLE RANK ONE CASE 
Just as is done in the case of groups [6, Sect. 291, we establish the 
existence of a “Tits System” for any reductive monoid by building it up 
with certain carefully chosen one-dimensional subgroups. The general con- 
struction is carried out in Section 5. Our starting point here is the case 
E = M,(k) or S&(k) x k. From there we establish the result for any reduc- 
tive, semisimple rank one monoid. In Section 5 we establish the general 
case using an independent argument. 
4.1. Rank Two, Semisimple Rank One 
If G is a rank two, semisimple rank one reductive group then 
Gr N,(k) x k*, GZ,(k), or PGl,(k) x k* [6, Sect. 32, Ex. No. 51. If E is a 
reductive monoid with unit group G then E is isogenous to one of M,(k) or 
S/,(k) x k [20, Theorem 6.11, (see (4.1.2) and (4.1.3) below for the precise 
statement) depending on whether or not E has a zero element. 
We fix notation. E = M,(k) or S/,(k) x k, Ts G = G(E) is the set of 
diagonal matrices, B z G is the set of upper triangular matrices, Z = TEE, 
R = NG( T) E E, and W = RJT as in (3.2). 
In what follows we shall abuse notation and write x E CA? for x E R. Note 
that since T c B, xB is well defined for x E 2. 
4.1.1 PROPOSITION. (a) Let E= M,(k). Then 
G) 
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Be,=e,Be,, 
pBe, c Bpe, B, 
pBe, c Be, B u Bpe, B, 
pBij s BijB v BpijB, 
P& c BP@, 
pB0 G BpOB. 
(ii) 
(b) Let E = Sl,(k) x k. Then 
= { 1, P, 5 x}. 6) 
pBe E BpeB, 
pBx c BxB u BpxB. 
(ii) 
We shall omit the proof since it is elementary and not very interesting. 9 
is partially ordered by the relation 
x<y if BxB& ByB. 
It is interesting to draw the corresponding “Hasse diagram” in each case. 
Now, our task is to establish the result (4.1.1) for any irreducible monoid 
E with unit group G = S,(k) x k*, G/,(k), or PGl,(k) x k*. We first sum- 
marize the results of [20] that will be needed in our discussion. 
Let E be as above. Then there are two cases: 
M,(k) 
n r 
fi 
6 
I 
e1 e2 
‘I 
S/,(k) x k 
P 
.x 
0 
1 
FIGURE 1 
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4.1.2. Case 1. E has a zero element. 
In this case E is isogenous to M,(k); there exists a diagram of 
irreducible, algebraic monoids 
E’ A M,(k) 
I P 
I 
E 
such that a and JI are both finite and dominant [ 10, Theorem 6.11. For 
simplicity, we make the assumption, here and in Case 2, that E is normal. 
Once we have proved our results for all normal monoids the results for all 
reductive monoids follow from a straightforward analysis of the nor- 
malization morphism (2.1). We omit those simple details. 
4.1.3 Case 2. E does not have a zero element. 
In this case there is a finite, dominant morphism 
a: S&(k) x k + E. 
See [20, Theorem 5.51. 
4.1.4. LEMMA. Let rp: El + E2 be a finite, dominant morphism of normal, 
reductive monoids and let B,, B, be Bore1 subgroups uch that q(B,) = B,. 
(a) cp(B,xB,)= B,cp(x) B, induces a bijection on two sided B-orbits. 
In particular, q-l(B,cp(x) B,)= B,xB, for all XE E,. 
(b) If Tic Bi, i= 1,2, are maximal tori such that q( T,) = T2, and 
Ri, 9fi have the meanings of (3.2), then 
and 
rp(R, I= RI 
qxa,-+B~ is bijective. 
Proof: Let p = ker(cp I G(E,)). Then p is finite, and normal in G(E,). 
Thus, by [6, Proposition 8.2(d)], it is central and hence p E T, [6, Sect. 22, 
Ex. No. 11. Furthermore, cp induces a bijection 
EIIP + J%. (1) 
(a) It suffices to verify that for all ZE E,, qp’(B,zB2) = B,xB, for some 
XEE~. So let xecp-l(z). Then cp(B,xB,)=B,zB,. But then from (1) 
q-l(B,zB,)=,uB,xB, = B,xB,, since ALE B,. 
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(b) By [6, Proposition 24.1B] cp(N,,( T,)) = NG2( T,) and so q(R,) = J!: 
since cp is a closed map [6, Proposition 4.2(a)]. Suppose q(x) = q(y) for x, 
y E RI. Again using (1 ), we see that tx = y for some t E p. But p E T, and so 
x = ~(9,). Thus, cp :9, + W, is bijective. 1 
We now apply the lemma to the monoids of (4.1.2) and 4.1.3). 
51.5. PROPOSITION. Let G = Sf,(k) x k*, Gl,(k), or PGl,(k) x k* and let 
E be a reductive monoid with unit group G. Give T, B, and 9 the usual 
meanings. 
(a) If E has a zero element then 
with the same multiplication table as in 4.1.1(a)(i). Furthermore, all the 
inclusion relations of 4.1.1 (a)(ii) are valid for B and 92. 
(b) If E does not have a zero element then 
with the same multiplication table as in 4.1.1(b)(i). Furthermore, all the 
inclusion relations of 4.l.l(b)(ii) are valid for B and 92. 
Proof. A sketch will suffice since all the details are uncomplicated. 
(a) By 4.1.2 there is a diagram 
E’ 1 M,(k) 
B I 
E 
where LY and /I are finite and dominant. By 4.1.4(a) applied to CL the 
inclusion relations of 4.l.l(a)(iii) are valid for E’ since cl-‘(Xu Y) = 
u-‘(X)uu- ‘(Y) for subsets X and Y of M,(k). By 4.1.4(b) (applied to 
0: 1 RS), W must have the indicated structure. 
Similarily, we can apply 4.1.4 to /3 and “transfer” all relevant structure 
from E’ to E. (Here we use /?(Xu Y) = p(X) u p( Y) to get the desired 
inclusion relations.) 
(b) In this case we use 4.1.3 instead of 4.1.2. The argument is the same as 
in (a). 1 
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4.2. Semisimple Rank One 
In this section we extend the results of 4.1 to the case of any reductive 
monoid of semisimple rank one. The general result that we are pursuing 
asserts 
pBx c BxB v BpxB (2) 
for p = ca, c( E A(B), and XE~?. From (4.15) it follows that (2) holds for 
any reductive monoid with semisimple rank one, and rank two. We now 
prove (2) for any semisimple rank one monoid. 
PROPOSITION. Let E be reductive and such that G = G(E) has semisimple 
rank one. Let T, 9 and B have the usual meanings, so that W = &?* = ( 1, p }. 
Then for any XE&?, 
pBx c BxB v BpxB. 
Proof. Let G’ = (G, G) and let x = pe as in (3.2). We may assume p E G’. 
Choose k* c T such that e E F G Z [8, Chap. 1, Theorem 21. Since G’ E G 
is a normal subgroup, k*G’= G’k* is a closed subgroup of G [6, 
Corollary 7.41. Hence, E’ = G’k* c E is a closed submonoid. But e E E’ and 
thus by [27, Corollary and Theorem] rk(E) =2 (i.e., k* C& G’), since 
otherwise G(E) = G’ is semisimple. Hence, we may apply the results of 
(4.1) to E’. 
Let B’ = B n E’. Then B’s G’ is a Bore1 subgroup [6, Corollary 22.31 
and B= B’S= SB’ where S= (ZG)’ [6, Thereom 27.51. By (4.1.5) applied 
to E’ we obtain 
pB’x s B’xB’ v B’pxB’ 
(according to 4.1.l(ii)). But then 
p Bx = p B’Sx = p B’xS s B’xB’S v B’ pxB’S 
= B’SxB’S u B’SpxB’S 
= BxB v BpxB, 
since S is central. 1 
5. THE GENERAL CASE 
In this section we prove our main results (see (5.3) and (5.8)). The most 
important general fact is the monoid version of Tits’ Axiom, 
oa Bx c BxB u Ba,xB for CYCZA and XEL2. 
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This follows, surprisingly, from basic properties relating idempotents to 
unipotent one-parameter subgroups (5.1). 
Let E be reductive. T, Z, @, W, etc., will have the usual meanings. 
5.1. LEMMA. Let eEZ(Z) and U, c B, CI E @+. Then at least one of the 
,following assertions is true: 
(a) U,e = (e}, 
(b) U-s= {e}, 
(c) U,e = eU, and K,e = eU._,. 
Proof. Let T, = (F)’ G T, Z, = C,( T,) and G, = (Z,, Z,). Then by 
[6, Corollary 32.31, G, zSl,(k) or PGf,(K). Let k* s T be such that 
e E ?? E Z. Then E, = G,k* E E is a rank two, semisimple rank one, reduc- 
tive monoid with eE E,, as in the proof of (4.2). There are now three cases: 
Case 1. eE E, is the zero element: Then eUI= U,e=eK, = U.. %e = 
@I. 
Case 2. E, has a zero element 0 #e: Then e= e, or e, of (4.1.5)(a) 
applied to the monoid E,. If e = e, then B,e = eB,e (where B, = B n G,). 
But from (4.1.5)(a), e is not centralized by Gj = G,k* (i.e., pe,p-’ = e2) 
and so by [20, Proposition 2.41 C,;(e) = C,;(e) = T’= Tn Gk. But from 
[ 14, Theorem 41, C,,(e) --f eE,e is surjective and thus, U,e = eU,e = {e} 
(since now, eE,e = @). 
Conversely, if e = e2 of (4.1.5)(a) then B; e = eB; e and the proof above 
applies with B; in place of B,. So, in this case, K,e= eK,e= {e}. 
Case 3. E, does not have a zero element. In this case e must be central 
in E,, since by (4.1.3) it is the only idempotent # 1. Thus, eU, = U,e and 
eK, = K,e. 1 
For CY ECp we let Z, = C,( T,) where T, = ( Tur)‘. 
5.2. LEMMA. For all a E Cp, x E 9, 
Z,xB = U,xB v U,a,xB. 
Proof. Write x=eo where eEI(Z) and ~JE W= 9*, as in (3.2). Then 
from (5.1) either U,eBseB or K,eBseB (since if the latter is false, 
either Ucre= (e} or U,e=eU,). Now (5.1) is true for any Bore1 subgroup 
containing T, so we obtain also that either U,eaBa-l E eaBa-’ or 
U-,eaB;‘s B;‘. Hence, either 
(i) U,xBcxB or 
(ii) U_,xB E xB. 
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Z,xB= T,G, xB 
= T,((B, u B,o,&) -4 by [6, Proposition 28.21 
= TU,xBu TU,o,B,xB 
= U,TxBu U,To,B,xB 
= U,xB u Uixcl TU,xB 
= U,xBu U,a,TxB by (i) 
= U,xB u U,o,xB. 
Here we have made use of, TB = B, TU, = U, T and zT = Tz for z E &?I!. 
If (ii) holds then we obtain, in the same way 
Z,xB= Up,xB u Up,a,xB. 
But o,(Z,xB) = Z,xB, since (T, E Z,. So 
Z,xB=a,U_.xBuo,U~.~,xB 
= U,o,xBu U,xB. 1 
5.3. PROPOSITION. Let x E 9 and CI E A = A(B). Then 
ua Bx E BxB u Ba,xB. (1) 
Proof Let V= B, n ca B,a,. Then VU, = U, V= B, [6, Appendix A5 J 
and CJ, V = Vo,. But then 
a,Bxsa,BxB 
= o, VU, TxB 
= o, VU,xB 
c V(Z,xB) since 0% U, E Z, 
= V( U,xBu U,a,xB) by (5.2) 
= BxB u Ba,xB. u 
5.4. Remark. One could deduce that also (*) xBa, z BxB u Bx(T, B. But 
we can use antiinvolution z of (3.1) and the unique element w E C&Y* = W 
with wBw-’ = B-. Let q = int(w) 0 r. It is then easy to check that q(d) = A, 
q(B) = B and that q is an antiautomorphism. Hence, r] applied to (1) above 
yields (*) above (after relabelling). 
481/101/2-3 
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Our task now is to deduce that the distinct double cosets BxB, x E E, can 
be indexed by the elements of 9. That E = UXE w BxB, follows already 
from (1) of (5.3) (using some standard properties of reductive monoids). 
But we must now work a little harder to show that the union is disjoint. 
5.5. LEMMA. Let e E I(Z) and u, v E B,. Then there exists e’ E Ci,“(e) and 
w E B, such that uev = we’ = e’w. 
Proof Let u = ui u2. ‘. u, and v = v, v2.. . v, where ui E U,, and v, E U,, 
[ 6, Proposition 28.11. So 
since by [20, Corollary 2.21 either eu, = u,e or u,e = e’ for some 
e’ E CIUrn(e). Continuing in this fashion we end up with (after relabeling) 
uev=e,v,...v,,, 1, <m + n, e, E Cl,Je). 
But now we can go the other way, starting with 
i 
vlelv2~~~v,, if v,ei =eivi 
elvl. . . v,, = e; v2.. . v,, if not. 
Continuing, we end up with (after relabeling) 
uev=v,...v,,e,, 1, <I,, e, E CltJe). 
The point is this: If I, = 1, then by definition of the procedure, e, = e2 and 
e, vi = vie1 for i = l,..., II. But then the proof is finished; w = v, . . v,, , e’ = e, . 
If l2 < 1, then we continue this back and forth process and end up with 
either 
or 
esvi = vies for i = l,..., 1,. 
Since 1, > 0 for all s, we must end up with the latter case for some s > 0. But 
then we are finished (as in the 1, = 1, case above). 1 
5.6. PROPOSITION. Let e E I(.%?), x E 9. Suppose BxB = BeB. Then x = e. 
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Proof: Write x = of, 0 E W= a*, f~ Z(a). Then by assumption, 
x=uf =b,eb*, biE B, 
= tuev, tET,u,vEB,, 
= te’w as in (5.5). 
So Be’B = BeB (but e’ $ R, perhaps). Changing notation (t - ‘0 + g) we 
obtain of = e’w = we’. Hence fe = e’w, where T= of; ’ . Thus, fi’w = e’w and 
so fi’ = e’. But also welf= (of)f= af= e’w = w’e, and so elf= e’. Hence, 
e’fye’ = e’. (*I 
Now suppose that E is represented as a closed submonoid of End,(P) in 
such a way that Z= T consists of diagonal matrices. From the above dis- 
cussion, it is clear that f,f and e all have the same rank. But from (*), it 
follows that rank(f3) = rank(f) = rank(f). Furthermore, f3=7f: It follows 
that f=f; so crf=fa. Assume ok = 1. Then 
f=fk = (uf)k = wke’. 
But if wke’ = e’wk is an idempotent we must have wke’ = e’, since w is 
unipotent. Hence, j= e’. But then e’ E 2, and it follows that e = e’, since 
BeB = Be’B. Summing up, we now have 
x=ae=ea, aEB* 
=ew=we, WEB, 
But rc: C,(e) -+ eEe, K(X) =ex, is surjective [14, Lemma 31 and C,(e) is 
reductive [23, Lemma 2.81. z(a) = en E NGceEej(eT) = N and rc(w) = 
ew E eB,e. But NneB,e = {e} by [6, Exercise 11, Sect. 261. Thus, 
x=ae=ea=e. 1 
5.7. THEOREM. Suppose x, y E 92 and BxB = ByB. Then x = y. 
Proofi By [6, Appendix A51 W* = W is generated by S = {u, 1 c( E A}. 
So we can define, for any xes, 
f(x)=min{flx=p, . . . p/e, e e Z(9), pi l S} 
since W = WZ(92). 
The proof (imitating [6, Theorem 29.21) proceeds by induction on 
m = Z(x) < Z(y). The case m =0 is (5.6). So assume 1 <Z(x) < Z(y) and 
BxB = ByB. 
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Write x = px*, p E S, where 1(x*) = f(x) - 1. Then 
xB = px*B s ByB. 
But then 
x*B c pByB s ByB v BpyB by (5.5). 
Hence, either 
or 
x*B E ByB 
x*Bc BpyB. 
The former case is not possible by the induction hypothesis, since I(x*) < 
I(x) 6 1(y). But in the latter case, we must have x* = py, again by induction. 
But then x=px*=p2y=y. 1 
5.8. COROLLARY. E= Urtd BrB, and the union is disjoint. 
Proof: Since ,?X is generated by Z(W) and S= { CJ, 1 CI E A}, we shall use 
(1) of (5.3) to prove 
G u BrB & u BrB. 
( ) I t .R I c 9 
This is inductive. From [6, Theorem 29.11 we know that G = lJH,E w BwB. 
So it suffices to show that BwB( UBrB) z IJBrB, assuming we know 
the result for all VE w with I(o) < I(w), where f(w) = 
min{ll~=p,...p,,p~ES}. 
Let w=up where pESand I(u)=l(w)-1. Then 
by (5.3), 
since p.% s k%, 
L u BrB by induction. 
Similarily, (now using (5.4)) we obtain 
( > u BrB Gsu BrB. 
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But then GZ(W) G 5 lJ BrB, and by [23, Theorem 4.31 GZ(%Y) G = E, since 
E is a regular monoid. Hence, lJ r E B BrB= E, and from (5.7) we know that 
the union is disjoint. 1 
5.9. Vista 
In this section we reprove some results of Putcha [ 16, 181 (which have 
been stated in (3.3.1)) concerning cross-section lattices. The main reason 
for doing this is our hope that ultimately, an efficient set of semigroup 
theoretic axioms can be devised that will embody all the important results 
of this paper. This program was accomplished for groups by Tits [26]. The 
reader is urged to consider the results of this section as evidence that a 
similar formulation is possible for monoids. 
We start with the following result of Putcha which we propose as a good 
candidate for one of these axioms. Our guiding principle, at this point, is to 
find natural “abstract” restrictions which relate the Bore1 subgroups (and 
thus the Tits system) to the idempotents, and also yield the desired struc- 
ture theory. 
5.9.1. PROPOSITION [15]. Let Z-C%? be a maximal chain of idempotents. 
Then B(f) = ( g E G 1 ge = ege for all e E Z> E G is a Bore1 subgroup. 
The remaining results of this section will be deduced using only abstract 
semigroup and group properties and (5.9.1). In particular, the results of 
(5.1)-(5.8) will not be used. 
5.9.2. PROPOSITION. Let BE G be a Bore1 subgroup with maximal torus 
T&B. Let A(B)= {eEZ(%?)IBe=eBe}. Then for all eEZ(W), Cl,(e)n 
/i(B) Z 0. 
Proof: Every e EZ(%?) is an element of some maximal chain Zz Z(a). 
But from (5.9.1), B(f) c G is a Bore1 subgroup containing T and thus, for 
some WE WwB(Z) w-l = B. But then wew-‘E wZw-‘GA(B). 1 
5.9.3. THEOREM. For all eEZ(.%?), A(B) n Cl,(e) contains exactly one 
element. 
Proof. Suppose e, f E A(B) and wew -’ = f for some w E W. Let 
P,(e)= {gEGI ge=ege}. 
Then Bz P/(e) and so P,(e) is parabolic. But also, B z P,(f) and further 
wP,(e) x-i = P,(f ). Thus, P,(e) = P,(f) [6, Theorem 29.3(b)] and also 
w E Pi(e) = N,(P,(e)) [6, Theorem 29.3(c)]. 
By the same kind of argument we obtain w E P,(e) = { g E G I eg = ege}. 
Thus, w E P,(e) A Pt(e) = C,(e) and so e =f 1 
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6. BIG CELL FOR EACH ~-CLASS 
By a $-class we mean a subset of the form GxG c E for some x E E. This 
is not the usual definition, but is equivalent to it for reductive monoids by 
[ 14, Theorem 133 and [3, Theorem 4.31. Furthermore GxG = GeG for 
some Ed Z(W) [23]. It follows that 
but the proof of (5.8) can be applied to prove also that G( IJ Wt ,+, BxB) G E 
u WeW BxB and hence, 
GeG= u BxB. 
1s we-w 
(1) 
Since the right-hand side is a finite union there is precisely one element 
x E We W such that BxBc GeG is open and dense. The purpose of this 
chapter is to identify that x in terms T and B and the cross-section lattice 
A = A(B). 
Let wO E W= EX’* be the unique element of maximal length; so 
w,, Bw,y ’ = B- [6, Corollary 26.2~1. 
6.1. THEOREM. Let e E A(B). Then 
Bw,eB s GeG 
is open and dense. 
ProoJ: Let f2=B-B=w,‘Bw,B. Then Q~EG is open [6; 
Proposition 28.51. Note also that if U= B, and U- = B;, then 
Ue = eUe = C,(e) e by (3.3.1)(i) and [14, Theorem 41, and eU- = eU-e = 
C,-(e) e, for the same reasons. 
Hence, 
52eQ= B-BeB-B 
=B-TUeU-TB 
= B- TC,(e) eCum (e) TB 
= U-eC,(e) C,-(e) eU, 
since C,(e) = C,“(e) T and C,-(e) = Cg; (e) T. But 
C = C,(e) C,-(e) G C,(e) 
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and 
Z- = C,-(e) C,(e) S C,(e) 
are both open and dense, and so 
X=CnZ-SC,(e) 
is open and dense since C,(e) is irreducible [ 13, Theorem 2.31. Hence, 
B-eXeBc BPeTeB is dense 
and 
But also 
B-eZ-eB = B-eC,-(e) C,(e) eB 
= BPeB. 
B-eXeB c QeB = B-eCeB is dense 
by our initial computation (since A’s C is open and dense). Therefore, we 
have 
GeG 1 QeQ 2 B-eXeB= B-eB. 
dense dense 
But then Bw,eB = w0 B-eB E G E G is dense and therefore open, since only 
the unique, open orbit can be dense. 1 
Using (6.1), we can now find a formula for the dimension of each j- 
class, GeG, using only invariants of e E T and its relationship with the root 
system of G. So in particular, dim(GeG) can be derived from e and W. This 
formula will be used in a future paper to aid in the numerical classification 
of certain equivariant conpactifications of a semisimple group. 
Let eEA(B). Then by [15, Theorem 4.61, 
and 
Z’,(e)= {geG ge=ege} 
P,(e)= {geGIeg=ege} 
are parabolic subgroups containing B and B-, respectively. Furthermore, 
by (9.5)(i), (ii), C,(e) is a Levi factor of both Pi(e) and P,(e). Thus, 
[6, Sect. 30.21, 
pi(e) = RAP&)) >Q G(e) 
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and 
Consider 
(2) 
f: C,(e) ---t eEe, f k) =ge. (3) 
By [ 14, Theorem 43, finduces a surjective algebraic group homomorphism 
from C,(e) to G(eEe), the unit group of eEe. 
Let 
H, = ( U, E Cc(e)1 o! E CD, U,e = eU, # {e} ), 
H, = ( U, G C,(e) 1 ct E @, U,e = eU, = {e} ), 
where “( . . )” denotes “the subgroup generated by.” Then by (3) and [ 6, 
Theorem 27.51, Hi G C,(e) is a closed normal subgroup and 
m: H,xH, -+ (C,(e), CG(e)), m(x, Y) = v (4) 
is finite and dominant. 
BY (2) 
and 
We) = &(Pde)) >Q (HI n B,) 
u-(e) = R,(P,(e)) >Q (HI n B; 1 
(5) 
are closed subgroups of B, and B;, respectively. 
6.2. LEMMA. Let U(e) and U-(e) be as in (5). Then 
and 
U(e) + eu(e), 2.4 -+ eu 
U-(e) + U-(e) e, u -+ ue 
are bijective morphisms of varieties. 
Proof: Let V= {U E U(e) 1 eu = e >. Then I/G U(e) is a closed subgroup, 
normalized by T, since Tc Co(e). Thus, by [6, Proposition 28.11, 
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where S= (IZE@+IU,EU(~) and eU,= {e}}. But eEA(B), and so by 
(3.3.1)(i), U,eceU, for CIE@+. Hence, if &ES, then 
U,e=eU,= {e}, 
and thus, U, E Hz (as defined above), yet by (4) above H, n H, is finite. 
We conclude that S= 0. 
The other case is similar. 1 
6.3. PROPOSITION. Let e, U(e) and U-(e) be as above. Then 
m: U-(e) x eTx U(e) + BPeB, 
4x, Y, z) = vz, 
is bijective. 
ProoJ m is surjective since 
B- EB=B;eTB, 
=U-(e)(H,nB;)eT(H,nB,) U(e) by (4) 
= U-(e) eTU(e) by definition of H,. 
Suppose now that 
u,etu, = u2et,u2, 
where USE U-(e), vj~U(e), and tiET. Then u;‘u,et,=et,v,v;‘. But 
u;‘u,etr EF and et,v,vl-’ E B. But Bn B= ?=‘, since in any faithful 
representation of E we may find an ordered basis (using 
[6, Proposition 27.21) consisting of weight vectors of T, so that B is upper- 
triangular and B- is lower-triangular. 
So u;‘u,et, E Tand then also Ui’UleE T. But then 
and u;‘u,e and e are diagonal matrices with the same rank and eigen- 
values. Thus, u; ’ u1 e = e and so by lemma (6.2) u1 = u2. Similarly, or = v2 
and so et, = et, as well. 1 
6.4. COROLLARY. Let e E A(B). Then 
dim(GeG)=)@)-){a~@I~o,e=eo,=e}J+dim(eT). 
ProoJ: dim(U(e))=dim B,--dim{uEB,Iue=eu=e} 
=I~+(-l{(C(E~+/6,e=ea,=e}l 
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and similarily 
dim(V(e))= I@- I- l{xEC 1 a,e=eo,=e)j. 
Thus. 
dim(GeG) = dim(B-eB) by (6.1), 
= dim( U-(e)) + dim( U(e)) + dim(eT) by (6.3). 
Hence, the dimension is as stated. 1 
7. AN EXAMPLE 
In this section we present an example to illustrate some of the interesting 
structures associated with the monoid 9’. 
What then are these structures? 
(i) A s. 9, the cross-section lattice. 
(ii) w,A E 9, as studied in Section 6. 
(iii) The orbits WeW, e E A (i.e., the f-classes). 
Our example is E = M,(k). It seems that the double B-cosets of E have 
not previously been analysed in any detail. The reader may wonder why we 
have chosen a k-algebra. There are several reasons for this. First, it seems 
that the algebra structure imposes no misleading restrictions on 9, A, etc., 
except perhaps that A is linearly ordered; but that can happen also for 
many other monoids. On the other hand, we are trying to illustrate a 
somewhat novel structure theory which is best illustrated at the present 
time, with familiar examples. 
We fix notation: 
E = M,(k 1, G = Gl,(k) c E, 
B= ((a+Gla,,=O if i>j}, 
B- = ((a,)~G[cz~=O if i<j}, 
T= ((u~)EG~u~=O if i#j}, 
Z= ((u,)~Elu~=O if i#j}. 
Then 
R=N,(T)= {(u~)~E~u~u~~=O if j#k 
and u+z,,- = 0 if i#l), 
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WE{(aii)ERIav=O or 1 for all i,j}, 
Z(B)=Z(Z)= ((a,)EZlaij=O or 1 for all i, j>. 
7.1. PROPOSITION. 
= e,, en-,,..., e,, e,>. { 
Proof: It is easy to compute that Be, = e,Be, for i = O,..., n. On the other 
hand, it is well known that for any e E Z(a), wew - ’ = ei for some 
WEX=W*, where i=rank(e). Thus, by (5.9.3) A(B)= {ei}:=,. 1 
7.2. PROPOSITION. 
and 
w,A = {woe,,..., w,eo}. 
Proof: w0 is as stated because w,Bw;’ = B-. The roster for w,A can 
then be computed as indicated. l 
7.3. PROPOSITION. 
WeiW={xEBjrank(x)=i}. 
= (x E W ) x has i nonzero rows. 
Furthermore, 
IWejWI= n 
( > 
+. 
n-i 2. 
ProoJ We; W is as indicated by (1) of Section 6, since Ge,G is the set of 
n x n matrices of rank i. 
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Now there are (,,yi) ways to choose i of the n rows. For each of these 
choices there are n!/i! elements of 9, of rank i, with a nonzero entry in each 
of the i rows chosen. Hence, there are (,,“,) n!/i! possibilities. 
7.4. COROLLARY. j 92 = C;=O (,': ,) n!/i!. 
There is a natural order relation on 9: 
X<L’ if BxB G ByB. 
This is the obvious generalization of the much studied Bruhat order on 
W=%?* [S, Chap. III]. However, the poset (GI?, < ) becomes complicated 
more quickly for monoids than groups. For example, if E= M,(k) then 9 
has 34 elements (using (7.4)) and the combinatorial nature of (9, < ) is 
quite complex even in this case. (9 *, < ) on the other hand, has a very tidy 
appearance, see Fig. 2. 
One interesting submonoid of 9 is 9 n B= 9??. It follows from (5.8) that 
B= u BxB. 
YE& 
For E = M,(k) we obtain, for (a,, < ), the diagram in Fig. 3. Here 
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oa= i 1 0 0 001 i 
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1 0 0 
ap= i 0 0 1 0 1 0  
FIGURE 2 
8. THE POSET (9, < ) 
In this section we give a geometric proof that (a, < ) is a ranked poset. 
(Recall that x G y if BXBE ByB). This means that there is a function 
r:a~~suchthatifycoversx(x<yandifxdzdythenx=zorz=y) 
then r(y) = r(x) + 1. Equivalently, if U, u ~9, and u < u then any two 
saturated chains from u to v have the same length (r(u) - r(u)). 
Our technique is straightforward and quite general. We use only the facts 
that B is solvable and that E = urc* BrB. 
THEOREM. Suppose x, y E .@? and x < y. Then y covers x if and only if 
dim ByB = dim BxB + 1. In particular, r(x) = dim( BxB) is a rank function 
on .%?, and thus all maximal chains in ?X have the same length 
1 
42 
FIGURE 3 
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dim(E)-dim(e,E), where e, is the unique (central) minimal idempotent 
of E. 
Proof Let XE.%. Then by [4, Theorem 3.11 there exists f’~k[BxB] 
such that I/= BxB\BxB = {z E BxB 1 f(z) = 0). Thus, by [6, Theorem 3.33 
every irreducible component Vi of P’ has dimension dim(BxB) - 1. But 
each component Vi of P’ contains exactly one open dense B x B orbit, say 
Bx,Bc Vi. By (5.8), we may assume that S= {xi} E g. It is clear that x 
covers y iff y E S. 
If e, E .% is the minimal, central idempotent hen by [ 15, Corollary 2.91 
e, E %? = n. Also, e, E eH for any other idempotent e E T= 2. But if x E .% 
then x = oe, CE W, e E I(&!). So oe,,Eaca =xBs BxB, and thus 
oe, d x. It suffices then to prove e, < ae,. But oe, E W,, the Weyl group of 
e0 T in the reductive group e,E. So this case follows from the classical 
Bruhat decomposition for e,E, since in that case, the identity element is 
less than any other [S, Chap. III]. Hence, e, is the minimal element of 9. 
Finally, the formula for the length of any maximal chain in .%Y is a formal 
consequence of the rank function (r(max) - r(min)). 1 
9. Row ECHELON FORM REVISITED 
A major technique of linear algebra is the Gauss-Jordan algorithm. It 
accepts as input, an m x (n + 1) matrix A and then transforms it into an 
m x (n + 1) matrix GJ(A ) in reduced row echelon form. If A is the augmen- 
ted matrix of a system of m linear equations in n unknowns, the solution 
space can be found by inspection. 
The purpose of this section is to interpret several geometric aspects of 
that theory, if m = n, in the more general context of the reductive monoid E 
with maximal D-submonoid 2 and Bore1 subgroup B? G(Z). In the 
classical situation 
and 
Z= {A E E/A is diagonal}, 
B = {A E G(E) / A is upper triangular}. 
Here, as always, our scalars lie in the algebraically closed field k and we 
consider only the analogue of row reduction of an n x n coefftcient matrix 
(i.e., the associated homogeneous problem for a system of n equations in n 
unknowns). 
We retain the standard notation of previous sections, with TC B and 
W = NJ T)/T. 
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9.1. LEMMA. Let C(E A = A(B) and OE W. Suppose U, s?E B* = aBo-‘. 
Then l(a,a)= l(a)- 1, where 1 denotes the length function on W relative 
to B. 
Proof It suffices to prove that dim(B”@ n B) > dim(B” n B) since 
by [S, Theorem 3.41 Z(a) = dim(B) - dim(B n B”) and by [6, Lem- 
ma 29.3A(c)] l(a,a) = l(a) + 1. 
Now B” n B G B” n Baa since U, @ B”. But U-, E B” n Baa yet 
U-, @ B” n B. Hence, the inclusion is proper and so dim(B” n B) < 
dim( B” n Box). Thus, dim(B” n B) < dim( B” n B”z)“y = dim( B”@ n B). 1 
9.2. LEMMA. Let e, E A = A(B). Then the following are equivalent for 
aE W. 
(i) Be,a G e,aB 
(ii) U,cB” whenever UEA and Ube,=e,U,# {eO}. 
ProoJ (ii) * (i). Since e, E A, U,e E eU, for all a E A. So if U,eO = {e,} 
then Use0 c e,B. If U,eO # {e,} then UsreO = e, U, since they are both one 
dimensional. Hence, in either case, UaeO E e, B”. But also Te, E e. B”, since 
TE B”. Thus, Be, G eO B” since B is generated by T and U, E d U, 
[S, Appendix A.53. Consequently Be,a E e,B”a = e,aB. (i) * (ii). Let CI E A 
and assume 
e,U,= U,e,# {eo}. (*I 
So, in particular, U,, Up, c C,(e,). If U, & B” then 
U-,G B”. (**I 
By [ 5, Proposition 24.1B] and [ 14, Theorem 43 (see also (9.5) for a 
relevant summary) eoCF(eo) ~e,Ee, is a Bore1 subgroup containing the 
maximal torus e. T, and by (*) (and our assumption (i)) e, U, G eOC,(eo). 
But this is impossible since by (*), a,e, = eoa, #e,, and by [6, 
Proposition 24.lB], acre0 E W(e,T), the Weyl group of e,T& G(e,Ee,) 
(contradicting the fact that e,C,(e,) is solvable). 1 
9.3. LEMMA. Let e,E A and eE Cl&e,). Choose a E W, with minimal 
length such that a - leOa = e. Then B,e E aeB. 
Proof: By (9.2) it suffices to prove that U, 5 B” whenever a E A and 
Uaeo=eoU,# {eo}. 
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Suppose not; say U, & B”. Then by (9.1) Z(o,o)<l(a) yet 
(a, 6) ~ i e,(a, G) = r~ ~ ‘e,a = e. Contradiction. 1 
9.4. COROLLARY. For all e E Z(a) there exists XE We such that 
BxB = xB. 
ProoJ: By (3.3) every eEZ(W) is an element of CZ,(eO) for some unique 
e,EA(B). So apply (9.3). m 
Remark. If E= M,(k) and .% and B are as 
BxB = XB if and only if it is row echelon form. 
in (7), then x E 9 satisfies 
0 1 0 0 
0 0 1 0 bl 0 0 0 1 0 0 0 0 
Roughly speaking, XE E satisfies BxB= xB if it cannot be significantly 
“improved” by row operations coming from upper triangular elementary 
matrices (i.e., elements of B). 
Our task now is to show that the element x E We of (9.4) is unique. First, 
we recall some basic results about centralizers of idempotents. 
9.5. Facts about C,(e) 
Let T, B, TS B, e E Z(a) have the usual meanings. 
(i) C,(e) is connected and reductive [ 13, Theorem 2.3; 23, 
Lemma 2.8 1. 
(ii) C,(e)= (0~ Wlae=ea} is the Weyl group of Tin C,(e) [13, 
Theorem 2.31 and C,(e) = ((T, 1 u E d(B), o,e = ea,) [ 16, Lemma 2.41. 
(iii) The morphism of algebraic monoids cp :C,(e) + eEe, q(x) = ex 
is surjective [ 14, Theorem 41. 
(iv) If H= (ker cp)’ in (iii), then H is reductive [6, Sect. 19.5, 
Ex. No. 61, and the Weyl group of the maximal torus (Tn H)’ in H is 
(OE W)oe=ea=e} = (a,la~d(B), d,e = err, = e). [ 16, Lemma 2.4; 6, 
Theorem 27.51. 
(v) C,(e) E C,(e) is a Bore1 subgroup [6, Corollary 22.41 (since by 
[ 15, Corollary 2.91, e E Z( C,(e))“). 
9.6. THEOREM. Let T, B etc. have the usual meanings. Let e E Z(a). Then 
there exists a unique element x E We such that BxB = xB. 
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Proof: Suppose 0e, zec We both satisfy the property. Note that 
e, = uea -’ E n(B), since Baeo-’ s B n aeo-‘BLT s sea-‘B. Similarily for T. 
From (5.9.3) it follows that e, = sea-’ = rez-‘. So (ar-‘) e, = eO(az-‘). 
Now by (9.2) we have that 
iJ,cB”nB’ (*I 
whenever cx E d = d(B) and Urre,, = e. U, # {eo}. By (9.5)(v) C,,(eo), 
C&eo) E C,(e) are Bore1 subgroups. By (9.5)(iii) B” = eoC~(eo) is a Bore1 
subgroup of eoEeo and by (9.5)(iv) it is generated by e,T and 
(eoU,Icr GA(B), e,U, = UaeO #eo}. (Similarily, for 7). But then by (*), 
BE B” n B’. Thus, 
B=B”=B’. (**I 
Now w = ar-’ E C&e,), so by (9.5)(iii), W= e,w E r, the Weyl group of 
e,T. But wB’@-l=BW’=p, yet E acts simply and transitively on 
{ BI Ts B, B is Bore1 } [6, Proposition 24.1A]. Thus, W = Ida @‘. Hence, by 
(9,5)(iv), a7-‘e, = eoaz-’ = e,. But then ae = e,a =e,z = ze. 1 
9.7. The Example M,(k) 
In this section E = M,(k) and W, B, etc., will have the meanings of Sec- 
tion 7 with n = 4. It is an elementary exercise to check that 
(i) x E: 9 is in reduced row echelon form iff BxB = xB. 
(ii) For x as in (i), x E We, where e = e(x) is the diagonal idenpotent 
with (j)th entry q(x) = Cr=, xij (where x = (x,)). 
It is interesting to study the poset (GJ, 6 ) where 
and 
GJ= {xEWIXB= BxB) 
x<y iff xBc$?. 
Let [a1sZ.s3a4] = (akl) where 
akl = 
Ek, k = 1, 
and where si=O or 1 for i= 1,2, 3,4. So I(W)= { [E~E~E~E~]}. Figure 4 
illustrates the poset (GJ, < ). Each element x E GJ is indexed by the idem- 
Potent e(x) = [h(X) h(X) G(X) h(x)]. 
481/101/Z-4 
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(GJ, <I 
[II111 
FIGURE 4 
We now return to the task of generalized row reduction in a reductive 
algebraic monoid. Our progress so far is finding the set, 
GJ= (x~9lBxcxB) 
and showing that for each e E Z(g), 1 We n GJI = 1, so that for each x E E, 
Gx n rB # 0 for some uniquely determined r E GJ (9.6). This is roughly 
equivalent, in the classical situation, to showing that each A E M,(k) can be 
put into row echelon form by an appropriate sequence of elementary row 
operations. 
But we can do much more in general. It turns out that any x E E can be 
put into a reduced form (9.10) and in such a way that any two reductions 
are in the same left T-orbit. (This ambiguity arises since, in general, we 
cannot insist that S3 c R, as in the classical situation.) 
DEFINITION. Let E be a reductive monoid with maximal torus T and 
Bore1 subgroup B 3 T. An element x E E is in reduced form (relative to B 
and T) if 
(i) xErB where rEGJ, 
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(ii) XT* E ,4(B) where r* is the generalized inverse of r in R (3.2.2). 
(Said differently, if r = ae and x = oeu then eue = e.) 
In the classical situation, (i) says (roughly) that x is in row echelon form 
and (ii) says that it is reduced. 
The purpose of the remainder of this section is to show that for any x E E 
there is a unique left T-orbit in Gx consisting of elements in reduced form. 
By (9.6) we can carry out the computation in rB, r E GJ. 
9.8. LEMMA. Let rE GJ= GJ(B), where r=ae= e,a, aE W, eE I(Z), 
eO E A(B), and let x E rB. Then there exists z E B, such that zx is in reduced 
f orm. 
Proof: Let @+ = {OZ E @ ( U, E B} (2.2), and let 
S,(e)= {aE@+ 1 U,e=eU,# {e}} 
and 
T,(e)= {a~@+leU,e= {e}}. 
Suppose a E @ +. Then by (5.1), either u E S,(e) or tl E T,(e), but not both. 
Now choose w E B,. By [6, Proposition 28.11 w = UU, where 
~=l-IaESs(e)%> ~=rI,E,,&9~ Assume without loss of generality, that 
x = new = aeuv. Then 
x = aeuv 
= auev 
= u=aev, 
(*I 
where u0 = aua ~ ‘. 
In the proof of (9.6) (see (9.6(**))) we deduced that 
If e,EA(B) and e,a E GJ(B) then e0 CB(eo) = e0 CAe0). 
But e=eg-’ E A(B”-‘) and ea = (eDa)-‘, and ea = (eoa)-’ E GJ(B”-‘). So 
we conclude that 
eCrp-l(e) = eCB(e), 
since B = (Bus’)“. It follows from (9.2) that 
S,(e) = SF-l(e). (**I 
Returning to (*) we have u = naESgCej u,, and thus from (**), UE B;-‘. But 
then U”E B,. So z = (uO)-’ E B,. 
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Now we could have refined our original decomposition w = uv to obtain 
w= uv,v2 where v, is a product of u,‘s that satisfy eu, = e, and v2 is a 
product of U,‘S that satisfy u,e = e, since by (5.1), either U,r= {e} or 
eU,= {e}, if a~ T,(e) (and by [6], nlEQ+ U, + B,, (u,) + n u,, is an 
isomorphism for any ordering of @ + ). 
Thus, 
zx = lieu, v2 
= aevz 
since ev, = e. But r* = ea.- ‘, and so 
(zx) r* = aev2eaC' = aeaC’ =e,,E,4(B). i 
9.9. LEMMA. Suppose x,, x2 E rB, r E GJ(B), are elements in reducedform 
and also that gx, = x2 for some g E G(E). Then there exists t E T such that 
tx, =x2. 
Proof: Write x, = aev, and x2 = aev2, where v, e = e and v2e = e, and 
r = ae (as in (9.8)). By the classical Bruhat decomposition we may write 
g=u,wtuz, where w~W,t~T,andu,,u,~B,.Then 
gx, = u, wtu,aev, 
= u, waeb since Bae c aeB. 
But gx, =x2 E BaeB, by assumption, and thus, woe E BaeB. Hence, by 
(5.8), wae E ae E W. So we may assume g E B, since 
gxl = (ulwtu2)(aevl) 
= u, waeb (since tu*aev, E aeB), 
= u,t&eb, some t’ E T, 
= ut’tu, aev, , since aeb = tu, aev, , 
= (u, t’tuz) x,. 
So let g = tu, t E T, u E Bu. Then we are reduced to showing that if x, and 
UX, are both in reduced form, then x, = ux,. 
To that end let u=w,w*, where w,e,=e,w,, w2eO=e0, and e,=aeo-‘. 
We can do this, again by [6], since e, E A(B) and thus, U,e, L e, U, for all 
UE@+ (5.1). Thus, 
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uxI = uaeu, 
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= wt w2eom41 
= wleocruI 
=eow,ou, 
= eouw;-‘ul (and w;r-’ E B by (9.2)) 
= 6ew;-‘u,. 
Assume e,w,=w,e,#e,, since otherwise we are finished after the third 
equality. Let y = IV-‘. 
Now, by assumption, creyu, is reduced, and so by definition, eyu, e = e. 
But eOwl = w,e,#e,. Hence, 
eyu,e=yeu,e=ye#e, 
since )‘e = (wIeo)O-‘. This contradiction concludes the proof. 1 
9.10. THEOREM. Let E be reductive and suppose x E E. Then there is a 
unique T-orbit, TJ? E Gx such that each element of TZ is in reduced form 
relative to B and T. 
Proof This is now just summary. By (9.6), Gx n rB # 0 for some uni- 
que r E GJ(B), and by (9.8) there is an element X of Gx n rB in reduced 
form. But then by (9.9), any two reduced elements of Gx n rB are in the 
same left T-orbit. m 
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