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摘  要：提出了一种用于 RoboCup 中的阵型策略，该策略应用 BP 网络训练各种阵型和识别对方
的基本阵型，并根据场上情况实现阵型的动态转换。基于此策略的队伍在比赛中取得不错的成绩。 
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Abstract: A formation strategy is presented using in RoboCup. The strategy used BP neural network to train various 
formations and identify the basic formation of the opponent, and realized a dynamic shift of formations according to the 
situation. In the games, the team based on the strategy has a good performance. 
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1  用 BP 神经网络设计及训练各种不同阵型 
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数为止。图 1 是一个单隐层的 BP 神经网络，下面分析各层
信号之间的数学关系。 
 
图 1  BP 神经网络图 
对于输出层，有公式(1)-(2)。  







=∑   k = 1,2,…,l             (2) 
对于隐层，有公式(3)-(4)。  







= ∑   j = 1,2,…,m               (4) 
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表 1  442 阵型队员角色和特征值 
队员号码 2 3 4 5 6 
队员角色 左后卫 左中卫 右后卫 右中卫 左前卫 
横向特征 0.2 0.4 0.8 0.6 0.15 
纵向特征 0.3 0.1 0.3 0.1 0.65 
队员号码 7 8 9 10 11 
队员角色 后 腰 右前卫 左前锋 前 腰 右前锋 
横向特征 0.5 0.85 0.3 0.5 0.7 
纵向特征 0.5 0.65 0.9 0.75 0.9 
在足球比赛中，11 名队员要承担不同的任务，扮演一
定的角色。阵型是一组特定角色的集合，例如 442 阵型就是
1 个守门员、4 个后卫、4 个中场和 2 个前锋的集合，并且
还要将后卫、中场和前锋再细分为不同的角色，如左后卫、
右前锋等。因此，可以用两个参数——横向特征和纵向特征




的横坐标 X 和纵坐标 Y；输出为两个，分别是该队员应该









采用带 10 个节点的单隐层结构，BP 网络的具体结构为 4－
10－2。 
1.3 BP 网络训练 
BP 网络的训练是有教师信号的学习过程，网络性能的
好坏很大程度上取决于样本的选择和学习算法。我们选择足
球场上最具代表性的球点 88 个（图 2 中的交叉点），运用足
球专家经验，安排每名队员在每个球点下应处的位置，共获
取样本 880 个，其中 760 个作为学习样本，120 个作为测试
样本。前面介绍的标准 BP 权值调整算法在应用中存在不少
问题，表现在：（1）容易形成局部极小而得不到全局最优; 
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变化很小，于是 ( 1)w t + 近似于 ( )w t ，而平均的 w将变
为 ( / )
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( 1) '( 1) ( )ij ij ijw t w t w t+ = + +α  
其中 '( 1) /ij ijw t E w+ = −η∂ ∂ 反映当前的方向。如果
'( 1)ijw t + 与 ( )ijw t 同号，那么表明，在误差曲面上，在
ijw 轴上沿这个方向在一定范围内误差有减小的趋势，因而
可使 ( 1)ijw t + 修改幅度更大些，而 '( 1)ijw t + 和 ( )ijw t 同
号相加正好能够实现这个要求；如果 '( 1)ijw t + 与 ( )ijw t
符号相反，这表明在 ijw 轴上，从 ( )ijw t 到 ( 1)ijw t + 已越
过一个局部极小点，为避免振荡，我们希望 ( 1)ijw t + 修改




图 3 是用 MATLAB 的神经网络工具箱训练网络的结果， 
 
图 3  网络训练图 
经过 120Epochs 的训练，BP 网络学习快速趋向收敛。用 120
个测试样本对学习后的网络进行测试，横坐标 X 的平均误差
为 0.69m，最大误差为 1.03m，纵坐标 Y 的平均误差为 0.42m，


































的调整就能相互转换，如 442 到 433 再到 334。因此，队员
可以根据场上情况采用相似的不同阵型，下面的描述实现了
这种策略。 
IF 比赛模式为 PLAY_ON  THEN 
IF 我方中场队员带球进入对方半场 30m 后的区域 
THEN  
阵型由 433 转换到进攻性更强的 334（带球的中场队员
变成前锋，位置靠前的中后卫变成中场队员） 
（下转第 242 页）
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图 6  控制律结构原理图 


























































































图 7  自动悬停模态时域响应曲线 
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ELSE IF 对方在我方半场控球 THEN 






IF 我方在对方半场 30m 后的任意球、边界球和角球 
THEN 
阵型由 433 转换到 334 
ELSE IF 对方在我方半场的任意球、边界球和角球 
THEN 
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