Abstract-Data assimilation is the process by which measurements and model predictions are combined to obtain an accurate representation of the state of the modelled system as its initial condition. This paper shows the results of a data assimilation technique using artificial neural networks (NN) to obtain the initial condition to the atmospheric general circulation model 
I. INTRODUCTION
Predictions are made from computer models of the atmosphere by integrating the Navies-Stokes equations for a three dimensional multi-constituent multi-phase rotation fluid, and coupled to representations of the ocean and land surface. Predictions are continually put to the test through the daily weather forecast. Model forecasts have limits to the predictability of the behaviour of the atmosphere. It is because the chaotic dynamics are sensitive to the error in the initial state [1] . The accuracy of weather forecasts is influenced by the ability to represent computationally the full equations of motion that governs the atmosphere, in addition to error in initial conditions. Data Assimilation (DA) is the process of finding the model representation of the atmosphere, which is consistent with the observations. According [2] , the purpose of assimilation is to reconstruct as accurately as possible the atmospheric or oceanic flow, using all available appropriate information. The analysis for atmospheric flow is based on observational data and a model of the physical system, with some background information on initial condition [3] . An important problem in atmospheric data assimilation lies in the large number of degrees of freedom of NWP models. Very large numerical dimensions are required: 10 7 − 10 9 parameters to be estimated with 2.10 7 observations per 24-hour period. The large number of degrees of freedom of covariance matrices involved can prohibit the implementation of the best assimilation method known where there is a need for the forecast to be ready in a short amount of time [2] .
Some techniques are used to determine initial conditions for weather forecasts given a set of observations whose density is heterogeneous in both space and time. These techniques are applied in models of atmospheric and oceanic dynamics, environmental and hydrological prediction, and ionosphere dynamics. The Kalman filter (KF) [4] is a theoretically attractive algorithm for the optimal estimation of atmospheric states. The Bayesian scheme is approached using ensembles of integrations of comprehensive weather prediction models, with explicit perturbations to both initial conditions and model formulation; the resulting ensemble of forecasts can be interpreted as a probabilistic prediction. The ensemble Kalman filter (EnKF) [6] uses a probability density function associated with the initial condition, characterizing the Bayesian approaches [5] . The EnKF represents the model error by an ensemble of estimates in state space, which are meant to sample the probability for the state of the system. The local ensemble Kalman filter (LEKF) [7] proposes the EnKF scheme restricted to small areas (local). The local ensemble transform Kalman filter (LETKF; [8] ) is an EnKF-based algorithm designed to be efficient on parallel computing architectures by taking an advantage of independent local analyses of the EnKF. A number of studies have shown promise of the LETKF with wide applications including global and regional atmosphere and ocean models (e.g.: [9] ; [10] ).
The application of Artificial Neural Networks (NN) was suggested as a possible technique for data assimilation by [11] and [12] . [13] implemented a NN as an approach for data assimilation. Later, this approach was improved by [14] , they evaluated the performance of two feed-forward NN (multilayer perceptron and radial basis function), and two recurrent NN (Elman and Jordan). [15] applied NN to emulate the particle filter and the variational method for data assimilation for the Lorenz chaotic system. [16] applied this technique to emulate LETKF to the AGCM Simplified Parameterizations PrimitivEEquation Dynamics (SPEEDY) model, using synthetic observations. [17] applied this technique to emulate the Inverse Ocean Modelling (IOM) system, simulating ocean data using with the shallow-water model and the linear wave equation model. Methods using Artificial Neural Networks have shown consistent results with all implementation. This paper presents the approach based on using NN to emulate the LETKF method of data assimilation. The method is tested with synthetic data, simulating measurements from surface stations (data at each 6 hours on a day) for surface pressure variable. The goal to use the NN approach is to achieve a better computational performance with similar quality for the prediction, i.e., an computational efficient process of atmospheric data assimilation (the analysis). The experiment was conducted using the Florida State University Global Spectral Model (FSUGSM),( [18] ) which is a 3D global atmospheric model, with physics parameterization by [19] . The spatial resolution considered is T63L27 for the spectral method. The grid of synthetic observations seeks to reproduce the dense network of observations. Here, a set of NN is employed to emulate the LETKF, which is used as the target analysis. The analysis computed by the NN has the similar quality as the analysis produced by LETKF, see [10] .
II. THEORETICAL FOUNDATIONS

A. Artificial Neural Network (NN)
An NN is a computational system with parallel and distributed processing that has the ability to learn and store experimental knowledge. An NN is composed of simple processing units that compute mathematical functions (usually nonlinear). An NN consists of interconnected artificial neurones or nodes, which are inspired by biological neurones and their behaviour. The neurones are connected to others to form a network, which is used to model relationships between artificial neuron. The neuron processing can be nonlinear, parallel, local, and adaptable. Each artificial neuron is constituted by one or more inputs and outputs, and has a function to define outputs, associated with a learning rule. The connection between neuron stores a nonlinear weighted sum, called synaptic weight. In NN processing, the inputs are multiplied by weights; these results summarized then go through the activation function. This function activates or inhibits the next neuron. Mathematically, we can describe the i th input with the following form:
input summation:
where x 1 , x 2 , · · · , x p are the inputs; w i1 , · · · , w ij are the synaptic weights; u i is the output of linear combination; ϕ(·) is the activation function, and y i is the i-th neuron output, p is number of patterns, j is number of hidden layer . A feedforward network, which processes in one direction from input to output, has a layered structure. The first layer of an NN is called the input layer, the intermediary layers are called hidden layers, and the last layer is called the output layer. The number of layers and the quantity of neuron in each is determined by the nature of the problem.
NN architectures are dependent upon the learning strategy adopted [21] . The multilayer perceptron (MLP) is the NN architecture used in this study; which the interconnections between the inputs and the output layer have at least one intermediate layer of neurones, a hidden layer [22] . NNs can solve nonlinear problems if nonlinear activation functions are used for the hidden and/or the output layers.
There are two distinct phases in using an MLP: the training phase (learning process) and the run phase (activation process). The training phase of the NN consists of an iterative process for adjusting the weights for the best performance of the NN in establishing the mapping of input and target vector pairs. The learning algorithm is a set of procedures for adjusting the weights. The goal is to minimize the error between the actual output y i and the target output (d i ) of the training data. For each (input/output) training pair, the delta rule determines the direction you need to be adjusted to reduce the error. Backpropagation is used for the MLP training (it performs the delta rule). This training algorithm is a supervised learning., e.g. the adjustments to the weights are conducted by back propagating of the error [21] . The use of units with nonlinear activation functions employs the delta rule. Developed by [23] , the delta rule is a version of the least mean square method. For a given input vector x, the output vector y i is compared to the target answer d i . If the difference is smaller than a required precision, no learning takes place; in the other hand, the weights are adjusted to reduce this difference. the purpose of the learning process, is to minimize the output errors by adjusting the NN synaptic weights w ij .
The generalization is the phase for which NN calculates the corresponding outputs, once it is trained and the NN is ready to receive new inputs (different from training inputs) . Each connection (after training) has an associated weight value that stores the knowledge represented in the experimental problem and considers the input received by each neuron of that NN.
The selection of appropriated NN topology is a complex task, and requires a great effort by an expert, identifying the best parameter set to solve the problems. In practice, the NN topology is usually selected by using empirical or statistical methods that are used to effect a NN and its internal parameters.
1) MPCA for configuration:
In this experiment we use an automatic tool to configure NNs, e.g. the tool identifies the best configuration for given NNs. This computational program developed by [25] and [24] can be considered as an optimization problem, where each point in the search space represents a potential NN different topology and weights.
The methodology developed by [25] deals with selfconfiguration using a new meta-heuristic called the Multiple Particle Collision Algorithm (MPCA) [26] to compute the optimal topology for an MLP. The Particle Collision Algorithm (PCA) starts with a selection of an initial solution, it is modified by a stochastic perturbation leading to the construction of a new solution. The new solution is compared and the new solution can or cannot be accepted. If the new solution is not accepted, the particle can be send to a different location of the search space, giving the algorithm the capability of escaping a local minimum. If a new solution is better than the new solution is absorbed [26] . The implementation of the MPCA algorithm is similar to PCA, but it uses a set with n particles, where a mechanism to share the particles information is necessary. The cost function has two terms: a square difference between NN output and the target data for two data set: learning process, the generalization and a penalty term used to evaluate the complexity for the new network topology at each iteration. The concept of network complexity is associated to the number of neurones and the number of iterations in the training phase.
The main advantage in using an automatic procedure to configure a NN is the ability to define the topology nearoptimal NN, without needing the help of experts on the NN approach and/or the application. Such approach avoids this time consuming and tiring process of trial and error to find the optimal neural network topology, see [27] .
The learning strategic by MPCA consists to training process to find the connection weights for minimising the objective function, and it is expressed as square difference between the target values and the network output which depends on the weight values. The initial guest to estimate the optimal set of weights are randomly chosen. The MPCA is a stochastic optimization procedure. Therefore, several realisations are performed. For the application, several realisations are executed with MPCA. The same parameters to set up the MPCA are used to identify the best NN configuration, as to calculate the connection weights.
B. Local Ensemble Transform Kalman Filter
The analysis is the best estimate of the state of the system based on the optimizing criteria and error estimates. The probabilistic state space formulation and the requirement for updating information when new observations are encountered are ideally suited to the Bayesian approach like EnKF-based scheme, where the uncertainty is represented, not by an error covariance matrix, but by an ensemble of point estimates in state space. The ensemble is evolved in time through the full model, which eliminates any need for a linear hypothesis as to the temporal evolution. The ensemble forecasts are used to evaluate the probability distribution.
The EnKF was first proposed by [6] , is a sequential method, which means that the model is integrated forward in time and whenever observations are available; these EnKF results are used to reinitialise the model before the integration continues. The LETKF scheme is a model-independent algorithm to estimate the state of a large spatial temporal chaotic system [7] , it is a EnKF-based scheme. The term "local" refers to an important feature: it solves the Kalman filter equations locally in model grid space, in which applying a cut-off radius of influence for each observation eliminates spurious correlations. The ensemble transform matrix, composed of the weights of the linear combination, is computed for each local subset of the state vector independently, which allows essentially parallel computations. The local subset depends on the error covariance localization. Typically a local subset of the state vector contains all variables at a grid point. The LETKF scheme first separates a global grid vector into local patch vectors with observations. The basic idea of LETKF is to perform analysis at each grid point simultaneously using the state variables and all observations in the region centred at given grid point.The local strategy separates groups of neighbouring observations around a central point for a given region of the grid model. Each grid point has a local patch; the number of local vectors is the same as the number of global grid points [9] .
The algorithm follows the sequential assimilation steps of classical Kalman filter, but it calculates the error covariance matrices as described bellow: each member of the ensemble gets its forecast {x f n−1 } (i) : i = 1, 2, 3, · · · , k, where k is the total members at time t n , to estimate the state vectorx f of the reference model. The ensemble is used to calculate the mean of forecasting (x f ) :
Therefore, the model error covariance matrix is:
The analysis step determines a state estimate to each ensemble member:
The analysis {x a } (i) : i = 1, 2, 3, · · · , k, (eq. 4) by solving (eq. 5) for W K to get the optimal weight (e.g. Kalman gain). The matrix H represents the observation operator. The covariance matrix R identifies the observation error. The analysis step also updates the covariance error matrix P a (eq. 6)
also an ensemble with the appropriate sample analyses mean
The code of the LETKF in this experiment is based on the system initially developed by [28] and has been continuously improved. More information about LETKF can be obtained from [8] and [9] .
C. The FSUGSM model
The two analysis methods (MLP-DA and LETKF) are applied to the Florida State University Global Spectral Model (FSUGSM), that is n atmospheric general circulation model, a computer modelling program: three-dimensional, global, primitive-equation model that generate the entire global circulation of the atmosphere [29] . The dynamical processes are the six primitive equations to forecast atmospheric motion: vorticity, divergence, thermodynamic, continuity, hydrostatic, and moisture, which are expanded in their spectral form. The nonlinear terms are calculated on a Gaussian grid using a transform method. Details, equations and numerical methods can be found in [19] and [18] .
The vertical discretization of the FSUGSM uses a finite difference scheme and a semi-implicit leapfrog scheme is used for time integration. The vertical coordinates are defined on sigma ( σ = p/p 0 , where p 0 is the surface pressure) surfaces. The horizontal coordinates are latitude and longitude on a Gaussian grid in real space. The spectral model, used in this study, runs with T63 horizontal resolution (approximately 
1.875
o x1.875 o ) and 27 unevenly spaced vertical levels and a transform technique is applied to calculate the physical processes in real space. The schematic for global model and its physical packages can be seen at Fig. 1 . The full physical packages include orography, planetary boundary layer, dry adjustment, large-scale precipitation, moist-convection, horizontal diffusion, and radiation processes. The horizontal diffusion term is usually incorporated in a numerical weather prediction model to parameterize the effects of motions on the unresolved scales and to inhibit spectral blocking, that is, the growth of small scales in the dynamic model variables due to the accumulation of energy at high wave-numbers. The presence of any dissipation, physical or computational, can attenuate the amplitude of the short wavelengths very significantly as cited by [30] .
The FSU model is global with spectral resolution T63L27 (horizontal truncation of 63 numbers of waves and 27 vertical levels), corresponding to a regular grid with 192 zonal points (longitude), 96 meridian points (latitude), and 27 vertical sigma levels. The prognostic variables for the model input and output are the absolute temperature (T ), surface pressure (p s ), zonal wind component (u), meridional wind component (v), and an additional variable (specific humidity q).
III. MLP-DA IN ASSIMILATION FOR FSUGSM MODEL
DA process generates a model state that is consistent with the observed data, which can be used as an initial condition for next model prediction period, this run is called the DA cycle.
The experiment consists of one DA cycle with MLP-DA and one DA cycle of LETKF to obtain the results and comparing their effective, see [20] . The MLP-DA seeks to mimic the LETKF method with high computational performance. The LETKF results are used to supervise the training of MLP-DA, and the generalization os MLP-DA should produce the similar results of LETKF. Then, the comparison of results of these two approaches conclude this experiment.
A. Experimental settings
The LETKF-FSUGSM surface pressure prognostic variable is run with synthetic observations simulating surface pressure at the model grid point localization. The NN configuration for this experiment is a set of multilayer perceptrons, hereafter referred to as MLP-DA, uses the same observations and 6hs-forecasts to LETKF-FSUGSM cycles.
One strategy used to collect data and to accelerate the processing of the MLP-DA training was to divide the entire
o S and two longitudinal regions of 180 o each. This division provides the same size for each region, and the same number of observations. This regional division is applied only for the MLP-DA; the LETKF procedures are not modified.
Firstly, the MLP-DA scheme is developed with a set of four NNs, e.g. four region with a surface prognostic variable (p s ). In this experiment, the MPCA runs with input vectors of surface pressure from simulated observations, surface pressure from FSUGSM model and the target output is the surface pressure from LETKF analysis. The configuration results are the supervised networks, four MLP to each region data.
1) The MPCA topology: 7. The MPCA tested the NN configuration in 25 experiments to find the best fitness to four NNs.
The control model fields for this assimilation experiment are obtained from the integration of the model with National Centers for Environmental Prediction (NCEP) reanalysis, i.e. the initial condition to run FSUGSM is the NCEP analysis.The model generates the 6 hour forecast for entire period of experiment, considering four times per day (0000, 0600, 1200, 1800 UTC) each month from January 2001 through January 2004. The data assimilation experiments in this study are based on synthetic observation simulation experiments, where the control model fields are assumed to be known, and observations are simulated by adding Gaussian random noise to the control model; this noise is calibrated according to observational errors. The observational grid is a regularly distributed dense network; it has (45 x 96) for the p s variable. This grid localization is every other latitude/longitude grid point of the FSUGSM native grid of (96 x 192).
B. Training process
/noindent Firstly, we run the FSUGSM to generate the control fields and then we perform the observational routine to collect the synthetic observations based on the model fields.
The next step is to perform the analysis-forecast cycle for training processes. The first forecast to initiate the analysis cycle is the NCEP analysis field model from 01/01/2001 at 00 UTC and it performs the 6h-forecast and observations to each member for LETKF system. The LETKF system is run with 40 members.
Then, the LETKF scheme is performed, and we obtain the analysis for each member, the forecast mean and analysis mean of all members. Then, we run the FSUGSM model for each analysis member and obtain a member forecast simultaneously to one computer processor to each member. These forecasts are the first-guess for the next assimilation cycle.
These data are collected for four regions, to make NN-MPCA configuration. We use this division strategy to collect the input vectors (observations, mean forecasts, and mean analyses) at chosen grid points by the observation mask during LETKF process. The ANN-MPCA process begins after collecting the input vectors for whole period (one month for three years). The ANN-MPCA uses back-propagation algorithm that stops the training process using the criteria cited at item 6 and item 7 above (section 3).
C. Activation process
The training is performed with combined data from January of 2001, 2002 and 2003. MLP-DA is able to perform analyses similar to the LETKF analyses.
The activation or generalization process is indeed, the data assimilation process. The MLP-DA results a global analysis field. The MLP-DA activation is entering by input values (only 6 hours forecast and observations) at each grid point once, with no data used in the training process. The input vectors are done at grid model point where is marked with observation. The procedure is the same for all NN but one NN for each region to p s variable has different connection weights. The regional grid points are put in the global domain to make the analysis field after generalization process of the MLP-DA, e.g. the activation of 4 NN results one global analysis.
The MLP-DA data assimilation is performed for one-month cycle, e.g. 124 analysis-forecast cycles. The next assimilation cycle begins as soon as the 6hs-forecast and observations are ready. It starts at 0000 UTC 01 January 2004 NCEP analysis for FSUGSM model producing a 6-hours forecast and observations to performed the initial condition with MLP-DA. The FSUGSM is executed with the former analysis. The process is repeated at each six hours and generates analyses and 6 hours forecasts up through 31 January 2004 1800UTC, to obtain the results.
IV. RESULTS
The input and output values of prognostic variable (p s ) are processed on grid model points for time integrations to an intermittent forecasting and analysis cycle.
The results show the comparison of analysis fields, generated by the MLP-DA and the LETKF, and the control model fields. Fig. 2 presents the global surface pressure fields in hector-Pascal (hPa) generated from assimilation cycle 06/Jan/2004 -18UTC. The differences between analysis from the MLP-DA and LETKF are displayed in Fig. 2(d) . The Fig. 3(a) ).
V. CONCLUSION
The MLP-DA data assimilation cycle is composed by the reading of 6-hours forecast of FSUGSM model from latter cycle and reading the set of observations to the cycle time, the division of input vectors, the activation of MLP-DA and the assembly of output vectors to a global analysis field. The comparison in Table I is the data assimilation cycles for the same observations points and the same model resolution to the same time simulations. LETKF and MLP-DA executions are performed independently. Considering the total execution time of those 124 cycles simulated with all variables and all levels model, the computational performance of the MLP-DA data assimilation, is better than that obtained with the LETKF approach. Figure 3 shows the differences for the analysis considering the two methods for data assimilation. The LETKF (blue line) presented a better agreement with the reference values (green line) than the MLP-DA (red line). For the North hemisphere (Figure 3a) , there is a larger difference between the MLP-DA and the reference values than the South hemisphere (Figure 3c ), at least for the analysed latitude (30 degree for both hemispheres). Over the equator (Figure 3b ) both schemes for data assimilation has similar results, with LETKF maintaining better output.
These results show that the computational efficiency of the NN for data assimilation to generate analyses, is 252 times faster than LETKF data assimilation and 24 times faster to produce analyses and to run the FSUGSM model, for the adopted resolution, during a month DA cycle. The results of both analyses present the same quality.
