Abstract -In this paper a novel neural network (NN) backstepping controller is modified for application to an industrial motor drive system. A control system structure and NN tuning algorithms are presented that are shown to guarantee stability and performance of the closed-loop system. The NN backstepping controller is implemented on an actual motor drive system using a two-PC control system developed at UTA. The implementation results show that the NN backstepping controller is highly effective in controlling the industrial motor drive system. It is also shown that the NN controller gives better results on actual systems than a standard backstepping controller developed assuming full knowledge of the dynamics. Moreover, the NN controller does not require the linear-in-theparameters assumption or the computation of regression matrices required by standard backstepping.
INTRODUCTION
Today's industrial systems have complex and possibly unknown dynamics, unknown disturbances, nonlinear effects including friction and deadzones, and multiple dynamics with different time scales. Such systems include VLSI manufacturing positioning systems, high-speed robotic assembly systems, CNC machine tools, and also military systems including tank gun barrels, off-road vehicles, and so on. Modern performance requirements in terms of speed and precision of motion for such industrial and DoD systems are very stringent. All of this makes the design of control systems for these systems extremely complicated and difficult.
The backstepping control approach developed by Kanellakopoulos and Kokotovic (Kanellakopoulos [7] , Kokotovic [8] ) has shown itself very effective in dealing with systems with multiple dynamics, such as mechanical systems driven by electrical systems, or multiple coupled mechanical systems.
A major problem with the backstepping approach is that certain functions must be "linear in the unknown parameters" and some very tedious analysis is needed to determine "regression matrices". That job can be complex enough even in the case of coupled linear SISO systems, as illustrated in the implementation example in section III herein. The possible solution of the problem is to use neural networks (NN) to estimate certain nonlinear functions.
A backstepping-based neural network controller for the systems in strict feedback form is described in (Polycarpou, [20] and [21] ). For systems not yet in strict feedback form, but transformable, a coordinate transformation is required. However, for systems with unknown nonlinearities such transformation cannot be found a priori. Approximate linearization using neural networks is proposed in (He [30] ). However, the stability issue is not addressed there. A stable neural controller design using backstepping can be found in (Zhang [29] ), where rigorous stability proofs are also provided.
A unified and general approach to backstepping control of nonlinear systems using neural networks is presented in (Kwan [5] ). By using the NNs in each stage of the backstepping procedure to estimate certain nonlinear functions, one can design control law using the backstepping approach, but the linear-in-the-parameter assumption is not needed and no regression matrices need to be found. The NN weights are also tuned online, with no learning phase required. The boundedness of the tracking error and weight updates is guaranteed. The design of the NN backstepping controller for industrial coupled motor drives in this paper was inspired by the procedure given in (Kwan [5] ). However, some adaptations of the algorithm were needed due to nature of the process, and the proof of stability must be modified.
The paper is organized as follows. In Section II, the dynamics of coupled motor drives are derived in a state space form suitable for backstepping control design. In Section III, the backstepping controller is derived for the case where the system dynamics are assumed to be completely known. The stability of this controller is proven.
In Section IV, the new backstepping control law using neural networks is proposed. Neural networks are used to compensate for uncertainties in system modeling. No regression matrices or LIP assumption are required. The NN weights are tuned online and no preliminary learning phase is needed. The boundedness of the tracking error and the neural network weights are guaranteed and proven.
The NN backstepping controller is implemented on an actual industrial motor drive system in Section V. The controller was implemented using a 2-PC control system developed at UTA under SBIR funding. It is shown that the NN backstepping controller is very effective at controlling an actual industrial system, and that it has better performance than a standard backstepping controller developed assuming full knowledge of the dynamics. Moreover, the NN controller does not require the linear-in-the-parameters assumption or the computation of regression matrices required by standard backstepping.
II. DYNAMICS OF COUPLED MOTOR DRIVES
We implement a NN backstepping controller on an actual industrial motor drives system. The schematic of the coupled motor drives is shown in Fig. 1 . We can now derive the filtered error dynamics. From ( 1 ), ( 5 ) and ( 6 ) it can be determined
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The filtered error dynamics can now be written as
Let the control signal for ( 12 ) be d z . Defining error for ( 12 ) to be 1 η , we have
Then,
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where 2 F is another nonlinear function. Let us define 2 η as
By differentiating ( 11 ), one can obtain
Now, from ( 13 ), ( 19 ) , ( 20 ) and ( 21 ), we have
Multiplying ( 18 ) by
From ( 22 ) and ( 23 ), we get
Define nonlinear function 3 F as
Then, ( 24 ) can be written as
where d T is the actual control signal.
If ( 17 ) is introduced into ( 16 ) and then compared with ( 15 ) , it can be seen that
III.
In standard backstepping, it is assumed that functions F 1 , F 2 and F 3 are known and can be evaluated. The controller described in this section is derived under assumption that ( 1 ) and ( 2 ) describe coupled motor drives completely.
The following theorem shows that if F 1 , F 2 and F 3 are known, the backstepping controller guarantees stability.
Theorem I: Let the controllers be defined as
Then the vector
is UUB (Lewis [3] ), hence the system is stable.
Proof: Let the error vector ξ be defined as
Define
Consider the Lyapunov function candidate 
IV. BACKSTEPPING CONTROLLER DESIGN FOR UNCERTAINTY USING NEURAL NETWORKS Recall that the controller described in section III was derived under assumption that ( 1 ) and ( 2 ) describe the coupled motor drives completely. However, the real system is nonlinear due to the fact that the dynamics include a deadzone and friction which are not accounted for in ( 1 ) and ( 2 ) . Tracking performance may be compromised due to unaccounted nonlinearities in backstepping control law defined in Section III. Thus, a practical backstepping controller must be designed to compensate for these nonlinearities and uncertainties in modeling and design.
In the literature, an adaptive backstepping was derived assuming F 1 , F 2 and F 3 are unknown (Kanellakopoulos [7] ). However, in that work, it is assumed that these functions are linearly parametrizable. In actual industrial systems, this is probably not the case. Moreover, a tedious computation of regression matrices is needed.
Therefore, we now show how to design a backstepping controller that does not require linearity-in-the parameters, and also does not require the computation of regression matrices. This is accomplished using NNs to estimate the unknown nonlinear functions. The procedure presented here is a modification of that presented in (Kwan [6] ), but requires some changes for application to actual industrial systems.
The design of the controller is performed following the procedure given in (Kwan [6] ). The two layer NNs considered in the remainder of the paper have fixed first-layer weights V. This makes the NN linear-in-parameters (LIP). One must select x)
so that it provides a basis (Lewis, [3] ). A modified tuning algorithm from (Lewis, [1] ) and (Lewis, [3] ) is used to make the NN robust, so that persistency of excitation assumption is not needed.
The net output is then
It is assumed that [ is known and it provides a basis and all conditions for suitable NN approximation properties are satisfied. That problem is addressed in more detail in (Sadegh [12] , Barron [9] , Lewis [1] and Lewis [3] ). Assume that there exist constant ideal weights W so that the general nonlinear function f can be written as
Let the nonlinear functions F 1 , F 2 and F 3 be approximated by neural networks with some constant weights W i 1 1 
Let the constant ideal weights be bounded
Let the controllers be
If the difference between function F i and its estimate is defined as
Define matrices Z , Ẑ and Z
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and m a positive design parameter, then, using control laws defined in ( 46 ), ( 47 ) and ( 48 ), ξ and Ẑ are UUB.
Proof:
Consider the following Lyapunov candidate (D is given in ( 32 )) ( )
( 57 ) Differentiate ( 57 )
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Now, with controllers ( 46 ), ( 47 ) and ( 48 ) ).
Substituting ( 42 ), ( 43 ), ( 44 ), ( 49 ), ( 50 ) and ( 51 ) 
, equation ( 62 ) can be written as
With that fact in mind and using weight tuning law given in ( 56 ), equation ( 63 ) can be rewritten into
Now, using Schwarz inequality
and having in mind some basics inequalities, from ( 64 ) it can be obtained
The right hand side of ( 66 ) is negative as long the term inside braces is positive. Completing the square yields
Thus, it can be concluded that ξ and Ẑ are UUB (Lewis [3] ) and the system is stable.
V. IMPLEMENTATION ON INDUSTRIAL COUPLED MOTOR

DRIVES
The NN backstepping controller was implemented on actual industrial coupled motor drives described by ( 1 ) The NN backstepping algorithm developed in Section IV was implemented using a real time 2-PC control system (Ikenaga, [28] The 2-PC controller simplifies implementation of advanced control algorithms and allows a high level of real time system monitoring and interaction with the user. All the controller parameters can be viewed and modified while the controller is operating. Control tasks are performed in real time independent of workstation processes on Windows NT platform. In the case of the crash of the monitoring station the control task is unaffected.
In this implementation example, the control algorithms are developed in C language and then implemented on target. The user interface on the host computer is realized using National Instruments LabVIEW 4.1 on Windows NT platform. Two controllers were implemented: ( 28 ), ( 29 ) and ( 30 ) . The controller parameters were: k 1 = 30, k 2 = 30, k 3 = 20, Λ = 55. The nonlinear functions needed for the control design are implemented as given in Section II. The control output of the actual controller is multiplied with gain k w = 0.01 to obtain drive motor input voltage from the torque computed with the given control law.
V.A Backstepping controller design assuming that
V.B Backstepping controller design for uncertainty using neural networks
Next, we implemented the backstepping controller with NN to estimate 
The first layer activation functions were sigmoid functions. The input layer weights were picked randomly. It is shown in (Igelnik, [15] ) that this makes x) 
V.C Controller comparison
The errors for a sinusoidal external disturbance and a sinusoidal reference with frequency 1 Hz are shown in Fig. 2 and Fig. 3 . The NN controller performs well. The weights and the tracking error are bounded all the time. Disturbance rejection is satisfactory. It should be mentioned that the given reference and disturbance frequency of 1 Hz is on the threshold of mechanical constraints of the motor drives for this implementation example. . This is due to the facts that: 1) the NN controller compensates for unknown disturbances and modeling errors, and 2) though 
VI. CONCLUSIONS
We have presented an implementation of an industrial neural network controller using backstepping. It is shown that the described design does not require system dynamics to be exactly known. Compared with the adaptive backstepping control LIP is not needed. No offline training phase is required. All errors and weights are guaranteed to be bounded. Two control schemes described in Sections III and IV were implemented for coupled motor drives system. Both the schemes were embedded on the same PC platform running real time operating system VRTXsa86. The comparison has shown the effectiveness of the proposed controller.
