Lemma 2.4 ([Glu14b], Lemma 2.3). If L is an isotropic line through a finite point x and ℓ, ℓ ′ are two lines passing through x, then ℓ and ℓ ′ are symmetric with respect to L if and only if either ℓ = L, or ℓ ′ = L.
Introduction
It is a well known fact that on a real ellipse, a billard trajectory remains tangent to the same confocal conic (ellipse or hyperbola) after successive bounces. This is true in particular for periodic orbits. See for exemple [Tab] , chapter 4.
In this present paper, we study the caustics of a complex reflection law, which will be defined later (in Section 2). For now, one should just know that it is a natural generalization of the real law and that it was used to prove important results. More precisely, the law is defined by the complexification of the usual real metric dx 2 + dy 2 on R 2 , and the symmetries with respect to the resulting orthogonal lines of C 2 .
It was introduced by Glutsyuk in order to study Ivrii's conjecture on periodic orbits together with its analogues for pseudo-billiards and complex billiards (cf [Glu14a, Glu14b, Glu17] ). Another use of it was made by Romaskevich in [Rom14] , to prove that the set of incenters of triangular orbits in an ellipse is also an ellipse.
The idea of studying a problem in the complex domain to solve it is not new. For example a proof of Poncelet theorem was given in [GH78] by generalizing it to complex caustics of CP 2 . Since it is a key point in this article, let us recall it. Theorem 1.1 (Poncelet, [GH78] ). Let C and D be two caustics of CP 2 intersecting transversally. If there is a n-sided polygon inscribed in C and circumscribed about D, then for each point p of C there is such a polygon having p as a vertex.
We denote by C λ the conic of equation x 2 a 2 +λ + y 2 b 2 +λ = 1, where x, y ∈ C 2 and λ ∈ C \ {−a 2 , −b 2 } ; let us also define E = C 0 . We first prove the following theorem (see Fig. 1 ): Theorem 1.2 (Complex caustics). Let T = (M 0 , . . . , M n ) be a (n + 1)−uplet of points of E such that any two consecutive points are dictinct. The following propositions are equivalent:
• there is a λ, such that a 2 + λ, b 2 + λ = 0 and for each j ∈ {1, . . . , n − 1} the lines M j−1 M j and M j M j+1 realise the two tangent lines to C λ going through M j ;
• T is a non-degenerate non-isotropic piece of complex billard trajectory such that none of its sides corresponds to the real or to the complex foci lines. The definition of non-degenerate and non-isotropic complex billard orbits will be given later. For now, the reader can think about them as "good" orbits. Thus Theorem 1.2 generalizes the theorem of the existence of caustics in the elliptic billard to its complexification.
For periodic orbits, we improve Theorem 1.2 as follows: Theorem 1.3. Fix n ≥ 3. There exist N confocal conics γ n 1 , . . . , γ n N satisfying the following properties:
1. any n−sided polygon inscribed in E, circumscribed about a γ n j and having its consecutive vertices distinct, is a periodic billard orbit (which is nondegenerate non-isotropic and non-flat); 2. any non-degenerate non-isotropic non-flat billard orbit is circumscribed about one of the γ n j ;
3. for each point p of E and each j, one can find an n−sided polygon inscribed in E and circumscribed about a γ n j , having p as a vertex.
Furthermore, N ≤ n 2 /4 if n is even, and N ≤ (n 2 − 1)/4 if n is odd.
We further compute N for particular values of n : N = 2 if n = 3 or 4. Thus the bound of theorem 1.3 seems to be reached for n = 3. In the case where n = 4, it is reached if we add the two "flat" caustics corresponding to the limits of the C λ when λ → −a 2 or −b 2 . Indeed, when n = 4, there exists two particular 4−periodic orbits, namely the orbits having their vertices on one of both foci lines. And we could also choose the previous defined "flat" conics as their caustics.
A rather interesting application of Theorem 1.3 is the classification of 3periodic degenerate orbits (defined as the limits of non-degenerate orbits)which is linked to a result in [Rom14] : Corollary 1.4. There are exacty 8 degenerate triangular orbits, given by an isotropic tangency point α of E and the point β of E such that the line αβ is tangent to a conic γ 3 j and non-isotropic.
Structure of the document and main arguments
We exclude the case when E is a circle. The document has the following structure:
1. Section 2 gives more details about the complex reflexion law and what complex billard trajectories are.
2. In Section 3, we prove Theorem 1.2. More precisely, we exhibit a quantity P (M, v) depending on a vertex M ∈ E of a polygon T inscribed in E and a vector v directing a side of this polygon starting at M . We show that this quantity: a) doesn't depend on the vertex M chosen or v if and only if T is a billard trajectory ; b) is directly linked with the existence of a conic inscribed in T .
3. In Section 4 we prove Theorem 1.3. We use a theorem of Cayley to establish the existence of confocal conics inscribed in an n−sided polygon which is itself inscribed in E, and also to bound their number. This theorem reduces the proof to the computation of a certain polynomial's degree.
4. The cases of 3− and 4−periodic orbits are studied in Sections 5 and 6, where we compute the exact value of the N defined in Theorem 1.3.
5.
In the Appendix, we give a proof of a part of statements of section 5 which uses complex arguments, such as computing the degree of a specific holomorphic map from CP 1 into itself. We would be very intersted to know if these arguments can be extended to billard with more than three bounces.
Notations and usual properties of conics
In the whole article, we are dealing with the complexification of the real ellipse E and with the complex ellipses C λ . Thus we recall some results about these objects.
The ellipse E has four isotropic tangent lines (which are tangent lines directed by the vectors (1, ±i), cf [Ber90] ). The name isotropic is due to the fact that (1, ±i) are isotropic vectors for the complexification of the real metric dx 2 + dy 2 .
A simple computation shows that their corresponding tangency points have coordinates
This allows us to extend the definition of a focus of an ellipse as an intersection point of non-parallel isotropic tangent lines, cf [Ber90] . In our case, the ellipse E has four foci:
• two complex foci of coordinates (0, ±ic).
The foci lines of E are defined as two distinct lines : the line joining the complex foci and the line joining the real foci. Remark 1.5. We see here that E and C λ have the same foci. Hence they have the same isotropic tangent lines !
The following result will be needed, which generalizes a well known result in the real case (concerning the intersection of an ellipse with a confocal hyperbola). Right before, we define a complex bilinear quadratic form on C 2 by q(x, y) = x 2 + y 2 . Then Lemma 1.6. Let λ = 0. Then E and C λ have four common points, whose coordinates (x, y) are such that
The tangent lines to C λ and E at these points are orthogonal (for q).
Proof. The coordinates of the common points are obtained by solving the system composed by the equations of C λ and E. Then, since the equations of the tangent lines of E and C λ in one of these common points can be computed, it is not difficult to check that both tangent lines are orthogonal.
Finally, we will name by S the point of coordinates (−a, 0) of E.
Considering an affine chart whose coordinates will be denoted by (x, y), we have the inclusion R 2 ⊂ C 2 ⊂ CP 2 , and CP 2 = C 2 ⊔ C ∞ , where C ∞ is the infinity line. As introduced and explained in [Glu14b] , and studied in [Rom14] , the reflection law on an algebraic (analytic) curve in R 2 can be extended to CP 2 by considering the complexified version of the canonical euclidean quadratic form, that is the complex-bilinear non-degenerate quadratic form q. It leads to construct a notion of symmetry with respect to lines of C 2 . Just note that q has two isotropic subspaces of dimension 1 (namely C(1, i) and C(1, −i)). , definition 2.1). The symmetry with respect to a line L is defined by the two following points:
Definition
• the symmetry acting on C 2 : it is the unique non-trivial complex-isometric involution fixing the points of the line L, if L is non-isotropic ;
• the symmetry acting on lines: if L is an isotropic line passing through a point x / ∈ C ∞ , two lines ℓ and ℓ ′ going through x are called symmetric with respect to L if there exist sequences of lines (L n ) n , (ℓ n ) n , (ℓ ′ n ) n through points x n such that L n is non-isotropic, ℓ n and ℓ ′ n are symmetric with respect to L n , ℓ n → ℓ, ℓ ′ n → ℓ ′ , L n → L and x n → x, when n → ∞. We recall now Lemma 2.3 [Glu14b] which gives an idea of this notion of symmetry in the case of an isotropic line through a finite point.
We say that a piece of non-degenerate trajectory is a non-degenerate periodic orbit or just an orbit when M n = M 0 and when the above statements are also true for M 0 .
The M j 's are called vertices of the trajectory, and the lines M j M j+1 sides of the trajectory.
Computations will be easier with the following definitions.
Definition 2.6. A piece of non-degenerate trajectory is said to be :
1. finite if none of its vertices belong to the infinity line, and infinite if one of them belong to C ∞ ;
2. isotropic if all of its sides are isotropic, and non-isotropic if none of its sides is isotropic.
3. flat if all of its sides coincide with one of both foci lines of E.
Remark 2.7. It is not difficult to see that a piece of trajectory has a side on a foci line if and only if it has all its sides on this foci line.
Then we will use the following proposition, which follows from the fact that the reflexion law with respect to a non-isotropic line permutes two isotropic lines, [Glu14a] , corollary 2 (there exist exactly two distinct isotropic lines passing through any point x / ∈ C ∞ ).
Proposition 2.8. A non-degenerate periodic orbit with an odd number of sides is non-isotropic and none of its sides lie on a foci line.
When n = 3, periodical orbits are called triangular. The proposition 2.8 implies that there are no non-degenerate isotropic triangular orbits. Definition 2.9 ([Glu14b]). A degenerate triangular complex orbit on a complex conic E is an ordered triple of points in E which is the limit of non-degenerate periodic triangular orbits and which is not a non-degenerate triangular orbit. We define the sides of a degenerate orbit as the limits of the sides of the nondegenerate orbits which converge to it.
Remark 3.1. This section was inspired by the study of billards in conics conducted in Chapter 4 -Billards inside Conics and Quadrics of [Tab] . In this book, Theorem 4.4 shows that for a set of points and directions defined as successive billard reflexions on a real conic E, there is an invariant quantity. The quantity defined in [Tab] is xv x a 2 + yv y b 2 where (x, y) are the coordinates of a vertex of an orbit, and v a unitary vector having this vertex as starting point and pointing toward the next vertex. Tabachnikov further explains, without proving it, that one can find such an invariant if and only if one can find a conic tangent to the orbit.
In our case, the invariant of Tabachnikov doesn't work anymore and we need to change it a little bit: a square power appears, and we have to handle the case of isotropic directions, for which unitary vectors cannot be found.
A billard invariant
be a piece of non-degenerate and non-isotropic trajectory on E with M 0 finite. Then the quantity
of the finite vertex chosen and on v (see Fig. 2 ).
Proof. Since a non-isotropic piece of trajectory has non-isotropic sides by definition, q(v) = 0 for all v taken like in the proposition we want to prove. First case:
Then since t M j AM j = 1 and since A is symmetric, we get
But since M 0 M 1 and M 1 M 2 are symmetric with respect to the tangent line of E in M 1 which is also orthogonal to AM 1 (the gradient in M 1 of the bilinear form defining E), we only have two possibilities :
In both cases
and using equality (2), we get
which proves Proposition 3.2 for unitary vectors. For general vectors, it is enough to divide them by a square root of q(v), which explains why there is a 1/q(v) in the invariant formula. Second case: If M 0 is finite and M 1 infinite (see Fig. 3 
Thus M 2 is finite. And therefore, we need to prove that
goes through the the origin O = (0 : 0 : 1) (by property of a tangent line at an point of E on C ∞ ) and the ellipse E is symmetric across O (see Fig. 3 ). This implies that 
then one of the following cases holds:
Proof. Suppose that case 1 is not true. Let us prove case 2. We can suppose q(v 1 ) = q(v 2 ) = 1. By the equality (4), we have
This implies that one of these vectors is fixed by the reflexion with respect to T M E. Therefore this means that the components of the v j 's along the direction of T M E ⊥ are the same or have opposite signs. Since the v j 's are unit vectors, their component along the direction of T M E are also the same or have opposite signs.
Hence we have only three possibilities: a)v 1 and v 2 are symmetric with
Possibility c) cannot happen, otherwise ℓ 1 = ℓ 2 . Hence case 2 is proven.
Proof. Suppose that case 1 is not true. Let us prove case 2.
We show that ε = −1. Indeed, if ε = 1, the latter equality means that
Thus ε = −1. Then, applying the same arguments, we have
Particular values of the invariant
The question we consider here is :
Proposition 3.7. If M is not a point of isotropic tangency of E, we have : Proof. We just prove the first point, the second one is analogous. First, for a fixed M ∈ E, and a k ∈ C, there are at most two directions v such that P (M, v) = k.
(two collinear vectors have the same direction). Indeed, the equation xvx a 2 + yvy b 2 = k ′ of unknowns v x , v y defines a complex line which intersects the affine set v 2 x + v 2 y = 1 in at most two points (weak form of Bezout theorem). And considering the same equation buit with −k ′ instead of k ′ , we get at most four unitary vectors such that P (M, v) = k, two of them being the opposite of the others. Hence there are at most two directions such that P (M, v) = a −2 .
We give here the different possibilities for those directions. The real foci of E have coordinates (±c, 0) where c = √ a 2 − b 2 . Hence v ± = (x ± c, y) are directing the lines going through M and the real foci. Then we have
and using the fact that M ∈ E, we have
Hence, since M is not an isotropic tangency point of E and by (1), we get that
Thus,
and the same is true with v − . There is one case when v − and v + are colinear : when M is one summit of the ellipse. But this case can be solved easily. In particular, we always have P (T ) = a −2 and P (T ) = b −2 for periodic orbits with an odd number of sides. Figure 5 : Trajectories with their respectives P (T )
The following lemma will be useful for the proof of corollary 3.8.
Lemma 3.9. Let M be a point of E such that T M E is not isotropic. Let F 1,2 be the real foci of E and G 1,2 be its complex foci. Then
Proof. Take a point M on E. We prove only the first statement, the second one being similar.
In the case when M is infinite, F j M and T M E have the same non-isotropic direction, hence are not orthogonal.
Let M be finite. Write M = (x, y). We have F j M and T M E orthogonal if and only if (x − c) y b 2 − y x a 2 = 0 which is equivalent to y = 0 or M is such that T M E is isotropic. The latter case being excluded, we have the result.
Proof of Corollary 3.8. Indeed, if P (T ) = a −2 , then by Proposition 3.7, each line M j M j+1 goes through a real focus of E. One focus cannot belong to two consecutive lines, otherwise one can find a j such that
Since it goes through one focus, by lemma 3.9 it is one of the lines F 1 F 2 or G 1 G 2 .
The case when P (T ) = b −2 is similar.
Proof of Theorem 1.2
Here we prove that the invariant P (T ) charaterizes pieces of trajectories which are tangent to the same conic. We first recall the following elementary fact:
Lemma 3.10. let C be a conic in CP 2 given by the equation Figure 6 : The confocal caustic C λ inscribed in a piece of billard trajectory.
We are now ready to prove the first part of Theorem 1.2: Proposition 3.11. Let T = (M 0 , . . . , M n ) be a non-degenerate non-isotropic piece of billard trajectory. We suppose that none of its sides correspond to the real or to the complex foci lines. Then there is a unique λ ∈ C such that a 2 + λ = 0, b 2 + λ = 0 and T is circumscribed about the conic C λ .
We have in this case λ = −(ab) 2 P (T ).
Proof. For s ∈ C, let us define the matrix
Since the orbit is non-isotropic, two consecutive sides cannot be infinite at the same time. Hence we suppose without loss of generality that M 0 is finite. Then
It allows us to compute
and using the fact that M 0 lies on the ellipse, we have
Hence the previous quantity P (M 0 , v) defined in Proposition 3.2 appears here again, since t wB s w = q(v) s + (ab) 2 P (M 0 , v) . 
where v is directing M 0 M 1 and M j is a finite point among M 0 ,M 1 .
Proof. First notice that this line is non-isotropic because otherwise it would be tangent to C λ , hence to E, and we could not have M 0 = M 1 . Furthermore, it is not the infinity line (which is not tangent to C λ ), hence M 0 or M 1 is finite. Therefore, the lemma results from the computation analogous to that of the proof of Proposition 3.11 for the computation of t wB s w. Proposition 3.13. Let λ ∈ C be such that a 2 + λ = 0 and b 2 + λ = 0. Then each n−uplet of points T = (M 0 , . . . , M n ) ∈ E n , two consecutive points being distinct, such that for all j ∈ {1, . . . , n − 1} the sides M j−1 M j and M j M j+1 realise the two tangent lines to C λ going through M j , is a non-degenerate and non-isotropic piece of billard trajectory, with λ = −(ab) 2 P (T ).
Proof. Lemma 3.12 implies that the sides M j M j+1 of T are non-isotropic and for each j, at least one point among M j or M j+1 is finite.
Furthermore, the quantity P (M j , v) doesn't depend on the finite point M j of T or on the vector v directing M j−1 M j or M j M j+1 .
Therefore for each j, we have two possibilities by Lemmas 3.5 and 3.6: either M j−1 M j = M j M j+1 or both lines are symmetric with respect to T Mj E.
Let us show that the former case is a subcase of the latter case. Indeed, if there is a j such that M j−1 M j = M j M j+1 , then by properties of conics M j−1 = M j+1 . This implies that there exist only one tangent line to C λ going through M j . Hence M j ∈ C λ ∩ E and M j−1 M j is the tangent line T Mj C λ , which is orthogonal to the tangent line T Mj E by Lemma 1.6. Thus M j−1 M j and M j M j+1 are symmetric with respect to T Mj E.
Hence for each j we have a billard reflexion. This concludes the proof.
Proof of theorem 1.3
The finiteness of the number of conics γ n j , which we will call caustics, is not difficult to prove. For a fixed integer n ≥ 3, the set T n of non-degenerate n−periodic orbits is an open set of an algebraic curve of E n ≃ CP 1 n (otherwise we could find an open set of inital conditions (M 0 , M 1 ) ∈ E 2 corresponding to n−periodic orbits, contradicting the real case). This curve has then a finite number of irreducible components. Now, for a fixed caustic, the set of n−periodic orbits circumscribed about it is an irreducible algebraic curve included in T n (because it can be identified with the dual curve of the caustic). But two different caustics cannot have the same set of circumscribed orbit, otherwise their corresponding constant P (T ) would be the same (Proposition 3.11). Hence the number of caustics is finite.
Our goal now is to compute the number N of caustics correponding to n−periodic orbits. To do so, we will use Cayley's theorem, proven for example in [GH78] . Notice that it will give another proof of the finiteness. Unfortunately, we will just get an upper bound on N and explain ideas to compute its exact value. 
Proposition 4.2. Let n ≥ 3. There is a finite number N of λ such that there exists an n−sided polygon inscribed in E and circumscribed about C λ . Furthermore, N ≤ n 2 /4 if n is even, and N ≤ (n 2 − 1)/4 if n is odd.
Proof. Suppose that n = 2m + 1 is odd. The case when n is even is treated analogously. Let us fix a λ with λ + a 2 , λ + b 2 = 0. To understand if there is an n−sided polygon iscribed in E and circumscribed about C λ , we apply Cayley's theorem: there is such a polygon if and only if the determinant
vanishes, where the A i (λ) are the coefficients in the analytic expansion of
with C and D λ being quadratic forms respectively associated to E and to C λ . Thus, to prove the result we want, we have to show that the determinant A(λ) vanishes for a finite number of λ. Indeed, we have
Let us expand the function g : t → a 2 +λ
Therefore for any β,
This shows that A(λ) is a function of λ which vanishes if and only if the determinant
also vanishes. But B(λ) is a polynomial in λ so we already know that there is a finite number of λ for which B(λ) = 0 (B(λ) is not identically zero, because B(0) = 0 since there is no polygon inscribed and circumscribed about E). Let us bound the degree of B(λ). To do this we compute the degree in λ of the polynomials B k (λ). The degree of cucv cw
Hence the degree of B k is no more than k, and the coefficient in
Hence B k is of degree k. Now fix a permutation σ of {1, . . . , m}. We have Proof of Theorem 1.3. Let λ 1 , . . . , λ N ∈ C be the complex numbers for which Cayley's determinant (in the proof of proposition 4.2) vanishes and which are different from −a 2 or −b 2 . Define γ n j = C λj for all j. The first point is obvious by theorem 1.2. Then for a non-degenerate non-isotropic and non-flat billard orbit T , one can find a λ such that λ + a 2 , λ + b 2 = 0 and T is circumscribed about C λ (still theorem 1.2). By definition, λ is a solution of Cayley's determinant, hence λ = λ j for some j.
Remark 4.4. We have the same result for limit orbits defined as limits of nondegenerate orbits (the circumscribed conditon being a closed condition).
Triangular orbits
The purpose of this section is to compute the N appearing in Theorem 1.3 when n = 3. We state that N = 2 and prove this through the following steps:
• Fixing a particular point S of E, we compute the number of triangles having S as a vertex, and which are circumscribed about a C λ . This will be done using Theorem 1.2 and basic computations. There are exactly two such triangles (cf subsection 5.1). We give another proof of this in the appendix.
• Then we give formulas for the λ such that the previous triangles are circumscribed about C λ (cf Subsection 5.2, which is not necessary to understand the proof of N = 2).
• Finally we establish that N = 2 using Theorem 1.2 (cf subsection 5.3).
We recall here that S denotes the vertex with coordinates (−a, 0) of the complexified ellipse E. Furthermore, we should emphasize here that a nondegenerate triangular orbit is always non-isotropic. Lemma 5.1. There are exactly two triangular non-degenerate and finite orbits (we forget the order of the vertices) having S (the left vertex of E) as a vertex (see Fig. 7 ):
Triangles of vertex S circumscribed about a C λ
1. The well-known real orbit, denoted by T 3 1 ; 2. A complex orbit, denoted by T 3 2 , whose other vertices have coordinates in R × iR.
Proof. Indeed, if S, M, N is such an orbit, M and N are obviously symmetric with respect to the line of equation y = 0 (because the tangent line to E at S has equation y = 0). Denote by (x, y) the coordinates of M (x, y ∈ C), N having then coordinates (x, −y). We compute the following :
• the line SM is directed by u = (x + a, y) ;
• the line M N is directed by v = (0, 2y) ;
• the tangent line to the ellipse in M is orthogonal to the (gradient) vector w = ( x a 2 , y b 2 ). The image of u by the orthogonal symmetry of direction w is the vector
It should be equal to 0 because u ′ is directing M N . We get after simplifications (by x + a = 0 and using the fact that all points belong to E) that
The discriminant of the latter equation is ∆ = 4a 2 (b 2 − a 2 ) 2 + a 2 b 2 . Since ∆ > 0, x is real and there are two solutions
both corresponding points to the solutions (chosing arbitrarily the sign of y). One of them should correspond to the real triangular orbit. But we can observe that
Hence y− is in iR (look at the ellipse's equation). The conclusion follows : the real orbit corresponds to M + , and the orbit containing M − is the other one.
Finally, one will need to consider the triangles having S as a vertex and circumscribed about a C λ . By triangle, we mean a triple of points (M 1 , M 2 , M 3 ) on E and such that for each j, M j−1 and M j+1 are the intersection points of both tangent lines to C λ going through M j with E (with M 0 := M 3 and M 4 := M 1 ). Here we forget the order of the points.
Lemma 5.2. The orbits T 3 1 and T 3 2 are the only triangles having S as a vertex and circumscribed about a C λ .
Proof. We first show that a triangle T having S as a vertex and circumscribed about a C λ has three distinct vertices. Indeed, the two tangent lines to C λ going through S are distinct ; thus they cut E in two distinct points.
Then, such a triangle T has necessarily finite vertices. Indeed, write T = (S, M, N ) with M = N (previous part). If M is infinite, then N is also infinite by symmetry of the tangent lines to C λ and going through S. This implies that the infinity line M N is tangent to C λ , which is never the case.
Finally, we observe by proposition 3.13 that a triangle with distinct finite vertices and circumscribed about a C λ is a billard orbit by proposition 3.13, thus is either T 3 1 or T 3 2 by lemma 5.1.
Parameters of the inscribed ellipses of T 3 1 and T 3 2
Lemma 5.3. Let T 3 1 and T 3 2 be the two orbits of Lemma 5.1. We write λ j = −(ab) 2 P (T 3 j ). Then • λ 1 , λ 2 ∈ R;
• λ j + a 2 = 0 and λ j + b 2 = 0, where j = 1, 2;
Proof. Let T 3 j = (S, M j , N j ) be both orbits. Write M j = (x j , y j ). Then the vector M j N j has coordinates (0, 2y j ). Therefore
But we have seen that and y 1 ∈ R and y 2 ∈ iR. Hence
The second point is the result of corollary 3.8, even we could prove it in this particular case using only the above formula for P (T 3 j ).
Application to 3-periodic orbits
Corollary 5.4. There exists two distincts real conics γ 3 1 := C λ1 and γ 3 2 := C λ2 which are confocal to E by construction, and such that • all complex triangles inscribed in E and circumscribed about a γ 3 j is a billard orbit;
• any complex triangular billard orbit of E is circumscribed about γ 3 1 or γ 3 2 ; • any complex orbit inscribed in E and circumscribed about a γ 3 j is a triangular orbit;
Proof. The first and third points are direct consequences of proposition 3.13 and of Poncelet's theorem.
Let us prove the second point. Let T be a non-degenerate and finite billard orbit. By proposition 3.11, there is a λ ∈ C such that a 2 + λ = 0, b 2 + λ = 0 and T is circumscribed about C λ . We consider the triangle circumscribed about C λ which owns one vertex in S (it exists by Poncelet's theorem). By lemma 5.2, it is a T 3 j , which is one of the orbits described in lemma 5.1. Hence by proposition 3.11, we can compute λ as λ = −(ab)P (T 3 j ) = λ j . Thus C λ = γ 3 j .
Proposition 5.5. There are exacty 8 degenerate triangular orbits, given by an isotropic tangency point α of E and the point β of E such that αβ is tangent to a γ 3 j and non-isotropic.
Proof. Degenerate triangular orbits are limits of non-degenerate (non-isotropic) triangular orbits, hence are circumscribed about a γ 3 j . We apply Lemma 2.10: one side A is isotropic and tangent to a γ 3 j . This gives only 4 possible positions. The other side is non-isotropic, which gives two other possibilities (B is tangent to a γ 3 j ), once A is fixed.
4−periodic orbits
The purpose of this section is to compute the N appearing in Theorem 1.3 for n = 4. We state that N = 2 through the following steps:
• Fixing a particular point S of E, we compute the number of quadrilateral having S as a vertex, and which are circumscribed about a C λ . This will be done using Theorem 1.2 and basic computations. There are exactly two such quadrilaterals (cf Subsection 6.1).
• Then we give formulas for the λ such that the previous quadrilaterals are circumscribed about C λ (cf subsection 6.2, which is not necessary to understand the proof of N = 2).
• Finally we establish that N = 2 using Theorem 1.2 (cf subsection 6.3).
Quadrilaterals containing S circumscribed about C λ
We can already exhibit a 4−periodic non-degenerate orbit, T 4 0 , which is the one alternating between the two opposite vertices of E. Another one is T 4 1 given by the orbit (S, P, S ′ P ′ ) where P, P ′ are the opposite vertices of E of coordinates (0, ±b). They are depicted in Fig. 8 . Proof. We first study the symmetry of the problem. Write such an orbit T = (S, M 1 , M 2 , M 3 ). Since the tangent line T S E has equation x = −a, SM 1 and SM 3 are symmetric with respect to the real foci line. By symmetry of E with respect to the real foci line, M 1 M 2 and M 3 M 2 are also symmetric with respect to the real foci line (because q is not changed under the action of this symmetry). Hence M 2 lies on the real foci line : therefore M 2 = S or M 2 = S ′ (defined as the vertex of E opposite to S). If M 2 = S, then SM 1 = M 1 M 2 is orthogonal to T M1 E ; the only possibility is when M 1 = S ′ . This gives T 4 0 . Suppose now M 1 = S ′ . Then M 2 = S ′ , which implies that M 1 , M 3 do not lie on the real foci line.
Write now M 1 = (x, y) such that M 3 = (x, −y) by symmetry with respect to the real foci line. We also have y = 0 since both points do not belong to the real foci line. The line SM 1 is directed by the vector u = (x + a, y).
The tangent line T M1 E is directed by w = (x/a 2 , y/b 2 ). Thus the image of u by the symmetry of direction w is the vector Therefore, having a complex billard reflexion at M 1 is equivalent to say that both vector u ′ and v are colinear, hence that the determinant (of their coordinates) vanishes : 2 (x+a)x/a 2 +y 2 /b 2 x 2 /a 4 +y 2 /b 4 x/a 2 − (x + a) x − a 2 (x+a)x/a 2 +y 2 /b 2 x 2 /a 4 +y 2 /b 4 y/b 2 − y y = 0.
First observe that (x + a)x/a 2 + y 2 /b 2 = 1 + x a hence previous equality is equivalent to 2 1+x/a x 2 /a 4 +y 2 /b 4 x/a 2 − (x + a) x − a 2 1+x/a x 2 /a 4 +y 2 /b 4 y/b 2 − y y = 0.
Then we multiply the first column by x 2 /a 4 + y 2 /b 4 , we expand the determinant and we divide by y (since it is not 0). We get the equation
Using the fact that M 1 is on E, we can get y 2 from x 2 : y 2 = b 2 − b 2 x 2 /a 2 ; thus 2(1+ x a ) x a 2 −(x+a)(
This expression seems very complicated, but after expanding it, many terms can be simplified to give the much simpler following equation
which concludes the proof. C S S ′ Figure 9 : The infinite 4-periodic orbit T 4 2 ; the infinite points M 1 and M 2 lie "at the end" of each branch of hyperbola. Proposition 6.2. There is exactly one 4−periodic non-degenerate infinite orbit (see Fig. 9 ).
Proof. The same arguments as in the proof of proposition 6.1 shows that such an orbit is of the form T = (S, M 1 , S ′ , M 2 ) with M 1 , M 2 symmetric with respect to the real foci line.
Thus if T is infinite, M 1 and M 2 are infinite. The case when M 1 = M 2 has to be excluded, otherwise SM 1 would be orthogonal to the tangent line T S E which has equation y = 0. Hence the infinite point M 1 would be (1 : 0 : 0) which does not belong to the ellipse -a contradiction : M 1 = M 2 . Since the ellipse has only two infinite points, this gives only one possible orbit (when we forget the order on the vertices). It is easy to see that T is indeed a periodic orbit since :
1. SM 1 and SM 2 are symmetric with respect to the foci line, and thus with respect to T S E;
