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1. La variCtC des lois d’alg&bres associatives 
On rappelle qu’une loi d’algebre associative sur l’espace vectoriel C” est don&e par 
une application bilintaire ,K 
p : C” x C” + C” 
verifiant 
VXY,ZEC” /4~(x,Y),z)-~(X/4Y,z))=O 
La loi d’algebre est dite unitaire s’il existe E E C” tel que: 
WEC” p(X,E)=p(E,X)=X. 
La loi d’algebre est dite nilpotente s’il existe un entier nature1 p tel que: 
VX, Y E C” (p(X, Y))p+l = 0 (la puissance correspond au produit p) 
Le plus petit p est appele nihdice de la loi d’algebre nilpotente CL. 
En fixant une base {ci} de C”, on identifie p a ses constantes de structure C’E: 
/l(ei,ej) = 5 C:ek. 
k=l 
Les constantes de structure des lois d’algebres associatives vtrifient le systeme 
d’tquations polynomiales quadratiques suivant: 
5 C$& - C:C$=O, 1 <i,j,k,s<n. (S) 
I=1 
Ainsi, l’ensemble des lois d’algebres associatives, note A”, est muni d’une structure 
de variete algebrique plongte dans Cn3. L’ensemble des lois d’algbbres unitaires, note 
A lg,, et l’ensemble des lois d’algebres nilpotentes, note N”, en sont des sous-varietes 
algebriques. Les conditions d’existence de l’element neutre et de nilpotence rajoutent 
simplement des equations algebriques au systeme precedent. 
On d&nit une action du groupe lineaire G&(C) sur A” par: 
/J EA”, f 6 G-MC): VX Y E C” (f . PM, Y) =f-‘b4fWMY))) 
L’ensemble de toutes les lois isomorphes a la loi d’algebre p definit l’orbite de p notee 
19(p). Deux lois d’algebres nt et ,MZ sont isomorphes s’il existe f de G&,(C) tel que 
~2 = f ,LLI (c’est a dire qu’elles appartiennent h une meme orbite). 
1.1. Les classi@ations 
Une premiere piste pour l’etude des varietts algtbriques Alg, et N”, pour une di- 
mension fix&e n, consiste a determiner toutes les orbites (c’est a dire, Ctablir la classifi- 
cation des lois d’algebres a isomorphisme p&s). Cette question a interesd de nombreux 
mathematiciens depuis longtemps, R.S. Peirce (1870), E. Study (1890), G. Voghera 
(1908) et B.G. Scorza (1938). 11s ont ttabli des classifications incompletes en petites 
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dimensions. Gabriel, en 1974, a don& une classification complete de A lg, pour n < 4 
[3]. Le resultat en dimension 5 est don& par Mazzola (1979) [ 111. Le nombre de 
classes d’isomorphie est de 19 en dimension 4 et 59 en dimension 5. Ce nombre pour- 
rait devenir beaucoup plus grand pour les dimensions superieures. D’oti l’interet de 
l’etude des composantes irreductibles. 
2. Les composantes irrhductibles 
Une variete algebrique est dite rPductible si on peut la decomposer en une reunion de 
deux varietes algebriques. Par exemple, la variete algebrique plongee dans C2 dtfinie 
par l’equation xy = 0 est la reunion de deux varittes algtbriques engendrtes par x = 0 
et y = 0. 
Les varittes algtbriques A lg, et N” sont definies par des systtmes de polynomes et 
les anneaux des polynomes &ant nceteriens, elles sont done constituees d’un nombre 
fini de composantes irreductibles. 
Les varietes algtbriques A lg, et N” sont munies soit de la topologie metrique induite 
par Cn3 soit de la topologie de Zariski oh les fern-& correspondent aux solutions de 
systemes d’equations. Dans l’exemple des deux droites de C2 chaque axe est un ferme 
de Zariski et un axe sans l’origine est un ouvert de Zariski. Dans les varittes algebriques 
A lg, et N” les lois d’algbbres a orbites ouvertes pour la topologie de Zariski, appelee 
lois d’algbbres rigides, presentent un inter% particulier. En effet, l’adherence de Zariski 
de l’orbite d’une loi d’algebre rigide est une composante irreductible. Le nombre de 
classes d’isomorphies d’algebres rigides determine un minorant du nombre de com- 
posantes irreductibles. 
On resume les resultats concernant les varietes algebriques Alg, et N” connues dans 
les tableaux suivants [3,9-l 11: 
n 2345 6 
# composantes irreductibles de A lg, 1 2 5 10 >21 
# lois d’algebres rigides de Alg, 124 9 21 
n 234 5 
# composantes irreductibles de N” 1 2 4 13 
L’etude des composantes irreductibles ou des lois d’algebres rigides se fait clas- 
siquement a l’aide de la theorie des deformations d’algebres etablie par Gerstenhaber 
en 1964 [4]. La deformation d’un objet mathtmatique permet d’etudier son voisinage 
et par consequent donne plus d’information sur l’objet. 
La deformation d’une loi d’algbbre ~0 est une famille a un parametre definie sur 
l’anneau des series formelles par 
/&=po+t(P1 +t2472+- oh vi sont des applications bilineaires 
L’inconvenient d’une telle approche qui utilise des series infinies est son caractere peu 
naturel. 
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Une autre approche, plus adaptee au calcul formel, a et& don&e par Goze en 1980 
dans le cadre de 1’Analyse Non Standard [5]. L’objectif Ctant toujours d’etudier le 
voisinage d’un point, 1’Analyse Non Standard foumit un moyen pour perturber une loi 
d’algebre en utilisant les infinittsimaux. 
2.1. Les outils nonstandard 
L’Analyse non-standard est un cadre donnant un statut mathematique aux notions 
intuitives d’infiniment petit et d’infiniment grand. Leibniz et Newton utilisaient deja de 
telles quantites en Analyse mais n’ayant pas reussi a les dlfinir elles sont tombees en 
dtsuetude. Jusqu’en 1960 oh le logicien A. Robinson a defini un modele de R appele 
non standard, par opposition au modele standard, dans lequel on a des infiniment petits 
et des infiniment grands. E. Nelson (1977) les a introduit de facon axiomatique dans 
la theorie des ensembles. I1 s’agit d’une extension de la mathematique classique en 
adjoignant le predicat standard au language et trois schemas d’axiome qui le regissent. 
Dans cet environnement on a des objets mathematiques standard (2,rt,R,. . .) et des 
objets mathtmatiques non standard (les infiniment petits, les infiniment grands, 3+a oh 
a est infiniment petit, . . .). T ous les objets de la mathematique classique sont standard. 
La notion de reel infiniment petit s’etend aux nombres complexes, un nombre complexe 
est infiniment petit si son module est infiniment petit. De mime qu’un vecteur de C” est 
infiniment petit si toutes ses composantes sont infiniment petites. On definit tgalement 
une notion de proximite entre deux nombres, on dit qu’ils sont infiniment proches si 
leur difference est infiniment petite. Dans l’etude de la variete A lg, ou N”, on va se 
restreindre aux lois d’algbbres standard. Dans une premiere lecture, on peut prendre 
ce predicat comme un adjectif signifiant usuel, habitue1 ou classique. Cette restriction 
n’est pas contraignante, I’etude des points standard de A lg, ou N” pour une dimension 
fixee est equivalente i l’etude de tous les points de la variett en vertu de l’axiome de 
transfer-t de 1’Analyse nonstandard ([2] ou [S]). 
Comme une loi d’algbbre standard s’identifie a un point standard de C”), le voisi- 
nage de cette loi d’algebre correspond aux points infiniment proches sinks sur la 
varitte algebrique dans Cd. D’ou la definition suivante d’une perturbation de loi 
d’algebre. 
Dkfinition. Soit ~0 une loi d’algtbre standard de A lg,(ou IV”). Une loi d’algebre /.I de 
A lg, (ou N”) est une perturbation de ~0 (on note p N ~0) si 
W, Y E C” X, Y standard p(X, Y) v pe(X, Y) (lire infiniment proche). 
Dans toute la suite du travail, on suppose que {ei};=t,,..,n est une base fixee de C” 
et les constantes de structure sont relatives a cette base sauf mention contraire. 
En pratique une perturbation est donnte par la procedure suivante: 
ProcCdure perturbation 
Rentrer les constantes de structure {C$ 1 <i, j, k <n} de la loi d’algPbre M. 
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Les constantes de structure dune perturbation u sont 
{C~+E; oti .$=O et ldi,j,kbn}. 
Remarque. La loi d’algebre p doit etre associative. Ses constantes de structure verifient 
done le systeme (S). Les (.$)se manipulent comme des parametres formels. 
La force de cette approche reside dans le fait que l’etude des points infiniment 
proches dans la varietl A lg,(ou N” ) revient a examiner formellement un point. Les 
proprietts algebriques et formelles des infinitesimaux se pretent tres bien a une pro- 
grammation sous un logiciel de calcul formel. 
Un autre outil important pour l’etude des composantes irreductibles est la notion de 
contraction deja connu chez les physiciens Inonu et Wigner (1953). Elle permet de 
caracteriser les points adherents a une orbite. 
DCfinition. Soient 110 et ~1 deux lois d’algebres standard de A lg,(ou N”). La loi 
d’algbbre ~0 est une contraction de ~1 s’il existe une perturbation p de ~0 qui soit 
dans l’orbite de ~1 (p = ~0 et p E ti(pi )). 
ProcCdure contraction 
k Rentrer les constantes de structure {Ci,, 1 <i, j, k <n} de la loi d’algtbre ~0. 
Rentrer Ies constantes de structure {D$., 1 <i, j, k <n} de la loi d’algtbre ,ul. 
Considerer les perturbations ,u de uo dont les constantes de structure sont 
{C~+F; oi ek,~O et l<i,j,k<n} 
Considerer les isomorphismes de matrice 
A =(aq)i,j=~ ,,.., n avec A-’ =(~~j)i,j=~ ,..., n 
Chercher u et A vtri$ant le systeme 
Les lois d’algebres a orbites ouvertes dites rigides se caracttrisent par: 
Definition. Un loi d’algebre standard ,ua de Alg,(ou N”) est rigide si et seulement si 
toute perturbation p de ~0 est dans l’orbite de ~0 (p E I). 
Remarque. Cette definition utilise la topologie metrique. Ceci ne change rien car le 
corps de base est C, un ouvert de Alg,(ou N”) pour la topologie metrique est un 
ouvert pour la topologie de Zariski [ 1, 121. 
ProcCdure rigid&! 
Rentrer les constantes de structure {C$ 1 d i, j, k Gn} de la loi d’algebre PO. 
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Considerer tomes les perturbations u de ,u~g. Les constantes de structure de u 
sont 
{C: +E$ oti t&PO et l<i,j,k<n}. 
Chercher un isomorphisme de matrice A = (aij)i,j=l,,.,,n, avec A-’ = (au)i,j=1,,,.,n 
verijant 
Remarque. L’adherence d’une loi d’algebre rigide determine une composante 
irreductible. Les lois d’algebres qui sont dans cette composante sont soit dans l’orbite 
de la loi d’algebre rigide soit des contractions de cette loi d’algbbre rigide. 
Plus gtneralement, dans ce meme formalisme on a: 
PropriM. Deux lois d’algebres sont dans une meme composante irreductible si l’une 
est une contraction de l’autre. 
Puisque les notions de rigidite et de contraction sont likes a la notion de perturbation, 
on est ramene a considtrer un point p infiniment proche d’un point ~0. Comme cette 
prop&t se traduit par un systeme d’egalitts polynomiales on conceit son interet pour 
le calcul formel. 
La description des composantes irreductibles necessite la recherche d’invariants qui 
restent stables par perturbation. On va considtrer pour les lois d’algbbres unitaires 
le nombre maximal d’idempotents lineairement independants et on va considerer le 
nilindice pour les lois d’algtbres nilpotentes. 
3. DCtermination des composantes irrkductibles 
3.1. Composantes irreductibles de A Ig, 
La determination des composantes irreductibles de Alg, est baste sur le resultat 
suivant: 
ThCor&me (Goze and Makhlouf [7]). Soit ~0 une loi d’algebre standard A lg, et ,a une 
perturbation de ~0. Si X0 E C” est un idempotent pour ~0, c’est a dire ~&&,XO) = X0, 
alors il existe un vecteur X, X=X0, tel que X soit idempotent pour u. 
Proposition. Le nombre d’idempotents lineairement independants ne diminue pas par 
perturbation. 
Ce demier resultat conduit a un algorithme pour determiner les composantes 
irrtductibles de Alg,, n etant une dimension fix&e. Le nombre d’idempotents p d’une 
loi d’algebre de A lg, est compris entre 1 et n. Une perturbation d’une loi d’algebre avec 
p idempotents lintairement independants admet au moins p idempotents linlairement 
independants. 11 s’agit d’examiner si les lois d’algebres avec p idempotents se per- 
turbent sur une loi d’algbbre avec plus de p idempotents 
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Procedure de perturbation d’une loi d’algkbre A p idempotents en une loi d’algkbre 
A p + 1 idempotents. 
Soit pp une loi d’algebre avec p idempotents. 
On considere la loi d’algebre dans une base {XI,. . . ,x,} tels que {XI,. . . ,xp} soient 
idempotents. 
On cherche une perturbation ~1 de pp tels que {XI,. . . ,xp, y} soient idempotents, y 
etant une combinaison des elements de la base. 
Remarque. La dernihe partie de la procedure revient a augmenter le systbme polyno- 
mial en ck des perturbations par la condition d’idempotence. 
Globalement, la description des composantes irrtductibles suit l’algorithme suivant: 
n = dimension des lois d’algebres unitaires. 
For p=n to 1 do 
1. generation de toutes les familles de lois d’algebres a p idempotents et stockage 
dans une liste 
2. For j = 1 to Lenght(L[p]) do 
Perturbation de & en une loi d’algebre avec plus de p idempotents. 
(a) Si la perturbation existe alors ,ui ne dtfinit pas une nouvelle composante 
irreductible, 
(b) sinon, verifier si ,u; est une contraction de 11: ou k = 1,. ,j - 1. 
(a) S’il existe & oh k E { 1,. . ,j - l} telle que & soit une contraction 
de p{ alors la loi d’algebre ne determine pas une nouvelle composante 
irreductible. 
(b) Sinon, p; determine une nouvelle composante irreductible. 
La premiere ttape de l’algorithme consiste a rtsoudre le systeme (S) verifie par les 
constantes de structure. Les Ctapes suivantes utilisent les procedures de perturbations 
et contraction d&rites precedemment. Cette algorithme est illustre dans la suite pour 
A lg,. 
3.2. Composantes irr&ductibles de N” 
La description des composantes irrtductibles de N” est similaire a celle de A lg,. 
L’invariant stable par perturbation utilise ici est le nilindice. 
ThCorGme (Makhlouf [9]). Soit ~0 une loi d’algdbre standard de N” et p une pertur- 
bation de ,UO. Le nilindice de p est suptrieur ou tgal au nilindice de ,uo. 
Le nilindice prend les valeurs 1 jusqu’a n. Ce theoreme trbs simple conduit 
a l’algorithme de recherche des composantes irreductibles. L’idee etant d’examiner 
les familles de lois d’algtbres pour chaque nilindice. Ensuite de verifier si une famille 
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de loi d’algebre de nilindice donne p se perturbe sur une loi d’algebre de nilindice 
p-t 1. 
Procedure de perturbation d’une loi d’algkbre de nilindice p en une loi d’alg&bre de 
nilindice p + 1 
Soit pp une loi d’algebre de nilindice p. 
On considere la loi d’algbbre dans une base {xl,. . . ,xn} 
tels que xi=X’ pour l<i<pE{l,..., p}, la puissance correspond a la loi p 
(X2 = &J(X‘V) 
On cherche une perturbation p de pp telle que Xi+’ # 0. 
Globalement, la recherche des composantes irreductibles est d&rite par l’algorithme 
suivant: 
n = dimension des lois d’algtbres nilpotentes 
For p=n to 1 do 
1. generation de toutes les familles de lois d’algebres de nilindice p et stockage 
dans une liste 
2. For j= 1 to Lenght(L[p]) do 
Perturbation de pj en une loi d’algebre avec avec un nilindice strictement 
superieur a p. 
(a) Si la perturbation existe alors pi ne definit pas une nouvelle composante 
irreductible, 
(b) sinon, verifier si pi est une contraction de p; ou k = 1,. . ,j - 1. 
(a) S’il existe pi ou k E { 1,. . . ,j - l} telle que pi soit une contraction de 
pi alors la loi d’algebre pi ne determine pas une nouvelle composante 
irrtductible. 
(b) Sinon, p! determine une nouvelle composante irrtductible. 
4. Quelques invariants algkbriques 
Les invariants algebriques d’une loi d’algebre sont des caracteristiques invariantes 
par changement de base. Un invariant permet de distinguer deux lois d’algebres si sa 
valeur est differentes pour les deux lois d’algebres. La plupart des invariants algtbriques 
sont de type matriciel, ce qui les rend calculables a l’aide d’un logiciel de calcul 
formel. On presente ici une procedure de calcul de la dimension du deuxieme groupe 
de cohomologie de Hochschild et une une procedure verifiant si on peut munir une loi 
d’algebre associative don&e d’un produit scalaire invariant. 
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4.1. Deuxiime groupe de cohomologie de Hochschild 
Soit p une loi d’algebre de Alg,(ouN”). On definit son espace des cobords par: 
B2@,&={cp:C” x C” -+ C”lcp = &,f, f E CL,(C)], 
K Y E C” &.0x, Y) = P(f(X)> Y) + Ax, f(Y)) - f(P(x, Y)) 
et son espace des cocycles par 
Z2(#l)={(P:Cn x C” + C” avec cp une application bilineaire/&cp = 0}, 
VX?Y,ZEC” 62(p(x,y,Z)=11((p(x,~),~)-~(x,(P(Y,~)) 
+(P(P(x Y),Z) - cp(xP(y~z)). 
Le deuxitme groupe de cohomologie de Hochschild de P est: 
Z2(P> L) H2(w)= -. 
B2b P) 
La dimension de H2(p,,u) est &gale A la difference des dimensions de Z2(p,p) et de 
B*(p, p). Les dimensions de Z2(& p) et B2(p, p) sont donnees par des rangs de matrices 
qui sont souvent de dimensions assez grandes [6]. Le deuxieme groupe de cohomolo- 
gie de Hochschild est intimement lie aux perturbations. Les gtnerateurs de H2(p,p) 
donnent d’eventuelles directions dans lesquelles on peut perturber. Notons aussi que 
d’apres le theoreme de Gerstenhaber une loi d’algebre p est rigide si H2(p, ,u) = (0). 
La dimension de l’espace des cobords d’une loi d’algbbre correspond a la dimension 
de son orbite. 11 correspond geometriquement au plan tangent de Zariski a l’orbite. 
4.2. Alggbres mPtrisables 
DCfinition. Un couple (p,f) est une loi d’algbbre associative m&sable (ou orthogo- 
nale) si 1( est une loi d’algebre associative et f une forme bilineaire symetrique non 
degentrte sur C” verifiant 
VXY,ZEC” ./MXY),Z)=f(X,AKZ)). 
Cette relation est appelee condition d’invariance du produit scalaire par rapport a I*. 
Le dlmarche consiste a examiner pour une loi d’algbbre associative domrte toutes 
les formes bilintaires symetriques invariantes. S’il en existe qui soit non dtgeneree 
alors la loi d’algebre est mttrisable. Notons que si une loi d’algebre est metrisable 
toutes les lois qui lui sont isomorphes sont aussi mttrisables. 
La base de l’espace vectoriel C” &ant fixi, une forme bilineaire symttrique f est 
don&e par la matrice symttrique A = (ai,)i,j = I,..,, n oh a;j = f(Xi,Xj), i, j E { 1,. . . , n}. 
La condition d’invariance est equivalente au sysdme suivant: 
2 C$ask - C;k& = 0, i,j,kE{l,..., H}. 
$=I 
Si le rang de la matrice A est maximum la loi d’algkbre est done mh-isable. 
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5. ImplCmentation et applications 
11 s’agit d’un ensemble de procedures, realise avec la collaboration de G. Valeiras 
(Universite de Seville), &rites sow le logiciel Mathematics [14]. Elles sont regroupees 
dans un paquetage appele “alas”. Ces procedures permettent apres chargement du pa- 
quetage “alas” d’effectuer des calculs lies a l’ttude de la varietl des lois d’algbbres 
associatives directement dans un fichier Mathematics. Les calculs peuvent etre totale- 
ment automatists avec un effort suppltmentaire de programmation mais ceci conduirait 
la machine a effectuer une grande quantite de calculs qui ne sont probablement pas 
tous utiles et surtout realisables sur un PC. Cependant, une action d’un operateur ex- 
teme, profitant de l’interactivid du systeme, pour effectuer des choix decisifs bases sur 
l’observation acceltre considerablement les calculs et les rend possibles sur un petit 
ordinateur. 
Le paquetage “alas” qui est detaille en annexe comporte les procedures principales 
suivantes: 
1. La loi d’algebre de dimension n se definit, dans une base x[ 11,. . . ,x[n] par ses 
constantes de structure. On rentre les differentes valeurs mu[x[i],x[j]] oti 
i,j= 1 ,..., n. 
2. La procedure assoc[] donne l’ensemble des relations d’associativite. 
3. La procedure niZ[k] donne les conditions de nilpotence avec l’indice de nilpotence 
&gal a k des elements de la base. niZ[v, k] donne les conditions pour que v soit 
nilpotent avec un degre de nilpotence egal a k. 
4. La procedure ChangeBase[. .] permet d’ecrire la loi d’algbbre dans une nouvelle 
base. 
5. La procedure mu[base] sert a afficher la loi d’algbbre dans la base consideree. 
6. Les procedures DimZ2[] (resp. DimB2[]) calcule la dimension de l’espace des 
cocycles (resp. des cobords) de la cohomologie de Hochschild. 
7. La procedure metris[] donne les conditions de metrisabilite de la loi d’algebre 
et la procedure matfl] affiche la matrice des formes bilintaires symetriques 
invariantes. 
Le paquetage ‘alas’ detaille se trouve en annexe a la fin de l’article. 
5. I. Cornposantes irrkductibles de Alg, 
Le nombre d’idempotents d’une loi d’algebre de Alg, est 3, 2 ou 1. Les lois 
d’algebres avec trois idempotents sont isomorphes a l’algebre commutative semi-simple 
qui est rigide et qui determine une composante irreductible. On recherche les com- 
posantes irreductibles form&es de loi d’algebres avec 2 ou 1 idempotents a l’aide de 
l’algorithme decrit dans le paragraphe (3.1). On commence par rlsoudre le systeme 
(S) correspondant aux lois d’algebres associatives avec deux idempotents. On obtient 
ici deux familles. On verifie pour chacune des familles si c’est une contraction d’une 
loi d’algebre avec trois idempotents. On fait le mime travail avec les lois d’algebres 
avec un seul idempotent. 
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5.1.1. lois avec deux idempotents 
On charge le programme et on fixe la dimension et la base. 
In/l]: < <c:\alas.m 
Zn(2] : n = 3; SetBase[x]; 
On consider-e les lois d’algebres unitaires de dimension 3 avec deux idempotents. On 
choisit une base telle que les deux premiers elements sont idempotents et le troisieme 
nilpotent. 
Zn[3/ : For[i = 1,i < =n,i++,mu[x[l],x[i]] =x[i];mu[x[i],x[l]] =x[i]] 
~4xP1,x1211= 7421; 
mu[x[2],x(3]] = Sum[a[i] x[i],{i,n}]; 
mu[x[3],x[2]] = Sum[b[i] x[i],{i,n}]; 
mu[x[3],x[3]] = 0; 
Zn[4] : Print[REL = assoc[ I]; 
O&(4] : {bz, -a;, blb2, -( ala2), -al + alag, -al - a2a3,al + am, -a3 + a:, 
a2bl - alb2, -(a361 ) + al b3,bl - bl b3, -h - b263, bl + bzb3, b3 - b:, 
al - bl - a3b2 + a2b3, -al -az+bl +b2-a3b2+a2b3} 
Le but est de resoudre le systeme de ces polynomes tgaux a 0. On rentre “a la 
main” les valeurs tvidentes des parametres afin d’alleger la resolution. 
In[5/: b[2]:=0; a[2]:=0; a[l]:=O; b[l]:=O; 
hz[6/ : Factor[Union[REL]] 
Out[6]:{0,(-1 + q)a3,(1 - b3)b3} 
11 y a en principe quatre cas a examiner mais ils se ram&rent, a isomorphisme prbs, 
aux deux cas suivants: 
a[31 = 1; b[3] = 0 et a[31 := 0; b[3] := 0. Les deux autres cas y sont isomorphes. 
1 loi d’algebre (2.1) 1 
112[7]: a[3]:=1; b[3]:=0; 
I@/ : mulbase] 
Out[8/. 
Xl *x1 =x1 
Xl *x2=x2 
XI *x3 =x3 
x2 *x1 =x2 
x2 *x2 =x2 
x2 *x3 =x3 
x3 *x1 =x3 
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Remarque. Les produits non affiches sont nulles. 
/I 
Zn[9] : a[3j:+b[3]:=0; 
Zn[lO J : mu[base] 
Out(l0 / : 
x1 *x1 =x1 
XI *x2 =x2 
x1 *x3 =x3 
x2 *x1 ‘X2 
x2 *x2=x2 
x3 *x1 =x3 
Perturbation de la loi d’algebre (2.2) en une loi d’algebre avec 3 idempotents 
Zn[ll] : mu[x[3],x[3]]:=eps x[3]; 
Zn[Z2] : assoc[ 1
Out(12/ : { } 
On constate que la perturbation est associative. Notons qu’on a choisi celle-ci “a la 
main parcequ’elle est evidente mais on peut tout aussi bien partir d’une perturbation 
quelconque avec plusieurs Et. 
On effectue un changement de base pour mettre en evidence les trois idempotents. 
Zn(Z3]: CbangeBase[{z[l]==x[l], z[2]==x[2], z[3]==(l/eps) x[~]},x,z]; 
Zn[Z4/ : SetBase[z] 
Out(Z4]: {zI,z2,z3} 
Zti[Z5j : mu[basej 
Out[15] : 
ZI * z1 = Z] 
ZI *z2 =z2 
Zl * z3 = z3 
z2 *z1 =z2 
Z-J * Z-2 = 22 
z3 *z1 =z3 
23 * z3 = z3 
Conclusion. La loi d’algebre (2.2) admet une perturbation isomorphe a la loi 
d’algibre semi-simple, elle appartient done a la composante form&e par cette loi 
d’algebre. 
La loi d’algebre (2.1) qui ne se perturbe pas sur la loi d’algebre a 3 idempotents 
definit une deuxieme composante. La verification s’effectue en ecrivant une perturbation 
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quelconque de cette loi d’algbbre avec la condition que ces trois elements de la base 
soient idempotents. Une telle perturbation n’existe pas. En fait la loi d’algebre (2.1) 
est rigide voire plus loin le calcul de son deuxieme groupe de cohomologie. 
5.1.2. Lois avec un seul idempotent 
Pour ces lois d’algebres de A lg, on peut choisir une base telle que x[ l] soit l’element 
idempotent (l’eltment neutre ici) et 421, x[3] des elements nilpotents. Le nilindice de 
ces elements est au plus 2. D’ou la forme gentrale des lois d’algbbres suivante: 
Zn[16] : SetBase(x]; 
In[l7] : For[i=l,i < =n,i++,mu[x[l],x[i]]=x[i];mu[x(i],x[l]]=x[i]] 
mu[x[2],x[2]]=c[l]x[l]+c[3]x[3]; 
mu[x[2],x[3]]=Sum[a[i] x ,{i,n}]; 
mu[x[3],x[2]]=Sumfb[i] x ,{i,n}]; 
mu[x[3],x[3]]=0; 
In(18/ : REL=assoc[ 1; 
Les parametres a, 6, c sont libres. Le systeme REL qui les lie n’est pas donne pas 
ici, il admet les solutions Cvidentes suivantes: 
Zn/Z9/ : b[2]:=0; a[2]:=0; b[l]:=O; a[l]:=O; 
Zn[20] : Factor(Union[REL]] 
Out[20]: (0, ai - cl, -b: + CI, (a3 - b3k3) 
11 y a deux cas a examiner: a[3]=b[3] ou c[3]=0. 
1 lois d’algbbres (1.1) / 
Zn[21] : c]l]:=b]3]2;a]3]:=b]3]; 
h[22] : mu[base] 
Out[22]. 
x1 *x1 =x1 
X] *x2 =x2 
XI *x3 =x3 
x2 *x1 =x2 
x2 * x2 = b;x, + c3x3 
x2 * x3 = b3x3 
x3 *x1 =x3 
x3 * x2 = b3x3 
Isomorphisme. On cherche un isomorphisme pour reduire cette famille de lois 
d’algebres. On prend une famille a deux parametres d’isomorphismes et on ajuste 
les parametres. 
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Zn[23]: ChangeBase[{z[l] ==xM, zP]==q x[l]+x[2]+p x[3], z[3]==x[3]},x,z]; 
Zn[24] : mu[hase] 
Out[24] : 
z1 *z1 =z1 
ZI *z2=z2 
ZI *z3 =z3 
z2 * Zl =z2 
z2 * z2 = c-q2 + QZI + 2qz2 + (2p63 + c3)z3 
z2 *z3=(q+b3)z3 
z3 * Zl =z3 
z3 *z2=(q+b3k3 
Si b[3] est distinct de 0. En posant q=-b[3] et p=-c[3]/2b[3], on obtient une loi 
d’algkbre avec deux idempotents, ce qui ne convient pas. 
Si b[3]=0. On peut supposer c[3]=1 sinon c’est la loi d’algcbre nulle. 
Zn[25/ : b[3]:=0; c[3]:=1; 
Zn[26] : Setbase[x]; mu[base] 
Out[26/. 
XI *Xl =Xi 
Xl *x2 =x2 
x1 *x3 =x3 
x2 *xl =x2 
x2 *x2 =x3 
x3 *xl =x3 
Perturbation de (1.1) en une loi d’algbbre avec deux idempotents: 





Zn[28j : assoc[ ] 
Out[28]: { } 
Zn[291: ChangeBase[{z[l]==x[l], z[2]==l/eps x12], z[3]==lleps^2x[3]},x,z]; 
Zn[30] : mu[base] 
Out[30] : 
Zl * Zl =z1 
Zl *z2 =z2 
Zl *z3 =z3 
z2 *zl =z2 
z2 * z2 = z3 
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22 * z3 =z3 
z3 *z1 =z3 
Z3 *Z2 =Z3 
z3 * z3 = z3 
La loi admet deux idempotents. Les lois d’algebres de la famille ( 1.1) sont dans des 
adherences de lois avec deux ou trois idempotents. 
md.nlsebrc(l.2) 
In[31] : 431~0; c[l]:=b[3]^2; a[3]:=-b[3]; 
In[32] : mu[base] 
Out[31/. 
x1 *x1 =x1 
XI *x2 =x2 
XI *x1 = XI 
XI *x2 =x2 
XI *x3 =x3 
x2 *x1 =x2 
x2 *x2 = b:xl 
x2 *x3 = -bjx3 
x3 *x1 =x3 
x3 *x2 = b3x3 
Reduction a isomorphisme pres. 
In[32/ : ChangeBase({z(l]-- --x(1], z[2]==q x[l]+x[z], z(3]==x[3]},x,z]; 
Zn(33] : mu[base] 
O&(33/ : 
ZI * ZI = 21 
ZI *z2 = z2 
ZI *z3 =z3 
z2 *z1 =z2 
z2 *z2 =(-q2 + b;)zl +2qz2 
Z2 * Z3 = (q - b3 )Z3 
z3 *zt =z3 
Z3*Z2 =(q+b3)z3 
Si b[3] est different de 0 et q = b[3] la loi d’algbbre est une loi d’algtbre avec 2 
idempotents. Done elle ne convient pas. 
Si b[3] = 0, la loi d’algebre est l’algbbre unitaire nulle. Elle se perturbe facilement 
en une loi d’algebre avec deux idempotents. Par exemple en posant 
mu[x[2], x[2]] = eps x[2]. 
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Conclusion. Les deux lois d’algebres se perturbent sur des lois d’algebres avec deux 
idempotents. Par consequent, elles sont dans des composantes deja definies. Done, La 
varittt algebrique A lg, est formee de deux composantes irreductibles. C’est la reunion 
des adherences de la loi d’algbbre semi-simple a 3 idempotents et de la loi d’algebre 
(2.1). 
5.1.3. Calcul de quelques invariants 
loi d’algebre (2.2) 





Calcul de la dimension du 2bme groupe de cohomologie: 
Zn[351: DimBZ[x] 
Out[35] : 7 
Zn(36] : DimZ2[x] 
Out[36] : 7 
La dimension du deuxieme groupe de cohomologie de Hochschild est nulle. Par 
consequent, cette algebre est rigide. La dimension de son orbite est 7. 
Verification de la mttrisabilite: 
In (3 7] : metris[ ] 
Out[37] : 
cf[L21 - fP,21, -f[L4 + fP,2l,f[L31 - .m,31, 
-m 31, m 31, -m 31 + m 31,~f[3,31, f[3,31) 
On rappelle que f[i,j] correspond i l’entree (i,j) de la matrice symetrique et que 
le systeme polynomial traduit la condition d’invariance. On rentre les solutions puis- 
qu’elles sont tvidentes. 
Zn[38] : f [1,2]:=f [2,2]; f [2,3]:=0; f [1,3]:=0; f [3,3]:=0; 
Zn[39] : metris[ 1 
Out[39] : { } 
Zn(40] : matf[ ] 
Out[40] : 
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Cette matrice n’ttant pas de rang 3, la loi d’algebre (2.2) n’est done pas metrisable. 
Le caractere de degenerescence de la matrice s’il n’est pas evident peut etre determine 
en calculant le determinant d’une telle matrice. 





Calcul de la dimension du 2eme groupe de cohomologie: 
In[42/ : DimBZ[x] 
Out[42] : 8 
In[43] : DimZ2[x] 
Out[43 / : 9 
La dimension du deuxieme groupe de cohomologie de Hochschild est 1. Ceci permet 
d’affirmer que Les lois d’algebres (2.2) et (2.1) ne sont pas isomorphes car pour (2.2) 
le deuxieme groupe de cohomologie est trivial. 
Verification de la metrisabilite: 
In[44/ : metris[ ] 
Out[44 / 
{.f[1>21 - f[‘L2l,-,fL21 +f[2,2l,-f[2,3l,f[2,31, 
-.f’]3~3l~f]3~311 
In[45/ : f(l,2]:=f [2,2]; f (2,3]:=0; f [3,3]:=0; 
Zn[46] : metris[ 1 
Out[46] : { } 
Zn/47/ : matf [ ] 
Out(47]. 
La loi d’algebre (2.1) est metrisable. 11 suffit de prendre par exemple f [ 1, l] 
=,f’[2,2]=f[1,3]= 1. 
5.2. Composantes irrkductibles de N3 
On pro&de comme pour AZg3. On considbre les trois cas du nilindice. Si le nilindice 
est 3, il n’y a qu’une seule loi d’algebre nilpotente qui determine une premiere com- 
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posante irrkductible. Elle est donnk dans la base X,X2,X3 par mu[X,Xj] =X’+J si 
i + j < 4. On examine dans la suite les cas oh le nilindice est 2 ou 1. 
5.2.1. Nilindice 2 






mu[x[2],x[3]]=Sum[b[i] x ,{i,n}]; 
mu[x[3],x[l]]=Sum[c[i] x[i],{i,n}]; 
mu[x[3],x[2]]=Sum[d[i] x ,{i,n}]; 
mu[x[3],x[3]]=Sum[g[i] x( ,{i,n} 
Zrz(2/ : assoc[ 1; 
L’ensemble des relations d’associativitt donne les solutions kvidentes suivantes: 
h[3]: b[3J=0; d[3]=@ b[l]=O; a[3]=0; d[l]=O; c[3]=0; c[l]=a[l]; 
d[2]=a[l]; b[2]=a[l]; 
In[4/ : Print[Factor[REL=assoc[ I]]; 
outr41: {(-a* +C*kIl,al(al - 93),al(-al +93), 
-2ala2 + Yl +a2S3,2alc2 - 91 - c2g3) 
In[5] : Print[NREL=nil[3]] 
outr51: {&w +glY3,C*gl fQY2 fg2g3) 
In[6] : g[3]=0; a(l]=O; g[l]=O; 
In[7] : {assoc[ ],nil(3]} 
OutPI: {{IT 01 
Zr@?j : mu[base] 
O&(8] :x1 * xl = x2 
XI *x3 = u2x2 
x3 *xl = c*x* 
x3 *x3 = g2x2 
Cette famille de lois d’algbbres vtrifie les conditions d’associativitb et de nilpotence. 
Si les trois paramktres sont nuls cette loi d’algkbre se perturbe en une loi d’algibre 
de nilindice 3 en posant mu[x[i],x[j]] = epsx[i + j] si i + j = 3. Sinon cette famille 
d&ermine une deuxikme composante irrkductible. 
5.2.2. Nilindice I 
On considkre les deux bases suivantes 
(1) basel={x[l],x[2],x[3]=x[1].x[2]}. 
(2) base2={x[l],x[2],~[3]} avec x[l].x[2] d&pendant de x[l] et x[2]. 






mu[x[2],x[2]]=Sum[b[i] x ,{i,n}J; 
mu[xl2],x[3]]=Sum[c[i] x[i],{i,n}]; 
mu[x[3],x[3]]=Sum[d[i] x ,{i,n}l; 
mu[x[3],x[l]]=Sum[e[i] x[i],{i,n}]; 
muIxPl,xI211=SumIglil xIil,{i,n}l; 
Zn[ZO] : REL=Factor[assoc[ ]]
Out[ZO] : 
{alh,al(al -b2),C3(-b2 +C3),b2 -y3,(62 -93)93, 
U3(U1 - b2 +c3),-U1 fc3 - U3g3,) 
Zn[ll] : d[l]:=0; d[2]:=0; ejl]:=O; e[2]:=0; g[l]:=O; g[2]:=0; 
a(21:=0; e(3]:=0; c[l]:=O; c[2]:=0; d[3]:=0; 
Zn[12/ : NREL=nil[2] 
Ouf(121: {h,hh) 




Out[15] .‘XI * x2 = x3 
X2 *Xl = U2X3 
In[16]: nil(A x(1]+ B x[Z]+C x[3],2] 
Out[16] : (0) 
La dernikre instruction permet de vtrifier que tout Cltment dans l’algbbre est de 
nilindice 1. 
Dans la suite on perturbe la famille prtcCdente en une algtbre de nilindice 2. 
Zn[Z 71: mu[x[l],x[l]]=eps x[3]; 
Znn(Z8] : assoc[ 1 
Out(8 : {} 
Base2. On retrouve la loi d’algebre nulle qui se perturbe sur n’importe quelle loi 
d’algkbre. 
Conchsion. La variktt N3 est form&e de deux composantes irriductibles, la premikre 
est don&e par la loi d’algkbre de nilindice 3 et la deuxikme composante est dCtermin&e 
par la famille d’algkbre de nilindice 2. 
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6. Annexe: le paquetage “alas” 
On prirsente ici les procCdures de calcul regroup&es dans un paquetage. 
BeginPackage[“ALAS‘“] 
SetBase[x_ymbol]:=base=Array[x, n]; 







61.1. Un &+nent v Plev& h la puissance I 
mu[v_,l]:=v; 
6.1.2. Un Pigment v PIeve ri la puissance k
mu[v_,k-Integer?((#> l)&)]:=Module[{i,p}, 
p=l; 




muij=Simplify[mu[b[[i]],b[[j]]] /. lr]; 
If[( !NumberQ[#] (1 #! = O)&[muij] 
Print[b[[i]],“*“, b[[j]], “=“, Collect[Expand[muij], b]] ] ] ] 1; 
6.2. Conditions d’associativitt 
assoc[i_Integer, j-Integer, k_Integer]:=Module[{prodl, prod2, lrel}, 
prod1 = mu[mu[base[[i]], base[[j]]], base[[k]]]; 
prod2 = mu[base[[i]], mu[base[[j]], base[[k]]]]; 
he1 = Expand[Flatten[CoefficientList[prod2 - prod1 , base]]]; 
ordena[Union[Select[lrel, (!NumberQ[#]II #! = O)&]]]] 
assoc[]:=Module[{lrel,i,j,k}, 
lrel= {}; For[i=l, i<=n, i++, For[j=l, j <=n, j++, 
For[k=l, k<=n, k++, 
rel = ordena[Union[lrel, assoc[i,j,k]]]; ] ] 1; lrel ] 
6.3. Conditions de nilpotence 
nil[k_Integer]:=Module[{lrel,i}, lrel={}; 
For[i=l, i <=n, if+, lrel=Union[lrel, nil[base[[i]], k]]]; lrel ] 
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nil[i_Integer, k_Integer]:=nil[base[[i]], k]; 
nil[v_,k-Integer]:=Module[{lrel},lrel={}, 
Expand[Flatten[CoefficientList[mu[v,k], base]]]; 
ordena[Union[Select[lrel, (!NumberQ[#]]l #! = 0)&l]]] 
6.4. Changement de base: kriture de la loi dans une nouvelle base 
ChangeBase[cb_List, x-:x, y_:y, le_:{}]:=Module[{lx, ly, i, j, ecb, temp}, 
lx = Table[x[i], i, 1, n]; ly = Table[y[i], i, 1, n]; ecb=cb; 
If[Length[cb] <n, y[x] First[Solve[ecb, ly]]; 
For[i = 1, i <= n, i++, temp=ReplaceAll[y[i], y[x]] ; 
If[temp == y[i], ecb = Union[y[i]==x[i], ecb]] ] 1; 
ecb = Union[cb, le]; x[y] = First[Solve[ecb, lx]]; 
y[x] = First[Solve[ecb, ly]]; For[i = 1, i < = n, i++, 
For[j = 1, j <= n, j++, temp = mu[y[il /. y[xl, y[jl /. y[xl, xl; 
mu[ybl, y[jll = CollecWxpamWemp /. x[yll, 1~1;  1 1 
6.5. Prokdures utiles 
ordena[l-List]:=Sort[l, menor] 
menor[x_,y_]:=size[x] < =size[y] 
size[x_]:=Module[{},Switch[Head[x],Plus,Retum[lOOO~Length[x]], 







If [Length[lv] > 0, v=lv[ [ l]]; 
rs=Flatten[Solve[ecx==O, v]][[l]]; Set[Evaluate[rs[[l]]], rs[[2]]] ] ] 
6.6. Calcul de la dimension de I’espace des 2-cobords de Hochschild 
DimBZ[b_:x]:=Module[{A, a, i, j, f, Df, baseB}, 
baseB=Array[b, {n}]; A=Array[a, {n,n}]; 
f[v_]:=Coord[v,b] A . baseB; 
Df[ilnteger, j_Integer]:=mu[f[b[i]], b[j]] + mu[b[i], f[b[j]]] - f[mu[b[i], b[j]]]; 
For[i=l, i < =n, i++, For[j=l, j <=n, j++, Map[Desp, Coord[Df[i,j]]] ] 1; 
n^2-Length[Flatten[Variables[A]]]] 
6.7. Calcul de la dimension de I’espace des 2-cocycles de Hochschild 
DimZZ[b_:x]:=Module[{A, TA, a, i, j, k, f, Df, baseB}, 
A=Array[a, {n,n,n}]; baseB=Array[b, n]; TA=Transpose[A, { 1,3,2}]; 
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f[u_,v_]:=Coord[u,b].TA.Coord[v,b].baseB; 
Df[i_Integer, j-Integer, k_Integer]:=mu[f[b[i], b[j]], b[k]] - mu[b[i], f[b[j],b[k]]] 
+f[mu[b[i], b[jll, b[kll - f[b[il, mu[b[.il, Will; 
For[i=l, i<=n, i++, For[j=l, j<=n, j-t+, 
For[k=l, k<=n, k++, Map[Desp, Coord[Df[i,j,k]]] ] ] 1; 
Length[Flatten[Variables[A]]] 1; 




initbil[ ]:=Module[{i,j}, Array[f,{n,n}]; 
For[i=l,i < =n,i++, For[j=i,j < =n,j++, 
fbb[x[il,x[jll=fb,jl; f[j,il=fLjl; ~[~[jll~~~ll=f[j,~lll; 1 
6.9. Conditions d’invariance 
metris[iLInteger, j-Integer, k_Integer]:=Module[{prodl, prod2, lrel}, 
prodl=fb[mu[base[[i]], base[[j]]], base[[k]]]; 
prod2=fb[base[[i]], mu[base[[j]], base[[k]]]]; 
lrel=Expand[Flatten[CoefficientList[prod2 - prodl, base]]]; 
ordena[Union[Select[lrel, (!NumberQ[#]Il#! = 0)&l]]] 
metris[ ]:=Module[{lrel,i,j,k}, 
initbil[ 1; lrel ={}; 
For[i=l, i<=n, i++, For[j=l, j <=n,j++, 
For[k=l, k< =n, kf+, lrel=Union[lrel, metris[i,j,k]]; ] ] 1; he1 ] 
6.10. Afichage de la matrice de la jbrme bilin&aire symetrique invariante 
matf[]:=Module[{i,j}, Print[MatrixForm[Table[f[i,j],{i,n},{j,n}]]]] 
End[ 1; EndPackage[ ] 
Remerciements 
Je tiens ci remercier les rapporteurs pour leurs remargues constructives. 
[I] R. Caries, Rigiditt de la variitt des algkbres de Lie et composantes irrtductibles C.R.A.Sc Paris t 286 
(1978) 1223-1226. 
[2] F. Diener, G. Reeb, Analyse Non Standard, Hermann, Paris. 
[3] P. Gabriel, Finite reprkentation type is open, Lecture Notes in Maths, vol. 488, Springer, Berlin, 1974. 
[4] M. Gerstenhaber, On the deformations of rings and algebras, Ann. Math. 79, 84, 88 (1964,1966,1968). 
A. Makhloufl Theoretical Computer Science 187 (1997) 123-145 145 
[5] M. Goze, Perturbations of Lie algebras structures, NATO Adv. Sci. Inst. Serie C 297 (1988). 
[6] M. Goze, A. Makhlouf, Calcul de la cohomologie de Chevalley d’une algebre de Lie, Publication de 
I’IREM de Strasbourg, 1988. 
[7] M. Goze, A. Makhlouf, On the rigid complex algebras, Comm. Algebra 18 (1990). 
[S] R. Lutz, M. Goze, NonStandard Analysis, A pratical guide with applications, Lecture Notes in Math, 
vol. 881 (Springer, Berlin, 1981). 
[9] A. Makhlouf, Irreducible components of nilpotent associative algebras, Rev. Matematica de la 
Universidad Complutense Madrid 6 (1) (1993). 
[IO] A. Makhlouf, M. Goze, Classification of rigid associative algebras in low dimensions, Dans lois 
d’algtbres et anneaux Collec. Travaux en tours Hermann, 1996. 
[I I] G. Mazzola, The algebraic and geometric classification of associative algebras of dimension five, 
Manuscripta math. 27 (1979). 
[12] Mumford, Introduction to Algebraic Geometry, Red book Harvard Preprint. 
[ 131 G. Valeiras Reina, Sobre las componentes irreducibles de la variedad de leyes de algebra de Lie 
nilpotentes complejas de dimension 8, These Universite de Seville, 1991. 
[I41 S. Wolfram, Mathematics: a system for doing mathematics by computer, Addison-Wesley, Reading MA, 
xxxx. 
