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Although urban models have been individually evaluated in numerous studies, it is not possible 
to objectively compare the performance between models in general as the level of optimisation 
during each model study is often not published. Also observational datasets are often of short 
duration and hence the schemes have not necessarily been tested over a seasonal cycle. The first 
urban model comparison project was designed to address both of these issues. 
 
Results from the comparison show that multiple reflections of shortwave radiation within street 
canyons, the reduction in the amount of visible sky from within the canyon (which impacts on 
the net long-wave radiation), the contrast in surface temperatures between building roofs and 
street canyons, and evaporation from vegetation are the dominant physical processes that govern 
the turbulent sensible and latent heat flux exchange between an urban surface and the 
atmospheric boundary layer. Hence models that use an appropriate bulk albedo, represent 
building roof surfaces separately from street canyons and include a representation of vegetation 
demonstrate the most skill. So models need to include these characteristics, but further 
complexity does not add to the skill of the model at the main study site used for the comparison, 
for minimizing errors in the turbulent sensible and latent heat fluxes. Furthermore, these models 
require parameter information on the bulk albedo, the height to width ratio of the building and 
the roof to impervious surface fraction, and plan area vegetation fraction. 
 
Urban models that contributed to the comparison are able to capture the seasonal cycle and the 
observed trends in the fluxes with respect to atmospheric forcing. However, initial conditions of 
soil moisture are critical because of the importance of evaporation from vegetation. 
 
Including the anthropogenic heat flux in the urban surface energy balance can give improved 
simulations, but the signal is small in the results for the comparison because of the small 
magnitude of the heat flux itself. Larger impacts are anticipated for urban environments with 
larger anthropogenic heat fluxes. Anthropogenic water sources from irrigation and street 
cleaning also have a critical impact on the surface energy balance, and it can be assumed that 
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The majority of the World’s population now lives in urban areas, and this is set to increase to 
almost 70% by 2050 (World Urbanization Prospects, 2009). This means that there is a growing 
requirement to provide accurate weather information for the urban environment to inform and 
protect these inhabitants. The dispersion of pollutants within the city, that are generated by the 
human activities such as transportation and heating, need to be accurately predicted to reduce 
the impact on the health of the urban dwellers. In addition, the impacts of climate change on 
these urban environments are not well known, yet it is important to understand these impacts in 
order to adapt to any changes in the climatic conditions by future design and use of technology. 
Recent flooding events in cities (e.g., Neal et al., 2009, Coulthard and Frostick, 2010) have 
highlighted the need to understand not only the effects of heat and momentum within these 
environments, but also the impact of the water cycle. 
 
From a global perspective, the build environment makes up only a small percentage of the land 
surface. Traditionally with the numerical models used for weather forecasting and climate 
prediction, cities are a sub-grid-scale feature of the land cover and are hence not resolved. This 
means that the land surface schemes used within these models have neglected the impact of both 
the urban areas on the atmospheric evolution, and the change in meteorological conditions 
within the city compared to the surrounding rural areas (e.g., Viterbo and Beljaars, 1995, Chen 
et al., 1996, Polcher et al., 1996). However, modern advances in computing power have enabled 
the resolution of these models to increase to the extent that cities are now being resolved in the 
high resolution limited area models, and even within the global models for some of the larger 
urban environments around the World (e.g., Best, 2006). 
 
The latest generation of land surface models have adopted the tile or mosaic approach to 
represent the heterogeneity of the land surface within a numerical grid-box (e.g., Avissar and 
Pielke, 1989, Koster and Suarez, 1992, Essery et al., 2003). This means that these schemes 
calculate the exchange of heat, moisture and momentum from a number of different surface 
types and blend these fluxes at a suitable height using a linear weighting that depends upon the 
fractional coverage for each land cover that constitutes the grid-box. As such, the models are 
capable of representing sub-grid-scale features such as cities. This has recently led to increasing 






Operational weather forecasts require not only a large amount of computing to complete the 
simulations, but also need to be delivered in a timely fashion. This means that any scientific 
development within the schemes that constitute the weather forecasting model are required to be 
computationally efficient, whilst retaining the required level of accuracy to be fit for purpose. 
Other applications such as climate change simulations may not have the same timeliness 
constraints in terms of delivering a forecast, but also need to be efficient due to the long 
timescales for the simulations. For both of these modelling applications, the main information 
exchange between the surface and the atmosphere are the fluxes of heat, moisture and 
momentum, with the land surface acting as a bottom boundary condition. However, the 
increased interest in weather and climate impacts has led to additional requirements for models 
that represent the state of the land surface, e.g., for flooding applications, or carbon exchanges 
and understanding of terrestrial carbon stores in vegetation and the soil. 
 
The complexity of the land surface schemes is also increasing as we develop our understanding 
of the importance of additional physical processes, such as the interaction of snow with tall 
vegetation (e.g., Essery et al., 2009) impacting on both the surface albedo and the timing of 
snowmelt, the interaction between soil moisture, vegetation and the surface fluxes of heat and 
moisture (e.g., Henderson-Sellers 1996, Schlosser et al., 2000), and the role of vegetation in the 
global carbon cycle (e.g., Cox et al., 2000). Recent insights into the interactions between the 
land and the atmosphere have been achieved through satellite observations (e.g., Taylor et al., 
2011) and community experiments such as GLACE (The Global Land-Atmosphere Coupling 
Experiment, Koster et al., 2006). These studies have shown that the land/atmosphere feedbacks 
are stronger in certain climatic regions that in others, but that available modelling systems do 
not agree on the strength of coupling for these regions. Hence it is important that an urban 
scheme has the right level of complexity to balance required accuracy with computational cost. 
 
1.2 Objectives of this research 
 
The objectives of the research undertaken are: 
 To identify the dominant physical processes that need to be represented within urban 
land surface schemes. 
 To establish the complexity and parameter requirements for an urban land surface 
scheme to be appropriate for applications within weather and climate simulations. 
 To find out if urban land surface schemes can represent the seasonal cycle of sensible 
and latent heat fluxes. 





the meteorological forcing  data. 
 To understand the sensitivity of the urban model performance to initial conditions in 
order to establish the decay timescale for initial errors that influence the model results. 
 To understand why initial results from the urban model comparison suggested that 
models that neglect the anthropogenic heat flux perform as well as models that include 
this term. 
 To assess if the JULES model can predict the correct partitioning of energy into 
sensible and latent heat for urban sites with varying vegetation fractions in land cover. 
 
Previous urban evaluation studies have been restricted to short-term observational datasets 
(Chapter 2), whereas in this study the performance of urban land surface models over a full 
seasonal cycle is investigated. This allows the impact of the level of complexity to be assessed 
at different times of the year when the angle of the sun, or additional warming due to human 
activities could be more influential. 
 
Initial results from the comparison showed some unexpected features, such as the importance of 
representing vegetation and that models that neglected the anthropogenic heat flux within the 
energy balance had a relatively good performance. Further investigation into these aspects are 
undertaken to explain the results for the anthropogenic heat flux by utilising one of the urban 
models that contributed to the comparison. In addition, the model is also used identify if such an 
urban model can reproduce the influence of vegetation on the urban surface energy balance over 
a range or urban sites with wide variation in the vegetation fraction. 
 
1.3 Structure of Thesis 
 
Given the influence of the surface on the local scale climate, the impact of the urban 
environment and how this differs from natural surfaces is considered first (Chapter 2). This 
details differences in the surface energy balance, including additional terms (anthropogenic heat 
flux). A brief history of urban model development and observational campaigns is also 
provided. 
 
The key data source for this work is the First International Urban Energy Balance Model 
Comparison (Grimmond et al., 2010, 2011), which included models with a wide range in 
complexity for various physical aspects of the urban surface energy balance. The motivation, 
main science goals,  and design of the urban model comparison are described in  Chapter 3. As 







To address the specific objectives (section 1.2) the thesis has five focussed chapters which 
address these. First an analysis for the seasonal performance of the models within the 
comparison is presented (Chapter 4
1
). This is the first time that a larger number (21) of urban 
land surface models have been evaluated over the seasonal cycle within a single study. Also, the 
phase errors within the model simulations are considered. 
 
Secondly, the impact of initial conditions on the performance of the models within the 
comparison are considered (Chapter 5
2
). Also addressed is the impact that atmospheric forcing 
has on model performance. 
 
Thirdly, an overview of the results from the comparison is presented with the aim of answering 
the main questions posed by the comparison (Chapter 6
3
). Some differences were found 
compared to the original studies (Grimmond et al., 2010, 2011, Best and Grimmond, 2013, 
Chapter 4) with respect to the ordering of importance for the physical processes that describe 
the urban surface energy balance.   
 
The remainder of the research is primarily concerned with one of the urban land surface models 
that took part in the comparison; the Joint UK Land Environment Simulator (JULES) model 
(Best et al., 2011, Appendix C
4
). This is used to investigate the impact of the anthropogenic  
heat flux (Chapter 7
5
), as in the comparison some models neglected the anthropogenic heat flux 
but were found to perform as well as those that included the term.  
 
As representing vegetation is important for urban areas (Grimmond et al., 2010, 2011, Best and 
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Grimmond, 2013, Chapter 4), JULES is used to investigate if it can represent the Bowen ratio 
for a number of urban observational datasets that vary in the fraction of vegetation cover within 




The final chapter (9) identifies the key contributions and conclusions of this research and 
recommendations for future research in terms of both observational campaigns and model 
developments. 
 
In order to have an atmospheric dataset that can be used to force the urban land models, gaps in 
the observational time series need to be filled. The gap filling of the atmospheric forcing data 
used for the comparison was not included within the work undertaken for this thesis. The 
conducting of the comparison itself was also not undertaken for this thesis, but for chapters 4-6 
all of the analysis and results form part of the contribution of this thesis, along with the 
authorship of the peer reviewed papers. For chapters 7 and 8, in addition to the analysis, results 
and authorship of the peer review papers,  the contribution of this thesis also includes the 
appropriate developments to the JULES land surface model and all of the model simulations. 
Also, for the data used in chapter 8, although most of the atmospheric forcing data had already 
been gap filled, any additional gap filling was a further contribution to the thesis. 
 
Three appendices provide additional work that complements the chapters of this thesis. 
Appendix A
7
 gives initial results from Phase 1 of the comparison, whilst Appendix B
8
 gives the 
initial results from Phase 2 of the comparison, which was for the main observational dataset. 
Finally Appendix C
4
 gives a description of the JULES model used in Chapters 6 and 7. 
  
                                                     
 
6 Status of chapter: Best, M.J., C.S.B. Grimmond, A. Christen (2015), Modelling the partitioning of turbulent fluxes 
at urban sites with varying vegetation cover, submitted to J. Hydrometeorol. 
7 This work has been published as: Grimmond, C.S.B., M. Blackett, M.J. Best, J. Barlow, J.-J. Baik, S.E. Belcher, 
S.I. Bohnenstengel, I. Calmet, F. Chen, A. Dandou, K. Fortuniak, M.L. Gouvea , R. Hamdi, M. Hendry, T. Kawai, Y. 
Kawamoto, H. Kondo, E.S. Krayenhoff, S.-H. Lee, T. Loridan, A. Martilli, V. Masson, S. Miao, K. Oleson, G. 
Pigeon, A. Porson, Y.-H. Ryu, F. Salamanca, L. Shashua-Bar, G.-J. Steeneveld, M. Trombou, J. Voogt, D. Young, N. 
Zhang (2010), The international urban energy balance models comparison project: first results from phase 1, J. Appl. 
Meteorol. Climatol., 49, 1268-1292, doi: 10.1175/2010JAMC2354.1. 
8 This work has been published as: Grimmond, C.S.B., M. Blackett, M.J. Best, J.-J. Baik, S.E. Belcher, J. Beringer, 
S.I. Bohnenstengel, I. Calmet, F. Chen, A. Coutts, A. Dandou, K. Fortuniak, M.L. Gouvea , R. Hamdi, M. Hendry, 
M. Kanda, T. Kawai, Y. Kawamoto, H. Kondo, E.S. Krayenhoff, S.-H. Lee, T. Loridan, A. Martilli, V. Masson, S. 
Miao, K. Oleson, R. Ooka, G. Pigeon, A. Porson, Y.-H. Ryu, F. Salamanca, G.-J. Steeneveld, M. Trombou, J. Voogt, 
D. Young, N. Zhang (2011), Initial results from phase 2 of the international urban energy balance model comparison, 





Chapter 2: The Urban Environment 
 
2.1 Surface energy balance 
 
The land surface has a large impact on the evolution of the near surface atmosphere from heat 
and moisture fluxes through turbulent exchange. The solar and longwave radiation that reaches 
the surface provides a source of energy for the turbulent heat and moisture fluxes (e.g., Garratt, 
1992), along with a proportion of the energy that is stored in the underlying soil. The turbulent 
fluxes of heat and moisture are driven by gradients, between the surface and the atmosphere, of 
temperature and moisture respectively, whereas the surface soil flux is driven by a temperature 
gradient between the surface and the underlying soil. This gives equations for each of the fluxes 
of the form: 
SKF          (2.1) 
where F is the flux, ΔS is the gradient in the state variable (e.g., temperature, specific humidity) 
and K is an effective conductivity. 
 
For the flux into the soil, the effective conductivity is the taken to be the thermal conductivity of 
the soil, which will depend upon the soil properties and the amount of moisture in the soil (e.g., 
Best et al., 2011). For the turbulent heat flux, the effective conductivity is determined by the 









        (2.2) 
where QH is the turbulent sensible heat flux, ρ is the density of air, cp is the specific heat of air at 
constant pressure (giving          the flux of heat), ΔT is the temperature gradient between the 
surface and a reference height in the atmospheric surface layer and    is the aerodynamic 
resistance. 
 
In general, the specific humidity of the surface is not known, so typically this is represented by 
assuming that the surface is saturated, and then introducing an additional resistance to the 
aerodynamic resistance to account for a surface that is not saturated (e.g., Best et al., 2011). 
Again this follows the analogy of electrical resistance where the two resistances have a linear 
sum to give the overall resistance to moisture transport. This surface resistance is then 
parameterised to represent the availability of water near the surface of the soil for bare soil 





removal of soil water at depth through transpiration. This approach has the benefit that the 
saturated specific humidity depends upon the surface temperature and hence the flux equation 











      (2.3) 
where QE is the turbulent latent heat flux, L is the latent heat of condensation of water at 0 
o
C, 
   is the specific humidity at the atmospheric reference height,          is the saturated 
specific humidity at the surface temperature and    is the surface resistance. 
 
To form a closed system, these flux equations are then combined with the surface energy 
balance equation (e.g., Garratt, 1992): 
GEH QQQQ 
*
       (2.4) 
where Q
*
 is the net all wave radiation and QG is the flux of energy into the soil. 
 
This equation is based upon the surface energy balance being determined over a flat plain. 
Whilst this is valid for surfaces such as bare soil, lakes or roads, other surfaces such as 
vegetation have a finite height. For these surfaces, the energy balance is actually determined 
over the volume that incorporates the surface type. This introduces an additional energy store 
for the air within this volume (∆QS) which accounts for the heating and cooling of the whole 
volume.  
 
For short vegetation, such as grasses, this surface volume is sufficiently small that the net 
storage heat flux is small compared to the other terms in the surface energy balance and hence it 
is often neglected . For taller vegetation, such as forests, the height of the vegetation can be tens 
of metres and the net storage heat flux can be a noticeable term within the surface energy 
balance. However, it is still sometimes neglected within surface energy balance models. 
 
For an urban environment, not only are the buildings tall enough for the air within the surface 
volume to become noticeable within the surface energy balance but, unlike vegetation, the 
elements themselves (i.e., the buildings) have a high thermal mass which dominates the heat 
storage within the volume. This means that the net storage heat flux is a large term within the 
surface energy balance and must be represented. 
 
Also, vegetation surfaces are usually assumed to be horizontally homogeneous with a 
sufficiently large fetch such that any transfer of energy due to heterogeneities, i.e., the advective 





that this is not generally the case for an urban environment. 
 
Advection in all environments is scale dependent. This term is difficult to quantify, but can be a 
substantial term within the energy balance equation for urban areas (e.g., Mestayer et al., 2005, 
Pigeon et al., 2007a). For meso-scale models the advection at the grid-scale is determined by the 
dynamical core of the model, but at the sub-grid-scale the advection is approximated through 
the choice of model parameters or neglected (e.g., Masson et al., 2002, Best et al., 2006). Urban 
observational experiments are often designed to minimise the advective flux (e.g., Grimmond 
and Oke, 1999a) so that this term can also be neglected (e.g., Coutts et al., 2007b). For example, 
an analysis by Steyn (1985) demonstrated that for a suburban site in Vancouver, Canada, the 
advection due to sea breezes was of the order of 2.5 W m
-2
 for all hours, but could be larger 
when individual time periods are considered (although no more than 16 W m
-2
 at its maximum). 
 
2.2 Urban/Rural differences in the energy balance 
 
There are a number of features for an urban surface that are substantially different from natural 
surfaces and lead to other adjustments in the surface flux and energy balance equations. The 
complex nature of the building elements within a city cause turbulent wakes that interact in 
various ways depending upon the spacing of the buildings (Oke, 1987). These wakes make 
adjustments to the atmospheric turbulence (Barlow et al., 2004, Harman et al., 2004a) that can 
increase the energy exchange between the surface and the atmosphere. In addition, the size and 
spacing of these roughness elements introduce a substantial roughness sub-layer and inertial 
sub-layer (e.g., Roth, 2000) which can be neglected for a rural surface.  
 
In addition, the standard logarithmic wind profile with height does not apply within the 
roughness sub-layer (e.g., Macdonald, 2000). Whilst this is often neglected over rural surfaces, 
this region is generally of interest within a city as it includes the roughness elements, i.e., the 
buildings. This means that the standard surface exchange turbulence equations, that utilise an 
effective roughness length for the surface, can not be used in this region and so other 
parameterisations for the wind profile have been developed (e.g., Macdonald, 2000, Coceal and 
Belcher, 2004, Di Sabatino et al., 2008). However, above the roughness sub-layer the 
logarithmic wind profile does still hold and the standard roughness length approach is still valid, 
but the roughness length is altered by the turbulent wakes (Harman et al., 2004a). 
 
To simplify the description of the built part of an urban area an urban canyon (Nunez and Oke, 





up of a number of facets. These include the roofs and walls of the buildings, and the road 
between the buildings, although some urban models also include natural surfaces such as 
vegetation and bare soil. Whilst the bare soil and vegetation parts of the land cover are able to 
sustain a flux of moisture into the atmosphere through the water held in the soil, these urban 
facets are typically assumed to be unable to access moisture apart from the period following 
precipitation. The store of soil moisture is detached through the impervious nature of these 
anthropogenic surfaces, whilst runoff of excess water at the surface feeds into the drainage 
systems that remove this moisture from the system. This means that the turbulent moisture 
fluxes from such surfaces are limited to periods during which the surface can retain a small 
amount of water on the surface itself, and the magnitude of this flux is limited by the size of this 
moisture store. 
 
Observational campaigns are rare in downtown areas of cities but more common in the more 
extensive residential areas (Loridan and Grimmond, 2012a). The latter can be used to 
investigate the impact of vegetation on the balance between turbulent heat fluxes. Grimmond 
and Oke (2002) showed how in general the Bowen ratio (turbulent sensible heat flux: turbulent 
latent heat flux) changes with increasing fraction of vegetation, based upon a number of 
observational campaigns. These observational studies demonstrate the importance of the 
moisture flux in the surface energy balance of urban areas and suggest that a representation of 
vegetation within urban models is important. 
 
Another significant difference between the urban surface and those of a natural environment is 
the ability to store energy within the material fabric through the conductive flux from the 
surface. Urban building materials can have high thermal capacities and hence store large 
amounts of energy (e.g., Oke, 1987). In addition, the increased area from the large surface 
elements also increases the capability of storing energy. For natural environments, vegetation 
has a much lower thermal capacity and is hence not able to store such large amounts of energy. 
A bare soil surface can have similar thermal capacities to some building materials (e.g., Oke, 
1987), but the smaller surface area and the diffusion of the energy to lower depths away from 
the surface change the thermal characteristics compared to the built environment. The stored 
energy in bare soils can be retained over longer periods of time and hence there is a lower 
response over the diurnal cycle.  
 
2.3 Anthropogenic sources of heat and moisture 
 





surface energy balance. This additional term is called the anthropogenic heat flux (QF). So the 
surface energy balance equation for an urban environment now becomes (Oke, 1988), 
 SEHAF QQQQQQ 
*
     (2.5) 
where ΔQS is the net storage heat flux from the surface volume, including both the urban fabric 
and the air within this volume. 
 
The activities that contribute to the anthropogenic heat flux include the energy used for winter 
heating or summer cooling of buildings, the energy released from transportation and the heat 
energy generated by the metabolism of humans themselves (e.g., Sailor, 2011). Grimmond 
(1992) showed a diurnal cycle of these three components to the anthropogenic heat flux for a 
suburban area of Vancouver. In this study, the heating of the buildings was the largest term with 
values as large as 9 W m
-2
 and had a double peak during the morning and evening/night. The 
heat released through the emissions of vehicles also showed a strong diurnal cycle with values 
between 4 – 6 W m-2 during the day, but decreasing to almost zero during the night. The heat 
released through human metabolism showed little diurnal cycle with values during the day 
constant at around 1 W m
-2
, but with almost a zero flux during the early hours of the morning. 
However, in the centre of some cities QF can be of the order of 100 W m
-2
 (e.g., Pigeon et al., 
2007b, Sailor, 2011) or larger. When determined at a very fine resolution, the local 
anthropogenic heat flux can even exceed solar forcing at certain locations and time of day. 
Ichinose et al. (1999) estimated that at 25 m grid resolution centred on large high-rise office 
buildings in Tokyo, the hourly energy consumption could be as large as 1590 W m
-2
 in the 
winter and more than 400 W m
-2
 during the summer daytime hours. 
 
This anthropogenic heat source can have both diurnal and seasonal variations (Sailor, 2011). 
The heating of buildings has a diurnal cycle that can be linked to the usage of the buildings. 
Office environments will have heating during winter days, but may not use as much energy 
during the evenings and night. Homes could be heated during the morning and evening, but may 
not be during the day if the inhabitants are located in a different place for work. Similarly, the 
energy released through transportation will have a diurnal cycle with peak values during the 
main commuter times of the working day (Sailor, 2011), whilst the location of the people in 
offices or at home will change the distribution of the metabolic heat source. The working 
behaviours of people will also determine a weekly cycle to the anthropogenic heat flux (Sailor, 
2011) where there is a working week and a weekend, due to the differing transportation and 
building heating requirements. 
 





environment. Cities that have cold winters are likely to have a larger energy consumption (and 
hence anthropogenic heat flux) during the winter months than during the warmer summers. 
However cities that have hot summers could have energy consumption that is dominated by 
summer cooling rather than the winter heating, provided that the socio-economic situation of the 
cities’ inhabitants enables this. Changes in local climate, possibly due to climate change, are 
starting to impact on the seasonal cycle of energy consumption (and hence anthropogenic heat 
flux) with the peak energy consumption moving from winter heating to summer cooling (e.g., 
POST, 2008) 
 
As well as the anthropogenic heat flux there is also an anthropogenic moisture flux. This 
typically takes two forms (Sailor, 2011). Air conditioning systems that remove heat from 
buildings can use evaporative cooling techniques, with a net impact of giving a source of 
moisture to the atmosphere. In addition, the combustion of hydrocarbon fuels, from either 
vehicles or heating systems, produce a source of moisture through chemical reactions. For 
instance, with vehicles, each litre of fuel burned can generate 0.9 to 1.0 kg of water vapour 
(Sailor, 2011). 
 
Whilst these anthropogenic moisture fluxes give a direct source into the atmosphere, more 
indirect moisture sources can also be supplied to the surface. This typically takes the form of 
irrigation of gardens and parks in dry climates, or during dry periods (e.g., Cleugh and Oke, 
1986, Grimmond et al., 1986, Grimmond, 1992), but there can also be other sources of 
anthropogenic moisture such as street cleaning (e.g., Oke et al., 1999). These sources of water 
can maintain a moisture flux that would otherwise be unsustainable, impacting on the other 
terms within the urban surface energy balance equation.  
 
The surface albedo for the net shortwave radiation can be changed from that of the material 
elements of the building fabric due to multiple reflections caused by the morphology of the 
urban environment. These multiple reflections have the impact of reducing the effective albedo 
and increasing the net solar radiation. However, the orientation of a street canyon and the height 
of the buildings can lead to the shading of parts of a facet, reducing the incident solar radiation. 
 
In addition to changes in the shortwave radiation compared to the rural surface energy balance, 
the tall urban structures can reduce the sky view factor (e.g., Lindberg and Grimmond, 2010). 
This has the impact of reducing the incoming shortwave and longwave radiation that originates 
from the atmospheric dome above the surface, and introduces a longwave component from the 
other urban facets that can be seen from the surface. This will increase the amount of incoming 





sometimes considered as decreasing the surface emissivity (e.g., Harman and Belcher, 2006). 
 
The increased surface area, due to the various facets of the urban morphology within the 
"surface" volume, also alters the nature of the area over which the surface energy balance is 
applied. All of these factors combine to give a complex and heterogeneous surface energy 
balance compared to the surrounding rural areas. 
 
2.4 Urban observational datasets 
 
The structure of cities is complex, even compared to surrounding rural areas. There are many 
physical processes that occur in urban areas, but it is not clear which are the dominant physical 
processes. Our basic understanding of urban environments is limited due to the many 
difficulties in collecting good quality observations. Compared to observational campaigns of 
surface fluxes in rural areas, there are a number of additional requirements for urban areas that 
have limited their number in comparison. For instance, finding suitable locations, power 
supplies and ensuring the security of the instruments themselves. The heterogeneous nature of 
the urban surface and the height of the roughness elements (i.e., the buildings) makes it 
important to ensure that the height of the observations are suitably above the roughness sub-
layer. This creates an additional requirement to site instruments on tall masts and often on the 
top of high buildings. In addition, it is important to understand the footprint of the observations, 
for which the source area model of Schmid (1994) is often used. 
 
These limitations resulted in few observational studies of surface fluxes within urban areas 
before the beginning of the 1990s. However during the period from 1990 to 1995 a number of 
campaigns were undertaken for North American cities (Grimmond and Oke, 1993, 1995, 1999a, 
Grimmond et al., 1996, King and Grimmond, 1997, Newton, 1999, Oke et al., 1999). These 
campaigns were typically of short duration, ranging from 7 to 57 days in length, and were all 
during the summer months with the exception of Mexico City (Oke et al., 1999) which has a 
sub-tropical climate. The implications are that all of these datasets were aligned to times of the 
year which climatologically are typically the lowest precipitation periods. With the exception of 
Vancouver (Grimmond and Oke, 1999a) there was just one observational site for each of the 
campaigns which limited the opportunity to investigate the differences between the built 
environment and its surroundings, or between high density down town areas and sub-urban 
locations. 
 





In addition to other North American cities such as Baltimore (Crawford et al., 2011) and 
Oklahoma (Grimmond et al., 2004b), there have been studies in Europe for Lodz (Offerle et al., 
2005a), Marseille (Grimmond et al., 2004a), Basel (Christen and Vogt, 2004), Helsinki (Vesala 
et al., 2008), in Africa for Ouagadougou (Offerle et al., 2005b), in Asia for Tokyo (Moriwaki 
and Kanda, 2004), and Australia for Preston, Melbourne (Coutts et al., 2007a, 2007b). Many of 
these campaigns have been for longer duration with a number of them covering a whole annual 
cycle (e.g., Baltimore, Helsinki, Lodz, Preston and Tokyo). In addition, some campaigns have 
considered a number of different sites within and surrounding the city (e.g., Basel and 
Oklahoma City), enabling a comparison between sites with differing urban densities. 
 
Typically not all of the components of the energy balance have been observed. It is difficult to 
observe the net storage heat flux and so it is often taken to be the residual of the surface energy 
balance, and hence includes the observational errors from all of the other fluxes. The net 
advective flux is also difficult to observe and is usually neglected, although attention is often 
given to the location of the site to minimise the advective flux.  
 
It is difficult to directly observe the anthropogenic heat flux, although a recent study by 
Kotthaus and Grimmond (2012) have attempted to calculate this term from eddy covariance 
measurements by detailed analysis of extreme values to identify micro-scale anthropogenic 
sources. Hence this term is often neglected, or derived from other information such as energy 
use statistics and vehicle surveys, using a method such as Sailor and Lu (2004). Similarly the 
anthropogenic moisture flux is not observed, with at most comments in the publications 
referring to irrigation (e.g., Grimmond and Oke, 1995, Grimmond et al., 1996) or street cleaning 
(e.g., Oke et al., 1999), or indeed irrigation bans (e.g., Grimmond and Oke, 1999a). 
 
For some of the observational datasets, especially the earlier datasets, radiation components 
were not measured at the observational site. In these situations typically the shortwave radiation 
information comes from other nearby sites (such as airports) whilst the longwave radiation 
components might be determined from empirical formulae (e.g., Prata 1996).  
 
2.5 Urban models 
 
With the increasing requirements for the representation of urban areas within atmospheric 
numerical models, there are a number of urban surface schemes that have been developed in 
recent years (e.g., Myrup, 1969, Ackerman, 1977, Carson and Boland, 1978, Grimmond and 





Fortuniak et al., 2004, Best, 2005, Dandou, 2005, Kondo et al., 2005, Dupont and Mestayer, 
2006, Krayenhoff and Voogt, 2007, Lee and Park, 2008, Oleson et al., 2008a). These models 
vary in their degree of complexity by including a different number of physical processes from 
within the urban environment. However, increased complexity always comes at a cost. In this 
case that cost is in computational requirements and also in the parameter and data requirements. 
For operational forecasting, the weather information required by customers can not be delivered 
late, and so the length of the numerical model simulations is critical. Hence the computational 
cost of every aspect of the modelling system needs to be minimised, whilst retaining accuracy. 
For global applications, the requirement of parameter information for all cities that might be 
represented around the world can make it difficult for some complex schemes to be practical for 
such applications, although Masson et al. (2003) and Jackson et al. (2010) have tried to develop 
a database that has this capability. Hence there is a requirement to understand how all of the 
currently available urban schemes perform in real situations and to assess how much of the 
complexity of these models is required for the various applications within numerical 
atmospheric modelling. 
 
The design of many urban models is based upon the street canyon as the basic modelling unit 
(e.g., Masson, 2000, Martilli et al., 2002, Kondo et al., 2005, Kawamoto and Ooka, 2006, 
Krayenhoff and Voogt, 2007, Oleson et al., 2008a, Ryu et al., 2009). As such, urban models 
often neglect vegetation, or indeed do not include any moisture source at all (Fortuniak, 2003, 
Kondo et al., 2005, Krayenhoff and Voogt, 2007). Some modelling studies have coupled such 
urban schemes to dry boundary layer models to study feedbacks, explicitly neglecting the 
influence of moisture in the feedback processes (e.g. Harman and Belcher, 2006). However, 
there are some urban schemes that have been coupled to a more traditional land surface model 
in order to include a representation of vegetation (e.g., Lemonsu et al., 2004, Chen et al., 2011), 
whilst others explicitly include vegetation within the urban scheme, either through the tile 
approach (e.g., Best, 2005, Dupont and Mestayer, 2006), or integrated into the urban energy 
balance (e.g., Grimmond and Oke, 1991, Grimmond and Oke, 2002, Kawamoto and Ooka, 
2006, Lee and Park, 2008, Oleson et al., 2008a). 
 
Additional complexity within the models is often introduced to include physical parts of the 
system which have been either neglected, or simplified to a set of parameters. However, the 
introduction of the new physical features will inevitably introduce a new range of parameters, 
resulting often in an increase in their total number. These new parameters are often linked to 
specific parts of the physical system, for example the properties of the building materials (e.g., 
Krayenhoff and Voogt, 2007). Whilst it is possible to obtain such parameters for a particular 





in creating the applicable parameter sets required for global modelling. 
 
The limited availability of good quality observations within cities, the heterogeneous nature of 
cities from different parts of the World, or even within a city itself, and the many physical 
processes have made it difficult for the urban modelling community to assess which processes 
their models should capture. Without knowing which are the dominant processes, it is not 
possible to identify which processes are of second order and can be neglected for certain 
applications. 
 
There have now been numerous comparisons between urban schemes and observational datasets 
(e.g., Grimmond and Oke, 2002, Masson et al., 2002, Best et al., 2006, Dupont and Mestayer, 
2006, Hamdi and Schayes, 2007, Krayenhoff and Voogt, 2007, Kawai et al., 2009, Porson et al., 
2009, Loridan et al., 2010, 2011) to assess the accuracy of the numerical urban models, with 
some studies using the same observational datasets (e.g., Grimmond and Oke, 2002, Masson et 
al., 2002, Best et al., 2006, Krayenhoff and Voogt, 2007). Typically the literature shows how 
the analyses have been used to improve the performance of the urban models, but do not 
necessarily accurately describe the initial behaviour of the model without any parameter 
calibration or adjustments.  
 
However, most of the datasets are of short duration due to the complexities of observational 
campaigns in such environments and typically only cover periods of weeks (e.g., Grimmond et 
al., 1996, Oke et al., 1999, Voogt and Grimmond, 2000, Grimmond et al., 2004a, Mestayer et 
al., 2005, Offerle et al., 2005b, Newton et al., 2007). This means that the majority of 
observational campaigns have concentrated on summer periods, when the urban heat island is 
expected to be at its most intense. This has limited our understanding of the behaviour and the 




There are many aspects of the urban surface that differ from rural areas due to human influences 
and hence impact on the surface energy balance. This includes impervious materials used to 
construct buildings and roads that alter the water retaining capabilities at the surface and the 
potential for stored energy through thermal mass. Whilst vegetation can often be considered to 
be homogeneous to a certain extent, differences in the buildings within a city mean that the 
urban environment is very heterogeneous. This has an additional impact when considering the 






Human activities also contribute to additional sources of energy through heating of buildings 
and vehicular transport, which should be considered in both interpreting observations and 
modelling. The additional sources are not limited to heat and energy, but can also include 
moisture sources such as irrigation or street cleaning. Availability of water has a critical impact 
on the surface energy balance, and hence cannot be ignored. However, these human activities 
are dominated by socio-economic factors as much as physical condition. 
 
The development of urban models has been slower than that for rural surfaces because of the 
availability of good quality observational datasets. There are many factors that make 
observational campaigns more challenging in urban environments and until relatively recently 
these restrictions have limited observational datasets to short durations.  
 
The implications of few observational datasets are that it has been difficult to assess the 
performance of urban models. Many models have been developed over the last couple of 
decades, with more recent models often adding new features that were not represented in 
previous models. This has added to the increase in complexity of these models, but the necessity 
of these additional features to enable a good simulation of the urban environment has not 








Chapter 3: The First International Urban Model Comparison  
(PILPS-Urban) 
 
3.1 Comparison Design 
 
In order to obtain unbiased, objective conclusions about the level of complexity required for a 
model to accurately represent the energy exchanges for an urban area, the first international 
urban model comparison was designed and implemented. This project followed the processes 
established with the series of successful comparison studies under the Project for 
Intercomparison of Land-surface Parameterization Schemes (PILPS) (Henderson-Sellers et al., 
1993, 2003). It received the support of the World Meteorological Organisation (WMO) and the 
Global Land Atmosphere System Study (GLASS) panel under the Global Energy and Water 
cycle Exchanges project (GEWEX). 
 
The goal of the comparison was to answer the following questions: 
1. What are the dominant physical processes controlling the urban surface energy balance? 
2. What level of complexity is required from an urban model to be fit for purpose? 
3. What are the parameter requirements for such a model and can they be determined? 
 
To address these, the comparison was designed to investigate the simulation of various terms 
within the surface energy balance, in a controlled manner that enables comparable evaluation of 
the models. An overview of the motivation, design and goals of the comparison are given in 
Grimmond et al. (2009). The atmospheric forcing data for a single site was provided and for 
each model the user was required to return a number of essential fluxes (Table 3.1), along with 
the parameter information used in the simulations. Additional desirable fluxes were also 
requested if available. 
 
The requirements for the evaluation data set were: 
 The dataset needed to be at least twelve months in length, to ensure that the seasonal cycle 
of the model results could be assessed.  
 The atmospheric forcing data required to run the models (Table 3.2), and the surface flux 
data required to evaluate the models (Table 3.1), needed to be available.  
 The dataset must not have previously been used for model evaluation; so no user could have 






A wide selection of models participated in the comparison with differences in complexity and 
biophysical processes represented. By combining the models with similar levels of complexity 
for a number of physical processes, it is possible to compare the relative performance of the 
groups. From this, for each process, the levels of complexity required for a model to perform 
well in simulations can be identified.  Eight categories (shown if Fig. 3.1) were identified for the 
comparison to represent the possible dominant physical processes, related to the way in which:  
a) vegetation is represented; 
b) anthropogenic heat flux is represented; 
c) anthropogenic heat flux varies, either diurnally or seasonally, or not; 
d) morphology of the urban area is characterised within the model; 
e) facets and orientation of these facets are included; 
f) number of solar reflections; 
g) number of facets with a distinct albedo; 
h) net storage heat flux is calculated. 
 
Within each category there is a range of approaches from the simplest representation (e.g. 
neglects the process or uses a bulk approach) to the most complex representation. Each 
modelling group were asked to report the level of complexity in their model for each of the 
categories and this information is used to place the models into a number of classes from 
simplest to most complex (shown in Fig. 3.1). By assessing the skill of each cohort it is possible 
to identify what physical processes have little impact on the model results and which have the 
largest impact. From this analysis the dominant biophysical processes on the urban energy 
balance can be identified, hence answering the first of the questions. 
 
By comparing the performance of each group of models over the various complexity classes, we 
can identify the level of complexity required to model the dominant physical processes. Given a 
particular modelling requirement, this will enable assessment of the level of complexity 
required for a model to be fit for this purpose. This addresses the second question.  
 
To assess the impact of the parameter requirements, the study had multiple stages. In the first 
stage, no information about the site was released to the participants, beyond that it was urban. 
The site for these purposes was termed ‘Alpha’. The results represent the performance of the 
models given no specific parameter information.  
 
At the second stage the fraction of the site surroundings that was built and vegetated was 
provided. Given that a large number of models use a tile scheme this enables the appropriate 





determined globally from satellites. 
 
At the third stage, morphology data were provided (e.g., height to width ratio) which enables the 
various facets to be correct. This information is generally unavailable on a global scale, but 
could be determined using some basic assumptions and empirical relations (e.g., Bohnenstengel 
et al., 2011) 
 
At the fourth stage the site location and all information about the site was provided. This 
included the information about building materials so participants could set up their models with 
the most appropriate settings. As such, we would expect the results from this stage to be the 
most accurate thus far. 
 
For the final stage, the participants were given the fluxes used for the evaluation of the models. 
This enabled the modelling groups to optimise their models in order to minimise the errors in 
combinations of the fluxes. On completion of this stage, each participant was asked to return the 
new set of simulated fluxes along with the changes in the parameter values used for the 
optimisation. Analysis of the changes in these parameters enables the identification of 
limitations of the modelling systems through the use of parameter values that are either set 
outside of the observational range, or set to pre-defined limits for the parameters. This stage of 
the experiment took significantly more resources to complete compared to the previous stages, 
and as such, only a small number of participants returned results for this stage of the 
comparison. Due to the smaller number of models, analyses of the results have not been pursued 
to date. 
 
Assessing the relative performance of the models at each stage, and taking into account the 
changes in information available, enables the influence of the parameters on the behaviour of 
the model to be determined. Hence, it is possible to identify which parameter information lead 
to a marked improvement in performance. This can be used to answer the third question.  By 
studying what information is most influential, it is possible to assess if this is available either 
locally or globally, hence answering if the required parameter information can be determined. 
 
If particular parameter information is identified as critical for the accurate representation of the 
urban energy balance, but this information is currently unavailable, it is possible to identify an 
essential observational requirement for the modelling community. Hence an additional goal of 
the model comparison experiment was to advise the observational community of the critical 
parameters required to represent urban environments. Although this information is not typically 





future observational campaigns to address the modelling community needs and hence ensure 
that the collected data have maximum benefit to the research community. 
 
As with all model comparisons, it is difficult to ensure that all participants adhere to the 
experiment protocol (Henderson-Sellers and Pitman, personal comm.). To ensure maximum 
quality of the results in the main part of the comparison, a second site was used to obtain initial 
results from participants. The main focus of this phase was to ensure that the data returned met 
with the specifications of the comparison protocol. The site chosen was for a known location, a 
light industrial site in Vancouver (Grimmond and Oke, 2002), identified as VL92. This dataset 
provides the opportunity to assess the models at a second site, making the results from the 
comparison more robust. 
 
Full information about the VL92 site was available to the participants as some modelling groups 
had already used these data to evaluate their models (e.g., Masson et al., 2002, Best et al., 2006, 
Oleson et al., 2008a). Hence all modelling groups were able to develop/evaluate their models 
with these data. Thus, the VL92 results can not be used to assess the impact of parameter 
information, but can be used to identify the dominant physical processes and level of 
complexity required for the models to be fit for purpose. As this dataset covered only a short 
period it was not possible to assess the seasonal performance. 
 
3.2 The VL92 dataset 
 
The Phase 1 site was a light industrial area in Vancouver, Canada. The site consisted of one- 
and two-storey warehouse structures with virtually no vegetation (Grimmond and Oke, 1999a), 
and can be characterised by the Urban Terrain Zones (UTZ) of Ellefsen (1985) as Do4. The 
mean building height was 5.8 m ± 0.1 m, the mean height of the trees 8.6 m ± 0.2 m, which 
gave a mean height for the roughness elements of 6.0 m ± 0.2 m averaged on plan area and 6.7 
m ± 0.1 m averaged on frontal area (Grimmond and Oke, 1999b). The observation period was 
from the 10
th
 August 1992 to the 25
th
 August 1992 (day of year: 223 – 238). 
 
Geographic Information Systems (GIS) which contain the surface descriptors were developed 
from areal photographs and field surveys at the site, following the procedures defined in 
Grimmond and Souch (1994) and Grimmond (1996). The source areas for the hourly measured 
convective fluxes were determined using the Flux Source Area Model (FSAM) of Schmid 
(1994). The source areas were calculated assuming a non-dimensional height zref/z0 = 33 (where 





neutral stability (zref/L = -0.04, where L is the Obukhov length) and a lateral turbulence 
parameter συ/u* = 1.9 (where συ is the horizontal crosswind standard deviation of the wind 
fluctuations and u* is the friction velocity). The source areas contributing to 90% of the 
concentration of the flux were used for the calculations. This analysis determined area surface 
cover fractions of 4% for vegetation, 32% for impervious ground, 37% roofs and 27% walls.  
 
At the observational site, the instruments were mounted on tall towers to ensure that the 
measurements were within the constant flux layer of the urban boundary layer. This means that 
the measurements are representative of the local-scale with horizontal length scales of 10
2
 – 104 
m (Grimmond and Oke, 1999a). The net all-wave radiation was measured using either a 
Swissteco or REBS net pyrradiometer. Vertical wind velocity fluctuations were measured using 
a Campbell Scientific Inc (CSI) one-dimensional sonic anemometer and used, along with a fine 
wire thermocouple system for temperature fluctuations and a CSI krypton hygrometer for 
absolute humidity fluctuations, to determine turbulent sensible and latent heat fluxes using the 
eddy correlation method. These fast response instruments were mounted less than 0.15 m apart 
and the fluctuations were sampled at 5 or 10 Hz and the covariances were averaged over 15 
minute periods. Flux corrections were made for oxygen absorption and air density, but no 
corrections were applied for frequency response or spatial separation of the sensors. 
 
The storage heat flux was determined from the residual of the basic surface energy balance 
equation: 
 EHS QQQQ 
*
      (3.1) 
This means that all observational errors in the other fluxes are accumulated into the net storage 
heat flux. For all of the fluxes, these errors can include those due to the spatial inconsistency of 
the energy balances, which result from variations in the source area due to fluctuations in the 
wind direction, atmospheric stability and surface roughness. For the radiant fluxes, these surface 
characteristics remain fixed in time except for shadows (Soux et al., 2004) 
 
For this observational study, the anthropogenic heat flux and the horizontal advection terms 
within the urban energy balance (eqn. 2.5) were not measured. The anthropogenic heat flux 
enters the climate system in a number of ways. Warmer surfaces due to this flux will act as an 
additional source of radiation and additional convected sensible heat (Grimmond and Oke, 
1999a). Additional sensible and latent heat flux will also be convected directly from the exhaust 
pipes of vehicles and chimneys or leakage from buildings. However, some sensible heat will be 
conducted into net storage heat flux. The radiative and convective components from the 





fabric of the buildings will be in the net storage heat flux (Grimmond and Oke, 1999a). This 
highlights that the basic surface energy balance equation used to determine the net storage heat 
flux as the residual is a measured energy balance. A numerical model of this environment needs 
to explicitly include the anthropogenic heat flux term in its energy balance equation. 
 
It is difficult to assess the impact of the advection flux on the errors in the net storage heat flux. 
There will have been some mesoscale circulations that could contribute to an advective flux, 
however the site was selected to minimise the impact. This means that the advective flux was 
probably small and was hence neglected. 
 
Although Vancouver usually experiences a mild summer drought, typically a surface moisture 
source is maintained from considerable sprinkler irrigation. This is typical of other cities, as 
discussed in Chapter 8. However, the summer of 1992 was drier than usual which led to a ban 
on external irrigation (Grimmond and Oke, 2002). This means that there was little surface 
moisture available for evaporation during the observational period and hence only a small latent 
heat flux. The implication of this is that the impact of neglecting moisture or vegetation within 
urban numerical models should be small. 
 
3.3 The “Alpha” dataset 
 
The “Alpha” dataset was collected in Preston, a suburb in north Melbourne, Australia (Coutts et 
al., 2007a, 2007b). The area consists of moderately developed low-density housing and is 
defined as being within the Urban Climate Zone (UCZ) 5 (Oke, 2004). The mean height to 
width ratio of the site is 0.42 and the mean wall-to-plan ratio is 0.40 (Coutts et al., 2007b). 
Aerial photographs for 2002 used for surface cover estimates, give the fraction of pervious 
surface area as 38%, of which 23% was defined to be dense vegetation (Coutts et al., 2007a), 
although the form and type of vegetation was not provided. These fractions consist of 
impervious as: buildings (44.5%), concrete (4.5%), and roads (13%); and pervious: vegetation 
excluding grass (22.5%), grass (15%) and other (bare or pools, 0.5%). 
 
Radiative fluxes were measured at the site using Kipp and Zonen CM7B and CG4 radiometers. 
The data were sampled at 1 Hz and averaged to 30 minutes. Wind velocities were measured 
using a CSI CSAT 3D sonic anemometer whilst humidity was measured using a CSI KH20 
krypton hygrometer during the period from August 2003 to February 2004, and a LICOR 
LI7500 open path infrared gas analyser for the remaining period. These were sampled at 10 Hz 







The anthropogenic heat flux was estimated for this site following the method of Sailor and Lu 
(2004), utilising locally available data. However, only a simplified version of this method was 
adopted because detailed databases such as those used by Sailor and Lu (2004) were not 
available for Melbourne. Components of this heat source were determined for three main 
sources: vehicles, building sector and human metabolism. The heat flux from vehicles was 
determined with data from a vehicle survey during November 2002 – October 2003. For the 
heat released from buildings, data on the half-hourly demand for electricity and the daily 
consumption for natural gas was utilised. The human metabolic rate was assumed to take 
different values for night-time hours, daytime hours and transitional periods with values of 75 
W, 175 W and 125 W respectively, with the anthropogenic heat flux for human metabolism then 
determined from the population density. The total anthropogenic heat flux was taken as the sum 
these three components (see Coutts et al., 2007b, for more detail). 
 
The urban net storage heat flux was not measured directly, but was determined as the residual of 
the urban energy balance (eqn 2.5), assuming that the advective flux is negligible and can hence 
be neglected. The disadvantage of this approach is that the net storage heat flux accumulates the 
observational errors from the other terms within the energy balance equation. Coutts et al. 
(2007b) suggest that the sensible and latent heat fluxes could be under-estimated by as much as 
20%, so the residual value of the net storage heat flux should be considered as an upper limit of 
the energy stored. The net advection flux is assumed to be negligible in the observations based 
on appropriate siting of the instrumentation to have extensive fetch that is regarded as being 
homogeneous. 
 
The data were collected over a 474 day period, although not all of the data were available at all 
times. For the forcing data for the urban surface models, the missing data were gap filled in 
order to obtain a continuous forcing dataset with a half hour time-step. For the surface fluxes, 
which are used to evaluate the urban models, the missing data have not been gap filled, but the 
analysis is only undertaken for time periods where all of the fluxes are available. This limits the 
analysis to 8865 intervals (38.9% of the total time period), but allows for a consistent 








3.4 Initial analyses of results 
 
Results from 33 models were returned for the comparison, although one model did not complete 
the runs for stage 4 and hence was included in the analysis of VL92 dataset (Grimmond et al., 
2010, Appendix A), but was excluded from the subsequent analyses on the “Alpha” dataset 
(Grimmond et al., 2011, Appendix B and Chapters 4, 5 and 6). Of the 32 remaining sets of 
model simulations, these were performed by 24 different users with 21 independent models. A 
list of the models is given in Grimmond et al. (2010, Appendix A, 2011, Appendix B) and 
Chapters 4, 5 and 6. 
 
A number of statistical metrics were used to assess the performance of the models for each flux 
compared to the observations. These were: mean (  ), standard deviation (σ), Pearson’s 
correlation coefficient (R) and coefficient of determination (R
2
), root mean square error (RMSE), 
systematic RMSE (RMSEs), unsystematic RMSE (RMSEu), mean absolute error (MAE), mean 
bias error (MBE) and index of agreement (d). The definition for these statistical metrics is given 
in Grimmond et al. (2010, Appendix A). However, the analyses presented in Chapters 4, 5 and 6 
consider only the metrics for mean, MBE and RMSE. 
 
Initial results from stage 1 of the comparison experiment using the VL92 dataset are given in 
Grimmond et al. (2010, Appendix A). This study concluded that the models performed best at 
predicting the net radiation flux and were worst with the latent heat flux. No model was best at 
predicting all of the fluxes, and it is difficult for the models to minimise errors in both the net 
radiation flux and the sensible heat flux. Generally the unsystematic errors were smaller than the 
systematic errors, especially for the poorest performing models. 
 
Models that do not represent vegetation gave the poorest performance for all fluxes over both 
the day and night, even at this site which was characterised with limited vegetation fraction. 
During the day, models that do not include the anthropogenic heat flux do at least as well as the 
models that do include this term in the surface energy balance equation. However, during the 
night, the models that include the anthropogenic heat flux have better performance for the net 
radiation and the net storage heat flux. 
 
Initial results from the comparison experiment using the “Alpha” dataset are presented in 
Grimmond et al. (2011, Appendix B). Again, it was concluded from this study that no individual 
model performed best over all of the evaluation fluxes. Implications of this could be that some 
models have a good representation of one flux, but for the wrong physical reasons. Representing 





results using the VL92 dataset even though the later had a much lower plan area fraction of 
vegetation. Indeed, specifying the fraction of surface cover had the largest impact on 
performance for most of the models. In addition, the RMSE in the latent heat flux was of the 
same order of magnitude as the observed flux, showing that there needs to be a focus on the way 
in which moisture exchange is represented. 
 
The study also concluded that closure of the radiation balance is not a good indicator of the 
ability of a model to represent a particular radiative flux. Whilst the upward component of the 
shortwave radiation was generally modelled well, the upward longwave component was not as 
good, although the net radiation is modelled better than either of the two radiative components. 
Models with the simplest characteristics tended to out-perform the more complex models as 
they could assign a single parameter value that matched the observations. These simple models 
showed a net improvement with the additional site information given at each stage, whereas the 
more complex models did not. However, using an ensemble of models generally out performed 




The urban model comparison was the first international comparison experiment undertaken by 
the urban community. The aims of the experiment were to compare participating models within 
a consistent framework that enables an objective assessment. As such, the experiment was 
carefully designed in stages to examine various aspects of the models. 
 
The applications for urban models are varied, so the comparison concentrated on a single 
application, that of weather forecasting and climate prediction. The requirements of an urban 
model for this application are to have accurate surface fluxes of net radiation and sensible and 
latent heat, which form boundary conditions to the atmospheric model. 
 
There was good participation within the comparison from a number of models and groups. This 
not only enabled comparison between the models, but also a comparison of the same model run 
by different groups, so that model assumptions could be studied. 
 
Initial analyses of the results from the comparison showed that no model performs best, which 
could suggest that none of the models have an optimal configuration. In addition, representing 
vegetation is critical to get the correct balance between heating and moistening of the 









Net all wave radiation flux Essential 
Sensible heat flux Essential 
Latent heat flux Essential 
Net storage heat flux Essential 
Outgoing shortwave radiation flux Desirable 




Table 3.2: Atmospheric forcing data required for the model comparison  
Atmospheric forcing Units 
Incoming shortwave radiation W m
-2 






Air temperature K 
Relative humidity % 
Wind speed m s
-1 
Wind direction  
o 
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Figure 3.1: Categories based upon possible dominant physical processes for an urban area, that 
are used to group models in the urban model comparison. The classes within each physical 
category are based upon the complexity of the processes represented, ranging from the simplest 








Chapter 4: Analysis of the Seasonal Cycle within the First 




Abstract   
 
A number of urban land-surface models have been developed in recent years to satisfy the 
growing requirements for urban weather and climate interactions and prediction. These models 
vary considerably in their complexity and the processes that they represent. Although the 
models have been evaluated, the observational datasets have typically been of short duration and 
so not suitable to assess performance over the seasonal cycle. The first international urban-land 
surface model comparison used an observational dataset that spanned a period greater than a 
year, which enables an analysis over the seasonal cycle, whilst the variety of models that took 
part in the comparison allows the analysis to include a full range of model complexity. The 
results show that, in general, urban models do capture the seasonal cycle for each of the surface 
fluxes, but have larger errors in the summer months than in the winter. The net all-wave 
radiation has the smallest errors at all times of the year but with a negative bias. The latent heat 
flux and the net storage heat flux also are underestimated, whereas the sensible heat flux 
generally has a positive bias throughout the seasonal cycle. A representation of vegetation is a 
necessary, but not sufficient, condition for modelling the latent heat flux and associated sensible 
heat flux at all times of the year. Models that include a temporal variation in anthropogenic heat 
flux show some increased skill in the sensible heat flux at night during the winter, although their 
daytime values are consistently overestimated at all times of the year. Models that use the net 
all-wave radiation to determine the net storage heat flux have the best agreement with observed 
values of this flux during the daytime in summer, but perform worse during the winter months. 
The latter could result from a bias of summer periods in the observational datasets used to 
derive the relations between net all-wave radiation and the net storage heat flux. Apart from 
these models, all of the other model categories considered in the analysis result in a mean net 
storage heat flux that is close to zero throughout the seasonal cycle, which is not seen in the 
observations and could imply that forcing energy balance closure through the net storage heat 
flux at short timescales is not appropriate. Models with a simple treatment of the physical 
processes generally perform at least as well as models with greater complexity.  
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With the majority of the world’s population now living in urban areas, there is an increasing 
requirement for accurate forecasting of weather conditions within the urban environment. As the 
built environment is only a small percentage of the land surface, from a global perspective, 
numerical weather forecasting and climate prediction models traditionally have not resolved 
these areas and hence neglected the impact of both the urban areas on the evolution of the 
atmosphere and the change in meteorological conditions within the city compared to 
surrounding rural areas (Best 2006). However, advances in computing power have enabled the 
resolution of such models to increase to the extent that cities can now be resolved in the high 
resolution limited area models, and even within the global models for some of the larger cities 
in the World. 
 
The latest generation of land-surface models have adopted the tile, or mosaic, approach to 
represent the heterogeneity of the land surface within a numerical grid box (e.g., Avissar and 
Pielke 1989; Koster and Suarez 1992; Essery et al. 2003). This means that these schemes 
calculate the surface energy balance for a number of different surface types and blend the 
derived surface fluxes at an appropriate height. As such, numerical models are now capable of 
representing some of the impacts of the urban areas, even if the cities are not explicitly resolved. 
 
With these increasing requirements for the representation of urban areas within atmospheric 
numerical models, there are a number of urban surface schemes that have been developed in 
recent years (e.g., Table 4.1). The models vary in their degree of complexity by including a 
different number of physical processes from within the urban environment. However, increased 
complexity always comes at a cost, mainly in terms of computational needs and also in the 
parameter and data requirements. For operational meteorology, the timeliness of the forecast 
information is imperative, and so the computational cost of any scheme becomes important and 
there is a requirement to minimize this cost whilst maintaining accuracy. For global 
applications, the parameter information needed to represent all cities make it difficult for some 
complex schemes to have all the complete parameter information. However, Jackson et al. 
(2010) recently developed a database to address some aspects of this by region and urban 
density, and Loridan and Grimmond (2012a) took a simplifying approach to determine how 
many urban zones are needed for energy partitioning (UZE) and to assign parameter values 
(Loridan and Grimmond 2012b). There is a need to understand how the currently available 
urban land-surface models perform in real situations and to assess how much of the complexity 







Despite numerous comparisons between urban land-surface models and observational datasets 
(e.g., Grimmond and Oke 2002; Masson et al. 2002; Dupont and Mestayer 2006; Hamdi and 
Schayes 2007; Krayenhoff and Voogt 2007; Kawai et al. 2009; Porson et al. 2009; Loridan et al. 
2010, 2011) to assess their performance, these have typically been for short duration (few 
weeks) due to the complexities of observational campaigns in cities. Compared to rural 
campaigns, the additional issues of instrument security, permissions and access to suitable sites, 
and access to power supplies, have meant the majority of experimental campaigns have 
concentrated on summer periods (e.g., Grimmond et al. 1996; Oke et al. 1999; Voogt and 
Grimmond 2000; Grimmond et al. 2004a; Mestayer et al. 2005; Offerle et al. 2005b; Newton et 
al. 2007), when the surface fluxes are expected to be largest. This has limited our understanding 
of the behaviour and the period of evaluation of urban numerical models. 
 
Until the international Project for Intercomparison of Land surface Parameterization Schemes 
(PILPS, Henderson-Sellers et al. 1993, 2003, Irranejad et al. 2003) with urban energy balance 
models (PILPS-Urban, Grimmond et al. 2010, 2011), schemes had been evaluated using the 
same datasets (e.g., Grimmond and Oke 2002; Masson et al. 2002; Best et al. 2006; Krayenhoff 
and Voogt 2007; Oleson et al. 2008a), but lacked a consistent methodology. For PILPS-Urban, 
an observational dataset was selected that spanned more than one year, enabling the analysis of 
schemes over the seasonal cycle and the relative merits of differing complexity within these 
models during different conditions over the year; for example, the impact of vegetation within 
urban areas over differing seasons.  
 
The aim of the comparison was to assess the complexity required to represent urban areas 
within a numerical atmospheric model. As such, no attempt was made during the collection of 
the comparison data, or with subsequent analyses, to rank the models in an identifiable way or 
to name the models that performed best or worst. The analysis has simply been applied to 
identify common physical characteristics that give relatively ‘good’ or ‘poor’ performance. In 
this paper the same ethos of anonymity for the modelling groups is adopted. 
 
The factors that influence the seasonal cycle of the surface fluxes include the interaction of the 
solar radiation with the urban surface, both in terms of the magnitude of the solar flux and also 
the zenith angle, leading to a different fraction of shading on various surfaces. Anthropogenic 
activities can have a substantial seasonal cycle. In many climates, winter heating dominates and 
leads to a larger anthropogenic heat flux in winter than in summer, although this is not solely 
determined by climate but also depends upon socio-economic conditions. However, where air 





cooling exceeds that from winter heating, especially where there is a mild winter. The diurnal 
and seasonal pattern in the movement of humans around the urban environment (e.g., changing 
population densities during working hours) can make a contribution to variations in the 
anthropogenic heat source through metabolic heat generation and transportation sources. 
 
It is well known that the seasonal cycle of soil moisture can affect the water availability for 
evapotranspiration by vegetation (e.g., Dirmeyer et al. 2006; Notaro et al. 2010). During 
summer the available energy from the radiative fluxes is relatively larger than in winter, but dry 
periods limit evaporation compared to periods of plentiful water supply. On the other hand, 
winter periods that are unrestricted by soil moisture have evaporation limited by the available 
energy. In addition, anthropogenic moisture sources can enhance soil moisture in dry periods 
through irrigation leading to increased evapotranspiration, or direct evaporation can occur from 
water used for street cleaning, etc. So to understand the full impact of vegetation within an 
urban area, the seasonal cycle needs to be studied. 
 
The objective of our study reported herein is to assess the relative merits of the varying 
complexities of urban land surface models and to identify the dominant physical processes 
required to represent the annual variations in the surface fluxes. This is done through an analysis 




4.2.1 Model Characteristics 
 
To evaluate seasonal performance, 32 models that participated in the comparison study (Table 
4.1) were categorized based on the physics used, following Grimmond et al. (2010, 2011) 
(Table 4.2): (i) include a representation of vegetation, (ii) temporal variation in the 
anthropogenic heat source, (iii) facets and orientation of the urban structure, (iv) number of 
solar reflections within a street canyon, and (v) number of facets with distinct albedos.  
 
The three approaches to vegetation are termed (in order of increasing complexity, Table 4.2): 
none, tile, and integrated. For the tile approach, the surface energy balance is calculated 
separately for the vegetation and urban fractions, and the surfaces only interact through the 
evolution of the atmospheric variables (e.g., temperature) so there is no interaction during a 
timestep. In contrast in the integrated approach, the vegetation surface fluxes are influenced by 





humidity through which each of the surface fluxes depends, leading to an interaction within the 
timestep.  
 
The additional energy supplied by anthropogenic heat has distinct diurnal and seasonal cycles 
(Allen et al. 2011; Sailor 2011) because of human activities (e.g., vehicle use and population 
density changes) and regional climate and socio-economic factors (e.g., heating or cooling of 
buildings). These temporal changes in the anthropogenic heat flux may be expected to affect the 
surface energy exchanges. So the treatment of the anthropogenic heat flux within a model could 
have an impact on the seasonal behaviour of the calculated surface fluxes. 
 
The zenith angle and related magnitude of the incoming solar radiation varies through the year. 
These two factors can have complex interactions within an urban environment. Low zenith 
angles are associated with weaker incoming radiation and can lead to shading on some of the 
facets of the urban environment. However, due to the low solar angle, there may be many 
reflections from the facets that are sunlit within the complex urban structures, increasing the 
fraction of energy that is absorbed. In contrast, high zenith angles with associated greater 
incoming solar radiation, give rise to a small fraction of the facets being shaded, but may have 
fewer reflections and hence absorb a smaller percentage of the solar energy.  The net result of 
these interactions can depend upon the orientation of a street canyon, with the potential for more 
shading of incident solar radiation that is normal to the street canyon compared to a canyon that 
is aligned to the sun’s rays. Also, the maximum number of reflections considered by the urban 
models will have an impact, as will the number of distinct facets that are represented with a 
unique albedo. Hence the approach for representing the orientation of a street canyon, the 
number of reflections and the number of facets with a distinct albedo are all likely to have an 
impact on the seasonal behaviour of the models. 
 
By combining each of the categories describing the physics of the models, we can define a 
category for the overall complexity of the models. Following Grimmond et al. (2011), a bimodal 
classification (simple or complex) for each category can be identified and the overall 
complexity can then be determined by the total number of simple classifications: complex 
models have no simple classifications; medium complexity models have one or two simple 
classifications; and simple models have more than two simple classifications. Grimmond et al. 
(2011) showed that a representation of vegetation had a large impact on the resultant negative 
behaviour of the models, and hence the vegetation category is omitted when defining the overall 
complexity of the models, so as not to unduly influence the results. This overall complexity 
classification helps to identify the level of complexity required to resolve the observed seasonal 






4.2.2 Model runs and analysis methods 
 
The analysis is performed using the model runs from Phase 2/Stage 4, the main phase of the 
comparison, and the stage when all information about the site characteristics (Sect. 4.2.3) was 
released to the participants. The impact of parameter selection and requirements on the 
performance is not studied as this will be the focus of a future paper. However, it should be 
noted that Grimmond et al. (2011) found that not all models improved over each of the 
comparison stages, implying that some models (or modellers) are not able to correctly use the 
local information provided. 
 
For Stage 4 there are 32 model runs that can be analysed, and consists of 21 independent models 
run by 24 different users (Table 4.1). Some groups submitted more than one set of results for an 
individual model (e.g., using different versions of their model) and some models were run by 
more than one group.  
 
To assess the seasonal behaviour of the models within each of the categories, the modelled 
fluxes are compared to observations for each model over 60-day periods (Sect. 2.3). The mean 
bias error (MBE) and root mean square error (RMSE) statistics are generated independently for 
each model and for each 60-day period to generate seasonal values. For each class category the 
median is calculated to ensure that outlying model results do not bias the category results. This 
means that in the seasonal time series there can be a switch between models through the year.  
 
4.2.3 Observational data and site 
 
The forcing and evaluation data were collected in Preston, a northern suburb of Melbourne, 
Australia (Coutts et al., 2007a, 2007b) for the period August 2003 to November 2004. The 
moderately developed low-density housing is classified as an Oke (2004) urban climate zone 
(UCZ) 5 (Coutts et al. 2007b) or a Loridan and Grimmond (2012b) urban zones to characterise 
energy partitioning (UZE) medium density (MD). The mean height-to-width ratio of the site is 
0.42 and the mean wall-to-plan ratio is 0.40 (Coutts et al. 2007b). Analysis of 2002 aerial 
photographs characterize the surface cover as 38% pervious, with 23% dense vegetation (Coutts 
et al. 2007a), but the form and type of vegetation are not provided. The impervious area consists 
of buildings (44.5%), concrete (4.5%), and roads (13%); and pervious: vegetation excluding 






Radiative fluxes were measured on the site at a height of 40 m using Kipp and Zonen CM7B 
and CG4 radiometers, with the data sampled at 1 Hz and averaged to 30-min. Wind speeds were 
measured using a CSI CSAT 3D sonic anemometer whilst humidity was measured using a CSI 
KH20 krypton hygrometer during the period from August 2003 to February 2004, and a LICOR 
LI7500 open-path infrared gas analyser for the remaining period. The 10 Hz samples were used 
to calculate the turbulent heat and moisture fluxes at 30-min intervals using eddy-covariance 
techniques. 
 
The anthropogenic heat flux was estimated by Coutts et al. (2007b) following the method of 
Sailor and Lu (2004) for vehicles, building sector and human metabolism. This includes using: a 
vehicle survey during November 2002 – October 2003; 30-min electricity and daily natural gas 
data; and nighttime, daytime and transitional period metabolic rates (75 W, 175 W and 125 W 
respectively), with population density to determine the total anthropogenic heat flux. 
  
The net storage heat flux was determined as the residual of the urban energy balance. This 
assumes that the advective flux is negligible, based on appropriate siting of the instrumentation 
with extensive fetch that is regarded as homogeneous. The disadvantage of this approach is that 
this flux accumulates the observational errors from the other terms within the energy balance 
equation. Coutts et al. (2007b) suggest that the sensible and latent heat fluxes could be under 
estimated by as much as 20%, so the residual value of the net storage heat flux should be 
considered as an upper limit of the energy stored/released.  
 
The data were collected over a 474 day period (13 August 2003 to 28 November 2004). For 
forcing requirements, missing data were gap filled in order to obtain a continuous dataset with a 
30-min timestep (Grimmond et al. 2011). To evaluate the models, analysis is only undertaken 
for time periods when all the fluxes are available. This limits the analysis to 8865 intervals 
(38.9% of the total time period), but allows for a consistent comparison between the fluxes in 
the surface energy balance. The analysis is conducted for seven 60-day periods starting after the 




The site is characterized with observed daytime turbulent sensible heat (QH) and net storage heat 
(ΔQS) fluxes that are of similar magnitude throughout the year compared to the smaller latent 
heat flux (QE) (Fig. 4.1). Unlike the daytime rural soil heat flux, which is typically a small 





During the summer months, QH generally has larger values than ΔQS, but this is reversed in 
winter months (Fig. 4.1). Coutts et al. (2007a, 2007b) provide more detailed discussion of their 
observed fluxes.  
 
Generally, the diurnal cycles are captured by the models throughout the year (e.g., Fig. 4.1) with 
the biases in the mean flux dominated by the daytime bias in each of the fluxes. This is not 
surprising as this is the time of day with the largest fluxes. Another general feature of the 
models’ performance is a phase shift in the diurnal cycle of ΔQS. In the morning hours the 
observed and modelled fluxes increase concurrently but the peak and subsequent decrease occur 
too in early in the models, which leads to larger negative biases in the early afternoon period 
(e.g., Fig. 4.1). 
 
In general, considering the results across all categories (Table 4.2), the models are able to 
capture the seasonal variations in each of the mean fluxes (e.g., Fig. 4.2), although there is a 
seasonal cycle to the RMSE that follows the absolute values of the mean fluxes (Fig. 4.2). 
However, if the RMSE is normalized with the absolute value of the mean observed flux for each 
60-day period, then we find that the normalized errors are quite consistent throughout the year 
(e.g., Fig. 4.3). The peak in the winter June/July period are a result of the small observed 
absolute mean values for each of the fluxes, with the exception of the latent heat flux, with 
magnitudes less than 10 W m
-2
 (Fig. 4.2). The other larger values for the normalized RMSE with 
the sensible heat flux are also due to small absolute values for the mean observed flux. Hence 
only the net storage heat flux shows a real change in the normalized RMSE throughout the 
seasonal cycle, with an increase occurring from the summer through to the winter period.  
 
Of the four fluxes considered, Q* has the smallest errors at all times of the year. In general there 
is a negative bias through the seasonal cycle for Q*, as there is for QE and ΔQS, whereas QH 
generally has a positive bias throughout the year (Fig. 4.2). 
 
4.3.1 Representation Of Vegetation 
 
In general models that do not explicitly include vegetation are not able to reproduce QE, leading, 
on average, to no moisture flux from the urban area at all (Fig. 4.1 and 4.2). For Q* and ΔQS 
there is little difference between the models that do and do not include vegetation, with all three 
categories showing a similar seasonal pattern in these fluxes (Fig. 4.2). The models that neglect 
vegetation compensate for the lack of QE by having QH that is too large during all times of the 





include vegetation (Fig. 4.2). For both fluxes there are larger biases in summer than winter, as 
would expected given the larger summertime flux values. This is confirmed by normalizing the 
biases by the absolute value of the mean observed flux (Fig. 4.3), which gives a consistent 
signal throughout the seasonal cycle for all fluxes, apart from the winter (June/July) when the 
mean observed fluxes are small. However, QH  has a larger MBE throughout the year than QE 
(Fig. 4.2). This additional offset in the mean fluxes is largely compensated by a bias in ΔQS. 
Unlike QH and QE, the MBE for Q* and ΔQS does not show a large seasonal cycle (Fig. 4.2). 
 
The models that do not include vegetation clearly have the largest RMSE for QH and QE 
compared to the other model classes (Fig. 4.2). For summer, the RMSE for both QH and QE is 
larger than the observed mean fluxes, demonstrating that neglecting vegetation has a detrimental 
impact on modelling these fluxes. Despite this being the time of year when water at the surface 
may be limited, the maximum solar forcing ensures there is no limitation in available energy, so 
vegetation continues to access soil water that maintains evaporation, although it is smaller than 
typical rural energy balance fluxes. However, in the Melbourne context because of drought 
conditions, the surrounding rural vegetation may have had even smaller fluxes. There are 
periods when irrigation does occur in the suburban areas but this is also subject to restrictions 
and bans. 
 
In summer, models that neglect vegetation have a larger RMSE (unlike the MBE) for Q* than 
the other classes (Fig. 4.2). In winter the class of models that neglect vegetation only has a low 
RMSE for ΔQS. The two classes that include vegetation generally have little difference in their 
performance (Fig. 4.2). The model cohort that uses the tile approach to vegetation has the 
smallest MBE in QH at most times of the year but larger RMSE than the integrated vegetation 
cohort. The tile schemes have the smaller RMSE for ΔQS whereas integrated models have the 
smaller for Q* (Fig. 4.2). 
 
It is clear from the diurnal cycle of QE (Fig. 4.1) that there is no evaporation from most of the 
models that do not include vegetation. The impact on QH is a large overestimation of the 
daytime peak value during the summer and a smaller, but still substantial, overestimation of the 
peak values in the winter. The nocturnal QH is also larger than for the other two categories; in 
summer this is in better agreement with the observations, but is an overestimate in winter (Fig. 
4.1). The models that lack vegetation, not unexpectedly, have larger daytime ΔQS, which 
actually results in better agreement with the observations in general than is the case with other 
classes (Fig. 4.1). 
 





and the observations (Fig. 4.1). This is unexpected, since without an evaporative flux, the 
surface temperature is likely to be larger (consistent with larger QH and ΔQS), resulting in 
increased outgoing longwave radiation. This would act to reduce Q* and so the resultant 
increase must be larger than the changes to the outgoing longwave component. As the incoming 
radiation is a specified forcing in the comparison, this implies that, on average, a lower effective 
albedo is being used. As the effective albedo for urban surfaces is typically lower than for 
natural surfaces, it is possible that the increased urban land-cover fraction (due to the neglect of 
vegetation) has the impact of reducing the effective albedo compared to the other classes. 
 
It is not clear whether urban vegetation should have the same effective albedo as similar 
vegetation in a rural environment. Multiple reflections of radiation due to the morphology of the 
urban area could lead to an increased absorption by the vegetation, resulting in a lower effective 
albedo. However, albedo values that are the same as rural vegetation is typically the assumption 
made for models with a tile approach. The average diurnal cycle for Q* (Fig. 4.1) from tile 
models has smaller peak values during the day than observed throughout the year, especially in 
the summer. The integrated vegetation models, despite having larger peak values than the tile 
approach, still underestimate the observed peak (Fig. 4.1). This may suggest that the urban 
vegetation albedo should be a function of the surrounding urban morphology and not just 
assigned a rural value. 
 
As indicated, the differences between the two vegetated classes are much smaller than the 
differences between including and not including vegetation. Over most of the year the integrated 
vegetation models tend to have a larger peak QE than occurs in the tile approach, except 
December/January, during which period there is an increased QS that is similar in magnitude to 
the models that neglect vegetation (Fig. 4.1). It is unclear whether a reduced QE increases QS, 
or an increased QS leads to a reduced QE. However, one possibility is that the additional 
evaporation over the October/November period reduces the soil moisture to a point where the 
evaporation from the vegetation starts to become moisture limited. Such a situation would 
increase the sensible heat flux from the vegetation leading to higher canopy-space air 
temperatures. This would reduce the temperature gradient between the urban surface and the 
canopy space suppressing QH from this surface, which would result in an increased ΔQS, since 
there is no evaporation directly from the urban surface itself, except after periods of 
precipitation. This is not possible in the tile approach because this interaction would have to 
occur indirectly through the atmospheric temperature, but these are specified in the offline 






4.3.2 Temporal Variation in Anthropogenic Heat Flux 
 
The treatment of the temporal variations in anthropogenic heat flux by the models can be sub-
divided into three classes, those that neglect the anthropogenic heat flux completely, those that 
have fixed values in time, and those that have temporal variations (Table 4.2). For this stage of 
the comparison, no information about the anthropogenic heat flux (QF) was released to the 
participating groups, so the models used their own assumptions. This means that no advantage 
could be gained from any of the methods used to model QF due to knowledge of the observed 
variations in this flux. 
 
The results for Q* are similar for all three classes (Table 4.4 and Fig. 4.9 in supplementary 
material
10
), although the models that neglect QF generally have a smaller negative MBE than 
those that do include this term. QF influences Q* through the outgoing longwave radiation link 
to surface temperature. These results suggest that the addition of QF increases the modelled 
radiative surface temperature, leading to a larger negative bias than is derived from the models 
that do not include this term, due to the increased outgoing longwave radiation. The models that 
include a temporal variation in QF have the smallest RMSE throughout the year, apart from the 
winter (June/July) period, with little seasonal variation (Table 4.4 and Fig. 4.9 in supplementary 
material). Of the other two classes that show a greater seasonal variability in the Q* RMSE, 
those models with a fixed QF have the largest errors.  
 
The models using a fixed QF also have a seasonal cycle in MBE for Q*, with larger negative 
bias errors in the summer (Table 4.4 and Fig. 4.9 in supplementary material). It is possible that 
this source term is too large in the summer months leading to increased surface temperature and 
hence a larger negative bias in Q*. However, a similar seasonal cycle in the biases for QH would 
be expected, but is not seen. Rather there is a minimum in the bias error at this time of year 
(Table 4.3, and Fig. 4.9 in supplementary material). This suggests that the treatment of QF is not 
responsible for the MBE in Q* for these models, but it is likely to be other characteristics that 
these models share. Such a seasonal cycle is not present in the other two classes. 
 
For QH, the models using a temporal variation in QF have a substantially larger MBE in summer 
compared to the other classes (Table 4.5 and Fig. 4.9 in supplementary material), but this bias 
reduces in winter to similar values in models that treat this with a fixed value. This is reversed 
for the RMSE where the models with a fixed QF have larger errors in the summer, but similar 
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errors in the winter compared to those using a temporal variation. At all times of the year the 
models that neglect QF have the smallest RMSE (Table 4.3, and Fig. 4.9 in supplementary 
material), however this is the only class that has a negative MBE in QH during the winter 
months. This is consistent with this class of models neglecting the additional available energy 
during the winter months, when QF has its greatest impact. 
 
During the summer for QH, the models that do not include QF and those that have a fixed 
temporal behaviour to QF  have similar daytime peak values for the diurnal fluxes (Fig. 4.10 in 
supplementary material), but positive biases compared to the observations. Those using a 
temporal variation in QF have higher peak values and hence larger positive biases than the other 
classes. This is also the case in winter, although the biases are smaller for all classes. 
 
At night, models with a temporal variation in QF are in good agreement with observations at all 
times of the year (Fig. 4.10 in supplementary material), whereas the other classes have a 
negative bias. Interestingly the models that neglect QF have smaller negative biases during the 
night than those with a fixed value, despite the inclusion providing an additional source of 
energy that should be more significant at night. In autumn (Apr/May), the nocturnal biases are 
more substantial, except for the models that include a temporal variation that are still in good 
agreement with the observations (Fig. 4.10 in supplementary material). Hence having a seasonal 
variation to the anthropogenic heat fluxes may provide additional information that can reduce 
models errors at certain times of the year. 
 
There is a similar peak difference in daytime mean fluxes for ΔQS with all classes of models, 
which implies the additional source of energy from QF  has little impact during the day on ΔQS 
within the models. Nocturnally, the models with a fixed QF have the largest negative values of 
ΔQS, which is in better agreement with the observations in the summer, but has a negative bias 
during the winter (Fig. 4.10 in supplementary material). Hence models with a fixed QF have 
smaller nocturnal biases in ΔQS in the summer compared to the other classes but larger biases in 
the winter. However, in the second spring/summer at the end of the simulations, the biases for 
each of the categories of models are more similar to the winter, suggesting there may be some 
impact from model spin-up on this flux (not shown). 
 
4.3.3 Categories that affect the radiation balance 
 
For the various categories that influence the solar radiation at the surface, the simplest class 





fluxes over the whole of the seasonal cycle (Table 4.3, and Tables 4.4, 4.5 and 4.6 and, e.g., Fig. 
4.11 in supplementary material). For the albedo and emissivity category, the single albedo 
models have a similar diurnal cycle to the observations for each flux over all periods, which is 
better than the other classes (not shown). Whilst the thermal properties for the materials of the 
various facets were provided to participants only the observed mean albedo and emissivity for 
the site were available (see Table II in Grimmond et al. 2011). This may explain why the 
models with a bulk albedo perform better than models that require albedo information for each 
facet (Grimmond et al. 2011). 
 
The models with the simplest characteristics in the facet and orientation category are exactly the 
same as the models with the simplest characteristics in the albedo and emissivity category. 
Hence specifying the observed mean albedo and emissivity for the site also affects the results 
for the facet and orientation classes, with the models that have the simplest characteristics 
performing the best. These models have only a small seasonal cycle in their MBE for ΔQS 
(Table 4.6 and Fig. 4.11 in supplementary material), but whilst they have the smallest negative 
MBE in this flux during summer at the start of the simulation, there is an offset compared to the 
observations that persists during the seasonal cycle. This is not seen for the other model classes 
in either of the categories, which have an improvement in MBE during the winter. 
 
Many of the models with the simplest radiation characteristics have the simplest approach to 
reflections. Although bulk albedo models are not the majority in the class they influence the 
median and hence the class results. Provision of the bulk albedo, which is a direct input for the 
simplest radiation categories, may be of added advantage to these model types. However, 
obtaining a bulk albedo for an urban area is probably easier using global satellite data than 
obtaining specific material albedos within the city requiring detailed local knowledge. 
 
The more complex classes within each of these categories affect the results. For the facets and 
orientation category, the models with orientation but no intersections have a larger MBE for QH 
than the other model classes, but this is not seen in the RMSE (Table 4.3, and Fig. 4.11 in 
supplementary material). This larger positive bias is not due to greater peak fluxes during the 
diurnal cycle, but from a phase shift in this flux that leads to a delay in the peak and subsequent 
reduction of QH in the afternoon.  
 
Also with the facet and orientation category, the models that include intersections have a diurnal 
amplitude of ΔQS that is substantially smaller than that observed (not shown). Whilst the 
amplitude of the diurnal cycle of ΔQS is also smaller than observed for some of the other 





and a negative daytime bias, which is seen consistently throughout the seasonal cycle. 
 
The results when categorizing the models with respect to the number of reflections for solar 
radiation, show that both the multiple and infinite reflection classes overestimate the peak 
daytime QH in winter (Fig. 4.12 in supplementary material). For the former, an underestimation 
of QE compensates for QH, giving a ΔQS that is similar to the single reflection models. However, 
in the latter case it leads to a greater negative bias in the peak ΔQS. 
 
Finally for the albedo and emissivity category, the cohort that uses two albedos substantially 
overestimate QH compared to the observations and the other approaches (Table 4.3). In winter, 
when the other classes have a near zero bias, the two albedo models still have a MBE  > 30 W 
m
-2
 (Table 4.3) whilst in summer the RMSE  > 130 W m
-2
. This is larger than the mean observed 
flux during the summer months which is less than 100 W m
-2 
(Table 4.3). The diurnal pattern 
has an overestimate of the peak daytime QH throughout the year, which is as much as 100% in 
the summer (not shown). The larger values of QH result from an overestimation of peak Q* 
during the day. The apparent inconsistency of a small negative bias in Q* is explained by the 
faster reduction in Q* in the afternoon, leading to a negative bias during this period that offsets 
the positive bias at the peak flux (not shown). 
 
4.3.4 Method to calculate Net Storage Heat Flux 
 
Although there is a clear seasonal cycle in the net storage heat flux in both the observations and 
the models, it is not clear that the method used for calculating this net storage heat flux would 
itself lead to seasonal variations in the performance of the models. However, the seasonal cycle 
of the fluxes and the errors for this category show some distinct differences in the seasonal 
behaviour of the different classes of models (e.g., Table 4.3, and Table 4.6 and Fig. 4.13 in 
supplementary material). 
 
The models that use Q* to calculate ΔQS have a different behaviour to the other two classes with 
little seasonal cycle in the MBE for QH (Table 4.3, and Fig. 4.13 in supplementary material). 
This leads to a smaller MBE in summer and larger bias in winter compared to the other model 
classes. This cohort has the smallest RMSE through the year, although the other classes are 
similar in winter (Table 4.3, and Fig. 4.13 in supplementary material). For ΔQS itself, this group 
has a close to zero MBE in summer, when the others are at their maximum. However, in winter 
all classes have their reverse (Table 4.6 and Fig. 4.13 in supplementary material). As the actual 





models that calculate ΔQS as a residual and those that use the heat conduction equation.  
 
The Q* based models have a similar diurnal pattern as observations in the summer for ΔQS, but 
in winter ΔQS has a negative bias throughout the diurnal cycle (e.g., Fig. 4.4). Results for each 
60-day period are shown in Fig. 4.14 in the supplementary material. This contrasts with the 
other classes that are in good agreement with the observations during the night in winter. In 
addition to having a better diurnal amplitude during summer, the Q* based cohort is the only 
group with the correct phase for ΔQS (Fig. 4.4). 
 
As the Q* based methods derive their parametrization from correlating component facet ΔQS 
with observations of Q*, and most observational studies have been conducted in summer 
months, this probably means there is a bias towards this time of the year. Hence these models 
perform substantially better in summer than in winter. This indicates that users need to ensure 
the parameters used are appropriate seasonally; for example the Anandakumar (1999) type 
results may be very important to include, in order to prevent extrapolation beyond the 
information used in its derivation. 
 
4.3.5 Model Complexity 
 
For the complexity category, the results show that the simple models generally have the smallest 
RMSE throughout the year for all of the fluxes, and the smallest MBE for both QH and QE 
compared to the other two complexity classes (Table 4.3, and Tables 4.4, 4.5 and 4.6 and Fig. 
4.15 in supplementary material). For both MBE and RMSE, the complex models have the largest 
errors in QH during summer, but similar errors to the medium complexity models during winter. 
The two more complex classes have similar MBE and RMSE for QE throughout the year with 
larger errors in summer than winter, whilst the most complex models have the largest RMSE for 
ΔQS at all times. 
 
As with the majority of other categorisations, the mean flux is close to zero for ΔQS throughout 
the year for all three classes (e.g., Fig. 4.2). This behaviour is not seen in the observations where 
there is a positive flux in summer. It is difficult to fully analyse this result because of missing 
observations, although it does suggest that forcing energy balance closure through ΔQS over 
relatively short periods may not be the observed behaviour of the urban system. However, there 
will be a bias in the observations to dry periods so the rapid loss of heat during rainfall is not 






For all of the fluxes, except possibly QE, the three classes are able to capture the general 
seasonal variations in the diurnal cycle (e.g., Fig. 4.5. Results for each 60-day period are shown 
in Fig. 4.16 in the supplementary material). As there are still few datasets that cover all periods 
of the year, this is a good demonstration that the models, in general, are able to capture the main 
physical processes for urban environments. For QH, the differences in diurnal cycle across the 
complexity classes have a similar pattern through the year (Fig. 4.5). All overestimate the peak 
daytime fluxes, except for the simple models in winter months which agree well with the 
observations. The biases in peak daytime QH  increase with complexity (simple to medium to 
most complex) but in winter, the biases in complex models are similar to the medium 
complexity models (Fig. 4.5). 
 
The amplitude of ΔQS varies between the differing complexity classes (Fig. 4.5), but is 
consistent throughout the year with the complex class having the smallest amplitude in diurnal 
cycle throughout the seasons. A larger amplitude is simulated by medium complexity models 
which is in better agreement with the observations at all times of the year. 
 
To assess the affect of vegetation on the results for the overall complexity of the models, the 
results were re-calculated with the models that do not include a representation of vegetation 
removed from the analysis. There is no class in the complexity category that does not have at 
least one model which neglects vegetation, but the distribution of these models within the 
classes could have a detrimental impact on one class more than the others. However, the 
resulting analysis shows that, with the exception of the RMSE for Q* for which the performance 
of the classes is reversed, the remaining overall results are unaltered with the simple models 
performing the best, followed by the medium complexity models. 
 
4.3.6 Outlying Models 
 
Whilst comparing the median data points for the MBE and RMSE allows an overall assessment 
of the different representation of the physical processes in each of the categories, these analyses 
deliberately exclude outlying models. Now we assess the characteristics of all models, including 
the outliers, by comparing of each point to determine the percentage of model data that are 
within a specified tolerance of the observed values. An example is shown in Fig. 4.6, where the 
y-axis is the percentage of model results within the given observation tolerance of the x-axis. 
 
Two methods are used to provide the tolerance values: (1) percentage of the observed flux being 





observational errors for each of the directly measured fluxes (Hollinger and Richardson 2005), 
with ΔQS having the sum of the observational errors of the other fluxes as it is often calculated 
as the residual of the surface energy balance. A tolerance value of 20% of the flux has been used 
for both the observed flux method and the observed net radiation method to assess a ranking for 
the models over each flux for the whole seasonal cycle (shown by the vertical dotted line in Fig. 
4.6). 
 
In general, the models have a higher percentage of points that are closer to the observed values 
in summer than in winter (Fig. 4.6). However, this could be a result of the larger tolerance 
values that are obtained because the observed fluxes are larger in summer. Comparing the 
tolerance values derived from the observed flux method or from the observed Q* method shows 
that there is little difference in the resulting model behaviour (not shown). There is some re-
ordering of the models, but they are still grouped around the same position in a ranked list. The 
exception to this is for QE where there is a substantially different curve shape from the models 
with a tolerance based on the observed QE, compared to the shape with a tolerance based upon 
the observed Q* (not shown). This change in shape is determined by the size of the tolerance, 
since the observed QE is substantially smaller than the observed Q* during the daytime. 
However, despite the change in the shape of the curve, there is no significant change in the 
ranked ordering of the models. 
 
Once the models are ranked, it is possible to assess what similar characteristics the best (and 
worst) performing model share. In general, however, it is found that there is no clear distinction, 
with a particular characteristic of top ranked models being shared with the models near the 
bottom. This is especially true for Q* where there are no obvious classifications in the physics 
of the models that describe the rankings, nor the changes to the rankings over the seasonal cycle 
(not shown). Whilst the worst performing model has a different shape curve to the other models 
(Fig. 4.6), it shares the same classifications with other models. This shows that the physical 
categories considered in the analysis can not explain all of a model’s behaviour. Other elements, 
such as the way in which the options have been implemented, can affect the model performance. 
 
For the daytime QH, the shape of the curves fall into three types (Fig. 4.6): the best performing 
have a concave shape, the worst performing a convex shape, whilst the remaining models have 
an inflection in the curve. For all but two of the models that do not include vegetation, these 
models make up the worst performing models with the convex shape. The remaining two 
models that neglect vegetation perform better than some models that do include a representation 
of vegetation. However, these two models include an alternative moisture source and hence still 






For the other categories there is a mixed signal in terms of the classifications, but some general 
conclusions can be observed. The models with a convex shape tend to neglect a representation 
of vegetation and have multiple reflections, although not all models with these attributes have 
such a convex shape. Also, there is a tendency for models with an inflection to have infinite 
reflections. In general for summer, the classification of reflections has some affect in the model 
rankings (not shown). On average the best models have a single reflection, the worst performing 
models have multiple reflections, whilst the models with infinite reflections are in the middle of 
the rankings. In winter the signal is more mixed between the multiple and infinite reflections. 
However, models with single reflections still tend to be amongst the better performing models. 
One characteristic that the best performing models share on the whole is that they do not include 
an anthropogenic heat flux (not shown). This holds for all of the seasonal periods including 
winter. 
 
For QE, again the worst performing models generally neglect vegetation (not shown). When 
comparing the model results using a tolerance based upon the daytime observed QE, all except 
two of the models that neglect vegetation do not have any points within 100% of the observed 
values. The two remaining models without vegetation are the ones with an alternative moisture 
source for evaporation, and one of these performs better than some of the models that have a 
representation for vegetation throughout the seasonal cycle. This demonstrates that having a 
representation of vegetation is necessary, but not sufficient, to model QE well. 
 
Models that calculate ΔQS from Q* are near the top of the rankings for the daytime net storage 
heat flux during summer, but fall to the bottom half of the rankings during winter (not shown). 
However, when considering the results for the nighttime ΔQS, these models are not near the top 
of the rankings at any time during the year, even for summer. In addition, models with more 
than two albedos tend to be grouped near the bottom of the model rankings for the daytime ΔQS.  
 
To assess the impact of observational errors on the results showing that the simple models 
perform the best, the models have been classified into the simple, medium complexity and 
complex classes in Fig. 4.6 (note that results for each individual model are identified in Fig. 
4.17 in the supplementary material). The ranking shown is based upon the number of model 
points within 20% of the observed flux, which are the values that Coutts et al. (2007b) suggest 
the sensible and latent heat fluxes could be under-estimated. Whilst no class obviously performs 
better than another, these results show that the spread of models in the simple class tend to be 
amongst the better performing models which explains why the median model is better in this 





median model has the relatively worse performance. 
 
4.3.7 Phase Errors 
 
The impact of a phase error in the modelled fluxes can be assessed by shifting the model results 
temporally and re-comparing against the observed fluxes. Here the model results are shifted one 
(30-min) and two (60-min) timesteps forward, and one (-30-min) and two (-60-min) timesteps 
backwards. An example of this analysis is shown in Fig. 4.7. 
 
For Q* most models have their best performance without a time shift (e.g., two of the models in 
Fig. 4.7. Results for all of the models are shown in Fig. 4.18 in the supplementary material), but 
there are a few (seven) models that do have some benefit from a time shift. This behaviour holds 
during all of the seasonal cycle except for one model during summer (February/March) which 
then has the best performance without a phase shift. These models either have a consistent phase 
lag or lead (three models), or have an inflection without a time shift (four models). An example 
of each is shown in Fig. 4.7. These latter models show improved results from a time shift at low 
tolerance values, but for the larger tolerance values have the best results with no time shift.  
 
The situation is quite different for QH, where most models perform better with a time shift. The 
direction of the time shift giving better results for each model is generally the same over the 
seasonal cycle, but there is no consistency in the direction of the time shift between models; i.e., 
some perform better when leading and some perform better when lagged. This is also the case 
for ΔQS with few models performing best without a time shift and no consistency in the 
direction of the time shift. In addition, there is no consistency for the models between the phase 
shift for QH and ΔQS (not shown).  
 
For QE, all of the curves for a given model are very similar. Hence there is no real difference 
between having a time shift with a lead or a lag, or having no time shift at all (not shown). This 
probably results from the small daytime latent heat flux values, giving a flatter diurnal shape to 
the time series. 
 
Neglecting QE (as all of the time shifted curves are close together), there are only six models 
that consistently give the best performance with no phase shift over all seasons for all of the 
fluxes. Of these models, all but one model has a tile representation for vegetation, with the 
remaining model neglecting vegetation completely. The one physical characteristic that is 





One of the models uses the residual method to calculate ΔQS, whereas all of the others use the 
diffusion equation. In terms of overall complexity, all but one of the models is classified as 
simple, whilst the remaining model is classified as medium complexity. 
 
Whilst this analysis shows which fluxes within each of the models have a time shift compared 
to the observations, it is not possible for any of the models to adopt different time shifts for each 
of their fluxes, as they are intrinsically linked through the basic surface energy balance equation. 
Hence an overall analysis of the affect of a given time shift on all of the fluxes is required. To 
do this, a combined sum is used to identify the number of model points that are within the error 
estimate of the observed flux. The observational error estimates for the fluxes are taken as a 
fraction of the observed net radiation, with these fractions taken from Hollinger and Richardson 
(2005), i.e., 5% for Q*, 10% for QH and 8% for QE. As the net storage heat flux is determined as 
the residual of the energy balance within the observational dataset, this flux is omitted from the 
analysis.  
 
An example of the resultant behaviour for the models is shown in Fig. 4.8 (results for all models 
are shown in Fig. 4.19 in the supplementary material) with the x-axis  indicative of the 
combined observational error. A value of one gives the summed observational errors, whilst a 
value of two is twice the observational errors, etc. The results show that the time shift for the 
combined measure is dominated by the signal for the net radiation, with most models having 
their best performance with no time shift (Fig. 4.7, 4.8). In addition, the seven models identified 
as benefiting from a time shift for their net radiation are the same as the models that have some 
benefit from a time shift within the overall measure. This is an indication that the net radiation 
is the best represented flux within the models in general, and demonstrates that on the whole, 




Given the limited availability of urban observations that are for a sufficiently long period to 
study the seasonal cycle, this analysis using data from the first international urban model 
comparison provides unique insight into the seasonal behaviour of the various types of urban 
land-surface model. By grouping the models into a number of different categories based upon 
their representation of various physical processes, it is possible to assess the processes that are 
the most critical for representing an urban environment.  
 





fluxes. The models tend to have larger errors in summer than in winter, as is expected given the 
larger magnitude of the insolation in summer, and of the fluxes generally. Normalizing these 
errors by the mean observed flux gives a similar response throughout the year, except when the 
magnitude of the observed flux is small during the winter months. Most models have their best 
performance without a time shift compared to the observations, implying that they do not have 
an overall phase error. Q* has the smallest errors at all times of the year, and in general the 
models have a negative bias through the seasonal cycle for this flux. The models also have a 
negative bias in QE and ΔQS, whereas QH generally has a positive bias throughout the year. 
 
On a seasonal basis the physical process most critical to represent in an urban area is the 
evaporation from vegetation. Models that do not include this perform more poorly than those 
that do include vegetation. When comparing the number of model data points within a given 
tolerance of the observed daytime QE, all except two of the models that neglect vegetation do 
not have any data within 100% of the observed values, and these two models include an 
alternative moisture source for evaporation. However, the method of inclusion is not as 
important; there is little difference between the tile scheme and integrated approaches, except 
that only models including the tile approach give better results without a phase shift in their 
fluxes. The errors in QE  resulting from models that neglect vegetation lead to compensating 
errors in QH. For summer, the RMSE for both QH and QE from these models is larger than the 
observed mean fluxes. Hence these models show poor performance for both turbulent fluxes, 
which provide the main driver for the evolution of the atmospheric boundary layer. Despite 
these overall results one of the models that neglects vegetation, but has an alternative moisture 
source for evaporation, still appears higher in the rankings for QE than several models that do 
include a representation of vegetation, at all times of the year. Hence a representation of 
vegetation within urban areas is necessary, but not sufficient, for modelling QE realistically. 
 
Typically, simple models perform better than more complex models for all of the fluxes over 
the seasonal cycle, within each of the other categories considered. In particular, for Q* where 
we might expect to see more benefit from the treatment of radiation at the surface, we find that 
the models that represent the urban area as a bulk form, or single facet, perform better that those 
with many facets, with or without orientation, or intersections. Models that use a bulk albedo 
perform better than those that use separate albedos for multiple surfaces. Those that simulate a 
single reflection have a smaller RMSE than those with multiple or infinite reflections, although 
they have a larger negative MBE. As only the observed bulk albedo was available to the 
modelling groups, it is possible that only the simple models in each of these categories were 
able to take full advantage of this information. However, it is not unreasonable to assume that it 





to derive the specific albedo of the building materials. 
 
Across all of the categories considered, models from all classes tend to simulate a mean ΔQS 
close to zero throughout the seasonal cycle, except for those that use Q* to calculate ΔQS. This 
small flux is not seen in the observations and could imply that the models that force energy 
balance closure through ΔQS are doing it at too short timescales compared to those that actually 
occur in the urban environment. 
 
The models that use Q* to calculate ΔQS have the best performance for this term in the surface 
energy balance compared to the other models, during the daytime in summer. However, these 
models have a seasonal cycle in the MBE that is opposite to the other types of models, with 
smaller negative MBE in summer and larger MBE in winter. This could result from the 
coefficients used to calculate ΔQS being biased from summer based observations. Hence these 
models would benefit from longer term multi-annual observations within urban areas from 
which new empirical relationships could be determined. 
 
In general, the models that neglect the anthropogenic heat source do at least as well as the 
models that do include this term, despite missing this additional energy source for the surface 
energy balance. Whilst these results seem to be counter intuitive and contradict other studies, it 
is not possible to explain these results based upon other obvious categories that these models 
have in common. Further analysis of these results are beyond the scope of this paper, but will be 
the study of future work. Models that incorporate a temporal variation in QF show some 
increased skill at nighttime during the winter, and these are the only models with QH  similar to 
the observations during this period. However, during the daytime these models consistently 
overestimate QH  at all times of the year. 
 
When the models’ complexity is the basis for classification, the results show that the simple 
models give the best simulation for all fluxes. These models have the smallest RMSE for each 
flux and the smallest MBE for QH and QE, and form the majority of models that do not benefit 
from a phase shift in any of their fluxes. However, simple models do have a larger bias in Q*, 
although this is the most accurately represented flux within the surface energy balance. Again it 
is not possible to identify classes of models from other categories that could result in this 
behaviour. There are simple models in each class for all of the categories. It is worth noting that 
the complex class are defined as the models that have no simple characteristics over all of the 
physical categories, where as the medium complexity models have only one or two simple 
characteristics. Hence it is possible that interaction between the complex characteristics lead to a 





number of simple characteristics and hence interactions between their physical schemes are 
easier to understand. 
 
In general, apart from the vegetation category, the simple models have the best representation of 
the diurnal cycle for QE, including the models that neglect QF when classified by the 
representation of this term. The restricted moisture fluxes from the more complex models result 
in a compensating over estimation of QH, again leading to greater errors. Thus representing 
evaporative fluxes from vegetation has a larger affect on the accuracy of the surface fluxes than 
adding more complex details to the representation of the urban surface components. However, it 
is likely that this could be explained by the representation used for vegetation rather than the 
other physical properties. It is possible that the simple models include a representation of 
vegetation, whereas the more complex models have concentrated on the complexity of the urban 
built morphology, design, construction materials and anthropogenic heat sources. 
 
Given a set of classifications that the best models share, there are also other models with the 
same classifications that perform less well (a list of the cross classifications are given in 
Grimmond et al. 2010). Hence despite the general conclusions about various physical classes 
that can be made for the models, other elements, such as the implementation of these options, 
can also affect the overall model performance.  
 
Whilst the comparison considered model results across two sites, only one of these was used for 
the results in Phase 2/Stage 4 of the comparison, which enabled a clean analysis of the physics 
within the models, as no evaluation data were available to the modelling groups. Hence it is not 
known if these conclusions are robust for other sites with differing density of buildings and 
complexity in the urban morphology. It is therefore recommended that additional observational 
sites should be used to corroborate the findings of this study. However, it is noted that it is not 
easy to obtain good quality data within the urban environment, given the limitations on 





Table 4.1: The number of model versions used in stage 4 of the first international urban model 
comparison (Grimmond et al., 2010, 2011) 
Code Model name References Versions Groups 
BEP02 Building effect parametrization Martilli et al. (2002) 1 1 
BEP_BEM08 BEP coupled with building 
energy model 
Martilli et al. (2002); 
Salamanca et al. (2009, 
2010) ; Salamanca and 
Martilli (2010) 
1 1 
CLMU Community land model – urban Oleson et al. (2008a, 2008b) 1 1 
IISUCM Institute of Industrial Science 
urban canopy model 
Kawamoto and Ooka (2006, 
2009a, 2009b) 
1 1 
JULES Joint UK land environment 
simulator 
Essery et al. (2003); Best 
(2005); Best et al. (2006); 
Best et al. (2011) 
4 2 
LUMPS Local-scale urban 
meteorological parametrization 
scheme 
Grimmond and Oke (2002); 
Offerle et al. (2003); 
Loridan et al. (2011) 
2 1 
NKUA University of Athens model Dandou et al. (2005) 1 1 
MORUSES Met Office Reading urban 
surface exchange scheme 
Harman et al. (2004a, 
2004b); Porson et al. (2010) 
3 1 
MUCM Multi-layer urban canopy 
model 
Kondo and Liu (1998); 
Kondo et al. (2005) 
1 1 
NJU-UCM-S Nanjing University urban 
canopy model single layer 







Noah land surface 
model/single-layer urban 
canopy model 
Kusaka et al. (2001); Chen 
et al. (2004); Loridan et al. 
(2010) 
3 3 
SM2U Soil model for sub-mesoscale 
(urbanized) 
Duport and Mestayer 
(2006); Dupont et al. (2006) 
1 1 
SNUUCM Seoul National University 
urban canopy model 
Ryu et al. (2011) 1 1 
SRUM2/ 
SRUM4 
Single column Reading urban 
model tile version 
Harman and Belcher (2006) 4 1 
SUEB Slab urban energy balance 
model 
Fortuniak (2003); Fortuniak 
et al. (2004, 2005) 
1 1 
SUMM Simple urban energy balance 
model for mesoscale simulation 
Kanda et al. (2005a, 2005b); 
Kawai et al. (2007, 2009) 
1 1 
TEB Town energy balance Masson (2000); Masson et 
al. (2002); Lemonsu et al. 
(2004); Pigeon et al. (2008) 
1 1 
TEB-ml Town energy balance with 
multi-layer option 
Hamdi and Masson (2008) 1 1 
TUF2D Temperatures of urban facets 
2D 
Krayenhoff and Voogt 
(2007) 
1 1 
TUF3D Temperatures of urban facets 
3D 
Krayenhoff and Voogt 
(2007) 
1 1 
VUCM Vegetated urban canopy model Lee and Park (2008) 1 1 





Table 4.2: Number of models in each class (simple 1 to medium 2 to complex 3 or 4) by model 
category (see Fig. 4.1 in Grimmond et al. 2011) considered for the seasonal cycle analysis.  See 
text for further explanation 
 
Category Class 
 Name No. of models 
Vegetation 1 None 8 
2 Separate tile 19 
3 Integrated 5 
Temporal variation of the 
anthropogenic heat flux 
1 None 22 
2 Fixed 3 
3 Variable 7 
Facets & orientation 1 Bulk 5 
2 Roof, walls, road, without orientation 17 
3 Roof, walls, road with orientation, no 
intersection 
6 
4 Roof, walls, road with orientation, with 
intersection 
4 
Reflections 1 Single 11 
2 Multiple 13 
3 Infinite 8 
Albedo, emissivity 1 Bulk 5 
2 Two facets 4 
3 Three facets 23 
Calculation method for the 
net storage heat flux 
1 Net radiation 3 
2 Residual 6 
3 Conduction 23 
Complexity 1 Simple 14 
2 Medium 12 






Table 4.3: Seasonal cycle (60-day averages) of the mean bias error (MBE) and root mean square 
error (RMSE) for the sensible heat flux (QH ) within each class in a number of categories (Table 













Figure 4.1:  Median of the average diurnal cycle for each 60-day period throughout the seasonal 
cycle, from the models classified by their representation of vegetation. Note the scales are 







Figure 4.2:  Median of the mean  modelled flux, mean bias error, and root-mean-square error for 
the surface fluxes determined for two month periods, for the models classified by their 








Figure 4.3:  Normalized median mean bias error (MBE) and root-mean-square error (RMSE) for 
the surface fluxes classified by their representation of vegetation  in the model. The errors are  
normalized by the absolute value of the mean observed fluxes for the appropriate period in the  








Figure 4.4:  As Fig. 4.1 for an example summer and winter 60-day period, but with the models 









Figure 4.5:  As Fig. 4.1 for an example summer and winter 60-day period, but with models 









Figure 4.6:  Percentage of modelled data within a percentage of the observed flux for each 
individual model, classified by their complexity, for each flux and 60-day period. An 
observational error estimate of 20% (the value for the possible under estimation in the sensible 
and latent heat fluxes as suggested by Coutts et al. 2007b) is indicated by the vertical dotted 








Figure 4.7:  As for Fig. 4.6 for some example models, but with the individual results shown for 
net radiation for the February-March period. The modelled results have been shifted relative to 








Figure 4.8:  As for Fig. 4.7, over the February-March 60-day period, but for the model data 
combined using the observational error estimates given by Hollinger and Richardson (2005) as a 
fraction of the observed net radiation, for the net all-wave radiation (5%), the sensible heat flux 
(10%) and the latent heat flux (8%). The net storage heat flux is omitted as it is determined from 
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Table 4.4: Seasonal cycle (60-day averages) of the mean bias error (MBE) and root mean square 
error (RMSE) for the net all wave radiation (Q*) within each class in a number of categories 
































Figure 4.9:  Median of the mean  modelled flux, mean bias error, and root-mean-square error for 
the surface fluxes determined for two month periods, for the models classified by the temporal 







Figure 4.10:  Median of the average diurnal cycle for each 60-day period throughout the 
seasonal cycle, from the models classified by the temporal variation in the anthropogenic heat 






































Figure 4.14:  As Fig. 4.10, but for models classified by the method for calculating the net 





























Figure 4.17:  Percentage of modelled data within a percentage of the observed flux for each 
individual model for each flux and 60-day period. An observational error estimate of 20% (the 
value for the possible under estimation in the sensible and latent heat fluxes as suggested by 








Figure 4.18:  Percentage of modelled data within a percentage of the observed flux for each 
individual model during the February-March period, for the net radiation flux. The modelled 
results have been shifted relative to those returned by the modelling group: 30 min and 60 min 








Figure 4.19:  As for Fig. 4.18, but for the model data combined using the observational error 
estimates given by Hollinger and Richardson (2005) as a fraction of the observed net radiation, 
for the net all-wave radiation (5%), the sensible heat flux (10%) and the latent heat flux (8%). 
The net storage heat flux is omitted as it is determined from the residual of the energy balance 







Chapter 5: Importance of initial state and atmospheric 






Urban land surface models (LSM) are commonly evaluated for short periods (a few weeks to 
months) because of limited observational data. This makes it difficult to distinguish the impact 
of initial conditions on model performance or to consider the response of a model to a range of 
possible atmospheric conditions. Drawing on results from the first urban LSM comparison, 
these two issues are considered. Assessment shows that the initial soil moisture has a substantial 
impact on the performance. Models initialised with soils that are too dry are not able to adjust 
their surface sensible and latent heat fluxes to realistic values until there is sufficient rainfall. 
Models initialised with too wet soils are not able to restrict their evaporation appropriately for 
periods in excess of a year. This has implications for short term evaluation studies and implies 
the need for soil moisture measurements to improve data assimilation and model initialisation. 
In contrast, initial conditions influencing the thermal storage have a much shorter adjustment 
timescale compared to soil moisture. Most models partition too much of the radiative energy at 




The resolution of weather forecasting models now enables land cover that was previously 
treated as sub-grid-scale heterogeneity to be explicitly resolved. This has resulted in a number 
of land surface schemes being developed to explicitly represent urban areas (e.g., Table 5.1). 
Combined with the increasing interest in the impact of climate change on the urban 
environment, this has led to the introduction of urban surfaces within the tiled land surface 
heterogeneity approach for climate models (e.g., Oleson et al. 2008a, McCarthy et al. 2010). 
 
These urban land surface models (LSM) vary considerably in their complexity, from simple 
bulk representations, to models that divide a wall surface into several layers, each of which has 
its own surface energy balance (e.g., Table 5.1). To evaluate how these various urban LSM 
simulate the net all wave radiative flux and turbulent fluxes of sensible and latent heat, the 
                                                     
 
11 This has been published as: Best MJ, Grimmond CSB (2014) Importance of initial state and atmospheric 





models have been compared to data from observational campaigns (e.g., Ross and Oke, 1988, 
Grimmond and Oke, 1991, 2002, Masson et al., 2002, Best et al., 2006, Dupont and Mestayer, 
2006, Hamdi and Schayes, 2007, Krayenhoff and Voogt, 2007, Oleson et al., 2008a, Kawai et 
al., 2009, Porson et al., 2009, Loridan et al., 2010, 2011, Järvi et al., 2011). Given the 
difficulties of taking observations within the urban environment, these campaigns have often 
been of relatively short duration of a few weeks to months (e.g., Grimmond et al., 1996, Oke et 
al., 1999, Voogt and Grimmond, 2000, Grimmond et al., 2004a, Mestayer et al., 2005, Offerle et 
al., 2005b, Newton et al., 2007). This has meant that it is not possible to determine the impact of 
the initial conditions, or the strategy chosen to spin-up the model from these initial conditions, 
on the performance of models. 
 
Although the initial conditions can impact on a model integration, if the right spin-up strategy is 
adopted the influence of the initial conditions can be removed. To correctly spin-up the initial 
conditions, there needs to be a period of sufficient length that the memory of the initial 
conditions has been lost. For certain parts of the land system, such as deep soil moisture, the 
length of time required for spin-up can be many years, or even decades (e.g., Chen et al., 2007).  
For initial conditions to be correct, a dataset that spans multiple years prior to the period of 
interest are required. As this is usually unavailable, and would severely restrict possible study 
periods, spin-up strategies are often designed around repeating one given year of data a number 
of times. However, this strategy brings the model into equilibrium with that particular year 
rather than providing the correct initial conditions for the study period. As few urban 
observational datasets are multi-year, it is not possible to adopt this strategy for model spin-up, 
hence most urban studies have minimal spin-up and rely on their initial conditions being 
suitable. Thus the initial conditions can impact the evolution of the model, if incorrect values 
are used.  
 
Many urban LSM were systematically assessed within the first urban LSM comparison (PILPS- 
urban) (Grimmond et al., 2010, 2011), using an observational period of 474 days. Initial results 
found a representation of vegetation is critical for accurate simulation of the surface turbulent 
fluxes of sensible and latent heat. This conclusion is supported when the LSM results are 
analysed at a higher temporal resolution which resolves the seasonal cycle (Best and 
Grimmond, 2013). However, it is well known that for vegetated surfaces, the partitioning 
between sensible and latent heat fluxes is largely determined by the availability of moisture in 
the soil and that changes to this soil moisture can occur on seasonal to annual timescales, 
especially for the moisture at deeper soil levels (e.g., Dirmeyer et al., 2006, Notaro et al., 2010). 
Therefore soil moisture initialisation can impact on the evolution of the sensible and latent heat 





will impact the surface energy balance of an urban environment and that soil moisture profile 
initialisation could be important. Whilst urban models might have other water stores in their 
system (e.g., precipitation lying on a road or roof surface), the timescale associated with these 
stores does not compare in length to that of the deep soil moisture. 
 
Urban environments typically have a higher thermal inertia compared to their surrounding rural 
areas, with net storage heat fluxes that are substantially larger than the comparative soil heat 
fluxes, causing a time delay in changes to the surface temperature of the urban facets (walls, 
roof, road) which will impact the energy balance fluxes (Grimmond and Oke, 1999a). Any 
errors in the initial temperature profile within the surface facets could persist, due to the large 
thermal inertia, impacting LSM performance. However the models use different representations 
of the surface, varying in complexity from a bulk representation of the urban area with a single 
surface temperature, to surface temperatures for a number of facets, to a number of surface 
temperatures for a single facet (such as several vertical levels for a wall). Thus it is difficult to 
identify a variable (e.g. surface temperature) that is observable at an appropriate scale, that can 
be used to evaluate all of the models. 
 
Assessing the impact and timescales that information is retained from initial conditions can be 
difficult, as often the data required to initialise can not be, or are not, observed. Unfortunately 
sensitivity studies can not distinguish between initialisation errors and model formulation errors. 
For instance, Best et al. (2006) demonstrated that the observed latent heat flux for an industrial 
site in Vancouver, Canada, could only be obtained if the model was initialised with 
unrealistically high values of soil moisture. Independent of horizontal advection possibly 
impacting these observation (Masson et al. 2002), it is possible to get realistic fluxes for the 
wrong reasons, such as unrealistic initial conditions. 
 
So to distinguish between model formulation errors and initial condition, the simulation period 
needs to be sufficiently long so that the initial conditions are no longer retained while ensuring 
the seasonal variations in model performance are considered. In addition, observational datasets 
of short duration are unlikely to capture all of the synoptic weather conditions experienced at 
the site over each of the seasons, making it difficult to draw conclusions about the suitability of 
a model to represent an urban region in general. This suggests simulation for at least twelve 
months is required.  
 
Whilst there are still few urban datasets of this length, the one used for the first international 
urban model comparison (Coutts et al., 2007a, 2007b) is of sufficient length to allow for both 





and the impact of various atmospheric conditions on the performance of the urban models. 
Hence the objectives of this paper are two fold: first, to analyse urban LSM performance to 
assess the impact of user choices of initial conditions and the timescales these impacts persist, 




The urban model comparison was designed to provide a systematic evaluation of a number of 
urban LSMs. The overall goals of the comparison included the identification of: the dominant 
physical processes within the urban environment, the complexity required for an urban LSM to 
be suitable to represent the radiative, sensible and latent heat fluxes, and the subsequent 
parameter requirements for such a model. The model evaluations were performed for a single 
site using meteorological forcing data that was observed at the site provided to the modelling 
groups. The amount of information about the site (such as the vegetation fraction, the height to 
width ratio of the built environment, the buildings’ thermal parameters, etc.) released to the 
modellers was provided in stages, so that analyses of the changes in results between stages 
could be used to address these goals (see details in Grimmond et al. 2011). To assess the impact 
of initial conditions “Phase 2/Stage 4” data, when all information about the observation site was 
provided, are analysed. Ideally the model performance should be its best at this stage, but 
Grimmond et al. (2011) found this is not the case for all models. 
 
The forcing and evaluation data used were observed over a 16 month period (13 August 2003 to 
28 November 2004) in Preston, a suburb in north Melbourne, Australia (Coutts et al., 2007a, 
2007b). The calculated land cover within the turbulent fluxes footprint was 44.5% buildings, 
13% roads, 4.5% concrete, 15% grass, 22.5% other vegetation and 0.5% bare soil (Coutts et al. 
2007a). The Oke (2004) Urban Climate Zone (UCZ) is 5 and the Loridan and Grimmond 
(2012a,2012b) Urban Zone for Energy exchange (UZE) is medium density (MD). The mean 
height to width ratio is 0.42 and the mean wall-to-plan ratio is 0.4. 
 
The observations undertaken at 40 m, were analysed at 30 min intervals from samples at 1 Hz 
for the radiative fluxes and 10 Hz for the eddy covariance data. Further details are given in 
Coutts et al. (2007a, 2007b), Grimmond et al. (2011) and Best and Grimmond (2013). The 
anthropogenic heat flux was estimated following Sailor and Lu (2004) using inventory methods 
with the contributions from vehicles, building sector and human metabolism accounted for. The 
net storage heat flux, determined as the residual of the surface energy balance, accumulates the 






Missing forcing data were gap filled to provide a continuous 30 min resolution data set. 
Evaluation is undertaken for only the time periods when all fluxes are available (8865 30-min 
periods), hence around 40% of the data are usable in this evaluation. To separate the impact of 
the initial conditions from the overall performance of the models, whilst also considering the 
seasonal cycle and enough data points per period, the analysis is performed for 60 day periods 
(Best and Grimmond, 2013). This yields seven 60 day periods, with the first and last being for 
the same time of the year. Prior to the first 60 day period there are an additional 53 days of 
forcing data. However, there are insufficient periods when all fluxes are available to allow 
meaningful statistics to be analysed from the model output. Thus, these 53 days are used as a 
spin-up period to try to remove the impact of the initial conditions and only the subsequent 
periods are analysed. No advice was given to the modelling groups to determine how they 
should set their initial conditions, or if an additional spin-up should be undertaken. These 
decisions were therefore made by the modelling groups themselves. This length of spin-up is 
likely to remove the initial conditions for moisture stores such as water on a road surface, but is 
not sufficient to spin-up the deeper soil moisture stores. Hence the results from the initial 
conditions impacting on model performance due to water availability are more likely to be 
connected to soil moisture and vegetation processes than the initial conditions for other water 
stores. 
 
To assess the impact of the soil moisture initial conditions, the Bowen ratio is compared 
between the first and last of the 60 day periods. The Bowen ratio is explicitly linked to the soil 
moisture through the evapotranspiration from the vegetation fraction within the urban footprint. 
As some models were run by more than one modelling group (Table 5.1) with independent 
assumptions about the initial conditions, it is possible to separate the impact of the initial 
conditions from the evaluation of the model physics. The Bowen ratio, for the midday period 
(10:00 - 14:00 local standard time), is determined from the mean sensible and latent heat fluxes 
for the period. Similarly for the impact of other initial conditions, such as the temperatures of 
the various facets that make up the urban surface, the ratio of any two fluxes is determined from 
the mean value of each flux over the same midday period. 
 
To investigate the impact of atmospheric conditions, the observed and modelled net all-wave 
radiation (net shortwave plus net longwave), sensible and latent heat fluxes and net storage heat 
flux have been scaled by the incoming all-wave radiation flux so that a direct comparison can be 
made between these surface fluxes (Loridan and Grimmond 2012a, 2012b). The median of these 
results, along with the standard error, has been calculated for a number of bins based upon the 





bins for each atmospheric variable have been chosen to allow the distribution of results across 
the range of the variable, whilst ensuring that there are enough data to create robust statistics for 
each bin. This results in a different number of bins between variable analysed ranging from 




5.3.1 Impact of model physics 
 
A number of things influence the performance of each of the urban models; this includes: how 
the physics within the model are represented, the values of parameters used, the initial 
conditions of the prognostic variables in the model and any spin-up strategy that is used to 
reduce the influence of these initial conditions. Within the urban model comparison no spin-up 
protocol was specified. Therefore the initial conditions of each model could still influence 
model performance, especially as many urban model evaluation studies have only been able to 
use repeated use of the initial period rather than using a long period of preceding data due to the 
short duration of the observational datasets, alternatively spin-up is neglected. Although the 
choice of model parameters and the representation of the physical processes within the models 
can both influence performance they are treated here as “model physics” for the comparison to 
observations; and initial conditions are a second aspect. 
 
The total observed precipitation during the simulation period (all hours independent of 
availability of observed fluxes for evaluation) was 883 mm, which occurred during 1089 of the 
30 min periods. These data were provided within the forcing data set. To assess the net variation 
in model performance the total cumulative evaporation (over all hours of the simulation) from 
each of the models are compared (Fig. 5.1a). It is evident that there is a large spread in the 
results with model 22 having a cumulative evaporative flux of 164 mm and model 44 of 821 
mm (whole period). The evaporative flux for the restricted period when all the fluxes were 
observed was 214 mm (observed) whilst the two models were 52 and 358 mm respectively. 
These two models both have normalized Bowen ratios of 1.0  βN   1.5. Although the two 
models had similar evaporation rates for their first and last 60 day periods, their actual 
evaporation time series is quite different (Fig. 5.2). Model 22 underestimates the evaporation 
throughout the year, whereas model 44 has a much better fit to the observed latent heat flux, but 
in general overestimates during the winter period.  
 





of the simulation (or integration—if not the whole period) and generally over estimates 
evaporation throughout the year. To sustain these large evaporation rates over an extended 
period of time would require irrigation. Unfortunately it is unknown which of the models 
simulated this. This data was not provided as part of the forcing data set and the area was under 
irrigation restrictions during the study period. So the net loss of water to the system simulated 
may be unrealistic over the period, and is unlike the results from any of the other models within 
the comparison (Fig. 5.1a). However it is likely that whilst the model physics has the largest 
impact on the differences in results, the initial conditions for model 50 are impacting its 
performance. 
 
As each model does not change its representation of the physical processes during the 
simulation period, it is possible to identify the impact of the initial conditions on the 
performance for each of the models by comparing the behaviour of the model during the first 
and last 60 day period (i.e., the same period in consecutive years) relative to the observed 
behaviour at the same time. For example, an increase in the mean evaporative fraction (latent 
heat flux divided by the sum of the turbulent sensible and latent heat fluxes) in the observations 
over the same period of the year would suggest that there is more water available for 
evaporation in the second summer compared to the first. As the models are forced with the 
observed precipitation they should have the same trends as the observations despite any 
differences in their representation of the physical processes. So any disagreement between the 
model behaviour and observations is the impact of the initial conditions used for the simulation. 
 
5.3.2 Initial Conditions: Bowen ratios 
 
As the treatment of vegetation within the models plays a key role in their performance 
(Grimmond et al., 2010, 2011, Best and Grimmond, 2013), and evapotranspiration is influenced 
by soil moisture availability, the seasonal and annual evolution of soil moisture are important. 
Therefore one metric of the impact of the initial conditions is the change in the Bowen ratio 
between the start and end of the simulations.  
 
The observations show that the seasonal cycle of the midday Bowen ratio (β) has an increase 
over the first 6 months of the summer period followed by a decrease in the winter time (Fig. 
5.3a). During the summer months the larger values of net all wave radiation drive larger latent 
heat fluxes which reduce the soil moisture. This reduction in soil moisture is not sufficiently 
replenished by the precipitation that is reducing during this period, and hence evapotranspiration 





Bowen ratio (Fig. 5.3a). The observed Bowen ratio decreases after the larger autumnal rainfall 
in April and May. Overall, the first late spring (October/November) had a higher β than the 
following year which was wetter. The observed normalized midday Bowen ratio (first 60 day 
period normalised by the last 60 day period, βN) was 1.24; i.e., β was larger (soil drier) at the 
start of the observation campaign than at the same time the following year (Fig. 5.1b).  
 
The simulated Bowen ratio is influenced by a number of model processes which can include the 
soil water, the leaf area index of the vegetation, the depth of soil over which vegetation can 
extract water, the texture of the soils, etc. Thus initial soil moisture is not the only control on the 
relative performance of the various models but the comparison is informed by the assessment of 
the same period in two consecutive years for each model. The changes in the Bowen ratio 
between these two periods, removes differences in model physics within each model. Hence 
comparing the normalised Bowen ratio of each model against that observed, allows us to assess 
how the change in moisture availability for the model differs to the observations. 
 
Ideally the models would have the same proportional decrease in their Bowen ratios over the 
integration period, and hence the same normalised Bowen ratio as that observed. Six models do 
not simulate any latent heat flux (see Grimmond et al. 2010, 2011 for discussion) therefore they 
have an ill-defined β. Thus their βN can not be compared. Of the remaining models, only 12 
have a value of 1.0 ≤ βN ≤ 1.5 (i.e., close to the observed βN ± 0.25), whilst seven models have a 
βN that is less than 1 (Fig. 5.1b). Eight models have βN > 1.5, with three of these greater than 2.0 
and a further two with βN > 2.5. It is likely that this behaviour is caused by the initial conditions 
for soil moisture chosen by the user. The high βN are probably related to low values of available 
water for evaporation at the start of the simulation restricting the latent heat flux and hence 
increasing the β, whereas the low values of βN could be due to the initial available water being 
too high and hence not restricting the evaporation at all.  
 
To demonstrate that the influence of initial conditions can be separated from the representation 
of model physics, the results for three models with similar cumulative evaporation, but different 
βN behaviour (viz, models 41, 25 and 16) are shown in Figure 5.2. Although model 41 Bowen 
ratio (1.0 ≤ βN ≤ 1.5) is similar between the first and last 60 day periods, the model clearly 
underestimates the evaporation during both summer periods (Fig. 5.2) suggesting the initial 
conditions are having little if any impact on the evolution of the model.  
 
For model 25 (βN  > 1.5) the evaporation for the first summer period is underestimated whereas 
in the second summer period is in better agreement with the observations (Fig. 5.2). This 





sufficient precipitation the model does not have this as an ongoing constraint so performs more 
realistically. 
 
With model 16 (βN  < 1.0) the evaporation is more restricted during the second summer period 
compared than during the first, compared to the observations (Fig. 5.2). Given that the observed 
Bowen ratio decreases between the first and second summer periods (i.e., there is more water 
available for evaporation in the second summer that there is during the first), this suggests that 
the physics of model 16 would generally underestimate the observed evaporation due to water 
availability. This indicates that the initial conditions have been set so that there is little 
limitation to the evaporation but through time the available water is depleted, despite receiving 
precipitation in the winter, so it becomes a constraint. 
  
To consider the persistence and impact of the initial conditions three representative cases (Fig. 
5.3a) are chosen: a) initial β more than double the final period value (Model 40); (b) starting β 
smaller than at the end (Model 50); and (c) similar βN to the observations (Models 39, 46 with 
values of 1.22 and 1.23 respectively).  
 
In the first case (40), the high β persists for the first 6 months when there is less seasonal 
rainfall, but in April/May when the rainfall increases again the β decreases to similar values to 
that observed (Fig. 5.3a). For the subsequent 60 day periods, the β are more similar to the 
observations, which suggests that model 40 was initialised with too dry soil moisture that 
restricted evapotranspiration unlike the observations. It is only once more rainfall occurs during 
the winter months, when the net radiation is limited, that the modelled soil moisture is able to 
recover to values which do not limit this evapotranspiration. 
 
Although models 39 and 46 have βN that are similar to the observations, the actual values of the 
β are not the same (Fig. 5.3a). Compared to the observations, model 39 has a similar shape to 
the seasonal cycle of β but there is an off-set throughout the simulation, with the model having 
higher values than the observations. The β values for model 46 compare well with the 
observations during the winter period, but have larger vales than observed in the autumn and 
both of the summer periods. 
 
In the third case, model 50 initially does not follow the observed increase (December/January) 
but does start to increase in February/March (Fig. 5.3a). However, the β continues to increase in 
the autumn and winter months, before reducing in the spring. This may be caused by initial soil 
moisture that is too high. The initial reduction in soil moisture during the summer months is not 





autumn and winter which then restricts the evaporation and hence β increases, even as the 
rainfall start to increase. It is only once the accumulated rainfall reaches its larger values that the 
soil moisture is increased to a level that reverses this trend. 
 
The differences in the evolution of the β between model 50 and others is not driven solely by the 
initial condition of soil moisture, but also by the amount of soil water that is removed via 
evapotranspiration. The average mean bias error (MBE) in the latent heat flux from model 50 is 
around double that from any of the other models with a positive bias (Table 5.2), and so it 
removes more soil moisture regardless of the initial conditions. Hence although the initial 
conditions of soil moisture are important, so is the relation between soil moisture and the 
limitation in evapotranspiration. 
 
5.3.3 Initial Conditions: Model user assumptions 
 
For two of the models in the comparison, results from identical configurations (including 
physical setup) were submitted by more than one group. This ensured that the only differences 
between the models were the initial conditions, ensuring a clearer analysis of the role of initial 
conditions on the evolution of the model fluxes, whilst removing differences due to the physical 
parameterisations. Fig. 5.3b shows the evolution of the β for these two models (now called “1”, 
“2”). For both models, the simulations consist of results with an initial β substantially larger 
than the observed value (“dry”) and a second set with β results in better agreement with the 
observations (“wet”). Although the timing of the reduction in the large β varies between the 
models, both simulations with initially large β have reduced values through the winter/spring 
months, when the accumulated rainfall is higher. By the end of the simulation, all runs of the 
models have similar β which are close to the observed value. However, one of the model 
simulations (1wet) has average midday β that is consistently lower than the observed value. 
 
At the start 2wet is closest to the observed β but there is substantial increase in the modelled β 
during February/March resulting in values that are close to the initialised dry run (2dry) (Fig. 
5.3b). This suggests that the soil moisture dries out to similar values despite the different initial 
conditions. However, this drying of soil moisture with subsequent increase in Bowen ratio is not 
seen in the observations. The initially wetter run (2wet) stays drier during the period of larger 
accumulated rainfall compared to the initially drier model run (2dry), suggesting that the 
representation of physics within the model is also sensitive to the evolution from its initial state 






The impact of the initial conditions on 1dry and 1wet simulations can clearly be seen in Figure 
5.3b. Whilst the two simulations show similar values of evaporation during the initial spin-up 
period (first 53 days), the evaporation from the 1dry simulation is clearly restricted during the 
first summer period. This is caused by the onset of a restriction in water for evaporation that is 
due to the drier initial conditions set within this simulation. However, during the second 
summer period the evaporation rates are more similar between the two simulations, although 
1wet  still has larger values than 1dry.  Hence although the impact of the initial conditions has been 
reduced by the second year, they have not be removed completely. 
 
5.3.4 Initial Conditions: Sensible heat ratios 
 
As building materials have high thermal inertia, the initial conditions for the temperature of the 
urban facets (walls, roof, road) could impact the simulations. In addition, although the soil 
thermal capacities are smaller than that for many building materials, the initial conditions for the 
soil temperatures in the models may also contribute. The net storage heat flux from the models 
does not distinguish between urban facets and the underlying soil, therefore these are considered 
together. If an impact from the initial surface and soil temperatures does exist, then we would 
expect a trend in the ratio of the net storage heat flux to net all wave radiation (ΔQS /Q*) 
between the start and end of the simulation period, and a reverse trend in turbulent sensible heat 
flux to net all wave ratio (QH /Q*). Unlike β, there are no such trends in modelled ratios of the 
mean midday fluxes (e.g., Fig. 5.4), with the exception of QH /Q* from model 50. There are 
some small trends in QH /Q* in some cases (e.g., model 40, Fig. 5.4c) but not in ΔQS /Q*, even 
for model 50. Hence it is not obvious that the initial conditions chosen by the user for the soil 
temperatures or the surface temperature of each facet in their model have a significant impact on 
the simulation.  
 
Although there are no obvious differences in the values of QH /Q* and ΔQS /Q* between the 
start and end periods, only five models (21, 22, 33, 44 and 49) have values of QH /Q* which are 
consistently smaller than observed during the seasonal cycle (e.g. Fig. 5.4b). With the exception 
of model 22 which has a specified constant β (=1), these models all have an initial β that is 
lower than observed, and this persists throughout the seasonal cycle (not shown). The only other 
model with an initial β that is smaller than observed is model 50, which shows a trend in QH /Q* 
over the year. Hence it is likely that these models were initialised with too high soil moisture. 
Also, apart from model 50, these models have values of QH /Q* that are closer to the observed 
values by the end of the simulation than at the start. Hence this demonstrates that the initial 





balance, as might be expected. The implications of the initial conditions for the soil moisture are 
not so clear for the values of ΔQS /Q* (e.g., Fig. 5.4b), although three of these models (21, 44 
and 49) have values which are closer to those observed over the whole period than the other 
models. 
 
There are a further four models (31, 32, 36 and 40) that have values of QH /Q* which are lower 
than observed in the winter and spring period (e.g., Fig. 5.4c). Of these four models, three have 
an initial Bowen ratio that is substantially larger than observed, but are in much better 
agreement by the end of the simulation (not shown). However, these are not the only models 
that have an initial Bowen ratio that is substantially larger than that observed and hence the 
initial conditions on their own are not sufficient to explain the seasonal behaviour of QH /Q* in 
these models. For the remaining majority of models the ratio of QH /Q* is overestimated at all 
times of the year (e.g., Fig.4a), whilst the ratio of ΔQS /Q* is underestimated, compared to the 
observations. This suggests that in general, the models put too much of the available net 
radiation at the surface into the sensible heat flux at the expense of the net storage heat flux at 
all times of the year. This result does not seem to depend upon the initial conditions, unless the 
soil moisture is set to values which are too high, resulting in a β that is lower than observed 
throughout the simulation. 
 
This result can also be seen in the midday MBE for each of the fluxes (Table 5.2). For the 
majority of the models there is an overestimate in the sensible heat flux and an underestimate in 
both the latent heat flux and the net storage heat flux, including models 11 and 28 which have a 
large positive bias in the net radiation during the daytime. The average MBE for these fluxes are 
50, -19 and -50 W m
-2, respectively; whilst the median model’s MBE are 42, -11 and -50 W m-2. 
Exceptions to this include some models that have a positive MBE in the latent heat flux, and 
consequently a negative MBE in the sensible heat flux (models 21, 33, 44 and 49). Model 50 has 
a positive bias in both the sensible and latent heat fluxes due to its excessive evaporation, whilst 
model 16 has a negative MBE for all fluxes, due to its large bias in the net radiation. Only 
models 22, 36 and 44 have positive MBE for the net storage heat flux in the afternoon, with all 
three models having a negative bias in the sensible heat flux.  
 
5.3.5 Initial Conditions: Surface flux behaviour group by normalised Bowen ratio 
 
To assess the change in performance of the models between the first and last 60 day periods, a 
Taylor plot (Taylor, 2001) is used for each flux (Fig. 5.5), in order to identify changes to three 





determined using the 30 min data for all models within each βN category (section 3.1). The 
group of models with no latent heat flux are not impacted by the initial soil moisture conditions. 
This means that the change in performance between the first and last 60 day period for this 
group results from the differences in the climatological conditions and the model’s response to 
these. As such, the results for the no evaporation models can be used as a baseline to assess the 
impact of the initial conditions for the other groups of models. This is done by comparing the 
difference between the first and last 60 day periods for each group of models, to that from the 
group of models without evaporation. Note that models with no evaporation have no vegetation, 
but a model with no vegetation can still have evaporation if this process is included for other 
facets of the urban surface. 
 
For net radiation, the best predicted flux, the models that have no latent heat flux have 
degradation in the root mean squared error (RMSE) and correlation at the end of the period 
compared to the start, although the normalised standard deviation remains about the same (Fig. 
5.5a). This is in contrast to all of the other groups of models which show no real difference 
between the two periods in any of the statistics. This implies that the models generally show an 
improved performance in the net radiation at the end of the simulation compared to the start, 
due to the impact of initial conditions of soil moisture, that offsets the degradation that results 
from the change in meteorological conditions. 
 
For the turbulent sensible heat flux, the models that have no evaporation have a slight 
improvement in the RMSE and normalised standard deviation, but a slightly poorer correlation 
at the end of the simulation (Fig. 5.5b). The models with a βN < 1 have degraded performance at 
the end of the period for all three of the statistical measures. However, these models have a 
substantial improvement in the latent heat flux for both the RMSE and correlation and an 
improvement to the normalised standard deviation resulting in good agreement with the 
observations at the end of the period (Fig. 5.5c). This is the only category of model that has a 
standard deviation in the latent heat flux for the first 60 day period which is larger than 
observed. 
 
The models with βN > 1.5 have a larger degradation in correlation between the last and first 60 
day periods for the sensible heat flux compared to the models with no latent heat flux, but have 
improvements to the RMSE and particularly the normalised standard deviation that are larger 
than the models with no evaporation (Fig.5b). Those models in the 1.0 ≤ βN ≤ 1.5 class show an 
improvement in all of the statistics at the end of the period compared to the start. However, both 
βN classes, plus the overall results for all models, have improved results in all of the statistical 






Notably the models with βN > 1.5 have substantial improvements to the normalised standard 
deviation for both the sensible and latent heat flux (Figs. 5b, c). These models, initialised with a 
dry soil state, have a standard deviation that is too large for the sensible heat flux and too small 
for the latent heat flux during the first 60 day period. This is the expected behaviour if the 
vegetation was in an incorrectly water stressed state limiting the latent heat flux, resulting in too 
much energy partitioned into the sensible heat flux. The standard deviations for the last 60 day 
period do not agree with the observations, but are substantially closer for both fluxes. 
 
All the model classes have an improved net storage heat flux at the end of the simulation 
compared to the start (Fig. 5.5d). There are some slight differences between the categories 
compared to the changes in the models with no evaporation, such as a larger improvement to the 
RMSE from the models with βN > 1.5, but these differences are smaller than for the sensible and 
latent heat fluxes. Hence this shows that the initial conditions have more of an impact on the 
sensible and latent heat fluxes than on the net storage heat flux in general, due to the large 
influence that water availability has on the evaporative fraction. 
 
For models that are influenced by soil moisture, there is a general improvement at the end of the 
simulation compared to the start for all fluxes. Whilst the precipitation over the integration 
period will influence these results, all models received the same precipitation input, so different 
changes in the errors for the various groups of models show that the initial conditions also 
contribute. The only exception to this is the sensible heat flux for the models that are initialised 
with too much soil moisture (βN < 1.0, Fig. 5.5b). The largest improvements between the start 
and end of the simulation period are seen in the standard deviation of the latent heat flux for 
models initialised with either too much or too little soil moisture (βN < 1.0 and βN > 1.0 
respectively). The models with too much initial soil moisture have more variability in the latent 
heat flux because it is not sufficiently constrained, whereas those with too little initial soil 
moisture have less variability due to an over constraint on the evaporation. 
 
5.3.6 Meteorological forcing 
 
As well as the initial conditions, it is important to know the effect of the meteorological forcing 
conditions on urban land surface model performance. To investigate this, the 30-min model 
results and observations are analysed across the range of each forcing variables (Fig. 5.6). The 
fluxes are scaled by the forcing incoming radiation (Q↓ = K↓ + L↓, shortwave and longwave, 





forcing. These meteorological forcing (namely shortwave radiation, longwave radiation, 
rainfall, atmospheric temperature and specific humidity, wind speed and surface pressure)  are 
the data that were given to each group in order to perform their integrations. As such, this data 
were consistent across all of the modelling groups. In addition, the models have also been 
analysed for the wind direction, which was not a meteorological forcing that was given to the 
modelling groups. 
 
Whilst this analysis is not done according to particular weather types certain synoptic situations 
can be inferred, such as cyclonic conditions having lower shortwave radiation, higher longwave 
radiation, larger rainfall, higher wind speed and low pressures, or anticyclonic conditions having 
higher shortwave radiation, lower longwave radiation, less rainfall, higher temperature, lower 
wind speeds and high pressure. 
 
The normalized QH and ΔQS observations have a similar magnitude response to atmospheric 
forcing variables, whereas QE is smaller. Figure 5.6 shows an example of this for a model with 
behaviour that is typical of the majority of models in the comparison.  Q* has the largest 
response to changes in variations of the forcing meteorological conditions. The almost linear 
trend between Q* and the atmospheric temperature is probably linked directly to the radiative 
forcing of the surface and boundary layer (e.g., model 18, Fig. 5.6).  
 
For both Q* and QH the relation with the humidity forcing (Fig. 5.6) has two maxima and 
minima. Low values of specific humidity are most likely related to hot, dry anticyclonic periods 
which have large insolation; whereas high specific humidity are linked to periods associated 
with precipitation events when the surface water is freely available, such as low pressure 
systems. Hence the two extremes of the humidity values lead to different behaviour in the net 
upward radiation and subsequently with sensible heat flux. For the wind speed, the observations 
have lower values of Q* and QH and higher values of QE associated with high wind speeds and 
low pressure (Fig. 5.6), which is also consistent meteorological condition for low pressure 
systems. These synoptic conditions are likely associated with high humidity and rainfall.  
 
In general the models capture the observed response to each of the atmospheric forcings (e.g., 
model 18, Fig. 5.6), including the non-linear behaviour with respect to the humidity and wind 
speed, and the double maximum and minimum for the specific humidity, which agrees well 
with the observations. However, the models do have a growing bias for increasing shortwave 
radiation forcing, with QH having an increasing positive bias and ΔQS with an increasing 
negative bias. The results for ΔQS show that the models have a flat response at larger values of 






Whilst the majority of models reproduce the observed behaviour for each of the atmospheric 
forcing variables, the following have differing characteristics (Fig. 5.7). For QH, model 11 has 
higher values than observed for small and large downward shortwave and downward longwave 
radiation forcing (Fig. 5.7). The values are too high for small and especially large rainfall 
amounts, and there is a consistent positive bias to atmospheric temperature forcing. There are 
larger values than observed for lower atmospheric humidity, and an increasing positive bias for 
increasing wind speed. Finally, there are higher values than observed for low pressure. These 
results are all consistent with over estimating QH during low pressure synoptic storms.  
 
For model 22, with a constant Bowen ratio specified, the results for QH do not capture the 
observed increase with larger downward shortwave radiation forcing (Fig. 5.7), whilst the trend 
for the downward longwave radiation is the reverse to that observed, apart from largest forcing 
values. There is a small response to atmospheric temperature, but the inverse to the observed 
trend, and a flat response to wind speed apart from a reduction at high wind speeds.  
 
The QH for model 44 is underestimated compared to observations under large downward long 
wave radiative forcing (Fig. 5.7). During warmer temperatures the model results have the 
reverse trend to that observed, and decrease too rapidly with increasing wind speeds.  
 
For model 50, the results for QH are too high compared to observations for downward shortwave 
radiation forcing (Fig. 5.7), whilst the modelled increasing trend in response to the downward 
long wave radiation between 300 and 400 W m
-2
 is not observed. The modelled values are too 
large for high rainfall amounts, whereas the increasing trend for wind speed between 5 and 15 m 
s
-1
 is not observed.  
 
So the majority of the models can simulate the response of the observed surface fluxes to 
various atmospheric forcing conditions, but there is no obvious consistency between the 
minority that does not. These few models each have a different response which must be related 
to the details of their individual parameterisation schemes, rather than the representation of a 










performance. If set too dry, urban LSMs are not able to adjust to realistic values until there is 
sufficient rainfall. Conversely, if initially too wet the model is not able to restrict the availability 
of water to vegetation. This may persist for a period that is longer than a year, but with smaller 
errors. This impact of the initial soil moisture state confirms the importance of vegetation and 
how this interacts with the available water store in the soil of urban areas. 
 
The initialisation of soil moisture has implications for model evaluation studies. As many urban 
observational campaigns to date have been for short time periods (typically of the order of a few 
months), without well determined initial soil moisture conditions, evaluation of model 
performance may be hampered. Unfortunately, urban soil moisture data are still relatively rare. 
Thus, extreme care should be used to interpret model evaluation results if this is not explicitly 
addressed. For the modelling community to enhance their model evaluations and their model 
performance, future observational campaigns of fluxes in urban areas should be complemented 
with soil moisture observations. 
 
The long term memory from soil moisture is more significant in the evolution of the simulations 
than for thermal storage, with the timescale for the adjustment of the initial conditions of 
surface temperatures being much shorter than for soil moisture and not apparent at the end of 
the simulation. However, the initial soil moisture can also impact on the sensible heat flux and 
the net storage heat flux throughout the simulation.  
 
In general the models capture the observed trends in the surface fluxes for each of the 
atmospheric forcing variables, including the observed non-linear behaviour with respect to 
humidity and wind speed. However, the models are not able to capture the observed increasing 
trend in ΔQS with the larger downward shortwave radiation values. Overall, for increasing 
downward shortwave radiation, the models put too much energy into QH and too little into ΔQS. 
This is consistent with results from analysing the impact of initial conditions (section 3.3). 
Correcting such behaviour in the models requires future research, as it is not straight forward to 
increase ΔQS without having a similar impact on the turbulent sensible heat flux, due to their 
common interaction with the surface temperature which forms part of the thermal gradients that 
drive each of the fluxes. 
 
Some models do not capture the observed relations with atmospheric forcing. However, no 
general conclusions can be drawn as these models do not share any common representation of 
their physical processes which implies that the results are not due to the representation itself. 






Table 5.1: Models (name, versions (V) and user groups (G)) in Phase 2/Stage 4 of the first 
international urban model comparison. Model results are presented with anonymous numerical code. 
 
Model name V/G References 
Building effect parameterization (BEP) 1/1 Martilli et al. (2002) 
BEP coupled with building energy model 1/1 Martilli et al. (2002); Salamanca et al. (2009, 
2010) ; Salamanca and Martilli (2010) 
Community Land Model – urban (CLM-urban) 1/1 Oleson et al. (2008a, 2008b) 
Institute of Industrial Science urban canopy model 1/1 Kawamoto and Ooka (2006, 2009a, 2009b) 
Joint UK land environment simulator (JULES) 4/2 Essery et al. (2003); Best (2005); Best et al. 
(2006); Best et al. (2011) 
Local-scale urban meteorological 
parameterization scheme (LUMPS) 
2/1 Grimmond and Oke (2002); Offerle et al. 
(2003); Loridan et al. (2011) 
Met Office Reading urban surface exchange 
scheme (MORUSES) 
3/1 Harman et al. (2004a, 2004b); Porson et al. 
(2010) 
Multi-layer urban canopy model 1/1 Kondo and Liu (1998); Kondo et al. (2005) 
Nanjing University urban canopy model-single 
layer 
1/1 Masson (2000); Kusaka et al. (2001) 
National and Kapodistrian University of Athens 
model 
1/1 Dandou et al. (2005) 
Noah land surface model/single-layer urban 
canopy model 
3/3 Kusaka et al. (2001); Chen et al. (2004); 
Loridan et al. (2010) 
Seoul National University urban canopy model 1/1 Ryu et al. (2011) 
Simple urban energy balance model for mesoscale 
simulation 
1/1 Kanda et al. (2005a, 2005b); Kawai et al. 
(2007, 2009) 
Single column Reading urban model tile version 4/1 Harman and Belcher (2006) 
Slab urban energy balance model 1/1 Fortuniak (2003); Fortuniak et al. (2004, 
2005) 
Soil model for submesoscales (urbanized) 1/1 Duport and Mestayer (2006); Dupont et al. 
(2006) 
Temperatures of urban facets (TUF) 2D 1/1 Krayenhoff and Voogt (2007) 
Temperatures of urban facets (TUF) 3D 1/1 Krayenhoff and Voogt (2007) 
Town energy balance (TEB) 1/1 Masson (2000); Masson et al. (2002); 
Lemonsu et al. (2004); Pigeon et al. (2008) 
Town energy balance (TEB) with multi-layer 
option 
1/1 Hamdi and Masson (2008) 





Table 5.2: Mean bias error (W m
-2
) for each flux over the day (24 h) and for midday period 
(10:00 – 14:00), for each model and for the average and median of all of the models, over the 
seven 60 day periods. (day 54 to day 473) 
 
24 h Midday 24 h Midday 24 h Midday 24 h Midday
11 10.5 110.7 70.2 213.2 -34.5 -80.7 -35.8 -33.6
12 -9.6 -37.5 34.9 119.5 -34.5 -80.7 -20.5 -88.1
13 -13.7 -36.6 0.6 20.2 -7.1 -18.8 -17.7 -49.7
14 -9.0 -34.7 35.5 118.6 -34.5 -80.7 -20.5 -84.3
15 -7.7 -9.1 0.5 88.2 16.2 34.5 -13.0 -96.1
16 -23.0 -92.9 -10.5 -0.4 -3.2 -10.8 -19.9 -93.5
18 2.3 -8.3 10.0 60.5 0.5 0.5 -18.8 -81.0
20 -4.7 13.6 55.5 131.2 -34.5 -80.7 -36.2 -48.7
21 -7.0 -18.2 -5.4 -30.1 4.7 12.8 -16.7 -12.7
22 -4.6 2.8 -0.7 -41.6 -26.2 -59.6 11.8 92.3
25 0.3 -13.1 25.8 72.4 -8.8 -10.0 -17.1 -73.5
28 18.7 113.4 59.3 213.8 -34.5 -80.7 -16.6 -31.4
30 3.2 -14.1 12.2 79.6 0.4 0.6 -19.8 -106.0
31 -2.6 -17.5 3.9 39.1 -11.7 -19.9 -17.2 -80.3
32 -0.8 -20.6 11.2 19.5 -2.2 -0.3 -20.3 -51.5
33 -6.2 -21.7 -12.4 -25.7 10.0 35.9 -14.4 -45.7
35 -27.8 -47.9 13.6 1.5 -19.2 -52.4 -32.6 -8.8
36 -8.6 -5.1 19.2 -1.1 -16.5 -33.2 -14.7 27.2
37 -13.8 -35.6 0.4 18.5 -7.1 -18.6 -17.6 -47.2
38 3.1 16.2 44.7 127.4 -34.5 -80.7 -17.6 -42.3
39 -14.7 -45.5 1.8 42.3 -9.2 -20.4 -17.7 -79.2
40 -3.4 -27.0 13.2 53.2 -8.1 -9.3 -18.8 -82.1
41 -10.9 -13.0 8.4 35.6 -9.8 -15.8 -20.0 -44.4
42 -29.8 -48.3 20.7 5.8 -19.2 -52.5 -41.7 -13.3
43 -10.1 -31.2 1.7 21.9 -3.1 7.6 -19.1 -72.5
44 3.7 11.6 -24.4 -44.4 23.4 36.3 -5.8 8.0
45 2.3 -8.3 10.0 60.5 0.5 0.5 -18.8 -81.0
46 -4.4 -20.7 9.0 53.8 -2.9 -0.5 -21.0 -85.9
47 -8.6 -18.9 11.1 41.8 -8.8 -9.6 -21.4 -62.9
48 5.4 -7.6 16.7 38.9 -7.6 -15.1 -14.1 -43.1
49 -6.9 -16.9 -6.6 -32.5 5.6 13.4 -16.4 -9.5
50 -6.6 -8.2 10.6 88.9 38.4 83.9 -38.5 -87.7
Average -5.8 -12.2 13.8 49.7 -8.7 -18.9 -19.6 -50.3











Figure 5.1: Individual model values for (a) total evaporation (m) simulated for the period  and 
total cumulative precipiptation observed (dashed line), and (b) normalised Bowen ratio (first 60 
day period normalised by the last 60 day period) relative to the observations (dashed line). To 
preserve anonymity each model is identified by a random number (between 10 and 50). 







Figure 5.2: Time series of observed and modelled latent heat flux for a selection of models 






Figure 5.3: Evolution over the seasonal cycle of the Bowen ratios calculated from the mean 
midday (10:00 – 14:00) fluxes for (a) a selection of models (see text) (b) two urban LSM ("1", 









Figure 5.4: Observed (black line *) and modelled ratio of the average midday (10:00 – 14:00) 
(top) turbulent sensible heat flux to the net all wave radiation flux (QH /Q*) and(bottom) net 
storage heat flux to the net radiation flux (ΔQS /Q*) over the seasonal cycle for models with: (a) 
typical performance, (b) QH /Q* smaller than observed, and (c) QH /Q* smaller than observed in 








Figure 5.5: Normalised Taylor plot for first (square) and last (triangle) 60 day periods for (a) net 
all wave radiation, (b) turbulent sensible and (c) latent heat and (d) net storage heat fluxes. 
Taylor plots have the correlation coefficient on the polar axis, the normalised standard deviation 
on the radial y-axis and the normalised RMSE (x-axis) on the internal circular axes (Taylor 
2001). Performance for the average of all the models, plus the average of the models grouped by 
their normalised Bowen ratio (βN), as identified in Fig. 5.2 (see key). For (c) models with no 










Figure 5.6: Observed and a typical model (model 18) fluxes normalized by observed incoming 
all wave radiation (Q↓ = K↓ + L↓) binned (bin sizes as indicated on each figure, units as per 





















Figure 5.7: Sensible heat flux normalized by incoming all wave radiation (Q↓ = K↓ + L↓) 
binned (bin sizes as indicated on each figure, units as per figure) by atmospheric forcing type 
(columns) for four models (11, 22, 44, 50 rows) with characteristics that differ from the 







Chapter 6: Key conclusions of the first international urban 






The first international urban land surface model comparison was designed to identify three 
aspects of the urban surface-atmosphere interactions: (1) the dominant physical processes, (2) 
the level of complexity required to model these, and (3) the parameter requirements for such a 
model. Offline simulations from 32 land surface schemes, with varying complexity, contributed 
to the comparison. Model results were analysed within a framework of physical classifications 
and over four stages. The results show that the following are important urban processes; (i) 
multiple reflections of shortwave radiation within street canyons, (ii) reduction in the amount of 
visible sky from within the canyon, which impacts on the net long-wave radiation, (iii) the 
contrast in surface temperatures between building roofs and street canyons, and (iv) evaporation 
from vegetation. Models that use an appropriate bulk albedo based on multiple solar reflections, 
represent building roof surfaces separately from street canyons and include a representation of 
vegetation demonstrate more skill, but require parameter information on the albedo, height of 
the buildings relative to the width of the streets (height to width ratio), the fraction of building 
roofs compared to street canyons from a plan view (plan area fraction) and the fraction of the 
surface that is vegetated. These results, whilst based on a single site and less than 18 months of 
data, have implications for the future design of urban land surface models, the data that need to 
be measured in urban observational campaigns, and what needs to be included in initiatives for 
regional and global parameter databases.  
 
6.1.  Introduction 
 
Urban areas are often warmer than their surrounding rural environments, referred to as the urban 
heat island (UHI). This urban warming has numerous effects, including the initiation of 
convective storms (e.g., Bornstein and Lin, 2000), altering pollution dispersion by adapting 
mixing through changes to atmospheric boundary layer structure (e.g., Sarrat et al., 2006, Luhar 
et al., 2014), impacts on the production and mixing of ozone (e.g., Chaxel and Chollet, 2009, 
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Ryu et al., 2013), enhanced energy demand for summer-time cooling through air conditioning 
(e.g., Radhi and Sharples, 2013, Li et al., 2014), impacts on urban ecology (e.g., Pickett et al., 
2008, Francis and Chadwick, 2013) and increased mortality rates during heat waves (e.g., 
Laaidi et al., 2012, Herbst et al., 2014, Saha et al., 2014). As such, it is important to be able to 
accurately forecast urban warming and other meteorological variables for cities where the 
majority of the World’s population now lives. 
 
Predictions of future climate suggest additional warming in urban environments (McCarthy et 
al., 2010, Oleson et al., 2011). Indeed, the Inter-Governmental Panel on Climate Change 
(IPCC) Working Group 1 Fifth Assessment Report (IPCC, 2013) included at least one model 
that explicitly included an urban representation, and this number is likely to increase in the 
future as the resolution of these climate models increases to the extent that some urban areas are 
resolved. For future design of buildings and planning of cities, it is important that the dominant 
processes that lead to urban warming effects are considered. This requires the development of 
models that can represent the most important features of the urban heat island be used for 
reliable predictions. 
 
The urban heat island results from differences in surface energy exchanges between the urban 
environment and its surrounding rural area. Thus, understanding these differences is needed to 
interpret the urban heat island. The differences in urban surface energy exchanges arise through 
a number of processes. The geometry of a street canyon will increase the incoming solar 
radiation and long-wave radiation that are absorbed, due to multiple reflections and re-radiated 
from the 3-dimensional structures. The orientation of street canyons and the elevation of the sun 
will impact the reflected solar radiation, as a consequence of the depth to which the direct 
sunshine can penetrate into the canyon. The reduced availability of water at the urban surface, 
compared to natural vegetated or bare soil surfaces, means more of the incoming solar radiation 
is transformed into heat rather than a flux of moisture into the atmosphere. However, a larger 
proportion of this energy for heating is held within the fabric of the buildings given the large 
thermal inertia of the materials, resulting in changes in the diurnal cycle of urban temperatures. 
Moreover, an additional source of heating within the urban areas comes from human activities 
such as transport, the internal heating of the buildings and the metabolic rates of the people 
themselves (e.g., Sailor and Lu, 2004). 
 
All of these processes contribute to the differences in the energy balance between urban and 
rural surfaces, but it is difficult to identify which are the dominant processes just from 
observations as the processes cannot be separated because of the complex nature of the 





surface models (ULSMs) that have been developed for weather and climate applications, i.e., 
exchange surface fluxes with an atmospheric model. There are a number of such ULSMs that 
vary considerably in their complexity (e.g., Kusaka et al., 2001, Fortuniak, 2003, Krayenhoff 
and Voogt, 2007, Hamdi and Masson, 2008, Lee and Park, 2008, Oleson et al., 2008a). 
Although newer models often include more complex features than previous models, without 
knowing the dominant processes and controls, it is difficult to quantify the impact of each new 
feature. 
 
The first urban land surface model comparison was designed to objectively assess and compare 
the performance of a range of ULSMs for a single observational site. It attempted to identify the 
dominant physical processes that need to be represented in ULSMs by comparing models of 
varying complexity (Table 6.1). These models ranged from simple bulk representations of the 
surface that have been applied to atmospheric models for over a decade, representations of the 
facets of a street canyon (i.e., roofs, walls and road) that have been used in weather and climate 
models, through to more recently developed schemes that consider a complete energy balance at 
various levels within the urban canyon that have been applied to stand alone single point 
studies. Figure 6.1 shows a conceptual representation of the surface energy balance for these 
models of varying complexity. Whilst the scale that these models typically represent is larger 
than the size of the elements within a street canyon, a common feature is the ability to predict 
the exchange of fluxes between the urban surface and the atmosphere above it, i.e., the net all-
wave radiation (Q*), turbulent sensible (QH) and latent heat (QE) fluxes, as measured from flux 
towers in numerous urban observational campaigns. 
The aim of the urban model comparison was to consider: 
(1) What are the dominant physical processes in the urban environment? 
(2) What is the level of complexity required for an ULSM to be fit for purpose? 
(3) What are the parameter requirements for such a model? 
Here we present an analysis of the model comparison results to address these questions. 
 
6.2 Model Comparison design 
 
6.2.1 Observational data 
 
The criteria for selecting the evaluation dataset were; first it had not been used to evaluate any 
ULSMs previously, and second it needed to cover an annual cycle to allow assessment for 
different seasons. Model evaluation studies often result in the development and optimisation of 





previously used by one or a sub-set of the models to be evaluated would not enable a 
clean/independent objective assessment for all of the models.  
 
The dataset for a suburb of Melbourne (Preston) (Coutts et al., 2007a, 2007b) that had 
observations from 13 August 2003 to 13 November 2004 was selected. The moderately 
developed, low-density housing area is classified by Coutts et al. (2007b) as an Urban Climate 
Zone (UCZ) 5 (Oke, 2006), Local Climate Zone (LCZ) 6 (Stewart and Oke, 2012) or Loridan 
and Grimmond (2012b) Urban Zone for Energy exchange (UZE) medium density. The 
description of UCZ 5 is “medium development, low density suburban with 1 or 2 storey houses, 
e.g., suburban housing” (Oke, 2006), and as such the site is typical of suburban areas found in 
North America, Europe and Australasia. The area has mean building height-to-width ratio of 
0.42 and mean wall-to-plan ratio of 0.4 (Coutts et al., 2007b). The surface is dominated by 
impervious cover (44.5% buildings, 4.5% concrete and 13% roads), with a pervious cover of 
38% (15% grass, 22.5% other vegetation and 0.5% bare ground or pools) (Coutts et al., 2007a). 
 
The methods used to obtain the observed fluxes applied to our current analysis are given in 
Table 6.2, with details (e.g., data processing) presented in the original observation papers 
(Coutts et al., 2007a, 2007b). In addition, the initial model comparison results papers 
(Grimmond et al., 2011, Best and Grimmond, 2013, 2014) provide the site parameters. A 
continuous gap-filled atmospheric forcing dataset (474 days) to run the models was created for 
this study (see Grimmond et al., 2011). To evaluate the modelled fluxes (sensible heat flux, 
latent heat flux, net all-wave radiative flux and net storage heat flux (ΔQS)) 30 min periods are 
used when no observed fluxes are missing to allow consistent analysis between the fluxes 
(N=8865 or 38.9% of the full period). 
 
6.2.2 Data analysis 
 
To permit the research questions posed above to be considered, information about the 
observational site was released to the modelling groups in stages. This enabled analysis of the 
importance of the different types of information to model performance through assessment of 
the change in model skill between the stages. The stages (Table 6.3), designed to correlate with 
ease of access to information for all cities globally, involved release of (Grimmond et al., 2011): 
Stage 1: Atmospheric forcing data: (Table 6.3), typically provided by an atmospheric model. 
Stage 2: Vegetation and built fraction: two dimensional plan area characteristics of the site. 
These can be determined from land cover datasets derived from satellite data. 





interpreted from LiDAR (e.g., Goodwin et al., 2009, Lindberg and Grimmond, 2011), aerial 
photographs (e.g., Ellefsen, 1990/1991), detailed satellite imagery (e.g., Brunner et al., 2010), or 
simple empirical relations (e.g., Bohnenstengel et al., 2011). 
Stage 4: Building material parameters (Table 6.3): only obtainable from local knowledge of the 
materials used in the construction of the buildings. 
Stage 5: Observed fluxes: to allow parameter optimisation studies. Only a few groups 
completed this stage, so these results are not presented here. 
 
The results from 24 modelling groups are analysed, involving 21 independent models (Table 
6.1). Alternative versions of the same model were run by the same or independent modelling 
groups, which resulted in 32 sets of model simulations being submitted for all of the four stages 
(see full list in Grimmond et al., 2011). Each group completed a survey indicating the level of 
complexity used for various physical processes within their models. From the latter, categories 
of physical processes were established, with classes that cover the range of complexities 
(Grimmond et al., 2010, 2011). These categories were chosen to investigate the importance of 
various physical processes that could contribute to differences in the surface energy balance 
between the urban and rural environments. Thus every model is assigned to a class in each 
category based on the survey information. In this study, the complexity category (Grimmond et 
al., 2011) is not considered as the focus is to separate the specific physical processes. The 
categories, with the number of models in each class are shown in Table 6.4. 
 
Comparing the mean behaviour of the models in each of the classes as a reference provides a 
method to determine the level of complexity that gives the best performance for each category. 
These data are analysed to address the second research question, where “fit for purpose” in this 
study is defined as being able to accurately represent the energy exchange between the urban 
surface and the atmosphere (i.e., the net all-wave radiation, turbulent sensible and latent heat 
fluxes). 
 
Furthermore, by assessing the performance of the models across the categories for all classes, it 
is possible to identify the physical processes that have the largest impact on the performance of 










assessed the performance of the various classes within the categories using standard statistical 
measures. Here an alternative approach to assess the models’ performance is used, that 
considers the percentage of the models’ data values that are within observational error (Eobs). 
This gives a measure between zero (no values within observational errors) and 100% (all values 
within observational errors, i.e., a ‘perfect’ model). Although this type of analysis is not strictly 
benchmarking, as each model is not being compared to an a priori metric, it could be 
considered as being closer to the benchmarking ethos as having all data points within 
observational errors would be a stringent metric.  
 
The observational error estimates used in this analysis are for day-time fluxes based on a 
percentage of the observed fluxes, as suggested by Hollinger and Richardson (2005): net all-
wave radiation flux 5%, turbulent sensible heat flux 10%, latent heat flux 8%, and upward 
components of both shortwave and long-wave radiation fluxes 10%.  As the net storage heat 
flux in the observational dataset is determined as the residual of the surface energy balance, its 
observational error is assumed to be the sum of the errors for the other terms (i.e., Q*, QH and 
QE), giving 23%. The night-time error estimates are assumed to be double the day-time error 
estimates for each of the fluxes. The absolute magnitude of fluxes during this period are 
typically small (order of (10) W m
-2
), hence changes in the percentage of the observed flux used 
as the error estimates are likely to be within the reporting resolution (e.g. order of (1) W m
-2
) of 
the observations (especially the turbulent fluxes). Whilst these error estimates may be indicative 
rather than the actual values, the results would not substantially change the analysis presented. 
 
The analysis was undertaken for each model (k) in each class (j) within each category (i) (Table 
6.4), for each flux, over each stage within the comparison, and separately for day-time and 













       (6.1) 
where M is the number of points within observational error for model (k), n is the number of 




Application of eqn. 6.1 to the sensible, latent and net storage heat fluxes, for each class and 
category, at Stage 1 and Stage 4 (Table 6.3) are shown in Figure 6.2. The results could range 





data points within observational errors). The relative changes between the stages are also shown 






ijobs EE          (6.2) 
Assessment of “between stages performance” allows an emphasis of the common results across 
all of the classes and categories. It is scaled between 0% and 100%, with 50% corresponding to 
no change between the stages (Figure 6.2).  
 
Generally the results of the analysis, consistent with Grimmond et al. (2011), show that the skill 
to model latent heat fluxes is improved between stages 1 and 2. Knowing the plan area 
vegetation fraction (provided in Stage 2) is important for modelling the latent heat flux. No 
other stages show a general increase in model performance across the classes and categories for 
the fluxes shown in Figure 6.2. For the radiation fluxes (Fig. 6.3), the largest changes evident 
between Stages 3 and 4 are for the reflected shortwave radiation flux and are due to the 
specification of the bulk albedo at the site (i.e., the ratio of the reflected outgoing shortwave 
radiation flux from the whole urban surface to the incoming shortwave radiation flux, 
information released at Stage 4). This is also consistent with the conclusions from Grimmond et 
al. (2011). 
 
Model performance for the outgoing long-wave radiation flux has its largest changes at night-
time between Stages 2 and 3 (when the 3-d site morphological information (Table 6.3) were 
made available, Fig. 6.3). This enhanced performance at night could be related to improved 
estimates of the sky view factor which influences radiative trapping, and/or from improved 
estimates of the difference in nocturnal surface temperatures between building roofs and those 
of the roads and walls of the urban canyons. Improved performance is not detected in the day-
time outgoing long-wave radiation flux (Fig. 6.3), probably because of the dominance of 
shortwave radiation at this time. These results were not identified in Grimmond et al. (2011) as 
there was no separate analysis for day-time and night-time. 
 
It is evident from Figures 6.2 and 6.3 that the performance of the models for each of the fluxes 
does not improve consistently for each stage, as might be expected. This suggests that the 
models are not able to correctly make use of all of the information that is provided at each of the 
stages and hence the design of the models, and the use of their specific parameters, is not 
necessarily correct. This is discussed further in Grimmond et al. (2011). 
 
Each model is assigned to one class for every category (Table 6.4). This means that a model 





categories. The implications of this are that it is not possible to ensure that the good 
performance from a particular class within one category is not actually resulting from the results 
of a class from a different category. This potential contamination of results by categories 
inhibits the analysis of the dominant physical processes and the suitability of the models. Both 
the analysis presented in Grimmond et al. (2011) and that in Figures 6.2 and 6.3 have this 
limitation, hence we will not consider further any results in Figures 6.2 and 6.3 for any specific 
class or category. Alternatively, to address this issue of cross-contamination, we repeat the 
complete analysis using eqn. 6.1 separately for each category (c), but only considering the 
subset of models from class (a). Hence for each class (j) in category (i) for the analysis of eqn. 
6.1, the models used are those that are in both class (a) of category (c) and class (j) of category 













      (6.3) 
This gives the equivalent of 26 versions of Figures 6.2 and 6.3 (one for each class in each 
category); although for a given subset of models it is inevitable that some classes will not have 
any members and hence have no data. We then apply the following equation for each of the 















     (6.4) 
where caP  is the percentage of classes in the analysis that are improved from just the subset of 
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is the number of classes that are improved in the analysis, totN  is the total number of classes (














       (6.6) 
is the number of classes with no data. 
 
Hence values of caP close to 100% relate to nearly all classes in all categories being improved 
from the physical process represented in class (a) of category (c). This indicates that this process 
and its representation are important to model performance. Whereas values close to 0% relate to 





physical process is detrimental to model performance. Values around 50% have a similar 
number of classes that are improved and degraded, suggesting that the representation of the 
physical process has little impact on model performance. Hence the conclusions that can be 
drawn from this analysis are more robust than those of Figures 6.2 and 6.3, and the previous 
study of Grimmond et al. (2011). 
 
For example, with models that have an infinite number of reflections (category R, class i), the 
median of the results over the stages give a value of 88% for the night-time net storage heat flux 
(Fig. 6.4). This results from 14 of the 16 possible classes containing data being improved when 
considering only these models, demonstrating that this is important for predicting this flux. 
However, models that have multiple reflections (category R, class m) have a value of 12.5% for 
the night-time net storage heat flux (Fig. 6.4). This results from only two of the possible 16 
classes containing data being improved, hence showing that this is detrimental to predicting the 
flux. 
 
The results of Figure 6.4 show that for some classes (e.g., infinite reflections; category R, class 
I, Table 6.4), there are some demonstrated improvements to a flux (e.g., LWup) which is not 
obviously explained by the physics (e.g., how do infinite reflections of shortwave radiation 
improve the outgoing long-wave radiation but not the reflected shortwave?). Also, there are 
some classes that improve one particular flux, but not other fluxes. For example, models that 
represent the net storage heat flux as the residual of the surface energy balance (category S, 
class r, Table 6.4) demonstrate a clear improvement for the day-time sensible heat flux, but not 
for the latent or the net storage heat fluxes. This could be because with such models the sensible 
heat flux is not constrained by the energy balance giving them the freedom to enable better 
predictions of the sensible heat flux, whilst moisture availability is still the main control for the 
latent heat flux. 
 
There are many such conclusions that can be drawn from Figure 6.4. Here the focus is on results 
that are consistent between the fluxes, or consistent for a particular flux between the day-time 
and night-time. 
 
Models with a bulk representation of the albedo and emissivity (category AE, class 1, Table 6.4), 
and a bulk representation of facets and orientation (category FO, class 1; the models in these two 
classes were identical), demonstrate an improvement in skill during the day-time for nearly all 
fluxes, with the exceptions of the outgoing long-wave radiation which shows little change in 
skill and net all-wave radiation fluxes with only small improvements (Fig. 6.4). This class of 





degradation in the radiative fluxes during the night. These improved results are most likely due 
to the ability to utilize the observed bulk albedo directly. This class of models clearly delivers 
the largest benefits across the fluxes and indicates the most significant physical process to 
represent is the bulk albedo for the urban surface, because the net shortwave radiation 
dominates the surface energy balance. 
 
Improvements to the outgoing long-wave radiation flux and the net all-wave radiation flux 
during both day-time and night-time are obtained from models that have a single layer for each 
element of the urban environment (i.e., roofs and either urban canyons, or walls and roads 
separately) in the morphology category (category L, class 2, Table 6.4; Fig. 6.4). Improvements 
to the night-time sensible heat flux and net storage heat flux are also obtained from this class of 
models, but there is no improvement to these fluxes during the day-time. This neutral day-time 
result in the sensible and net storage heat fluxes may be explained by the negative impact on the 
outgoing shortwave radiation flux, which dominates over the long-wave radiation flux during 
the day-time. However, these results demonstrate the importance of presenting the difference in 
radiative surface temperatures between the roofs and the urban canyon, due to the non-linear 
relationship between the upward long-wave radiation and the radiative temperature. 
 
When considering the way in which the models represent vegetation (category V, Table 6.4), we 
find that although including vegetation (classes s and i, Table 6.4) does generally lead to an 
improvement for the fluxes, these improvements are not as obvious as those from the bulk 
albedo or the single layer urban morphology. Hence although these results confirm those 
presented in earlier studies on the comparison (Grimmond et al., 2011, Best and Grimmond, 
2013, 2014), that representing vegetation gives improved results, we demonstrate that the more 
robust analysis presented here shows that this is not the most important physical process as was 
concluded in these earlier studies. Getting the radiative fluxes correct from the shortwave via 
the bulk albedo and the long-wave through the urban morphology are required before the 
vegetation can influence the partitioning of energy between the sensible and latent heat fluxes. 
 
Previous studies on the urban comparison data have also concluded that models which neglect 
the anthropogenic heat flux (QF) do at least as well as the models that include this flux, although 
they were unable to explain this result (Grimmond et al., 2011, Best and Grimmond, 2013, 
2014). However, the results in Figure 6.4 show that although the class of models that neglect the 
anthropogenic heat flux (category AN, class n, Table 6.4) do improve some of the fluxes, the 
improvements are not consistent over all of the fluxes. Moreover, this class of models within the 
anthropogenic heat flux category is not always the one that delivers the best results. Hence we 










Prior conclusions from the ULSM comparison with daily (24 h) and seasonal analysis include 
that: representation of vegetation is critical to model performance (Grimmond et al., 2011, Best 
and Grimmond, 2013), along with the associated initial soil moisture (Best and Grimmond, 
2014), and the bulk albedo is also important (Grimmond et al., 2011). Notably, neglecting the 
distinctive urban anthropogenic heat flux was not found to penalize performance (albeit in the 
suburban area the value is small) (Best and Grimmond, 2013). However, this new analysis 
considering diurnal performance (day, night) enables us to conclude that nocturnal radiative 
processes also benefit from accounting for the enhanced long-wave trapping that occurs within 
urban areas. Separating the radiative processes of the roof and the urban canyon is beneficial.  
 
More critically, the more robust analysis presented here enables identification of a re-
prioritisation of the key physical processes: firstly, ensuring the use of the correct bulk albedo 
for the urban surface; secondly, the outgoing long-wave radiative fluxes with the representation 
of morphology separated into roofs and urban canyons; and thirdly, the inclusion of vegetation.  
The implications of the bulk albedo is important for observations as the temporal resolution of 
satellite estimates mean they will not provide the variations by time of day that are observed 
(e.g., Christen and Voogt, 2004, Grimmond et al. 2004a, Kotthaus and Grimmond 2014b).  
 
The current results for anthropogenic heat flux are consistent with the earlier studies: that 
neglect of the relatively small magnitude flux at this site (study period mean =  ~17 W m
-2
) is 
reasonable. This conclusion could well be different for urban environments where this is a more 
significant term in the surface energy balance. The flux is expected to be larger in other areas of 
Melbourne (e.g., as suggested from analysis using the model of Lindberg et al. 2013) and for 
urban areas elsewhere. We therefore recommend that future model comparisons ideally include 
areas of cities with larger anthropogenic heat fluxes. 
 
Thus to answer the three over-arching research questions of the urban model comparison: 
The dominant physical processes in the urban environment that models need to be able to 
simulate, in order, are; changes to the bulk albedo of the surface that result from building 
materials and also shortwave trapping from the canyon geometry; the reduction in outgoing 





between this and the roofs that see a full sky view; and the evaporation from vegetation. 
For the current generation of ULSMs, the ability to utilize a bulk surface albedo (category AE, 
class 1, Table 6.4) and to be able to distinguish between the roofs of buildings and the urban 
canyons (category L, class 2), and to have a representation of vegetation (category V, classes s, 
i), results in the best performance. 
The key parameters for ULSMs are the bulk surface albedo (information given for Stage 4 
influencing the upward shortwave radiation flux), the height to width ratio of the urban canyons 
and the fraction of building roofs to the urban canyons (information given for Stage 3 
influencing the upward long-wave radiation flux), and the vegetation fraction (information 
given for Stage 2 influencing the sensible and latent heat fluxes). 
 
The results, from this and the previous studies on the ULSM comparison, all suggest that a 
simple representation for most of the physical categories is sufficient for this type of 
application, i.e., determination of local scale fluxes (e.g. for use in the coupling to an 
atmospheric model). The prior categorization of the models (Grimmond et al., 2011, Best and 
Grimmond, 2013) into (simple, medium and complex) complexity classes based upon the 
number of physical categories treated as simple by a model demonstrated that the simple models 
performed best. This relative success of simple models suggests that for simulating local scale 
fluxes, more complex schemes deliver little additional benefit. Furthermore, the reduced 
parameter requirements for simple schemes are advantageous for large scale applications, such 
as global or regional scale modelling. However, it cannot be expected that this conclusion 
would also hold for other applications, e.g., atmospheric dispersion within street canyons of a 
specific city, as the simple models do not present some of the basic physical requirements for 
such applications. Thus the requirement for the development of more complex ULSMs does 
remain. 
 
The implications of this study go beyond the urban environment. In general, we need to balance 
the requirement for complexity within models against what is actually required for a model to 
be fit for purpose. Hence new and more complex processes should not be included in models 
unless it can be demonstrated that they are required. In addition, consideration needs to be given 
to the availability of information to specify parameters within complex models, and if such 
complexity can be justified given the uncertainty range for the parameters. Also, the type of 
analysis used here could be applied to any comparison study to ensure that the results are robust 
and not contaminated by physical processes not being directly considered. 
 
These key conclusions are based on the single site observational dataset of less than 18 months. 





Europe and Australasia. Hence we might expect the results from this study to be valid over a 
reasonable range of cities. However, most urban environments have a range of zones (e.g. 
Ellefsen, 1991, Grimmond and Souch, 1994, Stewart and Oke, 2012) with very different 
characteristics. So to test if the results presented here are robust for other cities, similar 
“experiments” are required for additional sites with differing climates and urban characteristics. 
Hence we recommend that further model comparison projects are required for the urban 
community. 
 
Despite these limitations, the results have implications for future development of ULSMs and 
for the types of data that need to be collected in future urban measurement campaigns (e.g., soil 
moisture, given its impact to limit transpiration and the long timescales required for model spin-
up, along with the conclusion that the fraction of vegetation is important for urban areas) and/or 
the parameters that should be collated systematically for cities around the world (e.g., Ching et 









Table 6.1: Urban land surface models (ULSMs) used to obtain results that are analysed here. 
See Grimmond et al. (2010, 2011) for more details of the different model versions and the 
number of groups that submitted simulations to the urban model comparison. 
 
Model name References 
Building effect parameterization (BEP) Martilli et al. (2002) Salamanca et al. (2009, 2010) ; 
Salamanca and Martilli (2010) 
Community Land Model – urban (CLM-
urban) 
Oleson et al. (2008a, 2008b) 
Institute of Industrial Science urban 
canopy model 
Kawamoto and Ooka (2006, 2009a, 2009b) 
Joint UK land environment simulator 
(JULES) 
Essery et al. (2003); Best (2005); Best et al. (2006); Best 
et al. (2011) 
Local-scale urban meteorological 
parameterization scheme (LUMPS) 
Grimmond and Oke (2002); Offerle et al. (2003); Loridan 
et al. (2011) 
Met Office Reading urban surface 
exchange scheme (MORUSES) 
Harman et al. (2004a, 2004b); Harman and Belcher 
(2006), Porson et al. (2010) 
Multi-layer urban canopy model Kondo and Liu (1998); Kondo et al. (2005) 
National and Kapodistrian University of 
Athens model 
Dandou et al. (2005) 
Noah land surface model/single-layer 
urban canopy model 
Kusaka et al. (2001); Chen et al. (2004); Loridan et al. 
(2010) 
Seoul National University urban canopy 
model 
Ryu et al. (2011) 
Simple urban energy balance model for 
mesoscale simulation 
Kanda et al. (2005a, 2005b); Kawai et al. (2007, 2009) 
Slab urban energy balance model Fortuniak (2003); Fortuniak et al. (2004, 2005) 
Soil model for submesoscales 
(urbanized) 
Duport and Mestayer (2006); Dupont et al. (2006) 
Temperatures of urban facets (TUF)  Krayenhoff and Voogt (2007) 
Town energy balance (TEB) Masson (2000); Masson et al. (2002); Lemonsu et al. 
(2004); Pigeon et al. (2008), Hamdi and Masson (2008) 






Table 6.2: Methods used to obtain the observed fluxes used for comparison with the ULSM. 
Sources: Coutts et al., (2007a, 2007b). Height of observation for all fluxes: 40 m. 
 







Kipp and Zonen CM7B and CG4 
radiometers 
1 30 
QH CSI CSAT 3D sonic anemometer 10 30 
QE CSI CSAT 3D sonic anemometer  
CSI Krypton hygrometer (Aug 2003 – 
Feb 2004),  
LiCOR LI7500 open-path infrared gas 
analyser (remaining period) 
10 30 
ΔQS Residual of the surface energy balance N/A 30 
QF Calculated (Sailor and Lu ,2004) : 
Vehicles: Numbers from survey (Nov. 
2002 – Oct 2003 
Building sector: 30 min electricity and 
daily natural gas statistics 
Human metabolism: Night, day and 
transition period metabolic rates, with 
population density statistics 
N/A Average monthly diurnal 






Table 6.3: Information released at each stage of the comparison 
Stage Information released 
1 Atmospheric forcing data only 
(incoming shortwave radiation, incoming long-wave radiation, precipitation, 
atmospheric wind speed, temperature, specific humidity and surface pressure) 
2 Vegetation and built fractions 
3 Morphology 
(Building heights, height-to-width ratio, mean wall to plan area ratio, fraction of surface 
covered by buildings, concrete, road,) 
4 Specific information on building materials 
(e.g., albedo and thermal properties of wall, road, roof) 
5 Observed fluxes for parameter optimisation 





Table 6.4: Classes and physical categories used in the analysis of the urban comparison results, 
including the number of models in each class (see Grimmond et al., 2010, 2011 for more 
details). Colours are used on the plots to aid comparison. 
Category Class 
Vegetation (V) None (n) Separate tile (s) Integrated (i) 
No. of models 8 19 5 
Anthropogenic heat flux 
(AN) 





No. of models 22 2 6 2 
Temporal variation of the 





Fixed (i.e., time 
invariant flux) 
(f) 
Variable (i.e., time varying flux) 
(v) 
No. of models 22 3 7 
Urban morphology (L) Bulk (1) Single layer (2) Multiple layer (4) 
No. of models 6 20 6 
Facets & orientation (FO) Bulk (1) Roof, walls, road 
without 
orientation (n) 









No. of models 5 17 6 4 
Reflections (R) Single (1) Multiple (m) Infinite (i) 
No. of models 11 13 8 
Albedo, emissivity (AE) Bulk (1) Two facet (2) Three facet (3) 
No. of models 5 4 23 







Conduction equation (c) 







Figure 6.1: Conceptual figure of how surface energy balance exchanges are included in  urban 
land surface models of different complexity. Note individual models have simple and complex 






Figure 6.2: For each flux and physical category class (Table 6.4), the percentage of modelled 
data points within the specified observational errors (eqn. 6.1) for Stages 1 and 4 (grey) plus the 
change relative to the previous stage (eqn. 6.2; scaled between -100% and 100%, shown by the 
horizontal dotted lines). Blue shading indicates an improvement (> 0) and red degradation (< 0). 
Results are shown for day and night-time (with day defined as incoming solar radiation flux 
greater than 0 W m
-2
). Codes definition for the physical categories and component classes (used 













Figure 6.4: The subset of models within a class of a category improved compared to all models 
(Pca, eqn. 6.4) ranked according to the median over the stages (for each flux, by time of day (as 
for Fig. 6.2)). Shading shows the range of results over the stages, with the individual results 
shown as horizontal lines within this.  The colouring emphasises the values of the median over 
the stages, with 100% corresponding to all classes improved, 0% all classes degraded and 50% 
no change. Note X-axis code (Table 6.4) order changes between subplots because of ranking 






Chapter 7: How important is the anthropogenic heat flux for 






Results from the first international urban model comparison experiment (PILPS-Urban) 
suggested that models which neglected the anthropogenic heat flux within the surface energy 
balance performed at least as well as models that include the source term, but this could not be 
explained. The analyses undertaken show that the results from PILPS-Urban were masked by 
the signal from including vegetation, which was identified in PILPS-Urban as being important. 
Including the anthropogenic heat flux does give improved performance, but the benefit is small 
for the site studied given the relatively small magnitude of this flux relative to other terms in the 
surface energy balance. However, there is no further benefit from including temporal variations 
in the flux at this site. The importance is expected to increase at sites with a larger 




Numerical weather prediction (NWP) models have included surface processes for many years 
(e.g., Manabe, 1969), but it is only within the last decade that representations of urban areas 
have been included (e.g., Best, 2005), even though urban energy balance models themselves 
have been developed over a much longer period (e.g., model evaluated by Ross and Oke, 1988, 
Masson, 2000, Martilli et al., 2002). The increasing resolution for NWP models has now 
reached the stage where urban areas can make up a large proportion of a grid-box, or in some 
instances actually be resolved. This has led to additional interest from this community to include 
a representation of urban areas within their modelling systems. Also, the move towards more 
integrated impacts for climate change has seen a move away from the post processing of urban 
areas from climate change signals, to including cities within the climate change simulations 
themselves (e.g., Oleson et al. 2008a, McCarthy et al. 2010). 
 
Unlike natural surfaces, the energy exchange within an urban environment includes additional 
                                                     
 
13 This has been published as: Best, M.J., C.S.B. Grimmond (2015), Investigation of the impact of anthropogenic heat 







source terms from the human activities (e.g., Sailor, 2011). These include the energy that is 
released from the heating of buildings and the emission of heat from vehicular transport. There 
is also a contribution from the metabolic metabolism of the humans themselves, although this is 
typically small compared to the other sources (Sailor, 2011). Calculations of the total magnitude 
of this anthropogenic heat vary considerably between cities (e.g., Christen and Vogt, 2004, 
Offerle et al., 2005a, Quah and Roth, 2011, Kotthaus and Grimmond, 2014a), and between 
different areas of any particular city (e.g., Ichinose et al., 1999, Pigeon et al., 2007b, Iamarino et 
al., 2012). In some locations the magnitude of the anthropogenic heat flux can be a substantial 
source term, similar to the daily mean solar forcing (e.g., Ichinose et al., 1999, Iamarino et al. 
2012). 
 
A priori it would be expected that such an additional source term would need to be accounted 
for in any urban model. However, results from the first international urban model comparison 
project (PILPS-Urban) consistently suggested that models which do not include an 
anthropogenic heat flux performed at least as well as models that did include this flux 
(Grimmond et al., 2011, Best and Grimmond, 2013). These studies were not able to suggest the 
reasons for this and indicated that additional investigation is required. 
 
Further to the results of these studies, Figure 7.1 shows the seasonal errors derived from the 
results of PILPS-Urban for the median model in each group, when the models are categorised 
by the complexity with which they represent the anthropogenic heat flux. These have been 
calculated using the methodology presented in Best and Grimmond (2013). The results show 
that the group of models that do not include the anthropogenic heat flux have the smallest root 
mean square errors (RMSE) for all four of the surface fluxes at all times of the year, compared 
to any of the other model groups that include this additional energy flux in various forms. In 
addition, the models without the anthropogenic heat flux also have the smallest bias for the 
sensible and latent heat fluxes, although they are the only group of models that have a negative 
bias in the sensible heat flux during the winter months. 
 
Here we aim to understand the counter intuitive results from PILPS-Urban. To do this we use 
one of the models from the comparison which did not include any anthropogenic heat flux. We 
have rerun the simulations that were done for PILPS-Urban whilst introducing the additional 
source of energy to this model and analysed the subsequent impact on the results without this 










The observational site chosen for PILPS-Urban was Preston, a northern suburb of Melbourne, 
Australia. Details of the site are given in Coutts et al. (2007b), and have also been summarised 
in the various analyses of PILPS-Urban results (Grimmond et al., 2011, Best and Grimmond, 
2013, 2014). The site is described as urban climate zone (UCZ) 5, with moderately developed 
low density housing (Coutts et al., 2007b). Two methods were used to determine the surface 
cover fractions over a 500 m radius with the average giving 45% building area, 5% concrete, 
13% roads, 15% grass, 23% other vegetation and 1% other (Coutts et al, 2007b). This gives the 
total impervious surface as 62% and the total pervious as 38%. 
 
Observations of the radiative, sensible and latent heat fluxes were all taken at the site whilst the 
net storage heat flux was determined as the residual of the surface energy balance. The net 
advective heat flux is difficult to determine and was assumed to be negligible, and the 
anthropgenic heat flux was derived using an inventory approach. Details of the instrumentation 
and sampling and averaging periods are given in Coutts et al. (2007b) and are not discussed 
further here.  
 
The method used to determine the anthropogenic heat flux followed Sailor and Lu (2004), 
utilising available data sources. This method considers the heat released from three different 
sources: vehicles, buildings (which is subsequently split further into electricity and natural gas), 
and human metabolism. To determine the contribution from vehicles, data were taken from a 
survey during November 2002 – October 2003 (Coutts et al., 2007b) and used along with 
population data from the 2001 census to determine an estimated value of the distance travelled 
per person per day. These data could not be used to determine hourly values, so the hourly 
fraction of daily traffic was taken as an average of U.S. cities from Hallenbeck et al. (1997). 
 
For building electricity half-hourly demand data were used, but only the fraction used for direct 
heating was accounted for. This is 43.1% of the total electricity usage, whilst the remaining 
56.9% was used for refrigeration, lighting and appliances, for which heat is only a small by-
product (and is thus neglected). For natural gas the diurnal heating profile was estimated using 
the diurnal variability in consumption which was modelled as a function of the daily range in 
temperature, using mean maximum and minimum temperatures  occurring at 1700 and 0700 






The human metabolic rates, along with the day-time and night-time periods, were taken from 
Sailor and Lu (2004), i.e., 175 W between 0700 – 2100 LST and 75 W between 2300 – 0500 
LST, respectively. During the transition periods (0600 and 2200 LST) a fixed value of 125 W 
was used, in contrast to  Sailor and Lu (2004) who used linear interpolation between the day and 
night-time values. These metabolic rates were then used along with the population density to 
determine the contribution to the anthropogenic heat flux. 
 
The contribution of the anthropogenic heat flux from human metabolism calculated by Coutts et 
al. (2007b) is small compared to the other source terms, as seen in other studies (e.g., Sailor and 
Lu, 2004). For the other three components, the magnitude of their contribution is similar. The 
vehicle term has distinctive double peak during morning and afternoon rush hours, as 
documented by Sailor and Lu (2004), but this is to be expected because the diurnal variations 
were determined from the same U.S. datasets. The natural gas term peaks in the morning at the 
time of minimum temperature (0700 LST) and has its smallest value in the afternoon at the time 
of maximum temperature (1700 LST), whereas the electricity term is fairly constant throughout 
the day. The resultant diurnal cycle for the anthropogenic heat flux has two peaks, but with the 
morning peak being greater and the afternoon peak (Coutts et al., 2007b). 
 
7.2.2 Urban land surface model 
 
The Joint UK Land Environment Simulator (JULES, Best et al., 2011), used in the current 
study, provided four sets of results to PILPS-Urban. There were two configurations, which 
represented the urban fraction as a single bulk surface, or the roof surface and street canyons 
separately; namely the 1-tile and 2-tile versions (see Best 2005 and Best et al. 2006). These two 
configurations were run by two modelling centres and ensured that the physical set up of the 
models was consistent, but the assumptions about the initial conditions, especially the soil 
moisture, were different. One set of simulations had more initial soil moisture than the other, 
which was shown by Best and Grimmond (2014) to have important implications for the model 
performance. None of the four sets of JULES simulations included an anthropogenic heat flux. 
 
Despite the differences in physical configuration and initial conditions between the four sets of 
JULES simulations, results from PILPS-Urban show that all of them perform well compared to 
other models (Figure 7.2, adapted from Grimmond et at., 2011), especially for the sensible and 
latent heat fluxes. Hence this is a good model to use to investigate the impact of including the 






For the simulations presented here, both the 1-tile and 2-tile versions of JULES were used, but 
with the initial soil moisture set to the same values as used for the dryer set of results 
contributed to PILPS-Urban. 
 
To put the results for the impact of including the anthropogenic heat flux into context with other 
aspects of the physical system represented in the urban models, an additional simulation using 
JULES with no representation of vegetation was undertaken. Results from the previous studies 
of PILPS-Urban concluded that a representation of vegetation was critical in order to obtain 
good performance from the urban models, especially for the sensible and latent heat fluxes 
(Grimmond et al., 2010, 2011, Best and Grimmond, 2013, 2014). However, the method by 
which the vegetation is represented, i.e., though an independent surface (tile scheme) or 
interacting with the urban surface (integrated) was shown to be less important. 
 
The JULES model included a tile scheme representation for vegetation in all four of the 
simulations submitted to PILPS-Urban, and the same representation has been used in all of the 
simulations with the anthropogenic heat flux. However, an additional simulation was completed 
with no anthropogenic heat flux and with the vegetation removed. This was done by setting the 
fraction of the vegetation surface to zero and re-scaling the urban surface fractions to sum to 
unity. 
 
7.2.3 Anthropogenic heat flux 
 
The JULES model was adapted to include the anthropogenic heat flux as an additional term in 







     (7.1) 
where C is the areal heat capacity of the surface, T is the surface temperature, Q* is the 
net all-wave radiation, QH is the turbulent sensible heat flux, QE is the latent heat flux, 
∆QS is the net storage heat flux and QF is the anthropogenic heat flux. 
 
The anthropogenic heat flux was specified at every time-step of the model run, based 
upon the observed values of the anthropogenic heat flux. By using the observed values, 





inevitably have its own inaccuracies. Hence we can identify the true impact of including 
the anthropogenic heat flux. 
 
For the 1-tile version, the anthropogenic heat flux was applied to just the urban surface energy 
balance. However, for the 2-tile version there is more flexibility regarding the addition of the 
flux. It can be added to just the canyon surface energy balance, the roof surface energy balance 
or to both the canyon and the roof surface energy balances. For the purpose of understanding the 
full impact of the anthropogenic heat flux on the JULES simulations, the 2-tile version has been 
run using all three of these combinations. For each of these, the anthropogenic heat flux applied 
to each surface has been scaled to ensure that the total flux integrated over all surfaces is equal 
to the observed values. 
 
In addition to investigating the impact of including the anthropogenic heat flux, we also study 
the results of including temporal variation in the flux. Four methodologies to provide the time-
step values of the flux were used (Fig. 7.3a-d), namely: 
 
1. The average value of the period of the observations: constant (i.e., no temporal variation) 
2. Monthly mean values, constant diurnal cycle, causing a step change between consecutive 
months 
3. Average diurnal cycle over the entire observational period, constant variation between 
months 
4. Monthly mean diurnal cycle, with variations between months (estimated QF data, Coutts et 
al, 2007b) 
 
The latter is the full temporal resolution of QF. Note that there are no differences between the 
diurnal cycle of days within the same month, due to the methodology used to determine the 
observed values; i.e., no response to meteorological conditions or human behavior (e.g., days of 
the week). 
 
The average value of the anthropogenic heat flux in the observational dataset is 11 W m
-2
, but as 
this is only applied to the urban surfaces of the land cover in JULES (i.e., not applied to 
vegetation or bare soil surfaces) the average value of the anthropogenic heat flux used in JULES 
is 17 W m
-2
. This gives a diurnal maximum value of 26 W m
-2
 and a minimum of 10 W m
-2
. 
Figure 7.3e shows the average diurnal cycle over the observational period, along with the 
diurnal cycles for the months with the maximum and minimum values. This figure shows two 





is small compared to the average of the other terms in the surface energy balance (Q* = 83 W 
m
-2
, QH = 83 W m
-2
, QE = 34 W m
-2
 and ∆QS = 20 W m
-2
), and in particular to the average 
downward component of shortwave radiation (K↓ = 168 W m-2). Secondly, the minimum values 
in the diurnal cycle occur during the night-time hours, when the sensible heat flux is small. 
 
7.2.4 Analysis methods 
 
The mean bias error (MBE) and root mean square error (RMSE) for Q*, QH and QE for each of 
the simulations are presented in Figure 7.4, for all data points and separately for the night-time 
values only (defined by K↓  = 0.0 W m-2). The statistics for the net storage heat flux are not 
shown as this is taken to be the residual of the energy balance in the observations and as such 
aggregates the observational errors. To calculate these statistics, any time-steps with missing 
observational data for any flux are omitted from the analysis. This is to ensure that the results 
are consistent between the fluxes, and with the methodology that was adopted in PILPS-Urban 




Figure 7.4 shows that the JULES simulations that include the anthropogenic heat flux have 
better performance (smaller MBE and RMSE) for the sensible heat flux, compared to the 
simulations without the anthropogenic heat flux (as submitted to PILPS-Urban). This holds for 
the analysis using all of the data and using the night-time data only. The latent heat flux has a 
very small increase in the positive bias over all of the data and a decrease in the negative bias 
for the night-time only data, but virtually no change to the RMSE. However, for Q* there is an 
increase in the MBE for both all data and the night-time data and a corresponding increase in 
the RMSE. 
 
The increase in negative bias for the night-time results for Q* are a result from the higher 
surface temperatures leading to more outgoing longwave radiation. However, since QH still has 
a negative bias when QF is included, this suggests that the relation between the radiative surface 
temperature and the thermodynamic temperature within JULES is not optimal and could be 
improved.  
 
The results show that for the anthropogenic heat flux with temporal variations there is little 
impact on all three of the fluxes (Figure 7.4), with only small differences in either the MBE or 





flux is more important than having time varying values, either diurnally of monthly. However, it 
should be noted that for this study only the mean monthly variations in QF are available and not 
the true temporal variability that depends on the meteorological conditions and human behavior, 
such as weekdays versus weekends. 
 
All of the 2-tile versions perform better than the equivalent 1-tile version for Q* and QH for both 
MBE and RMSE for all data and night-time data only. The only exception is for the MBE in QH 
with the simulations that do not include vegetation. There is no difference between the 1-tile 
and 2-tile versions for QE for either the MBE or the RMSE, except for the night-time MBE for 
the 2-tile version with the anthropogenic heat flux only applied to the canyon surface, which has 
a slightly larger negative bias. 
 
There are also differences with the 2-tile version of JULES for Q* and QH when considering the 
surfaces over which the anthropogenic heat flux are implemented. The simulations with the 
anthropogenic heat flux applied to just the canyon surface have noticeably smaller MBE than 
the other simulations for both all data and night-time only data, but these improvements are not 
evident in the RMSE apart from the night-time data for QH which has a very small 
improvement. Consistent with these results, we find that not applying the anthropogenic heat 
flux to the canyon tile (i.e., applying it only to the roof tile) leads to larger MBE and RMSE, 
particularly for the sensible heat flux. 
 
Despite the improvements that can be detected from the model simulations that include the 
anthropogenic heat flux, these are far smaller than the improvements that are obtained from 
including a representation of vegetation, especially for the RMSE for all of the data. These 
results are robust over all of the sets of simulations.  
 
The maximum values of the anthropogenic heat flux occur in the winter months (Fig. 7.3a), 
when the diurnally averaged sensible heat flux is at its lowest values. Hence we might expect to 
see a larger impact from the anthropogenic heat flux on QH at this time of the year. Seasonal 
variations of 60 day means in the results for the 2-tile version of JULES, with the anthropogenic 
heat flux applied only to the canyon energy balance, are shown in Figure 7.5 for the night-time. 
This figure shows the mean flux, MBE and the RMSE for all of the surface fluxes and is 
equivalent to the analysis presented in Best and Grimmond (2013) for all of the models in 
PILPS-Urban. For both the day-time (not shown) and night-time results (Fig. 7.5), the seasonal 
cycle of the anthropogenic heat flux generally makes no difference to the improvement of the 





with the only exception being a slight improvement to the MBE of ~1.5 W m
-2
 for the night-
time QH during June/July (JJ) compared to the summer months. However, there is a slightly 
larger improvement in the RMSE for QH (~ 3 W m
-2
) in both the day-time (not shown) and 
night-time (Fig. 7.5) during the winter months (JJ) compared to not including the anthropogenic 
heat flux. For nocturnal data this improvement results from the RMSE not increasing by as 
much as for the results from the model without anthropogenic heat flux. 
 
For the net storage heat flux, there is a slight improvement in both the MBE and RMSE during 
the day-time from including the anthropogenic heat flux (not shown), but a degradation in both 
statistics for the night-time (Fig. 7.5). These changes to both MBE and RMSE are consistent 
throughout the seasonal cycle. 
 
As well as the anthropogenic heat flux having larger impacts at certain times within the seasonal 
cycle, we might expect the impact on the surface fluxes to vary during the diurnal cycle, 
especially when QH has its smallest values (i.e., during the night-time). However, an equivalent 
figure to Fig. 1 of Best and Grimmond (2013), for the average diurnal cycle for each 60 day 
period of the seasonal cycle, shows that the impact on the diurnal cycle for all of the surface 
fluxes is small (not shown). At the scale of the range of the diurnal cycle, the differences in the 
various model simulations that include the anthropogenic heat flux are not discernible from 
those without an anthropogenic heat flux.  
 
Focusing on just the night-time part of the diurnal cycle (Fig. 7.6), results show that for this 
period there are some noticeable differences in the sensible and net storage heat fluxes between 
the model simulations. The JULES runs that include the anthropogenic heat flux show a reduced 
negative bias during the night-time compared to the run without this flux. This reduction in the 
negative bias ranges from a minimum of 4.8 W m
-2
 in the summer to a maximum of 7.3 W m
-2
 
in the winter.  
 
For the net storage heat flux, there is a reduction in the magnitude of the negative flux during 
the night-time from the runs with QF compared to the run without QF. The results for the JULES 
simulation without an anthropogenic heat flux have only a small bias in the net storage heat flux 
at night-time over most of the seasonal cycle. So subsequent changes to the night-time values in 
the net storage heat flux from implementing an anthropogenic heat flux into JULES introduces a 








The JULES model was one of the better performing models in PILPS-Urban, especially for QH 
and QE. However, this model did not include any representation of the anthropogenic heat flux 
within the simulations for the comparison. Hence it is a good tool for investigating if the 
inclusion of QF could improve the model performance still further. 
 
The results from the runs presented here to investigate this have shown that there is an 
improvement in both the MBE and RMSE throughout the seasonal cycle from including the 
anthropogenic heat flux in JULES. Whilst the improvement to the MBE is fairly constant 
throughout the year for the day-time results, the improvement in the night-time MBE and the 
day-time MBE and RMSE is greater in the winter months, when QH has its smallest average 
diurnal values, compared to the summer months. 
 
A positive impact is also evident for QH during the night-time, with the consistent negative bias 
from the simulations without QF reduced when the QF term is included in the surface energy 
balance of JULES. These changes also lead to a greater reduction in the night-time RMSE in the 
winter months than in the summer, as might be expected since QH has its lowest values. 
 
The impact of including QF on Q* is not so beneficial, leading to a slight degradation in both the 
MBE and RMSE. However, this negative impact of QF within the JULES simulations is more 
indicative of issues with the radiation balance rather than a direct influence of QF itself. It is 
possible that if the radiation issues within JULES were improved, the impact of including QF 
might also give beneficial results for Q*. 
 
There are also negative impacts on the errors for the net storage heat flux, with both the MBE 
and RMSE being degraded when QF is included in the simulations. The negative bias in ∆QS 
during the day-time throughout the year, along with the positive night-time bias, suggests that 
insufficient energy is being stored during the day-time and subsequently released during the 
night-time. This is consistent with the results presented by Best and Grimmond (2014) who 
suggested that urban models have energy partitioning issues in general between QH and ∆QS. 
 
Whilst the inclusion of the anthropogenic heat flux leads to some improvements within the 
simulations, the magnitude of these improvements is small, even to the extent that it is difficult 
to identify the changes when looking at the full diurnal cycle of the fluxes. The magnitude of 
the anthropogenic heat flux within the observational dataset has an average value of 11 W m
-2
, 





environments, especially since the minimum values of QF occur at similar times during the night 
to the smallest values of the sensible heat flux. However, the temporal variations in QF used in 
this study were only the mean monthly variations and do not take into account the 
meteorological conditions, or human behavior such as weekday and weekend activities, hence 
the actual variations in QF might have a greater impact. In addition, for urban areas in colder 
climates, QF could contribute a relatively larger fraction to the surface energy balance, due to 
the smaller size of radiative fluxes, and hence be more significant. The flux is also known to be 
much greater in dense, urban centres (e.g., Ichinose et al., 1999). 
 
The seasonal variations in QF are also small, which explains why the increased positive impact 
from including the flux during the winter months is also small. The small magnitude and diurnal 
cycle of the anthropogenic heat flux at this site could well be responsible for this result. It is 
likely that at sites with large variations in both the diurnal and seasonal cycles in QF there will 
be additional benefits from resolving the temporal behavior of the anthropogenic heat flux.  
 
The impact of including QF is much smaller on both the MBE and RMSE for all of the data and 
night-time data only, than including a representation of vegetation for the site. Again this result 
is influenced by the relatively small magnitude of the anthropogenic heat flux. However, nearly 
all of the models that neglected QF in PILPS-Urban did include a representation of vegetation, 
whilst other categories that included QF contained a greater proportion of models that neglected 
vegetation. Hence the counter intuitive results presented in the PILPS-Urban, suggesting that 
the group of models that did not include the anthropogenic heat flux performed at least as well 
as the models that did include this flux, were being influenced by the treatment of vegetation 
within these models. 
 
From the results presented in this study we can conclude that a representation of the 
anthropogenic heat flux is important for urban models and can lead to improved results. 
Moreover, the influence of the anthropogenic heat flux is likely to be greater at sites with a 









Figure 7.1: Median of the mean modelled flux, mean bias error (MBE), and root mean square 
error (RMSE) for the surface fluxes from the models in PILPS-Urban, determined for two 
month periods, for the models classified by their representation of the anthropogenic heat flux. 
Note the scales are different for each flux. For details of PILPS-Urban see section 2, and for 








Figure 7.2: Ranked model performance for stage 4 of PILPS-Urban, for each of the surface 
fluxes. The four sets of results from the JULES model are highlighted. These were generated 







Figure 7.3: Temporal variations in the anthropogenic heat flux applied to the urban surface 
fraction for the model simulations: (a) mean for observational period, (b) mean monthly value, 
(c) mean diurnal cycle for observational period, (d) monthly mean diurnal cycle, (e) mean 
diurnal cycle for observational period applied to the urban surface fraction (dashed line), with 








Figure 7.4: MBE (a-c) and RMSE (d-f) for net all-wave radiation (a,d), sensible heat flux (b,e) 
and latent heat flux (c,f), for both day- (filled) and night-time (hollow), for all implementations 
of temporal variation in the anthropogenic heat flux, and simulations without vegetation. 
Results are presented for the 1 and 2 tile configurations with the anthropogenic heat flux applied 









Figure 7.5: Nocturnal mean modelled flux (row 1), MBE (row 2), and RMSE (row 3) for the 






Figure 7.6: Mean diurnal cycle for each 60-day period throughout the seasonal cycle, scaled to 
focus on the night-time results, for the sensible and net storage heat fluxes. Note the scales are 






Chapter 8: Modelling the Bowen ratio at a number of urban 






Inclusion of vegetation has been found to be critical for urban land surface models (ULSM) to 
be able to reasonably represent the turbulent sensible and latent heat flux densities in an urban 
environment. Here the Joint UK Land Environment Simulator (JULES), a ULSM, is used to 
simulate the Bowen ratio at a number of urban and rural sites with vegetation cover varying 
between 1% and 98%. The results show that JULES is able to represent the observed Bowen 
ratios, but only when the additional anthropogenic water supplies into the urban ecosystem are 
considered. For example, the impact of the external water use (irrigation, street cleaning) on the 
partitioning of energy within the surface energy balance can be as substantial as that of the 
anthropogenic heat fluxes on the sensible and latent heat fluxes. The Bowen ratio varies from 1-
2 when the plan area vegetation is in between 30% and 70%. However, when the vegetation 
cover is below 20% the Bowen ratios tend to increase substantially (2-10) and have higher 
degree of sensitivity to assumptions about external water use. As this type of area (vegetation 





Over the last couple of decades there have been a number of models developed to represent 
urban land-surface-atmosphere interactions, such as Martilli et al. (2002), Fortuniak (2003), 
Kondo et al. (2005), Oleson et al. (2008a), and Salamanca et al. (2010). Typically these models 
are designed to represent the energy balance of the various facets that make up an idealized 
urban canopy. Often this is a symmetric street canyon  geometry with varying degrees of 
complexity, ranging from a bulk canyon (e.g., Best, 2005), separate roof, walls and road, with 
single (e.g., Masson, 2000) or multiple (e.g., Krayenhoff and Voogt, 2007) energy balances and 
even intersections separately from street canyons (e.g., Kawai et al., 2009). Whilst this may be a 
good representation of the central downtown areas of major cities, this design alone does not 
capture the influence of vegetation that is typically present in large amounts at the more 
                                                     
 
14 This has been submitted as: Best, M.J., C.S.B. Grimmond, A. Christen (2015), Modelling the partitioning of 






suburban locations. Even downtown areas can include non negligible amounts of vegetation 
within the street canyons. 
 
The implications are that vegetation also needs to be modelled for urban areas. Indeed, the first 
international urban model comparison experiment (PILPS-Urban) concluded that for both sites 
considered, the inclusion of vegetation was critical for a good simulation of the sensible (QH) 
and latent heat densities (QE) (Grimmond et al., 2010, 2011, Best and Grimmond, 2013, 2015). 
Models that included a representation of vegetation performed much better in simulating QH and 
QE than models that neglected it, although PILPS-Urban also concluded that the way in which 
the vegetation was modelled, i.e., as a separate independent surface (e.g., Dupont and Mestayer, 
2006) or integrated within the urban street canyon (e.g., Lee and Park, 2008), was not as 
important. However, the main focus of PILPS-Urban results was a suburban site, so it is not 
clear how robust these conclusions are for other sites with varying percentages of vegetation 
within the footprint of the observations.  
 
Observational data have quantified directly QH and QE and hence how the Bowen Ratio β (i.e. β 
= QH/QE) varies with the vegetation fraction across a range of values (Grimmond and Oke, 
2002, Loridan and Grimmond, 2012a). Here we investigate if an urban model that includes a 
representation of vegetation can reproduce the observed behaviour. 
 
In this study we use the JULES model (Best et al., 2011) that has been shown to perform well 
compared to other models within PILPS-Urban for simulating QH and QE (Best and Grimmond, 
2015). The model is used to simulate β for urban areas that range in plan area vegetation 





8.2.1 Observational sites 
 
For this modelling study, data from 22 observational tower sites (Table 8.1) are used where QH 
and QE were measured continuously in the inertial sublayer above usually uniform urban 
canopies by means of eddy covariance. The measurements represent the neighborhood-scale 
surface energy balance. The datasets are both short (< two months) and longer (> 12 months) 
duration. The longest (BA01_06) is six years. Most of the shorter duration datasets were 





are the periods during which the vegetation is most likely to experience soil moisture stress and 
hence limited transpiration. The datasets with observations collected during the winter (OU03 
and ME93) are tropical or sub-tropical climates where the precipitation is typically less during 
the winter months. Hence these are also the periods that are more likely to have soil moisture 
stress on the vegetation. A couple of rural sites outside of Basel (B02R1 and B02R2) were 
added to complete the spectrum of vegetation fractions modelled. 
 
The surface characteristics affecting the measurements have a range in vegetation cover 
fractions over the datasets (Table 8.2), varying from almost total vegetation cover to only 1%. 
For most of the sites the plan area proportions of vegetation and impervious surfaces (streets 
and buildings) combine to account for around 95% of the total area, with the exceptions of 
Tucson (TU90) and Ouagadougou (OU03). These two sites have a substantial fraction of bare 
soil or unmanaged land (which is modelled as bare soil), being 17% and 30% respectively. 
However, these sites are both in relatively dry climates and so bare soil evaporation is unlikely 
to have a substantial contribution to QE, and hence β. As such, presenting results compared to 
the vegetation fraction is more appropriate than comparing them to the impervious fraction. 
 
Further details on the measurement sites can be found in the references provided in Table 8.1 
for each of the sites. 
 
8.2.2 Model description 
 
The model used for this study was the community land surface model JULES (Joint UK Land 
Environment Simulator, Best et al., 2011). This model uses a tiled approach to represent 
different surface types and by default includes five types of vegetation (broadleaf trees, needle-
leaf trees, C3 grasses, C4 grasses and shrubs) and four non-vegetation types (urban, lakes, bare 
soil and permanent land ice), for which the urban tile represents the impervious surfaces of an 
urban environment. For the vegetation surfaces the leaf area index (LAI) can vary temporally, 
but for this study they have been held fixed at their default values (Best et al., 2011). Soil 
processes are modelled using four discrete layers that have increasing thickness with depth, the 
layer depths being 0.1 m, 0.35 m, 1.0 m and 2.0 m respectively. Results from the PLUMBER 
(PALS Land sUrface Model Benchmarking Evaluation pRoject) community experiment found 
the performance of this model for QH and QE, at a number of sites with natural surfaces, is 
comparable to many other land surface models (LSM) (Best et al., 2015). 
 





roads, parking lots) and buildings, excluding the vegetation and bare soil) can be represented, 
namely the one tile (Best, 2005), two tile (Best et al., 2006) and MORUSES (Porson et al., 
2010) schemes. The one tile scheme represents an urban area as a bulk surface with effective 
parameters. The two tile scheme separates out the roofs of buildings from the street canyon, also 
using effective parameters for each of the surfaces. Finally the MORUSES scheme is similar to 
the two tile scheme except that the parameters and canyon turbulence is parametrised and 
depends upon the morphology of the urban areas. 
 
Results for all three versions were included in PILPS-urban, although MORUSES was an early 
version that did not include vegetation, whilst results from the one tile and two tile versions of 
JULES were submitted by two modelling groups with different assumptions about their initial 
conditions, and in particular their initial soil moisture for the vegetation. Results presented in 
Best and Grimmond (2014) showed that the initial conditions for soil moisture can have a 
substantial impact on QH and QE. However, Best and Grimmond (2015) show that all four 
versions of JULES performed well in simulating QH and QE compared to other models in 
PILPS-Urban. Hence for this study we have chosen to use solely the two tile urban scheme 
within JULES, but have ensured that the initial conditions for the runs are appropriate by 
undertaking a spin-up simulation, as described below. The performance of this model in studies 
of both natural surfaces and urban environments indicates that this model is appropriate for this 
study. 
 
8.2.3 Spin-up strategy 
 
For each observational site (Table 8.1) JULES was run for at least 10 years prior to the initial 
observations. Following the PLUMBER method (Best et al., 2015), the initial soil moisture state 
was specified as being saturated conditions, then the LSM was run for 10 years to ensure the 
soil moisture reaches a correctly spun-up state. 
 
Given the many short duration datasets, the 0.5
o
 resolution global WFDEI (WATCH Forcing 
Data methodology applied to ERA-Interim reanalysis data, Weedon et al., 2014) was used to 
permit a 10 year spin-up. The 1979 to 2012 dataset uses ERA-Interim re-analyses (Dee et al., 
2011) to downscale monthly observations from the Climate Research Unit (CRU, New et al. 
1999, 2000, Harris et al., 2013) to a temporal resolution of three hours (see Weedon et al., 2011, 
2014, for more details). For precipitation, WFDEI has an alternative that is derived from the 
Global Precipitation Climatology Centre (GPCC, Schneider et al., 2013) for the monthly 







For each site the WFDEI grid data were extracted and used to force JULES with a 30 min time-
step. The interpolation from the three hour used a simplified Sheng and Zwiers (1998) algorithm 
within JULES. For radiation and precipitation data, a backward time averaging (i.e., time 
averaging that is valid at the end of the time period) that conserves the mean quantity is used, 
whilst for the other forcing variables a linear interpolation is used. The WFDEI temperature and 
humidity data are provided at screen level whilst the wind data are at a height of 10 m. 
However, the JULES model has an effective surface rather than the actual surface, i.e., the 
displacement height is not explicitly represented, so the WFDEI data have been used to force 
the model without any changes to the height. This is acceptable because the spin-up only needs 
to be in agreement with the previous mean climate, which can still be obtained from forcing at 
this height. 
 
8.2.4 Gap filling for forcing data 
 
To drive JULES during the analysis period, processed observational datasets from Loridan and 
Grimmond (2012b) were used. Any gaps in these data, or for additional sites, were filled using 
the WFDEI data.  
 
Given the global nature of the WFDEI data (Weedon et al., 2011, 2014) it is quite likely that 
there are inconsistencies for individual sites. In particular, the long term grid mean may not 
match a specific observational site mean. To asses this, periods with observed values were used 
to determine if any offset between the two dataset types existed. Any offset found was then 
applied to the WFDEI data to create values that could be used to gap fill the observational 
dataset whilst maintaining a consistent mean state. 
 
8.2.5 Model simulations 
 
Land cover fractions were determined from site publications (Table 8.2). For most the tree cover 
was separate from grass, but broadleaf or needle-leaf were not specified. For the current study it 
was assumed that trees were broadleaf and that the grass fraction was lawn and hence C3 grass. 
When the vegetation cover was not sub-divided into trees and grass in the original study, a 
judgement about the probable vegetation types was made from available satellite imagery. 
 
Values of QH and QE from the model simulations were used to derive  around mid-day, based 















       (8.1) 
where   represents the either QH or QE,     is the flux density at time j (             ) 
on day i of the      of the simulation and   is the mid-day average. The long term Bowen 






         (8.2) 
and was defined the same way for both the observations and model results, with missing 
observations periods omitted from the calculation. A mid-day value for β was used in preference 
to a daily average value because both fluxes are likely to be positive and not close to zero, 
making the Bowen ratio more meaningful. 
 
There could be many sources of errors in the model simulation that could impact on all of the 
terms within the surface energy balance. However, it is beyond the scope of the current study to 
investigate the ability of the model to simulate all of these terms. Here the focus is the ability of 
the model to separate the surface fluxes between turbulent heat and moisture, hence β, and not 
the individual flux densities. 
 
8.3 Results and discussion 
 
The observed and modelled β values for each of the sites are shown in Fig. 8.1. The model 
results are in good agreement with observed β at a number of the sites (e.g., B02U, MI95, 
C95U, see Table 8.1 for sites), but at the majority of the sites β is overestimated by the model. 
At only one site is β substantially lower than the observed value (VS92). If β is too large, this 
implies that QH is too large compared to QE within the model, whilst a value that is too small 
implies that QE is too large compared to QH.  
 
In the following discussion we will highlight cases where JULES simulations and 
measurements disagree and consequently address the issues to explore further possible model 
improvements. 
 
8.3.1 Influence of garden irrigation 
 





soil moisture stressed, and hence the transpiration has been reduced. To investigate the potential 
impact of the soil moisture, Figure 8.2 shows the initial soil moisture profile within the soil 
column normalised by the critical point (the point at which vegetation starts to become soil 
moisture stressed within JULES, Best et al., 2011). Hence a value less than one for any layer 
indicates that there is reduced soil moisture available to the roots in that layer, which will thus 
restrict the transpiration accordingly. 
 
Different root density profiles are used within JULES which corresponds to where soil moisture 
may be removed from by trees and grass (Fig. 8.2). For grass soil moisture can be removed 
primarily from the second and third soil layers (0.1 - 1.0 m depth) within the model, whilst for 
tress the third and fourth soil layers (0.35 - 3.0 m depth) are the primary sources. 
 
For many of the sites for which the model over predicts β (TU90, MB03_04, S91U, AR94, 
SG94, AR93, OU03, Fig. 8.1), the initial soil moisture profile (Fig. 8.2) was below the critical 
point for at least three of the four soil layers within the model. 
 
To investigate the impact of the soil moisture stress on the vegetation, the model was re-run for 
each site, but with the unfrozen soil moisture (i.e., the liquid water phase that is available for 
transpiration) in every layer set to the critical point (or saturation minus frozen soil moisture if 
this was smaller) at each time-step, i.e., no soil moisture stress for the vegetation. The results of 
these simulations are shown as β (Fig. 8.3a) and evaporative fraction (i.e., QE / (QH +QE), Fig. 
8.3b) to emphasis different parts of the vegetation fraction spectrum. Maintaining the soil 
moisture at the critical point in each layer reduces β to below that of the observations. Hence the 
model can represent observed β values, but only if there is no soil moisture stress for the 
vegetation.  
 
The spin-up strategy (section 2.3) used to initialise the soil moisture for each of the sites should 
have resulted in a reasonable initial state. The additional soil moisture required to give a good 
simulation from the model could be the absence of an anthropogenic water injection. This may 
be undertaken by individuals to maintain their gardens (e.g., S91U) or by the city to clear up 
after markets (e.g., ME93, MA01). However this may also be regulated; for example alternating 
days (odd/even) such as S91U (Grimmond and Oke, 2002 ) or banned such as VS92 because of 
drought). Under unrestricted irrigation conditions, QE has been demonstrated to closely follow 
irrigation (Grimmond and Oke 1986). The objective of watering gardens is to ensure that the 
vegetation is healthy, hence it would not be unreasonable to assume that the soil moisture for 
the majority of patches in an urban neighborhood is maintained around, or above, the critical 






8.3.2 Influence of long-term soil water representation 
 
The simulations that maintained the soil moisture at the critical point also have a beneficial 
impact in reducing β at the BA01_06 site, and to a much smaller extent for the LO01_02 site, 
even though the initial soil moisture from the spin-up simulation was above the critical point for 
these sites. 
 
Both of these sites are multi-year datasets and as such, it is not only the initial soil moisture that 
will impact on overall β, but also the longer term evolution of the soil moisture during the 
model simulation. Figure 8.4 shows the initial, final and year end soil moisture profiles for each 
of the four sites with a data period greater than 12 months. It is clear from Fig. 8.4 that for the 
BA01_06 site the soil moisture is drying during the simulation, with the bottom layer soil 
moisture (which has the long term memory) having a dryer soil moisture profile each year than 
the year before. The same is also true, but to a lesser extent, for the LO01_02 site. The 
MB03_04 site has almost no change in bottom layer soil moisture, but benefits from setting the 
soil moisture to the critical point because all of the soil moisture profiles are dry. For the 
HE07_09 site there is no trend in the bottom layer soil moisture, and hence the soil moisture 
state is not out of balance. The soil moisture is above the critical point for all of the profiles 
which is consistent with there being no impact on β when setting the soil moisture profile to the 
critical point (cf. Fig. 8.1 and Fig. 8.3a). 
 
The trends in soil moisture profile over the period of the simulations for both the BA01_06 and 
LO01_02 sites could result from relatively dry conditions during the observational period 
compared to the previous years, or more likely from different mean precipitation values used to 
force the model between the observations and the WFDEI data used for the spin-up. Whilst it is 
not possible to compare the average precipitation between these two datasets for the spin-up 
period, because this is before the observational period, it is possible to compare precipitation 
during the observational period itself (Fig. 8.5). Fig. 8.5 clearly shows that there is more 
precipitation in the WFDEI dataset for the BA01_06 site than in the observational dataset. For 
the other three sites, there is less difference between the average precipitation from WFDEI and 
the local observations, although for LO01_02 there is slightly more precipitation in WFDEI. 
 
To investigate if an issue within the WFDEI dataset impacts the spin-up, precipitation data were 
retrieved from synoptic stations close to the four sites: Baltimore Washington International 





E) and Melbourne Airport (37.7° S, 144.8° E) (data obtained through NOAA’s National Climate 
Data Center: http://www.ncdc.noaa.gov/). Differences between the synoptic and local 
observation data, and between the WFDEI and synoptic data are also shown in Fig. 8.5. This 
clearly shows that for the BA01_06 site, the WFDEI precipitation data are in closer agreement 
with the local synoptic conditions than the site data, although the synoptic station may have 
been included in the data analysis used to create the WFDEI dataset. However, the BA01_06 
rainfall data have not previously been analysed and detailed analysis of surrounding gauges has 
not been performed here. For the LO01_02 site the WFDEI dataset are also in better agreement 
with the synoptic station data, but the differences are much smaller than for the BA01_06 site. 
 
The implications for BA01_06 are that the original simulation using the observed precipitation 
forcing from the site (Fig. 8.1) had a negative bias in the observations (i.e., too little rainfall). To 
assess the impact of this, the model was re-run for BA01_06 and LO01_02 with all atmospheric 
forcing data provided from the WFDEI dataset rather than the local observations. All data were 
used, rather than just the precipitation data from WFDEI, to ensure consistency between the 
atmospheric data, e.g., to avoid simulating precipitation from WFDEI under clear sky 
conditions from the local observations (Fig. 8.3). It has been assumed here that any issues 
relating to the heights of the various forcing variables from WFDEI when used with JULES can 
be neglected. Whilst this assumption may not be valid, there are no other options available for 
obtaining consistent forcing data at more appropriate heights. 
 
The greater precipitation from the WFDEI dataset maintains the soil moisture profile above the 
critical point for the BA01_06 site and hence β is reduced to values that are less than those 
observed (evaporative fraction greater than observed), which is consistent with many of the 
other sites in Fig. 8.3. There is little difference in the resulting β for the LO01_02 site, which is 
consistent with there being small differences in average precipitation between the WFDEI and 
local observational datasets. 
 
8.3.3 Influence of bare soil surfaces 
 
Whilst additional anthropogenically applied water might be responsible for maintaining 
vegetation transpiration rates at many of the sites it is unlikely that unmanaged or bare soil areas 
are also irrigated. However, in the JULES model the different surface types share the same 
underlying soil. Hence setting the soil moisture profile to the critical point during the simulation 
will also unrealistically increase the bare soil evaporation and provide an infinite reservoir of 





substantial fraction of bare soil or unmanaged land cover, they could be affected by this model 
limitation. 
 
To investigate the impact on β, QH and QE, determined by the weighted average of the flux 
densities from each of the surface types, were reconstructed using the flux densities from the 
simulation with soil moisture set to the critical point for the vegetation surfaces, and data from 
the original simulation for the other surfaces. This is equivalent to irrigating only the vegetation 
part of the land cover. 
 
The resulting β and evaporative fraction values for the TU90 and OU03 sites are shown in 
Figure 8.3. The higher water availability for bare soil evaporation from the simulation with the 
soil moisture set to the critical point gave values of β that were substantially lower, and 
evaporative fractions substantially higher, than those observed (Fig. 8.3). However, irrigating 
only the vegetated area reduced the unrealistically high β values from the original simulation for 
these sites (Fig. 8.1), but does not lead to such low values. Indeed, for TU90 the resulting β is in 
good agreement with the observed values, whist for OU03 the modelled β is higher than 
observed, but within the range of the observations. 
 
8.3.4 Influence of street cleaning 
 
The modelled β for the ME93 and VL92 sites are substantially larger than the observed values 
(Fig. 8.1). Setting the soil moisture to the critical point has no impact on modelled β because the 
fraction of vegetation and bare soil within the footprint is small for both of these sites (1% and 
2% for ME93 and 5% and 0% for VL92 respectively). Hence the available water for QE must 
come from a different source to the vegetation or bare soil surfaces. 
 
At the ME93 site, there was daily cleaning of the streets in the morning in preparation for the 
market (Oke et al., 1999). To understand if this source of water can explain a lower β in the 
observations at ME93, precipitation was added to the forcing dataset between the local hours of 
07:00 and 08:00 each day. In addition, to ensure that the resulting water could only be retained 
on the street part of the urban surface and not the roofs, the water holding capacity of the roofs 
was set to zero. The amount of precipitation each day was set to the maximum water holding 
capacity of the street, which is 0.5 mm in the default parameter settings of JULES (Best et al., 
2011). Hence this water reservoir within the street was set to its maximum value at this time, for 
each day of the simulation. In this scenario, the resulting modelled β is greatly reduced and 






Information of the actual residual water that remained after the street cleaning process is not 
available from the field study and so it is not clear if the correct amount of water was added to 
the street surface within the model. A sensitivity study, by varying the amount of artificial daily 
precipitation, shows that the optimal value of water held within the street to give the same 
average β as that observed was around 0.2 mm. (Fig. 8.3). Hence it is feasible, and perhaps 
likely, that the source of water from street cleaning was responsible in reducing β to that 
observed. 
 
Street cleaning was also undertaken at the MA01 site during mid-morning after the market 
(Grimmond et al., 2004a). The same artificial total precipitation required to fill the maximum 
water holding capacity of the street (0.5 mm) and the optimal value obtained for ME93 (0.2 
mm) were applied to the MA01 site, expect that the artificial precipitation was added between 
10:00 and 11:00 each day. In this case the additional source of water has less of an impact 
because there is already a QE from the irrigated vegetation faction. However β is reduced when 
the water from street cleaning is added (Fig. 8.3), with 0.2 mm of water having a median that is 
in better agreement with the observations than 0.5 mm, as for the ME93 site. 
 
8.3.5 Influence of advective fluxes 
 
No additional source of water at the surface was documented during the observational period for 
the VL92 site. Indeed, during this period Vancouver was experiencing drought conditions and 
was under an irrigation ban (Grimmond and Oke, 2002). As such, the mid-day QE observed are 
small compared to the net all-wave radiation or the downward component of the short-wave 
radiation (Fig. 8.6). The small values of QE mean that the measurement errors will be larger than 
normally considered for this term. However, studies of the surface energy imbalance for 
observational datasets suggest that the error in QE usually leads to an underestimation (e.g., 
Leuning et al., 2012), so any adjustment of QE for measurement errors would increase QE and 
thus reduce β. So it is unlikely that the differences between the modelled and observed β values 
can be explained through observational errors. 
 
As there was no precipitation during the observational period, the only water store at the land 
surface would be through the soil moisture. Since there was no bare soil surface within the 
source area of the observed fluxes, this implies that the only possible moisture source from the 
surface would be through transpiration from the vegetation. Fig. 8.2 shows that the initial soil 





moisture stress on the vegetation, even though the site was actually in drought conditions. So 
the underestimation of QE, and hence high β, from the model can not be explained by the initial 
conditions. This is also confirmed by the run with soil moisture held at the critical point, since 
this run does not impact on modelled β (Fig. 8.3). 
 
If the observed mid-day values of QE at VL92 are scaled by the vegetation fraction, fv (i.e., the 
only water vapour originates from transpiration from the vegetation fraction of the land cover), 
then the resulting QE is larger than the net all-wave radiation (Fig. 8.6) and even larger than the 
downward component of the shortwave radiation at times. Hence it is very unlikely that QE 
observed at the VL92 site originated from soil moisture through transpiration within the 
turbulent source area of the eddy-covariance observations on the tower.  
 
As this was an industrial site, although there was no street cleaning documented, it is possible 
that there were some equivalent activities that could lead to a source of water on impervious 
surfaces. As such, a simulation with sufficient artificial total precipitation to fill the maximum 
water holding capacity of the street (0.5 mm) was applied for each hour between the working 
hours of 09:00 and 17:00 on each day. The addition of this water each hour provides a source 
reservoir that is large enough to reduce β to values far less than observed (Fig. 3). However, a 
sensitivity study shows that an amount of 0.035 mm each hour gives a modelled median of β 
that is close to that observed (Fig. 3). Hence it requires only a small amount of water to be 
added at each hour to explain the observed β, so it is possible that such a source of water is 
responsible for the observed evaporation. 
 
An alternative explanation is that the moisture originates from the advective flux at atmospheric 
levels below the height of the eddy covariance system. Indeed, the wind direction around mid-
day for most of the observational period was from the direction of False Creek, an inlet of the 
Pacific Ocean located 600 m to 1 km upwind of the tower. A relatively warm and dry surface 
such as that within the observational footprint could give the buoyancy required to lift the 
advected vapour flux at low levels, hence leading to an observed mid-day average QE of 36 W 
m
-2
 at the site. 
 
8.3.6 Influence of a garden irrigation ban 
 
The VS92 site is the only site where the model substantially underestimates observed β. The 
observational period for this site coincided with the VL92 site, so was also experiencing drought 





derived from the spin-up has a soil moisture profile that is above the critical point, and hence 
the vegetation in the model is not soil moisture stressed (Fig. 8.2). This implies that the there 
was too much precipitation in the forcing data from the WFDEI dataset during the spin-up 
period, especially during the period immediately prior to the start of the observations.  
 
Observations for the VS92 dataset were taken over 56 days, during which there was no 
precipitation in either the observational dataset or the WFDEI dataset. Therefore it is not 
possible to make conclusions about any biases that there could be in the WFDEI dataset 
compared to the observations. In addition, the complex topography of the Vancouver area and 
the proximity of the site being a coastal location results in large precipitation gradients across 
the city (Oke and Hay, 1998). As such, comparing the WFDEI dataset to a synoptic station 
would not necessarily result in any conclusions about precipitation biases compared to the 
observational site. Moreover the WFDEI dataset has a resolution of 0.5
o
 and as such can not be 
expected to give accurate precipitation values for specific parts in a region of such topographic 
heterogeneity. 
 
The WFDEI dataset has two precipitation datasets based upon monthly climatologies from 
either GCPC or CRU (section 2.3). In this study we have used the values from the GCPC data, 
but both climatologies are based upon a similar global precipitation gauge network. The number 
of gauges used for the climatology has a much lower density in the Vancouver (Canada) region 
compared to the coastal regions just to the south in the USA (see Schneider et al., 2013, Fig. 
8.5). Also, New et al. (2000, their Fig. 8.1) show that the rain gauge density used for the CRU 
climatology decreased substantially between 1981 and 1995. Hence it is quite likely that with 
the heterogeneous nature of precipitation around Vancouver, the rain gauge density during the 
period of the observational campaign could have resulted in a lower quality precipitation 
product for this site compared to other regions that have higher gauge densities. Thus the 10 
year spin-up for both VL92 and VS92 could be impacted. 
 
Irrigation restrictions were also enforced during the summer at the MB03_04 site. However 
unlike the complete ban at VS92 and VL92, at MB03_04 this involved no watering of lawns, 
whilst for trees and other vegetation automatic sprinkler systems were limited to the hours of 
23:00 and 06:00, and manual sprinkler systems limited to the hours of 05:00 - 08:00 and 20:00 - 
23:00. In addition, although the times during which irrigation could be applied were limited, the 
amount of water was not. 
 
Calculating an average β for both the summer and winter at the MB03_04 site shows that 





simulate the observed values if it is assumed that the vegetation is sufficiently irrigated (not 
shown). The summer values for both observed and modelled β are similar to the overall results. 
Hence the partial irrigation ban for the MB03_04 site has little impact on the overall β compared 




The initial soil moisture conditions have been shown previously to be critical for modelling 
sensible and latent heat fluxes in urban environments (Best and Grimmond, 2015). In this study, 
initialising soil moisture with saturated conditions prior to a 10 year spin-up is shown to 
produce a soil moisture profile that is consistent with the model physics whilst enabling a 
realistic simulation. Hence we recommend this for future studies when soil moisture profile 
observations are unavailable. 
 
In addition, the WFDEI dataset is demonstrated to in general provide good quality forcing data 
that can be used with this spin-up strategy. Whilst the quality of the precipitation data within the 
WFDEI dataset can vary depending upon the rain gauge density used to create monthly 
climatologies such as GPCC and CRU, it was of sufficient quality for most of the sites 
considered in this study. Hence we also conclude that by using the WFDEI data and the 10 year 
spin-up strategy, it should be possible to initialise a LSM (including ULSM) at any site, as long 
as consideration is given to the density of rain gauges used for the monthly precipitation 
climatology. 
 
In a summary of the results from PILPS-Urban, Best and Grimmond (2015) concluded that the 
important processes in the urban environment were the bulk reflection of the downward 
shortwave radiation, the influence of the urban morphology on the longwave radiation fluxes 
and the vegetation processes for the distribution of the sensible and latent heat fluxes. This 
study has focused on the ability of JULES to simulate β across 22 observational datasets, i.e., 
exploration of the model’s ability to partition surface energy between the sensible and latent 
heat fluxes, hence the third physical process identified by Best and Grimmond (2015) is 
addressed. However, a good simulation of β does not necessarily imply that the model gives 
accurate values of QH and QE separately, which are also influenced by the radiative processes. 
 
The results from the model show that at sites where the transpiration from vegetation is not 
restricted by limited soil moisture the model can reproduce observed β, whilst for the sites with 





make the assumption that urban sites are irrigated to ensure that vegetation is not soil moisture 
stressed (i.e., urban residents maintain ‘healthy’ gardens and parks), then the model is in good 
agreement with observed β at these sites as well. The one exception, the VS92 site, was known 
to be in drought conditions with an irrigation ban in force. Hence we conclude that when 
modelling vegetation within urban environments it should be assumed that the vegetation is not 
soil moisture stressed, unless it is known to be a dry period with an irrigation ban in place. 
 
The possibility of an irrigation ban within urban environments makes the modelling of urban 
vegetation complex, but important. The availability of soil moisture for transpiration is not a 
physical condition as it is for the rural environment, but becomes a combination of physical and 
social conditions. Factors such as population density (i.e., water demand), wealth (e.g., artificial 
water storage), national infrastructure (i.e., transport of water) and stake holder requirements 
(e.g., city dweller water use versus agricultural irrigation) may all contribute towards the 
political decision making with regards to an irrigation ban. For instance, compare the different 
urban water use practices and water availability in the climates of Ouagadougou (Offerle et al., 
2005b), Marseille (Grimmond et al., 2004a), Vancouver and Chicago (Grimmond and Oke, 
1999a), and Arcadia and San Gabriel (Grimmond et al., 1996). Hence we conclude that there 
should be further studies investigating the implementation of irrigation bans and their impact on 
the surface energy balance for urban areas. 
 
Irrigation of vegetation is not the only anthropogenic moisture source that can influence the 
turbulent fluxes of heat and moisture within the urban environment. This work has shown that 
maintenance activities such as street cleaning can provide a source of water that can moderately 
increase QE. Hence all possible sources of anthropogenic water availability are important and 
need to be represented within an urban land surface model. Furthermore, the impact of such 
anthropogenic water injections suggests that they are at least as important as the anthropogenic 
heat flux density on the terms in the surface energy balance for urban areas. 
 
For well irrigated vegetation, there is little change in β for sites with vegetation cover between 
20-30% and 70-90%. Whilst there is some day to day variability at the sites, the average β is 
typically in the range of 1-2. The two rural sites with almost total vegetation cover (B02R1, 
B02R2) have β values less than one, which is typical for rural locations. However, as the 
vegetation fraction decreases below 20-30%, β increases substantially, with a maximum value 
of around eight for the most densely built up urban site studied here (ME93). However, for this 
site β was reduced due to being controlled by water availability from street cleaning. Also, for 
the second most impervious site (VL92) the observations may have been influenced by water 





into the source area at levels below the height of the observations. As such, it is possible that 
without these additional sources of moisture, β could be as large as 20 for urban sites with little 
vegetation during summertime. However, Offerle et al. (2006b) suggested that sparse vegetation 
may well be exposed to higher vapour pressure deficits and higher temperatures, whilst isolated 
trees are exposed to higher Photosynthetic Active Radiation (PAR), which could increase 
transpiration. Also, Meier and Scherer (2012) concluded that trees surrounded by a high fraction 
of impervious surfaces showed consistently higher canopy temperatures. In addition, we have 
made no attempt to distinguish between native and non-native vegetation. High latitude, mid-
latitude, semi arid and tropical vegetation all have different characteristics which could 
influence the results for sparse vegetation cover. Hence additional observational studies are 
required for urban environments with sparse vegetation and no additional anthropogenic water 
injections,to determine the behavior of vegetation in such environments. 
 
If we consider how QE varies with vegetation fraction, we find that as a proportion of the 
available energy at the surface, there is a step change around vegetation fractions of 20-30% 
(Fig. 8.7a). This step change is also seen when scaling QE by the incoming all-wave radiation 
(Fig. 8.7b). This result agrees with Loridan and Grimmond (2012a) who found such a step 
change in the scaled QE against their active vegetation index. Furthermore, when scaled by the 
incoming all-wave radiation, there is also a step change in QE with almost total vegetation cover 
(70-90%, Fig 8.7b), or little built area cover, although this step change is not seen in QE as a 
proportion of the available energy at the surface. This suggests that there could be a step change 
in the net heat storage flux density for small built fractions, as confirmed by the results of 
Loridan and Grimmond (2012a) who showed a step change in the storage heat density for 
changes in active built index. Hence we conclude that the sensitivity of QE, and hence the QH 
through the available energy at the surface, is greatly increased when there is little vegetation 
cover, whilst the sensitivity of the heat storage is greatly increased when there is little built area 
cover. 
 
The results from this study suggest that an urban land surface model, such as JULES, can 
reproduce the observed β values of urban sites. However, the sensitivity of the urban energy 
balance at sites with low fractions of vegetation land cover, or low fractions of built area, 
suggests that further studies are required for urban environments with less than 30% vegetation 
cover, and less than 30% built area cover. This can only be achieved if there are future 
observational campaigns for such environments, or observational data are analysed according to 
wind sectors that have differing plan area vegetation fractions. There is a need for future 
observational campaigns to be long term in order to sample a range of synoptic and climatic 












Table 8.1: Sources of observational data used in the analyses, with the main references for the 
data and the site characteristics. 









AR93 34.1 N 
118.0 W 
Jul - Aug 93 
40 days 
30.5 Grimmond and Oke, 1995 
Grimmond and Oke, 2002 
Arcadia,  
CA, USA 




32.8 Grimmond et al., 1996 
Grimmond and Oke, 2002 
Baltimore BA01_06 39.2 N 
76.7 W 
May 01 – Dec 06 
2049 days 
41.2 Crawford et al., 2011 
Basel, Switzerland B02R1 47.5 N 
7.7 E 
Jun – Jul 02 
30 days 
1.5 – 28.0 Christen and Vogt, 2004 
Basel, Switzerland B02R2 47.6 N 
7.6 E 
Jun – Jul 02 
30 days 
2.0 – 3.3 Christen and Vogt, 2004 
Basel, Switzerland B02S1 47.6 N 
7.6 E 
Jun – Jul 02 
30 days 
15.0 – 15.8 Christen and Vogt, 2004 
Basel, Switzerland B02U1 47.6 N 
7.6 E 
Jun – Jul 02 
30 days 
25.5 – 31.7 Christen and Vogt, 2004 
Basel, Switzerland B02U2 47.6 N 
7.6 E 
Jun – Jul 02 
30 days 
33.0 – 37.6 Christen and Vogt, 2004 
Chicago, 
IL, USA 




18.0 Grimmond and Oke, 1995, 2002  
Chicago, 
IL, USA 
C95U 41.6 N 
87.5 W 
Jun - Aug 95 
57 days 
27.0 King and Grimmond, 1997 
Grimmond and Oke, 2002 
Helsinki, Finland HE07_09 60.2 N 
24.9 E 
Jan 08 - Dec 09 
853 days 
31.0 Vesala et a., 2008 
Jarvi et al., 2014 
Lodz,  
Poland 
LO01_02 51.8 N 
19.5 E 
Mar 01 - Dec 02 
730 days 
37.0 Offerle et al., 2005a, 2006a,b 
Pawlak et al., 2011 
Marseille, France MA01 43.2 N 
5.2 E 
Jun - Jul 01 
27 days 
39.0 Grimmond et al., 2004a 
Melbourne, 
Australia 
MB04_05 37.8 S 
144.9 E 
Aug 04 – Nov 05 
475 days 
35.0 Coutts et al., 2007a 
Coutts et al, 2007b 
Mexico City, 
Mexico 




28.0 Oke et al., 1999 
Grimmond and Oke, 2002 
Miama,  
FL, USA 
MI95 25.4 N 
80.2 W 
May - Jun 95 
26 days 
40.8 Newton, 1999 
Grimmond and Oke, 2002 
Newton et al., 2007 
Ouagadougou, 
Burkina Faso 




10.0 Offerle et al., 2005b 
San Gabriel, CA, 
USA 




18.0 Grimmond et al., 1996 
Grimmond and Oke, 2002 
Sacramento, CA, 
USA 




29.0 Grimmond et al., 1993, Grimmond 
and Oke, 1995, 1999a, 2002 
Tuscon,  
AZ, USA 
TU90 32.1 N 
110.6 W 
May – Jun 90 
45 days 
25.6 Grimmond and Oke, 1995, 2002 




9.0 Grimmond and Oke, 1999a, 2002  
Vancouver, Canada VS92 49.3 N 
123.1 W 
Jul – Sep 92 
56 days 





Table 8.2: Sites ordered by increasing plan vegetation area within the footprint of the 
observations. See Table 8.1 for site names and sources of data. * indicates the sites where 



















ME93 1 0 1 54 44 97 2 0 
VL92 3 2 5 51 44 95 0 0 
OU03 10 0 10 40 20 60 30 0 
MA01 13 0 13 60 27 86 1 0 
B02U1 0 16 16 54 30 84 0 0 
TU90 11 7 18 23 42 65 17 0 
B02U2 0 31 31 37 32 69 0 0 
LO01_02 31 * 0 * 31 30 40 69 0 0 
MI95 7 27 34 35 29 64 0 2 
SG94 12 25 37 29 31 60 0 4 
MB04_05 23 15 38 45 18 62 1 0 
C95U 7 32 39 36 25 61 0 0 
VS92 9 35 44 31 24 55 2 0 
CH92 10 34 44 33 22 55 1 0 
HE07_09 24 25 49 15 36 51 0 0 
S91U 13 34 47 36 12 48 1 5 
B02S1 0 53 53 28 19 47 0 0 
AR94 30 23 53 24 19 43 2 2 
AR93 32 24 56 22 18 40 2 2 
BA01_06 54 14 67 16 15 31 1 1 
B02R1 0 91 91 2 7 9 0 0 









Figure 8.1: Mid-day (10 - 14 local solar time) variability of observed and modelled Bowen ratio 
shown by the inter-quartile range (box), median (-) and 10th and 90th percentiles (whiskers). 








Figure 8.2: Initial soil moisture profile used in the model simulations at each site (Table 8.1) 









Figure 8.3: (a) as for Fig.8.1 except that anthropogenic moisture has been added in various 
ways: Irrigated – soil moisture fixed at the critical point; WFDEI forcing – WFDEI precipitation 
instead of local observations; only vegetation irrigated – soil moisture held at critical point for 
vegetated land cover only; 0.5 mm street cleaning – precipitation added to forcing in the 
morning amounting to a total of 0.5 mm; 0.2 mm street cleaning – precipitation added to forcing 
in the morning amounting to a total of 0.2 mm; 0.035 mm/h street cleaning – precipitation 
added to forcing each hour between 09:00 – 17:00 amounting to a total of 0.035 mm every hour. 







Figure 8.4: As for Fig. 8.2 but for initial, final and end of calendar year soil moisture profiles for 










Figure 8.5: Distribution (inter-quartile range, median and 10th and 90th percentiles, as per Fig. 
8.1) of bias in precipitation between WFDEI and local observations, synoptic observations and 











Figure 8.6: Mid-day (10 – 14 local solar time) downward solar radiation (K|), net all-wave 
radiation (Q*), latent heat flux (QE) and latent heat flux scaled by fraction of vegetation land 







Figure 8.7: Mid-day (10 - 14 local solar time) variability of observed and modelled (a) latent 
heat scaled by available energy and (b) latent heat scaled by incoming all-wave radiation, shown 
by the inter-quartile range (box), median (-) and 10th and 90th percentiles (whiskers). Codes for 







Chapter 9: Conclusions and recommendations 
 
The objectives of this PhD were to establish the level of complexity required in an urban surface 
exchange scheme for the application of weather forecasting and climate modelling (i.e., accurate 
prediction of the turbulent sensible and latent heat flux exchange with the atmospheric boundary 
layer), identify the dominant physical processes within an urban environment for such 
applications, assess the seasonal behaviour of the urban models and the influence of initial 
conditions, understand the impact of the anthropogenic heat flux and assess if an urban scheme 
can represent the surface fluxes over a wide range of vegetation fractions in land cover. 
 
This research has analysed the results for an urban model comparison, from which the following 
conclusions can be drawn: 
 
The dominant physical processes impacting on the urban surface energy balance (with a focus 
on the surface/atmosphere exchange of sensible and latent heat fluxes) in order are: 
1. The albedos of building materials and shortwave trapping from canyon geometry that 
influence the amount of shortwave radiation absorbed by the urban surface. 
2. A reduced sky view factor from the urban geometry combined with the non-linear 
combination of outgoing longwave radiation from roofs and canyons, impacting on the 
net longwave radiation. 
3. Evaporation from vegetation which influences the Bowen ratio. 
 
Hence to accurately predict the sensible and latent heat flux exchange between the urban surface 
and the atmospheric boundary layer, an urban scheme must be able to utilise the bulk surface 
albedo, be able to distinguish between roofs of buildings and urban canyons, and have a 
representation of vegetation. To achieve this an urban model requires parameter information of 
the bulk surface albedo, the height to width ratio of the urban canyons and the fraction of 
building roofs to the urban canyons, and the vegetation fraction. This information can be 
determined globally from satellite data and/or simple formulations utilising satellite data.  
 
In general urban models are able to capture the seasonal cycle of the surface fluxes in the energy 
balance, although they tend to have larger errors in the summer than in the winter, as might be 
anticipated as the fluxes themselves are larger. On average, only the sensible heat flux has a 
positive bias throughout the year, with the other surface fluxes (net all wave radiation, latent and 
net storage heat fluxes) having a negative bias. Moreover, in general the models perform best 





the models do not have an overall phase error. A simple representation of the physical processes 
performs at least as well as more complexity, apart for the representation of vegetation. Not 
enabling a source of moisture for evaporation through vegetation or other processes results in no 
model data points for the latent heat flux being within 100% of the observed flux. 
 
Due to the importance of representing vegetation within an urban area, the initial conditions of 
soil moisture are critical. If the soil moisture is set too dry the model fluxes will be impacted 
until there is sufficient rainfall, whereas if set too wet then the model is not able to restrict 
evaporation as observed. The impact of incorrect initialisation of soil moisture can influence the 
model fluxes for over a year and affects not only the latent heat flux but also the sensible and 
net storage heat fluxes. 
 
The model errors caused by initial soil moisture have implications for future observational 
studies in urban environments. To make maximum benefit of these observations, an estimate of 
the soil moisture profile, or at least an indication of the soil moisture state, is required. 
However, if this is not available then a spin-up strategy using atmospheric forcing data from the 
WFDEI dataset can give a good estimate of the initial soil moisture, if a 10 year spin-up period 
is undertaken. Good initial conditions from this strategy are not guaranteed, however, due to 
assumptions in the algorithms and source datasets used to create the WFDEI forcing, so care 
should be taken to understand the limitation of this approach. 
 
Urban areas can have a high thermal inertia due to the construction materials used in the 
buildings. However, the initial condition of the surface temperatures of the various urban facets 
is not as important as for that of soil moisture. The spin-up timescale for the surface 
temperatures is less than that for soil moisture and the impact of initial temperature errors are 
not seen after a seasonal cycle. 
 
The majority of models that contributed to the urban model comparison are generally able to 
capture the observed trends in the surface fluxes from each of the atmospheric forcing variables. 
This includes the non-linear trends with respect to humidity and wind speed. However, the 
models are not able to capture the increasing trend in the net storage heat flux with increasing 
downward shortwave radiation. Overall the models put too much available energy at the surface 
into the sensible heat flux at the expense of the net storage heat flux. Improving the models with 
respect to these biases is not straight forward due to the interaction of each flux with the surface 







For the models in the comparison that were not able to capture the observed trends in the 
surface fluxes with regards to the atmospheric forcing, these models do not share common 
characteristics in their representation of the physical processes, so no general conclusions can be 
drawn in this regard. More likely it is the way in which the processes have been implemented 
within the parameterisations rather than the processes themselves. 
 
Conclusions that models which neglect the anthropogenic heat flux performed at least as well as 
those that include this flux, determined from initial studies of the results from the urban model 
comparison, may have been influenced by the representation of vegetation within the models. 
Results from one of the models that contributed to the comparison demonstrate that additional 
benefit can be obtained from including the anthropogenic heat flux, but the benefit is small due 
to the size of the anthropogenic heat flux itself. For the Melbourne data, having a temporal 
variation in the anthropogenic heat flux gives no additional benefit over including a constant 
value. It is not only the size of the flux that determines this result, but also the fact that the times 
in the diurnal cycle at which the surface energy balance is likely to be at its most sensitive to 
this additional source of energy, are the times when the flux itself has its smallest values. 
 
Despite the positive impact of the anthropogenic heat flux being small at the Melbourne site, it 
is anticipated that the benefits would be much greater at sites with larger anthropogenic heat 
fluxes. In addition, a larger magnitude in the diurnal variation of the anthropogenic heat flux is 
also likely to demonstrate additional benefits from a temporal representation of the flux. 
However, for this to be demonstrated observational campaigns in downtown areas with large 
anthropogenic heat emissions are required. 
 
In addition to anthropogenic activities leading to additional heating in urban environments, 
additional water sources through irrigation and street cleaning can also play a critical role in the 
surface energy balance. For most studies it can be assumed that vegetation is never soil moisture 
stressed, due to anthropogenic irrigation of gardens and parks, unless restrictions have been 
applied through complete irrigation bans.  
 
Over most of the range of plan area vegetation cover (30% - 70%), there is a similar response to 
the distribution of available energy at the surface into sensible and latent heat, with Bowen ratio 
values around 1 - 2. However, for low vegetation cover (< 20%) there is an increased sensitivity 
in the Bowen ratio to the vegetation cover, partly due to the low values in the denominator of 
this parameter, with values potentially as high as 20. For high vegetation cover (> 90%) there is 
a suggestion that there is sensitivity in the net storage heat flux which impacts on the fraction of 






Despite the suggestions of how the surface energy balance terms might be sensitive to the plan 
area fraction of vegetation, there are observational dataset gaps in the continuum of vegetation 
fraction, in particular, between 20% - 30% and 70% - 90%. As such, further observational 
campaigns are needed to fill these gaps and to provide a better understanding of how the surface 
energy balance components are sensitive to vegetation cover. However, there is no guarantee 
that such sites can be identified or observational campaigns undertaken. Hence an alternative 
could be to study the performance of models for differing wind directions that are likely to have 
different plan area vegetation fractions within their source areas.  
 
The key scientific contributions of the research within this thesis include: 
a) Identifying the dominant physical processes within an urban environment that are 
important for accurate prediction of the turbulent sensible and latent heat flux exchange 
with the atmospheric boundary layer; 
b) Describing the level of complexity of an urban surface energy balance model for this 
application; 
c)  Establishing the parameter requirements for such a model; 
d) The first consistent evaluation of many urban models over a full seasonal cycle; 
e) Identifying the critical impact of initial soil moisture on urban model performance, 
given the importance of vegetation; 
f) The recommendation that future urban observational campaigns should include an 
assessment of soil moisture; 
g) The demonstration that in the absence of a soil moisture estimate, that a spin-up strategy 
involving the WFDEI data is recommended; 
h) Anthropogenic irrigation can have as significant an impact on the surface energy 
balance fluxes as the anthropogenic heat flux ; 
i) It can be assumed that urban vegetation is not soil moisture stressed unless a specific 
irrigation ban is enforced; 
j) The JULES land surface model is able to represent the partitioning of turbulent sensible 
and latent heat fluxes within urban environments spanning a wide range of vegetation 
fraction coverage. 
 
The conclusions from the first international urban model comparison are only for the two sites. 
To ensure that these conclusions are robust, additional sites should be considered. Ideally a 
more extensive urban model comparison study could be undertaken using a wider range of 
urban sites (e.g., Chapter 8 and other data sets). This would allow a wider range of 





conditions to be assessed. The modelling community should support the observational data sets 
being established and maintained. This would permit more rapid analysis of these data for 
comparisons. 
 
Alternative urban model applications may have different model complexity requirements due to 
their nature (e.g., dispersion within a street canyon). However, the commonality of complexity 
required for various applications is an important scientific question that needs to be addressed. 
Hence, a suitably comprehensive urban dataset should be identified (or collected) to assess 
urban models over a variety of applications. 
 
The organisation of such community comparisons is complex and difficult to achieve in 
practice. The first urban model comparison experiment was conducted under the banner of 
PILPS (Project for Intercomparison of Land-surface Parameterization Schemes), a GEWEX 
(Global Energy and Water cycle EXchanges project) GLASS (Global Land Atmosphere System 
Study) panel activity. Maintaining and expanding linkages between these two communities to 
share knowledge and practices will be mutually beneficial, helping to enable future model 
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Appendix A: The international urban energy balance models 








































































































Appendix B: Initial results from Phase 2 of the international 

























































































































Appendix C: The Joint UK Land Environment Simulator 
(JULES), model description – Part 1: Energy and water fluxes 
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