ABSTRACT Rolling element bearing is a critical component in rotating machinery that reduces the friction between moving pairs. Bearing fault diagnosis is always considered as a research hotspot in the field of prognostics and health management, especially with the application of deep learning. Deep learning, such as a convolutional neural network (CNN), can extract features automatically compared with traditional methods. However, the construction of the CNN model and the training process still need a lot of prior knowledge, and it takes a lot of time to build an optimal model to achieve a high classification accuracy. In addition, great challenges of universal applicability exist when different input forms (e.g., different sampling lengths or signal forms) are considered. This paper presents a universal bearing fault diagnosis model transferred from a well-known Alexnet model, and only the last fully connected layer needs to be replaced, which could reduce prior knowledge and extra time in establishing a new model. Accordingly, it is necessary to convert a raw acceleration signal to a uniform-sized time-frequency image, even when these data have different sizes. Furthermore, standardized images created by eight time-frequency analysis methods are applied to validate the effectiveness of the proposed method in two case studies. The results indicate that this method can be applied in bearing fault diagnosis, and t-SNE helps to understand the process of feature extraction and condition classification.
I. INTRODUCTION
Bearing, as one of core components of rotating mechanical equipment, aims to support rotating shaft, and its reliability is related to economic benefits of enterprise and even safety of personnel. Fault diagnosis is a branch of prognostic and health management (PHM) [1] that includes fault detection, isolation and identification, which can issue a warning and avoid catastrophic accident once some failures occur. In general, it is mainly realized by three steps: data collection (i.e., data acquisition and storage), data preprocessing (i.e., feature extraction or signal analysis) and fault recognition (i.e., fault location and degree) [2] , [3] . Thus, effective fault diagnosis methods should be explored in machinery to avoid excessive maintenance costs and accidents [4] .
Many traditional methods are applied in the signal processing step, which include fast Fourier transform (FFT),
The associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang. empirical mode decomposition (EMD) [5] , wavelet transform (WT) [6] , [7] , etc. The common goal of these methods is to find fault characteristic frequencies of rotating bearing. Further, time-frequency analysis methods are often utilized to display fault locations both in time and frequency domains, such as short-time Fourier transform (STFT), Winger-Ville distribution (WVD) [8] , Hilbert-Huang transform (HHT) [5] . Instead of paying attention to a single fault, statistical learning classifiers are concerning about more fault types in rotating machinery, such as support vector machines (SVM) [9] , k-nearest neighbor (KNN) [10] , Bayesian classifier [11] , random forest (RF) [12] , etc. Nevertheless, these methods require a lot of specialist knowledge and experience, both in data preprocessing and feature extraction. Furthermore, it is difficult to mine optimal features from a dynamic environment. For example, if a fault signal is very weak, extracted features can not reflect faults accurately. Ultimately, it would be hard to realize fault diagnosis task especially in the face of various working conditions [13] .
Deep learning, as a relatively new and rapidly growing method proposed by Hinton [14] , [15] since 2006, has gained great attention in diverse fields. Compared with traditional machine learning methods like SVM, KNN, RF, etc., one of the advantages of deep learning is that it can extract features adaptively instead of manually. Furthermore, deep learning has a higher ability of generalization and model fitting, especially in facing with nonlinear problems and various environments. With the rapid development of big data era, deep learning has been applied in many fields including image identification [16] , object detection [17] , semantic segmentation [18] , speech recognition [19] , natural processing [20] , etc. Currently, deep learning models include deep belief network [14] , deep stacked autoencoder [21] , convolutional neural network [16] , recurrent neural network [22] , long short time memory neural network [23] , and so on.
Thanks to the advances in deep learning, methods based on deep learning have been applied in mechanical fault diagnosis. Convolutional neural network (CNN), as one of popular models, relies on its unique structures, which includes local receptive field, shared weight filter and pooled subsampling. Recently, more and more methods based on CNN have demonstrated their effectiveness in mechanical fault diagnosis. Guo et al. [24] proposed a hierarchical adaptive convolutional network, which could perform well both in bearing fault-pattern and fault-size recognition. Chen et al. [25] extracted a total of 256 statistic features of each gear failure sample from time and frequency domains, and then reshaped them into a matrix (16 * 16) as the input of convolution layer, which shows better classification performance in comparison with SVM. Jing et al. [26] used three forms of data as the input of a CNN, which included raw data, frequency spectrum data, and time-frequency data through wavelet transform. Lu et al. [27] reshaped the time series to a matrix (20 * 20) as the input of a hierarchical CNN, and they analyzed the influence of various parameters of CNN. Zhang et al. [28] proposed an end-to-end CNN structure for bearing fault diagnosis without any preprocessing. Their model performs well in variable conditions and noisy environment. In addition, they visualized the learned features behind the model. As fewer people focus on the diagnosis of different levels of lubrication degradation and rotor imbalance, Janssens et al. [29] proved that CNN could be successfully applied to the situations mentioned above. Zhang et al. [30] explored a transfer learning method named A2CNN that has a strong fault-discriminative capacity under variable working conditions. Thermal images of rotating machinery were also investigated in [31] . Verstraete et al. [32] used three types of time-frequency images for bearing diagnosis by CNN, which proves that the quality of a picture plays an important role in classification accuracy. More time-frequency analysis in deep learning could be found in [33] - [35] .
It is known that accurate classification performance depends on not only quality of training data, but also appropriate structures and training parameters of the CNN model. So far, data-driven methods in deep learning of bearing fault diagnosis mainly include three forms of data, namely time domain signal, frequency domain signal, and time-frequency image. However, there is not a universal method that can be applied to different bearings since the size of input data are diverse, and the number of layers and training parameters of CNN are also different. In other words, different CNN models need to be established for different bearings. Therefore, it will take a lot of time to build an optimal model because it is not easy to choose the proper frameworks and training parameters of CNN, mainly relying on the prior knowledge of human. Fortunately, transfer learning could inherit advantages from other pre-trained CNN models by utilizing the constructed structures or memorial parameters, which would avoid insufficient prior knowledge and save a lot of time to build a new model. The adjustment of transfer learning mainly depends on two factors, namely the size of data sets and data similarity, as presented in Fig. 1 . As an excellent model, Alexnet's input size is a 2-D image (224 × 224 × 3) [16] , and it performs well in classification performance and network structure. The image of time-frequency analysis of vibration signal easily meets Alexnet's requirement. Most importantly, there is no need to worry about diversity of data lengths since any timedomain vibration signal of bearing can be conveniently converted into a time-frequency image.
The flow chart of the proposed method is shown in Fig.2 . The contributions of the proposed method are summarized as follows: a) Eight time-frequency analysis methods are presented briefly in this paper since we mainly pay attention to their application rather than their theories and parameter selection. It aims to provide more ideas about ensemble learning of time-frequency analysis method and deep learning method.
b) The conditions of monitoring bearing are divided into 4 types in our research. Therefore, only fine-tuning the number of neurons of last layer in Alexnet model can meet the demands of fault diagnosis. A new transfer learning model should be trained from scratch since the size of bearing data is very large. As a consequence, it is less time-consuming and does not require much expert knowledge. c) Two types of bearing tests are used to validate the proposed method. It is easy to transform sample signal to time-frequency image of the same size, even if each original data has different length. Benefited from time-frequency analysis and transferred CNN, the obstacle of diversity of data lengths is well removed. Finally, eight types of timefrequency images are devoted to evaluate generalization ability of the proposed method.
The rest of this paper is organized as follows. The concept of eight time-frequency analysis methods are introduced in Section 2. Section 3 explains the basic architecture of CNN and stochastic gradient descent algorithm. In Section 4, Alxenet model is introduced firstly, and the proposed method is further explained. In section 5, two bearing datasets are used to validate the proposed method, and visualization technology is used to observe the learning process. In the last section, conclusions and future works are discussed.
II. FUNDAMENTALS OF TIME-FREQUENCY ANALYSIS
Time domain and frequency domain signals are commonly used to monitor rotating machinery state. However, both of them cannot describe changes of signal in the relationship between time domain and frequency domain, while majority of signal in practical applications are non-stationary [36] , such as radar signal, seismic waves, biomedical signal, and vibration signal. Hence, time-frequency analysis (TFA) theory meets the demands of analyzing those signals in form of an image. Additionally, the quality of an image directly influences the process of feature extraction and classification accuracy in deep learning. Therefore, it is of great importance to explore an optimal TFA method for deep learning in bearing fault diagnosis. Herein, eight different TFA methods are introduced briefly.
A. SHORT-TIME FOURIER TRANSFORM (STFT)
The typical Fourier transform (FT) only describes overall characteristics of a non-stationary signal in frequency domain. It is equivalent to perform a FT on each small segment of the time-domain signal for STFT. However, once window function is selected, the resolutions in both time and frequency domains are also fixed.
B. CONSTANT-Q GABOR TRANSFORM (CQGT)
Gaussian function is used as a sliding window in Gabor transform since the FT of a Gaussian function is still a Gaussian function. It is regarded as realizing time-frequency analysis in real sense. However, the limit is that fixed resolution exists both in time and frequency domains. Combined with a 1/(12n) th-oct filter bank [37] , the CQGT can improve the performance of Gaussian function.
C. INSTANTANEOUS FREQUENCY (IF)
A large number of time-frequency methods can not clearly describe changing process of frequency. Therefore, instantaneous frequency (IF) was further proposed in [38] , which defines the location of the signal spectral peak as it varies along with time.
D. FAST KURTOGRAM (FK)
Antoni and Randall developed the FK theory [39] , so as to accelerate the calculation of spectral kurtogram that is applied in bearing diagnosis [40] . It utilizes a bunch of band-pass filters to estimate spectral kurtosis, instead of conventional STFT. Reasonable selection of central frequency and bandwidth can maximize the spectral kurtosis index of a nonstationary signal.
E. WINGER-VILLE DISTRIBUTION (WVD)
WVD [8] provides a higher resolution image than STFT. However, cross terms occur when there are multiple components in signal. It needs to set up harmonized relationships between high-quality result and computational complexity.
F. HILBERT-HUANG TRANSFORM (HHT)
The key application of empirical model decomposition (EMD) is that it can decompose complex signals into finite number of intrinsic mode functions (IMF), and each of them contains the local characteristic of the original signal. Hilbert spectral analysis method can analyze the instantaneous frequency and present a time-frequency distribution of the raw signal. The combination of these two processes is called HHT [5] .
G. CONTINUOUS WAVELET TRANSFORM (CWT)
Although STFT can be used for time-frequency analysis, it cannot analyze signal adaptively since the resolution is fixed. Wavelet transform can automatically adjust window size according to frequency change [41] . It is an adaptive time-frequency analysis method for multi-resolution analysis.
H. FOURIER SYNCHROSQUEEZED TRANSFORM (FST)
A method of post-processing named synchronous compression, compared with traditional STFT, avoids uncertainty relationship of liner transform through redistributing the coefficient of size or frequency. The application of FST produces narrower ridge in the image of time-frequency analysis than that in STFT [42] .
III. THEORETICAL BACKGROUND OF CNN
In this section, the basic architectures of CNN are introduced. CNN is a special deep feed-forward neural work, which is mainly structured by input layer, convolution layer, pooling layer, fully connected layer, classification layer or regression layer. One of advantages of CNN is sparse characteristic illustrated by the function of local receptive field in nerve cell [43] , and it reduces the number of weights and biases compared with conventional neural networks. In other words, it can automatically extract more efficient features from raw data, and the dependence on training data can be reduced. Some optimization parameters, such as dropout layer [44] , batch normalization layer [45] , rectified linear units (ReLU) [46] , etc., are also applied in the deep learning, which can improve classification performance.
A. CONVOLUTIONAL LAYERS
There are three kinds of convolution operations in digital signal processing, namely full convolution, same convolution, and valid convolution. They are mainly applied to complete feature mapping and express the characteristics of image through shared weight. Different from the fully connected structure in the BP neural network, it is sparsely connected by multiple convolutional filters. After convolutional process, original picture will be mapped into different features in a matrix. Since valid convolution is often selected in CNN, it is applied in this paper. For example, 1-D value x and mapping value y are defined as follows:
where conv represents convolution operation by the valid method; and ω ∈ R m represents a 1-D filter. Meanwhile, m is the number of weight value in the filter; and w(i) represents i-th weight of the filter; n is the length of the signal x; y(t) is the t-th mapping value. By looking at Fig. 3 , it can be understood easily.
Eq. (2) can be extended to the form of matrix. Rectified linear unit (ReLU) is widely adopted in deep learning, which is deemed as one of activation functions that can avoid gradient diffusion and explosion. The input of the convolutional layer is defined by X ∈ R A×B , where A and B are the dimensions of the input data. Furthermore, the convolutional layer output can be calculated as follows:
where * represents the convolution operation; cn is the number of convolution filters; W cn and B cn are the weight matrix and bias of cn-th filter, respectively; f is an activation function such as ReLU. Finally, the cn-th feature map output Y cn can be calculated.
B. POOLING LAYER
A down-sampling layer usually follows each convolutional layer, which is also called the pooling layer. The purpose of this layer is to reduce spatial dimension and calculation load, and it is beneficial to reduce over-fitting risk. The types of pooling process include max pooling, average pooling, logarithmic pooling, norm pooling, etc. Max pooling is commonly applied in CNN [26] , which can extract max value from the convolutional output layer Y cn as follows:
where S M ×N is a scale matrix of pooling; M and N are the dimensions of S. In the process of pooling, the max value would be extracted from M × N matrix in Y cn until S M ×N sweeps whole Y cn by fixed stride. For instance, if S is a 2 × 2 matrix, the number of parameters in Y cn will decrease to 1/4 and assign to P cn in pooling output layer. Generally, CNN includes several combination forms of convolution layer and pooling layer. Subsequently, several fully connected layers will follow layer by layer, which can convert the matrix in filter to column or row. Finally, a softmax function is used to estimate the probability of each target in classification layer.
C. STOCHASTIC GRADIENT DESCENT
The learning process of CNN is similar to traditional BP neural network, aiming to obtain the minimum error. In other words, the difference between the actual output value y ik and the predicted label value d ik should be reduced as small as possible. Hence, the training process depends on the constant iterative update of the weight ω and the deviation b. The cost function has many types, and only mean-squared error (MSE) [47] is introduced as follows:
where m is the number of neurons; n represents the n-th iteration step; η is the learning rate. Based on stochastic gradient descent, stochastic gradient descent with momentum (SGDM) optimizer can randomly select some samples to participate in the process of training to accelerate the learning process rather than selecting all samples, and momentum helps reduce oscillation along the path of steepest towards the optimum [48] .
IV. THE PROPOSED METHOD
As mentioned in introduction section, many CNN models have been applied in mechanical fault diagnosis. However, it is difficult to achieve superexcellent performance for a CNN model, because an optimal CNN model depends on proper structures and appropriate parameters, which is extremely time-consuming. The Alexnet model was proposed by Krizhevsky et al. [16] , which can achieve better performance than other methods in image recognition. Up to now, the Alexnet model still plays an important role in many fields. Therefore, the new transfer learning frame based on Alexnet is proposed in this paper, and the forms of input are various time-frequency pictures of raw signals. The Alexnet, trained by 1.2 million high-quality images in ImageNet LSVRC-2010 contest, classifies 1000 different category goals. The pre-trained Alexnet model includes 60 million parameters and 650,000 neurons. Five convolutional layers and three fully connected layers are the most basic architectures of Alexnet. Many optimization methods are also applied in Alexnet. For example, ReLU function has many advantages, such as accelerating the training process, reducing the number of iterations and avoiding overfitting effectively. However, the output of the ReLU is still a decentralized positive value which may prevent the process of learning. Therefore, local response normalization scheme is used to enhance generalization of classification. Different from subtracting the mean activity in the traditional method, its main idea is adopting some kernel methods to reach ''brightness normalization''. Furthermore, the other two methods to reduce over-fitting in Alexnet model are data augmentation and dropout strategy. Data augmentation is the easiest method via rotating, mirroring pictures, and altering the intensities of RGB channels, while resampling is usually adopted in 1-D signal, and dropout makes some hidden neuron nodes temporarily incapable during training process. In other words, these ''dropped out'' neurons do not participate in some iterative steps. In general, the probability of dropout strategy selected is usually 50%.
The structures of Alexnet are as follows: Firstly, input an image with size as 224 × 224 × 3, where 224 × 224 represents the length and width of an image, and 3 represents three channels of a RGB image. Then, the first convolution layer extracts features from the raw picture with 96 kernels of size 11 × 11 × 3, and the second convolution layer consists of 256 kernels of size 5 × 5 × 48. Both of them are followed by a local response normalization layer and a pooling layer. Subsequently, the third and fourth convolution layer without any post-processing layer include 384 kernels of different sizes 3 × 3 × 256 and 3 × 3 × 192, respectively. The fifth convolutional layer, followed by a pooling layer, has 256 kernels of the same size as the fourth convolution layer's size. Among three fully connected layers linked in turns, the first two have 4096 neurons and the last one has 1000 neurons. Softmax layer and classification output layer are arranged at the end of the model to estimate the possibility of each label. More details about Alexnet can be found in [16] and Fig.4 .
Transfer learning could transfer memorial knowledge or frameworks from other aspects to a new application domain. It looks like people who can infer other things from one fact. If we apply this technique to the field of mechanical fault diagnosis, it can save a lot of energy and time in exploring new methods. The easiest method to transfer Alexnet model into bearing fault diagnosis is to inherit its architecture. Only the last fully connected layer with 1000 neurons needs to be replaced because they are used to classify 1000 different labels in ImageNet LSVRC-2010 contest. Hence, a fully connected layer with just 4 neurons takes the place of the last fully connected layer in Alexnet. In other words, four states, namely inner race fault, outer race fault, rolling fault, VOLUME 7, 2019 and normal condition, will be judged by the proposed method. The structure of proposed method is shown in Fig.4 , and only the original 1×1@1000 neurons needs to be replaced by new neurons 1 × 1@4.
V. EXPERIMENTAL VALIDATION
This section is devoted to testing the effectiveness of the proposed method. Two bearing datasets with different loads and speeds are selected, and eight kinds of time-frequency pictures are prepared from each dataset in advance.
Since the datasets are very large, the transferred model be trained from scratch. The framework of the transferred model is stable, and only training options of the CNN are discussed. SGDM is applied in the training process. During the training process, proper selection of learning rate helps model achieve good performance, and a high learning rate or a small learning rate will prevent optimization and fall into local optimum. However, theoretical method about how to choose an optimal learning rate has not been developed. Based on prior knowledge of some CNN proposed [24] , the learning rate of 0.001 is selected in this study. The momentum factor is 0.9, which can reduce oscillation and accelerate the training process. During the training of SGDM, some samples will be randomly selected to participate in the training process in each epoch. Next, the performances in different mini-batch sizes (10, 30, 50) are compared in our experiment. Similarly, iterative epoch plays an important role in the training. If it is too large, it will consume more time and iterations, and underfitting will happen when it is too small. Therefore, under the premise of ensuring accuracy, the iterative epoch should be selected as small as possible. Different epochs, such as 10, 30 and 50, are also applied in our experiments. Finally, minibatch size 50 and epoch 10 are selected, because they can find an optimal balance about how to ensure higher accuracy using fewer training time. The performance of the proposed method also depends on the quality and number of training samples. Eight types of time-frequency methods in each dataset reflect the quality of the image, and the influence of the number of training data from percent 5% to 90% are also analyzed in this study. The learning process of CNN used to be a black box in the past few years, which is difficult for people to understand the learning process. The t-SNE method [49] , which has been applied in deep learning, helps visualize the process of classification. Feature visualization technology in this study is also applied to compare the activation features in different layers with the original image.
A. CASE 1
The bearing with multi-fault size under variable working conditions was carried on the test rig illustrated in Fig.5 . The test bearing's shaft supported by two support bearings is connected with the motor by coupling. A force loading device controls radial force by adjusting mechanical loading structure. In this test, different sizes of line spall fault are injected on the roller, inner and outer raceway by wire-electrode cutting, separately. The radial load ranges from 0kN to 3kN by step 1kN in different fault sizes, whereas the speed of the motor is always about 1045 revolutions per minute (RPM). The vibration signal collection system includes an accelerometer (PCB621B40 ICP) attached to the bearing pedestal and data acquisition unit (NI PXI-4462) with a sampling rate of 10 kHz. A total number of 600000 points are sampled in each trial, and there are five trials for each fault size. The test bearing used is 6205-2RS SKF, and detail information about the experiment are listed in Table 1 . Finally, all datasets are split into 4800 groups with data augmentation technology, and each type of classification involves 1200 groups. The length of each set of data is 50000.
At the beginning, 4800 groups of time series, including four conditions of testing bearing, are analyzed by eight timefrequency methods, respectively. Totally, 4800 colorized images in each time-frequency method are acquired, and the size of each image is 224 × 224 × 3, so as to meet the input demands of the proposed model. For example, 8 types of images, corresponding to radial load 3 kN and inner race fault with size 0.6 mm, are shown in Fig.6 . The quality of the image not only depends on the number of sample points, but also is affected by the size of the picture saved. Similarly, the display resolution of images in same sample are various among different methods. Intuitively, the image of CQCF, IF, CWT, and FST could express the change of frequency with time more clearly. The cross term occurs in the image of WVD, since multiple components exist in the signal. The images of FK and EMD are not clear, because they depend on the number of decomposition levels. The image of STFT has more noise than that of CQCF. The deep learning can extract more abstract features from these pictures to classify them. However, it is difficult for people to classify them especially in amounts of images.
Before training, images prepared are randomly disrupted, in order to simulate the uncertainty of the real environment. In general, the number of training sets affect the performance of a CNN model, which could be found in TABLE 2. Once training samples are selected, the remaining images are regarded as validation sets. From TABLE 2, six methods except FK and HHT achieve more than 98% accuracy even only 5% images are trained in the proposed method. Additionally, with the increasing of training samples, the accuracy of each method is increasing accordingly, as seen in Fig.7 . The accuracy of HHT changing incrementally from 92.57% to 99.79% is most significant. When the number of training samples reach 90% (about 4320 samples), the accuracy of each method is up to 100%, except for WVD and HHT. In order to compare the accuracy of validation set with different training samples and methods, a visual representation is shown in Fig.8 . As a result, the CWT and FST can achieve more than 99.2% accuracy, even under small training samples. The difference between STFT, CQCF, and IF are shown in Fig.6 . However, the difference of accuracy of these three methods are very small in the proposed method. Even though it is excessively similar among them intuitively, CQCF and IF could achieve higher performance than STFT. The performance of FK depends on the number of samples and decomposition levels, because each band of the same color is an approximation of the center frequency. Hence, the performances in different decomposition levels were compared previously. It is noted that the eight decomposition levels is selected in our research. The existence of cross terms may affect classification results of WVD. However, HHT has the worst classification performance among these methods because it relies on EMD.
With the development of visualization technology, t-SNE is used in deep learning so as to observe the classification process. The process of CWT is taken as an example and presented both in a 2-D form. The applied model is trained by 50% of 4800 images, and only the output values of the last fully connected layer are used for clustering. It can be seen that it is difficult to cluster original data in Fig.9 (a) . After these samples are processed by the pretrained CWT model, it realizes excellent clustering performance in Fig.9 (b) . It is not hard to imagine that the clustering process (not shown in this paper) in other layers are gradually evolving from Fig.9 (a) to (b) . Additionally, visualization technology involves activation process of each layer. The process of learning is extracting features from the initial image. Fig. 10 (a) is a RGB image of inner race fault through CWT. Only the activating process of the first convolutional layer (C1) and the first max pool layer (P1) are shown in Fig. 10 (b) and Fig. 10 (c) , respectively. There are total 96 channels in the first convolutional layer which can extract different features from the original image. Then, the max pooling layer is applied to reduce the number of mapping values in the last layer, where the image in Fig.10 (c) turns into more indistinct and black compared with Fig.10 (b) . The white pixels at some position in each channel represent powerful activations at that location of Fig. 10 (a) , while black pixels denote strong negative activations. Some gray channels represent those positions that are not strongly activated on original picture. On one hand, one of learning image in different convolutional layers is activated to illustrate that the learning process of deep learning becomes more and more abstract, as shown in Fig.10 (d) to (h) . On the other hand, the well-trained CWT model uses the filter features learned in different channel to classify images gradually. The concept of local receptive field is visualized in Fig.10 (i) to (m). The filter in earlier layers has a small receptive field, and its features are small and low-level. The deeper the layer, the greater the local receptive field and the features can be extracted.
B. CASE 2
Rolling element bearing data from Case Western Reserve University (CWRU) are usually used to validate the effectiveness of new diagnosis methods. The experiment was conducted using two horsepower Reliance Electric motors, and three channels of fault data were collected by drive end accelerometer (DE), fan end accelerometer (FE), and base accelerometer (BA). Drive end bearing 6205-2RS JEM SKF was injected with fault sizes from 0.007 to 0.040 inches in diameter on the inner race, roller, and outer race, separately. The loads include 0, 1, 2, and 3 horsepowers, and the speed ranges from 1797 to 1720 RPM. More information could be seen in [50] . In this study, the drive end, fan end, and base accelerometer data include inner race fault, ball fault, and outer race fault, respectively, and the sampling frequency is 12 kHz. Since the outer race fault does not have a size of 0.028 inch, only 0.007, 0.014 and 0.021 are selected in order to keep the sample balance. Furthermore, three channels of outer race fault data were collected at three different positions, i.e., 3 o'clock, 6 o'clock and 12 o'clock. Data at 3 o'clock are selected because only they have three fault sizes. In most of the time, the bearing is running normally. Hence, normal bearing data are also regarded as a sample type for classification. However, the amount of normal data is less than other fault data. Fortunately, data enhancement technology could make up for the deficiency. Finally, all samples were split into 3840 groups with 5000 points in each group, and each type of classification involves 960 groups. Detail information of this test rig are shown in TABLE 3.
Similar to Case 1, all 3840 sets of data are converted into 8 different time-frequency images, and the size of these images is controlled as 224 × 224 × 3. The classification results are shown in TABLE 4. CWT and FST have the same excellent performance among these methods. However, WVD and STFT also performs well, and the accuracies can reach 100% when the training sample reaches 80%. Although cross terms and fixed resolution problems do exist, they may have little effect on deep learning. Contrary to Case 1, CQCF and IF have worse performance than STFT in this section even though these three methods still have very similar effects. Due to the influence of the length of the samples and the number of decomposition levels, HHT and FK do not perform well in this case. Similarly, the classification performances of are shown in Fig.12 . The clustering and activating process in each layer are similar to Case 1, which is not shown in this section.
VI. CONCLUSION
Bearing is always a critical concern in mechanical system fault diagnosis. The emergence of deep learning can extract features from complex targets without prior knowledge.
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The application of transfer learning inherits excellent structures and parameters from a successful model that usually takes a lot of time and energy to build. Therefore, the proposed method hardly needs any prior knowledge, and just need to adjust the number of neurons in the output layer. Based on the classification results of eight time-frequency methods in the proposed method, it can be concluded as follows:
(1) It can convert different lengths of the original data into images of the same size, so as to meet the demands of the proposed method (2) CWT and FST are the best methods for bearing diagnosis in our work, because they show a great generalization result in both cases.
(3) The proposed method may not be sensitive to the fixed time-frequency resolution and cross terms since the performance of STFT and WVD are good especially in Case 2. The performances of CQCF and IF are similar to STFT, although their images have higher quality.
(4) The key to guarantee the reliability of FK is that the number of data points and decomposition layer should be selected as many as possible, as shown in Case 1. However, HHT performs poorly in both cases.
Further, several limits in the proposed method still exist, and some work would be conducted in the future. Multiple sizes of image should be considered as the input of the model instead of adjusting the uniform size manually. The proposed method still needs to be trained, which will take more and more time with the increasing number of training sets compared with traditional machine learning methods. Combining transfer learning with other methods may extract more robust features and accelerate the training process. Further exploration on the effectiveness of the proposed method should be done in other fields, such as gear failure, rotor failure, etc. His current research interests include prognostics and health management, reliability analysis, and remaining useful life prediction. 
