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Abstract
Let G be a compact Lie group, and let g be its Lie algebra. In this paper, we produce a hypoelliptic
Laplacian on G × g, which interpolates between the classical Laplacian of G and the geodesic flow. This
deformation is obtained by producing a suitable deformation of the Dirac operator of Kostant. We show that
various Poisson formulas for the heat kernel can be proved using this interpolation by methods of local index
theory. The paper was motivated by papers by Atiyah and Frenkel, in connection with localization formulas
in equivariant cohomology and with Kac’s character formulas for affine Lie algebras. In a companion paper,
we will use similar methods in the context of Selberg’s trace formula.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
The purpose of this paper is to describe a natural deformation of the standard Laplacian on
a compact Lie group G with Lie algebra g into a hypoelliptic operator on TG = G × g, and
to show that this deformation naturally interpolates between the Laplacian G on G and the
geodesic flow on G. As an application, we derive classical formulas for the scalar heat kernel on
a connected simply connected simple compact Lie group in terms of its coroot lattice.
There are five conducting threads in this construction: index theory, localization formulas in
equivariant cohomology, representation theory for affine Lie groups, the theory of the hypoellip-
tic Laplacian, and the Selberg trace formula.
A first motivation for our work comes from a paper by Atiyah [3]. In this paper, Atiyah
elaborated on a remark by Witten on the relation of the index theorem of Atiyah–Singer on
a compact oriented spin manifold X to localization formulas in equivariant cohomology over
the loop space LX of X. Indeed let K be the vector field on LX which generates the obvious
action of S1 on LX. Here K is just the speed x˙ of the corresponding loop x, and X ⊂ LX is
the zero set of K . Atiyah showed that the classical McKean–Singer formula [26] for the index
of the Dirac operator acting on spinors could be written formally as the integral over LX of a
differential form which is closed with respect to the equivariant de Rham operator dK = d + iK .
A formal application of localization formulas in equivariant cohomology [4,5,18,19] over LX
shows that the index can be written as the integral over X of a cohomology class, which turns
out to be exactly Â(TX), thus giving a ‘direct’ proof of the Atiyah–Singer index theorem in this
case.
In [7,8], we extended Atiyah’s arguments to general Dirac operators, and also we showed that
the heat equation method in local index theory should be thought of as an infinitely-dimensional
version of a general procedure to establish the localization formulas on any compact manifold
equipped with an action of S1, whose generator is still denoted by K . Indeed let K ′ be the 1-form
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βa = exp(−dKK ′/2a). (0.1)
The new proof of this localization formulas is based on replacing the given dK closed form by
its product by βa , which does not change the integral, and making a → 0.
At the end of his paper, Atiyah also observed that a similar formal argument could be applied
to the standard heat kernel pt (g) on a compact connected Lie group G. In this case, the idea
is that pt (g) can be written as a Brownian integral over the space Og,t of paths in G which
connect the identity e to the adjoint orbit Og of g in G on the time interval [0, t]. As we shall
see later, the space Og,t can be identified to a coadjoint orbit of the affine loop group L̂G. Then
R/tZ acts naturally on Og,t , and the fixed point set of this action consists of the geodesics
connecting e to Og . As we shall see in (0.14), one can formally express the Wiener integral as
the integral of a form which is equivariantly closed with respect to this new action of S1. When
G is simple, a formal application of localization formulas in equivariant cohomology leads to a
known formula for pt (g) in terms of the coroot lattice.
The main point of the present paper is to make ‘effective’ the considerations by Atiyah, by
giving a proof of the above formula formally inspired by our proof of localization formulas in
equivariant cohomology. Doing so involves a deformation of the Laplacian on G into a hypoel-
liptic operator on TG G×g. The formula for pt(g) is then obtained via methods of local index
theory.
Another line of thought underlying the present paper, is related to the representation theory of
affine Lie algebras. Indeed in [20], Frenkel’s starting point is the Kac character formula for finite
energy representations of affine Lie algebras, which can be interpreted as a Lefschetz fixed point
formulas on a given coadjoint orbit Og,t of the extended loop group L̂G of G. Equivalently this
formula is a sum over the affine Weyl group of L̂G, in which the coroot lattice appears. Using
Poisson summation, Frenkel showed that Kac character formulas can be reexpressed in terms of
the heat kernel on G. By writing formally the heat kernel as a path integral, he interprets this
expression for the character as a Kirillov type of formula, which is precisely an integral of the
type considered by Atiyah [3]. The main outcome of Frenkel’s paper is that at least at a formal
level, Kac’s formulas can be formally expressed either as Lefschetz fixed point formulas, or as
Kirillov like formulas.
This leads us to another motivation of the present paper, which is the hypoelliptic Laplacian
considered in [11,12,15]. It is here important to put things in perspective. There is not only one
hypoelliptic Laplacian, there are many. The first hypoelliptic Laplacian considered in [11,15] is
related to de Rham cohomology, the Euler class and Morse theory. The hypoelliptic Laplacian in
[12] is related to index theory and the Â genus. The hypoelliptic Laplacian which appears in the
present paper is closely related to the one in [12].
Finally, the present paper should be thought of as a companion paper to [13], where the or-
bital integrals for semisimple elements in a reductive group G are evaluated, thus providing a
new proof of the trace formula in the case where there are no cusps. Still another hypoelliptic
deformation of the Laplacian on X =G/K (with K a maximal compact subgroup) is used there.
Although new geometric difficulties appear, the methods used in [13] are closely related to the
methods used in the present paper.
Coming back to group representation, in a finite-dimensional context, the fact that the Lef-
schetz and Kirillov formulas coincide can be derived by using the localization formulas in
equivariant cohomology of [5,18,19]. Here we obtain the relation between these two kinds of
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proof of localization formulas in equivariant cohomology.
We will now explain briefly why implementing the above strategy forces upon us the con-
struction of some version of the hypoelliptic Laplacian. We will also explain the basic differences
between two kinds of hypoelliptic Laplacians. Let X be a compact Riemannian manifold. Con-
sider a Lagrangian L(x, x˙) which has a well-defined Legendre transform H : T ∗X → R. Let
I : LX → R be the functional
I (x)=
1∫
0
L(x, x˙) ds. (0.2)
In [11], it was shown that at least formally, the hypoelliptic Laplacian of [11] with parameter
b > 0 is formally associated to the path integral
∫
LX
βt ∧
(
b2
t3/2
∇I
)∗
ΦTLXK . (0.3)
In (0.3), ΦTLXK is an equivariant version of the Thom-form of Mathai and Quillen [25] for TLX
with respect to its Levi-Civita connection. The integral in (0.3) can be written as
∫
LX
exp
(
− 1
2t
1∫
0
|x˙|2 ds − b
4
2t3
|∇I |2 + · · ·
)
. (0.4)
In (0.4), . . . is a notation for a differential form piece which we do not write explicitly.
In the case where L(x, x˙) = 12 |x˙|2, then I is just the energy functional E = 12
∫ 1
0 |x˙|2 ds, and
Eq. (0.4) can be written in the form
∫
LX
exp
(
− 1
2t
1∫
0
|x˙|2 ds − b
4
2t3
1∫
0
|x¨|2 ds + · · ·
)
. (0.5)
Passing from the hypoelliptic Laplacian to the path integral in (0.3) is just passing from a Hamil-
tonian to a Lagrangian point of view.
As explained in [11], (0.3), (0.4) are intimately related to a formal Witten Laplacian on LX.
When b → +∞, the functional integral should localize on the critical points of I . When I =E,
these are just the closed geodesics.
We will now outline a construction of a different kind of hypoelliptic Laplacian in the La-
grangian picture. Indeed the vector field K(x) = x˙ allows us to embed LX into TLX by the map
x → (x,K(x)). On the other hand the Levi-Civita connection ∇TX of TX induces a splitting
TTX = TX ⊕ TX. Given b ∈ R, we equip TX ⊕ TX with the metric gTTX = gTX ⊕ b4gTX . If gTLXb b
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x ∈ LX, then
|Y |2
gTLXb
=
1∫
0
(|Y |2 + b4|Y˙ |2)ds. (0.6)
In (0.6), Y˙ is just the covariant derivative of Y with respect to the Levi-Civita connection. When
b = 0, this is just the original metric gTLX . For b > 0, this is a H 1 metric. In particular
|K|2
gTLXb
=
1∫
0
(|x˙|2 + b4|x¨|2)ds. (0.7)
As was shown in [3,7], in the context of classical index theory for the Dirac operator, path
integrals of the type
∫
LX βt ∧ γ do appear. Still if the metric gTLX is replaced by gTLXb , this
integral should take the form
∫
LX
exp
(
− 1
2t
1∫
0
|x˙|2 ds − b
4
2t3
1∫
0
|x¨|2 ds + · · ·
)
. (0.8)
Note that for b = 0, we recover the original formula in [3,8]. When b → +∞, the integral (0.8)
should localize on closed geodesics.
Also observe that superficially, (0.5) and (0.8) are strictly identical. However there is an es-
sential difference coming from the terms . . . in both integrals. In the first integral, localization
on closed geodesics appears because those geodesics are the critical points of the energy func-
tional E. In (0.8), localization on the same closed geodesics is a consequence of an adiabatic
limit of the metric gTLXb . This subtle difference is geometrically fundamental.
Finally, let us explain in what sense when implemented in the context of compact Lie
groups G, the introduction of a functional integral like (0.8) can reflect the method outlined
in [8] for the proof of localization formulas in equivariant cohomology. To make things simpler,
we take t = 1, and we set Og = Og,1. The orbit Og is the set of connection forms dds +A on the
trivial G-bundle over R/Z with holonomy lies in the adjoint orbit Og . The associated element in
the path space connecting e to Og is just the parallel transport, i.e., it is obtained by solving the
differential equation on [0,1],
(
d
ds
+A
)
g = 0. (0.9)
Equivalently, if g˙r is the right-invariant speed of the path g, then
g˙r = −A. (0.10)
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|K|2 =
1∫
0
|g¨r |2 ds. (0.11)
The zero set of K consists of paths xs = exp(sA),A ∈ g which lie in Og .
As a coadjoint orbit, Og carries a symplectic form ω, which is S1 invariant. Let E be the
energy,
E = 1
2
1∫
0
|g˙|2 ds. (0.12)
It is easy to verify that E is a Hamiltonian for the Hamiltonian vector field K, i.e.,
dE + iKω = 0. (0.13)
The original formal expression for pt(g) which is underlying Atiyah and Frenkel’s arguments is
that pt (g) can be written formally in the form
pt(g)= Ct
∫
Og
exp
(
−E
t
−ω
)
. (0.14)
In (0.14), Ct is an infinite constant, whose precise dependence on t is irrelevant.
Clearly
dK/t exp
(
−E
t
−ω
)
= 0. (0.15)
If we follow formally the arguments given in [8] for the proof of the localization formulas, given
b > 0, we should write
pt (g)= Ct
∫
Og
exp
(
−E
t
−ω − dK/t b
4
2t2
K′
)
, (0.16)
and make b → +∞. Using (0.11), (0.12), (0.16) and ignoring the differential form part in this
last equation, we get
pt(g)=
∫
Og,1
exp
(
− 1
2t
1∫
0
|g˙|2 ds − b
4
2t3
1∫
0
|g¨|2 ds + · · ·
)
. (0.17)
Comparison with (0.5) or (0.8) leads us to the unavoidable conclusion that if we want to find
the right operator theoretic or Hamiltonian counterpart to (0.16), (0.17), some version of the
hypoelliptic Laplacian should be produced.
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related to some version of the Dirac operator. We will now resurrect the Dirac operator in the
present context. First as we know from Frenkel [20], pt (g) appears as an ingredient in Kac’s
character formula. Therefore Eq. (0.14) should be implicitly related to an index formula over the
orbit Og for a Dirac operator, if one believes that Borel–Bott theory can be applied to Og .
In the absence of such a Dirac operator, the work of Alekseev, Meinrenken, Woodward [1,2]
signals to us the potential importance of the Dirac operator DK introduced by Kostant [24]. Let
Sg be the spinors of g. Then DK acts on C∞(G,Sg). If G is the scalar Laplacian on G, the
remarkable property of DK is that
DK,2 = −G + 1
24
f 2ijk. (0.18)
In (0.18), the fijk are the structure constants of g. The operator DK then appears as a natural
‘square root’ of the scalar Laplacian −G + 124f 2ijk . Among other things, Alekseev and Mein-
renken discovered that the operator DK can be used to construct new exotic version of equivariant
cohomology, which should be in some sense be the visible shadow of the standard equivariant
cohomology of an underlying infinite-dimensional manifold, partly modelled on the Og .
It is indeed gratifying that the Hamiltonian rigorous construction of a deformation of the
operator G involves the Kostant operator. Once the importance of the Kostant operator is un-
derstood, what is left is to introduce the proper deformation of the Kostant operator, by adapting
ideas taken from [12]. Let Λ̂·(g∗) be another copy of Λ·(g∗). For b > 0, the deformed operator
Db acts on C∞(G × g, Λ̂·(g∗)). The hypoelliptic Laplacian Lb acts on the same vector space,
and is obtained very simply from 12D
2
b .
Needless to say, the reader may, if he wishes, completely disregard the ideological aspects of
the paper, and concentrate on the computations, which once the main idea is grasped, are very
easy to follow.
This paper is organized as follows. In Section 1, we give an explicit formula for the heat kernel
on a compact Lie group in terms of the coroot lattice, inspiring ourselves from Frenkel [20].
In Section 2, we recall a few results on the Dirac operator of Kostant. Also we describe the
relation of the Kostant operator to the de Rham operator of G, and we recover some formulas
of [1].
In Section 3, we produce a deformation of the Kostant operator, and we show that in a proper
sense, the corresponding hypoelliptic Laplacian interpolates between the Laplacian of G and the
geodesic (or exponential) flow on G.
In Section 4, we show that the supertrace of the heat kernel associated with the hypoelliptic
Laplacian, does not depend on the deformation. By making in succession b → 0, and b → +∞,
we express various quantities involving the scalar heat kernel, including the heat kernel itself, as
sums over the coroot lattice of the considered simple simply connected Lie group, thus recovering
the results of Section 1.
1. A formula for the heat kernel on a compact Lie group
Let G be a compact Lie group of dimension n, which is connected, simply connected and
simple, and let g be its Lie algebra. We identify g to the Lie algebra of left-invariant vector fields
on G. Let T ⊂G be a maximal torus, and let t ⊂ g be its Lie algebra. Set m= dim t.
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in t which exponentiate to the identity in T . It will often be convenient to identify t ∈ t to the
corresponding element in T = t/CR, which is also et ∈G.
Let CR∗ ⊂ t∗ be the dual lattice, i.e., the lattice of the elements of t∗ which take integral values
on CR.
Let R ∈ CR∗ be the root system. Let R+ be a set of positive roots, and let CR∗+ be the corre-
sponding set of nonnegative weights. Set
ρ = 1
2
∑
α∈R+
α. (1.1)
Then ρ ∈ CR∗.
Let N(T ) ⊂ G be the normalizer of T , and let W = N(T )/T be the Weyl group. If
w ∈W, t ∈ T , let w ∈ ±1 be the determinant of w ∈ End(t).
Let σ be the denominator of the Lefschetz fixed point formula. Then σ is a well-defined
function on T . It is given by
σ(t)=
∏
α∈R+
(
eiπ〈α,t〉 − e−iπ〈α,t〉). (1.2)
Moreover, if w ∈W , then
σ(wt)= wσ(t). (1.3)
The lattice CR∗+ parametrizes the irreducible representations of G. If λ ∈ CR∗+, let χλ be the
associated character.
Let 〈 〉 be a G-invariant scalar product on g. Then 〈 〉 induces a corresponding scalar product
on g∗, and also on t, t∗. Moreover, W acts isometrically on t∗. Let G be the negative of the
Casimir operator, i.e., the Laplacian on G. If e1, . . . , en is an orthonormal basis of g, then
G = ∇2ei . (1.4)
The eigenvalues of −G are given by 4π2(|λ+ ρ|2 − |ρ|2), with λ ∈ CR∗+. Let PGt ,P Tt be the
heat operators associated with exp(tG/2), exp(tT /2). Here exp(tT /2) means the obvious
heat kernel on T .
If f : G → R is a smooth Ad-invariant function, its restriction to T is a smooth W -invariant
function, and moreover f is completely determined by this restriction. In the sequel, we will
often identify f with its restriction to T . Also note that if f is Ad-invariant, then PGt f is also
Ad-invariant.
Proposition 1.1. Let f : G → R be a smooth Ad-invariant function. Then we have the equality
of smooth functions on T ,
σPGt f = exp
(
4π2t |ρ|2/2)PTt (σf ). (1.5)
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to 4π2(|λ+ ρ|2 − |ρ|2), so that
σPGt χλ = exp
(−4π2t(|ρ + λ|2 − |ρ|2)/2)σχλ. (1.6)
Moreover, from the Lefschetz formula, we get
PTt σχλ = exp
(−4π2t |ρ + λ|2/2)σχλ. (1.7)
By (1.6), (1.7), we get (1.5) when f = χλ. By density, we obtain (1.5) in full generality. 
Let dg be the Haar measure on G which is associated with the scalar product on g. For t > 0,
let pt(g) be the smooth heat kernel associated to exp(tG/2) with respect to dg.
Using the Girsanov transformation, we find easily that if g˙ denotes the left-invariant speed of
a Brownian path g· ∈G starting at e with scaling coefficient √t , if h ∈ t is identified with eh ∈ T ,
if f is a smooth function on G, then
PGt f (h)=E
[
exp
( 1∫
0
〈h, g˙〉ds/t − 1
2
|h|2/t
)
f (g1)
]
, (1.8)
where E denotes the corresponding standard expectation. From (1.8), we get easily
pt
(
gh−1
)=EPg[exp( 1∫
0
〈h, g˙〉ds/t − 1
2
|h|2/t
)]
. (1.9)
In (1.9), EPg denotes the normalized conditional expectation of total mass pt(g) for the above
Brownian motion conditioned to be g at time 1.
Assume f to be Ad-invariant. Then we can rewrite (1.8) in the form,
PGt f (h)=
∫
T/W
|σ |2(k)EQk
[
exp
( 1∫
0
〈h, g˙〉ds/t − 1
2
|h|2/t
)]
f (k) dk. (1.10)
In (1.10), EQk denotes the normalized conditional expectation, averaged over the adjoint orbit
Ok ⊂G of k ∈ T , whose mass is cpt (k), where c is the normalizing constant Vol(G)/Vol(T ).
Using (1.3), we get
PTt (σf )(h)= (2πt)−m/2
∫
T/W
∑
(w,γ )∈W×CR
w exp
(−|wh− γ − k|2/2t)σf (k) dk. (1.11)
By (1.5), (1.10), (1.11), we finally obtain,
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[
exp
( 1∫
0
〈h, g˙〉/t − |h|2/2t
)]
= exp(4π2t |ρ|2/2)(2πt)−m/2 ∑
(w,γ )∈W×CR
w exp
(−|wh− γ − k|2/2t). (1.12)
On the other hand by (1.9), (1.10), we find that the left-hand side of (1.12) is just
(
Vol(T )
)−1
σ(h)σ (−k)
∫
G
pt
(
gkg−1h−1
)
dg. (1.13)
By (1.12), (1.13), we get
σ(h)σ (−k)
∫
G
pt
(
gkg−1h−1
)
dg
= Vol(T ) exp(4π2t |ρ|2/2)(2πt)−m/2 ∑
(w,γ )∈W×CR
w exp
(−|wh− γ − k|2/2t). (1.14)
The above identity was established by Frenkel in [20, Theorem 4.3.4].
2. The Dirac operator of Kostant
In this section, we recall simple results on the Dirac operator of Kostant [23,24], which acts on
the spinors of a compact Lie group G, and we extend the action of such operators to the exterior
algebra of G.
This section is organized as follows. In Section 2.1, given a compact Lie group G with Lie
algebra g, we introduce the obvious family of invariant connections on TG, which include the
left and right connections.
In Section 2.2, we define the Clifford algebra c(g) of g.
In Section 2.3, we consider a family of Dirac operators on G acting on spinors, among which
there are the Kostant operators DK ,D
K
r , and we give formulas for their square.
In Section 2.4, we specialize the construction to the case where G is connected, simply con-
nected and simple.
In Section 2.5, we extend the action of the Kostant operators to the exterior algebra Λ·(T ∗G).
In Section 2.6, we compare the Kostant operators with the de Rham operator and its adjoint.
Finally, in Section 2.7, once a specific trivialization of Λ·(T ∗G) has been chosen, we consider
the Kostant operators as acting on C∞(G,Λ·(g∗)).
2.1. Invariant connections on a Lie group
Let G be a compact connected Lie group of dimension n, let g be its Lie algebra. We identify
g to the Lie algebra of left-invariant vector fields on G. Let 〈 〉 be an Ad-invariant scalar product
on g. If g′ ∈G, we denote by Lg′ ,Rg′ the maps, g → g′g,g → gg′.
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∇aXY = a[X,Y ]. (2.1)
The connections ∇a are invariant by the left and right actions of G on G.
Let T a,Ra denote the torsion and the curvature of ∇a . Then
T a(X,Y )= (2a − 1)[X,Y ], Ra(X,Y )Z = a(a − 1)[[X,Y ],Z]. (2.2)
For a = 0,1, the connection ∇a is flat. For a = 0, g coincides with the parallel vector fields,
and the Lg∗ define the parallel transport. In the case a = 1, we get instead the right-invariant
vector fields and the Rg∗. The connections ∇a preserve the scalar product. The connection ∇1/2
is torsion free, and so it is just the Levi-Civita connection ∇L of TG.
Clearly the map X,Y,Z ∈ g → 〈[X,Y ],Z〉 defines an element of Λ3(g∗) which is G-
invariant. In particular it defines a closed left- and right-invariant 3-form κ on G.
Let e1, . . . , en be an orthonormal basis of g, and let e1, . . . , en be the dual basis of g∗. Then
κ = 1
6
〈[ei, ej ], ek 〉eiej ek. (2.3)
The structure constants fijk are defined by the formula,
[ei, ej ] = fijkek. (2.4)
Then fijk is antisymmetric in all indices, and moreover
κ = 1
6
fijke
iej ek. (2.5)
Let K be the scalar curvature of G. Inspection of (2.2) shows that
K = 1
4
∣∣[ei, ej ]∣∣2. (2.6)
Equivalently,
K = 1
4
f 2ijk. (2.7)
Finally,
|κ|2 = 1
6
f 2ijk. (2.8)
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Let c(g) be the Clifford algebra of g. Then c(g) is spanned by 1, e ∈ g and the commutation
relations
ee′ + e′e = −2〈e, e′〉. (2.9)
In the sequel, if e ∈ g, we will denote by c(e) the corresponding element in c(g).
Let
R = c(0)(g)⊂ c(1)(g)⊂ · · · ⊂ c(n)(g) (2.10)
be the filtration by the length in c(g). Let Gr·(g) denote the corresponding graded algebra. Then
Gr·(g) is canonically isomorphic to Λ·(g).
If e ∈ g, let e∗ correspond to g by the scalar product. Set
c(e)= e∗ ∧ −ie, ĉ (e)= e∗ ∧ +ie. (2.11)
If e, e′ ∈ g, then[
c(e, ), c(e′)
]= −2〈e, e′〉, [̂c (e), ĉ (e′)]= 2〈e, e′〉, [c(e), ĉ (e′)]= 0. (2.12)
Therefore Λ·(g∗) is both a left and a right c(g) Clifford module.
Moreover, c provides a canonical isomorphism of vector spaces Λ·(g∗)  c(g). In fact let
e1, . . . , en be an orthonormal basis of g, and let e1, . . . , en be the corresponding dual basis of g∗.
If 1 i1, . . . , ip  n are distinct indices, then c maps ei1 ∧ . . .∧ eip into c(ei1) . . . c(eip ).
Let SO(g) be the group of oriented linear isometries of g, and let Spin(g) be its double cover.
Then Spin(g) embeds into c(g).
Let Sg be the complex vector space of g spinors. Then c(g) acts on Sg, and Spin(g) acts
unitarily on Sg.
Assume that G is connected and simply connected. Let Ad : G → SO(g) be the adjoint rep-
resentation, and let ad : g → so(g) be the corresponding morphism of Lie algebras. The adjoint
representation lifts to the spin representation G→ Spin(g) which we still denote by Ad.
Recall that so(g) maps to the Lie algebra c2(g). More precisely, if A ∈ so(g), the correspond-
ing element in c2(so(g)) is given by
c(A)= 1
4
〈Aei, ej 〉c(ei)c(ej ). (2.13)
When identifying TG to g, the action of Lg on g is trivial, and the action of Rg corresponds to
the action of Ad(g−1) on g. Similarly we can identify STG, the vector bundle of spinors of TG,
to Sg. The action of Lg,Rg on STG correspond respectively to the trivial action and to the spin
representation.
As we saw before, ∇0 can be identified to the trivial connection on g. The connection ∇0
lifts to the trivial connection on Sg. More generally for a ∈ R, the connection ∇a on g lifts to a
connection on Sg, which is given by
∇a· = ∇0· +
a 〈·, [ei, ej ]〉c(ei)c(ej ). (2.14)4
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Of course we may instead identify TG to g via the right trivialization. There is a corresponding
identification of STG to Sg.
2.3. The Dirac operators of Kostant
We still assume G to be connected and simply connected. Recall that there are two commuting
actions of G upon itself, the left and the right actions.
The vector bundle STG on G has been identified to the trivial vector bundle Sg using the left
trivialization.
Note that C∞(G,Sg) is equipped with two commuting actions of G. If g′ ∈G, they are given
by s(g) → g′s(g) = s(g′−1g) and s(g) → sg′(g) = g′−1s(gg′−1). Also observe that the involu-
tion g → g−1 lifts to the involution I of C∞(G,Sg) which is given by I : s(g) → g−1s(g−1).
As it should be, I intertwines the left action of g′ and the right action of g′−1.
These actions can be interpreted geometrically. Indeed the left and right actions of G on
itself lift naturally to the vector bundle STG. Once STG has been identified to Sg using the left
action, the left and right actions are precisely the ones which were described above. Similarly the
involution g → g−1 is an isometry, and the above action just describes its lift to STG.
Definition 2.2. For a ∈ R, let Da be the Dirac operator,
Da = c(ei)∇aei . (2.15)
Note that D1/2 is the classical Dirac operator associated with the Levi-Civita connection. For
any a, the operator Da is self-adjoint, and commutes with the left and right actions of G on
C∞(G,Sg).
In [9, Definition 1.9], if M is a Riemannian spin manifold, equipped with an Euclidean con-
nection with torsion T, the Dirac operator DT associated with this connection was constructed.
It is still a self-adjoint first order elliptic operator. Set T = T 1, i.e.,
T (X,Y )= [X,Y ]. (2.16)
By the results of [9] with M =G and by (2.2), (2.15), we get
Da =DT a . (2.17)
From (2.5), we get
c(κ)= 1
6
fijkc(ei)c(ej )c(ek). (2.18)
Theorem 2.3. For any a ∈ R, the following identities hold:
Da =D0 + 3a
2
c(κ),
Da,2 = −∇3a−1,2ei −
1
8
(
6a2 − 6a + 1)f 2ijk. (2.19)
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Da =D1/2 + 3
4
(2a − 1)c(κ). (2.20)
By (2.20), we get the first identity in (2.19).
Observe that the form κ is closed. By (2.7), (2.17) and by [9, Theorem 1.10], we get
Da,2 = −∇3a−1,2ei +
1
16
f 2ijk −
3
16
(2a − 1)2f 2ijk, (2.21)
from which the second identity in (2.19) follows. 
By (2.19),
Da =D1 − 3
2
(1 − a)c(κ). (2.22)
Observe that
D1−a = −IDaI−1. (2.23)
In fact by conjugation by I , D0 is changed into −D1, and c(κ) is unchanged, so that (2.23)
follows from (2.19). Set
DK =D1/3, DKr =D2/3. (2.24)
Then
DK =D0 +
1
2
c(κ), DKr =D1 −
1
2
c(κ). (2.25)
The operator DK was introduced by Kostant [24]. Also the operator DKr is obtained from −DK
by conjugation by I .
Recall that G is the Laplacian on G. As in (1.4),
G = ∇2ei . (2.26)
Note that in the right-hand side of (2.26), the ei can be replaced by their right-invariant counter-
part. By (2.19), we obtain the crucial identity of Kostant [24],
D
K,2
 = −G +
1
24
f 2ijk. (2.27)
By conjugation by I , we can obtain a similar identity for DK,2r .
Remark 2.4. The critical fact about Kostant formula (2.27) is that the right-hand side is a scalar
operator.
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Assume now that G is connected, simply connected and simple. We use the same notation as
in Section 1.
For t ∈ t, set
π(t)=
∏
α∈R+
〈2iπα, t〉. (2.28)
If λ ∈ CR∗+, let ρλ : G → End(Vλ) be the irreducible representation of G of highest weight λ
on the finite-dimensional vector space Vλ, whose character is χλ. If λ ∈ CR∗+, let λ∗ ⊂ CR∗+ be
the weight corresponding to the dual representation.
The Casimir operator −G acts as a multiple of the identity on Vλ and V ∗λ , and the corre-
sponding eigenvalue cλ is given by
cλ = 4π2
(|λ+ ρ|2 − |ρ|2). (2.29)
Let α0 ∈ R+ be the highest root. Then α0 is the positive weight associated with the adjoint
representation of G. By construction,
f 2ijk = cα0 dimg. (2.30)
Recall that by [6, Corollary 7.27] or [14, Theorem 3.29],
Vol(G/T )= 1
π(ρ/i)
. (2.31)
Proposition 2.5. The following identity holds:
4π2|ρ|2 = 1
24
cα0 dimg. (2.32)
Proof. This is just a version of Kostant’s strange formula [23]. 
By (2.27), (2.30) and (2.32), we get
D
K,2
 = −G + 4π2|ρ|2. (2.33)
2.5. The Dirac operators of Kostant and the exterior algebra Λ·(T ∗G)
We assume temporarily that G is simply connected, and that g is even-dimensional. Then we
have the canonical isomorphism,
Λ·
(
g∗
) Sg ⊗̂ Sg∗. (2.34)
When identifying Sg, Sg∗,Λ·(g∗) to STG, STG∗,Λ·(T ∗G) by the left trivialization, (2.34) be-
comes,
Λ·
(
T ∗G
) STG ⊗̂ STG∗. (2.35)
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structed in Section 2.2. For a, a′ ∈ R, let ∇Λ·(T ∗G),a,a′ be the connection on Λ·(T ∗G) which is
associated with the connections ∇STG,a,∇STG∗,a′ .
Let e1, . . . , en be an orthonormal basis of g. Once the above identifications are done, by (2.14),
we get
∇Λ·
(
T ∗G),a,a′
· = ∇Λ
·(T ∗G),0,0
· + 14
〈·, [ei, ej ]〉(ac(ei)c(ej )− a′ ĉ (ei )̂c (ej )). (2.36)
Of course (2.36) still make sense when G is not simply connected or when g is odd-dimensional.
So we may as well take (2.36) as a definition for ∇Λ·(T ∗G),a,a′ .
Definition 2.6. Let DKr , D̂K be the operators acting on C∞(G,Λ·(T ∗G)),
DKr = c(ei)∇Λ
·(T ∗G),2/3,0
ei , D̂
K
 = ĉ (ei)∇Λ
·(T ∗G),1,1/3
ei . (2.37)
We equip C∞(G,Λ·(T ∗G)) with the obvious L2 scalar product. Set
G(1,0) = (∇Λ·(T ∗G),1,0ei )2. (2.38)
By (2.19), we get
DK,2r = −G(1,0) +
1
24
f 2ijk, D̂
K,2
 =G(1,0) −
1
24
f 2ijk. (2.39)
From (2.39), we obtain,
DK,2r = −D̂K,2 . (2.40)
Also note that DKr is formally symmetric, and that D̂K is formally antisymmetric.
2.6. The Kostant operators and the de Rham operator
Let dG be the de Rham operator acting on C∞(G,Λ·(T ∗G)), and let dG∗ be its formal adjoint
with respect to the obvious L2 scalar product on C∞(G,Λ·(T ∗G)). The 3-form κ acts by exterior
multiplication on C∞(G,Λ·(T ∗G)). Let κ∗ be the corresponding adjoint map. Then κ increases
the degree by 3, and κ∗ decreases the degree by 3. Since κ is closed,
(
dG + κ)2 = 0, (dG∗ + κ∗)2 = 0. (2.41)
In the sequel, [DKr , D̂K ] denotes the supercommutator of DKr and D̂K , which is here an anti-
commutator. A similar notation will be used for other operators.
Theorem 2.7. The following identities hold:
1(
DKr + D̂K
)= dG + κ, 1(DKr − D̂K )= dG∗ + κ∗. (2.42)2 2
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DKr , D̂
K

]= 0. (2.43)
Proof. By taking the adjoint of the first equation in (2.42), we get the second one. So we con-
centrate on the proof of the first equation in (2.42).
Let D, D̂ be the Dirac operators given by,
D = c(ei)∇Λ
·(T ∗G),1/2,1/2
ei , D̂ = ĉ (ei)∇Λ
·(T ∗G),1/2,1/2
ei . (2.44)
Since ∇TG,1/2 is the Levi-Civita connection, we have the trivial
1
2
(D + D̂)= dG, 1
2
(D − D̂)= dG∗. (2.45)
Also by the above, we get the formulas,
DKr = D +
1
4
κ(ei, ej , ek)
(
1
6
c(ei)c(ej )c(ek)+ 12c(ei )̂c (ej )̂c (ek)
)
,
D̂K = D̂ +
1
4
κ(ei, ej , ek)
(
1
2
ĉ (ei)c(ej )c(ek)+ 16 ĉ (ei )̂c (ej )̂c (ek)
)
. (2.46)
Taking (2.45) into account, we only need to evaluate the sum of the two terms in both lines in the
right-hand side of (2.46). The second line is obtained from the first line by exchanging the roles
of the c and ĉ. In view of (2.11), this means that the ei are preserved, while the iei are changed
into −iei . This makes that only expressions which are even in the iei survive in the sum. The
term of maximal length 3 in the variables ei in the sum of the two lines is just
1
3
κ(ei, ej , ek)e
i ∧ ej ∧ ek∧ = 2κ. (2.47)
We claim that the term of length 1 in the ei (which is the term of length 2 in the iei ) vanishes
identically: this is an easy computation which is left to the reader.
Using (2.40)–(2.42), (2.43) follows. The proof of our theorem is completed. 
2.7. The Kostant operators acting on C∞(G,Λ·(g∗))
Assume temporarily that G is simply connected and that g is even-dimensional. We will iden-
tify STG to Sg using the right trivialization, and STG∗ to Sg∗ using the left trivialization. With
these conventions, we have the canonical isomorphism,
Λ·
(
T ∗G
)Λ·(g∗) (2.48)
which however is distinct from the one we considered above. In particular the left action of g on
Λ·(T ∗G) corresponds to the adjoint action on Sg, and the right action of G on Λ·(T ∗G) to the
adjoint action on Sg∗ .
We can reformulate the problem differently when G is only supposed to be connected. In-
deed the connection ∇Λ·(T ∗G),1,0 is flat. When G is simply connected, we can identify Λ·(T ∗G)
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dimensional, this is just the identification made in (2.48). Note that this identification does not
preserve the degree. From this identification, we get
C∞
(
G,Λ·
(
T ∗G
)) C∞(G,Λ·(g∗)). (2.49)
Recall that g has been identified with the left-invariant vector fields over G, so that if e ∈ g,
∇e denotes the corresponding differentiation operator. We will denote temporarily this operator
by ∇e, to distinguish it from ∇e,r which is differentiation with respect to the right-invariant
vector field associated to e ∈ g. As in (2.18), set
ĉ (κ)= 1
6
fijkĉ (ei )̂c (ej )̂c (ek). (2.50)
Proposition 2.8. We have the identity of operators acting on C∞(G,Λ·(g∗)),
DKr = c(ei)∇ei ,r −
1
2
c(κ), D̂K = ĉ (ei)∇ei , −
1
2
ĉ (κ). (2.51)
Proof. Fort a, a′ ∈ R, e ∈ g, we define the operators ∇a,a′ exactly as in (2.14), (2.36), i.e.,
∇a,a′· = ∇· +
1
4
〈·, [ei, ej ]〉(ac(ei)c(ej )− a ′̂c (ei )̂c (ej )). (2.52)
By (2.37) and using the identifications in (2.48), (2.49), we get
DKr = c(ei)∇−1/3,0ei ,r , D̂K = ĉ (ei)∇0,1/3ei , . (2.53)
By combining (2.19), (2.25) with (2.53), we get (2.51). 
Remark 2.9. Clearly (2.43) follows from (2.51).
Let us now briefly describe the relation of Theorem 2.7 to the work of Alekseev and
Mainrenken [1]. We use the identification Λ·(g∗)  c(g). We consider the algebra A =
C∞(G, c(g))  C∞(G,R) ⊗ c(g) as the tensor product of two algebras, C∞(G,R) being the
convolution algebra of smooth real functions on G, and c(g) being the Clifford algebra. If
f,f ′ ∈ A, then
f ∗ f ′(g)=
∫
G
f
(
gg′−1
)
f ′(g′) dg′. (2.54)
We see easily that if f ∈ C∞(G, c(g)) C∞(G,Λ·(g∗)), then[
DKr ,f ∗
]= [(DKr − D̂K )f ] ∗ . (2.55)
By Eq. (2.42) in Theorem 2.7 and by (2.55), we get[
DKr ,f ∗
]= [2(dG∗ + κ∗)f ] ∗ . (2.56)
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(2.56) from the perspective of [1] is that it gives an explanation to the fact that[
DKr ,
[
DKr ,f ∗
]]= 0, (2.57)
which also follows from the fact that DK,2r lies in the centre of the enveloping algebra.
From now on, we will mostly forget about the geometric interpretation of the operators
DKr , D̂
K
 and concentrate mostly on their explicit expression in (2.24) or (2.51).
3. A deformation of the Kostant operator
The purpose of this section is to construct a suitable deformation Db of the Kostant operator
DK depending on the parameter b > 0.
In Section 3.1, we construct the obvious Dirac operator DV on g.
In Section 3.2, we obtain a slightly modified version of the Kostant operator D̂Kr , which now
acts on C∞(G, Λ̂·(g∗)). Here Λ̂·(g∗) is another copy of the exterior algebra Λ·(g∗).
In Section 3.3, we introduce an extra Kostant operator DKr , which now acts on C∞(G,Sg) ⊗̂
Λ̂·(g∗).
In Section 3.4, we construct the operator Db which acts on the total space of G × g, and a
corresponding operator Lb , which is a hypoelliptic Laplacian.
In Section 3.5, we give a formula for Lb , and we show that ∂∂u − Lb is hypoelliptic.
In Section 3.6, we give a formula for the compression of a component of the operator Db by
a natural projection.
In Section 3.7, we show that in a suitable sense, 2Lb interpolates between −G + 124f 2ijk and
the geodesic flow on G.
In Section 3.8, we prove a Bianchi identity for D2b .
Finally, in Section 3.9, we give a Peter–Weyl decomposition for the Hilbert space L2(G× g).
In the whole section, we make the same assumptions as in Section 2.1.
3.1. A Dirac operator along g
Using the left action of G, TG can be identified with G× g. The generic element of g will be
denoted Y .
We will denote by Λ̂·(g∗) the exterior algebra of the fibre g, to distinguish this algebra from
the exterior algebra Λ·(g∗) of G. It will also be convenient to introduce an extra copy ĝ of g, so
that we have the tautological identification Λ̂·(g∗)=Λ·( ĝ∗).
Let e1, . . . , en be an orthonormal basis of g, let e1, . . . , en be the corresponding dual basis
of g∗. Let ê1, . . . , ên be the associated basis of ĝ, and let ê 1, . . . , ê n be the associated dual basis
of ĝ∗. Then 1, ê 1, . . . , ê n generate Λ̂·(g∗) as an algebra. The operators c( êi), ĉ ( êi ) act naturally
on Λ̂·(g∗). In the sequel we will use indifferently the notation ĉ (ei) or ĉ ( êi ).
Moreover, if e ∈ g, ∇ê denotes differentiation along the fibre g in the direction e, to distinguish
it from the differentiation operator ∇e over G.
Let DV be the constant coefficient Dirac operator along the fibres of g. The operator DV is
given by
DV = c( êi)∇êi . (3.1)
Let V be the Laplacian on g.
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Λ̂·(g∗), i.e., N acts by multiplication by k on Λ̂k(g∗). Then
1
2
(
DV + ĉ (Y ))2 = 1
2
(−V + |Y |2 − n)+N. (3.2)
The right-hand side is the harmonic oscillator which appears in Witten [28]. Its kernel is concen-
trated in degree 0 and given by the 1-dimensional vector space spanned by exp(−|Y |2/2). This
argument also shows that ker(DV + ĉ (Y )) is just this 1-dimensional vector space.
3.2. Another version of the operator D̂K
Let G be the total space of TG, and let π be the obvious projection which fibres on G. The
left trivialization induces the identification
G G× g. (3.3)
By (3.3), we find that if U ∈ TG, U has a natural horizontal lift (U,0) in T G = TG × g, which
we still denote by U .
Of course G acts on C∞(G, Λ̂·(T ∗G)) on the left and on the right. When identify-
ing T̂G to ĝ and Λ̂·(T ∗G) to Λ̂·(g∗) by the left trivialization, the left action of g′ on
C∞(G × g, Λ̂·(g∗)) is given by s → g′s(g,Y ) = s(g′−1g,Y ), and the right action of g′ by
s → sg′(g,Y ) = (g′Λ̂·(g∗))−1s(gg′−1,Ad(g′)Y ). The involution g → g−1 lifts to the map
I : s(g,Y )→ (gΛ̂·(g∗))−1s(g−1,Ad(g)Y ). Finally, the involution I intertwines the left and right
actions of G.
Definition 3.1. Put
D̂K = ĉ (ei)∇Λ̂
·(T ∗G),0,1/3
ei . (3.4)
The operator D̂K is very similar to the one considered in Definition 2.6. The only difference
is that the connection ∇Λ̂·(T ∗G),1,1/3 has been replaced by ∇Λ̂·(T ∗G),0,1/3.
Now we will give an expression for D̂K using the above identifications.
Proposition 3.2. The identity of operators acting on C∞(G× g, Λ̂·(g∗)) holds:
D̂K = ĉ (ei)∇ei , −
1
2
ĉ (κ). (3.5)
Proof. The proof is the same as the proof of Proposition 2.8. 
The operator G acts naturally on C∞(G× g, Λ̂·(g∗)) by the formula,
G = ∇2ei , = ∇2ei ,r . (3.6)
In (3.6), the vector field ei is identified with (ei,0), and so it does not differentiate in the variable
Y ∈ g. By (2.39),
D̂
K,2
 =G −
1
f 2ijk. (3.7)24
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Let Sg be the vector space of spinors associated to g. If e ∈ g, c(e) now acts on Sg. The
operators DV + ĉ (Y ), D̂K act on C∞(G× g, Sg ⊗̂ Λ̂·(g∗)).
Definition 3.3. Let DKr be the operator acting on C∞(G× g, Sg ⊗̂ Λ̂·(g∗)),
DKr = c(ei)∇ei ,r −
1
2
c(κ). (3.8)
Of course, we could still reexpress DKr as in (2.37) or in (2.53).
If g is even-dimensional, using (2.34), we get
Sg ⊗̂ Λ̂·(g∗) Sg ⊗̂ Ŝg ⊗̂ Ŝg∗. (3.9)
We may canonically identify Sg∗ and Ŝg∗. So (3.9) can also be written in the form,
Sg ⊗̂ Λ̂·(g∗)Λ·(g) ⊗̂ Ŝg. (3.10)
Eq. (3.10) indicates that we are using a formalism which is closely related to the one in [12].
By (3.10), our operators may be viewed as acting on C∞(G×g,Λ·(g∗) ⊗̂ Ŝg). By comparing
(2.51) with (3.5) and (3.8), we find that our operators D̂K ,DKr can now be identified with the
corresponding operators in Section 2.7.
Also by (2.27), we get
DK,2r = −G +
1
24
f 2ijk. (3.11)
Moreover, as in (2.40), (2.43), we get
[
DKr , D̂
K

]= 0, DK,2r = −D̂K,2 . (3.12)
3.4. A deformed Dirac operator and the hypoelliptic Laplacian
Definition 3.4. For b > 0, set
Db = D̂K +
1
b
(
DV + ĉ (Y )),
Lb = 12
(−D̂K,2 + D2b). (3.13)
The operators Db,Lb act on C∞(G×g, Λ̂·(g∗)). Moreover, they commute with the left and right
actions of G.
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erators Db,Lb act naturally on C∞(G × g, Sg ⊗̂ Λ̂·(g∗)). Let Eb be the operator acting on
C∞(G× g, Sg ⊗̂ Λ̂·(g∗)),
Eb =DKr + D̂K +
1
b
(
DV + ĉ (Y )). (3.14)
Proposition 3.5. The following identity holds:
Lb = 12E
2
b. (3.15)
Proof. Clearly,
Eb =DKr + Db. (3.16)
By using in particular (3.12) and (3.16), we get
E2b =DK,2r + D2b. (3.17)
By (3.12), (3.13) and (3.17), we get (3.15). 
Remark 3.6. Ultimately Sg does not play any role in the definition of Lb. Still the possibility of
writing Lb as a square will play an important role in the sequel.
3.5. A formula for the hypoelliptic Laplacian
Definition 3.7. Set
a = 1
2
(
DV + ĉ (Y ))2, b = 1
2
[
D̂K ,D
V + ĉ (Y )]. (3.18)
We identify Y to the horizontal vector field (Y,0) on G × g. Recall that N is the number
operator of Λ̂·(g∗). Finally, u ∈ R denotes an extra variable.
Theorem 3.8. For b > 0, the following identity holds:
Lb = a
b2
+ b
b
. (3.19)
Moreover,
a = 1
2
(−V + |Y |2 − n)+N,
b = ∇Y, − 14
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj ). (3.20)
The operator ∂ − Lb is hypoelliptic.∂u
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Lb = 12b2
(
DV + ĉ (Y ))2 + 1
2b
[
D̂K ,D
V + ĉ (Y )], (3.21)
which is just (3.19). The first identity in (3.20) was already established in (3.2). Using (2.12) and
(3.5), we get
[
D̂K ,D
V + ĉ (Y )]= 2(∇Y, − 12 ĉ (iY κ)
)
. (3.22)
From (3.22) we get the second identity in (3.20).
The hypoellipticity of ∂
∂u
− Lb follows from a basic result of Hörmander [22]. 
Remark 3.9. We already know that the operator Lb commutes with the left and right actions
of G, which is clear anyway by inspection of the right-hand side of (3.19).
3.6. The compression of DK + D̂Kr
Let P be the orthogonal projection from L2(g, Λ̂·(g)) on ker( D̂V + ĉ (Y )). This is a 1-
dimensional vector space spanned by exp(−|Y |2/2). Clearly,
Ps(Y )= 1
πn/2
exp
(−|Y |2/2)∫
g
s(Y ′) exp
(−|Y ′|2/2)dY ′. (3.23)
Of course (3.23) can be tensored by Sg.
In the sequel,we embed isometrically C∞(G,Sg) into C∞(G× g, Sg ⊗ Λ̂·(g∗)) by the map
i : s(g)→ s(g) exp(−|Y |2/2)/πn/4.
First we establish an analogue of [11, Proposition 2.41] and [12, Theorem 1.13].
Proposition 3.10. The following identity holds:
P
(
DKr + D̂K
)
P =DKr . (3.24)
Proof. Since D̂K is odd in the Clifford variables ĉ ( ê), its contribution to the left-hand side of
(3.24) vanishes. Eq. (3.24) follows. 
As we just saw, kera is spanned by exp(−|Y |2/2). Observe that the operator b maps kera into
its orthogonal (kera)⊥. Let a−1 be the inverse of a acting on (kera)⊥.
Now we establish an analogue of [11, Theorems 3.13 and 3.14] and of [12, Theorem 1.14].
Theorem 3.11. The following identity holds:
−Pba−1bP = 1DK,2r . (3.25)2
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−Pba−1bP = −1
2
G + 1
48
f 2ijk. (3.26)
Proof. We give two proofs of (3.25). By (3.12),(
DKr + D̂K
)2 = 0. (3.27)
By (3.14), (3.15), (3.18), (3.24) and (3.27), we get
−Pba−1bP = 1
2
(
P
(
DKr + D̂K
)
P
)2
, (3.28)
which combined with (3.24), is just (3.25). Eq. (3.26) follows from (3.11) and (3.25).
We will also give a direct proof of (3.25). Note that
ĉ ( êi )̂c ( êj )= ê i ê j + îe i îe j + ê i îej + îei ê j . (3.29)
By antisymmetry of 〈Y, [e, e′]〉 in e, e′, the part of length 2 in the ĉ ( êj ) does not contribute to
the left-hand side of (3.25). So we find that
−Pba−1bP = −P∇Y,a−1∇Y,P
− 1
16
P
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj )a
−1〈Y, [ek, el]〉̂c ( êk )̂c ( êl)P . (3.30)
Elementary computations on the harmonic oscillator show that
−P∇Y,a−1∇Y,P = −12
G. (3.31)
Moreover, using (3.29), we obtain,
− 1
16
P
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj )a
−1〈Y, [ek, el]〉̂c ( êk )̂c ( êl)P
= − 1
16
P îei îej
〈
Y, [ei, ej ]
〉
a−1
〈
Y, [ek, el]
〉̂
e kê lP . (3.32)
By the above, we find that the contribution of a−1 to the right-hand side of (3.32) is just 1/3.
Indeed a is the sum of the scalar harmonic oscillator, which is a bosonic number operator, and of
N which is a fermionic number operator. Since Y raises at most the boson number by 1, we get
3 as 1 + 2. Ultimately,
− 1
16
P
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj )a
−1〈Y, [ek, el]〉̂c ( êk )̂c ( êl)P
= − 1 P 〈[ei, ej ], [ek, el]〉îei îej ê k ê lP . (3.33)96
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− 1
96
P
〈[ei, ej ], [ek, el]〉îei îej ê k ê lP = 148f 2ijk. (3.34)
Using (3.30)–(3.34), we get (3.26). The second proof of our theorem is completed. 
3.7. Interpolating between the Kostant Laplacian and the geodesic flow
As explained in [11, Section 3.8] and in [12, Section 1.14], if X is a Riemannian manifold, the
hypoelliptic Laplacian defined there acts on the total space of T ∗X or TX, and should interpolate
between a classical Laplacian on X when b → 0 and the geodesic flow as b → +∞. The first
part of this statement has been completely established in joint work with Lebeau [15], and its
implications for Ray–Singer analytic torsion for the de Rham complex [27] have been derived
there.
Comparison of the above references with Proposition 3.10 and Theorem 3.11 should convince
the reader that in the proper sense, as b → 0, Lb converges to P 12DK,2r P . We will come back to
this later.
Let us now consider the behaviour of our Laplacian as b → +∞. Let Kb be the map
s(g,Y )→ s(g, bY ). By (3.14), (3.19) and (3.20), we get
KbEbK
−1
b =DKr + D̂K + ĉ (Y )+
DV
b2
,
KbLbK
−1
b = −
V
2b4
+ N
b2
− n
2b2
+ 1
2
|Y |2 + ∇Y, − 14
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj ). (3.35)
By (3.35), we see that as b → +∞,
KbEbK
−1
b =DKr + D̂K + ĉ (Y )+ O
(
1/b2
)
,
KbLbK
−1
b =
1
2
|Y |2 + ∇Y, − 14
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj )+ O
(
1/b2
)
. (3.36)
Note that the second identity in (3.36) can be obtained by squaring the first one.
By the above, we find that in the proper sense, the operator Lb interpolates between the opera-
tor P(− 12G+ 148f 2ijk)P when b → 0, and the operator 12 |Y |2 +∇Y,− 14 〈Y, [ei, ej ]〉̂c ( êi )̂c ( êj )
for b → +∞. This last operator is a modification of the generator of the left-invariant flow on
TG, which coincides with the geodesic flow.
3.8. The Bianchi identity
The classical Bianchi identity asserts that[
Db,D
2
b
]= 0. (3.37)
However we will establish here a refinement of the Bianchi identity.
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[Db,Lb] = 0. (3.38)
Proof. We start from Bianchi’s identity (3.37). Moreover, by (3.7), up to a constant, −D̂K,2 isjust the Casimir operator. Therefore, [
Db, D̂
K,2

]= 0. (3.39)
By (3.13), (3.37) and (3.39), we get (3.38). 
Remark 3.13. Of course, by expanding (3.38) into powers of 1/b, we get a number of other
identities.
Another proof of (3.38) consists in writing the Bianchi identity,[
Eb,E
2
b
]= 0. (3.40)
Using (3.15), (3.40) and the fact that no Clifford variable of the type c(ei) appears in Lb, from
(3.40), we get (3.38) again.
3.9. The operator Lb and the representations of G
We make the same assumptions as in Section 2.4. In particular G is supposed to be simple.
Let L2(G) be the Hilbert space of complex-valued square integrable functions on G. Let
L2(G)=
⊕
λ∈CR∗+
Vλ ⊗ V ∗λ (3.41)
be the obvious Peter–Weyl decomposition. In (3.41), the left action of G on L2(G) is on the first
factor Vλ in (3.41), and the right action on the factor V ∗λ . Under the identification (3.41), if X ∈ g,
the action of the vector field −Xr corresponds to the action of X on Vλ, and the action of X to
the action of X on V ∗λ .
For λ ∈ CR∗+, put
Hλ = Vλ ⊗
(
V ∗λ ⊗ Λ̂·
(
g∗
)⊗L2(g)). (3.42)
By (3.41), we get
L2
(
G× g, Λ̂·(g∗))= ⊕
λ∈CR∗+
Hλ. (3.43)
Again the left action of G corresponds to the first factor in the right-hand side of (3.42), and the
right action to the second factor.
Note that L2(g) can be split according to the eigenvalues of the scalar harmonic oscillator, so
that
L2(g)= Ŝ·
(
g∗
)
, (3.44)
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tified with the Hermite polynomials. Note that the hat on Ŝ is meant to match the hat on Λ̂. So
(3.43) takes the form,
L2
(
G× g, Λ̂·(g∗))= ⊕
λ∈CR∗+
Vλ ⊗
(
V ∗λ ⊗ Λ̂·
(
g∗
)⊗ Ŝ·(g∗)). (3.45)
The operator Lb acts as an unbounded operator on L2(G × g∗, Λ̂·(g∗)), and commutes with
the left and right actions of G. Therefore the splittings in (3.43), (3.45) are stable by Lb . Given
λ ∈ CR∗+, Lb acts on Vλ ⊗ (V ∗λ ⊗ Λ̂·(g∗)⊗ Ŝ·(g∗)) as an elliptic operator. Also the convergence
of Lb to P 12 (−G + 4π2|ρ|2)P as b → 0 is quite elementary to describe for each λ.
Still as we shall see, studying the operator Lb when b → +∞ gives interesting results only
when considering the full Hilbert space L2(G× g, Λ̂·(g∗)).
4. The supertrace of the deformed heat kernel
The purpose of this section is to establish a Poisson formula for various expressions involving
the scalar heat kernel pt(g) of G by using the deformed operator Db . We recover this way the
identities which were established in Section 1.
This section is organized as follows. In Section 4.1, for t > 0, we define the supertrace of the
operator exp(−tLb).
In Section 4.2, we show that this supertrace does not depend on b > 0. By making b → 0, we
show that up to a scaling factor, this supertrace is equal to the trace of the scalar heat kernel. Our
Poisson formula will be later obtained by making b → +∞.
In Section 4.3, we specialize the equality to the case of a single weight λ. In this case, the
deformation is very easy to understand. By making b → +∞, we ultimately obtain a formula for
the character χλ, which is essentially equivalent to the fact that χλ is an eigenvector for −G.
Still methods of local index theory are used in this case to obtain this easy result. As we shall
see, when putting together all the weights λ, the nature of localization changes drastically, and
indeed produces a Poisson like formula.
In Section 4.4, if G is connected, simply connected and simple, if T ⊂G is a maximal torus,
and if g1, g2 ∈ T are regular, we give Poisson like formulas for
∫
G
pt(gg1g−1g−12 ) dg and for
pt (g2). These formulas are obtained by making b → +∞ in the above supertrace. Methods of
local index theory are used again at every stage. Also the reader should be able to perceive the
fact that the rigorous proof is a mere reflection of the formal arguments which were given in
(0.9)–(0.17) in connection with localization formulas in equivariant cohomology.
4.1. The supertrace of the heat kernel associated to Lb
If g′ ∈ G, let Lg′ ,Rg′ denote the left and right actions of g′ on C∞(G,R), so that Lg′s(g) =
s(g′−1g),Rg′s(g)= s(gg′−1). If g1, g2 ∈G, Lg1R−1g2 exp(−tDK,2r /2) acts on C∞(G,R).
By (2.27), the smooth kernel associated to the operator Lg1R−1g2 exp(−tDK,2r /2) with respect
to dg′ is given by exp(−tf 2ijk/48)pt (g′g−12 g−1g1). We find in particular that
Tr
[
Lg1R
−1
g2 exp
(−tDK,2r /2)]= e−tf 2ijk/48 ∫ pt(gg1g−1g−12 )dg. (4.1)
G
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(2.29), (2.33), (3.41),
Tr
[
Lg1R
−1
g2 exp
(−tDK,2r /2)]= ∑
λ∈CR∗+
e−4π2|λ+ρ|2t/2χλ(g1)χλ
(
g−12
)
. (4.2)
For b > 0, t > 0, let rb,t ((g,Y ), (g′, Y ′)) be the smooth kernel on G× g associated with the
operator exp(−tLb) with respect to the volume dg′ dY ′. For the existence and for the properties
of the operator exp(−tLb), we refer to [15, Chapter 3]. From the results stated in [15], we know
that the operator exp(−tLb) is trace class. Clearly,
Trs
[
Lg1R
−1
g2 exp(−tLb)
]= ∫
G×g
Trs
[
g2rb,t
(
(1, Y ),
(
gg1g
−1g−12 ,Ad(g2)Y
))]
dg dY. (4.3)
4.2. An evaluation of the generalized supertrace
The fundamental result of this section is as follows.
Theorem 4.1. For any t > 0, b > 0,
Trs
[
Lg1R
−1
g2 exp(−tLb)
]= Tr[Lg1R−1g2 exp(−tDK,2r /2)]. (4.4)
Proof. First we prove that
∂
∂b
Trs
[
Lg1R
−1
g2 exp(−tLb)
]= 0. (4.5)
Clearly,
∂
∂b
Trs
[
Lg1R
−1
g2 exp(−tLb)
]= −t Trs[Lg1R−1g2 ∂∂bLb exp(−tLb)
]
. (4.6)
By (3.13),
∂
∂b
Lb = 12
[
Db,
∂
∂b
Db
]
. (4.7)
Using the Bianchi identity in (3.38), (4.6) and (4.7), and also the fact that supertraces vanish on
supercommutators, we get
∂
∂b
Trs
[
Lg1R
−1
g2 exp(−tLb)
]= − t
2
Trs
[[
Db,Lg1R
−1
g2
∂
∂b
Db exp(−tLb)
]]
= 0, (4.8)
i.e., we have established Eq. (4.5).
Also by using the results of [15, Chapters 3 and 17], Proposition 3.10 and Theorem 3.11, we
find that as b → 0,
Trs
[
Lg R
−1
g exp(−tLb)
]→ Tr[Lg R−1g exp(−tDK,2r /2)]. (4.9)1 2 1 2
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can split the considered supertrace with respect to the weights λ ∈ CR∗+. Identity (4.5) remains
correct for each λ. Then proving (4.9) can be done for every λ ∈ CR∗+. This becomes a problem
of linear algebra, which is much easier than what is done in [15].
The proof of our theorem is completed. 
4.3. The limit as b → +∞ of Trs[Lg1R−1g2 exp(−tLb)]: the case of a weight λ
From now on, we assume that the assumptions of Section 2.4 are verified, i.e., that G is
connected, simply connected and simple. Also we use the notation of Section 3.9.
Recall that if λ ∈ CR∗+, Hλ was defined in (3.42). Then G acts on the left and on the right
on Hλ. Let Lb,λ be the restriction of Lb to Hλ.
By specializing (4.4) to each weight λ, we get
TrHλs
[
Lg1R
−1
g2 exp(−tLb,λ)
]= e−4π2|λ+ρ|2t/2χλ(g1)χλ(g−12 ). (4.10)
If g ∈ G, let Z(g) ⊂ G be the centralizer of g, and let z(g) ⊂ g be its Lie algebra. By [16,
Corollaire 5.3.1], since G is simply connected, Z(g) is connected. Moreover
z(g)= {f ∈ g, Ad(g)f = f }. (4.11)
Let z(g)⊥ ⊂ g be the orthogonal vector space to z(g) in g, so that
g = z(g)⊕ z(g)⊥. (4.12)
Recall that we identify g and g∗ by the scalar product, so that (4.12) can be viewed as a splitting
of g∗.
Recall that N is the number operator of Λ̂·(g∗). Moreover, we have the easy identity,
N − n
2
= 1
2
c( êi )̂c ( êi). (4.13)
Fix now Y0 ∈ z(g2). Let Tb,Y0 be the operator s(g,Y )→ s(g, bY0 + Yb ). Set
Mb,Y0 = Tb,Y0LbT −1b,Y0 . (4.14)
By (3.19), (3.20) and (4.13), we get
Mb,Y0 =
1
2
(
−V + 1
b2
c( êi )̂c ( êi)+
∣∣∣∣Y0 + Yb2
∣∣∣∣2)
+ ∇
(Y0+ Y
b2
),
− 1
4
〈
Y0 + Y
b2
, [ei, ej ]
〉̂
c ( êi )̂c ( êj ). (4.15)
We assume that e1, . . . , em is an orthonormal basis of z(g2), and that em+1, . . . , en is an
orthonormal basis of z(g2)⊥. We make a Getzler rescaling [21] on the operator Mb,Y0 . In
fact, we denote by Nb,Y the operator obtained from Mb,Y by replacing c( êi),1  i  m by0 0
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ê i , îei ,1 i m, have now nothing to do with the original operators we considered before.
By (4.15), we find that as b → +∞,
Nb,Y0 → N∞,Y0 =
1
2
(
−V +
∑
1im
êi ĉ ( êi )+ |Y0|2
)
+ ∇Y0, −
1
4
〈
Y0, [ei, ej ]
〉̂
c ( êi )̂c ( êj ). (4.16)
Recall that since Y0 ∈ z(g2), the linear map f → [Y0, f ] preserves the splitting g = z(g2) ⊕
z(g2)⊥. It follows that in the last term in the right-hand side of (4.16), we may as well assume that
1 i, j m or m+ 1 i, j  n. In particular the operator N∞,Y0 is the sum of two commuting
operators which are associated to the above splitting of g.
Set
DV =
∑
1im
ê i∇êi +
∑
m+1in
c( êi)∇êi ,
V,⊥ =
∑
m+1in
∇2êi . (4.17)
Let Y be the generic element of z(g2). Put
D =DKr + D̂K +DV + ĉ (Y ). (4.18)
Then by proceeding as in the proof of Theorem 3.8, we get
1
2
D2 = 1
2
(
−V,⊥ + |Y |2 +
∑
1im
ê i ĉ ( êi )
)
+ ∇Y , −
1
4
〈
Y , [ei, ej ]
〉̂
c ( êi )̂c ( êj ). (4.19)
Comparison of Eqs. (4.16) and (4.19) for N∞,Y0 and 12D2 is quite interesting and is left to the
reader.
Now we assume that g2 ∈ T , and also that g2 is regular in G, and so
Z(g2)= T , z(g2)= t. (4.20)
In particular m= dim t. We will use the notation t⊥ instead of z(g2)⊥. By (4.16), we get
N∞,Y0 =
1
2
(
−V +
∑
1im
ê i ĉ ( êi )+ |Y0|2
)
+ ∇Y0, −
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉̂
c ( êi )̂c ( êj ). (4.21)
Now using classical methods of local index theory, from (4.16), (4.21), we find easily that
given λ ∈ CR∗ , as b → +∞,+
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[
Lg1R
−1
g2 exp(−tLb,λ/2)
]
→ 1
dett⊥(1 − Ad(g2))
∫
t
exp
(−|Y0|2/2t)χλ(g1)χλ(g−12 eY0)
× TrΛ·(t⊥∗)s
[
g2 exp
(
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉̂
c ( êi )̂c ( êj )
)]
dY0
(2πt)m/2
. (4.22)
Let us give here a word of explanation on the appearance of χλ(g−12 eY0) in the right-hand side of
(4.22). Indeed this is because as we saw after Eq. (3.41), e−Y0, acts on L2(G) like Re−Y0 . Finally,
let us point out that the operator Lb,λ is an elliptic operator on g, so that no argument involving
hypoelliptic operators is needed in the proof of (4.22).
By comparing (4.10) and (4.22), we get
e−4π2|λ+ρ|2t/2χλ(g1)χλ
(
g−12
)
= 1
dett⊥(1 − Ad(g2))
∫
t
exp
(−|Y0|2/2t)χλ(g1)χλ(g−12 eY0)
× TrΛ·(t⊥∗)s
[
g2 exp
(
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉̂
c ( êi )̂c ( êj )
)]
dY0
(2πt)m/2
. (4.23)
Since (4.23) holds for any g1 ∈G, we obtain,
e−4π2|λ+ρ|2t/2χλ
(
g−12
)
= 1
dett⊥(1 − Ad(g2))
∫
t
exp
(−|Y0|2/2t)χλ(g−12 eY0)
× TrΛ·(t⊥∗)s
[
g2 exp
(
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉̂
c ( êi )̂c ( êj )
)]
dY0
(2πt)m/2
. (4.24)
Eq. (4.24) should be viewed as a consequence of (4.10).
Now we will give a direct proof of (4.24). Note that
End
(
Λ·
(
t⊥∗
))= c(t⊥∗)⊗ ĉ (t⊥∗). (4.25)
Then we have the identity of operators acting on Λ·(t⊥∗),
g2 exp
(
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉̂
c ( êi )̂c ( êj )
)
= g2 ⊗̂ g2e−Y0 . (4.26)
Note that g2 = et2, t2 ∈ t/CR. Using (4.26), we can rewrite the right-hand side A of (4.24) in
the form,
A= σ−1(−t2)
∫
exp
(−|Y0|2/2t)(σχλ)(e−t2+Y0) dY0
(2πt)m/2
. (4.27)t
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(σχλ)
(
e−t2+Y0
)= ∑
w∈W
w exp
(
2iπ
〈
w(λ+ ρ),−t2 + Y0
〉)
. (4.28)
By (4.28), we get ∫
t
exp
(−|Y0|2/2t)(σχλ)(e−t2+Y0) dY0
(2πt)m/2
= exp(−4π2t |λ+ ρ|2/2)(σχλ)(e−t2). (4.29)
So by (4.27), (4.29), we get
A= exp(−4π2t |λ+ ρ|2/2)χλ(e−t2), (4.30)
which is just Eq. (4.24).
Let T be the biinvariant symmetric distribution on G×G,
T =
∑
λ∈CR∗
χλ(g1)χλ
(
g−12
)
. (4.31)
By (4.1) and (4.2), T is the limit as t → 0 of ∫
G
pt (gg1g−1g−12 ) dg. In particular the support of
T is included in the set of conjugate couples (g1, g2).
By (4.24), when g2 ∈ T and g2 is regular,∑
λ∈CR∗+
e−4π2|λ+ρ|2t/2χλ(g1)χλ
(
g−12
)
= 1
dett⊥(1 − Ad(g2))
∫
t
exp
(−|Y0|2/2t)T(g1, g2e−Y0)
× TrΛ·(t⊥)s
[
g2 exp
(
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉̂
c ( êi )̂c ( êj )
)]
dY0
(2πt)m/2
. (4.32)
In the next subsection, we will in fact evaluate the right-hand side of (4.32).
4.4. The limit as b → +∞ of Trs[Lg1R−1g2 exp(−tLb)]: the case of the heat kernel
In the sequel, we will assume that g1 ∈ T ,g2 ∈ T and that g1, g2 are regular. We can find
t1, t2 ∈ t/CR such that
g1 = et1, g2 = et2 . (4.33)
The main result of this subsection is a formula for
∫
G
pt (gg1g−1g−12 ) dg. This formula was
established in Frenkel [20, Theorem 4.3.4] by combining the Lefschetz formula and the Poisson
summation formula. We already gave a proof of this formula which appears as Eq. (1.14) in
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without any use of the Lefschetz formula or of Poisson summation.
Theorem 4.2. The following identity holds:
e−4π2|ρ|2t/2
∫
G
pt
(
gg1g
−1g−12
)
dg
= Vol(T )
(2πt)m/2
σ−1(t1)σ−1(−t2)
∑
(w,γ )∈W×CR
w exp
(
−|t2 −wt1 + γ |
2
2t
)
. (4.34)
Proof. By (2.30), (2.32), (4.1), (4.3), (4.4), we get
e−4π2t |ρ|2/2
∫
G
pt
(
gg1g
−1g−12
)
dg
=
∫
G×g
Trs
[
g2rb,t
(
(1, Y ),
(
gg1g
−1g−12 ,Ad(g2)Y
))]
dY dg. (4.35)
Set
Mb =KbLbK−1b . (4.36)
By (3.19), (3.20), (4.13), we get
Mb = −
V
2b4
+ 1
2b2
c( êi )̂c ( êi)+ 12 |Y |
2 + ∇Y, − 14
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj ). (4.37)
Set
c = 1
b2
. (4.38)
Recall that e ∈G is the identity. By (3.35), the dynamics associated to the operator exp(−tLb)
is described by
g˙ = −Y, Y˙ = cw˙,
g0 = e, Y |s=0 = Y0. (4.39)
In (4.39), w· is a Brownian motion with values in g.
When making c = 0 in (4.39), gs = e−sY0, Ys = Y0. We fix t > 0. If gt = gg1g−1g−12 , Yt =
Ad(g2)Y0, we get e−tY0 = gg1g−1g−12 ,Ad(g2)Y0 = Y0. In particular Y0 ∈ t. Since gg1g−1 ∈ T ,
by [17, Lemma IV.2.5], there is h ∈ N(T ) such that gg1g−1 = hg1h−1, so that gh−1 ∈ Z(g1).
Since g1 is regular, Z(g1) = T , and so g ∈ N(T ). If w ∈ W corresponds to g ∈ N(T ), then
wg1 = e−tY0g2. Let Wg1 ⊂ T be the orbit of g1 by the Weyl group. Then Wg1 W .
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considered above. Using the dampening factor 12 |Y |2 in (4.37), we find that given t > 0, ε > 0,
there exist C > 0,C′ > 0 such that as b → +∞,∫
(G×g)\Uε
∣∣rb,t((1, Y ), (gg1g−1g−12 ,Ad(g2)Y ))∣∣dg dY  C exp(−C′b2). (4.40)
The arguments leading to (4.40) are not entirely trivial and will be developed elsewhere.
Now we will briefly describe the analysis which is needed to describe the asymptotics of the
left-hand side of (4.35) as b → +∞.
We take w ∈ W and Y0 ∈ t such that e−tY0 = (wg1)g−12 . Let LY0, be the Lie derivative oper-
ator associated to the left-invariant vector field associated to Y0 over G × g. This operator acts
on C∞(G× g, Λ̂·(g∗)).
Let ∇̂ denote differentiation in the directions of g. By using the description of the left and
right actions of G which were given after Definition 3.1, we get
LY0, = ∇Y0, − ∇̂[Y0,Y ] +
1
4
〈
Y0, [ei, ej ]
〉(
c( êi)c( êj )− ĉ ( êi )̂c ( êj )
)
. (4.41)
Moreover,
Re−tY0 = exp(tLY0, ). (4.42)
By (4.42), we get
Lg1R
−1
g2 exp(−tLb)= Lg1R−1wg1 exp
(−t (Lb − LY0,)). (4.43)
Recall that the operator Tb,Y0 was defined before (4.14). We still define the operator Mb,Y0 as
in (4.14). By (4.14) and (4.43), we get
Trs
[
Lg1R
−1
g2 exp(−tLb)
]= Trs[Lg1R−1wg1 exp(−t (Mb,Y0 − LY0,))]. (4.44)
By (4.15) and (4.41), we get
Mb,Y0 − LY0,
= 1
2
(
−V + 1
b2
c( êi )̂c ( êi)+
∣∣∣∣Y0 + Yb2
∣∣∣∣2)+ 1b2
(
∇Y, − 14
〈
Y, [ei, ej ]
〉̂
c ( êi )̂c ( êj )
)
+ ∇̂[Y0,Y ] −
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj ). (4.45)
Given  > 0, let Vε ⊂ g be the open ball of centre 0 and radius ε in g. For ε small enough, the
exponential maps Vε into an open neighbourhood Vε ⊂ G of e. Fix t ∈ T . The image of Vε by
the map g → gt is an open neighbourhood of t ∈G, which we identify to Vε .
We consider the operator Mb,Y0 − LY0, as acting on C∞(V × g, Λ̂·(g∗)). For a > 0 set
Jas(U,Y )= s(aU,Y ). (4.46)
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Nb,Y0 = J−1b2 (Mb,Y0 − LY0,)Jb2 . (4.47)
Let Ob,Y0 be the operator obtained from Nb,Y0 by making a Getzler rescaling on the c( êi),1
i  m, i.e., by replacing the c( êi),1  i  m by b2ê i − îei /b2, while keeping unchanged the
other Clifford variables. As in Section 4.3, these new ê i , îei have nothing to do with the original
operators we considered before. Let ∇Y denote the obvious differentiation operator in the variable
U ∈ g.
Using (4.45), we find that as b → +∞,
Ob,Y0 → O∞,Y0 =
1
2
(
−V +
∑
1im
ê i ĉ ( êi )+ |Y0|2
)
+ ∇Y + ∇̂[Y0,Y ] −
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj ). (4.48)
Note that the operator ∂
∂t
− O∞,Y0 is still hypoelliptic. Also observe that
exp(−tO∞,Y0)
= exp
(
− t
2
|Y0|2 − t2
∑
1im
ê i ĉ ( êi )
)
exp
(
t
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj )
)
× exp
(
t
(
1
2
V − ∇̂[Y0,Y ] − ∇Y
))
. (4.49)
In (4.49), the exponential factors do commute, and the first exponential also factors as a product
of commuting operators.
Let o∞,Y0,t ((U,Y ), (U ′, Y ′)) be the smooth kernel which is associated with the operator
exp(−tO∞,Y0).
Let T̂rs be the functional defined on the monomials in the variables ê i , ĉ ( êj ),1 i, j m,
which, up to permutation, gives the value (−2)m to the product of the monomials ê i ĉ ( êi ), 1
i  m, and the value 0 to any other monomial. We extend T̂rs by also considering the Clifford
variables c( êi), ĉ ( êj ), which act on Λ·(t⊥∗), by taking the obvious supertrace.
Put
O∞,w,Y0,t =
Vol(T )
dett⊥(1 − Ad(g1))
×
∫
t⊥×g
T̂rs
[
wg1o∞,Y0,t
(
(0, Y ),
(
U,Ad(wg1)Y
))]
dU dY. (4.50)
Let V,t,V,t⊥ be the Laplacians along t, t⊥. Because of the multiplicative structure
in (4.49), we can first consider the case of the integral in Y ∈ t with U = 0. Temporarily Y
is supposed to be the generic element of t. Using Fourier analysis and the fact that the operator
V,t is translation invariant, we get
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t
exp
(
t
2
V,t − t∇Y
)(
(0, Y ), (0, Y )
)
dY
=
∫
t×t∗
exp
(
t
2
V,t − 2iπt〈Y + Y0, ξ 〉
)
(0,0) dY0 dξ
= 1
tm
exp
(
t
2
V,t
)
(0,0)= 1
tm(2πt)m/2
. (4.51)
Using (4.51), we obtain,
exp
(−t |Y0|2/2)∫
t
T̂rs
[
exp
(
− t
2
∑
1im
ê i ĉ ( êi )
)
exp
(
t
2
V,t − t∇Y
)(
(0, Y ), (0, Y )
)]
dY
= 1
(2πt)m/2
exp
(−t |Y0|2/2). (4.52)
Eq. (4.52) accounts for the contribution of integration on {0} × t.
Since wg1 = e−tY0g2, using (4.25), we get the identity of operators acting on Λ·(t⊥∗),
wg1 exp
(
t
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj )
)
= g2 ⊗̂wg1. (4.53)
Recall that t⊥ is even-dimensional, and is equipped with a complex structure. By (1.3), we
get
TrΛ
·(t⊥∗)
s [g2 ⊗̂wg1] = wσ(t1)σ (−t2). (4.54)
Incidentally, observe that the right-hand side of (4.54) does not depend on the choice of the root
system.
We denote by Y the generic element of t⊥. Using again Fourier analysis as in (4.51), we get
∫
t⊥×t⊥
exp
(
t
2
V,t
⊥ − t∇̂[Y0,Y ] − t∇Y
)(
(0, Y ),
(
U,Ad(wg1)Y
))
dU dY
=
∫
t⊥×t⊥×t⊥∗
exp
(
t
2
V,t
⊥ − t∇̂[Y0,Y ] − 2iπt〈Y, ξ 〉
)(
Y,Ad(wg1)Y
)
× exp(2iπ〈U,ξ 〉)dU dY dξ
=
∫
t⊥
exp
(
t
2
V,t
⊥ − t∇̂[Y0,Y ]
)(
Y,Ad(wg1)Y
)
dY. (4.55)
Since wg1 = e−tY0g2, we get
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t⊥
exp
(
t
2
V,t
⊥ − t∇̂[Y0,Y ]
)(
Y,Ad(wg1)Y
)
dY
= 1
(2πt)(n−m)/2
∫
t⊥
exp
(
− 1
2t
∣∣(e−tad(Y0) − Ad(wg1))Y ∣∣2)dY
= 1
dett⊥(1 − Ad(g2))
. (4.56)
For i = 1,2, we have the obvious,
det t⊥
(
1 − Ad(gi)
)= σ(ti)σ (−ti ). (4.57)
Ultimately by (4.50)–(4.57), we get
O∞,w,Y0,t =
Vol(T )
(2πt)m/2
exp
(−t |Y0|2/2)wσ−1(−t1)σ−1(t2). (4.58)
Note that e−tY0 = (wg1)g−12 if and only if there is γ ∈ CR such that tY0 = t2 − wt1 + γ .
Moreover, we claim that the limit as b → +∞ of Trs[Lg1R−1g2 exp(−tLb)] is exactly obtained by
summing over such w,Y0 the O∞,w,Y0,t in (4.58). Because of (4.35), we obtain this way a proof
of Eq. (4.34).
Now we show that the claimed limit result holds. Indeed when replacing integration of the
g ∈ G to the g ∈ N(T ), when fixing w ∈ W , the integral has then been replaced by an integral
over T , hence the appearance of the volume Vol(T ) in the right-hand side of (4.34). The contri-
bution of the normal bundle to T in G is then given by integration in U ∈ t with an extra factor
1
det t⊥ (1−Ad(g1))
. The fact that given Y0 = (t2 −wt1 +γ )/t , the localized integral in the right-hand
side of (4.35) converges precisely to O∞,w,Y0,t is standard local index theory. Finally, the damp-
ening factor e−t |Y0|2/2 accounts for the fact that all these contributions can be summed, and also
that it is legitimate to take the limit this way.
The proof of our theorem is completed. 
We still assume that g2 = et2 ∈ T is regular.
Theorem 4.3. The following identity holds:
pt(g2)= e
4π2t |ρ|2/2
(2πt)n/2
σ−1(t2)
∑
γ∈Γ
π(t2 + γ ) exp
(
−|t2 + γ |
2
2t
)
. (4.59)
Proof. We give two proofs of our theorem. Clearly,
pt (g2)= pt
(
g−1
)
. (4.60)2
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small enough we take t1 = ερ,g1 = eρ and we use Theorem 4.2. We will obtain our theorem by
making ε → 0 in (4.34). Indeed by using the denominator formula, we get∑
w∈W
w exp
(〈wt1, t2 + γ 〉/t)= σ (ε(t2 + γ )/2iπt). (4.61)
Recall that the function π(t) was defined in (2.28). Clearly, as ε → 0,
σ(ε(t2 + γ )/2iπt)
σ (ερ)
→ 1
t (n−m)/2
π(
t2+γ
2iπ )
π(ρ)
. (4.62)
From (4.34), (4.60)–(4.62), we get
pt(g2)Vol(G)= e
4π2t |ρ|2/2 Vol(T )
(2πt)n/2
σ−1(−t2)π−1(ρ)
×
∑
γ∈Γ
π
(
t2 + γ
i
)
exp
(
−|t2 + γ |
2
2t
)
. (4.63)
Then (4.59) follows from (2.31) and (4.63).
We give now a direct proof of (4.59), which consists in following the main steps of the proof
of Theorem 4.2, while making the proper modifications. We use the notation in this proof, with
g1 = e.
By (2.30), (2.32), (4.1), (4.60), we get
Trs
[
R−1g2 exp
(−tDK,2r /2)]= e−4π2t |ρ|2/2pt (g2)Vol(G). (4.64)
Also by (4.3),
Trs
[
R−1g2 exp(−tLb)
]= ∫
g∗
Trs
[
g2rb,t
(
(1, Y ),
(
g−12 ,Ad(g2)Y
))]
dY Vol(G). (4.65)
We take Y0 ∈ g such that etY0 = g2,Ad(g2)(Y0)= Y0. Since g2 is regular, Y0 ∈ t. By (4.43),
Trs
[
R−1g2 exp(−tLb)
]= Trs[exp(−t (Lb − LY0,))]. (4.66)
We still define the operator Mb,Y0 as in (4.15). Then Eq. (4.45) still holds.
Put
∇·, = ∇·, − 14
〈·, [ei, ej ]〉̂c ( êi )̂c ( êj ). (4.67)
The connection ∇·, is flat and has trivial monodromy. Eq. (4.45) can be rewritten in the form,
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1
2
(
−V + 1
b2
c( êi )̂c ( êi)+
∣∣∣∣Y0 + Yb2
∣∣∣∣2)
+ 1
b2
∇Y, + ∇̂[Y0,Y ] −
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj ). (4.68)
The operator in (4.45) is now written using the trivialization associated to the connection ∇ .
Here we take t = e. We still define the operator Nb,Y0 as in (4.47), while taking into account
the new trivialization. However we modify the definition of the operator Ob,Y0 . Indeed let O′b,Y0
be the operator obtained from Nb,Y0 by making the Getzler rescaling on the Clifford variables
ĉ ( êi ),1  i  n, which consists in replacing the ĉ ( êi ) by b2ê i + îei /b2 while keeping the
c( êi) fixed. Note that after Eqs. (4.15) and (4.47), we had instead rescaled some of the Clifford
variables c( êi).
To compute the asymptotics of O′b,Y0 as b → +∞, the only term one should care about is the
term 1
b2
c( êi )̂c ( êi). Indeed one has to take into account the fact that the c( êi) and the ĉ ( êi ) are
not trivialized in the same way. However in the new trivialization, the operator 1
b2
c( êi )̂c ( êi) is
just given by 1
b2
c( êi )̂c (̂Ad(g)ei). When computing the asymptotics as b → +∞ of this operator,
we get
1
b2
c( êi )̂c
(
̂
ead(U)/b2ei
)= c(ei )̂e i + O(1/b2). (4.69)
By (4.68), (4.69), we find that as b → +∞,
O′b,Y0 → O′∞,Y0 =
1
2
(−V + c( êi )̂e i + |Y0|2)
+ ∇Y + ∇̂[Y0,Y ] −
1
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj ). (4.70)
The analogue of (4.49) is now
exp(−tO′∞,Y0)= exp
(
− t
2
|Y0|2 − t2c( êi )̂e
i
)
exp
(
t
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj )
)
exp
(
t
(
1
2
V − ∇̂[Y0,Y ] − ∇Y
))
. (4.71)
Let o′∞,Y0,t ((U,Y ), (U
′, Y ′)) be the kernel for the operator exp(−tO′∞,Y0).
Let T̂rs be the linear functional which is defined on the full algebra generated by the
c( êi), êj ,1  i, j  n, which, up to permutation, gives the value (−2)n to the product of the
c( êi )̂ei , and the value 0 to other monomials. Here T̂rs is the tensor product of the corresponding
objects associated to t and t⊥.
Put
O ′∞,Y0,t = Vol(G)
∫
T̂rs
[
o′∞,Y0,t
(
(0, Y ), (0, Y )
)]
dY. (4.72)g
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can be evaluated as in (4.51), (4.52). Still the remainder of the proof is now different from the
proof in Theorem 4.2.
Since g2 is regular and etY0 = g2, ad(Y0) acts as an invertible operator on Λ·(t⊥∗). Let
ad−1(Y0) denote its inverse. By [10, Theorem 5.1], we get
T̂rs
[
exp
(
t
4
∑
m+1i,jn
〈
Y0, [ei, ej ]
〉
c( êi)c( êj )− t2c( êi )̂e
i
)]
= σ(−t2)
[
exp
(
t
2
〈
ad−1(Y0)ei, ej
〉)
êi êj
]max
= t (n−m)/2 σ(−t2)
π(−Y0) . (4.73)
Using Fourier analysis, we get∫
t⊥
exp
(
t
2
V,t
⊥ − t∇[Y0,Y ] − t∇Y
)(
(0, Y ), (0, Y )
)
dY
=
∫
t⊥×t⊥∗
exp
(
t
2
V,t
⊥ − t∇̂[Y0,Y ] − 2iπt〈Y, ξ 〉
)
(Y,Y )dY dξ. (4.74)
Now we will evaluate the integral in the right-hand side of (4.74).
Let s ∈ R+ → ws ∈ t⊥ be a Brownian motion. Given Y ∈ t⊥, consider the stochastic differ-
ential equation with values in t⊥,
Y˙ = −[Y0, Y ] + w˙, Y |s=0 = Y. (4.75)
Let C([0, t], t⊥) be the vector space of continuous functions defined on [0, t] with values in t⊥.
Let Q(Y0,Y ) be the probability law on C([0, t], t⊥) of the corresponding bridge, with Yt = Y .
Equivalently the process Y· is conditioned to take the value Y at time t . Let qt (Y,Y ′) be the
smooth kernel on t⊥ associated to exp( t2
V,t⊥ − t∇̂[Y0,Y ]).
Let SY0 be the positive finite measure on C([0, t], t⊥),
SY0 =
∫
t⊥
Q(Y0,Y )qt (Y,Y )dY. (4.76)
Let ESY0 be the corresponding expectation. We claim that if f ∈ L2([0, t], t⊥),
ESY0
[
exp
( t∫
0
〈f, w˙〉ds − 1
2
t∫
0
|f |2 ds
)]
= 1
dett⊥(1 − Ad(g2))
. (4.77)
Indeed suppose that s →ws is a Brownian motion, and instead of (4.75), consider the stochastic
differential equation
Y˙ = −[Y0, Y ] + f + w˙, Y |s=0 = Y. (4.78)
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Ys = e−sad(Y0)
(
Y +
s∫
0
euad(Y0)(f + w˙) du
)
. (4.79)
By (4.79), the law of Yt is a Gaussian with mean e−tad(Y0)(Y +
∫ t
0 e
sad(Y0)f ds) and covariance
t Id. The value at Y of the density of the corresponding probability law is given by
rt,f (Y )= 1
(2πt)(n−m)/2
× exp
(
− 1
2t
∣∣∣∣∣(1 − e−tad(Y0))Y − e−tad(Y0)
t∫
0
esad(Y0)f ds
∣∣∣∣∣
2)
. (4.80)
Since etY0 = g2, from (4.80), we get∫
t⊥
rt,f (Y ) dY = 1
dett⊥(1 − Ad(g2))
. (4.81)
Now an elementary application of Girsanov’s transformation just says that the left-hand sides of
(4.77) and (4.81) coincide. So Eq. (4.77) follows from (4.81).
Eq. (4.77) says that under SY0 , up to the constant factor 1dett⊥ (1−Ad(g2)) , the law of w· is still the
law of a Brownian motion. Since on t⊥, no eigenvalue of g2 is equal to 1, the operator dds +[Y0, ·]
on [0, t] with periodic boundary conditions is invertible. In particular, under SY0 ,
Y· =
(
d
ds
+ [Y0, ·]
)−1
w˙. (4.82)
Also by using Feynman–Kac’s formula, we find easily that∫
t⊥
exp
(
t
2
V,t
⊥ − t∇̂[Y0,Y ] − 2iπt〈Y, ξ 〉
)
(Y,Y )dY
=ESY0
[
exp
(
−2iπ
t∫
0
〈Ys, ξ 〉ds
)]
. (4.83)
It follows from the previous considerations that
ESY0
[
exp
(
−2iπ
t∫
0
〈Ys, ξ 〉ds
)]
= 1
t⊥ exp
(−2π2t∣∣ad−1(Y0)ξ ∣∣2). (4.84)
det (1 − Ad(g2))
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t⊥
exp
(
t
2
V,t
⊥ − t∇[Y0,Y ] − t∇Y
)(
(0, Y ), (0, Y )
)
dY
= 1
dett⊥(1 − Ad(g2))
|π(Y0)|2
(2πt)(n−m)/2
. (4.85)
Ultimately, by (4.73) and (4.85), we find that the contribution of t⊥ to the integral in (4.72) is
given by 1
(2πt)(n−m)/2 σ
−1(t2)π(Y0).
By (4.52) and the above, we get
O ′∞,Y0,t =
Vol(G)
(2π)n/2tm/2
exp
(−t |Y0|2/2)σ−1(t2)π(Y0). (4.86)
The fact that etY0 = g2, Y0 ∈ t just says that Y0 = (t2 + γ )/t, γ ∈ CR. We claim that the
limit as b → 0, of the right-hand side of (4.65) is obtained by summing the contributions of
the γ ∈ CR. Indeed the argument is the same as in the proof of Theorem 4.2. Ultimately by
(4.64)–(4.66) and (4.86), we get (4.59). The second proof of our theorem is completed. 
Remark 4.4. In [13], closely related arguments are used to obtain a proof of Selberg’s trace
formula for locally symmetric spaces Γ \G/K which do not have cusps.
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