Abstract. Given a generator set S of the symmetric group Sym n , every permutation π ∈ Sym n is a word (product of elements) of S. A positive integer d(π) is associated with each π ∈ Sym n taking the length of the shortest such word, and the S-diameter d(S) is the maximum value of d(π) with π ranging over Symn. The distance d(π, ν) of two permutations π, ν defined by d(ν −1 • π) satisfies the axioms of a metric space. In this paper we consider the case where S consists of all block transpositions of Symn and call d(π) the block transposition distance of π. A strong motivation for the study of this special case comes from investigations of large-scale mutations of genome, where determining d(π) is known as sorting the permutation π by block transpositions. In the papers on this subject, toric equivalence classes often play a crucial role since d(π) = d(ν) when π and ν are torically equivalent. A proof of this result can be found in the (unpublished) Hausen's Ph.D Dissertation thesis; see [8]. Our main contribution is to obtain a bijective map on Sym n from the toric equivalence that leaves the distances invariant. Using the properties of this map, we give an alternative proof of Hausen's result which actually fills a gap in the proof of the upper bound on d(S) due to Eriksson and his coworkers; see [6] . We also revisit the proof of the key lemma [6, Lemma 5,1], giving more details and filling some gaps.
1. Introduction. The general problem of determining the diameters of generator sets of Sym n has been intensively investigated in Combinatorial Group Theory and Enumerative Combinatorics. Its study has also been motivated and stimulated by practical applications, especially in Computational Biology, where the choice of S depends on a practical need that may not have straightforward connection with pure Mathematics; see section 2. In this paper we deal with "sorting a permutation π by block transpositions". This problem asks for the block transposition distance d(π) with respect to the generator set S of certain permutations (3.1) called block transpositions. Although the distribution of the block transposition distances has been computed for 3 ≤ n ≤ 10; see [7] , L. Bulteau and his coworkers [3] proved that the problem of sorting a permutation by block transpositions is NP-hard. Therefore, it is challenging to determine the block transposition diameter d(n) for larger n. From [6] , d(n) is known for n ≤ 15:
2 , 3 ≤ n ≤ 12 n = 14, n + 3 2 , n = 13, 15.
For n > 15, estimates on the diameter d(n) give useful information and have been the subject of several papers in the last decade. The best known lower bound on d(n) is
, n is even, n + 3 2 , n is odd; see [4] , which improves previous bounds obtained in [6] . Regarding upper bounds, the strongest one available in the literature is Eriksson's bound, stated in 2001, see [6] : For n ≥ 3,
However, the proof of Eriksson's bound given in [6] is incomplete, since it implicitly relies on the invariance of d(π) when π ranges over a toric class. It should be noticed that this invariance principle has been claimed explicitly in a paper appeared in a widespread journal only recently; see [4] , although Hausen had already mentioned it and sketched a proof in his unpublished Ph.D Dissertation thesis; see [8] . Elias and Hartman were not aware of Hausen's work and quoted Eriksson's bound in a weaker form which is independent of the invariance principle, see [5] , Proposition 4.5. In this paper we show how from the toric equivalence relation can be obtained a bijective map on Sym n that leaves the distances invariant; see Definition 4.4. Using the properties of this map, we give an alternative proof for the above invariance principle which we state in Theorem 4.2 and Theorem 4.3. We also revisit the proof of the key lemma in [6] ; see Proposition 4.5, giving more technical details and filling some gaps.
Connection with Biology.
It is known that DNA segments evolve by small and large mutations. However, homologous segments of DNA (segments deriving from a common ancestor) are rarely subject to large mutations, named rearrangements, which are structural variations of a segment. Such mutations are the subject of the genome rearrangement problems. For the seek of simplicity, we say genes for homologous markers of DNA (segments extractable from species which support the hypothesis that they belonged to the common ancestor of these species), chromosome for the set of genes, and genome for the set of all chromosomes of a given specie. With some natural restrictions of genome structure, it is possible to represent genomes by permutations on {1, 2, . . . , n}, where the labels are genes; see [7] . Intrachromosomal translocations are rearrangements so that a segment of DNA is moved to another part of the same chromosome. In the relative mathematical model, a special generator set S of Sym n consisting of block transpositions is defined, and the block transpositions act on permutations by switching two adjacent subsequences. Since rearrangements are relatively rare events, the study of genome rearrangements is based on the so-called parsimony criterion (scenarios minimizing the number of mutations are more likely to be closed to reality); see [7] . Furthermore, working out an evolutionary scenario between two species requires to solve the problem of transforming a permutation to another by a minimum number of rearrangements. By Corollary 3.4, when S is the set of block transpositions, the genome rearrangement problem is equivalent to the problem of sorting a permutation by block transpositions. If π and ρ are two chromosomes on the same set of genes {1, 2, · · · , n}, we denote by d(π, ρ) the minimum number of block transpositions needed to transform π into ρ. By Corollary 3.4, d(π, ρ) = d(δ), where δ = π•ρ −1 and d(δ) stands for d(δ, id). For further reference see [1] .
3. Notation, definitions, and earlier results. In this paper, a permutation
In particular, the reverse permutation is w 0 = [n n − 1 · · · 1] and id = [1 2 · · · n] is the identity permutation.
According to the notation adopted in [6] , the product π • ν of the permutations
. For any three integers, named cut points, i, j, k with 0 ≤ i < j < k ≤ n, the block transposition σ(i, j, k) acts on a permutation π on [n] switching two adjacent subsequences of π, named blocks, without altering the order of integers within each block. The permutation σ(i, j, k) is formally defined as follows
This shows that σ(i, j, k) t+1 = σ(i, j, k) t + 1 in the intervals:
The action of σ(i, j, k) on π is defined as the product
Therefore, applying a block transposition on the right of π consists in switching two adjacent subsequences of π or, equivalently, moving forward a block of π; see [2] . This may also be expressed by
It is straightforward to check that σ(i, j, k)
. This shows that the set S of block transpositions is inverse-closed. In section 1, we have claimed that S is also a generator set of Sym n . It should be noticed that this follows from known results of Group Theory since for every 0
where (i + 1, · · · , k) is a cycle of Sym n . Since S is a generator set, the following definition is meaningful. Let π, ν ∈ Sym n . Since S is a generator set, there exist
The minimum number d(π, ν) of block transpositions occurring in (3.4) is the block transposition distance of π and ν. We may note that such number is at most n − 1 since we can always obtain ν from π by moving forward a block of ν of length one. Therefore, the map
is a distance as having each of the following three properties: Proof.
The statement follows from Remark 3.2.
Circular and Toric Permutation Classes.
Before discussing the key lemma in [6] and stating the related contributions obtained in the present paper, it is convenient to exhibit some useful equivalence relations on permutations introduced by Eriksson and his coworkers; see [6] . For this purpose, they considered permutations on the set [n] 0 = {0, 1, . . . , n} and recovered the permutations
0 are defined as in (3.1), where −1 ≤ i < j < k ≤ n, andσ(i, j, k) = [0 σ(i, j, k)] holds if and only of i ≥ 0.
They observed that the n + 1 permutations arising fromπ ∈ Sym 0 n under cyclic index shift form an equivalence class π
• containing a unique permutation of the form
• is given below. Definition 4.1. (see [4] )Let π be a permutation on [n]. The circular permutation class π
• is obtained from π by inserting an extra element 0 that is considered a predecessor of π 1 and a successor of π n and taking the equivalence class under cyclic index shift. So π
• is circular in positions being represented by [0
, and so on. The linearization of a circular permutation π
• is a permutation π obtained by removing the element 0 and letting its successor be the first element of π. It is customary to denote by π
• any representative of the circular class of π and ≡
• the equivalence relation. A necessary and sufficient condition for a permutation π on [n] 0 to be in π • is the existence of an integer r with 0 ≤ r ≤ n such that
where the indices are taken mod n + 1. The second equivalence class is an expansion of the circular permutation class, as it also involves cyclic value shifts. Definition 4.2. (see [4] )Let π be a permutation on [n], and let m be an integer with 1 ≤ m ≤ n. The m-step cyclic value shift of the circular permutation π
• is the circular permutation m + π A necessary and sufficient condition for two permutationsπ,π ′ ∈ Sym 0 n to be in the same toric class is the existence of integers r, s with 0 ≤ r, s ≤ n such that π ′ = π x+r − π s holds for every 1 ≤ x ≤ n, where the indices are taken mod n + 1. In
, this necessary and sufficient condition reads: there exists an integer r with 0 ≤ r ≤ n such that
where the indices are taken mod n + 1. This gives rise to the following definition already introduced in [9, Definition 7.3], but not appearing explicitly in [6] . [0 
is the toric map of Sym n (with respect to the set S of all block transpositions on [n]).
Therefore, π ′ is torically equivalent to π if Ω r (π) = π ′ for some integer r with 0 ≤ r ≤ n. A major related result is the invariance principle stated in the following two theorems. 
However, what the authors actually proved in their paper [6] is the following proposition. 
Actually, as it was pointed out by Elias and Hartman in [5] , Proposition 4.5 only ensures the weaker bound 
Proof. Let σ = [0 σ(i, j, k)]. Since 0 ≤ i < j < k ≤ n, one of the following four cases can only occur:
If the hypothesis in case 1 is satisfied, we have, by (3.3) and (4.3),
where superscripts and indices are taken mod n+1.
, and
Since σ r = r and 0 ≤ i − r < j − r < k − r ≤ n, the statement follows in case 1 from (3.2) and (3.3) with i
where superscripts and indices are taken mod n + 1. Therefore, we obtain σ r − j − 2 = n − (n + 2 + i − r) hence σ r = −(i − j − r), and
Therefore, (α i−j−r • σ • α r ) t+1 = (α i−j−r • σ • α r ) t + 1 in the above intervals. Since k − r = n + 1 + i − r − (n + 1 + 2i − j − r) + k − j + i − r, the statement follows in case 2 from (3.2) and (3.3) with i
Assume 0 ≤ k − r < n + 1 + i − r < n + 1 + k − j + i − r ≤ n. By (3.3) and (4.3),
where superscripts and indices are taken mod n + 1. It is straightforward to check that σ r − 2 − i = n − (n + 2 + k − j + i − r) hence σ r = −(k − j − r). Furthermore, the following relations 
To deal with case 4, it is enough to use the same argument of case 1 replying i − r with n + 1 + i − r, j − r with n + 1 + j − r, and k − r with n + 1 + k − r. Hence the statement follows with i
Now we are in a position to prove Theorem 4.2. Take two torically equivalent permutations π and π
By (4.4), there exists an integer r with 0 ≤ r ≤ n such that
The Shifting Lemma applied to [0 σ k ] allows us to shift α r to the left in (5.1), in the sense that [0
for some integer 0 ≤ s ≤ n. Actually, s must be zero as α s can fix 0 only for s = 0. Then π ′ = ρ 1 • · · · • ρ k , and there exist r 1 , · · · , r k integers with 0 ≤ r i ≤ n such that
. By inverting the roles of π and π ′ , we also obtain
Hence the claim follows. To prove Theorem 4.3, it suffices to show that
, by the leftinvariance of the block transposition distance; see Proposition 3.1. Let d(ν −1 •π) = h, and let σ 1 , . . . , σ h ∈ S such that
Since Ω r takes π to ̟ and ν to µ, we obtain α
, where r is an integer with 0 ≤ r ≤ n, t = −ν r , and s = −π r , by Definition 4.4. Hence, 2) and (5.3) . By the Shifting Lemma, this may be reduced to [0 µ
• α q for some integer q with 0 ≤ q ≤ n and σ ′ 1 , . . . , σ ′ h ∈ S. As we have seen in the proof of Theorem 4.2, q must be 0, and
. Therefore, the claim follows.
6. Criteria for the existence of a 2-move. The proof of Proposition 4.5 is constructive. For any permutation π, our algorithm will provide two block transpositions σ and τ together with a permutationπ ∈ π
has three bonds at least. For the seek of the proof, π is assumed to be bondless, otherwise all permutations in its toric class has a bond, and two more bonds by two block transpositions can be found easily.
A k-move (to the right) ofπ ∈ Sym 0 n is a block transpositionσ on [n] 0 such that π •σ has (at least) k more bonds thanπ. A block transpositionσ is a k-move to the left ofπ ifσ •π has (at least) k more bonds thanπ.
Criterion 6.1. A 2-move ofπ ∈ Sym 0 n exists if one of the following holds:
Proof. Each of the following block transpositions:
gives two new bonds for (i) and (ii), respectively.
In a permutation an ordered triple of values x · · · y · · · z is positively oriented if either x < y < z, or y < z < x, or z < x < y occurs. For
Proof. Letσ =σ(a, b, c) for any a, b, c with −1 ≤ a < b < c ≤ n. Then
follows from (3.2). In particular, by (3.3),
Our purpose is to determinate a, b, c so thatσ is a 2-move to the left of π. For this, σ must satisfy the following relations:
If the hypothesis in case 1 is satisfied, take x for a. By (6.1), we obtain both σ x = a andσ x = b + 1. This together with (6.2) givesσ y = a + 1 andσ z = b. By (6.1), we get
Since π is bondless, here x < y − 1 may be assumed. This together with y < z give x < x + z − y + 1 < z, whence the statement in case 1 follows. To deal with case 4 it is enough to use the same argument after switching z and y.
If the hypothesis in case 2 is satisfied, takeσ x = b andσ z = c. This choice together with (6.2) givesσ y = b + 1 andσ x = c + 1. By (6.1), we have
Since y − 1 < y − 1 + x − z < x, the statement in case 2 follows. Case 5 may be settled with the same argument after switching z and y.
In case 3, letσ x = c andσ z = a. This together with (6.2) givesσ y = c + 1 and σ x = a + 1. By (6.1), we obtain
Since z < z + y − 1 − x < y − 1, the statement holds. For the proof of Proposition 4.5, we begin by constructing the required moves for reducible permutations.
Reducible case.
A permutation π on [n] is reducible if for some k with 0 < k < n the segment 0 · · · π k contains all values 0, . . . , k while the segment π k · · · n contains all values k, . . . , n. In particular, π k = k is required. It is crucial to note that a reducible permutation collapses into a smaller permutation by erasing the segment π k · · · π n . If a reverse permutation is produced in this way, we proceed by contracting the segment 0 · · · π k to 0. There may be that both contractions produce a reverse permutation. This only occurs when (7.1) [
After carrying out the 1-move k −1|k −2 · · · 1 k n|n−1 · · · k +1|, Criterion 6.2.3 applies to k − 1 n − 1 · · · 1 k whence Proposition 4.5 follows in this case.
To investigate the other cases we show that a permutation of the form (7.1) occurs after a finite number of steps. For this purpose,
for some x, then the 1-move
After that, the existence of a 2-move is ensured by Criterion 6.1, whence Proposition 4.5 holds.
Therefore, we may assume that if x ranges over x 3 , x 4 , . . . , x i , . . . x l , then x is on the left of x. At each stage two cases arise depending upon whether x i = x i−1 or x i = n, where l = i = 2.
8.1.1. Case x i = x i−1 . Note that x 1 x 2 · · · x l is a reverse consecutive sequence, and n is on the right of 1. As π is bondless, two cases arise according as either 1 < x n < x l or x 1 < x n < n.
In the former case, carrying out the 1-move 
• , Proposition 4.5 follows. 8.1.2. Case x 1 = n. In this case there exists k with 2 ≤ k ≤ n − 2 such that
Since π is not the reverse permutation, 2 is on the right of 1 whence 2 ≤ k ≤ n − 2. So two cases arise depending on the position of 2 with respect to n − k.
If 2 is on the left of n − k, then the 1-move |n
As all integers x with n − (k − 2) ≤ x ≤ n are in 0 · · · 1, this yields y < n − (k − 2). So Criterion 6.2.1 applies to a permutation in the circular class of [· · · n − (k − 2) 2 · · · 1 y · · · ], and the claim follows as in section 8.1.1.
If 2 is on the right of n − k, consider the 1-move
If z = n − k, then the above transposition takes our permutation to
The existence of a 2-move is ensured by Criterion 6.2.4. Otherwise z < n − k, and Criterion 6.2.2 applies to a permutation in the circular class of
and a block transposition that fixes 0; see Remark 6.3. Hence the claim follows as in section 8.1.1.
8.1.3
. Case x i = n. As we have seen in Case 8.1,x is on the left of x for every x in 0 · · · 1. Therefore, when x i = n, x j−1 = x j for 1 ≤ j ≤ i − 1, but it does not necessarily holds for all j with i ≤ j ≤ l. However, there exists h with 1 ≤ h ≤ n − 1 − x 1 such that for each x = 0 on the left of x l either x l ≤ x ≤ x 1 or n− (h− 1) ≤ x ≤ n occurs. Both these subsequences are decreasing by our minimality condition on 0 · · · 1.
First, suppose the existence of k with 3 ≤ k ≤ h so that π = [0 x 1 x 1 · · · x t x t n n − 1 n − 2 · · · n − (k − 3) n − (k − 2) n − (k − 1) x t · · · 1 · · · ], where x l ≤ x t ≤ x 1 and x stands for y with y = x. Now one of the following 1-move: 
