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conduction along a Pitot probe, approximating the radial 
temperature gradients within the metallic and ceramic 
(electrical insulator) walls. The convective heat transfer 
problem in the external fluid is solved using the boundary 
layer equations for compressible flow, applying the Ill-
ingsworth variables transformation considering a locally 
similar flow. The nonlinear partial differential equations are 
solved using the Generalized Integral Transform Technique 
in the Mathematica platform. In addition, a fully local dif-
ferential conjugated problem model was proposed, includ-
ing both the dynamic and thermal boundary layer equa-
tions for laminar, transitional, and turbulent flow, coupled 
to the heat conduction equation at the sensor or wing sec-
tion walls. With the aid of a single-domain reformulation of 
the problem, which is rewritten as one set of equations for 
the whole spatial domain, through space variable physical 
properties and coefficients, the GITT is again invoked to 
provide hybrid numerical–analytical solutions to the veloc-
ity and temperature fields within both the fluid and solid 
regions. Then, a modified Messinger model is adopted to 
predict ice formation on either wing sections or Pitot tubes, 
which allows for critical comparisons between the simula-
tion and the actual thermal response of the sensor or struc-
ture. Finally, an inverse heat transfer problem is formulated 
aimed at estimating the heat transfer coefficient at the lead-
ing edge of Pitot tubes, in order to detect ice accretion, and 
estimating the relative air speed in the lack of a reliable 
dynamic pressure reading. Due to the intrinsic dynamical 
behavior of the present inverse problem, it is solved within 
the Bayesian framework by using particle filter.
Keywords Conjugated problem · Hybrid methods · 
Integral transforms · Pitot tubes · Anti-icing system · 
Climatic wind tunnel · Infrared thermography · Inverse 
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Abstract This work reviews theoretical–experimental 
studies undertaken at COPPE/UFRJ on conjugated heat 
transfer problems associated with the transient thermal 
behavior of heated aeronautical Pitot tubes and wing sec-
tions with anti-icing systems. One of the main objectives 
is to demonstrate the importance of accounting for the con-
duction–convection conjugation in more complex models 
that attempt to predict the thermal behavior of the anti-icing 
system under adverse atmospheric conditions. The experi-
mental analysis includes flight tests validation of a Pitot 
tube thermal behavior with the military aircraft A4 Sky-
hawk (Brazilian Navy) and wind tunnel runs (INMETRO 
and NIDF/COPPE/UFRJ, both in Brazil), including the 
measurement of spatial and temporal variations of surface 
temperatures along the probe through infrared thermog-
raphy. The theoretical analysis first involves the proposi-
tion of an improved lumped-differential model for heat 
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1 Introduction
Conjugated problems are essential in predicting heat trans-
fer rates and heat transfer coefficients for most applications 
in thermal engineering when accuracy is at a premium, and 
when the simplifying assumptions that allow for the decou-
pling of the two heat transfer modes, convection and con-
duction, at the fluid streams and participating walls, respec-
tively, are no longer applicable. The analytical treatment of 
conjugated problems is one of the classical contributions of 
Luikov and collaborators [1, 2], who consolidated the phys-
ical interpretation and first analytical predictions of conju-
gated heat transfer, after the pioneering work of Perelman 
[3]. Following their work, it became possible to verify, and 
eventually avoid, approximate solutions based on simpli-
fied pure convection formulations, when the wall is consid-
ered not to undergo a relevant heat conduction process, or 
on pure conduction formulations, when the fluid convection 
is accounted for in the form of heat transfer coefficient cor-
relations for idealized boundary conditions, in general as 
prescribed temperatures or heat fluxes.
Nevertheless, the analytical treatment of such class of 
conjugated problems has inherent mathematical difficulties 
due to the coupled partial differential system of energy bal-
ance equations for the interacting solid and fluid regions. 
The Generalized Integral Transform Technique (GITT) 
[4–8] has been employed in the hybrid numerical–analyti-
cal solution of conjugated problems, both in the context 
of internal and external flow applications [9–16]. Recently 
[12–16], the idea of a single-domain reformulation of the 
conjugated problem has been introduced, which allows for 
the representation of the energy equations in all involved 
solid and fluid regions as a single one, with space varia-
ble coefficients having abrupt transitions at the interfaces, 
which significantly simplifies the integral transformation 
process and provides a systematic approach for complex 
configurations and irregular regions [17, 18]. In parallel, 
the GITT approach was consolidated into a general purpose 
open source code named UNIT (Unified Integral Trans-
forms) [19–22] written in the symbolic computation plat-
form Mathematica [23], for disseminating its use among 
researchers motivated by analytic-based simulation.
Aeronautical thermal protection systems must be 
designed so that the solid structure is capable of rapidly 
responding to the external convective stimulus, due to sud-
den variations of atmospheric and flight conditions, being 
thus essential to solve a conjugated conduction–convec-
tion problem in such cases. Ignoring this mutual influ-
ence could lead to erroneous results and physical conclu-
sions that would induce the designer to a non-conservative 
conception. Icing of aeronautical surfaces and the conse-
quent degradation in flight performance under high alti-
tude and adverse atmospheric conditions is a well-known 
phenomenon even before World War II. The main affected 
parts are the wings, empennages, engine intakes, frontal 
cone, landing gear compartment’s door and sensors [24, 
25]. Among these, the case of the Pitot tube is emphasized 
in this work since it is still a fundamental equipment for 
guidance and navigation of modern aeronautical systems. 
The icing of such probes can generate unreliable local 
velocity readings and compromise the flight control. The 
catastrophic effects of this kind of failure can be observed 
when analyzing the fairly recent accident that occurred 
with the AF447 flight in 2009, in which the Pitot probes 
icing, complicated by deficient crew training in high alti-
tude flights with abrupt loss of lift, was pointed out as the 
main cause of the disaster by the investigations conducted 
by the Bureau d’Enquêtes et d’Analyses pour la Sécurité 
de l’Aviation Civile (BEA), in France. However, this was 
not the only accident in which the icing of the sensors was 
pointed out as the main cause of an aeronautical disaster. 
In a brief survey conducted, a number of cases were found 
with very similar circumstances as that of the AF447, 
showing the importance of pursuing further analysis on the 
subject.
The present work provides a review of the theoretical–
experimental research undertaken at the Interdisciplinary 
Nucleus of Fluid Dynamics, NIDF/COPPE-UFRJ, since 
the AF447 tragedy, on the thermal analysis of Pitot tubes 
with anti-icing systems. In a series of fairly recent con-
tributions [26–32], the conjugated heat transfer analysis 
of heated Pitot tubes and wing sections was modeled and 
solved through the GITT, together with a well-accepted ice 
accretion model and algorithm, and experimentally vali-
dated with actual flight tests and wind tunnel experiments. 
This review work has the objective of consolidating such 
recent developments towards advancing analytical tools for 
understanding anti-icing systems for aeronautical veloc-
ity sensors and structures, through the formulation of the 
required conjugated conduction–convection problem and 
the adoption of robust hybrid numerical–analytical solu-
tion methodologies. The analysis of the thermal behavior 
that precedes the onset of ice formation, as well as the ice 
accretion process itself, can be used to modify the probe 
design, aimed at avoiding the freezing of the impinging 
supercooled droplets and at improving de-icing behavior 
under critical situations.
2  Solution methodology
Various classes of linear and nonlinear convection–diffu-
sion problems can be handled by the formal integral trans-
forms procedure, known as GITT (Generalized integral 
transforms technique) [4–8] and widely available as the 
UNIT code [19–22] in the Mathematica platform. In order 
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to offer an unified view, a transient convection–diffusion 
problem of n coupled potentials is considered, defined in 
region V, with boundary surface S and including nonlinear 
coefficients and convective terms, incorporated into the 
source terms, as follows:
where the t operator, Lk,t, for a parabolic or parabolic-
hyperbolic formulation is given by
and
with initial and boundary conditions given, respectively, by
where n denotes the outward-drawn normal to the surface 
S, and where the potentials vector is given by
Equations (1) are sufficiently general once all nonlin-
ear and convection terms are grouped within the equations 
and boundaries source terms. For linear source terms, i.e., 
g ≡ g(x,t), and φ ≡ φ(x,t), exact analytical solutions are 
readily available via the Classical Integral Transform Tech-
nique [33]. Otherwise, this problem is not exactly trans-
formable, and the ideas in the Generalized Integral Trans-
form Technique [4–8] can be utilized to develop hybrid 
numerical–analytical solutions, as summarized below.
The formal integral transform solution requires the 
proposition of eigenfunction expansions for the associated 
potentials. The linear situation mentioned above naturally 
leads to the eigenvalue problems to be preferred in the 
analysis of the nonlinear situation as well. They appear in 
the direct application of the separation of variables meth-
odology to the linear homogeneous version of the proposed 
problem. Thus, the recommended set of uncoupled auxil-
iary problems is given by
where the eigenvalues, µki, and related eigenfunctions, 
ψki(x), are assumed to be known from exact analytical 
(1a)





Gk(x, t, T) = ∇ · (Kk(x)∇Tk(x, t)) − dk(x)Tk(x, t) + gk(x, t, T)







Tk(x, t) = φk(x, t, T), x ∈ S, t > 0,
(1f)T = {T1, T2, . . . , Tk , . . . , Tn}
T
(2a)













ψki(x) = 0, x ∈ S,
expressions obtainable through symbolic computation 
systems [23] or application of computational methods for 
Sturm–Liouville type problems [5]. In fact, Eqs. (1) already 
reflect this choice of eigenvalue problems, Eqs. (2), via pre-
scription of the linear coefficients in both the equations and 
boundary conditions, since any remaining term is directly 
incorporated into the general nonlinear source terms with-
out loss of generality. Equations (2) allow, through the 
orthogonality property of the eigenfunctions, the definition 
of the integral transform pairs:
where the symmetric kernels ψ̃ki(x) are given by
with Nki being the normalization integrals.
The integral transformation of Eq. (1a) is accomplished by 
applying the operator 
∫
V
ψ̃ki(x)(·)dv and making use of the 
boundary conditions given by Eqs. (1d) and (2b), yielding
where the transformed source term ḡki(t, T) is due to the inte-
gral transformation of the equation source term, and the other, 
b̄ki(t, T), is due to the contribution of the boundary source 
term:
The boundary conditions contribution may also be 
expressed in terms of the boundary source terms, after 
manipulating Eqs. (1d) and (2b), to yield
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Equations (4) form an infinite coupled system of non-
linear ordinary differential equations for the transformed 
potentials, T̄k,i(t), which is unlikely to be analytically solv-
able. Nevertheless, reliable algorithms are readily available 
to numerically handle this ODE system, after truncation to 
a sufficiently large finite order. The Mathematica system 
[23] provides the routine NDSolve for solving stiff ODE 
systems such as the one here obtained, under automatic 
absolute and relative error control. Once the transformed 
potentials have been numerically computed, the Mathemat-
ica routine automatically provides an interpolating func-
tion object that approximates the t variable behavior of the 
solution in a continuous form. Then, the inversion formula 
can be recalled to yield the potential field representation 
at any desired position x and time t (or equivalent space 
coordinate).
The formal solution above reviewed provides the basic 
working expressions for the integral transform method 
(GITT). However, for an improved computational perfor-
mance, it is always recommended to reduce the impor-
tance of the equation and boundary source terms so as to 
enhance the eigenfunction expansions convergence behav-
ior [6]. The UNIT code for multidimensional applications 
allows for user provided filters, which depend on the user’s 
experience, but it is also implemented an automatic pro-
gressive linear filtering option [22]. The constructed mul-
tidimensional UNIT code in the Mathematica platform 
[21, 22] encompasses all of the symbolic derivations that 
are required in the above GITT formal solution, besides the 
numerical computations that are required in the solutions 
of the chosen eigenvalue problems and the transformed dif-
ferential system.
An alternative solution strategy to the total integral 
transformation described above is of particular interest in 
the treatment of transient convection–diffusion problems 
with a preferential convective direction [22], which has 
also been explored in the realm of the present project. In 
such cases, the partial integral transformation of the origi-
nal system, in all but one space coordinate, may offer an 
interesting combination of relative advantages between the 
eigenfunction expansion approach and the selected numeri-
cal method for handling the coupled system of one-dimen-
sional partial differential equations that result from the par-
tial transformation procedure.
It is also of interest in the present context, to briefly 
describe the single-domain reformulation strategy for solv-
ing convection–diffusion problems in complex configura-
tions and irregular regions, recently introduced in the con-
text of conjugated problems [9–16]. Consider now that the 
general transient diffusion or convection–diffusion problem 
of Eq. (1) is defined in a complex multidimensional con-
figuration that is represented by nV different sub-regions 
with volumes Vl, l = 1, 2, . . . , nV, with potential and flux 
continuity at the interfaces among themselves, as illus-
trated in Fig. 1a. We consider that a certain number of 
potentials are to be calculated in each sub-region, Tk,l(x, t) , 
k = 1, 2, . . . , n, governed in the corresponding sub-region 
through a fairly general formulation, such as in Eq. (1), 
with appropriate interface and boundary conditions, respec-
tively at the interfaces, Sl,m, and external surfaces, Sl. The 
integral transform method can be applied to solve this more 
involved system of equations, either by constructing an 
individual eigenfunction expansion basis for each potential, 
and then coupling all the transformed systems and poten-
tials for each sub-region, or by constructing a multiregion 
eigenvalue problem that couples all of the sub-regions into 
a single set of eigenvalues, which in general involves cum-
bersome computations in multidimensional applications. 
However, in this case, one single-transformed system and 
one single set of transformed potentials are obtained by 
employing the appropriate orthogonality property.
Figure 1a–c provide two possibilities for representa-
tion of the single domain, either by keeping the original 
overall domain after definition of the space variable coef-
ficients, as shown in Fig. 1b, or, if desired, by considering 
Fig. 1  a Diffusion or convection–diffusion in a complex multidimen-
sional configuration with nV sub-regions. b Single-domain representa-
tion keeping the original overall domain. c Single-domain representa-
tion considering a regular overall domain that envelopes the original 
one
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a regular overall domain that envelopes the original one, as 
shown in Fig. 1c. Irregular domains can be directly inte-
gral transformed [5, 8] and, in principle, there is no need to 
consider the second representation possibility pointed out 
above. However, some computational advantages in some 
cases may be achieved by enveloping the original irregular 
domain by a simple regular region, especially in the context 
of automatic solution procedures, such as when using the 
UNIT algorithm and code [21, 22], discussed above.
Therefore, as already demonstrated in the analysis of 
specific conjugated problems [12–16], it is possible to 
rewrite the multiregion problem as a single-domain formu-
lation with space variable coefficients and source terms. 
Such space variable coefficients then incorporate the abrupt 
transitions among the different sub-regions and permit the 
complex configuration representation as a single-domain 
formulation, such as in Eq. (1a), to be directly handled by 
integral transforms.
3  Direct problem formulation
In light of the opportunity offered by the Brazilian Navy in 
performing tests with their A-4 Skyhawk aircrafts, the Pitot 
tube model PH510 by Aero-Instruments, Co., shown in 
Fig. 2a, and with its main dimensions in Fig. 2b, was used 
as the basis for the modeling here developed, having essen-
tially the same characteristics of modern velocity probes 
for commercial flights. It is important to mention that the 
Pitot tube in consideration is equipped with an anti-icing 
thermal protection system located in the central cylindrical 
part of its body (region between lines #2 and #3 in Fig. 2b), 
which consists of a resistive metallic wire embedded in a 
ceramic electrical insulation. From the stagnation region at 
the conical tip until close to the leading edge of the support, 
which resembles a wing, where the heated region ends, 
the material used is copper (region between lines #1 and 
#3), while the rest is made of brass (after line #3 to the end 
of the support). The exception is the electrical insulation 
present in the heated region that is composed of porcelain 
which will be the subject of further discussions in what fol-
lows. The detailed knowledge of the flow and heat transfer 
processes over and along the probe itself is essential for its 
thermal management, specially near the stagnation region 
due to its functional importance, while the wing-like sup-
port region holds little importance to the thermal behavior 
of the sensor as a whole [26].
Aiming at developing a thermal model for the Pitot 
probe with anti-icing system, two physical regions are con-
sidered. The first one is the solid shell that comprises the 
Fig. 2  a Pitot probe PH-510 used as the basis for the proposed ther-
mal model. b Schematic drawing of the Pitot tube with main dimen-
sions (mm)
Fig. 3  Coordinates system for the axissymetrical configuration of a 
sensor with arbitrary geometry and its interaction with the external 
boundary layer
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body of the sensor which is modeled through the heat con-
duction equation with an energy generation term, due to the 
anti-icing heating. The other region is related to the veloc-
ity and thermal boundary layers that are formed around the 
axisymmetric shape of the sensor, as depicted in general 
form in Fig. 3 below. The boundary layers are then consid-
ered in two regions, laminar and turbulent, that are treated 
sequentially and, at the first modeling effort, with a sharp 
transition when the critical Reynolds number is reached. 
The flow external to the boundary layer is also required, 
where the influence of the viscosity is not relevant and an 
inviscid model can be invoked. Moreover, there are analyti-
cal relations for the potential flow over an axisymmetric 
body that are readily available from classical aerodynam-
ics texts, due to its importance in calculations of fuselage 
bodies. With the velocity field and making the assumption 
that the flow is isentropic, the temperature, density and 
dynamical viscosity fields, using the Sutherland relation, 
easily follow [34]. The relations chosen in the present work 
are derived from [35], which is based on sources and sink 
distributions to establish the velocity fields at the border of 
the boundary layer, a common approach in potential flow 
theory. However, the originally proposed equations apply 
strictly only to incompressible flows, but correction factors 
were developed in order to take advantage of the simplic-
ity of such results. Here, the Prandtl–Glauert correction is 
adopted since, even though there are more accurate factors, 
it is explicit, straightforward, and sufficiently precise for 
our purposes. The interaction between the solid and fluid 
regions occurs through the continuity relations for the tem-
perature field and heat flux at the solid–fluid interface.
The geometrical complexity of the probe initially posed 
difficulties in formulating a simplified model to the whole 
extension of the Pitot tube. However, a detailed local repro-
duction of the temperature field at the wing-shaped sup-
port of the probe is not relevant, as observed in previous 
works [26, 27], which allows simplification of the curva-
ture effects in the transition from the conical–cylindrical 
portion towards the junction with the support. The math-
ematical model for heat conduction along the considered 
























+ g(x, r, t),
0 ≤ x ≤ L, ri(x) ≤ r ≤ ro(x)
(5b)Ts(x, r, 0) = T0(x, r)
(5c, d)

















In the above formulation, heat transfer from the probe 
support to the airplane structure is neglected, due to the 
minor importance of this region in the desired thermal anal-
ysis [26]. Also, Newton’s law of cooling at the boundary 
conditions is written for a more general conjugated prob-
lem with compressible flow, and for this reason, the adiaba-
tic wall temperature becomes important to the proposition 
of a model applicable in the whole envelope of applications 
desired.
Knowing that metallic materials are predominant in the 
sensor structure and that the wall thicknesses are in gen-
eral small, it is expected that the Biot numbers are suffi-
ciently low allowing for the application of a lumping pro-
cedure in the radial direction, towards the simplification of 
the solid heat conduction model. Both the classical lumped 
and the improved lumped approaches [6] were considered 
in the present context and a comparison between the two 
approaches has also been conducted. The so-called Cou-
pled Integral Equations Approach (CIEA) [6] for reformu-
lation of differential problems is based on the proposition 
of approximations for both the averaged potential and its 
gradient as a function of the average potential, as defined 
through the integration in one or more spatial variables. For 
our specific problem, the radially averaged temperature is 
defined as
Applying the same averaging operator in the differential 
model under analysis, it is possible to make use of Hermite 
approximations for numerical integration and to reformu-
late the transient two-dimensional model (5a–f) into a tran-
sient one-dimensional model [6]. Thus, applying the aver-
aging operator in the radial direction to Eq. (5a), using the 
definition of the radially averaged temperature, Eq. (6), and 
considering that the variation of the transversal section area 
with the longitudinal direction is mild, so as to approxi-
mate the normal derivatives by radial ones, it is possible to 





















































+ gav(x, t), 0 ≤ x ≤ L
(7b)Tav(x, 0) = Tav0(x)
(7c, d)
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Using Hermite approximations to numerically integrate 
Eq. (6) and the known integral of the gradient over the 
domain, together with the boundary conditions in the radial 
direction, it is possible to relate the local term in Eq. (7a) 
that is evaluated at the surface of the probe, with the aver-
age temperature, which results in Eq. (8a–c), consisting of 
the so-called improved lumped approach [6]:
The probe materials and radial dimensions vary with the 
longitudinal direction, and these changes in the effective 
thermophysical properties and transversal section are very 
(10e, f)

















(8a)Ts(x, ri, t) =
12kav(x)(ro + ri)Tav(x, t) + h(x)(ro − ri)[6(ro + ri)Tav(x, t) − (3ro + ri)Taw]
12kav(x)(ro + ri) + h(x)(3ro + 5ri)(ro − ri)
For the classical lumped analysis, the temperature of the 
surface is simply approximated by the average temperature 
in the boundary condition (5f), also allowing for the asso-
ciation of the local term in the right-hand side of Eq. (7a) 
with the average temperature. In this case, the local temper-
atures at the internal and external surfaces of the probe, and 
the boundary condition at the external surface, are approxi-
mated as in Eq. (9a–c):
Equation (7a–c) are in fact directly applicable only to the 
axisymmetric portion of the Pitot probe, within 0 ≤ x ≤ a, 
from the tip to line #4 in Fig. 2b. However, for the wing-like 
support, the use of the classical lumped approach is more eas-
ily applicable and sufficiently accurate for the present pur-
poses. Therefore, as discussed above, neglecting the curvature 
effects on heat transfer to the support region, a ≤ x ≤ L, the 
complete improved lumped model for the Pitot probe becomes
(8b)
Ts(x, ro, t) = Taw +
12kav(x)(ro + ri)(Tav(x, t) − Taw)







12h(x)(ro + ri)(Tav(x, t) − Taw)
12kav(x)(ro + ri) + h(x)(3ro + 5ri)(ro − ri)








































, 0 ≤ x ≤ a
h(x)P(x)
A(x)
, a ≤ x ≤ L
(10d)Tav(x, 0) = Tav0(x)
important to the model response. It should be noted that 
there is a sharp step in the thermal capacity at the end of 
the cone portion of the probe, that is 16 mm apart from the 
stagnation point. This is due to the large heat capacity of 
the ceramic material used to electrically insulate the resist-
ance from the probe along the heated portion. On the other 
hand, the influence of this ceramic material in the effective 
thermal conductivity is less significant, as expected, since it 
has thermal insulating properties.
The coupling of the heat conduction problem along the 
probe with the fluid flow over its body was initially inves-
tigated through the use of appropriate correlations for 
the heat transfer coefficients [26], at the stagnation point, 
along the probe length, and over the wing-like support. 
Afterwards, the actual conjugated problem was tackled, by 
simultaneously solving the probe energy equation and the 
fluid flow and energy equations [27–30]. The solution of 
the flow and energy equations in the fluid is carried only in 
the axisymmetric part of the Pitot tube allowing for the use 
of a specific coordinates system for this case. The flow is 
considered to be compressible, since it is desirable to cover 
all the flight envelope of modern commercial aircraft. As 
for the transient response, it was shown [27] that the time 
necessary for the flow to reach steady state is markedly less 
than that necessary for the solid to reach the same regime. 
Therefore, only the quasi-steady-state solution for the fluid 
needs to be considered here.
Within the limits of the boundary layer theory and from 
the assumptions that the fluid is Newtonian, that the Bouss-
inesq postulate holds, and that the turbulent Prandtl num-
ber is constant [34], Eq. (11a–h) for the fluid flow problem 
were considered. For the sake of brevity, they are written in 
the form of Reynolds-averaged equations, and for laminar 
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The governing equations for determining the ice 
accretion rates were implemented using the extended 
Messinger model [36–38]. At low temperatures and low 
liquid water contents, rime ice occurs, for which the ice 
shape is determined by a simple mass balance. At warmer 
temperatures and high liquid water contents, glaze ice 
forms, for which the energy and mass conservation equa-
tions are solved numerically. Once the ice and liquid 
water film thicknesses are obtained, the water height and 
the temperatures in the different layers may be calculated, 
through a quasi-steady one-dimensional heat conduc-
tion model. The mass and energy balances employed in 
the analysis of ice accretion over wings can be directly 
applied to the study of ice formation on Pitot probes. 
However, the heat transfer by convection and the latent 
heat are the most important terms in the energy balance, 
as discussed in [31].
More recently [39], a fully local differential formulation 
was considered, adopting the single-domain formulation 
strategy, to the solution of the conjugated conduction–con-
vection problem as applied to the analysis of wing sec-
tions under ice formation conditions, which can be readily 
extended to the analysis of axisymmetric sensors. Figure 4 
illustrates the representation of the single domain and the 
associated coordinates system.
The solid and fluid energy equations are then given, 

























































































































































However, in terms of the single-domain representation, 
these equations are merged into the single system repre-
sented by Eqs. (14) below, where the z variable coefficients 
incorporate the abrupt transition between the two sub-
regions, as previously discussed.
4  Inverse problem formulation
The objective of this section is to present the solution of 
an inverse heat conduction problem that complements the 
above theoretical analysis and aims at (1) estimating the 
heat transfer coefficient at the leading edge of Pitot tubes, in 
order to detect ice accretion; and (2) estimating the relative 
air speed in lack of reliable dynamic pressure readings. The 
main idea is to identify the relative air speed, by using tran-
sient temperature measurements of the Pitot tube at selected 
positions. It is thus an indirect measurement of the air speed 
through an inverse heat transfer analysis, which can be used 
to validate the speed measurement directly obtained through 
the Pitot tube. In addition, such indirect measurement may 
serve as a substitute for the Pitot tube readings in case of 
ice accretion, when the traditional sensor dynamic pressure 

























































= qw; T(s, δ) = T∞
re 
s z 
Fig. 4  Single-domain representation for conjugated problem analysis 
of wing sections
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measurements become unreliable. Ice accretion at the tip 
of the Pitot tube is also identified through the estimation of 
the transient heat transfer coefficient he(t), since it is then 
expected a sudden change in this heat transfer coefficient 
when ice accretion takes place, also as a result of the addi-
tional thermal resistance of the ice layer that is formed.
Due to the transient character of the present inverse prob-
lem, it is solved as a state estimation problem. In state estima-
tion problems, the available measured data are used together 
with prior knowledge about the physical phenomena (for-
mulation of the direct problem) and the measuring devices, 
in order to sequentially produce estimates of the desired 
dynamic variables. State estimation problems are solved with 
the so-called Bayesian filters, like the Kalman filter. The use 
of the Kalman filter is limited to linear models with addi-
tive Gaussian noises. On the other hand, Monte Carlo meth-
ods, usually denoted as particle filters, have been developed 
for cases that do not satisfy the restrictive hypotheses of the 
Kalman filter [40–46]. Its basic concept is to represent the 
required posterior density function by a set of random sam-
ples (particles) with associated weights, and to compute the 
estimates based on these samples and weights. As the number 
of samples becomes very large, this Monte Carlo characteri-
zation becomes an equivalent representation of the posterior 
probability function, and the solution approaches the optimal 
Bayesian estimate [40–46]. The mathematical model pro-
posed by Souza et al. [28, 32] for the Pitot tube, as discussed 
above, is used in this analysis. The inverse problem is solved 
by using simulated transient temperature measurements at 
two different positions along the Pitot tube.
Let us consider the following state evolution model for 
the vector of state variables x ∈ Rnx [40–46]:
where the subscript k = 1, 2, … denotes a time instant tk in 
a dynamic problem and f is in general a non-linear function 
of the state variables x and of the state noise vector v ∈ Rnv . 
Consider also that measurements zk ∈ Rnz are available at 
tk, k = 1, 2, …. The measurements are related to the state 
variables x through the general function h in the observa-
tion (measurement) model:
where n ∈ Rnn is the measurement noise.
The state estimation problem aims at obtaining informa-
tion about xk based on the state evolution model (15a) and 
on the measurements z1:k = {zi, i = 1, . . . , k} given by the 
observation model (15b) [40–46].
Let {xi
0:k , i = 0, . . . , N} be the particles with associated 
weights {wik , i = 0, . . . , N} and x0:k = {xj, j = 0, . . . , k} 
(15a)xk = fk(xk−1, vk−1),
(15b)zk = hk(xk , nk),
be the set of all state variables up to tk, where N is the 




k = 1. Then, the marginal distribution of xk, which 
is of interest for the filtering problem, can be approximated 
by [43, 45]
The sequential application of the particle filter might 
result in the degeneracy phenomenon, where after a few 
states, all but very few particles have negligible weight 
[40–46]. The degeneracy implies that a large computational 
effort is devoted to updating particles whose contribution 
to the approximation of the posterior density function is 
almost zero. This problem can be overcome with a resa-
mpling step in the application of the particle filter. Resa-
mpling deals with the elimination of particles originally 
with low weights and the replication of particles with high 
weights. Resampling can be performed if the number of 
effective particles (particles with large weights) falls below 
a certain threshold number, but can also be applied indis-
tinctively at every instant tk, as in the Sampling Importance 
Resampling (SIR) algorithm described in [43, 45]. Such 
algorithm can be summarized in the steps presented in 
Table 1, as applied to the system evolution from tk−1 to tk 
[43, 45].
In this work, the SIR algorithm is used for the estimation 
of the following state variables: 
We note in Eq. (17) that, although the objective is the 
estimation of hke ≡ he(tk) and u
k
∞ ≡ u∞(tk), due to the 
influence of these functions over the temperature field in 
the Pitot tube, the temperatures at the nodal points used for 
the discretization of the direct problem are also included 
in the vector of state variables. The state evolution model 
for the nodal temperatures in the Pitot tube is given by the 
discrete form of the direct problem [47]. The uncertain-
ties for this model were taken as additive, Gaussian, with 
zero mean and a standard deviation of 1 % of the tempera-
ture value. Due to the lack of prior knowledge about the 
time evolutions of hke and u
k
∞, but still aiming at specifying 
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quantities, they were assumed to follow random walk mod-
els in the form:
where εu and εh are Gaussian random variables with zero 
means and unitary standard deviations, while σu and σh are 
the standard deviations of the random walk models for uk∞ 
and hke, respectively. Such standard deviations were taken 
as 0.05 and 0.2, respectively.
5  Experimental procedure
The first experimental results of the heated Pitot tube pre-
sented in this review were obtained in an aerodynamic wind 
tunnel at the Fluid Mechanics and Anemometry Division 
(DINAM), in the National Institute of Metrology, Standard-
ization and Industrial Quality—INMETRO, Brazil, shown 
in Fig. 5 below. It is an open circuit blower-type tunnel and 
consists of a test section of 500 mm × 500 mm, 8-m long, 
and a 12.5 HP fan with variable speed control from 0 to 
23 m/s. The main components of this experimental setup 
are the infrared camera FLIR SC660, a high-performance 
(18)uk∞ = u
k−1
∞ (1 + σuεu)
(19)hke = h
k−1
e (1 + σhεh),
infrared system with 640 × 480 image resolution used to 
obtain the temperature field at the Pitot surface, and the 
Particle Image Velocimetry (PIV) system, laser and cam-
era, by DANTEC DYNAMICS, with a pulse duration of 
nanoseconds, wavelengths of 1064 and 532 nm with a laser 
medium of Nd:YAG. The Pitot probe was fixed to the floor 
of the wind tunnel through a PVC support, and in order to 
Table 1  Sampling importance resampling algorithm [43, 45]
Fig. 5  Open circuit blower-type wind tunnel of DINAM-INMETRO
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reduce uncertainty in the IR camera readings, its surface 
was painted with a graphite ink, which brought its emissiv-
ity to ε = 0.97, as stated by the ink manufacturer.
The experimental procedure was initiated by imposing 
a velocity to the wind tunnel test section, followed by the 
application of a voltage difference to the Pitot´s electrical 
resistance. Voltage and current are simultaneously meas-
ured along the experiment. Due to space limitations, the 
infrared thermography camera and laser source of the par-
ticle image velocimetry are not installed simultaneously, 
since both were required to be placed perpendicularly to 
the Pitot tube. Therefore, first, the infrared thermography 
measurements are taken along the transient process up 
to steady state, and then the PIV measurements are per-
formed. For the IR images acquisition, the camera is con-
nected to the acquisition computer by a fire-wire cable that 
makes it possible to achieve fast transfer of acquired data. 
Using the FLIR´s proprietary software, one can remotely 
operate the thermography camera, and monitor the temper-
ature increase. Figure 6 illustrates the IR image produced 
by the FLIR SC660 camera of the heated Pitot tube in the 
beginning of the transient regime (Fig. 6a) and after the 
steady state is achieved (Fig. 6b). One may clearly observe 
the temperature rise at the region of the Pitot heater and the 
temperature drop throughout the Pitot wing-shaped base.
Once steady state has been achieved, the IR camera is 
substituted by the laser source of the PIV system and the 
second phase of the experiment is initiated. The region to 
be studied is illuminated by the laser light plane. As tracer 
particles are dispersed in the fluid, a digital CCD camera, 
installed perpendicular to the laser plan, captures images 
from the illuminated particles. In Fig. 7a, one can observe 
the Pitot tube illuminated by a constant plane of laser dur-
ing the PIV test and Fig. 7b illustrates the average veloc-
ity field vector calculated by the PIV software, showing the 
boundary layer at the Pitot upper surface, for 20 m/s dry air 
speed in the wind tunnel, confirming that the flow is mostly 
laminar over the conical–cylindrical region at such free 
stream velocities.
Next, experimental results for the transient thermal 
behavior of the heated Pitot tube were obtained from a 
A4-Skyhawk airplane of the VF-1 Squadron, in the Bra-
zilian Aero-Naval Base, at São Pedro d´Aldeia, Rio de 
Janeiro, shown in Fig. 8. The A4 is a single seat, light 
weight, high-performance attack aircraft with a modified 
delta planform wing. It is powered by a Pratt and Whitney 
Fig. 6  IR image of Pitot tube 
for an air flow free stream 
velocity of 10 m/s: a few sec-
onds after the heater is turned 
on; b steady state
Fig. 7  a Pitot tube illuminated 
by laser during PIV test. b 
Average velocity field vector 
over upper Pitot tube surface 
calculated by PIV software 
(u∞ = 20 m\s)
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gas turbine engine that produces a sea level static thrust of 
11,200 pounds, making it possible to the aircraft to reach 
transonic speeds. The main components of this experi-
mental analysis are the A-4 Pitot tube and the Testo Data 
Logger, model 177-T4. The data logger has four tempera-
ture channels which were used during the test flight, with 
type K thermocouples in a measuring rate of 3 s, and was 
switched on still on the ground, before the pilot powered 
the plane. The data logger was positioned in the front com-
partment of the plane, in a thermally insulated box. The 
thermocouples were fixed at increasing longitudinal dis-
tances from the tip of the Pitot tube, by a special glue made 
by Loctite, E-20NS Hysol Epoxy Adhesive, which is a long 
time curing, low viscosity structural adhesive.
During the flights, two redundant thermocouples were 
damaged, and thus, only the temperatures from the remain-
ing two thermocouples were recorded along the whole 
test period. The thermocouple of major interest here was 
attached close to the end of the heated portion of the cylin-
drical body of the Pitot probe (x = 80 mm). The second 
recorded thermocouple was attached to the wing-shaped 
base of the Pitot probe, and its sensing tip was exposed to 
measure the external atmospheric temperature. The pilot 
was then responsible for promoting a transient thermal 
behavior on the Pitot tube, by turning the heating system 
off for a few seconds and then turning it on again, at differ-
ent stable altitudes, for a few times in each altitude.
The final step in the experimental analysis then consisted 
of the design and construction of a climatic wind tunnel at 
COPPE/UFRJ [48], for future thermal analysis of the anti-
icing system of the Pitot probe under conditions condu-
cive to icing. The final testing of the climatic wind tunnel 
included the analysis of velocity fields along its test section 
and performing thermal experiments with the Pitot probe, 
similar to those reported in the previous experiments in the 
wind tunnel of INMETRO. Figure 9 provides an overall 
picture of the climatic wind tunnel of NIDF-COPPE/UFRJ, 
designed to achieve Mach numbers around 0.3 at tempera-
tures as low as −20 °C.
6  Results and discussion
6.1  Validation for incompressible flow: wind tunnel 
experiments
In [26], experiments were conducted in the metrological 
wind tunnel of INMETRO (Instituto Nacional de Metro-
logia, Padronização e Qualidade Industrial), in order to 
validate the simple heat conduction model then proposed 
for the Pitot probe, as well as the conjugated convection–
conduction model for incompressible flow conditions. The 
measurements available include the LDA velocity field for 
the flow around the Pitot tube and the transient tempera-
ture distributions over the Pitot tube surface generated by 
infrared thermography, as illustrated in Fig. 10a. The model 
developed in [29] is here compared with the experimental 
results generated in [26]. Figure 10b shows the comparison 
between the steady-state results obtained with the simula-
tion and the experiments, for the temperature distribu-
tion along the length of the probe, from the tip (x = 0) up 
to the end of the support region (x = L). Lines #2, 3, and 
4 of Fig. 2b are also shown, to represent the heater region, 
between lines #2 and 3, and the beginning of the support, 
line #4. One may conclude that the adherence between the 
two sets of results is quite satisfactory, deviating only at the 
end of the support region, due to heat losses at the end of the 
Pitot tube support that were not accounted for by the model.
As for the transient behavior, starting from the unheated 
probe in thermal equilibrium with the free stream air, and 
suddenly turning on the heating system, the measurements 
taken by infrared thermography are compared in Fig. 11 
with the simulation results for several positions along the 
Fig. 8  A4 Skyhawk airplane with tested Pitot probe
Fig. 9  Overall view of the climatic wind tunnel, NIDF, COPPE-
UFRJ
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longitudinal coordinate. The agreement between the two 
sets of results is again excellent, giving confidence that 
the conjugated model is perfectly capable of accurately 
describing the transient behavior of the temperature field 
along the Pitot tube. However, if the porcelain electrical 
insulation is not accounted for in the effective thermophysi-
cal properties, particularly in the local thermal capacity, 
significant deviations between experimental and theoretical 
results are observed, as discussed in [26, 28].
Next, the climatic wind tunnel (NIDF-COPPE) was 
employed in the validation of the Pitot probe model, for 
a more challenging transient situation, by promoting suc-
cessive step changes in the power generation of the probe 
heating system, corresponding to on–off cycles of about the 
same period. Both thermocouple and infrared thermogra-
phy temperature measurements were recorded for compari-
son purposes. The results here reported correspond to a fan 
rotation of 800 rpm, which corresponded to a free stream 
air velocity of 22.87 m/s at the test section. In the begin-
ning of the test, the air temperature was at 8.7 °C, increas-
ing along the experiment to 10.8 °C. Figure 12a shows the 


























Fig. 10  a Illustration of the infrared thermography results from the wind tunnel experiments (9.98 m/s, 68 V and 0.69 A in the resistor). b Com-
parison between the steady-state temperature fields: experimental, in red, and simulated, in black (color figure online)
Fig. 11  Comparison between the time evolution of measured (red) and simulated (blue) temperatures at different positions along the Pitot probe 
length, for the DINAM-INMETRO wind tunnel experiments (color figure online)
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a maximum voltage difference of 52 V, with a behavior 
that approximates the transients promoted by the pilot in 
the A4 flight tests that will be discussed in what follows. 
The temperature measurements at a position of 80 mm 
from the probe tip are also presented. Figure 12b then pro-
vides a comparison of the same temperature measurements 
at x = 80 mm, in red, and the theoretical predictions, for 
both the classical lumped and improved lumped models, in 
black and yellow, respectively. The air temperature within 
the test section is also provided in the lower violet curve. 
An excellent agreement between the theoretical curves is 
achieved, as well as with the experimental temperature 
evolution, with a slightly faster thermal response being pre-
dicted by the proposed model.
6.2  Validation for compressible flow: A4 flight tests
In [28, 32], flight tests were reported in a A-4 Skyhawk 
aircraft of the VF-1 Squadron, in the Brazilian Aero-Naval 
Base, at São Pedro d´Aldeia, Rio de Janeiro, in order to 
determine the thermal behavior of an instrumented Pitot 
tube under actual flight conditions and thus validate the 
models developed for compressible flow situations. In 
order to generate abrupt transient variations, the A4 pilot 
was required to repeatedly turn on and off the Pitot ther-
mal protection system, thus allowing for the observation of 
the thermal response of the probe to sudden heat transfer 
perturbations. Two flights were here selected for analysis, 
the first with a Mach number of 0.5 and at 10,000 ft of alti-
tude, and the second one with a Mach number of 0.51 and 
at 15,000 ft of altitude.
Figure 13 shows the predicted transient behavior of the 
Pitot probe temperature at a point located 80 mm from the 
stagnation point, accounting for the influence of the por-
celain’s heat capacity in the time response. Both the clas-
sical lumping (red curves) and improved lumped (black 
curves) procedures have been included in this comparison. 
The experimental thermocouple readings are plotted in 
blue, while the measured external air temperature is shown 
in green lines. It can be noticed that the model slightly 
under-predicts the time necessary to reach steady state after 
each switching cycle at the lower altitude, with a closer 
agreement in the higher altitude flight. Another worthy 
observation is that for the 10,000 ft flight, the two lump-
ing approaches differ more noticeably, with the improved 
lumped approach yielding better results. This is due to 
the fact that the heat transfer coefficients are higher at the 
lower altitude flight, i.e., higher velocities and denser air, 
and thus, the Biot numbers tend to be higher in this case, 
which favors the use of the improved lumped analysis for 
higher accuracy.
Steady-state theoretical results for the A4 flights have 
also been analyzed, by comparing the simple thermal 
model using correlations for the external heat transfer 
coefficient [26], against the complete conjugated problem 
here described. Figure 14 shows that the uncoupled model 
(in red) overestimates the probe surface temperatures at 
the stagnation and tip regions in both flight situations, to 
within 5 °C in comparison to the full conjugated model 
(in black). This result reconfirms the importance of taking 
into account the mutual influence between the solid and the 
fluid and the need for a conjugated model to more accu-
rately describe the thermal behavior of the Pitot tube under 
critical conditions.
6.3  Flight in icing conditions: Pitot probe
In the following simulation, we have used the data rela-
tive to the PH510 but with conditions close to those for 
the AF 447 flight, as provided in the final report of the 
BEA, French Agency responsible for the accident inves-
tigation. The conditions adopted were altitude of 11 km 
and Mach number between 0.82 and 0.86 (871–913 km/h). 
Fig. 12  a Transient power generation in probe and achieved meas-
ured temperature transient at 80 mm. Temperature of air in the tunnel, 
lower line purple. (800 rpm—22.87 m/s).b Comparison between the 
theoretical and experimental transient temperature fields: experimen-
tal in red, and theory in black-yellow (color figure online)
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Here, the improved lumped model for the Pitot energy 
equation was solved with correlations for the heat trans-
fer coefficients and the modified Messinger model for the 
ice accretion [31, 49]. Figure 15a illustrates the transient 
behavior of the temperature distribution along the sur-
face of the Pitot probe, where clearly it is observed that 
the temperature at the stagnation region achieves val-
ues below freezing temperature during the time interval 
investigated. Figure 15b shows the time evolution of the 
temperature at the stagnation region, which allows one to 
evaluate that after about 2000s icing starts (about 33 min). 
This time is very close to the period of 30 min that appears 
in the BEA report, pointed out as the time elapsed after the 
A330 entrance into the cloud formation until the beginning 
of the probes freezing. These results considered only the 
liquid part of the water in LWC, with assumed values of 
LWC = 1.115 g/m3, MVD = 45 µm, and ice crystals were 
not accounted for.
Figure 16a shows a prediction of ice formation on 
the Pitot tube PH-510, for the conditions u∞ = 56 m/s, 
LWC = 0.59 g/m3, Tsur = −10 °C, MVD = 26.2 µm. From 
the ice shape, it can be observed that the accretion occurs 
mainly at the stagnation region, with a distinct reduction 
along the conical region and no occurrence in the cylindri-
cal region. The simplified ice formation model is obtained 
from airfoil equations and then geometry factors and col-
lection efficiency relations are adopted for the Pitot tube 
in stagnation line and conical region. The ice accretion on 
the conical region and beyond is negligible due to the very 
small value of the collection efficiency (β < 0.2). Although 
experimental and theoretical analyses of ice formation on 
Pitot tubes were not yet available in the open literature, we 
Fig. 13  Time evolution of the temperature at the surface of the Pitot 
distant 80 mm from the stagnation point, considering the porce-
lain influence, with improve lumped model, in black, with classical 
lumped model, in red, and with experimental results, in blue: a flight 
at 10,000 ft and Mach 0.5; b flight at 15,000 ft and Mach 0.51 (color 
figure online)
Fig. 14  Temperature distribution along longitudinal position in steady state: a flight at 10,000 ft and Mach 0.5; b flight at 15,000 ft and Mach 
0.51(coupled model in black line, decoupled model in red line) (color figure online)
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have obtained from private communication with the TsAGI 
Climatic Icing Wind Tunnel, Russia, some sample images 
from their Pitot tube icing experiments, as displayed in 
Fig. 16b. TsAGI has a climatic wind tunnel for investiga-
tions of aircraft parts and aviation materials at icing condi-
tions. From a qualitative point of view, one can conclude 
that the ice shape in these images indicates that the present 
simulation is apparently consistent with the expected physi-
cal behavior on ice accretion.
6.4  Flight in icing conditions: wing section
One of the difficulties encountered in the present effort on 
the analysis of anti-icing systems for Pitot probes was the 
lack of previous works in the open literature for compari-
son purposes, in either simulation or experimentation of 
icing of Pitot tubes or any other aeronautical sensor. There-
fore, it became essential to verify and validate the proposed 
fully local differential formulation, with the single-domain 
formulation strategy and including the modified Messinger 
model for ice accretion, in the case of icing of airfoils, for 
which the literature is much richer. A substantial amount 
of information and studies about wing, empennage, and 
engine intake icing can be readily found in the open liter-
ature, in light of the commercial and strategic advantages 
that such knowledge can provide. Controlled distribution 
software was developed throughout recent years, such as 
LEWICE, ONERA2D, TRAJICE, CANICE, and many 
others [50, 51]. Even though the importance of studying 
the icing of Pitot tubes is well recognized for the reasons 
already discussed, very little information concerning this 
particular subject was found in the open literature, possibly 
Fig. 15  a Theoretical prediction of temperatures along the probe 
PH510 before and after starting icing in situation of flight with ice 
formation (T∞ = −54 °C, LWC = 1.115 g/m3, MVD = 45 µm, 
u∞ = 800 km/h). b. Transient behavior of the temperature in the 
stagnation region of the Pitot probe in situation of flight with ice 
formation (T∞ = −54 °C, LWC = 1.115 g/m3, MVD = 45 µm, 
u∞ = 800 km/h)
Fig. 16  a Ice shape in the Pitot probe PH-510 under conditions 
u∞ = 56 m/s, LWC = 0.59 g/m3, Tsur = −10 °C, MVD = 26.2 µm. 
b. Ice shape over Pitot probe as obtained in the TsAIG Climatic Icing 
Wind Tunnel, Russia (Prof. Ivan Egorov, Head of TsAGI research 
department, private communication)
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due to commercial issues or to a minimized importance 
in comparison with icing problems on other, supposedly, 
more vital aircraft components.
In order to validate the results obtained in [39] for ice 
formation over airfoils, the experimental results in [52] 
have been considered. This experimental work employs 
a NACA 0012 airfoil with chord of 0.27 m, without any 
active anti-icing system, under appropriate conditions for 
ice accretion. Table 2 summarizes the relevant input data 
for this simulation, employing the fully local differen-
tial model for the conjugated problem discussed above, 
together with the modified Messinger model.
For the conditions of case C14 from [52], the trajecto-
ries of the supercooled water droplets have been computed. 
Figure 17a shows the result of the Lagrangian simulation 
of the trajectories of 50 droplets, with the correspond-
ing impact points over the airfoil surface. Figure 17b pro-
vides the collection efficiency calculated from these simu-
lated trajectories, where fairly significant coefficients are 
obtained up to 10 cm away from the stagnation point, in 
part due to the fairly high values of the liquid water con-
tent (LWC) and of the mean value diameter (MVD) of the 
droplets.
After solving both the flow and conjugated heat transfer 
problems with the single-domain formulation, the modified 
Messinger model [36–38] is employed to estimate the ice 
accretion process. Only then the ice layer profile predicted 
by the present model (external black curve) can be critically 
compared with the experimental results in [52] (blue curve) 
and the simulation in [53] (red curve), as shown in Fig. 18. 
It can be seen that the two simulations are fairly close to 
each other, along most of the airfoil length where the col-
lection efficiency has representative values, and some devi-
ation between the two simulations is noticeable only at the 
end of the wing section, possibly due to some slight differ-
ences in the calculation methodology for the collection effi-
ciency. Both theoretical results have noticeable deviations 
from the experimental ice layer profile, though following 
the same overall behavior, possibly because the various 
impinging water flow regimens have not been considered. 
It should also be mentioned that the present model does not 
account for the influence of the ice layer or water film in 
the external convection, and thus, the heat transfer coeffi-
cient is not updated once ice accretion is observed.
6.5  Velocity and heat transfer coefficient estimation
The estimation of hke ≡ he(tk) and u
k
∞ ≡ u∞(tk) with the 
SIR algorithm presented above was examined by using 
simulated temperature measurements of sensors located at 
x = 0.005 m and x = 0.06 m. These positions were selected 
so that the first one was relatively close to the tip of the 
Pitot tube and, therefore, with readings more significantly 
affected by the heat transfer coefficient at this region. The 
second sensor was assumed to be located in the region 
where the perimeter of the Pitot tube does not vary. The 
readings of this sensor are expected to be more sensitive 
to variations in the heat transfer coefficient over the lateral 
Table 2  Conditions for test 
with ice formation over wing 
section [52]
Case U∞ (m/s) α T∞ (K) LWC (g/m3) MVD (μm) Total time (s)
C14 57.0 0° 267.6 1.04 27.73 247.2
Fig. 17  a Trajectories and impact points of supercooled droplets in case C14. b Collection efficiency for case C14
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surface of the Pitot tube, which is highly dependent on the 
relative air speed u∞. Temperature measurements were sup-
posed to be available every 10 s. In order to generate the 
simulated measurements, the direct problem was solved 
with 2000 grid points, and by specifying functional forms 
for hke and u
k
∞. The heat transfer coefficient at the tip of the 
Pitot tube was supposed to be 1380 W/m2K, for the base 
speed of 243 m/s [28] and then to drop to 100 W/m2K after 
the formation of ice layers over this region, as a simplified 
test model for the heat transfer at the sensor tip, which was 
supposed to begin at time t = 400 s. The functional form 
for he(t) is illustrated in Fig. 19a. For the relative speed 
u∞(t), three different cases were examined in [47], involv-
ing a sudden increase in the form of a step function, as well 
as periodic behaviors with discontinuities in the first deriv-
ative of the function and in the function itself. Only the 
case for a step change in the air speed is here presented, as 
shown in Fig. 19b. Note that the speed variations were sup-
posed to start at time t = 600 s, that is, after the ice accre-
tion began.
The simulated data noise was additive, Gaussian, 
with zero mean and a constant standard deviation of 5 % 
of the maximum measured temperature. The simulated 
measurements for the test cases are presented in Fig. 20 
(red dots), together with the exact temperature variation 
obtained from the solution of the direct problem (blue 
lines). An analysis of Fig. 20 reveals that the temperature 
at the position x = 0.005 m suddenly increased at t = 400 s 
when the ice layer was formed (he(t) dropped to 100 W/
m2K). On the other hand, the temperature at x = 0.06 m 
was very little affected by this sudden drop in he(t). The 
temperatures at both positions increased when the relative 
speed u∞(t) increased, as a result of an increase in the adi-
abatic wall temperature. Figure 20 also shows that the sim-
ulated measurement errors are significantly larger than the 
temperature variations resulting from the decrease in he(t).
The results obtained for the estimation of he(t) and 
u∞(t) , with 250 and 500 particles in the SIR algorithm 
of the particle filter, are presented by Fig. 21a, b and 
Fig. 21c,d, respectively. The results are presented in terms 
of the means of the state variables (red stars) and their 99 % 
confidence intervals (blue crosses). The exact functional 
forms are also shown in these figures by green lines. These 
figures show that, in general, even with such small num-
bers of particles used in the SIR algorithm and with meas-
urements with large errors, the unknown functions can be 
Fig. 18  Ice layer profiles 
for case C14: airfoil profile 
(internal black curve); present 
model (external black curve); 
experimental [44] (blue curve); 
numerical simulation [45] (red 
curve) (color figure online)
Fig. 19  Test case for inverse 
analysis of velocity and heat 
transfer coefficient estimation. a 
Exact functional form for he(t).  
b Functional form for u∞(t) in 
test case
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recovered quite well. The jumps in the functions contain-
ing discontinuities are estimated after some delay, caused 
by the random walk standard deviations used in this work, 
which were selected so that smooth solutions could be 
estimated. In fact, faster responses of the estimated func-
tions after discontinuities in the exact functions could be 
Fig. 20  Simulated measurements (red dots) and exact temperatures (blue lines) at positions. a x = 0.005 m and b x = 0.06 m for test case (color 
figure online)
Fig. 21  Results for the heat transfer coefficient and velocity esti-
mations for the test case obtained with a, b 250 particles and c, d 
500 particles—means of the state variables (red stars), 99 % cred-
ible intervals (blue crosses) and exact functional forms (green lines). 
a and c he. b and d u∞ (color figure online)
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obtained, but at the expense of unstable behaviors, caused 
by the ill-posed character of the inverse problem. It is also 
interesting to notice in Fig. 21 that the sudden decrease in 
he(t), caused by the ice layers that are formed over the tip 
of the Pitot tube, could be accurately identified, despite the 
fact that the measurement errors are larger than the exact 
temperature variation resulting from the variation in such 
heat transfer coefficient. On the other hand, such a fact 
yields confidence intervals for he(t) much larger than those 
for u∞(t).
7  Conclusions
The results here obtained and critically compared to 
both incompressible and compressible flow experiments 
demonstrated that the developed conjugated heat trans-
fer model and associated hybrid solution methodologies 
are capable of accurately predicting the transient thermal 
behavior of aeronautical Pitot tubes with anti-icing sys-
tems, in both controlled laboratory wind tunnel experi-
ments and in actual airplane flights. The model here 
validated by the wind tunnels and A4 flight experimental 
data was then employed in the analysis of more severe 
conditions that may lead to ice formation, as the basic 
heat transfer formulation for the incorporation of a well-
accepted ice accretion model.
Future work includes the validation of the complete 
model of conjugated heat transfer with ice accretion for 
the Pitot probe, under controlled tests in the climatic wind 
tunnel of NIDF-COPPE/UFRJ, due to the lack of experi-
mental studies on this matter [54]. Also, predictive tools for 
velocity estimation based solely on temperature measure-
ments, through the use of particle filters within the Bayes-
ian framework, should now be tested against actual wind 
tunnel data. The goal is to provide an alternative and con-
current velocity estimation procedure, sufficiently robust to 
provide reliable estimations even under icing, but employ-
ing the conventional Pitot probes with an installed tempera-
ture sensor.
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