Abstract-The solution path of the 1D fused lasso for an ndimensional input is piecewise linear with O(n) segments [1], [2] . However, existing proofs of this bound do not hold for the weighted fused lasso. At the same time, results for the generalized lasso, of which the weighted fused lasso is a special case, allow Ω(3 n ) segments [3] . In this paper, we prove that the number of segments in the solution path of the weighted fused lasso is O(n 2 ), and that, for some instances, it is Ω(n 2 ). We also give a new, very simple, proof of the O(n) bound for the fused lasso.
I. INTRODUCTION
The generalized lasso solves minimize x∈R n 1 2 y − Ax
where γ ≥ 0, D ∈ R p×n , A ∈ R m×n and y ∈ R m . A special case of this problem, which is important for signal processing (see [4] and references therein for applications), is
We call (2) the weighted 1-D fused lasso (W1FL) with input y and weights α t ≥ 0 ∀t, and we distinguish it from the well studied special case when α t = 1 ∀t, which is known as the 1-D fused lasso (1FL). There are efficient algorithms to solve 1FL for a fixed γ. Direct algorithms, algorithms that solve a problem exactly in a finite number of steps, include the Taut String algorithm, [5] , and the algorithm of [6] , based on dynamic programing, both with a worst case complexity of O(n); and the algorithm of [7] , which is very fast in practice, but has O(n 2 ) worst case complexity. This algorithm has recently been improved to finish in O(n) steps, [8] . There are also algorithms that can deal with W1FL, for fixed γ, in O(n 2 ) iterations, [9] , and in O(n) iterations, [10] . Iterative algorithms, mostly firstorder fixed-point methods, include [11] - [19] . Some of these are based on the ADMM method, known to achieve the fastest possible convergence rate among all first order methods, [20] , [21] . However, in many applications, when precision is crucial, or when implementing a termination procedure has a nonnegligible computational cost, direct algorithm are preferred.
Frequently, we are not just interested in solving (2) for a single γ. Let x * (γ) be the unique solution of (2) 1 . An important problem is characterizing the set {x * (γ) : γ ≥ 0}, known as the solution path of (2) . This might be necessary, for example, to efficiently "tune" the 1FL, i.e., find the value of γ that gives best the result in a given application, [23] , [24] .
Another example is when we want to use a W1FL-pathsolver to find the unique solutionx * (γ) of 1 The generalized lasso (1) might not always have a unique solution [22] . x * as a function of γ If α1 = 1/50, α2 = 1/2, α3 = 1/2, y1 = 0, y2 = −1/2, y3 = 1/2 and y4 = 1/2 then x * 1 = x * 2 when γ ∈ [ 25 27 , 25 23 ]∪[ 25 4 , ∞) and x * 1 = x * 2 otherwise. At γ = 25 23 , variables x1 and x2"un-fuse" and at γ ∈ { 25 27 , 25 4 } they "fuse". 
One approach is to see, cf. [25] , thatx
We can then use the path {x * (γ)}, and (4), to find which γ we should use in our solver to getx * (γ). Relations (4) show that finding the solution paths of (3) and of (2) is equivalent.
Characterizing {x * (γ)} is possible because x * (γ) is a continuous piecewise linear function of γ, with a finite number T of different linear segments, a result that follows directly from the KKT conditions, [2] . Therefore, to characterize x * (γ), we only need to find the critical values {γ i } T −1 i=1 at which x * (γ) changes linear segment, and the value of x * (γ) at these γ's. All efficient existing algorithms that find the solution path {x * (γ)} in a finite number of steps are essentially homotopy algorithms. These start with x * (γ 1 = 0) = y, and sequentially compute x * (γ i+1 ) from x * (γ i ). One example is the algorithm of [2] , that for 1FL has a complexity of O(n log 2 n), with a special heap implementation. The best method is the primal path algorithm of [1] , with O(n log n) complexity. To understand the complexity of finding {x * (γ)}, we have to bound T . For 1FL, [26] proves that T = O(n), and [2] , [27] give a different proof of the same fact. These proofs' idea is as follows. The non-differentiable penalty t |x t+1 − x t | in (2) implies that we have a critical point whenever, as γ increases, for some t, the term |x "fuse", or, conversely, that they "un-fuse". One then proves that, as γ increases, variables never "un-fuse". Hence, there are at most n fusing events, and thus T ≤ n.
Unfortunately, existing proofs do not extend to W1FS. Figure I is an example where variables "fuse" and "un-fuse". Hence, to bound T , we are left with bounds for the generalized lasso which, in a worst case scenario, can be Ω(3 n ) [3] .
• Our main contribution is to show that T = O(n 2 ), and that, in a worst case scenario, T = Ω(n 2 ).
II. MAIN RESULTS We start by reformulating W1FS, as stated in Theorem 1. In this theorem, and throughout the paper, we use the notation [n] = {1, . . . , n}.
We have that
See [9] , e.g., for a proof of Theorem 1. The Supplementary Material includes another proof, based on the Moreau identity.
Theorem 1 allows us to study the number linear segments in x * by studying the number linear segments in w * . Indeed, since by Theorem 1 we have that Figure 2 illustrates its use.
• We refer to w * i as the ith variable or ith point. We refer to [ỹ i −α i γ,ỹ i +α i γ] as the interval associated to the ith point. We say that the ith point is touching its left or right boundary if w *
A point that is not touching either side of the boundary of its interval is called free. Otherwise, it is called non-free.
• We define F (γ) = {i : |w * (γ) i −ỹ i | <α i γ} and B(γ) = [n + 1]\F . In words, a point is in F if and only if it is it is free. A point is in B if and only if it is not free.
• We define s i (γ) = 1 if and only if w * (γ) i =ỹ i +α i γ and s i (γ) = −1 if and only if w * (γ) i =ỹ i −α i γ. For i = 1 and i = n + 1, for which the left and right boundaries are the same, we choose s i by convention. It does not matter which values we choose.
• For the ith point, we define i (γ) = max{j ∈ B(γ) : j < i} and let i (γ) = min{j ∈ B(γ) : i < j}. In words, i and i are the pair of indices of non-free points, smaller and larger than i respectively, that are closer to i. For simplicity, and whenever clear from the context, we omit the dependency in γ in our expressions. We now list our observations. boundary for γ 2 and touch its right (left) boundary for 0 < γ 1 < γ 2 without being free for at least one γ ∈ (γ 1 , γ 2 ). This implies that if B and
2) If i ∈ F , then w * i is dictated by the position of the i th and i th points, namely,
where (6) follows from the fact that, for any i < s < i , w * s comes from the solution of the problem min {ws} (6) becomes a linear function of γ given by
This also implies that a change in linear segment, and hence a critical point, only occurs when F and B change.
3) We give a necessary condition for γ c to be a critical point, at which w * i transitions from being free to non-free as we increase γ. Since w * is continuous and piecewise linear with a finite number of linear segments (see [2] ), we know that F is constant in a small enough interval of the form I = (γ , γ c ). We can then use (7) for all γ ∈ I and the continuity property to conclude that γ c must satisfy
where s i is evaluated at γ = γ c and i , i , s i and s i are evaluated at any point in I.
Furthermore, assume that s i (γ c ) = +1, then, for γ ∈ I, the left hand side, l.h.s., of (8) is strictly smaller than the right hand side, r.h.s, and, as γ increases to γ c , the l.h.s must increase until it is equal to the r.h.s. Hence, we conclude that the following relation holds between their rates of growth
We can thus write that, if the ith point transitions from free to non-free, theñ
• Our first result is a new very simple proof, when compared to [2] , [26] , [27] , of the known fact that, for 1FL, T = O(n). Our second and third result are new altogether. Proof. It is enough to prove that w * has at most O(n) different linear segments. For 1FL, we haveα i+1 = 1 for all i ∈ [n−1]. Therefore, if w * i is free and, as γ increases, it becomes nonfree, then, by (9), we must have that 1 < s
which is a contradiction. Therefore, a point i never goes from F to B. Since a critical point in w * (γ) only occurs when F changes (by observation 2), and since F can only change by the addition of n−1 variables at most, we have T = O(n).
Proof. At any critical value γ c at which B changes, B might change by multiple points. Some added others removed. Let i(γ c , r) be the rth element changing in B at γ c , and let i (γ c , r) and i (γ c , r) be indices of non-free points, larger and smaller than i(γ c , r) respectively, that are closer to i(γ c , r). Let i < j and consider the set S ij = {γ c : (i (γ c , r), i (γ c , r)) = (i, j) for some r}, i.e., the set of critical values at which some point that is being added or removed from B has as its closest non-free points to the left and to the right the points i and j. We claim, and latter prove, that |S ij | ≤ 8. The total number of critical points is equal to
We argue that it must be that γ c is equal to either A ij or B ij . Indeed, since γ c is a critical point, if k = i(γ c , r) for some r, then w * k must be at the boundary ofỹ k + γ c [−α k ,α k ]. This implies that γ c is either a k or b k , and hence that γ c is at the boundary of ∩ i<k <j [a k , b k ]. There are 4 choices for the pair (s i , s j ), and, for each of these choices, γ c can be either A ij or B ij . Hence, for any pair (i, j), there are at most 8 possible values for γ c . Thus |S ij | ≤ 8.
Theorem 4.
There exists α and y such that W1FL has Ω(n 2 ) different linear segments. One example is to chose α and y such thatα andỹ satisfỹ
Remark 5. This theorem automatically implies that there are examples for which variables "fuse" Ω(n 2 ) times and "unfuse" Ω(n 2 ) times. Furthermore, its proof implies that the different between the number of "fuse" and "un-fuse" events is O(n).
What is the idea behind Theorem (4)? The factα i grows super-linearly with i, allows us to have a value of γ around which the ith interval is responsible for driving the behavior of w * (γ). Let us call this the ith epoch. The fact thatỹ i oscillates and diverges exponentially fast with i, drives points, between epochs, to alternate between being non-free at their right or left boundary, according to whetherỹ i is very large and negative or very large and positive. Since there are n epochs, and since, in general, from one epoch to the next, Ω(n) points change from their right to left boundary (or vice versa), we have Ω(n 2 ) "fuse" and "un-fuse" events.
Proof. We are going to produce a set of sufficient conditions that guarantee that the number of critical points in w * is Ω(n 2 ). It is then an algebra exercise, which we omit, to check that these conditions are satisfied by our choice above. Finally, we prove why these same conditions imply that no two consecutive components of w * change their linear segment at the same time, and hence why x * also has at least Ω(n 2 ) different linear segments.
In particular, our conditions will imply the existence of α 2 , . . . ,α n = 0 andỹ 1 , . . .ỹ n , such that there exits a sequence of critical points 0 < γ 3 < γ 4 < · · · < γ n such that the following two scenarios hold true: 1) for γ = γ 2k , 3 ≤ 2k ≤ n, every point w * i with i ∈ {2, . . . , 2k − 1} is touching its right boundary; 2) for γ = γ 2k+1 , 3 ≤ 2k + 1 ≤ n, every point w * i with i ∈ {2, . . . , 2k} is touching its left boundary; Both scenarios imply that, for γ ∈ [γ r , γ r+1 ), r ∈ {3, . . . , n − 1}, every point w * i , i ∈ {2, . . . , r − 1}, changes from touching one side of its boundary to the other side of its boundary. Note that sinceα 2 , . . .α n = 0, if γ > 0, a point cannot be simultaneously touching its left and right boundary. Hence, w * (γ) has at least r − 2 critical points in γ ∈ [γ r , γ r+1 ). Hence, for γ ∈ [γ 2 , γ n ], there are at least
critical points. Let us be more specific about the two scenarios. In Scenario 1, in addition to what we have already described, for γ = γ r and r = 2k, we also want the intervals [ỹ 1 −α 1 γ,ỹ 1 +α 1 γ], . . . , [ỹ r−1 −α r−1 γ,ỹ r−1 +α r−1 γ] to be nested, with the intervals for large i containing the intervals for small i. We also want the left boundary of the interval [ỹ r −α r γ,ỹ r +α r γ] to be larger than the right most limit of all the intervals involving indices smaller than r. The following picture illustrates these conditions.
In Scenario 2, in addition to what we have already described, for γ = γ r and r = 2k + 1, we want the same conditions as in Scenario 1 but now with left and right reversed. The following picture illustrates these conditions.
Note that in both scenarios, we do not care where the points r + 1, . . . , n are.
As we explain next, a set of sufficient conditions for Scenario 1 (Scenario 2) to hold is that, for all r ∈ {3, . . . , n},
r (ỹ r − 2ỹ r−1 +ỹ r−2 )>(α r + 2α r−1 −α r−2 )γ r . (17) Condition (15) directly implies that the first r − 1 intervals are nested. Condition (16) implies that if the (i + 2)th and ith points are touching their right (left) boundary, then the (i + 1)th point must be touching its right (left) boundary. This can be seen by solving the simple quadratic problem min w (w i+2 − w i+1 ) 2 + (w i+1 − w i ) 2 subject to w i+2 and w i+1 behind at their boundaries, and w i+1 being inside its interval. Condition (17) implies that, no matter where w * r is, even if w * r is touching its left (right) boundary, the (r − 1)th point must touch its right (left) boundary. This can also be seen by solving a simple quadratic problem involving three variables. These three conditions together imply that the first r − 1 points are touching their right (left) boundary.
As we explain next, these conditions are in turn implied by the following set of conditions. These also imply that γ r is increasing.
∀i ∈ [n − 3],
Conditions (19) , (20) and (22) imply that γ 3 > 0. Condition (21) further implies that 0 < γ 3 < · · · < γ n . Condition (23) and (24) imply condition (17) . Sinceα > 0, condition (18) implies thatα i+2 +2α i+1 −α i > 0 for all i ∈ [n−2] and thus, since γ i+2 > 0, condition (22) together with (23) imply that
. These two equations, together with conditions (18), (19) , (20) and (21) imply that (15) holds for all i ∈ [n − 1], if we replace γ r by γ i+2 . These also imply that (16) holds for all i ∈ [n − 2], if we replace γ r by γ i+3 there. But since γ i is increasing, we have that both (15) and (16) hold true exactly as specified.
We finally argue by contradiction why conditions (18)-(24) also imply that no two consecutive components of w * stop touching, or start touching, their boundary at the same γ. We prove this only for values of γ that are in some of the intervals [γ r , γ r+1 ) that contribute to our n 2 estimate in (14) .
Assume that both w * i and w * i+1 have a critical point at γ = γ c . Assume also that γ c ∈ [γ r , γ r+1 ) for some r > i + 1. Note that γ c must satisfy this condition if it is to contribute for our n 2 estimate in (14) . It must be that |w *
At the same time, and as we saw in the previous paragraph, conditions (18) - (24) imply that
which is a contradiction. Figure 3 -(left) shows a numerical computation of the number of critical points as a function of n for the example (10)- (13) . As Theorem 4 predicts, the number of critical points grows quadratically with n. One can also observe that difference between "fuse" and "un-fuse" events is O(n). For Figure 3 -(right), we generated 100 random sets of α and y, and, for each size n, we show on the y-axis the average number of "fuse" events and "un-fuse" events observed over these 100 runs. Each α i was sampled from a uniform distribution in [0, 1], independently across α's, and each y i was sampled from a N (0, √ 10), independently across y's. Although Theorem 4 tells us that we can observe Ω(n 2 ) "fuse" and "un-fuse" events, in our random instances for W1FL, "un-fuse" events are rare and both types of events seem to grow linearly with n.
III. NUMERICAL EXPERIMENTS
Critical points can be computed using, for example, [2] . In Supplementary Material we give simple algorithm which we use to compute the critical points based on Theorem 1. 
IV. FUTURE WORK
The weighted fused lasso on an input of size n is substantially different from the equal-weights fused lasso: two consecutive components can both become equal ("fuse") and become unequal ("un-fuse") multiple times along the solution path. We have shown that there are instances with Ω(n 2 ) of these "fuse"/"un-fuse" events, and that no instance can have more than O(n 2 ) events. We have also produced a very simple proof of why, in the equal-weights fused lasso, there are O(n) events.
Future work should include finding conditions for the weights α and input y under which (a) a O(n) bound holds and, (b) the number of "fuse" and "un-fuse" events are substantially different. It would then be useful to compute how likely it is for these conditions to be satisfied, under different stochastic models for the input.
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Supplementary Material to "On the Complexity of the Weighted fused Lasso"
We begin by reviewing Moreau's identity. Let f (x) be a closed proper convex function and let
be its proximal operator. Let
be the Fenchel dual of f and let
be its proximal operator. Moreau's identity is
Proof of Theorem
. Therefore, Theorem 1 amounts to an optimization problem to compute F * (y), from which we can compute F , and hence x * , using (28). We start by making a change of variables in
Let h 0 = z 1 and h t = z t+1 − z t , for t ∈ [n − 1]. This implies that z t+1 = t i=0 h i and thus that n t=1 z t x t = n t=1
t=0 h t u t , where we have defined u t = n i=t+1 x i Therefore, we can rewrite (29) as
where we have extended α such that α 0 = 0. Problem (30) breaks down into n independent one-dimensional problems of the form sup
that have solution 0 if u t ∈ [−γα t , γα t ], and ∞ otherwise.
We can now write
Finally, we make the following change of variable in (32):
, where we define w n+1 = 0. This implies that x i = y i − w i+1 + w i for i ∈ [n], and hence that
for all i ∈ [n], where
VI. SIMPLE ALGORITHM TO COMPUTE CRITICAL POINTS
Before we introduce the algorithm, we need a fourth observation, in addition to the three observations already made in the main text. For this observation to be valid, we assume that the α's are not in some set of measure zero on the space of all possible α's. The following technical results, whose proofs are standard, e.g. [28] , [29] , will be used to extend these observations to any set of α's. We include a self contained proof of these lemmas in Section VII.
Lemma 6. Let x ∈ X ⊂ R k , where X has zero Lebesgue measure. For any > 0, there exists a point y / ∈ X such that x − y < .
Lemma 7.
The function x * (γ, α) is continuous at every point of the domain (γ, α) ≥ 0.
Remark 8. Since w * (γ, α) t+1 =ỹ 1 + t i=1 x * (γ, α) i , this also proves that w * (γ, α) is continuous at every point of its domain.
4)
We can assume, without loss of generality, that at most one component of w * transitions from free to non-free, or vice versa, at each γ. This follows from the fact that, for two indices i and j (or more) to satisfy (8) for the same γ c , the values ofα i ,α j ,α i ,α i ,α j andα i must belong to some set ζ of measure zero (in the space of possible α's). Using Lemma 6 and Lemma 7, we can then extend our arguments made outside ζ to this set as well.
Our four observations allows us to describe a simple direct algorithm to compute the path w * (γ). Its interpretation is simple: start with γ = 0. Increase γ and, as the intervals y i + γ[−α i ,α i ] grow larger, keep track of which points are touching either limit of its interval. For each interval of values of γ for which B is fixed, we can use (7) to compute how each point moves, figure out which next point that will become free, or non-free, and hence compute the next B.
Let us be more precise 2 .
1) Start with γ 1 = 0, F = {} and iteration number r = 1. All points are non-free. 2) At iteration r, use (8) to find γ's at which an i / ∈ F might enter F or at which an i ∈ F might leave F . Store these values as γ 
