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Abstract. For infinitely many n > 0 we construct contradictory formulas 0, in conjunctive form 
with n literals such that every regular resolution proof tree which proves the contradiction must 
contain 2’” distinct clauses for some c >O. This implies a 2’” lower bound for the number of 
distinct clauses which cx generated by the Davis-Putnam procedure applied to cy, using any 
1 c 1nt:roduction 
3. I The Underlying Problem 
One important problem in computer science is the “tautology problem”: given a 
Boolean formula in disjunctive form, is it a tautology? (i.e., 3s it true for every truth 
assignment to iac variables). The tautology problem is of central importance in 
computer science, since 
(1) There is a polynomial time algorithm for the tautology problem if and only if 
the class P of problems scalved by polynomial time bounded Turing machines is 
equal to the ~1~s NP of problems solved by nondeterministic polynomial time 
bounded Turin machines [2]; and 
nondeterministic polynomial ti bounded algorithm for the 
tautology problems if and only if NF is closed u r complemen tat ion [4] - 
Thus the tautology problem is closely related to ftwo of the most important 
problems in th ~3 theory of comput ty. The dual problem of t 
tautology probkm is: determine if in conjunctive Form (a set of 
clauses) is co tradictory (cr unsatisfiable) - i.e., is it false for every trut 
assignment to all its varS+c? 
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set of axioms, take the conjunction of all axioms plus the negation of the theorem 
and prove a contradiction. 
1.2 Notation 
We assume that there is an unbounded se’. {xl, x2,. . . , y, l . .} of vahbles. A literal is 
either a variable or the complement of a variable, denoted x and f respectively (or 
X* and x0). TTre complemlent of a literal x (x’) is 2 (x). A clause is a finite set of 
literals (E,, . . . 9 ik ) such that no variable appears more than once, and is denoted by 
I,v 12v-• v lk. A formula (in conjunctive form (CF)) is a finite set of clauses. A 
valuatio,z (or assipznzent) isa function v from the set of literals to (0, l}, (Zero is to 
be thought of as meaning false and one as meaning true.) The value (relative to v) 
of the literal K (Q is v(x) (1 - v(x)). The value of the clause II v Z2 v l l . v lk is the 
maximum of the values of the Vs. (By convention if k = 0 we denote the clause by 
/l, and define its value to be 0.) The value of a formula is 1 if the values of all its 
clauses are 1, and 0 otherwise. Two formulas are eqttivalent if their values are the 
same for all possible assignments. 
A formula is satisfiable if there is some valuation for which the value of the 
formula is 1, and unsatisfiable (contradictory) otherwise. It is well known that every 
0,l valued function of k arguments may be represented by a formula in CF with 
variables {xl,. . . , xk}. It is also known ([l, 2,141) that any formula in CF of tength n 
can be transformed, using additional variables, into another formula of length 
O(n)’ in CF with at most three lit-r 1 kb.a s per clause, such that the second formula is 
satisfiable if and only if the original formula is saMable. 
4.3 Resolution 
A popular procedure to prove that a set of clauses is contradictory is the resolution 
procedure [12]. It uses the resolution rule to generate new clauses. A proof of 
contradiction is obtained if the empty clause is derived. Its dual, which was actually 
known earlier [ 1 l] uses the consensus rule to generate new conjuctions. The input is 
a tautology if and only if the empty conjunction can be obtained. 
Two clauses Cl and Cz z.re said to co@?ict if there are literals in C, ~~~hich appear 
complemented in tS;. If C, and Cz do not conflict, then we denote by Cl v CL the 
clause which contains all literals in C1 and Cz. Tire clauses C, and Cz are said to 
clasllz if there is exactly ‘one literal in C, which appears complemented in C’z. If 
2, v x and Cz v x’ clash, then their resohent is the clause C, v Cz. We will say that 
CI v Cz is obtained from C, v x and Cz v x’ bv applying the resolution rule, or bv . _ 
mnihilating x. 
A resolution proof of unsacisfiability of a set of clauses S is a sequence of clauses 
C,,.Y Ck such that Ck =rl andforO<i<k- 1, Ci+l is the resolvent of some pair 
obinson [12] showed that a se of clauses is U~satisfiabIe if 
is a resolution proof of its ~nsatisfia~i~ity. 
’ f(n) = w(f-o) ‘f f 1 or ail n, f(rx)a cg(n) for some constant c. 
We will use bina 
graph with a uniqu 
root, and (ii) to ev 
of the tree wiil bcr denoted by int 
tree. If there is an ed 
(1) C appears at the root of T; 
(2) every leaf of contains,;ine of the clauses in S, and 
(3) the clause in ever-v interior vertex is the resotvent of the clauses at its SORS. 
A (resolution) ~rooj?&e (using S) is a proof tree for the empty clause using S. The 
complexity of a yroof tree T, N(T), is the number of distinct clauses which appear 
on vertices of T. Note that a proof tree T using S is just a way to represent a 
resolution proof of the unsatisfiability of S and that N(T) is actually the length of 
the resolution (straight line) proof defined above. For a proof tree T using S and 
i E T let Ci be the clzerse at i. Obviously T, is a proof tree for CI using S. 
Exampk, Let S = (ii, 24 v 2, n v y, y v u}. Fig. 1.3.1 describes aproof tree using S. 
defined by: 
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Csmp(n) = oryx ?E’r”, N(T). -n * 
The complexity of the resolution procedure is unknown at present. We conjecture 
that it ;s exponential, but so f’ar we cannot prove that Camp(n) grows faster than 
linear in n. 
egular resolution 
Let T be a proof t;ree for some: clause C. T is regular if there is no vertex i in T such 
that C’i contains some literal which is annihilated in E. Note that a proof tree T (for 
A) is regular if and only if no path from a leaf to the root of T contains the 
znnihilation ,oi any variable more than once. Also note that the proof tree in Fig. 
1.3.1 is regular. The occurrerjce of an irregularity is described in Fig. 1.4.1. 
Fig. 1.4.1. 
Regular re’soZf.&on is simply constructing a regular resolution proof tree using S. 
One should note that a set of clauses S is contradictory if and only if there is a 
regular proof tree using S. Tht: ‘if part’ is obvious. The ‘only if’ part follows from 
the fact thaz the inductive prtl;of for the completeness of resolution happens to 
construct, a regular tree. The complexity of regular resoluticn, CompR,, is defined as 
Comp except that the minimum is taken only over regular trees. Tseitin [14] 
introduced regular resolution and proved that CompR,, (n) 2‘: 2VX, Unfortunately, 
his proof is formal, unintuitive, and does not contain most of the details. 
Our main result is proving that CornR,, (n) 2 2’” for some: c > 0, hence showing 
that in the worst case regular resolution is almost as bad as the straightforward v:ay 
i.e. evaluating the set of clauses for all 2” possible 
Iswer bound for Comp,,,(pz) is best possible except 
e constant c. 
scitin’s proof. Scme 
wing our proof we sha 
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II. Replace all the clauses which contain x (or X) by the set of all clauses which 
can be obtained from two of them by the resolution rule (by annihilating x). 
III. (a) If the empty clause is present, then the original set is unsatisfiable. 
(b) If the current set is empty, then the original set is satisfiable. 
(c) Otherwise, repeat steps I-III for the new set of clauses. 
Step II is referred to as eliminating X. 
The procedure above works since one can show that all the transformations used 
pzcserve s t’ fi b’l’t ( a IS a 1 1y unsatisfiability). The complexity of PP is the number of 
inct clauses it generates. 
Examples have been found for sets of clauses for which the DPP has exponential 
t lmplexity ([3, 131). However, those exploited redundancy in the formula, which 
can easily be rcmovcd by adding the sutPsumption rule: delete from the current set 
of clauses S any clause C such that there is another clause C’ in S, with C’ c C (C’ 
subsumes C). 
We: call an execution oE steps I-III a stage. Note that if the original set is 
unsatisfiable one can construct a proof tree by tracing back the history of the empty 
clause (as was done for resolution proof). We call such a tree a DP-tree. Note that 
every DP tree T satisfies the following property’: _T is annihilated above a point at 
which y is annihilated in T’ if and only if y was elimin.jted before X. Hence, every 
DP tree is regr jar but not every regular tree is a DP tree. Thus, the fact that DPP is 
exponential follows immediately from the fact that regular resolution is exponen- 
tial. (This was first observed in [4].) 
1.6 Extended resohtim 
Extended resolution, a powerful extension of resolution, was introduced by Tseitin 
[143. We will re er to it in our concluding remarks. 
For three literals X. y9 z and a Boolean function f over 2 variables, let a(f, z, X, y) 
be the set of clauses over x, y, and z which is equivalent to z = f(x, y).’ One can 
verify that cy (f, z, X, y ) exists for 211 16 possible choices of f. 
e. a(v,z,x,y)={(~vz),(~vz),(Zvxvy)) 
46 ,z,x,y)={(f v y v z),(x v p v z),(x v y v Z),(Z v y I.’ 2)). 
e w e of the ext 
7 
z , v and @ are equivalence, or and sum mod 2 respectively. 
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2. Grnphs and sets of clauses associated with them 
21 No fa tion 
We will use extensively sets of clauses corresponding to graphs. We present below 
the notation which we use for dealing with graphs. All graphs will be connected, 
undirected, and without self loops. Thus a graph is a pair G = (5;; B), where v is its 
set of vertices (u, t3, w,. . . ) and E its set of edges (where an edge is an unordered 
pair (cs, v), BI, v E v’ u # v). A graph G = (V, E) is a subgraph of G if V c v and 
E c j?. (In the literature G is sometimes called a partial subgraph of G.) We will 
use the following operations on subgraphs of G: 
G = G, U Gz, where V = V, U V-, and E = El U E2 U &. 
El2 is the set of all edges between vertices in V, and V2. 
G = G, n G2 if V = VI f~ V2 and E = El n EZ, 
G = G, - G2 if V = V, - V2 and E consists of all edges in E, 
between any two vertices in V. 
A vertex u is of degree 2if there are exactly I edges incident with it. A graph is of 
degree I if all its vertices are of degree at most 1. A graph G = (V, E) is bipartite if 
V= V,LIV2, V,fiV2=@ and EC{(u,v)luE VI, VE Vz). VI and V2 will be 
called the two sides of G. 
Let G = (V, E) be a subgraph of G. The boundary of G, F (or Fc when G is not 
clear from the context) is the set of edges of G which are incident with at least one 
vertex of G and do not belong to E. The exterior boundary (interior boundary) of 
G, F’ (Fin’), consists of those edges in the boundary of G which are incident with 
exactly one vertex (two vertices) of G. 
Let’& be the maximum number of edges in the boundary of G that can be 
deleted from G without disconnecting it. Let {!q}$, be the connected components 
of G - G and let kj, 1 s j s m be the number of edges connecting G and Hk By 
definition we have 
SG = 
j=1 
1 Fe”’ 1 = 2 kj 
j=I 
(23 
k3 = 1 
Fig. 2.1.1. s, = 10(/Fi"'I = 5). 
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In the sequel we will use fi, si for FGI and sGi respectively. A graph has edge 
connectivity 3 if the deletion of any two edges from it does not disconnect it. 
Lemma 2.1.1. J lf t? has edge connectivity 3, then sG 2 1 Finr I+ $ l 1 Fe”’ I. 
oaf, This follows immediately from (l), (2) and the fact that kj 3 3 for 1 s j s m 
ce e has edge connectivity 3. Cl 
2.2 Sets of clauses corresponding to graphs 
““Visually when someone wants to prove something about a proposed procedure for 
theorem proving in the propositional calculus, ‘he faces the following problem: How 
does one construct a nontrivial infinite collection of unsatisfiable formulas? One set 
of examples is the following: 
Let &k be a formula in CF over n variables which contains all clauses of size k 
such that the variables in any term are either all complemented or all noncomp- 
lemented. For every n 2 0 and k s [n/21”,* P&k is unsatisfiable since every 
assignment has e&her k zeros or k ones, and thus at least one of the clauses must 
have the value 0. 
The previoogs example is derived from the following general principle: choose a 
set of clauses which altogether exclude the 2” possible assignments (which can be 
viewed as the corners of an n-dimensional cube). 
Another general principle is: take an invalid statement and formalize its 
instances im the propositional calculus. As an example consider the “occupancy 
problem” by Cook and Karp (cf. [6] page 45). The statement is, “n objects can 
occupy all of n + 1 holes”. Another example: for every n one can formalize the 
false statement: “A clique of size n can be colored with less than n colors”. 
Tseitin used the following invalid statement: 
A: “If you compute the sum modulo 2 of a number of binary variables in such a 
way that every variable appears exactly twice you get 1”. 
To construct a formula c~ in CF which expresses this statement we take a graph and 
label its vertices with zeros and ones and its edges with literals. Next, for every 
vertex v we ex ress in CF the statement 
B: “The sum modulo 2 of all the edge labels incident with v is equal to the vertex 
label of v”. 
LY is the union of 
statement A in an i 
’ [n/21 is the s mdlest integer greater than or equal to n/2. 
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we will have +oo long an input for which even a brute force algorithm (like truth 
table computation) takes nonexponential run-time. 
Formally, let G = (V, E) br: a, given undirected graph without loops (i.e., there is 
no edge (u, u)). Let I be a labelliqg which assigns to every vertex tr a label 
eV E (0, l}, the parity of v, and each edge a literal in such a way thai ro two edges 
are labelled by a literal corresponding to the same variable. G(I) will stand for the 
labelled graph. ‘ 
Consider a vertex v in V. Ascume that v has degree k and zl, z2,. . .) zk are th 
literals which label the edges Incident with o. A clause C corresponds to the vertex 
8 if and only ; f 
C=Z;1lv*..vZfL 
and the number of complemented zi’s is of parity opposite to the parity of 2,~ i.e.* 
$ (1 - ai)# 8” 
i= 1 
(B is sum modulo 2) , 
which will be referred to as the parity condition with respect to u. 
Note that there are exactly 2’-’ distinct clauses which correspond to v. The 
following lemma proves that the formula which consists of all of them is eqtiivalent 
to statement B mentioned before, namely that the parity of the number of Zi’s 
assigned the. v:*Iue 1. must be cu. Intuitively it is clear, since each clause which 
corresponds to v exclude4 one assignment which does not satisfy the above, and all 
the clauses exclude all unwanted assignments. 
Lemma 2.2.1. The assignm,,it 6 given by zl = 8,, . . . , zk = & sutisfies all the ckauses 
correspondirrg to v if and only if 
Proof. If Hf=, &f Ed, then C = z :-‘h v l * l v z; *‘k corresponds to v and is not 
satisfied by the assignment 6. 
Assume Ef=, )si = E” and let C = zfl v . l . v 2:~ be an arbitrary clause corres- 
ponding to v. The only assignment which does not satisfy C ;a de; = 1 - aIl *. . D zk = 
1 - & Since &L, (1 - ai) # E” it must differ from the assignment 6. Thus, 6 must 
satisfy C. 8 
we denote by cx(G(f)) the set of al1 clauses which correspond to all verti 
(I is the labelling). 
, Claim. cu(G(I)) is unchanged if we apply the following transformations to the 
labelling: 
Transfonnafion I : change exactly olre edge label 
ously change the vertex labels of its encZpoin$s. 
z co Z) and simultane- 
Trmsfim catim 2: change all edge labels 
and simultaneously change E@ and cc. 
atong 8 path from vertex 24 to vertex- t) 
“f=s&o;mation 2 is a sequence of applications of Transformation 1. The latter 
does not a&ct +?(I)) since if a clause C’ corresponds to a vertex IV unckr the old 
kbeiling it dais SO under the new {u, v) this is obvious since 
a~ changed; fw w = tc(w (eo) and of t to Z implies 
change in parity, Hence, C rity condition with respect Ba 4.4 
Lemma 2.2.2. Fw a csptnectd graph G and a labellinlg 1, su(G(l)) is satisfiable if 
and only if 6(6(l)) = 0. 
I%oof. Assume a(G(I)) is satisfiable. Using Lemma 2.2.1 and summing (mod 2) ail 
c, “s we get E (G( 1)) = 0, since every & appears twice (once for each endpoint oi the 
edge labelled by zi ). 
Assume &(GII)) = 0. Using Transformation 2 we can set ail vertex labels to 0. If 
the new edge labels are t :, . . . , z L the assignment : = 0 for 1 s i G of satisfies 
a(G(!)>. & 
Thus, if E(G(l)j= 1, cu(G(1)) is unsatisfiable, since it formalizes statement A 
mentioned before. 
Let T be ir proof tree using a contradictory set of clauses which corresponds to a 
graph, and let i bz. a vertex in T. We &note by Vi the set of all vertices that 
correspond to clauses that appear on the !eaves of Ti. The following lemma proves 
chat every proof tree using cu(G(1)) must use at least one Claus: eorr5sponding to 
each vertex in G. 
Lemma 2.2.3. Assume a(G( 1)) is conttadictmy and T is a tree which proves the 
contradiction* TIIen VI = V (where 1 is the root). 
Proof, Assume the claim is wrong and that v E V - VI. Define a new Eabetling 1’by 
changing cu. Ry Lemma 2.22, L: $3 (I)) is contradictory implies E (G (I)) = 2 
c(G(1’)) r=: 0 I-++ cll (G (I’)) is satkfiabte. But all the clauses on he leaves of T 
belong ;~lso to a(G(1’)) since none corresponds to v. Thus, we have a proof tree 
using a satisfk~ble s t of clauses - a contradiction which proves the lemma. c 
We have just proved that if T is a proof tree using cx(G(Z)), then for each vertex 
in G there must appear at least one clause corresponding to it on a leaf of T. Must 
all the clauses in a(G( I)) appear on leaves of swcr is negative and is 
proved by the example in Fig. 2.2.1. 
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9 y I x 0 
The labelled 
graph (3.0 A proof tree 
Fig. 2.2.1. 
2.3 The specific collection of graphs 
We consider a graph G = (V, I?) which depends on a parameter nz and 
actually represents a collection of graphs. When speaking on constants (like c, d 
below) we shall mean constants with respect o m. c is the graph which was 
introduced by Margulis [IO]. We do not describe H, below. We only mention some 
of its properties. H, is a bipartite graph of degree 5, such that each of its sides 
contains m* vertices. Theorem 2.3.1 below is a rewording of a special case of 
Margulis’ main theorem. (Namely, taking cy = l/2 in Theorem 2.3 in [XI].) 
There is a corzstant d > 1, such that if VI is contained in one side of 
1 Q, 1 s ta */i, and p2 consists of all the vertices in the other side of H,,, which are 
con’nected to vertices of PI by an edge, then 1 & 13 d 1 %‘, I. 
There is a constant c > 0, such that if G = (V, E j\ is a subgraph of 
H,, and m*/4 ~‘1 VI < m2f2, then 1 &‘I 3 cm*. 
Assume V = VI U Vz and V, ( V2) consists of vertices in 
f I&. w.1.o.g V, and V2 be as in 
follows that 1 P2i 2 
3. I Introduction 
i3y definition every c 
ocesses on 
Fig. 3.2.1. A subgraph 
\ \ r” 
0 and all edges of l? which are incident with its vertices. 
Example. Consider the subgraph G = (V, E) of G in Fig. 32.1. V consists of the 
circles and E consists of the dotted lines. Assume that all vertex labels are 0, thus 
,:E (G) = 0, Fint = (c.2) and F”“’ = {x, y, 2). Let C, = a v x v y v 2, Cz = d v x v y v z 
and C3 = a Y x v 11 v 2. A.11 three clauses are associated with 6, but only C’3 is a 
regular clause since S(C3) = 1 while S(C,) = S(CJ = 0. 
0ne can make the following observations: 
(i) For every clause C, there can be at most one connected subgraph G of G, 
such that (3 is a regular clause associated with G. 
Proof. Assume C is a regular clause associateid with G. By deleting all the edges of 
the boundary of G from (? we obtain a possibly unconnected graph G’, where G is 
one of its connected components. If the interior boundary of G is nonempty, C can 
be associated only with G. This is also the case when G’ has more than two 
connected clomponents. Otherwise, i.e., in case Fin’ = 0 azl G U G, = G (G, is the 
other componen ), C is; also associated with G1. C cannot be a regular clause 
associated with G1 since E(G)@ E (GJ = E(G) = 1 -a z(G,)# k (G) # S(C) 
=+ &(G,)= S(C). III 
The second observation is obvious: 
(ii) C is one of the original clauses which corresponds to a vertex v in G if and 
only if C is a regular clause associated with the subgraph G = (v, 0) consisting of an 
isolated vertex.4 
The next lemma proves that if T is a regular proof tree for a clause C, then C is a 
regular clause. The lemma specifies exactly the connected subgraph G with which 
C is associated. 
. (The Corres’pondence Lemma). If T is id regular proof tree for a 
y1 C is a regular clause asdociat$fd with some connected subgraph 
C =(V$E) of CT where: 
V = (v 1 v E if and a clmse corresponding to v uppecirs on a leaf of T), and 
E = {x 1 x is annihilated in T}. 
is of the induction (h = 0) follows 
y the vertex v ar.3 the singleton {v}. 
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Induction step: Let T be the derivation in Fig. 3.2.2 and assume x v C, (x’ v C2) is 
a regular clause associated with (3, (G2) which satisfies the hypothesis of the lemma. 
T: 
Fig. 3.2.2. 
Without loss of generality there are four cases: 
1. G, = Gz (the subgraphs are identical). 
2. VI n V2 = 0” (they are vertex disjoint). 
3. V1 = V2 and there is z E E, - &. 
4. V, n V2 # 0 and there is u E V, - V2. 
Claim. Cases 3 and 4 are not possible. 
Proof. We shot” that in both cases E, f7 F2 # 0, i.e.. there is a variable z annihilated 
in TI such that either z or Z appears in C2 v x’ - a contradiction since T is regular. 
For case 3 it is obvious that z E E, n F,. For case 4 let u E V, n Vz. G1 is 
connected, thus there is a path in G1 from u to u. There must be an edge z on this 
path such that one of its endpoints is in V2 and one is not. Obviously z E E, Tt 
Fz. 0 
To complete t proof of the lemma we now consider cases 1 and 2. 
Case 1. G1 = and thus F’, = I-$. x v CI and 2 v C, consist of the same 
variables and have exactly one conflict (X vs. x’), thus C, = C2 = C. Since the parity 
of C, v x and C, Y x’ both differ from the parity of G, = G?, they must be the same. 
Hence, x E Fp’ = F?‘. Let G = (V,, El U x). It is easy to check that the pair (C, G) 
satisfies the induction hypothesis. The parity of G di ers from the parity of C’ since 
E(G) = &(GI) and S(C) = 6(C, v x). 
Case 2. V1 r71 V2 = fl. Let G = (V! U Vz, E, U E, U x). Obviously, G is con- 
nelcted, C is ass&ated with .+ r, E 2 E, U E, U x consists tr.actly of the variables 
annihilated in T and V = V, U Vz consists exactly of those wertices which corres- 
u ;es on the leaves of T. To complete the proof that the pair (C, Cr) 
uction hypothesis we now show that osite to that o 
’ For I = f,2 G, =(xX,), E, P-y’, F:“’ are defined in the obvious way. 
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C Since x)# 6(Gl) and S(G V a)# E(G), S(G V x)@S(Cz v X)= 
E(G&B ECG2) = E(G). We show below that 
fS(C, v x)@ S(C* v x’) # S(C) (I) 
which will imply that 6(C) # E(G) and will complete the proof of the lemma. 
Tar prove (I), recall that if C = z fl v l - l v z ,“; then 6(C) = &dE~e~t (1 - ai). But 
jy’ 1-j .yt 3 x U Flz and F12 C Fin’. (See Fig. 32.3.) In s(C, v x)@S(Cz v 2) the 
term:; corresponding ts FeXt appear exactly once, the terms for Flz appear exactly 
twice (hence they can be dropped) and since x appears once as x and once as 2, 
S(C, v x)@S(C, v X) = S(C)@O@ 1 and (1) follows. 0 
Fig. 3.2.3. 
e Let T be the regular proof tree of Fig. 3.2.2 and kt C (C, v x, C2 v 2) 
be associated with G = ( V, E’ ) ( G1, G2 respectively). Then x 
from E and obtain G’ = (V, E - x) there are two cases : 
Case 1: G’ is still connected. In this case G’= 6, = Gz 
breaks a cycle in G. 
Case 2: G’ is not connected. In this case G, and 
components and we will say x splits G (into G, and G,). 
E E and if we delete x 
and we will say that x 
G2 are its connected 
3n [2] Ejok observed that the order of elimination of variables in DPP is 
imisortant. A restatement of 7s result is given by Proposition 3.2.1. 
For infinitely many n, there are sets of clauses Sn with n clauses 
and Aog n !itemk per clause such that (9) Dr,e order of elimirtation of variables yields 
uses and (b) anotkr order of eliminatio yields less than dn 
re constants). 
e example of using the eorrespondience Lemma we prove 
ame as osition 3 2 1 ., exe 
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Fig. 3.2.4, G(l), I is a fixed labelling with ~(d(l)) = 1. 
er 1: Eliminate y,, . . . , Y,.+~, tl,. . . , z~+~, x1,. . . ,x~+~. 
Y 2: Eliminate x1, yl, zl, x2, y2, z2,. . . , xr+l, yr+l, zr+l. 
f tEne remarks in subsection I.5 and by the Correspondence Lemma all clauses 
gEnerated by DPP are regular. 
onsider Order I after the elimination of xl, and let G be the connected 
st bgraph of G which is obtained from & by deleting the edges label!ed by 
II: _t l l l , x r+l. One can easily verify that all 2’ clauses associated with G are generated 
al this point. Thus, (a) above follows since n = O(n). On the other hand, Order 2 
yields clauses associated with O(n) distinct subgraphs the boundaries of which 
contain a: most 3 eoges. This implies (b) above. q 
3.3 Deletion proce 4ses 
deletion process on a graph (? is a process which constructs a tree T whose 
vertices are labelled by subgraphs of G. The tree is constiuctcd from the root down: 
Generate the root of T and label it by G. 
If i has been construc:fsd and has been labelled by Gi, then if Gi consists of a 
single vertex, then i is a leaf of T. 
Otherwise, generate two vertices, i, and i2, as sons c,f i. 
Choose an edge x in Gi and delete it from Gi to obtain Gr. 
If G: is connected set Gi, = Giz = C:. 
Otherwise, defint Gi, ;Ind G, to be the connected components of 6:. 
. a 0 very regular proof tree has a unique correspond@ 
recess and (b) every deletion process has a unique come g regular proof tree. 
each vertex is the o 
We use an additional labelling: If x is chosen at vertex i we label one of the edges 
(i, iI), (i, i2) by x and one by 5 Given the labels from the root to i we take 
Cj = {x” 1 x E fi, x” appears on the path from the root to i}- Note that literals 
corresponding to all the variables in Fi must appear cm this path. ‘Phus, (2) above 
holds automatically. (See example below.) V4e now show how to choose the labels 
for the edges (i, &) and (S, &) i*n such a way that if (1) holds for ci it holds for Ci, and 
Ciz which are obtained in the way describecl above. If x does not split Gi, then the 
choice does not matter: We label one of the edges by x and the other by 2. An 
argument similar to that in Case 1 of the Correspondence Lemma implies that ei, 
and ciz are regular clauses associated with Gil and Gi, respectively. Otherwise, (n 
splits Gi into Gil and Gb) a parity zrpument as in Case 2 of the Correspondence 
Lemma shows that there is exactly. one way to assign x to one of the edges 
(i. i,), (i, iz) and x’ to th e other, such that ci, and Ciz are regular clauses associated 
with1 Gi, and Gi2 respectively. 
Uk start with C, = A, which is indeed a regular clause associated with G1 = c 
and construct he regular proof tree from the root down. Note that this construction 
is the only way to satisfy (1) ancl(2) above. Since the only free choice (when x does 
not split Gi) does not yield distinct proof trees (we do not distinguish between left 
and right subtrees) the regular proof tree is determined uniqirely. 0 
Example. Assume Gi is the subgraph G in Fig. 3.2.1, and the labelled path from 
the root is as in the figure below. Then Ci = z v x’ v a v y. 
(u and v label e*fges 
which are not incident 
with vertices of G) 
i 
Fig. 3.2.~. 
e use a contradictory set of c auses ;Nhich correspond to 3 graph e. We consider a 
regular proof tree T which has the minimal number of distinc 
tion w such that for any clause C which appears 
G in T. This will 
or t 
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In order to define the weight function we first check when it is possible t 
same clause appears in two different subtrees. The answer appears in Lemnna 4.2.1, 
which is the hardest part of the proof. 
First we need to make several observations. For i E T, let Gi = (&Ei) be the 
h of i!? associated with Ci. If i is not a leaf let il and iz Ix its sons 
and let Xi be the variable annihilated at i. Let G: = (Vi, Ei - Xi). By Corollary 3.2.1, 
there are two possible cases: 
Case I. Xi breaks a cycle in Gi and Gi, = Giz = G:. 
Case 2. Xi splits Gi and Gil and Gi, are the two connected components of Gf. 
US if i is an ancestor of j in T, Gj is a subgraph of Gi. Also, by t 
ing the Correspondence Lemma, if CrE = CO, then Gr, = Gp. l-l 
m-ire of the clauses in Ti, can be the same as any clause in Tiz* In 
will be interested in the question, “When is it possible that x, and Z, contain the 
same clause C?“; thus, we will be interested in Case I only. 
4.2 The proof of tkte exponerrtial lower bound 
The proof uses ree lemmas, which will be proved later. 
subcase of Case bove: Given a subgraph G = (V, E) of G, 
an exterior cycle Gi w.r.t. G if there is a cycle in Gi - G 
We now consider a 
we say that xi breaks 
which contains Xi. 
emma 4.2.1. Assume C = G, = C;,, where 1, (It) is in bhe left (right) subtree of ri 
- E, (7Q. Then xi breaks an exterior cycle in Gi w.r.t. G, where @ = Gl, = G12. 
We denote by { I, *’ l , Ds_} the distinct clauses in T and let Zj = {i 1 Ci = 0,) for 
1 s 1 s fi For r an ancestor of I in T let mLr be the number of x/s, on the path 
from r to f, that break an exterior cycle in GP w.r.t. G,. 
mof. An easy induction on the height of 7”. The induction step follows from 
Lemma 4.2.1, since whenever Dj appears in both subtrees, ml,, grows by one. Cl 
Thus, 
2 -Mel S 1 for 211 1 % 
I E I, 
Plmber of x/s on the path from 1 to 1 that reak a cycle in (case 
above), and recall sI as defined in Section 2. 
* f-h = ra[. ] -t S!. 
ence by (I’), 
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Summing up (2,r for all i yields 
bbi. closer look at Y(T) will convince the reader that Y(T) carI be defined by the 
following recursion: 
Let Y(Z) = 23 A- Y(Z), where 
0 if Gi consists of a single vertex, 
Y(T) = Y( T,,j + Y( r,) if Xi splits Gi, 
f (Y( rl:,) -t Y( Tb)) otherwise. L 
Claim. Y(T) = Y(TI). (4) 
Proof. In the final sum which is obtained from the recursion above, each Gi is 
represented by 2% The coefficient of 2’l is 2 -“I since we have a factor of l/2 any time 
xi breaks a cycle in Gi. El 
To get a lower bound for Y(Tl), we define 
Z(G) = 2”~ + min Zn(G). 
(rEE 
where 
d if G consists of a sangk vertex, 
Z”(G) = Z(G’) + Z(G”) if Q splits G into G’ and G”, 
1 Z(G’) otherwise, >where G’=(V,E-a). 
Claim. Y( T,) 2 Z’(G). (9 
Y( Ti) 3 (Gi) is easily shown by induction on the height of T,. I23 
Thus, by (3), (4) and (5) we get 
IQ 3 Z(d). (6) 
But, 
where S(i) = SG (6) and the W”‘s are the dis raphs which were obtained in the 
deletion process which is implied bv the definition of Z(c). e 
We now specify G as in Section 2. Of all the G?s we can choose a sequence 
which satisfies the conditions of Lemma 2.3.1. Hence, there is an * such tha 
2 c’n. So, by Lemma 2.32, 
), IQ 23 2’” and we have 
1 
4 rem 4.2.1. for some c B 0. 
orollary 4.2.1. with subsumption is exponential. 
The direct proof for Corollary 4.2.1 is much simpler than the proof of Theorem 
4.2.1. It does not use Lemma 42.1 and Lemma 4.2.2. (See [7] or 191.) 
Note that by (4) and (7), & 2 Ci 23~ But actually, fi = cj LW. The second 
inequality follows from the following observation: Consider the deletion process 
implied by the detinltioa of Z(e). By Lemma 3.3.1 it has a corresponding regular 
proof tree ri: 
Lemma 4.2.3. The number of distinct clauses on p associated with G(‘) is s 3). 
Hence, N(p) G Ci 2’(a), and f must be optimal. Note that ? is a DP tree. This 
implies: 
Theorem 4.2.2. For 
more powerfu 
sets of clauses associated with 
the Davis-Putnam procedure. 
graphs, regular resolution is no 
Note that the observation above implies that there always exists an optimal DP 
tree. However, one can easily show that an optimal tree is not necessarily a DP tree. 
4.3 Proofs of the Lemmas 
(cl, = GJ 
Assume xi 
connecte 
AS we observed above, xi ust break a cycle in 
, since if it did, th 
imply that Xi E 
42 
Let H, be one of the two. 
Fig. 4.3.1. Gi. 
For r on t?-:,- path from il to It7 let H, = H n G, and let 
i.e., 6, is the contribution to the parity of C, by edges in the exterior boundary of 
M. 
Claim. &I = &I @ E (H). (9) 
Similarly, &2 = El, \B E (23). But Se = & and Si, # 6i2. (Cit = Ci v Xi, Ci, == Ci Zi and 
Xi E Pi.’ ,, = Fz:z). This contradiction proves the lemma. 
TO prove the claim we show by induction on the distance of r from il that 
&I= &@E(H-H~). ( 0) I 
This is obvio+Jsly true for r = i,. Assume that the result holds for r, and let rl, r2 be 
the sons of I, r1 is on the path to I,. The only case in which 6, (or &($I - HI,)) can be 
different fro- &.I (or E(H - H,,), respectively) is when the deletion of X, from G, 
splits it into GrI and G, c Hr. 
Fig. 4.3.2. G,. 
deleted and some new terms added. Since in mod 2 sum 
5am.e as “adding”, 
&? = S,@ terms added @I terms deleted. (11 
r 
r 
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This follows from 
(c) u:# U, and E2f= aj for laIl j# r. 
also, H - H,, = (H - H,) U G, and the two subgraphs are vertex disjoint. Thus, 6 
P-(H - Hr,) = E(H - ffr)@~(G,). (13) , 
Substituting (ll)-(13) into (10) yields (10) for rl. El 
f of Lemma 4.2.2. Let G = G, and let {Hi)jm_l, (kj}im_ly sl, Fy’ be as defined in 
ection 2. Recall that all of these were defined by considering G as a subgraph of 
a@>. In this proof only we consider G as a subgraph of Gi for each i, an ancestor of 1. 
We will add the index i to get the corresponding parameter, e.g., FYI is the interior 
boundary of G, w.r.t. Gi, etc. 
- By definition of s1.i 
%,i = IF~~I + 2 (kj,, - 1). 
j=1 
(14) 
Claim. S1.i _s the number of variables x. from i to I that break a cycle in Gj, but not 
an exterior cycle with respect to G,. 
The claim proves the lemma since for i = 1, G1 = G, and hence the number of 
times Xj breaks a cycle i;~ Gj but not an exterior cycle w.r.t. Gr is nr - ml, 1 = sl, l = sl. 
The claim is easily proved by induction on the distance of i from 1. For i = Z, 
0 = 0. Assume it holds for i1 the son of 3’. If xi splits Gi, all the terms for i, in (14) are 
ttz same as for i (also if Xi is in the boundary of G, since the corresponding kjSil is 1 
and does not contribute anything to the sum in (14)). If xi breaks an exterior cycle in 
Gi w.r.t. G, nothmg changes either. Otherwise, 
(a) if xr 6~ Fin’, hen 1 I”:; 1 = I Firi’, I+ 1 
(b) if Xi E F’“‘, 
mi=mi 
I 
(k hi 
j=l 
and 
k) if x, is as ii) e reraaining case), t 
m, = mi - 1 
t 
j.il - 
j=l j=l 
rroof of Lemma M.3. It is implicit in the proof, of Idemma 4.2.1 that if i jg an 
axestar of I in a proof tree, then the parity of the number of complemested 
variables corresponding to edges which connect GI with any one of the cohh&ed 
components of Gi - GI is determined given Gi and Gi and does not depenQ 011 the 
path from i to 1. (This is exactly the meaning of (9)) Thus, taking i = 1, Gl ~8x1 have 
at most 
distinct clauses associated with it. (2’i-’ is exactly half of the ways ~a 
compkements o the edges which connect G1 and Hj. Indeed, exactly half QF rh~?m 
satisfy the parity mentioned above.) 0 
4.3 Comparison to Tkeitin 3 proof 
Our method of proof is essentially indentical to that of Tseitin. Tseitin introdticed 
the way of associating sets of clauses with graphs, and lemmas 2.3.1,2.3.2 atld 2.3.3 
are due to him. ‘rseitin then introduced, what we call here, deletion procetss fr~ld 
showed that given a regular proof tree there is a deletion process which cortespotids 
to it. To get the lower bound, Tscltin defined the function Z(G) and then showed 
that fi 2 Z(d). This last part, which is the hardest in the proof, is where auf proof 
proceeds differently. Thus, neither Lemma 4.2.1 nor Lemma 4,2.2 can be found ih 
Tseitin’s proof. The cornpnrison at this point is difficult due to the fact that alrflast 
no details are give:; by Tseitin. 
Our improvement over Tseitin’s result is due to the choice of the graphs. Except 
for the last stage, the proof does not depend on the specific graphs. The graphs are 
chosen so that a large subgraph G should l-rave large SG, which is achieved in our 
case by Lemmas 2.3.1 and 2.3.2. The bound depends essentially on how large $G can 
be. Originallv Tseitirr chose the k x k square grids. In that case, n = 0(k2), abd 
using similar;echniques he could show that there is an i such that S(i) 3 ck (instead 
of (8)). As a result he obtained a 2”“’ lower bound. In his direct proof for an 
exponential ower bound for the DPP, Kirkpatrick [9] considered other graphs 
which are obtained by a simple transformation from the k-dimensional cubes for 
k 23. Weado ted these grsphs in [7] to increase the bound to 2cn’~‘ogn)2. Fi aJly, the 
choice of Margulis’ graphs enable us to improve the lower bound to 2’“. 
Although we have improved Tseitin’s result, we feel that. the main cont,2bution 
aper is clarifying and simplifying an important result which would be altiost 
inaccessible otherwise. 
avis-Putnam procedure and regular resolutio 
ber of distirlct clauses when the inputs are SQ~S OP 
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clauses which correspond to some graphs. However, these inputs are noit inherently 
hard. In fact Tseitin observed: 
Theorem 5.1. For every set of clauses cy which correspond to a graph there is a proof 
tree T, which uses extension, such that the number of distinct cl’uses on T is 
polynomial in 1 at I. 
In fact there is a proof tree with Q( 1 CY 1 log 1 ar I) distinct clauses. For proof see [7] 
or [9]. 
As we mentioned in the introduction, the complexity of resolution is still open. 
Although we feel that it must be exponential on the graph inputs, we could not even 
show that Camp(n) 2 cn for all c. One possible way to settle this question might be 
to find a way to transform every resolution tree T to a regular tree ‘1 ‘, so that 
N( 7’“) G p(N( T)) where p is a polynomial. One can easily do it by using extension 
(VI) . . 
Theorem 5.2. Using extension, we can transform every resolution tree T into a 
regular proo{ tree T’, so that N( T’) = Q((N( T)?)). 
But wit1 out extension we do not know how to do it. 3n the other hand we could 
nqt give examples for an input cy such that there exists a non-regular resolution tree 
T using cy with complexity smaller than the complexity of all regular tree:s using cy. 
-4nother interesting problem is whether regular resolution is more powerful than 
the IXI? T’heorenl 4.1.2 indicates that if the ans’tier is affirmative, then one will 
need new contradictory sets of clauses, other than :hose corresponding to graphs to 
prove this. 
The last problem which seems to be the hardest and is probably the most 
important is to determine the complexity of extended resolution. In fact we believe 
that the methods described in Section 2 to generate contradictory formulas cannot 
be used to sk~ow that extended resolution is exponential. Moreover, we feel that this 
open problem will be settled only when the two open problems involving P and NP 
are solved. 
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