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Abstrakt 
Tato práce je zaměřena na multiplatformní grafická uživatelské rozhraní a jejich hardwarovou 
akceleraci. Popisuje, co to uživatelské rozhraní jsou a srovnává nástroje na jejich tvorbu  a způsoby 
jejich realizace. Hlavním bodem je vlastní návrh a implementace nástroje na tvorbu 
multiplatformních hardwarově akcelerovaných grafických uživatelských rozhraní. Srovnává vlastní 
koncept s existujícími řešeními, a uvádí ho do praxe na projektu s externí firmou. 
 
 
 
Abstract 
This thesis is focused on a multi-platform graphical user interface and its hardware acceleration. It 
describes what the user interfaces are, it compares the tools used for their creation, and the methods of 
their realization. The main focus is a custom design and implementation of tools used for creating a 
cross-platform hardware accelerated graphical user interface. It compares my own concept with 
existing solutions, and places it into practice on a project with an external company. 
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 1 
1 Introduction 
This work focuses on creating graphical user interfaces. It describes the importance and distribution 
of graphical interfaces, and is dedicated to languages that describe them. One of the chapters is 
focused on the implementation of a graphical user interface, which describes various ways the user 
interface is employed across platforms. Due to this, the work focuses mainly on creating a cross-
platform interface and compares tools used for its realization. Hardware acceleration is another point 
of focus of this thesis. There are advantages and disadvantages describing the hardware acceleration 
and the tools used for hardware acceleration. Furthermore, the hardware implementation of graphical 
user interface is discussed. 
            A large portion of this work focuses on the design of a custom solution for generating a 
graphical user interface. This proposal focuses on several key objectives that make this concept a very 
interesting solution, and in many respects, exceed the capabilities of today's solutions. Among the 
most interesting aspects, an emphasis on the scalability concept, realizing the absolute target platform 
and an effort to not to limit the user in any way or direction, is included. An integral part of the focus 
is on the performance of the solution, which is automatically optimized and the hardware is 
accelerated. 
 The last part of the thesis describes the implementation of technologies and proposed 
algorithms. It also compares the production rate of my own solutions with existing solutions. The 
most interesting part of the implementation describes the use of my solution in a real situation, in 
which this solution was used in cooperation with external companies, to create a tablet application. 
Work on this project, including a summary of advantages and disadvantages, is an integral part of the 
entire thesis. 
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2 Graphical user interface and 
technologies 
The subjects of this chapter are graphical user interfaces and technologies that are used for their 
creation. At the beginning explained what that user interfaces are and what categories are divided. 
Other sub-chapter is very important, deals with the definition of graphical user interface and the way 
they are described. An integral part of thesis is analysis of how the graphical user interfaces are 
implemented. This work is focused on hardware acceleration and it is a topic that is discussed in 
detail in the next section. Conclusion of this chapter describes the implementation of accelerated 
graphical user interface and methods of optimization. 
2.1 User interface 
User interfaces are a part of a field of study called human-computer interaction (HCI). This entire 
field is about communication between a user and computer, trying to find the most effective way of 
communicating together. The user interface is the software that people can see, hear, touch, talk to 
and so on. It contains two components of communication, input and output. Input is a way for the 
user to control the computer with his commands. For controlling, an input device is necessary some 
options include keyboard, mouse, touch-screen, microphone and many other possibilities. On the 
other hand output is way for the user to receive feedback from the computer. For output, two types of 
communication are used today, mainly a display screen followed by auditory capabilities, such as 
sound and voice.  
 A user interface is a collection of techniques and mechanisms used to interact with 
something. This thesis will focus mainly on the graphical user interface (GUI), which can be defined 
as a user interface where the primary interaction is a pointing device of some kind. The pointer 
simulates the user's hand, which interacts with graphic elements simulating referred objects. It's a new 
approach used following the old text commands control. [1] 
2.1.1 Categories of graphical user interface 
Graphical user interface consists of multiple parts. The main parts of desktop program's GUI are 
windows. A window is an area of the screen with rectangular shape, defined by the border that 
contains a particular view of some area of the computer or some portion of a person’s dialog with the 
computer.  [1] 
 The graphical user interface can generally be split into three categories. These categories are 
very important and many other components used in the graphical user interface are derived from 
them. 
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Layout Category 
The layouts are the most general components of the user interface. They are container-based 
components, like windows, panels, groups, etc. They are containers for other components. No visible 
graphics are needed, but some have parts of graphics, for example windows or panels. These elements 
can have some type of layout, with a style of components in child ordering. For example, vertical 
layout places its children above themselves, and there are many other styles. 
 
 
Navigator Category 
Navigation components are used for navigating within the application. Between them, belong menus, 
or tab bars. It is important in graphical user interface designing, because navigation is most frequently 
used tool. 
 
Controls Category 
Controls are the most specific components of a graphical user interface. They include every 
controlling component. This means, all components with some special function. For example buttons, 
labels, images, video elements, radio buttons, check buttons, and so on. These elements are placed 
into the layout category elements and can be used in the navigator category, for navigation 
controlling. 
 
 For the pseudo category could be considered a graphical user interface of others platform. For 
example it could be a mobile systems. On the mobile systems, the decomposition of graphical user 
interface parts is different. There are some specific challenges of mobile designs. Applications are not 
in separated windows, where more than one window can be seen at a time, but are run in a full screen 
mode, which is similar to a desktop, where no windows are visible.  Another important concept is the 
kind of pointer device, which is usually a touch-screen. This type of controlling needs an updated 
GUI, because small targets are difficult to touch. There are many other challenges, which have to be 
overcome, for example, the difficulty of typing text, physical environments (people using their 
phones and other devices in all types of places: in the bright sun, in dark theaters,...), but it is not 
important for this thesis. [2] 
 More about another challenges and graphical user interfaces designs on mobile systems is 
included in the recommended books at the end.  
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2.2 Definition of graphical user interface 
This chapter describes how graphical user interfaces are defined for application usage. It begins with 
mark-up languages, which other principles are based on. The most used terminology for describing 
graphical user interface is referred to as user interface markup language. Many of the markup 
languages are described in this chapter. 
2.2.1 Markup languages 
Markup language is a modern system for annotating a document in a way that is syntactically 
distinguishable from the text. [http://en.wikipedia.org/wiki/Markup_language] 
 All markup languages are derived from standard generalized markup language (SGML). 
SGML is a system for defining markup languages.  [http://www.w3.org/TR/html4/intro/sgmltut.html] 
Among the most popular languages include hypertext markup language (HTML), extensible 
hypertext markup language (XHTML) and extensible markup language.  
 
 
Image 2:1 Showcase how some of markup languages are derived from each other1 
2.2.2 User interface markup languages 
User interface markup languages are markup languages mostly based on XML (but it is not a rule), 
which describe date structure and controls of graphical user interface. The advantage of these 
languages is that the content of the user interface can be created once, without having to understand 
the existing and future device types to which content will be send. It only describes elements of 
graphical user interface as inputs, buttons, menus, etc. But on each device type controls can look 
different, depending on the device type or system (for example, the same button on a desktop can 
                                                      
 
1 http://dret.net/lectures/services-fall06/img/sgml-html-xml-xhtml.png 
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look different on a mobile system). For this reason, the cross-platform graphical user interface 
definition is often used and it is important to understand. 2 
 
User Interface Markup Language (UIML) 3 
UIML is XML based markup language for defining user interfaces, where XML is used as a 
description of data structures of a user interface. UIML file also contains a description of the specific 
content, like text, name of images and so on. It can contain some of the user input events description, 
or resulting actions. The markup is described in the UIML Specification, which includes the formal 
XML document type definition of marks.  
 
MXML4 
MXML is XML based markup language first introduced by Macromedia in 2004. It is the main 
language for graphical user interface in Flex (which is later renamed to Adobe Flash Builder, more 
about this tool is described later). It is a high-level overview of the two programming languages - 
Action Script and MXML, where Action Script (3.0) is an EXMA-compliant scripting language 
similar in syntax to JavasSript  and Java. MXML is based on XML-based language similar to CFML. 
 Flex defines two sets of components: Spark and MX. The Spark components are new for Flex 
4 and are defined in the spark.* packages. The MX components, are shipped in previous releases of 
Flex and are defined in the mx.* packages. The main differences between Spark and MX components 
are how you use CSS styles with the components and how you skin them. For the container 
components, there are additional differences in the layout performance of the containers.5 
 
XAML 
XAML is another XML based language for graphical user interface description. XAML is 
implemented by Windows Presentation Foundation (WPF) applications and it is a declarative markup 
language. It is created by user interfaces for .NET Framework applications. XAML directly 
represents the instantiation of objects in a specific set of backing types defined in assemblies. This is 
unlike most other markup languages, which are typically an interpreted language, without such a 
direct tie to a backing type system. XAML enables a workflow where separate parties can work on 
the UI and the logic of an application, using potentially different tools.6  
                                                      
 
2 http://en.wikipedia.org/wiki/User_interface_markup_language#UIML 
3 http://searchsoa.techtarget.com/definition/UIML-User-Interface-Markup-Language 
4 http://www.adobe.com/devnet/flex/articles/fcf_mxml_actionscript.html 
5 http://help.adobe.com/en_US/flex/using/WS92a952957940f5c1611f737312188328b93-8000.html 
6 http://msdn.microsoft.com/en-us/library/ms752059.aspx 
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QML 
QML is a declarative language designed to describe the user interface of a program, including how it 
should look like and behave. The structure of QML elements is like a  tree with properties of objects. 
QML has syntax based on JavaScript, this language is used in Qt developing tools, which is described 
later. 7 
 
Summary of UIMLs 
In this chapter, some languages were described, which are used for graphical user interface definition. 
Most of them are based on XML, which has several advantages. The XML parser is easy to write and 
some exist on almost every platform. Working with lexical analysis is much less demanding. An 
important part of these languages is, that elements can be implemented on each platform differently. 
The topic of realization of graphical user interface is discussed in the next chapter and it is very 
important for understanding my custom design, later in this thesis. 
2.3 Realization of graphical user interface 
On each platform there is some native framework for realization of graphical user interface. It has 
some advantages and disadvantages. Between advantages belong easy to use components of graphical 
user interface, which are a part of the design guideline of the platform. These components usually 
have possibilities of modification by some of the styles mentioned above, but the programmer is 
limited and does not have options for controlling how the components are rendered. There is also a 
closed set of components.  
 In this thesis, the focus is set on a multiplatform graphical user interface, which does not 
usually use the native components of graphical user interface, but has it's own set of these 
components. For multiplatform usage, usually the graphical user interface is generated on a targeted 
platform dynamically. This is possible by runtime interpreter of source files, or sometimes it is 
referred to as a virtual machine. It has some pros and cons. The advantages are easy implementation 
and addition of a new platform, where application can be run. But this application has to be 
interpreted twice at one time, where the first interpretation is on the side of operation systems and the 
second on the content of the application inside. This implementation loses a lot of performance, 
which can be used for calculating application algorithms. More about virtual machines is described in 
my bachelor's thesis, where the virtual machine is also designed and implemented. [13] 
 Another way, is to create a compiled binary code for each platform, where the application is 
written in platform language. The biggest advantage of this solution is in the performance, but many 
                                                      
 
7 http://doc.qt.digia.com/4.7/qdeclarativeintroduction.html 
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others exists. The limitations of the virtual machine mentioned above do not exist in this situation, 
because no of them are used, and the components of platform guidelines can be created. This access is 
used in my custom design and it is extended for optimization techniques, which will be described 
later. 
2.4 Tools for creating graphical user interfaces 
There are many tools for multiplatform graphical user interface creation. Some of them, which are 
similar in custom design, are described in this chapter.  
 
Adobe Flash Builder 
Flash Builder is a solution from Adobe company, which can be used on many platforms, ranging 
from web application runs in Flash Player, on desktop systems, to mobile and embedded systems. 
 With Adobe Flash Builder it is possible to create complex 2D and 3D applications, where 
Action Script 3.0 language is used. It is object oriented language based on ECMAScript language 
specification. The advantage is great support of other Adobe tools, which can create animations, 
vector or bitmap graphics. Adobe Flash Builder contains WYSIWYG (what you see is what you get) 
editor for graphical user interface creation, where many components are created and ready to use. 
Adobe Flash Builder generates a compiled application, where the core of the application is a virtual 
machine called Action Script Virtual Machine (version AVM1 and AVM2), it contains large 
performance leaks used for interpreting of the internal code. The Action Script in application is not 
compiled, but it is interpreted. The problem with a generated application is during exporting, with 
extentions of the application. If a programmer wants to extend the application with some unsupported 
features of the targeted platform, it is not possible. But now, the Adobe Flash Builder contains Native 
Extensions. It is a way of extending the application in a selected platform, but it is quite complicated 
and slow to use.  
 Another way, is the possibility to use accelerated 3D space, which is a big advantage. This 
technology is called Stage3D. The programmer can have access to graphical pipeline, but not directly 
(it is for multiplatform use, where a different pipeline can be on each platform). It is another 
limitation, but that is understandable. This kind of hardware acceleration does not support tools for 
creation of graphical user interface under Stage3D and it necessary to create a custom solution. 
 
Qt 
Qt [9] is a C++ based application framework, which allows applications to be ported to different 
platforms with minimum hassle. Qt was originally developed by a Norwegian company, Trolltech. 
The company was acquired by Nokia in 2008 and, at present, Nokia continues to develop Qt. At 
Nokia, Qts licensing has become more permissive, and the development processes more open. Qt is 
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currently available under both, a commercial license and the open source LGPL. The biggest 
advantage of Qt is native code export, without a virtual machine. As was described before in this 
thesis, this solution is much more effective for performance and has not limitation. There is one 
exception to this rule called Qt Quick, which makes quick export runs in the JavaScript virtual 
machine.  
 Qt has components for hardware acceleration, called QGLWidget, which bring access to the 
OpenGL graphical pipeline. Qt can be used on desktop and mobile or embedded systems. The user 
interface is described by QML language. 
 
Game Engines 
Another interesting part of graphical user interface tools are game engines. These engines are 
optimized for the creation of games, working with accelerate graphics, and user interface can be 
created there. Among the most known belongs Shiva Stonetrip8 or Unity 3D9. 
2.5 Accelerate graphic 
This chapter describes accelerated graphics, the pros and cons of them, several details of acceleration 
in practice, and some tools for the implementation. These technologies are used in custom design and 
implementation. 
2.5.1 Overview 
 Hardware acceleration is a concept, where software solution, which is running on a computer 
processor unit (CPU), is moved to a specific part of hardware. This part of hardware is able to 
perform required information quickly and saves processor time, which can be used for another 
process. A typical example of this is a graphic processor unit (GPU) and on this unit the whole 
chapter will be focused. 
Architecture of a modern GPU is different from CPU architecture. CPU contains a small 
amount of processors, which are very complicated, but universal. It allows execution of a large set of 
operations, and it is opposite of GPU, where the processors are not universal, but specific. GPU is 
optimized for a small set of operations, which are very fast. The number of processors on GPU is 
much greater and it is prepared for parallel usage. For these reasons, GPU has greater architecture 
performance than CPU (for specific operation). 
                                                      
 
8 http://www.stonetrip.com/ 
9 http://www.unity3d.com/ 
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Image 2:2 Difference between CPU and GPU architecture 
Graphic acceleration is a method, where graphic content is directly computed on a graphic card 
by graphic application programing interface (API). Between these APIs belongs OpenGL, OpenGL 
ES, DirectX, etc. Some of them are described later in this thesis. The low-level control has many 
advantages and disadvantages. The benefits include absolute control of graphics, where each point of 
design is controlled by the programmer.  It allows creation of all graphic effects, for example, some 
3D deformation effects like crumpled up paper. In classic development it is very complicated, the 
bitmaps have to be modified, it is hard to code and a slow process. With graphic API, it is an easy 
way, simply by transformation of vertices in animation. This way does not destroy bitmap 
information and can be restored to its original state. Therefore, advantages are mainly increased 
performance and freedom in graphic creation. 
 
 
Image 2:3 Compares of GPU and CPU performance in time 
As for the disadvantages, this could include a more complicated implementation of these 
solutions. If hardware acceleration is used, programmer looses many developer tools than can be used 
in classic methods. The tools for profiling and debugging of accelerated solutions are not as user-
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friendly as others. So the first problem is the complexity of the method. The second problem is an 
extensive amount of hardware, where graphics cards support different technology for acceleration and 
it are not dependable, if our solution works everywhere. These problems are large concern and for 
these reasons, a high-level tool is more comfortable for use. 
2.5.2 History of graphic pipelines 
The three-dimensional graphics pipeline hardware evolved from large expensive systems of the early 
1980's to small workstations and then PC accelerators in the mid-to late 1990's until now, where 
modern technology for graphics rendering are embedded into mobile systems. Performance increased 
from 50 million pixels per second to 1 billion pixels per second and from 100 000 vertices per second 
to 10 million and more vertices per second. The net result is, that over the last 30 years graphics 
architecture has evolved from a simple wire-frame diagram to a highly parallel design consisting of 
several deep parallel pipelines capable of rendering the complex interactive imagery of 3D scenes.  
 In the history of graphics pipelines there are three important milestones. The first milestone is 
an era of fixed-function graphics pipelines. This means that pipelines were configurable but not 
programmable. Within this era, popular graphic application programming interfaces were created, 
DirectX, and OpenGL, which are described later. They are based on a host interface, which receives 
graphics commands and data from CPU. For greater efficiency the host interface usually contains 
direct memory access for transferring bulk data. The host also communicates back, where status and 
result data were returned. This version of graphics pipelines was used almost twenty years. 
 
Image 2:4Architecture of fixed-function graphics pipeline 
The next milestone is evolution of programmable real-time graphics. Into pipeline was added 
programmable parts, which can executed program (shader) into graphic card directly. By this 
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programmes can be data on graphics pipeline modified. For example vertices on vertex shader, 
fragments on fragment shader or some pixel operations on pixel shader.  
 Another step in graphics pipelines evolution are unified graphics and computing processors. 
The unified processors array allows dynamic partitioning of the array to vertex shading, geometry 
processing, and pixel processing. Because different rendering algorithms present wildly different 
loads among the three programmable stages, this unification allows the same pool of execution 
resources to be dynamically allocated to different pipeline stages and achieve better load balance. 
 The last step of this overview is GPGPU, where hardware designs evolved toward more 
unified processors, which can be used for another purpose than just rendering of graphics. The 
computations had to be written as a pixel shader. More about GPGPU is in the last chapter of 
theoretical part.  
 
Image 2:5  Architecture of programmable graphics pipeline 
 
2.5.3 OpenGL 
OpenGL is defined as a software interface to graphics hardware. [] It is technology for drawing 
directly on graphical hardware and it is used for acceleration of graphical user interface in custom 
implementation on desktop. For this reason is this chapter focused on important part of OpenGL. 
 OpenGL interface consists of 250 commands, where 200 is part of OpenGL core and 50 
others is in a library of utilities. OpenGL is modern interface, independent on hardware and runs on 
many platforms. Because of that there are not commands for windows control and any other specific 
platform issues. [6] 
 OpenGL works as a state machine, where each state has an assigned value up until it is 
changed. One of the many states is for example color. After setting the color, all new objects are 
rendered by this color. Each of these state modes or state variables has an initial value and OpenGL 
allows to receive the assigned value by commands like glGetBooleanv(), glGetDoublev(), etc. An 
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interesting possibility is hold values of state in collection, where by glPushAttrib() / glPopAttrib() 
you can modify the value of a state and after a while return it into a previous value. [6] 
Most implementations of OpenGL have same collection processes, which are called OpenGL 
rendering pipeline. The sequence of these processes is not strictly defined, but it is usually similar. 
There are a couple important parts, which are shortly described here, to help understand how OpenGL 
works and how it will be used in a custom implementation. The first part is a display list, where some 
OpenGL commands can be saved for future execution. If a display list is executed, the commands 
saved there are executed in the same order as they were stored. This part of pipeline can improve 
performance and it is advantageous for drawing of same geometry or for same state changes, which 
are used more than once. Another part is for vertex operation. Each geometric shape is described by 
points in a 3D space and from these points polygons are created. These points are called vertices, and 
all vertices transformations are performed here. On the vertices, texture can be applied, if more than 
one texture is used, performance improvement is a better way of saving the textures into textured 
objects, which are optimized for texture switching. After texturing the next part of pipeline 
rasterization, where all geometric and image data are converted onto fragments. On the fragments, 
some operations can be applied and at the end, they are written into a frame buffer as pixels. This was 
just short overview of OpenGL rendering pipeline. Most important parts for custom design and 
implementation are vertex operations and work with textures. More details about OpenGL pipeline is 
in recommended literature at the end of this thesis. 
 
 
Image 2:6 OpenGL pipeline10 
 OpenGL graphical API supports work with libraries. These libraries extend the capabilities of 
the interface. As it was written, OpenGL is a low-level library for graphical rendering across 
platforms, it has no commands for windows controls or handling inputs from a keyboard, mouse and 
others devices. To support these items, it is necessary to use some kind of library, which is allowed 
                                                      
 
10 http://www.songho.ca/opengl/files/gl_pipeline.gif 
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for OpenGL. This library is called GLUT11 and it is also used in desktop implementation of custom 
solutions.  
 GLUT stands for OpenGL Utility Toolkit and it is a window system independent toolkit for 
writing OpenGL programs. It implements a simple window application programming interface for 
OpenGL. It is a cross-platform utility, but it does not have full support of graphical user interface. If 
more sophisticated components are needed, the better solution is to use a native window system 
toolkit. GLUT supports multiple windows for OpenGL rendering, callback driven event processing, 
sophisticated input devices, creation of some kind of menus, bitmap and stroke bitmaps, window 
management and others features. 
2.5.4 OpenGL ES 
Because this thesis is focused on multiplatform creation of graphical user interface, where mobile 
systems are an important part and there are a lot of different things in its implementation. In this part 
the focus is set on graphic rendering, where OpenGL ES is used as drawing API. OpenGL ES is a 
mobile version of OpenGL and here will be described the main differences between both version. 
 OpenGL ES is a low-level, lightweight API for advanced embedded graphics using well-
defined subset profiles of OpenGL. OpenGL ES currently has two version, where the older version 
1.xis is for fixed function hardware and offers acceleration, image quality and performance. It is 
derived from desktop OpenGL 1.5. There is no programmable 3D graphics pipeline, it is only on 
version 2.x. The new version, which is standard on modern mobile systems, is derived from desktop 
OpenGL 2.0. It contains OpenGL ES shading language, and it helps minimize cost and power of 
advanced programmable graphics subsystems. Also there are frame buffer objects and it has 100% 
backward compatibility to version 1.x 12  
2.5.5 Other possibilities 
The modern graphic processing unit can be used in more cases other than for rendering of graphics. 
This thesis is mostly about acceleration of graphics, but it can be used for other purposes. Because the 
GPU contains many parallel processors, it is a good idea to use them for computing. It brings a great 
tool for optimization, where CPU is not necessary to be used for running of algorithm, and with 
massive parallel programing, these algorithm can be done much faster. 
 This field is called GPU computing and it starts with Tesla GPU architecture from NVIDIA, 
when they realized that its potential usefulness would be much greater if programmers could think of 
the GPU like a processors. They modify shade processors to fully programmable processors with 
                                                      
 
11 http://www.opengl.org/resources/libraries/glut/ 
12 http://www.khronos.org/opengles/ 
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large instruction memory, instruction cache, and instruction sequencing control logic. After that they 
add some memory load and store instructions with random byte addressing capability to support the 
requirements of compiled C programs. These technologies are called CUDA and OpenCL. It uses 
graphic processing units for massively parallel numeric computing processors programmed in C with 
extensions. [5]  
 In the field of computing, general-purpose computing on graphics processing units (GPGPU), 
and it is utilization of GPU, performs computation in applications traditionally handled by the CPU, 
while GPU used alone, typically handles computations only for computer graphics. OpenCL is the 
current dominant open general-purpose GPU computing language, and the dominant framework is 
CUDA from NVIDIA.13  
2.6 Realization of accelerate graphical user 
interface 
In this chapter is described how a graphical user interface can be accelerated and how is the 
acceleration realized. It is important to realize, that whole acceleration is done by some of graphics 
API, and the API is used mostly for three-dimensional graphics. So first problem of solution is render 
two-dimensional graphical user interface in three-dimensional space. Also, everything what can hold 
some of graphics values have to be consists from the geometry. The geometry consists of the points, 
which are called vertices and they are located in the three-dimensional space. The list of these points 
creates geometry and the order in the list is important, because it affects the visible side of geometry. 
Almost each part of graphical user interface is represented by two triangles in three-dimensional 
space and if the triangle should be visible, the right-hand rule14 has to be used. 
Each vertex consist position and some kind of graphics information. It could be the color, in 
that case, the polygon is filled by interpolated colors of the vertices. Vertex can have, except color, 
the texture information. If the vertex has texture coordinates of the texture, it is applied on the 
polygon and the texture can be drawn by this way. In this thesis is also set focus on the performance 
of graphical user interface. One of the optimize methods is called Texture Atlases and custom 
solution of this method is also implemented in my own solution in the later chapter of this work.  
 
                                                      
 
13 http://en.wikipedia.org/wiki/General-purpose_computing_on_graphics_processing_units#GPGPU_ 
programming_concepts 
14 http://www.csse.monash.edu.au/~cema/courses/CSE5910/lectureFiles/images/lect8a/ 
frontFacingPolygon.png 
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Image 2:7 Right-hand rules example15 
The high cost of drawing large amount different objects is one of the biggest problem in rendering of 
graphics. The high cost of individual render calls is computed by the high cost of render state changes 
between different objects. And the important part in this regards is the texture switching. In the 
complex scene, there might be a thousands objects, using the large number of different textures. So in 
this part is expensive performance leak16. 
 To solve this problem is used the method of Texture Atlases. It is way, where the couple of 
textures are merged into one bigger texture.  It decreases the number of texture, which are used in 
application and it also saves the memory on graphic card. Because of the texture size has to had each 
side power of two. This rule is existed to reason of mip-maps17. The mip-maps are pre-
calculated, optimized collections of images that accompany a main texture, intended to increase 
rendering speed and reduce aliasing artifacts. They are widely used in 3D computer games, flight 
simulators and other 3D imaging systems. And the reason of defined size of texture side is for mip-
maps generating, where mip-map has half size of bigger texture. [12] 
 With texture atlas is used less count of textures and usage of memory is also better. Always 
just part of the Texture Atlas is mapped onto surface of geometry and it is process of Texture Atlases. 
Into this chapter is also includes the way of Texture Atlas create. The biggest problem is, how to 
organize a textures into one big container texture. The algorithms that solve this problem are called 
the maximal rectangles algorithms. [11] 
                                                      
 
15 http://www.csse.monash.edu.au/~cema/courses/CSE5910/lectureFiles/images/lect8a/ 
frontFacingPolygon.png 
16 http://www.gamasutra.com/view/feature/2530/practical_texture_atlases.php 
17 http://en.wikipedia.org/wiki/Mipmap 
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 There are a number of these algorithms, but nevertheless I design my own for the most 
effective way to order textures into Texture Atlas, which is deeply described in the implementation 
part of this work. 
 
 
Image 2:8 The showcase of power of two texture, where the biggest part of texture is an unused 
 
 
Image 2:9 The Texture Atlas, where more textures are packed into one18 
  
                                                      
 
18 http://gamua.com/img/starling/featlist/texture-atlas.jpg?mtime=2012-08-28-1513 
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4 Implementation 
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5 Conclusion 
In the thesis, I dealt with user graphical interfaces, especially their description and realization across 
platforms.  
 The methods and tools used to create them were described. An important part of the thesis 
was the realization of my own graphical user interfaces, with a focus on the hardware acceleration of 
the graphic user interface. 
 I also designed the library, which uses its own language to describe the user graphical 
interface. These interfaces are further generated in a manner, which does not limit the user in the 
options of the use of the functions of the selected platform, because it generates the source files in the 
language of the platform, which can be further expandable. It is very easy to extend the set of 
supported platforms, as individual exports are based on templates that are easy to add. Furthermore, 
the user is not limited in possibilities of graphic design. This is because the graphical user interface 
rendering 3D graphics APIs may use advanced 3D effects, and so on. 
 Finally, I wanted to mention my use of the solution in practice, where the possibilities of this 
concept came to light, and the whole idea of this solution had a good impression in confrontation with 
other solutions. On the other hand, it is to be understood that the implemented part should be taken as 
a conceptual stage, which has been tested in practice. Of course, existing solutions with which this 
instrument is compared to at this time, are much more complex tools, allowing more options for use. I 
tried to point out the errors in these solutions and propose my solution for improvement. I leave it to 
the reader to judge the extent of my success.  
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Annex A  
CD Content 
• Document.pdf 
• Poster.pdf 
• Clip.mp4 
• Sources  
(all sources are Xcode or Flash Builder projects, which needs these IDEs for their running): 
o  Sources of compiler 
o  Sources of mobile core 
o  Sources of desktop core 
o  Sources of Jägermeister project  
• Source Images 
