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T´ıtulo Obtenido: Licenciado en Matema´tica
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
El presente trabajo estudia la existencia, unicidad, controlabilidad y ra´pida estabi-





donde A : D(A) ⊂ H → H, es un operador cerrado y densamente definido en un
espacio de Hilbert H, y B : G→ D(A∗)′ ⊂ H ′, H ′ denota el dual de H, es un operador
linear acotado (no necesariamente) definido en otro espacio de Hilbert G.






RICARDO ELEODORO FUENTES APOLAYA
JULY - 2009
Conseul: Dr. Rau´l Moise´s Izaguirre Maguin˜a
Obtained Title: Licenciado en Matema´tica Pura
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The present work studies the existence, uniqueness, controllability and fast stabilization





where A : D(A) ⊂ H → H, he is a closed operator and densely defined in a space
of Hilbert H, and B : G → D(A∗)′ ⊂ H ′, H ′ it denotes the dual one of H, he is an
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El objetivo principal de este trabajo es probar la existencia de un control (fuerza) tal
que equilibra una situacio´n f´ısica. En los tres primeros cap´ıtulos estamos interesados
en la parte teo´rica, notaciones, preliminares y teoremas conocidos, los cuales sera´n
generalizados para un sistema abstracto en un espacio de Hilbert.
El cap´ıtulo 4, a mi entender el ma´s importante en la parte aplicativa, veremos como se
usa todo lo desarrollado anteriormente para conseguir estabilizar el sistema. Ma´s au´n
tenemos un resultado o´ptimo en cuanto la fuerza(control) sera´ mı´nima para obtener
la ra´pida estabilizacio´n, este control o´ptimo es caracterizado como el mı´nimo de un
funcional linear.




= Ax(t) + Bu(t),
x(0) = x0,
donde el operador A tiene como dominio D(A) subconjunto de H, es un operador
cerrado y densamente definido en un espacio de Hilbert H, y B : G→ D(A∗)′ ⊂ H ′, H ′
denota el dual de H, el cual es un operador lineal limitado (no necesariamente) definido
en otro espacio de Hilbert G.
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donde A∗, B∗ son los correspondientes operadores adjuntos de A y B”. Consideramos
B el operador de control, u el control y B∗ es el operador de observabilidad.
I.1 Existencia de Soluciones del Problema Dual
Antes de dar el teorema de existencia, consideremos satisfechas las siguientes hipo´tesis.
1. El operador A∗ genera un grupo esA
∗
en H ′.
2. Existe un operador lineal limitado E ∈ L(G,H) y un nu´mero λ ∈ C tal que
B∗ = E∗(A+ λI)∗.




, ∀ϕ0 ∈ D(A∗)
llamada desigualdad directa en el me´todo H.U.M.
Observacio´n I.1. La hipo´tesis (2) puede ser considerada como un debilitamiento de
la limitacio´n de B, pues si B es limitada, consideramos E = (A + λI)−1B donde −λ
pertence al resolvente de A.
Observacio´n I.2. Las hipo´tesis (1)-(3) implican una versio´n fuerte de la hipo´tesis
(3), esto es, para cualquier T > 0, existe una constante CT > 0 tal que la solucio´n del
problema dual verifica:
‖ψ‖L2(−T,T ;L2(G′)) ≤ CT
∥∥ϕ0∥∥
H′
, ∀ϕ0 ∈ D(A∗)
Para probar esto, consideremos dos casos a seguir.
vi





‖ψ(s)‖2G′ ds ≤ C
∥∥ϕ0∥∥
H′
, ∀ϕ0 ∈ D(A∗)
• Caso 2: Si T1 < T < 2T1, Hacemos un cambio adecuado en la integral para
limitar las integrales sobre [T1, T ] y [−T, T1]. En el caso general, Hacemos en
forma iterada.
Observacio´n I.3. Por densidade, podemos mostar que la desigualdad anterior vale
para todo ϕ0 ∈ H ′. Tambie´n tenemos que ψ ∈ L2loc(R;G′), en efecto, si K es un





‖ψ(s)‖2G′ ds < +∞
Teorema I.1. Asumiendo la hipo´tesis (1), el problema dual tiene una u´nica solucio´n
ϕ(x, t), tal que:
(a) “ Si ϕ0 ∈ D(A∗), entonces ϕ ∈ C1(R, H ′) ∩ C(R, D(A∗)) ”.
(b) “Si ϕ0 ∈ H ′, entonces ϕ ∈ C(R, H ′)”.
I.2 Existencia de Soluciones del Problema Original




usamos transposicio´n, esto es, para x0 ∈ H, u ∈ L2loc (R, G) fijos, multiplicamos formal-
mente la ecuacio´n por la solucio´n ϕ del problema dual. Integramos de 0 a T ∈ R,∫ T
0
〈x′, ϕ〉H×H′ dt =
∫ T
0





























(∗) 〈x(T ), ϕ(T )〉H×H′ = 〈x(0), ϕ(0)〉H×H′ +
∫ T
0
〈u(s), ψ(s)〉G×G′ , ∀ϕ0 ∈ H ′, ∀T ∈ R
”Motivados por esta igualdad, definimos la solucio´n ultradebil o por transposicio´n del
problema.
Definicio´n I.1. Decimos que x es solucio´n del problema, si x : R → H es tal que
verifica la igualdad (*), ∀ϕ0 ∈ H ′, ∀T ∈ R.
Teorema I.2. Para cualesquiera x0 ∈ H, u ∈ L2loc (R, G), existe una u´nica solucio´n del
problema con la siguiente estimativa:






, ∀T > 0
Demostracio´n: Definimos el operador L(T ) : H ′ → R, para T > 0 fijo





∣∣L(T )(ϕ0)∣∣ ≤ ‖x0‖ ∥∥ϕ0∥∥+ ‖u‖L2(0,T ;G) ‖ψ‖L2(0,T ;G′)
De la hipo´tesis (3), resulta que “
∣∣L(T )(ϕ0)∣∣ ≤ ‖x0‖ ∥∥ϕ0∥∥+ ‖u‖L2(0,T ;G)CT ∥∥ϕ0∥∥H′∣∣L(T )(ϕ0)∣∣ ≤ CT (‖x0‖+ ‖u‖L2(0,T ;G))∥∥ϕ0∥∥H′






, ‖x(T )‖H = ‖L(T )‖H′′
Por otro lado, teniendo en cuenta la hipo´tesis (1), la funcio´n ϕ0 7→ ϕ(T ) es un auto-
morfismo de H ′, cuya inversa tambie´n es un automorfismo de H ′ verificando
∥∥ϕ0∥∥
H′
≤ C(T ) ‖ϕ(T )‖H′
Se sigue que ∣∣L(T )(ϕ0)∣∣ ≤ C(T ) ‖ϕ(T )‖H′
viii
Implica que, L(T ) ∈ H ′′ = H, es decir existe un u´nico y(T ) ∈ H tal que
L(T )(ϕ0) = 〈y(T ), ϕ(T )〉H×H′ , ‖y(T )‖H = ‖L(T )‖H′′
Por unicidad, “x(T ) = y(T ) y
〈x(T ), ϕ(T )〉H×H′ = 〈x(0), ϕ0〉H×H′ +
∫ T
0
〈u(s), ψ(s)〉G×G′ , ∀ϕ0 ∈ H ′
Como T fue fijado, la igualdad es va´lida ∀T > 0”.
“La estimativa viene de la desigualdad











Observacio´n I.4. Tenemos que podemos definir la funcio´n L : (0,+∞) → H ′′, T 7→
L(T ), dado que L(T ) es definida por una integral, resulta que L es uniformemente
cont´ınua en (0,+∞).
Por otro lado,
| ‖X(Tn)‖H − ‖X(T )‖H | = | ‖L(Tn)‖H′′ − ‖L(T )‖H′′ | ≤ ‖L(Tn)− L(T )‖H′′
Como L es cont´ınua, resulta que
Tn → T entaˆo ‖X(Tn)‖H → ‖X(T )‖H em R
Observacio´n I.5. Tambie´n puede ser definida la funcio´n f : (0,+∞)→ R,
f(T ) = 〈x(T ), ϕ(T )〉H×H′. La cual tambie´n es uniformemente cont´ınua, luego si
Tn → T ⇒ f(Tn)→ f(T )
o sea
〈x(Tn), ϕ(Tn)〉H×H′ → 〈x(T ), ϕ(T )〉H×H′
Observacio´n I.6. Tenemos que x(Tn)→ x(T ) debilmente en H ′, teniendo en cuenta,
que para T fijo la funcio´n ϕ(T ) recorre todo H ′,hacemos “
〈x(Tn)− x(T ), ϕ(T )〉 = 〈x(Tn), ϕ(T )〉 − 〈x(Tn), ϕ(Tn)〉+ 〈x(Tn), ϕ(Tn)〉 − 〈x(T ), ϕ(T )〉
ix
”“Se tiene que
|〈x(Tn)− x(T ), ϕ(T )〉| ≤ |〈x(Tn), ϕ(T )− ϕ(Tn)〉|+ |〈x(Tn), ϕ(Tn)〉 − 〈x(T ), ϕ(T )〉|
≤ ‖x(Tn)‖ ‖ϕ(T )− ϕ(Tn)‖+ |〈x(Tn), ϕ(Tn)〉 − 〈x(T ), ϕ(T )〉|
≤ ‖L(Tn)‖ ‖ϕ(T )− ϕ(Tn)‖+ |〈x(Tn), ϕ(Tn)〉 − 〈x(T ), ϕ(T )〉|
De la continuidad de la solucio´n ϕ y de la observacio´n anterior, resulta que, si Tn → T ,
entonces 〈x(Tn)− x(T ), ϕ(T )〉 → 0”.
Observacio´n I.7. Usando las observaciones anteriores mostraremos que x : R → H
es cont´ınua en todo R. Veamos en el intervalo [0,+∞), para el otro caso se hace un
ana´lisis similar.
Calculamos,
‖x(Tn)− x(T )‖2 = ‖x(Tn)‖2 + ‖x(T )‖2 − 2(x(Tn), x(T ))H
De las observaciones anteriores, si Tn → T ,
‖x(Tn)− x(T )‖ → 0
I.3 Existencia de Soluciones del Problema de Ric-
cati
Con la finalidad de visualizar la teoria que sera´ dada en esta seccio´n, veamos un ejemplo
concreto.
Ejemplo I.1. Considere el sistema

y′′(x, t) = ∆y(x, t), (x, t) ∈ Ω× [0, T ]
y(x, t) = u(x, t), (x, t) ∈ ∂Ω× [0, T ]
y(x, 0) = y0(x), y′(x, 0) = y1(x), x ∈ Ω
En principio, tenemos el operador lineal cerrado
A : D(A) ⊂ L2(Ω)→ L2(Ω), Af = ∆f
x
donde D(A) = H2(Ω) ∩H10 (Ω), de hecho el operador puede ser extendido al operador
A˜ : H10 (Ω)→ H−1(Ω)








Se prueba en TANABE H. [8]], que A es el generador infinitesimal de un grupo
cont´ınuo, denotado por etA, t ∈ R.
A partir del problema ∣∣∣∣∣∣
∆φ = 0, em Ω
φ = v, sobre ∂Ω
Constru´ımos el operador lineal y cont´ınuo (F ∈ L(L2(∂Ω), H1/2(Ω))).
F : L2(∂Ω)→ H1/2(Ω), F (v) = φ


















Primero, presentamos un teorema referido a existencia de soluciones del problema de
Riccati de un grupo fuertemente cont´ınuo.
En esta seccio´n vamos a suponer que PT ∈ L+(X), esto es < PTx, x >≥ 0, ∀x ∈ X, es
un isomorfismo con inversa QT = P
−1








+ A∗P + PA+ C∗C − PBB∗P = 0
Probaremos la existencia y unicidad de la solucio´n regular Q y su relacio´n con P .
Solucio´n Regular
xi
La ventaja de estudiar el problema (∗) es poder usar me´todos cla´sicos.“ Podemos
reescribir (∗) en la forma integral, usando formalmente la variacio´n de constantes












ds, 0 ≤ t ≤ T
Notando que e−tA es un semigrupo para t ≥ 0, dado que etA es un grupo”. Definimos











ds, ∀x, y ∈ X
Luego, tenemos que




















ds, 0 ≤ t ≤ T, ∀x, y ∈ X












dr, ∀x, y ∈ X
tenemos que





















De la continuidad absoluta de la integral obtenemos la continuidad de M(.)x. 
xii
Teorema I.3. El problema (∗) tiene una u´nica solucio´n regular Q ∈ Cs([0, T ];L+(X))
satisfaciendo las identidades
Q(t) = V ∗(T, t)QTV (T, t)+
∫ T
t
V ∗(s, t)BB∗V (s, t)ds+
∫ T
t
V ∗(s, t)Q(s)C∗CQ(s)V (s, t)ds




donde V (t, s) es el operador de evolucio´n asociado a la familia −A∗ − C∗CQ
Demostracio´n: ETAPA 1: Solucio´n maximal.
Usando el princ´ıpio de contraccio´n en el espacio Cs([T1, T ];L+(X)), para algu´n conve-
niente T1 ∈ [0, T ], obteniendo existencia y unicidad local.
Repetimos en Cs([T2, T ];L+(X)), para algu´n conveniente T2 ∈ [0, T1], y por un ar-
gumento similar vamos a tener existencia y unicidad de una solucio´n maximal en un
intervalo maximal denotado por J .
ETAPA 2: Definicio´n y Propiedades de V (t, s).
Sea T0 ∈ [0, T ] tal que [T0, T ] ⊂ J . Consideramos el problema
(Py)
∣∣∣∣∣∣
y′(t) = (−A∗ − C∗CQ(t)) y(t), t ∈ [T0, T ]
y(s) = φ,
donde s ∈ [T0, T ], φ ∈ X.









Cuando −A∗ es el gerador infinitesimal del semigrupo fuertemente cont´ınuo y la
perturbacio´n C∗CQ(.) es fuertemente cont´ınuo, lo que muestra la existencia y unicidad
de la solucio´n regular.
Se tiene la solucio´n en el sentido que verifica
d
dt







C∗CQ(s− r)x(r)dr, t ∈ [0, s− T0]
xiii
es una u´nica solucio´n en [0, s − T0]. Haciendo y(t) = x(s − t), tenemos una solucio´n
de (Py) en [T0, s]. Por tanto, existe una u´nica solucio´n de (Py) en [T0, T ] ⊂ J , de aqui
existe una u´nica solucio´n cont´ınua en J .
Denotamos por y(t, s, φ) a la u´nica solucio´n de (Py) en J , tenemos que:
La funcio´n φ 7→ y(t, s, φ) es lineal y limitada, luego pertenece a L(X).
Definicio´n I.3. Denotamos por V (t, s) el operador en X definido por
V (t, s)φ = y(t, s, φ)
Propiedades de V (t, s)
• V (t, s) esta´ definido, para todo t, s ∈ J .
• V (t, s) ◦ V (s, r) = V (t, r), V (t, t) = Identidade en X, ∀t, s, r ∈ J .
• V (t, s) es fuertemente cont´ınuo en (t, s) ∈ J × J .
• Escribimos







ETAPA 3: Identidades para Q(t)
Mostraremos las identidades
(1) Q(t) = V (T, t)∗QTV (T, t) +
∫ T
t




V (s, t)∗Q(s)C∗CV (s, t)ds




Primero mostraremos “la identidad (2)







































































































































Sea In = n(n − A∗)−1, para n suficientemente grande, tenemos que Inz ∈ D(A∗), si
z ∈ X.




































































Si n→∞ de la propiedad de continuidad de B∗ y de la convergeˆncia fuerte de In a la







































































Subtituyendo Q(s) en la integral∫ T
t
〈





se prueba que α(t) = 0”. Podemos escribir













Para mostrar la igualdad (1) Hacemos,
e−(T−t)A
∗



































































〈Q(t)x, y〉 = 〈V (T, t)∗QTV (T, t)x, y〉+
∫ T
t




















Trabajando en las integrales (como antes) obtenemos la igualdad.
ETAPA 4 Solucio´n Global.
Tenemos que Q(t) ≥ 0, ∀t ∈ J . Por otro lado,
〈Q(t)x, x〉 = 〈QTV (T, t)x, V (T, t)x〉+
∫ T
t
|B∗V (s, t)x|2 ds+
∫ T
t
|CQ(s)V (s, t)x|2 ds
donde B∗, C,Q(s), QT , V (T, t) ∈ L(X), luego Q(t) ≤ CI, ∀t ∈ J , de ahi
‖Q(t)‖L(X) ≤ C, ∀t ∈ J
Podemos extender para todo t ∈ R.
Definicio´n y Propriedades de P (t)
Teorema I.4. Q(t) es un isomorfismo, para cada t ∈ [0.T ]. Denotamos P (t) = Q(t)−1,
entonces P (.) ∈ Cs([0, T ];L+(X)).
Demostracio´n: Tenemos que
〈Q(t)x, x〉 = 〈QTV (T, t)x, V (T, t)x〉+
∫ T
t




〈CQ(s)V (s, t)x, CQ(s)V (s, t)x〉 ds
xvii
O sea,
〈Q(t)x, x〉 = 〈QTV (T, t)x, V (T, t)x〉+
∫ T
t
|B∗V (s, t)x|2 ds+
∫ T
t
|CQ(s)V (s, t)x|2 ds
Implica que
〈Q(t)x, x〉 ≥ 〈QTV (T, t)x, V (T, t)x〉 , ∀x ∈ X
Sabemos que QT es un isomorfismo y adema´s de esto, V (T, T ) = V (T, t)V (t, T ) = IX
tendremos que V (T, t) tambie´n es un isomorfismo y V (t, T ) = V (T, t)−1.
Observamos que QT define una norma equivalente en X tal que
〈QTx, x〉 ≤ ‖QT‖ |x|2
Por el teorema del gra´fico cerrado resulta que
|x|2 ≤ 1‖QT‖ 〈QTx, x〉 ⇔
1
‖PT‖ |x|
2 ≤ 〈QTx, x〉
Adema´s de esto
〈QTV (T, t)x, V (T, t)x〉 ≥ 1|PT | |V (T, t)x|
2
Tambie´n
|x|2 = |V (t, T )V (T, t)x|2 ≤ ‖V (t, T )‖2 |V (T, t)x|2
O sea,
1
‖V (t, T )‖2 |x|
2 ≤ |V (T, t)x|2
lo cual implica que
〈QTV (T, t)x, V (T, t)x〉 ≥ 1‖PT‖ ‖V (t, T )‖ |x|
2
Como V (., T ) es fuertemente cont´ınuo en J , por el Teorema de Banach-Steinhaus,
existe uma constante C > 0 tal que ‖V (t, T )‖L(X) ≤ C. De las desigualdades de arriba
resulta que
〈Q(t)x, x〉 ≥ C |x|2 , ∀x ∈ X, ∀t ∈ [0, T ]




, ∀t ∈ [0, T ]
xviii
donde P (t) = Q(t)−1. Tambie´n
P (t)x− P (s)x = P (t) [Q(s)−Q(t)]P (s)x
Por lo tanto




Obtenemos que P ∈ Cs([0, T ];L+(X)).
Para poder expresar P como dos identidades integrales, precisamos introducir el
operador de evolucio´n U(t, s) asociado con la familia A− BB∗P en algu´n sentido.
Lema I.2. Si para cada s, t ∈ [0, T ], definimos U(t, s) = Q(t)V (t, s)P (s), entonces:
1. U(t, s) es fuertemente cont´ınuo en s, t ∈ [0, T ]2.




|B∗P (t)U(t, s)x|2 dt ≤ C |x|2, para cada x ∈ X, s ∈ [0, T ].




1. |U(t, s)x| = |Q(t)V (t, s)P (s)x| ≤ ‖Q(t)‖ ‖V (t, s)‖ ‖P (s)‖ |x| ≤ C1C2(1/C1) |x|.




|B∗P (t)U(t, s)x|2 dt =
∫ T
s
|B∗P (t)Q(t)V (t, s)P (s)x|2 dt =
∫ T
s
|B∗V (t, s)P (s)x|2 dt ≤
C |P (s)x|2 ≤ C1 |x|2
4. Tenemos que





































”A esta igualdad aplicamos e(t−s)A a la izquierda de Q(s) y “V (s, t) a la derecha




”De la definicio´n de U(t, s), se tiene que







V (t, s)P (s)
U(t, s) = Q(t)V (t, s)P (s) = e(t−s)A −
∫ t
s
e−(t−r)ABB∗V (r, t)V (t, s)P (s)dr
U(t, s) = Q(t)V (t, s)P (s) = e(t−s)A −
∫ t
s
e−(t−r)ABB∗P (r)Q(r)V (r, s)P (s)dr




Proposicio´n I.1. La solucio´n P de
dP
dt
+ A∗P + PA+ C∗C − PBB∗P = 0, P (T ) = PT
verifica la versio´n integral correspondiente a la ecuacio´n de arriba







U∗(s, t)P (s)BB∗P (s)U(s, t)ds










Q(t) = V ∗(T, t)QTV (T, t)+
∫ T
t
V ∗(s, t)BB∗V (s, t)ds+
∫ T
t
V ∗(s, t)Q(s)C∗CQ(s)V (s, t)ds
y U(T, t) = Q(T )V (T, t)P (t) = QTV (T, t)P (t), multiplicamos Q(t) por P (t)
IX(t) = Q(t)P (t) = V




V ∗(s, t)BB∗P (s)Q(s)V (s, t)P (t)ds+
∫ T
t
V ∗(s, t)Q(s)C∗CQ(s)V (s, t)P (t)ds
Nuevamente multiplicamos por P (t)
P (t) = P (t)V ∗(T, t)U(T, t)+
∫ T
t




(b) Para mostrar la otra igualdad, usamos que

















C∗CQ(r)V (r, t)P (t)dr
el cual equivale a
P (t) = e(T−t)A
∗





C∗CQ(r)V (r, t)P (t)dr
Sabemos que U(T, t) = QTV (T, t)P (t), o sea PTU(T, t) = V (T, t)P (t)








Observacio´n I.8. En el caso general, cuando PT no e´s un isomorfismo, hacemos
Pǫ(T ) = PT + ǫI que es un isomorfismo. Aplicamos los resultados anteriores para
PT + ǫI y obtenemos una solucio´n Pǫ, se muestra que Pǫ converge a una solucio´n P




II.1 Ejemplo de Motivacio´n
Como motivacio´n del estudio de controlabilidad exacta, podemos mencionar varias
situaciones de la vida real, como el ejemplo a seguir.
Ejemplo II.1 (Control de Sistemas Diferenciales Ordina´rias). Considere una vibracio´n
lineal, digamos, un avio´n cuyas vibraciones verticales esta´n siendo controladas por ae-
rodinamicas asas-guias (wing-tabs).
Escojemos adecuadas unidades, de modo que el sistema es de dinamica libre y es
dado por
x′′ + x = 0
y el sistema controlable es
x′′ + x = u
el cual es equivalente al sistema diferencial
 x
′ = y,
y′ = x+ u,
donde x = x(t) es el desplazamiento, y = y(t) es la velocidad, y u = u(t) es la fuerza
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es un vector en el plano R2, y el control u es un escalar real en R. En notacio´n
vectorial, escribimos
x = x1, y = x2
x′1 = x2 = y = f1(x1, x2, u)
x′2 = −x1 + u = f2(x1, x2, u)






























 en el instante t = 0, y cada control u(t) con t ≥ 0,
existe una u´nica solucio´n o respuesta x(t, x0, y0), y(t, x0, y0). Escojemos u como una
funcio´n de t, esto es, el control estrate´gico pre-programado corresponde a un control
“open-loop”(ciclo abierto). Una abordagem mas importante f´ısico, ainda mais dif´ıcil
matematicamente, es la utilizacio´n de un control “close loop”(ciclo cerrado) donde
u = u(x, y) depende apenas del estado en cada momento. En este caso, el control
depende del “feedback loop”(fuerza en un ciclo) transportando el estado actual de vu-
elta para influenciar la evolucio´n futura del sistema diferencial, y el sistema f´ısico es
auto-corregido, caso surjan imprevistas perturbaciones a lo largo del tiempo(de tiempo
en tiempo).
Vamos a examinar un problema regulador simple de control de un estado inicial (x0, y0) ∈
R
2 para el origen (0, 0). Usando un control de ciclo cerrado feedback (“close loop”),
digamos u = −y, podemos hacer al origen asintoticamente estable para
x′′ + x = −x′ ou x = y
y′ = −x− y
O sea, para cada solucio´n x(t), y(t) = x′(t) la curva x(t), y(t) se aproxima al origen de
R
2, cuando t→ +∞. No entanto, al origen no es atingida en cualquier tiempo finito.
Adema´s de esto, usando puro feedback control u(x, y), con u(0, 0) = 0 y u(x, y) ∈ C1, es
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imposible para orientar al origen en un tiempo finito (una vez que el origen es, entonces,
un equil´ıbrio o punto cr´ıtico para el sistema auto´nomo diferencial x′′ + x = u(x, x′)).
Otra dif´ıcultad del ana´lisis matema´tico proviene cuando el feedback es un control dis-
cont´ınuo que regula todas las soluciones en el origen.
Ahora, tentaremos regular un oscilador lineal atrave´s de un controlador “open-loop”(ciclo
abierto) u(t), que puede ser discont´ınuo. Si esbozamos el sistema avio´n-fase con u = 0,
encontramos una familia de o´rbitas perio´dicas que roden el origen. Para u = +1 o
u = −1, podemos encontrar comportamientos semejantes, ma´s apenas una unidad des-
locada para la derecha o izquierda, respectivamente.
Con un simple esquema de comutac¸a˜o entre los valores u = 1, e u = −1 cada
punto inicial pueden ser direccionados para el origen, en un tiempo finito. Un estudio
mas especializado muestra que cada (x0, y0) ∈ R2 puede ser llevado a un estado final
(x1, y1) ∈ R2. En este sentido, el sistema es controlable en el avio´n
Antes de apresentar los resultados principales de este cap´ıtulo daremos las defini-
ciones siguientes.
II.2 Definiciones
Definicio´n II.1. El problema original (P.O.) es llamado exactamente nulo-controlable
(NC) en el tiempo T , si para cada x0 ∈ H inicial dado existe una funcio´n u ∈
L2loc(R, G) tal que
‖u‖L2(0,T ;G) ≤ C ‖x0‖H
verificando la condicio´n final x(T ) = 0. Decimos que el control u estabiliza el sistema
en el tiempo T .
Definicio´n II.2. El problema original (P.O.) es llamado exactamente controlable (EC)
en el tiempo T , si para cada par de x0, x1 ∈ H dados, existe una funcio´n u ∈ L2loc(R, G)
tal que
‖u‖L2(0,T ;G) ≤ C (‖x0‖H + ‖x1‖H)
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y la solucio´n satisface la condicio´n x(T ) = x1. El control u lleva el estado inicial x0 al
estado x1 en el tiempo T .
Definicio´n II.3. El problema (P.O.) es exactamente observable (EO) en el tiempo T ,“
si
‖ϕ0‖H′ ≤ C‖ψ‖L2(0,T ;G), ∀ϕ0 ∈ D(A∗)
”
Observacio´n II.1. La u´ltima desigualdad es la inversa de la hipo´tesis (3). En esta
desigualdad el valor de T es importante.
II.3 Teorema de Equivalencia
Teorema II.1. Asumiendo las tres hipo´tesis (1)-(3), para cualquier T > 0, son equi-
valentes las siguientes propiedades:
1. El problema (P.O.) es exactamente observable (EO) en el tiempo T .
2. El problema (P.O.) es exactamente nulo-controlable (NC) en el tiempo T .
3. El problema (P.O.) es exactamente controlable (EC) en el tiempo T .
Demostracio´n: Primero mostraremos que (1) implica (2).




〈JB∗e−sA∗ϕ0, B∗e−sA∗ψ0〉G×G′ , ∀ϕ0, ψ0 ∈ D(A∗)
donde J : G′ → G”denota el isomorfismo canonico de Riesz.
El operador Λ verifica :
















































• Λ ∈ L(H ′, H), “se sigue de la desigualdad∣∣∣〈Λϕ0, ψ0〉
H×H′













≤ ‖B∗ϕ‖L2(0,T ;G′) ‖B∗ψ‖L2(0,T ;G′)
”Usando la hipo´tesis (3),∣∣∣〈Λϕ0, ψ0〉
H×H′




, ∀ϕ0, ψ0 ∈ D(A∗)





, ∀ϕ0 ∈ D(A∗)
Aplicando el teorema de Riesz-Fre´chet obtenemos que Λ es un isomorfismo de H ′
sobre H.
Ahora, dado x0 ∈ H, definimos la “funcio´n (control)
u(s) = −JB∗e−sA∗Λ−1x0
el cual estabiliza el sistema en el tiempo T”.
“En efecto,
































− 〈ΛΛ−1x0, ϕ0〉H×H′ = 0, ∀ϕ0 ∈ H ′
”Esto es
〈x(T ), ϕ(T )〉H×H′ = 0, ∀ϕ0 ∈ H ′
De la teoria de grupos, sabemos que ϕ(T ) recorre todo H ′. Deducimos que x(T ) = 0.
Tambie´n, observar que
‖u‖L2(0,T ;G) =
∥∥−JB∗e−sA∗Λ−1x0∥∥L2(0,T ;G) = ∥∥B∗e−sA∗Λ−1x0∥∥L2(0,T ;G′) ≤ C1 ∥∥Λ−1x0∥∥H′
Como Λ−1 ∈ L(H,H ′), resulta que
‖u‖L2(0,T ;G) ≤ C1
∥∥Λ−1x0∥∥H′ ≤ C ‖x0‖H
Vamos a mostrar que (2) implica (3). Sean x0, x1 ∈ H, usando la hipo´tesis, denotamos
por u el control que estabiliza el inicial x0 − e−TAx1 ∈ H dado, o sea
〈y(T ), ϕ(T )〉H×H′ =
〈







con y(T ) = 0.
Sabemos que el control u = 0 (zero), define la solucio´n z que lleva el inicial e−TAx1




z(T ) = x1
x(t) = y(t) + z(t) es la solucio´n procurada.
Adema´s de esto,
‖u‖L2(0,T ;G) ≤ C
∥∥(x0 − e−TAx1)∥∥H
o sea,
‖u‖L2(0,T ;G) ≤ C1(‖x0‖H + ‖x1‖H)
Falta verificar que (3) implica (1). Sea x0 arbitra´rio y u ∈ L2(0, T ;G) el control
satisfaciendo
‖u‖L2(0,T ;G) ≤ C1 ‖x0‖H
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Luego, ∣∣∣〈x0, ϕ0〉H×H′∣∣∣ ≤ C ‖u‖L2(0,T ;G) ‖ψ‖L2(0,T ;G′)∣∣∣〈x0, ϕ0〉H×H′∣∣∣ ≤ C1 ‖x0‖H ‖ψ‖L2(0,T ;G′)
”Esta desigualdad es va´lida para todo x0 ∈ H, se sigue que
∥∥ϕ0∥∥
H′





En esta parte asumimos va´lidas las hipo´tesis (1)-(3), adicionando la cuarta hipo´tesis a
seguir.
(4) Existen dos nu´meros positivos T > 0 e C > 0 tales que
∥∥ϕ0∥∥
H′
≤ C1 ‖ψ‖L2(0,T ;G′) , ∀ϕ0 ∈ D(A∗)
esta desigualdad es mas conocida como desigualdad inversa.
III.1 Funcio´n Auxiliar (Feedback)
Definicio´n III.1 (Funcio´n Feedback). Si ω es un nu´mero arbitra´rio positivo, denota-
mos por Tω = T + (2ω)




−2ωs, se; 0 ≤ s ≤ T
2ωe−2ωT (Tω − s), se. T ≤ s ≤ Tω
”
Observacio´n III.1. La funcio´n eω representa el “feedback”que actuara´ en el sistema,
y tienen las siguientes propiedades:
• 0 ≤ eω(s) ≤ 1.
• Es una funcio´n decreciente en [0, Tω].
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• 2ωeω(s) ≤ −e′ω(s)






T Tw︸ ︷︷ ︸
1/2w
0 ≤ ew(s) ≤ 1
2wew(s) ≤ −e′w(s)
III.2 Operador Λω
Para cada ω, definimos un operador Λω : H


















ds, ∀ϕ0, ψ0 ∈ D(A∗)
donde J : G′ → G”denota el isomorfismo canonico de Riesz.
El operador Λω es definido positivo, autoadjunto y Λω ∈ L(H ′, H). De aqui Λω es un


















































≥ C(T ) ∥∥ϕ0∥∥2
H′
xxx

















Basta ver que Λ−1ω x0 = ϕ












≥ C(T ) ∥∥ϕ0∥∥2
H′
Tomando extremos en la desigualdad anterior,
‖x0‖2ω ≥ C(T )
∥∥ϕ0∥∥2
H′
por otro lado, tenemos que Λω ∈ L(H ′, H), luego
∥∥Λωϕ0∥∥H ≤ C1 ∥∥ϕ0∥∥H′ ⇔ ∥∥ϕ0∥∥H′ ≥ C2 ∥∥Λωϕ0∥∥H
Aplicando esta u´ltima desigualdad, se tiene que






‖x0‖2ω ≥ C2(T ) ‖x0‖2H
III.3 Teorema de Estabilizacio´n Ra´pida
A seguir veremos el teorema principal que garantiza que las soluciones ultradebiles
decaen ra´pidamente, independientes de los datos iniciais.
Teorema III.1. Satisfechas las cuatro hipo´tesis, para algu´n T > 0 y ω > 0, denotamos
F = −JB∗Λ−1ω
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‖x(t)‖ω ≤ ‖x0‖ω · e−ωt, ∀x0 ∈ H, ∀t ≥ 0
Demostracio´n: El operador A + BF no es generador infinitesimal de un grupo
fuertemente cont´ınuo en H. El operador esta´ densamente definido como una restriccio´n
de otro generador en el sentido dado en FLANDOLI, F.[2].





















































, ∀ϕ0, ψ0 ∈ D(A∗)





















〈JB∗ϕ(s), B∗ϕ′(s)〉G×G′ = 〈JB∗ϕ(s), B∗ (−A∗ϕ(s))〉G×G′
= − 〈JB∗ϕ(s), B∗ (A∗e−sA∗ϕ0)〉
G×G′
= − 〈JB∗ϕ(s), B∗ (e−sA∗A∗ϕ0)〉
G×G′
Se sigue que∫ Tω
0












= − 〈Λωϕ0, A∗ϕ0〉G×G′ = − 〈AΛωϕ0, ϕ0〉G×G′
“Tambie´n,∫ Tω
0






= − 〈ΛωA∗ϕ0, ϕ0〉G×G′
”
Observacio´n III.5. De la hipo´tesis (3), existe un operador autoadjunto limitado no




e′ω(s) ‖B∗ϕ(s)‖2G′ ds, ∀ϕ0 ∈ D(A∗)
Tenemos que
∥∥CΛωϕ0∥∥2H = 〈JCΛωϕ0, CΛωϕ0〉H′×H = 〈ΛωCJCΛωϕ0, ϕ0〉H′×H







ds = − ∥∥B∗ϕ0∥∥2
G′














eω(s) 〈JB∗ϕ(s), B∗ϕ′(s)〉G×G′ ds = −
∥∥B∗ϕ0∥∥2
G′
Teniendo en cuenta las otras observaciones
− 〈ΛωCJCΛωϕ0, ϕ0〉H′×H − 〈AΛωϕ0, ϕ0〉G×G′ − 〈ΛωA∗ϕ0, ϕ0〉G×G′
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siendo va´lida para todo ϕ0 ∈ D((A∗)2), por densidad vale en H ′. Luego,
AΛω + ΛωA
∗ − BJB∗ + ΛωCJCΛω = 0 em H ′ ≃ H
De las hipo´tesis (1)-(3), podemos aplicar el teorema de Flandoli, concluyendo que Λ−1ω
verifica la ecuacio´n de Riccati, a saber
Λ−1ω A+ A
∗Λ−1ω − Λ−1ω BJB∗Λ−1ω + CJC = 0 em H ≃ H ′
en el sentido debil el operador A+BF = A−BJB∗Λ−1ω genera un grupo fuertemente
cont´ınuo U(s) en H y mostraremos que
Λ−1ω = U(t− s)∗Λ−1ω U(t− s) +
∫ t
s
U(τ − s)∗ (Λ−1ω BJB∗Λ−1ω + CJC)U(τ − s)dτ
para todo s, t ∈ R. Fijamos s0 ∈ R, y denotamos












ω − U(s0 − s0)∗Λ−1ω U(s0 − s0)− 0
f(s0) = Λ
−1
ω − U(0)∗Λ−1ω U(0) = 0
Derivando







Dado que, U ′ = (A− BJB∗Λ−1ω )U , se tiene
U ′(t− s)∗ = [(A− BJB∗Λ−1ω )U(t− s)]∗
U ′(t− s0)∗ = U(t− s0)∗(A∗ − Λ−1ω BJB∗)
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Subtituyendo arriba, resulta que
f ′(t) = −U(t− s0)∗(A∗ − Λ−1ω BJB∗)Λ−1ω U(t− s0)−








f ′(t) = −U(t− s0)∗(A∗Λ−1ω − Λ−1ω BJB∗Λ−1ω ) U(t− s0)−











ω A− Λ−1ω BJB∗Λ−1ω + CJC
]
U(t− s0)
de aqui, f ′(t) = 0, por lo tanto f(t) = 0.
Por otro lado,
∥∥CΛωϕ0∥∥2H = 〈ΛωCJCΛωϕ0, ϕ0〉 = −
∫ Tω
0









Tenemos la siguiente relacio´n de los operadores,
ΛωCJCΛω ≥ 2ωΛω ⇒ CJC ≥ 2ωΛ−1ω
se sigue que
Λ−1ω BJB
∗Λ−1ω + CJC ≥ CJC ≥ 2ωΛ−1ω
por la caraterizacio´n de Λ−1ω ,
Λ−1ω ≥ U(t− s0)∗Λ−1ω U(t− s0) + 2ω
∫ t
s
U(τ − s0)∗Λ−1ω U(τ − s0)dτ
para todo t ≥ s.
Fijado un arbitra´rio x0 ∈ H, denotamos por x = x(t) la solucio´n del problema
 x
′(t) = Ax(t) + B(−JB∗Λ−1ω )x(t),
x(0) = x0
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U(τ − s0)∗Λ−1ω U(τ − s0)dτ U(s0)x0, U(s0)x0
〉
H′×H





























≤ e−2ωt 〈Λ−1ω x0, x0〉H′×H , ∀t ≥ 0
Lema III.1. Sean ω > 0 y f : [0,+∞)→ R una funcio´n cont´ınua verificando
f(s) ≥ f(t) + 2ω
∫ t
s
f(τ) dτ, onde 0 ≤ s < t < +∞
Entonces
f(t) ≤ e−2ωtf(0), para todo t ≥ 0
Demostracio´n: Asumimos que f es continuamente diferenciable, dividimos por s− t
y tomamos el l´ımite cuando s→ t,
f ′(t) + 2ωf(t) ≤ 0⇒ (e2ωtf(t))′ ≤ 0
Integrando de 0 a t,
e2ωtf(t) ≤ f(0)⇔ f(t) ≤ e−2ωt f(0)
Caso General. Podemos aproximar la funcio´n cont´ınua f por una secuencia de fun-




f(s) ds, ∀t ≥ 0, k = 1, 2, .....
Las fk asimismo definidas tambie´n verifican la misma desigualdad de f , luego
fk(t) ≤ e−2ωt fk(0), ∀t ≥ 0
Si k → +∞, se sigue el lema”.
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Corola´rio III.1. Asumiendo va´lidas las hipo´tesis (1) - (2) y que existem constantes




≤ 〈Λωϕ0, ϕ0〉H×H′ ≤ C2 ∥∥ϕ0∥∥2H′
para todo ϕ0 ∈ D(A∗)”. Entonces el operador A − BJB∗Λ−1ω genera un grupo fuerte-
mente cont´ınuo en H, y la solucio´n del problema
 x
′ = Ax−BJB∗Λ−1ω x,
x(0) = x0
verifica la estimativa
‖x(t)‖H ≤ (C1/C2) ‖x0‖H e−ωt, ∀t > 0




≤ ∥∥Λωϕ0∥∥H′ ≤ C2 ∥∥ϕ0∥∥H′


















2 ‖x(t)‖2H ≤ ‖x(t)‖2ω ≤ ‖x0‖2ω · e−ωt ≤ C−11 ‖x0‖2H · e−ωt
Tomando los extremos
‖x(t)‖H ≤ (C2/C1) ‖x0‖H · e−ωt
”
III.4 Observaciones Finales
Observacio´n III.6. Dado ω > 0, suficientemente grande, la prueba del teorema per-
mite construir un feedback y un decaimiento exponencial con razon ω.
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Observacio´n III.7. Um me´todo similar antes fue usado para el caso de dimensio´n
finita. Mas no puede ser extendida para el caso de dimensio´n infinita.
Observacio´n III.8. Seguidamente, LIONS J.L.[7], mostro´ una variante del teorema,
asumiendo (2) -(3) y que el operador B es limitado.
Observacio´n III.9. Con las hipo´tesis (1) - (4), se muestra un teorema sobre la exis-
tencia de un operador F de H en G tal que A + BF genera en el sentido debil un
semigrupo fuertemente cont´ınuo de operadores lineales limitados en H y de dos cons-
tantes positivas M e ω tal que la solucio´n del sistema verifica
‖x(t)‖H ≤M ‖x0‖H · e−ωt
En este resultado no es obtenido expl´ıcitamente F y no tenemos estimativas para M y
ω.
Observacio´n III.10. El feedback F del teorema corresponde a la minimizacio´n de la




‖Cx(t)‖2H + ‖u(t)‖2G dt
definido en los pares (x, u).
En la realidad, aplicando la teoria de control optimal como en LIONS J.L.[7], [6],
podemos ver que la minimizacio´n lleva al feedback F = −JB∗P , donde P es la u´nica
solucio´n de la ecuacio´n alge´braica de Riccati
−A∗P − PA+ PBjB∗P = C∗C









y′′ −∆y = 0, em Ω× R
y = 0, sobre Γ0 × R
y = u, sobre Γ1 × R
y′(0) = y0, y
′(0) = y1 em Ω
donde Ω es un abierto limitado de Rn”, Γ1 es un subconjunto abierto de la frontera Γ
y Γ0 = Γ− Γ1. Denotamos por ν el vector normal unita´rio exterior a Γ.
Asumimos que Γ es anal´ıtica y que Γ1 satisface la condicio´n geome´trica de control, esto
es, existe uma constante positiva T tal que para cualquier rayo de la geometria o´ptica
en Ω que corta Γ1 en un punto no difractivo en algu´n tiempo menor o igual a T .
La ecuacio´n de la onda es exactamente controlable en L2(Ω) × H−1(Ω) con controles
en L2(Γ0 × (0, T )) si y solamente si todo rayo de luz que se propaga en Ω y se refleja
en su frontera segun las leyes de la o´ptica geome´trica, intersecta Γ0 en un punto no
difractivo en un tiempo t < T .
Teorema IV.1. Si ω > 0 es arbitrariamente grande, entonces existen dos operadores
lineales limitados
P : H−1(Ω)→ H10 (Ω), Q : L2(Ω)→ H10 (Ω)
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para todo t ≥ 0, para todo (y0, y1) ∈ H”.
Observacio´n IV.1. Asumimos la condicio´n geome´trica de control, esto es, que Γ es
de clase C2, y que existe un punto x0 ∈ Rn tal que Γ1 contiene los pontos x de Γ que
satisfacen la condicio´n (x − x0) · ν(x) > 0 para que Γ1 sea abierto en Rn−1 y debil en
el sentido u ∈ H3/20 (Γ1).
Observacio´n IV.2. El teorema 4.1 mejora los resultados obtenidos anteriormente por
LIONS J. L.[6].
Hacemos “ϕ = (ξ, ξ′), ϕ0 = (ξ0, ξ1) para introducir los operadores A∗ y B∗ dados
por






























Retornando a la prueba del teorema. Consideramos el problema dual asociado al




ξ′′ −∆ξ = 0, em Ω× R
ξ = 0, em Γ× R
ξ(0) = ξ0, ξ′(0) = ξ1 em Ω
xl
”Se utiliza la notacio´n ψ =
∂ξ
∂ν
































 = γ1ξ, ψ = ∂ξ
∂ν
⇒ B∗ϕ = ψ





”Probaremos que escojiendo H ′ = H10 (Ω)×L2(Ω) y G = L2(Γ1), las hipo´tesis (1) - (4)
del teorema de decaimento ra´pido son satisfechas.
Identificamos L2(Ω) y L2(Γ1) con sus duales. Entonces H = H
′′ = H−1(Ω)× L2(Ω).
Es conocido que A∗ genera un grupo en H ′, ver [33].
Para mostrar la hipo´tesis (2), introducimos la funcio´n de Dirichlet D : L2(Γ1)→ L2(Ω)
definido por el problema “ 

−∆(Du), em Ω
Du = 0, em Γ0
Du = u, em Γ1
”Se sabe que D es un operador lineal limitado de L2(Γ1) en H
1/2(Ω).
Definimos el operador lineal limitado “E ∈ L(G,H) por
Eu = (0,−Du), u ∈ G
”Si “(η0, η1) ∈ D(A∗), u ∈ H3/20 (Γ1), tenemos que
〈E∗A∗(η0, η1), u〉G′×G = 〈A∗(η0, η1), Eu〉H′×H























Dado que ∆(Du) = 0 en Ω, η0 = 0 en Γ, Du = 0 en Γ0, Du = u en Γ1, conclu´ımos que






η0)udΓ = 〈γ1η0, u〉G′×G = 〈B∗(η0, η1), u〉G′×G
”Por densidade de H
3/2
0 (Γ1) en L
2(Γ1), deducimos que B
∗ = E∗A∗.
Para verificar las hipo´tesis (3) - (4), en el problema dual se demuestra la existencia de












∣∣∣∣2 dΓ dt ≤ C2 ∥∥(ξ0, ξ1)∥∥2H1
0
(Ω)×L2(Ω)
La primera desigualdad fue probada en [12] y la segunda desigualdad en [30]”.
Aplicamos el teorema de decaimento ra´pido para A = A∗∗, B = B∗∗.
Problemas Equivalentes. Ahora, consideramos y = y(x, t) solucio´n del problema
original y ξ = ξ(x, t) solucio´n del problema dual, puede ser mostrado rigurosamente






(y′′ −∆y)ξ dx dt =
[∫
Ω










































Denotando x = (−y′, y), x0 = (−y1, y0), ϕ = (ξ, ξ′), ϕ0 = (ξ0, ξ1)”, podemos escribir
la u´ltima ecuacio´n en la forma




































donde P = P ∗, Q∗ = R, S∗ = S.
Proposicio´n IV.1. Sean V y W espacios de Hilbert y H = V ×W . Se P ∈ L(H,H ′)
con P = P∗,P ≥ 0, entonces existen operadores
P ∈ L(V, V ′), R ∈ L(V,W ′), Q ∈ L(W,V ′), S ∈ L(W,W ′)











: V ×W → V ′ ×W ′, P
∣∣∣
V
(v, 0) = (P1(v, 0),P2(v, 0))
Definimos





: V ×W → V ′ ×W ′, P
∣∣∣
W
(0, w) = (P1(0, w),P2(0, w))
Tambie´n, podemos definir
Q : W → W ′, Q(w) = P1(0, w) e S : W → W ′, S(w) = P2(0, w)
Ma´s au´n, P ∈ L(H,H ′) implica que
P ∈ L(V, V ′), R ∈ L(V,W ′), Q ∈ L(W,V ′), S ∈ L(W,W ′).
Dado que P = P∗ tenemos que
P ∗ = P, S∗ = S, Q∗ = R.
Tambie´n, de P ≥ 0 resulta que
P ≥ 0 and S ≥ 0
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Observacio´n IV.4. En el caso que P ∈ L(H,H ′) es un isomorfismo, entonces tenemos
que P y S tambie´n son isomorfismos.
Aplicamos la proposicio´n de arriba al operador
Λ−1ω : H
−1(Ω)× L2(Ω)→ H10 (Ω)× L2(Ω) (V = H−1(Ω), W = L2(Ω))
Entonces




















u = −JB∗ (−Py′ −Qy,Ry′ + Sy) = −Jγ1 (−Py′ −Qy) = γ1 (Py′ +Qy)
Construccio´n del Feedback. Si (ξ0, ξ1) ∈ H10 (Ω) × L2(Ω), resolvemos “el pro-
blema dual 

ξ′′ −∆ξ = 0, em Ω× R




, sobre Γ1 × R
ξ(0) = ξ0, ξ′(0) = ξ1 em Ω
Construimos el sistema

z′′ −∆z = 0, em Ω× (0, Tω)
z = 0, sobre Γ0 × R
z = eω(s)ψ, sobre Γ1 × (0, Tω)
z(Tω) = z
′(Tω) = 0 em Ω
xliv




0 (Ω)× L2(Ω)→ H−1(Ω)× L2(Ω), Λω(ξ0, ξ1) = (z′(0),−z(0))
es un isomorfismo.
Reescrebimos Λω en la forma
(∗ ∗ ∗) Λω : H ′ → H, Λω(ϕ0) = −x(0)
Observacio´n IV.5. Tenemos la siguiente relacio´n:
〈
Λω(ξ






eω(s) 〈 JB∗ξ, B∗φ 〉G×G′ ds
donde ξ y φ son soluciones del problema dual asociados a los datos iniciales (ξ0, ξ1), (φ0, φ1)
respectivamente.












































Entonces, la relacio´n (***) es verdadera, esto es,
Λω(ξ
0, ξ1) = (z′(0),−z(0)) = −x(0)
Observacio´n IV.6 (Operador de Lax - Milgram). Aqui Hacemos uso de la teoria






eω(s) 〈JB∗ϕ(s), B∗φ(s)〉G×G′ ds









Claramente, F (Tω) ∈ (H ′)′ = H, aplicando el Lema de Lax - Milgram existe un u´nico





= − 〈x(0), φ0〉
H×H′







eω(s) 〈JB∗ϕ̂(s), B∗φ(s)〉G×G′ ds, ∀φ0 ∈ H ′
donde ϕ̂ es solucio´n del problema dual asociado a ϕ̂0.
Podemos definir el “Operador de Lax - Milgram”definido por





Se verifica que L = Λω.
Observacio´n IV.7. Para cada t > 0, definimos la forma bilineal cont´ınua y coerciva





eω(s) 〈JB∗ϕ(s), B∗φ(s)〉G×G′ ds















De las estimativas para la solucio´n φ asociada a φ0, se tiene que
∣∣〈F (t), φ0〉∣∣ = ∣∣∣〈x(t), φ(t)〉H×H′ − 〈x0, φ0〉H×H′∣∣∣ ≤ C(t) · ∥∥φ0∥∥H′



























eω(s) 〈JB∗ϕ̂(s), B∗φ(s)〉G×G′ ds, ∀φ0 ∈ H ′




Podemos definir el operador (definido por el Lema de Lax - Milgram)






Construimos el feedback (de forma puntual) como sigue:
















IV.1.1 Sistema de Otimalidade
Existe una infinidad de controles v ∈ L2(Σ(x0)) que llevan al reposo o estado y(., v) en
el tiempo T > 2R(x0) = T (x0), mas precisamente, existen infinitos v ∈ L2(Σ(x0)) tal
que la solucio´n y(., v) del problema
(∗)
∣∣∣∣∣∣∣∣∣∣∣∣
y′′(., v)−∆y(., v) = 0, em Ω×]0, T [
y(., v) = 0, sobre Γ1×]0, T [
y(., v) = v, sobre Γ0×]0, T [
y(0, v) = y0, y′(0, v) = y1, em Ω
satisface
y(T, v) = 0, y′(T, v) = 0 em Ω
Aqui y0 ∈ L2(Ω), y1 ∈ H−1(Ω).
En efecto, sea ǫ > 0 tal que T − ǫ > 2R(x0). Considere vǫ ∈ L2(Γ0×]0, ǫ[) y yǫ solucio´n
del problema ∣∣∣∣∣∣∣∣∣∣∣∣
y′′ǫ −∆yǫ = 0, em Ω×]0, ǫ[
yǫ = 0, sobre Γ1×]0, ǫ[
yǫ = vǫ, sobre Γ0×]0, ǫ[
yǫ(0) = y
0, y′ǫ(0) = y
1, em Ω
Note que yǫ(ǫ) ∈ L2(Ω) y yǫ(ǫ) ∈ H−1(Ω). Considere la solucio´n ŷǫ del problema∣∣∣∣∣∣∣∣∣∣∣∣
ŷǫ
′′
ǫ −∆ŷǫ = 0, em Ω×]ǫ, T [
ŷǫ = 0, sobre Γ1×]ǫ, T [
ŷǫ = u, sobre Γ0×]ǫ, T [
ŷǫ(ǫ) = yǫ(ǫ), ŷǫ
′(ǫ) = y1ǫ , em Ω
donde u es el control dado por H.U.M.. Asimismo u ∈ L2(Γ0×]ǫ, T [) y
ŷǫ(T ) = 0, ŷǫ




vǫ(t), 0 < t < ǫ
u, ǫ < t < T
xlviii
pertenece a L2(Σ(x0)) y lleva el estado
y(t) =
∣∣∣∣∣∣
yǫ(t), 0 < t < ǫ
ŷǫ(t), ǫ < t < T
a la posicio´n de reposo en el instante t = T .
Se Fijan y0 ∈ L2(Ω) y y1 ∈ H−1(Ω). El control v ∈ L2(Σ(x0)) es lla0mado control
admis´ıble si el estado y(., v), y(., v) es solucio´n de (∗) y es llevado a la condicio´n de
equil´ıbrio en t = T , esto es,




v ∈ L2(Σ(x0)); v e´ um controle admiss´ıvel}
Por lo expusto anteriormente, Uad 6= ∅.
Proposicio´n IV.2. Uad es un conjunto convexo y cerrado de L2(Σ(x0)).
Demostracio´n: Sean v1, v2 ∈ Uad, 0 ≤ λ ≤ 1 y v = (1 − λ)v1 + λv2. Sean y(., v1) y
y(., v2) soluciones de (
∗) con controles v1 y v2, respectivamente, por lo tanto,
y(T, v1) = y(T, v2) = 0, y
′(T, v1) = y
′(T, v2) = 0 em Ω
Sea y = (1 − λ)y(., v1) + λy(., v2). Entonces y es solucio´n de (∗) con control v =
(1− λ)v1 + λv2 y
y(T ) = 0, y′(T ) = 0 em Ω
Asimismo v = (1− λ)v1 + λv2 ∈ Uad. Asimismo Uad es convexo.
Se Muestra que Uad es cerrado. En efecto, sea (vη) una sucesio´n de funciones de
Uad tal que
vη → v em L2(Σ(x0))
Sea y(., vη) la solucio´n definida por transposic¸a˜o de (
∗), esto es,















donde f ∈ L1(0, T ;L2(Ω)) y “θ es la solucio´n del problema:∣∣∣∣∣∣∣∣∣
θ′′ −∆θ = f, em Ω×]0, T [
θ = 0, sobre Γ×]0, T [
θ(T ) = 0, θ′(T ) = 0, sobre Ω
”Por ser vη ∈ Uad se tiene
(2) y(T, vη) = 0, y
′(T, vη) = 0 sobre Ω
Por la regularidad de las soluciones definidas por transposicio´n de (∗) y por las estima-
tivas obtenidas, resulta










La diferencia y(., vη) − y(., vµ) es una solucio´n definida por transposicio´n de (∗) con
datos iniciales nulos y con control vη − vµ. Se Tiene
‖y(., vη)− y(., vµ)‖C0([0,T ];L2(Ω)) ≤ C(T ) ‖vη − vµ‖L2(Σ(x0))
‖y′(., vη)− y′(., vµ)‖C0([0,T ];H−1(Ω)) ≤ C(T ) ‖vη − vµ‖L2(Σ(x0))
Sea y(., v) ∈ C0([0, T ];L2(Ω)) con y′(., v) ∈ C0([0, T ];H−1(Ω)) tal que
y(., vη)→ y(., v) em C0([0, T ];L2(Ω))
y′(., vη)→ y′(., v) em C0([0, T ];H−1(Ω))
Tomando el l´ımite en (1) se tiene que y(., v) es una solucio´n de (∗) con control v y por
(2) se obtiene
y(T, v) = 0, y′(T, v) = 0 sobre Ω
Asimiso Uad es cerrado.
l






v2 dΣ, v ∈ Uad
Entonces J(v) admite un u´nico mı´nimo en Uad, esto es,existe un u´nico u ∈ Uad tal que
(J) J(u) = min
v∈Uad
J(v)




Considere una sucesio´n (vη) de Uad tal que
J(vη)→ α, η →∞
Se Tiene que (vη) es limitada. Luego existe u ∈ Uad tal que
vη → u, fraco em L2(Σ(x0))
Desde que Uad es convexo cerrado, luego el fecho debil y fuerte de Uad coinciden. Se
Tiene





Por ser J(v) estrictamente convexo tenemos que u es u´nico. En efecto, si existen u1 y
u2 en Uad, u1 6= u2, tales que
J(u1) = min
v∈Uad
J(v), J(u2) = min
v∈Uad
J(v)
Se considera u = (1− λ)u1 + λu2, λ ∈]0, 1[ y se obtiene
J(u) < (1− λ)J(u1) + λJ(u2) = α
De esto u ∈ Uad com J(u) < min
v∈Uad
J(v), el cual es un absurdo, asi u es u´nico.
El resultado importante de esta parte es el hecho de que el mı´nimo u obtenido
anteriormente es el control proporcionado por el me´todo H.U.M.
li
Teorema IV.2. Para cada par de datos iniciales y0 ∈ L2(Ω), y1 ∈ H−1(Ω) e T >
2R(x0) el control v ∈ L2(Σ(x0)) dado por H.U.M. es aquel que minimiza J(v) en Uad.




es el control que es proporcionado por H.U.M.
Se Utiliza el me´todo de penalizacicio´n.
Sea Wad el conjunto de los {v, g} ∈ L2(Σ(x0)) × L2(Q) tal que existe una solucio´n
definida por transposicio´n z del problema
(∗∗∗)
∣∣∣∣∣∣∣∣∣∣∣∣
z′′ −∆z = g, em Ω×]0, T [
z = 0, sobre Σ− Σ(x0)
z = v, sobre Σ(x0)
z(0) = y0, z′(0) = y1 em Ω
que verifica
z(T ) = 0, z′(T ) = 0 em Ω
el conjunto Wad es no vac´ıo pues si v es el control dado por H.U.M. entonces {v, 0} ∈
Wad.
A seguir dividiremos la demostracio´n en 6 partes.
Parte 1 Wad es un conjunto convexo cerrado de L2(Σ(x0))× L2(Q).
En efecto, por un racioc´ınio ana´logo al hecho en la Proposicio´n anterior se muestra que
Wad es convexo.
Sea {vη, gη} una sucesio´n de Wad tal que
vη → v em L2(Σ(x0)) e gη → g em L2(Q)
Por ser zη una solucio´n definida por transposicio´n de (
∗∗∗) resulta que existe
zη ∈ C0([0, T ], L2(Ω)), z′η ∈ C0([0, T ], H−1(Ω))
que verifica∫
Q











donde f ∈ L1(0, T ;L2(Ω)) y θ es la “solucio´n del problema:∣∣∣∣∣∣∣∣∣
θ′′ −∆θ = f, em Ω×]0, T [
θ = 0, sobre Γ×]0, T [
θ(T ) = 0, θ′(T ) = 0, sobre Ω
”Tambie´n
‖zη‖C0([0,T ];L2(Ω)) ≤ C(T )
{∣∣y0∣∣+ ∥∥y1∥∥
H−1(Ω)
+ ‖vη‖L2(Σ(x0)) + ‖gη‖L2(Q)
}
∥∥z′η∥∥C0([0,T ];H−1(Ω)) ≤ C(T ){∣∣y0∣∣+ ∥∥y1∥∥H−1(Ω) + ‖vη‖L2(Σ(x0)) + ‖gη‖L2(Q)}
Se tiene
zη(T ) = 0, z
′
η(T ) = 0 em Ω
Procediendo como en la demonstracio´n de la proposicio´n anterior se muestra que
{v, g} ∈ L2(Σ(x0))× L2(Q).
Parte 2

















(z′′ − ∆z)2 dxdt es un te´rmino de penalizacio´n. Por ser Jǫ(v, g) un
funcional debilmente s.c.i. y estrictamente convexo, existe un u´nico {vǫ, gǫ} ∈ Wad tal
que
(Jǫ) J(vǫ, gǫ) = min
{v,g}∈Wad
Jǫ(v, g)
Parte 3 Sea zǫ solucio´n del problema∣∣∣∣∣∣∣∣∣∣∣∣
z′′ǫ −∆zǫ = gǫ, em Ω×]0, T [
zǫ = 0, sobre Σ− Σ(x0)
zǫ = vǫ, sobre Σ(x
0)
zǫ(0) = y
0, z′ǫ(0) = y
1 em Ω
que verifica
zǫ(T ) = 0, z
′
ǫ(T ) = 0 em Ω
liii
En esta parte se muestra que (uǫ) y (gǫ/
√
(ǫ)) son limitadas en L2(Σ(x0)) y L2(Q),





u2ǫ dΣ ≤ Jǫ(uǫ, gǫ) ≤ J(v, 0) = J(u)
que implica que
(uǫ)ǫ>0 e´ limitado em L
2(Σ(x0))
y




























) e´ limitada em L2(Q)
Parte 4 De la parte 3 se tiene que existe v̂ ∈ L2(Σ(x0)) tal que
(1) uǫ → v̂ fraco em L2(Σ(x0))
y que
(2) ‖gǫ‖L2(Q) ≤ C
√
ǫ, ∀ǫ > 0
De las estimativas obtenidas para las soluciones definidas por transposicio´n resulta
entonces
(zǫ)ǫ>0 limitada em L
∞(0, T ;L2(Ω))
(z′ǫ)ǫ>0 limitada em L
∞(0, T ;H−1(Ω))
Esto indica que existe ŷ ∈ L∞(0, T ;L2(Ω)) con ŷ′ ∈ L∞(0, T ;H−1(Ω)) tal que
(3) zǫ → ŷ fraco-estrela em L∞(0, T ;L2(Ω))




ǫ − gǫ → χ fraco em H−2(0, T ;L2(Ω))
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De (3) tenemos
∆zǫ → ∆ŷ fraco em L2(0, T ;H−2(Ω))
De las dos u´ltimas convergencias resulta
(5) ∆zǫ → ∆ŷ fraco em H−2(0, T ;L2(Ω))
De (3) y (5) se obtiene
γ0zǫ → γ0ŷ fraco em H−2(0, T ;H−1/2(Γ))
Esto es la convergencia (1) proporciona
ŷ =
∣∣∣∣∣∣
0, sobre Σ− Σ(x0)
v̂, sobre Σ(x0)
De (2) y (3) tenemos
z′′ǫ −∆zǫ = gǫ → ŷ′′ −∆ŷ = 0 em L2(0, T ;H−2(Ω))
Por densidade tenemos que ŷ′′ −∆ŷ = 0 em L2(0, T ;L2(Ω)).
Las convergencias (3) y (4) implican
zǫ(0) = y
0 → ŷ(0) fraco em L2(Ω)
zǫ(T ) = 0→ ŷ(T ) fraco em L2(Ω)
De (4) y del hecho
z′′ǫ → ŷ′′ fraco em L2(0, T ;H−2(Ω))
resulta
z′ǫ(0) = y
1 → ŷ′(0) fraco em H−1(Ω)




ŷ′′ −∆ŷ = 0, em L2(0, T ;L2(Ω))
ŷ =

 0, sobre Σ− Σ(x
0)
v̂, sobre Σ(x0)
ŷ(0) = y0, ŷ′(0) = y1, em Ω
lv
y verifica
(Pŷ,T ) ŷ(T ) = 0, ŷ
′(T ) = 0 em Ω
Por tenerse ŷ ∈ L∞(0, T ;L2(Ω)) sigue que ŷ es una solucio´n definida por transposicio´n
del Problema (∗).
Se Muestra a seguir que
(6) u′ǫ → v em L2(Σ(x0))






u2ǫdΣ ≤ Jǫ(uǫ, gǫ)
Por (1) se obtiene
J(v̂) ≤ lim inf J(uǫ) ≤ lim inf Jǫ(uǫ, gǫ)
y de (i) de la parte 3,







De las tres u´ltimas expresiones resulta
J(v̂) ≤ lim inf J(uǫ) ≤ J(v̂)
Por otro lado, de (i) se obtiene
lim Sup Jǫ(uǫ, gǫ) ≤ inf
v∈Uad
= J(v̂)












El objetivo en esta parte es determinar el problema de evolucio´n que es satisfecho por
pǫ.
lvi
Se determina las ecuaciones de Euler del problema de minimizacio´n dado por
(Jǫ). Sea ζ ∈ H20 (0, T ;H2(Ω)).
Considere
g = ζ ′′ −∆ζ ∈ L2(Q) e w = γ0ζ
∣∣∣
Σ(x0)
Entonces {uǫ + λw, gǫ + λg} ∈ Uad, ∀λ ∈ R. En efecto, sea χǫ = zǫ + λg∣∣∣∣∣∣∣∣∣∣∣∣∣
χ′′ǫ −∆χǫ = gǫ + λg,
χǫ =

 0, sobre Σ− Σ(x
0)
uǫ + λw, sobre Σ(x
0)
χǫ(0) = y
0, χ′ǫ(0) = y
1, em Ω
y
χǫ(T ) = 0, χ
′
ǫ(T ) = 0 em Ω






























λ2 (ζ ′′ −∆ζ) dQ
]







(z′′ǫ −∆zǫ) (ζ ′′ −∆ζ) dQ = 0
Sea
(7) pǫ = −1
ǫ












′′ −∆ζ) dQ = 0,




Considerando ζ ∈ D(Q) vem de (8)
p′′ǫ −∆pǫ = 0 em D′(Q)
Por densidad resulta
(9) p′′ǫ −∆pǫ = 0 em L2(Q)
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Se tiene p ∈ L2(Q), luego pǫ ∈ H−2(0, T ;L2(Ω)) y
p′′ǫ −∆pǫ = 0 em H−2(0, T ;L2(Ω))
Para ζ en las condiciones (8) resulta
(10) 〈p′′ǫ , ζ〉 =
∫
Q
pǫ · ζ ′′dxdt
Por otro lado, de los hechos
pǫ ∈ L2(0, T ;L2(Ω)), −∆pǫ ∈ H−2(0, T ;L2(Ω))
tenemos
γ0pǫ ∈ H−2(0, T ;H−1/2(Γ)), γ1pǫ ∈ H−2(0, T ;H−3/2(Γ))
Este resultado implica
(11) 〈−∆pǫ, ζ〉 =
∫
Q
pǫ · (−∆ζ)dxdt− 〈∂pǫ
∂ν
, ζ〉X′×X + 〈pǫ, ∂ζ
∂ν
〉Y ′×Y
donde X = H20 (0, T ;H
3/2(Γ)), Y = H20 (0, T ;H
1/2(Γ)).
La demostracio´n de este resultado es hecha primero mostrando la fo´rmula para funci-
ones regulares que aproximan pǫ en L
2(Q) y despues tomando el l´ımite.
De (8), (10) y (11) resulta∫
Σ(x0)
uǫwdΣ− 〈p′′ǫ −∆pǫ, ζ〉 − 〈
∂pǫ
∂ν
, ζ〉X′×X + 〈pǫ, ∂ζ
∂ν










∀ζ ∈ H20 (0, T ;H2(Ω)), w = γ0ζ.
Considere ζ ∈ H20 (0, T ;H10 (Ω) ∩H2(Ω)) en esta expresio´n. Se Obtiene
〈pǫ, ∂ζ
∂ν
〉Y ′×Y = 0, ∀ζ ∈ H20 (0, T ;H2(Ω))
Esto implica
pǫ = 0 em H
−2(0, T ;H−1/2(Γ))
y por densidad
(11′′) pǫ = 0 em L
2(0, T ;H1/2(Γ))
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Sea y ∈ H−2(0, T ;H10 (Γ)) solucio´n del problema∣∣∣∣∣∣
−∆y = −∆pǫ, em H−2(0, T ;L2(Ω))
y = 0, sobre Σ
Entonces por la unicidad de soluciones se tiene que y = pǫ, por lo tanto
pǫ ∈ L2(0, T ;H10 (Ω))
Considere ahora en (11′),





















De (9), (11′′) y (11′′′) tenemos
(Pǫ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pǫ ∈ L2(0, T ;L2(Ω))
p′′ǫ −∆pǫ = 0, em L2(Q)










A seguir se muestra que pǫ(0) y p
′
ǫ(0) estan bien definidos y que pǫ(0) ∈ H10 (Ω)
y p′ǫ(0) ∈ L2(Ω).
En efecto, de (Pǫ)1 y (Pǫ)3 tenemos
pǫ ∈ L2(0, T ;H10 (Ω))
y de (Pǫ)2,
p′′ǫ ∈ L2(0, T ;H−1(Ω))
De estas dos u´ltimas expresiones resulta
p′ǫ ∈ L2(0, T ;L2(Ω))
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De estas tres u´ltimas expresiones tiene




 pǫ(t), t ∈]0, T [0, t ∈ R−]0, T [
(ρη) uma sucessa˜o regularizante em R e pǫ,η = pǫ ∗ ρη tem-se
pǫ,η(0)→ pǫ(0) em L2(Ω)








pǫ,η ∈ C0([0, T ];H10 (Ω))
p′ǫ,η ∈ C0([0, T ];L2(Ω))
e por (Pǫ)2,
p′′ǫ,η −∆pǫ,η = (p′′ǫ −∆pǫ) ∗ ρη = 0
Assim pǫ,η e´ uma soluc¸a˜o fraca da equac¸a˜o de onda em Ω×]0, T [.


















Isto e a u´ltima convergeˆncia implicam que (pǫ,η(0)) e (p
′
ǫ,η(0)), sa˜o sucesso˜es de Cauchy
em H10 (Ω) e L
2(Ω), respectivamente.
Assim existem αǫ ∈ H10 (Ω) e βǫ ∈ L2(Ω), tais que
pǫ,η(0)→ αǫ em H10 (Ω) e p′ǫ,η(0)→ βǫ em L2(Ω)
Estas convergeˆncias e a penu´ltima e antepenu´ltima convergeˆncias mostram que
pǫ(0) ∈ H10 (Ω) e p′ǫ(0) ∈ L2(Ω)
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Assim pǫ ∈ L2(0, T ;H10 (Ω)) e´ uma soluc¸a˜o fraca do problema
(P ′ǫ)
∣∣∣∣∣∣∣∣∣
p′′ǫ −∆pǫ = 0, em Ω×]0, T [









ǫ ∈ H10 (Ω), p1ǫ ∈ L2(Ω))
Portanto
pǫ ∈ C0([0, T ];H10 (Ω)), p′ǫ ∈ C0([0, T ];L2(Ω))








2 [T − 2R(x0)]
∫
Σ(x0)
(uǫ − uδ)2 dΣ
ǫ > 0, δ > 0.
Como
uǫ → v̂ em L2(Σ(x0))
vem que existem p0 ∈ H10 (Ω) e p1 ∈ L2(Ω) tais que
pǫ(0)→ p0 em H10 (Ω) e p′ǫ(0)→ p1 em L2(Ω)
Tambe´m da desigualdade
‖pǫ − pδ‖2C0([0,T ];H1
0
(Ω))+‖p′ǫ − p′δ‖2C0([0,T ];L2(Ω)) ≤ C(T )
[
‖pǫ(0)− pδ(0)‖2 + |p′ǫ(0)− p′δ(0)|2
]
vem que existe
p ∈ C0([0, T ];H10 (Ω)), p′ ∈ C0([0, T ];L2(Ω))
tal que
pǫ → p em C0([0, T ];H10 (Ω))
p′ǫ → p′ em C0([0, T ];L2(Ω))
Passando ao limite em (Pǫ) e (P
′
ǫ) obte`m-se∣∣∣∣∣∣∣∣∣
p′′ −∆p = 0, em Ω×]0, T [
p = 0, em Γ×]0, T [





= v̂ em L2(Σ(x0))
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Parte 6 Usando as notac¸o˜es
φ = p, φ0 = p0, φ1 = p1, ψ = ŷ
vem de (Pŷ), (Pŷ,T ) e (Pp), (Pp,T )∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ′′ −∆φ = 0, em Ω×]0, T [
φ = 0, sobre Σ
φ(0) = φ0, φ′(0) = φ1 em Ω
ψ′′ −∆ψ = 0, em Ω×]0, T [








Este sistema e´ denominado sistema de optimal do problema de minimizac¸a˜o (J).
Por outro lado, como









onde Λ e´ o isomorfismo entre os espac¸os H10 (Ω)×L2(Ω) e H−1(Ω)×L2(Ω) obtido pelo
me´todo H.U.M.









IV.2 Ecuacio´n de Ondas II
Aqui consideramos o sistema





= u, sobre Γ× R
y′(0) = y0, y
′(0) = y1 em Ω
onde Ω e´ uma bola aberta com raio R em Rn. Γ e´ a fronteira de Ω e ν o vetor normal
unita´rio exterior a Γ.
Para T > 2R, si ξ es la solucio´n del problema homogeneo





= 0, sobre Γ× R
ξ′(0) = ξ0, ξ′(0) = ξ1 em Ω







define uma norma equivalente a la norma usual de H1(Ω)× L2(Ω).
Denotamos por H ′ = H1(Ω)× L2(Ω)‖·‖ el completamento de H1(Ω) × L2(Ω) con la
nueva norma introducida.
Por um teorema provado em [32] (J. L. Lions, p. 167), tem-se que
H1(Ω)× L2(Ω) ⊂ H ′ ⊂ L2(Ω)× (H1(Ω))′
Si H = H ′′, resulta que
L2(Ω)×H1(Ω) ⊂ H = H ′′ ⊂ (H1(Ω))′ × L2(Ω)
Denotamos
H = {(y0, y1) : (y1, y0) ∈ H}
Observamos que, si (y0, y1) ∈ H1(Ω) × L2(Ω) ⇔ (y1, y0) ∈ L2(Ω) × H1(Ω) ⊂ H, logo
H1(Ω)× L2(Ω) ⊂ H.
Teorema IV.3. Para ω > 0 suficientemente grande, existe un operador linear acotado
F : H → L2(Ω) y una constante positiva M tal que , si u = F(y, y′) el problema original
lxiii
es bien puesto en H y la solucio´n “verifica
‖(y(t), y′(t))‖H ≤M ‖(y0, y1)‖H · e−ωt, ∀t ≥ 0, ∀(y0, y1) ∈ H
”
Demostracio´n: Introducimos los operadores lineales “definidos por
D(A∗) = D(B∗) =
{























Dado ϕ0 = (ξ0, ξ1) ∈ H1(Ω)× L2(Ω), resolvemos o sistema





= 0, em Γ× R
ξ′(0) = ξ0, ξ′(0) = ξ1 em Ω
































 = γ0ξ, ψ = γ0ξ ⇒ B∗ϕ = ψ





Verifiquemos las hipo´tesis (1) - (4).
Es conocido que A∗ genera un grupo fuertemente cont´ınuo en H1(Ω)× L2(Ω).
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Para verificar la hipo´tesis (2), denotamos G = L2(Γ) e introducimos la funcio´n de
Newmann N : L2(Γ)→ H1(Ω), definida por
 −∆(Nu) +Nu = 0, en Ωγ1(Nu) = u, en Γ
y el operador E ∈ L(L2(Γ), H), definido por Eu = (Nu,Nu), donde N es un operador
lineal limitado de L2(Γ) em H3/2(Ω).
Si “(η0, η1) ∈ D(A∗), u ∈ G ∩H1/20 (Γ), tenemos que
〈





























Como G ∩H1/2(Γ) es denso en G, conclu´ımos que
〈








, ∀u ∈ G
Las hipo´tesis (3) - (4) son verificadas por la definicio´n de H ′.
Aplicamos el teorema de ra´pido decaimiento para A = A∗∗, B = B∗∗ ”.
Problemas Equivalentes. Ahora, consideramos y = y(x, t) solucio´n del problema






(y′′ −∆y)ξ dx dt =
[∫
Ω






































−u ξ dΓ dt
Denotando x = (−y′, y), x0 = (−y1, y0), ϕ = (ξ, ξ′), ϕ0 = (ξ0, ξ1)”, podemos escrever
a u´ltima equac¸a˜o na forma



























Por lo tanto, tenemos la equivalencia de problemas”.
De la teoria general, existe un isomorfismo Λ−1ω : H → H ′, consideramos u = −JB∗Λ−1ω x,
usando la forma matricial del operador Λ−1ω , se tuene que











u = −JB∗ (−Py′ −Qy,Ry′ + Sy) = −Jγ0 (−Py′ −Qy) = γ0 (Py′ +Qy) = F(y, y′)
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IV.3 Ecuacio´n de Petrovsky
Analisamos “el problema

y′′ +∆2y = 0, en Ω× R
y = γ1(y) =
∂y
∂ν
= 0, en Γ0 × R
y = 0, γ1(y) =
∂y
∂ν
= u, en Γ1 × R
y′(0) = y0, y
′(0) = y1 en Ω
donde Ω es un conjunto abierto do Rn, Γ1 es un subconjunto abierto de Γ la fronteira
de Ω y Γ0 = Γ− Γ1, ν el vetor normal unitario exterior a Γ”.
Asumimos que Γ es de classe C4 y existe un punto x0 ∈ Rn tal que Γ1 contiene todos
los puntos que verificam la desigualdad (x− x0) · ν(x) > 0.
Teorema IV.4. Para ω > 0 suficientemente grande, existen dos operadores lineales
acotados
P : H−2(Ω)→ H20 (Ω), Q : L2(Ω)→ H20 (Ω)
y una constante positiva M tal que , si u = ∆(Py′ + Qy) el problema original es bien
puesto en H = L2(Ω)×H−1(Ω) y la “solucio´n verifica
‖(y(t), y′(t))‖H ≤M ‖(y0, y1)‖H · e−ωt, ∀t ≥ 0, ∀(y0, y1) ∈ H
”
Observacio´n IV.8. El teorema fuei mostrado antes, usando aproximac¸a˜o da equac¸a˜o
de Riccati.
Demostracio´n: Dado “ϕ0 = (ξ0, ξ1) ∈ H1(Ω)× L2(Ω), resolvemos el sistema

ξ′′ +∆2ξ = 0, en Ω× R
ξ = γ1(ξ) =
∂ξ
∂ν
= 0, en Γ× R
ξ′(0) = ξ0, ξ′(0) = ξ1 en Ω
ψ = γ0(∆ξ) en R
Hacemos ϕ = (ϕ, ϕ′), introducimos los operadores lineales definidos por




































Verifiquemos las hipo´tesis (1) - (4), escojemos H ′ = H20 (Ω) × L2(Ω), H = H−2(Ω) ×
L2(Ω), G = L2(Γ1)”.
Es conocido que A∗ genera un grupo fuertemente cont´ınuo en H1(Ω)× L2(Ω).
Para verificar la hipo´tesis (2), introducimos “la funcio´n de Dirichlet D : L2(Γ1) →
L2(Ω), definida por 

∆2(Du) = 0, em Ω
Du = γ1(Du) = 0, em Γ0
Du = 0, γ1(Du) = u, em Γ1
recordamos que el operador D es un operador lineal limitado”.
El operador E ∈ L(L2(Γ1), H = H−2(Ω) × L2(Ω)), definido por “Eu = (0,−Du), u ∈
G”.





























∆η0(γ1Du)− γ1(η0)(∆Du) + η0γ1(∆Du)
}
dΓ
Como u ∈ H5/20 (Γ1) entonces Du ∈ H4(Ω). Usando la definicio´n de D y las condiciones










, ∀u ∈ G
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Por densidad de H
5/2
0 (Ω) em G, tem-se que E
∗A∗ = B∗”.
Las hipo´tesis (3) - (4) son satisfechas por definicio´n de H ′.
Aplicamos el teorema de ra´pido decaimiento para A = A∗∗, B = B∗∗.
Problemas Equivalentes. Ahora, consideramos y = y(x, t) solucio´n del problema






(y′′ −∆y)ξ dx dt =
[∫
Ω






































−u ξ dΓ dt
Denotando x = (−y′, y), x0 = (−y1, y0), ϕ = (ξ, ξ′), ϕ0 = (ξ0, ξ1), podemos escribir la
u´ltima ecuacio´n en la forma


























Por lo tanto, tenemos la equivalencia de problemas”.
De la teoria general, existe un isomorfismo Λ−1ω : H → H ′, consideramos u = −JB∗Λ−1ω x,
usando la forma matricial del operador Λ−1ω , se tiene que











u = −JB∗ (−Py′ −Qy,Ry′ + Sy) = −Jγ0 (−Py′ −Qy) = γ0 (Py′ +Qy) = F(y, y′)
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