discriminant analysis. Again, taking into account the difference between populations, the paper by Delaigle and Hall (2012) employs a centroid classifier. For the particular case of gaussian distributions, the work by Baíllo and Cuevas (2008) contains some theoretical remarks. An interesting review of several classification techniques using both approaches can be found in Baillo et al. (2010) .
This paper also follows this second stream. The main idea is to estimate E [X |Y ∈ I s ] recovering a discriminant direction between populations but using the partition scheme provided by p(X = p(Y = 1|X )) which is not estimated but sequentially split. This involves several issues that will be discussed in the following sections jointly with the other key of the paper: sparsity.
Sparsity
The difficulty of dealing with sparsity comes from the way of reconstructing the loss of information. Without dense grids, it is almost impossible to know what happens in the neighborhood of every t ∈ T and this is an important issue because it determines the shape of the covariance matrix (and so, the eigenfunctions). In this paper, the alternative chosen is to estimate through a local linear estimator. But, this approach has, at least, two drawbacks. First of all, there is no guarantee that the matrixˆ will be a positive definite one (see, for instance, the introduction of Wu and Pourahmadi 2003) . Second, the optimal choice of the bandwidth h 2 (and possibly of the kernel) is an open issue (and even more the use of leave-one-curve-out cross-validation). A naive alternative could be to represent every trajectory in a fixed basis selected ad hoc. Of course, both solutions are imperfect and a discussion about the gain/loss of every procedure when fitted to a particular data set it would be interesting. For instance, in Fig. 2 the curves of spinal bone density for Hispanic males and females are represented. Looking at the trajectories for females, there are three with values below 0.7 in the interval [9, 12] . Due to sparsity, these trajectories are not continued after 13, and this has a clear impact in the procedure. Clearly, the mean in the first interval will be biased downward affecting to the computation of the U i j and so, having its impact in the estimation of . The same happens with the male trajectory with values over 1.4. Despite the fact of considering the same covariance matrix for both populations, an open question is about the influence of these apparently strange curves in the classification procedure. It seems quite difficult to detect these curves as outliers (again due to sparsity). Therefore, the presence of outliers jointly with certain types of sparsity can lead every technique to a big fail and an interesting question is what is the degree of sparsity/outlyingness that a procedure can handle and how to correct it.
But, the main challenge with sparsity is how to discover whether the pattern of the sparsity is related with the process X or with the groups. This seems to be the case of the third real example in the paper where the curves of the second group (dead within 10 years) have the propensity of being unobserved at the end of the interval by obvious reasons. Certainly, this will cause a bias in the procedure. But, the lack of observations can occur in any place along the interval and the challenge is how to avoid its effect in our procedure. In this case, it is obvious that the estimate of the covariance matrix for the points at the end of the interval is biased to the elements of the first group and so, any classification procedure based on this matrix cannot be able to distinguish between groups using only the last values of the interval. But, what is better? Must we design a procedure that impartially avoids the effect of sparsity or another one that exploits the hidden pattern in sparsity? I am afraid that there is no an easy answer and probably, a tailored solution must be constructed for every particular example. In some sense, this is the same debate as in censored data related with the type of censoring and its effect on the estimates.
Probability-enhanced functional cumulative slicing
The validity of the procedure is based on three assumptions. The second one is the most critical from the point of view of the functional data analysis because it establishes that the generating process X has, in essence, a finite dimension K . This occurs when the data are generated, for example, using the first K elements of a basis but seems quite restrictive in a general framework. The third assumption is of technical nature but uses all the eigenvalues in a double sum which seems a bit surprising. Depending on the decay rate of the eigenvalues, that quantity could be arbitrarily large. A discussion focusing on the practical issues of both assumptions would be welcome.
More shocking is the minor assumption that the observed data are generated as
does not belong to L 2 (T ) because it is not continuous. This assumption is critical when the grid becomes more and more dense and the minimum distance between discretization points goes to zero. Perhaps it is not so important for a fixed design of the grid, considering that the dependence vanishes for distances lower than that minimum but it is strange from the theoretical point of view and, probably, unnecessary.
Simulations and data examples
The application of the procedure involves the selection of various parameters by crossvalidation. The list is quite large including λ in WSVM, the dimension K , the truncation s n , and the bandwidths h 1 and h 2 . Despite the fact that the computational time should be large, no clues are provided about how good are the selectors for the approximations involved. And after a lot of computational work, the results in Table 1 are not so impressive as desired. The gain after a such complex procedure is less than 0.80 % between the PEFCS method and the FPCA one. In fact, comparing the numbers in Table 1 with other simple alternatives in the dense case (using the same scenario proposed in the paper), the results obtained (with 1000 Monte Carlo runs) are comparable or slightly better (see Table 1 ). The two alternatives considered here are both based on logistic regression models: functional generalized linear models (see, for instance, James 2002; Escabias et al. 2007; Cardot and Sarda 2005; Müller and Stadtmüller 2005) and functional generalized spectral additive models (see Müller and Yao 2008) . In both cases, the first five principal components were used (no optimization proce- dure was considered for the number of components) and the options by default were employed. The final message joining both simulation studies seems to be the triumph of the simplicity. Taking into account that the FGLM can be considered a particular case of the FGSAM, it seems shocking that the classification error provided by FGLM were always better than for FGSAM. But, as in Hand (2006) , not always a more sophisticated method can obtain better results than a simpler one. Something similar happens in the original Table 1 where the results using QDA are not always better than using LDA. Probably, the examples chosen for the simulation are not complex enough to emphasize the advantages of the new procedure and, in a more simpler scenario, the classical methods obtain better results. As an example, the parameter β 1 is defined as a sum of the first 50 eigenfunctions of X and, in principle, any technique based on principal components has certain advantages even though the huge number of eigenfunctions. But, as can be seen in Fig. 1 , the approximation considering only the first five elements is almost undistinguishable from the complete one and so, all the information needed for the classification task is included in the first five eigenfunctions.
The parameter β 2 is also a simple function and probably, there is no enough complexity in the simulations to show the ability of the new procedure to catch the space of directions that better separates both groups or at least, the space generated by these directions is quite similar to the generated by the first principal eigenfunctions. Note that the procedure is quite high consuming (by the need of computing the optimal of several parameters) and some other alternatives also high demanding like, for instance boosting, could improve the results. As a final comment, there is no information about the structural dimension K in the examples. It is said that the structural dimension has been correctly identified but what is this number? (1 for models I and II and 2 for models III and IV?). In that sense, what was the s n parameter or the number of components employed when using FPCA? If the number of principal components is only chosen to explain the variability of X , this selection could not be the right one for classification. In that sense, an approach based on PLS (see for instance, Preda et al. 2007 ) could be more adequate. The situation under sparsity is less clear. The procedure is based on the computation of the covariance matrix that, depending on the type of sparsity, could be very different from the theoretical one affecting not only the PEFCS method but also the FPCA one. In fact, it seems that there is nothing in PEFCS procedure specifically designed to correct sparsity. In essence, the proposed method is adapted to the sparsity scenario but there are doubts about how the different types of sparsity could affect the procedure. This is not explored in the simulation study and the data examples are not the best ones to check this effect. The classification error for the first data example (Berkeley growth study) depends on how much of the last part of the curve is included in the procedure. Using only the data over 14-year-old, a classification error about 8 % is obtained (using FKNN) whereas when using only the curves up to 14-year-old, the error raises to a 25 %. This means that the second half of the growth curves are more informative for classification and so, if the sparsity affects how this part is represented the classification error will raise. On the other hand, if only the data in the first part is affected by sparsity, probably the classification will be unaffected. Therefore, how the sparsity affects the classification error it is not a clear matter. The last two data examples seem to be biased by sparsity: the first one contains curves with just a few observations and located far away from the other ones. These curves affect the estimation of the mean and the covariance matrix which is central for the procedure. The curves for died patients in the cirrhosis data seem to be right-censored affecting again the computation of the covariance matrix. Also, in this example, the results of QDA seem to be erroneous. Taking into account that LDA can be considered a particular case of QDA, the differences between both classifiers in Table 4 are excessively large. How can be this explained? Is it an aside effect of the sparsity?
Therefore, as a final conclusion, the procedure presented in this paper has interesting ideas but also a couple of drawbacks that must be solved in order to achieve that this classification technique can be considered as a standard among practitioners. The main one is the complexity of the method with a lot of parameters that must be jointly optimized and the aside effect of being high time consuming. A second drawback is how to interpret the results obtained for the procedure. Is it possible to know anything about the classification rule throughm(t, π) orˆ (s, t)? Typically, the success of a classification technique lies on three pillars: interpretability, precision, and speed of execution. Typically, the precision is considered the most important one although the most popular methods usually sacrifice a little bit in the ability for prediction to gain useful insights and/or fastness. The procedure proposed here seems to go in the opposite direction showing a small gain in prediction respect to the others but with the high cost of the complexity. The challenge for the authors in the near future is to make its procedure accessible, solving the practical issues providing clues and rules for the choice of parameters, and distributing the procedure worldwide through a friendly environment like R or MatLab. Finally, from a general perspective, there are a lot of classification methods in FDA without a clear guide about its applicability, on the contrary of their counterparts in the multivariate framework. Surely, a deep comparative study is needed to determine the strength and weakness of every particular proposal compared with the others.
