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Modern microprocessors are equipped with single instruction multiple data (SIMD) or vector instruction sets
which allow compilers to exploit superword level parallelism (SLP), a type of fine-grained parallelism [Larsen
and Amarasinghe 2000]. Current SLP auto-vectorization techniques use heuristics to discover vectorization
opportunities in high-level language code. These heuristics are fragile, local and typically only present one
vectorization strategy that is either accepted or rejected by a cost model. We present goSLP, a novel SLP auto-
vectorization framework which solves the statement packing problem in a pairwise optimal manner. Using an
integer linear programming (ILP) solver, goSLP searches the entire space of statement packing opportunities
for a whole function at a time, while limiting total compilation time to a few minutes. Furthermore, goSLP
optimally solves the vector permutation selection problem using dynamic programming. We implemented
goSLP in the LLVM compiler infrastructure, achieving a geometric mean speedup of 7.58% on SPEC2017fp,
2.42% on SPEC2006fp and 4.07% on NAS benchmarks compared to LLVM’s existing SLP auto-vectorizer.
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1 INTRODUCTION
Modern microprocessors have introduced SIMD or vector instruction sets to accelerate various
performance critical applications by performing computations on multiple data items in parallel.
Moreover, they have introduced multiple generations of vector instruction sets, each either increas-
ing vector width or introducing newer computational capabilities. Intel has introduced MMX (64
bit), SSE/SSE2/SSE3/SSE4 (128 bit), AVX/AVX2 (256 bit) and most recently AVX512 (512 bit) instruc-
tion sets [Intel 2017a]. Other examples include AMD’s 3DNow! [Oberman et al. 1999], and IBM’s
VMX/Altivec [IBM 2006]. In order to use these SIMD units, programmers must either hand-code
platform specific assembly (or use thin-wrapper compiler intrinsics) which is tedious, error-prone
and results in non-portable code or use existing compiler analysis to discover opportunities in mid-
or high-level languages.
Traditionally compilers supported loop based vectorization strategies aimed at exploiting coarse
grained parallelism that is available in large amounts [Allen and Kennedy 1987; Baghsorkhi et al.
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2016; Eichenberger et al. 2004; Nuzman et al. 2006; Nuzman and Zaks 2008; Sreraman and Govin-
darajan 2000]. However, Larsen and Amarasinghe [2000] introduced a new form of parallelism
known as superword level parallelism (SLP) which is available at a much finer granularity. It is
available statement-wise and can be exploited even when loop based parallelism is not abundantly
available making it suitable for vector code generation targeting fixed width vector instruction sets.
Current SLP based auto-vectorization strategies follow a recipe or algorithm to perform vector-
ization [Liu et al. 2012; Shin et al. 2003, 2002, 2005] and then accept or reject it based on a cost
model. These are either based on greedy decisions or local heuristics usually implemented at the
basic block level and hence only explore a limited space, if any, among all available vectorization
opportunities, leading to suboptimal solutions.
In this paper, we introduce goSLP, an SLP vectorizer that searches a large space of SLP vector-
ization opportunities in each function, rather than relying on a specific algorithm or heuristic to
make its vectorization decisions. goSLP packs statements by solving an ILP problem encoding
the costs and benefits of all possible choices using an off-the-shelf ILP solver. goSLP then assigns
statements to vector lanes using dynamic programming to search the space of assignments for the
one implementable with the fewest vector permutation instructions. goSLP focuses only on SLP
vectorization and any loop based vectorization strategies are orthogonal to our techniques.
goSLP improves throughput on SPEC2017fp rate by 5.2% compared to LLVM’s SLP auto-vectorizer
(using official SPEC reporting criteria for 24 copies). To put this in perspective, Intel’s reported
SPEC2006fp rate improved by about 20% from Ivy Bridge to Haswell and by about 12% from
Haswell to Broadwell1. By this measure, goSLP’s improvements are approximately 25 to 50 percent
of a microarchitecture revision. After examining many loops (Section 7.3), we find goSLP makes
consistent improvements across many diverse loops.
Even though an one-to-one comparison cannot be donewith Intel’s commercial compiler ICC, due
to different scalar optimizations, pass orderings and inability to selectively turn on loop vectorizer
and SLP vectorizer in ICC, we analyze the vectorization impact of each compiler in Section 7.5.
We show that even when starting from a slower scalar baseline of LLVM, goSLP almost doubles
the amount of benchmarks which run faster than ICC vectorized code when compared to LLVM
SLP. ICC vectorization holds an edge over LLVM SLP in terms of geometric mean vectorization
impact over scalar code each compiler produces. However, we show that goSLP has more overall
geometric mean vectorization impact over scalar code when compared to both ICC and LLVM SLP.
Therefore, if goSLP is implemented in ICC, we believe it will have a net positive impact on runtime
performance.
This paper makes the following contributions:
• Pairwise optimal statement packing using a tractable ILP formulation: goSLP formulates
the problem as an ILP problem and use an ILP solver to find a pairwise optimal packing up
to the accuracy of the cost model within a reasonable compilation time. goSLP applies this
iteratively to find vectorization opportunities of higher vector widths.
• Whole function vectorization beyond basic blocks: goSLP is able to find SLP vectorization
strategies which take into account common vector subexpressions and avoids unnecessary
vector unpackings for vector reuses across basic blocks.
• Dynamic programming algorithm for vector permutation selection: once vector groupings
are finalized goSLP finds the optimal assignment of vector lanes which minimizes insertion
of explicit vector permutation instructions.
1Data from https://www.spec.org/cpu2006/results/rfp2006.html. Ivy Bridge, Haswell and Broadwell processor models are
Intel Xeon E5-2697 v2, Intel Xeon E5-2690 v3 and Intel Xeon E5-2687W v4 respectively.
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• Implementation of goSLP in LLVM and end-to-end evaluation on standard benchmarks:
We evaluated goSLP on C/C++ programs of SPEC2006fp, SPEC2017fp and NAS parallel
benchmark suites. The geometric mean improvement of goSLP over LLVM SLP, running on a
single copy is 2.42%, 7.58%, 4.07% for SPEC2006fp, SPEC2017fp, and NAS parallel benchmarks
respectively.
• Despite trading off compilation time to achieve better runtime performance, goSLP keeps the
compilation overhead to a reasonable amount. Maximum compilation time for a benchmark
under goSLP is little over 8 minutes.
2 SUPERWORD LEVEL PARALLELISM
Superword level parallelism (SLP) is a type of fine-grained parallelism present in code that is
suitable for SIMD code generation. Larsen and Amarasinghe [2000] first exploited SLP to develop a
compiler auto-vectorization algorithm. The original algorithm packs together isomorphic scalar
statements (statements that perform the same operation) that are independent. We call these vector
packs because they correspond directly to a vector instruction, executing one statement in each
vector lane. The algorithm starts by forming vector packs of statements which access adjacent
memory locations. These packs are used as seeds to form additional vector packs following their
use-def and def-use chains. Once all profitable packs of size two are formed, it combines mergeable
vector packs to form packs of higher vector width until no more merging is possible. Finally, it
traverses the original basic block top-down scheduling vectorized statements in place of scalar
statements whenever a vector pack is found containing the scalar statement.
When the vector packs are used to generate vector instructions, their operands must be in vector
registers. If the statements producing the operands are not vectorizable, the operands are packed
into non-vector packs using explicit vector insertion instructions. Further, if there are non-vectorized
uses of vectors, they need to be unpacked into scalars using special vector extraction instructions.
Explicit packing and unpacking operations can sometimes outweigh the benefits of vectorization if
sub-optimal statement groupings are made.
2.1 SLP Vectorization Strategies
The quality of the generated vector code depends strongly on the vectorization strategy used by the
compiler and the use of greedy decisions or local heuristics may lead to suboptimal vectorization
decisions.
Consider the code listing in Figure 1 (a). Sets {S1, S2, S3} and {S4, S5, S6} contain independent
statements with isomorphic operations which are amenable to SLP based vectorization. Assume
statements SL1 up to SL7 load consecutive values from memory and the target vector width is
equal to twice the width of a loaded value. The main challenge in this example is to select the best
statement pair packing scheme such that we exploit SLP as much as possible. Figure 1(d) shows the
dependency graph of vector packs which exploits SLP in the most profitable manner.
Larsen’s algorithm. The original SLP vectorization algorithm initially forms vector packs for
each adjacent pair of loads {{SL(i), SL(i+1)} : 1 ≤ i ≤ 6}. It then follows the def-use chains seeded
by these vector packs to form additional vector packs {S4, S5}, {S1, S2}, {S2, S3} and {S6, S4} in that
order. Finally, during the scheduling phase, the vectorizer traverses each scalar statement starting
from the top of the basic block. If a given scalar statement is part of a vector pack, the vectorizer
replaces it with the first vector pack that contains it according to the order the packs were formed.
Following this greedy scheduling process, load statements SL1 up to SL6 are replaced by vector
loads {{SL(i), SL(i+1)} : i ∈ {1, 3, 5}} and vector packs {S1, S2}, {S4, S5} replace their constituent
scalar statements. Figure 1(b) shows the dependency graph of these vector packs.
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{SL5,SL6}
(a) Code example (b) Larsen’s algorithm 
(c) Liu’s algorithm (d) goSLP 
SL1:  L[1] = load(x+1)
SL2:  L[2] = load(x+2)
SL6:  L[6] = load(x+6)
SL7:  L[7] = load(x+7)
S1  :  A1 = L[5] / L[2]
S2  :  A2 = L[6] / L[3]
S3  :  A3 = L[7] / L[4]
S4  :  A4 = L[1] - A2
S5  :  A5 = L[2] - A3
S6  :  A6 = L[3] - A1
{SL2,SL3}
{S1,S2}
{SL5,SL6} {SL2,SL3}
{S1,S2}
{S3,S1}
{S5,S6}
…
..
{S4,S5}
{SL3,SL4}
{SL1,SL2}
{SL6,SL7} {SL3,SL4}
{S2,S3}
{S4,S5}
{SL1,SL2}
S1
S6
S4
S3
{S2,S3}
S6
Fig. 1. Comparison of SLP auto-vectorization strategies (a) code example, (b)-(d) show dependency graphs of
vectorized statements under each vectorization strategy (b) under original SLP vectorization algorithm [Larsen
and Amarasinghe 2000] (c) under holistic SLP vectorization algorithm [Liu et al. 2012] (d) optimal statement
packing under goSLP. Solid arrows show dependencies. Groupings with solid circles show vectorized packs.
Groupings with dotted circles show non-vector packs which are packed explicitly using vector insertion
instructions and dotted lines show unpacking of values from vector packs. Scalar statements are shown when
an unpacked value is used by it. For example in (d), values loaded by SL2 and SL3 are extracted from packs
{SL1, SL2} and {SL3, SL4} to be used in scalar statements S1 and S6 respectively.
Larsen’s algorithm misses more profitable vectorization schemes due to two main reasons. First,
it forms packs of vectorized loads irrespective of whether there are any vectorized uses of them
and packs with no vectorized uses (excluding vector packs of stores) are not removed from the
final scheduling. For instance, it forms the vectorized load {SL3, SL4}, even though it is not used by
any subsequent vectorized pack. Next, the scheduling phase chooses to vectorize the first vector
pack associated with a given scalar statement without looking forward to see whether vectorizing
it would be beneficial for the code sequence as a whole. If other statements in the vector pack
have more profitable alternative packing opportunities they are missed. For instance, vectorizing
{S2, S3} is more beneficial compared to {S1, S2} since it can be directly used in {S4, S5}. These
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scalar vector packing unpacking total
No vectorization 13 13
Larsen’s algorithm 3 5 2 5 15
Liu’s algorithm 5 4 1 2 12
goSLP 3 5 0 2 10
Fig. 2. Instruction breakdown under each vectorization strategy for the code listing in Figure 1(a). Note
that unpacking of a value is only needed once, even though it may be used multiple times in subsequent
statements.
greedy decisions lead to additional packing and unpacking overhead (Table 2) compared to the
vectorization strategy shown in Figure 1(d) and yields an unprofitable vectorization scheme.
Liu’s algorithm. Holistic SLP vectorization algorithm [Liu et al. 2012] enumerates all statement
packing opportunities available in a given basic block and greedily selects the best using a local
heuristic. This generates final vector packs shown in Figure 1(c) which can be realized using 12
instructions (Table 2). For the code listing in Figure 1(a), vectorizable statement pairs include
adjacent pairs of load statements and all feasible statement pairs of divisions and subtractions,
concretely, {S1, S2}, {S2, S3}, {S1, S3}, {S4, S5}, {S5, S6} and {S4, S6}. The holistic SLP vectorization
algorithm prioritizes vectorizing vector packs which can be used by multiple other vector packs. In
this example the pack {SL2, SL3} has the potential to be used by two vector packs ({S1, S2}, {S5, S6})
and is vectorized first. The algorithm runs until all profitable vectorizable opportunities are ex-
hausted.
Holistic SLP vectorization [Liu et al. 2012] does not look forward along def-use chains to see if
the current selection is profitable at the global level and hence can miss vectorization opportunities
with longer vectorized chains. For instance, it is beneficial to vectorize {SL3, SL4} compared to
{SL2, SL3} as it leads to a longer vector sequence even though the latter can be used in two vector
packs. This shows that even when we enumerate all packing possibilities, it is not trivial to select
the best possible packing strategy using local greedy heuristics. The greedy selection of vector
packs at a local level searches only a limited subspace of all available combinations, leading to
suboptimal packing decisions.
goSLP. Our formulation reduces the statement packing problem into an ILP problem, uses an
ILP solver to search more statement packing combinations and produces the optimal groupings as
shown in Figure 1(d) which can be realized using 10 instructions (Table 2). By encoding pairwise
local constraints, goSLP keeps the ILP problem to a tractable size, but an ILP solution yields a
pairwise optimal statement packing. Finally, our dynamic programming formulation searches
through all profitable statement orderings to come up with the optimal ordering for each pack
which minimizes insertion of vector permutation instructions between them.
3 GOSLP OVERVIEW
Figure 3 shows the high level overview of the goSLP vectorization framework. Preprocessing passes
such as loop unrolling, loop invariant code motion are executed first to expose more opportunities
to exploit SLP. Our framework does SLP vectorization in three main stages. First it decides which
scalar statements should be merged to form vector packs disregarding the order of instructions
in each SIMD lane (statement packing). Then, it selects which SIMD lanes are used by which
scalar statements by finding a suitable permutation of the statements within each vector pack
(vector permutation selection). Finally, it schedules the newly formed vector packs according to
dependency and other scheduling constraints (vector scheduling).
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Preprocessing 
(loop unrolling,LICM…)
Candidate 
pair collection
Update vector 
packs
ILP formulation 
and solving
Vector 
permutation 
selection
Vector code 
generation
Vector 
Scheduling
Statement packing
goSLP
> 0 N
Y
Fig. 3. goSLP auto-vectorization framework
During the statement packing stage, it starts by finding candidate pairs of statements which can
be merged into vector packs. More precise set of constraints are discussed in Section 3.1. Next, it
formulates an ILP problem encoding the benefits of forming vector instructions for each such pair
together with any associated costs of vectorization (Section 4.2). The solution to this optimization
problem is a set of pairs which should be vectorized. goSLP framework performs statement packing
iteratively on the newly formed pairs to build vector packs of higher vector width, until the vector
width of vector registers in the machine is exhausted or until no more feasible vector packs can be
formed.
Once, the packs are formed, vector permutation selection stage decides the optimal permutation
for the scalar statements within each vector pack. goSLP uses a dynamic programming algorithm
to decide upon the proper permutation. The algorithm first performs a forward and a backward
traversal along data-dependency graphs of vector packs to determine the feasible set of permutations
for statement ordering in each pack and then finds the best permutation among them which
minimizes insertion of explicit vector permutation instructions using dynamic programming
(Section 5). Finally, goSLP uses the vector scheduling algorithm from the existing LLVM compiler
framework [LLVM 2017] to schedule the ordered vector packs which are translated into executable
vector instructions at the compiler code generation backend.
3.1 The Statement Packing Problem
At this stage, goSLP decides which statements are packed together into vector packs. Two statements
Si and S j in the same basic block can be packed together into a vector pack if the following conditions
are met.
• Si and S j must be isomorphic: perform the same operation on same data types which results
in values of the same type.
• Si and S j must be independent: Si and S j cannot be directly or transitively dependent, where
they cannot be reachable by one another in the same data-dependency graph. Dependencies
can be formed through intermediate values or through memory accesses.
• Si and S j must be schedulable into a pack: This is especially important when forming packs
of memory access statements, where reordering may be restricted due to the presence of
aliased reads and writes and other memory reordering constraints.
• If Si and S j access memory they must access adjacent memory locations.
Not all legal vector packs can exist simultaneously. Consider two legal packs Pi and Pj formed
according to the statement packing rules presented above. Pi and Pj can coexist if the following
conditions are met.
• Pi and Pj are schedulable: there shouldn’t be any circular dependencies between the two
packs, for example if Si,1, Si,2 ∈ Pi and S j,1, S j,2 ∈ Pj , it shouldn’t be the case that Si,1 δ S j,1
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and S j,2 δ Si,2. Further, all dependencies between statements in the two packs should be
preservable in a valid scheduling of packs.
• Pi and Pj are not overlapping: ∀Si ∈ Pi =⇒ Si < Pj . That is, a single statement can only
belong to one pack.
Within these validity conditions, a given statement has many opportunities to be packed to-
gether with other statements and many valid vector packs can coexist with each other. Every SLP
auto-vectorization algorithm has to either explicitly (where all opportunities are enumerated) or
implicitly (where only a subset of opportunities are explored; other opportunities are by definition
not vectorized) decide what subset of vector packs to create out of all valid statement packing
opportunities such that some objective such as performance of the program is optimized.
Complexity. If there are n instructions in a basic block and if vector packs of size k are formed,
asymptotically there areO((nk )) packing decisions to be made. Say that we are selectingm packs out
of all valid packing opportunities, then there areO(((nk)m )) options and naively searching through the
entire space is not tractable. In essence, we are selecting an optimal subset of vector packs from all le-
gal vector packing opportunities, which is shown to be NP-hard in the general case [Muthukrishnan
2005].
Approach. By encoding the statement packing problem as an ILP problem, goSLP exploits the
search capabilities of modern ILP solvers to search the space of all pairwise packings in a reasonable
time. goSLP keeps the ILP problem to a tractable size by encoding only local costs and benefits,
but the resulting solution yields a globally pairwise optimal packing because the solver considers
all constraints simultaneously. To utilize the machine’s full vector width, goSLP applies pairwise
statement packing iteratively.
3.2 The Vector Permutation Selection Problem
Once vector packs are formed, goSLP decides which statements are computed by which vector
lanes by finding a suitable permutation of statement orderings within a vector pack.
Complexity. If there aren statements in a vector pack, there aren! amount of feasible permutations
of statement orderings for each vector pack. If N such vector packs are connected with each other
in one data-dependency graph, there are (n!)N total combined permutations, out of which we need
to select the most profitable.
Approach. We introduce a dynamic programming based solution to optimally select the best
statement ordering for each vector pack. Our formulation only searches the profitable subspace of
permutations, which is considerably small compared to the total (n!)N combinations, exploiting
the optimal substructure of the problem.
4 STATEMENT PACKING
goSLP encodes the statement packing problem as an optimization problem solved using integer
linear programming. At high level, it encodes the benefits and costs of forming all feasible vector
packs and the objective of the optimization problem is to find a subset of packs such that the total
cost of vectorization is minimized. goSLP uses LLVM’s existing cost model to query various types
of costs discussed during this section (see Section 6). We use the code snippet in Figure 4 as a
running example and any numbered statements referred in this section refer to statements in it.
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S1:  A1 = load(X)
S2:  A2 = load(X + N)
S3:  B1 = load(Y)
S4:  B2 = load(Y + 1)
S5:  C1 = A1 + B1
S6:  C2 = A2 + B2
S7:  C3 = A2 + B1 
Fig. 4. Example code snippet; assume loads S3,S4 are contiguous whereas S1,S2 are not
4.1 Candidate Pair Collection
goSLP first finds all feasible pairs of statements which can form vector packs according to the
constraints listed in Section 3.1, treating a whole function as a vectorization unit. For each statement
S in a function, goSLP collects the set of statements fS that can be paired with it to form vector packs.
For example, for the code snippet shown in Figure 4, fS1 : {}, fS2 : {}, fS3 : {S4}, fS4 : {S3}, fS5 :
{S6, S7}, fS6 : {S5, S7}, fS7 : {S5, S6}
Since, we consider whole functions as vectorization units, goSLP captures common subexpression
usages among vector packs residing in different basic blocks. This allows goSLP to avoid unpacking
vector packs unnecessarily when all of their uses are vectorized, but reside in different basic blocks.
In contrast, if goSLP limited its vectorization unit to a single basic block, all vector packs where
the values are not dead at the end of a basic block need to be unpacked, since it does not know
whether all of their uses are vectorized and would require an additional live variable analysis.
Even though vectorized def-use chains can span across multiple basic blocks, note that only
statements within the same basic block can be considered for pairing.
4.2 ILP Formulation Overview
During ILP formulation, goSLP first creates decision variables for all pairwise packing opportunities
found during candidate pair collection. Next, it encodes vector cost savings, packing costs, unpacking
costs and scheduling constraints for each of those packs, using a tractable, local encoding, which
preserves global optimality for pairwise statement packing during the actual ILP solving phase.
Finally, to select the optimal subset of packs to be formed from the set of packing opportunities,
goSLP uses an ILP solver to minimize the sum of all the aforementioned costs for the subset
while respecting the scheduling constraints. goSLP uses the ILP formulation iteratively to explore
packing opportunities at higher vector widths by treating already formed vector packs as individual
vectorized statements until all packing opportunities are exhausted or maximum vector width of
the machine is reached.
4.3 Decision Variable Creation
This stage takes as input the feasible set of statements fS found for each statement S and creates
boolean decision variables for each unique vector packing opportunity. Let D = {{Sp , Sq} : Sp ∈
fSq ∧ Sq ∈ fSp } be the set of all candidate vector packs. Note that we do not consider the ordering
within a pair where {Sp , Sq} and {Sq , Sp } are considered the same when forming D. For the code
snippet shown in Figure 4, D = {{S3, S4}, {S5, S6}, {S5, S7}, {S6, S7}}.
Then the set of decision variables are formed asV = {V{Sp,Sq } : {Sp , Sq} ∈ D}. The output of the
ILP problem is whether each of these boolean variables are set or not, deciding on which vector
packs should be formed.
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Also, at this stage, goSLP populates two map structures. For each candidate vector pack P ∈ D, it
goes through operand pairs of its constituent statements in order, to check if they are vectorizable.
If any such operand pair O is ∈ D, it records P as a vectorizable use for the vector pack O in a map
structure (VecVecUses) which maps from a candidate vector pack to the set of all vectorizable uses
of that pack. If O < D, the operand pair is not vectorizable and must be packed if P is vectorized.
goSLP keeps track of such non-vector pack uses in another map structure (NonVecVecUses) which
maps from a non-vector pack to the set of all vectorizable uses of that pack.
VecVecUses and NonVecVecUses maps for code listing in Figure 4 are as follows.
VecVecUses = {{S3, S4} 7→ {{S5, S6}, {S6, S7}}}
NonVecVecUses = {{S1, S2} 7→ {{S5, S7}, {S5, S6}},
{S2, S2} 7→ {{S6, S7}},
{S3, S3} 7→ {{S5, S7}}}
4.4 Encoding Vector Cost Savings
Executing a single vector instruction is cheaper in general when compared to executing its con-
stituent scalar statements individually. Consider a vector pack P with statements {S1, . . . , SN }, then
we define the cost savings of vectorizing P ,
vec_savings(P) = vec_cost(P) −
N∑
i=1
scalar_cost(Si )
Note that vec_savings(.) is negative when the vector instruction is cheaper than the total cost
of the scalar instructions. Vector cost savings for all vector packs in D are encoded as follows.
VS =
∑
P ∈D
vec_savings(P) ×VP
For example, cost savings for vector pack {S3, S4} is encoded as vec_savings({S3, S4}) ×V{S3,S4 } .
4.5 Encoding Packing Costs
Packing costs for vector packs are handled differently from non-vector packs.
Statement pairs which are already in D need to be explicitly packed using insertion instruc-
tions only if they are not vectorized and at least one of its vectorizable uses are vectorized. If
pack_cost(.) returns the packing cost for an individual pack (queried from LLVM), goSLP en-
codes packing cost of vector packs for the entire function as follows.
PCvec =
∑
P ∈D
VP ×
( ∨
Q ∈VecVecUses(P)
VQ
)
× pack_cost(P)
Note that we only need to pack once, and if there are multiple vector uses they can reuse the same
pack. Therefore, our formulation properly handles cases where common vector subexpressions are
used across multiple basic blocks post-dominating its definition. For example, consider vector pack
{S3, S4}which has multiple potential vector uses, where VecVecUses({S3, S4}) = {{S5, S6}, {S6, S7}}.
goSLP encodes vector packing cost for it as V{S3,S4 } × (V{S5,S6 } ∨V{S6,S7 }) × pack_cost({S3, S4})
If non-vectorizable pairs are used by vector packs that are vectorized, then we have to add
packing costs for those pairs. This is in contrast to the former where we added packing costs only
if the vector pack itself was not vectorized, but in this case by definition non-vector packs are not
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vectorized. Packing costs for non-vector packs are encoded as follows. Let NV be the set of all
potential non-vector packs that may be used by potential vector packs.
PCnonvec =
∑
NP ∈NV
( ∨
Q ∈NonVecVecUses(NP)
VQ
)
× pack_cost(NP)
Consider the vector packs {S5, S7} and {S5, S6}, they need S1 and S2 to be explicitly packed into
a vector even though the statements are not vectorizable. goSLP encodes the packing cost for this
as
(
V{S5,S7 } ∨V{S5,S6 }
) × pack_cost({S1, S2})
4.6 Encoding Unpacking Costs
Unpacking costs are relevant for vector packs with non-vectorizable uses. Statement Si of a vector
pack P = {Si , S j } need to be extracted if any of:
• Si has uses outside the function.
• Si has more uses than S j (then not all uses of Si can be vectorized).
• some of Si ’s vectorized uses cannot form mutually exclusive vector packs with uses of S j .
Let unpack_cost(P,i) return the extraction cost of lane i from pack P . Since, we do not know
which lane each statement is going to be in the vector pack, we make a conservative guess of cost
of extracting one lane as up = max(unpack_cost(P,0),unpack_cost(P,1)).
First two conditions for unpacking Si can be encoded trivially. To encode unpacking cost for the
third condition, goSLP first goes through the uses of Si . For each use of Si , goSLP searches the uses
in S j and collects the set of uses which can result in legitimate vector packs in D. goSLP records
this information in a map (VecUses) which maps from a use U of Si to the set of potential vector
packsU can form with uses of S j . For Si to be not extracted, all of its uses should be vectorized. We
can encode the unpacking cost for statement Si of pack P as follows.
unpack(P , Si ) =

up ×VP if hasOutsideUses(Si )
up ×VP else if #uses(Si ) > #uses(S j )
up ×VP ×Vall else
where the boolean variable Vall is defined as follows.
VU = ϕ
forU ∈ uses(Si ) do
VU + =
∨
Q ∈VecUses(U )
VQ
Vall = (VU < #uses(Si ))
Note that for a given useU , only one pack out of VecUses(U ) may be vectorized. This constraint
as well as other scheduling constraints that limits the search space of the ILP problem is discussed
in Section 4.7. Similar to Si , goSLP encodes unpacking cost for S j as well. As an example, consider
the vector pack P = {S3, S4,}. Statement S3 is used by statements S5 and S7, whereas Statement
S4 is used by statement S6. Since #uses(S3) > #uses(S4), unpack(P , S3) = up ×VP . Unpacking for
statement S4 falls under the third condition. unpack(P , S4) = up ×VP × (V{S5,S6 } ∨V{S6,S7 } < 1).
Final unpacking cost for the entire function is encoded as follows.
UC =
∑
P ∈D
∑
S ∈P
unpack(P , S)
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4.7 Scheduling Constraints
As noted in section 3.1, not all packs can coexist with each other. These rules are added as constraints
to the ILP problem.
Overlapping Packs. A given statement can only be part of at most one vector pack. This is encoded
as a set of constraints OC as follows.
OC = ϕ
for S ∈ F do ▷ Function F
packs = ϕ
for P ∈ D do
if S ∈ P then
packs + = VP
OC∪ = (packs <= 1)
For example, we can only vectorize either pack {S5, S6} or {S5, S7} when we consider statement
S5. Therefore, goSLP inserts a scheduling constraint V{S5,S6 } +V{S5,S7 } <= 1 into the set OC.
Circular Dependencies. Two packs P1 and P2 cannot have circular dependencies. These can be
either through direct or through transitive dependencies following the def-use chains of the function.
goSLP constraints forming such conflicting packs by enforcing VP1 +VP2 <= 1. Let the set of such
constraints for the entire function be CC .
4.8 Complete ILP Formulation
After all costs, benefits and constraints of performing statement packing on pairs of statements are
encoded in terms of boolean variables in V , goSLP formulates the final ILP problem as follows.
min
V
VS + PCvec + PCnonvec +UC
subject to OC, CC
The complete ILP formulation for the example code snippet in Figure 4 is shown in Figure 5. Note
that vec_savings(.), pack_cost(.), unpack_cost(.) and up are all integer scalar values which
should be queried from a suitable cost model. goSLP uses LLVM’s cost model in its implementation.
Solution to this ILP problem is the set of vector packs that should be vectorized.
4.9 Multiple Iterations
So far, we have formulated the ILP problem for pairs of statements, but it may be profitable to
vectorize more to use the full data width of vector operations supported by the hardware. To achieve
this, we consider the newly formed vector packs resulting from the solution to the ILP problem as
individual vector statements and redo the ILP formulation on them. goSLP does this iteratively
until no new vectorization opportunities are available, either because it exhausted the vector width
supported by the processor, or the current packs cannot be merged to form vector packs of higher
width.
Also, note that versions of pack_cost, unpack_cost and vec_savings that reflect costs of
forming packs of higherwidth from smaller vector packsmust be used. Explicit packing of two vector
packs together needs vector shuffle instructions, compared to using vector insertion instructions
when two scalar values are packed. For example if vector packs Pi = {Si1, Si2} and Pj = {S j1, S j2}
are packed together to form {Pi , Pj }, we need to use shuffle instructions. Unpacking of a vector
pack which is formed from two other vector packs may also need shuffles, instead of individual
lane extracting instructions. Also as an added complexity, shuffle instruction costs vary based on
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NV = {S1, S2}, {S3, S3}, {S2, S2}
CC = {}
D = {{S3, S4}, {S5, S6}, {S5, S7}, {S6, S7}}
Vector packs
Non-vector packs
ILP encoding
min
V
V S + PCvec + PCnonvec + UC
subject to OC, CC
ILP:
V = {V{S3,S4}, V{S5,S6}, V{S5,S7}, V{S6,S7}}
VS =vec savings({S3, S4})⇥ V{S3,S4}+
vec savings({S5, S6})⇥ V{S5,S6}+
vec savings({S5, S7})⇥ V{S5,S7}+
vec savings({S6, S7})⇥ V{S6,S7}
PCnonvec =(V{S5,S6} _ V{S5,S7})⇥ pack cost({S1, S2})+
V{S5,S7} ⇥ pack cost({S3, S3})+
V{S6,S7} ⇥ pack cost({S2, S2})
UC =up⇥ V{S3,S4} ⇥ (V{S5,S6} _ V{S6,S7} < 1)+
up⇥ V{S3,S4}
OC ={V{S5,S6} + V{S5,S7} <= 1, V{S5,S6} + V{S6,S7} <= 1,
V{S5,S7} + V{S6,S7} <= 1}
PCvec =V{S3,S4} ⇥ (V{S5,S6} _ V{S6,S7})⇥
pack cost({S3, S4})
Fig. 5. Final ILP formulation for code snippet in Figure 4
the kind of shuffle you want to perform. For example, the cost of broadcasting a single vector across
a vector of higher width is different from the cost of inserting a subvector into a vector of higher
width. goSLP takes these differences into account and uses the proper form of cost based on the
type of the vector pack and the type of the shuffle that needs to be performed, up to the support
given by the compiler cost model (goSLP uses LLVM’s cost model). goSLP also uses the target
information given out by the cost model to penalize excessive use of shuffle instructions in close
proximity to minimize execution port contention for shuffles.
4.10 Discussion
Optimality. By reducing the pairwise statement packing problem into an ILP problem, goSLP
optimally selects the most cost effective pairs for vectorization. This is fundamentally different
to other techniques which employ local greedy heuristics to build up a particular vectorization
strategy without searching the available space. For any given set of statements, goSLP can pack
those statements pairwise optimally up to the accuracy of the static cost model and program
structure2. Dynamic information such as memory access patterns, latencies and branch information
2For example, goSLP does not perform loop transformations, but enabling transformations such as in [Kong et al. 2013]
could be used before goSLP.
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can be used to improve the accuracy of the static cost model used by goSLP and can potentially
lead to better packing decisions. However, incorporating runtime feedback is beyond the scope of
this paper. When using multiple iterations, goSLP is pairwise optimal within each iteration, but the
end result may be suboptimal because the algorithm does not have optimal substructure.
Tractability. goSLP creates ILP problems of size O(n2) for functions with n statements. Packing
and unpacking costs for each pack are encoded using constant space, as the costs are only affected
by their operands and their immediate users. Hence, our encoding of vector cost savings, packing
and unpacking costs is of the size of total number of feasible vector packs, which is of the sizeO(n2)
for pairwise packing. Even though, the ILP solver on the worst case can be exponential in terms of
the expression size, we found that the state-of-the-art ILP solvers are able to solve expressions of
this magnitude in a reasonable amount of time (Section 7.4). Packing more than two statements
at a time however makes the problem intractable for current solvers and hence we fall back to
iteratively using ILP formulations to discover packing opportunities of higher widths as discussed in
Section 4.9. Moreover, goSLP can be used to perform targeted optimization of performance-critical
functions if increase in compilation time is not acceptable for certain applications.
Flexibility. goSLP explicitly limits architecture dependence to the cost model, with no implicit
assumptions about profitability and as such it can accommodate different cost models to come
up with different vectorization strategies. The user has the freedom to optimize any aspect of the
program, whether it is the amount of static instructions during compilation, power consumption of
the program, instruction specific static costs etc. This makes goSLP more flexible and can leverage
advances made in developing compiler cost models to produce better code.
Extensibility. goSLP can be extended to include hardware specific constraints to drive code
optimization for specialized hardware. This includes modeling register pressure, execution port
contention, or other scheduling constraints. For example, register pressure can be modeled by
adding constraints to limit the amount of live vector packs at each statement.
5 VECTOR PERMUTATION SELECTION
The vector permutation selection stage selects the most cost-effective ordering (permutation) of
scalar statements for each vector pack created during the statement packing stage. First, it builds a
dependency graph following the use-def chains of the vector packs. Then it propagates feasible
sets of permutations for each node in the graph by performing a forward and a backward traversal,
from which the best permutation is selected using a dynamic programming algorithm.
5.1 Vectorization Graph Building
goSLP builds a dependency graph of all vectorized statements following the use-def information of
each vector pack. First, it goes through all vector packs formed during the statement packing stage
and checks for packs with no vectorized uses. They act as the root nodes of the graph. Next, starting
from the roots, it builds a dependency graph following the use-def chains, which we term as the
vectorization graph. Note that if there are common vector subexpression uses, the vectorization
graph in general is a directed acyclic graph (DAG) and each root can have its own unconnected
DAG.
5.2 Permutation Mask Propagation
Vector packs with memory operations have strict statement ordering (e.g., scalar loads in a vector
pack should be ordered such that they access contiguous memory). We term such nodes with
a pre-determined statement ordering as constrained nodes. At this stage, the goal of goSLP is to
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determine the minimum set of candidate statement orderings (permutations) it should consider for
each of the non-constrained free nodes, out of which it selects the best which minimizes explicit
insertion of vector permutation instructions in between vector packs.
To minimize insertion of permutation instructions, a node’s permutation should be one of the
permutations of its neighboring nodes. This allows at least one path of values to flow along the graph
unchanged. Therefore, it is sufficient to propagate permutations for each free node by traversing
the vectorization graph once in either direction, constrained by the permutations of the constrained
nodes. Permutations of the parents as well as its children are propagated to each node in this way.
Forward traversal starts from the roots of the vectorization graph and propagates sets of per-
mutations towards the leaves. Child nodes with multiple parents union the set of all permutation
masks propagated from their parents to determine the final set of permutations. These nodes occur
when the same vector pack is used by more than one other vector pack. Let P fV be the final set
of feasible permutation masks propagated to node V during forward traversal. goSLP maintains
separate sets of permutations in each direction for each node.
Backward traversal starts from the leaves of the vectorization graph and propagates the set of
feasible permutations to their parents. Parent nodes with multiple children union all incoming sets
from their children to determine the final set of feasible permutations. Permutations are propagated
until all nodes of the graph are reached. Let PbV be the final set of feasible permutation masks
propagated to node V during backward traversal.
Finally, for each node V , goSLP unions the permutation sets under both directions to come up
with the final set of candidate permutations FPV = P fV ∪ PbV .
5.3 Dynamic Programming Formulation
We define the cost of selecting a particular permutation PV for a node V given permutations PS for
each of its successor nodes S using the following recursive formulation. succ and pred functions
return the set of successor and predecessor nodes for a given node respectively.
cost(PV ,V ) =
∑
S ∈succ(V )
cost(PS , S) + perm_cost(PS , PV )
In essence, cost(PV ,V ) records the cumulative cost of using a series of permutations from the
leaves of the graph until the current node V is reached when traversing the vectorization graph
backwards. The objective is to find the set of permutations which minimize the cost at the roots of
the graph.
ComputeMinAndSelectBest routine (Algorithm 1) solves this recursive formulation optimally
using dynamic programming to come up with the best set of permutations for the case when the
vectorization graph is a tree. Lines 4-12 show how minimum permutation costs are computed for
each node. Starting from the leaves backwards, it visits each node and calculates the minimum
cost of permutation for each of its candidate permutations (line 9) by going through each of its
successor nodes and finding the permutation that results in the lowest cost. perm_cost(PV , PS )
returns the cost of inserting vector permutation instructions when PV , PS . It also remembers
which permutation of a node’s successors resulted in the lowest cost in the structure arg (line 10).
Lines 13-21 show how the final permutation masks are selected for all the nodes in the graph. It
starts from the roots and finds the permutation which results in the lowest cost (lines 13-15) and
then visits successor nodes recursively to find the best permutations using the stored arg structure
(lines 16-20). selected structure holds the final selected permutation for each node.
However for vectorization graphs which are not trees, but DAGs, some nodes may not have
a unique predecessor and hence we cannot query the arg structure to determine the selected
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permutation uniquely (line 19). In that case, we create multi-nodes by coalescing groups of nodes
which have common successors, up to a certain node limit, to transform the DAG into a tree with
multi-nodes. The candidate permutation set of a multi-node is the cartesian product of the candidate
permutation sets of its constituent nodes. If multiple multi-nodes are created, this results in an
exponential increase in the candidates the algorithm need to consider, but in general the amount of
candidate permutations per node is low, making the problem tractable. In practice, we found we
are able to optimally solve all problems for our benchmark suite using a multi-node size limit of 5
nodes each having a maximum of up to 4 permutation candidates.
Algorithm 1 Dynamic programming algorithm for vector pack permutation selection
1: procedure ComputeMinAndSelectBest
2: Inputs: graph G, candidate permutations FPV for each node V ∈ G
3: W = leaves(G)
4: while !W.empty() do
5: V = W.deque()
6: for PV ∈ FPV do
7: costmin(PV ,V ) = 0
8: for S ∈ succ(V ) do
9: costmin(PV ,V )+= min
PS ∈F PS
costmin(PS , S)+perm_cost(PS , PV )
10: arg(PV ,V , S) = argmin
PS ∈F PS
costmin(PS , S) + perm_cost(PS , PV )
11: W.enque(pred(V ))
12: W = ϕ
13: for R ∈ roots(G) do
14: selected(R) = argmin
PR ∈F PR
costmin(PR ,R)
15: W.enque(succ(R))
16: while !W.empty() do
17: R = W.deque()
18: P = pred(R)
19: selected(R) = arg(selected(P), P ,R)
20: W.enque(succ(R))
5.4 Illustrative Example
Figure 6 shows a detailed example of how vector permutation selection stage computes statement
ordering for the vector packs extracted for code snippets in Figure 6(I)-(III). Each code snippet
performs a division on data loaded from array L and stores it back into an array S , but with different
operand orderings. Vector packs identified by the statement packing stage for each code snippet
are identical. For brevity and clarity, vector packs of vectorized values and operations are used in
this example instead of statements which yield those values and operations. They are the loads
{L[1],L[2]} and {L[3],L[4]}, the vectorized division operation and the the store {S[0], S[1]}.
Permutation mask propagation phase is shown in Figure 6(A). Note that the permutation masks
shown in the diagram depict the permutation that should be applied to the pack to achieve the
operand ordering shown in the dependency graph. For example, to form pack {L[2],L[1]} in
Figure 6(II)(A) in that order, we need to reverse the loaded values {L[1],L[2]} and hence it has
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S[0] = L[1] / L[3]
S[1] = L[2] / L[4]
S[0] = L[2] / L[3]
S[1] = L[1] / L[4]
S[0] = L[2] / L[4]
S[1] = L[1] / L[3]
S[0] S[1] 
L[1] L[2] L[3] L[4] 
/ P f3 = {{0, 1}}, P b3 = {{0, 1}}
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<latexit sha1_base64= "sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icb VBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaE LYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi 8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZ xKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1H KhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPme rmXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI91 0m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh 8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14N LPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWG JiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAou XEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+s zx+7TZLy</latexit><latexit sha1_base64= "sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icb VBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaE LYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi 8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZ xKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1H KhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPme rmXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI91 0m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh 8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14N LPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWG JiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAou XEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+s zx+7TZLy</latexit><latexit sha1_base64= "sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icb VBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaE LYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi 8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZ xKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1H KhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPme rmXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI91 0m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh 8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14N LPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWG JiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAou XEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+s zx+7TZLy</latexit><latexit sha1_base64= "sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icb VBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaE LYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi 8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZ xKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1H KhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPme rmXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI91 0m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh 8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14N LPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWG JiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAou XEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+s zx+7TZLy</latexit>
S[0] S[1] 
L[2] L[1] L[3] L[4] 
/
FP4 = {{0, 1}}
<latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0 XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNY GymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYN AfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7TZLy</latexit><latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0 XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNY GymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYN AfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7TZLy</latexit><latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0 XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNY GymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYN AfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7TZLy</latexit><latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0 XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+Xtnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNY GymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYN AfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7TZLy</latexit>
S[0] S[1] 
L[2] L[1] L[4] L[3] 
/
FP4 = {{0, 1}}
<latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+X tnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7T ZLy</latexit><latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+X tnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7T ZLy</latexit><latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+X tnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7T ZLy</latexit><latexit sha1_base64="sfMmVAqU0F+nkWHWRYTuhLmWwiU=">AAAB+3icbVBNS8NAEJ34WetXrEcvi0XwICWRgl6EoiAeK9gPaELYbLft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvDDhTGnH+bZWVtfWNzZLW+X tnd29ffug0lZxKgltkZjHshtiRTkTtKWZ5rSbSIqjkNNOOL6Z+p1HKhWLxYOeJNSP8FCwASNYGymwK7fNoI6ukJd5mXPmermXB3bVqTkzoGXiFqQKBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0L3upogkmYzykPUMFjqjys9ntOToxSh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxlU0I7uLLy6R9XnOdmntfrzauizhKcATHcAouXEAD7qAJLSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+7T ZLy</latexit>
FP1 = {{1, 0}}
<latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJC HoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLm XB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9V nedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</latexit><latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJC HoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLm XB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9V nedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</latexit><latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJC HoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLm XB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9V nedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</latexit><latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJC HoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLm XB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9V nedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</latexit>
FP2 = {{0, 1}}
<latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYuNRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwIC Upgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNd ITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWG JiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit><latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYuNRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwIC Upgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNd ITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWG JiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit><latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYuNRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwIC Upgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNd ITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWG JiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit><latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYuNRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwIC Upgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNd ITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWG JiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit>
FP2 = {{0, 1}}
<latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYu NRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv /xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYH wz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXq O3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZG kmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbS DwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit><latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYu NRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv /xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYH wz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXq O3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZG kmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbS DwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit><latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYu NRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv /xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYH wz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXq O3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZG kmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbS DwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit><latexit sha1_base64="GkUJucWQcOQV0AV4SYzaYu NRj0k=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv /xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtfWNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYH wz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM/vMcXM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXq O3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZG kmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbS DwBM/wCm9Wbr1Y79bHvHXFKmYO4Q+szx+4KZLw</latexit>
P f3 = {{0, 1}}, P b3 = {{0, 1}, {1, 0}}
<latexit sha1_base64="z38sjl7rlVLQhRmdjZkZfJsNV7I=">AAACG3icbZDLSsNAFIYn9VbrLerSzWAR XISSVEE3QtGNywr2Ak0Mk+mkHTqZhJmJUELfw42v4saFIq4EF76NkzaL2npg4Of7z+HM+YOEUals+8corayurW+UNytb2zu7e+b+QVvGqcCkhWMWi26AJGGUk5aiipFuIgiKAkY6wegm9zuPREga83s1TogXoQGnIcVIaeSb 9aZ/9hDCK+hmbmZbjjtxJxbMYTAPLTdzLDs3IfTNql2zpwWXhVOIKiiq6Ztfbj/GaUS4wgxJ2XPsRHkZEopiRiYVN5UkQXiEBqSnJUcRkV42vW0CTzTpwzAW+nEFp3R+IkORlOMo0J0RUkO56OXwP6+XqvDSyyhPUkU4ni0 KUwZVDPOgYJ8KghUba4GwoPqvEA+RQFjpOCs6BGfx5GXRrtccu+bcnVcb10UcZXAEjsEpcMAFaIBb0AQtgMETeAFv4N14Nl6ND+Nz1loyiplD8KeM718PRJ2w</latexit><latexit sha1_base64="z38sjl7rlVLQhRmdjZkZfJsNV7I=">AAACG3icbZDLSsNAFIYn9VbrLerSzWAR XISSVEE3QtGNywr2Ak0Mk+mkHTqZhJmJUELfw42v4saFIq4EF76NkzaL2npg4Of7z+HM+YOEUals+8corayurW+UNytb2zu7e+b+QVvGqcCkhWMWi26AJGGUk5aiipFuIgiKAkY6wegm9zuPREga83s1TogXoQGnIcVIaeSb 9aZ/9hDCK+hmbmZbjjtxJxbMYTAPLTdzLDs3IfTNql2zpwWXhVOIKiiq6Ztfbj/GaUS4wgxJ2XPsRHkZEopiRiYVN5UkQXiEBqSnJUcRkV42vW0CTzTpwzAW+nEFp3R+IkORlOMo0J0RUkO56OXwP6+XqvDSyyhPUkU4ni0 KUwZVDPOgYJ8KghUba4GwoPqvEA+RQFjpOCs6BGfx5GXRrtccu+bcnVcb10UcZXAEjsEpcMAFaIBb0AQtgMETeAFv4N14Nl6ND+Nz1loyiplD8KeM718PRJ2w</latexit><latexit sha1_base64="z38sjl7rlVLQhRmdjZkZfJsNV7I=">AAACG3icbZDLSsNAFIYn9VbrLerSzWAR XISSVEE3QtGNywr2Ak0Mk+mkHTqZhJmJUELfw42v4saFIq4EF76NkzaL2npg4Of7z+HM+YOEUals+8corayurW+UNytb2zu7e+b+QVvGqcCkhWMWi26AJGGUk5aiipFuIgiKAkY6wegm9zuPREga83s1TogXoQGnIcVIaeSb 9aZ/9hDCK+hmbmZbjjtxJxbMYTAPLTdzLDs3IfTNql2zpwWXhVOIKiiq6Ztfbj/GaUS4wgxJ2XPsRHkZEopiRiYVN5UkQXiEBqSnJUcRkV42vW0CTzTpwzAW+nEFp3R+IkORlOMo0J0RUkO56OXwP6+XqvDSyyhPUkU4ni0 KUwZVDPOgYJ8KghUba4GwoPqvEA+RQFjpOCs6BGfx5GXRrtccu+bcnVcb10UcZXAEjsEpcMAFaIBb0AQtgMETeAFv4N14Nl6ND+Nz1loyiplD8KeM718PRJ2w</latexit><latexit sha1_base64="z38sjl7rlVLQhRmdjZkZfJsNV7I=">AAACG3icbZDLSsNAFIYn9VbrLerSzWAR XISSVEE3QtGNywr2Ak0Mk+mkHTqZhJmJUELfw42v4saFIq4EF76NkzaL2npg4Of7z+HM+YOEUals+8corayurW+UNytb2zu7e+b+QVvGqcCkhWMWi26AJGGUk5aiipFuIgiKAkY6wegm9zuPREga83s1TogXoQGnIcVIaeSb 9aZ/9hDCK+hmbmZbjjtxJxbMYTAPLTdzLDs3IfTNql2zpwWXhVOIKiiq6Ztfbj/GaUS4wgxJ2XPsRHkZEopiRiYVN5UkQXiEBqSnJUcRkV42vW0CTzTpwzAW+nEFp3R+IkORlOMo0J0RUkO56OXwP6+XqvDSyyhPUkU4ni0 KUwZVDPOgYJ8KghUba4GwoPqvEA+RQFjpOCs6BGfx5GXRrtccu+bcnVcb10UcZXAEjsEpcMAFaIBb0AQtgMETeAFv4N14Nl6ND+Nz1loyiplD8KeM718PRJ2w</latexit>
FP3 = {{0, 1}, {1, 0}}
<latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbY BFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFcaYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQ cQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxK Ek1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dFHCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit><latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbY BFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFcaYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQ cQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxK Ek1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dFHCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit><latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbY BFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFcaYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQ cQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxK Ek1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dFHCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit><latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbY BFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFcaYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQ cQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxK Ek1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dFHCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit>
FP1 = {{1, 0}}
<latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2z u7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLmXB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vnedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</lat exit><latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2z u7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLmXB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vnedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</lat exit><latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2z u7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLmXB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vnedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</lat exit><latexit sha1_base64="15f8sh7cqEsJAqSwWX5O29t9f8U=">AAAB+3icbVBNS8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs922SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88KEM6Ud59sqrayurW+UNytb2z u7e/Z+ta3iVBLaIjGPZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sagf4aFgA0awNlJgV2+bgYuukJd5mXvqeLmXB3bNqTszoGXiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ipogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJqEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYTYNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vnedunt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hqx3q2PeWvJKmYO4A+szx+2mZLv</lat exit>
P f3 = {{0, 1}}, P b3 = {{1, 0}}
<latexit sha1_base64="v+TYTeuZARL18n3zIZS6PtEW3wc=">AAACEXicbZDLSgMxFIYzXmu9jbp0EyxCF6UkKuhGKLpxWcFeoDOWTJppQzMXkoxQhnkFN76KGxeKuHXnzrcx085CW38I/HznHE7O78WCK43Qt7W0vLK6tl7aKG9ube /s2nv7bRUlkrIWjUQkux5RTPCQtTTXgnVjyUjgCdbxxtd5vfPApOJReKcnMXMDMgy5zynRBvXtarN/eu/DS+ikTopq2MmcrAZz6BUQ11AO+3YF1dFUcNHgwlRAoWbf/nIGEU0CFmoqiFI9jGLtpkRqTgXLyk6iWEzomAxZz9iQBEy56fSiDB4bMoB+JM0LNZzS3xMpCZSaBJ7pDIgeqflaDv+r9RLtX7gpD+NEs5DOFvmJgDqCeTxwwCWjWkyMIVRy81dIR0QSqk2IZRMCnj950bRP6hjV8e1ZpXFVxFECh+AIVAEG56ABbkATtAAFj+AZvII368l6sd6tj1nrklXMHIA/sj5/AApxm qM=</latexit><latexit sha1_base64="v+TYTeuZARL18n3zIZS6PtEW3wc=">AAACEXicbZDLSgMxFIYzXmu9jbp0EyxCF6UkKuhGKLpxWcFeoDOWTJppQzMXkoxQhnkFN76KGxeKuHXnzrcx085CW38I/HznHE7O78WCK43Qt7W0vLK6tl7aKG9ube /s2nv7bRUlkrIWjUQkux5RTPCQtTTXgnVjyUjgCdbxxtd5vfPApOJReKcnMXMDMgy5zynRBvXtarN/eu/DS+ikTopq2MmcrAZz6BUQ11AO+3YF1dFUcNHgwlRAoWbf/nIGEU0CFmoqiFI9jGLtpkRqTgXLyk6iWEzomAxZz9iQBEy56fSiDB4bMoB+JM0LNZzS3xMpCZSaBJ7pDIgeqflaDv+r9RLtX7gpD+NEs5DOFvmJgDqCeTxwwCWjWkyMIVRy81dIR0QSqk2IZRMCnj950bRP6hjV8e1ZpXFVxFECh+AIVAEG56ABbkATtAAFj+AZvII368l6sd6tj1nrklXMHIA/sj5/AApxm qM=</latexit><latexit sha1_base64="v+TYTeuZARL18n3zIZS6PtEW3wc=">AAACEXicbZDLSgMxFIYzXmu9jbp0EyxCF6UkKuhGKLpxWcFeoDOWTJppQzMXkoxQhnkFN76KGxeKuHXnzrcx085CW38I/HznHE7O78WCK43Qt7W0vLK6tl7aKG9ube /s2nv7bRUlkrIWjUQkux5RTPCQtTTXgnVjyUjgCdbxxtd5vfPApOJReKcnMXMDMgy5zynRBvXtarN/eu/DS+ikTopq2MmcrAZz6BUQ11AO+3YF1dFUcNHgwlRAoWbf/nIGEU0CFmoqiFI9jGLtpkRqTgXLyk6iWEzomAxZz9iQBEy56fSiDB4bMoB+JM0LNZzS3xMpCZSaBJ7pDIgeqflaDv+r9RLtX7gpD+NEs5DOFvmJgDqCeTxwwCWjWkyMIVRy81dIR0QSqk2IZRMCnj950bRP6hjV8e1ZpXFVxFECh+AIVAEG56ABbkATtAAFj+AZvII368l6sd6tj1nrklXMHIA/sj5/AApxm qM=</latexit><latexit sha1_base64="v+TYTeuZARL18n3zIZS6PtEW3wc=">AAACEXicbZDLSgMxFIYzXmu9jbp0EyxCF6UkKuhGKLpxWcFeoDOWTJppQzMXkoxQhnkFN76KGxeKuHXnzrcx085CW38I/HznHE7O78WCK43Qt7W0vLK6tl7aKG9ube /s2nv7bRUlkrIWjUQkux5RTPCQtTTXgnVjyUjgCdbxxtd5vfPApOJReKcnMXMDMgy5zynRBvXtarN/eu/DS+ikTopq2MmcrAZz6BUQ11AO+3YF1dFUcNHgwlRAoWbf/nIGEU0CFmoqiFI9jGLtpkRqTgXLyk6iWEzomAxZz9iQBEy56fSiDB4bMoB+JM0LNZzS3xMpCZSaBJ7pDIgeqflaDv+r9RLtX7gpD+NEs5DOFvmJgDqCeTxwwCWjWkyMIVRy81dIR0QSqk2IZRMCnj950bRP6hjV8e1ZpXFVxFECh+AIVAEG56ABbkATtAAFj+AZvII368l6sd6tj1nrklXMHIA/sj5/AApxm qM=</latexit>
FP3 = {{0, 1}, {1, 0}}
<latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbYBFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFc aYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQcQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxKEk1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dF HCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit><latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbYBFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFc aYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQcQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxKEk1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dF HCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit><latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbYBFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFc aYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQcQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxKEk1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dF HCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit><latexit sha1_base64="OGJgoV/NLn/o1PR7bTTVroB3k2k=">AAACBHicbVDLSgMxFM34rPU16rKbYBFclJKooBuhKIjLCvYBnWHIpJk2NPMgyQhlmIUbf8WNC0Xc+hHu/BvTdhbaeuDC4Zx7ufcePxFc aYS+raXlldW19dJGeXNre2fX3ttvqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/up74nQcmFY+jez1OmBuSQcQDTok2kmdXbpreKbyETuZkqIadvOZkuIac3MmhZ1dRHU0BFwkuSBUUaHr2l9OPaRqySFNBlOphlGg3I1JzKlhedlLFEkJHZMB6hkYkZMrNpk/k8MgofRjE0lSk4VT9PZGRUKlx6JvOkOihmvcm4n9eL9XBhZvxKEk1i+hsUZAKqGM4SQT2uWRUi7EhhEpuboV0SCSh2uRWNiHg+ZcXSfukjlEd351VG1dF HCVQAYfgGGBwDhrgFjRBC1DwCJ7BK3iznqwX6936mLUuWcXMAfgD6/MHGqqV1A==</latexit>
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<latexit sha1_base64="dUE1Z+kz1J3Pj3XKVmzjtb31byY=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtf WNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM+fMdnM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9W br1Y79bHvHXFKmYO4Q+szx+4K5Lw</latexit><latexit sha1_base64="dUE1Z+kz1J3Pj3XKVmzjtb31byY=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtf WNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM+fMdnM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9W br1Y79bHvHXFKmYO4Q+szx+4K5Lw</latexit><latexit sha1_base64="dUE1Z+kz1J3Pj3XKVmzjtb31byY=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtf WNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM+fMdnM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9W br1Y79bHvHXFKmYO4Q+szx+4K5Lw</latexit><latexit sha1_base64="dUE1Z+kz1J3Pj3XKVmzjtb31byY=">AAAB+3icbVBNS8NAEJ34WetXrUcvi0XwICUpgl6EoiAeK9gPaELYbDft0s0m7G7EEvJXvHhQxKt/xJv/xm2bg7Y+GHi8N8PMvCDhTGnb/rZWVtf WNzZLW+Xtnd29/cpBtaPiVBLaJjGPZS/AinImaFszzWkvkRRHAafdYHwz9buPVCoWiwc9SagX4aFgISNYG8mvVG9bfgNdITdzM+fMdnM39ys1u27PgJaJU5AaFGj5lS93EJM0okITjpXqO3aivQxLzQinedlNFU0wGeMh7RsqcESVl81uz9GJUQYojKUpodFM/T2R4UipSRSYzgjrkVr0puJ/Xj/V4aWXMZGkmgoyXxSmHOkYTYNAAyYp0XxiCCaSmVsRGWGJiTZxlU0IzuLLy6TTqDt23bk/rzWvizhKcATHcAoOXEAT7qAFbSDwBM/wCm9W br1Y79bHvHXFKmYO4Q+szx+4K5Lw</latexit>
{1, 0}
<latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it><latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it><latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it><latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it>
{0, 1}
<latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit>
{0, 1}
<latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi /DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k 44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRl kmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4 c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit>
{0, 1}
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{0, 1}
<latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3 dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3 dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3 dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3 dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit>
{0, 1}
<latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5 REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9a c+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQ v655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5 REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9a c+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQ v655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5 REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9a c+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQ v655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5 REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9a c+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQ v655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit>
(I) (II) (III)
Code listing
A : Permutation Mask Propagation
B : Computing minimum costs
C : Final Permutation Selection
{1, 0}
<latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it><latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it><latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it><latexit sha1_base64="Wzc7O4zhZBY9jU0T4vWB8NTlRnY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rbl Z3dvf2D6uFR2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcu3D9ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2CSTyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5Eo79</latex it>
FP1 = {{0, 1}}
<latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDN SgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4 bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculL QUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnm FpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMt UCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhE FBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0 N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVE SarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3H YSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXe vYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64=" ascLW9hX05ARfkPd/DXJQGAq2r4=">AAAB8HicbZBL SwMxFIXv1FetVcdu3QSL4EJKxo1uBEEQlxXsAzrDkEk zbWgmMyQZsQzzV9y4UMRf485/Y/pYaOuBwMc5CffmRJ ng2mD87VQ2Nre2d6q7tb36/sGhe1Tv6jRXlHVoKlLV j4hmgkvWMdwI1s8UI0kkWC+a3M7y3hNTmqfy0UwzFiR kJHnMKTHWCt3GXTv00DXyC7/A555f+mXoNnELz4XWwV tCE5Zqh+6XP0xpnjBpqCBaDzycmaAgynAqWFnzc80y QidkxAYWJUmYDor57iU6tc4QxamyRxo0d3+/KEii9TS J7M2EmLFezWbmf9kgN/FVUHCZ5YZJuhgU5wKZFM2KQ EOuGDViaoFQxe2uiI6JItTYumq2BG/1y+vQvWh5uOU9 YKjCMZzAGXhwCTdwD23oAIVneIE3eHdK59X5WNRVcZa 9NeCPnM8fY+qRiQ==</latexit><latexit sha1_base64=" ascLW9hX05ARfkPd/DXJQGAq2r4=">AAAB8HicbZBL SwMxFIXv1FetVcdu3QSL4EJKxo1uBEEQlxXsAzrDkEk zbWgmMyQZsQzzV9y4UMRf485/Y/pYaOuBwMc5CffmRJ ng2mD87VQ2Nre2d6q7tb36/sGhe1Tv6jRXlHVoKlLV j4hmgkvWMdwI1s8UI0kkWC+a3M7y3hNTmqfy0UwzFiR kJHnMKTHWCt3GXTv00DXyC7/A555f+mXoNnELz4XWwV tCE5Zqh+6XP0xpnjBpqCBaDzycmaAgynAqWFnzc80y QidkxAYWJUmYDor57iU6tc4QxamyRxo0d3+/KEii9TS J7M2EmLFezWbmf9kgN/FVUHCZ5YZJuhgU5wKZFM2KQ EOuGDViaoFQxe2uiI6JItTYumq2BG/1y+vQvWh5uOU9 YKjCMZzAGXhwCTdwD23oAIVneIE3eHdK59X5WNRVcZa 9NeCPnM8fY+qRiQ==</latexit><latexit sha1_base64=" kwo089eT2f+QN3xT0DE04lODUNs=">AAAB+3icbVDL SgMxFM34rPU11qWbYBFcSEnc6EYoCuKygn1AZxgyaaY NzWSGJCOWYX7FjQtF3Poj7vwb03YW2nrgwuGce7n3nj AVXBuEvp2V1bX1jc3KVnV7Z3dv3z2odXSSKcraNBGJ 6oVEM8ElaxtuBOulipE4FKwbjm+mfveRKc0T+WAmKfN jMpQ84pQYKwVu7bYVYHgFvdzL0Rn2Cq8I3DpqoBngMs ElqYMSrcD98gYJzWImDRVE6z5GqfFzogynghVVL9Ms JXRMhqxvqSQx034+u72AJ1YZwChRtqSBM/X3RE5irSd xaDtjYkZ60ZuK/3n9zESXfs5lmhkm6XxRlAloEjgNA g64YtSIiSWEKm5vhXREFKHGxlW1IeDFl5dJ57yBUQPf o3rzuoyjAo7AMTgFGFyAJrgDLdAGFDyBZ/AK3pzCeXH enY9564pTzhyCP3A+fwC1V5Lr</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit><latexit sha1_base64=" HK2fD4yk28EoJPKASmE1f1o6dfU=">AAAB+3icbVBN S8NAEJ3Ur1q/Yj16WSyCBymJCHoRioJ4rGA/oAlhs92 2SzebsLsRS8hf8eJBEa/+EW/+G7dtDtr6YODx3gwz88 KEM6Ud59sqrayurW+UNytb2zu7e/Z+ta3iVBLaIjGP ZTfEinImaEszzWk3kRRHIaedcHwz9TuPVCoWiwc9Sag f4aFgA0awNlJgV2+bgYuukJd5mXPqermXB3bNqTszoG XiFqQGBZqB/eX1Y5JGVGjCsVI910m0n2GpGeE0r3ip ogkmYzykPUMFjqjys9ntOTo2Sh8NYmlKaDRTf09kOFJ qEoWmM8J6pBa9qfif10v14NLPmEhSTQWZLxqkHOkYT YNAfSYp0XxiCCaSmVsRGWGJiTZxVUwI7uLLy6R9Vned unt/XmtcF3GU4RCO4ARcuIAG3EETWkDgCZ7hFd6s3Hq x3q2PeWvJKmYO4A+szx+2l5Lv</latexit>
Fig. 6. Vector permutation selection process for the code listings (I)-(III). For brevity and clarity, all dependency
graphs presented from (A)-(C) have vector values and vector operations as nodes (V1−V4) instead of statements
that yield them. (A) shows the propagated permutation masks for each node. Note that loads and stores
are constrained nodes with fixed statement orderings. For example, even though {L[2],L[1]} is needed for
computation in (II) in that operand order, it can only be loaded as {L[1],L[2]} yielding a permutation mask
of FP1 = {{1, 0}} as shown in the diagram. (B) shows how our dynamic programming formulation is applied
to find the optimal statement ordering of the vectorized division (V3), which is the only free node. Assume
that perm_cost(PS , PV ) = 1 when PS , PV . Final statement orderings decided by our algorithm are shown
in (C). Explicit permutation instructions are emitted between nodes where needed. perm(1,0) instruction
reverses statement ordering of a given pack.
a permutation mask of {1, 0}. This phase updates the candidate permutations for the only free
node V3. Forward traversal starts from node V4, which has the same permutation mask for all code
listings, hence only one permutation candidate is propagated to node V3 during forward traversal
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(P f3 = {{0, 1}}). Backward traversal starts from the leaves of the graph (V1 and V2). Loaded values
{L[1],L[2]} and {L[3],L[4]} have the proper operand ordering for the computation in listing 6(I),
where as for listings 6(II),(III) some loads are not in proper order, resulting in different sets of
candidate permutations (Pb3 ). FP3 holds the final set of candidate permutations for node V3.
Figure 6(B) shows the final cost values for each candidate permutation mask for each node after
applying Algorithm 1. We assume that perm_cost(PS , PV ) = 1 when PS , PV and 0 otherwise.
Dynamic programming algorithm chooses the chain of permutations which result in the minimum
total cost at the root node (V4). Final permutation selections are listed in Figure 6(C). We can
perform the computation with the insertion of at most one permutation instruction across all code
listings. For listing (II), it is beneficial to immediately permute the loaded values {L[1],L[2]} before
computing the division, whereas for listing (III), it is beneficial to compute the division using the
loaded values and permute the result before it is stored back into memory. Neither ordering works
in all cases and the decision is only arrived after calculating the total cost at the root (V4).
6 IMPLEMENTATION
Development. We implemented goSLP as a LLVM IR-level compiler pass in the LLVM compiler
infrastructure [LLVM 2017]. goSLP makes vectorization decisions for statement packing and vector
permutation selection, then uses the existing vectorization routines in LLVM to perform the actual
LLVM IR-level transformations according to these decisions. These vectorization routines are also
used by the existing LLVM SLP auto-vectorizer to perform the final transformations. We use LLVM
trunk version (commit d5413e8a) for development and Clang 6.0 (commit eea8887a) as the C/C++
frontend for compiling benchmarks.
We integrated the ILP solver in IBM ILOG CPLEX Optimization Studio 12.7.1 [IBM 2017] to
LLVM to solve the statement packing ILP problem. The solver handles large ILP problems in a
reasonable amount of time (Section 7.4).
Cost Model. goSLP is flexible and can accommodate any user defined cost model. For evalua-
tion, we used LLVM’s TargetTransformationInfo interface to query costs of each statement,
which returns platform dependent costs of actual executable instructions for a given computer
architecture (e.g., x86 Haswell). This is used to retrieve values for vec_cost(.), scalar_cost(.),
pack_cost(.) and unpack_cost(.) specialized to each pack of statements when formulating the
ILP problem for statement packing. All platform dependencies are captured by the cost model
and our ILP formulation is applicable everywhere. For example the fact that vectorizing fdiv
instructions is more beneficial compared to vectorizing fadd instructions in x86 Haswell machines
is captured by the cost model.
7 EVALUATION
Section 7.1 gives the common experimental setup used for evaluation. Section 7.2 presents two
case studies on vectorization strategies discovered by goSLP. Sections 7.3 and 7.4 present detailed
results of dynamic performance and compile time statistics of goSLP. Finally, Section 7.5 analyzes
the vectorization impact of goSLP compared to ICC.
7.1 Experimental Setup
We evaluated goSLP on 7 benchmarks from the C translation of the NAS benchmark suite [NASA
Advanced Supercomputing 2014], on all 7 C/C++ floating point benchmarks from the SPEC2006
benchmark suite [Henning 2006] and on 6 C/C++ floating point benchmarks from the SPEC2017
benchmark suite [SPEC 2017]. We omit 526.blender_r of SPEC2017fp since it failed to compile
under the clang version we used. We use LLVM’s implementation of the SLP auto-vectorization
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pass for main comparison. It does inter basic-block vectorization forming vector chains up to a
maximum depth. Further, it handles reductions and supports horizontal vector instructions which
goSLP’s implementation does not model currently.
All experiments were done on a Intel(R) Xeon(R) CPU E5-2680 v3 Haswell machine which
supports AVX2 vector instructions running at 2.50GHz with 2 sockets, 12 physical cores per each
socket, 32 kB of L1 cache, 256 kB of L2 cache and 30 MB of L3 cache.
7.2 Case Studies
We present two case studies from our benchmark suite, where goSLP discovers a diverse set of
vectorization strategies.
7.2.1 Namd. Figure 7(1)(a) shows a simplified code snippet presented in C like pseudocode ex-
tracted from the calc_pair_energy_fullelect function from SPEC2006’s 444.namd benchmark.
Figures 7(1)(b) and 7(1)(c) show the LLVM SLP and goSLP vectorized versions respectively.
LLVM SLP and goSLP both vectorize {A,B}. LLVM SLP’s vectorization strategy reuses this pack
in creating values V1 and V4, but this requires explicit packing of {ai,bi} and {a[1],b[1]} and later
unpacking of V1(line 4) and V4(line 11) to compute a1 and a4 respectively. Computation of {a3,a2}
is done in a vectorized fashion. In contrast, goSLP keeps computation of a1 and a2 in scalar form,
where it uses unpacked values of A and B. Note that we only need to unpack once even though A
and B are used in both a1 and a2. It vectorizes computation of {a4,a3}.
LLVM SLP’s greedy decision to reuse {A,B} costs it more packing and unpacking overhead. It
requires 2 additional packing and 2 additional unpacking instructions to realize its vectorization
strategy compared to goSLP.
7.2.2 BT. Figure 7(2)(a) shows a simplified code snippet presented in C like pseudocode extracted
from one of the inner loops in the BT benchmark’s lhsx function. goSLP finds a vectorization
strategy shown in Figure 7(2)(b) which achieves a speedup of 3.72× for the loop when compared to
LLVM’s SLP auto-vectorizer. LLVM SLP is unable to find a profitable vectorization of this code.
goSLP finds vector packs as well as non-vector packs that are reused multiple times. For example,
vector pack V4 is used by values V7(line 7), V9(line 17), V10(line 18) and the store at line 31. Non-
vector pack V2 is used by V5(line 5), V9(line 17), V11(line 19) and the store at line 31.
Further, goSLP gives priority to costly operations such as divisions when forming non-vector
packs, which can outweigh the costs of additional packing and follow-up unpacking instructions.
For example, doing the costly division in line 5 in vectorized form outweighs the packing costs of
V1 and V2 and unpacking cost of V5 for Haswell architecture. Greedy and fixed decisions taken by
LLVM’s SLP algorithm prevents LLVM from considering this.
Note that most of the computations are done in vectorized form in Figure 7(2)(b) and the results
are extracted at the end with extracted values being reused multiple times (e.g., both f[1][0] and
f[4][0] use extracted values of V7 and V8). This enables goSLP to achieve higher throughput.
7.3 Dynamic Performance
Runtime Performance. We ran a single copy of the benchmarks described in Section 7.1 to measure
goSLP’s impact on runtime performance. Figure 8 reports the end-to-end speedup for each bench-
mark under goSLP when compared to LLVM’s SLP auto-vectorizing compiler. All benchmarks were
compiled with base commandline arguments clang/clang++ -O3 -march=native enabling all
other standard scalar and vector optimizations. We ran the ref input for SPEC2006fp / SPEC2017fp
C/C++ benchmarks taking the reported median (standard reporting for SPEC) runtime across 3
runs. We use class A workloads for all NAS benchmarks in our evaluation taking median of 3 runs
to match that of SPEC’s reporting. We programmed a 1-minute timeout to stop ILP solving and use
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    A = sc * ij[1]
    B = sc * ij[2]
    a1 = A * ai - B * bi
    a2 = A * a[3] - B * b[3]
    a3 = A * a[2] - B * b[2]
    a4 = A * a[1] - B * b[1]
    {A,B}   = {sc,sc} * {ij[1],ij[2]} 
    
    V1      = {A,B} * {ai,bi}
    a1      = V1[0] - V1[1]
    
    V2      = {A,A} * {a[2],a[3]}
    V3      = {B,B} * {b[2],b[3]}
    {a3,a2} = V2 - V3
    
    V4      = {A,B} * {a[1],b[1]}
    a4      = V4[0] - V4[1]
    {A,B}   = {sc,sc} * {ij[1],ij[2]} 
    
    a1      = A * ai - B * bi
    a2      = A * a[3] - B * [3]
    V1      = {A,A} * {a[1],a[2]}
    V2      = {B,B} * {b[1],b[2]}
    {a4,a3} = V1 - V2
 
(1) 444.namd - calc_pair_energy_fullelect
    t1 = 1.0 / u[0]
    t2 = t1 * t1
    t3 = u[1] * u[1] + u[2] * u[2] + u[3] * u[3]
    t4 = u[1] * t1
    f[1][0] = c2 * 0.50 * t3 * t2
    f[1][1] = ( 2.0 - c2 ) * ( u[1] / u[0] )        
    f[1][2] = - c2 * ( u[2] * t1 )
    f[1][3] = - c2 * ( u[3] * t1 )
    f[2][0] = - ( u[1]*u[2] ) * t2
    f[2][1] = u[2] * t1
    f[2][2] = t4
    f[3][0] = - ( u[1]*u[3] ) * t2
    f[3][1] = u[3] * t1
    f[3][3] = t4
        
    f[4][0] =  c2 * t3 * t2 
    f[4][2] = - c2 * ( u[2]*u[1] )* t2
    f[4][3] = - c2 * ( u[3]*u[1] )* t2
    V1 = {1.0,u[1]}
    V2 = {u[0],u[0]}
    V3 = {c2,c2}
    V4 = {u[2],u[3]}
    V5 = V1/V2
    V6 = {V5[0],V5[0]}
    V7 = V4 * V4
    V8 = V6 * V6
    t2 = V8[0]
    t3 = u[1] * u[1]  + V7[0] + V7[1]
    f[1][0] =  c2 * 0.50 * t3  * t2
    f[1][1] = (2.0 - c2) * V5[1]
    {f[1][2],f[1][3]} = -V3 * (V4 * V6)
V9 = - ( V2 * V4 ) * V8
V10 = V4 * V6
V11 = V2 * V6
t4 = V11[0]
f[2][0] = V9[0]
f[2][1] = V10[0]
f[2][2] = t4
f[3][0] = V9[1]
f[3][1] = V10[1]
f[3][3] = t4
f[4][0] =  c2 * t3 * t2
{f[4][2],f{4]{3]} = - V3 * ( V4*V2 ) * V8       
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Fig. 7. Vectorization examples from (1) 444.namd benchmark and (2) BT benchmark in C like pseudocode
(a) scalar code (1)(b) and (1)(c) show LLVM vectorized version and goSLP vectorized version for 444.namd
respectively (2)(b) shows goSLP vectorized version for BT; Vectorized code is shown in blue, non-vectorizable
code that is packed into vectors is shown in maroon and any unpackings of vectors are shown in dark green.
Unpackings are shown as indexing into the proper lane of the relevant vector value (e.g., V1[0] denotes
extracting the 0th lane from vector V1).
the current feasible solution in case the optimal solution is not found within this time. Section 7.4
gives statistics about how many ILP problems were solved optimally.
goSLP achieves a geometric mean end-to-end speedup of 4.07% on NAS benchmarks, 7.58% on
SPEC2017fp benchmarks and 2.42% on SPEC2006fp benchmarks. It achieves individual benchmark
speedups as much as 21.9% on BT, 15.6% on 539.lbm_r and 16.4% on 538.imagick_r. goSLP is 3%
slower in FT because goSLP currently does not model reductions. While 2.42% on SPEC2006fp may
not seem like a large number, compiler developers and researchers have been optimizing for this
benchmark for 10 years.
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Fig. 8. Speedup of single copy runs of SPEC2006fp, SPEC2017fp and NAS benchmarks under goSLP compared
to LLVM SLP
Next, we ran 24 copies of SPEC2017fp benchmarks to measure goSLP’s impact on throughput.
Table 9 shows end-to-end SPEC reported throughput values for each C/C++ SPEC2017fp benchmark
under goSLP and LLVM’s SLP. We achieve a geometric mean increase in throughput of 5.2%.
Vectorization Analysis. In this section, we analyze the reasons for performance of each of the
benchmarks achieving more than 5% end-to-end speedup. We developed and ran a Dynamorio [Bru-
ening et al. 2012] based tool to get dynamic instruction counts of the top 15 most executed opcodes.
Next, we clustered the results into three categories, namely vector operations (ALU and memory
accesses), packing/unpacking instructions and other scalar instructions and normalized each bar to
the total. Figure 10 reports the percentage of instructions executed for each category for both LLVM
SLP (left bar) and goSLP (right bar). In all cases, binaries execute more vector instructions under
goSLP. After goSLP’s transformations, LLVM backend generates vectorized code which uses SSE
variants, AVX and AVX2 instructions. Packing/unpacking overhead is lower for 444.namd, BT, LU,
508.namd_r and 538.imagick_r benchmarks whereas packing/unpacking overhead for 453.povray,
511.povray_r and 519.lbm_r is higher. Packing/unpacking decisions are taken by the ILP solver
based on how profitable it is to perform the operation which uses those packs in vector form.
Further, goSLP achieves an average 4.79% reduction in dynamic instructions being executed.
Loop-level Analysis. We evaluate how goSLP performs at loop level for all benchmarks. We use
Intel VTune Performance Amplifier’s [Intel 2017b] HPC characterization pass to get statistics
about loops for all the benchmarks. Figure 11 shows a graph of percentage reduction in runtimes
over non-vectorized code for both goSLP and LLVM SLP for loops executed by benchmarks sorted
according to LLVM SLP’s values. We filter-out loops with total runtimes less than 0.1s to avoid noisy
results and the graph shows results for 122 total hot loops. While goSLP makes large improvements
on some loops, most of goSLP’s advantage comes from consistent improvements across many loops.
This displays the generality of missed vectorization opportunities found by goSLP. The performance
mainly comes from exploiting vector and non-vector pack reuses in inner loops and across basic
blocks and from vectorizing expensive operations even with packing/unpacking overhead when
the cumulative benefit is higher. There are loops with slightly higher runtimes than LLVM SLP,
mainly due to imperfections of the static cost model we used.
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Benchmark goSLP LLVM SLP Speedup
508.namd_r 78.73 70.04 1.124 ×
510.parest_r 74.04 73.06 1.013 ×
511.povray_r 101.92 94.26 1.081 ×
519.lbm_r 25.79 25.82 0.998 ×
538.imagick_r 104.84 93.29 1.124 ×
544.nab_r 78.49 80.17 0.979 ×
Geomean 70.81 67.33 1.052 ×
Fig. 9. SPEC2017fp reported throughput rates under goSLP and LLVM’s SLP for a run with 24 copies
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Fig. 11. Percentage reduction in runtime for hot loops (122) across all benchmarks under LLVM SLP and
goSLP compared to non-vectorized code.
7.4 Compile Time Statistics
We report detailed compilation statistics for benchmarks which achieved speedups of more than
5% in Table 12 and in Table 13. These benchmarks exhibit the highest compilation overhead. At
worst our compilation process takes little more than 8 minutes in total for a benchmark, which is
reasonable given that we are able to uncover more profitable SLP vectorization opportunities.
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goSLP solved in total 18243 ILP problems, out of which 18222 (99.88%) problems were solved
optimally within the allotted max time limit of 1-minute. Only 22 problems were not solved
optimally, but the ILP solver was able to find a feasible solution. Table 12 gives in all of them the
largest ILP problem solved by each benchmark in terms of binary variables encoded. We found that
goSLP solves a large number of easy ILP problems and a few hard ILP problems that dominate the
total compilation time. In particular, BT and LU benchmarks solve problems in the order of 500,000
binary variables and this is because the compiler inlines most of its functions to form a single large
function.
Even judging goSLP’s decisions by LLVM’s profitability metric goSLP almost always find a better
solution and hence reports a lower static costs (Table 13) for vectorization. This shows LLVM
usually misses the optimal solution under its own cost model. In BT, where LLVM’s static cost is
better, it’s due to double-counting of packing costs by LLVM’s profitability metric for non-vector
packs which are reused multiple times. Under goSLP, BT reuses 10.03% of the non-vector packs,
whereas under LLVM’s SLP only 5.8% of the non-vector packs are reused. Even though, compiler
cost models may not accurately predict the magnitude of speedup at runtime, these values can
be used to verify how successful we are at exploiting vectorization opportunities as seen by the
compiler at compile time.
Benchmark ILP size ILP solutions Compile Time(s)
optimal feasible goSLP LLVM SLP
444.namd 61709 65 0 252.84 6.94
453.povray 207553 904 3 444.49 30.6
BT 412974 8 1 125.91 2.23
LU 539138 3 1 129.08 1.54
508.namd_r 174500 108 2 499.74 20.8
511.povray_r 207782 925 4 453.81 34.65
519.lbm_r 109971 13 0 65.44 0.34
538.imagick_r 318137 721 1 172.21 63.06
Fig. 12. ILP formulation statistics and compilation times for benchmarks with more than 5% speedup
Benchmark LLVM static cost vector packs
goSLP LLVM SLP % decrease goSLP LLVM SLP
444.namd -5867 -4817 21.80% 7424 5794
453.povray -11963 -7360 62.54% 11369 6083
BT -3125 -3427 -8.81% 2664 1026
LU -2802 -2521 11.15% 2485 765
508.namd_r -12467 -8686 43.53% 15967 11529
511.povray_r -12028 -7385 62.87% 11462 6090
519.lbm_r -460 -192 139.58% 399 88
538.imagick_r -9126 -4599 98.43% 12228 3156
Fig. 13. Static vectorization statistics for benchmarks with more than 5% speedup; negative static costs
indicate cost savings.
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7.5 Vectorization Impact
Figure 14 shows the absolute runtimes for scalar code produced by ICC and LLVM and the absolute
runtimes for vectorized code produced by ICC, LLVM SLP and goSLP for each benchmark.We report
the speedup LLVM SLP and goSLP has over non-vectorized code produced by LLVM in Figure 15.
We also report the speedup ICC (Intel’s commercial compiler V17.0.2) has over non-vectorized
code produced by ICC (with -no-vec flag) in the same figure. Note that, vectorization performance
comparison between LLVM and ICC is not a one-to-one comparison since the scalar code produced
by ICC and LLVM are different due to different scalar optimizations and pass orderings used by
the two compilers. This is evident by the different scalar runtimes noticed in Figure 14 under ICC
and LLVM. Nonetheless, this can be an interesting comparison to see how different compilers are
benefiting from vectorization. Also note that, ICC does not provide a way to selectively use either
loop vectorization or SLP vectorization. Therefore, the reported performance for vectorized code
involves both loop and SLP auto-vectorization.
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Fig. 14. Absolute Runtimes of each benchmark under ICC without vectorization (ICC Scalar), ICC with
vectorization, LLVM without vectorization (LLVM scalar), LLVM SLP and goSLP.
Inspecting the absolute runtimes in Figure 14 reveals that LLVM scalar code is better than ICC
scalar code only in 4 out of the 20 benchmarks (447.dealII, 450.soplex, 470.lbm, CG) considered. In
summary, ICC produces scalar code which is 8.9% faster (geometric mean across all benchmarks)
than LLVM. LLVM’s existing SLP vectorizer produces faster running code only for 5 benchmarks
when compared with vectorized ICC code, mostly retaining the edge it had from the scalarized
version. However, with the introduction of goSLP, even when starting from a slower scalar baseline
of LLVM, we almost double the amount of benchmarks which run faster than ICC (9 out of 20)
in terms of absolute runtimes and brings the performance almost up to the same level in 2 more
benchmarks. Notable benchmarks include 508.namd_r, 538.imagick_r and BT where LLVM SLP
lagged behind ICC vectorized code by -3.58%, -12.88%, -7.73% respectively, but under goSLP they
outperform ICC vectorized code by +7.03%, +2.99% and +13.75% respectively. These percentages
were calculated using ICC runtimes as the baseline. This shows that if goSLP is implemented inside
ICC, it will have a net positive impact on ICC vectorization performance, with varying levels of
relative speedups. 453.povray and 511.povray_r are interesting benchmarks where vectorizing
actually decreased performance under all compilers. In LLVM, this is due to inaccuracies in the
cost model used, which cannot statically predict costs of irregular memory accesses.
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Fig. 15. Vectorization speedup achieved by ICC over scalar code produced by ICC and vectorization speedup
achieved by LLVM SLP and goSLP over scalar code produced by LLVM. Note that both loop and SLP vectorizers
are enabled in vectorized versions since ICC does not allow selectively using one over the other. *We inserted
loop unroll pragmas in SP and MG to expose more opportunities for SLP vectorization.
Analyzing further, it is evident from Figure 15, goSLP has a higher geometric mean impact
on vectorization performance over scalar code compared to ICC’s vectorization in SPEC2006fp,
SPEC2017fp and NAS benchmarks (+7.59% compared to +3.31% overall geometric mean impact). It
is more evident in SPEC2017fp. ICC’s loop vectorizer is better than LLVM’s loop vectorizer and
is able to vectorize more loops, specially in NAS benchmarks as noticed from the vectorization
reports. It is a main reason why ICC (+3.31% overall geometric mean impact) has a higher geomean
vectorization impact compared to LLVM SLP (+2.86% overall geometric mean impact). However,
goSLP captures better SLP vectorization opportunities and hence surpasses ICC’s cumulative impact
on vectorization. For SP and MG benchmarks, the loop unroller did not unroll certain loops in
LLVM, thus were not available to goSLP, but were vectorized by ICC. Since the unroller is beyond
the scope of this paper, we manually added pragmas to unroll these loops in the results shown in
Figure 15. However, the speedups shown in Figure 8 and runtimes shown in Figure 14 are with no
manual intervention. Our contribution in this paper is on improving SLP vectorization which is
orthogonal to loop vectorization and goSLP achieves higher overall impact. Further, we expect this
impact to grow with better loop unrolling support in LLVM.
8 RELATEDWORK
Loop vectorization has been implemented in compilers since the era of vector machines [Allen
and Kennedy 1987] and subsequently many vectorization schemes have been proposed which use
loop dependency analysis [Sreraman and Govindarajan 2000]. Other loop vectorization techniques
explore vectorization under alignment constraints [Eichenberger et al. 2004], outer loop transfor-
mations [Nuzman and Zaks 2008], handling data interleavings in loops [Nuzman et al. 2006] and
exploiting mixed SIMD parallelism [Larsen et al. 2002; Zhou and Xue 2016]. Recent work introduce
techniques that can handle irregular loops with partial vectorization [Baghsorkhi et al. 2016] and
by exploiting newer architectural features [Linchuan et al. 2016]. Polyhedral model based loop
transformations are used to expose more vectorization opportunities [Kong et al. 2013; Trifunovic
et al. 2009].
Larsen and Amarasinghe [2000] introduced superword level parallelism, which can capture
vectorization opportunities that exist beyond loops at a much lower granularity. The original
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algorithm [Larsen and Amarasinghe 2000] propose a greedy statement packing and a scheduling
scheme which bundles isomorphic and independent statements starting from loads and stores
(Section 2). Liu et al. [2012] enumerate all feasible statement packs and then iteratively selects the
best groups to be vectorized using a greedy heuristic. We showed in Section 2.1 that this can yield
suboptimal vectorization decisions. Porpodas and Jones [2015] notice the need to search among
subgraphs of vectorization chains to find the most profitable cut of the graph, yet it selects roots of
these chains greedily from all vectorizable store instructions. Other techniques have been proposed
which improve certain aspects of SLP such as in the presence of control flow [Shin et al. 2005],
exploiting locality [Shin et al. 2003, 2002], handling non-isomorphic chains by inserting redundant
instructions [Porpodas et al. 2015].
Compared to all end-to-end SLP auto-vectorization techniques which employ either greedy
decisions or local heuristics, goSLP, powered by the ILP solver’s search capabilities performs a
more complete and holistic search of statement packing opportunities for whole functions and
finds the optimal statement ordering in a pack using its dynamic programming formulation.
ILP has been used for vectorization by Leupers [2000], but after statement packing decisions
have been made, to select the best set of actual vector instructions used in code generation and
therefore it can be used as a subsequent pass after goSLP. Larsen [2000] in his thesis proposes
a complete ILP solution and shows that it is not tractable. In contrast to his formulation, goSLP
uses a local encoding and does pairwise packing which allows it to form a tractable solution. Barik
et al. [2010] propose an algorithm for vector instruction selection using dynamic programming
which can result in suboptimal selections when data dependency graphs are not trees. Further,
their encoding adds duplicate packing and unpacking costs even when instructions are reused,
which our ILP formulation captures. Duplication not only increases the problem size, but also leads
to suboptimal statement packing decisions. This limits the tractability of their analysis to basic
blocks and hence may not fully leverage vector subexpression usages that exist across basic blocks.
ILP has been used successfully in solving other compiler optimization tasks such as register allo-
cation [Appel and George 2001; Barik et al. 2007; Chang et al. 1997; Nagarakatte and Govindarajan
2007], instruction selection and instruction scheduling [Chang et al. 1997]. In this paper, we present
the first tractable ILP based solution to the statement packing problem in SLP vectorization. More
recently, other techniques such as modeling register allocation as a puzzle solving problem [Quintão
Pereira and Palsberg 2008] and using constraint programming to jointly perform optimal register
allocation and instruction scheduling [Lozano et al. 2018] have been proposed. Our ILP formulation
achieves pairwise optimal packing and investigating whether it is beneficial to formulate SLP
vectorization using these techniques is orthogonal and beyond the scope of this paper.
Liu et al. [2012] propose a greedy strategy to find statement ordering in packs which can result in
suboptimal orderings, whereas Kudriavtsev and Kogge [2005] propose an ILP formulation to solve
the vector permutation selection problem which is more expensive than our dynamic programming
approach but preserves optimality. Ren et al. [2006] minimize the amount of vector permutations
needed in vectorized code which already explicitly have permutation instructions.
Karrenberg and Hack [2011] analyze whole functions by using predicated execution to reduce
functions to a single basic block, then applying basic-block-local techniques. goSLP natively operates
on whole functions, even functions containing control flow.
9 CONCLUSION AND FUTUREWORK
Current SLP auto-vectorization techniques use greedy statement packing schemes with local
heuristics. We introduce goSLP, an SLP auto-vectorization framework that performs statement
packing optimally for pairs of statements by reducing it to a tractable ILP problem which is solved
within a reasonable amount of time. goSLP finds better vectorization strategies with more vector
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and non-vector pack reuses. We also introduce a dynamic programming algorithm to optimally
select statement orderings of each vector pack formed. We show that goSLP achieves a geometric
mean speedup of 7.58% on SPEC2017fp, 2.42% on SPEC2006fp and 4.07% on NAS benchmarks
compared to LLVM’s existing SLP auto-vectorizer.
goSLP’s impact on runtime performance can potentially be increased by having a more accurate
static cost model. We noticed several inaccuracies in the hand written cost model used by LLVM. A
better approach would be to learn a cost model from data. An initial step towards this direction
was taken by Mendis et al. [2018], where they propose a data driven model to predict basic block
throughput for x86-64 instructions. A similar data driven model for LLVM IR instructions can be
used to improve goSLP’s statement packing decisions.
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