Abstract. This is a study of universal problems for semimodules, in particular coequalizers, coproducts, and tensor products. Furthermore the structure theory of semiideals of the semiring of natural numbers is extended.
Introduction
Our ongoing research and a recent question in a discussion group on the Internet [10] lead us to a more detailed study of semimodules which is presented here.
Many of the recent publications on semimodules are devoted to transferring certain properties from modules to the more general case of semimodules. In this paper we want to show that semimodules can be unexpectedly different from modules with respect to certain properties.
In this note we present congruence relations, coequalizers, coproducts, and colimits of semimodules, free semimodules, and tensor products of semimodules. We usually start with a universal problem and determine the inner algebraic structure of a universal solution, before we give explicit constructions and thus the proof of the existence. Most of these turn out to be quite different from what should be expected when considering the case of modules.
One chapter is devoted to the study of semiideals in N 0 , the semiring of natural numbers (including 0). Theorem 4.2 implies immediately a number of Lemmas and Theorems of [3] . We give more detailed structure theorems for semiideals of N 0 . It is known that each semiideal M contains a subsemiideal of the form dT n , where T n = {n ′ ∈ N 0 |n ≤ n ′ }, and d is the greatest common divisor of a generating set of M. We give an explicit formula for n, if M is generated by two elements.
We also find a rather surprising statement about the uniqueness of certain generating systems, we show that each semiideal of N 0 has a uniquely determined smallest set of generators. We present an algorithm to compute this smallest set of generators.
This work is in progress and will be continued. 
Preliminaries on Semimodules
Definition
Definition 1.2.
A semiring R is a commutative monoid (R, +, 0) together with a composition written as multiplication
and an element 1 ∈ R such that (1) (rr ′ )r ′′ = r(r ′ r ′′ ), (2) (r + r ′ )r ′′ = rr ′′ + r ′ r ′′ , (3) r(r ′ + r ′′ ) = rr ′ + rr ′′ , (4) 1 · r = r = r · 1, (5) 0 · r = 0 = r · 0 for all r, r ′ , r ′′ ∈ R. Let R, S be semirings. A homomorphism of semirings is a map f : R − → S, such that (1) f (r + r ′ ) = f (r) + f (r ′ ), (2) f (0) = 0, (3) f (rr ′ ) = f (r)f (r ′ ), (4) f (1) = 1, for all r, r ′ ∈ R. The semirings together with these homomorphisms form the category sRg of semirings.
We define sRg(R, S) := {f : R − → S|f is a homomorphism of semirings}.
2
The set N 0 of natural numbers (including 0) equipped with the usual addition and multiplication is a semiring. If M is a commutative monoid then End(M) is a semiring with composition • as multiplication. for all r ∈ R, m, m ′ ∈ M. The left R-semimodules together with these homomorphisms form the category R -sMod of left R-semimodules.
Right R-semimodules and homomorphisms of right R-semimodules are defined analogously.
We define
Similarly Hom R (M., N.) denotes the set of homomorphisms of right R-semimodules M R and N R .
We often omit the dot, marking the side on which the semiring acts on the semimodule, and simply write Hom R (M, N) instead of Hom R (.M, .N) and similarly End R (M) instead of End R (.M).
2 Remark 1.4. Observe that f (0) = 0 for each homomorphism of Rsemimodules. Hom R (.M, .N) is a submonoid of Hom(M, N), the commutative monoid of monoid homomorphisms from M to N. Remark 1.5. Let R be a semiring and M be a commutative monoid. Then there is a one-to-one correspondence between maps f : R × M − → M that make M into a left R-semimodule and homomorphisms of semirings (always preserving the unit element) g : R − → End(M).
From here on we write 'R-semimodule' instead of 'left R-semimodule'. All results for left R-semimodules translate to right R-semimodules. Lemma 1.6.
(
is a homomorphism of commutative monoids.
Proof.
(1) Since N is a commutative monoid the set of maps Set(M, N) is also a commutative monoid. The set of monoid homomorphisms Hom(M, N) is a submonoid of Set(M, N) (observe that this holds only for commutative monoids). We show that Hom R (M, N) is a submonoid of Hom(M, N). We must show that f + g is a homomorphism of Rsemimodules if f and g are. Obviously f + g is a homomorphism of monoids. Furthermore we have (f + g)(
Clearly the zero map 0 : M − → N is also a homomorphism of R-semimodules.
(2) obvious.
f is bijective (an isomorphism) if and only if there exists a homomorphism of R-semimodules g : N − → M such that f g = id N and gf = id M .
Furthermore g is uniquely determined by f .
Remark 1.8. Each commutative monoid is an N 0 -semimodule in a unique way. Each homomorphism of commutative monoids is a homomorphism of N 0 -semimodules.
Proof. By Remark 1.5 we have to find a unique homomorphism of semirings g : N 0 − → End(M). This holds more generally. If S is a semiring then there is a unique homomorphism of semirings g : N 0 − → S. Since a homomorphism of semirings must preserve the unit we have g(1) = 1. Define g(n) := 1 + . . .+ 1 (n-times) for n ≥ 0. Then it is easy to check that g is a homomorphism of semirings and it is obviously unique. This means that M is an N 0 -semimodule by nm = m + . . . + m (n-times) for n ≥ 0.
Clearly a subsemimodule N of M is itself an R-semimodule with the induced operations.
Congruence Relations on Semimodules
2.1. Congruence relations. . Definition 2.1. Let ∼ be an equivalence relation on M. Define
Observe that for all x ∈ Rel ∼ the equation
for all m, m ′ , n ∈ M and all r ∈ R. 2 Proposition 2.3. Let ∼ be an equivalence relation and Rel ∼ together with p i : Rel ∼ − → M, i = 1, 2 be the associated relation (as given in Definition 2.1). Then the following are equivalent:
Rel ∼ is an R-subsemimodule of M × M and p 1 , p 2 are homomorphisms of R-semimodules.
Proof. Straightforward.
2.2.
Congruence relations and and their partitions. .
It is well known that there is a one-to-one correspondence between equivalence relations ∼ on a set M and partitions P of M by
Each partition P on a set M comes with a uniquely defined (canonical) surjective map ν : M − → P. 
The one-to-one correspondence between equivalence relations ∼ on M and partitions P = M/ ∼ of M restricts to a one-to-one correspondence between the congruence relations on M and the R-semimodule structures on M/ ∼ such that ν : M − → M/ ∼ is a homomorphism.
(1) The main thing to show is that addition and multiplication
There are three important ways to construct congruence relations on R-semimodules which we will discuss in the following subsections.
2.3. Congruence relations and homomorphisms. .
for all m, m ′ ∈ M is a congruence relation on M.
In this section we want to construct a coequalizer for a pair of homomorphisms f, g : N − → M of R-semimodules. The existence of such a coequalizer is guaranteed by the fact, that the category of semimodules is a category of equationally defined algebras. A discussion for this can be found in an Internet note [2] published in 2008. We do not only want to have the proof of existence, but also a construction of coequalizers.
As a leading example we want to compute the coequalizer of the pair of homomorphisms 4·, 6· : N 0 − → N 0 . Lemma 2.8. Let f, g : N − → M be two homomorphisms of R-semimodules. Let ∼ f,g be the relation on M given by m ∼ f,g m ′ if and only if h(m) = h(m ′ ) for all R-semimodules P and all homomorphisms h : M − → P, such that h • f = h • g holds. Then ∼ f,g is a congruence relation.
Proof. Straightforward. Theorem 2.9. Let f, g : N − → M be homomorphisms of R-semimodules and let ∼ f,g be the congruence relation introduced in 2.8. Then
Proof. C := M/ ∼ f,g is an R-semimodule and the quotient map ν : M − → C is a homomorphism of left R-semimodules. We show that C together with ν : M − → C is a coequalizer of f and g.
. So h furnishes a unique homomorphism h ′ : C − → P with h = h ′ • ν which is the required factorization. Uniqueness of the factorization is clear, whence C is a coequalizer.
This construction of a coequalizer does not lend itself to an explicit construction in our example. So we will consider an interim approach modeled after the coequalizer construction in modules. If f, g : N − → M are homomorphisms of modules, then the image of f − g represents the set of elements congruent to zero in M. Equivalently two elements m, m ′ ∈ M are congruent iff their difference is in the image of
. In the case of semimodules differences do not exist in general, so we replace n by x − y. In a first attempt to get a suitable congruence relation for semimodules we use m ∼ m ′ ⇐⇒ ∃x, y ∈ N :
We will see, however, that
. But we will see that this does not hold in general. So our construction will not give a coequalizer.
Example 2.11. Consider the two homomorphisms 4·, 6· : N 0 − → N 0 , given by the multiplication with 4 resp. 6. Then 0 ∼ [f,g] 2 since 0 + 4 · 0 + 6 · 1 = 2 + 4 · 1 + 6 · 0. So all even natural numbers are congruent to 0. Since 1 is not congruent to 0, we get two distinct congruence classes0 and1. We will see further down that the coequalizer of the two homomorphisms is different from {0,1} so even in the situation of a cancellable semimodule the above congruence relation does not give a coequalizer in the category of all semimodules.
We consider now a third congruence relation.
Proof. Reflexivity of ∼ (f,g) is clear with the empty chain. Symmetry follows from the symmetry of the equivalence chains. Transitivity is obtained by concatenating two such chains. The properties of a congruence relation are obtained by adding a summand from M to all terms along an equivalence chain resp. by multiplying all terms with a factor from R. Theorem 2.13. Let f, g : N − → M be two homomorphisms of Rsemimodules and let ∼ (f,g) be the congruence relation introduced in 2.12.
We apply h and get
. By definition we have h ′ ν = h. ν is surjective thus h ′ is unique. Since addition and multiplication of the equivalence classes m are defined on the representatives m, it is clear that h ′ is a homomorphism.
Theorem 2.14. Let f, g : N − → M be two homomorphisms of Rsemimodules. Then the two congruence relations ∼ f,g as defined in 2.8 and ∼ (f,g) as defined in 2.12 are equal.
Let h : M − → P be a homomorphism with hf = hg, then one shows as in the proof of Theorem 2.
Since the factorization homomorphism between the two coequalizers M/ ∼ (f,g) and M/ ∼ f,g is an isomorphism, we get that the two congruence relations are the same. Example 2.15. As above we consider the two homomorphisms 4·, 6· : 
Lemma 2.17. Let f, g : N − → M be homomorphisms of R-semimodules and let ∼ be a congruence relation on M. Assume
Then there is a unique homomorphism h :
Theorem 2.18. Let f : M − → N be a homomorphisms of R-semimodules and let ∼ :=∼ f be the congruence relation introduced in Lemma 2.5. Then p 1 , p 2 : Rel ∼ − → M is a kernel pair of f , i.e.
Observe two known facts from category theory.
(1) The kernel pair of a homomorphism f is the kernel pair of its coequalizer. (2) The coequalizer of a pair of homomorphisms f, g is the coequalizer of its kernel pair. (1) If ∼ is a congruence relation on M, then
and is a cokernel of ι. Moreover, ∼ K is the smallest congruence relation on M whose associated quotient map sends K to {0}.
It is easy to verify that ∼ K is a congruence relation whose quotient map ν satisfies ν(K) = {0}. Let ∼ be a congruence relation on M whose quotient map sends K to {0}. Then a ∼ 0 for all a ∈ K, whence
Proposition 2.20.
(1) Let ∼ be any congruence relation on M, let K := 0 and let ∼ K be the congruence relation defined by K as in 2.19 (2) . Then for all m, m
(2) Let K ⊆ M be an R-subsemimodule, ∼ K be defined by K and L := 0 the equivalence class of 0 w.r.t.
Proposition 2.21. Let f : M − → N be a homomorphism of Rsemimodules and ∼ f be the congruence relation as defined in 2.5. Then
Equality does not hold in general.
Products and Coproducts of Semimodules
Definition 3.1.
(1) Let (M i |i ∈ I) be a family of R-semimodules. An R-semimodule M i together with a family (p j : M i − → M j |j ∈ I) of homomorphisms is a product of the M i , if for every R-semimodule N and every family of homomorphisms (f j : N − → M j |j ∈ I) there is a unique homomorphism f : N − → M i such that
commutes for all j ∈ I. (2) Let (M i |i ∈ I) be a family of R-semimodules. An R-semimodule M i together with a family (ι j : M j − → M i |j ∈ I) of homomorphisms is a coproduct of the M i , if for every R-semimodule N and every family of homomorphisms (f j : M j − → N|j ∈ I) there is a unique homomorphism f :
Lemma 3.2. Products and coproducts are unique up to isomorphism.
Theorem 3.3. (Rules of computation in products of semimodules.)
Let ( M i , (p j )) be a product of the family of R-semimodules (M i ) i∈I . Let (a i ∈ M i |i ∈ I) be a family of elements. Then there is a unique
Furthermore ra is the unique element in M i such that p i (ra) = ra i for all i ∈ I.
For each a ∈ M i there is a unique family (a i |i ∈ I) with p i (a) = a i .
Proof. Given a family (a i ∈ M i |i ∈ I). We define
Then there is a unique g : R − → M i such that
commutes for all i ∈ I. So we get a commutative diagram
ϕ
©
The homomorphism g is uniquely determined by g(1). We define a := g(1) and get p j (a) = ϕ j (1) = a j . Since a is uniquely determined by the p j (a) = a j , we get
The last statement is then clear. M j are injective. For each element a ∈ M j there is a finite subset J ⊆ I and a finite family (a i ∈ M i |i ∈ J) with a = Σ i∈J ι i (a i ). The a i ∈ M i are uniquely determined by a.
Proof. For a given k define homomorphisms f i :
M j be the inclusion homomorphisms. Then κκ i = ι i for all i. Furthermore there is a unique homomorphism p :
M j − → M such implies id = κp by the uniqueness property, so κ is also surjective.
. Form f as in the beginning of the proof. Then we have f (a) = f (Σι j (a j )) = Σf ι j (a j ) = Σf j (a j ) = a i , so the a i are uniquely determined by a.
Theorem 3.5.
(1) R -sMod has (direct) products. (2) R -sMod has coproducts (or direct sums).
It is easy to see, that M i is an R-semimodule with componentwise operations and that the p j are homomorphisms. If (f j : A − → M j |j ∈ I) is a family of homomorphisms then there is a unique map f : A − → M i such that p j f = f j for all j ∈ I. The following families are identical:
Analogously we see f (ra) = rb(a). Thus f is a homomorphism and ( M i , (p j )) is a product of semimodules.
2. Define M i := {β : I − → ∪ i∈I M i | ∀j ∈ I : β(j) ∈ M j , β has finite support} and ι j : 
Definition 3.7. If one of the equivalent conditions of Theorem 3.6 is satisfied, then M is called an internal direct sum of the M i , and we write M = ⊕ i∈I M i .
Proof. (1) =⇒ (2) :
We have an inclusion ι : Σ i∈I M i − → M. Let κ i : M i − → Σ i∈I M i be the inclusion homomorphisms. These homomorphisms induce a homomorphism κ : M − → Σ i∈I M i such that the following diagram 
f is a well-defined homomorphism and we have f ι j (m j ) = f j (m j ) = f (m j ). Furthermore f is uniquely determined since
) is an internal direct sum then M = Σ i∈I M i and ∀i ∈ I : M i ∩ Σ j =i,j∈I M j = 0. This is an immediate consequence of Theorem 3.6 (2). Another consequence of (2) is M = Σ i∈I M i and (Σm i = 0 =⇒ ∀i ∈ I : m i = 0).
However, neither of these two conditions implies, that (M, (ι i : M i − → M|i ∈ I)) is an internal direct sum, as the following example shows. M := {0, 1 A , 1 B , 2 B } with the addition 
r r r r r r r j
This defines a coproduct. By 3.6 we have a internal direct sum. 
where δ ij = 0 for i = j and δ ij = id M i for i = j. Then we have 
The Structure of Semiideals of N 0
It is well known, that any ideal of Z is cyclic, i.e. a principal ideal. For the semiring N 0 the structure of semiideals is somewhat more complicated and will be studied in this section. We will call a semiideal M ⊆ N 0 cyclic if there is an element d ∈ M such that M = N 0 · d. The set {4+n·2|n ∈ N 0 }∪{0} is clearly a semiideal, but not cyclic. Another example of a semiideal, that is not cyclic, is {8 + n · 2|n ∈ N 0 } ∪ {0, 4}. Proof. Given c ∈ M. Let gcd(c, d) = t. Then it is well-known from elementary number theory that nc = n ′ d + t for some n, n ′ ∈ Z. If n, n ′ are both negative, then add multiples of cd to both sides of the equation to get nc = n
Since d is the period of M and t ≤ d, we get t = d and thus d divides c.
By Theorem 4.2 we get that there is a c ′′ ∈ M, c ′′ = 0 such that c ′′ + nd ∈ M for all n ∈ N 0 . Thus d is the greatest common divisor of all elements of M and clearly also of all elements of any generating set of M. 
Note with respect to (4) of the Theorem, that all elements c − e / ∈ M for all 1 ≤ e ≤ 2d − 1.
The following Theorem implies Theorems 9 and 22 in [3] and Theorem 4 in [6] . Theorem 4.9. Let M ⊆ N 0 , M = 0 be a semiideal. Then there is a finite unique smallest (canonical) generating system X for M. It is contained in any other generating system of M. Its cardinality is less than or equal e/d where d is the period of M and e is the smallest element = 0 of M. Furthermore N 0 is Noetherian.
Proof. We give an algorithm to construct X. By a, b, c, . . . we denote the semiideal generated by the elements a, b, c, . . . Let e 0 := e be the smallest element = 0 in M. Clearly it cannot be written as a linear combination of any other elements in M, which are larger than e 0 . So e 0 must be contained in any generating system Y of M.
Let e 1 be the smallest element / ∈ e 0 in M. If such an element exists, it is not a multiple of e 0 and cannot be written as a linear combination with additional elements in M, which are larger than e 1 . So e 1 must be contained in any generating system Y of M.
Assume that e 0 , . . . , e n−1 have been constructed by the algorithm. Let e n be the smallest element / ∈ e 0 , . . . , e n−1 in M. If such an element exists, it is not a linear combination of the e 0 , . . . , e n−1 and cannot be written as a linear combination with additional elements in M, which are larger than e n . So e n must be contained in any generating system Y of M.
This algorithm stops after at most e/d steps. Indeed, assume e i ≡ e j mod e 0 with e j > e i . Then there are q i , q j , r ∈ N 0 with e i = q i e 0 + r, e j = q j e 0 + r and q j > q i . All e 0 , . . . , e n are multiples of d, the period of M, thus r is also a multiple of d. We get e j = q i e 0 + r + (q j − q i )e 0 = e i + (q j − q i )e 0 ∈ e 0 , . . . , e i . So any two elements of {e 0 , . . . , e n } most be mutually incongruent w.r.t. e 0 . There are only e/d congruence classes modulo e 0 with representatives r i a multiple of d, so n < e/d.
Furthermore observe that for an arbitrary semimodule M the following conditions are equivalent:
• Each subsemimodule of M is finitely generated;
• M satisfies the ACC; • M satisfies the maximum condition.
The standard proof for modules [7] works as well for semimodules. Hence N 0 is Noetherian.
In contrast to the ideals in Z the semiideals M of N 0 are not cyclic (generated by one element).
Obviously there are infinitely many periodic semiideals in M of period d by taking any element c ∈ perc(M), c = 0 and forming sets {c + nd|n ∈ N 0 } ∪ {0}, where d is the period of M.
It is easy to determine the period d of a semiideal M. It is the greatest common divisor of a finite generating set of M. On the way of determining the footing of a semiideal M with two generators we encounter an interesting number-theoretic observation. 
with u ′ = u − qb and a > v ′ ≥ 0. Furthermore u ′ must be positive. Set r := u − 1 and s := a − v − 1. Then r ≥ 0 and s ≥ 0. We get ra + sb 
We have to show that r ≥ 0 and s ≥ 0. We have h < a ⇒ (q + 1)a − (tv+1) < a ⇒ qa−1 < tv ⇒ tv ≥ qa ⇒ tua = tvb+t ≥ qab+t ⇒ tu ≥ qb+t/a > qb ⇒ r = tu−qb−1 > qb−qb−1 = −1 ⇒ r ≥ 0. Furthermore we have s = (q + 1)a − (tv + 1) = (q + 1)a − (q + 1)a + h = h ≥ 0. Now we want to determine quotients of N 0 by a semiideal M. 
Definition 5.2. Let X be a set and R be a semiring. An R-semimodule RX together with a map ι : X − → RX is called a free R-semimodule generated by X (or an R-semimodule freely generated by X), if for every R-semimodule M and for every map f : X − → M there exists a unique homomorphism of R-semimodules g : RX − → M such that the diagram X V (RX) r r r r r r r r j
RX RX
(Rules of computation in a free R-semimodule) Let ι : X − → RX be a free R-semimodule over X. Let x := ι(x) ∈ RX for all x ∈ X. Then we have (1) X = { x| ∃x ∈ X : x = ι(x)} is a generating set of RX, i.e. each element m ∈ RX is a linear combination m = Σ x∈X r x x (finite sum). (2) ι : X − → RX is injective and X ⊆ RX is linearly independent, i.e. if Σ x∈X r x x = Σ x∈X s x x, then we have ∀x ∈ X : r x = s x .
(1) Let B := x|x ∈ X = {Σ x∈X r x x|r x ∈ R, at most finitely many r x = 0} ⊆ RX denote the R-subsemimodule of RX generated by the set of x. Let j : B − → F X be the embedding homomorphism. We get an induced map ι ′ : X − → B. The following diagram
•ι we get jp = id RX , hence the embedding j is surjective and thus the identity.
(2) Let Σ x∈X r x x = Σ x∈X s x x with r 0 = s 0 for some x 0 ∈ X. Let j : X − → R be the map given by j(x 0 ) = 1, j(x) = 0 for all x = x 0 . Then there exists a unique homomorphism g : RX − → R with
This is a contradiction. Now it is trivial to see that ι is injective. Hence the second statement.
Notation 5.5. Since ι is injective we will identify X with it's image in RX and we will write Σ x∈X r x x for an element Σ x∈X r x ι(x) ∈ RX. The coefficients r x are uniquely determined.
Proposition 5.6. Let X be a set. Then there exists a free R-semimodule ι : X − → RX over X.
Proof. Obviously RX := {α : X − → R | α(x) = 0 for almost all x ∈ X} is a subsemimodule of Set(X, R) which is an R-semimodule by componentwise addition and multiplication. Define ι : X − → RX by ι(x)(y) := δ xy . Let f : X − → M be an arbitrary map. Let α ∈ RX. Define g(α) := Σ x∈X α(x) · f (x). Then g is well defined, because we have α(x) = 0 for only finitely many x ∈ X. Furthermore g is an R-semimodule homomorphism:
Furthermore we have gι = f : gι(x) = Σ y∈X ι(x)(y) · f (y) = Σδ xy · f (y) = f (x). For α ∈ RX we have α = Σ x∈X α(x)ι(x) since α(y) = Σ x∈X α(x)ι(x)(y). In order to show that g is uniquely determined by f , let h ∈ Hom R (RX, M) be given with hι = f . Then h(α) = h(Σα(x)ι(x)) = Σα(x)hι(x) = Σα(x)f (x) = g(α) hence h = g. Remark 5.7. Let ι : X − → RX be a free semimodule. Let f : X − → M be a map and g : RX − → M be the induced R-semimodule homomorphism. Then g(Σ x∈X r x x) = Σ x∈X r x f (x).
Tensor Products
Definition and Remark 6.1. Let M R and R N be R-semimodules, and let A be a commutative monoid. A map f :
Definition 6.2. Let M R and R N be R-semimodules. A commutative monoid M ⊗ R N together with an R-balanced map
is called a tensor product of M and N over R if for each commutative monoid A and for each R-balanced map f : M × N − → A there exists a unique homomorphism of semigroups g : Proposition 6.5. Given R-semimodules M R and R N. Then there exists a tensor product (M ⊗ R N, ⊗).
is a free N 0 -semimodule over M × N (the free commutative monoid) and ∼ is the congruence relation generated by (intersection of all congruence relations containing)
Let ψ be R-balanced. Then there is a unique ρ ∈ Hom(N 0 (M × N), A) such that ρι = ψ. So we get
So by Theorem 2.6 there is a unique g ∈ Hom(M ⊗ R N, A) such that gν = ρ.
The other three properties are obtained in an analogous way.
We have to show that (M ⊗ R N, ⊗) is a tensor product. The above diagram shows that for each commutative monoid A and for each Rbalanced map ψ : M × N − → A there is a g ∈ Hom(M ⊗ R N, A) such that g • ⊗ = ψ. Given h ∈ Hom(M ⊗ R N, A) with h • ⊗ = ψ. Then h • ν • ι = ψ. This implies h • ν = ρ = g • ν hence g = h.
Proof. (1) Clearly we have that r(m ⊗ n) := (r ⊗ S id)(m ⊗ n) = rm ⊗ n is a homomorphism. Then (2)-(5) hold. Thus M ⊗ S N is a left Rsemimodule. Similarly it is a right T -semimodule. Finally we have r((m ⊗ n)t) = r(m ⊗ nt) = rm ⊗ nt = (rm ⊗ n)t = (r(m ⊗ n))t.
(2) is straightforward. Proof. (f ⊗ S g)(rm ⊗ nt) = f (rm) ⊗ g(nt) = r(f ⊗ S g)(m ⊗ n)t. µ :
(2) In general µ is not injective nor is µ surjective. (3) So f ⊗ g is a decomposable tensor whereas f ⊗ R g is not a tensor, because it is not an element of a tensor product. Proof. We only describe the corresponding homomorphisms.
(1) This map is the most difficult to define. We want a homomorphism that is based on α((m ⊗ n) ⊗ p) := m ⊗ (n ⊗ p).
But our definition of the tensor product (Definition 6.2) allows only balanced maps in 2 variables. So we have to define a T -balanced map
To define this map we fix an element p ∈ P and define a map
Again by definition of the tensor product we can only define homomorphisms with source M ⊗ S N. For that we have to show that β ′ p : M × N ∋ (m, n) → m ⊗ (n ⊗ p) ∈ M ⊗ S (N ⊗ T P ) is an S-balanced map: It has the following properties (we omit summation over the elements m i ⊗ n i ):
So α ′ is T -balanced and generates a uniquely defined homomorphism
In an analogous way we get a homomorphism
and their composition α • γ and γ • α is the identity, thus α is an isomorphism.
