Abstract. In many applications such as in airborne and terrestrial reconnaissance, robotics, medical imaging, and machine vision systems, the images of a video sequence are severely distorted by vibrations. Superresolution algorithms are suitable for restoring an image from a lowfrequency vibrated sequence because of high correlation between the frames and inherent interframe motion. However, we show that superresolution algorithms, which were developed for general types of blur, should be adapted to the specific characteristics of low-frequency vibration blur. We demonstrate that in the case of image sequences distorted by vibration, the images should be selected prior to processing. We find empirical selection criteria and propose a selection procedure.
Introduction
Vibration blur may hide vital information in images taken with dynamic imaging systems. Image vibration is common when the imaging system is located on aircraft, ships, and other vehicles because of turbines and motors or mechanical structural resonances. Vibration can be minimized by proper design. In practice, however, it is often the most serious source of image distortion despite even state of the art stabilization.
In this paper, we address the problem of restoration of images from sequences distorted by low-frequency vibration. Low-frequency vibrations are defined as those vibrations for which the exposure time t e is less than the vibration period T 0 ͑Fig. 1͒. Low-frequency vibrations are more common and more complicated to deal with than highfrequency vibrations ͑for which t e ӷT 0 ) because the point spread function ͑PSF͒ due to such vibrations exhibits a strong random behavior. The random behavior of the vibration PSF is illustrated in Fig. 1 . We can see that at different instants of exposure t x , the PSF differs in shape and displacement x . Image degradation caused by low-frequency vibration has been analyzed in detail previously. [1] [2] [3] The lost information due to vibration smear can be recovered by using the information from adjacent images in the video sequence by applying superresolution restoration ͑SR͒ algorithms. Vibrated sequences possess two inherent characteristics required for efficient restoration using SR algorithms. The first is the inherent motion between the images because the PSF location changes in each image ͑Fig. 1͒. Even though motion is not strictly required for SR restoration, 4 it enables better restoration. The second characteristic is the high correlation between consecutive images in the sequence because vibrated images possess similar fields of view.
Numerous SR approaches and algorithms were developed in the last decade and a half. Typical applications of SR methods can be found in the fields of remote sensing, medical imaging, reconnaissance, etc. They can be used for frame freezing in a video sequence and video standard conversion. Superresolution reconstruction algorithms consists of three basic components: ͑1͒ motion compensation, ͑2͒ interpolation, and ͑3͒ blur and noise removal, which are implemented separately or simultaneously. The first SR algorithm proposed by Tsai and Huang 5 addressed the interpolation component. They demonstrated the ability to reconstruct one improved resolution image from several downsampled noise-free versions of it. Their frequency approach, which makes explicit use of the aliasing effect, was extended by others. [6] [7] [8] A spatial domain alternative was suggested by Ur and Gross. 9 A class of iterative image domain algorithms that solves simultaneously the restoration and interpolation steps has also been proposed. [10] [11] [12] These methods pose a model relating low-resolution ͑LR͒ images to the desired SR images and then use iterative reconstruction techniques to estimate the SR image. Peleg et al. 13 and Peleg and Irani 14, 15 suggested a restoration approach based on the iterative backprojection ͑IBP͒ method used in computer-aided tomography. It can be shown 4 that the IBP method can be viewed as maximum likelihood ͑ML͒ or least-squares estimation method without regularization. Extension and application of the IBP method for IR image restoration was developed by Hardie et al. 16 and Cohen and Dinstein 17 improved the IBP method by integrating polyphase filtering with it.
Iterative SR restoration algorithms based on the method of projection onto convex sets ͑POCS͒ was suggested by several authors. [18] [19] [20] [21] The POCS method incorporates efficiently nonlinear constraints ͑such as spatial dependence of the PSF͒ but makes the computations more complex. Elad and Feuer 4 proposed a unified methodology toward the SR problem. They show the equivalencies between the ML, maximum a posteriori, and POCS methods and propose a hybrid algorithm that combines the simplicity of the ML estimator and the ability of POCS to incorporate nonlinear constraints.
We point out that even though most of the abovementioned SR methods consider blur due to nonzero aperture size, most of them ͑except 10, 21 ͒ ignore blurring due to nonzero aperture time ͑motion blur͒.
Several methods were developed to restore a single image from a sequence of images blurred by motion. Hadar et al. 22 use a sequence of images distorted by vibration to estimate the exact motion during the exposure of a specific image. Then the motion function is used to calculate the motion optical transfer function ͑OTF͒, which is used together with the Wiener filter to restore the specific image. The algorithm is suboptimal since the information in consecutive images is used only for motion estimation and not for deblurring and resolution enhancement.
An iterative method for deblurring an image from a motion-distorted sequence was developed by Trussel and Fogel. 10 The method uses Landweber iteration for debluring the image but not for superresolution enhancement. The method is demonstrated by restoring an image from only two successive images distorted by space variant motion blur.
The SR recovery method developed by Patti et al. 21 is formulated for the most general case. It considers image sampling on any spatiotemporal grid with nonzero aperture size and exposure time. It can be applied to space-varying motion blur in different kinds of sampling lattices. The restoration is based on the POCS method, which makes it computationally complex.
In this paper, we do not propose a new method for recovering an image from a vibrated sequence. We do not address the problem of how the data ͑captured images͒ should be processed. Instead, we deal with the question of which data should be processed. We show that in the case of vibration degradation, some images should be discarded from the sequence to improve restoration quality. Selection of images prior to processing is not required in the applications for which most of the SR methods were designed. To the contrary, SR methods, which were developed for sequences with approximately similar blur in each image, are more effective as more captured images are used ͑more data is available͒. As shown in Fig. 1 , the vibration PSF differs from other common types of blur ͑such as due to defocus, finite aperture size, lens aberration, constant velocity motion, atmospheric turbulence and light scatter͒ in that they have variable size and shape in each sequence frame. Because of this, some of the images are significantly worse than the others. This leads to the basic idea in this paper that some of the images in the sequence should be excluded before the restoration process. By doing this, a better restored image is achieved with significantly less computational effort.
Analysis of ''lucky shots'' probabilities and frame selection procedures were demonstrated in other domains for other kinds of blur or applications. ''Lucky shot'' probabilities for short-exposure imagery through atmospheric turbulence were calculated by Fried. 23 Wulich and Kopeika 2 calculated probabilities of ''lucky shots'' in ensembles of low-frequency vibrated images. Frame selection techniques were developed for images captured through the atmosphere and using adaptive optics ͑AO͒ systems ͑see, for example, Ref. 24͒. These frame selection techniques differ from that suggested in this paper in the types of blur that are applied and in the postprocessing technique used. The postprocessing used for AO imagery consists only of registration, averaging frames, and deblurring with a pseudo-Wiener filter.
This paper is organized as follows. In Sec. 2, we describe vibrated sequence simulation and restoration algorithms. We use the IBP algorithm because of its efficiency and relative simplicity. By using simulated sequences we are able to give a qualitative measure for each restoration by comparing the restored image to the original one. In Sec. 3, we demonstrate the advantage achieved by using the selection principle. In Sec. 4, we propose a method to select the images to be discarded and those to be used from the given vibrated sequence. We assume here that resolution is limited primarily by blur ͑spatial frequency bandwidth͒ rather than by noise. This is especially relevant when lownoise sensors such as modern camera are used. 
Vibrated Sequence Simulation and the Restoration Algorithm
In our simulations, we considered sinusoidal vibrations with amplitudes in the range of 5 to 20% of the field of view and frequencies between 2 and 10 Hz. The motion function for each exposure was obtained by taking 1/60-s long samples from each sinusoidal vibration function at intervals of 20 ms. Then LR sequences were composed of blurred and downsampled images appropriate to each exposure. The sequence formation model used in our simulation is described in Fig. 2 . Each vibrated image g k was simulated by convolving a 512ϫ512-pixel high-resolution image f with the particular PSF appropriate to each instant of exposure h k . The vibration PSFs are the histogram of the displacement function. 1, 3, 22 Each image was downsampled with a factor of 4 using the method of pyramids, obtaining 128ϫ128-pixel images. The length of the sequences varied between 15 to 200 frames. Long sequences were simulated to contain approximately uniform distributions of the vibration PSFs ͑so that practically all the possible types of lowfrequency vibration PSFs were included͒.
Using the images of the sequence, or part of the images, a single image was restored. An ideal restoration would yield the original image f. The restoration was carried out using the IBP algorithm 13, 15 described briefly as follows. The restoration starts with an arbitrary guess f (0) for the high-resolution image. At each iteration step, the imaging process ͑Fig. 2͒ is simulated to obtain a set of LR images
corresponding to the sequence of blurred frames
The k'th simulated image at the iteration step is given by
where T k is the geometric transformation from f to g k , h k is the PSF of the k'th image, s k ↓ is the decimation operator for downsampling, and * denotes the convolution operator. At each step, the difference images ͕g k Ϫg k (n) ͖ kϭ1 N are used to improve the previous guess f (n) by using the following update scheme:
where s k ↑ is the inverse operator of s k ↓ and p is a ''backprojection'' kernel, determined by h k . In the case where T k consists only of translation, the kernel p must obey the following constraint:
ʈ␦Ϫh * pʈ 2 Ͻ1.
͑3͒
Constraint ͑3͒ can be written in Fourier Domain as
Since the purpose of this paper is only to check the dependence of the restoration quality on the PSF distribution of the images used, the only geometric transformation we assumed is translation ͑so T k is due only to translation͒. However, it is difficult to define the translation of the scene for the case of vibration. The motion of the objects in vibrated images can be viewed as the motion of nonrigid bodies. Objects are blurred differently in each image and therefore their shapes change. In other words, not all the object points in the first images possess the same translation to the next image. In this paper, we define the translation of the images as the translation of the PSF's center of mass ( 1 and 2 in Fig. 1͒ . The center of mass of the k'th image is given by
where x, y are the image coordinates. The IBP algorithm as proposed by Irani and Peleg 15 estimates the motion also, but since this is not the objective of this work we assume that the motion function is known and therefore the translation, too.
Restoration Using Selected Images from the Sequence
The basic idea presented in this work is that, in the case of low-frequency vibrated images, the use of more images in the restoration process does not necessarily add information. To the contrary, if a severely blurred image is added to the set of the images used for restoration, the restored image obtained may be poorer. This is demonstrated in Figs. 3͑a͒ and 3͑b͒ , which show some typical results of high-resolution restoration of LR vibration-blurred images. Gaussian noise was added to the images, forming a signalto-noise ͑SNR͒ of 37 dB. Figures 3͑a͒ and 3͑b͒ are two examples of more severe and less severe blurred LR (128 ϫ128-pixel) images from a horizontally blurred sequence of images. The vibrations are of amplitude equal to 12% of the field of view, the vibration frequency is 15 Hz, and the exposure time t e ϭ1/60 s. Figure 3͑c͒ shows the highresolution, 512ϫ512-pixel restoration of the image using a sequence of 16 frames. Figure 3͑d͒ shows the restoration of the image using the four least blurred images from the 16 images used for Fig. 3͑c͒ . The number of iterations used for both restorations is 60. It is evident that more details can be seen in Fig. 3͑d͒ than in Fig. 3͑c͒ . For example, the fifth line is readable in Fig. 3͑d͒ , while in Fig. 3͑c͒ it is essentially not. Clearly, also much more computation effort was required for the restoration shown in Fig. 3͑c͒ ͑based on 16 degraded images͒ than for that shown in Fig. 3͑d͒ ͑based on four blurred images͒. For the restoration shown in Fig. 3͑c͒ , approximately four times more memory was required than for that of Fig. 3͑d͒ , and the restoration process was more than three times longer. The dependence of the restoration quality on the number of images used is shown in Fig. 4 . Figure 4 shows an example of the restoration root mean square error ͑RMSE͒ as a function of the number of images used for restoration. The RMSE is calculated by
where f is the original high-resolution, 512ϫ512-pixel image, and f is the restored high-resolution image. We recall that f is known since the experiment was simulated and f was used for this simulation of the sequence. The results shown in Fig. 4 were obtained from the following experiment. First the whole sequence consisting of 16 images was used to restore the image. The RMSE was calculated using Eq. ͑6͒. The restoration and RMSE calculation was repeated after excluding the most severely blurred images each time. We can see that the RMSE decreases as the number of images used is decreased, until it reaches a minimum when using the four least blurred images. 
Selection Criteria for the Images to be Used in the Restoration Algorithm
As demonstrated in the previous section, the images to be used for restoration depend on the severity of their blur. A common measure of the blur is the blur length ͑PSF width͒.
In the case of low-frequency vibration, the blur length is not a good measure because the vibration PSFs are not of identical shape ͑Fig. 1͒. Instead we define the ''effective blur'' extent b as 3.46 times standard deviation of the PSF:
where x, y are the Cartesian coordinates, h i (x,y) is the PSF of the i'th image, and i x and i y are the PSF center of mass coordinates, as defined in Eq. ͑5͒. The multiplicator 3.46 (ϭͱ12) in Eq. ͑7͒ is chosen so that the ''effective blur'' equals the real blur extent in the case of constant velocity motion. In Eq. ͑7͒, it is assumed that the motion PSF has nonzero values only in a line in the direction of the motion ͑linear smear͒. We define also the blur diversity ratio k n in a set of n images:
where b n is the effective blur of the most severely blurred image and 1/(nϪ1)͚ iϭ1 nϪ1 b i is the mean effective blur of the other images in the set.
We found empirically that the most blurred image in a set of n vibrated images can be excluded from the restoration process if the blur diversity of the set k n is higher than 1.40. If k n is lower than 1.40, which means that the effective blur of the most blurred image is no larger than 40% of the mean of the others, the whole set of images should be used in the restoration process. The critical k n was found from the following experiment. A set of 200 frames distorted by vibration was simulated. Sequences of 30 frames were randomly sampled. Using each sequence, 15 restorations were carried out, each using four images. The images in the sequence differ by their mean blur and blur diversity ratio k n . Starting with an initial group of four images, the IBP restoration was carried out. After each restoration, the three least blurred images were kept for the next restoration and the worst image was changed with a less blurred image from the sequence. The blur diversity ratio k n and the RMSE were calculated for each experiment. In the preceding procedure the blur diversity ratio k n decreased with each restoration. An additional criteria for choosing the images was that after registration of the images in the highresolution grid, the relative translations between the images span approximately uniformly the LR pixel. Figure 5 shows a representative example for the k n behavior in the described procedure. The solid line in Fig. 5 shows a plot of the RMSE versus the blur diversity ratio k 4 . We can see that the restoration error increases with k 4 . The dashed line shows the RMSE by using only the three least blurred images. We can see that restorations using images with blur diversity ratio k 4 larger than approximately 1.40 are poorer than the restoration using the only three least blurred images out of the four. In others word, if the blur diversity ratio of the four given images is larger than 1.40, then the most severely blurred images should be removed and the restoration should be carried out with only three images.
Based on the preceding discussion we suggest the following procedure to select the image prior to restoration. Given a sequence of n images distorted by vibration:
1. Calculate the effective blur b i of all the images (i ϭ1, . . . ,n) in the sequence using Eq. ͑7͒.
2. Calculate the blur diversity ratio k n of the n images using Eq. ͑8͒. 3. If k n р1.40, then perform the restoration using all n images. If k n р1.40, exclude the most severely blurred image ͑having the largest effective blur͒, let nϭnϪ1 and repeat steps 2 and 3.
The density of the high-resolution grid to be used is constrained by the number of images remaining after the preceding selection procedure and by the span of their relative displacements. The interpolation factor, which is the ratio between the densities of the high-resolution and the LR grids, should be no larger than the number of the images used for the restoration. It is also preferable that the relative displacements of the images after registration span the LR pixel approximately uniformly. By maintaining this, to each high-resolution pixel at least one LR pixel is registered. Using denser high-resolution grids that do not apply to this constraint does not improve the restored image resolution but increases the processing effort and time and demands more memory capacity.
Conclusions
We demonstrated that contrary to most applications for which SR algorithms were developed, in which when more images were used yielded better restoration, in the case of a sequence distorted by vibration, only some of the images should be used. The best images from the sequence should be chosen prior to restoration. We found empirically that if the worst image in the set of images to be used for restoration has an effective blur larger by approximately 40% than the average of the others, it should be discarded from the set. Attempts to use severely blurred images yield a poorer restoration with a larger calculation effort. We propose an image selection procedure to be used prior to restoration. By choosing the minimal number of images, better restoration is achieved with significantly less memory resources and shorter processing time.
We demonstrated the selection principle using the common IBP restoration method. However, we believe that our conclusions hold in general for other restoration methods, since other methods known to us do not address the vibration blur characteristics. We believe that even though other methods may converge faster or more precisely, their relative performance will depend on the set of the images used in the process.
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