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Helices of increased electron density can spontaneously form in materials containing multiple, in-
teracting density waves. Although a macroscopic order parameter theory describing this behaviour
has been proposed and experimentally tested, a detailed microscopic understanding of spiral elec-
tronic order in any particular material is still lacking. Here, we present the elemental chalcogens
Selenium and Tellurium as model materials for the development of chiral charge and orbital or-
der. We formulate minimal models capturing the formation of spiral structures both in terms of a
macroscopic Landau theory and a microscopic Hamiltonian. Both reproduce the known chiral crys-
tal structure and are consistent with its observed thermal evolution and behaviour under applied
pressure. The combination of microscopic and macroscopic frameworks allows us to distil the essen-
tial ingredients in the emergence of helical charge order, and may serve as a guide to understanding
spontaneous chirality both in other specific materials and throughout materials classes.
The bulk transition metal dichalcogenide 1T -TiSe2 has
been shown, uniquely, to harbour a charge density wave
transition that breaks inversion symmetry in a chiral
way [1–5]. The spontaneous formation of helicity is well-
known in magnetic materials, in which spins may wind
around a propagation direction to yield spirals of mag-
netisation. In contrast, helices of increased electronic
density necessarily require the onset of charge order to
be accompanied by a simultaneous onset of orbital or-
der [3, 6, 7]. Although this restricts the class of mate-
rials in which chiral charge order may appear [8], it has
nevertheless been theoretically suggested to play an im-
portant role in determining material properties of various
transition metal dichalcogenides [8–10], and even cuprate
high-temperature superconductors [11–13].
Chiral charge order was suggested to be present in
1T -TiSe2 based on indirect experimental evidence [1].
In addition, several predictions arising from a theoreti-
cal model of chiral charge order, based on a Ginzburg-
Landau free energy expansion, have been experimentally
confirmed [3–5]. Nevertheless, it has proven difficult to
obtain direct experimental confirmation of the broken in-
version symmetry. The main reason for this is believed
to be the presence of small, nanometer wide, domains of
varying handedness [5], which are averaged over by al-
most all direct bulk probes. A microscopic understand-
ing of the chiral phase transition, going beyond the pre-
dictions of macroscopic order parameter theory, is thus
essential for guiding further experiments into this novel
type of charge and orbital order.
Despite its relatively simple crystal structure, the or-
dered state of 1T -TiSe2 involves too many orbitals and
electronic bands for the construction of a microscopic the-
ory to be a straightforward exercise, or to lead to intuitive
insight into the mechanism underlying the formation of
chiral charge order. Here, we therefore take an alter-
native approach, and construct a minimal microscopic
model for the appearance of spiral chains in the atomic
FIG. 1: Chiral charge and orbital order in elemental chalco-
gens. a) The chiral crystal structure of Se and Te can be
understood as a spiral arrangement of short bonds in a sim-
ple cubic parent lattice. All atoms in the crystal are of the
same type. Different colours indicate the three possible local
configurations of short bonds, and the chiral unit cell includes
one atom of each color. b) Because the short bonds involve
charge transfer between specific orbitals only, the chiral crys-
tal lattice is also orbital ordered. Indicated here are the least
occupied orbitals. The shaded planes connect like orbitals and
are included as a guide to the eye. They are perpendicular to
the spiral axis of the crystal structure.
structure of the elemental chalcogens Se and Te. These
materials do not exhibit a charge ordering transition at
any temperature, but their atomic lattices are well known
to be chiral at ambient conditions. The handedness of a
given sample of Te or Se can be straightforwardly deter-
mined by measuring either its diffraction pattern or its
optical activity [14]. The crystal structure of Se and Te
can be understood as consisting of short bonds arranged
along helices in a simple cubic parent structure, as shown
schematically in Fig. 1a [14]. This picture can in fact be
taken literally, and the spiral bond order can be shown to
be an instability of a hypothetic parent phase with simple
cubic lattice structure [2, 6, 7]. The charge ordering tran-
sition leading from the simple cubic to the chiral phase is
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2of the same type as the chiral transition in 1T -TiSe2 [3],
but as we show here, it can be understood on the level of
an explicit microscopic model, explaining how different
types of electron-phonon coupling and Coulomb interac-
tions conspire to form the spiral structure. The minimal
model constructed in this work is thus presented as a
prototype description for the formation of chiral charge
and orbital order in general.
Intuitive picture. Before presenting both a macro-
scopic Ginzburg-Landau and a microscopic mean-field
theory for the formation of chiral charge order in ele-
mental chalcogens, we will first give an intuitive picture
showcasing their basic ingredients. The starting point
for this is a simple cubic lattice structure. Both Se and
Te actually possess the chiral crystal structure shown in
Fig. 1a for any temperature at ambient pressure. Upon
melting Te however, short-ranged chiral order in the fluid
phase has been found to disappear, and a homogeneous
metallic phase to form instead, not much above the melt-
ing point [15, 16]. This observation can be understood as
a latent structural phase transition in the crystal lattice
of Te, which is preempted by the material melting before
the transition temperature can be reached. The crystal
structure of the hypothetical high-temperature phase can
in that case be assumed to be simple cubic, since the el-
ement Po, which sits just below Te in the periodic table
and thus has the same configuration of valence electrons,
crystallises into a simple cubic rather than a chiral struc-
ture [17]. The expected phase transition into a chiral
orbital ordered phase in Po is suppressed by the presence
of strong spin-orbit coupling [18], which allows the parent
simple cubic structure to emerge.
Elemental chalcogens have four valence electrons in
their outermost p-shell (2/3 filling). Within a simple cu-
bic lattice potential the px, py, and pz orbitals are de-
generate, and may be chosen to point along the crystal-
lographic x, y, and z axes respectively. Since their wave
functions are elongated in a single direction, the over-
lap between neighbouring px orbitals on the x axis will
be larger than that between neighbouring px orbitals on
the y or z axes. Taking this difference to the extreme
limit, we will consider a minimal model in which the
overlap between orbitals aligned in a head-to-toe man-
ner is non-zero, and all other overlaps are neglected. Al-
though quantitatively unrealistic, this assumption does
not change the qualitative physics of the chiral phase
transition, and naturally leads to an intuitive minimal
model.
In a tight-binding model starting from the simpli-
fied overlap integrals, an electron in a pi orbital, with
i ∈ {x, y, z}, can only hop in the i direction, onto a neigh-
bouring pi orbital. The simple cubic lattice is thus filled
with independent one-dimensional chains of px orbitals,
interwoven by similar one-dimensional chains in the y
and z directions. As there is no inter-chain hopping in
any direction, the electronic structure consists of three
one-dimensional bands, oriented along three orthogonal
directions. Within the cubic first Brillouin zone each 1D
band introduces a pair of parallel planar Fermi surfaces,
whose intersections again form a cube. The Fermi sur-
face is extremely well-nested, and a charge density wave
instability is thus expected to emerge [19]. In fact, a sin-
gle nesting vector Q, corresponding to a body diagonal
of the cube of intersecting Fermi surfaces, connects each
point on any of the Fermi surface sheets to a point within
a parallel sheet. The dominant instability will there-
fore be towards the formation of charge density waves
ρj(x) = ρ0 + A cos(Q · x) in each of the three orbital
sectors (labeled by j), who all share the same propaga-
tion direction Q. Here ρ0 is the average charge density
in the normal state, and A is the amplitude of the charge
modulation.
The presence of a non-zero electron-phonon coupling
causes the atomic lattice to deform in response to the
charge modulations. The resulting displacement waves
uj(x) = u˜ej sin(Q · x) have the same wave vector as the
charge modulations, but a polarization ej whose direc-
tion is determined by the anisotropy of the local electron-
phonon coupling matrix elements [3]. In a chain of px
orbitals without any overlap in directions other than x,
the electron-phonon coupling is maximally anisotropic,
and the displacement direction e will be purely along
x. Within the simple cubic lattice, each atom is affected
simultaneously by three displacement waves, correspond-
ing to the charge density waves in the three p-orbitals on
the atom. The actual displacement is then simply the
sum of the three orthogonal components uj .
The charge density wave in each orbital chain can be
shifted along its propagation direction by the addition of
a phase: ρj(x) ∝ cos(Q · x + ϕj). The vector Q shows
the charge order in Se and Te to have period three in
all directions. The coupling of charge and lattice mod-
ulations then restricts the phase ϕj to be a multiple of
pi/3, so that the point of highest charge always sits either
on an atomic site or bond (resulting in a site-centered
charge density wave, or a bond-centered charge density
wave [20]). If additionally we consider a Coulomb inter-
action between the charges in orthogonal orbitals on the
same site, the charge maxima along one chain will prefer
to avoid the charge maxima along other chains. This ef-
fectively couples the phases in different orbital sectors, so
that a configuration with ϕi−ϕi+1 = ±2pi/3 becomes en-
ergetically favourable. The final configuration with three
orthogonal charge density waves shifted with respect to
each other produces precisely the charge redistribution
and lattice deformations shown in Fig. 1a, which agree
with the experimentally observed crystal structure of Se
and Te [2, 6].
Notice that because the charge maxima in orthogonal
orbital chains avoid one another, each atom in the final
structure ends up with a single p orbital being more oc-
3cupied than the other ones. The chiral charge ordered
structure is therefore also automatically an orbital or-
dered phase, as shown in Fig. 1b. The handedness of
the crystal structure can thus be equally interpreted as
signifying the rotation of the least occupied orbital wave
function upon traversing the crystal.
Macroscopic order parameter theory. To un-
derstand the emergence of chirality from the interplay
between three order parameters in different orbital sec-
tors in more detail, we first construct a Landau free
energy describing the transition. The dimensionless
order parameters αj(x) represent the (periodic) mod-
ulation of the average charge density within a given
chain:ρj(x) = ρ0(1 + αj(x)). Starting from three non-
interacting orbital sectors, the first contribution to the
free energy is just the sum of the Landau free ener-
gies Fj for three independent charge density waves, with
Fj =
∫
d3x a(x)α2j + b(x)α
3
j + c(x)α
4
j . Notice that the
presence of a discrete lattice is taken into account by
expanding the coefficients in the free energy in terms
of the reciprocal lattice vectors, so that for example
a(x) = a0 + a1
∑
n e
iGn·x + . . . [21]. Terms with n > 0
originate from the electron-phonon coupling in a more
microscopic model. In the following, we take into ac-
count the first order contributions only.
The on-site Coulomb interaction between electrons in
orthogonal orbitals provides the additional interaction
terms FCoul =
∑
j
∫
d3x A0αjαj+1, which couple the
three order parameters. The periodic charge distribu-
tions can be written as αj(x) = ψ0 cos(Q · x+ ϕj), with
the amplitude ψ0 equal for all three order parameters,
and ϕj the spatial shift of the charge density wave along
j with respect to the atomic lattice. Performing the spa-
tial integration over positions x in the expression for the
full free energy F , results in an expression that depends
both on the amplitude and phases of the order parame-
ters:
F =
3
2
a0ψ
2
0 +
9
8
c0ψ
4
0 +
1
4
b1ψ
3
0
∑
j
cos(3ϕj)
+
1
2
A0ψ
2
0
∑
j
cos(ϕj − ϕj+1). (1)
As usual, the temperature dependence of the quadratic
term proportional to a0 determines when ψ0 first obtains
a non-zero value, and charge order sets in. The combina-
tion of the final two terms, arising from the electron-
phonon coupling and the Coulomb interaction respec-
tively, determine the values of the phases ϕj in the pres-
ence of a non-zero order parameter. They can be simul-
taneously minimised by first of all taking ϕ1 = npi/3,
where n is an odd or even integer depending on the
sign of b1. Physically, this difference corresponds to the
charge order being either site or bond centered. Addi-
tionally, the relative phase differences should be chosen
as ϕj−ϕj+1 = ±2pi/3. These solutions are then precisely
the left and right handed chiral configurations consisting
of mutually shifted one-dimensional charge density waves
discussed in the previous section, one of which is shown
in Fig. 1a.
It is instructive to compare the free energy of Eq. (1)
to the one given in Ref. 3, describing the charge ordered
phase in 1T -TiSe2. The higher complexity of the atomic
configuration in TiSe2, as compared to the pure elements
Se and Te, results in three charge density waves along
different propagation directions, as well as a difference in
strength of the electron-phonon coupling between Ti and
Se sites. Nevertheless, the route to chiral charge and or-
bital order is largely the same as that observed in Eq. (1)
for Se and Te. The onset of charge order is determined
by terms that do not involve the phases of the individual
charge density wave components. Instead, a term aris-
ing from the electron-phonon coupling favours values of
the phases in individual sectors to be such that charge
maxima fall on top of atomic sites or bonds. The on-site
Coulomb interaction finally, provides a coupling between
charge density waves in different orbital sectors. The cou-
pling may be indirect in the case of bond-centered charge
order, like in TiSe2, where the variation of bond densities
implies charge redistributions on the atomic sites, which
are then subject to local Coulomb interactions. The cou-
pling between orbital sectors leads to relative phase shifts
between them, and hence the emergence of a chiral charge
and orbital ordered pattern.
Applied pressure. Upon the application of large uni-
form pressure, Se and Te undergo a series of structural
transitions into non-chiral phases [22, 23]. Within the
minimal model considered here, the suppression of chi-
rality under pressure can be captured by introducing a
pressure dependence of the critical temperature. Using
the values for the phases appropriate in the chiral state,
the quadratic coefficient in the free energy then becomes:
a0(T, P ) =
3b21
32c0
+
A0
2
+ α
[
T
T 0C
+
P
P 0C
− 1
]
(2)
Here P 0C is the critical pressure at zero temperature, while
T 0C is the critical temperature at zero applied pressure.
Notice that for the purposes of this minimal model, the
relation between critical temperature and pressure is as-
sumed to be linear, and that the high-pressure, non-chiral
phase can only be simple cubic in structure. In spite
of these simplifications, the free energy expansion cap-
tures the suppression of chirality by pressure, and may
be straightforwardly extended to qualitatively examine
the result of applying for example uniaxial rather than
uniform pressure.
Anisotropic phases can be included in the minimal
model by allowing the amplitudes ψj of charge density
waves in different orbital sectors to develop indepen-
dently, and for each to have its own critical temperature,
depending on the amount of pressure applied along its
4FIG. 2: Schematic phase diagram indicating the relative sta-
bility of the chiral and zig-zag phases within the free energy
of Eq. (3). The zig-zag phase consists of planes perpendicular
to the direction of applied uniaxial strain with zig-zag chains
of short bonds, as indicated in the inset. The applied pres-
sure along the x axis is parameterised as P + Px, with P the
uniform pressure and Px the uniaxial strain component. The
applied pressure along the y and z axes is simply P . Notice
that the linearity of the critical lines and planes in this phase
diagram is a direct consequence of the simplified thermal and
pressure dependences assumed in Eq. (2).
particular axis. The expression for the free energy then
becomes:
F =
∑
j
1
2
a0(T, Pj)ψ
2
j +
3
8
c0ψ
4
j +
1
4
b1ψ
3
j cos(3ϕj)
+
1
2
A0ψjψj+1 cos(ϕj − ϕj+1). (3)
Applying pressure along a single axis only, the charge
order in a singe direction may be suppressed without de-
stroying the order in orthogonal directions. The result is
a phase of stacked planes each containing zigzag charge
order, as indicated schematically in Fig. 2, along with the
phase diagram resulting from this minimal model. The
anisotropic structure resulting from the minimal model
agrees both with the predictions of an earlier semiclassi-
cal approach in terms of so-called vector charge density
waves [6], and with the experimental observation of lay-
ered structures in Se under high pressures [22, 23].
Microscopic model. To see how the terms in the
Landau free energy emerge from the interplay of micro-
scopic degrees of freedom, we construct a minimal Hamil-
tonian model for Se and Te. The starting point is again
a two-third filled p-shell within the simple cubic lattice.
We then include a tight-binding approximation for the
bare electronic band structure, an on-site Coulomb in-
teraction, and the influence of lattice distortions on both
the kinetic and potential energies of electrons.
Including hopping only between neighbouring orbitals
that are aligned head-to-toe in the simple cubic lattice,
the tight-binding part of the Hamiltonian can be writ-
ten as HTB = t
∑
x,j cˆ
†
j(x)cˆj(x+ aj) + H.c., where cˆ
†
j(x)
creates an electron in orbital j on position x, and aj
is the simple cubic lattice vector in direction j. The
overlap integral t is positive because the overlapping or-
bital lobes on neighbouring sites have opposite signs. The
Coulomb interaction acts on-site, through the interaction
HCoul = V
∑
x,j cˆ
†
j(x)cˆj(x)cˆ
†
j+1(x)cˆj+1(x). The displace-
ment uˆj(x) of the atom on position x in the direction of
j may be written in terms of the phonon operator bˆ†j(x),
which is taken to be a dispersionless Einstein mode with
Hboson = ~ω
∑
q,j bˆ
†
j(q)bˆj(q). The electron-phonon cou-
pling consists of two terms:
Hˆ
(1)
e-ph = α
(1)
∑
x,j
(
uˆj(x)− uˆj(x+ aj)
)
·(
cˆ†j(x)cˆj(x+ aj) + cˆ
†
j(x+ aj)cˆj(x)
)
Hˆ
(2)
e-ph = α
(2)
∑
x,j
(
uˆj(x+ aj)− uˆj(x− aj)
)
cˆ†j(x)cˆj(x).
(4)
The first type of electron-phonon coupling represents the
change of electronic kinetic energy with varying bond
length. If an interatomic distance is decreased, the or-
bital overlap across the affected bond increases. The
second process reflects the change of electronic potential
energy with a variation in local ionic density. If a given
atom is approached more closely by its two neighbours,
the potential energy of electrons located on the central
position is lowered to compensate for the larger density
of positive core charges.
The full Hamiltonian can be diagonalised in the mean
field approximation by introducing Ansatz averages re-
flecting the possible ordered states found in the Landau
free energy analysis:
〈cˆ†j(x)cˆj(x)〉 = ρ0 +A cos (Q · x+ ϕj)
〈cˆ†j(x)cˆj(x+ aj)〉 = σ0 +B cos (Q · (x+ aj)/2 + χj)
〈uˆj(x)〉 = u˜ sin (Q · x+ φj) . (5)
Here A is the mean field expectation value describing
modulations of the on-site charge density, B represents
the bond-density variations, and u˜ measures the vari-
ations in atomic positions. The mean fields A and B
can be directly related to the macroscopic order param-
eter α appearing in the Landau free energy expansions
above. Using these definitions, the Hamiltonian decom-
poses into a fermionic and a bosonic part. The lat-
ter can be straightforwardly diagonalised by introducing
shifted boson operators [24], and relates the atomic dis-
placements to the electronic order parameters by setting
u˜ = 2
√
3/~ω(2Bα(1)e(χj−φj)−Aα(2)ei(ϕj−φj)). Demand-
ing the displacement to be real restricts the difference
between the phases of any two order parameters to be an
integer multiple of pi.
The fermionic part of the mean field Hamiltonian can
be diagonalised numerically, and the ground state val-
5FIG. 3: The ground state phase diagram as a function of the
two contributions to the electron-phonon coupling in Eq. (4).
The vertical axis measures the charge density wave order
parameter B, while the colouring indicates the normalised
atomic displacement. Each kind of electron-phonon coupling
favours a particular type of chiral charge and orbital ordered
state, both of which can be constructed from one-dimensional
chains with relative phase shifts. The two kinds of chains ap-
propriate for the two types of electron-phonon coupling are
shown schematically in the region where they dominate. In-
creased bond density is indicated by double lines, while in-
creased on-site electronic density results from charge transfer
along the curved arrows.
ues of the phases and order parameters determined self-
consistently. In the presence of electron-phonon coupling,
but with no on-site Coulomb interaction, the three or-
bital sectors are independent from one another and each
develops an individual charge density wave. The phases
are simply ϕj = njpi/3, with nj integer, which includes
both non-chiral solutions in which the nj are all equal,
and chiral ones. For any non-zero value of the Coulomb
interaction this degeneracy is lifted, and the left- and
right-handed chiral charge ordered configurations with
nj − nj+1 = ±2pi/3 become the lowest energy states.
For each handedness, the nj may be odd or even mul-
tiples of pi/3. These solutions correspond to the location
of maximum charge in each charge density wave being
either bond-centered or site-centered, as indicated in the
insets of Fig. 3. Which of these phases has the lowest en-
ergy depends on the balance between the different types
of electron-phonon coupling. As shown in the phase dia-
gram of Fig. 3, the bond-centered solution dominates for
large α(1), while the site-centered one is consistent with
large α(2). The atomic structure observed in elemental
Se and Te corresponds to the bond-centered charge or-
der [14], with α(1) prevailing.
Within the chiral phase, the short bonds in the three
orbital chain directions connect to form a spiral. The
resulting enlarged unit cell and atomic structure agree
with the experimentally observed structure for Te and
Se, shown schematically in Fig. 1a. The displacements in
the x, y and z directions arise from charge order in chains
of px, py, and pz orbitals respectively. The modulation of
charge density can thus also be seen as a spatial modu-
lation of orbital occupation. Because the charge density
waves in the three orthogonal directions are shifted by
2pi/3 with respect to each other, each site in the atomic
lattice of Se and Te has precisely one less-occupied p-
orbital next to two others that remain equally occu-
pied. Drawing only the least occupied orbitals results
in Fig. 1b, which clearly shows that the chiral charge
ordered state is also an orbital ordered state. The hand-
edness of the orbital order is the same as that of the
structural order, and can be seen for example by follow-
ing the rotation of the least occupied orbital as one pro-
gresses through the crystal along the ordering Q vector
(a body diagonal of the original simple cubic structure).
The emergence of orbital order in conjunction with chi-
ral charge order is inevitable, since both arise from the
same relative phase shifts between charge density waves
in distinct orbital sectors.
Discussion. Indirect evidence for the emergence of
chiral charge and orbital order has been found in the
low-temperature phase of the layered transition metal
dichalcogenide 1T -TiSe2 [1, 3, 4]. In addition, exper-
imental predictions from a macroscopic Landau theory
for the chiral state in this material were successfully
tested [4]. The broken inversion symmetry, however, has
not been observed directly by any experiment yet. Prob-
ing the bulk helicity is likely complicated by the presence
of small domains of opposite handedness, of which indi-
rect signatures are seen in scanning-tunneling microscopy
experiments [5]. In addition, the interplay between many
different orbitals located throughout the chiral unit cell
prevent overly simplified theoretical models from being
applicable and complicate the extraction of physical in-
sight from realistic microscopic models [25, 26].
Having an alternative model material, which harbours
a similar chiral state but is structurally simple and well-
understood, is therefore crucial to aid in building a gen-
eral understanding of the novel charge and orbital or-
dered phase. Here, we argue that the elemental chalco-
gens Tellurium and Selenium constitute precisely such
model materials. We construct minimal models for these
materials capturing the essential ingredients in the for-
mation of their chiral structures, both in terms of a
macroscopic Landau theory and a microscopic mean-field
description.
Comparing the results presented here to the chiral
phase of 1T -TiSe2, highlights both the universal and
material-specific aspects of inversion symmetry break-
ing through combined charge and orbital order. In both
cases, the starting point is a material with multiple den-
6sity wave instabilities in its electronic structure, residing
in distinct orbital sectors. The different orbital orien-
tations lead to differently polarised displacement waves
in both materials. The on-site Coulomb repulsion then
causes maxima of different density waves to repel each
other. This results in shifts or relative phase differences
between the density waves, which break inversion symme-
try and yield the known chiral crystal structure. Because
the density waves originate in distinct orbital sectors, the
relative phase differences imply simultaneous charge and
orbital order.
The driving mechanism underlying the density wave
instabilities in 1T -TiSe2 likely differs from that in the
elemental chalcogens [24, 27], but plays no role in deter-
mining whether or not the combined state will be chiral.
In contrast to the chalcogens, the propagation vectors for
different density waves in TiSe2 are all different. The or-
der is also site-centered in Se and Te, but bond-centered
in TiSe2. Finally, the site-centered Coulomb repulsion
providing the coupling between different density waves,
yields an indirect interaction between the bond-centered
charges in the case of TiSe2.
Whether or not the phase shifts induced by local
Coulomb interactions break inversion symmetry, depends
sensitively on the crystal structure in which they re-
side [8, 10]. If the crystal structure in the presence of the
phase shifts includes a mirror symmetry, the result is not
chiral even if inversion symmetry is broken. The mecha-
nism described above then instead causes the formation
of a polar charge and orbital ordered state, as seen for
example in 2H -TaS2 [9, 10]. In the case of TiSe2 as well
as Se and Te however, the crystal symmetries favour the
formation of a chiral charge and orbital ordered state.
The theoretical understanding developed here, of how
chiral charge and orbital order emerges in elemental Se
and Te, can be used as a guiding principle for the under-
standing of similar phases in other materials. These may
include other elements and transition metal dichalco-
genides, but the simplicity of the minimal models pre-
sented in this work suggests the main mechanism to be
be applicable generically to materials harbouring multi-
ple simultaneous density wave instabilities. As long as
charge order develops in distinct orbital sectors that are
coupled by a local interaction, relative phase shifts will
occur and generically lead to the spontaneous breakdown
of inversion symmetry.
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