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Abstract
An ever-present feature in seismic data, noise affects outcomes of processing and imag-
ing algorithms, causing uncertainty in the interpretation of results. Despite abundant
evidence that noise is not white, stationary or Gaussian, these assumptions are com-
monly made when generating noise models and processing data. While synthetic seismic
datasets have evolved to include geological complexities, a standardised approach to
incorporating realistic noise does not yet exist. The aim of this work is to introduce a
noise modelling methodology that avoids the above assumptions.
A statistical analysis of three months of pre-injection noise from the vertical components
of a 50 station, c.2.5km-wide, cross-shaped array at the Aquistore CO2 storage site,
characterises noise sources originating from wellsite activity and passing traffic. A
covariance modelling approach is then devised to generate realistic noise models that
have close similarity to the recorded noise in both the time and frequency domain,
with ą 65% noise realisations having ą 50% probability of arising from the same
distribution as the recorded noise. The modelling procedure is finally applied to two
cases: benchmarking and development of microseismic inversion algorithms on synthetic
datasets; and noise suppression.
In the former, the source location is correctly estimated at a signal-to-noise ratio of
0.1 with white, Gaussian noise (WGN) but 0.5 was required for realistic noise. Then,
applying a microseismic source inversion algorithm, datasets with realistic noise identify
pitfalls unobserved under WGN conditions. Thus, in both cases, a WGN assumption
gives a misleadingly favourable assessment of efficacy. In the latter, a noise whitening
technique that utilises the inverse of the covariance matrix reduces the total noise
energy by a factor of 3.5, allowing both imaging of additional microseismic events and
greater confidence in identified events.
The proposed techniques are illustrated on passive surface data, but offer future appli-
cations in both active and passive seismic monitoring.
v
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Chapter 1
Introduction
1.1 Aim
Synthetic seismic datasets are commonly used to aid interpretation, test hypotheses
and as benchmarking tools for evaluating the robustness of active and passive process-
ing and imaging algorithms. Significant effort has been spent on generating challenging
synthetics based on realistic geologies and medium properties, for example the Mar-
mousi model (Lailly and Versteeg , 1990). However, a similar effort has yet to be made
on the incorporation of realistic noise, which provides an ever-present complication in
recorded seismic datasets. Excluding the case of semi-synthetics, incorporated noise is
often based on a single statistical phenomenon that assumes noise is time and space
invariant, despite extensive literature showing that this is not the case (Ulrych et al.,
2009).
The separation of signal and noise is a central issue in seismic data processing (Ul-
rych et al., 1999). The majority of processing, imaging and inversion techniques are
formulated on noise-free data and benchmarked under the assumption of data con-
taminated with additive White, Gaussian Noise (WGN). For example, Jurkevics and
Wiggins (1984)’s critique of deconvolution methods focus on how the methods handle
incoherent WGN without any investigation into the handling of coherent noise. Whilst
the study of Eisner et al. (2009) on uncertainty in microseismic monitoring specifically
states: ‘The surface and downhole location techniques...work flawlessly in a homoge-
neous isotropic medium that is free of noise’ and only extends to testing the effect of
noise using WGN. Techniques developed and tested in this manner are likely to fail
if coherent noise is present in the data. In imaging procedures this can result in the
introduction of artifacts, while in inversion procedures this can lead to errors in the
estimated velocity model and predicted source parameters (Forghani-Arani , 2013).
Noise is a particular problem in microseismic monitoring due to the characteristically
2
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low Signal-to-Noise Ratio (SNR). This often results in events being unidentifiable on
individual traces (Xuan and Sava, 2010). The masking of events by noise introduces
uncertainty into identifying event arrival times (Bardainne et al., 2009, Maxwell , 2014)
with numerous studies outlining that the presence of noise, alongside errors in the
velocity model, are the most significant obstacles in producing interpretable images
from microseismic records (Eisner et al., 2008, Witten and Artman, 2011, Woith et al.,
2014).
Using surface microseismic monitoring as a testbed, this thesis aims to provide a stan-
dard procedure for the generation and incorporation of realistic noise into synthetic
datasets. The realistic noise is obtained through statistical characterisation of pre-
recorded noise. The benefits of adding realistic noise to synthetics are illustrated for
both benchmarking and development of various microseismic monitoring algorithms.
Furthermore, utilising the knowledge of the noise modelling procedure, a noise suppres-
sion technique is developed that can be tailored to the specific noise properties observed
in a dataset and adapt as the noise properties evolve throughout the duration of the
recording.
1.2 Background
Noise can be defined as “everything other than the desired signal”, and when applied
to time series xptq, noise is often introduced as an addition to an ideal noise free time
series,
xptq “ sptq ` nptq, (1.1)
where t denotes recording time, sptq the noise free time series and, nptq the recorded
noise.
While this is valid from a mathematical point of view, the definition of noise changes
according to the disciplinary context. For example, in physics noise is a disturbance
obscuring or reducing the clarity of the data while in computer science it is irrelevant
or meaningless data (Meunier , 2011). Even within geophysics, noise can have different
connotations: in active seismics, noise is typically any signal recorded other than the
primary reflections, while in microseismic monitoring, noise is typically anything other
than the direct arrivals from the microseismic events.
Noise is both coherent and random, with the coherent component often masquerading
as signal (Ulrych et al., 1999). The separation between signal and noise is one of
the dominant issues in microseismic monitoring resulting in errors in velocity models
and source parameters (Forghani-Arani et al., 2013). This is in part because inversion
algorithms are designed for either noise-free signals or for signals where noise present is
4 Chapter 1: Introduction
assumed to be additive, white and Gaussian (Vavrycˇuk , 2007). However, Ulrych et al.
(2009)’s postulates of noise state that:
1. Signal and noise are always correlated to some extent,
2. Noise is never white, and
3. Noise is seldom, if ever, Gaussian.
Therefore, as noise is not white and/or Gaussian, such algorithms can only perform
optimally if noise is suppressed or at least whitened before they can be applied. In
other words, if complete separation between signal and noise is not achieved prior to
applying the algorithm, then it will be difficult to establish the degree of confidence
one might have in any of the resulting interpretations.
While generally expressed as a single term, as illustrated in equation 1.1, in reality
noise arises from a number of different sources each with their own spatio-temporal
properties. For example, a passing car will create an energy burst across receivers with a
distinct moveout pattern, however, instrument noise will be spatially independent. The
majority of noise suppression techniques work by exploiting the characteristics of a noise
signal that differentiate it from the desired signal. In the following I discuss a variety
of noise signals, detailing their individual characteristics. I further discuss the current
state of the creation of synthetic datasets and different approaches to their incorporation
of noise. Finally, I conclude with an overview of noise suppression techniques that have
been developed to suppress the vast range of different noise signals present in seismic
data.
1.2.1 Noise in surface microseismic datasets
Seismic noise arises from a variety of activities, some dependent on human interactions
and others completely independent. For characterisation purposes, noise sources have
been separated into five categories:
1. natural background noise,
2. cultural noise,
3. medium-induced noise,
4. instrument noise, and
5. algorithm noise,
excluding any noise arising from acquisition related issues, such as poorly planted
and/or clamped geophones or incorrect instrument response corrections. Figure 1.1
provides an illustration of these noise categories and the noise sources in which they
contain.
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Figure 1.1: A typology of noise sources.
Natural background noise
Natural background noise is strongly affected by geographical location of the seismic
array and, by definition, is unaffected by the presence of industrial activity (McNamara
et al., 2009). As shown in Figure 1.1, background noise can be split into 3 sub-sections:
ambient seismic noise, meteorological noise and naturally-occurring, site-dependent
noise.
In some studies the term ambient noise is used to describe both cultural and natural
background noise, however this is not the view taken here. Ambient noise, as defined
here, contains signals from microseisms, the Earth’s “hum”, solid earth tides and seismic
coda, where the first three sources consist mostly of surface waves (Friedrich et al.,
1998). Hasselmann (1963) considered three possible origins of microseisms: (1) the
interaction of the coast and ocean-waves proposed by Wiechert (1904); (2) atmospheric
pressure fluctuations proposed by Gherzi (1924); and (3) nonlinear interactions between
ocean waves proposed by Longuet-Higgins (1950). Similar to the origin of microseisms,
the origin of the Earths “hum” is debated with the majority of studies associating
it with atmospheric turbulence (Kobayashi and Nishida, 1998, Nishida et al., 2000,
Ekstro¨m, 2001, Nishida et al., 2002) while others believe the excitation source lies
under the oceans (Ekstrom and Ekstrom, 2005, Romanowicz et al., 2005, Webb, 2007).
Solid earth tides are excited by the interactions of the Earth with the sun and the moon,
and fluctuate on a daily timescale. Finally, seismic coda consists of waves created from
a seismic source, typically with a magnitude greater than M4, that have been scattered
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or reflected at least once due to small-scale inhomogeneities (Weaver , 2005, Aki and
Chouet , 1975). Due to anelastic absorption along their travel path there is an absence
of high frequency waves in the late coda limiting the frequency band to 1-10Hz (Aki ,
1969). As noted in Table 1.1, the frequency bandwidths of these noise signals are
lower than would be considered in the typical surface microseismic monitoring scenario
(approximately 10-60Hz).
Table 1.1: Ambient noise properties
Ambient noise source Period (s) Frequency (Hz)
Primary band microseisms 10-20 0.05-0.1
Secondary band microseisms 5-10 0.1-0.2
Earth’s hum 20-40 0.025-0.05
Solid Earth tides 12-24 hours 12-23 µHz
Seismic coda 0.1-1 1-10
Meteorological noise results both from wind and precipitation. Seismic wind noise is one
of the least understood phenomena in land seismic acquisition and, in extreme cases,
severe degradation of the SNR has resulted in the suspension of seismic recording (Bland
and Gallant , 2001). Nørmark (2011) observed that due to surface roughness and the
logarithmic wind profile, surface wind speed is significantly lower than the standard
wind speed measured at 10 meters above the surface, as such the resulting noise is
characterized by a steady noise level dependent on the wind speed. Barajas-Olalde and
Jeffreys (2014) confirmed the sensitivity of 3-component geophones to wind noise and
the spatial correlation of wind between sensors by measuring the spectral characteristics
of wind. They concluded that the horizontal component is more sensitive to wind noise
than the vertical component and that for every 10cm the geophone is buried there
is a 10dB reduction in wind noise. They also observed a correlation of higher noise
amplitudes with increasing wind speeds supporting Nørmark (2011)’s claim that noise
level is dependent on wind speed.
The level of wind noise is highly related to the area in which the instrument is placed. At
around 1Hz, seismic noise in the oceans is produced locally by wind-generated waves
(Wilcock et al., 1999). Comparing noise data from two experiments, Wilcock et al.
(1999) observed that 1Hz noise levels are well correlated with local sea-surface-wind
speeds derived from satellite observations. Figure 1.2(a) illustrates that the power of
the P-wave noise is highly correlated with offshore wind speed inferring that the P-
waves are excited by distant ocean winds. Zhang et al. (2009) studied two remote land
seismic stations and after applying beamforming techniques they also determined that
in the bandwidth of 0.6-2Hz a significant amount of the noise consists of continuous
P-waves originating offshore. Considering distance away from the coast, Wilcock et al.
(1999) observed that there is a 10dB drop in the 1Hz noise level 100km inland.
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Another significant influence of the site location on the level of wind noise is the amount
and type of vegetation present. This can influence the overall noise level or introduce
fluctuations in the noise. Schilke et al. (2014) considered stations extending across a
wooded area and a field; they observed no significant changes in the overall noise level
but fewer fluctuations in the noise were observed at the stations located in the field.
They thus proposed that this is due to the absence of tree roots transmitting wind
energy into the ground. El-Kaseeh et al. (2010) acquired a 2D line during a period of
strong winds where the line transversed fields full of tall crops (Figure 1.2(b)). The
resulting high frequency noise in the data has been attributed to the strong winds
blowing through the crops. To conclude the discussion on the effect of vegetation on
wind noise, it is important to acknowledge that while tree roots can cause a secondary
noise source excited by wind, the presence of trees can also act as a windbreak lowering
the overall wind speed in an area (Kainkwa and Stigter , 1994). Heisler and Dewalle
(1988) proposed the wind reduction ratio to investigate wind speed reduction within
a sparse tree canopy relative to that in the open. They observed that windspeed
reductions of 20% and above may extend to a horizontal distances of 25 times the
height of the windbreak, while reductions are observable at horizontal distances of up
to 50 times the windbreaks height.
Figure 1.2: Effect of site location on wind noise levels. (a) Correlation between ocean wind
speed and on-shore seismic p-wave noise power (figure 4(c-e) from Zhang et al. (2009)), and (b)
photograph of seismic survey though field of high vegetation that experienced significant levels
of high frequency noise attributed to wind blowing through the crops (Figure 2 from El-Kaseeh
et al. (2010))
In contrast to wind, the characteristics of noise due to precipitation has been not con-
sidered to the same extent. However, Nørmark (2011)’s study used sledge-mounted
geophones to determine the characteristics of rain-generated noise. As the geophones
recorded a distinct signal per raindrop, rain-generated noise is localised and non-
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repeating. Similar to the benefits it brought for wind noise levels, field experiments
concluded that by burying the geophones noise levels due to rain can be reduced by
between 7.7 and 8.6 dB/0.1 m (Dean, 2017).
Heavy precipitation is a common trigger for mass flows in steep mountainous regions,
generating a secondary noise source. A significant effort has been focussed on charac-
terising seismic signals related to the various types of mass flows such as debris flows
(Huang et al., 2007), landslides (Yamada et al., 2013), avalanches (Bessason et al.,
2007) and lahars (Tun˜gol and Regalado, 1996, Walsh et al., 2016). Tun˜gol and Regal-
ado (1996) computed the threshold of rainfall over which lahars along the Sacabio River
are generated to be 0.3 mm/minute for 30 minutes while Walsh et al. (2016) noted the
Te Maari lake breakout lahar was preceded by several weeks of rainfall. The seismic
signals of debris flows were characterised by Huang et al. (2007) who highlighted the
different properties between the surge front and the flow tail. The overall seismic fre-
quency of flows typically ranges from 10 to 100 Hz with dominant frequencies of 10 to
30 Hz for the surge front and 60 to 80 Hz for the flow tail. This difference in dominant
frequencies has been attributed to larger stones being accumulated at the front of the
flow.
The final sub-category of natural background noise encompasses all remaining noise
sources naturally arising from the environment in which the sensors are placed. These
include but are not limited to wildlife, landforms and naturally occurring phenomena.
The Australian National Seismograph Network has frequent observations of kangaroos
bounding by, so much so they have concluded that kangaroos hop at one hop per
second (Owen, 2003). Burtin et al. (2008) analysed one-year of data collected on an
array that follows the trans-Himalayan Trisuli River. Comparing the seismic noise with
meteorological and hydrological data, they concluded that while river-induced seismic
noise is partly generated by stream turbulence, this did not fully explain the observed
lag between the seismic noise amplitude and the water level. This lag was better
explained if a significant portion of the noise was caused by ground vibrations generated
by bed load transport. As well as wildlife and landforms, other natural phenomena can
introduce noise into a seismic recording. During the Taurid meteor shower in 2003, 22
stations from the Center for Earthquake Research and Information Cooperative Seismic
Network observed the sonic boom associated with a bolide (i.e., an extremely bright
meteor) (Langston, 2004). Other examples of natural phenomena observed on seismic
records include Pino et al. (2004)’s study on the high frequency seismic observations of
a tsunami induced by a submarine slump at the Stromboli volcano in Sicily and Yuan
et al. (2005)’s long period seismic observations of the Indian Ocean tsunami triggered
by the 26 December 2004 Sumatra-Andaman earthquake. Yuan et al. (2005) focussed
on long-period ( ą1000 s) signals on the horizontal components of the sensor which
arrived at the same time as the tsunami and could not be attributed to seismic surface
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waves, whereas Pino et al. (2004) focussed on the bandwidth of 0.5 - 3 Hz.
Cultural noise
There are two main categories of cultural noise. The first arises from the daily activ-
ities of people, for example cars travelling along a road, and is sometimes referred to
as microtremors. The second is instead generated by on-site activity, for example a
diesel generator providing an on-site power source. The first category contains sources
independent of site activity and therefore outwith the control of the surveying company.
Noise in this category is highly dependent on site location and it is the result of sources
arising from people’s daily lives and local industrial activities.
Noise sources from daily activities typically fall into the categories of transportation,
electrical power transportation/consumption and recreational activities. Each mode
of transport creates a different noise signal. A number of studies have focussed on
the seismic signature of traffic noise. Table 1.2 (adapted from Peck (2008)) displays
the frequency ranges within which road traffic signals are dominant and, as shown in
Chapter 2, the signal from a passing vehicle exhibits a Doppler shift. Butler (1975)
identified that each pass of a car produces a different ground motion spectra, which he
contributed to the inconsistencies in the road surface, i.e., the car passing over different
bumps in the road on each pass. Coward et al. (2003) also attributed rapid fluctuations
in road noise to varying axle loads caused by an uneven road surface.
Table 1.2: Frequency content of road noise, adapted from Peck (2008)
Study Location Frequency range (Hz)
Butler (1975) Alabama 2 - 50
Long (1993) Georgia 1 - 50
Holub (1997) Czech Republic 3 - 25
Schofield et al. (2000) Washington 1 - 50
Lombaert and Degrande (2001) The Netherlands 5 - 40
Coward et al. (2003) Australia 5 - 30
The propagation of ground vibrations from rail transportation has also been well studied
due to concerns of potential damage of passing trains on the surrounding areas. Figure
1.3 (adapted from Kouroussis et al. (2014)) illustrates the ground vibrations of the tram
system in Brussels while Lombaert et al. (2015) provides a comprehensive overview on
railway-induced ground vibration covering rail transport from underground railway
lines, to light rail systems, to high speed train networks, with a particular focus on
the effect of the ground vibrations on the surrounding area. Trains create vibrations
which are transmitted through the soil and interact with the foundations of adjacent
buildings, resulting in disturbance from vibrations (180 Hz) and re-radiated noise (1200
Hz) (Degrande et al., 2006). As shown by Green et al. (2017), noise associated with
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public transport has a strong diurnal variation. Considering a receiver placed above a
London Underground station, noise levels were seen to drop by 20 dB during the short
night time period in which the underground was not operating. Interestingly, ground-
bourne vibrations are not the only noise source generated by passing rail traffic. The
arrival of electric trains is often observed by the electrical interference noise generated
by their power supply prior to the detection of ground motion (Clark , 2018).
Figure 1.3: Recorded ground vibrations from a time period in which the passing of two types of
trams, T3000 and T2000, and a heavy truck were observed (adapted from Figure 5 of Kouroussis
et al. (2014)).
Finally, Riahi et al. (2013) studied noise from the airport at Long Beach, California. By
considering the seismic power, takeoffs and landings were identified as well as computing
acceleration and takeoff/landing velocity for two aircraft, 1m{s2 acceleration with a
takeoff velocity of 80m{s and a touchdown velocity of 69m{s with a deceleration of
1.8m{s2. On a more sombre note, a number of studies have detected and located
plane crashes based on the seismic signals of their impact being recorded on nearby
seismic stations (Aspinall and Morgan, 1983, Johnston, 1987, Alave`s, 2012). In the
tragic events that occurred on September 11 2001, seismologists identified both crashes
and the subsequent collapses of the Twin Towers (Kim et al., 2001). Recorded on
stations with distances from the towers ranging from 34 km to 428 km, the computed
local magnitudes of the collapses was 2.1 and 2.3 for the first and second collapse
respectively, with the surface waves being the largest seismic wave observed at the
stations.
Transportation of power is also a source of seismic noise - power line noise originates
from electromagnetic interference between the power lines and the surveying sensors,
signal lines or digitizer and is observed at a single frequency (50Hz or 60Hz) depending
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on country of the site (Bland , 2006). Power line noise and its harmonics lie directly
within the optimum frequency range of seismic surveys making their suppression nec-
essary (Xia and Miller , 2000). It is worth noting that alongside electrical noise, high
voltage power lines can also emit audible noise caused by a discharge of energy that
occurs when the electrical field strength on the conductor surface is greater than the
breakdown strength of the air surrounding the conductor (Dent , 2013).
The final sources of noise arising from the daily activities of people are those arising
from recreational activities. A handful of studies have considered vibrations induced
by rock concerts and music festivals (Erlingsson and Bodare, 1996, Green and Bowers,
2008, Bertero et al., 2012, Dı´az et al., 2017). Bertero et al. (2012) observed Rayleigh
waves resulting from the coordinated jumping of spectators while Dı´az et al. (2017)
observed that during the “Encores” part of the Bruce Springsteen concert each song
had a specific frequency content, as shown in Figure 1.4. Sporting events have also been
associated with large amounts of seismic noise. The most famous of these must be the
‘Beast Quake’ where the local Seahawk team obtained an unlikely win on 8 January
2011. The roar and stomping of the “tens of thousands” of feet generated vibrations
heard at a strong motion station a block away (Vidale, 2011). Figure 1.5 adapted from
Malone et al. (2015) highlights the difference in the ‘Beast Quake’ with a more recent
‘Dance Quake’ where the crowd were recorded dancing and jumping in time to their
chant ‘Dee-Fence-Now’. A similar experience was observed in Barcelona at the 2015
Champions League final, with all 3 FC Barcelona goals producing distinct bursts in the
seismic signal recorded by a nearby sensor (Dı´az et al., 2017).
Figure 1.4: Amplitude spectra for Encore of a Bruce Springsteen concert with songs displayed
along the top x-axis (adapted from Figure 5 of Dı´az et al. (2017))
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Figure 1.5: Comparison of quakes observed at the Seahawk’s stadium, including the original
Beast Quake of 2011 and a Dance Quake from fans jumping and chanting in rhythm. (Figure
1 from Malone et al. (2015))
Local industrial processes include activities and machinery, which can range from small-
scale, independent farmers to large-scale, mining activities. Starting at the small-scale,
Shalev et al. (2002) observed the movements of Maasai and their herds on their ar-
ray. Large machinery, such as wind turbines, transfer energy into the ground gen-
erating ground-borne vibrations, both during operation and when parked (Butt and
Ishihara, 2012). For wind turbines, induced ground vibrations are observed to differ
with wind speed, both in terms of amplitude and frequency content (Legerton et al.,
1996, Schofield , 2001) and can propagate up to 10 km or more (Styles et al., 2005).
Despite the potential to propagate a significant distance, vibrations decay rapidly away
from the turbine dropping by a factor of 100 over 200 metres for a small (50 kW)
turbine (Westwood et al., 2015). As well as direct coupling with the ground, other
large machinery, such as military jets and spaceships, are air-borne noise sources. In
particular, the sonic boom of aircraft produces a small but detectable ground motion
(Cates and Sturtevant , 2002, Wurman et al., 2011). Grover (1973) concluded that in-
frasonic waves from Concorde flights propagated to at least 300 km. Another example
of a sonic boom being heard was on the re-entry of the space shuttle “Atlantis” which
was observed on a number of receivers in the Western United States as well as by mil-
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lions of people(de Groot-Hedlin et al., 2008). The resulting double sonic boom from
the re-entry was detected on stations hundreds of kilometers away from the shuttle
trajectory.
Other noise sources from outwith the site’s control include noise created from seismic
interference of other man-made seismic events occurring during recording For example,
Verdon et al. (2016) observe seismicity related to nearby potash mining activity. If
this event arrives at the same time as the desired signal it may mask it and cause
extreme difficulty in extraction of the desired signal from the other seismic event. This
is a prominant issue in marine acquisition where multiple surveys are being acquired
simultaneously resulting in ‘cross-talk’ (Akbulut et al., 1984, Gulunay et al., 2004),
however in active land seismic surveys simultaneous sources are utilised to cover more
ground than traditionally possible (Stone and Bouska, 2013). For land microseismic
monitoring, these sources should be suppressed as much as possible prior to imaging.
The second category of cultural noise originates from noise created from on-site pro-
cesses. This is considered to be the main noise source from surface microseismic mon-
itoring due to the presence of active hydraulic pumps. To some extent this can be
controlled. However, it is not always possible to reduce all on-site noise. Hardage
(2000) states that the only way to avoid severe cultural noise is to create as quiet
an environment as possible. His suggestions are to remove all non-vital equipment and
processes whilst recording, for example removing the drill rig prior to a borehole survey.
Noise can arise from almost all on-site activities, from driving along the array line to
running a generator, an example of some on-site noise source signals is given in Figure
1.6. In the hydraulic fracturing case, an obvious source of significant noise arises from
the fracture treatment itself, for this reason surface sensors are rarely placed in the
immediate vicinity of the wellhead. Drew et al. (2012) and Schilke et al. (2014) both
investigated the effect of pumping on the level of noise recorded on both surface and
borehole arrays. Considering a single surface receiver line of approximately 1095 m pro-
jected away from the treatment wellhead Schilke et al. (2014) observed that there was
a increase in the root-mean-square (RMS) noise level of an order of magnitude at the
stations closest to the treatment wellhead in comparison to the stations furthest away,
where the closest station is approx. 60 m from the wellhead. Drew et al. (2012) also
observed a correlation between noise level and distance from the wellhead particularly
in the shallow borehole arrays. However, they went one step further and considered
the effect of the different stages of treatment to which he concluded that there was no
significant change in noise level between treatment stages.
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Figure 1.6: Schematic of on-site cultural noise source signatures (Adapted from Hardage
(2000))
Medium-induced noise
A large proportion of seismic noise originates from previously created seismic energy
being altered as it passes through the subsurface. This noise comes in the form of mode
conversions, reflections, refractions, guided waves and dispersive surface waves. Lamb
(1904) highlights the problem of mode conversion and reflection that occurs when a
wave arrives at an interface. For example, when a P-wave encounters an interface both
a P- and a S-waves are reflected and transmitted in accordance with Snell’s law for the
kinematic part of the wavefield (Budden, 1961), as illlustrated in Figure 1.7(a), and
Knot-Zoeppritz equation for its dynamic part (i.e., amplitude variation with offset)
(Knot , 1899, Zoeppritz , 1919).
An exception occurs when a wave arrives at normal incidence to the interface in which
case no mode conversion occurs however the same mode energy is still both transmit-
ted and reflected. Figure 1.7(b) illustrates a critically refracted wave, also known as
an interface or head wave, whose energy travels along the interface between a low ve-
locity layer above a higher velocity layer. According to Huygens Theory of Wavelets
(Gabrielov and Palamodov , 1968), the critically refracted wave acts as a source for new
secondary wave fronts and ray paths exiting at angles equal to the critical angle.
Another example of seismically-generated noise is that of guided waves, where waves
are ’guided’ along an interface. These waves can be split into three categories:
1. channel waves,
2. Stoneley or tube waves, and
3. scattered guided waves.
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Figure 1.7: Schematic illustration of (a) wave mode conversion and reflection at an inter-
face,(b) production of head waves from an incident ray at the critical angle, and (c) entrapment
of channel waves in a low velocity layer. Rays are annotated as lines with arrows describing
their direction of travel while wave fronts are illustrated as dotted lines without arrows.
Channel waves are formed by waves being trapped in a low velocity, low Q zone, such as
a fault zone (Li et al., 1994). This zone acts in a similar manner to an optical fibre with
low angle rays being trapped within the layer as illustrated in Figure 1.7(c). Tube waves
carry energy along the axis of the fluid-filled borehole and allow very little energy to be
transmitted into the formation resulting in amplitudes degrading a lot slower than is
typical for body waves as they cannot expand spherically (Hardage, 2000). Tube waves
are especially difficult to suppress by digital filtering as they span the same frequency
content as their original seismic source. The last type of such waves is scattered guided
waves that are trapped in low velocity, near-surface layers and are scattered by local
heterogeneities, for example large boulders or karsts (Ernst et al., 2002).
Another form of medium-induced noise that propagates along the near-surface is ground
roll. Ground roll is a surface wave whose vertical component is composed of disper-
sive Rayleigh waves with different frequency components travelling at different speeds
(Kahrizi et al., 2014). It is a form of coherent noise with a characteristically low fre-
quency and high amplitude. Suppression of ground roll can be achieved reasonably well
either during acquisition or pre-processing for instance, using specific array patterns
(Morse and Hildebrandt , 1989), polarization methods (Perelberg and Hornbostel , 1994)
or linear filters (Herrmann and Russell , 1990). Whilst ground roll consists of Rayleigh
waves, another form of waves that propagate along the subsurface are Love waves.
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Observed on the horizontal components of a geophone, these can arise from coupling
between a source of energy and the ground, for example due to traffic (Nakata et al.,
2011) or from an explosion (Aki and Tsai , 1972).
The final form of medium-induced noise that will be discussed here is that related to
the influence of the geological setting in which the geophone is planted, commonly
referred to as site-effects. This includes the distortion of seismic waves, including at-
tenuation, amplification and scattering, in the near-surface rocks (Abercrombie, 1997).
Sediments caused the amplification of The Michoacan, Mexico earthquake by a factor
of 10 whilst also significantly prolonging the duration of the observed effects of the
earthquake (Celebi et al., 1987). Near-surface attenuation is also a known problem
with Abercrombie (1995) computing that 90% of attenuation of an earthquake 15km
from the site occurred in the upper 3km of the subsurface.
Instrument noise
Self-noise of an instrument limits the smallest signals which can be detected (Evans
et al., 2010), while weak seismic signals may be masked or distorted by the self-noise
of an instrument (Tasicˇ and Runovc, 2012). This is a particular issue for recording in
areas with very low seismic noise such as Deep Springs, California (Gurrola et al., 1990).
Ground motions at such sites are of the order of tenths of nanometers of displacement
and nano-gs of acceleration therefore significant consideration must be given to the
recording instrument to minimise the possibility of self-noise masking the seismic signals
(Rodgers, 1992). Self-noise is the sum of noises arising from the following 6 sources:
1. Suspension (Brownian) noise,
2. Johnson (thermal) noise from the coil and damping,
3. Electronic (voltage and current) noise from the preamplifier,
4. Cross-axis sensitivity,
5. Parametric effects, and
6. Suspension resonances,
where the first three are well characterised and the final three less so.
Suspension noise arises from the Brownian motion of a mass in a spring-mass sys-
tem. The Power Spectral Density (PSD) of suspension noise can be derived from the
expression for suspension noise given by Aki and Richards (1980),
Snn “ 16pikTζfo
M
, (1.2)
Where Snn is the PSD of suspension noise and a constant, k is Boltzmanns constant,
T is room temperature, ζ is the damping ratio of the spring/mass system, M is the
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mass, and fo is the systems resonant frequency. In a comparison of three seismometers,
Rodgers (1992) concluded that only for one instrument did the suspension noise become
a significant fraction of the total noise. This was attributed to the instruments small
mass (0.0728 kg) and high damping ratio (0.8)
Johnson noise is the electronic noise (random voltage) generated by the thermal agita-
tion of electrons. The PSD of Johnson noise can be described as,
Jnn “ 4kTR (1.3)
where Jnn is the PSD of Johnson noise and R is the resistance of the system. Rodgers
(1992) argues that one of the reasons for keeping circuit resistances as low as possible
is that even at ‘small’ resistances, such as 0.5 k-ohm, Johnson noise nearly equals the
voltage noise at the input of a low noise operational amplifier. As Johnson noise is only
present in dissipative elements of a circuit, ideal capacitors and inductors generate no
Johnson noise (Riedesel et al., 1990).
Voltage and current noise are both identified at the input of the preamplifier. While
voltage noise represents the variation in voltage between the positive and negative
inputs with respect to the nominal value, the current noise describes the fluctuations
of the current at each input with respect to the nominal current value of the circuit.
These two noises are connected via the impedance of the resistor (i.e., Ohms Law) and,
depending on the magnitude of the impedance, one of the two dominates the other.
The remaining three sources of self-noise include: cross axis sensitivity, parametric ef-
fects, and suspension resonances. Cross-axis sensitivity is when a pendulum is out of
equilibrium, it also becomes sensitive to the acceleration along the direction perpen-
dicular to the axis of sensitivity (Graizer and Kalkan, 2008). Parametric effects arise
from accelerations at right angles to the direction of pendulum motion (Rodgers, 1966).
Finally, suspension resonances limit the upper frequency range of seismometers how-
ever these should typically occur at higher frequencies than those of interest. Rodgers
(1992) measured and numerically modelled self-noise of 3 different instruments, exclud-
ing the less well characterised noise sources. As there was a high similarity between
the measured and numerically modelled results, he concluded that it is possible to get
accurate self-noise levels without including the final 3 sources.
Algorithm noise
The analysis so far has focused on physical noise sources that affect seismic data since
the very beginning when the data is acquired. However, the output that we can gener-
ally interpret and use to make decisions is the product of many processing steps where
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each of them is carried out by a computer, often in the form of an algorithm. These
have the opportunity to introduce a number of different noise sources, the main one
being: round-off error, the number generated by the machine versus the exact math-
ematical value. Depending on the magnitude of the input signal and the instruments
precision consideration should be made on the precision (i.e., single versus double) of
floating-point format used for the input, output and local variables of an algorithm.
With modern computers round-off noise is becoming more irrelevant and is generally
much smaller than other sources of noise. However, in some algorithms this may not
be so irrelevant, especially if multiple small rounding errors have the opportunity to ac-
cumulate. An example of this phenomenon is well-known to happen in finite-difference
modelling of partial differential equations (Courant et al., 1967, Lilla, 1997, Hayashi
et al., 2001, Kristek et al., 2010). More precisely, a finite-difference scheme is stable if
the errors made at one time step of the calculation are not magnified as the computa-
tions progress through time; if the error decays and eventually damps out, the scheme
is said to be stable. This has led to the well-known Courant Friedrichs-Lewy (CFL)
condition (as shown in equation 1.4) that defines the maximum allowed time step (dt)
based on the maximum velocity (vmax) and spatial sampling (dx) for the wave equation
and should always be checked prior to modelling seismic data, as was done for the
modelling in Chapters 3 and 4.
dt ă“ 0.606 ˚ dx
vmax
(1.4)
Another field in which numerical precision should be taken into account is the solution
of linear systems, or equivalently the inversion of matrices. In fact, the inversion of
matrices that present very small eigenvalues, although still possible in theory, will
generally lead to unstable numerical solutions. More specifically, the condition number
(i.e., ratio between highest and smallest eigenvalue) is a diagnostic measure of the
ill-posedness of the numerical inverse problem (Cheney and Kincaid , 2012). A large
body of literature describes this phenomenon and possible ways to prevent numerical
instabilities, for example Tikhonov regularisation (Tikhonov et al., 2013, Tarantola,
2005). The addition of a small identity matrix prior to Cholesky decomposition in
the noise modelling procedure outlined in Chapter 2 is an example of a case where
regularisation is required.
Finally, to treat seismic data by means of a computer the elastic waves that are recorded
by geophones will need to undergo an analogue to digital transformation. While an
analogue signal is a continuous signal by definition, a digital signal has a finite sampling
rate. The choice of such sampling rate defines the maximum (or Nyquist) frequency
of the analogue signal that can be perfectly reconstructed from the digital signal: this
is the well-known Shannon-Nyquist theorem, fNyq “ 1{2dt. Anti-aliasing filters are
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applied to remove frequencies close-to and above the Nyquist frequency, in order to
prevent them from overlapping within the desired bandwidth. As a typical sampling
rate of seismic data is 4 milliseconds, the maximum frequency is 125 Hz.
1.2.2 Noise in synthetic datasets
Synthetic datasets are commonly used as a benchmarking tool for testing inversion
and imaging algorithms as they allow comparison between the estimated solution and
a known one. Over the years these datasets have grown more complex in terms of
geology and waveform properties, as previous assumptions required to make problems
computationally solvable are questioned. A widely-used dataset is the Marmousi syn-
thetic dataset whose criteria were that the synthetic data were so complex that the
assumptions on which conventional processing relied should not hold, while the model
was still to be geologically plausible (Bourgeois et al., 1991). Table 1.3 details other
well-known, open-source synthetic datasets and it highlights the reasons behind their
creation. Whilst there have been great advancements in the modelling and waveform
section of synthetic datasets, there has yet to be a dataset created to challenge the
commonly-used WGN assumption.
There have been advances in the incorporation of realistic noise into synthetic datasets,
with techniques ranging from no influence of recorded noise, to some reliance on
recorded noise, to direct incorporation of the recorded noise. The modelling method
of distributed surface sources (Sylvette et al., 2006) is a theoretical approach, that is
independent of recorded noise. The resulting noise models have similar characteristics
to field measurements however are unlikely to capture the complexities of noise arising
due to geologic, geographic, and meteorological influences (Dean et al., 2015). Pearce
and Barley (1977) proposed a technique that involves convolving a sample of recorded
noise with broad-band white noise creating coloured, Gaussian noise. However the main
drawback is that this approach requires noise to be stationary and therefore also fails
to capture the full complexity of noise. The modelling technique proposed in Chap-
ter 2 is a statistical modelling method based on properties extracted from segments
of recorded noise. The resulting noise models are shown to have a close similarity to
recorded noise and allow for ‘tailoring’ of the noise models and the incorporation of
noise signals on the full spectrum of stationarity. However, the technique requires noise
statistics obtained from recorded noise prior to modelling and therefore is dependant
on the availability of such data.
A non-modelling approach is that of semi-synthetic datasets which are created by
adding noise from a passive dataset directly to synthetic traces (Wang et al., 2008). In
recent years this approach has been gaining popularity, particularly in the microseis-
mic monitoring community where noise is exceptionally troublesome. Forghani-Arani
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Table 1.3: An overview of synthetic datasets developed which contain realistic, difficult chal-
lenges observed within field datasets.
Dataset Brief description Reference
Marmousi A dataset designed to break the
reliance on the common assumptions of
conventional processing whilst
remaining geologically plausible.
Bourgeois et al. (1991)
Marmousi2 Elastic version of Marmousi made
possible due to improvement in
computational power.
Martin et al. (2006)
SEAM Phase I
(subsalt)
Focussing on the deep water Gulf of
Mexico, the dataset aims to address the
challenges of subsalt imaging in
Tertiary basins.
Fehler and Keliher (2011)
SEAM Phase
II (land)
The dataset focusses on complexities
that arise in land seismic surveys, such
as high density and areal extensive
acquisition geometries, near surface
complexities, and fractured reservoir
characterisation.
Oristaglio (2012)
SEAM Life of
Field (in
prog.)
In development, this is the first fully
multidisciplinary reference dataset
designed for the testing of
interpretation procedures and software
used in reservoir management.
Oristaglio (2016)
SMAART
Pluto 1.5
Designed for wave-field investigations
such as multiple suppression and depth
imaging, the dataset is based on a deep
water sub-salt prospect in the Gulf of
Mexico.
Stoughton et al. (2001)
SMAART
Sigsbee 2A
Based on the Sigsbee escarpment in the
deep water Gulf of Mexico, the dataset
focusses on illumination issues due to
the complex salt body in the subsurface.
Paffenholz et al. (2002a)
SMAART
Sigsbee 2B
Using the same structural model as
SMAART Sigsbee 2A but with an
increase of the velocity contrast at the
water bottom (to a normal level)
introduces significant internal and
free-surface multiples.
Paffenholz et al. (2002b)
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et al. (2012) used a semi-synthetic dataset to test their noise suppression algorithms
for surface arrays, while Chambers et al. (2010) used semi-synthetics to test the ability
of surface arrays for microseismic monitoring. Whilst providing a true incorporation of
realistic noise, the dependence on the data selected to represent the noise is a major
drawback. The available data segments are of finite length and do not allow for any
‘tailoring’ of the data, for example having a car pass the recording site at the same
time as injection occurs.
Whilst these studies represent progression towards the inclusion of realistic noise in
synthetic datasets, each technique has advantages and disadvantages, and no technique
has yet to become the established method of incorporating realistic noise into synthetic
datasets. The ultimate goal would be to not only propose a method for the incorpora-
tion of realistic noise but for the creation of open-source synthetic datasets that have
been developed to break the reliance of the WGN assumption in seismology.
1.2.3 Noise suppression
By understanding a noise signal’s unique characteristics and how these differ from
those of the signal of interest, techniques can be developed that suppress the noise by
exploiting such characteristics. Historically a number of suppression techniques have
been developed in order to mitigate the effect of random, spike-like, and coherent noise
signals. Generally these techniques can be split into three fundamental methodologies:
transformation, adaptive subtraction, and projection.
Transformation techniques apply an operation which aims at transforming the noise
while keeping the signal intact. Mean filtering is probably the simplest approach falling
under this category and deals with random noise. It is a linear smoothing operator
which reduces the high frequencies in the data, commonly assumed to be dominated
by noise rather than signal (Hall , 2007). Being a linear operator, the mean filter works
by convolution with a moving window of user defined size n over a portion of the signal
of interest; the average value of the input signal within this window is assigned to the
output signal at the center of the window. While the coefficients of the mean filter are
constant throughout the extent of the filter, other common smoothing filters can have
Gaussian or Triangular shape. As all samples (including outliers) have equal influence
on the computation of the mean statistic, trimming the distribution of the signal within
the selected window prior to computing the mean can ensure that extreme values have
no influence on the output result. When this approach is applied to mean filtering,
the filter becomes non-linear and it is generally referred to as α-Trimmed Mean filter
(ATM), where α indicates the proportion of the distribution being truncated on either
side of the median value. For α “ 0 (i.e., no truncation applied) ATM becomes a simple
mean filter, while in the case of α “ 0.5 such filter is effectively extracting the median
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value within the window of analysis (Hoeber et al., 2006). Such a filter is commonly
referred to as median filter and, in contrast to the mean filter, it is particularly effective
for the suppression of spike-like noise. For this reason it also represents one of the most
commonly used approaches to edge-preserving smoothing of digital images (Hall , 2007).
In the seismic domain, Liu et al. (2008) successfully demonstrated the applicability of
time-varying median filters for suppression of both spike-like and random noise on
pre-stack noisy land data. While Liu et al. (2008)’s approach is an example of 1D
implementation of median filters across the time axis, such filters can also be applied
in a directional fashion as well as across multiple dimensions (e.g., time and offsets).
For example, as discussed in Duncan and Beresford (1995), if the median filter is
steered along the direction of a coherent wavefield of interest, both random noise and
other events with different dips are attenuated. The process works because the median
value of a continuous signal (i.e., the wavefield of interest) corrupted by noise is given
approximately by the signal itself.
However, it is not always possible to perfectly isolate the signal of interest from noise.
Combining transformation filters with adaptive subtraction techniques, sometimes re-
ferred to as match filtering, can provide a more robust approach to the suppression of
coherent noise. Adaptive subtraction works by adaptively matching the initial noise
model to the data to generate a better noise estimation prior to subtracting the en-
hanced model from the data (Abma et al., 2005). Hardage (1983) and Duncan and
Beresford (1995) both use dip-oriented median filters to isolate unwanted coherent
wavefields (e.g., downgoing wavefields in VSP data) and subsequently subtract the fil-
tered data from the original data in an adaptive manner. Other common applications
of adaptive subtraction in processing of active seismic data are multiple attenuation
(Claerbout , 1985) and simultaneous source separation (Spitz et al., 2008) where the ini-
tial noise models are created using physics-based approaches; and the use of minimum
power filters (Douglas, 1998) where the noise models are created based on statistics
and used to compute the necessary spatial filters.
Projection techniques instead work by projecting the data onto a different domain,
removing the noise and transforming back to the original domain. An example of one
such technique is the use of filtering in the frequency-wavenumber (f-k) domain to
remove scattered guided waves by exploiting the characteristically low velocity of the
near surface (Yilmaz , 2001). Alternatively, if a Fourier transform is applied only to
the time axis, filtering can be performed in the so-called f-x domain (Canales et al.,
1984, Gulunay et al., 1986). This method lies its foundation on the idea that seismic
wavefields with linear moveout manifest themselves in the f-x domain as superposition
of harmonics. This justifies the use of prediction error filters in the spatial direction of
the f-x domain to optimally extract linear features and suppress random noise. More
specifically, for each frequency, an auto-regressive (AR) filter is predicted from and
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applied to the spectrum of the data across multiple offsets. Finally the filtered spectrum
for all frequencies is transformed back to the time-space domain. More recently, a
variety of techniques commonly used in the field of image processing have also been
applied to seismic data with the aim of enhancing the spatial coherence of seismic
data. These techniques are based on the idea that seismic data (e.g., a common shot
gather or a common midpoint gather) can be seen as a matrix X with Nt rows and
Nx columns, where Nt and Nx are the number of time and space samples, respectively.
One technique of such type is Singular Value Decomposition (SVD) filtering which
decomposes the seismic data into a weighted linear combination of its eigenvectors,
where the weights are represented by its eigenvalues:
X “ UΣVT “
Nxÿ
i“1
σiuiv
T
i (1.5)
and whereΣ “ diagtσ1, σ2, ...σNxu is the matrix of eigenvalues and, U “ ru1,u2, ¨ ¨ ¨ ,uNxs
and V “ rv1,v2, ¨ ¨ ¨ ,vNxs are the matrices of eigenvectors. (Where each eigenvector
ui is a column vector of size Nt ˆ 1 and each eigenvector vi is a column vector of size
Nx ˆ 1.)
By taking the first K eigenvectors of the original data, the data is partially restored as
follows:
Xˆ “
Kÿ
i“1
σiuiv
T
i (1.6)
In other words, the strongest eigenvalues are retained as they are responsible for the
generation of the part of the data with greater spatial coherence, while small eigenval-
ues are discarded as they are associated with the incoherent component of the data.
SVD filtering can thus be seen as a multi-channel filtering method where each filtered
trace maintains a certain degree of coherence with immediately neighbouring traces
(Freire and Ulrych, 1988). As explained in Bekara and Van der Baan (2006), SVD
works by finding a projection such that the signal component of the data belongs to
a subspace which is orthogonal to the noise subspace. However, note that the orthog-
onality property of this projection is strictly valid only if the signal and the noise are
uncorrelated.
Another eigen-decomposition technique called Independent Component Analysis (ICA)
uses higher order statistics to look beyond uncorrelatedness and searches for statisti-
cal independence between the signal and noise. While applying an initial SVD on
the covariance matrix of the data, ICA goes a step beyond by keeping the K largest
eigenvectors and using them as sources for a source separation problem that is solved
by using higher order statistics of the data (Hyva¨rinen et al., 2001). Finally, another
approach to noise suppression based on SVD is the so-called Cadzow filtering (Cadzow ,
1988). Similar to f-x filtering, the original seismic data is initially transformed into the
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f-x domain. At every temporal frequency, the Nx available samples are rearranged into
a matrix A of size m ˆ n where m is chosen to make the matrix as square as possi-
ble (ideally m “ n{2). SVD is applied to the matrix, the first K largest eigenvalues
are retained, and the matrix is rearranged into its original dimensions. This method
has proven superior to f-x filtering and other projection techniques in preserving the
strongest coherent components while suppresing the lower coherency components, gen-
erally attributed to noise (Trickett et al., 2008).
Noise whitening is an example of a transformation technique which aims to transform
coloured and/or coherent noise to incoherent, white noise. One produce of such a kind
is proposed by Liu et al. (2017) which uses autocorrelation-based filters for microseis-
mic event enhancement. By computing and stacking the autocorrelation function for
each trace, a windowed version of the stack is used to define the denoising filter’s im-
pulse response prior to a truncation window being applied to the zero-lag region. This
technique effectively suppresses uncorrelated noise without the requirement of knowing
relative time offsets. However, it does not tackle noise correlation in space. In Chapter
4 an alternative approach to noise whitening is proposed. This technique differs from
the previous one in that it considers correlation in both time and space simultaneously
and it effectively reduces the coherency of noise in both directions. Utilising the co-
variance of the data, this technique aims to both reduce the overall noise level and
whiten the remaining noise such that it conforms closer to the WGN assumption - an
assumption under which a large number of algorithms are developed. Noise correlated
in time and/or space is shown to be efficiently suppressed with the remaining noise
transformed to contain little to no remaining correlation in either time or space.
The aim of any noise suppression technique is to efficiently remove noise whilst leaving
the signal intact. To do this successfully it is important to have a clear understanding
of the properties of both the signal of interest and the noise present. As detailed above,
different noise signals require different suppression techniques so there is no one hard
and fast solution to noise removal other than to identify the noise signals present in the
data and design a processing flow incorporating all the necessary removal techniques.
To conclude, it is important to note that one person’s noise is another person’s signal.
The majority of ‘noise’ has travelled through the subsurface and therefore contains
information about the subsurface. In conventional seismic applications surface waves
contain useful information about the near surface properties (Socco et al., 2010) while
multiples offer increased illumination and resolution of the subsurface (Ravasi , 2015).
In passive monitoring, the Earth’s ambient vibrations offer the opportunity to under-
take tomography studies that are difficult to achieve with traditional seismic methods
(Nicolson et al., 2012), while the incorporation of primary reflections in microseismic
monitoring results in a reduced source location uncertainty (Belayouni et al., 2015).
It is not just subsurface knowledge that can be gained from turning noise into signal.
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Recordings of thunder on seismic recordings offer opportunities to gain a better under-
standing of the atmospheric electrical phenomenon of lighting (Kappus and Vernon,
1991). While Riahi and Gerstoft (2015) highlight the benefits of utilising low cost, seis-
mic sensors for traffic monitoring. These studies illustrate the wealth of information
that has up to now remained hidden in the noise.
1.3 Thesis Layout
Figure 1.8 provides a flow chart of the layout of this thesis, together with a summary
of the main findings. Chapter 2 addresses the current state of noise models available
for incorporating into synthetic dataset production. Through the use of a noise anal-
ysis of passive data collected at the Aquistore carbon dioxide (CO2) storage site, this
paper highlights the variability of noise and proposes a statistical modelling method to
generate noise models which can portray all the separate noise signals present in a field
dataset.
The ability to generate realistic noise models has many benefits, the first being the
ability to test algorithms under realistic conditions whilst using synthetic datasets.
Utilising the Isolated COVAriance (ICOVA) noise modelling method of Chapter 2,
Chapter 3 highlights the ability of testing algorithms under realistic conditions through
the comparison of how synthetic datasets with WGN and ICOVA noise perform on
standard microseismic event detection and location procedures - as well as on an in-
development moment tensor imaging algorithm. Using a semi-synthetic dataset to
benchmark the results that would be expected if the images were run on a field dataset,
the results highlighted that ICOVA noise provides a close comparison to the results
obtained using recording noise, whereas the WGN results were prone to both over- and
under-performing depending on the algorithm in question.
Another benefit is that by understanding the noise well enough to model it then sup-
pression should be an achievable goal. Chapter 4 addresses this by building on the
theory of Chapter 2; the inversion of the modelling procedure proves to be a robust
tool for noise suppression, allowing imaging of microseismic events at previously unob-
tainable SNRs and reduce the overall noise level by a factor of 3.5.
The thesis concludes with a discussion on the future of the techniques developed in
Chapters 2-4. Chapter 5 highlights the areas of future development required prior to
the proposed techniques becoming common-place in the creation of synthetic datasets
and gaining a place in geophysicists’ noise-suppression arsenal.
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Figure 1.8: Visual workflow and summary of the main findings of this thesis.
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Abstract
Noise is a persistent feature in seismic data and so poses challenges in extracting in-
creased accuracy in seismic images and physical interpretation of the subsurface. In
this paper, we analyse passive seismic data from the Aquistore carbon capture and stor-
age pilot project permanent seismic array to characterise, classify and model seismic
noise. We perform noise analysis for a three month subset of passive seismic data from
the array and provide conclusive evidence that the noise field is not white, stationary,
or Gaussian; characteristics commonly yet erroneously assumed in most conventional
noise models. We introduce a novel noise modelling method that provides a significantly
more accurate characterisation of real seismic noise compared to conventional meth-
ods, which is quantified using the Mann-Whitney-White statistical test. This method is
based on a statistical covariance modelling approach created through the modelling of
individual noise signals. The identification of individual noise signals, broadly classified
as stationary, pseudo-stationary and non-stationary, provides a basis on which to build
an appropriate spatial and temporal noise field model. Furthermore, we have devel-
oped a workflow to incorporate realistic noise models within synthetic seismic datasets
providing an opportunity to test and analyse detection and imaging algorithms under
realistic noise conditions.
2.1 Introduction
Noise is an inevitable feature of seismic data, given that the earth is dynamic, instru-
ments are not perfect and our understanding of physics is still not complete such that
even signals originating from the desired source can prove problematic for seismic pro-
cessing (i.e., mulitples or ground roll) (e.g., Li et al., 1994, Kahrizi et al., 2014). For
passive seismic data, noise is even more problematic due to the inherent uncertainty
in the temporal and spatial location of seismic events. Furthermore, the masking of
relatively weak microseismic events by noise leads to one of the main issues in passive
seismic monitoring which is increased uncertainty in identifying event arrivals (Bar-
dainne et al., 2009, Maxwell , 2014). The presence of coherent noise in seismic imaging
can result in the introduction of artefacts, while in seismic inversion it can lead to er-
rors in the estimated velocity model and predicted source parameters (Forghani-Arani ,
2013). Synthetic seismic datasets provide a confidence limit under which passive seismic
processing and imaging algorithms can be used to accurately identify an event (e.g.,
Price et al., 2015) and its failure mechanism (e.g., Trifu et al., 2000), such as fracture
location, orientation and length. To provide more realistic synthetic seismic data, noise
with Gaussian characteristics is commonly added. Over the past few decades, the Gaus-
sian noise assumption has resulted in many techniques being developed specifically to
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suppress Gaussian noise (e.g., Green et al., 1966, Berkner and Wells Jr , 1998, Bekara
et al., 2003). However, the choice of Gaussian noise is mainly to simplify implemen-
tation or demonstrate mathematical properties such as optimality and unbiasedness,
rather than based upon physical principles. In many ways, Gaussian noise only serves
to obscure seismic arrivals or events rather than providing a sufficiently robust test of
processing and imaging algorithms.
What is noise? For passive seismic monitoring scenarios, every recorded signal other
than the first arrival P and S waves is typically considered noise, such as ambient noise
as well as seismic multiples and mode conversions. Ambient noise, sometimes referred to
as background noise, originates from a wide range of sources that can be separated into
natural processes and anthropogenic activities, dependent on their frequency content
(Gutenberg , 1958, Asten, 1978). Noise below 1 Hz consists of microseisms created
by large-scale meteorological events and oceanic waves along the coast (Asten and
Henstridge, 1984). Between 1 and 5 Hz noise sources are likely to be local meteorological
events or urban activity and sources above 5 Hz sources are likely to be urban in origin
(Bonnefoy-Claudet et al., 2006). Studies of meteorological noise suggest that wind and
rain can have a distinct effect on the noise signature of seismic data (e.g., Nørmark ,
2011, Barajas-Olalde and Jeffreys, 2014). In terms of anthropogenic noise, Riahi and
Gerstoft (2015) characterised the seismic footprint of traffic and were able to distinguish
sources such as trains, aircraft and road traffic. In addition to ambient and urban
noise in many oil and gas producing environments there is also production-induced
noise resulting from fluid extraction and injection processes. For hydraulic fracture
monitoring pumping noise is pervalent, where increased noise levels are observed at
stations closer to treatment wells (e.g., Drew et al., 2012, Schilke et al., 2014) broadly
above the expected induced seismicity. It should be noted, however, that ambient noise
interferometry on passive seismic data has been used increasingly to image subsurface
velocity distributions (e.g., Draganov et al., 2004) and recently multiples are being used
to improve event location algorithms (e.g., Belayouni et al., 2015).
Noise analyses have also focussed on noise characteristics (rather than their origin)
by investigating the stationarity and Gaussianity of the noise field. A stationary time
series is defined to have a constant mean and variance while a Gaussian time series
must arise from a Gaussian distribution determined by the mean and variance. In this
paper, we note that the terms stationarity and ‘Gaussianity’ refer to a measure by
which a time series is stationary or Gaussian, respectively. It is commonly accepted
that noise can only be assumed stationary over a short time period (Riahi et al., 2013)
due to contamination of stationary background noise by transient phenomena that are
non-stationary in both time and space, such as urban seismic noise (Groos and Ritter ,
2009). Advancements in signal processing have led to the use of noise surrogates to test
the stationarity of a time series and provided an index on the strength of stationarity
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that a time-series exhibits (Borgnat et al., 2010). The use of surrogates has been
applied to study background noise in land-seismic prospecting by Zhong et al. (2015)
who concluded that background noise is “not strictly stationary” and as the length of
time of the sample increases the stationarity decreases.
The assumption that background noise is Gaussian has gone relatively uncontested
since White (1984) discussed the difficulty in testing unambiguously whether seismic
noise is Gaussian. A recent investigation by Zhong et al. (2015) used a higher-order
spectral analysis method to investigate Gaussianity of background noise with respect
to time. They concluded that for periods over 20 seconds noise appears to be Gaussian
whereas for periods of the order of 1 second noise is non-Gaussian. Pierce (1997)
proposed that seismic noise is likely to have heavier tails than a Gaussian distribution
and therefore may be more likely to follow an alpha-stable distribution (note that
Gaussian distribution is a subset of an alpha-stable distribution with α “ 2).
Despite the evidence that noise does not conform to the white, Gaussian noise (WGN)
assumption (see next section for definitions), the majority of published approaches still
use WGN to test the robustness of event imaging and detection algorithms with respect
to noise (e.g., Grion et al., 2015, Berkhout and Blacquie`re, 2015, Shao et al., 2015, Tro-
janowski and Eisner , 2015). Pearce and Barley (1977) included the effect of noise on
synthetic seismograms by convolving a sample of recorded noise with broadband white
noise creating coloured, Gaussian noise as opposed to the simple WGN approach. How-
ever, this approach only serves to produce a distorted signal by weighting the sampled
recorded noise by a signal having Gaussian distribution and so is not meaningful. A
more deterministic noise modelling method is that of distributed surface sources where
source properties, such as direction, amplitude and source time functions, are ran-
domly distributed (e.g., Sylvette et al., 2006, Lunedei and Albarello, 2015, Dean et al.,
2015). While this modelling method provides significant improvements on the WGN
modelling assumption, it is a theoretical modelling method independent of recorded
noise and therefore has limitations to the extent to which it can model the complex
properties of recorded noise. This is discussed by Dean et al. (2015) who state “Al-
though the modeled data have the same characteristics as the field measurements, it
is unlikely that models can be built with the geologic, geographic, and meteorological
detail required to create accurate models”. A recent advancement in representing re-
alistic noise in synthetic datasets is to directly incorporate a sample of recorded noise
into the synthetic dataset (referred to as a ‘cut-and-paste’ job). This technique leads
to a so-called semi-synthetic dataset and can be used for robustness tests as shown by
Chambers et al. (2010) and Forghani-Arani et al. (2012). Although the semi-synthetic
approach provides sufficient realism, it does not allow one to modify the temporal and
spatial statistical characteristics of noise in a methodological manner. Furthermore,
it requires having real noise recorded from the array, where in many cases it may be
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desirable to simulate noise levels prior to acquisition.
Since processing and imaging algorithms tend to be tested under a WGN assumption,
it is often unclear how an algorithm will handle noise from a field dataset, leading to
uncertainty in the accuracy of identified events and their derived properties. In this
paper we investigate statistical methods for analysing noise properties and introduce
a new modelling approach for seismic noise. We begin with a theoretical description
of how noise is characterised before describing three existing techniques for noise sim-
ulation. We also propose a new modelling approach (ICOVA) based on the covariance
modelling method. We then analyse and compare noise models against observations
from three months of passive seismic data collected at the Aquistore carbon storage
site. We observe and confirm that noise does not conform to the stationary, white, and
Gaussian assumptions typically used by traditional noise modelling methods. We find
that whilst the existing approaches fail to adequately simulate the noise characteristics
due to their constraining assumptions the new ICOVA modelling approach provides
more faithful representations for the noise field. The results of this study have possi-
ble implications for the design and implementation of noise cancellation and detection
algorithms, the development of more robust noise models as well as improved survey
designs. The relevance of more realistic noise modelling is potentially not limited to
passive seismic applications and has potential for active source surface reflection and
time-lapse seismic applications.
2.2 Theory
The traditional WGN modelling method assumes noise conforms to all of the following
statistical properties:
1. stationary requiring that the first and second mathematical moments (mean
and variance, respectively) are constant over the sample dimension in which sta-
tionarity is being determined,
2. exhibits a white power spectrum requiring the noise to have a constant power
spectral density (PSD), such that energy is distributed equally across all frequen-
cies, and
3. Gaussian requiring the noise to have a probability density function equal to
that of a single-variate Gaussian distribution and therefore the distribution can
be completely described by only the first and second mathematical moments.
The first section discusses the methods used to investigate whether noise conforms to the
aforementioned assumptions. The second section details some of the common statistical
noise modelling techniques, where we introduce some new techniques to characterise
the noise field.
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2.2.1 Noise characterisation
If noise is spatially and temporally stationary, the signal should display a constant mean
and variance in both space and time coordinates. We compute the mean and variance
using a sliding window analysis with a window length of 5 seconds and a window overlap
of half the window length. The analysis window is chosen to correspond with those used
in surface microseismic applications, which wish to contain a P-wave moveout across
the array (1-2 seconds ) and allow an additional buffer either side of the window. The
window size and overlap enables capturing of any rapid changes in mean and variance
in the data. Although a short window increases the computational expense, a longer
window would smooth the results and lose important spatial and temporal resolution
at the expense of computational efficiency.
To consider whether the noise power spectrum is white, we compute the PSD over an
hour period and a short-time Fourier Transform (STFT) using the same sliding window
analysis as done with the mean and variance calculations. The PSD characterises the
overall power spectrum over a full hour whereas the STFT characterises any changes in
the power spectrum over a much smaller time scale. To consider if the total energy is
distributed equally across the array, the seismic energy (i.e. the squared amplitude) is
computed using the same sliding window analysis as done with the STFT calculation.
The final noise property analysed is the extent to which the seismic noise is Gaussian.
We consider only two methods to determine the distribution shape of seismic noise.
Both techniques are based on the third and fourth mathematical moments that describe
the skewness and kurtosis (i.e., ‘peakedness’) of a distribution, respectively. The first
technique is performed in the time domain and uses the mathematical moments directly,
while the second technique is performed in the frequency domain and uses cumulants.
The first technique is the conventional method of statistical moments. The first and
second moments are the well known mean and variance, respectively, and the third and
fourth moments are skewness and kurtosis, respectively. Skewness (γ1) and kurtosis
(γ2) are defined:
γ1 “ µ3
σ3
“ Erpx´ µq
3s
Erpx´ µq2s3{2 (2.1)
and
γ2 “ µ4
σ4
“ Erpx´ µq
4s
Erpx´ µq2s2 , (2.2)
where x is a data point, µi is the ith mathematical moment, and Er¨s denotes the
expectation operator. For simplicity and to follow common naming conventions, µ is
the first mathematical moment (i.e., mean) and σ is standard deviation (i.e., the square
root of the second mathematical moment). For a Gaussian distribution, both skewness
and excess kurtosis are equal to zero, where excess kurtosis is defined as γ2ex “ γ2 ´ 3.
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The moments are calculated using the same sliding window analysis as performed on
the stationarity test for mean and variance.
An extension to the conventional method of statistical moments is the analysis of
cumulants and is performed using Higher Order Spectral Analysis (HOSA) and are
commonly used in statistical signal processing (e.g., Bartelt et al., 1984, Walden and
Williams, 1993, Pflug , 2000). The HOSA method applied here considers the bispec-
trum and trispectrum, which are the Fourier transforms of the third- and fourth-order
cumulants, respectively. Cumulants are an alternative to mathematical moments and
arise from the natural logarithm of the mathematical moments (Fisher , 1930). By
using cumulants the dependence on lower order moments (i.e., mean and variance) is
removed (Collis et al., 1998). The squared magnitude of the normalised bispectrums
and trispectrums results in the bicoherence (bˆ2) and tricoherence (tˆ2), respectively:
bˆ2pf1, f2q “ (2.3)
| 1N
řN
i“1rXipf1qXipf2qXi˚ pf1 ` f2qs|2
Pˆ pf1qPˆ pf2qPˆ pf1 ` f2q
,
and
tˆ2pf1, f2, f3q “ (2.4)
| 1N
řN
i“1rXipf1qXipf2qXipf3qXi˚ pf1 ` f2 ` f3qs|2
Pˆ pf1qPˆ pf2qPˆ pf3qPˆ pf1 ` f2 ` f3q
,
where Pˆ pfq “ ă XpfqX˚pfq ą (ăą denotes the expectation estimator), X is the
Fourier transform of a time-series x, and X˚ is the complex conjugate of X.
Both equations 2.3 and 2.4 are zero for Gaussian distributions and can reach a max-
imum of one for non-Gaussian distributions (Chandran et al., 1994). The coherence
calculations require N realisations of the distribution and compute a value for every
possible frequency combination of f1 and f2 for bicoherence and f1, f2 and f3 for tri-
coherence. To get a single value of coherence with respect to space and time the full
coherence array for a time window at one position in space is averaged. The coherence
analysis is computed on an hour of data using a 2 second realisation window and 30
realisations per calculation (i.e., one coherence value per minute of data). To provide
a benchmark for the computed values, a Gaussian surrogate noise is created using
the mean and variance of each data sample used to compute the Gaussianity prop-
erty. (Note that this method of creating surrogates differs from that commonly used
in communication theory which is performed in the frequency domain, see for example
Borgnat et al. (2010).)
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2.2.2 Noise modelling procedures
In this section, we discuss five approaches to statistically model noise. The first two
approaches are used already in seismic noise modelling (for example O’Brien, 1974,
Pearce and Barley , 1977) while the remaining three approaches are novel applications
to seismic noise modelling adapted from communication theory (for example Massart
et al., 1988, Scharf , 1991). Excluding WGN, all acronyms of modelling methods are
not common acronyms and are only used by the authors.
WGN: The first noise model is a simple White Gaussian Noise (WGN) model. For
the WGN model to be comparable to the recorded noise and the other noise models,
the amplitude is scaled to fit the expected range of the recorded noise.
CONV: The second noise model, referred to as the CONVolution-based modelling
method (CONV), is similar to work by Pearce and Barley (1977) and Zhong et al.
(2015), where a period of recorded noise (t) is convolved (˚) with a random Gaussian
trace (g) to create a modelled trace (n) with the same frequency content as the original
recorded trace:
n “ t ˚ g, (2.5)
(bold font indicates a vector quantity). Following Pearce and Barley (1977), noise is
modelled on a station-by-station basis with the recorded noise separated into 1 minute
time segments. Zhong et al. (2015) have used this method to create surrogate noise
models as a test for stationarity.
COVA: The third modelling method is based on the statistical COVAriance mod-
elling method (COVA) which assumes that noise can be statistically represented as a
multivariate Gaussian random field, defined by only a mean and covariance matrix. A
synthetic noise patch is created by drawing a random realization from this multivariate
Gaussian distribution as illustrated in the work flow in Figure 2.1. The data is divided
into recorded noise patches defined by a spatial group of Nx traces, over a finite time
window, Nt, with patch dimensions rNt ˆ Nxs. For computational purposes, this is
reshaped to create a patch column vector, d, with dimensions rNtNx ˆ 1s. To get a
good approximation of the mean and covariance matrix, K realisations of the noise
are used (i.e., K patches). The patch vectors are horizontally concatenated to create a
data matrix, D, with dimensions rNtNx ˆKs:
D “ rd1 d2 . . . dK´1 dKs. (2.6)
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Figure 2.1: Covariance-based modelling method work flow
Prior to computing the covariance matrix, the mean, µ, is calculated across the K
realisations
µ “ D1
K ´ 1 , (2.7)
where 1 is a unit column vector of length K. The mean is removed from each patch
(i.e. dˆ “ d´ µ) and the covariance matrix C is computed using
C “ DˆDˆT {K, (2.8)
where Dˆ “ rdˆ1 dˆ2 . . . dˆK´1 dˆKs and DˆT is the transpose of Dˆ. C is then decomposed
into upper and lower triangular matrices through a Cholesky decomposition
C “ C1{2CT {2. (2.9)
The lower triangular matrix C1{2 is the square root of the covariance matrix C which
is the equivalent of standard deviation for univariate normal distributions. A random
vector b of Gaussian white noise with unit variance and zero mean is generated to form
the basis of the noise model. To recreate the spatio-temporal correlation observed on
the noise patches, d, the Gaussian noise vector is multiplied by the lower triangular
matrix, C1{2, and the product is summed with the mean vector, µ,
d˜ “ C{b` µ. (2.10)
The modelled patch vector d˜ is then reshaped back to the original patch dimensions
to produce a modelled noise patch D˜ with the same first and second mathematical
moments as a recorded patch d. Where the noise field is considered as a single statistical
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phenomenon, as opposed to the sum of multiple noise signals, the COVA approach uses
time segments of the full-array data to make up the noise realisations.
ICOVA: Alternatively, the noise can be considered as the sum of multiple phenomena
that can have their signals isolated and modelled with spatial and temporal patch
lengths varying to represent their statistical properties. For each phenomenon (or
noise type) we isolate the relevant data and perform a COVA simulation. The final
model is generated by summing the results from the different noise types with the
final model being referred to as the isolated COVA (ICOVA) model. The ICOVA
method requires multiple realisations of each type of noise signal, having the same
statistical properties observed across the realisations. To ensure this condition is met
a minimum of 200 realisations were used for each identified noise signal model and
all realisations were required to have a ą 75% probability of arising from the same
distribution. The probability of arising from the same distribution was determined
using a Mann-Whitney-White (MWW) test (Bloomfield , 2014).
ICOVA-LPF: The final noise modelling method provides an alternative for mod-
elling individual noise signals where they do not arise from a multivariate Gaussian
distribution. This method models a single realisation through the use a Linear Predic-
tion Filter (LPF), where the filter coefficients are determined using the autocorrelation
method of autoregressive modelling. The LPF method is used on noise signals that
were not accurately represented in the ICOVA model and therefore is the sum of noise
signals modelled using ICOVA and LPF methods, and is referred to as the ICOVA-LPF
model.
2.3 Surface Array Passive Seismic Data
The seismic data analysed in this study comes from the Aquistore carbon dioxide
(CO2) storage site, located in South Saskatchewan, Canada in the northern part of the
Williston Basin (Roach et al., 2015). CO2 is captured at the Boundary Dam power
plant to the east of the Aquistore storage site, where some of the CO2 is transported
by pipeline to the site. The CO2 is injected into a deep saline aquifer at a depth of
3150-3350m to study geological storage of CO2. Injection started in late April 2015
and the project has injected up to 1000 tonnes per day over an initial injection period
of six months.
The permanent passive seismic array consists of 51 buried, vertical component geo-
phones having a cross-shaped geometry as illustrated in Figure 2.2 and has been record-
ing since 25 July 2012. The geophones are 10Hz instruments with a sampling frequency
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Figure 2.2: Aquistore permanent seismic array survey geometry. Geophones are denoted by
red dots alongside the station number, while the observation and injection wells are illustrated
by yellow triangles.
of 500Hz buried at a depth of 20m. A North-South (N-S) road passes close to station
1 and an East-West (E-W) road passes close to station 14. A vertical injection and a
vertical observation well are located near the centre of the geophone array as illustrated
by triangles in Figure 2.2. Drilling and construction of the injection well occurred be-
tween July and September 2012, and drilling and construction of the observation well
occurred between September and December 2012. In this study we analyse a subset of
the data from 25 July to 5 October 2012. An example of the recorded data is given
in Figure 2.3. Where results are given for a week of data, these are computed from 14
August whilst for results computed for an hour these are computed from the Tuesday
between 1p.m. and 2p.m.. These time samples are chosen as they are representative of
the full dataset. Since the array has been recording prior to CO2 injection, the recorded
time series represents an excellent dataset on which to study non-injection related noise
signals. During injection periods, additional noise signals would be present in the data,
however, the techniques proposed in this study could easily be extended to include this
type of noise. To preserve the noise signals of interest, no preprocessing was performed
on the data.
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Figure 2.3: Example of raw data used in the noise analysis for time periods of: (a) a week,
(b) an hour and (c) ten seconds. Top row represents geophones on N-S profile and lower row
represents geophones on E-W profile. Absent data is portrayed by a grey box.
2.4 Noise Characterisation
2.4.1 Noise analysis
The stationarity results for a single week are illustrated in Figure 2.4. There is a clear
trend of larger magnitude mean and variance values around the centre of the array
with an observable decrease in mean and variance away from the array centre. Similar
large magnitude mean and variance values are observed at station 1, where the large
mean values are observed for shorter periods of time and are not observed during the
night-time. It is likely that the increased values observed at the centre of the array are
associated with noise originating from the well site and the increased values at station
1 are likely due to noise arising from road traffic.
PSDs and STFTs for three stations across the EW geophone profile are shown in Figure
2.5. Comparison of the three PSDs shows that the power spectrum varies significantly
across the array, with station 42 in particular experiencing higher energy content at
higher frequencies than stations 1 and 51. Station 51 has a constant power spectra
across the hour (as shown in the STFT plots), station 1 experiences several spikes
across all frequencies, and station 42 experiences a break in the power spectral trend
for about a minute at approximately 46 minutes. Figure 2.6 illustrates the distribution
of energy across the array, where higher energy levels are observed around the well
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Figure 2.4: (a) Mean and (b) variance results from sliding window analysis on a week of data
from E-W geophone profile. Bottom inserts are zoomed in on roadside station (station 1) with
daytime illustrated by the red boxes.
site. Therefore, not only are the individual power spectrums non-white, but the energy
across the array is also not equally distributed.
Figure 2.5: Top row is the power spectral density from one hour of data at (a) station 1,
(b) 42 and (c) 51. Lower row represents amplitude spectra calculated from a STFT for the
same stations. Prior to converting to dB, each spectrum has been normalised to allow easy
comparisons of the shapes of the spectra, this is required due to the uneven distribution of
energy across the array as illustrated in Figure 2.6.
Figure 2.7 illustrates the distribution of raw amplitudes for three 5-seconds windows
with varying levels of Gaussianity. Each plot has a Gaussian probability density func-
tion overlain on it that has been computed from the mean and variance of the am-
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Figure 2.6: Seismic energy (i.e., amplitude squared) across array for an hour of data from
(a) N-S and (b) E-W profiles.
plitudes observed in the respective windows. Due to the finite sample length of each
window, numerically computed skewness and excess kurtosis values for the Gaussian
surrogate noise are non-zero (see Table 2.1). However, comparison of the Gaussian
surrogate with the recorded Aquistore values shows that the recorded noise variations
are significantly higher. Table 2.1 illustrates that the average skewness for the recorded
noise is close to zero. Yet, the maximum and minimum values are substantially higher
than that of the Gaussian noise. For the excess kurtosis values of the recorded noise
the mean is noticeably less than zero and over 70% of the values are less than zero.
For the Gaussian surrogates there are no values for either skewness or kurtosis that
have a magnitude greater than 1. For the recorded noise 4% of excess kurtosis values
have a magnitude greater than one, demonstrating that values of kurtosis have a higher
variability in the recorded noise than the Gaussian surrogates. Despite the higher vari-
ations in both skewness and excess kurtosis values for the recorded noise, the spatial
and temporal trends are much less clear than those observed for the mean and variance
in the stationarity analysis, as shown in Figure 2.8.
Table 2.1: Calculated skewness and excess kurtosis values for an hour of recorded Aquistore
data and Gaussian surrogate values.
Skewness Excess kurtosis
Aquistore Gaussian Aquistore Gaussian
Mean -0.002 0.000 -0.109 -0.002
Maximum 49.98 0.27 2496.00 0.80
Minimum -19.58 -0.26 -1.65 -0.41
% >0 49.71 50.00 26.45 47.15
% <0 50.29 50.00 73.55 52.85
% >1 0.01 0.00 2.68 0.00
% <-1 0.04 0.00 2.71 0.00
Figure 2.8 shows the bicoherence and tricoherence values for the recorded noise and the
Gaussian surrogate noise (Figure 2.8e,f and 2.8g, h respectively). While the background
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Figure 2.7: Examples of three amplitude distributions and their skewness and excess kurtosis
values for five seconds of data recorded from (a) station 45 at about 2 minutes (background
noise), (b) station 42 at about 30 minutes (wellsite noise), (c) station 12 at about 12 minutes
(traffic noise), and, (d) station 2 at about 15 minutes. Overlain on each histogram is their
respective Gaussian distribution. As all histograms have the same number of bins, note the
different y-axis scale required for (d) to account for the leptokurtic nature of the distribution.
trends for the bicoherence and tricoherence analyses are reasonably similar in magni-
tude to the Gaussian surrogate noise values, there is an observable spatio-temporal
structure to the values. The areas of strongest non-Gaussianity are at stations 1 and 2
for times between 13 and 16 minutes, at 35 minutes and between 56 and 58 minutes. At
these points both the bicoherence and tricoherence values of the recorded noise are dou-
ble that of the Gaussian surrogate noise. Other areas of significant non-Gaussianity
occur for stations around the well site (i.e., stations 23 to 45), which have on aver-
age 20% higher bicoherence and tricoherence magnitudes than the reference Gaussian
values. Station 41 appears to display the least Gaussianity with respect to both bico-
herence and tricoherence. As well, there are 2 minutes of increased non-Gaussianity
between 46 to 47 minutes across stations 23 to 45. As with the method of statistical
moments, the variations of kurtosis are greater than skewness.
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Figure 2.8: (a),(b) Skewness for Aquistore and Gaussian surrogate noise respectively and
(c),(d) kurtosis for Aquistore and Gaussian surrogate noise respectively, all calculated from
sliding window analysis. (e),(f) Bicoherence for Aquistore and surrogate Gaussian noise re-
spectively, and (g),(h) tricoherence for Aquistore and surrogate Gaussian noise respectively of
an hour of data.
2.4.2 Noise classification
Next we consider what noise sources may be present in the data and identify three
separate noise signals, as illustrated in Figure 2.9. The first signal (Figure 2.9a,d) is a
constant 60 Hz signal recorded at station 51 to the far east of the array and is believed to
be due to electrical interference between power cables and the recording instruments.
The second identified signal (Figure 2.9b,e) is observed on stations adjacent to the
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roadside (stations 1 and 14), where the signal is characterised by a burst of energy that
lasts about one minute with peak energy around the middle of the signal duration.
The signal consistently appears as a broad-band burst and the wavelet shape in time is
highly variable. In some instances the noise can be observed on neighbouring stations.
The final identified noise signal (Figure 2.9c,f) is characterised by a strong frequency
banding with intermittent pauses. The signal is centred around the well site, yet is
observable on stations up to 500 metres away with associated attenuation of higher
frequency bands.
Figure 2.9: Individual noise signals, (a),(d) stationary electrical interference observed at
station 51 with red-trace denoting 60Hz band passed trace, (b),(e) non-stationary traffic signal
observed at station one, and (c),(f) pseudo-non-stationary well site noise observed at station
42. Top row shows signals in time domain while portrays signals in the frequency domain.
The presence of at least three broadly different noise signals across the array leads us to
postulate that instead of considering the noise field as a single statistical phenomenon,
it is more realistic to consider it as the sum of multiple phenomena, each with their
own spatial, temporal, frequency and statistical distribution properties as illustrated
in the following equation:
npx, tq “ apx, tq ` bpx, tq ` cpx, tq ` . . . , (2.11)
where x is the spatial coordinate, t is time, n is the full noise field, and a, b, c, . . . are
individual noise sources. Similar to the work of Priestley (1988), we propose that, for
modelling purposes, noise is split into the following three classifications dependent on
their temporal properties with respect to a specified event detection window (EDW):
1. Stationary noise: a constant signal over the EDW, such as that observed at
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station 51,
2. Non-stationary noise: a signal that does not last for a significant period with
respect to the EDW, such as that observed at station 1, and
3. Pseudo-non-stationary noise: a constant signal for a significant period with re-
spect to the EDW, yet is not constant over the full EDW, such as that observed
at station 41.
In this study the EDW is one hour.
2.5 Noise Modelling Results
Shown in Figure 2.10 are the noise modelling results and the recorded noise on which
they were based. For the CONV modelling, the hour of recorded noise is split into one
minute time windows and modelled. These models are then concatenated to represent
the temporal location of the recorded noise window from which they have been com-
puted. The COVA method uses a spatial patch length (Nx) of 50, a temporal patch
length (Nt) of one second and 3600 realisations (K) while these parameters vary across
individual models in the ICOVA modelling method. For COVA and ICOVA modelling
the modelled time lengths are shorter than the recorded noise, therefore a Monte-Carlo
simulation is performed to create multiple models from Gaussian basis vectors that
are concatenated to create the full time window. Figure 2.11 displays the modelled
noise signals (identified in Figure 2.9) for the first three noise models (WGN, CONV
and COVA) in the time domain and is based on considering the noise field as a whole.
Figure 2.12 is the frequency domain representation of the modelled noise signals shown
in Figure 2.11.
Due to the WGN model being independent of the recorded noise, it is not surprising
that this model has little visual similarity with the recorded data. The CONV model
shows a good visual correlation in the time domain (Figure 2.10(c)). However, when
analysing the power spectrum for the individual noise signals (i.e., in Figure 2.9), it
is clear that the CONV model fails to characterise the traffic noise (Figure 2.11(e)
and 2.12(e)). This is expected as this method requires noise to be stationary over the
modelling time window and this is not the case for traffic noise. The COVA model
also fails to accurately represent traffic noise (Figure 2.11(h) and 2.12(h)) due to the
modelling requirement that patches must have the same statistical properties. The
presence of traffic noise in a handful of patches has resulted in the inclusion of traffic
noise in the covariance matrix and therefore also into every modelled noise patch. This
is also the case for well-site noise, where the pause at around 46 minutes is not observed
in the COVA model (Figure 2.11(i) and 2.12(i)).
Figure 2.10(e) shows the result of ICOVA modelling, where noise signals have been
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Figure 2.10: (a) Hour of noise data from E-W profile used for modelling, where the red boxes
indicate non-stationary traffic events at station 1 and the blue boxes indicate a pause in well site
noise across the middle of the array. (b) WGN model, (c) CONV noise model, (d) single COVA
noise field model, (e) sum of multiple COVA noise signal models, and (f) the combination of
LPF and ICOVA noise models.
Figure 2.11: Individual noise signals traces of stationary electrical interference (a,d,g), non-
stationary traffic noise (b,e,h) and pseudo-non-stationary well site noise (c,f,i). The top row has
traces from WGN model, the middle row has traces from the CONV model and the bottom row
has traces from the COVA model. The red traces on the first column denote a 60Hz bandpassed
trace.
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Figure 2.12: Individual noise signals amplitude spectrum’s of stationary electrical interference
(a,d,g), non-stationary traffic noise (b,e,h) and pseudo-non-stationary well site noise (c,f,i).
The top row has spectra from WGN model, the middle row has spectra from the CONV model
and the bottom row has spectra from the COVA model.
Figure 2.13: Individual noise signals modelled by a sum of COVA models, (a),(d) stationary
electrical interference observed at station 51 with red-trace denoting 60Hz band passed trace,
(b),(e) non-stationary traffic signal observed at station 1, and (c),(f) pseudo-non-stationary
well site noise observed at station 42. Top row shows signals in time domain while the second
row portrays signals in the frequency domain.
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isolated and modelled individually. Traffic noise events and the pause in well site noise
reflect the times that they occur in the recorded noise. Similar to Figure 2.9, the
individual modelled noise signals are shown in Figure 2.13. The 60 Hz band-passed
trace is of constant amplitude in time yet it is of lower magnitude in comparison to the
recorded 60 Hz noise. In the frequency domain, the modelling has resulted in a smearing
of the 60 Hz noise across nearby frequencies. The smearing of frequencies is observed
on all noise signal models, particularly on the well site noise which experiences strong
frequency banding. The car signal model provides a good approximation although the
duration of the event is of slightly different shape and lasts longer than in the identified
traffic noise (Figure 2.9(b)).
To provide a quantitative measure of how accurately the ICOVA models represent the
original noise model realisations, MWW tests were performed to give a probability of
the likelihood that the two datasets originate from the same distribution. For each
noise signal model the MWW tests were performed between recorded noise and the
modelled noise, over the modelling realisation parameters, with the results shown in
Table 2.2. All the noise models have over 65% of MWW results with a greater than 50%
probability of arising from the same distribution. The well site noise has the greatest
likelihood of models and patches arising from the same distribution with only 4% of
MWW results having a probability of less than 25%. All models have less than 12%
of realisations with a low chance (P ă 25%) of arising from the same distribution
Table 2.2: Percent of patch to model realisations likely to arise from the same distributions
based on MWW tests
Noise
Signal
Models
Percent of
realisations
with P ą 75%
Percent of
realisations
with
75% ą P ą 50%
Percent of
realisations
with
50% ą P ą 25%
Percent of
realisations
with P ă 25%
Background 34.5 30.6 23.3 11.7
Well site 41.9 34.2 19.2 4.4
Traffic 36.4 30.1 22.5 10.4
therefore the models provide a reasonable representation of the statistics of the recorded
noise signals.
Figure 2.10(f) illustrates the result of the ICOVA-LPF model, where the LPF method
has been used to gain a more realistic representation of the traffic event. The station-
ary background noise and pseudo-non-stationary well noise were modelling using the
ICOVA method while the traffic noise, shown in Figure 2.14, is modelled using the
ICOVA-LPF method. Modelling traffic events using an ICOVA-LPF provides a closer
representation of the recorded noise signal and results in less frequency smearing, as is
observable at 60Hz on Figure 2.14. However, the full hour of recorded noise for mod-
elling has seven different traffic events and to fully represent the variability of traffic
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Figure 2.14: A single traffic event, in time (a) and frequency (b), modelled using the auto-
correlation method of AR modelling with background noise added from COVA noise model.
noise then each event must be modelled individually.
Figure 2.15: Skewness (top row) and kurtosis (bottom row) of patch index points for (a)
ICOVA stationary background noise model, (b) ICOVA pseudo-non-stationary well site noise
model, and (c) ICOVA non-stationary traffic noise model.
Figure 2.15 shows the skewness and excess kurtosis calculated across the realisations
for each spatio-temporal patch position. As seen in the initial Gaussianity analysis,
kurtosis is the dominant property for identifying non-Gaussianity. The well site noise
realisations are the nearest to a multivariate Gaussian distribution and this may explain
their higher MWW results while the traffic noise is highly non-Gaussian. To provide
a constraint on the minimum number of patches required to get a stable estimation of
the sample mean, Figure 2.16 shows the convergence of the sample mean for increasing
number of patches for each noise type. It can be seen that for all noise types more than
200 realisations are required to get a near-convergence of the sample mean. Beyond
200, the change in mean through the addition of patches still fluctuates however they
are of a significantly lower amplitude and so are considered negligible.
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Figure 2.16: Sample mean convergence over increasing number of noise patches for (a) ICOVA
stationary background noise model, (b) ICOVA pseudo-non-stationary well site noise model, and
(c) ICOVA non-stationary traffic noise model.
2.6 Discussion
Based on the noise analysis, it is evident that the spatial and temporal trends observed
in the passive seismic data contradict the assumption of stationary, white and Gaussian
noise. For example, Figure 2.4 shows considerable changes in the variance throughout
the data. The figure also shows variance of the sample mean which we believe could
come from one of two sources. Firstly, the variation maybe an artefact of long-period
drift of the sensor system. The second possibility is that these variations are the
imprint of changes in the variability of trace amplitudes on the measurement of the
sample means.
With respect to the Gaussianity of the full noise field, the method of statistical mo-
ments did not detect any spatio-temporal trends in the recorded noise field. The excess
kurtosis results displayed a significantly higher variation than the skewness results im-
plying that the fourth mathematical moment is likely to be the most effective property
for identifying non-Gaussianity of the noise distribution. While both the bicoherence
and tricoherence analyses highlight the same spatial and temporal zones as being non-
Gaussian (i.e., around the well site and the roadside stations), the amplification of the
non-Gaussianity of these aspects observed on the tricoherence analysis complements the
observation that kurtosis is the dominant non-Gaussian property of the noise. Based
on the study by Groos and Ritter (2009), the negative excess kurtosis observed is likely
to be due to dominating periodic signals from anthropogenic seismic sources such as
generators.
The ICOVA modelling method assumes that the noise field conforms to a multivariate
Gaussian distribution as opposed to the single Gaussian distribution assumed in WGN
modelling. In other words, under the WGN model the amplitude of noise behaves
independently of space and time, whereas this is not the case for the COVA and ICOVA
model. This allows each index point on a single recorded patch to have a separate
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mean and variance value (i.e., each index point can originate from a different Gaussian
distribution). This condition requires that each index point across the patch realisations
must arise from the same Gaussian distribution.
A significant benefit of modelling realistic noise, as opposed to directly incorporating
recorded noise, is the ability to build a noise database of individual noise signals’
covariance matrix and mean vector. A database containing the necessary parameters
for modelling a number of different noise signals provides the opportunity for creating
‘bespoke’ noise models without any data collection or analysis required. This would
provide flexibility around the occurrence of noise signals that is not possible when using
recorded noise. The automation of noise signal identification and modelling which will
significantly reduce manual labour time. From this study, there is the possibility for
the incorporation of realistic noise into synthetic seismic datasets to test the robustness
of detection and imaging algorithms against the different noise signals and magnitude.
Furthermore, the identification of these noise signals and characteristics within the
recorded data provides the possibility that the statistical properties of noise can be
exploited for noise removal purposes.
2.7 Conclusions
This paper has introduced a novel method for improved realism of modelling noise
observed in seismic data. The noise analysis determined that the noise field is not
white or stationary and does not conform to a single Gaussian distribution, contrary
to conventional assumptions in noise modelling techniques. We have shown that noise
is made up of multiple signals that should be modelled separately to maintain their
individual properties. We propose doing this using the isolated covariance modelling
method, where the noise is assumed to arise from a multi-variate Gaussian distribution.
Linear prediction filter modelling was demonstrated as an alternative modelling tech-
nique when the assumptions for isolated covariance modelling are not met. We have
developed a workflow to incorporate realistic noise models within synthetic seismic
datasets. In the future this will provide a more robust opportunity to test and analyse
how detection and imaging algorithms respond under realistic noise conditions. Fur-
thermore, the developed workflow can be used to classify individual noise signals and
their properties (for example, 2.9) which could possibly be used to guide noise removal
techniques. This is becoming increasingly important given recent interest in stochastic
interferometric methods for passive seismic data that are based on the assumption that
noise (i.e., sources) have random distribution and amplitude characteristics (i.e., not
coherent) (Schuster , 2009).
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The following adaptations have been made to the submitted version:
1. Figure 3.1 has been edited and enlarged to allow easier identification of receivers
and wells,
2. A new discussion has been added on double-couple, volumetric and explosive
components of moment tensor (including Figure 3.13), and
3. further justification has been provided on the use of automated trigger detection
(STA/LTA) considered in this study.
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Abstract
Testing with synthetic datasets is a vital stage in an algorithm’s development for bench-
marking the algorithm’s performance. A common addition to synthetic datasets is
White, Gaussian Noise (WGN) which is used to mimic noise that would be present
in recorded datasets. The first section of this paper focusses on comparing the ef-
fects of WGN and realistic modelled noise on standard microseismic event detection
and imaging algorithms using synthetic datasets with recorded noise as a benchmark.
The datasets with WGN under-perform on the trace-by-trace algorithm whilst over-
performing on algorithms utilising the full array. Throughout, the datasets with real-
istic modelled noise perform near identically to the recorded noise datasets. The study
concludes by testing an algorithm which simultaneously solves for the source location
and moment tensor of a microseismic event. Not only does the algorithm fail to per-
form at the signal-to-noise ratios indicated by the WGN results but the results with
realistic modelled noise highlight pitfalls of the algorithm not previously identified. The
misleading results from the WGN datasets highlight the need to test algorithms under
realistic noise conditions to gain an understanding of the conditions under which an
algorithm can perform and to minimise the risk of misinterpretation of the results.
3.1 Introduction
Synthetic datasets are used on a daily basis by geophysicists to test hypotheses, test
the sensitivity of algorithms and to provide confidence limits. Unfortunately, in the
real world noise contaminates all seismic recordings to varying degrees. Forghani-Arani
et al. (2012) highlighted that the presence of coherent noise in seismic imaging can
result in the introduction of artefacts, while in seismic inversion it can lead to errors in
the estimated velocity model and predicted source parameters. Therefore, to provide
more realistic synthetic seismic data, noise with Gaussian characteristics is commonly
added.
In general, the choice of Gaussian noise is primarily to simplify implementation or
demonstrate mathematical properties such as optimality and unbiasedness, rather than
based upon physical principles. In many ways, Gaussian noise only serves to obscure
seismic arrivals or events rather than providing a sufficiently robust test of processing
and imaging algorithms. Discussing the true nature of noise, Ulrych et al. (2009)
state: ‘noise is never white, and noise is seldom, if ever, Gaussian’. Despite this, the
Gaussian noise assumption has resulted in many techniques being developed specifically
to suppress Gaussian noise (e.g., Green et al., 1966, Berkner and Wells Jr , 1998, Bekara
et al., 2003). A recent study by Birnie et al. (2016) introduced the Isolated COVAriance
noise modelling method (ICOVA) which was shown to accurately approximate noise
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through a multivariate Gaussian process.
In this paper we look at the effect of noise on the performance of microseismic event
detection and imaging algorithms. Having a robust automated detection procedure
is of particular importance for providing real-time calculations on the likelihood of
seismic-induced hazards and complying with local regulations (Majer et al., 2012).
Microseismic events and their properties provide important information on not just the
temporal and spatial distribution of events but also on the failure mode and prevailing
stresses which aid reservoir understanding and development (Chambers et al., 2014).
Using the microseismic scenario as an example, synthetic datasets were created by
adding recorded noise and modelled noise to simulated microseismic events at the Aqui-
store carbon dioxide (CO2) storage site. Two different types of modelled noise were
generated, White, Gaussian Noise (WGN) and realistic ICOVA modelled noise, with
their effects benchmarked against semi-synthetic datasets containing recorded noise.
The first section of the paper aims to demonstrate the similar behaviour of standard
microseismic event detection and imaging algorithms when handling recorded noise
and ICOVA modelled noise, whereas very different behaviour is observed on datasets
with WGN. The latter part of the paper focusses on demonstrating the requirement
of developing and testing algorithms under realistic noise conditions. Introducing an
iterative moment tensor inversion procedure the results illustrate how not only are dif-
ferent thresholds for performance identified but also how the behaviour of the technique
changes between WGN and realistic noise conditions. This highlighted pitfalls that are
vital to know to avoid misinterpretation of results when applying the algorithm to field
data.
3.2 Data
The data used in this study are a combination of recorded noise data, modelled noise
data and synthetic waveform data.
3.2.1 Noise data
The recorded noise data comes from a permanent surface array installed at the Aquis-
tore CO2 storage site, located in South Saskatchewan, Canada in the northern part of
the Williston Basin (Roach et al., 2015). The array has been recording since 2012 July
25 and consists of 51 buried, vertical component geophones with a cross-shaped geom-
etry as illustrated in Figure 3.1. A subset of the data from 25 July to 5 October 2012
is used in this study. A previous noise analysis by Birnie et al. (2015) identified and
characterised noise signals from this recording and labelled them as stationary, non-
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stationary and pseudo-non-stationary dependant on their temporal properties. In this
study we consider the following 3 noise scenarios,
1. stationary noise,
2. stationary noise with increased noise levels around the centre of the array, and
3. the onset of the increased noise levels, i.e., the transition between scenario 1 and
2.
Examples of recorded noise for each scenario are given in Figure 3.2(a-c). Due to the
low number of traces on which a non-stationary noise signal is present it is not included
in this study.
Figure 3.1: Permanent seismic array survey geometry at Aquistore CO2 storage site in
Saskatchewan, Canada. Geophones are denoted by red dots alongside the station number, while
the observation and injection wells are illustrated by yellow triangles. (Appeared as figure 2 in
(Birnie et al., 2016).)
The modelled noise data is computed using two different approaches: the standard
WGN approach and the novel ICOVA approach. The modelled data are generated
and later scaled when combined with the waveform data. To create WGN, a matrix
the same shape as the recorded noise data section is generated using random samples
from a standard normal distribution (i.e. a Gaussian distribution with zero mean and
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Figure 3.2: Noise scenarios investigated with the top row being recorded noise examples and
the bottom row being ICOVA modelled noise examples. The left-hand column is the first noise
scenario with a reasonably even distribution in noise energy across the array, the middle column
is the second noise scenario with an area of heightened noise energy around the center of the
array, and the right-hand column is a transition between the first two noise scenarios.
unit variance). The workflow for the ICOVA modelling method is given in Figure 3.3.
The noise model is generated by computing the mean and covariance of recorded noise
signals and uses these to generate realisations of a multi-variate Gaussian distribution
with the same statistical properties as the recorded noise, as described by Birnie et al.
(2016). Noise models are created for the 3 scenarios described above and examples of
each are given in Figure 3.2(d-f). It is important to observe that the noise models are
not generated to be identical to the recorded noise but instead are generated to have
the same statistical properties.
For the Signal-to-Noise Ratio (SNR) analysis and event detection procedure all three
noise scenarios are investigated. Due to the varying nature of noise, 100 realisations of
both recorded noise and modelled noise are used for each scenario. Excluding scenario
3 for recorded noise where only one example of this is present in the recorded data.
The imaging procedures are significantly more expensive computationally, therefore
only 1 realisation of each noise model has been used focussing on comparing the first
and second noise scenarios, i.e. where the relative strength of the noise is roughly
constant across the array versus where there is a clear area of heightened noise in the
center of the array.
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Figure 3.3: Workflow for covariance-based noise modelling. (Appeared as figure 1 in (Birnie
et al., 2016).)
3.2.2 Waveform data
The waveform data is generated using E3D (Larsen and Harris, 1993) (an elastic wave
propagation code) and aims to imitate a microseismic event at the Aquistore CO2 stor-
age site. Using the Aquistore subsurface model of Roach et al. (2015), the subsurface is
modelled as a 16-layer, laterally homogeneous, isotropic medium. Figure 3.4 illustrates
the subsurface model and velocity and density logs used in the wave propagation.
Figure 3.4: (a) Velocity model, and (b) P-wave velocity, (c) S-wave velocity and (d) density
logs. Red triangles denote receiver locations. The blue star on the velocity model and blue dashed
lines on logs represent the reservoir location while the red star on the velocity model and red
dashed lines on logs represent the sources location.
Waveform data of two events at the same subsurface location were generated for this
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study. The first is an explosive event used in all the analysis except for the iterative
moment tensor inversion procedure where the event has been modelled to mimic a
fault reactivation with a moment tensor where Mxx “ ´1, Myy “ 1, and Mzz “Mxy “
Mxz “ Myz “ 0 (i.e., normal thrust fault). The events occur below the centre of
the receiver array and at a depth of 1600m - halfway between the surface and the
reservoir. The event depth was chosen due to the relationship between model size and
computational cost for Reverse Time Imaging (RTI), one of the methods investigated
in the point source imaging analysis.
3.2.3 Test datasets
The datasets used in each analysis are a combination of waveform data superimposed on
noise data. As described in the methodology, the root-mean-square (RMS) of the wave-
form data has been computed within a 0.2s window containing the direct arrival, and
its inverse has been applied to produce a scaled waveform data, S¯ “ S{RMSArraypSq,
with unit RMS. Similarly, the noise dataset has been scaled by its own RMS value and
divided by the desired SNR of the test dataset, N¯ “ N{pRMSArraypNq¨SNRArraypDqq,
prior to summing to the scaled waveform data, D “ S¯ ` N¯ . The mathematical terms
are defined in the following section alongside the methodology to compute the values.
From here-on, the datasets created through the combination of recorded noise and
waveform data will be referred to as semi-synthetics (SS), the datasets of WGN and
waveform data will be referred to as WGN synthetics and the datasets of ICOVA
modelled noise and waveform data will be referred to as ICOVA synthetics.
3.3 Methodology
This section details the techniques used to investigate the influence of noise on the
results from microseismic monitoring procedures. To consider the similarity between
the effect of recorded noise and modelled WGN and ICOVA noise three areas consid-
ered. These are individual stations’ SNR, an event autotrigger algorithm, point source
imaging using both a diffraction stack and a reverse time approach.
The study concludes with the introduction of an iterative scheme for focal mechanism
determination and imaging which is tested under WGN and realistic noise conditions
to identify the conditions under which the algorithm produces acceptable results.
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3.3.1 Station SNR investigation
The stations’ SNR investigation considers how the SNR varies across the array by
computing the SNR at each receiver for a given array SNR. In order to compute the
array SNR, we define RMSArraypAq as the RMS of amplitudes computed from all
receivers over a 0.2s window around the first break,
RMSArraypAq “
gffffe
nxÿ
j“1
ntÿ
i“1
A2i,j
nxnt
. (3.1)
The station SNR requires instead the computation of RMSStationpAjq defined as the
RMS of amplitudes for a single station over the same 0.2s window,
RMSStationpAjq “
gffffe
ntÿ
i“1
A2i,j
nt
(3.2)
where Ai,j is the amplitude of a trace j at time point i, nx is the number of stations,
and nt is the number of time points.
These RMS values are computed over the same time window on the waveform (A “ S)
and noise (A “ N) data separately prior to computing SNR of the test dataset, D (i.e.
the combined noise and waveform data), defined as
SNRArraypDq “ RMSArraypSq{RMSArraypNq (3.3)
whereRMSArraypSq is the array RMS derived from the waveform data andRMSArraypNq
is the array RMS derived from the noise data. Similarly, to obtain the SNR of a single
station j,
SNRStationpDjq “ RMSStationpSjq{RMSStationpNjq (3.4)
where RMSStationpSjq is the station RMS computed from trace j of the waveform data
and RMSStationpNjq is the station RMS derived from the same trace j of the noise
data.
Finally, to consider how SNR varies across stations, the SNR of each station has been
normalised by the SNR of the array.
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3.3.2 STA/LTA autotrigger
Due to the large volumes of data recorded and the computational cost of microseismic
imaging algorithms it is preferable to run an autotrigger to detect potential seismic
events to be imaged as opposed to running imaging procedures on the full recordings.
The ‘short-time-average to long-time-average’ (STA/LTA) trigger works by continu-
ously calculating the mean value of the absolute amplitudes of the seismic data within
two sliding time windows. As the short time average (STA) is sensitive to seismic events
and the long time average (LTA) is sensitive to the background noise then an event can
be detected when the ratio of STA to LTA exceeds a predetermined value.
In an approach similar to that used by Stork et al. (2015), ObsPy’s ‘classic sta-lta’
(Beyreuther et al., 2010) was used with a STA window length of 0.75s and a LTA
window length of 3s. For a trigger to occur the STA/LTA must be greater than 10 on
a minimum of 5 stations within a trigger window.
3.3.3 Point source imaging
There are two main approaches to microseismic imaging: a diffraction stack approach
and a reverse time approach (Schuster , 2002). While techniques have advanced to
incorporate methods of handling moment tensor sources, the above two approaches still
provide the fundamental building blocks of these techniques, for example Chambers
et al. (2010) used a diffraction stack approach whereas Artman et al. (2010) used
a reverse time approach. In this study, we return to these fundamental approaches
analysing the effect of noise on the resulting source locations.
Diffraction Stack Imaging (DSI) is based on the methodology of assessing the spatial co-
herency of waveforms through stacking for speculative points in the subsurface (French,
1974). By computing a stack function throughout a volume of interest (through the
selection and summation of data consistent with arrivals from speculative origin times
and locations), the position and timing of a source can be inferred from the position
of maximal values in the stack function (Chambers et al., 2014). The step-by-step
methodology used in this paper is similar to that described by Zhebel et al. (2011).
RTI utilises the symmetry of the wave equation which allows for the recorded wavefield
to be reversed in time and back-propagated into the subsurface (McMechan, 1983). For
the microseismic scenario, the time-reversed data are injected into the model domain at
the receivers as sources and the propagation causes events to focus at the source location
(Artman et al., 2010). In this study we have used an acoustic wave propagation code
from the Madagascar software package to propagate the recorded wavefield from the
receivers into the subsurface.
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3.3.4 Moment tensor imaging
Both the diffraction stack and reverse time imaging methods discussed in the previous
section are relatively simple source imaging procedures. In particular they do not
take account of the anisotropic radiation pattern produced by a microseismic source
mechanism. This radiation pattern typically leads to a lobed pattern in standard images
and can lead to a mislocation of the seismic source.
A number of techniques exist to resolve this ambiguity (for example, O¨zbek et al., 2013,
Anikiev et al., 2014, Chambers et al., 2014). Here we describe such a scheme which
combines an imaging procedure with moment tensor inversion solving simultaneously
for the location and focal mechanism. The scheme is referred to as Iterative Location
and Mechanism Analysis (ILMA) and is performed using the outlined steps:
1. A standard imaging stack is performed (with no polarity correction),
2. Maxima are selected from the image and averaged to get a central source position,
3. The source position and travel times are used to select P-wave data amplitudes,
4. The source position, travel times, and receiver positions are used to construct
moment tensor kernels,
5. An inversion is performed for the best fitting moment tensor, and the DC com-
ponent is taken,
6. The data amplitudes are forward modelled and a vector of `{´1’s is constructed
to flip the data traces based on the modelled data amplitudes,
7. The data traces are flipped accordingly,
8. Return to step 1 for the next iteration, replacing the input stack data with the
polarity adjusted data from step 7, and the point source function is now based
on the maxima of the stack function.
Before going to a new iteration a check for convergence is performed, by comparing the
derived polarity flips in step 7 with those from the previous iteration. The procedure
exits when all polarity flips fail to change between iterations or the maximum number
of iterations has been exceeded, in this case 6.
A few extensions to the procedure have been added specifically for the Aquistore array.
Prior to imaging the P-wave arrival is cleaned by cross-correlating with a reference pulse
that has been estimated through an eigentrace decomposition of the original P-wave
arrivals. This provides a more impulsive wavelet for the imaging procedure. The array
geometry is such that for a source positioned under the centre of the array the Mxy
component of a moment tensor sits inside the null space of the moment tensor amplitude
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kernels. As such it cannot be constrained effectively; errors are likely to be projected on
to the Mxy component; and it can cause instabilities. Therefore, to improve stability,
we ignore the Mxy component during the imaging procedure. Another effect of the
array geometry is that the image is smeared along the E-W direction due to the array
being more densely sampled running N-S. To reduce this artefact, images are created
for the N-S and E-W receiver profiles individually and then combined. This effectively
down weights the N-S sensors relative to the E-W sensors therefore reducing the smear.
3.4 Results
3.4.1 Station SNR investigation
The SNR analysis looks at the individual station SNR for datasets with an array SNR
of 1. Figure 3.5 illustrates the variation in SNR across the array for the three different
noise scenarios. For all three scenarios the SS and ICOVA datasets have a decrease
in SNR on receivers around the center of the array., whereas for the WGN datasets,
the noise level is constant across the array therefore the receiver SNR is highest above
the source location, i.e. in the center of the array. Table 3.1 illustrates the range in
SNR values across the array. For all three scenarios, the WGN dataset has a range of
approximately 0.6 across the array whereas the SS and ICOVA datasets have a range
of approximately 3 for scenario 1 and even higher for scenario 2 and 3.
Table 3.1: Mean range of station SNR across receiver array
Noise type Scenario
1 2 3
WGN 0.57 0.55 0.55
Semi-synthetic 3.36 5.98 5.76˚
ICOVA 3.20 5.74 4.60
The ICOVA results closely imitate the SS results for scenarios 1 and 2 in both average
station SNR and the standard deviation of the station SNR (i.e. error bar size). For
scenario 3, the ICOVA results vary slightly from the SS results. This can be attributed
to the ICOVA dataset being generated from over 200 examples of noise while the SS
results are from a single recording and therefore may experience variations from the
average noise properties that the ICOVA noise model does not account for.
3.4.2 STA/LTA autotrigger
Figure 3.6 illustrates the number of stations that trigger an event at increasing array
SNRs. The SS and ICOVA datasets begin to trigger significantly earlier than the WGN
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Figure 3.5: Individual stations’ SNR of waveform data with recorded noise (black), WGN
(blue), and ICOVA noise (red) at an array SNR of 1. The left column represents individual
station SNRs for noise scenario one, middle column for noise scenario two and final column
for noise scenario three. Data points represent mean from 100 realisations, while error bars
represent 2 standard deviations. Note logarithmic scale of y-axis and that there are no error
bars on recorded noise for scenario three as only one realisation is available.
dataset for all 3 noise scenarios. However once triggered the WGN has a much steeper
gradient therefore having less of transition between the SNR at which a few stations
are triggered and the SNR at which all stations are triggered.
Focussing on noise scenario 2, Figure 3.7 identifies the stations on the N-S receiver
profile which are triggered. For the SS and ICOVA datasets the stations are triggered
from the outside-in, whereas the opposite is observed with the WGN dataset. This is
due to the WGN datasets have highest station SNR in the center of the array where
the SS and ICOVA datasets have highest station SNRs at the receivers at the edge
of the arrays. As noted above, the WGN dataset does not trigger any stations until
significantly higher SNRs than the SS and ICOVA datasets but once it begins to trigger
more stations are triggered than for the SS and ICOVA datasets.
3.4.3 Point source imaging
DSI and RTI was performed on datasets with array SNR of 0.1, 0.3, and 0.5 for noise
scenarios 1 and 2.
Image volume slices from the DSI are illustrated in Figure 3.8. For both noise scenarios
at an array SNR of 0.1, DSI identifies the correct source location for the WGN dataset
however the image maxima for both the SS and ICOVA datasets correspond to artefacts
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Figure 3.6: Number of stations triggered at increasing array SNRs for noise scenarios (a) one,
(b) two, and (c) three of waveform data with recorded noise (black), WGN (blue), and ICOVA
noise (red). Data points represent mean from 100 realisations, while error bars represent 2
standard deviations. Note there are no error bars on recorded noise for scenario three as only
one realisation is available.
Figure 3.7: Identification of which stations on N-S receiver line trigger at array SNR of (a)
0.5, (b) 1.0, (c) 1.5, and (d) 2.0 for waveform data with recorded noise (black), WGN (blue),
and ICOVA noise (red) for noise scenario two.
in the image. Noise artefacts are present in the WGN dataset’s image volume however
these have significantly lower amplitude than the seismic source maxima. While the
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image maxima is in the source location for all datasets at an array SNR of 0.3, there
is still a significant presence from coherent noise artefacts in the SS and ICOVA image
volumes. These artefacts are reduced further as the SNR increases to 0.5 however the
artefacts remain still contain a small amount of energy.
Image volume slices from the RTI are illustrated in Figure 3.9. At an array SNR of 0.1,
the source location is visibly identifiable on all three image slices shown however the
image maxima for the ICOVA and SS datasets are due to noise artefacts. Similar to
the DSI results, there is a noticeable structure to the noise artefacts present in the SS
and ICOVA image volumes however, due to the nature of WGN, the noise artefacts in
the WGN image volumes are randomly dispersed. At SNR of 0.3, the maxima identify
the source location for the SS and ICOVA datasets but there is still a strong presence
of coherent noise artefacts. These are reduced further, but still present, at a SNR of
0.5.
3.4.4 Moment tensor imaging
ILMA was performed on datasets at array SNR of 0.1, 0.3, and 0.5 for noise scenarios
1 and 2. Figure 3.10 shows an E-W image slice from the final iteration of ILMA while
Figure 3.11(a,b) illustrates the number of iterations for the polarisation corrections to
converge, noting that the maximum number of iterations allowed was 6, with Figure
3.11(c,d) portraying the error in the final source location. Figure 3.12 illustrates the
focal mechanisms computed by the final iteration of the iterative scheme and Table
3.2 provides a quantitative portrayal of the variance of the properties derived from the
moment tensor decomposition, i.e. the eigenvalues of the moment tensor corresponding
to the T-, null-, and P-axes, and the seismic moment.
WGN converges within the iteration allowance and to correct source location for all
SNR with a reasonably accurate moment tensor with little variance observed in the
properties derived from the moment tensor decomposition. At a SNR of 0.1 for both
noise scenarios, SS and ICOVA do not converge within the iteration allowance and
unsurprisingly produces an unfocussed image slice with incorrect source locations and
moment tensors computed. Noise scenario 2 experiences almost double the source
location error than noise scenario 1 at SNR of 0.1. For noise scenario 1, at SNR
of 0.3 both the SS and ICOVA results converge well within the iteration allowance
however both converge to incorrect source locations with incorrect moment tensors. At
SNR of 0.5, all the datasets have converged within the iteration allowance and to the
correct source location with an acceptable moment tensor. Figure 3.13 considers the
decomposition of the focal mechanism into its double-couple (DC), volumetric (CLVD)
and explosive (ISO) components. It’s shown that for all synthetic datasets with WGN,
the majority of the derived source mechanism is DC with minimal CLVD and ISO
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Figure 3.8: E-W slice of diffraction stack image volumes for scenario 1 (top half) and scenario
2 (bottom half) of waveform data with WGN (top row), recorded noise (middle row) and ICOVA
modelled noise (bottom row) datasets computed at SNR of 0.1 (left column), 0.3 (middle column)
and 0.5 (right column). Black dashed lines represent source position on N-S and depth axis.
Note amplitudes have been normalised across the full image volume.
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Figure 3.9: E-W slice of reverse time image volumes for scenario 1 (top half) and scenario 2
(bottom half) of waveform data with WGN (top row), recorded noise (middle row) and ICOVA
modelled noise (bottom row) datasets computed at SNR of 0.1 (left column), 0.3 (middle column)
and 0.5 (right column). Black dashed lines represent source position on N-S and depth axis.
Note amplitudes have been normalised across the full image volume.
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Figure 3.10: E-W slice of ILMA image volumes for scenario 1 (top half) and scenario 2
(bottom half) of waveform data with WGN (top row), recorded noise (middle row) and ICOVA
modelled noise (bottom row) datasets computed at SNR of 0.1 (left column), 0.3 (middle column)
and 0.5 (right column). Black dashed lines represent source position on N-S and depth axis.
Note amplitudes have been normalised across the full image volume.
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Figure 3.11: Number of iterations utilised (top row) and source location error from final
iteration source location (bottom row) results from ILMA for scenario 1 (left column) and
scenario 2 (right column) for waveform data with recorded noise (black), WGN (blue), and
ICOVA noise (red). Note that the minimum number of iterations is 2 and the maximum number
of iterations is 6.
Table 3.2: Eigenvalues of the moment tensor corresponding to the T-, null-, and P-axes shown
as EV(T), EV(N), and EV(P), respectively, and the seismic moment M0 for ILMA results from
scenario 1 and scenario 2, the top and bottom tables respectively. Grey cells indicate where the
solution has failed to converge within the iterative allowance.
Scenario One
SNR 0.1 SNR 0.3 SNR 0.5
WGN SS ICOVA WGN SS ICOVA WGN SS ICOVA
EV(T) -0.71 -0.74 -0.84 -0.7 -0.86 -0.81 -0.69 -0.7 -0.7
EV(N) -0.06 -0.71 -0.55 -0.04 -0.57 -0.33 -0.05 -0.14 -0.05
EV(P) 0.70 -0.15 0.05 0.72 -0.03 0.52 0.72 0.70 0.71
M 0.75 0.92 0.94 0.73 0.94 0.94 0.73 0.8 0.74
Scenario Two
SNR 0.1 SNR 0.3 SNR 0.5
WGN SS ICOVA WGN SS ICOVA WGN SS ICOVA
EV(T) -0.71 0.86 0.50 -0.70 0.80 -0.28 -0.69 -0.67 -0.67
EV(N) -0.06 0.61 -0.12 -0.04 0.67 0.29 -0.05 -0.04 -0.02
EV(P) 0.7 -0.33 -0.93 0.72 -0.48 1.09 0.72 0.74 0.75
M 0.75 1.09 0.93 0.73 1.14 1.09 0.73 0.74 0.75
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Figure 3.12: Focal mechanism beachballs derived from ILMA for scenario 1 (top half) and
scenario 2 (bottom half) of waveform data with WGN (top row), recorded noise (middle row)
and ICOVA modelled noise (bottom row) datasets computed at SNR of 0.1 (left column), 0.3
(middle column) and 0.5 (right column). With the true solution given in the box to the right.
The colour denotes areas of contraction.
components. However, this is only the case for the SS and ICOVA synthetics once the
SNR has reached 0.5. Below this both SS and ICOVA datasets have a significant pro-
portion of both CLVD and ISO components present in the derived source mechanism.
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Figure 3.13: CLVD, DC and ISO components derived from ILMA for scenario 1 (top row)
and scenario 2 (bottom row) of synthetic datasets computed at SNR of 0.1 (left column), 0.3
(middle column) and 0.5 (right column). Black markers denote synthetic datasets with recorded
noise, red markers datasets with ICOVA noise and blue with WGN noise. The CLVD component
follows the horizontal axis, the DC follows the 450 axis and the ISO component follows the ´450
axis. The true solution is 100% DC.
3.5 Discussion
The focus of the first part of this study was to highlight the unrealistic nature of WGN
and provide an alternative, more realistic, noise modelling approach, where recorded
noise has been used to benchmark the results. Throughout the SNR analysis and event
detection and imaging procedures, the WGN datasets continually failed to imitate
the results obtained by the SS datasets which contain recorded noise. For the event
detection procedure (i.e. STA/LTA) the WGN datasets significantly underestimated
the SNR at which an event would trigger however in the imaging procedures the WGN
datasets overestimated the algorithm’s performance. As discussed by Chambers et al.
(2010), the fact that the imaging procedures detect events at SNR beyond the STA/LTA
is expected.
While WGN is the most commonly used modelling method there are a number of
alternative methods. An example of one such method is where the standard deviation
of the WGN is varied in order to gain a closer comparison to field data (Gei et al.,
2011, Grechka et al., 2011). While this may make the noise more realistic it is still
uncorrelated and therefore does not contain the coherent aspects of noise which cause
the most trouble in imaging and inversion procedures (Forghani-Arani et al., 2012).
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In both DSI and RTI there is a higher similarity between the SS and ICOVA results
of opposing scenarios than to the WGN results highlighting that the change in noise
energy distribution across the array has less impact on the results than the presence of
coherent and incoherent noise.
Where noise data are available an alternative approach is the direct incorporation
of realistic noise to create semi-synthetics, for example, the SS datasets used in this
study. Realistic noise modelling offers three main advantages over the semi-synthetic
approach: 1) once the noise statistics have been computed, the noise data are no longer
needed, 2) there is the possibility to extend beyond the geometry in which the noise
was originally recorded, and 3) while the recorded noise is finite in time, limiting the
extent to which you can test the effect of noise, noise models can be continually made
with the same statistical properties allowing algorithms to be tested an infinite number
of times. An example of the third advantage is for noise scenario 3 where there was a
single example of the noise transition in the hour recording of data used for the semi-
synthetic creation. However 100 noise models were created with the same statistical
properties as the transition.
The latter part of the study focusses on the necessity of using realistic noise conditions
when developing and testing an algorithm. An algorithm’s development flow typically
follows the procedure of synthetic test prior to applying to a field dataset, for example
Sˆ´ıleny` et al. (1996)’s study on the theory and synthetic testing of seismic moment
resolution followed by a study applying to a field dataset (Cespuglio et al., 1996). This
study introduced ILMA, a moment tensor imaging algorithm, and performed robustness
tests with the different noise models. Similar to our previous observations, the ICOVA
results are very similar to the SS results. There are notable differences in the behaviour
of the technique in response to the WGN and ICOVA datasets. The SNR threshold
above which ILMA produces acceptable results is 0.1 for the WGN datasets, however
under realistic noise conditions this increases to 0.5. We also observed a potentially
misleading convergence for the SS and ICOVA datasets for noise scenario 1 at SNR of 0.3
resulting in an incorrect focal mechanism and source location. This is an indication that
convergence alone may not be enough to provide confidence in the solution. Finally,
by considering Figure 3.13 the differences between the results from WGN datasets
and ICOVA datasets suggests that large amounts of spurious non-DC components are
created by the presence of correlated noise. This makes a strong case for whitening
data prior to inverting for the MT inversion.
These results are particularly important for monitoring in industrial settings (e.g.,
hydrocarbon exploration) where instruments are often located close to machinery op-
erations and infrastructure (e.g., roads), sources known to produce large quantities
of coherent noise. While there are algorithms that aim to reduce coherent noise to
WGN, such as Birnie et al. (2017), it is important to identify how successfully these
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preprocessing techniques work on the noise data prior to defaulting to WGN for testing
algorithms. The stark differences in how WGN and ICOVA noise is handled by ILMA
highlights that not only do the realistic noise results not perform at the SNRs indicated
by the WGN results but that there are potential pitfalls which are only identified when
testing under realistic noise conditions. The inability of synthetic datasets with WGN
to mimic the true effects of real noise on the algorithm could lead to misinterpretation
of results obtained on field data tests and a misunderstanding of the conditions under
which the algorithm can perform.
3.6 Conclusions
In this study we have shown that WGN does not provide any direct comparison to
recorded noise and therefore does not provide a reliable indication of how an algorithm
will handle noise in a field dataset. For the STA/LTA automated detection method
the WGN underestimated the SNR at which an event would be detected, while for
imaging procedures WGN overestimated the SNR at which an event can be located.
Throughout the study realistic ICOVA modelled noise was also analysed and it con-
tinually performed in a similar manner to the recorded noise, therefore providing a
reliable indication of how an algorithm will respond to noise in a field dataset. The
final section of the analysis focused on the results from robustness tests performed on
a moment tensor imaging algorithm. The WGN results implied that the algorithm was
robust to high noise levels whereas the semi-synthetic and ICOVA noise results indi-
cated otherwise: light was shed on previously unidentified pitfalls (e.g. the convergence
criterion) and a more realistic approximation of the SNR at which the algorithm could
perform was found. Understanding how an algorithm handles noise prior to applying
it to a field dataset is necessary for an accurate interpretation of the results therefore
it is critical that benchmarking is performed under realistic noise conditions.
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Abstract
A constant feature in seismic data, noise is particularly troublesome for passive seismic
monitoring where noise commonly masks microseismic events. We propose a statistics-
driven noise suppression technique that whitens the noise through the calculation and
removal of the noise’s covariance. Noise whitening is shown to reduce the noise energy
by a factor of 3.5 resulting in microseismic events being observed and imaged at lower
signal to noise ratios than originally possible - whilst having negligible effect on the
seismic wavelet. The procedure is shown to be highly resistant to most changes in the
noise properties and has the flexibility of being used as a stand-alone technique or as a
first step before standard random noise attenuation methods.
4.1 Introduction
Noise is an ever present obstacle in all seismic data recordings, often preventing the
user from extracting the desired signal. As such, noise suppression is one of the main
topics of interest across all seismic monitoring scenarios ranging from reflection seismics
(Yilmaz , 2001) to surface wave tomography (Bensen et al., 2007). In this paper we
use the example of a surface microseismic monitoring scenario to introduce a noise
suppression technique applicable to all seismic monitoring scenarios.
In surface passive seismic monitoring arrivals are often at or below the noise level of
individual recordings. As such noise suppression is of particular importance for moni-
toring of microseismic events. These events are observed in a variety of scenarios such
as volcanic settings, earthquake hazard monitoring, assessing risk and containment in
geo-industrial applications including geological storage of nuclear waste and carbon
dioxide (CO2), and monitoring of petroleum and mining procedures (Gambino et al.,
2004, Schorlemmer and Wiemer , 2005, Maxwell , 2011, Oye et al., 2013). In general
Signal to Noise Ratio (SNR) is maximised during the aquisition phase through survey
design (Maxwell , 2010, Auger et al., 2013, Staneˇk et al., 2014). However a small number
of noise suppression methods have been proposed for post aquisition, such as the ap-
plication of multichannel Wiener filters (Wang et al., 2008), the use of matched filters
to identify smaller events from a parent event (Eisner et al., 2008) and separating the
seismic event from noise in the τ ´ p domain (Forghani-Arani et al., 2012).
The issue with noise suppression methods is preserving the seismic signal properties
when the event is often invisible under the noise. Birnie et al. (2016) showed that
realistic noise models can be built from a knowledge of the noise’s covariance matrix.
This work aims to reduce recorded noise to White, Gaussian Noise (WGN) by removing
the covariance of the noise. The process of removing the covariance from a dataset is
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commonly referred to as noise whitening and is a well established procedure in many
aspects of signal processing (Hom and Johnson, 1985, Belouchrani et al., 1997, Kessy
et al., 2015). In this paper the noise whitening procedure is tested on both recorded
noise, noise free synthetic waveform data and semi-synthetic datasets (datasets where
recorded noise has been imposed on top of synthetic waveform data). To analyse the
impact of the noise whitening, diffraction stack imaging, similar to that used by Zhebel
et al. (2011), is performed on the semi-synthetic data before and after noise whitening.
Using the Aquistore carbon storage site as an example, this paper demonstrates that
noise whitening of seismic data results in a SNR 5 times higher, through reduction of
the spatio-temporal properties of noise, whilst having negligible effect on first arrivals.
4.2 Theory
Noise can be separated into two categories - ambient and source-generated. Source gen-
erated noise refers to any signal that originates due to the interaction of the wavefield
from the seismic source with heterogeneous earth structures (examples include ground
roll and internal multiples). While the term ambient is used here to describe all noise
signals independent of the seismic event, for example meteorological noise, production
noise and teleseismic events. This study focusses on ambient noise, sometimes also
referred to as background noise. The majority of ambient noise signals are not con-
sistent in either space or time, further complicating noise suppression procedures. For
example, passing traffic is a common source of noise with infrequent occurrences and
receivers closest to the noise source most affected (Nørmark , 2011a). In a similar man-
ner a significant drop in noise levels is observed with increasing distance from an active
injection platform (Schilke et al., 2014). For non-cultural noise, Nørmark (2011b) iden-
tified varying noise levels across the array from meteorological sources dependent on
vegetation, wind speed and precipitation levels. These noise studies prove that noise is
correlated in space and/or time therefore an efficient noise removal procedure must ac-
count for spatio-temporal variations of the noise field. The modelling method proposed
by Birnie et al. (2016), based on covariance modelling (Massart et al., 1988, Scharf ,
1991), accounts for these spatio-temporal variations by generating multivariate Gaus-
sian distributions whose defining statistics are derived to be identical to that of the
observed noise. A single-variate Gaussian distribution is uniquely described by a single
mean and standard deviation while a multi-variate Gaussian distribution is described
by its mean vector and the lower triangular part of the Cholesky decomposition of it’s
covariance matrix. In this section we describe how to estimate the covariance from
recorded data and subsequently remove the covariance from a recorded time series.
To compute the covariance matrix the seismic recording is split into multiple realisa-
tions, where a realisation is a time segment of the data. Following the first five steps of
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the noise modelling procedure (Birnie et al., 2016), the realisations are reshaped into
column vectors, di, and the sample mean for each time-space point is removed (i.e.
dˆ “ d´ µ). The covariance, C, is computed using
C “ DˆDˆT {K, (4.1)
where Dˆ “ rdˆ1 dˆ2 . . . dˆK´1 dˆKs, DˆT is the transpose of Dˆ and K is the number
of realisations. The covariance matrix is then decomposed into its upper and lower
triangular matrices using a Cholesky decomposition,
C “ C1{2pC1{2qT , (4.2)
where C1{2 is the lower triangular matrix. To whiten the noise, the inverse of the lower
triangular matrix is multiplied by a realisation of recorded data, x, and scaled by α,
the average of the diagonal elements of C,
x˜ “ C
´1{2x
α
, (4.3)
to return the data to having an identity covariance matrix. To get an accurate estimate
of the data’s covariance matrix, realisations should have similar statistical properties.
The underlying principle behind the noise whitening procedure is that the noise in the
data sample, x, can be effectively represented by the covariance matrix, C, and will be
transformed into a random sequence (for example Hom and Johnson, 1985, Belouchrani
et al., 1997, Kessy et al., 2015). However, the signals in x we wish to preserve will be
invariants of C1{2 and hence be preserved.
4.3 Methodology
The removal of the covariance has to be performed over the same time length as that of
the realisations used to compute it. However recordings last significantly longer than
the realisation lengths therefore, for practical purposes, we would require to attenuate
noise over much longer periods. We approach this problem in two ways - the first is
to separate the data for noise whitening into the realisation length, perform the noise
whitening on each data realisation and concatenate the data segments back together.
We refer to this as independent patch whitening. The second approach is to overlap
the data realisations for noise whitening and then use a Hanning window to taper the
patches for the concatenation.
The independent patch whitening procedure (referred to as IPW hereafter) forms the
basis methodology for the paper and the two extension procedures discussed in this
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paper - rolling noise whitening procedure (referred to as RNW hereafter) and a rolling
covariance whitening procedure (referred to as RCW hereafter). The steps for IPW are
given in figure 4.1.
Figure 4.1: Workflow of Independent Patch Whitening method.
RNW is an extension of IPW by overlapping noise realisations in steps 5 and 6. This is
done by extending the realisation length for both d and x in steps 2 and 5 and allowing
realisations to overlap at the start and end of each patch. In step 6 when the whitened
data is reshaped back to the original dimensions this is done using a Hanning window
taper as illustrated in figure 4.2.
Figure 4.2: Schematic of taper filters used for rolling noise whitening.
The final extension to the whitening procedure incorporates a rolling covariance cal-
culation into the RNW procedure, resulting in the RCW procedure. This involves
reassigning d at predetermined points in x to be the data directly preceeding that
point in x. Then steps 2-4 are repeated on the updated data d prior to continuing with
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the rolling noise whitening.
In this study we have used 3.5 minutes of noise recording to compute the covariance
and 1s realisation lengths for the IPW, in accordance with the size and number of
realisations used to compute the covariance matrix in the modelling method of (Birnie
et al., 2016). For RNW and RCW a realisation length of 1.2s is used, allowing a 0.1s
’buffer’ either side of the realisation. Therefore, the taper transitions are 0.2s in length.
4.4 Data
The noise data utilised in this study comes from a permanent surface array installed
at the Aquistore carbon dioxide (CO2) storage site, located in South Saskatchewan,
Canada in the northern part of the Williston Basin (Roach et al., 2015). The array
consists of 51 buried, vertical component geophones with a cross-shaped geometry
as illustrated in figure 4.3. The geophones are 10Hz instruments buried at a depth
of 20m with a sampling frequency of 500Hz. The noise is extracted from an hour
recording beginning at 14:00 local time on 7 August 2012 and includes stationary
noise signals observed constantly across the full recording, non-stationary noise signals
rarely observed and pseudo-non-stationary noise signals observed for the majority of
the recording however not constantly (for detailed explanation refer to Birnie et al.
(2016)). Examples of the noise used are given in figure 4.4, where heightened noise
levels are observed around the centre of the array.
Synthetic waveform data have been used in this study to identify the effect the noise
balancing procedure has on signals from microseismic events. The waveform data is
generated using E3D (Larsen and Harris, 1993). The source is placed below the mid-
dle of the N-S/E-W cross-shaped array at a depth of 1.6km, where the subsurface is
modelled as a 16-layer, laterally homogeneous, isotropic medium with properties as
described by Roach et al. (2015). A point source with a central frequency of 30Hz has
been used to remove any requirement for polarity correction during the imaging of the
event. The synthetic waveform data is used independently as well as combined with the
recorded noise to make semi-synthetic datasets. When creating semi-synthetic data the
SNR is determined by the ratio of the maximum amplitudes of the noise and waveform
data.
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Figure 4.3: Aquistore permanent seismic array survey geometry. Geophones are denoted by
red dots alongside the station number, while the observation and injection wells are illustrated
by yellow triangles.
Figure 4.4: (a) Noise data for computing covariance matrix and (b) noise data to be whitened.
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4.5 Results
4.5.1 Noise whitening
The noise data used to compute the covariance matrix and the noise to be whitened are
shown in figures 4.4a and b, respectively. Figures 4.5a and b illustrate the results from
IPW where the data to be whitened have been split into 1s realisations prior to removal
of the covariance. We see that the noise energy has been successfully distributed across
the receiver array by the whitening procedure. As detailed in table 4.1, the total
energy across the array has decreased by 65% with the noisiest station (i.e. station 41)
experiencing an energy decrease of 89% and the quietest station still experiencing an
energy decrease by 15%. A noteable feature of figure 4.5b is the significant edge effects
which occur at the beginning of each patch in the denoised data (shown as black arrows
in the figure). Due to these effects the change in noise levels is calculated from 0.2s in
the data window.
Figure 4.5c and d illustrate the results from RNW. While the patch transitions still
occur at the same location, the tapering procedure has removed all noticeable edge
effects. To provide direct comparison with the IPW, the second row of table 4.1 is
the sum of energy from 0.2 ´ 1s while the final row is the sum of energy for the full
6s of data. As with IPW, RNW successfully distributes the energy across the array
decreasing the total noise level of the 6s of data by 84%. The noise energy at station 41
decreased by 90% while station 50 decreased by 13%. Changes in the values by which
the noise decreases between IPW and RNW can be attributed to them using different
lengths of realisations in the computation of the covariance matrix. Due to
Table 4.1: Change in noise energy before and after noise whitening for a noise station (Station
41), a quiet station (Station 50) and the full array. To minimise the influence of the edge effect,
the first two rows are calculated from 0.2 ´ 1s. The final row is calculated for full 6s of whitened
data.
Total energy
Station 41 Station 50 Full array
Individual patch
whitening (0.8s)
Before 0.0682 0.0071 0.7721
After 0.0076 0.0060 0.0942
%Change 89 15 65
Rolling noise
whitening (0.8s)
Before 0.0682 0.0071 0.7721
After 0.0097 0.0051 0.1138
%Change 86 28 62
Rolling noise
whitening (6s)
Before 0.5769 0.0464 4.7236
After 0.0553 0.0405 0.7405
%Change 90 13 84
the suppression of the edge effect, RNW is the better of the two techniques.
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Figure 4.5: Whitened noise data, (a) and (b) using independent patch method, IPW, (c) and
(d) using rolling noise method, RNW. (a) and (c) are 1s segments of the 6s of whitened data
(b) and (d). Black arrows indicate edge effect from IPW.
The power spectrum of station 41 prior to whitening and after RNW is given in figure
4.6. While there are not equal amounts of power in each frequency band, the power
spectrum for the whitened data is significantly flatter with less energy in the lower
frequencies and more in the higher frequencies than that of the noise prior to whitening.
4.5.2 Effect on arrival observations
To analyse the effect of noise whitening on a signal from a microseismic event RNW
was performed on a semi-synthetic dataset and on noise-free synthetic waveform data,
illustrated in figure 4.7. The noise used to create the semi-synthetic dataset is the same
as the noise whitened in the previous section. In the semi-synthetic case we see that the
arrival is clearly retrieved by the denoising procedure, and the residual/noise section
is overwhelmingly dominated by the removed noise. Due to the long period nature of
the noise, the whitening process has acted similar to that of a high pass filter on some
traces however it has done so automatically and with reference to the phase spectrum
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Figure 4.6: Power spectrum of noise data at station 41 before (black) and after (red) whitening.
as well as the amplitude spectrum of the noise. In the noise free synthetic application
(figure 4.7d/e/f) we see that some of the arrival energy is attenuated by the denoising
process. However, this is a negligible proportion of the amplitude that we believe is
due to the small amount of regularisation added. Figure 4.8 shows the change in power
spectrum and phase of station 41 for the first arrival (0 ă t ă 0.4s) of the noise-free
data before and after whitening. We find that between frequencies 10 to 70Hz there is
close match in both energy content and phase of the first arrival. It should be noted
that the input wavelet is a 30Hz Ricker wavelet and therefore has a very limited amount
of energy outside the 10-70Hz range (note the log scale in figure 4.8).
Diffraction stack imaging was performed on the semi-synthetic data prior to and af-
ter whitening to identify the benefits whitening has on event location determination.
Figure 4.9 shows that at a SNR of 0.04 the image maxima for the original data is an
artefact arising from the noise in the dataset. However when noise whitening has been
applied these artefacts are significantly reduced resulting in the image maxima correctly
locating the seismic event. At a SNR of 0.08 both the original data and whitened data
have a maxima at the seismic source location however there is still significant energy
from the noise creating artefacts in the image while there are no noise artefacts in the
whitened data image.
4.5.3 Robustness tests
As discussed in detail by Birnie et al. (2016), to get a usable covariance matrix for
modelling it is required that the realisations used to create the covariance have the
same statistical properties. The following results are to test the extent to which this
holds for the noise whitening case, i.e. to test the extent to which the noise can vary
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Figure 4.7: Semi-synthetic (a) before and (b) after whitening and (c) the difference between
the two, and a noise-free event (d) before and (e) after whitening and (f) the difference between
the two.
Figure 4.8: (a) Phase and (b) power spectra of first arrival at station 41 from noise-free event
before (black) and after (red) whitening. Note the logarithmic scale used in (b).
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Figure 4.9: Diffraction stack imaging of microseismic event at 1.6km depth and 2260m offset
for SNR of semi-synthetic datasets before (first column) and after whitening (second column)
at increasing SNRs.
within both the dataset for computing the covariance and for whitening. The first
scenario tested, Scenario 1, has a change in noise type at approximately 3s into the
data from a regime consistent with the data used to estimate the covarience matrix to
one where a dominant source of noise for several traces is absent (top row of Figure
4.10). Despite a very minor increase in the whitened noise level at the transition
§4.5 Results 103
between the two noise signals, the noise whitening procedure is successful, reducing the
noise by 84% (table 4.2). Scenario 2, the second row of Figure 4.10, considers where the
data used to construct the covariance matrix contains examples of the desired signals.
In this case we use a swarm of 20 microseismic events, alongside a change in noise type.
The whitened data appears unaffected by the signals or the changing noise types.
Table 4.2: Change in noise energy before and after whitening for multiple scenarios tested.
Total energy
Station 41 Station 13 Full array
Scenario 1
Before 0.1721 0.0023 1.8732
After 0.0187 0.0021 0.3052
%Change 89 9 84
Scenario 2
Before 0.1647 0.0032 1.6527
After 0.0252 0.0022 0.2974
%Change 85 31 82
Scenario 3
Before 0.1647 0.0032 1.6527
After 0.0204 0.0084 0.3209
%Change 88 163 (Inc.) 81
Scenario 4
Before 0.1389 1.9229 3.8383
After 0.0377 2.1322 2.9425
%Change 73 10 (Inc.) 23
The final two scenarios utilise a high amplitude noise burst resulting from a passing
car. In scenario 3, the car energy is placed in the data used to compute the covariance
(third row of Figure 4.10). Visually the results show that the high energy noise burst
has little to no effect on the whitening procedure: however the energy at station 13 has
increased by 163% showing that the whitening does not perform as well on the stations
affected by the noise burst. In scenario 4, the car energy is placed in the data to be
whitened. Note that as the duration of the burst is longer than the duration of the
traces in figures 4.10k and l it appears as a vertical stripe on traces 11 ´ 15. The
background noise has been whitened with station 41 experiencing a reduction in noise
energy by 73% yet the high-energy noise due to the car has not been suppressed.
4.5.4 Extension: Rolling covariance calculation
An extension to the noise whitening procedure is RCW where the covariance matrix is
updated/recomputed using a rolling window of 3.5 minutes of data prior to the data
sample to be denoised. Ten minutes of data have been whitened with the covariance
matrix being recalculated every 5s. Due to the size of each covariance matrix it is
not possible to save them and compare the differences for every 5s therefore an event
has been added at „ 2.5s into each patch and the SNR is calculated before and after
whitening. Figure 4.11a shows the SNR of each 5s patch after whitening and compares
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Figure 4.10: Robustness tests. Scenario 1 involves a change in noise properties in data for
whitening; Scenario 2 involves a change in noise and swarm of 20 events in data used to compute
L; Scenario 3 involves a high-energy noise burst in data used to compute L; and, scenario 4
involves a high-energy noise burst in data for whitening. The first column is data to compute
the covariance, the second is data to be whitened, the third is whitened data and the fourth
column is the difference between the second and third.
it with the difference for the case where a single covariance was used for whitening
the full 10minutes (i.e. RNW case), while figure 4.11b shows the change in SNR after
whitening for both RNW and RCW. The RNW and RCW perform very similarly,
with both techniques struggling with high energy noise at approximately 3.25 and 8.6
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minutes similar to the noise observed in robustness scenarios 3 and 4, and neither
significantly outperform the other in increasing the SNR through whitening.
Figure 4.11: (a) Comparison of SNR of 5s data patches after whitening for RNW (black
line) and RCW (red line), where the covariance matrix is recomputed every 5s, and (b) change
in SNR (i.e. delta(SNR)) before and after whitening, where negative delta corresponds to an
increase in SNR after whitening.
4.6 Discussion
In essence, noise whitening has been shown to increase SNR by randomisation of the
noise. Comparing the mean noise energy of 1s on stations 1 and 41 (i.e. a ‘quiet’ and
‘noisy’ station), prior to whitening station 41 is „ 5 times noiser than station 1, while
after whitening that is reduced to „ 3 times. Whilst the noise has been whitened it has
also been reduced in amplitude with station 1 experiencing a decrease of „ 50% and
station 41 experiencing a decrease of „ 71%. While there are still observable changes in
the noise levels across the array, they have been significantly reduced through whitening.
The majority of noise suppression techniques are directed approaches in which noise
with a particular property is removed. For example, suppressing noise with a linear
moveout (e.g. Forghani-Arani , 2013) or suppressing noise with a particular slowness
(e.g. Roux et al., 2014, Dando et al., 2016). As these techniques are based on exploiting
a property of the noise they therefore require knowledge of the noise’s properties to
effectively suppress it. The technique proposed in this paper is an example of an
undirected approach which makes no assumptions on the noise’s origin or the form it
takes within the data. An example of another undirected approach is that of Blunda
(2013) whose combination of time-frequency winsorisation and adaptive subtraction
procedures result in a modest SNR gain of 4-12 dB.
Not only does the noise whitening technique make no assumptions on the noise but
it has been shown to provide a clean separation between signal and noise even when
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signals are present within the data used to compute the covariance matrix. In general,
the signals of interest are very short in duration and few in number relative to the noise.
Therefore when the covariance is computed the signals are averaged out by the noise
resulting in a covariance matrix that models the noise with very little contribution from
the signals. Provided the seismic arrivals are invariants of the covariance matrix then
they are unaffected by the whitening procedure.
Whitening the data resulted in better imaging of lower SNRs without any additional
processing. A benefit of this procedure is that once the covariance has been computed,
the incoming data can be processed in real time, with each new patch recorded being
whitened prior to the use of automated detection and location procedures. The results
from the robustness tests showed that the noise whitening procedure continues to work
effectively where there are significant noise variations between patches used to compute
the covariance matrix, i.e. scenarios 2 and 3, as well as where there are noise variations
within the data for whitening, scenario 1. However, from experience it is worth not-
ing that to ensure the covariance represents the dominant noise signal then it should
be present in approximately 50% of the patches. Our results also show that the high
contrast between the base noise signal and the passing car in the final scenario results
in the car noise not being whitened. For single high-energy bursts that affect a small
number of receivers there are alternative methods for noise suppression, such as de-
spiking in the time-frequency domain, which we would encourage to be used after noise
whitening to remove such signals that cannot be suppressed during whitening. When
combining the noise whitening procedure with diffraction stack imaging, events were
detected at SNR 50% lower than without noise whitening, highlighting the benefits of
performing noise whitening prior to random noise attenuation techniques.
The last section of the results focusses on extending the technique to include a rolling
covariance calculation from the 3.5 minutes of data directly preceding the data for
whitening. If a site experiences significantly changing noise, with respect to time, then
the recalculation of the covariance may be worthwhile. However, in this case the noise
was deemed sufficiently stable to provide any benefits from continually updating the
covariance matrix. Other extensions to this study could include computing a covariance
matrix of a single noise type and using that to whiten only that noise type.
On a concluding note, while this paper has focussed on the application to surface
microseismic this technique is applicable to any time series recording where noise can
be considered as a multivariate Gaussian distribution. Future studies should focus on
the benefits this technique can bring to other exploration, global and hazard monitoring
applications.
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4.7 Conclusions
In this study we have shown that noise whitening provides a robust method for increas-
ing SNR in surface seismic data. Applicable in any situation with one or more receivers,
this method has the ability to be used after data has been collected or continually on
new data as it is being recorded, and as a pre-cursor to random noise attenuation pro-
cedures or as a stand-alone method. Noise whitening has a negligible effect on a seismic
wavelet whilst significantly reducing noise energy resulting in improved event detection
and imaging at lower SNR than originally possible. For the microseismic monitoring
scenario, the ability to push the imaging capabilities to significantly lower SNR will
allow improved characterisation of fracture systems, due to the higher number of low
energy events in comparison to the lower number of high energy events (Gutenberg and
Richter , 1944). The technique performs exceptionally well in robustness tests on data
experiencing varying noise properties, reducing the noise energy by at least 23% even
when there are noise signals present that are not whitened, such as spurious high energy
bursts. In this paper we have demonstrated that noise whitening is a powerful and flex-
ible noise attenuation method, and as such is a valuable addition to the geophysicists’
toolbox.
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Chapter 5
Discussion and conclusions
For specific discussions and conclusions related to the different stand-alone publications,
I refer the reader to the individual discussions and conclusions in Chapters 2 through
4. This chapter presents a brief discussion on recommendations for future research
to improve the modelling and whitening procedures. This is followed by a concise
(recipe-like) description on how to implement the modelling and whitening procedures
along with a discussion on their potential uses outwith the land, surface microseismic
monitoring scenario discussed in this thesis. The chapter is rounded up with a general
conclusion of this thesis.
5.1 Discussion on future research
In Chapter 2 I devised a new family of methods for modelling of realistic seismic
noise which rely on covariance-based modelling procedures and benchmarked against
a number of approaches present in the literature. Table 5.1 provides a summary of
the advantages and disadvantages of the different methodologies. While each method
presents both advantages and disadvantages highlighting that, as yet, no technique
is perfect, the proposed ICOVA-LPF modelling represents the most robust technique
offering noise models that realistically imitate all noise signals ranging from sporadic
traffic events to near-continuous injection noise. Future development of the modelling
procedure could however reduce some of its own disadvantages which could benefit both
the quality of the modelling and the related denoising technique proposed in Chapter
4.
One of the most severe restrictions of the ICOVA method is that the noise realisations
are constrained to the same spatial geometry as the input data used to compute the
noise statistics. Being able to interpolate such noise realisations (or their noise statis-
tics) to a dense, regular geometry would allow the combination of noise collected on
111
112 Chapter 5: Discussion and conclusions
T
a
b
le
5
.1
:
O
verview
o
f
th
e
a
d
va
n
ta
ges
a
n
d
d
isa
d
va
n
ta
ges
o
f
th
e
n
o
ise
m
od
ellin
g
p
roced
u
res
d
iscu
ssed
in
th
is
th
esis.
M
o
d
e
l
B
r
ie
f
m
e
t
h
o
d
o
lo
g
y
A
d
v
a
n
t
a
g
e
s
D
is
a
d
v
a
n
t
a
g
e
s
R
e
fe
r
e
n
c
e
W
G
N
e
x
tra
c
t
ra
n
d
o
m
sa
m
p
le
s
fro
m
a
sta
n
d
a
rd
n
o
rm
a
l
d
istrib
u
tio
n
1
.
N
o
re
q
u
ire
m
e
n
t
o
f
n
o
ise
b
e
fo
re
h
a
n
d
2
.
F
a
st
3
.
C
o
m
p
u
ta
tio
n
a
lly
c
h
e
a
p
a
n
d
e
a
sy
to
im
p
le
-
m
e
n
t
4
.
N
o
g
e
o
m
e
try
re
stric
tio
n
s
1
.
L
ittle
to
n
o
im
ita
tio
n
o
f
re
c
o
rd
e
d
n
o
ise
O
’B
r
ie
n
(1
9
7
4
)
C
O
N
V
O
n
a
tra
c
e
-b
y
-tra
c
e
b
a
sis,
c
o
n
v
o
lv
e
re
c
o
rd
e
d
n
o
ise
w
ith
a
ra
n
d
o
m
G
a
u
ssia
n
tra
c
e
1
.
M
im
ic
s
fre
q
u
e
n
c
y
c
o
n
te
n
t
o
f
n
o
ise
2
.
F
a
st
3
.
C
o
m
p
u
ta
tio
n
a
lly
c
h
e
a
p
a
n
d
e
a
sy
to
im
p
le
-
m
e
n
t
1
.
R
e
q
u
ire
s
p
re
-re
c
o
rd
e
d
n
o
ise
2
.
N
o
ise
m
u
st
b
e
sta
tio
n
a
ry
3
.
T
ra
c
e
-b
y
-tra
c
e
p
ro
c
e
ss
re
m
o
v
e
s
c
o
h
e
re
n
c
y
o
f
n
o
ise
4
.
R
e
stric
te
d
to
g
e
o
m
e
try
o
f
re
c
o
rd
e
d
n
o
ise
P
ea
rce
a
n
d
B
a
r
le
y
(1
9
7
7
)
D
istrib
u
te
d
su
rfa
c
e
so
u
rc
e
s
S
u
rfa
c
e
so
u
rc
e
s
a
re
p
ro
p
a
g
a
te
d
w
h
e
re
so
u
rc
e
p
ro
p
e
rtie
s
a
re
ra
n
d
o
m
ly
d
istrib
u
te
d
1
.
N
o
re
q
u
ire
m
e
n
t
o
f
n
o
ise
b
e
fo
re
h
a
n
d
2
.
S
im
ila
r
c
h
a
ra
c
te
ristic
s
to
re
c
o
rd
e
d
n
o
ise
3
.
N
o
g
e
o
m
e
try
re
stric
tio
n
s
1
.
L
a
c
k
fu
ll
c
o
m
p
le
x
ity
o
f
n
o
ise
g
e
n
e
ra
te
d
b
y
fi
e
ld
c
o
n
d
itio
n
s,
e
.g
.,
g
e
o
lo
g
ic
a
l,
g
e
o
g
ra
p
h
ic
a
l,
m
e
te
o
ro
lo
g
ic
a
l
2
.
C
o
m
p
u
ta
tio
n
a
lly
e
x
p
e
n
siv
e
S
y
lv
e
tte
e
t
a
l.
(2
0
0
6
)
C
O
V
A
G
e
n
e
ra
te
s
a
m
u
lti-v
a
ria
te
G
a
u
ssia
n
d
istrib
u
tio
n
b
a
se
d
o
n
th
e
sta
tistic
s
o
f
th
e
re
c
o
rd
e
d
n
o
ise
fi
e
ld
1
.
M
im
ic
s
fre
q
u
e
n
c
y
c
o
n
te
n
t
o
f
n
o
ise
2
.
S
im
ila
r
c
h
a
ra
c
te
ristic
s
to
re
c
o
rd
e
d
n
o
ise
1
.
R
e
q
u
ire
s
p
re
-re
c
o
rd
e
d
n
o
ise
2
.
R
e
stric
te
d
to
g
e
o
m
e
try
o
f
re
c
o
rd
e
d
n
o
ise
3
.
N
o
ise
m
u
st
b
e
re
p
e
titiv
e
o
v
e
r
m
o
d
e
llin
g
w
in
-
d
o
w
le
n
g
th
B
ir
n
ie
e
t
a
l.
(2
0
1
6
)
IC
O
V
A
N
o
ise
sig
n
a
ls
a
re
se
p
a
ra
te
d
p
rio
r
to
m
o
d
e
llin
g
in
-
d
iv
id
u
a
l
sig
n
a
ls
w
ith
C
O
V
A
m
e
th
o
d
o
lo
g
y
1
.
M
im
ic
s
p
ro
p
e
rtie
s
o
f
n
o
ise
in
fre
q
u
e
n
c
y
a
n
d
tim
e
d
o
m
a
in
2
.
C
a
n
c
o
m
b
in
e
d
iff
e
re
n
t
m
o
d
e
lle
d
sig
n
a
ls
to
g
e
n
e
ra
te
ta
ilo
re
d
n
o
ise
m
o
d
e
ls
3
.
C
a
n
m
o
d
e
l
sig
n
a
ls
o
n
fu
ll
ra
n
g
e
o
f
sta
tio
n
a
rity
4
.
N
o
ise
sta
tistic
s
c
a
n
b
e
sa
v
e
d
in
a
d
a
ta
b
a
se
1
.
R
e
q
u
ire
s
p
re
-re
c
o
rd
e
d
n
o
ise
2
.
R
e
stric
te
d
to
g
e
o
m
e
try
o
f
re
c
o
rd
e
d
n
o
ise
3
.
R
e
q
u
ire
s
n
o
ise
sig
n
a
l
se
p
a
ra
tio
n
p
rio
r
to
m
o
d
-
e
llin
g
4
.
R
e
q
u
ire
s
a
d
e
q
u
a
te
re
p
re
se
n
ta
tio
n
o
f
n
o
ise
sig
-
n
a
ls
to
b
u
ild
sta
tistic
s
B
ir
n
ie
e
t
a
l.
(2
0
1
6
)
IC
O
V
A
-L
P
F
N
o
n
-re
p
e
titiv
e
sig
n
a
ls
a
re
m
o
d
e
lle
d
u
sin
g
a
L
P
F
w
h
ile
re
m
a
in
in
g
sig
n
a
ls
a
re
m
o
d
e
lle
d
w
ith
IC
O
V
A
m
e
th
o
d
o
lo
g
y
1
.
A
ll
th
e
b
e
n
e
fi
ts
o
f
IC
O
V
A
2
.
in
c
o
rp
o
ra
tio
n
o
f
L
P
F
a
llo
w
s
m
o
d
e
llin
g
o
f
le
ss
re
p
e
titiv
e
sig
n
a
ls
1
.
R
e
q
u
ire
s
p
re
-re
c
o
rd
e
d
n
o
ise
2
.
R
e
stric
te
d
to
g
e
o
m
e
try
o
f
re
c
o
rd
e
d
n
o
ise
3
.
R
e
q
u
ire
s
n
o
ise
sig
n
a
l
se
p
a
ra
tio
n
p
rio
r
to
m
o
d
-
e
llin
g
B
ir
n
ie
e
t
a
l.
(2
0
1
6
)
S
e
m
i-S
y
n
th
e
tic
s
1
D
ire
c
tly
in
c
o
rp
o
ra
te
re
c
o
rd
e
d
n
o
ise
in
to
sy
n
th
e
tic
w
a
v
e
fo
rm
d
a
ta
1
.
A
llo
w
s
in
c
o
rp
o
ra
tio
n
o
f
re
a
listic
n
o
ise
2
.
C
o
m
p
u
ta
tio
n
a
lly
c
h
e
a
p
a
n
d
e
a
sy
to
im
p
le
-
m
e
n
t
1
.
R
e
q
u
ire
s
p
re
-re
c
o
rd
e
d
n
o
ise
2
.
R
e
stric
te
d
to
d
u
ra
tio
n
o
f
re
c
o
rd
e
d
n
o
ise
3
.
R
e
stric
te
d
to
g
e
o
m
e
try
o
f
re
c
o
rd
e
d
n
o
ise
4
.
C
a
n
n
o
t
m
o
d
ify
te
m
p
o
ra
l
a
n
d
sp
a
tia
l
c
h
a
ra
c
-
te
ristic
s
o
f
n
o
ise
in
a
m
e
th
o
d
o
lo
g
ic
a
l
m
a
n
n
e
r
W
a
n
g
e
t
a
l.
(2
0
0
8
)
a
A
lth
o
u
g
h
n
o
t
stric
tly
a
m
o
d
e
llin
g
p
ro
c
e
d
u
re
,
its
fre
q
u
e
n
t
u
sa
g
e
a
s
a
n
a
p
p
ro
a
c
h
to
in
c
lu
d
e
n
o
ise
in
sy
n
th
e
tic
d
a
ta
se
ts
ju
stifi
e
s
its
p
re
se
n
c
e
in
th
is
ta
b
le
.
§5.1 Discussion on future research 113
different arrays and the testing of various array geometries. This would have great
advantages for the noise whitening procedure for sites where acquisition geometries
change over the monitoring duration, or as a method for handling inconsistent sensor
activity (for example, dead traces).
Interpolation could be applied at 3 different stages of the procedure: prior to creating
the noise statistics, on the noise statistics, or on the noise model. The first and third
options would be performed on the wavefield data and could leverage from a variety of
approaches specifically developed for interpolation of seismic data, e.g., trace interpola-
tion in the F-X domain (Spitz , 1991) or in τ ´ p domain (Kabir and Verschuur , 1995).
Alternatively, the second option would instead be interpolation of the noise statistics
(i.e., mean and covariance).
At this stage I conjecture that the most computationally efficient approach would be
to perform the interpolation on the noise statistics. Given that an unlimited number
of models can be generated from a single set of statistics, it makes sense to perform the
interpolation only once on the noise statistics as opposed to interpolating each time
a new modelled noise patch is generated. Similarly, the noise statistics are typically
generated from ą 150 noise patches, therefore interpolation of the input data would be
significantly more effort than interpolation of the noise statistics.
Furthermore, different approaches could be taken for the spatial interpolation required
to move away from the original array geometry. For a fairly regular, reasonably dense
array simple approaches such as nearest-neighbour interpolation or least-squares 2D
splines could be utilised. However, for very sparse geometries, such as the Aquistore
array discussed in this thesis, I envisage that statistical methods for spatial interpo-
lation, such as Kriging (Li and Heap, 2008), may allow the extension of the noise
modelling away from the current receiver locations. For example, as depicted in Figure
5.1, acting on subsets of the covariance matrix that refer to a single point in time, a new
covariance at any spatial location of interest could be produced as a linear combination
of the surrounding noise statistics.
The second disadvantage is the requirement of separating the different noise signals
prior to modelling. Whilst this has been carried out in a manual fashion in this thesis,
such a problem lends itself naturally to a machine learning approach. Provided the
availability of a number of manually classified noise patches, this could become the
training dataset for a supervised classification scheme speeding up the collection of the
necessary number of noise patches required to determine the noise statistics. A noise
classification scheme also has great potential for real-time noise suppression procedures
allowing for targeted noise suppression procedures to be applied without manual detec-
tion of noises. This idea has initially been investigated as part of a recent collaboration
with NORSAR and findings will be reported in the near future. Moreover, although
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Figure 5.1: Schematic representation of the suggested spatial interpolation approach for the
Aquistore array. For each time sample t the corresponding values of the noise statistics at the
available receivers can be used to estimate the kriging weights needed to estimate the sample Xptq
at the desired location. Dashed lines indicate the relationships between the available receivers
while the solid lines indicate the relationship between the available receivers and desired location.
more challenging as an initial selection procedure, unsupervised clustering techniques
combined with manual review could provide an alternative approach to separating dif-
ferent noise signals without requiring manually classified patches. A study by Galvis
et al. (2017) used k-means clustering to automatically detect and classify surface waves
in seismic data while a study by Huot et al. (2017) performed classification of noise
in seismic data using a combination of continuous wavelet transforms and hierarchical
clustering. The success of these studies provides encouragement that this is an appro-
priate application to the problem of noise classification prior to applying the ICOVA
modelling and whitening procedures.
Finally, as shown in Table 5.1, all modelling methods proposed in this thesis (i.e.,
COVA, ICOVA, and ICOVA-LPF) require recorded noise in order to compute the noise
statistics and modelling parameters. At first this can be seen as a hurdle given the lim-
§5.2 A recipe for the implementation of noise modelling and whitening 115
ited availability of open-source data and the often unwillingness of companies/institutes
to share data (i.e., metadata). However, it is important to emphasise that my modelling
and denoising procedures only require noise statistics. In other words, it is possible to
perform modelling and denoising using only the noise statistics without sharing the
data. This opens up the opportunity for an ever-growing, open-source database of
noise statistics without any requirement of seismic data sharing.
5.2 A recipe for the implementation of noise modelling
and whitening
In this section I provide a simple step-by-step recipe for the implementation of the
ICOVA noise modelling and whitening approaches presented in this thesis. Note that
while chapters 2 and 4 detail the modelling and whitening procedures, respectively,
in great detail, this section focuses on a high level implementation of the procedure
and aims to serve as guidelines on the use of these procedure on new datasets. Figure
5.2 illustrates the workflow from data collection through to the implementation of the
modelling/whitening algorithms and beyond.
The first step is to identify and isolate the individual noise signals contained in the
reference dataset and determine whether the ICOVA modelling or whitening procedures
are appropriate for the identified noise signals, i.e., do they have adequate realisations
of the noise signal with the same statistical properties. If noise is too infrequent or
highly varying then a different approach should be considered. For example, for a
random energy burst a linear prediction filter can be used for modelling (as illustrated
in Chapter 2) or a despike filter may be used for suppression. As discussed above, I
recommend that a noise classification algorithm is included in future as a substitute
for the manual inputs currently required to identify and isolate noise signals within a
dataset.
After isolating the noise signals, the data should be separated into noise patches and
the covariance and mean can be computed as outlined in the equations 2.6 to 2.8.
I recommend that these noise statistics are computed only once and stored to disk
to avoid unnecessary re-computation during the subsequent modelling (or whitening)
procedures. At this stage, I would also recommend saving an interpolated version of
the statistics (generated for a denser array) to allow use of these noise signal models in
studies where there is no previously collected data.
For modelling, the noise statistics can be used to generate an unlimited duration of
modelled noise by iterating over equation 2.9 with different random base vectors, as
shown in Chapter 2. Different noise models can be combined to create a dataset
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Figure 5.2: Schematic illustration of the workflow for the implementation of ICOVA noise
modelling and whitening.
containing a large number of noise signals, such as combining a passing car, drill noise
and noise from a nearby wind turbine.
For whitening, once the statistics are created, the whitening filter (i.e., the inverse of
the lower triangular of the covariance) can be applied to the data to be whitened. This
can be applied by one of the three methods described in Chapter 4: IPW, RNW, and
RCW. Once the data has been filtered, other noise suppression techniques, in particular
random noise suppression procedures, may be applied or the data can be used directly
for imaging or inversion.
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5.3 Further potential applications
Microseismic surface monitoring has been used in this thesis as the test case for the
development and validation of noise modelling and whitening procedures. Although the
Aquistore site was particularly suitable due to the permanent receiver locations and
the long duration of recording, allowing adequate time to capture the noise statistics,
these methods are not strictly valid only for this specific monitoring scenario and they
could be easily applicable to other seismic monitoring applications. Ocean Bottom
Cable (OBC), for example, presents a strong case for use of this approach, due to the
consistent receiver locations: assuming the noise has not drastically changed between
recording periods (e.g., a new platform has not been added between surveys), the
noise statistics from a baseline survey can be used for subsequent surveys. Figure 5.3
illustrates platform and vessel noise recording on an OBC at the bottom of the North
Sea. Due to the repetitive nature of these noise signals they provide a great example
of where noise whitening would be effective. Moreover, it is worth noting that with
the increased interest in permanent reservoir monitoring systems (Thompson, 2017),
continuous recording of noise could lead to real time updates of noise statistics and
even better noise suppression at various monitoring steps. Other passive monitoring
scenarios such as geothermal monitoring, CCS monitoring, and volcanic arrays are all
good candidates for both noise modelling and whitening due to their long recording
durations.
Figure 5.3: Noise signals from the North Sea attributed to (a) platform noise and (b) vessel
noise where the black box denotes a seismic event’s arrival (adapted from Dando et al. (2016)).
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Active seismic monitoring typically has much shorter continuous recording periods
therefore it may not always be possible to collect noise for a sufficient amount of time
to reliably compute the noise statistics from a single recording. Nevertheless, noise
realisations collected from multiple recordings could be combined as long as the noise
properties are consistent across recordings. Therefore, due to the large number of shots,
it may be possible to gather enough noise realisations from the raw data of individual
shots. This would be particularly useful at land sites where there are permanent phys-
ical bodies creating noise sources, for example a seismic shoot over a producing field
with active ‘donkey’ pumps.
Active marine seismic monitoring poses the additional complication of moving receivers
as well as sources. This phenomenon should be for example taken into account when
considering coherent noise such as platform noise, which may slide across the various
shot gathers as the boat moves towards and away from the platform. I therefore believe
that applying the procedure to a test dataset would be the only way to truly evaluate
the effectiveness of the noise whitening method for marine seismic recordings .
Finally, it is also important to re-iterate that the noise whitening is not a black-box so-
lution that can always suppress all types of noise, rather an addition to a geophysicist’s
arsenal of noise suppression tools. Therefore, if the most dominant noise signals are not
statistically stationary and randomly varying from recording to recording, whitening
alone will not result in a significant gain in SNR.
5.4 Concluding remarks
Perhaps the most significant contribution of my thesis is the development of a noise
modelling methodology for the generation of realistic seismic noise models that reject
the commonly used WGN assumption. In Chapter 2, a statistical characterisation of the
pre-injection noise recorded in the Acquistore site provided the basis for the generation
of such noise models. This was accomplished as a filtering process of random samples
from a standard normal distribution (i.e., a Gaussian distribution with zero mean and
unit variance) using a modelling operator related to the spatio-temporal covariance
matrix estimated directly from the recorded noise. Based on the observation that
any noise is a filtered version of a white, Gaussian noise, an ‘inverse’ procedure was
proposed in Chapter 4 that is shown to be a robust noise whitening technique, reducing
the overall noise energy by a factor of 3.5. Allowing successful imaging of microseismic
events at previously undetectable SNRs. On the other hand, Chapter 3 leveraged
the ability of the ICOVA methodology to generate as many realizations of noise as
desired. This allowed for the first time to statistically analyse the performance of various
microseismic event detection and imaging algorithms under realistic noise conditions.
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Ultimately, it also provides an opportunity to understand the limitations under which
an algorithm performs and to identify pitfalls that arise due to the presence of coherent
noise. Whilst the applications illustrated in this thesis have focussed on the surface
microseismic monitoring scenario, the methodologies proposed could provide benefits
to the majority of array seismology applications, ranging from global to exploration.
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