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Abstract 
This thesis is concerned with the solution of two stochastic control problems. In 
each case, we consider the problem of determining the optimal investment level that 
a firm should maintain in the presence of random price and/or demand fluctuations. 
We model market uncertainty by means of a geometric Brownian motion, and we con- 
sider general running payoff functions. The first model allows for capacity expansion 
as well as for capacity reduction, with each of these actions being associated with 
proportional costs. The resulting optimisation problem takes the form of a singular 
stochastic control problem that we solve explicitly. We illustrate our results by means 
of the so-called Cobb-Douglas production function. The second one permits capacity 
increases only, each associated with a fixed and a proportional cost. The resulting 
optimisation problem takes the form of a two-dimensional impulse control problem 
that we explicitly solve. The problems that we study present models, the associated 
Hamilton-Jacobi-Bellman equation of which admits a classical solution that conforms 
with the underlying economic intuition but does not necessarily identify with the cor- 
responding value function, which may be identically equal to 00. Thus, our models 
provide a situation that highlights the need for rigorous mathematical analysis when 
addressing stochastic optimisation applications in finance and economics, as well as in 
other fields. 
To my mother and father 
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In this thesis we solve two stochastic control problems resulting from the subject 
of determining the optimal capacity level of a given investment project producing a 
single commodity and operating within a random economic environment. In particular, 
we consider an investment project that yields payoff at a rate that, at any time t, is 
dependent both on its installed capacity level and an underlying economic indicator 
Xt which is modelled by a geometric Brownian motion and satisfies the SDE 
dXt = bXt dt + vQXt dWt, Xo =x>0, (1) 
for some constants b and a. In practice, Xt can be the price of or the demand for 
the project's unique output commodity. The project's management control only the 
project's capacity level. The objective is to determine the project's capacity level that 
maximises an associated expected, discounted payoff flow. 
A typical capacity expansion model such as the one solved by Kobila [K93] is driven 
by both a state process, which captures the randomness associated with the project and 
satisfies an SDE such as equation (1), and a capacity process which can be described 
as follows 
Y=y+ t, Yo=y>0, 
where y>0 is the project's initial capacity and '+ models cumulative capacity in- 
creases. The project seeks a policy to maximise a performance criterion which, for 
each decision policy 6+, is given by 
Tr 
J=, vý 
+) = lim ionf EVo e-rth(Xt, Yt) dt - K+ J e-rt dCt 
], 
0 [ 1T7 
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where h: S -+ R is a given payoff function, r>0 is the discount factor and K+ is a 
constant which models the cost associated with increasing the project's capacity level. 
The capacity expansion characterised above is of the irreversible type and has at- 
tracted significant interest in the literature. For example, Davis, Dempster, Sethi 
and Vermes [DDSV87] considered a model in which the decision maker controls the 
rate of investment in the current project (see also Davis [D93]) whereas Wang [W03] 
modelled the industry demand by a double exponential jump diffusion process. Other 
important contributions include Oksendal [000], Chiarolla and Haussmann [CH05] and 
Bank [B05]. 
In Chapter 1, we consider a stochastic system the state of which is modelled by (1). 
The capacity process Yt, namely its rate of output, can be increased or decreased at 
any time and at given proportional costs, and is given by 
Y=y+ýi -fit, Yo=y>0, (2) 
where y>0 is the project's initial capacity. Meanwhile, ý+, ý- are cägläd, increas- 
ing processes which model cumulative capacity increases, decreases respectively. The 
project's management is presented with the set of all decision strategies available, 
namely the set of all pairs (C+, C-) such that Y>0, for all t>0. With each decision 
policy, we associate the performance criterion 
00 








where h: S -* JR is a given function, and K+, K- are constants. Here, h models the 
running payoff resulting from the project's operation, and K+ (resp., K-) models the 
costs associated with increasing (resp., decreasing) the project's capacity level. The 
objective is to maximise this performance index over all admissible decision strategies 
( +) -)- 
Abel and Eberly [AE96] considered a model involving both expansion and reduction 
of a project's capacity level. These authors assume that the rate at which the project 
yields payoff is modelled by a constant elasticity Cobb-Douglas production function. 
Our model considers much more general running payoff functions that include the 
Cobb-Douglas production functions as special cases, and allow for the more realistic 
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situation where a running cost proportional to the project's installed capacity (reflect- 
ing, e. g., labour costs) is also included (see Example 1). Also, Guo and Pham [GP05] 
consider a related partially reversible investment model with entry decisions and a gen- 
eral running payoff function. The model that these authors consider is fundamentally 
different from the one considered by Abel and Eberly [AE96] or the one that we study 
here because, e. g., it is one-dimensional rather than two-dimensional. 
Our analysis, which leads to results of an explicit analytic nature, involves the 
derivation of tight conditions for the project's value function to be finite. The fact 
that simple choices for the project's running payoff function lead to unique solutions 
to the associated free-boundary problem that conform with standard economic intu- 
ition but are associated with value functions that are identically equal to co presents 
a most interesting feature of our analysis (see Remark 3; also, note that this patho- 
logical situation does not arise in the context of the special case studied by Abel and 
Eberly [AE96]). Indeed, this possibility stresses the fact that treating optimisation 
models related to investment decision making in a "formal" way, which is often the 
case in the economics literature, can lead to erroneous conclusions and can suggest the 
adoption of potentially disastrous policies. 
The model solved in Chapter 1 has the structure of a singular stochastic control 
problem. Singular stochastic control, namely operating some control variable(s) con- 
tinuously in time, with an expected discounted criterion was first considered by Bather 
and Chernoff [BC67] who examined a model of spaceship control. In their seminal 
paper, Benes, Shepp and Witsenhausen [BSW80] were the first to solve rigorously an 
example of finite fuel singular control. Since then the area has attracted consider- 
able interest in the literature. Karatzas [K93], Harrison and Taksar [HT83], Shreve, 
Lehoczky and Gavers [SLG84J, Chow, Menaldi and Robin [CMR85], Sun [S87], Soner 
and Shreve [SS89], Ma [M92], Zhu [Z92], and Fleming and Soner [FS93, Chapter VIII] 
provide a list of further important contributions. 
In Chapter 2 the state process X of the system also satisfies (1) but the project's 
capacity can only be increased at any time and we model capacity increases by jumps 
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of an impulse control process Z. The capacity process Y is therefore given by 
Yt=y+zt, Yo=y? O, (3) 
where y>0 is the project's initial capacity. For each decision policy Z, the objective 
is to maximise the following performance criterion 
Jx, y Z= E 
[f00e_rth(Xt, 
yt) dt - e-rt KOZt +c1 
o<t<oo 
where h: S -4 R is a given function and K, c>0 are constants. Here, h models the 
running payoff resulting from the project's operation, and K, c provide a proportional 
and a fixed cost, respectively. 
The irreversible capacity expansion models described above are associated with 
proportional costs only, and result in optimisation problems of singular control type. 
However, in Chapter 2, we assume that fixed costs are also incurred, each time that 
the project's capacity level is changed, resulting in a problem of the impulse control 
type. The concept of impulse control refers to an action exerted on some control vari- 
able(s) of a stochastic system, only at optimally chosen times of intervention, namely 
stopping times. This is particularly adequate in situations in which it is convenient 
not to perturb the system continuously, e. g FX rate. Jeanblanc-Picque [JP93] inves- 
tigated the problem of controlling in an impulsive way an FX rate, modelled by a 
Brownian motion with drift, so that it is confined within a fixed band [a, b]. Mundaca 
and (ksendal [MO98] and Cadenillas and Zapatero [CZ99, CZ00] presented further 
contributions in this direction that also allow a central bank intervention policy that 
takes the form of absolutely continuous control of the drift of the underlying FX rate. 
One of the first problems to allocate a fixed cost in addition to a cost which is 
proportional to the magnitude of the control applied was solved by Richard [R77]. In 
addition, he imposed carrying costs on the state of the system which was modelled by 
a homogeneous diffusion process. The principle of assuming both types of cost was ap- 
plied in other optimal impulse control problems for various areas such as risky portfolios 
as in Eastham and Hastings [EH88] and cash management as in Baccarin [BN02]. 
Each of the two investment models is formulated rigorously. We derive the Hamilton- 
Jacobi-Bellman equations and we prove the appropriate verification theorems. The lat- 
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ter allow us to derive sufficient conditions, which conform with economic intuition for 
the associated optimisation problem to be well posed and to possess a finite value func- 
tion, and we establish a number of estimates that we use in our analysis. In each case, 
we are presented with two free boundaries. In the singular control problem, the two 
boundaries separate the `wait' and the `investment' regions as well as the `wait' and 
`disinvestment' regions, respectively, so that the capacity process is either increased 
to the lower boundary or decreased to the upper boundary. In the impulse control 
problem, the capacity process is increased to the upper boundary whenever the initial 
capacity is in the `investment' region or as soon as it hits the lower boundary. We im- 
pose assumptions on each of the models that ensure the uniqueness of the free boundary 
problem. We conjecture C2'2 continuity at the free boundaries in the singular control 
model but in the impulsive one, we postulate C""l and C2'2 continuity at the lower and 
upper boundaries, respectively. This allows us to solve the free boundary problems and 
derive explicit solutions for the optimal capacity expansion strategies. We illustrate 
our results in Chapter 1 by means of the so called Cobb-Douglas function. In Chapter 
2, such an illustration does not provide any additional insight into the structure of the 
problem. 
The results should be of considerable interest not only to economists dealing with 
investment decisions, but also to others concerned with reversible and irreversible deci- 
sions taken in the face of future, uncertainty, such as those concerning the management 
of natural resources, biological systems and the reduction of pollution. 
9 
Chapter 1 
A model for reversible investment 
capacity expansion 
1.1 Introduction 
We consider the problem of determining in a dynamical way the optimal capacity 
level of a given investment project operating within a random economic environment. 
In particular, we consider an investment project that yields payoff at a rate that is 
dependent on its installed capacity level and on an underlying economic indicator such 
as the price of or the demand for the project's unique output commodity, which we 
model by a geometric Brownian motion. The project's capacity level can be increased 
or decreased at any time and at given proportional costs. The objective is to determine 
the project's capacity level that maximises the associated expected, discounted payoff 
flow. The resulting optimisation problem takes the form of a singular stochastic control 
problem that we solve explicitly. We illustrate our results by means of the so-called' 
Cobb-Douglas production function. 
The chapter is organised as follows. Section 1.2 is concerned with a rigorous for- 
mulation of the investment decision model that we study. In Section 1.3, we derive 
tight sufficient conditions, which conform with economic intuition, for the associated 
optimisation problem to possess a finite value function. We also establish a number 
of estimates that we use in our subsequent analysis. Section 1.4 is concerned with the 
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proof of a verification theorem that provides sufficient conditions for the value function 
of our control problem to be identified with a solution to the associated dynamic pro- 
gramming or Hamilton-Jacobi-Bellman equation. Finally, we solve the optimisation 
problem considered in Section 1.5. 
1.2 Problem formulation 
We fix a probability space (0, , 17, P) equipped with a filtration (. fit) satisfying the usual 
conditions of right continuity and augmentation by P-negligible sets, and carrying a 
standard, one-dimensional (. Ft)-Brownian motion W. We denote by A the family of 
all cägläd, (, rt)-adapted, increasing processes ý such that ýo = 0. 
We consider an investment project that produces a given commodity, and we assume 
that the project's capacity, namely its rate of output, can be controlled at any given 
time. We denote by Y the project's capacity at time t, and we model cumulative 
capacity increases (resp., decreases) by a process ý+ EA (resp., C' E A). In particular, 
given any times 0<s<t, &t+ - C; and C+- ,- are the total capacity 
increase and 
decrease, respectively, incurred by the project management's decisions during the time 
interval [s, t]. The project's capacity process Y is therefore given by 
Y=y+&i -fit, Yo=y? O, (1.1) 
where y>0 is the project's initial capacity. Note that the assumptions that the 
processes C:: are cägläd and Co =0 imply that Yo = y. We make the assumption that 
the project's management controls only the project's capacity level. Accordingly, we 
denote by H the set of all decision strategies available to the project's management, 
namely the set of all pairs (C+, C-) of processes C+, C- E A, such that Yt > 0, for all 
t>o. T. J 
We assume that all randomness associated with the project's operation can be 
captured by a state process X that satisfies the SDE 
dXt = bXt dt + /vXt dWt, Xo =x>0, (1.2) 
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for some constants b and a. In practice, Xt can be the price of one unit of the output 
commodity or an economic indicator reflecting, e. g., the output commodity's demand, 
at time t. 
To simplify the notation, we define 
S= {(x, y) ER2 : x> 0, y> 0}, 
so that S is the set of all possible initial conditions. 
With each decision policy (6+, 6-) E Ily we associate the performance criterion 
00 




V [o, oot 
where h: S -* R is a given function, and 
r>0 
(1.3) 
and K+, K- are constants where K+ + K- >0 in order to avoid infinite profit from 
cycling. Here, h models the running payoff resulting from the project's operation, and 
K+ (resp., K-) models the costs associated with increasing (resp., decreasing) the 
project's capacity level. 
As it stands in (1.3), the performance index JJ, y is not necessarily well-defined 
because the random variable inside the expectation may not be integrable or even 
well-defined. To address this issue, we define 
UT e-rth(Xt, Y) dt - K+ 
J 
e-''t d&t - K- e-rt dot , 
for T >0. (1.4) 
fT 40,71 [0, T] 
In the next section (see Lemma 4, in particular), we are going to impose assumptions 
on h such that UT is well-defined, for all T>0, and either 
U00 = TUT 
UT exists in R, P-a. s., and U,,. E Ll (St, . F, P), 
(1.5) 
in which case, we naturally define 
Jx, v(ý+, ý-) =E [U,,,, ], (1.6) 
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as in (1.3), or there exists an (, Ft)-adapted process Z such that 
UT < ZT, for all T>0, and lim sup E [ZT] = -00, (1.7) -- T-aoo 
in which case, we define 
-00. (1.8) 
The objective is to maximise the performance index J.,,, y thus defined over all admis- 
sible decision strategies (+, -) E IIy. The value function of the resulting optimisation 
problem is defined by 
v(x, y) = sup Jx"( 
(f+'C-)Eny 
1.3 Assumptions and preliminary estimates 
The purpose of this section is to establish conditions on the problem's data under 
which our control problem is well-posed and its value function is finite, and to prove 
certain estimates that will be used in our analysis. Before we address these issues, we 
first discuss an ODE that will play an instrumental role in the solution of our control 
problem. 
Let k: 10, oo[ -+ JR be any measurable function such that 
E -rt k(Xt)dt] < oo, for all x>0. (1.10) [f°° 
1 
In view of the results in Proposition 4.1 of Knudsen, Meister and Zervos [KMZ98], the 
function R[ki : ]0, oo[ -+ JET given by 
R[kl(xý _1)f xm 
ýý 00 
s-m-lk(s) ds + xn 
J 
s-n-lk(s) dsl (1.11 j2-(n 
- mL J 





e-fek(Xt) dt (1.12) lfo 




mn= -(b - 
a2) ± (b - a2)2 + 4Q2r (1.14) 
' 2a2 
Moreover, condition (1.10) is also sufficient for every solution of the ODE 
Q2x2u"(x) + bxu'(x) - ru(x) + k(x) =0 (1.15) 
to be expressed by 
(1.16) u(x) = Ax" + Bxm + R[k](x), 
for some A, BER. 
With regard to RI' 1, 
if k is increasing, then R[k] is increasing, (1.17) 
and 
if k is increasing, then inf 
k(x) 
>0s inf R(x) > 0. (1.18) 
x>o r- x>o - 
Also, for future reference, we note that, given any AE Ili, 
00 Erf 00 e-"'XÄ dt _ ya 
0 
e[o2A2+(b-Q2)a-r]tE+ 
[e_2A2tf i) Wtl dt 
L0J 
oo, ifA<morn, 
-xa/[a2A2+(b-v2)A-r], if A E]m, n[. 
We are going to need the following estimate that is related with the definitions 
above. 
Lemma 1 Given any AE ]0, n[, there exist constants 61, e2 >0 such that 
E [e-rtXt ]< a2) 
2+ 62 
xa_El et and E sup e-rtg < 




where Xt = Süps<t X,. 
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Proof. Since n is the positive solution of the quadratic equation (1.13), it follows that 
there exist el, E2> 0 such that 
r-e1 >0 and Q2A2+(b-Q2)A- (r-E1) =-e2. 
Given such parameters, we define 
sup 
Q2A2 +62 
t+Wt Vl V2-I 1 or J 
we calculate 
e-rtg, =x e-" te (r-Ei)t sup exp((r - el)s - (a2) 2+ e2)s + 
V2QAW, ) 
e<t 
= xAe-Elt sa pt 
[exp(-(r 
- el)(t - s)) exp 
(-(a2 2+ e2)s + V2oAWB)J 
x\e-eltevý-2lalavý 
and we observe that 
sup e-rtXA < xae"I°iav 
t>o 
Since V is exponentially distributed with parameter 2 (a2A2 + &2) / (/10i. ) (see Karatzas 
and Shreve [KS88, Exercise 3.5.9]), the two bounds follow by a simple integration. Q 
The following assumptions on the data of the control problem formulated in Sec- 
tion 1.2 will ensure that the associated free-boundary problem has a unique solution 
that conforms with economical intuition. 
Assumption 1 The function h is C3, and, if we define 
H(x, y) = hv(x, y), (x, y) E S, (1.20) 
then, given any y>0, 
H. (x, y) > 0, for all x>0, and lim H(x, y) = oo, (1.21) X-400 
and, given any x>0, 
Hy (x, y) < 0, for ally > 0. (1.22) 
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Also, K+ + K- > 0, and 
fx 
s-m-1 IHy(s, y) I ds +J 
00 
s-"-1 lHy(s, y)lds < oo, for ally > 0. JO x 
0 
It is worth observing that (1.21) and (1.22) in this assumption have a natural economic 
interpretation. Indeed, we can think of H(x, y)Dy as the additional running payoff 
that we are faced with if we increase the project's capacity level from y to y+ Ay, for 
small Ay, and the underlying state process X assumes the value x. In view of this 
observation, (1.21) reflects the idea that, given y, a small amount of extra capacity 
should be associated with increasing values of additional running payoff as the value of 
x, which, e. g., models the price of or the demand for the project's output commodity, is 
increasing. Similarly, (1.22) reflects the fact that, for a given value x of the underlying 
state process, the extra running payoff resulting from a small amount of additional 
capacity is decreasing as the level of the already installed capacity y increases. Also, 
the assumption that K+ + K- > 0, which is an indispensable one, is a most realistic 
one. Indeed, the inequality K++K- <0 gives rise to the unrealistic scenario where the 
project's management can realise arbitrarily high profits by just sequentially increasing 
and then decreasing the project's capacity by the same amount sufficiently fast. 
The following additional assumptions will ensure that the value function of the 
control problem considered is finite and identifies with the solution of the associ- 
ated Hamilton-Jacobi-Bellman equation. Apart from (1.26), which can be justified 
by straightforward economics considerations such as the ones discussed above, the con- 
ditions in the assumption are of a technical nature. 
Assumption 2 K+ > 0, and there exist constants 
a>0, ßE]0,1[, i9E]0, K+A(K++K-)An[andC>0 
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where n>0 is as in (1.14), such that 
1aßE 
]O, n[, (1.23) 
-C(1 + y) <- h(x, y) < C(1 + x"-* + xayß) + r(K+ - ? 9)y, for all (x, y) E S. 
(1.24) 
-C < H(x, y) - hy(x, y) < ßCxay-(1-Q) + r(K+ -19), for all x, y>0. (1.25) 
Also, 
h-, (x, y) > 0, for ally > 0. (1.26) 
0 
Remark 1 Note that we could have replaced the upper bound in (1.25) by 
H( Y) <C 
(1 + xay_(1-ß) , for all x>0 and y< yl, x, 
{ßcxQy_(1_ß) 
+ r(K+ - t9), for all x>0 and y> yl, 
for some constant yl > 0. Depending on the problem's data, such a significant re- 
laxation could result in optimal policies such as the one depicted by Figure 1.5 that 
would enrich qualitatively the class of optimal capacity control strategies. However, we 
decided against such a relaxation because this would complicate both the presentation 
and the analysis of our results. 
Example 1A choice for the running payoff function h that has been widely considered 
in the literature is the so-called Cobb-Douglas production function given by 
h(x, y) = x°`yß, for some constants a> 0 and #E ]0,1[. (1.27) 
A related choice that incorporates a running cost proportional to the project's installed 
capacity is given by 
h(x, y) =x yß - Ky, for some constants a, K>0 and #E ]0,1[. 
It is straightforward to verify that these choices for the running payoff function h satisfy 
all of our assumptions if and only if the parameters a and /3 as in (1.27) satisfy the 
inequality (1.23). 0 
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It is a straightforward exercise to show that the bounds in (1.24)-(1.25) imply the 
following estimate. 
Lemma 2 With reference to the notation in (1.11), the bounds provided by (1.24) and 
(1. L5) in Assumption 2 imply that there exists a constant Cl >0 such that 
-C1(1 + y) < R[h(''y)] (x) < Cl 
(1 +y+ x"-'O + x"yß) , 
for all (x, y) E S, 
-C1 < R[H(", ')l (x) < C1 (1 + x"y-(1-Q)) , 
for all (x, y) E S. 
As we have remarked above, bounds such as the ones in (1.24)-(1.25) are essential 
for the value function to be finite. Indeed, we can prove the following result. 
Lemma 3 Consider the control problem formulated in Section 1.2 that arises if the 
running payoff function h is defined by (1.27) in Example 1, and suppose that Q> 
n>a. Then, under any well-posed definition of the performance index Jý, y that is 
consistent with (1.3), v(x, y) = oo, for every initial condition (x, y) E S. 
Proof. Consider the strategy defined by 
z =. Yt"-ýý10 and 0, for all t>0, (1.28) 
where Xt = sup, <t X. With regard to (1.19), we can see that this strategy is associated 
with 
E e-rtXdtl = (1.29) 
[f°° 
e-rtXcidtl >_ E 
f°° 
1ý J 
Now, let us assume that 1-ý >n>a. If we define A= "pa > 0, then such an 
assumption implies A<n. In view of this observation, we can use the first estimate in 
Lemma 1, the monotone convergence theorem and the integration by parts formula to 
see that the strategy given by (1.28) satisfies 
140,00[ 1 fT E et d]= lm Er e-rt dt +[f=T 
(r 







However, this calculation, (1.28) and (1.29) imply that 
e-rtXt YQ dt -f e-t dot -f e-'t die E[f°° 
o, 00[ o, oo[ 
is well-defined and equal to oo, which proves the result. Q 
We can now prove that our assumptions are sufficient for the optimisation problem 
considered to be well-posed and for its value function to be finite. 
Lemma 4 Suppose that the running payoff function h satisfies (1.24) in Assumption 2 
and that K+, K++K- > 0. Given any initial condition (x, y) E S, (1.5)-(1.8) provide 
a well-posed definition of the performance criterion JJ, y, and the following statements 
hold true: 
(a) Given any admissible strategy (ý+, C-) E IIy, J.,, y (C+, C-) ER if and only if 





dCt +f e- 
O, oo[ 
''t dC ]< oo. (1.30) 
(b) Condition (1.30) implies 
1im inf e-''T E [YT+] = 0. (1.31) T-oo 
(c) v (x, y) E R. 
Proof. Fix any initial condition (x, y) ES and any admissible strategy (ý+, -) E 
Ily. Since ý+, ý- are increasing cägläd processes with ýo =ý = 0, we can use the 
integration by parts formula to calculate 
-tt dot -K+ 
f 
o, TJ 
-ft d&i -K J 
, T] 
fT 
e-rt [K+Ct +K Ct ] dt - e-rT [K+ee+ +K -G+] " 
(1.32) 
With regard to (1.1) and the inequality K+ + K- > 0, we can see that 
-K+ýi - K-fit < -K+ (&t - ýT) = -K+Y + K+y, 
(1.33) 
which, combined with (1.32), implies 
-K+ e-rt 4t+ - K- 
f 
, e-rt dot ý -rK+ 
T 
e-rtY dt - e-rTK+yT+ + K+y" 
f 





However, this inequality and (1.24) in Assumption 2 imply that the random variables 
UT defined by (1.4) satisfy 
T 
UT < K+y +f e-rt [h(Xt, Yt) - rK+Yt] dt 
0 
rT 




ZT = jTe_rt [rtm' - CXt Y] dt, for T>0. o- 
With reference to (1.19), 
Il (x) :=E 
Ic foo 





Now, suppose that the strategy (ý+, ý-) E Hy is associated with 
EI 
00 
e-r'tYt dtl = 00. (1.37) 
oJ 
With regard to (1.23) in Assumption 2 and (1.19), we observe that 
00 




Therefore, given any constant µ>0, 
00 
I% . 39) E e-rtY1{ , /(1-a)} dt < µI2(x) < oo. Lfo Yt<IýXt 
(1.39) 
]- 
It follows that (1.37) is true if and only if 
1 00 
E% e-rtY1{ ßl(1-a)} dt] = oo. 
(1.40) Jo Yt?,, Xt 
Now, let any it >0 such that rig - Cµ-(1-ß) > 0, where the constants 19, C>0 and 
,ß c- 10,1[ are as 
in Assumption 2, and note that 
T 
E [2T] >- CAPE 
ff 
e-rtXa /(i-a)1{Yt<µXf l(1-P)} dt Lo 
T 




dt . Lo 
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In view of (1.39)-(1.40) and the monotone convergence theorem, the right hand side 
of this inequality tends to oo as T -+ oo, which implies that limT-+,,, ) E[2T] = 00. 
However, this conclusion, (1.35) and (1.36) imply that there exists a process Z such 
that (1.7) is satisfied and, therefore, JJ, y(e+, -oo 
To proceed further, let us assume that 
E [f°°e_1t1dt] <, (1.41) 
which is necessary for condition (1.30) to be satisfied. Since Y is a finite variation 
process, its sample paths can have at most countable discontinuities. Using Fubini's 
theorem, we can see that this observation and (1.41) imply 
0f 
00 00 CO 
e-''tY+ dtJ E [f°° e-''tYt dt] < 00, e-rtE [Y+] dt =E [f°° 
ich proves that (1.30) implies (1.31), and establishes part (b) of the lemma. wh 
Now, using Hölder's inequality, we calculate 
[f°° 1E 
-'tXt Yý dt] I(x) 
(E 




where I2(x) is given by (1.38). This inequality, (1.36), (1.41) and the bounds in (1.24) 
in Assumption 2 imply 
Ef 
%00 
e-"t I h(Xt, Y) I dt] <E 
[f°° 
et 
[C (1 + X" ,+ .+ r(K-19)Y] dt Lfo LlJ 
< 00, 
which combined with the dominäted convergence theorem, implies that 
lim. E e-T th(Xt, Y) dt =E eth(Xt, Y) dt E R. (1.43) 
[fT l [f°° l 
JJ 




e-rc d&i +J e-rc dot < oo. L [o, oo[ o 
In this case, limTo,, UT exists, P-a. s., and belongs to L' (SZ, . ý, 
P), so JJ, y(e+, e-) is 
finite and is given by (1.6). The second possibility is associated with 
E e-rt d&+ +r e-tt de = oo, 
140 
, oo[ 
J o, OO 
] 
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e-rt det ]= EIJ e-rt del oo. (1.44) L [o, oo[ 
If K- < 0, then we can use (1.1) and the integration by parts formula to calculate 
K- 
% 
e-ft dot = K- 
f 
e-rt de +I K- If e-'t dYt J[O, T] , T] [o, T] 
rT 
=K Jfo, T] 
e-rt dot + rjK J e-''tYt dt +I K- I e-''TYT+ -IKIy 
> K- 
f 
e-rt dei -IKl y) [0, T] 
which implies 
e-rt d&t ]-IK1 y" E [K+ f e-*t dEi + K- J e-ft dot ]> (K+ + K-)E 
VJ0, 
T] [0, T) [O, T] 
This inequality, the assumption that K+ + K- > 0, (1.44) and the monotone conver- 
gence theorem imply 
lim E 
[K+ f 
e-"t det + K- J e-r't dell = oo (1.45) T- c3 0,7'l [ 0, Tl 1 
On the other hand, if K- > 0, then (1.44) plainly implies (1.45). However, (1.43) 
and (1.45) imply that limTi,,. E[UT] = -oo, so (1.7) is satisfied for Z=U and 
J. 
" 
(b" )_ -00. 
The analysis above establishes the well-posedness of the definition of JJ, y given by 
(1.5)-(1.8) as well as parts (a) and (b) of the lemma. To prove part (c) of the lemma, 
we first note that the results presented in (1.10)-(1.12) and the bounds in Lemma 2 
imply 
Rfh(, v)] (x) =E 
[f00 
e-rth(Xt, y) dt] E R. 
However, this shows that our performance criterion is finite for the strategy that in- 
volves no capacity changes at any time, which proves that v(x, y) > -oo" To show 
that v(x, y) < oo, consider any admissible decision strategy (ý+, ý-) E Hy such that 
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Jx, y(e+, r-) > -oo. With reference to 
(1.41) and (1.42), 
E 
[f°° 
e-rt - CXY, dt] 
00 10 >_ HE e-TtYt dt] - CI2 -a (x) 
(E Li 
e-''tYt dt] 
/ / 0 
(1 - ß)ri9 (ßCl >-l 
r7-9 
12(x), for all T>0, (1.46) 
13 
the second inequality following because, given any constants rK, A>0 and 0E ]0,1[, 
fL AQ>- Q- QQI, for all Q> 0, 
in particular, for Q=E [J'° e-''tY dt]. However, (1.35), (1.36) and (1.46) imply 
/a\i/(i-Q) 




(ý J 12 (X), 
which proves that v(x, y) < oo because the right hand side of this inequality is finite 
and independent of e+ and C'. 0 
1.4 The Hamilton-Jacobi-Bellman (HJB) equation 
The problem described in the previous section has the structure of a singular stochastic 
control problem. With regard to standard theory of singular control, we expect that its 
value function can be identified with a solution w: S -+ R to the HJB quasi-variational 
inequalities 
max{v2x2wxy(x, y) + bxw(x, y)-rw(x, y) + h(x, y), 
K+, -wy (x, y) - K- 
}=0, x, y>0, 
(1.47) 
max{U2x2wxx(x, 0) + bxw-- (x, 0)-rw(x, 0) + h(x, 0), wy(x, 0) - K+} = 0, x>0, 
(1.48) 
where wy(x, 0) := limylo wy(x, y). 
To obtain some qualitative understanding of the origins of this equation, we observe 
that, at time 0, the project's management has to choose between three options. The 
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first one is to wait for a short time At, and then continue optimally. With respect to 
Bellman's principle of optimality, this option is associated with the inequality 
/'At 
v(x, y) ?E 
e-rth(Xt, y) dt + e-rotv(Xot, Y)] . 
Applying Itö's formula to the second term in the expectation, and dividing by At before 
letting At ,. 0, we obtain 
Q2x2vxx(x, y) + bxvx(x, y) - rv(x, y) + h(x, y) < 0. (1.49) 
The second option is to increase capacity immediately bye > 0, and then continue 
optimally. This action is associated with the inequality 
v(x, y) > v(x, y+ e) - K+s. 
Rearranging terms and letting E 4,0, we obtain 
vy(x, y) - K+ < 0. (1.50) 
Assuming that y>0, the final option is to decrease capacity immediately by e>0, 
and then continue optimally. This option yields the inequality 
v (x, y) >v (x, y- e) - K-E, 
which in the limit e. 0 implies 
-vy (x, y) - K- < 0. (1.51) 
Since these three are the only options available, we expect that one of them should 
be optimal, so that one of the inequalities (1.49)-(1.51) should hold with equality if 
y>0, while, one of the inequalities (1.49)-(1.50) should hold with equality if y=0. 
However, this observation combined with (1.49)-(1.51) implies that the value function 
v should identify with a solution w to (1.47)-(1.48). 
The following result is concerned with sufficient conditions under which the value 
function v of the control problem considered identifies with a solution to (1.47)-(1.48). 
We impose some of these conditions, (1.56)-(1.57) in particular, which are not standard 
in similar "verification" theorems where usually the transversality condition is assumed. 
These inequalities imply the transversality condition and are used throughout the proof 
of our verification theorem as well as in our analysis in the next section. 
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Theorem 5 Suppose that Assumption 2 holds and that the HJB equation (1.47)-(1.48) 
has a C2 solution w: S -+ R such that 
-C2 (1 +y+ XO1(1-Q)) < w(x, y), for all (x, y) E S, (1.52) 
for some constant C2 > 0. The following statements hold true: 
(a) v(x, y) < w(x, y), for all initial conditions (x, y) E S. 
(b) Given any initial condition (x, y) E S, suppose that there exists a decision 
strategy (6°+, ý°-) E fl such that, if Y° is the associated capacity process, then 
(Xt, yo) E {(x, y) ES: Q2x2wyx(x, y) + bxw.,; (x, y) - rw(x, y) + h(x, y) =0} , 
(1.53) 
Lebesgue-a. e., P-a. s., 
ff0,71 
e-t' [wv (X t, Y) - K+] de, + = 0, 
f 
t0,71 
e-rs [w, (Xt, Y) + K-] des- = 0, 
and 
YO+Xt (Y°)ß+et+<C3(y) (1+Xt-E3), 
w(Xt, Y°) <_ C3(y) (1 + Xt -E3) 
for all T>0, P-a. s., (1.54) 
for all T>0, P-a. s., (1.55) 
for all t>0, P-a. s., (1.56) 
for all t>0, P-a. s., (1.57) 
where Xt = sup, <t X 63 E ]0,19[ is a constant, and C3(y) >0 is a constant depending 
on the initial condition y only. Then v(x, y) = w(x, y) and (ýO+, t o-) is the optimal 
strategy. 
Proof. (a) Fix any initial condition (x, y) and any admissible strategy (ý+, C-) E fly 
such that Jy, y(e+, e-) > -oo, so that Jx, y(C+, C-) = E[U.. ] (see (1.5)-(1.6)). Using 
Itö's formula and the fact that X has continuous sample paths, we obtain 
T 




e-rt [wy(Xt, Y) d&i - wv(Xt, Y) dýc ]+ MT 




MT =V2-o- I 
e-rtXtwx(Xt, Yt)dWt, T>0. 
Recalling the definition of UT in (1.4), this implies 
(1.58) 
UT + e-rTW (XT, YT+) lT 
= w(x, y) +f e-rt [a2Xý Wxx(Xt, Y) + bXtwx(Xt, Yt) - rw(Xt, Yt) + h(Xt, Yt)] dt 
0 
+fo e[w(X, )- K] d (+ 
J 
o, 
e[-w(X, 1) -K]d (e) 
. T] T] 
+ MT +E e-rt [w(Xt, Yt+) - w(Xt, Yt) - K+DYt] 1{oYt>o} 
O<t<T 




[w(Xt, Yt+) - w(Xt, Yt) - K+DY] 1{AY, >0} = 1{Ayt>o} 
f [w, (Xt, 1't + u) - K+] du, 
[w(Xt, Yt+) - w(Xt, Y) + K-DYt] 1{AYt<0} 
= 1{oYt<o} J 
(lAyil {-wy (Xe, Y- JDYtI + u) - K-] du, 
o 
we can see that, since w satisfies the HJB equation (1.47)-(1.48), 
UT + C-rTW(XT, YT+) :5 w(x, y) + MT. 
Now, in view of (1.34) and the assumption K+ > 0, 
-e-rTyT+ !- e-rt 
dýt K- 1 e-rt dýt - y, 
fI 
, l'] ] 
K+ (o, T] 
which, combined with assumption (1.52), implies 
(1.59) 
e-TTW(XT, YT+) > -C21 
(1 
+ Ie-rt d& + e-rt de+ e-rTXTI (1-Q) /1 [O, T] 
f 
O, T] 
for some constant C21 = C21(y) > 0. Combining this inequality with 
fo f e-rth(Xt, Yt) dt >-C e-ttYt dt -C (1 - e-, T) 0r 
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which follows from (1.24) in Assumption 2, we can see that (1.59) implies 
«/(i-a) 
\fTÖ 
inf MT >- -C22 11+ J e-rtYt dt +f e-rt d&+ +l e-'t <T + su e-rTXT) T>O J 0 , oo[ [o, oo[ 
where C22 = C22(x) y) >0 is a constant and Xt = sups<t X3. Recalling the assump- 
tion that lad ¬10, n[, we can see that the second 
bound in Lemma 1 and (1.30) in 
Lemma 4 imply that the random variable on the right hand side of this inequality 
has finite expectation. It follows that the stochastic integral M defined by (1.58) is 
a supermartingale, and therefore, E [MT] < 0, for all T>0. Taking expectations in 
(1.59), we therefore obtain 
E [UT] :5 w(x, y) + e-rTE [-w (XT, YT+)]. ý1.60ý 
Furthermore, since 
UT > -C22 I1+J 
00 
e-r'tY dt +J e-''t dot +J e-''t dotl , for all T >_ 0, \0o, 00 o 00 I 
and the random variable on the right hand side of this inequality has finite expectation, 
Fatou's lemma implies 
J,, v( 
+ý -ý <_ l im of E [UT], (1.61 
while (1.52) implies 
lim inf e-, T E [-w (XT, YT+)] < lim e-rT C2 + C21im inf e-rT E [YT+] T-+oo T-400 T-aoo 
+ C2 lim e-rTE 
[XT/(1-Q)1 
T-ºoo lJ 
= 0, (1.62) 
the equality being true thanks to the first bound in Lemma 1 and (1.31). However, 
(1.60)-(1.62) imply that Jx, y(ý+, ý-) < w(x, y), which establishes part (a) of the theo- 
rem. 
(b) If (ýO+, 6o-) is as in the statement of the theorem, then we can see that the 
monotone convergence theorem, the integration by parts formula, (1.56) and the first 
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estimate in Lemma 1 imply 
ELJ e-"Y0 dt+J e-'tdCt 
o , oo[ 
r fT 
= lira E IJ e-rtYodt+r 
fe tEt+dt+eTe l 
T-roo Lo , T] 
J 
00 
< (1 + r)C3(y) I1+J e-'tE [_E3] dt I+ lim e-''TE [`YT-C3] r0/ T->oo 
< 00, 
which, combined with (1.1), implies that (1.30) in Lemma 4 is satisfied, and, therefore, 
lim UT, 
, 
(1.63) Jx, ý(ý°+, ° )=E 
IT-+00 
where U° is defined as in (1.4). Furthermore, we can verify that (1.59) holds with 
equality, i. e., 
UT + 8-rTw(XT, Y2 )= w(x, y) + MT, (1.64) 
where the stochastic integral M° is defined as in (1.58). In view of (1.24) in Assump- 
tion 2 and (1.56), there exist constants C31 >0 and C32 = C32(y) >0 such that 
sup e-rth(Xt, Zi) dt < C31 
(1 
+j e' [Xt -, v + Xe (Yt )O + Yt ] dt) 
T 0,0 
T JO \0 
< C32 
(i. 
+f e-rtXt-£3 dt) . 
(1.65) 
00 
With reference to (1.1), the assumption K++K- > 0, the integration by parts formula 
and (1.56), we can see that there exists a constant C33 = C33(y) >0 such that 





















"I K- I sup e-rTYT +TI K- II e-rtYt dt 
T>0 0 
00 
" IK- I Sup e-rTYT + C33 I1+ e-rtZ -Es dtý . T>0 \0 
(1.66) 
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Moreover, (1.56)-(1.57) imply 
sup TÖ 
e-"'YT' + sup e-rT w`XT, YT) 2C3(y) 1 1+ sö pe-'TXn-E3) . 
1.67) 
T>O 




e-rtfCt-E3 dt] < oo, (1.68) 
while the second estimate in Lemma 1 implies 
EI sup e-''T XT £3J < 00. (1.69) LT>O 
However, (1.64) and the estimates (1.65)-(1.69) imply that E [supT>O MT] < oo, which 
proves that the stochastic integral M° is a submartingale. Taking expectations in 
(1.64), we therefore obtain 
E [UT] ýw (x, y) + e-1TE [-w (XT, YT )] (1.70) 
Furthermore, the estimates (1.65)-(1.69) imply that the random variables UT, indexed 
by T>0, are all bounded from above by a random variable with finite expectation. 
This observation, (1.63) and Fatou's lemma imply 
Jx, y ( °i , °) > lim sup E [UU] . T->oo 
Finally, (1.57) and the first estimate in Lemma 1 imply 
lim sup e-, T E [-w (XT, YT )] >_ - lim C3 (y) (e-rT +E {e-TTXT E3] ) T- oo T-ºoo 
= 0, 
which, combined with (1.70) and (1.71), implies JJ, y(e°+, e°-) > w(x, y) 
this inequality and part (a) of this theorem complete the proof. 




We can now derive an explicit solution to the control problem formulated in Section 1.2 
by constructing an appropriate solution w to the HJB equation (1.47)-(1.48). With 
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respect to the heuristic arguments in Section 1.4 that led to the derivation of this 
equation, we start by conjecturing that the optimal strategy is characterised by three 
regions: the "wait" region W where (1.49) holds with equality, the "investment" region 
Z where (1.50) holds with equality, and the "disinvestment" region D where (1.51) holds 
with equality. Also, we conjecture that each of the regions W, Z, D is connected. In 
particular, we expect that, depending on the problem's data, the optimal strategy can 
take any of the forms depicted by Figures 1.1-1.4. Note that one can envisage other 
possibilities such as the one depicted by Figure 1.5. However, our assumptions do not 
allow for the optimality of such cases under any admissible choice of the problem's data 
(see also Remark 1). 
With regard to Figures 1.1-1.4 on pages 40-42 at the end of this section, we denote 
by F and G the boundaries separating the regions D, W and W, Z, respectively, so 
that 
]F=Df1W and G=Wn. T, 
where W, Z and D are the closures of W, Z and V in R+, respectively. Furthermore, 
we define 
y* = inf {y >0: there exists x>0 such that (x, y) E IF} , 
(1.72) 
with the usual convention that - inf 0= oo. We will prove that 
there exists an increasing function G: [0, oo[ -+ [0, oo[ such that (1.73) 
G= { (G(y), y) "y >_ 0} , 
and, if y' < oo, then 
there exists an increasing function F: [y*, oo[ -4 [0, oo[ such that (1.74) 
Fn (R+ \ {0})2 = {(F(y), y) :y> y*} . 
Given such a characterisation of F and G, 
W= {(x, y)E]R : y<y*and xE[0, G(y)]} 
U{ (ý, y) E I[8+ :y> y* and xc [F(y), G(y)] 1, 
1= {(x, y)ER+: G(y)<x} 
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while, if y' < oo, then 
V= {(x, y) E ]0, oo[ xR+ :y> y* and xE ]0, F(y)]}. 
In view of this structure, it is worth noting that, if y* =0 and 0< F(0) < G(0) (see 
Figure 1.3), then {(x, 0) :x< G(0)} C W, so that the segment ]0, F(0)] is part of the 
"wait" region W. 
Inside the region W, w satisfies the differential equation 
a2x2wxx(x, y) + bxwx(x, y) - rw(x, y) + h(x, y) = 0. (1.75) 
With regard to the discussion regarding the solvability of (1.15) in Section 1.3, every 
solution to this equation is given by 
w(x, y) = A(y)x' + B(y)xm + R(x, y), (1.76) 
for some functions A and B. Here, the constants m<0<n are given by (1.14), while 
the function R- Rih(', Y)l is given by 
R(x, y) =2(1)f xm 
j 
S-m-1h(s, 1J) ds + xn 
f 
S-n-1h(s ýJ) ds . 
(1.77) 
a n-m lJ0 
For yE [0, y*] n R, we must have B(y) = 0. This choice is supported by the 
heuristic observation that, for fixed capacity level y>0, the problem's value function 
should remain bounded as the value x of the underlying state process tends to 0. 
Also, it eventually turns out that (1.56)-(1.57) in the verification Theorem 5 cannot be 
satisfied if B(y) 0. To determine A(y) and G(y) when yE [0, y*] n R, we postulate 
that w(", y) is C2 at the free-boundary point G(y). In particular, we postulate that 
Jim wy (x, y) = Jim wy (x, y) and Jim Wyx (x, y) = Jim wyx (x, y). (1.78) 
xfG(y) 41G(y) z1G(y) x1G(y) 
Since w satisfies 
wy(x, y) = K+, for (x, y) E Z, (1.79) 
which implies 
wxy(x, y) = 0, for (x, y) E Z, (1.80) 
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this requirement yields the system of equations 
A'(y)G"(y) = KI - Rv(G(y), y), (1.81) 
A'(y)G"(y) = -1G(y)Rxy(G(y), y)" (1.82) 
With regard to (1.77) and the identity Q2mn = -r, this system implies that G(y) 
should satisfy 
q(G(y), y) = 0, (1.83) 
where 
x 
-r-1 [H(s, y) - rK] ds, (x, y) E S, (1.84) 9(x, y) =fs 
and H is the function defined by (1.20). Also, we can calculate 
A'(y) = 
2G-n(y) [K+ 
- R(G(y), y) -1 G(y)Rxy(G(ýJ), ýJ)J 
1 °° 
2( )I . -"-i 
[H(s, y) - rK+] ds. (1.85) Q n-m j 
The following result is concerned with the solvability of equation (1.83). 
Lemma 6 Suppose that Assumption 1 is true. Given any y>0, the equation q(x, y) = 
0 has a unique solution x= x(y) >0 if and only if infx>o H(x, y) < rK+. If we define 
y* = inf 




then equation (1.83) defines uniquely a function oo[ --* ]0, oo[ that is C', strictly 
increasing, and satisfies 
H(G(y), y) - rK+ > 0, for ally > y*. (1.87) 
Furthermore, if (1.25) in Assumption 2 is also true, then y* =0 and 
C: a y'a < G(y), for ally >04 GF-1](x) < C4xlc'p, for all x> G(0), (1.88) 
where dl-11 is the inverse function of 
d, 0(0) := limylo d(y) and C4 >0 is a constant. 
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We collect in the Appendix the proofs of those results that are not developed in 
the text. 
Now, let us consider the case where V00 and the point y* defined by (1.72) is 
finite (see Figures 1.2-1.4). For y> y*, w is given by (1.75) for x such that (x, y) E W, 
by (1.79) for x such that (x, y) E Z, and by 
(1.89) Wy(X, y) = -K-, 
for x such that (x, y) E D. Plainly, C2 continuity of w inside D implies 
wxy(x, y) = 0, for (x, y) E D. (1.90) 
To determine A(y), B(y), F(y) and G(y), we postulate that w(., y) is C2 at both of 
the free-boundary points F(y) and G(y). With regard to (1.76), (1.79)-(1.80), (1.89)- 




a2(n - m) JF y) 
S-n-1 [H(s, y) + rK-] ds, (1.91) 
s-n-I [H(s, y) - rK+] ds, (1.92) A'(ýJ) =-1 
00 IG(y) U2 (n - m) 
rF(y) 







8-m-1 [H(s, y) - rK+] ds, (1.94) 
where H is defined by (1.20). These calculations imply that the points F(y) and G(y) 
should satisfy the system of equations 
f (F (y), G(y), y) = 0, (1.95) 
9(F(y), G(y), y) = 0, (1.96) 
where 
s-m-1 [H(s, y) - rK+] ds, f (Xi9 xav Y) =J1 s-m-i 





9(xi, X2, y) =f s-n-1 [H(s, y) + rK-] ds -J s-n-1 [H(s, y) - rK+] ds. (1.98) xl xz 
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The following result is concerned with the solvability of the system of equations 
(1.95) and (1.96). 
Lemma 7 Suppose that Assumption 1 holds. Given y>0, the system of equations 
(1.95) and (1.96) has a unique solution (x1, x2) _ (X1 (Y)) x2 (y)) such that 0< xl < x2 
if and only if infx>o H(x, y) < -rK-. Moreover, if we define 
y= inf {y>0: inf H(x, y) + rK- < 0} , 
(1.99) 
x>O 
with the usual convention that inf 0= oo, then, if y* < oo, the system of equations 
(1.95) and (1.96) defines uniquely two functions P, O: ]9*, oo[ -+ ]0, oo[ that are C', 
strictly increasing, and satisfy F(y) < G(y), for all y> y*, 
F(y*) := llim F(y) = 0, if y* > 0, (1.100) 
F(0) : =1i m F(y) <lm G(y) _: G(0), if y* = 0, (1.101) 
H(F(y), y) + rK- <0 and H(G(y), y) - rK+ > 0, for ally > y*. (1.102) 
Furthermore, if (1.25) in Assumption 2 also holds, then 
C4 lý yl< G(y), for all y> y* a 01-11(x) < C4x1, for all x> G(y*)(1.103) 
where 01-11 is the inverse function of G and the constant C4 >0 is the same constant 
as in Lemma 6. 
In light of the results above, and in the presence of (1.25) in Assumption 2, the 
point y* defined by (1.99) identifies with the point y* in (1.72), while, the functions 
F: [y*, oo[ -+ [0, oo[ and G: [0, oo[ -+ [0, oo[ separating the three possible regions, as 
conjectured in (1.73)-(1.74), are given by 
. 
F=F, ify*<00, (1.104) 
G=G, if y* = oo, and G(y) = 
G(y), for yE [0, y*] I if y* < 00, (1.105) 
{Ö(), 
for y> y*, 
where 0 is as in Lemma 6, F, 0 are as in Lemma 7, and y* - y*, where y* is given by 
(1.99). 
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The preceding results determine completely the boundaries of the three possible 
regions. To specify w inside the "wait" region W, we still have to solve (1.85) and 
(1.91)-(1.94). To this end, it is straightforward to see that, if the associated integrals 
are finite, then the function 
00 
s-s-1 [H(s, u) - rK+] ds du > 0, y>0, (1.106) A(y) =1J0 
fG(u) 
Q2 (n - m) yl 
satisfies (1.85) as well as (1.91) and (1.92). In this expression, the inequality follows 
thanks to (1.87) or the second inequality in (1.102), depending on the case, and the 
assumption that H(", y) is increasing. It is worth noting that adding a constant on the 
right hand side of (1.106) would yield a further solution to (1.85). However, it turns 
out that (1.106) gives the only solution of (1.85) that renders w compatible with the 
requirements of the verification theorem that we proved in Section 1.4. 
If y' < oo, then 
1Iy /'F(") 
B(y) 
- m) Js -m-1 [H(s, u) + rK-] ds du > 0, y> y", (1.107) 
satisfies (1.93) or (1.94). Here, the positivity of B follows from the first inequality in 
(1.102) and the assumption that H(., y) is increasing. As above, we have set a possible 
additive constant to zero because for no other choice can the resulting function w be 
identified with the value function of the control problem. 
With reference to (1.79), w must satisfy 
w(x, y) = w(x, GF-'I(x)) - K+ (G(-'I (x) - y) , for 
(x, y) E I, 
where GI-'1 is the inverse of the `function G. Similarly, if D 0, then (1.89) implies 
w(x, y) = w(x, fi(x)) - K-(y - c(x)), for (x, y) E D, 
where the function 4) : 10, oo[ -+ R+ is defined by 
0, 
if x> F(y*), (1.108) 
ify*=0andF(0)>x. 
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Summarising, we have two possibilities. If the point y* - y* as in (1.72) or (1.99) is 
equal to oo, then 
w(X, y) = 
A(y)x' + R(x, y), 
,w (x, Gf-1)(z)) - K+(G[-'](x) - y)ý 
On the other hand, if y' < oo, then 
for (x, y) such that 0<x <- G( 
1.109) 
for (x, y) such that G(y) < x. 
w(x, (D(x)) -K -(y - e(x)), 
'w(x, y) = 
A(y)x" + R(x, y), 
A(y)x" + B(y)xm + R(x, y), 
w(x, G[-11(x)) - K+(Gl-'](x) - y), 
for (x, y) s. t. y> y*, x< F(y), 
for (x, y) s. t. yE [0, y*] n R, x< G(y), 
for (x, y) s. t. y> y*, F(y) <x< G(y), 
for (x, y) s. t. G(y) < x. 
(1.110) 
It is worth noting that, if y* =0 and F(0) > 0, then (1.76) and (1.107) imply 
w(x, 0) = A(0)x z+ R(x, 0), for 0<x< G(0), 
which is consistent with (1.110). 
The following result is concerned with proving that the construction above indeed 
provides a solution to the HJB equation (1.47)-(1.48), as well as with certain estimates 
that we shall need. 
Lemma 8 Suppose that Assumptions 1 and 2 hold. The function w given by (1.109)- 
(1.110), where F, G and A, B are as in (1.10), (1.105) and (1.106), (1.107), respec- 
tively, is C2 and satisfies the HJB equation (1.117)-(1.48). Also, w satisfies 
w(x, y): 5 C5 (1 +y+ G"-E4 (y) + Ga(y)yß + x"-64) , 
for all (x, y) E S, (1.111) 
for some constants C5 >0 and 64 E ]0, n[, as well as (1.52) in the verification Theo- 
rem 5. 
Remark 2A careful inspection of the proof of this result reveals that, had we per- 
turbed the expressions on the right hand sides of (1.106) and (1.107) by additive 
constants, we would still have obtained a further solution to the HJB equation (1.47)- 
(1.48). However, such a solution would not satisfy an estimate such as the one provided 
by (1.111) that plays a fundamental role in the proof of the verification Theorem 5. 
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Theorem 9 Consider the capacity control problem formulated in Section 1.2, and sup- 
pose that Assumptions 1 and 2 hold. The value function v identifies with the function w 
given by (1.109)-(1.110), where F, G and A, B are as in (1.104), (1.105) and (1.106), 
(1.107), respectively. The optimal capacity process Y° reflects the joint process (X, Y°) 
along the boundaries G and F in the positive and in the negative y-direction, respec- 
tively, and can be constructed as in the proof below. 
Proof. With regard to Lemma 8, we only have to construct a process Y° such that 
(1.53)-(1.57) in the verification Theorem 5 hold. To this end, we construct Y° so that 
the process (X, Y°) is reflecting along the boundaries G and F in the positive and in 
the negative y-direction, respectively, as follows. First, we define 
To = inf {t >_ 0: Xt > G(y)} and Y(' = y1{t<T°} + GH-11 
(suPXs) 
1 {TO<t}, 
where Gß-1) is the inverse function of G. If y* = oo, then Y° = Y(1). If y* < oo, then 
we define inductively the (. Ft)-stopping times r and the processes y(n) by 
Tak+i = inf 
{t >0: Xt<F (yt(21c+1)) 
J' 
yt(sk+s) = yt(zk+l)1{e<T2k+1} + 
('r2k+1 
inf X, 1 T2k+I<t}, <S<t 
for k=0,1, ..., where 
J0, ify<y*, 
F(y) = 
F(y), if y> y*, 
and is defined by (1.108), and by 
T2k=inf{t>0: Xt>G(Y(2k)) 
yt(2k+l) = ý(2k)1{t<T2k} + GI -1ý 
(72A: 
sup Xs) 1{T2k<a}l 
<8<t 
for k=1,2, .... 
Observing that lim, ý. 4 Tn - oo, . P-a. s., and that Yt(n) = y(n+l) for 
all tE (0, T+1], we define Y°. by. Y° = Y(") fort < Tn. 
In either case, we can see that (1.53) is satisfied, and, if e°+ and ý°- are the 
increasing processes providing the minimal decomposition of Y° into Y° = y+ý°+-V-, 
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then both of (1.54) and (1.55) hold. Also, in either case, we can see that 
Yt <_ y1{xt<c(v)} +Gý-11(Xt)1{xt>c(y)}i (1.112) 
where Xt = sup, <t X,. Combining this inequality with the definition 
(1.105) of G and 
the estimates in (1.88) and (1.103), we can see that 
1.113) Yt Y'{Xt<G(y)} +C44 ; zt 
and 
ee+ < C4. ga/(1-Q). (1.114) 
Now, we can use (1.113), the observation that 
G(Yt) < C-' (y)l{Xt<G(U)} + Xt1 {Xt>G(y)}, 
which follows immediately from (1.112), to see that, e. g., 
Ga (Yt) (Yt )Q G Ga(y)yßl{Xt<G(y)} + C4 Xt 6 )j{Xc>G(y)} 
< G'(y)yQ + C4 Xt l(1-Q) 
In view of this and similar calculations involving the other terms, as well as the es- 
timate (1.111) and the fact that a< laQ <n 
(see Assumption 2), we can conclude 
that (1.113)-(1.114) imply that the estimates (1.56)-(1.57) hold true, and the proof is 
complete. 13 
We conclude our analysis above with the following result. 
Corollary 10 Suppose that h is given by (1.27) in Example 1, and K+, K+ + K- > 0. 
We have the following two cases: 
(a) IfK->0, then y*=oo, 
r rK+(a - m) G(y) =I- Y('-a)l", (1.115) 
L mQ 
] 
and the optimal strategy can be depicted by Figure 1.1. 
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(b) If K- < 0, then y* =0 and 
lim F(y) = lim G(y) = 0. (1.116) 
yß. 0 y10 
and the optimal strategy can be depicted by Figure 1.4. In either case, v< oo if 
1 °ß < n, and v= oo 
if I"p >n>a, where n is the positive solution of 
(1.13). 
Proof. As we have observed in Example 1, Assumptions 1 and 2 are satisfied and 
v< oo if and only if 1% < n. 
Also, if i% >n>a, then we have proved in Lemma 3 
that v- oo. 
The condition distinguishing the two cases follows from a simple inspection of (1.99), 
while showing (1.115) involves elementary calculations. To see (1.116), we observe that 
the system of equations (1.97)-(1.98), which specifies F and G, is equivalent to 
a 
Qmy-(i-ß) [Ga-m(y) - F-m(y)] _ -m [K+G-'(y) + KF-m'(y)], (1.117) 
nß -y-('-O) 
[Ga-n(y) - F"-n(y)] =n [K+G+-n(y) +K F-n(y)]. 1.118) 
a 
Since m<0<a, 1- ß and F, G are increasing, the right hand side of (1.117) remains 
bounded as y 4.0, and limy o y-(' )= oo. It follows that (1.117) cannot be true unless 
(1.116) is satisfied, and the proof is complete. Q 
Remark 3 In the context of the special case considered in Corollary 10, it is worth 
noting that the solution w to the HJB equation (1.47)-(1.48) that we have constructed 
following intuition based on economical considerations is finite for all a>0 and ,ßE 
]0,1[. Had we adopted a formal approach, this observation would have suggested the 
adoption of the capacity expansion strategy that keeps the process (X, Y) inside the 
"wait" region W that is determined by the functions F and G provided by the unique 
solution to the associated free-boundary problem. However, such a formal approach 
would have lead us to wrong conclusions because 
w(x, y) < oo = v(x, y), for all (x, y) E S, 
if 1 
of > n. 
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Remark 4 In the special case of Corollary 10 arising when a=1- ,ß and 
K- < 0, 
we can verify that (1.117) and (1.118) are satisfied by the functions 
F(y) = ny and G(y) = vy, for y>0, 
where n and v are constants satisfying the system of algebraic equations 
1-a Iva-m 
- rua-mj _m [K+v-m + K-r. -] , 
(1.119) 
n-a 
[v-(n-a) - -(n-a)]=-[K+ -n +K -n] . 
(1.120) 
Abel and Eberly [AE96] have considered this special case with r>b, which satisfies 
our assumptions thanks to the equivalence r>bqn>1, and have proved that the 





Figure 1.1: A possible optimal capacity control strategy. In this case, it is never optimal 







Figure 1.2: A possible optimal capacity control strategy. In this case, increasing the 
project's capacity, waiting and decreasing the project's capacity are all parts of the 
optimal strategy. Also, the point y' defined by (1.72) is strictly positive, and F(O) = 0. 





Figure 1.3: A possible optimal capacity control strategy. In this case, increasing the 
project's capacity, waiting and decreasing the project's capacity all belong to the set 
of optimal tactics. Also, y* = 0, where y* is defined by (1.72), F(0) > 0, and {(x, 0) : 




Figure 1.4: A possible optimal capacity control strategy. This case arises when the 
running payoff function h identifies with the Cobb-Douglas production function and 





Figure 1.5: A possible optimal capacity control strategy. This case cannot arise under 
our assumptions. 
Appendix: Proof of selected results 
Proof of Lemma 6. Suppose that (1.21) in Assumption 1 is satisfied. Fix any y>0, 
and suppose that infx>o H(x, y) - rK+ > 0. In this case, H(x, y) - rK+ > 0, for all 
x>0, because H(., y) is a strictly increasing function. This implies that q(x, y) > 0, 
for all x>0, and, therefore, the equation q(x, y) =0 has no solution x>0. 
Nov, fix any y>0, and assume that infx>o H(x, y) < rK+. Recalling the assump- 
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tion that H(., y) is strictly increasing, we define 
xt=xt(y): =inf{x>0: H(x, y) - rK+ > O}> 0, 
and we observe that 
a , xt[, 0 q(x, y) = x-'-' [H(x, y) - rK+] 
<0, forallxE]0 (1.121) 
>0, forallx>xt. 
Combining the fact that q(", y) is strictly decreasing in ]0, xt[ and strictly increasing 
in ]xt, oo[, with q(0, y) = 0, we can see that q(x, y) < 0, for all x< xt. In particular, 
&t, y) < 0. Therefore, if q(x, y) =0 has a solution x>0 then this must satisfy 
x> xt. Also, given that it exists, this solution is unique because q(", y) is strictly 
increasing in Ixt, oo[. To prove that the required solution indeed exists, it suffices to 
show that limx,.,, q(x, y) = oo. - The assumption that limx_...,,,,, H(x, y) = oo implies 
that, given any constant M>0, there exists ry > xt such that H(x, y) - rK+ > M, 
for all x> ry. However, given any such choice of these constants, we calculate 
rx 
um (x, y) = lim 4('Y, y) +J g-m-1 






ýJ) +m ry-m -m x-m = 00. 1 
If (1.22) in Assumption 1 also holds and the point y* defined as in (1.86) is finite, 
then infra H(x, y) < rK+, for all y>y,. It follows that equation (1.83) defines 
uniquely a continuous function G oo[ -+ 10, oo[. Moreover, the arguments above 
regarding the solvability of q(x, y) =0 imply (1.87). 
To see that 0 is C' and strictly increasing, we differentiate q(G(y), y) =0 with 




y) - rK+] y) ds > 0, (1.122) Jo 
for all y>y.. The inequality here follows thanks to (1.87) and (1.22) in Assumption 1. 
Now, suppose that (1.25) in Assumption 2 also holds and observe that this implies 
inf H(x, y) < rK+, for ally > 0. x>o 
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However, this inequality implies that y* = 0. Finally, with regard to (1.25) in Assump- 
tion 2 and (1.121) above, we calculate 
a-q(x y) <_ x-m-1 
[ßCx«y-(i-Q) 
- r19]. 
Combining this inequality with q(0, y) = 0, we can see that, given any y>0, G(y) is 
greater than or equal to the strictly positive solution of the equation 
JZ 





for all y>0. 
However, this implies (1.88). O 
Proof of lemma 7. Suppose that Assumption 1 holds. To study the solvability of 
the system of equations (1.95) and (1.96), we first prove that (1.95) defines uniquely a 
mapping L: (R \ {0})2 -+]0, oo[ such that 
f (xi, L(xl, y), y) =0 and L(xi, y) > x1. (1.123) 
To this end, fix any x1 > 0, y>0, and observe that 
f (x1, x1, y) =-1r (K+ + K-) xi '>0. (1.124) 
Given Al > 0, observe that the assumption that limy ýý H(x, y) = oo, for all y>0, 
implies that there exists a constant y> xl such that H(x, y) -rK+ > M, for all x>Y. 
For such a choice of parameters, since m<0, we calculate 
f7 
lim f (xl, x21 y) = lim -J s-"`-1 [H(s, y) - rK+] ds x2-900 X2 400 xI 
-J 
X2 
s-" 1 [H(s, y) - rK+] ds -r 
(K+ + K-) xl mJ 
7m 
rX2 1 




y, y)- my-m+ 
Mx2ml 
J 
= -00. (1.125) 
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Also, it is straightforward to calculate 
Of 0, for all x2 E ]0, xt[, 
äx2 (xi, x2, y) = -x2 m-I [H(x2) y) - rK+] 
> (1.126) 
< 0, for all x2 > xt, 
where 
xt = xt(y) := inf {x >0: H(x, y) - rK+ > 0} . 
Combining the fact that f (xi, ", y) is strictly increasing in the interval [x1, xt[, if xl < xt, 
and strictly decreasing in the interval ]xt V xl, oo[, with (1.125) and (1.124), we can 
conclude that the equation f (xl) x2, y) =0 has a unique solution x2 = L(xl, y) which 
satisfies (1.123) as well as 
H(L(xl, y), y) - rK+ > 0. (1.127) 
Furthermore, differentiation of f (xi, L(xi, y), y) =0 with respect to xl yields 
X1.128) 
ex, 




y+)r y)K-] rK+]' 
while differentiation of f (xl, L(xl, y), y) =0 with respect to y gives 
L(xi , y) 
L(xi, y) = -L'+' (x y) [H(L(xl, y), y) - rK+1-1 
f 




To prove that the system of equations (1.95) and (1.96) has a unique solution 
(x1, x2) such that 0< xi < x2 we have to show that there exists a unique xi >0 such 
that g(xi, L(xi, y), y) = 0. To this end, we first observe that the calculation 
g(xi, L(xi, y), y) 
L(xl'8) 
=f s-n-1 [H(s, y) - rK+] +1r (K+ + K-) XI n 
and the assumptions limýýý H(x, y) = oo, K+ + K- >0 imply that 
there exists a constant N>0 such that g(xl, L(xl, y), y) > 0, for all xl > N(1.130) 
Now, with regard to (1.128), we calculate 
Ca 
g(xi, L(xi, y), y) - x1 
m_1 [Lm_n(x1, y) - x1 _n] [H(xi, y) + rK-j (1.131) 
i 
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Since L(xl, y) > xl and m<n, Lm-"(xl, y) -xm-'° < 0. Therefore, if infx>o H(x, y) > 
-rK-, then g(", L(., y), y) is decreasing, which, combined with (1.130), implies that the 
equation g(xl, L(xl, y), y) =0 cannot have a solution xl > 0. Therefore, we must have 
inf., >o H(x, y) < -rK-. Assuming that this condition holds, we recall that H(., y) is 
strictly increasing, we define 
xx = xt(y) := inf {x >0: H(x, y) + rK- > 0} , 
and we observe that 
g(, L(", y), y) is strictly increasing in ]0, x$[ and strictly decreasing in ]x#, oo[(1.132) 
Furthermore, under this condition, there exist c>0 and 5< xt such that H(xl, y) + 
rK- < -e, for all xl < J. For such a choice of parameters, we calculate 
00 
lim s-r-1 [H(s, y) + rK-] ds 
x110 f. 1 
00 
< lim & 8-" -6 xi-" + s-s-1 [H(s, y) + rK-] ds] xao 
In 
n 
_ -00. (1.133) 
In view of this, (1.127), and the assumption that H(., y) is increasing, 
lim g(xi, L(xi, y), y) 
x1j0 
= lim s-n-1 [H(s, y) + rK-] ds - V. 
1 xi10 
f00 
< lim J s-"-1 
[H(s, y) + rK-] ds 
x1,0 xl 
= -00. 
However, combining (1.130), (1.132) and (1.134), we can see that the equation 
g(xi, L(xi, y), y) =0 has a unique solution xl > 0, which also satisfies 
(1.134) 
H(xi, y) + rK- < 0. (1.135) 
Summarising the analysis above, under the assumption that the point y* defined 
as in (1.99) is finite, the system of equations (1.95) and (1.96) defines uniquely two 




continuous functions F, G: ]y*, oo[ _+ ]0, oo[ that satisfy P(y) < G(y), for ally > y*, 
as well as (1.102). Also, (1.100)-(1.101) follow from a simple continuity argument 
combining the definition of y* and (1.135). 
Now, assuming that y* < oo, consider any point y> y*. Differentiating the equation 
g(F(y), L(F(y), y), y) =0 with respect to y, using (1.128), and observing that G(y) _ 
L(F(y), y), we calculate 




Hy (s, y) ds > 0, (1.136) JF LSJSS (Y) 
the inequality following thanks to assumption (1.22), the first inequality in (1.102) and 
the fact that m<0<n. Also, differentiating the equation f (F(y), L(F(y), y), y) =0 
with respect to y, and using (1.129) and (1.136), we calculate 
GSM =- 
p-n(y)Gm+l [0-(n-m)(y) 











the inequality following thanks to (1.102) and (1.22). 
Finally, suppose that (1.25) in Assumption 2 is also true. With reference to the 
equation f (F(y), G(y), y) = 0, we calculate 
O(Y) 1 









mr (K+ + K- -19) F-m(y)] 
Since 19 < K+ + K- by assumption, the second term on the right hand side of this 
expression is strictly positive. Therefore, we must have 
aQ 
Ga-m(2J)2J-(1-Q) + G-m(y) > 0. 
-m rn 
This inequality can be true only if G(y) is strictly greater than the unique strictly 











(r(a - m) ° yl, for all y> y*. G>- QCm 
)- 
However, this implies (1.103). 0 
Proof of lemma 8. Consider (1.106), and note that the upper bound in (1.25) in 




u-(1-13)G-(n-o, ) (u) du. (1.137) 
v2 (n - m) (n - a) y 
Recalling the inequalities a< laQ < n, we 
fix any eo >0 such that 
a 
eo<n- 1 -, ß 
<n-a. 
Using the fact that G is increasing and the estimate provided by (1.88) and (1.103), 
we calculate 
rý 
u-(1-ý)C, -(n-a)(u) du < G'-e°(y) 
f 00 








J u-('-16)G-(n-a) (u) du < (1 _ P)(n - 6o) - aG- (y), for all y>1. (1.138) v 
Also, the fact that G is increasing implies that 
G"(y) 
f 





for all y<1. (1.139) 
However, (1.137)-(1.139) imply 
A(y)xn < A(y)G"(y) 
QC 
[acl-(n-a-eo)/a a2(n - m)(n - a) (1- ß)(n - eo) - aGn-fo(y)1{ý>i} (1-'6)(n-a-eo)Ia 
+ (1 
c 
Q)(n - ýo) - «GT 
-E°(1) + 0Ga(1) 
1{F/<1} 
= C51 (1 + G"-Eo (y)) , for all y>0 and x< G(y), 
(1.140) 
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where C51 >0 is a constant. 
If y' < oo, then (1.107), the assumption that K+ + K- > 0, the lower bound in 
(1.25) in Assumption 2 and the fact that F is increasing imply that, given any y> y', 
C+ rK+ /'y B(y) <-f F'(u) du 
Q2m(n - m) y. 
C+ rK+ 
yF-'(y)" Q2m(n - m) 
In light of this calculation and the fact that m<0, we can see that 
Sup B(y)xm <_ B(y)Fm(y) < C52y, for all y> y`, (1.141) 
xE[F(Y), G(Y)] 
where C52 >0 is a constant. Since R is increasing in x (see (1.26) in Assumption 2 
and (1.17)), the upper bound in Lemma 2 implies 
sup R(x, y) < R(G(y), y) 
T<G(y) 
<Cl (1+y+G"-''(y)+Ga(y)yß), for all y>0. 
However, combining this estimate with (1.140) and (1.141), we can see that w satisfies 
w(x, y) S C53 (1 +y+ Gn-fon'9(y) + Ga(y)yß) , 
for all (x, y) E W, (1.142) 
for some constant C53 > 0. With regard to the structure of w provided by (1.109)- 
(1.110), this inequality and the estimates provided by (1.88) and (1.103) imply 
w(x, y): 5 w(x, Gf-1) (x)) + K+y 
C53 (1 + Gf-'] (x) + xn-Spný9 + xa [G[-'ý (x)] ß) + K+y 
C54 (1 + y, + xn-eoAt9 + x'), for (x, y) E 1, (1.143) 
for some constant C54 > 0. Also, since fi(x) < y, for all (x, y) E D, and G is increasing, 
w(x, y) < w(x, fi(x)) + IK Iy 
C53 (1 + llý (x) + Gn-eonO (c(x)) + Ga('(x)), V (x)) +IK1y 
C55 (1 +y+ G"-E0^'9(y) + G"(y)y') , for (x, y) E D, 
(1.144) 
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where C55 >0 is a constant. However, in view of the assumption laQ < n, 
if we choose 
any 
C4 E 1, co A t9 A n- 1«0/[ and C5 ý C53 V C54 V C55, 
then we can see that (1.142)-(1.144) imply (1.111). 
To show that w satisfies (1.52), we first observe that the positivity of A, B and the 
lower bound in Lemma 2 imply that 
w(x, y) > -C1(1 + y), for all (x, y) E W. (1.145) 
This estimate and the definition of w in Z, provided by (1.109)-(1.110), imply 
w(x, y) ? -(Cl + K+)G1-1](x) - Cl 
> -(C1 + K+)C4x'l 
('-Q) 
- Cl, for all (x, y) E Z, (1.146) 
the second inequality following thanks to (1.88) and (1.103). Also, if y* < oo, then 
(1.145) and the definition of win D, given by (1.110), imply 
w(x, y) ? -Cl(1 + (D(x)) - IK-1 max{y, e(x)} 
> -(Cl +IK I)y-Cl. (1.147) 
However, (1.145)-(1.147) establish (1.52). 
With reference to the construction of w, we will show that w is C2 if we prove that 
wz, w=s and wyy, are continuous along the free boundaries F and G. To this end, we 
calculate 
w: (x, y) = ws (x, G[-'l (x)) + [wy (x, G(-1] (x)) - K'] 
dG[-1](x) 
dx 
= wx (x, GI-') (x» , 
for (x, y) E Z, (1.148) 
and 
w: z(x, y) = wxx 
(x, G[-i)(x)) + wxv (x, G[-11(x)) 
dG1-i1(x) 
dx 
= wxx (x, Gß'1] (x)) , for (x, y) E Z, 
(1.149) 
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the second equalities following thanks to (1.78) that have been among the requirements 
leading to the equations specifying the function G. However, these calculations and 
the structure of to provided by (1.109)-(1.110) show that w., and wxx are continuous 
along G. 
Now, if y` >0 and yE [0, y'] f1 R, we can use (1.77) and (1.85) to calculate 
lim wvv(z, y) = A"(J)G"(y) + Ryv(G(y), y) 
=tc(y) 
G-1(y) 
G'(y) [H(G(y), y) - rK+] + Gm+l(y) 
G(y) 
S-m-1 H (s, y) ds 
Q (n-m) 
= o, (1.150) 
the last equality following thanks to (1.122). Also, if y* < oo and y> y*, we can use 
(1.77), (1.92) and (1.94) to calculate 
lim ws, a, (x, y) = A"(y)G"(y) + B"(y)Gm(y) + Rvy(G(y), y) =tc(y) 
= 0. ' (1.151) 
However, combining (1.150) and (1.151) with the fact that wyy(x, y) = 0, for (x, y) E Z, 
we conclude that wyy is continuous along G. 
Shoving that wz, wxx and wyy are continuous along F involves similar arguments. 
By construction, we will prove that w satisfies the HJB equation (1.47)-(1.48) if 
we show that 
a2x2w=s(x, y) + bxwx(x, y) - rw(x, y) + h(x, y) < 0, for (x, y) E I, (1.152) 
wy(x, y) + K- > 0, for (x, y) e I, y>0, (1.153) 
wy(x, y) - K+ < 0, for (x, y) E W, (1.154) 
wy(x, y) + K- > 0, for (x, y) E W, y>0, (1.155) 
and, if D00, 
a2x2wxz(x, y) + bxwz(x, y) - rw(x, y) + h(x, y) < 0, for (x, y) E D, (1.156) 
wy (x, y) - K+ < 0, for (x, y) E D. (1.157) 
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It is straightforward to see that either of (1.153) or (1.157) is equivalent to K+ + 
K- > 0, which is true by assumption. Recalling that H- hy, we can easily verify 
that, since y< G1-1](x), for all (x, y) E Z, (1.148) and (1.149) imply that (1.152) is 
equivalent to 
1(x) fG 
[H(x, u) - rK] du > 0, for (x, y) E Z. 
However, this inequality follows immediately from the assumption that H(x, ") is 
strictly decreasing, for all x, and (1.87) together with the second inequality in (1.102). 
Similarly, we can show that, if V 0, then (1.156) is equivalent to 
y [H(x, u) + rK-] du < 0, for (x, y) E D, 
which is true by virtue of the first inequality in (1.102) and the assumption that H(x, ) 
is strictly decreasing, for all x. 
Now, suppose that y* < oo, and fix any y> y*. Since wy(F(y), y) = -K- and 
wy(G(y), y) = K+, we will prove that both of (1.154) and (1.155) are satisfied if we 
show that 
wyx(x)y) > 0, for all xE ]F(y), G(y)[. (1.158) 
To this end, we consider the transformation of the independent variable x>0 provided 
by z =1nx, and we write w(x, y) = u(lnx, y) for some function u= u(z, y). It follows 
that (1.158) is true if and only if 
uy, z(z, y) > 0, for all zE] In F(y), In G(y)[. (1.159) 
Nov, since w= w(x, y) satisfies (1.75) for xE ]F(y), G(y)[, uy satisfies 
er 2uyzz(z, y) + (b - v2) uyz(z, y) - ruy(z, y) + H(ez, y) = 0, for zc] In F(y), In G(y)[. 
Recalling that Hx is continuous and Hx(", y) >0 (see Assumption 1), we can differen- 
tiate this equation with respect to z to obtain 
U2(uyz)zz(Z, y) + 
(b 
- Q2) (uYz)z(Z, y) - ru.. (z, y) = -ezHz(ez, y), 
: 50, for zE] In F(y), In G(y) [. 
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This inequality and the maximum principle imply that uy, z(", y) does not have a negative 
minimum in the interval ] In F(y), In G(y) [, so 
inf uyz (z, y) > min 0A uyz (z, y) 
zE ] In F(y), In G(y)[ =In F(y), ln G(y) 
= min 0Awy, (x, y) 
z=F(y), G(y) 
= o. 
However, this calculation implies (1.159). 
To proceed further, fix any yE [0, y*] n R. Using the definition of R in (1.77), the 
expression for A'(y) provided by (1.85) and the fact that G(y) satisfies (1.83), we can 
see that, if we define ü(x, y) = wy(x, y) - K+, then 
U, (X, y) =1 mxm-l 
G(y) 
s-m-1 [H(s, y) - rK+] ds Q2 (n - m) Jx 
rc(y) 
+ nx"-1 J s-s-1 [H(s, y) - rK+] ds for xE ]0, G(y) [. x 
This calculation and the assumption that H(., y) is strictly increasing imply that 
üx(x, y) = wy, (x, y) > 0, for all xE [xt(y), G(y) [, where xt(y) E ]0, G(y)[ is the unique 
point such that H (xt(y), y) - rK+ =0 (see Lemma 6). This observation and the 
boundary condition wy (G(y), y) = K+ imply 
wy(x, y) - K+ < 0, for all xE [xt(y), G(y)[. (1.160) 
Furthermore, since 
Qzx2U xx(X, y) + bxnx(x, y) - rU(x, y) =- [H (x, y) - rK+] > 0, for xE]0, xt(y)[, 
the maximum principle implies that the function x º-+ ü(x, y) = wy(x, y) - K+ has no 
positive maximum in the interval ]0, xt(y)[, so 
sup [wy(x, y) - K+] < max 0v [wy(x, y) - K+] = 0, (1.161) 
xE]O, t(y)[ z=O, xt(y) 
the equality following thanks to (1.160) and the fact that 
lim wy (x, y) = lim Ry (x, y) = lim 
H(x, y) E [-K-, K+[. (1.162) 
x» xl0 40 r 
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The second equality here holds true because of (1.18), while the inclusion follows from 
the context (see Lemmas 6 and 7). However, (1.160) and (1.161) establish (1.154). 
Finally, if we define u(x, y) = wy(x, y) + K-, then (1.162) and the assumption that 
H(., y) is increasing imply 
Q2x2u. x(x, y) + 
bxu.. (x, y) - ru(x, y) =- [H(x, y) + rK-] < 0, for all xc ]0, G(y)[. 
This calculation and the maximum principle imply that the function xH u(x, y) = 
wy (x, y) +K- has no negative minimum inside ]O, G(y) [, so 
inf [wy(x, y) -{- K-] = min OA [wy(x, y) + K-] , xE ]O, G(y)( x=O, G(y) 
which combined with (1.162) and the boundary condition wy(G(y), y) + K- = K+ + 
K- > 0, proves (1.155), and the proof is complete. Q 
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Chapter 2 
Irreversible capacity expansion with 
proportional and fixed costs 
2.1 Introduction 
In this chapter, we aim to establish in a dynamical way the optimal capacity level 
of a given investment project, the operation of which is associated with random cash 
flows. The project's capacity level can only be increased, and each capacity increase is 
associated with a fixed plus a proportional cost. In parallel to Chapter 1, the investment 
project yields payoff at a rate that is dependent on its installed capacity level and on 
an underlying economic indicator such as the price of or the demand for the project's 
unique output commodity, which we model by a geometric Brownian motion. We 
consider a performance criterion which is equivalent to the expected, discounted payoff 
net of investment costs over an infinite time horizon. The objective is to determine 
the capacity expansion strategy that maximises this performance index. The resulting 
optimisation problem takes the form of a two-dimensional impulse control problem that 
we solve explicitly. 
The chapter is organised as follows. Section 2.2 is concerned with a rigorous for- 
mulation of the investment decision model that we study. In Section 2.3, we derive 
sufficient conditions, which conform with economic intuition, for the associated op- 
timisation problem to possess a finite value function, and we establish a number of 
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estimates that we use in our subsequent analysis. Finally, we solve the optimisation 
problem considered in Section 2.4. 
2.2 Problem formulation 
We fix a probability space (Q, F, P) equipped with a filtration (. Pt) satisfying the usual 
conditions of right continuity and augmentation by P-negligible sets, and carrying a 
standard, one-dimensional (. Ft)-Brownian motion W. We denote by A the family of all 
cäglhd, (. Ft)-adapted, increasing and piecewise constant processes Z such that Zo = 0. 
We consider an investment project that produces a given commodity, and we assume 
that the project's capacity, namely its rate of output, can be increased at any given 
time and by any amount. We denote by Y the project's capacity at time t, and we 
model capacity increases by jumps of an impulse control process ZEA, i. e. every time 
Zt jumps, there is a capacity increase and OZt = DY is the size of the jump at time 
t. The capacity process Y is therefore given by 
y_y+zt, Yo=y>O, (2.1) 
where y>0 is the project's initial capacity. Every process ZEA is characterised by 
the collection Z= (r1, T2, ... , T, , ... ; AZT AZ. 2..... 
AZ,.,... ) where r,, is the (. ''t)- 
stopping time at which the n-th jump of Z occurs, while AZT. is the associated jump 
size. If the project's management adopts the capacity expansion strategy modelled 
by Z, then the project's capacity is increased at the times r, n>1, by an amount 
zYt=AZt>0. 
We assume that all randomness associated with the project's operation can be 
captured by a state process X that satisfies the SDE 
dXt = bXt dt + \cXt dWt, Xo =x>0, (2.2) 
for some constants b and o,. In practice, Xt can be an economic indicator reflecting, 
e. g., the value of one unit of the output commodity or the output commodity's demand 
or both, at time t. 
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To simplify the notation, we define 
S={(x, y)ER2: x>0, y>0}, 
so that S is the set of all possible initial conditions. With each decision policy Z we 
associate the performance criterion 
00 
yý 
ýJ rt ýýý rt ýý {O t} 
(2.3) J., Z= E e- h Xt, Ytdt - e-KAZt+ c1z >o , 
Xt 
where h: S -* R is a given function and 
r, K, c>0 (2.4) 
are constants. Here, h models the running payoff resulting from the project's operation, 
and K, c provide a proportional and a fixed cost incurred each time that the project's 
capacity level is changed. 
As it stands in (2.3), the performance index JJ, y is not necessarily well-defined 
because the random variable inside the expectation may not be integrable or even 
well-defined. To address this issue, we define 
T 
UT =o e-rth(Xt, Yt) dt -E e-rt (KAZt + c)1{ozt>o}, for T>0. (2.5) f0 
0<t<T 
In the next section (see Lemma 14, in particular), we are going to impose assumptions 
on h such that UT is well-defined, for all T>0, and either 
Uý = lim UT exists in R, P-a. s., T-aoo and U,,. E Ll (0, Y, P), 
(2.6) 
in which case, we naturally define 
J, (Z) =E [Uj, (2.7) 
as in (2.3), or there exists an (. T )-adapted process V such that 
UT < VT, for all T >_ 0, and lim sup E [VT] _ -00, (2.8) T-+oo 
in which case, we define 
J"Y(Z) = -oo. 
(2.9) 
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The objective is to maximise this performance index over all admissible capacity 
expansion strategies ZEA. The value function of the resulting optimisation problem 
is defined by 
v(x, y) = sup JJ, y(Z). 
(2.10) 
ZEA 
2.3 Assumptions and preliminary estimates 
The purpose of this section is to establish conditions on the problem's data under 
which our control problem is well-posed and its value function is finite, and to prove 
certain estimates that will be used in our analysis. We note that some of the results 
from Chapter 1 are reproduced here in order to make the presentation of this chapter 
self-contained. We first discuss an ODE that will play an instrumental role in the 
solution of the control problem considered. 
Let k: ]0, oo[ -+ R be any measurable function such that 
E 
[f°° 
e-''t (k (Xt) I dt <oo, for all x>0. (2.11) 
In view of the results in Proposition 4.1 of Knudsen, Meister and Zervos [KMZ98], the 
function R(.; k) : ]0, oo[ -4 R given by 
mx S--lk(s) ds + x" J 
00 




is well-defined and 
R(x; k) =E 
[f°° 
e-Ttk(Xt) dt] (2.13) 
Here, the constants m<0<n are the solutions of the quadratic equation 
o2A2+(b-a2), \-r=0, (2.14) 
given by 
m n. -(b-02)± 
(b-a2y 2+4a2r (2.15) 
' 2a2 
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Moreover, condition (2.11) is also sufficient for every solution of the ODE 
u2x2u"(x) + bxu'(x) - ru(x) + k(x) = 0. (2.16) 
can be expressed by 
u(x) =Ax"+Bxm'+R(x; k), (2.17) 
for some A, BER. 
With regard to R(.; k), 
if k is increasing, then R(.; k) is increasing, (2.18) 
and 
inf k(x) >0 inf R(x; k) > 0. (2.19) 
x>0 x>0 
For future reference, note that, given AER, 




\-r]tE [e_U22t+%1tJ Clot [f°° 100, 
ifA<morA>n, 
(2.20) 
1-xA/[a2i12+(b-U2)A-r], if A E]m, n[. 
We are going to need the following estimate that is related with the definitions 
above. 
Lemma 11 Given any AE ]0, n[, there exist constants 61, e2 >0 such that 
E {e-rtXP ]< eaxae-elt and E 
fsup 
e-rtXtJ < 
a2A2 + E2 A, 
62 t>o 62 L_ 
where Xt = sup9Gt Xs. 
Proof. Since n is the positive solution of the quadratic equation (2.14), it follows that 
there exist el, e2 >0 such that 
r-e >0 and o2)/2+(b-Q2)%- (r - El) _ -62- 
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I. 
Given such parameters, we define 




e-rtXt = xAe-fete-(r-E')t sup exp((r - el) s- (Q2A2 + e2)s + 
JcxaWs) 
= xAe-elt sup 
{exp(_(r 
- el)(t - s)) exp 
(-(a2 \2 + e2)s + vv. \Wsl J s<t 
< xae-eltevý2 1or JAN 
and we observe that 
sup e-rtXi < x) e%10 1 
t>o 
Since' is exponentially distributed with parameter 2 (a2A2 + 62) / (/Io'IA) (see Karatzas 
and Shreve [KS88, Exercise 3.5.9], the two bounds follow by a simple integration. Q 
The following assumption ensures that the control problem formulated in Section 2.2 
is well-posed and its value function is finite and identifies with an appropriate solution 
of the associated Hamilton-Jacobi-Bellman equation. 
Assumption 3 The problem's data satisfy the following conditions: 
(a) The function h is C3, and 
hý(x, y) > 0, for ally > 0. (2.21) 
If we define 
H(x, y) = hy(x, y), (x, y) E S, (2.22) 
then, given any y>0, 
H. (x, y) > 0, for all x>0, and lim H(x, y) = 00, (2.23) 
and, given any x>0, 
HH(x, y) < 0, for ally > 0. (2.24) 
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(b) The constants r, K, C are strictly positive (see (2.4)), and there exist constants 
a>0, ßE ]0,1[, i91 E]0, n[, 192 E]0, K] and C>0, 
where n>0 is given by (2.15), such that 
1 
(2.25) 
and we note that 
1aE 
]0, n[ <z> 
nnßa 
E ]0,1[. (2.26) 
-C(1 + y) < h(x, y) S C(1 + xn-'91) + Cxayß + r(K -192)y, for all (x, y) E S. 
(2.27) 
-C < H(x, y) < ßCxay-(l-ß) + r(K -192), for all (x, y) E S. (2.28) 
(c) There exist constants yl >0 and A such that 
A>K nQ C, (2.29) 
192n-a 
where a, Q, 192, C are as in (b) above, and 
for all x>0 and y> yl. (2.30) 
(d) Given any y>0, 
x 00 f 
S-ºn-1 IHy(s, y)Ids+ J -n-1 
IHy(ssy)I ds < 00. 
ox 
0 
Some of the conditions appearing in this assumption have a natural economical inter- 
pretation. Indeed, we can think of H(x, y)Dy as the additional running payoff that we 
are faced with if we increase the project's capacity level from y to y+ Ay, for small 
Ay, and the underlying state process X assumes the value x. In view of this obser- 
vation, (2.23) reflects the idea that, given y, a small amount of extra capacity should 
be associated with increasing values of additional running payoff as the value of x, 
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which, e. g., models the price of or the demand for the project's output commodity, is 
increasing. Similarly, (2.24) reflects the fact that, for a given value x of the underlying 
state process, the extra running payoff resulting from a small amount of additional 
capacity is decreasing as the level of the already installed capacity y increases. Also, 
(2.21) admits a similar, but simpler to express, economical interpretation. 
The rest of the assumptions are of a technical nature. However, some of them cannot 
be significantly relaxed without losing the well-posedness of our control problem (see 
Lemma 13 below). Also, it is worth noting that part (c) of the assumption is rather 
weak because it only involves the tail of the function H as y tends to oo; indeed, yl 
can be chosen arbitrarily large. 
Example 2A choice for the running payoff function h that has been widely considered 
in the economics literature is the so-called Cobb-Douglas production function given by 
h(x, y) = x` yß, for some constants a>0 and ßE ]0,1[. (2.31) 
It is straightforward to verify that this choice for the running payoff function h satisfies 
all of our assumptions if and only if the parameters a and ,ß appearing in 
(2.31) 





It is a straightforward exercise to show that the bounds in (2.27)-(2.28) imply the 
following estimates. 
Lemma 12 With reference to the notation in (2.12), let R[h] , RIM :S -+ 
R be the 
functions defined by R[h] (x, y) = R(x; h(", y)), Rt"1(x, y) = R(x; H(", y)), respectively. 
The bounds provided by (2.27) and (2.28) in Assumption 3 imply that there exists a 
constant C1 >0 such that 
-C1(1 + y): 5 R[h](x, y) < C1 (1 +y+ x"-'91 + x"yß) , 
for all (x, y) E S, 
-Cl < R[H] (x, Y) < C1 (1 + xay_(l-a)) , 
for all (x, y) E S. 
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A bound such as the one in (2.27)-(2.28) is essential for the value function to be 
finite. Indeed, we can prove the following result. 
Lemma 13 Consider the control problem formulated in Section 2.2 that arises if the 
running payoff function h is the Cobb-Douglas production function defined in Exam- 
ple 2, and suppose that la,, >n>a and r>b. Then, under any well-posed 
definition 
of the performance index JJ, y that is consistent with (2.3), v(x, y) = oo, for every 
initial condition (x, y) E S. 
Proof. Define A= 'Lpa >0 and note that the assumption that 1"ý >n implies that 
A<n. Consider the capacity expansion strategy defined by 
00 
Zt - 2xj1{xZE[2i-1-1,2i-1[}' fort> 0, j= 1,2, ... , 
(2.32) 
j=1 
where Xt = sups<t Xs, and note that the associated capacity level process satisfies 
YQ1{g 
[2j_1_1,2i_1[} _ 
[y + 2A'0ß 1{xtE[2i-1-1,2i-1[} 
as [y + (Xe + 1) 1{xtE[2i-1-1,2i-1[} 
i In-al,, 
(tE[2j-1-1,2j-1[}' 
With reference to (2.20), it follows that 
EI 
00 
e-"X j YQ dt ]> E[ J 
00 
e-tXt dtl = oo. (2.33) Lfo oJ 




b-ý+ aWt> inI? 
) 
for j=1,2,.... 
ý1o, I Jul IaI \x 111 
Since the process 
(PIT Wt, t> 0) is a standard Brownian motion, we can use the result 
of Exercise 3.5.10 in Karatzas and Shreve [KS88] and the definition of n>0 given by 
(2.15) to calculate 
b- Q2 1 2) 1 /2i\ =-u2 -'Tý] = exp In 
(-) 
- In I-J +2) ýlaI ýO xýý x 20r2 
X n. (2.34) = 2ý 
) 
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In view of this calculation, we can see that 
00 
Erf e-rt (KA2t + c)1 {ozt>o}] LJo 
I 
00 
=K (2A - 1) +c+EE e-rnj 
[K (2A(+1) - 2Ai) + c] 
j=1 
00 
<K2A+c+1: [K(2A-1) 2'j +c]E[e_rri 
j=l 




the last equality following thanks to (2.34) and the inequality being true because n-A > 
0. However, combining this result with (2.33), we can see that 
E 
[fo00 
e-rth(Xt, ý't) dt - e-rt 
(KOZt + C) 1{o2 >o} 
o<t 
is well-defined and infinite, so, JJ, y(2) = oo, and the proof is complete. 
0 
We can now prove that our assumptions are sufficient for the optimisation problem 
considered to be well-posed and for its value function to be finite. 
Lemma 14 Suppose that the running payoff function h satisfies (2.27) in Assump- 
tion 3 and that (2.4) is true. Given any initial condition (x, y) E S, (2.6)-(2.9) provide 
a well-defined performance criterion JJ, y, and the following statements 
hold true: 
(a) Given any capacity expansion strategy ZEA, JJ, y(Z) ER 
if and only if 
00 
<00. (2.36) El e-rtY dt -I- 
ý e-rt(KOZt + c)1{ozt>o} f° 
o<t 
(b) Condition (2.36) implies 
lim inf e-''T E [YT+] = 0. (2.37) T-ºoo 
(c) v (x, y) E 1[S. 
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Proof. Fix any initial condition (x, y) ES and any strategy ZEA. Since Z is an 
increasing cägläd process with ZO = 0, we use the integration by parts formula and 
(2.1) to calculate 
-K 





-K e-rTZT+ +r 
fo 
e-rtZt dtl LJ 
IT 
-rK e'tYt dt - Ke-'T YT+ + Ky. (2.38) 
This inequality and (2.27) in Assumption 3, imply that the random variables UT defined 
by (2.5) satisfy 
IT U T< Ky + e_"[h(Xt, Y) - rKY] dt 
/ýT 




fo VT = e-''t [rl92Y - CXt YQ] dt, for T >0. 
With reference to (2.20), 
Il (x) :=E 
[cf°°e_rt 









e-rtY dt= oo. (2.41) 
J 




e-TtXtl(1-Q) dt] < oo. (2.42) 
Therefore, given any constant µ>0, 
rI 00 
E rt t1{ ai(1-#) dt] < oo. 
(2.43) 
lJo e-Y Yt<µxt }]<- 
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dt = oo. (2.44) 
Now, fix any µ>0 such that ri92 - Ctl-(") > 0, where the constants 192i C>0 and 
ßE ]0,1 [ are as in Assumption 3, and note that 
1 




+ (rz92 - Cr(')) AEf 
l 
e-''tYt1 Y 
dtJ . [JO t>ýx 
In view of (2.43)-(2.44) and the monotone convergence theorem, the right hand side 
of this inequality converges to oo, which implies that limT. +o. E(VT] = 00. However, 
this conclusion, (2.39) and (2.40) imply that there exists a process V such that (2.8) 
is satisfied and, therefore, JJ, y(Z) = -oo. 
To proceed further, let us assume that 
00 EJ e-rtY dt] < oo, 
0 
(2.45) 
which is necessary for condition (2.36) to be satisfied. Since Y is a finite variation 
process, its sample paths can have at most countable discontinuities. Using Fubini's 
theorem, we can see that this observation and (2.45) imply 
etyt dt < co, 
00 [f°° 1f 
e-tE [Y+J dt E e-rty+ dt] =E 
[f°° 
Jo 
which proves that (2.36) implies (2.37). 
Now, using Hölder's inequality, we calculate 
[f°° 1 00 1\ E eXt Ydt] <_ I2-ß(x) 
(Vo 
E eYt dt] I(2.46) 
where I2(x) is given by (2.42). This inequality, (2.40), (2.45) and the bounds in (2.27) 
in Assumption 3 imply 
Eff 
°° 
e-rt Ih(Xt, Yt) I dt] 
l<E [f°° 
e-''t 




which combined with the dominated convergence theorem, implies that 
lim E 
ýT 
e-rth(Xt, Yt) dtl =E 
fý 





This observation gives rise to two possibilities. The first one is associated with the 
inequality 
EE e-rt (KAZt + c)1{ozt>o} <oo. 
o<t 
In this case, limT.. UT exists, P-a. s., and belongs to L' (S2, 'r, P), so J.,, y( 
+, -) is 
finite and is given by (2.7). The second possibility is associated with 
lim EE e-rt (KOZt + c)1{oz, >o} =E e-rt (KOZt + c)1{ozt>o} _ 00, T-oo 
10<t<T 
0<t 
which, combined with (2.47), implies that limn 0 E[UT] = -oo, so 
(2.8) is satisfied 
for V=U and Jx, y(Z) = -oo. 
The analysis above establishes the well-posedness of the definition of JJ, y given by 
(2.6)-(2.9) as well as parts (a) and (b) of the lemma. To prove part (c) of the lemma, 
we first note that the results presented in (2.11)-(2.13) and the bounds in Lemma 12 
imply 
Rth](X, y) =E 
[f00 
e-rth(X, y) dt] E R. 
However, this shows that our performance criterion is finite for the strategy that in- 
volves no capacity changes at any time, which proves that v(x, y) > -co. To show that 
v(x, y) < oo, consider any capacity expansion strategy ZEA such that JJ,,, (Z) > -oo. 
With reference to (2.45) and (2.46), 
E [f°° e[ri92Y - CXYta] dt 
[fo 00 00 ß 





(1 - ß)r)2 (2-C) i/(i-p) 
ß ý212 
(X), for all T>0, (2.48) 
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ß)! £ /ßA\ 1/(1-Q) 
QQII forallQ>0, 
in particular, for Q=E [j'° e-''tYt dt]. However, (2.39), (2.40) and (2.48) imply 
Jx, v(e+, e) < Ii (x) + K+y -I- 
(1 ý )rz92 QC 
Iz (x), 
which proves that v(x, y) < oo because the right hand side of this inequality is finite 
and independent of Z. 13 
2.4 The solution to the control problem 
We now construct an explicit solution to the control problem formulated in Section 2.2 
by constructing an appropriate solution to the associated Hamilton-Jacobi-Bellman 
(HJB) equation. To this end, we expect that the value function can be identified with 
a solution to the HJB equation 
max{Q2x2wyx(x, y) + bxwx(x, y) - rw(x, y) + h(x, y), 
- w(x, y) -c+ sup [w(x, y -I- z) - Kz] 
} =0, (x, y) E S. (2.49) 
x>O 
To get a qualitative feeling about the origins of this equation, observe that, at time 0, 
the project's management has two options. The first one is to wait for a short time At 
and then continue optimally. With respect to Bellman's principle of optimality, this 
option, which is not necessarily optimal, is associated with the inequality 
At l 
v(x, y) ?E Vo 
e-rth(Xt, y) dt + e-ratv(XOt, y) . 1 
Applying Itö's formula to the second term in the expectation, and dividing by At before 
letting At ,. 0, we obtain 
v2x2vxx(x, y) + bxv., (x, y) - rv(x, y) + h(x, y) < 0. (2.50) 
The second option is to increase capacity by OZo =z>0, and then continue optimally. 
Since such a capacity increase is not necessarily optimal, this action is associated with 
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the inequality 
v(x, y) > v(x, y+z) - Kz - c, 
which implies 
sup [v (x, y+ z) - Kz] -v (x, y) -c<0, (2.51) 
z>o 
because z>0 was arbitrary. Since these two are the only options available, we expect 
that, given any initial condition (x, y) E S, one of them should be optimal, so that one 
of the inequalities (2.50)-(2.51) should hold with equality. However, this observation 
and (2.50)-(2.51) suggest that the value function v should identify with a solution w 
to the HJB equation (2.49). Now, it turns out that the value function v is not C2, so 
we need to consider the following definition. 
Definition 1A function w: S -- R is a classical solution of the HJB equation (2.49) 
if w is C2,1, 
Q2x2wxx(x, y) + bxwx(x, y) - rw(x, y) + h(x, y) < 0, Lebesgue-a. e., for ally > 0, 
sup [v(x, y+ z) - Kz] - v(x, y) -c<0, for all (x, y) E S, 
: >o 
and there exists a set ICS such that 
o2x2wxx (x, y) +. bxwx (x, y) - rw (x, y) +h (x) y) = 0, 
is satisfied in the interior of Tc, Lebesgue-a. e., for ally > 0, and 
sup [v(x, y+ z) - Kz] - v(x, y) -c=0, for all (x, y) E Z. Z>o 
0 
To proceed further, we conjecture that the optimal strategy is characterised by a 
point x° >0 and two strictly increasing functions Go, G1 : [x°, oo[-* IR+, such that 
Go (x) < Gl (x), for all x> x°, and Go (x°) = 0. The function Go separates the state 




Figure 2.1: Illustration of a typical optimal capacity expansion strategy. 
function Gl provides the capacity level that should be reached whenever it is optimal 
to increase the project's capacity (see Figure 2.1). 
With regard to the heuristic arguments considered above, we therefore look for a 
solution to the HJB equation (2.49) that satisfies 




w(x, y) = w(x, Gi(x)) -K [G1(x) - y] - c, for (x, y) EI (2.53) 
With regard to the discussion regarding the solvability of (2.16) in Section 3, every 
solution to equation (2.52) that remains bounded as x .. 0 is given 
by 
w(x, y) = A(y)xn + R[h] (x, 2J), (2.54) 
for some function A. Here, 
x % 
s-n-'h(s, y) ds . 
(2.55) R[h](X, y) = 2(1 )f x'" J s-'-lh(s, y) ds + xn 
00 
Q n-m Lo fx 
and the constants m<0<n are given by (2.15). 
To determine A(y), Go(x) and Gi(x), we postulate that w(x, ") is C' at the free 
boundary point Go(x), which yields 
lim wy(x, u) = A'(Go(x))x" + R, (x, Go(x)) =K= Jim wy(x, u). (2.56) u1Go(x) utGo(x) 
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Also, in view of the inequality 
w(x, Go(x) + z) - w(x, Go(x)) - Kz -c<0, for all z>0. (2.57) 
and the conjecture 
w(x, G1(x)) - w(x, Go(x)) -K [G, (x) - Go(x)] = c+ (2.58) 
we can see that the function 
zw (x, Go(x) + z) -w (x, Go(x)) - Kz -c 
has a local maximum at z* = Gl (x) - Go(x), which is associated with the equation 
w,, (x, Gl (x)) = A'(G1(x))x" + Ryh1(x, Gj (x)) = K. (2.59) 
Now, given any y>0, (2.56) is equivalent to 
A' (y) [Go 1(Y)l "+ Ryh] (Go 1(y), y) = K, (2.60) 
while (2.59) is equivalent to 
A' (y) [Gi 1(y)]" + Ryh) (Gi 1(y), y) = K. (2.61) 
Eliminating A'(y) from these two equations, and using the equality v2mn = -r as well 
as the definition of R[h], which implies that Ryh] = RIH1, we can see that the points 
Go 1(y) and Gj 1(y) should satisfy 
F(G, 1(y), y, Go 1 (y)) = 0, (2.62) 
where 
F(x, y, z) = z-nR[x(")-rx) (z, y) - x-nR(x(")-rx] (x, y), (2.63) 
and 
Rt11 'ý (x, y) = 
Q2 (n mL )f 
xm 
Iý 
s-m-1 [H (s, y) - rK] ds 
s-"-1 [H(s, y) - rK] ds . 
(2.64) + x" 
1,00 
71 
To proceed further, let us assume that Go and G1 are C'. In this case, we can 
differentiate (2.58) with respect to x, and use (2.56) and (2.59) to obtain 
W, (x, G1(x)) = wý, (X, Go(x)), (2.65) 
which in view of (2.54), implies 
[A(Gi(x)) - A(Go(x))] x'= -n [Rýhl (x, Gi (x)) - Reh] (x, Go(x))] " 
(2.66) 
However, combining this with (2.58) and (2.54), we can see that Go(x) and Gl(x) 
should satisfy 
-n 
[Rih, (X, Gl (X)) 
- Rih] 
(x, Go (x»] 
+ [R [hl (x, Gl (x)) - R[h] (x, Go (x) )] - K[Gi (x) - Go (x)] -c=0, (2.67) 
which, in view of the definition (2.55) of R and the equality 0,2 mn = -r, is equivalent 
to 
ID (x, Go (x), Gi(x)) = 0, (2.68) 
where 
p 
Y, p) _ 
ly 
x' s-ii-1 [H(s, u) - rK] ds du + 
ry-c(2.69) 
0m 
To summarise the heuristic discussion above, suppose that we can find a point 
x° >0 and two strictly increasing functions Go, Gl : [x°, oo[-> R+ satisfying (2.62) and 
(2.68). Since F and (D are C' in each of their arguments, both of Go and Gl are C'. 
With regard to (2.60) or (2.61), if we choose 
r [1) 
A(y) = Q2(n 
1 
m) L 
fJ ý(Gi 1] (u))m-n 
Jo 
ýGi ýuý 





s-n-1[H(s, u) - rK] ds du , jL 
(2.70) 
then, assuming the integrals are well-defined and finite, (2.56) and (2.59) are true, 
which, along with the C' continuity of Go and G,, imply that (2.66) is also satisfied. 
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Moreover, (2.68) implies that (2.67) is true, which, combined with (2.66), implies that 
(2.58) is satisfied as well. In light of these observations, we can see that constructing 
a solution w to the HJB equation (2.49) amounts to finding functions Go and Gl 
satisfying (2.62) and (2.68). 
The next result is concerned with this construction and the associated solution to 
the HJB equation (2.49). 
Lemma 15 Suppose that Assumption 3 holds. The system of equations (2.62) and 
(2.68) define a point x° >0 and two C', increasing functions Go, Gl : [x°, oo[ -+ R+ 
such that Go(x) < G, (x), for all x> x°, Go(x°) = 0, and 
Gl(x) < C2x1 , for all x>0, 
(2.71) 
for some constant C2 > 0. The function w defined by 
w(x, y) - 
A(y)xn + R(x, y), for (x, y) such that y> Go(x), (2.72) 
1w(x, Gl(x)) -K [GI(x) - y] - c, for (x, y) such that 0<y :5 Go (x), 
where A is given by (2.70), is C', and, given any y>0, w(., y) is C2 outside the 
graph of Go. Also, w is a classical solution to the HJB equation (2.49), in the sense of 
Definition 1, and there exist constants C3 >0 and e3 E ]0, n[ such that 
-C3(1 +y+ xl )< w(x, y) < C3 
(1 +y+ [G', "(y)]"-f 3+ [Gi 1ý(y)]ayp + x"-63 +xl), 
(2.73) 
for all (x, y) E S. 
We can now prove the main result of the paper. 
Theorem 16 Consider the capacity control problem formulated in Section 2.2, and 
suppose that Assumption 3 holds. The value function v is equal to the solution to the 
HJB equation (2.49) constructed in Lemma 15. Apart from an initial jump of size 
(G1 (x) - y)+ at time 0, the optimal capacity level process Y° has jumps of size provided 
by the function Gl - Go that occur at the (. Ft)-stopping times when the process (X, Y°) 
hits the graph of Go, and is constructed rigorously in the proof below. 
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Proof. Fix any initial condition (x, y) and any admissible strategy ZEA such that 
J,,, y(Z) > -oo. Since Y is piecewise constant and w(", y) is C2 outside the graph of 
Go, for all y>0, we can use Itö's formula and the fact that X has continuous sample 
paths to obtain 
e-rTW(XT, YT+) = w(x, y) + 
in 
e-Tt [a2Xt wXx(Xt, Yt) + bXtw-, (Xt, Yt) - rw(Xt, Y)] dt 
0 
+ MT +Z e-rt [w(Xt, Y+) - w(Xt, Yj)] , 
0<KT 
where 
MT = vcr J e-''txtw., (Xt, Y) dwt, T>0. (2.74) in o 
Recalling the definition of U in (2.5), this implies 
UT + e-rT w(XT, YT+) 
T 
= w(x, y) +f e-rt [v2Xt wxx(Xt, Y) + bXtw,, (Xt, Yt) - rw(Xt, Yt) + h(Xt, Y)] dt 
0 
+ MT +E e-rt [w(Xt, yt + OZt) - w(Xt, Y) - KAZt - c] 1{ozt>o}" (2.75) 
O<t<T 
Since w satisfies the HJB equation (2.49), it follows that 
UT + e_rT 2 (XT, YT+) ý w(x, y) + MT. (2.76) 
Now, in view of (2.38) and the assumption K>0, 
-e-rTyT+ >- e-rtOZt1{oZt>0} - 
O<t<T 
which, combined with the lower bound in (2.73), yields 
e-rTw(XT, YT+) > -C3 
(eT 
+E e-rtOZt1{ozt>o} + e-rTXT (2.77) l 
O<t<T 
Furthermore, using (2.27) in Assumption 3, we obtain 
TT 
e-rth(Xe, Yt) dt >_ -c e-rtYt dt -C 
(1 - e-rTý (2.78) fo 
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MT ý -C4 1+Je 'tY dt +E e-tZZt1{ozt>o} + sup e-''T XTý , 
(2.79) 
T 0 [0, oo[ 
T>O 
where C4 >0 is a constant and Xt = sup, <t X,. Recalling the assumption that 
1aß E 
]0, n[, we can see that the second bound in Lemma 11 and (2.36) in Lemma 14 
imply that the random variable on the right hand side of this inequality has finite 
expectation. It follows from Exercise IV(1.46) in [RY04] that the stochastic integral 
Al defined by (2.74) is a supermartingale, and therefore, E [MT] < 0, for all T>0. 
Taking expectations in (2.76), we therefore obtain 
E [UT] < w(x, y) + lim inf e-''T E [-w(XT, YT+)]. (2.80) - T-aoo 
Furthermore, since 
UT >_ -C4 1+f 
00 
e-rtYt dt +E e-rtOZt1{ozt>o} _ -N, 
[0, oo[ 
where N is a positive random variable with finite expectation. Then, applying Fatou's 
lemma to UT +N and simplifying, we obtain 
(2.81) Jy, y(Z) <l im of E [UT], 
while (2.73) implies 
lim inf e-, T E [-w (XT, YT+)] < lim e-rT C3 + C31im inf e-''TE [YT+] T-ºoo T-ºoo T- 00 




the equality being true thanks to the first bound in Lemma 11 and (2.36). However, 
(2.80)-(2.82) imply that JJ, y(Z) < w(x, y), which proves that v(x, y) < w(x, y). 
Now, let us set 
, ro =0 and Ze°) = [Gi(x) - y] 1{y<Go(z)}, 
(2.83) 
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and define iteratively the (. 't)-stopping times Tn and the processes Z(') by 
Tk+1 = inf 
It > rk : Xt ' Gö 11 
(y + Ztk)) for k=0,1,... 
Ztk+l) = Ztk) + 
[Gl(XTk+ý) 
- Go(XTk+, )] 1{t>Tk+ýj, for k=0,1 , .... 
(2.84) 
Observing that limk Tk = oo, P-a. s., and that Z(k) = Ztk+l), for all tE [0, Tk+1], and 
k>0, we define the capacity expansion process Z° by Zt = Ztk) for t< -rk, and we 
note that the associated capacity process Y° satisfies 
YO S yl{Xt<G' 1'(y)} +Gl(Xt)1{Xt>Go 11(y)}. (2.85) 
This inequality and the upper estimate of w in (2.73) in Lemma 15 imply 
e-rTw(XT, YT) :5 C53 6-rT 
(i 
+ XT-a + XT-f) . 
(2.86) 
Also, this inequality and the upper bound on h in Assumption 3. (2.27), imply 
(1 ro0 







e-rt Ixt -791 +Xa (Yt )Q + Y°] dt) 
e-rt 
[Xt, -i9i + X''] dt I (2.87) 
However, these inequalities and the estimates in Lemma 11 imply 
r/ rT l 
EI sup IJ e-'th(Xt, Yt) dt +e 'T w(XT, YT) I]< 00. (2.88) 
LT>0 \0 
Now, with regard to the construction of Y°, we can see that (2.75) implies 
T 
e-f th(Xt, Yt) dt -E e-rt(KAZt + c)1{ozt>o} 
0 0<t<T 
+ e-rT, ý(XT, YT) = w(x, y) + MT, (2.89) 
where All is defined as in (2.74) with Y= Yt. This identity and (2.88) imply 
that E [supT>o MMT] < oo, so the stochastic integral M is a submartingale by Exer- 
cise IV(1.46) in [RY04]. In view of this observation, we can take expectations in (2.89) 
and pass to the limit to obtain 
. 
J., (Z°) ! w(x, y) + uTinf e-rTE[-w(XT, YT)] 
w(x, y) +'C56 1i ööf e-' TE 
[1 
+ Xt -t9' + Xt 
/(1-R)1 
= w(x, y). (2.90) 
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Here, the second inequality follows from the upper bound of w in (2.73), (2.85) and 
(2.71). However, combining with the inequality v(x, y) < w(x, y) that we proved above, 
we deduce that v(x, y) = w(x, y) and that Z° is optimal, and the proof is complete. 0 
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; t' ý <</ 
J, Y2) 
2 '': Ii1iist rat loll of the functions LF and Lb constructed in Lemmas 17 and 18. 
2.5 Appendix: Proof of Lemma 15 
11 ý: <<i IkIi Leiiiiiia 15. we first need to prove a number of preliminary results. The 
next one is concerned with a study of the function F defined by (2.62). 
Lemma 17 The equations 
x 






s-, I-1 [H(s, y) - r'h] (IS = 0, 
(2.92) 
two strictly increasing, C1 functions x t, a; t : [0, oo[ -a [0, oo[, respcc- 
1 
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tively, such that 
L192 -0 
2L 
(a - m)(n - a)J 
i 
y1 Qa 
<_ xt(y) < xt(y), for ally > 0. (2.93) 
Also, if we define 
D={ (x, y) ES: xE [xt (y), xt (y)] }, (2.94) 
then the following statements are true: 
(a) For (x, y) E S\V, the equation F(x, y, z) =0 has no solution z>x. 
(b) There exists a unique mapping LF :D -- [0, oo[ such that 
x< LF(x, y) and F(x, y, LF(x, y)) = 0. (2.95) 
Moreover, 
ax 
LF (x)y) <0 and 
I_LF(x, 
y) > 0, for all (x, y) E int D, (2.96) 
X 
m) LF(X, y) = oo and 
Xu 
m) LF(x, y) = xt(y). (2.97) 
Proof. Consider (2.92), fix any y>0, and observe that the upper bound in (2.28) 
in Assumption 3 implies that 
inf H(x, y) - rK = -ri92 < 0. 
(2.98) 
x>o 
Combining this inequality with (2.23) in Assumption 3, we can see that there exists a 
unique point x, = x(y) >0 such that 
ä 
qt(x, y) [H(x, y) - rK] 
<O, for all xE ]0, x. (y)[, (2.99) 
> 0, for all x>x. (Y). 
In view of this calculation, we combine the fact that qt(., y) is strictly decreasing in 
]O, x. (y) [ and strictly increasing in ]x. (y), oo[, with qt (0, y) = 0, to see that qt (x, y) < 0, 
for all x<x, (y), in particular, qt (x, (y), y) < 0. Therefore, if qt (x, y) =0 has a solution 
x>0, then this must satisfy x> x*(y). Also, given that it exists, this solution is unique 
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because qt(., y) is strictly increasing in ]x. (y), oo[. To prove that the required solution 
indeed exists, it suffices to show that lima , qt (x, y) = oo. The assumption that 
limxi,,, H(x, y) = oo implies that, given any constant M>0, there exists 0> x*(y) 
such that H(x, y) - rK > M, for all x> , ß. However, given any such choice of these 
constants, we calculate 
[qt(ß, um 




y) +m ß-m -m x-ml 
=00. 
It follows that equation (2.92) defines uniquely a continuous function xt : ]0, oo[ -310, oo[ 
such that 
given any y>0, 
< 0, 
4týx, y) = 0, 
> 0, 
for x< xt (y), 
(2.100) 
Moreover, the arguments above imply that 
for x= xt(y), 
for x> xt(y). 
H(xt(y), y) - rK > 0, for ally > 0. (2.101) 
To see that xt is C' and strictly increasing, we differentiate qt (xt (y), y) =0 with 
respect to y to obtain 
--t (y) 
ayx, 
(y) -- (xt(y))-m-l[H(xt(y), y) - rK] 
1 
s-m-lH (s) y) ds 
> 0, (2.102) 
the inequality following from (2.101) and (2.24) in Assumption 3. Since xt : ]0, oo[-* 
]0, oo[ is increasing, we can extend its domain by defining xt(0) =limylo xt(y). 
Now, fix any y>0, consider (2.91) and observe that (2.92) and (2.100) imply 
00 




_-J s-f1'1 [H(s, y) - rK] ds 
sty) 
< 0, (2.103) 
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the inequality following thanks to (2.101) and the assumption that H(", y) is strictly 
increasing. Also, note that 
-Qt ýx, y) = (n - 97Z)x'n-n-1 
Cý 
qt (x, y) 
< 0, for all xe]0, xt (y) [. (2.104) 
To proceed further, we fix any c, xE >0 such that H(s, y) - rK < -e, for all s< xE. 
For such a choice of parameters, we obtain 
%xe 
ji qt (X, y) >_ 1i E xm-n 
%x 
S-m-1 ds +J s-n-1 ds _f 
00 
S-n-1 l[H(s, y) - rK] ds z40 z40 
1 
J0 xJf 
= 00. (2.105) 
However, combining this calculation with (2.103) and (2.104), we can see that, there 
exists a unique xt (y) E]0, xt (y) [ such that qt (xt (y), y) = 0, for ally > 0. Moreover, 
>O, for xE ]0, xt (y) [, 
qt (x, y) (2.106) 
<O, for xE ]xt (y), xt (y) [" 
To see that Xt is C' and strictly increasing, we differentiate qt (xt (y), y) =0 with respect 
to y to obtain 
5yxt(y) 
= (n - m) -' xt(y)n-m+' 
4t(xt(tJ), tJ) 
Xt(v) J'l 00 
Ext 




the inequality following from (2.100) and (2.24) in Assumption 3. Furthermore, the 
conclusion that xt : ]0, oo[ -} ]0, xt(y)[ is increasing implies that the definition xt(0) _ 
limyloxt(y) exists. 
To see (2.93), we use the upper bound in (2.28) in Assumption 3 to obtain 
(n 
)a 
, ßCy-('-ß)x' - r192 






This inequality implies that xt(y) is greater than the unique point at which the right 
hand side vanishes, namely, 
1 
a2 192 
xt (y) ýL PC 
(a - m) (n - a)] y 
1ý, (2.109) 
which establishes (2.93). 
Now, fix any (x, y) ES with y>0, and consider the equation F(x, y, z) =0 for 
z>x. Plainly, 
F(x, y, x) = 0, 
while a straightforward calculation involving the definition (2.63) of F and the defini- 
tion of REH(')-nxl (x, y) as in (2.64) yields 
F(x, y, z) =-1 zm-n-igt(z, y) 
However, these observations and (2.100) show that the equation F(x, y, z) =0 has no 
solution z>x if x> xt(y). In view of this observation, (2.110), (2.111) and (2.100), we 
will prove part (a) of the lemma and the existence of a unique mapping LF :D -* [0, oo[ 
(2.110) 
(2.111) 
such that x< LF(x, y) and F(x, y, LF(x, y)) =0 if we show that 
lim F(x, y, z) J> 0, z-+O° < 0, 
for x E]O, xt(y)[, 
for xE ]xt (y), xt (y) [. 
(2.112) 
To this end, we use the upper bound in (2.28) in Assumption 3 and the fact that 
gt(xt(y), y) =0 to calculate 
m z'-" -m-1[H(s, y) - rK] ds 
fl 
rz 
= lim zm J s-m-1 [H(s, y) - rK] ds Z +CO xt(Y) 
Z 
< lim zm 
% 
s-m-1 [ßCs'y-(i-Q) - r292] ds Z +OO 
ft(v) 
C (1-A)/ rz9 limoo 
[ý 
a-m (zan _ 





the last equality following because m<0<a<n. Similarly, we use the lower bound 
in (2.28) in Assumption 3 to obtain 
fz 
lim Z' J s-m-1 [H(s, y) - rK] ds z-ºoo 0 
> lim -[C + rK]zm-"' s-m'-' ds z-*oo fo 
C+rK 
= lim z z- oo m 
= 0. (2.114) 
These calculations and the definition of R[H(')-''x] in (2.64) imply that lim, z,,,, ) z-" 
R[x(")-''x](z, y) = 0, which, combined with the definition of F and qt, implies 
um F(x, y, z) = 
ý2 (n1 m) 
qt (x, y). (2.115) 
However, this limit and (2.106) imply (2.112). Furthermore, a careful inspection of 
equations (2.100), (2.106), (2.111) and (2.115) reveals that (2.97) is true. 
Finally, to show (2.96), we first differentiate F(x, y, LF (X, y)) =0 with respect to 
x to obtain 
a 
LF(x) y) - 
"-n-lgt(x y) 
m-n-1 < 
02 for all (x, y) E int D (2.116) ax LF (x, y)gt(LF(x, y), y) 
the inequality following because x< xt (y) < LF (x, y) and qt (xt (y), y) = 0. Next, we 
observe that the definition of F in (2.63) implies 
F, (x, y, z) = z-"R[Hvl (z, y) - -nRIHv] (x, y), (2.117) 
while the definition of R1 11J, which can be easily deduced from (2.64), implies 
dxý-nR[Hvl 
(x y) __ý m-n-1 s-m-1 Hy (s y) ds 2o 
> 0, (2.118) 
the inequality following thanks to (2.24) in Assumption 3. However, these calculations 
and the fact that x< xt(y) < LF(x, y) show that 
Fy(x, y, LF(x, y)) > 0, for all (x, y) E int D, (2.119) 
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while (2.111) and (2.100) imply 
FF(x, y, LF(X)y)) _ -- 
1 
LF-n-1(x)y)gt(LF(x)y), y) 
< 0, for all (x, y) E int D. (2.120) 
In view of these inequalities, we can differentiate F(x, y, LF(x) y)) =0 with respect to 
y to derive the second inequality in (2.96), and the proof is complete. Q 
The next result is concerned with a similar study of the function defined by 
(2.69). 
Lemma 18 There exists a strictly increasing, C' function Xt : [0, oo[ -+ R+ such that 
given any (x, y) E S, the equation c(x, y, p) =0 has a solution p>y if and only if 
x> Xt(y). In particular, there exists a unique mapping 
Le : {(x, y) ES: x> Xt(y)} --} S (2.121) 
such that 
(xt)E'1)(x) < L, ý(x, y) and D(x, y, L,,, (x, y)) = 0, (2.122) 
where the function xt is as in Lemma (17). This mapping satisfies 
xLp(x, 
y) >0 and 
yyLk(x, 
y) < 0, for ally >0 and x> Xt(y), (2.123) 
and there exists a function Xt : [0, oo[-3 R+ such that Xt(y) < Xt(y), for ally > 0, 
and, if we define 
U={ (x, y) ES: xE [Xt (y), Xt (y)] }, 
then Lqý (x, y) E D, where V is defined by (2.9/x), if and only if (x, y) E U. 
Proof. Fix any (x, y) E S, and define 
Y) ES: x< xt(y)}, (2.124) 
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where xt is as in Lemma 17. With regard to this definition, the fact that m<0, (2.92) 
and (2.100), we calculate 
,p (x, y, y) = 
rc < 0, (2.125) 
m 
1< 0, for x< xt (p), 
19 
a9 (D(x, J, P) = xmgt (x, P) =O, for x= xt (P), (2.126) 
> 0, for x> xt(p), 
and 
axe 




[H (s, u) - rK] ds + x-' [H(x, u) - rK] du Jo JJJ 
fp rx 
=j x'-'j s-mH(s, u) ds du 
yo 
> 0, (2.127) 
the inequality following thanks to (2.23) in Assumption 3. Now, (2.126) implies that the 
function 1(x, y, ") has a global maximum at y if (x, y) E Di and at xt (p) if (x, y) E S\D1. 
Combining this observation with (2.125), we can see that the equation c1 (x, y, p) =0 
has a solution p>y if and only if (x, y) E S\Dl and -(D(x, y, (xt)1-11(x)) > 0. However, 
this conclusion and (2.126) imply that there exists a strictly increasing function Xt : 
[0, oo[ -+ R and a mapping Lj, satisfying (2.121)-(2.122) if and only if 
0 ý(X, y, (xt)1-li(x)) > 0, (2.128) 
and 
lim e(x, y, (xt)[-, ](x)) > 0. (2.129) x-ºoo 
Inequality (2.128) follows immediately once we observe that (2.126) and (2.127) imply 
f (xt)Ful(x) 
xy) 
(xt)[-11(X)) =% sH(s, u) ds du > 0. (2.130) Jo 
To see (2.129), we note that (2.23) in Assumption 3 implies that, given any constant 
N>0, there exists xl >0 such that H(x, y) - rK > N, for all x> x1. Given any 
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such choice of constants, 
x 
lim xm s-m-1[H(s, y) - rK] ds X-400 o 
xl 
>_ lim z'" 
% 
s-m-i [H(s, y) - rK] ds -N x-n' +Nm xi-m mJ Jo 
N 
(2.131) =- ' m 
the last equality following because m<0. Since N>0 is arbitrary, this calculation 
implies 
rx 
lim x' J s-r'1[H(s, y) - rK] ds = oo. (2.132) x-ºoo 0 
However, in view of (2.132) and the fact that limx, (xt)I-1](x) = oo (recall that the 
domain of xt is the whole of 1), we can deduce that 








which establishes (2.129). 
(2.133) 
Now, to establish (2.123), we first differentiate 4) (x, y, L4, (x, y)) =0 with respect 
to x to obtain, for all y>0 and x> Xt (y), 
a 
L» (x> y) -- 
*x (x, y, Le (x, y)) > 0, (2.134) äx (Dp(x, y, Lo (x, y)) 
the inequality following thanks to (2.126) and (2.127) and the fact that L, ,, (x, y) E 
int DI, which implies that x< xt(L. D (x, y)). Also, differentiating (D (x, y, L4ý (x, y)) =0 
with respect to y yields 
a 
Lý (xý y) = 
9t (x, y) <0 (2.135) ey qt (x, Le (x, y)) 
the inequality following thanks to (2.100) and the inequalities y< xt 
"(x) < LD(x, y). 
With regard to the structure of the function (D that we have studied above, the 
existence of the function Xt will follow if we prove that, given any y>0, 
l im (D (x, y, xt 11(x)) > 0. (2.136) 
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To this end, we consider any x>0 and p>y> yl, where yl is as in (2.30) in 
Assumption 3, and we calculate 









zaP-(1-B) . {., 
rKl 
P+ 
[A(1 - C)ý 
-A yß] x - 
rKy + rc, la-m mJ[ a-m a-m Jmm 
(2.137) 





Cl ý2ýZýC, a), (2.138) 
while (2.29) in Assumption 3 implies that there exists ( E]O, 1[ such that the right hand 
side of this inequality is strictly positive. However, for such a choice of (, (2.137) and 
the fact that limý_ý x'1(x) = oo imply (2.136), and the proof is complete. 0 
Proof of Lemma 15. With regard to the definitions and the properties of the sets 
D, U and the mappings LF, Lýp in Lemmas 17 and 18, we define 
CFA = {(LF(x, y))y) : (x, y) E A} , for ACD, 
G'B = {(LI>(x, y), y) : (x, y) E B} , 
for BCU, 
x(0) = xt, '(0) = xt, x0 Xt, x40) = Xt) 
D(0) =D 
{(x, 





y) ES: xE [xsýý (Y» xäI) (y) 
and we observe that 
ANY) < z2(°) (y) < xs°l (y) < xä°) (y), for all y>0, (2.139) 
lim x°(y) = oo, for i=1,2,3,4, (2.140) y-ºoo 
GFD(°) > UM and £ U(°) = 
{(x, 
y) E D(°) :x> x30) (0) 
1. (2.141) 
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To proceed further, we appeal to an inductive argument, and we assume that we have 
,x, x, x(k) : 
1l8+ -+ R+ such that found strictly increasing functions x 1234 
) (y) < x(k) (y) < x(k) (y) < x(k) (y), for all y>0, (2.142) x(k 1234 
lim x; 
k)(y) 
= oo, for i=1,2,3,4, (2.143) 
y-4oo 
and, if D(k), U(k) are the sets defined by 
D(k) = 
{(x, 




y) ES: xE [x3 \y), x4k) 
(v)l} 
then 
£FD(k) D U(k) and £ U(k) = 
{(x, 
y) E D(k) :Xi X3(k) (O)1. (2.144) 
With regard to the properties of the function LF(", y) established in Lemma 17, there 
exist functions x +l), 
4k+1) : R+ -+ R+ such that 
xik) (y) < xlk+l) (y) < x2k+1) (y) < xzk) (y) for all y>0, 
lim xik+l) (y) = lim x2k+1) (y) = 00, y-ºoo y-+OO 
and, if we define 
V(k+l) = 
{(x, 
y) ES: xE ýxik+l) (yý ý2k+1) ýyýý 
} 
then 





Similarly, the properties of the function L4ý in Lemma 18 imply that there exist func- 
tions x(k+l), x3k+1) : R+ -+ lit,, such that 
for all y>0, (2.149) xr (y) < x3k+1) (y) < x4k+1) (y) < x4k) (Y), 
lim x(k+1) (y) = lim x4k+1) (y) = oo, (2.150) y- oo y-ºoo 
ýýu(k+l) _ (tery) E D(k+1) :X> x3k+1)(O)l º 
(2.151) 
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where Zl(k+l) is given by 
u(k+i) = 
{(x, 
y) ES: xE [x"'' y) x4ý+1) (y)J 
1. (2.152) 
By construction, the functions x; k+l), i=1,2,3,4, and the sets D(k+1), ulk+' have all 
of the properties assumed for the functions xik), i=1,2,3,4, and the domains D(k), U(k) 
(see (2.142)-(2.144)), and which are shared by the corresponding entities when k=0 
(see (2.139-(2.141)). By induction, it follows that there exist sequences of functions 
(xlk)), (4' ), (xv), (xv) and subsets (D(k)), (U(k)) of S satisfying (2.142)-(2.144). 
Since (xlk)), (x3k) v ), (x ) (resp., (x4k))) are strictly increasing (resp., decreasing) se- 
quences of functions, 
x; (y) =l im x1ýk) (y), for y>0 and i=1,2,3,4, (2.153) 
define increasing functions xl, x2i x3, x4 : IlS+ -4 R+ such that xl, x3 are lower semi- 
continuous, i2i x4 are upper semi-continuous, 
xi(y) < 12(y) < x3(y) : x4(y), for all y>0, 
1im i; (y) = oo, for i=1,2,3,4, 
y-ºoo 
(2.154) 
and the sets 
00 
G1 =n D(k) _ {(x, y) ES: xl(y) x< x2(Y)I 
k-0 
ýo =n u(k) - {(x, y) ES: x3(y) <x< x4(y)} (2.155) 
k=o 
are non-empty and closed. Moreover, (2.148) and (2.151) imply 
, CFG1 = Go and 4Go = 
{(x, 
y) ES: x> 1im x(k) (0) 
12 
respectively, while the fact that LF(", y) and L4, (x, ") are both decreasing implies 
LF graph(11) = graph (x4), , CF graph 
(x2) = graph(x3), 
G, graph(x3) C graph(x2) and G, graph(x4) C graph(xl). 
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These inclusions imply that, if we define 
x° : --13(0), Gl (x) =4 ll (x) and Go(x) = 13' (x), for x> x°, 
then Gl and Go satisfy (2.62), for all y>0, and (2.68), for all x> x°. Moreover, since 
the functions F and are Cl, the functions G,, Go are Cl. At this point, we should 
note that the choice of Gl, Go made above plainly appears to be non-unique, which 
is due to the fact that we have not managed to prove that the sets Go and G1 have 
empty interior. 
Nov, consider (2.70), and note that the upper bound in (2.28) in Assumption 3 
and the inequalities a< 1% <n imply 




Q (a - m) (n - a) 
fy 
Nov, fix any co >0 such that 
a 
eo<n-1-ß<n-a. 




(G'(u)) -(n a) du < G'1-11(y) 
-EO %°Ou-(1-Q) (G'1(u))-(n-a-SO) du 
J y v 
< aC71 G' j- y-[(1-ß)(n-£U)-a]/aI (1 -, 8)(n - eo) -a 








G1]()) -60 for all y>1. 
v E 
(2.157) 







(G1](y)) « fu1du 
\ 
V 
< (Gi 1)(1)) (2.158) 
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- a) L(1 - 
ß)(n Eo) -a 
C(G 
GI-11(y) 1{y>1}J 





+ (Cr "(y)) n-Eo) , for ally > 0, 
(2.159) 
where C72 >0 is a constant. 
To proceed further, fix any (x, y) EW such that x< Gi 11(0) or x> G11711(0) and 
y> G1(x). For such a point, 
w(x, y) < w(Gi "(y), y) 
= A(y) 
[ch1(y)]'2 
+ R[' ] (Gi 11(y), y) 
< C73 
(i 






the first inequality following because w(., y) is increasing, and the second one following 
thanks to (2.159) and the upper bound in Lemma 12. 
For (x, y) EW such that y< Gi(x), the fact that w satisfies the HJB equation 
(2.49) implies 
w(x, Go(x)) > w(x, y) -K [y - Go(x)] - c, (2.161) 
which, combined with the identity 
w(x, Go(x)) = w(x, Gi(x)) - K[G1(x) - Go(x)] -c (2.162) 
that is true by construction, implies 
w (x, y): 5 w (x, Gl (x)) + Ky 
= A(G4 (x))x' + Rix, G, (x)) + Ky 
< C74 (1 + xn-£0A'91 + G1 (x) + x' [GJ (X)]13) 
< C74 (1 + xn-eoAt91 +x 1=7j) e 
(2.163) 
where C74 >0 is a constant. The second inequality here follows thanks to (2.159) 
and Lemma 12, while the third one is true because of the estimate for Gl provided by 
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(2.71). Also, if (x, y) E Z, then the expression for w given by (2.72) implies that w(x, y) 
satisfies (2.163) as well. However, (2.160) and (2.163) establish the upper estimate in 
(2.73). 
To show that w satisfies the lower bound in (2.73), we first observe that the posi- 
tivity of A and the lower bound in Lemma 12 imply that 
w(x, y) > -C1(1 + y), for all (x, y) E W. 
This estimate and the definition of w in Z, provided by (2.72), imply 
w(x, y) ? -(Cl + K) Gl(x) - Ci 
(2.164) 
> -C75 (1 + xal (l-ß)), for all (x, y) E Z, (2.165) 
the second inequality following thanks to (2.71). However, (2.164)-(2.165) establish 
the lower bound in (2.73). 
To see that w is C1"1 along the boundary G,, we use the second identity in (2.72) 
along with (2.59) to calculate 
Wx (x, y) = w. (x, G1 (x)) + [wv (x, G1(x)) - K] 
dd (x) 
= wx(x, G1(x)). (2.166) 
By construction, we will prove that w satisfies the HJB equation (2.49) if we show 
that 
Q2x2wxx(x, y) + bxwx(x, y) - rw(x, y) + h(x, y) < 0, for all (x, y) E Z, (2.167) 
-w(x, y) -c+ zip [w(x, y+ z) - Kz] < 0, for all (x, y) EW (2.168) 
To this end, we fix any (x, y) EW and we observe that (2.60) and the definition of F 
in (2.63) imply 
wy(x, y) -K= A'(y)xn + R[x(") rx](x, y) 
= 
[_(c4_h(y))_nRHO_rK(G0_ 1)(y), y) + x-nR[H(")-rK)(x, y), xn 
_ -F(x, y, Gö 
1l (y))xn 
< 0, for x< Gi 1)(y), (2.169) 
1> 0, for x E]Gi 1) (y), Go l-'] (y) [. 
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To see how the inequalities follow, we note that 
aF(x, , z) 
- Qxm-n-lgt(x y), (2.170) 
and that q(xt (y), y) = 0. Then, since Gi 11 (y) < xt (y) < Gö 1ý (y), we must have 
a F(x y G(-"(y» f<0, for x< Gi 11(y) and xE ]Gi 1) (y), xt (y) [, (2.171) ,, ax 
> 0, for xE1 xt (y), Go- 11(y) [. 
Combining this with F(Gý 11(y), y, Gö 11(y)) = F(Gi 11(y), y, G[-l' (y)) = 0, we deduce 
that 
Fix, y, Gö 11(y)) 
> Oý 
< 0, 
for x< Gi-1I(y), 
for xE IGi 11 (Y), Gö 11 (y)[" 
(2.172) 
Using (2.169), it is a tedious but straightforward exercise to show that (2.168) is sat- 
isfied. 
To establish (2.167), and in, view of the C2'2 continuity of w in the interior of W, 
we can differentiate wy(x, G, (x)) =K with respect to x to obtain 
w. y(x, G1 (x)) = -wvv(x, G1(x)) Gi(x) $ 0, (2.173) 
the inequality following because wyy(x, Gi(x)) > 0, which is true thanks to (2.169), 
and the fact that Gi is strictly increasing. Now, with regard to (2.166), we can see 
that 
w.. (x, y) = w.. (x, Gi fix)) + wy(x, Gi fix)) Gi (x) 
< wxx(x, Gl(x)), for all (x, y) E Z. (2.174) 
combining this inequality with (2.166) and (2.72), we can see that (2.167) is implied 
by 
Q2x2w. x(x, Gi(x)) + bxw.  (x, Gi(x)) - rw(x, Gi(x)) 
+ rK[G1(x) - y] + h(x, y) + rc < 0, for (x, y) E Z, (2.175) 
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which is equivalent to 
- 
Gl (x) 
[H(x, u) - rK] du + rc < 0. (2.176) 
Z 
However, this is true because, by (2.68), we have 
rGl (x) rx 
rc = -m xm J s-'-1 [H(s, u) - rK] ds du Go(x) 0 
rGl (x) /' 
0(. Z) 0 
< -m J xm J s-m'-1 [H(x, u) - rK] ds du 
J [H(x, u) - rK] du, (2.177) Go (x) 
the inequality here following from (2.23). Substituting this into (2.176) yields 
ly 
Go(x) Go(x) 
- [H(x, u) - rK] du <-% [H(x, Go(x)) - rK] du Jy 
< 0, (2.178) 
the first inequality due to (2.24) and the second to the fact that H(x, Go(x)) - rK > 
H(x, (xt)H-1]) - rK = 0, and the proof is complete. EI 
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