e, is minimised by the controller, a set of logical and mathematical rules through which an appropriate value of the input u is chosen in order to guarantee that the output y matches 35 the desired reference r.
36
Feedback control has been extensively applied to control growing conditions of cells in 37 chemostats in terms of temperature and/or CO2 and it is a current feature of bench-top and 38 industrial chemostats (2 , 3 ). Only recently, however, the application of Control Engineering 39 principles has been exploited to regulate molecular events in living cells, thanks to innovative 40 microfludics and optogenetics platforms (4 -8 ).
41
In (4 , 5 ) we built a completely automated microfluidic platform to control in real-time Other successful attempts to control gene expression, or even signaling pathways, have 46 been described in the literature. They mainly differ in the control input (osmotic pressure, light, small-molecules) and the control strategy adopted. Optogenetics-based light inducible 48 systems have been exploited to control gene expression in yeasts (8 , 9 ), to regulate intracel-49 lular signalling dynamics in mammalian cells (7 ), and to drive protein levels by using light-50 switchable two-component systems in bacteria (10 ). Microfluidic-based devices, allowing a 51 tight control of cellular growing medium and the administration of inducer small-molecules, 52 have been successfully employed to investigate synchronisation properties of synthetic bio-53 logical clocks in bacterial cells (11 ), to control the transcription from the HOG1 promoter 54 in yeast S. Cerevisiae by varying the osmotic pressure(6 ) and, in our own work, to control 55 transcription from the GAL1 promoter using Galactose and Glucose as input.
56
The different control strategies proposed in the literature have never been compared 57 in the same experimental model, thus making a direct comparison of their performance 58 impossible. This is extremely important for practical applications where knowing advantages 59 and limitations of each strategy can be useful, if not necessary, to select the most appropriate 60 and effective one. Here, we compared in-silico and in-vivo the performance of different 61 control algorithms when applied to the problem of controlling gene expression from the GAL1 62 inducible promoter. In addition to control strategies that have already been described in the 63 literature, namely the Proportional-Integral (PI) control and the Model Predictive Control
64
(MPC), we also tested a different control strategy named Zero Average Dynamics (ZAD), an 65 approach inspired by sliding control techniques (12 ) used to control power electronic systems, 66 but that has never been applied to biological processes. Finally, practical considerations of 67 the pros and cons of each control strategy are provided.
68

Results and Discussion
69
An experimental testbed for the assessment of control strategies.
70
The GAL1 promoter is the most widely used inducible promoter in yeast genetics. Thousands 
74
This sugar is interpreted as a "switch on" signal for the expression of the GAL1 gene; when 75 yeasts are fed with Glucose, the production of Gal1 protein is repressed (13 ). Yeast cells will 76 first consume all the available Glucose in the medium before starting metabolising Galactose.
77
Hence, the control input can either be Glucose (switch off signal) or Galactose (switch on 78 signal), but not an intermediate concentration of the two, because cells will not respond to
79
Galactose when Glucose is present.
80
We thus decided to use the GAL1 promoter upstream of a reporter gene (Gfp fused with 81 the Gal1 protein) as a testbed for comparing and assessing the performance of the different 82 control strategies. When dealing with living cells, one of the major issues is represented by the 83 uncertainty affecting transcriptional and translational processes, introducing a remarkable 84 cell-to-cell variability in mRNA and protein production (14 ). Rather than trying to control 85 fluorescence intensity expressed by all cells as the quantity to be controlled (y), thus averaging 87 out the effects due to intrinsic and extrinsic sources of noise (15 ).
88
To carry out in-vivo control experiments, we used the same integrated experimental 89 set-up presented in previous works (5 , 16 ), comprising a microfluidic device, a time-lapse 90 microscope, and a set of automated syringes, all controlled by a computer. As depicted in 91 Figure 1 -B, the computer runs the control algorithm, which at each sampling interval: (i) 
98
Controlling gene expression from the GAL1 promoter: set-point and 99 tracking control tasks.
100
We compared the performance of three control algorithms (PI, MPC and ZAD) when per- 
115
Control algorithms.
116
PI and MPC have been previously applied to control gene expression and protein activation.
117
Toettcher and colleagues applied a Proportional-Integral (PI) control to regulate protein 118 signaling in mammalian cells using light as control input in an optogenetics framework(7 ); we 119 have applied the same PI control scheme to regulate gene expression from the GAL1 promoter 120 in yeast using galactose and glucose as control input (5 ) 
125
We therefore compared the performance of PI, MPC and a new ZAD controller when 126 applied to the regulation of gene expression from the GAL1 promoter in yeast cells.
127
We identified two major constraints affecting the control algorithms: the sampling-time The Proportional-Integral (PI) control algorithm uses the control error e(t) = r(t) − y(t)
136
to choose, at each sampling time (kT ), the duty-cycle value (d k We first tested in-silico the PI, MPC and ZAD control strategies described above, by sim- is able to achieve satisfying results with a reduced number of input switches (five and six 160 fold less than respectively MPC and PI). This is advantageous in the experimental setting 161 because it reduces unnecessary stress to cells. of the system to be controlled. This is not a strong limitation, since it is possible to identify 212 a dynamical input-output model of the biological system under investigation using standard 213 system identification techniques, which work very well at least for simple inducible promoters 214 (16 ).
215
The PI controller, as expected from control theory (1 ) and from our in-silico predictions, 216 performs similarly to the MPC and ZAD strategies only in the set-point control task, whereas 217 it is the worst performer in the case of signal-tracking experiments.
218
The MPC and ZAD controller perform similarly well in all the control tasks. The main 219 differences are that the MPC performs slightly better than ZAD for fast switching reference 220 signals (such at the staircase signal in Figure 6 ), however it requires a higher number of input 
225
In conclusion, automatic control of gene expression from inducible promoters is mature 226 enough to be applied routinely in synthetic biology and more generally in quantitative biology 227 applications. Although we showed the experimental application of these control strategies to 228 the GAL1 promoter, the same techniques can be applied to other inducible promoters and 229 to different cellular models.
230
The choice of the control strategy to employ will depend on which kind of control task 231 needs to be achieved (set-point or tracking), the complexity of the synthetic circuit to be 232 controlled, the availability of a descriptive mathematical model of the circuit to be con-233 trolled, the cost associated to the actuation effort and, whether a minimal stress to the cells 234 is required (i.e. a small number of input switches). Control experiments were performed in the yeast strain (yGIL337, Gal1-GFP::KanMX, 
Control strategies implementation
272
The control input is described as follows, where ON means galactose administration and 273 OFF glucose administration: 
278
Given the constraints on the control input as well as on the sampling time described 279 above, a modulation on the PI output was implemented to calculate the duty cycle d k as:
whereû is the output of the PI regulator saturated between u M IN = 0 and u M AX = 2.
281
To avoid delays and overshoots introduced by the saturation of the regulator output (1 ) 282 an anti-windup block, described in the Supporting Informations, was added to the feedback 283 loop.
284
MPC:
The MPC strategy chooses, at each sampling time kT , the optimal control input 285 that minimises the sum of the squared control error (SSE):
whereŷ is the output provided by the dynamical model of the the GAL1 promoter 
Matlab implementation of the Genetic Algorithm described in (22 ).
294
The result of the optimisation is an array of N optimal duty cycles d k+i , i ∈ [1, N ].
295
In the absence of external disturbances and other sources of uncertainty, the optimal input switching the available inputs.
307
In the ZAD control approach, the sliding condition has to be fulfilled only on average 308 over each sampling period kT , thus allowing to directly calculate the duty cycle d k via the 309 solution of the following integral equation:
where mathbbE T indicates the operator taking the average over the time interval T.
311
To control GAL1 promoter dynamics onto the desired reference signal, we considered 312 the following sliding surface, which was derived using the dynamical model of the GAL1 313 promoter as described in the Supplementary Information: In the case of model-free regulators (e.g. PI), the control error e (namely the difference in between the control reference r and the system's output y) is minimised by the controller calculating the control input u. Modelbased controllers, i.e. MPC and ZAD, use not only the control error e but also the dynamical model of the GAL1 promoter in the State estimator block. (B) Experimental set-up: a PC governs the entire platform running an algorithm that during each sampling interval: (i) processes the images acquired by the microscope to calculate the output y, (ii) runs the state estimator (when needed) and the control algorithms to calculate the input u for the next sampling interval. (iii) controls the automated syringes so as to provide the calculated input to the cells. 
