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Abstract
We address the problem of minimal-change integrity maintenance in the context of integrity constraints
in relational databases. We assume that integrity-restoration actions are limited to tuple deletions. We focus
on two basic computational issues: repair checking (is a database instance a repair of a given database?) and
consistent query answers [in: ACMSymposiumonPrinciples ofDatabase Systems (PODS), 1999, 68] (is a tuple
an answer to a given query in every repair of a given database?). We study the computational complexity of
both problems, delineating the boundary between the tractable and the intractable cases. We consider denial
constraints, general functional and inclusion dependencies, as well as key and foreign key constraints. Our
results shed light on the computational feasibility of minimal-change integrity maintenance. The tractable
cases should lead to practical implementations. The intractability results highlight the inherent limitations of
any integrity enforcement mechanism, e.g., triggers or referential constraint actions, as a way of performing
minimal-change integrity maintenance.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
Inconsistency is a common phenomenon in the database world today. Even though integrity con-
straints successfully capture data semantics, the actual data in the database often fail to satisfy such
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constraints. This may happen because the data is drawn from a variety of independent sources (as
in data integration [47]) or are involved in complex, long-running activities like workﬂows.
How to deal with inconsistent data? The traditional way is not to allow the database to become
inconsistent by aborting updates or transactions leading to integrity violations. We argue that in
present-day applications this scenario is becoming increasingly impractical. First, if a violation oc-
curs because of data frommultiple, independent sources beingmerged [48], there is no single update
responsible for the violation.Moreover, the updates have typically already committed. For example,
if we know that a person should have a single address but multiple data sources contain different
addresses for the same person, it is not clear how to ﬁx this violation through aborting some update.
Second, the data may have become inconsistent through the execution of some complex activity
and it is no longer possible to trace the cause of the inconsistency to a speciﬁc action.
In the context of triggers or referential integrity, more sophisticated methods for handling
integrity violations have been developed. For example, instead of being aborted an update may be
propagated. In general, the result is at best a consistent database state, typically with no guarantees
on its distance from the original, inconsistent state (the research reported in [49] is an exception).
In our opinion, integrity-restoration should be a separate process that is executed after an in-
consistency is detected. The restoration should have a minimal impact on the database by trying to
preserve as many tuples as possible. This scenario is called from now on minimal-change integrity
maintenance.
One can interpret thepostulate ofminimal change in several differentways, dependingonwhether
the information in the database is assumed to be correct and complete. If the information is complete
but not necessarily correct (itmay violate integrity constraints), the onlyway to ﬁx the database is by
deleting someparts of it. If the information is both incorrect and incomplete, thenboth insertions and
deletions should be considered. In this paper, we focus on the ﬁrst case. Since we are working in the
context of the relational data model, we consider tuple deletions. Such a scenario is common in data
warehouse applications where dirty data coming frommany sources is cleaned in order to be used as
a part of the warehouse itself. On the other hand, in some data integration approaches, e.g. [46,47],
the completeness assumption is notmade. For large classes of constraints, e.g., denial constraints, the
restriction to deletions has no impact, since only deletions can remove integrity violations. Another
dimension of change minimality is whether updates to selected attributes of tuples are considered
as ways to remove integrity violations.We return to the issue of minimal change in Sections 2 and 5.
We claim that a central notion in the context of integrity restoration is that of a repair [3]. A repair
is a database instance that satisﬁes the integrity constraints and minimally differs from the original
database (whichmay be inconsistent). Because we consider only deletions of complete tuples as ways
to restore database consistency, the repairs in our framework are maximal consistent subsets of the
original database instance.
The basic computational problem in this context is repair checking, namely checking whether
a given database instance is a repair of the original database. The complexity of this problem is
studied in the present paper. Typically, repair checking algorithms can be easily adapted to non-
deterministically compute repairs (as we show).
Sometimes when the data is retrieved online frommultiple, autonomous sources, it is not possible
to restore the consistency by constructing a single repair. In that case one has to settle for computing,
in response to queries, consistent query answers [3], namely answers that are true in every repair of the
given database. Such answers constitute a conservative “lower bound” on the information present in
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the database. The problem of computing consistent query answers is the second computational prob-
lem studied in the present paper. We note that the notion of consistent query answer proposed in [3]
has been used and extended, among others, in [4–8,10,11,14,17–19,22,24,30,34,38,39,41,55,57]. Howev-
er, none of these papers presents a comprehensive and complete computational complexity picture.
The research on consistent query answers is surveyed in [12,23].
We describe now the setting of our results. We analyze the computational complexity of repair
checking and consistent query answers along several different dimensions. We characterize the
impact of the following parameters:
• the class of queries: quantiﬁer-free queries, conjunctive queries, and simple conjunctive queries
(conjunctive queries without repeated relation symbols and with limited variable sharing).
• the class of integrity constraints: denial constraints, functional dependencies (FDs), inclusion
dependencies (INDs), and FDs and INDs together. We also consider practically important sub-
classes of FDs and INDs: key functional dependencies and foreign key constraints [27].
• the number of integrity constraints.
As a result we obtain several new classes for which both repair checking and consistent query
answers are in PTIME:
• queries: quantiﬁer-free, constraints: arbitrary denial;
• queries: simple conjunctive, constraints: functional dependencies (at most one FD per relation);
• queries: quantiﬁer-free or simple conjunctive, constraints: key functional dependencies and for-
eign key constraints, with at most one key per relation.
Additionally, we show that repair checking (but not consistent query answers) is in PTIME for
arbitrary FDs and acyclic INDs. The results obtained are tight in the sense that relaxing any of
the above restrictions leads to co-NP-hard problems, as we prove. (This, of course, does not pre-
clude the possibility that introducing additional, orthogonal restrictions could lead to more PTIME
cases.) To complete the picture, we show that for arbitrary sets of FDs and INDs repair checking
is co-NP-complete and consistent query answers is p2 -complete.
Our results shed light on the computational feasibility of minimal-change integrity maintenance.
The tractable cases should lead to practical implementations. The intractability results highlight the
inherent limitations of any integrity enforcement mechanism, e.g., triggers or referential constraint
actions [49,53], as ways of performing minimal-change integrity maintenance using tuple deletions.
The plan of the paper is as follows. In Section 2, we deﬁne the basic concepts. In Section 3, we
consider denial constraints. In Section 4, we discuss INDs together with FDs. In Section 5, we sum-
marize related research and in Section 6 we draw conclusions and discuss future work. An earlier
version of the results in Section 3 was presented in [22].
2. Basic notions
In the following we assume we have a ﬁxed relational database schema R consisting of a ﬁnite
set of relations (which are ﬁnite sets of tuples). We also have an inﬁnite set of attributes (column
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labels) U from which relation attributes are drawn. We have a ﬁxed, inﬁnite database domain D,
consisting of uninterpreted constants, and an inﬁnite numeric domain N , consisting of all rational
numbers. Those domains are disjoint. The database instances can be seen as ﬁnite, ﬁrst-order struc-
tures over the given schema, that share the domains D and N . Every attribute in U is typed, thus all
the instances of R can only contain in a single attribute either uninterpreted constants or numbers.
Since each instance is ﬁnite, it has a ﬁnite active domain which is a subset of D ∪ N . (The property
that attribute values are atomic is often called ﬁrst normal form or 1NF.) As usual, we allow the
standard built-in predicates over N (=, =,<,>,,) that have inﬁnite, ﬁxed extensions. With all
these elements we can build a ﬁrst-order language L.
2.1. Integrity constraints
Integrity constraints are closed ﬁrst-order L-formulas. In the sequel we will denote relation sym-
bols by P , P1, . . . , Pm, tuples of variables and constants by x¯1, . . . , x¯m, and conjunctions of atomic
formulas referring to built-in predicates by ϕ.
In this paper, we consider the following basic classes of integrity constraints:
(1) Denial constraints: L-sentences
∀x¯1, . . . , x¯m. ¬[P1(x¯1) ∧ · · · ∧ Pm(x¯m) ∧ ϕ(x¯1, . . . , x¯m)].
A denial constraint is binary if m  2.
(2) Functional dependencies (FDs): L-sentences
∀x¯1x¯2x¯3x¯4x¯5. ¬[P(x¯1, x¯2, x¯4) ∧ P(x¯1, x¯3, x¯5) ∧ x¯2 = x¯3],
where the x¯i are sequences of distinct variables. A more familiar formulation of the above FD
is X → Y where X is the set of attributes of P corresponding to x¯1, and Y is the set of attributes
of P corresponding to x¯2 (and x¯3). Clearly, functional dependencies are a special case of denial
constraints.
(3) Inclusion dependencies (INDs): L-sentences
∀x¯1∃x¯3. [Q(x¯1)⇒ P(x¯2, x¯3)],
where the x¯i are sequences of distinct variables with x¯2 contained in x¯1, and P ,Q database
relations. Again, this is often written as Q[Y ] ⊆ P [X ] where X (respectively, Y ) is the set of
attributes of P (respectively, Q) corresponding to x¯2. If P and Q are clear from the context, we
omit them and write the dependency simply as Y ⊆ X . Full inclusion dependencies are those
expressible without the existential quantiﬁers.
Several examples of integrity constraints are presented later in Examples 2.1–2.3.
Given a set of FDs and INDs IC and a relation P with attributes U , a key of P is a minimal
set of attributes X of P such that IC entails the FD X → U . In that case, we say that each FD
X → Y ∈ IC is a key dependency and each IND Q[Y ] ⊆ P [X ] ∈ IC is a foreign key constraint. If,
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additionally,X is the primary (one designated) key of P , then both kinds of dependencies are termed
primary.
The above constraint classes are the most common in database practice. They exhaust the
constraints supported by present-day database management systems. The SQL:1999 standard [53]
proposes general assertions that can be expressed using arbitrary SQL queries (and thus subsume
arbitrary ﬁrst-order constraints). However, such constraints have not found their way into practi-
cal DBMS implementations yet and are unlikely to do so in the near future. In fact, most systems
allow only restricted versions of FDs and INDs in the form of key dependencies and foreign key
constraints, respectively.
Deﬁnition 2.1.Given a database instance r of R and a set of integrity constraints IC , we say that r
is consistent if r |= IC in the standard model-theoretic sense; inconsistent otherwise.
2.2. Repairs
Given a database instance r, the set (r) of facts of r is the set of ground atomic formulas
{P(a¯)|r |= P(a¯)}. (There is clearly a straightforward correspondence between r and (r). However,
we will ﬁnd it more convenient to talk about the set of facts true in a ﬁrst-order structure than about
the structure itself.)
Deﬁnition 2.2.Given a set of integrity constraints IC and database instances r and r′, we say that r′
is a repair of r w.r.t. IC if (r′) is a maximal subset of (r) such that r′ |= IC .
We denote by RepairsIC(r) the set of repairs of r w.r.t. IC . This set is non-empty, since the empty
database instance satisﬁes every set of denial constraints and INDs.
2.3. Queries
Queries are formulas over the same language L as the integrity constraints. A query is closed
(or a sentence) if it has no free variables. A closed query without quantiﬁers is also called ground.
Conjunctive queries [20,1] are queries of the form
∃x¯1, . . . , x¯m. [P1(x¯1) ∧ · · · ∧ Pm(x¯m) ∧ ϕ(x¯1, . . . , x¯m)],
where the variables of xi are disjoint from that of xj if i = j, and ϕ(x¯1, . . . , x¯m) is a conjunction of
built-in atomic formulas. A conjunctive query is simple if it has no repeated relation symbols and
ϕ is of the form c1(x¯1) ∧ · · · ∧ cm(x¯m).
The following deﬁnition is standard:
Deﬁnition 2.3. A tuple t¯ is an answer to a query Q(x¯) in an instance r iff r |= Q(t¯).
2.4. Consistent query answers
Given a query Q(x¯) to r, we want as consistent answers those result tuples that are unaffected by
the violations of IC , even when r violates IC .
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Deﬁnition 2.4 (see [3]).A tuple t¯ is a consistent answer to a query Q(x¯) in a database instance r w.r.t.
a set of integrity constraints IC iff t¯ is an answer to the query Q(x¯) in every repair r′ of r w.r.t. IC .
An L-sentenceQ is consistently true in r w.r.t. IC if it is true in every repair of r w.r.t. IC . In symbols:
r |=IC Q(t¯) ⇐⇒ r′ |= Q(t¯) for every repair r′ of r w.r.t. IC.
Note: If the set of integrity constraints IC is clear from the context, we omit it for simplicity.
2.5. Examples
Example 2.1. Consider the following instance of a relation Person
Name City Street
Brown Amherst 115 Klein
Brown Amherst 120 Maple
Green Clarence 4000 Transit
and the functional dependency Name→ City Street. Clearly, the above instance does not satisfy
the dependency. There are two repairs: one is obtained by removing the ﬁrst tuple, the other by
removing the second. The query Person(n, c, s) has the tuple (Green, Clarence, 4000 Transit) as the
only consistent answer. On the other hand, the query ∃s[Person(n, c, s)] has two consistent answers:
(Brown,Amherst) and (Green, Clarence). Similarly, the sentence
Person(Brown,Amherst, 115 Klein) ∨ Person(Brown,Amherst, 120 Maple)
is consistently true. Notice that for the last two queries the approach based on removing all in-
consistent tuples and evaluating the original query using the remaining tuples gives different, less
informative results.
Example 2.2. Consider a database with two relations Employee(SSN ,Name) and Manager(SSN).
There are functional dependencies SSN → Name and Name→ SSN , and an inclusion dependency
Manager[SSN ] ⊆ Employee[SSN ].
The relations have the following instances:
Employee
SSN Name
123456789 Smith
555555555 Jones
555555555 Smith
Manager
SSN
123456789
555555555
The instances donot violate the INDbut violate bothFDs. Ifwe consider only theFDs, there are two
repairs: one obtained by removing the third tuple fromEmployee, and the other by removing the ﬁrst
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two tuples from the same relation. However, the second repair violates the IND. This can be ﬁxed
by removing the ﬁrst tuple fromManager. So if we consider all the constraints, there are two repairs:
Employee
SSN Name
123456789 Smith
555555555 Jones
Manager
SSN
123456789
555555555
and
Employee
SSN Name
555555555 Smith
Manager
SSN
555555555
Example 2.3. We give here some examples of denial constraints. Consider the relation Emp with
attributes Name, Salary, and Manager, with Name being the primary key. The constraint that no
employee can have a salary greater than that of her manager is a denial constraint:
∀n, s,m, s′,m′. ¬[Emp(n, s,m) ∧ Emp(m, s′,m′) ∧ s > s′].
Similarly, single-tuple constraints (CHECK constraints in SQL2) are a special case of denial con-
straints. For example, the constraint that no employee can have a salary over $200000 is expressed
as:
∀n, s,m. ¬[Emp(n, s,m) ∧ s > 200000].
Note that a single-tuple constraint always leads to a single repair which consists of all the tuples of
the original instance that satisfy the constraint.
2.6. Different notions of repair
The original notion of repair introduced in [3] required that the symmetric difference between a
database and its repair be minimized. As explained in Section 1, this was based on the assumption
that the database may be not only inconsistent but also incomplete.1 The notion of repair pursued
in the current paper (Deﬁnition 2.2) reﬂects the assumption that the database is complete. There are
several reasons for this change of perspective. First, for denial constraints integrity violations can
only be removed by deleting tuples, so the different notions of repair in fact coincide in this case.
1 Incompleteness here does notmean that the database contains indeﬁnite information in the formof nulls or disjunctions
[54]. Rather, it means that Open World Assumption is adopted, i.e., the facts missing from the database are not assumed
to be false.
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Therefore, all the results presented in Section 3 are not affected by the restriction of the repairs to be
subsets of the original instance. Insertions can restore integrity only for inclusion dependencies (or,
in general for tuple-generating dependencies [1]). Second, even for inclusion dependencies current
language standards like SQL:1999 [53] allow only deletions in their repertoire of referential integ-
rity actions. Third, disallowing insertions signiﬁcantly strengthens the notion of consistent query
answer, as demonstrated by the following example.
Example 2.4.Consider a database schema consisting of two relations P(AB) and S(C). The integrity
constraints are: the FD A→ B and the IND B ⊆ C . Assume the database instance r1 consists of
p = {(a, b), (a, c)} and s = {b}. Then under Deﬁnition 2.2 there is only one repair r2 consisting of
p ′ = {(a, b)} and s′ = s. On the other hand, under the deﬁnition of [3], there is one more repair r3
consisting of p ′′ = {(a, c)} and s′′ = {b, c}. Therefore, in the ﬁrst case P(a, b) is consistently true in
the original instance r1, while in the second case it is not. Note that P(a, c) is not consistently true in
r1 either. Thus, in the second case P(a, b) and P(a, c) are treated symmetrically from the point of view
of consistent query answering. However, intuitively there is a difference between them. Think of A
being the person’s name, B her address, and S a list of valid addresses. Then only under Deﬁnition
2.2 would the single valid address be returned as a consistent answer.
Finally, insertions may lead to inﬁnitely many repairs which are, moreover, not very intuitive as
ways of ﬁxing an inconsistent database.
Example 2.5. In Example 2.2, allowing insertions gives additionally inﬁnitely many repairs of the
form
Employee
SSN Name
123456789 c
555555555 Smith
Manager
SSN
123456789
555555555
where c is an arbitrary string different from Smith.
While the completeness assumption is natural in the context of data warehousing, there are many
applications where a different approach should be taken. For example, in sensor databases the in-
formation may be accurate but possibly incomplete. In data integration, the information may be
both incorrect and incomplete. For example, if we collect the information about an individual, it
may happen that we have no address record for her (incompleteness), or multiple address records
for her, coming fromdifferent data sources (inconsistency). Different semantics of repair are further
discussed in the context of related work in Section 5.
2.7. Computational problems
We consider here the following complexity classes:
• PTIME: the class of decision problems solvable in polynomial time by deterministic Turing
machines;
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• NP: the class of decision problems solvable in polynomial time by non-deterministic Turing
machines;
• co-NP: the class of decision problems whose complements are solvable in NP;
• p2 : the class of decision problems solvable in polynomial time by non-deterministic Turing ma-
chines with an NP oracle;
• p2 : the class of decision problems whose complements are solvable in p2 ;• AC0: the class of decision problems solvable by constant-depth, polynomial-size, unbounded
fan-in circuits (AC0 ⊂ P ).
Assume a class of databases D, a class of queries Q, and a class of integrity constraints C are
given. We study here the complexity of the following problems:
• repair checking, i.e., the complexity of the set
BIC = {(r, r′) : r, r′ ∈ D ∧ r′ ∈ RepairsIC(r)},
• consistent query answers, i.e., the complexity of the set
DIC ,+ = {r : r ∈ D ∧ r |=IC +},
for a ﬁxed sentence + ∈ Q and a ﬁxed ﬁnite set IC ∈ C of integrity constraints. This formulation
is called data complexity [21,56], since it captures the complexity of a problem as a function of the
number of tuples in the database instance only. The database schema, the query, and the integrity
constraints are assumed to be ﬁxed.
It is easy to see that even under a single key FD, there may be exponentially many repairs and
thus the approach to computing consistent query answers by generating and examining all repairs
is not feasible.
Example 2.6. Consider the functional dependency A→ B and the following family of relation in-
stances rn, n > 0, each of which has 2n tuples (represented as columns) and 2n repairs:
rn
A a1 a1 a2 a2 · · · an an
B b0 b1 b0 b1 · · · b0 b1
3. Denial constraints
3.1. Conﬂict hypergraph
Given a set of denial constraints F and an instance r, all the repairs of r with respect to F can
be succinctly represented as the conﬂict hypergraph. This is a generalization of the conﬂict graph
deﬁned in [5] for FDs only.
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Deﬁnition 3.1. The conﬂict hypergraph GF ,r is a hypergraph whose set of vertices is the set (r) of
facts of an instance r and whose set of edges consists of all the sets
{P1(t¯1), P2(t¯2), . . . , Pl(t¯l)}
such that
P1(t¯1), P2(t¯2), . . . , Pl(t¯l) ∈ (r),
and there is a constraint
∀x¯1, x¯2, . . . , x¯l. ¬[P1(x¯1) ∧ P2(x¯2) ∧ · · · ∧ Pl(x¯l) ∧ ϕ(x¯1, x¯2, . . . , x¯l)]
in F such that P1(t¯1), P2(t¯2), . . . , Pl(t¯l) violate together this constraint, which means that there exists
a substitution - such that
-(x¯1) = t¯1, -(x¯2) = t¯2, . . . , -(x¯l) = t¯l
and that ϕ(t¯1, t¯2, . . . , t¯l) is true.
Note that there may be edges in GF ,r that contain only one vertex. Also, the size of the conﬂict
hypergraph is polynomial in the number of tuples in the database instance.
By an independent set in a hypergraph we mean a subset of its set of vertices which does not
contain any edge.
Proposition 3.1. Each repair of r w.r.t. F corresponds to a maximal independent set in GF ,r.
Proposition 3.1 yields the following result:
Proposition 3.2 (see [7]). For every set of denial constraints F and L-sentence+,BF is in PTIME and
DF ,+ is in co-NP.
Proof. Checking whether r′ satisﬁes F is in PTIME. The repair r′ has also to be a maximal subset
of r that satisﬁes F . Checking that property can be done as follows: try all the tuples t¯ in r − r′, one
by one. If r′ ∪ {t¯} satisﬁes F , then r′ is not maximal. Otherwise, if for no such tuple t¯, r′ ∪ {t¯} satisﬁes
F , no superset of r′ can satisfy F (violations of denial constraints cannot be removed by adding
tuples) and r′ is maximal. The fact that DF ,+ is in co-NP follows immediately from the deﬁnition
of consistent query answer. 
Note that the repairs of an instance r can be computed non-deterministically by picking a vertex
of GF ,r which does not belong to a single-vertex edge and adding vertices that do not result in the
addition of an entire edge.
3.2. Positive results
A set of constraints is generic if it does not imply any ground literal. The results in [3] imply the
following:
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Proposition 3.3. For every generic set F of binary denial constraints and full inclusion dependencies,
and quantiﬁer-free L-sentence
+ = P1(x¯1) ∧ · · · Pm(x¯m) ∧ ¬Pm+1(x¯m+1) ∧ · · · ∧ ¬Pn(x¯n) ∧ ϕ(x¯1, . . . , x¯n),
DF ,+ is in PTIME.
The technique used in [3], query rewriting, does not generalize to non-binary constraints, or que-
ries involving disjunction or quantiﬁers. However, non-binary constraints and disjunctions do not
necessarily lead to intractability, as shown by the following theorem.
Theorem 3.1.For every set F of denial constraints and quantiﬁer-freeL-sentence+,DF ,+ is in PTIME.
Proof.We assume the sentence is in CNF2, i.e., of the form+ = +1 ∧+2 ∧ · · ·+l, where each+i is
a disjunction of ground literals. + is true in every repair of an instance r if and only if each of the
clauses +i is true in every repair of r. So it is enough to provide a polynomial algorithm which will
check if a given ground clause is consistently true in r.
It is easier to think that we are checking if a ground clause is not consistently true in r. This means
that we are checking, whether there exists a repair r′ in which ¬+i is true for some i. But ¬+i is of
the form
P1(t¯1) ∧ P2(t¯2) ∧ · · · ∧ Pm(t¯m) ∧ ¬Pm+1(t¯m+1) ∧ · · · ∧ ¬Pn(t¯n),
where the t¯j’s are tuplesof constants.WLOG,weassume that all the facts in the set {P1(t¯1), . . . , Pn(t¯n))}
are mutually distinct, and that literals with built-in predicates have been replaced by their truth val-
ues and the resulting formula simpliﬁed.
Thenon-deterministic algorithmselects for every j,m+ 1  j  n,Pj(t¯j) ∈ (r), an edgeEj ∈ GF ,r
such that Pj(t¯j) ∈ Ej , and constructs a set of facts S such that
S = {P1(t¯1), . . . , Pm(t¯m)} ∪
⋃
m+1jn,Pj(t¯j)∈(r)
(Ej − {Pj(t¯j)})
and there is no edgeE ∈ GF ,r such thatE ⊆ S . If the construction of S succeeds, then a repair in which
¬+i is true can be built by adding to S new facts from (r) until the set is maximal independent.
The algorithm needs n− m non-deterministic steps, a number which is independent of the size of
the database (but dependent on+), and in each of its non-deterministic steps selects one possibility
from a set whose size is polynomial in the size of the database. So there is an equivalent PTIME
deterministic algorithm.
We prove now the correctness of the above algorithm. First, we show that if the algorithm
terminates with YES, then there is a repair r′ of r such that
r′ |= P1(t¯1) ∧ P2(t¯2) ∧ · · · ∧ Pm(t¯m) ∧ ¬Pm+1(t¯m+1) ∧ · · · ∧ ¬Pn(t¯n).
2 This assumption does not reduce the generality of our results, because every ground query can be converted to CNF
independently of the database, and thus without affecting the data complexity of query evaluation. However, from a
practical point of view, CNF conversion may lead to unacceptably complex queries.
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We take r′ to be the instance such that (r′) ((r′) ⊇ S) is the set of facts constructed by the
algorithm. Clearly, r′ |= P1(t¯1) ∧ P2(t¯2) ∧ · · · ∧ Pm(t¯m). By construction, r′ satisﬁes the integrity con-
straints and is maximal.
We show now that for every i = m+ 1, . . . , n, Pi(t¯i) ∈ (r′). That is clearly the case if Pi(t¯i) ∈ (r)
because (r′) ⊆ (r). Also, if Ei and Ej , i, j = m+ 1, . . . , n, are different edges selected by the algo-
rithm, then Pi(t¯i) ∈ (Ej − {Pj(t¯j)}). Assume that Pi(t¯i) ∈ (Ej − {Pj(t¯j)}). Then
(Ei − {Pi(t¯i)}) ∪ (Ej − {Pj(t¯j)}) ⊇ Ei,
which contradicts the deﬁnition of the set S , since S cannot contain an edge of the conﬂict hyper-
graph. Finally, Pi(t¯i) cannot have been added in the last stage of the algorithm, since then(r′) ⊇ Ei,
which contradicts the fact that r′ by construction corresponds to an independent set in the conﬂict
hypergraph.
Second, assume that there is a repair r′ of r such that
r′ |= P1(t¯1) ∧ P2(t¯2) ∧ · · · ∧ Pm(t¯m) ∧ ¬Pm+1(t¯m+1) ∧ · · · ∧ ¬Pn(t¯n).
We show that the algorithm terminates with YES. Note ﬁrst that for every Pi(t¯i) ∈ (r) (i = m+
1, . . . , n), there is an edge E of the conﬂict hypergraph such that
E − {Pi(t¯i)} ⊆ (r′).
Otherwise, Pi(t¯i) can be added to (r′) without violating the integrity constraints. But this would
violate themaximality of r′. For every Pi(t¯i) ∈ (r), denote by Ei some edge such that Ei − {Pi(t¯i)} ⊆
(r′). We have that
⋃
m+1jn,Pj(t¯j)∈(r)
(Ei − Pi(t¯i)) ⊆ (r′).
But then there is no edge E such that
E ⊆
⋃
m+1jn,Pj(t¯j)∈(r)
(Ei − Pi(t¯i)),
since otherwise E ⊆ (r′) which would make r′ violate the constraints. We also note that Ei = Ej
for i = j, since otherwise Ei ⊆ (r′). Putting all this together, we can obtain a set of facts S such
that
S = {P1(t¯1), . . . , Pm(t¯m)} ∪
⋃
m+1jn,Pj(t¯j)∈(r)
(Ej − {Pj(t¯j)})
and there is no edge E ∈ GF ,r such that E ⊆ S . 
The above approach can be generalized to any quantiﬁer-free query, not necessarily ground. The
idea is to design a generator of ground queries and use the above algorithm as a checker. Chomicki
et al. [24] shows how to derive the generator which is a ﬁrst-order query obtained by transformation
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from the original one. This shows that computing all consistent answers to quantiﬁer-free queries
can be done in polynomial time. Chomicki et al. [24] also describes a database middleware system
for computing consistent query answers, based on this idea.
In the case when the set F of integrity constraints consists of only one FD per relation the conﬂict
hypergraph has a very simple form. It is a disjoint union of full multipartite graphs. If this single
dependency is a key dependency then the conﬂict graph is a union of disjoint cliques. Because of
this very simple structure we hoped that it would be possible, in such a situation, to compute in
polynomial time the consistent answers not only to quantiﬁer-free queries but also to all conjunc-
tive queries. As we are going to see now, this is only possibly if the conjunctive queries are suitably
restricted.
Theorem 3.2. Let F be a set of FDs, each dependency over a different relation among P1, P2, . . . , Pk.
Then for each closed simple conjunctive queryQ, there exists a sentenceQ′ such that for every database
instance r, r |=F Q iff r |= Q′. Consequently, DF ,Q is in P.
Proof. For simplicity, we present the construction assuming that k = 2 and each of P1 and P2 has
three attributes ABC; moving to the general case is straightforward. Assume that an FD A→ B is
deﬁned over both P1 and P2. The query Q is of the following form
∃x1, y1, z1, x2, y2, z2. [P1(x1, y1, z1) ∧ P2(x2, y2, z2) ∧ c1(x1, y1, z1) ∧ c2(x2, y2, z2)].
Then, the query Q′ is as follows:
∃x1, y1, z1, x2, y2, z2. ∀y ′1, z′1, y ′2, z′2. ∃z′′1 , z′′2 . [P1(x1, y1, z1) ∧ P2(x2, y2, z2)∧c1(x1, y1, z1) ∧ c2(x2, y2, z2) ∧ (P1(x1, y ′1, z′1) ∧ P2(x2, y ′2, z′2)⇒ P1(x1, y ′1, z′′1 ) ∧ P2(x2, y ′2, z′′2) ∧ c1(x1, y ′1, z′′1 ) ∧ c2(x2, y ′2, z′′2))].
As noted above, in this case the conﬂict hypergraph is a disjoint union of full multipartite graphs.
A repair of the given instance p1 of P1 is ﬁxed by choosing for every x a single y such that P1(x, y , z)
is true in this instance for some z; similarly for the given instance p2 of P2.
Now if Q′ is false, then for each a1 ∈ 0A(p1), we can choose b1 ∈ 0B(1A=a1(p1)) such that the
resulting repair of p1 falsiﬁes the formula
∃x1, u1, z1. P1(x1, y1, z1) ∧ c1(x1, y1, z1).
Similarly, we can choose a repair of p2 that falsiﬁes the formula
∃x2, u2, z2. P1(x2, y2, z2) ∧ c2(x2, y2, z2).
Those two repairs taken together constitute a repair falsifying Q. Assume now that Q′ is true. Then
Q is clearly true in every repair, since for every a1 ∈ 0A(p1) and every b1 ∈ 0B(1A=a1(p1)), there is a
d1 ∈ 0C(1A=a1∧B=b1(p1)) such that P1(a1, b1, d1) ∧ c1(a1, b1, d1), and similarly for p2. Note the impor-
tance of the fact that there is no connection, explicit or implied, between the variables occurring in
P1 and c1 and those in P2 and c2.
Q′ being a ﬁrst-order query can be evaluated in PTIME (ormore precisely, AC0) data complexity.
Also, note that the size of Q′ is linear in the size of Q. 
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What if we consider queries where an existentially quantiﬁed variable in the closed simple con-
junctive query Q becomes free? As long as the query does not contain multiple occurrences of the
same variable, the set of consistent answers to such a query can be obtained by evaluating the
transformed query Q′ from which the appropriate quantiﬁers are dropped, thus still in polynomial
time. This is because a formula Pi(. . . , a, . . .) (where a is a constant and i = 1, 2) is equivalent to
∃x. Pi(. . . , x, . . .) ∧ x = a. The consistent answers to a non-ground query can be obtained by consid-
ering all possible bindings for the variables in the query and evaluating each ground query obtained
in this manner. Those bindings are restricted to values coming from the appropriate columns in the
database instance. However, the latter restriction is already guaranteed by the form of the query.
We show now that the above results are the strongest possible, since relaxing any of the restric-
tions leads to co-NP-completeness. This is the case even though we limit ourselves to key FDs.
3.3. One key dependency, non-simple conjunctive query
Theorem 3.3. There exist a key FD f and a closed conjunctive query
Q ≡ ∃x, y , z. [R(x, y , c) ∧ R(z, y ′, d) ∧ y = y ′],
for which D{f },Q is co-NP-complete.
Proof.Reduction fromMONOTONE3-SAT.TheFD isA→ BC . Let+ = 41 ∧ · · ·4m ∧  m+1 · · · ∧
 l be a conjunction of clauses, such that all occurrences of variables in 4i are positive and all oc-
currences of variables in  i are negative. We build a database with the facts R(i, p , c) if the variable
p occurs in the clause 4i and R(i, p , d) if the variable p occurs in the clause  i . Now, there is an
assignment which satisﬁes + if and only if there exists a repair of the database in which Q is false.
To show the⇒ implication, select for each clause 4i one variable pi which occurs in this clause and
whose value is 1 and for each clause  i one variable pi which occurs in  i and whose value is 0. The
set of facts {R(i, pi, c) : i  m} ∪ {R(i, pi, d) : m+ 1  i  l} is a repair in which the query Q is false.
The⇐ implication is even simpler. 
Remark. The above proof can be easily adapted to the case of a two-literal conjunctive query in
which each literal refers to a different binary relation.
3.4. Two key dependencies, single-atom query
By a bipartite edge-colored graph we mean a tuple G = 〈V ,E,B,G〉 such that 〈V ,E〉 is an undi-
rected bipartite graph and E = B ∪ G for some given disjoint sets B,G (so we think that each of the
edges of G has one of the two colors).
Deﬁnition 3.2. Let G = 〈V ,E,B,G〉 be a bipartite edge-colored graph, and let M ⊂ E. We say that
M is maximal V-free if:
(1) M is a maximal (w.r.t. inclusion) subset of E with the property that:
(*) neither M(x, y) ∧M(x, z) nor M(y , x) ∧M(z, x) holds for any x, y , z, (unless y = z),
(2) M ∩ B = ∅.
104 J. Chomicki, J. Marcinkowski / Information and Computation 197 (2005) 90–121
We say that G has the max-V-free property if there exists M which is maximal V-free.
Of course there always exists a maximal subsetM of E satisfying (*): to built suchM it is enough
to begin with the empty set and keep adding to it edges from E as long as it is possible without
violating (*). But for maximal V-free property it is not enough that such a maximal M exists: the
second condition from the deﬁnition requires that M should also be disjoint with B. So one can
imagine that a bipartite edge-colored graph has the maximal V-free property if a maximal M can
be reached by the above construction without adding edges from B.
Lemma 3.1.Max-V-free is an NP-complete property of bipartite edge-colored graphs.
Proof. Reduction from 3-COLORABILITY. Let H = 〈U ,D〉 be some undirected graph. This is
how we deﬁne the bipartite edge-colored graph GH:
(1) V = {vε, v′ε : v ∈ U , ε ∈ {m, n, r, g, b}}, which means that there are 10 nodes in the graph G for
each node ofH;
(2) G(vm, v′r), G(vm, v′b), G(vn, v′b), G(vn, v′g), G(vr , v′m), G(vb, v′m), G(vb, v′n), and G(vg, v′n) hold for
each v ∈ U ;
(3) B(v9, v′ε) holds for each v ∈ U and each pair 9, ε ∈ {r, g, b} such that 9 /= ε;
(4) B(vε, u′ε) holds for each ε ∈ {r, g, b} and each pair u, v ∈ U such that D(u, v).
Suppose that H is 3-colorable. We ﬁx a coloring of H and construct the set M . For each v ∈ U :
if the color of v is red, then the edges G(vm, v′b),G(vn, v′g) and G(vb, v′m),G(vg, v′n) are in M . If color
of v is green, then the edges G(vm, v′r),G(vn, v′b) and G(vr , v′m),G(vb, v′n) are in M , and if the color of
v is blue, then the edges G(vm, v′r),G(vn, v′g) and G(vr , v′m),G(vg, v′n) are inM . It is easy to see that the
set M constructed in this way is maximal V-free.
For the other direction, suppose that a maximal V-free set M exists in GH. Then, for each v ∈ U
there is at least one node among vr , vg, vb which does not belong to any G-edge inM . Let v9 be this
node. Also, there is at least one such node (say, v′ε) among v′r , v′g, v′b. Now, it follows easily from the
construction of GH that ifM is maximal V-free then 9 = ε. Let this 9 be color of v in G. It is easy to
check that the coloring deﬁned in this way is a legal 3-coloring of G. 
Theorem 3.4. There is a set F of two key dependencies and a closed conjunctive query Q ≡ ∃x, y.
[R(x, y , b)], for which DF ,Q is co-NP-complete.
Proof. The two dependencies are A→ BC and B→ AC . For a given bipartite edge-colored graph
G = 〈V ,E,B,G〉 we build a database with the tuples (x, y , g) if G(x, y) holds in G and (x, y , b) if
B(x, y) holds in G. Now the theorem follows from Lemma 3.1 since a repair in which the query Q is
not true exists if and only if G has the max-V-free property. 
3.5. One denial constraint
By an edge-colored graphwemean a tuple G = 〈V ,E, P ,G,B〉 such that 〈V ,E〉 is a (directed) graph
and E = P ∪ G ∪ B for some given pairwise disjoint sets P ,G,B (which we interpret as colors). We
say that the edge-colored graph G has the Y property if there are x, y , z, t ∈ V such that E(x, y),
E(y , z), E(y , t) hold and the edges E(y , z) and E(y , t) are of different colors.
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Deﬁnition 3.3. We say that the edge-colored graph 〈V ,E, P ,G,B〉 has the max-Y-free property if
there exists a subset M of E such that P ∩M = ∅ and the following conditions hold:
(1) 〈V ,M , P ∩M ,G ∩M ,B ∩M 〉 does not have the Y-property;
(2) M is a maximal (w.r.t. inclusion) subset of E satisfying the ﬁrst condition.
Like in the deﬁnition of the max-V-free property, also here there always exists M ⊆ E such that
conditions 1 and 2 hold. The question is, however, if there exists an M which not only satisﬁes the
conditions but also is disjoint from P .
Lemma 3.2.Max-Y-free is an NP-complete property of edge-colored graphs.
Proof.Bya reductionof 3SAT.Let+ = 41 ∧ 42 ∧ · · · ∧ 4l be conjunctionof clauses.Letp1, p2, . . . , pn
be all the variables in +. This is how we deﬁne the edge-colored graph G+:
(1) V = {ai, bi, ci, di : 1  i  n} ∪ {ei, fi, gi : 1  i  l}, which means that there are three nodes in
the new graph for each clause in + and four nodes for each variable.
(2) P(ai, bi) and P(ej , fj) hold for each suitable i, j;
(3) G(bi, di) and G(ej , gj) hold for each suitable i, j;
(4) B(bi, ci) holds for each suitable i;
(5) G(di, ej) holds if pi occurs positively in 4j;
(6) B(di, ej) holds if pi occurs negatively in 4j;
(7) E = B ∪ G ∪ P .
Now suppose that+ is satisﬁable, and that; is the satisfying assignment.We deﬁne the setM ⊂ E
as follows. We keep in M all the G-edges from item 3 above. If ;(pi) = 1 then we keep in M all the
G-edges leaving di (item 5). Otherwise we keep in M all the B-edges leaving di (item 6). Obviously,
M ∩ P = ∅. It is also easy to see that M does not have the Y-property and that it is maximal.
In the opposite direction, notice that if anM , as in Deﬁnition 3.3 does exist, then it must contain
all the G-edges from item (2) above – otherwise a P edge could be added without leading to the
Y-property. But this means that, for each i,M can either contain some (or all) of the B-edges leaving
di or some (or all) of the G-edges. In this sense M deﬁnes a valuation of variables. Also, if M is
maximal, it must contain, for each j, at least one edge leading to ej . But this means that the deﬁned
valuation satisﬁes +. 
Theorem 3.5. There exist a denial constraint f and a closed conjunctive query
Q ≡ ∃x, y. [R(x, y , p)],
for which D{f },Q is co-NP-complete.
Proof. The denial constraint f is:
∀x, y , z,w, s, s′, s′′. ¬[R(x, y , s) ∧ R(y , z, s′) ∧ R(y ,w, s′′) ∧ s′ /= s′′].
For a given edge-colored graph G = 〈V ,E, P ,G,B〉 we build a database with the tuples R(x, y , g) if
G(x, y) holds in G, with R(x, y , p) if P(x, y) holds in G and with R(x, y , b) if B(x, y) holds in G. Now
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the theorem follows from Lemma 3.2 since a repair in which the query Q is not true exists iff G has
the max-Y-free property. 
4. Inclusion dependencies
In Theorem 4.1 below, we formulate a general relationship between the problems of repair check-
ing and consistent query answers in the presence of inclusion dependencies. Intuitively, the com-
plement of the problem of consistent query answers turns out to be at least as hard as the problem
of repair checking. Theorem 4.1 enables us to immediately obtain NP-hardness of the problem of
consistent query answers from co-NP-hardness of the problem of repair checking.
Theorem 4.1. If a class of integrity constraints contains inclusion dependencies, then the problem
of repair checking is logspace-reducible to the complement of the problem of consistent query
answers.
Proof. We discuss here the case of the database consisting of a single relation R0. Assume r is the
given instance of R0 and r′ is another instance of R0 satisfying the set of integrity constraints IC . We
deﬁne a new relation S0 having the same attributes as R0 plus an additional attribute Z . Consider
an instance s of S0 built as follows:
• for every tuple (x1, . . . , xk) ∈ r′, we add the tuple (x1, . . . , xk , c1) to s;
• for every tuple (x1, . . . , xk) ∈ r − r′, we add the tuple (x1, . . . , xk , c2) to s.
Consider also another relation P having a single attribute W , and an inclusion dependency i0 :
P [W ] ⊆ S0[Z]. The instance p of P consists of a single tuple c2. We claim that P(c2) is consistently
true in the database instance consisting of s and p w.r.t. IC ∪ {i0} iff r′ is not a repair of r w.r.t.
IC . 
Proposition 4.1. For every set of INDs I and L-sentence +,BI , and DI ,+ are in PTIME.
Proof. For a given database instance r, a single repair is obtained by deleting all the tuples violating
I (and only those). 
We consider now FDs and INDs together.
4.1. Single-key relations
We want to identify here the cases where both repair checking and computing consistent query
answers can be done in PTIME. The intuition is to limit the interaction between the FDs and the
INDs in the given set of integrity constraints in such a way that one can use the PTIME results
obtained for FDs in the previous section and in [7].
Lemma 4.1. Let IC = F ∪ I be a set of constraints consisting of a set of key FDs F and a set of foreign
key constraints I , but with no more than one key per relation. Let r be a database instance and r′ be
the unique repair of r with respect to the foreign key constraints in I. Then r′′ is a repair of r w.r.t. IC
if and only if it is a repair of r′ w.r.t. F.
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Proof. The only thing to be noticed here is that repairing r′ with respect to the key constraints does
not lead to new inclusion violations. This is because the set of key values in each relation remains
unchanged after such a repair (which is not necessarily the case if we have relations with more than
one key). 
We note here that the assumptions of Lemma 4.1 require that each foreign key constraint in I
refers to the single key of the referenced relation.
Corollary 4.1. Under the assumptions of Lemma 4.1, BIC is in PTIME.
Proof. Follows from Proposition 3.2. 
The repairs w.r.t. IC = F ∪ I of r are computed by (deterministically) repairing r w.r.t. I and then
non-deterministically repairing the result w.r.t. F (as described in the previous section).
We can also transfer the PTIME results about consistent query answers obtained for FDs only.
Corollary 4.2. Let + a quantiﬁer-free L-sentence or a simple conjunctive closed L-query. Then under
the assumptions of Lemma 4.1, DIC ,+ is in PTIME.
Proof. From Theorem 3.1 and Theorem 3.2. 
Unfortunately, the cases identiﬁed above are the only ones we know of in which both repair
checking and consistent query answers are in PTIME.
4.2. Acyclic inclusion dependencies
For acyclic INDs (and arbitrary FDs), the repair checking problem is still in PTIME. Surpris-
ingly, consistent query answers become in this case a co-NP-hard problem, even in the case of key
FDs and primary key foreign key constraints. If we relax any of the assumptions of Lemma 4.1, the
problem of consistent query answers becomes intractable, even under acyclicity.
Deﬁnition 4.1 (see [1]). Let I be a set of INDs over a database schema R. Consider a directed graph
whose vertices are relations from R and such that there is an edge E(P ,R) in the graph if and only if
there is an IND of the form P [X ] ⊆ R[Y ] in I . A set of inclusion dependencies is acyclic if the above
graph does not have a cycle.
Theorem 4.2. Let IC = F ∪ I be a set of constraints consisting of a set of FDs F and an acyclic set of
INDs I. Then BIC is in PTIME.
Proof. First compare r and r′ on relations which are not on the left-hand side of any IND in I .
Here, r′ is a repair if and only if the functional dependencies are satisﬁed in r′ and if adding to it any
additional tuple from r would violate one of the functional dependencies. Then consider relations
which are on the left-hand side of some INDs, but the inclusions only lead to already checked
relations. Again, r′ is a repair of those relations if and only if adding any new tuple (i.e., any tuple
from r but not from r′) would violate some constraints. Repeat the last step until all the relations
are checked. 
The above proof yields a non-deterministic PTIME procedure for computing the repairs w.r.t.
IC = F ∪ I .
108 J. Chomicki, J. Marcinkowski / Information and Computation 197 (2005) 90–121
To our surprise, Theorem 4.2 is the strongest possible positive result. The problem of consistent
query answers is already intractable, even under additional restrictions on the FDs and INDs. To
see this let us start by establishing NP-completeness of the maximal spoiled-free problem.
By an instance of the maximal spoiled-free problem we mean
G = 〈V , V1, V2, V3, S ,E〉
such that:
(1) 〈V ,E〉 is a ternary undirected hypergraph (so V is a set of vertices and E is a set of triangles);
(2) V1, V2, V3 are pairwise disjoint;
(3) V1 ∪ V2 ∪ V3 = V ;
(4) Relation E is typed: if E(a, b, c) holds in G then a ∈ V1, b ∈ V2, and c ∈ V3;
(5) S ⊆ V1 (S will be called set of spoiled vertices).
We will consider maximal (with respect to inclusion) sets of disjoint triangles in G. We call a
triangle spoiled if one of its vertices is spoiled. The maximal spoiled-free problem is deﬁned as the
problem of deciding, for a given instance G = 〈V , V1, V2, V3, S ,E〉, if there exists a maximal set T ⊂ E
of disjoint triangles, such that none of the triangles in T is spoiled.
Notice that the general idea here is similar to the one in deﬁnitions of maximal-V-free and max-
Y-free properties: the question we are considering is not the existence of a set of disjoint triangles,
which would be maximal in the class of sets not containing a spoiled triangle: such a set of course
always exists. The problem we consider is the existence of a set of disjoint triangles in G which is
not only maximal but also does not contain a spoiled triangle.
As an example, consider V1 = {a1, a2, a3}, V2 = {b1, b2}, V3 = {c1, c2}, S = {a3} and let E consists
of the triangles (a2, b1, c1), (a2, b2, c2), (a3, b1, c1), and (a3, b2, c2). Then any maximal set of disjoint
triangles must either contain a spoiled triangle (a3, b2, c2) or a spoiled triangle (a3, b1, c1), and so
the instance is not maximal-spoiled-free. If we, however, took the same example with an additional
triangle (a1, b2, c2) then the set consisting of (a1, b2, c2) and (a2, b1, c1) would be a maximal set of
disjoint triangles without a spoiled triangle, and so the new instance would bemaximal-spoiled-free.
Lemma 4.2. The maximal spoiled-free problem is NP-complete.
Proof. By a reduction of 3-colorability. Let H = 〈U ,D〉 be some undirected graph. We are going
to construct the instance of the maximal spoiled-free problem GH. The construction is a little bit
complicated, and we hope to simplify the presentation by the following convention:
Each vertex in V1 belongs to exactly one triangle in E. So a triangle is fully speciﬁed by its vertex
in V2, its vertex in V3 and by the information if it is spoiled or not.
Now, for each vertex v in U we will have vertices vr , vg, vb, vp , vq in V2 and vertices v′r , v′g, v′b, v′p , v′q
in V3. The only non-spoiled triangles will be deﬁned by the following pairs: [vr , v′p ], [vg, v′p ], [vg, v′q],
[vb, v′q], [vp , v′r], [vp , v′g], [vq, v′g], [vq, v′b] (so we have eight non-spoiled triangles for each vertex in U ).
There are two kinds of spoiled triangles. For each v ∈ U , and for each pair 9, ε ∈ {r, g, b} such
that 9 /= ε there is a spoiled triangle [v9, v′ε] in G. For each v, u ∈ U , such thatD(v, u) holds inH, and
for each 9 ∈ {r, g, b} there is a spoiled triangle [v9, u9] in G.
Now we need to show that H is 3-colorable if and only if there exists a maximal set T ⊂ E of
disjoint triangles, such that none of the triangles in T is spoiled.
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Let us start from the⇒ direction, which is simple. Consider a coloring ofH with colors r, g, and
b. Now take T as a set containing, for each vertex v ofH with some color 9, all non-spoiled triangles
of the form [vA, v′B] where neither A nor B equals to 9. Obviously, T , deﬁned in this way, does not
contain spoiled triangles. A simple analysis shows that it is also maximal.
For the other direction suppose that there is a set T of disjoint triangles in G which is maximal
and only contains non-spoiled triangles. It is easy to see that for each v exactly one of the vertices
vr , vg, vb is not in any triangle in T , and that also among v′r , v′g, v′b there is exactly one which is not in
any triangle in T . If they were different, in the sense that ﬁrst of them were vε and the second v′9, for
9 /= ε, then a spoiled triangle [vε, v′9] could be added to T which contradicts its maximality. So they
are equal, and in a natural way they deﬁne a color of v. Now we need to prove that the coloring of
H deﬁned in this way is a legal one. But if D(u, v) holds inH then there is spoiled triangle [v9, u9] in
G for each 9 ∈ {r, g, b}. So if the colors of v and u were both equal to some 9, then we could add this
spoiled triangle, and T would not be maximal. 
Theorem 4.3. There exist a database schema, a set IC of integrity constraints consisting of key FDs
and of an acyclic set of primary foreign key constraints, and a ground atomic query+ such that DIC ,+
is co-NP-hard.
Proof.The database schema consists of a unary relation P , a binary relationQ(Q1,Q2) and a ternary
relation R(R1,R2,R3). The columnsQ1,R1,R2,R3 are keys, withQ1 and R1 being the primary keys. The
foreign key dependencies are P ⊆ Q1 and Q2 ⊆ R1. For a given instance G of the maximal spoiled-
free problem we will construct a database instance r, and a query + such that G has the maximal
spoiled-free property if and only if there is a repair r′ of r with respect to IC such that+ is not true
in r′.
We deﬁne the relation P as a single fact P(a). The relation Q is deﬁned as a set of facts {Q(a, s) :
s ∈ S}, where S is the set of spoiled vertices from G. Finally, R is the hypergraph from G. The query
+ is P(a).
The repairs of R with respect to the key dependencies correspond to maximal sets of disjoint
triangles in G. If G has the maximal spoiled-free property then there exists a repair of R which does
not contain any tuple of the form R(s, u, v) with s ∈ S . But then the only way to repair Q is it take
the empty relation, and, consequently, the only way to repair P is to take the empty relation. So
if G has the maximal spoiled-free property then + indeed is not true in all repairs. For the other
direction notice that if each repair of R it is a tuple of the form R(s, u, v) with s ∈ S then each repair
of Q is non-empty and in consequence each repair of P consists of the single atom P(a), so then +
is indeed true in all repairs. 
Notice that it follows from the proof that in presence of inclusion dependencies deciding if a
ground query (in this case P(a)) is consistently true in a database is as hard as deciding if a query
of the form ∃s Q(a, s) is consistently true.
4.3. Relaxing acyclicity
We show here that relaxing the acyclicity assumption in Theorem 4.2 leads to the intractability of
the repair checking problem (and thus also the problem of consistent query answers), even though
alternative restrictions on the integrity constraints are imposed.
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4.3.1. One FD, one IND
Theorem 4.4. There exist a database schema and a set IC of integrity constraints, consisting of one
FD and one IND, such that BIC is co-NP-hard.
Proof. We will check here whether the empty set is a repair. The database schema consists of one
relation R(A1,A2,A3,A4) and the constraints in IC are A1 → A2 and A3 ⊆ A4.
Consider a propositional formula + = 41 ∧ 42 ∧ · · ·4m, where 4i are clauses. Let r+ consist
of the facts R(pj , 0,4i,4i+1) such that pj occurs negatively in 4i and of the facts R(pj , 1,4i,4i+1)
such that pj occurs positively in 4i where the addition i + 1 is meant modulo the number m of
clauses in +. We want to show that ∅ is a repair of r+ with respect to IC if and only if + is not
satisﬁable.
For the only if direction notice that if - is a satisfying assignment of + then the subset of r+
consisting of all the facts of the form R(p , -(p),4i,4i+1) is a repair, and obviously ∅ is not a repair
then.
For the opposite direction ﬁrst notice that a repair r′ of r+ which is non-empty contains some
fact of the form R(_, _,4i,4i+1). So, by inclusion A3 ⊆ A4 it must also contain some fact of the form
R(_, _,4i−1,4i). By induction we show that
(*) for every clause 4j from + there is a fact of the form R(_, _,4j ,4j+1) in r′.
Now we make use of the functional dependency A1 → A2. If r′ is a repair of r+ then for each
variable p there are either only facts of the formR(p , 0, _, _) in r′ or only facts of the formR(p , 1, _, _).
Deﬁne the assignment -(p) as 1 if there is some fact of the form R(p , 1, _, _) in r′ and as 0 otherwise.
It follows from the construction of r+ that if a clause of the form R(_, _,4j ,4j+1) is in r′ then -
satisﬁes 4j . Together with (*) this completes the proof. 
4.3.2. Key FDs and foreign key constraints
Theorem 4.5. There exist a database schema and a set IC of integrity constraints, consisting of key
FDs and foreign key constraints, such that BIC is co-NP-hard.
Proof. Again we consider checking whether the empty set is a repair. The schema consists of 10
binary relations: R(A,B),Ri,j(Ai,j ,Bi,j) with 1  i, j  3. For each pair (i, j) both the key dependen-
cies Ai,j → Bi,j and Bi,j → Ai,j are in IC , with Ai,j as the primary key of the respective relation. The
relation R is constrained by a single key dependency B→ A. The inclusion constraints are Bi,j ⊆ B,
for each pair i, j and A ⊆ Ai,j , also for each pair i, j.
Consider a propositional formula + = 41 ∧ 42 ∧ · · ·4m, where 4i are clauses. We assume that
none of the clauses in + contains more than three literals, that each variable occurs at most three
times in+, and that the number of variables in+ is equal to the numberm of clauses in the formula.
It is easy to prove that satisﬁability is NP-complete even for formulae of this kind. For the formula
+ we built a database instance r+: in the the relation R we remember the formula +: it consists of
such pairs (w,4) that w is a literal, 4 is a clause from +, and w occurs in 4. The deﬁnitions of the
relations Ri,j are a little bit more complicated. The relation Ri,j consists of 2m tuples (pl,4s(i,j,l)), and
(¬pl,4s(i,j,l)), with s still to be deﬁned. The function s will be from {1, 2, 3} × {1, 2, 3} × {1, 2, . . . ,m}
to {1, 2, . . . ,m} and, more precisely, it is going to be a permutation of {1, 2, . . . ,m} for every ﬁxed
pair (i, j). Deﬁne s(i, j, l) as n if pl (or ¬pl) occurs in the clause 4n+1 (where addition is modulo the
number of clauses m), if pl is the ith variable in this clause, and if it is jth occurrence of pl in +.
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Now, for each (i, j) let s(i, j, _) be any permutation consistent with the above deﬁnition. It follows
directly from our construction that:
Lemma 4.3. For each clause 4n from + and for each variable p occurring in 4n there is a relation Ri,j
such that the tuples (p ,4n−1) and (¬p ,4n−1) are in Ri,j.
We want to show that ∅ is a repair of r+ with respect to IC if and only if + is not satisﬁable.
The only if direction is simple. Assume that + is satisﬁable and let - be a satisfying assignment.
In each tuple in each of the relations R,Ri,j in r+ the ﬁrst argument is always a literal. Let r′ be a
subset of r+ consisting of such facts R(w,4) or Ri,j(w,4) that -(w) = 1. The key constraints for Ri,j
are satisﬁed in r′. The inclusion constraints Bi,j ⊆ B are satisﬁed because, since - was an assignment
satisfying+, B = {41,42, . . . ,4m} (abusing the notation a little bit we identify a column of a relation
with the set of values appearing in this column). Also the inclusions A ⊆ Ai,j hold. But the key
dependency B→ A does not need to hold in r′ (this is because there is possibly more than one literal
w in some clause such that -(w) = 1). To construct a non-empty repair of r+ take now r′′ built with
the same relations Ri,j as r′ and with relation R being the result of selecting from the relation R in
r′ exactly one tuple (w,4) for each 4.
The if direction is more complicated. Consider a repair r′ of r+. Since Bi,j → Ai,j , in each of the
relations Ri,j (which here, and till the end of this proof, means the relation in r′), for each clause
4s(i, j, l) at most one of the tuples (pl,4s(i,j,l)) and (¬pl,4s(i,j,l)) can be in Ri,j . This implies that Ai,j
is a consistent set of literals: for each l at most one of the literals pl,¬pl can be in Ai,j . But A ⊆ Ai,j
so A also is a consistent set.+ is not satisﬁable, which exactly means that for every consistent set of
literals there is a clause in+which is disjoint with this set. So let 4l be such a clause in+ that none of
the literals from 4l is in A. This means that 4l is not in B (do not forget wemean the relations A and B
in r′ here) . Consider the clause 4l+1. By Lemma 4.3 for each variable p from 4l+1 there is a relation
Ri,j such that the tuples (p ,4l) and (¬p ,4l) are in Ri,j in r+. But, by the inclusion constraints, each
of the Bi,j should be a subset of B, so since 4l is not in B in r′ it is also not in any of the Bi,j in r′.
While removing 4l from Bi,j we also delete the variables occurring in a tuple of Ri,j together with
4l. This means that for each variable p from the clause 4l+1 there is a relation Ri,j such that neither
p nor ¬p is in Ai,j . But A is a subset of each of the Ai,j . This means that none of the literals from
4l+1 can be in A. So 4l+1 cannot be in B! Now, using this argument m times we can remove all the
tuples from the relations, thus proving that r′ is empty. 
4.4. Arbitrary FDs and INDs
Theorem 4.6. The repair checking problem for arbitrary FDs and INDs is co-NP-complete.
Proof. Co-NP-hardness was established earlier in this section. The membership in co-NP follows
from the deﬁnition of repair: to prove that r′ is not a repair of r it is enough to guess a consistent
r′′ such that (r′) ⊂ (r′′) ⊆ (r). 
Theorem 4.7. The consistent query answers problem for arbitrary FDs and INDs is p2 -complete.
Proof. The membership in p2 follows from the deﬁnition of consistent query answer: query is not
consistently true if it is false in some repair, and checking if a given set is a repair is in co-NP. We
show p2 -hardness below.
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Consider a quantiﬁed boolean formula B of the form
B ≡ ∀p1, p2, . . . , pk∃q1, q2, . . . , ql  ,
where  is quantiﬁer-free and equals to  1 ∧  2 ∧ · · · m, where  i are clauses. We will construct
a database instance rB, over a schema with a single relation R(A,B,C ,D), such that R(a, a, 1, a)
is a consistent answer if and only if B is true. The integrity constraints will be A→ B and C ⊆
D.
There are three kinds of tuples in rB. For each occurence of a literal in  we have one tuple of
the ﬁrst kind (we adopt the convention that  m+1 is  1):
• R(pi, 1, j , j+1) if pi occurs positively in  j ,
• R(qi, 1, j , j+1) if qi occurs positively in  j ,
• R(pi, 0, j , j+1) if pi occurs negatively in  j ,
• R(qi, 0, j , j+1) if qi occurs negatively in  j .
For each universally quantiﬁed variable pi we have two tuples of the second kind: R(pi, 1, ai, ai)
and R(pi, 0, ai, ai). Finally, there is just one tuple of the third kind: R(a, a, 1, a).
Consider a repair s of rB. Call s white if it does not contain any tuple of the ﬁrst kind. Call s black
if for each clause  i of  , s contains some tuple of the form R(_, _, i, i+1). We claim, that each
repair of rB is either white or black. Indeed, if some R(_, _, j , j+1) is in s (i.e., if s is not white) then,
since the C ⊆ D constraint is satisﬁed in s, there must be some tuple of the form R(_, _, j−1, j) in
s. But the last implies that also some R(_, _, j−2, j−1) must be in s, and so on.
Notice, that it follows from the C ⊆ D constraint that if a repair s is white, then R(a, a, 1, a)
cannot be in s. On the other hand, it is easy to see that if s is black, then R(a, a, 1, a) is in s.
Now, for a repair s of rB deﬁne 11s (respectively, 1
2
s ) as the substitution resulting from projecting
the set of the tuples of the ﬁrst (respectively, second) kind in s on the ﬁrst two attributes. Notice
that 11s and 1
2
s agree on the shared arguments: this is since s satisﬁes the functional dependency.
From the construction of rB it follows that if s is black then 11s( ) is true (for each  j there is either
a variable x occurring positively in  , such that 11s(x) = 1 or variable x occurring negatively in  ,
such that 11s(x) = 0).
To end the proof we need to show that B is false if and only if there exists some white repair of
rB.
Suppose B is false. Let 1 be such a valuation of the variables p1, p2, . . . , pk that the formula 1(B)
(with free variables q1, q2, . . . , ql) is not satisﬁable. The set s1 of all the tuples from rB which are of
the form R(pi, 1(pi), ai, ai) is consistent. So there exists a repair s such that s1 ⊆ s. But if s is black
then 11s is a substitution which agrees with 1 and satisﬁes  , which is a contradiction. So s must be
white.
For the opposite direction, suppose B is true, and s is some white repair of rB. This means that s
contains only tuples of the second kind, and the projection of s on the ﬁrst two attributes is some
valuation 1 of the variables p1, p2, . . . , pk . Since B is true, there exists a valuation 1′ of the variables
q1, q2, . . . , ql such that 1′1( ) is true. Now, the union of s and the set of all the tuples of the ﬁrst
kind which are of the form R(pi, 1(pi), j , j+1) or of the form R(qi, 1′(qi), j , j+1) is a consistent
superset of s, which contradicts the assumption that s was a repair. 
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5. Related work
A comprehensive discussion of related research up to 2002 can be found in [12]. We brieﬂy survey
that research here. We also address in detail the issues arising in more recent work, namely [17,57].
Another survey, focusing on computational complexity issues, is [23].
5.1. Repairs and consistent query answers
A purely proof-theoretic notion of consistent query answer comes from Bry [15]. This notion, de-
scribed only in the propositional case, corresponds to evaluating queries after all the tuples involved
in inconsistencies have been eliminated. There is no model-theoretic semantics and the notion of
minimal change is not captured.
The paper [3] introduced the notions of repair and consistent query answer used by most of the
subsequent research. A repair in this framework is a consistent instance minimally different (in
the sense of symmetric difference of sets of facts) from the original database instance. For denial
constraints, that notion coincides with the notion of repair used in the present paper. The paper [3]
proposed computing consistent query answers through query rewriting. The approach of [3], further
reﬁned in [19], is limited to queries that are conjunctions of literals and binary universal integrity
constraints. The papers [5,7] characterized the complexity of computing consistent query answers
in the context of FDs and scalar aggregation queries.
Representing repairs as answer sets of logic programs with disjunction and classical negation has
beenproposed in [4,6,11,30,38,39,41,55]. Those papers consider computing consistent answers toﬁrst-
order queries. While the approach is very general, no tractable cases beyond those already implicit
in the results of [3] are identiﬁed. This is because the classes of logic programs used are p2 -com-
plete [26]. The paper [30] proposes several optimizations that are applicable to logic programming
approaches. One is localization of conﬂict resolution, another – encoding tuple membership in in-
dividual repairs using bitvectors, which makes possible efﬁcient computation of consistent query
answers using bitwise operators. However, we have seen in Example 2.6 even in the presence of one
functional dependency there may be exponentiallymany repairs [7]. With only 80 tuples involved in
conﬂicts, the number of repairs may exceed 1012! It is clearly impractical to efﬁciently manipulate
bitvectors of that size.
5.2. Inconsistency and incompleteness
In [17] the complexity of query answering is considered, when the database is possibly not only
inconsistent but also incomplete. Like in [3] and the follow-upwork, consistency is deﬁned bymeans
of integrity constraints, and an answer to a query is understood to be true if it is true in all possible
repairs. Six deﬁnitions of the notion of repair are considered in [17]. Each of them postulates that a
repair satisﬁes the integrity constraints.
The sound, exact, and complete semantics do not impose any minimality conditions on repairs.
The sound semantics requires that a repair be a superset of the database; the exact semantics –
that it be equal to the database; and the complete semantics – that it be a subset of the database.
Because an empty database satisﬁes any set of FDs and INDs, it is a repair under the complete
semantics. Therefore, in this case there is no non-trivial notion of consistent query answer. The
114 J. Chomicki, J. Marcinkowski / Information and Computation 197 (2005) 90–121
exact semantics is uninteresting for a different reason: the set of repairs is empty if the database
violates the constraints, and consists of the original database if the constraints are satisﬁed. The
sound semantics is suitable if the constraints consist of INDs only; in the presence of FDs, the set
of repairs may be empty (this is because the violations of FDs cannot be ﬁxed by tuple insertions).
However, solving a violation of an inclusion dependency by adding new tuples may lead to new
violations of other dependencies, and thus there is no clear upper bound on the size of a minimal
repair, under the sound semantics. So one can expect the problem of consistent query answers to
be undecidable here. And indeed, this undecidability is proved in [17].
To present the decidable cases identiﬁed in [17], we need to introduce some deﬁnitions.
Deﬁnition 5.1. Let IC = F ∪ I be a set of constraints consisting of a set of key FDs F (with at most
one key per relation) and a set of INDs I . Then an IND P [X ] ⊆ R[Y ] ∈ I is non-key-conﬂicting
w.r.t. F if: either (1) no non-trivial key FD is deﬁned for R in F , or (2) Y is not a strict superset of
the key of R.
Theorem 5.1 (see [17]). Let IC = F ∪ I be a set of constraints consisting of a set of key FDs F (with
at most one key per relation) and a set of non-key-conﬂicting INDs I. Let Q be a union of conjunctive
queries. Then DIC ,Q is in PTIME (under sound semantics).
Notice that Theorem 5.1 to some degree parallels Lemma 4.1. One has to bear in mind, however,
that those results use different semantics of consistent query answers due to different notions of
repair.
The notion of repair under the sound semantics is not powerful enough if some functional depen-
dencies can be violated in the original database (the set of repairs may be empty). This observation
leads to the notions of loosely complete, loosely sound, and loosely exact semantics. Under those
semantics, repairs are constructed by adding tuples as well as by deleting them. The loosely complete
semantics does not impose the requirement that the set of deleted tuples be minimal in a repair;
therefore, the empty database is a repair and, as under the complete semantics, the notion of con-
sistent query answer is trivial. The notion of repair under the loosely exact semantics is identical
to the notion proposed in [3]. Finally, loosely sound semantics requires only that the set of deleted
tuples be minimized.
Calì et al. [17] show that for general key FDs and INDs the problem of consistent query answers
under loosely sound and loosely exact semantics is undecidable. The decidable cases identiﬁed in
that paper involve again non-key-conﬂicting INDs.
Theorem 5.2 (see [17]). Let IC = F ∪ I be a set of constraints consisting of a set of key FDs F (with
at most one key per relation) and a set of non-key-conﬂicting INDs I. Let Q be a union of conjunc-
tive queries. Then DIC ,Q is co-NP-complete (under loosely sound semantics) and
p
2 -complete (under
loosely exact semantics).
Contrasting Theorem 5.2 with Theorem 5.1, we see that the loosely sound semantics augments
the sound semantics with the non-deterministic choice of the set of tuples to be deleted. The loosely
exact semantics adds another layer of non-determinism.
We conclude by noting that none of the six notions of repair from [17] coincides with that of the
present paper. The latter notion, by forcing the repairs to be subsets of the original database, makes
the problem of consistent query answers decidable.
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5.3. Repairing by attribute modiﬁcation
In [3] and the follow-up papers, the smallest unit to be deleted from (or added to) a database
in the process of repairing is a tuple. A different choice is made in [57] where tuples themselves
are being repaired. The idea there is that even a tuple that violates the integrity constraints can
possibly still yield some important information. The motivating example in [57] is a relation of
arity 5 containing information on dioxin levels in food samples. The attributes of this relation are:
the sample number, the sample date, the analysis date, the lab, and the dioxin level. The integrity
constraint is “the sample date must be prior to the analysis date.” This is a denial constraint, thus
the only thing that can be done with a tuple violating this constraint is dropping it, possibly getting
rid of the number and other data of the sample, which may indicate an alarming dioxin level.
The basic idea of the approach proposed in [57] is to deﬁne the notion of repair by means of the
ordering deﬁned by the subsumption of tableaux, instead of the ordering deﬁned by the inclusion
of relations. A tableau is a generalization of a relation: tuples can have not only constants but also
variables as components. Wijsen [57] considers only single-relation databases.
Deﬁnition 5.2 (see [57]). If S and T are two tableaux, then:
• S subsumes T (S # T ) if there is a substitution 1 such that 1(T) ⊆ S;
• S one-one subsumes T (S $ T ) if there is a substitution 1 such that 1(T) ⊆ S and |1(T)| = |T |.
Deﬁnition 5.3 (see [57]).A tableau T subsatisﬁes a set of integrity constraints IC if there is a relationR
satisfying IC and such that R # T . A ﬁx, with respect to IC , of a relationD is any tableau T such that
(i) D $ T and T subsatisﬁes IC;
(ii) T is subsumption-maximal among tableaux satisfying (i).
A repair of D is now any minimal relation D1 which satisﬁes IC and for which there exists a ﬁx
T of D such that D1 # T .
The notion of consistent query answer in Wijsen’s framework is that of Deﬁnition 2.4 in which
the notion of repair of Deﬁnition 2.2 is substituted by that of Deﬁnition 5.3.
Example 5.1. If the dioxin database contains just one tuple
〈120, 17Jan2002, 16Jan2002, ICI , 150〉,
then there are two ﬁxes of it:
〈120, x, 16Jan2002, ICI , 150〉
and
〈120, 17Jan2002, y , ICI , 150〉.
A repair is any database resulting from the ﬁrst ﬁx by substituting for x any date prior to 16
January, 2002 or from the second ﬁx by substituting for y any date later than 17 January, 2002. In
each repair there is a tuple with the dioxin level 150.
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The class of integrity constraints considered in [57] consists of tuple- and equality-generating
dependencies [45,1]. The ﬁrst are simply universal Horn constraints, the second – restricted denial
constraints. The queries in [57] are conjunctive queries.
[57] considers cases when answers to conjunctive queries can be computed by means of early
repairs, which means, that for a given relationD, another relationD′ is computed, such that a query
is consistently true in D if and only if the query is true in D′. There are questions left open by
the paper regarding the size of D′, and in consequence, regarding the efﬁciency of this algorithm.
Recently, NP-hardness of ﬁx checking has been established [58]:
Theorem 5.3. There exists a denial constraint 40 with one database literal, such that repair checking
is NP-hard.
It is likely that a similar result holds for consistent query answers. Note that for denial con-
straints repair checking under Deﬁnition 2.2 is in PTIME. Thus, unless PTIME = NP , there is a
considerable computational price for using the framework of [57]. However, [58] shows that if ﬁxes
are appropriately restricted, ﬁx checking becomes a PTIME problem.
5.4. Belief revision
There are several similarities between our approach to consistency handling and those followed
by the belief revision/update community [35]. Database repairs (Deﬁnition 2.2) coincidewith revised
models deﬁned by Winslett in [59]. The treatment in [59] is mainly propositional, but a preliminary
extension to ﬁrst order knowledge bases can be found in [25]. Those papers concentrate on the
computation of the models of the revised theory, i.e., the repairs in our case. Comparing our frame-
work with that of belief revision, we have an empty domain theory, one model: the database in-
stance, and a revision by a set of ICs. The revision of a database instance by the ICs produces
new database instances, the repairs of the original database. The complexity of belief revision (and
the related problem of counterfactual inference which corresponds to our computation of con-
sistent query answers) in the propositional case was exhaustively classiﬁed by Eiter and Gottlob
[31]. Among the constraint classes considered in the current paper, only denial constraints can be
represented propositionally by grounding. However, such grounding results in an unbounded up-
date formula, which prevents the transfer of any of the PTIME upper bounds from [31] into our
framework. Similarly, their lower bounds require different kinds of formulas from those that we
use.
5.5. Disjunctive and non-deterministic databases
The need to accommodate violations of functional dependencies is one of the main motivations
for considering disjunctive databases [43,54] and has led to various proposals in the context of
data integration [2,9,28,48]. There seems to be an intriguing connection between relation repairs
w.r.t. FDs and databases with disjunctive information [54]. For example, the set of repairs of the
relation Person from Example 2.6 can be represented as a disjunctive database D consisting of the
formulas
Person(Brown,Amherst, 115 Klein) ∨ Person(Brown,Amherst, 120 Maple)
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and
Person(Green, Clarence, 4000 Transit).
Each repair corresponds to a minimal model of D and vice versa. We conjecture that the set of all
repairs of an instance w.r.t. a set of FDs can be represented as a disjunctive table (with rows that
are disjunctions of atoms with the same relation symbol). The relationship in the other direction
does not hold, as shown by the following example [7].
Example 5.2. The set of minimal models of the formula
(p(a1, b1) ∨ p(a2, b2)) ∧ p(a3, b3)
cannot be represented as a set of repairs of any set of FDs.
Known tractable classes of ﬁrst-order queries over disjunctive databases typically involve conjunc-
tive queries and databases with restricted OR-objects [43,44]. In some cases, like in Example 2.6, the
set of all repairs can be represented as a table with OR-objects. But in general this is not the case
[7].
Example 5.3.Consider the following set of FDs F = {A→ B, A→ C}, which is in BCNF. The set of
all repairs of the instance {(a1, b1, c1), (a1, b2, c2)} cannot be represented as a table with OR-objects.
The relationship in the other direction, from tables with OR-objects to sets of repairs, also does not
hold.
Example 5.4. Consider the following table with OR-objects:
OR(a,b) c
a OR(c,d)
It does not represent the set of all repairs of any instance under any set of FDs.
In general, a correspondence between sets of repairs and tables with OR-objects holds only in the
very restricted case when the relation is binary, say R(A,B), and there is one FD A→ B. The paper
[44] contains a complete classiﬁcation of the complexity of conjunctive queries for tables with OR-
objects. It is shown how the complexity depends on whether the tables satisfy various schema-level
criteria, governing the allowed occurrences of OR-objects. Since there is no exact correspondence
between tables with OR-objects and sets of repairs of a given database instance, the results of [44]
do not directly translate to our framework, and vice versa.
There are several proposals for language constructs specifying non-deterministic queries that are
related to our approach (witness [1], choice [36,37,40]). Essentially, the idea is to construct a maximal
subset of a given relation that satisﬁes a given set of functional dependencies. Since there is usually
more than one such subset, the approach yields non-deterministic queries in a natural way. Clearly,
maximal consistent subsets (choicemodels [36]) correspond to repairs. Datalogwith choice [36] is, in
a sense, more general than our approach, since it combines enforcing functional dependencies with
inference usingDatalog rules. Answering queries in all choice models (∀G-queries [40]) corresponds
118 J. Chomicki, J. Marcinkowski / Information and Computation 197 (2005) 90–121
to our notion of computation of consistent query answers (Deﬁnition 2.4). However, the former
problem is shown to be co-NP-complete and no tractable cases are identiﬁed. One of the sources of
complexity in this case is the presence of Datalog rules, absent from our approach. Moreover, the
procedure proposed in [40] runs in exponential time if there are exponentially many repairs, as in
Example 2.6. Also, only conjunctions of literals are considered as queries in [40].
5.6. Functional and inclusion dependencies
It is interesting to contrast our results in Section 4 with the classical results about the implication
problem for FDs and INDs [1]. This problem is undecidable in general but becomes decidable under
suitable restrictions on INDs. For instance, it is decidable in PTIME if the INDs are unary and in
EXPTIME if the INDs are acyclic. The problems discussed in our paper are all in p2 (Section 4).
The role the syntactic restrictions play in this context is different. The restriction to unary INDs is
not helpful because such INDs already sufﬁce to establish the lower bounds, cf. Theorem 4.7. The
restriction to acyclic INDs makes the repair checking problem tractable (Theorem 4.2) but not so
the problem of consistent query answers (Theorem 4.3).
In [50], several classes of FDs and INDs were identiﬁed for which the implication problem does
not exhibit any interaction between the FDs and the INDs. That is, a set of constraints implies an
FD (respectively, an IND) iff the FDs (respectively, the INDs) in this set imply it. Unfortunately,
the syntactic restrictions on constraints that guarantee no interaction in the above sense do not play
a similar role in our context. It seems that the notion of maximality present in the repair deﬁnition
forces a relationship between the FDs and the INDs that is much tighter than the one implicit in
the implication problem.
In [51,50], it is investigated what kind of relational schemas and integrity constraints can re-
sult from mapping an Entity-Relationship schema (this is a common way of designing relational
schemas).Acyclicity of INDs is a necessary requirement, thus repair checking is tractable in this case.
However, it turns out that the schema from Theorem 4.3 could result from such a mapping. Thus,
even restricting the relational schemas to those that correspond to Entity-Relationship schemas
does not guarantee the tractability of consistent query answers.
The semantics of referential integrity actions are captured using stable models of logic programs
with negation in [52].
6. Conclusions and future work
In this paper we have investigated the computational complexity issues involved in minimal-
change integritymaintenanceusing tupledeletions, in thepresenceofdenial constraints and inclusion
dependencies. We have identiﬁed several tractable cases and shown that generalizing them leads to
intractability.
We envision several possible directions for futurework. First, one can consider various preference
orderings on repairs. Such orderings are often natural andmay lead to further tractable cases. Some
preliminary work in this direction is reported in [38]. Second, a natural scenario for applying the
results developed in this paper is query rewriting in the presence of distributed data sources
[29,42,47]. Recent work in this area has started to address the issues involved in data sources being
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inconsistent [13,14,18,46]. Finally, as XML is playing an increased role in data integration, it would
be interesting and challenging to develop the appropriate notions of repair and consistent query
answer in the context of XML databases. Recent integrity constraint proposals for XML include
[16,32,33].
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