Identifying and controlling (ON/OFF) electrical appliance(s) from a remote location is an essential part of energy management. This motivated us to design a system that can collect the aggregate load signature from a single point, obtain the features, and finally identify the ON state of electrical appliance(s). The proposed disaggregation technique can be divided into two modules: the first part proposes an electrical installation system to disaggregate the appliance at the circuit level, whereas the second part consists of feature selection, dimension reduction, and classification algorithms. Load signatures of electrical appliances were combined with white Gaussian noise to analyze how noise affects the classification results. Amplitudes of the major eight harmonics of load signatures were selected as a feature for the classification. Various classification algorithms were applied to data to check their feasibility. The comparative evaluation showed that among the considered classifiers, the multilayer perceptron-artificial neural network (MLP-ANN) classifier leads in classification accuracy with 99.18%. If the system is combined with noise, the accuracy decreases to 93.10%. This paper also shows that the proposed technique reduces the space complexity and decision time of the smart meter.
Introduction
In most developing countries, the limited sources of power generation are not able to fulfill the electricity demand, which raises the gap between demand and supply. This gap can be reduced mainly with the help of three means: i) Curtailment of load (outage); this method leads to revenue loses or consumer dissatisfaction. ii) Increase in the power generation; beneficial, but a long-term process that requires a lot of investment. iii) Load management; a better solution for the present scenario. A smart meter can be efficiently used for load management, which includes features like appliance identification, control, and fault analysis of household appliances. Additionally, smart meters allow for billing transparency and dynamic pricing technology. Generation of more power than is actually needed from conventional sources is accompanied by CO 2 emissions. Thus, it is essential to incorporate renewable sources into the conventional systems. In this context, the role of the smart grid system has assumed greater importance. The nonconventional energy sources used at domestic levels can be incorporated in a distributed network with the help of smart meters. This is where a smart meter is different from the electronic version of the energy meter. Smart meters help meet the electricity demands of consumers during peak load periods, or supplement the increase in demand by incorporating the renewable energy and storage system. A full-length discussion on the merits of the use of smart meters in smart grids and microgrids can be found in [1, 2] . In a smart meter system, device identification is an important application for recognizing different household appliances. In the case of various appliances connected together, this feature allows users to monitor load profile and power consumption separately. Hence, smart meters ought to be installed in every household. There are two means to carry out device identification: i) the intrusive method and ii) the nonintrusive method. In the first method, each appliance is connected through a dedicated sensor, known as a plug meter, which detects the load profile and power consumption of the connected load. This technique is reliable in terms of accuracy; however, the association of each appliance with a sensor makes it expensive. It also demands changes in household electric wiring. The second method, nonintrusive load profile monitoring, consists of the following steps: i) acquisition of load signature, ii) extraction of features and events, and iii) classification of features and events. Despite its complex signal processing, this method is economical in nature and works with existing household electrical wiring systems. One of the earliest approaches to nonintrusive load monitoring, developed in 1980 at MIT by Schweppe and Hart, has its origin in load monitoring for residential buildings [3] .
As shown in Table 1 , multiple features were chosen and/or low classification accuracies were obtained.
Recently, Wang and Zheng [10] proposed a method for residential appliance identification, where they categorized the appliances according to working style. Appliances were then classified by choosing multiple features. Even after applying principal component analysis (PCA), a large number of features increased the time and space complexity of the system. Spectral components were used as the feature in [6] , where authors performed simulations rather than real-time experiments and obtained results in ideal conditions. Further noise was added to mimic the original; an average accuracy of 92% was obtained. Table 1 summarizes the recent related research work, methodologies, and their limitations and remarks. This paper proposes a simple method for appliance disaggregation where a single-feature, multiple-algorithm approach gives the solution with the bestknown accuracy. The authors worked on a real-time system, which was developed in the laboratory, to acquire the current signature of various appliances and extract the features from it. Figure 1 demonstrates the framework of the experiment. Act ve power (P), react ve power (Q), power factor (PF), adm ttance waveform rat o, power waveform, e genvalues of waveform, and trans ent waveform power over half cycle.
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Methodology

System overview
(i) Low-power circuits shall feed appliances like lights, fans, call bells, mobile chargers, etc. Each circuit in the home will be connected with either 800-W load capacity or not more than 10 utility points. However, in case of fewer power appliance points, where load per point may be less, the number of points may suitably increase.
(ii) Each high-power circuit in residential buildings can feed the following outlets: a) Not more than two 16-A outlets.
b) Not more than three 6-A outlets.
c) Not more than one 16-A and two 6-A outlets.
(iii) Loads greater than 1 KW shall be controlled by suitably rated miniature circuit breakers and cable size shall be decided as per the calculations.
To Ardu no and PC
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To Ardu no and PC These specifications provide a primary desegregation between low-and high-power consumption appliances and limit the number of appliances on one circuit board. Figure 2 shows a schematic of an electric installation system where the main distribution board receives a single-phase power supply that is evenly distributed among various circuit boards. One circuit board consists of four circuit breakers (CBs) to control the four different switch boards. CB1 and CB2 control low-power outlets (switch board) and CB3 and CB4 control power circuit outlets. Current sensors are coupled with the phase wire departing toward the switch boards (lighting and power outlets) and the output of the current sensors connected to the analog port of an Arduino Mega 2560 development board, as seen in Figure 3 . Figure 3 shows an overall schematic of the home appliance identification system designed and developed in the laboratory. A current sensor (SCT-013-030) was installed on the phase line, which acquires the load signature of an individual or composite load. This current sensor is a current transformer based on the Hall effect and converts the heavy mains line current into low voltage. This voltage worked as the input signal for the Arduino Mega 2560 board. This board is basically a data acquisition card that provides an interface between a personal computer and a current sensor. A PC with MATLAB Version is 7.14.0.739 (R2012a), updated with the MATLAB-Arduino interface package, received signals from the Arduino Mega 2560 board. All signals are acquired on the Arduino card and further processed on the MATLAB platform. The signal was acquired with a sampling rate of 20,000 samples/s. Features (i.e. harmonic amplitude) were obtained online by applying a fast Fourier transformation (FFT) algorithm on the acquired load signature; these features were used for further classification processes. In addition to the disaggregation of home appliances, developing logic to control the appliance using relays was our further research motivation. The experiment was performed for eight household appliances. The total possible combinations of load signature of eight appliances was 256. If 256 combinations were used, the representation of the result would be difficult to understand well; the data samples would be too huge to train the network. To analyze only feasibility at the experimental level we randomly chose 60 classes out of a total of 256 and equally divided them into 5 different sets. The random sampling method avoided set fixed patterns that might otherwise be a possibility. The classification accuracies obtained for each combination of the five sets are presented. Figure 4 shows the current signature and respective spectral plots for some of the selected appliances. The analysis of the waveform is nearly impossible, whereas analysis of the spectrum is easy and its property can be used as the features because the current signature of each appliance or any combination of appliances has its unique Fourier transform. Harmonics amplitudes of load signatures are the potential feature for disaggregation of home appliances [14] . First, 8 odd harmonics were selected as the features. Low amplitudes of higher harmonics contain insignificant information at the cost of a large data set. Table 2 shows the list of appliances and their specifications that were used in the experimentation.
Implementation
Feature extraction
The dimensions of the feature matrix were further reduced using PCA. PCA is a dimension reduction method that uses orthogonal transformation to convert a set of features of possibly correlated variables into a set of values of linearly uncorrelated variables. These linearly uncorrelated variables are known as principal components (PCs). Maximum variation in the input information mapped by the first principal component (PC1) and other principal components (PC2, PC3, and so on) are in descending order of variation without losing too much input information. We restricted our input data to only two principal components, PC1 and PC2. The reduced input vectors were fed to the various classifiers. 
Data classification
The aim of this study was to identify the most appropriate classifier to predict the state of appliances, i.e. ON/OFF. The data sets were analyzed using classifiers based on supervised learning, namely Bayes, support vector machines (SVMs), and the multilayer perceptron-artificial neural network (MLP-ANN). Initially, the data were randomly divided into two sets: training and testing sets. Training sets are used as input data to train the classifier network. After training is completed, classifiers are able to discriminate the test data in to various target classes.
Noise analysis of current signatures
Noise levels were checked to evaluate the classifier performance; the acquired electric signals generally contained white Gaussian noise [15] . The classifier was tested with added white noise signal (50 dB S/N ratio) to simulate a real-time environment. Figure 5 shows the effect of noise on the spectral amplitude of current signature. It was observed that if noise was present in the signal, then some additional harmonics were present in spectral analysis. It was also seen that as the noise level increased (that is, as the S/N ratio decreased), there was fluctuation in the amplitude of harmonics. In the feature space, the feature vector was inseparable due to added noise as shown in Figure 6 , which led to poor classification accuracy. 
Bayes classifier
A Bayes classifier is optimal in minimizing the probability of misclassification. For a given "zero-one" loss function, it minimizes the risk of misclassification. However, it requires full knowledge of the underlying class conditional density for classification. In practice, the class conditional density is never known; however, a good estimate can be extracted from training data using maximum likelihood, expectation maximization, and other standard nonparametric methods. For the general case with risks, the discriminate function is g i (x) = −R (α i | x), since the maximum discriminate function will then correspond to the minimum conditional risk.
For the minimum error rate case, we can simplify things further by taking g i (x) = P (ω i | x), so that the maximum discriminate function corresponds to the maximum posterior probability. Clearly, the choice of discriminate functions is not unique. More generally, if we replace every g i (x) with f (g i (x)) , where f (•) is a monotonically increasing function, the resulting classification is unchanged. This observation can lead to significant analytical and computational simplifications. 
Support vector machine
Recently, a new tool from the artificial intelligence field called SVM [16] has gained popularity in the machine learning community. The SVM classifies data by finding a hyperplane that can easily separate one class of data points from another. Thus, it aims at finding the best hyperplane with maximum marginal distance between two classes. The simplest way to divide two groups is with a straight line, flat plane, or an N-dimensional hyperplane. If the points are separated by a nonlinear region, a nonlinear dividing line is necessary. Rather than fitting nonlinear curves to the data, the SVM handles this by using a kernel function to map the data into a different space where a hyperplane can be used to do the separation.
MLP-ANN
The classifier network consisted of multiple layers of computational units. The working principle of the MLP-ANN is based on minimizing the error function by using a gradient backpropagation algorithm. This error function can be computed by comparing the output value and actual value. This error is feedback through the network. The weights of the network adjust in order to reduce the value of the error function. The considered network has an input layer, an output layer, and 30 hidden layers. Table 3 lists the performance of the different classifiers for five sets of current signatures and current signatures with added noise. The overall result in terms of accuracy was obtained by averaging the accuracy of all 5 sets. The experimental results suggested that the naïve Bayes and MLP-ANN classifiers are more favorable for load segregation than the SVM. If noise is present in the signal, it leads to inaccuracy in classification. The MLP-ANN was more adaptive to noise signal in this study. The presence of noise degraded the performance of classifiers but the results are still acceptable. Figure 7 shows the PCA plot and confusion bar plot for set 4, which has 12 classes. In the PCA plot, a plus sign shows the training sample data and a box symbol shows the tested data. The tested and training data of the same classes have overlapping clusters. The confusion bar plot facilitates better understanding of the same. In the confusion bar plot, the classes from 1 to 11 are successfully classified by the naïve Bayes classifier, whereas class 12 could not be classified accurately. The data of this class were mixed with classes 2, 3, 5, and 8. After analyzing all four classifiers, a total of 20 results were obtained for all 5 sets. Figure 9 shows the PCA plot and confusion bar plot for set 2 using a linear SVM classifier. Figure 10 shows the confusion matrix and performance evaluation for the data in set 3. The confusion matrix shows that the optimized ANN-MLP classifier clearly classified all the classes of set 3 data except class 10, in which one element out of 10 was misclassified with class 2. The performance evaluation of the ANN-MLP classifier shows how the minimum mean square error (MSE) is decreasing for training, testing, and validation. After 13 iterations, the classifier obtained the minimum MSE. The algorithm execution time was calculated for each of the five sets by acquiring the CPU timing for MATLAB Version is 7.14.0.739 (R2012a) software simulation in Windows 7 Home Premium on a PC configuration with an Intel Core i5 with 2.53 GHz processing power and 4 GB DDR3 RAM. The results shown in Table 4 prove that the single feature technique reduces execution time compared with the execution time of multifeature techniques. The difference between the execution time of a multifeature technique and a single-feature technique will increase as the number of appliances increases.
Results and discussion
Conclusion
The experiment setup was designed according to CPWD specifications. Selected appliances for the experiment were installed in this circuit. Odd harmonic amplitudes of the load signature were chosen as a single feature, which was reported as a necessary and sufficient feature. This technique reduced execution time by 16.14% Figure 10 . Confusion matrix and performance chart for set 3 using MLP-ANN. compared to the multifeature techniques. SVM, Bayes, and MLP-ANN classifiers were investigated and MLP-ANN was found to be the most effective classifier for home appliance identification. Even in the presence of extra white Gaussian noise, this system performed well with acceptable accuracy. There is a provision in the circuit to control the appliance(s) using a relay from a remote location.
