Abstract. Nuclear receptors (NRs) comprise a superfamily of proteins modulated by ligands that regulate the expression of target genes. These proteins share a multidomain structure harboring an N-terminal domain, a highly conserved DNA binding domain, and a ligand binding domain, which has ligand dependent activation function. They play key roles in development, metabolism, and physiology being closely related to diseases. Most of the knowledge about this superfamily emerges from investigations on new ligands and are mostly centered in the ligand binding domain. However, more investigation focusing on interactions between DNA and DNA binding domain is necessary to shed light on important roles of NRs' participation in transcriptional mechanisms and in specific genes network. Here, our goal is to discuss some nuances of NRs-DNA interaction, describing details of the most used techniques in this sort of study, such as gel shift (EMSA), DNA footprinting, reporter gene assay, ChIP-Seq, 3C, and fluorescence anisotropy. Additionally, we aim to provide tools, presenting advantages and disadvantages of these common methods, when choosing the most suitable one to study NRs-DNA interactions to answer specific questions.
Introduction
Nuclear receptors (NRs) are members of a superfamily of transcription factors modulated by ligands, which regulate the expression of target genes and, therefore, play key roles in development, metabolism, physiology, and disease [1] [2] [3] . The activity of the majority of NRs is induced by ligands or small lipophilic molecules such as steroids, hormones, vitamins, and fatty acids. However, this family also possesses the orphan nuclear receptors, for which once ligands remain unknown or could not exist, presenting unknown activity and suggesting that NRs' activity can also be regulated by other processes [2, 4, 5] .
Traditionally, NRs act as homo-or heterodimers and share the same mechanism of action. In a classical view, unliganded NRs may be located in the cytoplasm, bound to chaperones, or in the nucleus, bound to DNA, where they recruit corepressor complexes, which associate with HDAC (histone deacetyltransferases) to inhibit gene expression. Ligand addition induces translocation of cytoplasmatic NRs to the nucleus and promotes conformational changes in the NR structure, allowing corepressor dissociation and the recruitment of coactivator complexes that have HAT (histone acetyltransferase) activity to activate the transcription of target genes [1, 6] .
However, alternative mechanisms of action have been described for this class of proteins, which includes both activation by posttranslational modifications and association with other transcription factors (TFs) [7] . For instance, the PPAR sumoylation is a critical event that signals corepressor recruitment, even after PPAR ligand binding, keeping inflammatory gene promoters in a transrepressed state [6, 8] . Moreover, the interaction between different TFs, resulting in cooperative enhancing or inhibition of gene expression, also named crosstalk, is an alternative NR action that explains, for example, the negative regulation of TSH gene by TR [7] , or the blocked activity of NF-k by different NRs, such as GR, ER, PR, and AR [6] .
Apart from sharing the general action mechanism, all NRs also present a similar modular structure including an aminoterminal domain, which contains the ligand independent activation function-1 (AF-1), a core DNA binding domain (DBD) that is responsible for recognizing and binding to DNA sequences, linked by a hinge to the ligand binding domain (LBD), which binds to ligands and recruits coregulators ( Figure 1 ) [1] .
Discovery of the NRs and most of the knowledge about them came from physiological investigations on hormones and ligands [9] [10] [11] [12] . The identification of natural or synthetic ligands shed light over NRs roles in human physiology, where they are considered drug targets [13] [14] [15] [16] [17] . Meanwhile, there is still a lot to be understood about NRs in the context of specific gene networks' transcription [18] . In other words, there are many studies focusing on NRs binding to ligands, seeking molecules that can modulate them, and less studies focusing on how NRs bind to DNA.
In fact, the protein's ability to recognize DNA sequences, associated with the capacity of binding to specific sites across the genome, is a hallmark in gene regulation and maintenance [19, 20] . Initially, some codes for protein-DNA recognition were reported based on hydrogen bonding patterns between amino acids and nucleotides, in the DNA major groove. Also, arginine side chain was considered important to make these contacts [21] . Recently, the development of new technologies, such as computational simulations and high-throughput spectroscopic techniques, is uncovering new complexities of protein-DNA interactions, displaying that simple recognition codes for these interactions are much more complex. In this way, it is known that there are multiple modes of DNA binding to proteins, and variables such as spacers of DNA binding sites, multimeric protein binding, and alternative structural conformations should be considered together with cooperativity, allostery, and cofactor presence [19] . Particularly, to nuclear receptors, the main interactions between protein and DNA are made by the DNA binding domain. Albeit other interactions with N-terminal domain and LBD have been reported, they are specific to few receptors and still should not have been considered as functions [2, 3, 5] .
A brief review of the DNA binding domain structure.
For nuclear receptors, DNA recognition is controlled by the highly conserved DNA binding domain (or C domain). Structurally, the DBD is a very compact globular domain, generally composed by 100 amino acids which are organized in two main perpendicular helices, with conserved cysteines required for high-affinity DNA binding ( Figure 2 ) [1] . The first DBD structure determination was in 1990 through nuclear magnetic resonance (NMR) [22] . However, since the first crystallographic structure of DBD on DNA was solved, in 1991 [23] , X-ray crystallography has become a pivotal method in unraveling DBD-DNA interaction at atomic levels [24] .
As shown in Figure 2 , the DNA binding domain of all NRs presents two helices that pack together through their hydrophobic faces in a perpendicular way, forming the core domain with the two zinc fingers, contributing to the DBD integral fold [25] . The first -helix, termed recognition helix, directly inserts itself to the DNA major groove, making contacts with the DNA phosphate backbone, forming a crucial substructure for the DNA-protein binding [25] . Amino acid residues at the base of the first zinc finger constitute the so-called P box that is involved in the discrimination of the response elements. Furthermore, residues in the second zinc finger form the D box and are involved in dimerization [1] and the C-terminal extension of DBD harbors T and A boxes, which contribute to contacts in the flanking DNA core recognition sequences [1, 26, 29] .
Protein-DNA binding interfaces are also extended by ordered water molecules which make specific interactions between protein side chains and DNA functional groups. Apart from the specific interactions, there are several nonspecific ones formed between basic side chains of the DBD and the DNA phosphodiester backbone [25] [26] [27] [28] .
Despite mediating DNA specificity, -helix 1 contributes little to the discrimination of target-site symmetry. It has been shown that -helix 2 is the main responsible for selecting symmetry for DNA recognition motifs, which also projects across the minor groove of the DNA, creating additional contacts that stabilize DBD-DNA binding. Additionally, some studies suggest that the specificity in DBD-DNA recognition is derived not only from the DNA sequence, but also from its geometry [25] [26] [27] [28] . Figure 1 : Typical domain organization of NRs, showing, in purple, the N-terminal domain, harboring the activation function ligand independent (AF-1); in light brown, the DNA binding domain, responsible for DNA binding; in light green, the hinge, which connects DBD and LBD; in yellow, the ligand binding domain (LBD) with the activation function ligand dependent (AF-2); and, in pink, the C-terminal portion.
Figure 2: Illustration of the nuclear receptors' DBD. DBD is shown in dimeric form (in purple and pink) with two zinc ions (in gray) coordinated to each monomer bound to DNA (PDB: 1HCQ modified). On the right side, details of the two zinc fingers, each one being coordinated by four cysteines. Helix 1 or the recognition -helix shown in light pink comprises the P box. The second zinc finger comprises residues forming the highlighted D box or dimerization interface. Finally, helix 2 is shown in red in the carboxiterminal extension (CTE). Adapted from 21.
homo-or heterodimers, with this being the best geometry array for recognition of binding sites [25] . Generally, binding to DNA occurs in specific DNA motifs, also termed as DNA response elements (REs). It has also been postulated that the formation of homo-and heterodimers between receptors DBDs occurs simultaneously to element response recognition [25] . In general, the REs are composed by hexameric sequences arranged in distinct configurations, including inverted, everted, and direct repeats. The specificities of one RE, to which each NR binds to, affects directly its function, and whether the receptor will work as an activator or repressor of the transcription [25] . The response elements may be located in regulatory sequences, generally found in the 5' region of the target gene, near the core promoter according to the NRs classical mechanism of action [1] . However, recent studies with new technologies posit that the majority of REs are found distally from promoters, as enhancers within transcription initiation site and, also, within intergenic and intronic regions [30, 31] .
Typically, the consensus RE is composed by variations of two half-sites, which are in turn composed by hexameric sequences of 5'-PuAGGTCA-3'. These half-sites may be separated by different numbers of nucleotides [1] , which can vary from 1 to hundreds of base pairs [32] . Idealized REs were divided into two generic groups: one is better recognized by steroid receptors, composed by 5'-AGAACA-3', and the other, composed by 5'-AGGTCA-3', is preferably bound by nonsteroidal and orphan receptors [1, 25, 28, 33] . Nevertheless, it has been shown that these sequences may be degenerated, since PuGGTCA and PuGGACA were identified as the best binders for ER and GR, respectively [27] . This variety of combinations may lead to increases in selectivity for each NR, as it was presented for TRs and RAR preferably binds to response elements comprised by AGGACA and AGTTCA, respectively [34] . Obviously, natural occurrence of these REs can present slight variations from the consensus sequence. Furthermore, structural studies have unraveled that the spacing between the half-sites is pivotal to the RE recognition and that the dimerization patterns of the NRs DBDs are reflected in their RE architectures [25] .
However, to address questions about specificity and recognition, it is inevitable to mention the NR regarding chromatin context. While NRs act as sensors of external signals leading to a rapid regulatory response, chromatin accessibility plays as a way to specify the recruitment of NRs to regulatory elements [35] . In a classical mode, NRs bind to specific REs and recruit cofactors that modify the local chromatin structure and recruit RNA polymerases enhancing transcription (Figure 3 ). These structure modifications define the chromatin state (active or silent) via histones modification.
In this context, the best characterized ones, mediated by NRs, are histone acetylation, deacetylation, and methylation [36] . While histone acetylation generally confers chromatin decondensation, via acetyltransferases recruitment (HAT), histone deacetylation, via deacetyltransferases (HDAC), counterparts by associating to chromatin condensation with the deacetylate histones complexes. The methylation process, on the other hand, is associated with both activation and repression, depending on the modified residue and on the number of incorporated methyl groups. For instance, methylation of lysine four (K4) in histone H3 activates a chromatin state, which stimulates transcriptional activation. Otherwise, methylation of K9 in histone H3 is associated with transcriptional suppression, inducing an inactivated chromosomal state [35, 36] .
According to previous studies, the main functions of histone modification can be divided into two categories: (i) establishment, helping maintenance of the euchromatin accessibility for transcriptional machinery, and (ii) orchestration of DNA, giving support for DNA repair, replication, or chromosome condensation [40] .
Besides the classical pathway of NRs action, the emergence of genome scale technologies has helped uncover new mechanisms that regulate NRs binding to DNA in the chromatin context. For instance, based on observations from the nucleosome crystal structure, it was proposed that these chromatin changes are, in fact, posttranslational modifications for histones. Moreover, it was suggested that histone N-terminal tails may be modified by processes such as acetylation, deacetylation, methylation, phosphorylation, ubiquitination, and sumoylation [35, 36, 41] . Another process involved in this new postulated mechanism is the ATPdependent remodeling of nucleosomal arrays, which exposes new DNA naked sites, allowing for transcriptional machinery recruitment [36] . Essentially, according to this new hypothesis the chromatin, via its preexisting open sites, specifies NRs genomic localization and its interactions with regulatory elements. NR binding confers further changes to chromatin accessibility through remodeling of the underlying chromatin and associated nucleosomes by recruitment of cofactors and coregulators. Therefore, chromatin is though as an integral component in this mechanism, guiding NRs action in celltype-specific and cell-state-dependent manners [35] .
This brief discussion aims to show that the pathways that govern NRs selective activity in moderating cell-and signal-specific physiological programs are still a conundrum. However, new emerging genome scale technologies, along with new structural studies of full-length receptors, will shed light on the role of chromatin in selectively regulating NRs binding. Furthermore, these new approaches have also helped deciphering some new roles of NR cofactors in regulating DNA methylation, histone posttranslational modifications, and chromatin remodeling [35] . These events show that, from a global view, transcription selectively regulated by NRs through chromatin is a really well-orchestrated dance among chromatin histones, NRs, transcription factors, corepressors, coactivators, and modifying enzymes.
Moreover, the explanation of how NR-DNA specificity is achieved, considering that all NRs use a highly conserved DBD core region to specifically choose to bind to some DNA sequences is still obscure and need to be further investigated. Also, the chromatin context, conformational modifications, and further contacts between NRs and DNA should be considered in this discussion. However, it is important to highlight that this issue is crucial to the understanding of transcription regulation and studies with full-length NRs and chromatin are key points to answering this.
Regarding this issue, some reviews about DNA binding domain and hormone response elements have been reported recently [4, 18, 35] ; herein, we focus on the description and applications of the most used analytical techniques to identify and study NR-DNA interaction. Our main goal in this review is to discuss advantages and disadvantages of the most applicable methodologies to NRs, providing a range of evidences that may assist in better methodological choice for the study of NRs.
Electrophoretic mobility shift assay (EMSA).
Electrophoretic mobility shift assay (EMSA), also known as gel shift, is one method largely applied to study gene regulation and NR-DNA interactions. This method provides valuable information about sort of regulatory proteins involved in gene expression and may be adapted to a wide choice of cultured cell lines, DNA sequences, and transcription factors. In general, it is based on the propriety of retarded mobility in-gel, characteristics of protein-DNA complexes, when compared to free protein and DNA [42, 43] .
Basically, gel shift assay consists of three key steps: binding reactions between DNA and protein, native electrophoresis, and probe detection. The DNA fragment used in this method is the target sequence, which is usually from restriction fragment, or a PCR product, or even, is obtained by DNA synthesis. The DNA labelling before is the most common approach, allowing for its specific detection after electrophoresis. Traditionally, DNA probes have been radiolabeled with 32 used in this method are nondenaturing TBE-polyacrylamide gels or TAE-agarose gels [44] . EMSA is a reference technique that presents a great diversity of applications. In some cases, it may be applied in a simpler way to show DNA-NR binding events [45] [46] [47] [48] [49] [50] , or even to present that a heterologous expressed NR is able to binding to DNA [51] . But, in another way, more sophisticated questions have been answer using this sort of experiment. For instance, it was applied to show some particularities of TR isoforms in DNA binding, presenting that TR 0 can bind as trimers to a subset of naturally occurring DNA elements and not just as homo-or heterodimers with Retinoid X Receptor (RXR), as it was thought [52] . Also, gel shift was employed to analyze the RXR/TR and RXR/PPAR heterodimerization and DNA binding [53] . In this study, the authors assessed the capability of these proteins to bind DNA in consensus target sites, with the heterodimers RXR/PPAR or RXR/TR efficiently bound to DR1 and DR4, respectively [53] .
Other reports illustrate the use of EMSA in the study of nuclear receptors, identifying consensus DNA sequences that bind to different NR complexes. The interactions between coactivators and NRs on REs were studied by EMSA, searching for interactions among Vitamin D receptor (VDR), coactivators, and response elements. In this study, the effect of SRC-1 and TRAM-1 coactivators on VDR homodimer and VDR/RXR heterodimer was analyzed, showing that VDR forms stable homodimers after interaction with the coactivators on the VDRE DR3 (direct repeat spaced by 3 base pairs) and DR4 and DR5 REs may support these interactions, but in a weaker way [54] .
In another example, a novel approach was developed to isolate large complexes of proteins associated with the DNA-bound estrogen receptor (ER ) using an agarosebased EMSA, in order to understand how ER regulates transcription of estrogen-responsive genes [55] . This method was adapted to other nuclear receptors and their responsive elements to provide better understanding of how they regulate gene transcription of certain genes.
Additionally, recent EMSAs were applied to study specificity in DNA-NR binding. It was reported that artificial DNA binding sites based on "AGGTCA" half-sites confer high affinity, but poor specificity, and that spacing alone does not account for the divergent DNA recognition properties of TRs and RARs, as it has been proposed [34] . In this case, the gel shift assay was used to explore the ability of TR or RAR to bind to artificial DR4 and DR5 response elements comprised of AGGTCA consensus half-sites and compare the binding profiles obtained from consensus REs to the two naturally occurring response elements, MHC promoter (DR4), and the RAR promoter (DR5). Although these elements were bound by their cognate receptors less strongly than were the artificial AGGTCA elements, they were bound with much greater specificity. Therefore, they conclude that half-site spacing contributes to DNA recognition by these receptors but is not the dominant discriminatory factor under these conditions [34] . All these results indicate the presence of particular abilities that different NRs have to discriminate between various promoter regions in similar arrays (as DRs), but with sequences that diverge slightly from the consensus.
All these examples, together with many others which apply EMSAs for NRs investigation [56] [57] [58] , illustrate the wide application of this technique in the study of NR-DNA interaction. Though having some limitations such as samples that are not in the chemical equilibrium during the electrophoresis step or as that rapid dissociation during experiment may prevent detection of complexes or, even, the little direct information about the localization of the nucleic acid sequences; this assay is, in general, a rapid and sensitive method in the detection of protein-DNA interactions. The basic technique is simple to perform and highly sensitive, mainly with the use of radioisotope-labeled nucleic acids, allowing assays to be performed with small content of protein and nucleic acid.
Additionally, when this high sensitivity is not required, variants using fluorescence, chemiluminescence, and immunohistochemical detection are also available, avoiding the danger of radiation. Nucleic acids can be used in a wide range of sizes and structures and proteins can also include a range from small oligopeptides to transcription complexes. Another advantage is the possibility of using highly purified proteins and crude cell extracts, which accounts in large part for the continuing popularity of this assay [59] . In this way, the electrophoretic mobility shift assay is still a reference method generally used in the study of in vitro binding of nuclear receptors to DNA response elements.
DNA footprinting.
Another important technique abundantly used to study interactions between NRs and DNA is DNA footprinting, which was one of the first's techniques applied in NRs field in this concern [60, 61] . This is an in vitro assay that investigates protein binding to specific DNA sites, studying protein-DNA interactions outside and inside the cell environment [62, 63] . It is based on the fact that when a transcription factor is bound to DNA, it is protected from degradation by nucleases, providing its "footprinting" on DNA sequence [62, 63] . Traditionally, this experiment was used in the studies on NRs to identify their binding sites in DNA. In the past, the DNA region of interest, harboring one or more transcription factors, was radioactively labeled, followed by DNAse I treatment, which digest unprotected or free DNA. After that, the digested DNA was separated by polyacrylamide gel and visualized on Xrays films [62, 63] . Nowadays instead, some other approaches have been associated with this method, such as the use of fluorescent probes over radioactive DNA labelling or the use of polymerase chain reaction (PCR) to amplify specific DNA regions over electrophoresis, in searching for the protected DNA sequences [64] . Additionally, application of synchrotron X-ray footprinting has been used to study timeresolved structural changes of nucleic acid conformation and protein-nucleic acid complexes. In this case, nucleases are substituted by X-ray to produce the cleavage patterns in DNA [65] .
Remarkably, one of the first applications of this technique on NRs was the definition of specific REs, such as the elucidation of glucocorticoid response elements (GREs) in tyrosine aminotransferase gene promoter, which is regulated by GR in the presence of ligands [66] . Other applications include the regulation of tyrosine hydroxylase by Nurr1 orphan receptor [67] or, even, the binding of NGFI-B in the steroid 21-hydroxylase (21-OHase) gene promoter [68] . Some other regulatory regions in gene promoters were also found using footprinting, such as the regulation of growth hormones, GH1, and GC, by TR. In this case, authors found two regions that were selectively regulated by TR in strains of rat pituitary cells [69] . In the same way, other reports showed that the prostate antigen gene promoter was found to be regulated by AR [70] , GR, and PR [71] and, also, by TR and ER [72, 73] .
DNA footprinting also solved questions about how an NR recognizes specific promoters, considering that many receptors can bind to the same RE sequences. For example, the responsive elements composed by TGACC and TGTTCT sequences, known as glucocorticoid receptor REs, were found upstream several genes regulated by PR and AR. A more detailed investigation of these sequences, by using DNA footprinting, showed that one of these sequences was regulating rat probasin gene promoter by AR. This study also suggested that AR binds to another sequence in the same promoter with a different affinity, but the highest androgen induction was reached when both sites are filled with AR in a cooperative and mutually dependent manner [74] .
Later, other studies using DNA footprinting revealed conformational changes in DNA upon NR binding, as it was observed for estrogen related receptor 1 (ERR -1) binding to a silencer element (S1), downregulating the action of human aromatase gene promoter. In this case, DNA footprinting was used to confirm the previous data obtained by gel shift mobility assay and presented the exact binding site for ERR -1. However, it showed some intriguing conformational changes of DNA upon binding of ERR -1 [75] , another important feature obtained by EMSA.
It is undoubted that DNA footprinting is a fairly standardized technique and has numerous applications in NRs studies as showed above. However, the development of these experiments has been presented as quite laborious and it is a costly expensive method, generating hard data to be analyzed. To overcome these problems some improvements have been made, such as the development of softwares for quantitative analysis of gel images, to reduce the time of data analysis [76] . Also, digital approaches to evaluating regulatory protein occupancy on genomic DNA, using massively parallel DNA sequencing, have changed the paradigm of the absence of informatics tools specifically designed for footprinting analysis, which makes it a less tedious, time consumable and overwhelmed experiment [77] .
These improvements and updates in DNA footprinting methods allowed for the identification of protein-binding footprints with high resolution on a genome scale. Digital DNase I Analysis is one of these advances, providing a perspective of the genome mapping and quantifying the accessibility of chromatin and the NRs occupancy [78, 79] . The approach is based on techniques of chromatin analysis that have been developed and widely used to detect regulatory regions, which uses data generated from chromatin by DNase I digestion with parallel massive sequencing [78, 80] . In the context of nuclear receptors, the Digital DNase I was applied to map GR accessibility in chromatin regarding genome wide scale [81] . According to this qualitative analysis [82] , GR was qualified as an NR capable of autonomous binding to genomic DNA target sites, resulting in local chromatin remodeling, and 95% of these sites were recognized as preexisting accessible sites in chromatin [81] .
However, even with the advances in technology, to infer accurately the location of these footprints remains a challenging computational task. To avoid this, the development of dynamic Bayesian network had improved the identification and statistical calculation of protein binding sites from the genome digital footprinting data in a probabilistic framework [83] .
Parallel to this, the development of new DNA labelling methodologies, avoiding the radiolabelling, combined with new bioinformatics tools for data processing and, moreover, the development of in silico footprinting [84] have greatly aided the use of DNA footprinting, which continues to be a powerful tool to answer many questions, especially about the NR-DNA interaction. On the other hand, it is important to mention that the identification of REs depends on different factors, like cell type and treatment conditions, which makes this process more complicated. Nowadays, the advent of chromatin immunoprecipitation assays made it possible to identify large genomic fragments to which NRs bind directly and indirectly, evaluating cellular contexts [85] . The insertion of this technology on genome wide scale after the advent of Digital DNase I analysis updated this assay, which still may be associated with different methods in the elucidation of more complex questions concerning NR-DNA interactions.
Transactivation assays-transfection and reporter gene assays.
In addition to the techniques mentioned above, a widely used in vivo method to measure NR activity is the reporter gene assay. In general, this method is based on inserting a DNA construction inside the cell, which owns an RE followed by a reporter gene. This is a fundamental tool to monitor cellular events associated with gene expression, regulation, and signal transduction. After the development of this assay, researchers have acquired one sensitive, reliable and convenient assay, providing one efficient report of the activation of particular NRs and their effects on gene expression [86, 87] .
Aiming to understand the biological role of NRs in gene expression by using this assay, primarily it is important to monitor the protein in the cellular context. In order to achieve this, the first step would be the introduction of the target gene inside the cell; otherwise, it is still possible to consider endogenous levels of NR, which is one of many advantages of this technique [88] . However, when the introduction of interest gene is required, transfection is a widely used procedure and a powerful analytical tool for study gene and protein function and regulation [88] . There are two major transfection types: stable, where gene is integrated to genome, and transient, where a plasmid containing the gene supports expression for short periods of time [89, 90] .
In the first one, transgene becomes as dependent as other genes of transcription regulation machinery, which could be considered a disadvantage if compared with the second one, but it is more similar to the cell real conditions. Within the first scenario, in a natural in vivo system, transgene may be associated or not with histones in a dense chromatin waiting to be transcripted and translated [35, 36] . In contrast, in the second method, plasmids probably are in a supercoiled shape, but the regulation sequence access is still easier because of the absence of histones and chromatinized DNA [90, 91] , with this approach being widely applied for fast transactivation assays. On the other hand, it is an artificial system for cell metabolism. Overall, both transfections types have advantages and disadvantages, and the best choice between them should be done after some questioning about cell toxicity, transfection efficiency, effects on normal physiology, and also reproducibility [88] .
The second step for reporter assays is the choice of reporter gene since there are several types of systems available today. Remarkably, some important features have to be considered in the reporter's choice: effectiveness and sensitivity, level of expression, stability of expressed protein, and, background, due to endogenous protein [86, 92] .
Historically, chloramphenicol acetyltransferase (CAT) was the first reporter gene to be used. However, it has become obsolete nowadays mostly because of the fast decay of the enzymatic activity [87, 92] . To overcome this, luciferase (LUC), which is more stable than CAT, is widely used. LUC assay is highly sensitive, it requires fewer cells than CAT assay, and its response can be measured within 25 hours after transfection. Nevertheless, it remains a simple, rapid, and sensitive method for NR activity on promoters [93] . Overall, Renilla luciferase together with firefly luciferase reporters is considered the most efficient ones, emitting the highest bioluminescence signal, allowing for the detection of subattomoles amounts of enzyme. Both are excellent markers for gene expression, as they lack posttranslational modifications, have absent endogenous proteins or enzymes, and exhibit fast enzymatic interactions.
Moreover, luciferase reporter gene system can be used for monitoring gene expression in vivo. One example was the generation of the ERE-LUC transgenic mice [94] , which had the luciferase reporter gene under the control of an estrogen-responsive element (ERE-LUC). In this report the luciferase activity in estrogen cycles indicated that the highest transcriptional activity of ER occurred during proestrus in reproductive tissue [94] . These ERE-LUC model mice also facilitated kinetics, monitoring, and quantitative analysis of ER activity in specific tissues [87] .
Later, a novel reporter assay system was developed as an improvement of luciferase reporter gene system. This assay, termed as the tricolor reporter in vitro assay system, consists of the use of green-and red-emitting Phrixothrix luciferases, as dual reporters, and of blue-emitting Renilla luciferase, as internal control. This system was developed firstly to study the RAR-related orphan receptor alpha (ROR ) and was successfully employed to verify the clock effects of gene products on the enhancer elements of Bmal1 and Per1 promoters [95] .
As already mentioned, the reporter gene technique is widely applied and may provide data to solve distinct questions. One example was the study highlighting the need to investigate the (anti-) androgenic activity of compounds depending on cellular and promoter context [96] . In this study, the reporter activity of plasmids containing AR response elements derived from the human secretory component (rat probasin gene), as well as, the GREs, was evaluated together with mouse mammary tumor virus promoter [96] .
Interestingly, another application of reporter gene method encompasses its use as an adjuvant to corroborate protein structural hypothesis. For example, to understand TR LBD conformation and its conformational changes after ligand binding, experiments of H/D exchange MS were performed and suggested a new regulation step in coactivator recruitment [97] . This hypothesis was tested by site direct mutagenesis and TR transactivation assays, showing that the detected changes in TR conformation are important, influencing the activation of this receptor [97] .
The development of a new reporter gene assay to test NRcoregulators interactions inside the cells using a chimeric system was also described as another application of this assay for NR, combining reporter gene assay with two-hybrid mammalian system [98] [99] [100] [101] [102] . Additionally, reporter gene assay technique is also capable of searching and understanding novel NRs' interactions with DNA itself, investigating gene regulation by NRs inside promoter regions. Moreover, it is common to use reporter gene along with EMSA and ChIPchip to discover and validate where transcription factors are binding to [103] [104] [105] . As an example, a recent report shows that TM (thrombomodulin) expression and activity were upregulated by FXR activation in vascular endothelial cells [106] . FXR activation significantly enhanced the transcriptional activity of human TM gene promoter, as seen in reporter gene assays, and EMSA and Chip-chip indicated that FXR induced TM expression by binding to a novel FXRresponsive element.
Remarkably, there are a considerable number of studies in the literature searching for selective ER modulators with balanced high affinity for ER and ER , which could act as therapeutics for the treatment of hormone-response breast cancer, osteoporosis, and many other diseases using these reporter gene assays [107] [108] [109] [110] [111] [112] . One of them is aimed to discover novel selective ligands for ER , through development and characterization of a cell-based Gal4-ER -lactamase reporter gene assay (GERTA) for ligand-induced activation of the human ER . This assay was optimized for highthroughput screening, using 3,456-well nanoplate format, and it was successfully used to screen a large compound collection for ER agonists [111] . Alternatively, one study focused on the development of second-and third-generation selective ER modulators, with the goal of reducing toxicity and improving tissue-selective efficacy, developing a new cell-based ER -transactivation assay, where ER -specific antagonists were screened after only 4h of incubation time, using a fully automated ultrahigh throughput screen, and a number of valuable leads were identified [112] .
So far, there are some different methods to understand the activity of NRs in DNA response elements, and novel ones are under development right now. Among all, the most widely used and easiest way to standardize in mammal cells continues to be transactivation using luciferase enzyme system. One of the reasons for this preference is its reproducibility and easy way to perform measurements. However, it is important to mention that LUC activity does not always imply a direct interaction of NR-DNA, and this activity may be a response to an indirect interaction via different partners through crosstalk, for example, which may be confirmed by EMSA or DNA footprinting assay.
Nevertheless, LUC assays are excellent markers for gene expression and, altogether, the discussed characteristics turn luciferase reporter gene assay into the most sophisticated and robust method used nowadays to study nuclear receptor interactions with DNA in vivo. Here we show that this assay may be applied to answer a large spectrum of questions, as the analysis of NR activity in different cell contexts, or new promoters; or as the evaluation of interactions with coregulator and new ligands; and, even, to confirm structural hypothesis. Also important, this assay allows for the study of NRs in naked DNA reporters or in chromatinized DNA, according to the chosen transfection method, which, depending on the objective of the study, may present more realistic results, closer to cellular environment.
Chromatin immunoprecipitation sequencing (ChIP-Seq).
While EMSA and DNA footprinting are mostly used for in vitro analyses of NR and DNA interactions, another technique used to investigate this interaction in cellular context, as reporter gene assay, is the chromatin immunoprecipitationsequencing, or ChIP-S Nowadays, as far as we know, this is one of the most used assays for investigation of NRs-DNA binding.
ChIP-Seq is applied to map NR binding sites in genomicwide scale throughout the DNA, without significant cellular modification [113] , and to map chromatin modifications and nucleosome positions [114] . The method is an evolution of ChIP [115] and ChIP-chip procedures, which initially were based on applications of specific primers and DNA microarrays, towards next generation DNA sequencing (NGS), allowing for the study through the whole genome [116] . The first ChIP-Seq application mapped histone modifications in the entire genome, identifying DNA binding sites, and the location of different histone methylation patterns in lysine and arginine residues, in human CD4CT cells [117] .
ChIP-Seq and ChIP-chip are currently the two main competing technologies for the genome-wide identification of chromatin immunoprecipitated material [118] . The general principle of ChIP is immunoprecipitation of specific proteins cross-linked together with their associated DNA. In classical protocols DNA-proteins complexes from cells extracts are cross-linked and the chromatin is fragmented by sonication. During basic ChIP procedure, after DNA purification, a PCR with specific primers for known DNA sequences is performed [115] . In the ChIP-chip procedure, purified DNA is applied in a microarray plate, which allows for the positive recognition of several, but limited, known DNA sequences. Differently, in ChIP-Seq procedures, the purified DNA is submitted to the NGS and most of the binding sites are identified.
When compared with the other two ChIP methodologies, ChIP-Seq is the one that provides a large amount of results. In a comparison between ChIP-chip and ChIP-Seq, the latter has higher signal-to-noise ratios, is less expensive, and requires lower amounts of DNA for genome analysis [113] . Also, the sequencing step did not limit ChIP-Seq to the few binding sites, allowing for analysis of the whole genome [119] . Therefore, based on ChIP-Seq advantages, as it is largely used nowadays in NRs field, our review will focus on this ChIP method.
The importance of ChIP-Seq assay is totally related to understanding how a huge number of transcriptional factors in living cells can interact with some specific DNA sequences, improving our knowledge about the functional sites. Several studies show ChIP-Seq experiments applied in the search of NRs binding sites in DNA, using distinct cell types. For example, ChIP-Seq together with ChIP found 8,848 GR binding sites in mouse adipocytes treated with synthetic glucocorticoid dexamethasone [84] . Also in adipocytes, more than 5,000 PPAR binding sites were isolated [120] . In human lung adenocarcinoma cells, more than 4,000 GR binding sites were identified [121] , while in human breast cancer cell lines more than 10,000 ER binding sites [122] and 20,000,000 PPAR / binding sites were found [123] .
Importantly, we observe in the abovementioned examples that the diversity of cell types and experimental conditions results in data variability in ChIP-Seq, being impossible to define regular guidelines appropriate to a more general rule [124] . Although, taking together the ChIP-Seq results from distinct NRs and cell lines, the identification of overlapping or unique DNA binding sites can lead to new therapeutic strategies [125] .
ChIP-Seq also has been extensively used to map the in vivo genome-wide binding (cistrome) of NRs in both normal and cancer cells due to evidences that NRs play a differential role in cancer cells [126] . ChIP-seq assays have confirmed these evidences as presented in studies of AR in prostate cancer cell [127, 128] and of ER [129] [130] [131] , GR [132] , and PPAR [133] in breast cancer cells. In these investigations authors found new insights into the DNA sequences, in which ones NRs can bind and identify cooperating transcription factors. Also, they identified potential NRs regulated genes that are not seen in normal cells, providing enlightenment into the biological processes regulated by them. This kind of application may elucidate meta-analysis data of the same cancer cell line and generate consensus cistrome and expression profiles, which can be used to understand the pathologies and guide new therapeutics developments for cancer treatment [125] .
As therapeutics targeting for NRs are mainly ligands, ChIP-Seq may also be applied to identify and characterize NRs behavior in presence and absence of them. As an example, it was observed that triiodothyronine hormone (T3) treatment altered TR 1 binding at distinct genomic sites and also change expression patterns, suggesting a new mechanism of regulation of target genes by TR 1 [134] . Another recent development of ChIP-Seq allowed performing this assay with a low input of cells, as it was showed in ER ChIP-Seq that was successfully performed with an input of only 5,000 cells by using single tube linear amplification (LinDA) [135] .
Besides the large amount of examples of ChIP-Seq, it is important to highlight the difficulty in finding specific antibodies for NRs. Essentially, the success of the experiment depends on validations and use of highly specific antibodies [124] . An example showing the efforts in validation of specific antibodies could be seen in the case of LXR genomewide mapping of binding sites studies [136] . One alternative to solve this issue may be outlined with a tag-based approach, by using transgenesis to express NRs tagged with an epitope or a tag as EGFP. By this way, the only required antibody would be the one specific to the tag. This approach allows for the use of just one antibody to study several proteins [137] , as it was shown in ChIP-Seq study of 24 NRs expressed in breast cancer cell lines [125] .
Another important point of ChIP-Seq application for NRs is the huge amount of data generated by NGS and the requirement of both bioinformatics and statistics tools to process the data and turn them into understandable results. Moreover, big amounts of data generated by ChIP-Seq studies are available on databanks and can be analyzed in parallel. The development of novel bioinformatics analyses can compare some patterns of REs, distance distributions of transcription start sites of known genes, evolutionary conservations, and collaborating partners of several NRs [126] , also generating consensus cistromes and expression profiles among NRs.
However, albeit the binding sites can be predicted by in silico studies, this kind of prediction still did not achieve sufficient success or accuracy, qualifying ChIP-Seq as one technique capable of performing an effective detection of NRs genome-wide in vivo binding sites or cistromes [126] . As an example, although some computational analyses determined a potential of 105 -106 binding sites to VDR responsive elements-(VDRE-) like sequence motifs, ChIPSeq showed that less than 1000 sites were generally occupied by the VDR in the absence of ligand and between 2000 and 8000 sites were occupied following vitamin D treatment [116] .
In another recent example, the comparison between ChIP and ChIP-Seq assays of human and mice had demonstrated a common feature of NRs in recognizing relatively short AT-rich motifs [124] . In addition, it was verified that NRs bind to introns and distal intergenetic regions far away from transcription start sites [126] and counterpoint the classical statement which suggests REs may be located in the 5' region of the target gene, closely to the core promoter.
Other evident and specific limitations of ChIP-seq are that it only provides information about the NRs binding sites and regions nearby, which may harden the identification of genes that are under particular regulation. Moreover, it has been shown that many NRs binding sites land in distal intergenic regions or introns, according to recent data in the literature. The AR ChIP-seq in prostate cancer cells suggested AR binding in nonpromoter regions and action through chromatin loopings [138] . Despite the difficulties to use ChIP-seq to predict target genes that are not straightforward [126] and as some binding sites are distal from gene promoter; it is difficult to predict what distal NRs binding sites are nonfunctional fortuitous binding sites and what are involved in transcriptional activity through a remote control mechanism [139] . This sort of difficult could be overcome by the application of recently developed methods, such as chromosome conformation capture (3C), which have been performed to observe long-range chromatin interactions between DNA elements engaged in transcriptional regulation [140] .
Overall, taking together, the advantages of ChIP-seq include the capacity of whole genome analysis of responsive elements both in vivo and in vitro, the low input of cells requiring the reliability of results compared with in silico predictions, the higher signal to noise ratio, the large amount of results, and the capacity of understand network regulations that will generate new therapeutic approaches. With the development of high-throughput sequencing platforms, like Illumina, Genome Analyzer, and SOLiD, and, with the availability of ChIP-grade antibodies, ChIP-Seq has become one of the most widely used methods for determining de novo functional elements in the sequenced genome [113] .
Chromosome conformation capture (3C).
The 3C is a technique that investigates chromosomes' organization in a cell's natural state. It was originally developed in 2002 aiming at the identification, location, and mapping physical interactions between genetic elements located throughout the human genome [140] . Basically, it is based on binding proximity to investigate the interaction between any two genomic loci, in the same or different chromosomes, revealing their relative spatial disposition [140] . Knowledge about structural properties and spatial organization of chromosomes is important for the understanding of the regulation of gene expression. A chromosomal region that folds in order to bring an enhancer and associated transcription factors within close proximity of a gene is an example of how chromosomal interactions can influence gene expression, as it was shown firstly in the beta-globin locus [141] . Also, the development of 3C technique enables researchers to investigate this kind of interaction/regulation.
The general 3C procedure comprises the isolation of intact nuclei and fixation to cross-link proteins to other proteins and DNA. The interacting segments will be physically bound via cross-linking and digested with restriction enzymes. Following this step, these bound fragments are subjected to ligation at very low DNA concentration, which favors the ligation of relevant DNA fragments over the random ones. Finally, cross-linking is reversed and individual ligation products are detected and quantified by the polymerase chain reaction (PCR), using locus-specific primers [140, 142] .
One of the first applications of 3C in NRs studies investigated ER in breast cancer cells [143] . In this study, it was observed that carbonic anhydrase XII gene, which is widely related to breast cancer, is regulated by estrogen via ER . Also, applying 3C authors that observed this regulation involves a distal region giving new insights into CA12 regulation mechanism and its strong relationship with ER in breast cancer [143] . In another example, 3C method was used to identify distal chromosomal regions which interact with GR-induced Lipocalin2 (Lcn2) gene [144] . Through these studies, GR activation in the Ciz1-Lcn2 locus by long range interactions was observed, suggesting a relationship between a chromatin looping and gene regulation tissue specific [144] .
Moreover, recent studies have found that the distalbinding AR transcription complex, including AR, associated transcription factors, and coactivators, regulates the expression of several AR target genes involved in prostate cancer growth, through chromatin looping. By using a global 3C assay, future studies should address whether such a longrange combinatorial regulation can be generalized to include other AR-dependent genes in the genome [138] .
At last, a recent study used 3C to investigate whether PPAR locus position is changed during cell differentiation over other adipogenic genes. These results allowed the observation that the genome organization is remodeled in response to adipogenic signaling [145] .
Besides 3C advantages, such as detecting remote chromatin interactions between DNA elements engaged in transcriptional regulation, to overcome the ChIP-seq limitation and to understand a specific protein-DNA interaction that has a role in gene expression; this method also presents limitations. Some of them are the requirement of prior knowledge of different complexes to choose the best DNA primers [146] , which may be limited to detection of onepoint or partial sites in genome. In addition, it is incapable of de novo detecting genome-wide chromatin interactions, also presenting low signal-to-noise ratios [139] .
Due to these limitations, improvements of 3C resulted in new technologies, such as 4C, 5C, and 6C. Circular chromosome conformation capture (4C) was developed to overcome the requests of previous knowledge of the different complexes identity by applying the maternally inherited H19 imprinting control region primer present near to the target sequence, during ligation [146] . Chromosome conformation capture-Carbon Copy (5C) is a high-throughput 3C approach, which employs microarrays or quantitative DNA sequencing using 454-technology as detection methods [147] . Another improvement is the combined 3C-ChIP-Cloning assay (6C) that combines the standard looping approaches previously defined with an immunoprecipitation step to investigate involvement of a specific protein that may mediate long-range chromatin interactions [148] . This merge of ChIP and 3C aims to reduce noisy and increase specificity for chromatin interaction detection; however, new approaches to separate chromatin complexes from nonspecific chromatin fragments are necessary to overcome high levels of false positives [139] .
Overall, a common problem found in 3C and its derivatives methods is the frequent random collisions of chromosomal regions to one another, which means that the detection of a product does not always indicate a specific interaction between two regions. Therefore, a specific interaction between two regions is only confirmed when the interaction occurs at a higher frequency than with neighboring DNA. Another disadvantage of these techniques (3C, 4C, 5C, and 6C) is the requirement of a large number of cells, especially in the high-throughput methodologies. Experiments using the 4C technique, for example, routinely process ten million cells for analysis on a single microarray. However, in contrast with 3C and 5C, the 4C method does not require the prior knowledge of both interacting chromosomal regions [142] .
Finally, 3C technology now becomes a standard method for studying the relationship between nuclear organization and transcription in the native cellular state. It allows researchers to analyze the folding of chromatin in the native cellular state at a resolution beyond that provided by current microscopy techniques. Moreover, considering the shape of the genome is thought to play an important part in the coordination of transcription and, more specifically that NRs mechanism of action involves REs distant from target genes, 3C emerges as a remarkably method in NRs field. Furthermore, together with ChIP-Seq, 3C technologies are indicated assays to discover new relationship between NRs and DNA or to monitor previously described interactions and, also, to study particularities on genome.
Fluorescence anisotropy.
Apart from the techniques described above, there is also another in vitro method largely used to identify and characterize protein-DNA interactions, termed fluorescence polarization (FP), or fluorescence anisotropy (FA). Classically, this sort of experiment is able to measure interactions between molecules in solution, in a quantitative way, informing whether they physically are capable of interacting. More detailed, it is a biophysical measurement, based on the timescale of rotational mobility of biological macromolecules and excited-state lifetime. Essentially, when a molecule is excited by polarized light, the fluorescence emission will be depolarized in relation to the incident light, mainly due to rotation mobility of molecules in solution [149] . For example, fluorescence polarization increases as rotational mobility decreases or, indirectly, as the size of the molecule increases. Therefore, FP is affected by molecular size, viscosity of the medium, and temperature. The FP experimental setup involves a vertical polarizing filter for the exciting monochromatic light, which makes that only the properly oriented molecules in the vertically polarized plane to absorb light and become excited. The emitted light from these excited molecules is then measured in both the horizontal and vertical planes. In this sort of measurements the calculated parameters are polarization (P) and anisotropy (r), obtained from the equations below:
where is the fluorescence emission intensity measured in the plane parallel to the plane of vertically polarized excitation and is the fluorescence emission intensity, measured in the plane perpendicular to the plane of vertically polarized excitation [149] .
Furthermore, applying Hill approach to fit the anisotropy data, as showed in the following equation, one can determine dissociation constant ( ) and Hill cooperativity coefficient (n) [150, 151] :
where is the observed anisotropy at total protein concentration NR, and are the lower and upper anisotropy values, k is the value, and n is the Hill cooperativity coefficient. There are other plots which could be applied to fit anisotropy data; however, it was observed [151] [152] [153] [154] for the majority of NR-DNA interactions that the occupancy of some binding sites may affect the affinity for the unfilled ones. Therefore the Hill approach, which accounts for the possibility that not all receptor sites are independent (cooperativity), may be properly applied in these systems.
Many examples of fluorescence anisotropy application in studies of DNA-NRs interactions can be found since the beginning of these studies until nowadays [155] [156] [157] [158] . One of them applied fluorescence anisotropy assays to verify the interaction of RAR: RXR heterodimer with DNA in the presence of ligands was also investigated by FP [159] . In this study presence or absence of both agonists (retinoic acid and 9-cis retinoic acid) did not influence the heterodimer affinity to DNA. However, when they tested a number of other antagonists, it was noticed that the DNA binding was destabilized directly or by destabilizing the heterodimer [159] . Later, the TR DBD homodimerization was also investigated with the same assay, leading to the conclusion that the DBD is also responsible for TR dimerization [160] .
Specificity is another variable investigated by FP, as it was reported in an affinity study of ER by different ERE. Firstly, estradiol (E2) roles and salt dependence in ER-ERE binding were studied, presenting almost the same binding affinity in presence or absence of E2, suggesting ER-DNA binding is E2 independent. Moreover, the more complete is protein constructs, it is more able to distinguish between the two different DNA sequences, allowing for the conclusion that other regions of the protein, besides DBD, are important in ERE binding and specificity [161] .
Following the same line, other detailed report aiming at deciphering whether minimal TR domains are capable to distinguish among different DNA sequences was performed [154] . In this study, FP assays investigated the affinity of three different constructs of TR (containing just Helix 1, or just DBD, or both DBD and LBD) to four different arrays of AGGTCA (PAL0, IP-6, DR-4, and DR-1) [154] . Based on this study, we found firstly that TR binds to DNA as dimer. We verify that only a small peptide derived from the DBD (Helix 1) is sufficient for recognition of the DNA, the entire DBD is sufficient to bind with high affinity to F2, PAL, and DR-4, but the highest specificity was achieved when LBD is present in the protein, defining differences in Kds, in low nM range [154] . These results confirm that more complete NRs better distinguish among different REs, indicating that other domains may be important for selectivity of NRs in DNA binding, as it was shown for ER [161] .
Apart from this, some interactions of NR-protein and NRProtein-DNA also were defined by fluorescence anisotropy, as it was shown in a study involving ER, transcription intermediary factor 1-alpha (hTIF1 ), and ERE binding [162] . A trial of anisotropy of ER interacting with the ERE sequence was performed, and the interaction of this complex with ER-DNA-hTIF1 was verified. It was found that ER interacts with the hTIF1 bound to DNA in hormone dependent manner and that, especially in the absence of E2, the hTIF1 interacts better with ER than with ER , with DNA being requested in ER-hTIF1 binding.
With similar purposes, in 2010, we reported a fluorescence anisotropy study of binding affinities of TR and GATA2 on TSH promoter, to postulate a model of interaction where in absence of ligand (T3) thyroid hormone receptor binds to its TRE, while GATA2 binds to GATA-RE. However, in presence of T3, TR-TRE bond is weakened, facilitating the interaction of TR with GATA2 zinc finger domain, which, in turns, binds to GATA-RE [153] .
Interestingly, FP studies have shown particularities in the measured systems, like the addition of ligands and ions, which may change affinities of some NRs to specific DNA arrays, helping to elucidate mechanisms of actions of NRs in DNA [153, 154, 161] . As a memorable technique, fluorescence anisotropy has been widely applied for testing interactions between different molecules. Among several advantages presented by FP, this assay is also very well employed in high-throughput screening assays [163] . Similar technologies for large-scale identification of pharmaceutical compounds and environmental have been currently presented [164, 165] , whose compounds that alter the ability of ER to bind to DNA are searched, since this interaction is known as a good target for cancer treatment [165] .
There are no doubts that the application of fluorescence anisotropy in studies of DNA-protein interactions may present several advantages over other standard methods of assessing these interactions. On the other hand, it is clear that this sort of experiment may present disadvantages, like the need for purified protein and labeled samples, which is quite laborious, but it is feasible for different sorts of proteins, such as NRs. In addition this is an artificial in vitro assay that does not consider physiological conditions, like the cell environment. Apart from this, FP is a quantitative technique that provides definition of thermodynamic parameters for biological systems and allows for inferring about physical conditions for biomolecules interaction systems. The measurements are performed in solution and in the binding reaction equilibrium, opposed to methods such as EMSA and DNA footprinting, which involves separation of free and bound ligand, disturbing this equilibrium. Also, in contrast with DNA footprinting and EMSA, no hazardous radioactive waste is generated. FP has 
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• Quantitative fast • Require pure protein • Fluorescent labeling a lower limit of detection, in subnanomolar range; therefore, low quantity of sample is needed. Also, all components are in solution, requiring relatively simple instrumentation, which makes this method more applicable than calorimetry. Moreover, this technique is generally applicable and does not need molecules with dissimilar size to measure equilibrium binding, allowing for real-time measurements for kinetic assays. Several conditions of buffer, ionic strength, and others can be tested rapidly [166] and it is feasible to test more physiological like systems, such as the NRs binding to reconstituted chromatin.
Overview of discussed methods to detect NR-DNA interactions.
This minireview aimed to discuss some of the most common techniques used to study DNA-protein interactions, as summarized in Table 1 . Although other methods, such calorimetry and surface plasmon resonance, may also be applied to study these interactions [167] [168] [169] [170] [171] [172] [173] , the techniques discussed above have been used to elucidate details of NRs-DNA interactions since they were first characterized. Here we present applicability, advantages, and disadvantages of such methods, discussing some details and providing evidences found in literature, aiming to help choosing the best one to perform NR experiments. Among all the discussed assays, DNA footprinting and EMSA were largely used in the beginning of the investigations regarding interactions between NR and DNA. However, the development of new technologies and instruments allowed the outbreak of modern techniques, and their applications have been decreasing. This is also due to the use of radioactive reagents, which is an inconvenient of these two techniques, and due to the fact that these experiments have been considered quite laborious. Apart from these inconveniences, both techniques are very informative and provide specific information of DNA binding, especially for NR. While EMSA is applied to verify NR binding to specific DNA sequences in vitro, DNA footprinting provides information on which sequences of NRs are bound to, taking into account cellular context. As already discussed, the development of fluorescent and chemiluminescent probes makes easier the manipulation of samples for both assays, avoiding radioactivity. Specifically to DNA footprinting, the advent of Digital DNase I Analysis increased its usability, facilitating analysis of huge amount of data.
Parallel to this, ChIP-seq and transactivation assays are applied to cell systems, abundantly investigating NR-DNA interactions. Transfection/reporter gene assays are used since the beginning of this sort of investigation, suffering constantly improvements. In other words, it seems that this technique will continue to be applied for many years as one way to measure activity of NRs. Despite this assay not even being applied in most physiological conditions, due to the fact that many times the RE and the reporter gene are artificially inserted in the cell environment, this is still the best way to verify NRs behavior. Remarkable, ChIPseq starts to be applied to NR-DNA interaction investigation more recently, being developed from ChIP and ChIP-chip assays. Nowadays, it is one of the most used techniques to investigate the binding sites of NRs in chromatin context, allowing for the identification of roles in gene regulation by NRs. However, as discussed before, this assay also presents some limitations, as many reports have shown that NRs bind to distal sites from gene promoters, making it difficult to predict NR transcriptional activity through a remote control mechanism. In this context, the development of 3C technique increased the possibilities of observation of long-range chromatin interactions between DNA elements engaged in transcriptional regulation by NRs. Also, combining both methodologies applied to NRs (6C) could result in a huge advance to a better understanding of transcriptional regulation mediated by NRs.
Finally, fluorescence polarization might be considered an outside point in this review, as it is a more biophysical and in vitro technique, which may be judged as artificial. But it is important to consider that this has been used in NRs research for many years, providing valuable information as some thermodynamic parameters, quantifying affinities for different DNA sequences, and also providing some clues about selectivity. Regarding all its advantages discussed above and its application to HTS systems, the FP makes investigation faster and may be combined with other cell assays like ChIP-seq and transactivation assays. Together with the abovementioned techniques, FP added to other structural methods (such as NMR and X-ray crystallography), which are very important and useful in studying NR-DNA interaction, may broaden horizons in the best understanding of RN-DNA interactions, answering important questions about gene regulation and transcriptional networks regulated by NRs.
Conclusion
This review aimed to discuss different methodologies that may be applied to the study of nuclear receptors and their interactions with DNA. Apart from all the particularities of this superfamily of proteins, we presented different methodological aspects of each technique that can be applied to NRs, aiming at better understanding different aspects of its interaction with DNA, which could improve overall knowledge of some of its roles in transcriptional regulation.
