Abstract: Models can be useful tools to assess the risk posed by rockfall throughout relatively large mountainous areas (>500 km 2 ), in order to improve protection of endangered residential areas and infrastructure. Therefore the purpose of this study was to summarize existing rockfall models and to propose modifications to make them suitable for predicting rockfall at a regional scale. First, the basic mechanics of rockfall are summarized, including knowledge of the main modes of motion: falling, bouncing and rolling. Secondly, existing models are divided in three groups: (1) empirical models, (2) process-based models and (3) Geophysical Information System (GIS)-based models. For each model type its basic principles and ability to predict rockfall runout zones are summarized. The final part is a discussion of how a model for predicting rockfall runout zones at a regional scale should be developed. A GIS-based distribution model is suggested that combines a detailed process-based model and a GIS. Potential rockfall source areas and falltracks are calculated by the GIS component of the model and the rockfall runout zones are calculated by the process-based component. In addition to this model, methods for the estimation of model parameters values at a regional scale have to be developed.
I Introduction
In mountainous areas rockfall is a daily occurrence. The unpredictability of the frequency and magnitude of rockfall potentially endangers human lives and infrastructure. There are numerous examples of infrastructure destroyed or people killed by rockfall (e.g., Porter and Orombelli, 1980; Bunce et al., 1991; Badger and Lowell, 1992) . To protect endangered residential areas and infrastructure, it is necessary to assess the risk posed by rockfall.
Rockfall is a relatively small landslide confined to the removal of individual and superficial rocks from a cliff face (Selby, 1982) . Rockfall can generate large-scale mass 27,1 (2003) pp. 69-87 movements of rock material, but these processes are defined as rockslides or rock avalanches (see also Abele, 1994; Cruden and Varnes, 1996) . Very occasionally, rockfall initiates catastrophic debris streams, which are even more dangerous (Hsü, 1975) . Distinct evidences of rockfall are talus slope deposits at the foot of steep cliff faces, but rockfall also occurs on slopes covered with vegetation where evidence is less distinct.
Progress in Physical Geography
Protective measures against rockfall can be taken by, for example, constructing catch or barrier fences and restraining nets (Hearn et al., 1992; Spang and Sponser, 1995; Peila et al., 1998) , but these measures are expensive and they deteriorate with time. In some cases the maintenance of forest stands with an explicit protection function, or a protection forest, is cost-effective and more sustainable (Kienholz and Mani, 1994; Motta and Haudemand, 2000) . However, in many mountainous regions it is not known whether active forest management ensures effective protection against rockfall.
One way to investigate the efficacy of a protection forest against rockfall is to carry out field experiments by throwing rocks through different types of forests and monitoring the number of rocks stopped by the forest. Unfortunately, this method is time-and labour-consuming, especially if it is required to assess the efficacy of all the protection forests throughout large mountainous areas. An alternative is to simulate falling rocks through forests using computer models. The large goal of using such modelling approaches is to predict rockfall activity and assess the function of forests for protecting human lives and infrastructure at a regional scale.
As a means of reaching this large goal the purpose of this literature study was to summarize the requirements for a model that predicts the risk posed by individual falling rocks at a regional scale. To reach this objective, three questions have to be answered. First, what are the main mechanics of rockfall? Secondly, which rockfall models have already been developed and tested? Thirdly, what are the components of existing models that predict rockfall runout zones at a regional scale? This review is structured on the basis of these three questions. Finally, the required components for a regional scale rockfall model will be discussed.
II Rockfall mechanics 1 Causes of rockfall
Rockfall starts with the detachment of rocks from bedrock slopes, which is mostly a cliff face in the case of a rockfall source area. All bedrock slopes are subject to various degrees of weathering, which may lead to fracturing, opening of joints and therefore to promotion of rockfall. The degree of rockfall promotion depends on the environmental factors causing physical and chemical weathering, and on the bedrock type (Schumm and Chorley, 1964; Day, 1997) . Apart from the weathering rates, trigger mechanisms also determine whether rockfall occurs or not. In the literature, a wide range of rockfall trigger mechanics and conditions have been already described. These rockfall trigger mechanics can actually be divided into rockfall promoters and causes of the actual start of movement. However, in reality it is difficult to make a distinction between promoters and actual causes of rockfall, since often a certain process promotes weathering and causes rockfall, such as frost shattering. The slope morphology and the direct surrounding of the potential falling rock are the most important factors determining whether a rock could fall.
A well-known promoter and cause of rockfall is frost-thaw activity (Grove, 1972; Porter and Orombelli, 1980, 1981; Coutard and Francou, 1989; McCarrol et al., 1998; Matsuoka and Sakai, 1999) . Gardner (1983) observed rockfall in the Canadian Rocky Mountains and concluded also that rockfall occurs especially on glacially oversteepened rock slopes that are exposed to alternating freezing and thawing. These rockfalls were low magnitude, high frequency events, which is typical for rockfall in alpine areas (Matsuoka and Sakai, 1999; Hungr et al., 1999; Jomelli and Francou, 2000) . Douglas (1980) also studied low magnitude, high frequency rockfalls in Ireland and also found strong indications of frost-induced rockfall. However, Douglas (1980) stated that geotechnical properties of the bedrock material also played an important role. This is consistent with the results of Luckman (1976) , who showed that rockfall is controlled by both the morphological and geological character of the cliff and rock surface temperature fluctuations.
Zellmer (1987), Bull et al. (1994) and Vidrih et al. (2001) described another cause of rockfall. They investigated the relationship between rockfall and seismic activity and concluded that rockfall was activated by seismic activity. Wieczorek et al. (1995 Wieczorek et al. ( , 2000 reported that rockfalls in the Yosemite valley were caused by different factors, such as earthquakes, rain storms, rapid snow melt, freeze-thaw cycles of water in joints, root penetration and wedging, or stress relief following deglaciation. They documented about 400 slope movements, among which rockfalls and rockslides have been more numerous than other types of slope movement. In about half the reports on slope movements, the trigger was either unreported or unrecognized. The reported events show that large winter rainstorms, rapid snowmelt and earthquakes triggered more movements than did freeze-thaw conditions or human activities (Wieczorek and Jäger, 1996) .
Human activities leading to decreased stability of hill slopes in hard rock are still a minor factor compared with geological factors, but locally it can be of great importance, for example undercutting of slopes during quarrying or excavations for infrastructure (Selby, 1982) . In addition, animals can cause rockfall, for example chamois climbing steep cliff faces.
This overview shows that various factors were reported as causes of rockfall but, in most cases, a combination of topographical, geological and climatological factors and time determine whether rockfall occurs.
Modes of motion of falling rocks
After the rock has been detached and starts to move, it descends the slope in different modes of motion. These modes of motion strongly depend on the mean slope gradient (Figure 1 ). The three most important modes of motion are freefall through the air, bouncing on the slope surface and rolling over the slope surface. In the following sections these modes of motion will be described in detail.
a Freefall of rocks: Freefall of rocks occurs on very steep slopes. According to Ritchie (1963) freefall occurs if the slope gradient below the potential falling rocks exceeds 76°, but in different field situations this value varies, therefore Figure 1 shows that around 70°the motion of the rock gradually transforms from bouncing to falling. During freefall of rocks two different movements can occur. The first is translation of the centre of rock and the second is rotation of the block around its centre (Azzoni et al., 1995) . Translation and rotation are important, because falling rocks are hardly ever round. Following rotation in the air a rock can jump onto a different direction after impact compared with preceding directions.
Air friction influences the velocity of a freefalling rock, but according to Bozzolo and Pamini (1986) the air friction has no significant effect on the motion of the rock. Another influencing factor on freefalling rocks and their fall tracks is collision with other falling rocks, but these effects are hard to analyse during rockfall events or field investigations (Azzoni et al., 1995) .
b Movement at or near the slope surface: If the mean slope gradient decreases in the down-slope section, a rock collides on the slope surface after freefalling, which is defined as bouncing. During the first bounce rocks tend to break, especially incompetent rocks (Bozzolo and Pamini, 1986) . Whether or not a rock breaks, 75-86% of the energy gained in the initial fall is lost in that first impact (Broilli, 1974; Evans and Hungr, 1993) .
If the mean slope gradient is less than approximately 45°, a bouncing rock gradually transforms its motion to rolling because the rock gathers rotational momentum. A rolling rock is almost constantly in contact with the slope surface (Hungr and Evans, 1988) . During the transition between bouncing and rolling, the rock rotates very fast and only the edges with the largest radius maintain contact with the slope. Thereby the Figure 1 General modes of motion of rocks during their descent on slopes related to the mean slope gradients (modified from Ritchie, 1963 with permission of the Transport Research Board) centre of gravity moves along an almost straight path, which is an effective mode of motion with respect to energy loss. In fact, this combination of rolling and short bounces is one of the most economic displacement mechanisms (Erismann, 1986) . Sliding is another mode of motion over the slope surface, but this generally only occurs in the initial and final stages of a rockfall. If the mean slope gradient increases, a sliding rock starts falling, bouncing or rolling. If the mean slope gradient does not change while sliding, the rock usually stops because of energy loss due to friction (Bozzolo and Pamini, 1986) .
c Retardation of moving rocks: After different modes of motion a moving rock stops. The velocity and therefore stopping of a falling rock mainly depends on the mean slope gradient, since falling rocks generally accelerate on steeper slopes and decelerate on flatter slopes. But apart form the mean slope gradient the velocity also depends on the size of the rock and on the material covering the slope such as soil, scree and vegetation.
Small rocks retard more easily than bigger rocks; first, because during a rockfall the total kinetic energy of small rocks is lower than that of bigger rocks, secondly large obstacles such as trees can more easily stop small rocks, thirdly, small rocks retard more easily in depressions between larger rocks on talus slopes. These are the main causes of the sorting effect on talus slopes (Kirkby and Statham, 1975; Statham, 1976; Statham and Francis, 1986) . Fine material is found near the base of the rock face and down slope the average rock size increases. The biggest rocks are mostly found near the base of the talus slope (Evans and Hungr, 1993) . On alpine talus slopes this sorting effect is neither linear nor fully exponential. Generally, the sorting effect only accounts for the upper part of the talus slope, since avalanches deposit boulders with variable rock sizes mainly at the base of talus slopes (Jomelli and Francou, 2000) .
Stopping of rocks is an abrupt rather than a gradual process. Stopping occurs because energy is lost through collisions and friction forces that act on the rock during transport over slope surfaces. The friction force of a moving rock is not only dependent on the rock shape, but also on the surface characteristics of the slope (Statham and Francis, 1986) . Slope surface characteristics can vary a lot within short distances. Therefore the friction force between a rock and the slope surface can best be characterized by a dynamic angle of friction (Kirkby and Statham, 1975) . The dynamic angle of friction is related to the surface roughness (Chang, 1998) , which can be defined as the variation in height perpendicular to the slope within a certain slope distance (Pfeiffer and Bowen, 1989) . Kirkby and Statham (1975) defined the dynamic angle of friction for a falling rock as,
where, f µd is dynamic angle of friction (°); f 0 is angle of internal friction (°) (between 20.3°and 33.8°); k is a constant (between 0.17 and 0.26); d is mean diameter of scree on the slope surface (m); R is radius of the rock (m).
With respect to scree transport on slopes, much research has been done to investigate transport mechanisms and deposition rates (Kirkby and Statham, 1975; Statham, 1976; Carson, 1977; Statham and Francis, 1986; Blijenberg, 1995; Hétu and Gray, 2000; Jomelli and Francou, 2000) . However, there is little quantitative information available on the effect of forest cover on the transport of scree or large rocks.
Jahn (1988) carried out one of the few quantitative studies on the effect of forest cover on rockfall and concluded that three to ten times as many falling rocks were stopped on forested slopes compared with similar slopes without a forest cover. Zinggeler et al. (1991) also investigated the importance of trees in stopping falling rocks and concluded that topography is just as important; falling rocks lose energy by colliding with tree stems, which eventually results in stopping on flatter areas in the terrain. Hétu and Gray (2000) observed the effect of forest on scree transport on slopes. They related an increased rock concentration along forest fringes on talus slopes to an increased forest density. According to them, there is a constantly ongoing battle between active talus slope development and forest colonization. The active front zone of the talus slope displaces downslope if a forest is disturbed by a large-scale mass movement or fire. This study indicated that forests cannot stop the devastating effect of large magnitude rockfall events, but for low magnitude-high frequency rockfall events forest provide effective protection. Still, much is unknown about the quantitative effect of forest cover on rockfall.
III Comparison of rockfall models
There are many different models for calculating runout zones of rockfall events. All existing rockfall models can be categorized in three main groups: (1) empirical models, (2) process-based models and (3) GIS-based models. The basic principles of each group of models and some examples will be described in this section.
Empirical models
Empirical rockfall models are generally based on relationships between topographical factors and the length of the runout zone of one or more rockfall events. Sometimes these models are referred to as statistical models (Keylock and Domaas, 1999) . Tianchi (1983) established two relationships on the basis of recorded data from 76 major rockfalls. One relationship is an inverse logarithmic correlation between the volume of the rockfall and the ratio of the maximum vertical drop to the maximum horizontal distance travelled. The second relationship is a positive logarithmic correlation between the volume of the rockfall and the area covered by the fallen mass. On the basis of the two correlations Tianchi (1983) developed a model for a preliminary estimate of the extent of a threatening rockfall, if the volume can be estimated. Moriwaki (1987) did a comparable study and found a relationship between the angle of a line connecting the toe with the crown of the rupture and, first, the ratio of the maximum vertical drop to the maximum horizontal distance travelled and, secondly, the landslide volume. Toppe (1987) and Evans and Hungr (1993) suggest the Fahrböschung principle (Heim, 1932) to predict run out zones of rockfall events. The Fahrböschung is the angle between a horizontal plane and a line from the top of a rockfall source scar to the stopping point for any given rockfall (Figure 2 ). It is important that the line follows the falltrack of the boulder. An alternative principle suggested by Evans and Hungr (1993) is the minimum shadow angle, following Lied (1977) . This is the angle of a straight line between the highest point of the talus slope and the stopping point of the longest runout boulder for any given rockfall (Figure 2 ). Comparing the outcomes of several studies, the minimum shadow angle lies between 22°and 30° (Rapp, 1960; Govi, 1977; Lied, 1977; Hungr and Evans, 1988; Evans and Hungr, 1993) . Evans and Hungr (1993) reported a minimum shadow angle of 27.5°after investigating 16 talus slopes in British Columbia. According to them, the minimum shadow angle is preferable to the Fahrböschung, but both should only be used for a first approximation of the length of a rockfall runout zone. Keylock and Domaas (1999) tested three empirical models on their ability to predict the maximum length of rockfall runout zones using simple topographic parameters. The models were tested using rockfall data presented by Domaas (1994) . Their first model was the height function model. This model assumes that the runout distance beyond the foot of the talus slope can be derived from the combined vertical height of the free rock face and the talus slope. Their second model was the a-b model following Heim (1932) , Hsü (1975) and Körner (1976 Körner ( , 1980 . The a-b model is based on the correlation between the average energy of an extreme rockfall event, where a boulder stops beyond the foot of the talus slope and the energy of an average event, where the boulder stops at the foot of the talus slope. Their third model was the runout ratio model, which is based on a model for estimating snow avalanche travel distance developed by McClung and Lied (1987) . The runout ratio model describes the ratio between the horizontal length of the runout zone to the combined horizontal length of the talus slope and the free rock face. After statistical analysis of the model results and the field data on rockfall events presented by Domaas (1994) , the most accurate model of the three tested by Keylock and Domaas (1999) appeared to be the runout ratio model. 2 Process-based models Process-based models describe or simulate the modes of motion of falling rocks over slope surfaces. Kirkby and Statham (1975) and Statham (1976) developed a processbased rockfall model for transport of rocks over talus slopes, assuming that rocks only slide over a talus slope surface. The model results were compared with results of laboratory experiments. The model first calculated the velocity of the falling rock at the base of the cliff, following,
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where, v is velocity (m s -1 ); g is acceleration due to gravity (9.81) (m s -2 ); and h is fall height (m).
On the basis of this velocity, the component of the fall velocity parallel or tangential to the slope surface was calculated, assuming that this component of the velocity is being conserved during the first impact of the rock on the slope surface. Finally the stopping position was calculated by the ratio of the fall velocity and a frictional force, which was determined by the dynamic angle of friction (see section II, 2, c). Keylock and Domaas (1999) developed the simple dynamics rockfall model, which is a process-based model based on the model of Kirkby and Statham (1975) . The simple dynamics rockfall model was tested using rockfall data presented by Domaas (1994) . Their model calculated the travel distance over the slope surface on the basis of the friction force according to Kirkby and Statham (1975) and the acceleration due to gravity. On the basis of calculated exceedance probabilities of modelled rockfall travel distances, Keylock and Domaas (1999) concluded that the simple dynamics rockfall model did not appear to hold a significant advantage over the empirical models tested in their study.
In addition to the models of Kirkby and Statham (1975) and Keylock and Domaas (1999) , there is a large group of process-based models that are rather similar (Wu, 1985; Bozzolo and Pamini, 1986; Hungr and Evans, 1988; Bozzolo et al., 1988; Pfeiffer and Bowen, 1989; Kobayashi et al., 1990; Evans and Hungr, 1993; Budetta and Santo, 1994; Chen et al., 1994; Azzoni et al., 1995 , Chau et al., 1998 . Three factors correspond in all these models. First, these process-based models are two-dimensional slope-scale models that restricted falling boulders to move in a vertical plane. Consequently, lateral movements were not simulated. Secondly, the rockfall track was defined as a composite of connected straight lines with a slope angle equal to the measured mean slope gradient on the represented segment of the rockfall track as visualized in Figure 3 .
Finally, motions were simulated as a succession of flying phases and contact phases. The flying phase was simulated with a parabola equation based on the initial velocity in x and y directions and the acceleration due to gravity. The collision point of the rock on the slope surface was calculated with the intersection of the parabolic flying function and the straight slope segments.
The first difference between these two-dimensional process-based models is that some of these models considered a falling rock with its mass concentrated in one point (Wu, 1985; Hungr and Evans, 1988; Pfeiffer and Bowen, 1989; Kobayashi et al., 1990; Evans and Hungr, 1993) , while other models considered the falling rock as an ellipsoidal body (Bozzolo and Pamini, 1986; Bozzolo et al., 1988; Azzoni et al., 1995) .
Secondly, some models simulated the movement at or near the slope surface during a rockfall with detailed characterizations for bouncing, sliding and rolling (Bozzolo and Pamini, 1986; Kobayashi et al., 1990; Evans and Hungr, 1993; Azzoni et al., 1995) , while other models considered bouncing, rolling and sliding as identical movements that can be described by a succession of impacts and bounces (Bozzolo et al., 1988; Pfeiffer and Bowen, 1989) . Models applying specific algorithms for calculating rolling and sliding velocities mainly used Coulomb's law of friction,
where, F f is friction force (tangential to the slope surface) (kg . m s -2 ); µ f is coefficient of friction; m is mass of the rock (kg); g is acceleration due to gravity (9.81) (m s -2 ); ß is mean slope gradient (°). The calculated friction force could then be used for calculating the sliding or rolling velocity of a rock after displacement over a given distance over the slope surface (Scheidegger, 1975; Bozzolo and Pamini, 1986; Hungr and Evans 1988; van Dijke and van Westen, 1990; Kobayahi et al., 1990; Evans and Hungr, 1993; Azzoni et al., 1995; Meissl, 1998) . Here, the friction coefficient is the most determining factor for the velocity.
For calculating the velocity before and after a bounce, two principle approaches used in the two-dimensional process-based models referred to above can be identified. Both approaches calculated the velocity before and after a bounce on the basis of energy loss. However, one approach defined energy loss by a coefficient for the efficiency of collision, which is the ratio of the total kinetic energy of the rock before and after the impact. The other approach calculated energy loss on the basis of a tangential coefficient of restitution that acts in a direction parallel to the slope surface and a normal coefficient of restitution that acts in a direction perpendicular to the slope surface. Azzoni et al. (1995) developed a model based on the coefficient for the efficiency of collision. Their model was designed and calibrated with the experience and data gained from several field experiments in Italy. The model considered the falling rock as an ellipsoid (Figure 4 ) and simulated bouncing, sliding and rolling, based on the algorithms described by Bozzolo and Pamini (1986) . Energy before and after the bounce was calculated on the basis of the angular velocity. Azzoni et al. (1995) concluded that their model is generally able to make correct predictions of the fall velocities, bounce height and energy during the fall. They stated that their model results for predicting runout zones were acceptable, but unfortunately no accuracy values were given. Kobayashi et al. (1990) developed a model that simulated the contact phases with different characterizations for bouncing and rolling. Bouncing was also based on the coefficient for the efficiency of collision. Their model results were all within the 30% range of the measured rockfall runout zones and bounce marks. Errors were caused by collision with trees, loss of mass during falling and the smooth topography that was assumed in the model. Their main conclusion was that boulder shape is important in governing the modes of motion, but variations in topography control the mode of motion.
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Pfeiffer and Bowen (1989) developed a model using both a tangential and normal coefficient for the efficiency of collision. Their model considered a falling rock with its Figure 4 An ellipsoidal rock with initial angular velocity (w 0 ) and initial velocity (v 0 ) continues its fall with angular velocity (w) and velocity (v) after impact. The angle a is determined by the ratio of the tangential distance (dx) to the normal distance (dy) between the centre of the rock and impact point (p) (after Bozzolo and Pamini, 1986; Azzoni et al., 1995) mass concentrated in one point. At each impact the incoming velocity of the rock was resolved into tangential (parallel to the slope) and normal (perpendicular to the slope) velocities. Both velocities changed because of energy loss defined by the tangential and the normal coefficient of restitution. The tangential coefficient of restitution was determined by the vegetation cover and the surface roughness. The normal coefficient of restitution was determined by elasticity of the surface material. The resultant of both outgoing velocity vectors is the velocity of the rock after bouncing on the slope surface. Rolling was simulated as a succession of impact and bouncing events. Evans and Hungr (1993) described another example of a model that used the tangential and normal coefficient of restitution. They applied a lumped mass model to three test cases in British Columbia. In this model the rolling and the bouncing mode of motion was simulated separately. For every position on the slope the energy loss was calculated. If the ratio of the kinetic energy lost in an impact to the horizontal length of the corresponding bounce was larger than the rolling friction coefficient during three consecutive bounces, the model simulated a transition into the rolling mode, otherwise the rock continued with bouncing. The exact formula for the calculation of the rolling velocity was not given in their articles (Hungr and Evans, 1988; Evans and Hungr, 1993) . Evans and Hungr (1993) concluded that their model requires much wider and thorough calibration, however, some encouraging results were already obtained.
Three-dimensional models for investigating rockfall at a slope scale were also developed (Descoudres and Zimmermann, 1987; Gascuel et al., 1998) . Descoudres and Zimmermann's (1987) model was developed and calibrated for analysing a rockfall in Wallis, Switzerland, where large blocks were involved (1-10 m 3 ). The model required a high resolution Digital Elevation Model (DEM), friction coefficients and coefficients for the plasticity and elasticity of the soil. A combined algorithm calculated both the falltrack and the velocity and produced satisfactory results for the test slope. Gascuel et al.'s (1998) model applied a bilinear interpolation to the input data to obtain continuous data coverage. On the basis of those interpolated data the model calculated detailed falltracks and velocities using friction coefficients and stress-deformation laws of rock and soil. Since model parameter values vary over the rockfall area and were therefore not perfectly known, the values for the parameters were stochastically changed during the simulation. Again this model produced satisfactory results for the test slope.
All the above-described process-based slope-scale models did not simulate multiple falling rocks and the complex interactions between them. Over the past decade progress has been made in the development of models that identify the coordinates, velocity and angular velocity for multiple particles in a three-dimensional space. These models simulate loss and gain of kinetic energy of particles as a result of inelastic and frictional collisions with each other and with the slope surface. These models were based on Discrete Element Methods (Donzé et al., 1999; Okura et al., 2000a,b) or on Discontinuous Deformation Analysis (Koo and Chern, 1998) .
GIS-based models
GIS-based models are those either running within a GIS environment or they are rasterbased models for which input data is provided by GIS analysis. GIS-based rockfall models consist of three procedures. The first procedure identifies the rockfall source areas in the region of interest, the second determines the falltrack and the third calculates the length of the runout zone (Hegg and Kienholz, 1995) . Meissl (1998) developed two GIS-based rockfall models using an empirical model for calculating the runout zone. The first model was Schattenwinkel. This model was based on the minimum shadow angle principle (Evans and Hungr, 1993) , which is described in Section III, 1. The second model of Meissl (1998) was called Geometrische Gefälle. This model was based on the angle of the shortest line between the top of the rockfall source scar and the stopping point. Apart from these principles both models were identical, since both models used an identical module for calculating the falltrack and the source areas.
The falltrack module conducted a raster neighbourhood analysis using a 5´5 window. Therefore, this module was able to simulate 16 fall directions from a centre raster cell instead of eight directions (Figure 5) , as in the commonly used D-8 method developed by O'Callaghan and Mark (1984) . The falltrack module calculated the maximum height difference between the central raster cell and the 16 surrounding cells divided by the distance between the two cells. This analysis was referred to as the D-16 method (Meissl, 1998) .
Both the Schattenwinkel and the Geometrische Gefälle model were tested on individual rockfall slopes. Only the Schattenwinkel model was tested for predicting rockfall runout zone at a regional scale. For this test, the rockfall source areas were derived from cliff faces on topographical maps or areas defined as endangering on geomorphological and geological maps. Unfortunately, the Schattenwinkel model could not handle the amount of required data (Meissl, 1998 ).
Other developed and tested models for rockfall hazard assessment at a regional scale were mainly GIS-based models using a process-based model for calculating the runout zone (see Van Dijke and van Westen, 1990; Meissl, 1998) . These models can be defined as distributed models, since they are process-based and take into account the spatial Meissl (1998) variability within a certain region or catchment (Beven, 1985; Beven and Moore, 1993) . In a GIS-based distributed rockfall model the terrain is represented by multiple rasters, which are derived from GIS data layers. Each raster represents a certain property of the terrain, for example, height above sea level, surface roughness, vegetation cover and geology.
Van Dijke and van Westen (1990) developed a distributed model that performs a neighbourhood analysis to a DEM derived from an isoline map with an equidistance of 20 m, representing an area of 80 km 2 . A neighbourhood analysis calculated the fall direction for each raster cell. The direction was determined towards the neighbouring cell with the minimum height value. The velocity calculation of the model was based on an energy conservation principle as described by Scheidegger (1975) . On the basis of this principle the velocity of the falling rock was calculated following,
where, v is velocity of the falling rock (m s -1 ); v 0 is initial velocity of the falling rock (m s -1 ); g is acceleration due to gravity (9.81) (m s -2 ); h is fall height (m); µ f is coefficient of friction; X is distance travelled over the slope surface (m). The velocity was calculated for each raster cell within the falltrack, starting at a potential rockfall source cell. Potential rockfall source cells were defined by the mean slope gradient (>60°). The value of the friction coefficient (µ f ) depended on the soil cover type, for example, bare rock, scree, residual soils, fluvial materials, dense forest and open forest. The model was tested for an area in the Austrian Alps by comparing the modelled results with detailed natural hazard maps of the area. The model results were compared with these maps. Van Dijke and van Westen (1990) concluded that their model was able to compute the general distributions of rockfall areas shown on their maps.
The GIS-based distributed model of Meissl (1998) was called Sturzgeschwindigkeit. This model simulated two different modes of motion: freefalling and sliding. The formula for the calculation of the velocity after freefalling is given in eq. (2). To account for energy loss during the first collision or bounce on the slope surface 75% of the velocity gained during the motion through the air was subtracted, following observations of Broilli (1974) . In the following cells the model calculated a sliding velocity with the formula described in eq. (4).
Again, Meissl (1998) derived rockfall source areas from cliff faces on topographical maps or areas defined as endangering on geomorphological and geological maps. The falltrack was calculated with the D-16 method. Sturzgeschwindigkeit was tested for an alpine valley in Austria covering approximately 72 km 2 . The terrain was represented using a DEM with a resolution of 50 m´50 m. The outcomes of the model were compared with mapped rockfall patterns. From those comparisons, Meissl (1998) concluded that the simulated rockfall patterns on high altitudinal zones generally correspond with the mapped patterns, but unfortunately no model accuracies were given.
IV Synthesis: a GIS-based distributed rockfall model
As shown by many authors, models are widely used to predict the risk posed by rockfall, both at a slope scale and at a regional scale. In recent years rockfall models chiefly evolved towards three-dimensional and GIS-based models. A GIS-based model is favourable in case of predicting rockfall runout zones at a regional scale. GIS-based models require three procedures: one for identifying the rockfall source areas, the second for determining the falltrack and the third for calculating the runout zone.
A simple method for identifying rockfall source areas is defining thresholds for mean slope gradients (Toppe, 1987; van Dijke and van Westen, 1990) . Another method is deriving rockfall source areas from cliff faces on topographical maps (Krummenacher, 1995; Meissl, 1998) or from areas defined as active rockfall slopes on geomorphological and geological maps (van Dijke and van Westen 1990) . Another more realistic and automatic method is to identify rockfall source areas on the basis of a combined dataset in a GIS. This dataset could include: rock type, exposition, slope curvature, slope gradient and land cover.
The most common method used for determining a falltrack in GIS-based rockfall models is the D-8 method introduced by O'Callaghan and Mark (1984) or the D-16 method (Meissl, 1998) . The advantage of the D-8 method is that the falltrack can be calculated cell by cell. Simultaneously the velocity of the falling block in every cell is calculated. In contrast, the D-16 method calculates the next position beyond the eighth neighbouring cells. Therefore, extra calculations have to be carried out to fill in the gaps in the raster (Meissl, 1998) .
Another advantage of the D-8 method is its simplicity, which improves the speed of the computer simulation. A disadvantage of the D-8 method is the systematic error that occurs because of the restricted falltrack calculation (Figure 6 ), since rock movement is restricted to straight or diagonal directions. When applying the D-16 method the systematic error caused by this restriction decreases (Meissl, 1998) . A point of concern for both methods is the fact that for each source cell only one direction is calculated, i.e., a rock in a given raster cell leaves by a single exit. Therefore a computer program using the D-8 or the D-16 method for determining the falltrack can never simulate the development of talus cones. The latter can be achieved by simulating lateral spreading of rocks from a single cell, using a multiple flow direction algorithm (Quinn et al., 1991) , or variations to this algorithm as summarized by Tarboton (1997) .
For calculating rockfall runout zones, empirical or process-based models can be used. An empirical model results in a first approximation of rockfall runout zones. Processbased models seem to result in more accurate predictions of runout zones. Furthermore, an advantage of process-based models is that the interaction of falling rocks with tree stems or other barriers can be simulated. The main problem of rockfall modelling is calculating the bouncing and rolling velocity. Depending on the level of detail of the input data, more or less complex algorithms can be used. One possibility is to use a single coefficient for the efficiency of collision; another is to use both a normal and a tangential coefficient of restitution. In addition, an option is to use a separate algorithm for calculating the rolling velocity or to simulate rolling by a succession of impacts and bounces.
The tangential coefficient of restitution is determined by obstacles on the slope surface and the normal coefficient of restitution is determined by the elasticity of the surface material. Therefore, the tangential and the normal coefficient of restitution are easier to estimate than a single coefficient for the efficiency of collision for certain slope parts. As a result the use of the tangential and the normal coefficient of restitution is preferred. Since the use of a separate algorithm for calculating the rolling velocity introduces another parameter that has to be estimated in the field (m f or the coefficient of friction), it is also preferred to simulate rolling by a succession of impacts and bounces. An alternative to the modelling approaches described above is to use models that are based on Discrete Element Methods (Donzé et al., 1999; Okura et al., 2000a,b) or on Discontinuous Deformation Analysis (Koo and Chern, 1998) . However, these models require a larger amount of detailed data and are therefore not feasible for GIS-based models predicting rockfall runout zones at a regional scale.
An important condition for the calculation of rockfall runout zones using a GIS-based model is a DEM of the whole region of interest. To account for fine-scale topographic variability in the slope profiles, the preferred resolution of such a DEM is between 5 m´5 m or 10 m´10 m. However, a DEM for larger regions (e.g., >500 km 2 ) generally has a resolution of 25 m´25 m or larger. The question is whether it is feasible to simulate freefalling, bouncing and rolling on the basis of input data with a resolution of 25 m´25 m. With such a resolution realistic landscape details are lost, which could imply that the process is simulated accurately but the resulting pattern is not. The study by Meissl (1998) gave a preliminary answer to this question, since the GIS-based distributed model tested produced promising results. In contrast, the empirical GIS-
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Figure 6
The arrow presents the actual falltrack on the slope depicted by the isolines. The direction deviates from the raster-based falltrack determined with the D-8 method, illustrated by the grey cells (after Meissl, 1998) based model was not suitable for a regional assessment of rockfall hazard at all. Nevertheless, if input data with a resolution of 25 m´25 m is used, the input values should be varied stochastically to account for terrain variability.
Errors observed in the outcomes of the process-based and GIS-based distributed rockfall models were mainly caused by the variability in topography and by the variability in surface characteristics (Kobayashi et al., 1990; Meissl, 1998) . In addition, inadequate characterization of the vegetation cover explained some errors (Kobayashi et al., 1990) . These observations indicate that more research effort is required for assessing input data parallel to the development of a GIS-based distributed model for predicting rockfall runout zones at a regional scale. Combining geomorphological and geological maps, forest inventories and remotely sensed data within a GIS could provide the required data for the terrain characterization at a regional scale.
V Conclusions
Currently, a large variety of empirical and process-based rockfall models exist. Empirical models provide a quick and simple approximation of rockfall runout zones. Process-based models produce more accurate predictions of runout zones. In addition, process-based models seem to be most suitable for application in areas other than the areas the models were developed and calibrated for. Until now many process-based models were developed for specific slopes where rockfall causes problems, but only few models were applied for predicting rockfall runout zones at a regional scale. For predicting rockfall runout zones at a regional scale, the integration of process-based models and a GIS is promising. Three procedures are crucial for this approach: first, the identification of source areas, secondly, the determination of falltracks and thirdly, the calculation of the rockfall velocity that determines the length of the runout zones. Apart from developing and testing these three procedures, research should focus on the development of methods for an accurate characterization of the terrain at a regional scale. This is required for the estimation of model parameter values and for incorporating the effect of forests on rockfall runout zones. The latter is still underdeveloped in rockfall modelling.
