ABSTRACT With the development of science and technology, the accuracy requirements for solving engineering problems are getting stricter than before. Most structural design optimization problems in civil and mechanical engineering have proven to be the non-deterministic polynomial hard problems. The artificial bee colony (ABC) algorithm has been proven to be an effective method of design optimization problems. This paper proposes an improved ABC algorithm (DSM-ABC) combined with dual-search mechanism containing Lévy flight and differential self-perturbation and applies it to three classical structural design problems, including cantilever beam design, gear train design, and three-bar truss design. The experimental results of benchmark functions from CEC2005 reveal that the proposed DSM-ABC algorithm accelerates the convergence and improves the performance. Eventually, the obtained results of optimization structural design problems prove that the DSM-ABC algorithm has a strong superiority compared with the state-ofthe-art algorithms in solving optimization engineering design problems.
I. INTRODUCTION
In production and life, it is necessary to construct a variety of structures such as spacecraft design in the aerospace field; train design in the field of machinery; valves and dams in the field of hydraulic engineering; design of high-rise buildings in the civil engineering field, etc. Therefore, it has attracted a great deal of attention and has been extensively studied in recent years.
In theory, structural design optimization in engineering refers to the realization of the optimal objective function based on the corresponding constraints. Given a set of decision variable associated with the objective function, the mathematical model of structural design optimization problems can be written as:
S.T. p u (X ) ≥ 0, u = 1, 2, . . . . . . , q v (X ) ≥ 0, v = 1, 2, . . . . . . ,
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where x = [x 1 , x 2 , . . . , x n ] ∈ S is solution vector and p u (X ) and q v (X ) are inequality constraints. S represents n-dimensional search space that satisfies the following boundary constraints, as follows:
f (X ) is target function, meanwhile u and v denote the number of constraint issues. l i and u i are the upper and lower boundaries of the i th element of X . Above of all, the optimization goal of the constrained optimization problem is to find a solution that makes the objective function optimal based on satisfying all inequality constraints and the premise of variables.
Most of the structural design optimization problems in engineering are proved to be NP-hard problems, which means we cannot find an optimal approach to solve the problems in polynomial computation time. However, swarm intelligent algorithms (SI) [1] such as Particle Swarm Optimization (PSO) [2] , Firefly Algorithm (FA) [3] , Artificial Bee Colony Algorithm (ABC) [4] and other algorithms proposed in recent years [5] - [8] have become a superior tool for solving the constrained optimization problems.
The ABC algorithm proposed by Karaboga [9] is outstanding among these SI algorithms because of its less control parameters and outstanding exploration ability. Therefore, more and more enhanced ABC algorithms are designed for solving the constrained optimization problems: in [10] an improved GABC modified in both employed and onlooker bee phases by incorporating the concept of fitness probability based individual movement are proposed to solve the constraint optimization problems; an artificial bee colony algorithm based on dynamic penalty function and Lévy flight called DPLABC is presented in [11] , and which has the superiority for treating the constraint optimization problems; a hybrid ABC-BA algorithm, which integrates the artificial bee colony (ABC) and bees algorithms (BA) handle the constrained optimization problems effectively [12] and so on [13] .
In order to overcome the lack of precision and convergence of the basic ABC algorithm and to solve the constraint optimization problems effectively, a new variant is introduced. Therefore, in this paper, we propose a dual-search mechanism artificial bee colony algorithm (DSM-ABC) to improve the performance in solving constrained optimization problems. In the initial stage of DSM-ABC, the formation of the initial position incorporates a chaotic mechanism to increase the diversity of the population. At the search phase, the dualsearch mechanism is used, which combined the Lévy flight mechanism and the differential self-disturbance mechanism. The DSM-ABC algorithm combined the Lévy flight mechanism at the employed phase could extend the search space for improving global optimization and incorporated the differential self-disturbance mechanism to make the algorithm has stronger random perturbation ability for jumping out of local optimum at the onlooker phase. In order to further increase the diversity of the population, the adaptive selection mechanism is applied to the scout stage. To evaluate the performance of DSM-ABC, we use benchmark functions form CEC2005 for experimental verification and three restricted engineering design issues are selected to validate DSM-ABC's ability to solve real-world problems. The experimental results show that DSM-ABC is competitive in the constrained evolution optimization community. The main contributions of our DSM-ABC algorithm are listed as follows:
• The chaotic mechanism is integrated into the initial stage and the adaptive selection mechanism is adopted in the stage of scout bees. Both of these can enhance the diversity of the population and enhance the search accuracy of the algorithm.
• Adopting two different search mechanisms in the search process. The Lévy flight mechanism can expand the search space and the differential self-disturbance mechanism makes the algorithm have stronger random perturbation ability, which not only improves their global search accuracy but also ensures their ability to jump out of local traps.
• By experimenting with the test functions form CEC2005, the results show that DSM-ABC can improve the accuracy and convergence speed compared with the existing algorithms effectively. In addition, we apply DSM-ABC to three engineering problems and the experimental results reveal that it is superior to other methods. The rest of this paper is organized as follows: Section 2 introduces the basic ABC algorithm, Cuckoo algorithm, and Differential Evolution briefly. The problem formulation and design goals of this paper are introduced in Section 3. The improved DSM-ABC algorithm is presented and analyzed in Section 4. Section 5 presents and discusses the experimental results. The application of the improved algorithm in the actual structural design is presented in Section 6. Finally, the conclusion is drawn in Section 7.
II. RELATED WORK
Because of its fewer control parameters and outstanding exploration ability, the ABC algorithm is used in many other fields containing the 0-1 knapsack problem [14] , traveling salesmen problem (TSP) [15] , [16] , the path planning approach [17] , the scheduling problem [18] , the data clustering problem [19] , the hybrid classification [20] and training the feedforward neural network model [21] . In the other research fields, the ABC algorithm and its modified versions deal with the optimization problem in feature selection [22] , automatic text summarization method [23] , reservoir system operation [24] , blocking lot-streaming flow shop (BLSFS) scheduling problem [25] , automatic clustering for customer segmentation [26] , cloud-ready and survivable elastic optical networks [27] , the design of individual tourist routes [28] , dynamic green bike repositioning problem [29] and movie recommender system [30] .
The ABC algorithm is also faced up to many challenging problems like the speed of convergence, the ability to jump out the local optima and balancing the exploration and exploitation. Harfouch et al. [31] have proposed a modified cooperative learning artificial bee colony algorithm. Employed bees are partitioned into subgroups of foragers which evolve differently with multiple search mechanism, meanwhile the onlookers are not subjected to this modified behavioral structure and thus are supposed to operate into a unique group as defined in the basic ABC model. These method improve the exploration ability of the algorithm to a certain extent, but there is still a deficiency in accuracy. Zhang et al. [32] have proposed a chaos-based Artificial Bee Colony algorithm called CVABC. It generates initial individuals with a chaos system to diversify the search space. During the ABC search process, the chaos-based search method is used to find a new solution for enhancing the exploitation capability of the algorithm. The improvement has some effect to some extent, but due to the lack of consideration of the balance between exploration and exploitation, the algorithm is still easy to fall into the trap of local optimization. Moradi et al. [33] have proposed a food source-updating information-guided artificial bee colony algorithm which can reduce time-consuming by discovering the promising search areas. Experiments show that this method is not effective in solving complex nonlinear multi-modal problems. Ning et al. [34] have presented an improved doublepopulation artificial bee colony algorithm based on heterogeneous comprehensive learning (HCLIABC). Both the employed bees and onlooker bees divided into explorationsubpopulation named group 1 and exploitation-subpopulation named group 2. The downside is that the employed and onlooker search use the same search mechanism which leads to the algorithm is easy to fall into a local optimum.
In order to strengthen global search ability and overcome the problem of falling into the local optimal trap, there are many improved SI algorithms combined with Lévy flight. Lévy flight is a kind of random walk, which is a generalized Brownian motion including non-Gaussian random distribution step sizes of moving distance and can increase the search space of the algorithm. So more and more research has incorporated the idea of Lévy flight into the heuristic algorithms. Inspired by the phototaxis and Lévy flight of the moths, a new kind of metaheuristic algorithm, called moth search (MS) algorithm is developed in 2018. The MS method is further compared with five other state-of-the-art metaheuristic optimization algorithms and achieves better results [35] . The PSO algorithm has disadvantages such as finding the local minimum instead of the global minimum and debility in global search capability. In [36] , in order to solve these deficiencies, the PSOSCALF algorithm is combined with position updating equations in Sine Cosine Algorithm (SCA) and the Lévy flight approach. In [37] a modified Whale Optimization Algorithm (MWOA) adopted Lévy-flight strategy to make the algorithm jump out of local optima. The global search ability of the grey wolf optimizer (GWO) is improved with the Lévy flight, which results in a more efficient global search in the search space thanks to the long jumps [38] .
III. PRELIMINARIES A. CLASSICAL ARTIFICIAL BEE COLONY ALGORITHM
In this section, we introduce the classical ABC algorithm simply. In the classical ABC algorithm, the honey bee swarm can be categorized into three groups: employed bees, onlooker bees, and scout bees. The quality of the solution depends on the fitness value of the optimization problem, in that way the higher fitness value represents a better food source (feasible solution). Firstly, at the initial stage, the food source
) are randomly produced as follows:
where i = {1, 2, . . . , SN } is the food source number, SN is the total number of food sources. j = {1, 2, . . . , D} is the dimension index. 
where k ∈ {1, 2, . . . , SN }, SN is the total number of food sources. j ∈ {1, 2, . . . , D} are randomly chosen indexes, meanwhile k has to be different from i. For optimization problems, the fitness value of the solution can be defined as:
where f (x i ) is the value of the objective function at x i . After the employed bees have completed all the explorations, the information is notified to the onlooker bees by dancing. The onlooker bees are selected according to the probability P i with a roulette wheel selection mechanism to determine the food source to collect honey as follows:
where fit i is the fitness value of the i th food source. If the fitness value of a food source fails to update successfully for at least limited times, the location has to be discarded. Then the employed bee corresponding to the location would transform into a scout bee and a new food source is randomly generated (initialized) to replace the old food source using eq. (4).
B. CUCKOO ALGORITHM
The cuckoo search for a bird nest suitable location for its own spawning is a random approach using Lévy flight shown in Fig.1 , whose main feature is a random walk process consisting of high frequency short distances as red line and low frequency long distances as blue line. Cuckoo algorithm applies Lévy flight for position update. The Lévy flight is essentially a random step with a step size consistent with the Lévy distribution. The most efficient and simplest method to achieve stable Lévy distribution is the Mantegna algorithm in which the step is calculated as follows:
The simulation path of Cuckoo.
where β is a constant between (0,2) and s is random step length that can be obtained from the formula as follows:
where both parameter µ and ν obey normal distribution, (10) where is the Gamma function.
C. DIFFERENTIAL EVOLUTION
Differential Evolution (DE) [39] is a method of simulating a stochastic model of biological evolution to solve global optimization problems. Through successive iterations, individuals who adapt to the environment are retained and the search process is guided to approach the optimal solution. The DE algorithm has outstanding convergence and robustness because of the most important step in the evolution process, which use the difference individuals randomly selected from the population as the random variation source of the third individual. After the difference vector is weighted, a variant individual is generated by summing with a third individual according to a certain rule. The operation is called mutation and expressed by the following formula:
where r1, r2, r3 ∈ {1, 2, . . . , SN } are randomly selected individuals while r1 = r2 = r3, is the mutation rate which affects the differential variation between two individuals.
IV. PROBLEM FORMULATION A. PENALTY FUNCTION
Essentially, the SI algorithm is an unconstrained optimization evolution algorithm, which must be combined with a certain constraint mechanism to solve the constraint optimization problem. The penalty function method is a good constraint mechanism and the implementation is as follows: firstly, we construct a penalty function according to constraints, then add it to the objective function. So we can transform the constraint optimization problem into an unconstrained optimization problem. For the constraint optimization problem shown in the above equation, construct the following unconstrained problem:
When the point X does not satisfy the constraint condition, the values of the second item and the third item after the equal sign are large; when X satisfies the constraint condition, the values of the two items are small or equal to zero. 
B. DESIGN GOALS
Our goal is to propose a DSM-ABC algorithm that solves the constrained optimization problems. Specifically, we have the following goals:
• Accuracy. The accuracy of the algorithm is one of the criteria for evaluating its performance. The higher the accuracy of the algorithm means that the solution found is closer to the optimal value. In engineering optimization problems, our design goal is to achieve higher quality designs at a lower cost.
• Convergence. The main concern in our design is to solve the constraint optimization problems. In addition to the accuracy in this process, there is also the speed at which the algorithm handles the problem.
• Feasibility. The optimization objectives and constraints in practical applications are various, so our algorithm should consider whether the algorithm for different problems is feasible fully.
V. PROPOSED DSM-ABC ALGORITHM
This section introduces the main ideas and strategies used by the DSM-ABC algorithm. The DSM-ABC can be divided into 4 parts: Section V-A explains the equations and implementations of the initialization that incorporates the chaotic mechanism; SectionV-B presents two different search mechanisms for employed and onlooker bees in detail; SectionV-C describes the concept of scout bees with the adaptive selection mechanism; Finally, a detailed description of the pseudo code of the DSM-ABC algorithm is given in SectionV-D.
A. INITIALIZATION STAGE
The quality of the initial solution of the population has great effects on the performance of the final solution. The classical ABC algorithm has a shortcoming that its food source is generated in a random manner, which causes the initial population to distribute in the solution space unevenly. In this stage, we propose an enhanced ABC algorithm combined with the chaos system to improve the quality of the initial solution set. The DSM-ABC algorithm can initialize the position of the population by introducing the chaotic sequence that has greatly increased the uniformity and universality of the population. Combined with chaos system, the optimal search can effectively jump out of a local optimum and achieve the global optimum. On the basis of the classical ABC algorithm, we introduce the Logistic equation which describes the evolution of the population discovered by the population ecologist R. May as follows:
where µ is positive constant named as control parameter, µ ∈ (0, 4]. When µ = 4, the chaos effect is the best, and the variable can reach complete chaos at [0, 1]. Therefore, here µ is set to 4.
On the basis, a new solution initialization equation is presented to generate the food source X i = (x 1 i , x 2 i , . . . , x D i ) and it is described so as follows:
where i = {1, 2, . . . , SN } is the food source number, SN is the total number of food sources. j = {1, 2, . . . , D} is the dimension index. Reference [35] shows that Lévy flight in uncertain environments can maximize the efficiency of resource search. In the classical ABC algorithm, both the employed bee stage and the onlooker bee stage use the same search strategy, which results in poor exploitation ability and affects the speed and accuracy of the ABC algorithm. Therefore, improving search strategy is an important way to develop the performance of ABC algorithm. We integrate the Lévy flight mechanism into the search strategy in the employed stage, and generate a new search method:
where x j r is the food source for searching in the neighborhood of x j i , x j best is the current optimal solution in the j th dimension, and Lévy(λ) is the jumping path of the random search which the step size submits the Lévy distribution. When the employed bees search for food sources, adding Lévy flight mechanism makes the flight to move in a nonfixed directional and avoids the process of repeating searches within an area. Experiments in Section VI show that our improved ABC algorithm with the Lévy flight mechanism maintains the diversity of the population, has better global optimization ability and is more likely to jump out of local optimum.
2) THE ONLOOKER STAGE WITH DIFFERENTIAL SELF-PERTURBATION
In this paper, we not only improved the search strategy of employed bees, but also we integrated the idea of DE algorithm into the onlooker phase of ABC algorithm, and proposed a differential self-perturbation search strategy as follows: (16) where s is the perturbation factor, a random number within [0, 1]. x j r is the food source for searching in the neighborhood of x j i , and j is a random integer chosen from {1, 2, . . . , D}. r1, r2 are randomly selected individuals such that r1 = r2 = i. Exploitation ability is important for an optimization or search algorithm to converge fast and to refine the solution for high accuracy. Therefore, we modify the solution search equation by applying the differential self-perturbation to guide the search in order to improve the exploitation.
C. THE SCOUT STAGE WITH SELF-ADAPTIVE SELECTION MECHANISM
In the classical ABC algorithm, if the fitness value of a food source fails to update successfully for at least limited times, the location has to be discarded. The employed bee corresponding to the location would transform into a scout bee, and a new food source is randomly generated (initialized) to replace the old food source. At this stage, the process of initializing new solutions is likely to cause population quality decline, therefore, the optimization process will also be affected. In this paper, in combination with the adaptive selection mechanism, we propose another generation method for DSM-ABC that is different from the initialization process. According to the adaptive selection probability, different generation methods are selected. The combinatorial solution search equation is provided according to as follows:
where γ is a random number within (0, 1) and pro is an adaptive selection probability, here set to 0.25.
In the stage of scout bees, a new update strategy is formed through the adaptive selection mechanism. This method avoids the newly generated solution being the same as the original one, improving the population quality, thereby improves the ability of convergence and precision effectively.
D. THE MAIN STEPS OF DSM-ABC ALGORITHM
Based on the above explanations, the general process of our proposed DSM-ABC algorithm is shown in Algorihtm.1. We can analyze the pseudocode of DSM-ABC.
Input parameters. SN: total number of food sources; Dim: dimension of search space; Limit: the number of trials; maxCycle: termination condition.
Initialization. The chaotic mechanism is used to initialize the population.
The employed stage. The employed bees search for food sources using a search mechanism combined Lévy flight. Then calculate food source fitness values and selection probabilities of food sources.
The onlooker stage. One part of onlooker bees select the food source according to the food source selection probability and another use the search mechanism that combines the differential self-perturbation mechanism to find the neighboring food source.
The scout stage. If the food source has not been updated within limit, then an employed bee will turn into a scout bee at each cycle to continue the search. VOLUME 7, 2019 Output. When the algorithm reaches the termination condition, the optimal solution should be output.
VI. EXPERIMENTS
All the experiments are repeated 30 times written by C language on a computer in Windows 7 environment with Inter Core i5 6500, 3.2GHz CPU and 8 GHz RAM. The dimension(D) is set to 30, limit is 0.6 * SN * D and SN is set to 50.
A. BENCHMARK FUNCTIONS
In order to test the effectiveness and the performance of the proposed algorithm, the test functions containing Sphere(F 1 ), Rosenbrock(F 2 ), Rastrigin(F 3 ), Griewank(F 4 ), Ackley(F 5 ), Quartic(F 6 ), and Schwefel2.22(F 7 ) are shown as follows:
1. Sphere(F 1 ) is an unimodal separable function and has only one global minimum. The function is expressed by the formula:
i , and the minimum value is defined as 0. The solution space of the function is [−100, 100] shown in Fig.2a .
2. Rosenbrock(F 2 )'s global minimum is inside a long, narrow, parabolic shaped flat valley, and it is difficult to find the global minimum. The function is expressed by the formula:
, and the minimum value is defined as 0. The solution space of the function is [−32, 32] shown in Fig.2b. 3. Rastrigin(F 3 )'s minimum value of the position of is regular. The function is expressed by the formula: 4. Griewank(F 4 ) explains that there are a large number of local extremum in the true data distribution of the function as the quantity changes which detects algorithm's ability of jumping out of the local. The function is expressed by the formula:
+ 1, and the minimum value is defined as 0. The solution space of the function is [−600, 600] shown in Fig.2d .
5. Ackley(F 5 ) detects the global convergence speed of an algorithm. It is characterized in that an almost flat region is modulated by a cosine wave to form a hole or a peak, thereby making the surface undulating. The function is expressed by the formula:
i , and the minimum value is defined as 0. The solution space of the function is [32, 32] shown in Fig.2e . 6 . Quartic(F 6 ). When the independent variable is positive infinity or negative infinity, the function value limit is equal to infinity. The function is expressed by the formula:
ix 4 i , and the minimum value is defined as 0. The solution space of the function is [−1.28, 1.28] shown in Fig.2f . Generate the new food source using Eq. (14) ; 8 Evaluate the new solutionas by Eq.(6) and apply greedy selection;
9
Calculate the probability using Eq. (7); 30 Calculate probability using the Eq. (7) The function is expressed by the formula:
|x i |, and the minimum value is defined as 0. The solution space of the function is [−10, 10] shown in Fig.2g .
B. COMPARISON OF DSM-ABC WITH OTHERS INTELLIGENT ALGORITHMS
Shown in Table 1 , we compare the DSM-ABC algorithm with GOA algorithm, MVO algorithm, ALO algorithm, SCA algorithm and MFO algorithm. Here, the maximum number of generations is 500.
From the data in Table 1 , we clearly see that on functions Sphere, Rastrigin, Griewank and Quartic, the DSM-ABC algorithm can find the best, and the functions Rosenbrock and Ackley optimization results have some improvement in the order of magnitude. It can be seen that our algorithm performs better than these other intelligent algorithms.
The experimental data of Table 1 is further analyzed. The results show that the DSM-ABC algorithm has the best performance in the unimodal separable function of Sphere. For Rosenbrock, a unimodal non-separable function with a narrow valley, all methods cannot find their theoretical optimal values. In Table 1 , we can analyze that the GSM-ABC algorithm performs well compared to other algorithms. Multimodal inseparable functions, such as Girewank and Ackley, have local optimal traps. It can be seen that the GSM-ABC algorithm has a good ability to jump out of local optimum. Fig.3 shows the boxplots for mean best function values of GOA, MVO, ALO, SCA, MFO and our proposed algorithm DSM-ABC. Fig.3a, 3b and 3f illustrate the boxplots of unimodal functions. The performance on these functions of DSM-ABC is the best. And GOA and MVO are the second in average. Fig.3c shows the boxplot of multimodal function Rastrigin. DSM-ABC reaches the best performance. So we could conclude that the performance of DSM-ABC is the best among these six algorithms. Fig.3d and 3e show the boxplots of rotated functions for Ackley and Girewank. According to Fig.3e , DSM-ABC achieves the best performance, and GOA is second. MVO and SCA perform similarly and the worst is MFO.
C. COMPARISON OF DSM-ABC WITH OTHERS ABC VARIANTS
Multiple experiments on numerical functions optimization were conducted for the proposed DSM-ABC, basic ABC and modified version ABC algorithms(MABC [40] , GABC [41] , distABC [42] and SLABC [43] ). Here, the maximum number of generations is 4000. The comparison result of mean optimization and std is shown in Table 2 . In the benchmark functions, the optimization results obtained by the DSM-ABC algorithm are better than those achieved via using the ABC, MABC, GABC, distABC and SLABC. It can be seen that the proposed DPABC is effective for searching the optimal solutions, and has significantly better accuracy than the others.
As shown in Table 2 , DSM-ABC has achieved the global optimums on functions Sphere, Rastrigin, Girewank and Schwefel2. 22 . In addition, Rosenbrock is a unimodal nonseparable function, optimizing non-separable function is commonly more difficult than the separable. Ackley is a multimodal non-separable function, furthermore, the multi-modal test function can be applied to test the ability of the algorithm to jump out of the local minima and we can see that the result of Ackley is better than other algorithms.
To the further data analysis based on Dim in Table 2 , the proposed DSM-ABC can find the global optimal functions in 30 dimensions and still find the optimal value in 100 dimensions. Therefore, DSM-ABC has certain flexibility in solving low-dimensional and high-dimensional problems. Step shown in Fig.4a , our proposed DSM-ABC algorithm possesses faster convergence and higher precision than other intelligent algorithms. For the complicated unimodal function like Schwefel2.22, several other algorithms convergence rate is slow and easy to fall into local optimum shown in Fig.4b , while our proposed DSM-ABC algorithm can still maintain good performance, by adding the differential self-perturbation, so out of local optimum as possible to improve the convergence rate. For complex nonlinear multimodal functions, like Ackley and Rastrigin, it is shown in Fig.4c-4d that DSM-ABC algorithm still has obvious advantages compared to other algorithms. Due to the characteristics of these two functions, algorithms are easy to fall into the local optimal value. The DSM-ABC algorithm combined with chaotic systems and adaptive selection mechanisms can improve the diversity of the population and balance the ability of global and local search.
D. COMPARISON OF CONVERGENCE GRAPH
To further verify the convergence of the algorithm, we compare the DSM-ABC algorithm with the basic ABC, ABC-Best-1/2 [44] , GABC [40] and COABC [45] algorithms. The search ability and convergence speed of the basic ABC algorithm is slower. As shown in Fig.5 , the improved ABCBest-1 and ABC-Best-2 used Xbest in the current population have significantly improved convergence compared with the basic ABC algorithm. The DSM-ABC algorithm we proposed combined with Xbest in the current population and the neighborhood-search outperforms to find the optimal solution quickly and accurately. It is proved that our proposed DSM-ABC algorithm can find the optimal solution accurately and quickly whether it is a unimodal separable function or a multi-modal separable function, and it is not easy to fall into a local optimum.
VII. APPLICATION
In this section, the performance of the proposed DSM-ABC algorithm is further evaluated on real-world problems. Three well-known engineering design problems that were widely used have been solved in order to better clarify the effectiveness of the DSM-ABC algorithm. For solving the optimization problem, the main steps are as follows:
• Step1. We should determine the parameters of the problem. Enter the parameters of the problem as the population dimension at the beginning of the algorithm.
• Step2. Determine the constraints that apply to the parameters. Different practical problems have different constraints, and the penalty function is urgently used to transform the constraint problem into an unconstrained problem.
• Step3. The objective of a particular problem should be investigated and considered. The goal of optimization is taken as the evaluation function that the algorithm needs to optimize.
A. THE DESIGN OF CANTILEVER BEAM
One end of the cantilever beam is a fixed support and the other end is a free end which generates a force parallel and perpendicular to the axial direction. In the analysis of engineering mechanics stress, the cantilever beam is a typical simplified model, which has been widely used in real life. The cantilever beam includes five hollow members having a square cross section. It can be seen from Fig.6 that in the case of constant thickness, each unit is defined by one variable, and there are a total of five structural parameters. It can be seen from Fig.6 that the free end of the beam (node 6) also has a vertical load, and the right side of the beam (node 1) is a rigid support. In the final optimized design, the goal is to minimize the beam's own weight. This problem can be expressed analytically as follows: Using the improved DSM-ABC algorithm to automate the design of the cantilever beam, we set a five-dimensional variable(x 1 , x 2 , x 3 , x 4 , x 5 ) that corresponds to the five square members (1, 2, 3, 4, 5) in the cantilever beam structure. The bound constraints are set as 0.01 ≤ x j ≤ 100. By analyzing the results in Table 3 , it can be seen that ALO, CS, SOS and GOA algorithm have similar optimization ability in solving cantilever beam design problems meanwhile our proposed DSM-ABC algorithm has a superior solution.
B. GEAR TRAIN DESIGN PROBLEM
The high-speed train drive wheel transmission system mostly adopts a gear transmission structure. Due to the limited size of the structure, the pinion gear and the motor drive shaft are connected by an interference fit. The vibration is caused by an unreasonable design, which causes a system failure. Gear train design problem is an unconstrained optimization. Its structure is shown in Fig.8 . This problem has four integer variables(x 1 , x 2 , x 3 , x 4 ), so we discretize it by rounding off. According to Fig.8 , the purpose of this design is to find the optimum number of teeth for the four gears of the train to minimize the gear ratio. The mathematical formulation of this problem is as follows: The optimal optimization design obtained by applying the DSM-ABC algorithm to this problem is compared with the algorithm results in other literature, as shown in Table 4 . The table shows the optimal values of the variables obtained by the proposed DSM-ABC algorithm compared to ABC, MBA, CS, ISA and ALO algorithm. The maximum number of function evaluations given in Table 4 indicates that the design can be considered as a new design with similar optimum gear ratios. These results demonstrate that the proposed DSM-ABC algorithm can effectively solve discrete practical problems with low computational cost. The experimental results strongly prove that the DSM-ABC algorithm is superior in solving unknown search problems and suitable for constrained and discrete problems. 
C. THREE-BAR TRUSS DESIGN PROBLEM
The three-bar truss structure is a relatively common structure in engineering, especially in architectural design. The purpose of the three-bar truss design problem is to minimize weight and the optimization goal is to find the best value for both parameters. The three-bar truss design problem is shown in Fig.10 , and the mathematical model is given below:
S.T.:
FIGURE 10. Schematic view of three-bar truss design problem. In order to evaluate the performance of the proposed DSM-ABC algorithm to solve the problem, the results were compared with the following algorithms: OBLGOA, DSS-MDE, CS, PSO-DE, GOA and MBA. Table 5 shows the estimated parameters and optimal cost obtained by the proposed algorithm and other algorithms. The table shows that the result of the DSM-ABC algorithm is that it takes the least amount of time to solve the problem, so it is an indication of its high performance. 
VIII. CONCLUSION
In this paper, an improved dual-search mechanism artificial bee colony algorithm (DSM-ABC) to improve the performance in solving constrained optimization problems was presented. At the initialization phase of DSM-ABC, the formation of the initial position incorporated a chaotic mechanism to increase the diversity of the population. In the search phase, two different search mechanisms were used, which combined the Lévy flight mechanism and the differential selfdisturbance mechanism. The DSM-ABC algorithm combined the Lévy flight mechanism at the employed phase could extend the search space for improving global optimization and incorporated the differential self-disturbance mechanism to make the algorithm has stronger random perturbation ability for jumping out of local optimum at the onlooker phase. In order to further increase the diversity of the population, the adaptive selection mechanism was applied to the scout stage. The proposed DSM-ABC and some state-of-the-art methods were tested on benchmark functions. The results showed that the proposed algorithm could obtain results better than the others. It had been concluded that the DSM-ABC algorithm could be used for solving these problems because of its effectiveness, reliability and robustness. 
