A class of examples concerning the relationship of linear regression and maximal correlation is provided. More precisely, these examples show that if two random variables have (strictly) linear regression on each other, then their maximal correlation is not necessarily equal to their (absolute) correlation.
Maximal correlation and linear regression
Let (X, Y ) be a bivariate random vector such that its Pearson correlation coefficient,
is well defined. If W is a non-degenerate random variable then L * 2 (W ) is defined to be the class of measurable functions g : R → R such that 0 < Var[g(W )] < ∞. Under the present notation, the maximal correlation coefficient is defined as [10, 11] R(X , Y ) := Due to results of Sarmanov [21, 20] , it was believed for some time that if both X and Y have linear regression on each other, i.e., if for some constants a 0 , a 1 , b 0 , b 1 ,
then R(X , Y ) = |ρ(X, Y )|. 447] and [7] .
Examples of uncorrelated random variables X , Y with (trivial) linear regression
and [7] constructed a pair (X, Y ) satisfying (5) and R(X , Y ) = 1. (Observe that the same is true for the uniform distribution in the four-point domain {(0, ±1), (±1, 0)}.) Using characterizations of Vershik [26] and Eaton [9] , they also showed that for any non-Gaussian spherically symmetric random vector (U 1 , . . . , U k ), with covariance matrix of rank ≥ 2, there exists a pair of uncorrelated linear forms,
However, in the author's opinion, it is important to definitely know that (3) does not imply (4) [7] , since it is easily checked that for the partial sums S k = X 1 + · · · + X k , based on an i.i.d. sequence with mean µ and finite non-zero variance, 
Counterexamples
Normal marginals. Fix p ∈ (0, 1), α, β ∈ (−1, 1), and define the (symmetric) mixture density
where f ρ be the bivariate standard normal density with correlation coefficient ρ ∈ (−1, 1), that is,
Since both f α and f β have standard normal marginals, the same is true for f . A straightforward calculation shows that for a random pair (X, Y ) with density f ,
If (1 − p)α + pβ ̸ = 0, (7) shows that X and Y have strictly linear regression on each other and, clearly,
Another simple calculation reveals that
Hence, if the parameter vector (p, α, β)
Arbitrary marginals with bounded supports. Let f 1 and f 2 be two univariate probability densities (with respect to Lebesgue measure on R) with bounded supports, supp(
Since f 1 has finite moments of any order, it is well known that there exists an orthonormal polynomial system {φ n (x)} ∞ n=0 , corresponding to f 1 . That is,
where δ n,m is Kronecker's delta. Clearly, the support of f 1 contains infinitely many points and, therefore, each φ n is of degree n. By the same reasoning, there exists an orthonormal polynomial system {ψ n (y)} ∞ n=0 , corresponding to f 2 . Since every polynomial is uniformly bounded in any finite interval, we can find constants c n , d n such that
Consider an arbitrary real sequence {ρ n } ∞ n=1 such that
e.g., ρ n = 6(π
and
, is a bivariate probability density with marginal densities f 1 , f 2 ; this is so because, due to (8) , the series in (9) converges, for each (x, y) in the domain of definition, to a value greater than or equal to −1.
(Actually, the series converges uniformly and absolutely in [
easily checked that its integral over R 2 equals 1, due to the orthonormality of the polynomials. Finally, it is obvious that the
Assume now that the random vector (X, Y ) has density f . Then X has density f 1 and Y has density f 2 . Moreover, versions of the conditional densities are given by
Due to the orthonormality of the polynomials it follows that for all n ≥ 1,
Clearly, if ρ 1 ̸ = 0, (10) with n = 1 shows that X and Y have strictly linear regression on each other. From (10) we conclude that ρ(φ n (X), ψ n (Y )) = ρ n for all n ≥ 1 and, therefore, ρ(X,
is quite arbitrary (see (8) ), it follows that
|ρ n |.
Concluding remarks
(a) Kingman [12] proved that there exist random vectors (X, Y ) with (b) It is obvious that the construction (9) can be adapted to the discrete (lattice) case where (X, Y ) ∈ {1, . . . , N} 2 , covering the characterizations (for finite populations) treated by López-Blázquez and Castaño-Martínez [15] and Castaño-Martínez et al. [4] . (c) Distributions with densities of the form (9) are known as Lancaster distributions; Lancaster [14] , Koudou [13] , Diaconis and Griffiths [8] . They can be viewed as extensions of the Sarmanov-type distribution (ρ n = 0 for n ≥ 2) which, assuming standard uniform marginals, generalizes the so called Farlie-Gumbel-Morgenstern family. (d) It is of some interest to observe that the mixture density (6) admits a series representation of the form (9) . Indeed, let {h n } ∞ n=0 be the orthonormal system of (standardized) Hermite polynomials corresponding to the (univariate) standard normal density φ(t) = e −t 2 /2 / √ 2π . Sarmanov [22] showed that the series g(x, y) := φ(x)φ(y)
represents a bivariate density if and only if ρ n = EU n , n = 1, 2, . . . , where U is a random variable with P(|U | < 1) = 1. The special choice of a two-valued U with P(U = β) = p = 1 − P(U = α) leads to ρ n = EU n = (1 − p)α n + pβ n .
Substituting these values of ρ n in the series representation of g, above, and in view of Mehler's identity (tetrachoric series) of the bivariate normal density, f ρ (x, y) = φ(x)φ(y)
we conclude that g = (1 − p)f α + pf β , as in (6) .
