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I. INTRODUCTION AND LITERATURE REVIEW
Ensemble machines (Anctil and Lauzon 2004; Snelder et al. 2009 ) have become very popular in the last decade. The constituent members of an ensemble machine are termed as base predictors and the base learning algorithm commonly used in building ensemble machines are artificial neural networks (ANN) and decision trees (DT) (Zhang et al. 2008) . Bagging (Chou et al. 2011; Shu and Quarda 2009) and boosting (Snelder et al. 2009 , Zaier et al. 2010 ) are two popular ensemble techniques which come from the same ideology and are designed to overcome problems with weak predictors (Hancock et al. 2005) . Bagging (acronym for bootstrap aggregating) is one of the earliest method which was proposed by Breiman (1996) to reduce the prediction error of learning machines. Boosting (also known as arcing) creates a linear combination out of many models for performing supervised learning. Each model is dependent on the preceding models (Friedman 2002) . Although bagging and boosting both combine the outputs from different predictors, they differ in the ways to permutate the training data and to combine the predictions coming from their base predictors (Zhang 2008) . To sum up, they are among the simplest to implement ensemble techniques, which can reduce variance when combined with the base learner generation, with a good performance (Wang et al. 2011 ).
In the last decade, ensemble learning methods have been used in the modeling and predicting of hydrologic variables in different research areas. However, bagging and boosting are popular ensemble machine learning techniques; to the best of our knowledge ensemble methods have not been implemented extensively in hydrological time series analysis especially in streamflow estimation. Cannon and Whitfield (2002) investigated the use of ensemble averaging as a part of the streamflow prediction modeling process using neural network models. Tiwari and Chatterjee (2011) explored the potential of wavelet and bootstrapping techniques to develop an accurate and reliable ANN model for daily discharge forecasting and reported that the model, which used the capabilities of both bootstrap and wavelet techniques, was more accurate and reliable . Araghinejad et al. (2011) investigated both generation and combination techniques of artificial neural networks (ANN) ensembles and proposed a new performance function for generating neural network ensembles. ANN ensembles were applied on the peak discharge forecasting of the floods of Red River in Canada and the seasonal streamflow forecasting of Zayandeh-rud River in Iran. The results of the study indicated that the application of the ensemble ANNs through the proposed method can improve the probabilistic forecast skill for hydrological events. Jeong and Kim (2005) used an ensemble neural network (ENN) for forecasting monthly inflows to the Daecheong dam in Korea. The ENN combined the outputs of member networks using the bagging method. The overall results showed that the ENN performed the best among the various rainfall-runoff models. Li et al. (2010) (2009) studied on the evaporation estimation methods based on artificial neural networks (ANN) and adaptive neuro-fuzzy inference system (ANFIS) techniques. Chaves and Chang (2008) proposed an intelligent reservoir operation system based on an evolving artificial neural network (ANN) and applied to the operation of the Shihmen Reservoir in North Taiwan. Besaw et al. (2010) developed and tested two ANNs to forecast streamflow in ungauged basins. The model inputs include time-lagged records of precipitation and temperature were used to train and test the methods. Kisi (2009) The organization of this paper is as follows. The method section is devoted to bagging, gradient boosting and multilayer perceptron. Application and empirical results section describes the data, performance statics, application details and empirical results. Finally, some discussions, conclusions and future study directions are given in the last section.
II. METHODS

Multilayer Perceptron
The output signal for the l th neuron in the nth layer is given by is the weighted bias (Barai and Pandey, 1995) . The learning law practiced here for weight adaptation is the error back-propagation algorithm. The back-propagation algorithm is a chain learning process which is using for minimizing error (Arditi and Tokdemir, 1999) .
In this study, the parameters for MLP were: the number of hidden layers was 1, 3 and 5; the learning rate was 0.2, 0.3 and 0.4; the momentum factor was 0.2, 0.3, and 0.4; and the training epochs were 500, 1,000 and 1,500. The experiments indicated that the best MLP parameters were as follows: the number of hidden layers was 3; the number of the learning rate was 0.3; the momentum factor was 0.2; and the training time was 500.
Bagging
Bootstrap resampling method (Efron 1979) and aggregating are the basis of Bagging. Variety in Bagging is derived by using bootstrapped replicas of the learning data. The main goal of bagging is minimizing variance in the estimation process (Mert et al., 2012) . Different learning sub-datasets are drawn at random with replacement from the entire learning dataset (Wang et al. 2009 ).
Separate models are produced and are used to predict the entire learning data from aforesaid sub-datasets. Many of the original instances may be repeated in the resulting training set whereas others may be omitted . Then various estimated models are aggregated by using the mean for regression problems or majority voting for classification problems (Pino et al.
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A fast decision tree (FDT) was used as the base learning algorithm of BRT and the primary parameters for the FDT were the following: number of folds; the minimum total weight; and number of seeds. The bagging parameters were the size of each bag (as a percentage); the number of iterations; and the number of seeds. In this case, the values for these parameters were 5, 2 & 1 for FDT and 100, 50, and 1 for bagging respectively. Bagged ANN model was created by using bootstrap aggregating of ANN. The parameters of ANN were same as mentioned in multilayer perceptron section.
Gradient Boosting
Schapire introduced the first boosting algorithm in 1990 and in 1996 Freund and Schapire introduced the AdaBoost algorithm.
The main idea of the boosting is improving the performance of prediction using a learning process that generates many models from the same data . Boosting creates an additive structure to improve the final prediction by computing model weights based on the predictions of the previous models (Hancock et al. 2005) .
In this study, the gradient boosting technique was used as the boosting algorithm, which was first introduced by Friedman (Friedman 2001 (Friedman , 2002 . One of the most powerful meta-learning techniques is gradient boosting, which is a statistical method of fitting an additive model of base functions. Gradient boosting is an important advance in machine learning because it extends and improves the conventional decision trees and ANN models. A more sophisticated version of bagging is described in Friedman (2002) .
In this study, the best configuration parameters for the gradient boosting models (GBRT & GBANN) were; the number of iterations was 600 and the shrinking was 0.09. The parameters of ANN were same as described before in multilayer perceptron section. 
III. CASE STUDY
Application and performance measures
This study investigated bagging and gradient boosting ensembles of artificial neural networks and decision (regression) trees in one day ahead streamflow forecasting. A conventional ANN (multilayer perceptron) employed as the benchmark model. Model structures of bagging and gradient boosting ensembles developed in the present study are shown in Fig. 2 & Fig. 3 respectively. The evaluation was conducted with the k-fold cross validation. Ten-folds cross validation technique was used to choose parameters that yielded the best results. First, the data was randomized and then data was partitioned into three parts as training set (8 distinct folds), cross-validation set (1 fold) and testing set (1 fold). The training set was employed for the model training and the testing set was used to evaluate the accuracy of models. The predictive ensemble machine learning models proposed in this study were evaluated by using tree performance measures: • Maximum under-prediction (MUP)
• Maximum over-prediction (MOP)
We purposely do not give the training performance statistics, because fair testing accuracy gives no guarantee for a low test error.
Empirical Results
The results of all the performance measures (i.e., R 2 , MAE & RMSE) and numerical descriptors (i.e., Max Q, Min Q, Mean Q, Var Q, MUP & MOP) for the proposed ensemble machine learning models are summarized in Table 1 and In this study, MAE was also used to evaluate the average prediction ability, which was slightly inconsistent with the other performance measures; the best results were obtained by the GBRT model (MAE=29.67). Fig. 4 shows the performance measures given in Table 1 . The numerical descriptors calculated above (Table 2) for the Seyhan River in Turkey suggests that all models produce statistically similar streamflow predictions and distributions when compared with the measured flow data. Fig. 6 depicts the distributions of the models and the measured flow data statistically. The figure shows that the best results obtained by BANN and GBANN gave a better fit to a straight line than ANN, BRT and GBRT did, which indicated that these techniques were more accurate for predicting streamflow.
www.scirj.org © 2013, Scientific Research Journal and a conventional artificial neural networks (ANN). The proposed predictive ensemble machines were implemented to the dataset by using 10-folds cross validation. The best performing model here was the bagged ANN model for determining coefficient of determination (R 2 =0.9347). Second best performing model was gradient boosted ANN which had R 2 = 0.9251, closely followed by the gradient boosted RT (R 2 =0.9228). Bagged RT (R 2 =0.8998) model slightly outperformed than a conventional ANN (R 2 =0.8942), which was the worst model. The results indicated that ensemble machine learning models can process the daily streamflow data series better than a conventional ANN and ensembles of ANN yield better results than ensembles of decision trees. In this study, we use only one input-output model for one day ahead streamflow forecasting. Many environmental factors may influence the daily streamflow, however, they are beyond the scope of this study. This could be very important future study issue.
