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Abstract
Let e1; e2;y; en be a sequence of nonnegative integers such that the ﬁrst non-zero term is
not one. Let
Pn
i¼1 ei ¼ ðq  1Þ=2; where q ¼ pn and p is an odd prime. We prove that the
complete graph on q vertices can be decomposed into e1 Cpn -factors, e2 Cpn1 -factors,y; and
en Cp-factors.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
A sequence H1; H2;y; Hn of graphs with union G is called a decomposition of G in
case each edge of G is in Hi for exactly one i; and in this case we write G ¼
H1 þ H2 þ?þ Hn: A subgraph F of G is called a factor of G if it contains all the
vertices of G: If in addition each component of F is isomorphic to H; we call F an H-
factor of G: A decomposition of G into H-factors is called an H-factorization of G:
Let H1; H2;y; Hn be a decomposition of G: We write G = H1 þs?þs Hn ¼Pn
i¼1s Hi if each subgraph Hi is a factor of G; and G = H1 þd?þd Hn ¼
Pn
i¼1d Hi if
the subgraphs Hi are pairwise vertex-disjoint. Thus an H-factorization of G means
G ¼Ps Pd H:
The decomposition of graphs continues to be the focus of a great deal of research
(see [7] for a thorough treatment of the subject). In particular, Kk-decompositions of
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Kn and Ck-decompositions of Kn have received much attention ([14] is an excellent
reference on cycle decompositions).
One of the best-known problems on factorizations into cycles is the Oberwolfach
problem, which was ﬁrst formulated by Ringel and concerns possible seating
arrangements as discussed at a graph theory conference in Oberwolfach, Germany in
1967. The question is if it is possible to seat an odd number m of people at t round
tables at which there are a1; a2;y; at seats (with a1 þ a2 þ?þ at ¼ m and aiX3 )
on ðm  1Þ=2 days so that each person sits next to every other person exactly once.
Thus the Oberwolfach problem asks for a 2-factorization of the complete graph Km
in which each 2-factor consists of cycles of lengths a1; a2;y; at: It is clearly necessary
that m must be odd and it is common to extend the Oberwolfach problem to the case
m even by considering 2-factorizations of the complete graph with a 1-factor
removed (ﬁrst introduced in [13]).
With the combined effort of a number of researchers (see [3,4,12]), the
Oberwolfach problem has been solved in the case when the cycles in the
2-factorization are uniform (that is when all the tables have the same size). If
the cycle sizes are not uniform, the problem becomes much more difﬁcult and is far
from being solved (see [2] for a summary).
Some generalizations of the Oberwolfach problem have included Cr-factorizations
of complete equipartite graphs (completely settled by Liu [15,16]) and decomposi-
tions of the complete graph (or the complete graph with a 1-factor removed) into
combinations of Cr-factors and Cs-factors (see [1]). Some authors (see [5,10]) have
investigated all possible 2-factorizations of complete graphs of small order. Broadly
speaking, 2-factorizations of regular graphs are Oberwolfach type problems.
A natural such broadening of the problem is the investigation of all possible
2-factorizations of Km (or Km minus a 1-factor) where the cycle sizes within each
2-factor are uniform but the 2-factors themselves are not necessarily uniform. In [9],
it is shown that if n41 is an integer and if a2; a3;y; an are nonnegative integers such
that
Pn
i¼2 ai ¼ 2n1  1; then K2n can be factored into a2 C22 -factors, a3 C23 -factors,
y; an C2n -factors, plus a 1-factor.
In this article, we investigate the case m ¼ pn; where p is an odd prime. Clearly, if
Kpn has a Ct-factor, then t must also be a power of p; say t ¼ pk with 1pkpn: In
particular, we show that if e1; e2;y; en is a sequence of nonnegative integers such
that the ﬁrst non-zero term is not one and
Pn
i¼1 ei ¼ ð pn  1Þ=2; then the complete
graph Kpn can be decomposed into e1 Cpn -factors, e2 Cpn1 -factors, y; and en
Cp-factors.
2. Preliminary results
Throughout p is an odd prime, n is a positive integer and q ¼ pn: We consider
the vertices of Kq to be Zq: Let 0piojoq: By the length of the edge fi; jg of Kq
we mean minf j  i; q  ð j  iÞg: If T is a subset of Zq\f0g; by KqðTÞ we mean
the subgraph of Kq induced by all edges that can be expressed as fi; jg with i  jAT :
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We note that KqðTÞ is more commonly known as the Cayley graph on Zq over the
set 7T :
If S is a subset of Zq and b1; b2;y; bt is a sequence of nonzero elements of Zq; by
S : b1; b2;y; bt we mean the subgraph of Kq induced by all paths of the form
x; x þ b1; x þ b1 þ b2;y; x þ
Xt
i¼1
bi; x þ
Xt
i¼1
bi þ b1; x þ
Xt
i¼1
bi þ b1 þ b2;y
for xAS: We may use exponents in brackets to represent repeated bi: For example in
K25 the cycle f2g : 3½3	; 8½2	 is the same as the cycle f2g : 3; 3; 3; 8; 8; which in turn is
the same as the 5-cycle (2, 5, 8, 11, 19).
For s and t positive integers, let Ks
t denote the complete equipartite graph with s
parts each of size t and let Cs
t denote the graph with vertex set S1,S2,?,Ss
with jSij ¼ t for i ¼ 1; 2;y; s and Si-Sj ¼ | for iaj; and edge set
ffu; vg j uASi; vASj; i  j  1 ðmod sÞg:
We deﬁne ½r	p to be fxAZq : x  r ðmod pÞg: Note that Kqð½r	pÞ is isomorphic
to a Kpn1 -factor of Kq if p divides r and Kqð½r	pÞ is isomorphic to Cp
pn1 if p
does not divide r: Also Kqð½r	pÞ ¼ Kqð½r	pÞ; so there are p12 distinct subgraphs
Kqð½r	pÞ where p does not divide r: The union of these p12 subgraphs is the graph
Kp
pn1 :
For nonzero elements a; bAZq with a  b ðmod pÞ we deﬁne Cxða; bÞ to be the
subgraph fxg : a½
pþ1
2
	; b½
p1
2
	 of Kqðfa; bgÞ; where xAZq: It is not hard to check that if
p does not divide a; then the ﬁrst p vertices of this subgraph are distinct. If m is any
nonzero integer, let tpðmÞ be the largest integer k such that pk j m:
Lemma 1. Let a be an integer with 0oaoq=2: Then KqðfagÞ ¼
P
d Cpny ; where
y ¼ tpðaÞ:
Proof. The order of a in Zq is q=gcdða; qÞ ¼ pny: Thus fxg : a½pny	 is a pny-cycle in
Kq with all vertices congruent to x modulo p
y: Clearly f0; 1; 2;y; py  1g : a½pny	
consists of py vertex-disjoint pny-cycles. Since this graph has q edges it equals
KqðfagÞ: &
Lemma 2. Let 0oa; boq with a  bc0 ðmod pÞ; y ¼ tpððpþ12 Þa þ ðp12 ÞbÞ; and S ¼
f0; p; 2p;y; ð py1  1Þpg: Then Cxða; bÞ is a pnþ1y-cycle for xAS and
P
xASd Cxða; bÞ
is a 2-factor of Kq:
Proof. Recall that Cxða; bÞ is the subgraph fxg : a½
pþ1
2
	; b½
p1
2
	 of Kqðfa; bgÞ: Since
ð pþ1Þa
2
þ ð p1Þb
2
has order pny in Zq; by Lemma 1 we see that fxg : ðð pþ1Þa2 þ
ð p1Þb
2
Þ½pny	 is a cycle of length pny (or a vertex if y ¼ n). Thus Cxða; bÞ is a cycle of
length p  pny ¼ pnþ1y:
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Now we prove if x; yAS such that xay; then the cycles Cxða; bÞ and Cyða; bÞ are
vertex disjoint. First note that a vertex f in Cxða; bÞ can be written as
f ¼ x þ a1 ð p þ 1Þa
2
þ ð p  1Þb
2
 
þ a2a þ a3b;
where 0pa2ppþ12 and 0pa3o
p1
2
: Moreover, if a2opþ12 ; then a3 ¼ 0: Similarly, a
vertex g in Cyða; bÞ can be written as
g ¼ y þ b1
ð p þ 1Þa
2
þ ð p  1Þb
2
 
þ b2a þ b3b;
where 0pb2ppþ12 and 0pb3o
p1
2
: Moreover, if b2opþ12 ; then b3 ¼ 0: If the vertex f
and the vertex g are the same, then we must have f  g ðmod pnÞ: This implies that
ðx  yÞ þ ða1  b1Þ
ð p þ 1Þa
2
þ ð p  1Þb
2
 
þ ða2  b2Þa
þ ða3  b3Þb  0 ðmod pnÞ:
Now if ða2  b2Þa þ ða3  b3Þb  0 ðmod pn), then since py j ð pþ1Þa2 þ ð p1Þb2 we
must have py j x  y: This is a contradiction since x and y are distinct elements of S:
Thus ða2  b2Þa þ ða3  b3Þbc0 ðmod pn). Then since p j x  y we have p j ða2 
b2Þa þ ða3  b3Þb: On the other hand from a  b ðmod p) we have b ¼ kp þ a for
some integer k: So
ða2  b2Þa þ ða3  b3Þb ¼ ða2  b2 þ a3  b3Þa þ kpða3  b3Þ:
Therefore, p j a2  b2 þ a3  b3 since p[a: If a3  b3 ¼ 0; then a2  b2a0 and
p j a2  b2; which is a contradiction. If a2  b2 ¼ 0; then a3  b3a0 and p j a3  b3
which is also a contradiction. Thus a2  b2a0 and a3  b3a0:
Now if a2opþ12 ; then a3 ¼ 0: Thus b3a0; which implies b2 ¼ pþ12 : Therefore
p j a2  pþ12  b3; which is a contradiction. Thus a2 ¼ pþ12 ; and so b2opþ12 : But then
b3 ¼ 0; and a340: Therefore p j pþ12  b2 þ a3; which is a contradiction. We have
proved that the vertices f and g are different. Now since jSj ¼ py1; each Cxða; bÞ is a
pnþ1y-cycle, and Cxða; bÞ and Cyða; bÞ for xay are vertex-disjoint, it follows thatP
xASd Cxða; bÞ is a 2-factor of Kq: This completes the proof. &
Lemma 3. Let 0oa; b; c; doq; with a  b  c  dc0 ðmod pÞ: Let y1 ¼ tpððpþ12 Þa þ
ðp1
2
ÞbÞ; y2 ¼ tpððpþ12 Þc þ ðp12 ÞdÞ; and Si ¼ f0; p; 2p;y; ð pyi1  1Þpg; i ¼ 1; 2: If aac
and bad; then Cxða; bÞ and Cyðc; dÞ are edge disjoint for xAS1 and yAS2:
Proof. Let
f1 ¼ x þ a1 ð p þ 1Þa
2
þ ð p  1Þb
2
 
þ a2a þ a3b
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be a vertex of Cxða; bÞ and
g1 ¼ y þ b1
ð p þ 1Þc
2
þ ð p  1Þd
2
 
þ b2c þ b3d
be a vertex of Cyðc; dÞ: Note that 0pa2; b2pð p þ 1Þ=2 and 0pa3; b3oð p  1Þ=2:
Moreover, if a3a0; then a2 ¼ ð p þ 1Þ=2 and if b3a0; then b2 ¼ ð p þ 1Þ=2:
Assume the edges f f1; f2g of Cxða; bÞ and fg1; g2g of Cyðc; dÞ are the same, where
f1 precedes f2 in the path Cxða; bÞ and g1 ¼ f1; so that g2 ¼ f2: We prove this is
impossible. Let uAfa; bg and wAfc; dg:
Case 1: g1 precedes g2 in the path Cyðc; dÞ:
Let f2  f1 þ u; and g2  g1 þ w; all modulo pn: Then f2  g2  f1  g1þ
u  w ðmod pn). Thus u  w  0 ðmod pn), which is impossible if ðu; wÞ ¼ ða; cÞ or
ðu; wÞ ¼ ðb; dÞ since aac and bad:
If ðu; wÞ ¼ ða; dÞ; then u  w  0 ðmod pn) implies that a ¼ d: Since f2 ¼ f1 þ a
and g2 ¼ g1 þ d we have a3 ¼ 0 and b2 ¼ ð p þ 1Þ=2: So from f1  g1 ðmod pn) we
obtain
ðx  yÞ þ a1 ð p þ 1Þa
2
þ ð p  1Þb
2
 
 b1
ð p þ 1Þc
2
þ ð p  1Þd
2
 
þ a2a  ð p þ 1Þc
2
 b3d  0;
ðmod pn). This implies p j a2a  ð pþ1Þc2  b3d: Now since a ¼ d and c ¼ k1p þ a for
some integer k1 we must have p j a2  b3  ð p þ 1Þ=2: This is impossible since
a2oð p þ 1Þ=2 and b3oð p  1Þ=2:
If ðu; wÞ ¼ ðb; cÞ; then u  w  0 ðmod pn) implies that b ¼ c: Since f2 ¼ f1 þ b and
g2 ¼ g1 þ c we have a2 ¼ ð p þ 1Þ=2 and b3 ¼ 0: So from f1  g1 ðmod pn) we obtain
ðx  yÞ þ a1 ð p þ 1Þa
2
þ ð p  1Þb
2
 
 b1
ð p þ 1Þc
2
þ ð p  1Þd
2
 
þ ð p þ 1Þa
2
 b2c þ a3b  0;
ðmod pn). This implies p j ð pþ1Þa
2
 b2c þ a3b: Now since b ¼ c and c ¼ k2p þ a for
some integer k2 we must have p j ð p þ 1Þ=2þ a3  b2: This is impossible since
a3oð p  1Þ=2 and b2oð p þ 1Þ=2:
Case 2: g1 follows g2 in the path Cyðc; dÞ:
Let f2  f1 þ u; and g1  g2 þ w; all modulo pn: Then f2  g2  f1  g1þ
u þ w ðmod pn). Thus u þ w  0 ðmod pn), which implies 2a  0 ðmod pÞ; a contra-
diction. This completes the proof. &
Theorem 4. Suppose that 0orop and let ½r	p ¼ fkAZq : k  r ðmod pÞg: Suppose
ai; biA½r	p; 1pippn1; with aiaaj and biabj for iaj: Let yi ¼ tpððpþ12 Þai þ ðp12 ÞbiÞ
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and Si ¼ f0; p; 2p;y; ð pyi1  1Þpg; 1pippn1: Then
Kqð½r	pÞ ¼
Xpn1
i¼1
s
X
xiASi
d Cxiðai; biÞ:
Proof. By the assumptions fa1; a2;y; aug ¼ fb1; b2;y; bug; where u ¼ pn1: By
Lemma 2,
P
xiASid Cxiðai; biÞ is a 2-factor of Kq for 1pippn1: By Lemma 3 if iaj;
then Cxiðai; biÞ and Cyj ðaj; bjÞ are edge disjoint. The graph Kqð½r	pÞ has pn1pn edges.
Now since each Cxiðai; biÞ is a subgraph of Kqð½r	pÞ the result follows. &
3. Matrix lemmas
Deﬁne
arði; jÞ ¼ p ð p þ 1Þi
2
þ ð p  1Þj
2
þ r
 
;
where 0orop; i; and j are integers. We note that if u ¼ i þ p1
2
and v ¼ j  pþ1
2
; then
arði; jÞ ¼ arðu; vÞ:
Now deﬁne the pn1
 pn1 matrix Frð p; nÞ ¼ ½bij	 by bij ¼ tpðarði; jÞÞ; 0pippn1  1
and 0pjppn1  1: It is easily checked that 1pbijpn: Appendix A shows an example
of Frð p; nÞ for p ¼ 3; n ¼ 4 and r ¼ 1:
Lemma 5. Each row (column) of Frð p; nÞ can be obtained by a fixed cyclic shift of the
previous row (column). Each row and column contains the integers 1; 2;y; n; with
exactly one entry n and exactly p  1 entries n  1:
Proof. The congruence p1
2
x  pþ1
2
ðmod pn1Þ has a unique solution x; 0oxopn1:
Consider row i; and the entry b0j in row 0 and column j: Let J be the least residue of
j  ix modulo pn1: Then
arði; JÞ  p p þ 1
2
i þ p  1
2
ð j  ixÞ þ r
 
 p 0  i þ p  1
2
j þ r
 
 arð0; jÞ ðmod pnÞ:
We see that row i is just row 0 shifted back ix places.
The second sentence follows from the fact that for ﬁxed i the numbers pþ1
2
i þ
p1
2
j þ r form a complete residue system modulo pn1 for 0pjopn1: &
Lemma 6. (1) Let bi1j1 ¼ n  1; bi2 j1 ¼ n and bi2 j2 ¼ m: Then bi1j2 ¼ m if mpn  2:
Moreover, if m ¼ n  1; then bi1j2 ¼ n  1 or bi1j2 ¼ n: (2) Let bi1j1 ¼ n  1; bi1j2 ¼ n
and bi2 j2 ¼ m: Then bi2 j1 ¼ m if mpn  2: Moreover, if m ¼ n  1; then bi2 j1 ¼ n  1
or bi2 j1 ¼ n:
ARTICLE IN PRESS
N.J. Cavenagh et al. / Journal of Combinatorial Theory, Series A 106 (2004) 255–275260
Proof. We prove Part (1) of this lemma. Part (2) can be proved similarly. By
assumption arði1; j1Þ ¼ k1pn1; arði2; j1Þ ¼ k2pn; and arði2; j2Þ ¼ k3pm; where none of
k1; k2; or k3 is divisible by p: Adding these equations, we obtain
p
ð p þ 1Þi1
2
þ ð p  1Þj2
2
þ r
 
þ 2p ð p þ 1Þi2
2
þ ð p  1Þj1
2
þ r
 
¼ k1pn1 þ k2pn þ k3pm:
Thus arði1; j2Þ ¼ k1pn1  k2pn þ k3pm: Now if mon  1; then
arði1; j2Þ ¼ pmðk1pnm1  k2pnm þ k3Þ;
so bi1j2 ¼ m: If m ¼ n  1; then arði1; j2Þ ¼ pn1ðk1  k2p þ k3Þ; so bi1j2 ¼ n  1 or
bi1j2 ¼ n: &
Lemma 7. If bi1j1 ¼ bi2 j2 ¼ n; then bi1j2 ¼ bi2 j1 :
Proof. Let bi1j2 ¼ m; so mon by Lemma 5. Now by assumption arði1; j1Þ ¼ k1pn;
arði2; j2Þ ¼ k2pn; and arði1; j2Þ ¼ k3pm; where none of k1; k2; or k3 is divisible by p:
Adding up these equalities we obtain
p
ð p þ 1Þi2
2
þ ð p  1Þj1
2
þ r
 
þ 2p ð p þ 1Þi1
2
þ ð p  1Þj2
2
þ r
 
¼ k1pn þ k2pn þ k3pm:
Thus arði2; j1Þ ¼ ðk1 þ k2Þpn  k3pm; and so bi2 j1 ¼ m: &
Let 0px; ypp  1: By the block position Bðx; yÞ of Frð p; nÞ we mean the cells of
Frð p; nÞ corresponding to the intersection of rows xpn2 þ s; 0psopn2 and columns
ypn2 þ t; 0ptopn2 of Frð p; nÞ:
Lemma 8. Let 0px; ypp  1; and let x0 and y0 be the least residues of x þ 1 and y þ 1
modulo p; respectively. Then the block positions Bðx; yÞ and Bðx0; y0Þ are identical.
Proof. First note that if ði; jÞ is a cell in the block position Bðx; yÞ; then ði þ pn2; j þ
pn2Þ; with the addition modulo pn1; is a cell in the block position Bðx0; y0Þ: Now if
xop  1 and yop  1; then i þ pn2opn1; j þ pn2opn1 and
arði þ pn2; j þ pn2Þ ¼ arði; jÞ þ pn:
Thus bi1j1 ¼ bij; where i1 ¼ i þ pn2 and j1 ¼ j þ pn2:
If x ¼ p  1 and yop  1; then i þ pn2 ¼ i2 þ pn1 for some
i2Af0; 1; 2;y; pn2  1g and j þ pn2opn1: Now we have arði2; j þ pn2Þ ¼ arði; jÞ þ
ð1p
2
Þpn: So bi2 j2 ¼ bij ; where j2 ¼ j þ pn2: The remaining cases are similar. &
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Lemma 9. The block position Bðx; xÞ of Frð p; nÞ for 0pxpp  1 and nX2 is identical
with Frð p; n  1Þ: In particular n  1 occurs precisely once in each row and column of
the block position Bðx; xÞ:
Proof. By Lemma 8 we only need to prove that the block position Bð0; 0Þ of Frð p; nÞ
is identical to Frð p; n  1Þ: We note that if ði; jÞ is a cell in the block position Bð0; 0Þ
of Frð p; nÞ; then 0pi; jppn2  1: Thus arði; jÞopn and therefore bijon: Now the
result follows by the deﬁnitions. &
Remark. The matrix Frð p; nÞ is an F -square. See [11] for the deﬁnition of F -squares.
Lemma 10. Let ði1; j1Þ be a cell in the block position Bðx; xÞ of Frð p; nÞ and let ði2; j2Þ
be a cell in the block position Bðy; yÞ of Frð p; nÞ: Let xay and bi1j1 ¼ bi2 j2 ¼ n  1: If
bi2 j1 ¼ n; then bi1j2 ¼ n  1: Similarly, if bi1j2 ¼ n; then bi2 j1 ¼ n  1:
Proof. First let bi2 j1 ¼ n: Clearly j1aj2: Without loss of generality assume j14j2:
By Lemma 6 either bi1j2 ¼ n  1 or bi1j2 ¼ n: We prove that bi1j2an: There
are j1  j2 cells from cell ði2; j2Þ to cell ði2; j1Þ in row i2: Now n occurs precisely
once in row i1 and by Lemma 5 row i1 can be obtained from row i2 by a shift.
Moreover, n  1 occurs precisely once in the intersection of row i1 and the block
position Bðx; xÞ and precisely once in the intersection of row i2 and the block
position Bðy; yÞ by Lemma 9. Thus the cell ði1; j1Þ is mapped to the cell ði2; j2Þ by the
shift which sends row i1 to row i2: Therefore, the unique cell in row i1 that contains n
is the cell ði1; j1 þ j1  j2Þ (addition modulo pn1). On the other hand if j1 þ j1  j2 
j2 ðmod pn1Þ; then j1  j2 ðmod pn1Þ: This implies that j1 ¼ j2 which is a contra-
diction. So bi1j2 ¼ n  1: Similarly, it can be shown that if bi1j2 ¼ n; then
bi2 j1 ¼ n  1: &
Let S be a set of cells of Frð p; nÞ: The set S is said to be independent if no two cells
in S occur in the same row or column of L: For 1pkpn we deﬁne
dkðSÞ ¼ jfði; jÞAS : cell ði; jÞ of Frð p; nÞ contains kgj:
Lemma 11. Let S be an independent set in Frð p; nÞ: Let ði1; j1ÞAS with bi1j1 ¼ n: If
bi2 j2 ¼ n; then there exists an independent set S0 in Frð p; nÞ such that ði2; j2ÞAS0 and
diðS0Þ ¼ diðSÞ for all 1pipn:
Proof. If ði2; j2ÞAS we take S0 ¼ S: Let ði2; j2ÞeS: By Lemma 5 row i2 of Frð p; nÞ
can be obtained by a shift from row i1: Moreover, since n occurs precisely once
in each row of Frð p; nÞ this shift sends cell ði1; j1Þ to cell ði2; j2Þ: If we take S0
the independent set obtained from S by this shift, then S0 is the required indepen-
dent set. &
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An independent set S in Frð p; nÞ is called useful if
(i) S has pn1 cells;
(ii) there exist ði1; j1Þ; ði2; j2ÞAS with bi1j1 ¼ n  1 and bi2 j2 ¼ m such that bi1j2 ¼ n
and bi2 j1 ¼ m or bi2 j1 ¼ n and bi1j2 ¼ m:
If in (ii) above man  1; then S is said to be very useful.
We say the four cells ði1; j1Þ; ði2; j2Þ; ði1; j2Þ and ði2; j1Þ of Frð p; nÞ form an
intercalate if bi1j1 ¼ bi2 j2 ¼ n  1 and bi1j2 ¼ bi2 j1 ¼ n: We note that by Lemmas 5 and
7 a cell ði; jÞ with bij ¼ n  1 is contained in a unique intercalate in Frð p; nÞ:
Lemma 12. Let S be an independent set with pn1 cells in Frð p; nÞ: If dn1ðSÞ is odd,
then S is useful.
Proof. By the assumption, there exists an intercalcate containing cells ði1; j1ÞAS and
ði2; j2ÞeS with bi1j1 ¼ bi2 j2 ¼ n  1: Let ði2; j3ÞAS; with bi2 j3 ¼ m: If mon  1; we are
done by Lemma 6. Otherwise m ¼ n  1 and bi1j3 is n  1 or n by Lemma 6. The latter
is impossible because bi1j2 ¼ n: Again S is useful. &
Lemma 13. Let S be a useful independent set in Frð p; nÞ: There exists an independent
set S0 such that diðS0Þ ¼ diðSÞ for 1pipn  2; dn1ðS0Þ ¼ dn1ðSÞ  1 and dnðS0Þ ¼
dnðSÞ þ 1:
Proof. Since S is a useful independent set by deﬁnition there exist ði1; j1Þ; ði2; j2ÞAS
with bi1j1 ¼ n  1 and bi2 j2 ¼ m such that bi1j2 ¼ n and bi2 j1 ¼ m or bi2 j1 ¼ n and
bi1j2 ¼ m: Without loss of generality we assume bi2 j1 ¼ n and bi1j2 ¼ m: Deﬁne
S0 ¼ ðS\fði1; j1Þ; ði2; j2ÞgÞ,fði1; j2Þ; ði2; j1Þg:
Then S0 is the required set. &
Lemma 14. Let S be an independent set in Frð p; nÞ with jSj ¼ pn1: If dn1ðSÞ ¼ 2;
then there exists an independent set S0 such that diðS0Þ ¼ diðSÞ for 1pipn  2;
dn1ðS0Þ ¼ 0 and dnðS0Þ ¼ dnðSÞ þ 2:
Proof. If S is useful, then the result follows by Lemmas 13 and 12. If S is not useful,
then the two cells of S which contain n  1 in Frð p; nÞ must be in an intercalate.
Remove these two cells from S and add the other two corners of this intercalate to S:
The new S is the required independent set. &
Applying Lemmas 12–14 we obtain the following result.
Lemma 15. Let S be an independent set in Frð p; nÞ with jSj ¼ pn1: If dn1ðSÞ ¼ 3;
then there exists an independent set S0 such that diðS0Þ ¼ diðSÞ for 1pipn  2;
dn1ðS0Þ ¼ dn1ðSÞ  a and dnðS0Þ ¼ dnðSÞ þ a; where a ¼ 1; 3:
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Lemma 16. Let S be a useful independent set in Frð p; nÞ: If dn1ðSÞ is even, then there
exists a useful independent set S0 such that diðS0Þ ¼ diðSÞ for 1pipn  2; dn1ðS0Þ ¼
dn1ðSÞ  1 and dnðS0Þ ¼ dnðSÞ þ 1:
Proof. Apply Lemmas 13 and 12. &
Lemma 17. Let S be a useful independent set in Frð p; nÞ such that diðSÞ ¼ 0 for
1pipn  2 and dn1ðSÞX4: Then there exist independent sets Sa of size pn1 with
dn1ðSaÞ ¼ dn1ðSÞ  a and dnðSaÞ ¼ dnðSÞ þ a for a ¼ 1; 2:
Proof. Since S is useful and its cells contain only the entries n  1 and n; there exist
ði1; j1Þ; ði2; j2ÞAS with bi1j1 ¼ n  1 and bi2 j2 ¼ n  1 such that fbi1j2 ; bi2 j1g ¼ fn 
1; ng: Without loss of generality, we assume bi1j2 ¼ n  1 and bi2 j1 ¼ n: Form S1 from
S by removing ði1; j1Þ and ði2; j2Þ and inserting ði1; j2Þ and ði2; j1Þ: Then dn1 is
decreased and dn increased by 1 and the statement is proved for a ¼ 1:
Now let bi3j2 ¼ n and ði3; j3ÞAS1 with bi3j3 ¼ n  1: By Lemma 6, bi1j3 is n  1 or n:
If bi1j3 ¼ n  1; then we get S2 by removing ði1; j2Þ and ði3; j3Þ from S1 and inserting
ði1; j3Þ and ði3; j2Þ:
If bi1j3 ¼ n; we pick ði4; j4ÞAS1\fði1; j2Þ; ði3; j3Þg with bi4j4 ¼ n  1: This is possible
since dn1ðS1ÞX3: Let bi5j4 ¼ n and ði5; j5ÞAS1 with bi5j5 ¼ n  1: Again by Lemma 6,
bi4j5 is n  1 or n:
If bi4j5 ¼ n  1; we get S2 from S1 by removing ði4; j4Þ and ði5; j5Þ and inserting
ði4; j5Þ and ði5; j4Þ:
If bi4;j5 ¼ n; we get S2 from S (not from S1) by removing ði4; j4Þ and ði5; j5Þ and
inserting ði4; j5Þ and ði5; j4Þ: &
Lemma 18. Let S be a very useful independent set in Frð p; nÞ with dn1ðSÞX2: Then
there exist independent sets Sa for a ¼ 1; 2 such that diðSaÞ ¼ diðSÞ for 1pipn  2;
dn1ðSaÞ ¼ dn1ðSÞ  a and dnðSaÞ ¼ dnðSÞ þ a: Moreover, either S1 or S2 is very
useful.
Proof. Since S is very useful by deﬁnition there exist cells ði1; j1Þ; ði2; j2ÞAS with
bi1j1 ¼ n  1 and bi2 j2 ¼ man  1 such that bi1j2 ¼ n and bi2 j1 ¼ m or bi2 j1 ¼ n and
bi1j2 ¼ m: Without loss of generality we assume bi2 j1 ¼ n and bi1j2 ¼ m: Deﬁne
S1 ¼ ðS\fði1; j1Þ; ði2; j2ÞgÞ,fði1; j2Þ; ði2; j1Þg:
Obviously, diðS1Þ ¼ diðSÞ for 1pipn  2; dn1ðS1Þ ¼ dn1ðSÞ  1 and dnðS1Þ ¼
dnðSÞ þ 1:
If S1 is very useful, then by Lemma 13 there exists an independent set S2 such that
diðS2Þ ¼ diðS1Þ for 1pipn  2; dn1ðS2Þ ¼ dn1ðS1Þ  1 and dnðS2Þ ¼ dnðS1Þ þ 1:
Thus S1 and S2 are the required independent sets.
If S1 is not very useful, we proceed as follows. Since dn1ðS1ÞX1 there is a cell
ði3; j3ÞAS1 with bi3j3 ¼ n  1: Assume bi4j3 ¼ n and ði4; j4ÞAS1: Since S1 is not very
useful, by Lemma 6 we have bi4j4 ¼ n  1 and hence ði1; j2Þaði4; j4Þ: Now if bi3j4 ¼ n
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we deﬁne
S2 ¼ ðS\fði3; j3Þ; ði4; j4ÞgÞ,fði3; j4Þ; ði4; j3Þg:
Then S1 and S2 are the required independent sets. Note that in this case S2 is very
useful because of the rectangle with corners ði1; j1Þ and ði2; j2Þ:
If bi3j4an we have bi3j4 ¼ n  1 by Lemma 6. Now deﬁne
S01 ¼ ðS\fði3; j3Þ; ði4; j4ÞgÞ,fði3; j4Þ; ði4; j3Þg:
Then diðS01Þ ¼ diðSÞ for 1pipn  2; dn1ðS01Þ ¼ dn1ðSÞ  1 and dnðS01Þ ¼ dnðS1Þ þ
1: Moreover S01 is very useful as in the previous case. Now the result follows by
Lemma 13. &
Lemma 19. Let S be an independent set in Frð p; nÞ with jSj ¼ pn1; and suppose every
cell of S belongs to a block position Bðx; xÞ for some xAf0; 1; 2;y; p  1g:
(1) If diðSÞ ¼ 0 for 1pipn  2; then S is useful.
(2) If diðSÞa0 for some 1pipn  2 and dn1ðSÞ40; then there exists a very useful
independent set S0 in Frð p; nÞ such that diðSÞ ¼ diðS0Þ for 1pipn:
Proof. Note that by Lemma 9 any block position Bðx; xÞ is identical to Frð p; n  1Þ
and so contains no entries n and one entry n  1 in each row and column.
(1) By the assumptions dn1ðSÞ ¼ pn1 which is an odd number. Thus the result
follows by Lemma 12.
(2) It is easy to see that there exists ði1; j1ÞAS with bi1j1 ¼ mon  1 in a block
position Bðx; xÞ and another cell in S in a block position Bðy; yÞ which contains the
value n  1; with yax:
Pick the cell ði1; j2Þ with bi1j2 ¼ n: Let ði1; j2Þ be in the block position Bðx; zÞ: Note
that zax: By Lemma 9 there is a unique cell ði2; j2Þ with bi2 j2 ¼ n  1 in the block
position Bðz; zÞ: If zay; then interchange the choices of cells in S in the block
positions Bðy; yÞ and Bðz; zÞ:
After this interchange the block position Bðz; zÞ contains a cell ði3; j3ÞAS with
bi3j3 ¼ n  1; and still bi2 j2 ¼ n  1; since the block positions Bðy; yÞ and Bðz; zÞ are
identical. By Lemma 11 we can reassign the cells in S in the block position Bðz; zÞ so
that bi2 j2AS; without changing the values of diðSÞ: Then by Lemma 6 we have
bi2 j1 ¼ m; and the rectangle with corners ði1; j1Þ and ði2; j2Þ makes the new S very
useful. &
Lemma 20. Let e1 and e2 be two nonnegative integers such that e1a1 and e1 þ e2 ¼ p:
Then there exists an independent set S in Frð p; 2Þ with d1ðSÞ ¼ e1 and d2ðSÞ ¼ e2:
Proof. The case p ¼ 3 is easily checked directly.
Now assume p43: If e1 ¼ 0 we just take S to be the cells containing 2:
Replacing two of these cells with the remaining corners of the rectangle takes care
of the case e1 ¼ 2: Thus we can assume e142: Let k be the largest odd integer
not exceeding e1: Note that kX3: We start with the independent set with p
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entries 1 formed by taking the cell just to the right of each cell of Frð p; 2Þ that
contains 2. By applying Lemmas 12 and 17, repeatedly, with a ¼ 2 we can ﬁnd
independent sets S1; S2;y with ðd1ðSiÞ; d2ðSiÞÞ equal ð p  2; 2Þ; ð p 
4; 4Þ;y; ðk; p  kÞ: This is possible because each integer p  2i is odd and k þ
2X5: Now if e1 is odd, then k ¼ e1 and we are done. If e1 is even we apply Lemma 17
one more time with a ¼ 1: &
The following result appears in [8, p. 172].
Lemma 21. If r1; r2;y; rm and s1; s2;y; sn are nonnegative integers with
P
i ri ¼P
j sj; then there exists an m 
 n matrix of nonnegative integers with row sums ri and
column sums sj:
Let e1; e2;y; en be nonnegative integers and let w be the smallest value of i such
that eia0: If ew41; then the sequence e1; e2;y; en is called a conforming sequence.
Lemma 22. Let n; m; and t be positive integers and suppose e1; e2;y; en is conforming
and
P
ei ¼ mt: Then there exists an n 
 t matrix ½ fij 	 such that each column is
conforming and has sum m and
Pt
j¼1 fij ¼ ei; 1pipn if mXn þ 2 and ðm  2ÞtXk;
where k is the number of i such that ei is odd.
Proof. Assume ðm  2ÞtXk; so that mX2 and mX3 if any ei is odd. We will try to
ﬁll in the rows of the desired matrix from the top until we can apply the previous
theorem. We can clearly assume that ei40 for all i: Let ri ¼ ei for all i and sj ¼ m for
each j: If e1X2t; let r01 ¼ r1  2t; r0i ¼ ei for i41; and s0j ¼ sj  2 for all j: We apply
the previous theorem to the row sums r01; r
0
2;y; r
0
n and column sums s
0
1; s
0
2;y; s
0
t to
get a matrix ½ f 0ij 	: Now deﬁning f1j ¼ f 01j þ 2 for all j and fij ¼ f 0ij for i41 and all j
produces the desired matrix.
Otherwise e1o2t: In this case we deﬁne f11 to be 3 or 2 according as e1 is odd or
even, and set f1j ¼ 2 for 2pjpIe1=2m: Set f1j ¼ 0 for the remaining t  Ie1=2m
values of j:
Now if e2X2ðt  Ie1=2mÞ we deﬁne r02 ¼ r2  2ðt  Ie1=2mÞ; and r0i ¼ ri for i42:
Set s0j to be sj  f1j for 1pjpIe1=2m and sj  2 for Ie1=2mojpt: Apply Lemma 21
with row sums r0i and column sums s
0
j to get a matrix ½ f 0ij 	 with row sums r02; r03;y; r0n
and column sums s01; s
0
2;y; s
0
t: Now setting f2;j to be f
0
2;j for 1pjpIe1=2m and f 02j þ 2
for j4Ie1=2m; and fij ¼ f 0ij for i42; 1pjpt; produces the desired matrix.
If e2o2ðt  Ie1=2mÞ; then we deﬁne f2j to be 0 for 1pjoIe1=2m; 1 or 0 according
as e2 is odd or even for j ¼ Ie1=2m; 2 for Ie1=2mojpIe1=2mþ Ie2=2m; and 0 for
j4Ie1=2mþ Ie2=2m:
We continue in this way. Notice that we ﬁll in Ie1=2m entries X2 in the ﬁrst row,
Ie2=2m such entries in new columns in the 2nd row, etc. Note that if ei is odd for i41
we put a 1 in a column whose ﬁrst nonzero entity is a 2 or 3. This happens at most
n  1 times, and is possible since n  1þ 3pm: The process gives the desired matrix
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so long as
P
Iei=2mXt: But by assumption mtXk þ 2t; and so
Xn
i¼1
ei
2
j k
¼ k
2
þ
Xn
i¼1
ei
2
¼ k þ mt
2
X
k þ k þ 2t
2
¼ t:
This completes the proof. &
4. The main theorems
If a graph G of order pn has a factorization into e1 Cpn -factors, e2 Cpn1 -factors,
y; en Cp-factors, then we say G has a ðe1; e2;y; enÞ-factorization.
Theorem 23. Let e1; e2;y; en be a conforming sequence such that
Pn
i¼1 ei ¼ pn1:
Then there exists an independent set S in Frð p; nÞ with diðSÞ ¼ ei for 1pipn:
Proof. The proof is by induction on n: If n ¼ 1 the result is trivial, and n ¼ 2 is
Lemma 20. Now we assume the statement is true for n  1X2 and will prove it for n:
Deﬁne e0i ¼ ei for 1pipn  2; e0n1 ¼ en1 þ en and e0n ¼ 0: Obviously,
Pn
i¼1 e
0
i ¼
pn1: We use Lemma 22 with t ¼ p; ri ¼ e0i; 1pipn; and m ¼ pn2: Note that ðm 
2ÞtXð3n2  2Þ3XnXk: The condition mXn þ 2 is satisﬁed unless p ¼ n ¼ 3; for
which the conclusion of Lemma 22 still holds since e03 ¼ 0: Thus there exists an n 
 p
matrix ½ fij	 such that each column is conforming and has sum pn2 and the ith row
has sum e0i; 1pipn:
Now since the block position Bðx; xÞ of Frð p; nÞ for 0pxpp  1 is identical with
Frð p; n  1Þ (see Lemma 9) by the induction hypothesis there exists an independent
set S0x in the block position Bðx; xÞ of Frð p; nÞ such that diðS0xÞ ¼ fi;xþ1 for 0pxpp 
1: Deﬁne S0 ¼ Sp1x¼0 S0x: Then diðS0Þ ¼Pp1x¼0 diðS0xÞ ¼Pp1x¼0 fi;xþ1 ¼ e0i; 1pipn:
First we consider the case when ei ¼ 0 for 1pipn  2: Then en1a1 by the
assumptions. If en1 ¼ 0 we just take S to be the cells containing n: If en1 ¼ 2; then
choose a cell ði1; j1Þ containing n  1: Let bi1j2 ¼ bi2 j1 ¼ n: Then bi2 j2 ¼ n  1 by
Lemma 7. Thus replacing ði2; j1Þ and ði1; j2Þ with ði1; j1Þ and ði2; j2Þ in the set S just
mentioned gives the desired independent set.
Thus we can assume en142: Let k be the largest odd integer not exceeding en1:
Note that kX3: We start with the set S0 constructed above, for which dn1ðS0Þ ¼ pn1
and dnðS0Þ ¼ 0: By applying Lemmas 19 and 17 repeatedly with a ¼ 2 we can ﬁnd
independent sets S1; S2;y with ðdn1ðSiÞ; dnðSiÞÞ equal ð pn1  2; 2Þ; ð pn1 
4; 4Þ;y; ðk; pn1  kÞ: This is possible because each integer pn1  2i is odd and
k þ 2X5: Now if en1 is odd, then k ¼ en1 and we are done. If en1 is even we apply
Lemma 17 one more time with a ¼ 1:
If diðS0Þa0 for some 1pipn  2; then by Lemma 19 Part (2) there exists a very
useful independent set S00 in Frð p; nÞ such that diðS0Þ ¼ diðS00Þ for 1pipn: Now we
can apply Lemma 18 repeatedly to produce the required S from S00: &
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Theorem 24. Let e1; e2;y; en be a conforming sequence such that
Pn
k¼1 ek ¼ pn1; and
let r be an integer not divisible by p: Then Kqð½r	pÞ has a ðe1; e2;y; enÞ-factorization.
Thus Cp
pn1 has a ðe1; e2;y; enÞ-factorization.
Proof. By Theorem 23 there exists an independent set S in Frð p; nÞ with
dkðSÞ ¼ ek for 1pkpn: Given i; 0piopn1; there is a unique j such that the cell
ði; jÞ is in S: Let Ai ¼ pi þ r and Bi ¼ pj þ r: Since S is an independent set it follows
that AiaAI and BiaBI whenever iaI : Note that tpðð pþ1ÞAi2 þ ð p1ÞBi2 Þ ¼ tpð pðð pþ1Þi2 þ
ð p1Þj
2
þ rÞÞ ¼ bij: Now the result follows from Lemma 2 and Theorem 4. We already
noted in the discussion preceding Lemma 1 that Kqð½r	pÞ is isomorphic to
Cp
pn1 : &
Theorem 25. Let e1; e2;y; en be a conforming sequence such that
Pn
i¼1 ei ¼ pn1
ð p  1Þ=2: Then Kp
pn1 has a ðe1; e2;y; enÞ-factorization.
Proof. Note that if n ¼ 1; then Kp
pn1 is just Kp; which is known to have a
decomposition into Hamiltonian cycles since p is odd (see [7, p. 119]). Thus we can
assume nX2: Likewise if p ¼ 3; then Kp
pn1 ¼ Cp
pn1 and the previous theorem
applies. Thus we assume pX5:
We apply Lemma 22 with t ¼ ð p  1Þ=2 and m ¼ pn1: Note that ðm 
2ÞtXð5n1  2Þð5 1Þ=2XnXk: Thus there exists a t 
 n matrix ½ fij	 with conform-
ing columns with sum m such that the ith row has sum ei; 1pipn: By the previous
theorem Kð½r	pÞ has a ð f1r; f2r;y; fnrÞ-factorization, 1prpð p  1Þ=2: The union of
these is a ðe1; e2;y; enÞ-factorization for Kp
pn1D
Pð p1Þ=2
r¼1s Kð½r	pÞ: &
Lemma 26. Let e1; e2;y; en be a conforming sequence with e1 ¼ pn1  ðn  2Þ andPn
i¼1 ei ¼ pn1: Then there exists an independent set S in Frð p; nÞ with diðSÞ ¼ ei for
1pipn: Moreover, at least n  2 of the cells of S are of the form ð j; jÞ:
Proof. First note that the cell ða; aÞ of Frð p; nÞ contains 1 for 0paopn1: Now if
n ¼ 2; then
S ¼ fða; aÞ j 0paopg
is the required independent set. For nX3 we proceed as follows. Consider the
sequence e01 ¼ pn2  ðn  2Þ; e0j ¼ ej for 2pjpn  2 and e0n1 ¼ en1 þ en: Since
nX3 this is a conforming sequence with
Pn1
i¼1 e
0
i ¼ pn2: By Theorem 23 there is an
independent set S1 in Frð p; n  1Þ such that diðS1Þ ¼ e0i for 1pipn  1: Let S2 be the
set of cells in the block position ð p  1; p  1Þ of Frð p; nÞ which correspond to the
cells in S1 (see Lemma 9). Deﬁne
S3 ¼ S2,fða; aÞ j 0paoð p  1Þpn2g:
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Then S3 is an independent set in Frð p; nÞ with diðS3Þ ¼ ei for 1pipn  2; dn1ðS3Þ ¼
en1 þ en and dnðS3Þ ¼ 0: Moreover, at least ð p  1Þpn2 cells of S3 are on the main
diagonal of Frð p; nÞ:
Next we will decrease dn1ðS3Þ by en and increase dnðS3Þ by en: If enX1; then
there is a cell in S3; say ði1; j1Þ; which contains n  1: Let ði2; j1Þ contain n in Frð p; nÞ:
Since ði2; i2Þ contains 1; from Lemma 6 the cell ði1; i2Þ also contains 1: Note that the
cell ði2; i2Þ is in S3\S2 since the block position ð p  1; p  1Þ has no cell containing n
by Lemma 9. Deﬁne S4 ¼ ðS3\fði2; i2Þ; ði1; j1ÞgÞ,fði1; i2Þ; ði2; j1Þg: Since enpn 
2opn2 and n occurs exactly once in each column of Frð p; nÞ (see Lemma 5) we can
apply the above process en times to ﬁnd an independent set S in Frð p; nÞ with
diðSÞ ¼ ei for 1pipn: Moreover, S has at least ð p  1Þpn2  ðn  2Þ cells on the
main diagonal. Now the result follows by the fact that ð p  1Þpn242ðn  2Þ
for nX3: &
Corollary 27. Let e1; e2;y; en be a conforming sequence with e1 ¼ pn1  ðn  2Þ andPn
i¼1 ei ¼ pn1; and suppose 0orop: Then Kqð½r	pÞ has a ðe1; e2;y; enÞ-factorization.
Moreover, at least n  2 of the Cpn-factors contain only edges of a single length (which
will differ in different factors).
Proof. By Lemma 26 there exists an independent set S in Frð p; nÞ with dkðSÞ ¼ ek
for 1pkpn: The ﬁrst part of this corollary has a similar proof to Theorem 24.
Moreover, S has at least n  2 cells on the main diagonal of Frð p; nÞ: Note that a cell
ða; aÞ in S leads to a Cpnþ11 -factor of Kq which contains only edges of length
minfpaþ r; q  ð paþ rÞg (see Lemma 2 and Theorem 4). This completes the
proof. &
Corollary 28. Let e1; e2;y; en be a conforming sequence with e1 ¼ pn1ð p  1Þ=2
ðn  2Þ and Pni¼1 ei ¼ pn1ð p  1Þ=2: Then Pð p1Þ=2r¼1s Kqð½r	pÞ has a ðe1; e2;y; enÞ-
factorization in which at least pn1ð p  3Þ=2þ n  2 of the Hamiltonian cycle factors
counted by e1 contain edges of a single length.
Proof. By Lemma 1 if p does not divide r the graph Kqð½r	pÞ has a factorization into
pn1 Hamiltonian cycles, each of which consists of all edges of a single length. We do
this for 2prpð p  3Þ=2; and use Lemma 26 on Kqð½1	pÞ: &
Lemma 29. Let e1; e2;y; en be a conforming sequence such that
P
ei ¼ a þ b; where a
and b are integers greater than 1. Suppose e1pb  n þ 2: Then there exist conforming
sequences f1; f2;y; fn and g1; g2;y; gn such that
P
fi ¼ a;
P
gi ¼ b; fi þ gi ¼ ei;
1pipn; and f1 ¼ 0:
Proof. We can assume eia0 for all i: Note that
Pn
2 ei ¼ a þ b  e1Xa þ b  ðb 
n þ 2ÞX2þ n  2 ¼ n; and so ei41 for some i; 2pipn: Let k be the smallest integer
greater than 1 such that ek41: Thus ei ¼ 1 for 2piok:
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Let r1 ¼ ek  2; ri ¼ eiþk1; 2pipn  k þ 1; s1 ¼ a  2; and s2 ¼ b  e1  ðk 
2ÞXb  ðb  n þ 2Þ  ðk  2Þ ¼ n  kX0: Note that Pnkþ11 ri ¼Pnk ei  2 ¼ a þ
b Pk11 ei  2 ¼ s1 þ s2: Thus by Lemma 21 we can ﬁnd an ðn  k þ 1Þ 
 2 matrix
½tij 	 of nonnegative integers with row sums ri and column sums sj:
Now deﬁne
fi ¼
0 1piok
2þ t11 i ¼ k
tikþ1;1 koipn
8><
>: and gi ¼
ei 1piok;
tikþ1;2 kpipn:

It is easily checked that the sequences f1; f2;y; fn and g1; g2;y; gn satisfy the
conditions of this lemma. &
Note that if we know ej ¼ 0; 2pjpn; in the previous lemma, then the upper bound
on e1 can be increased by one (as if we had a sequence of length n  1). We thus have
the following corollary.
Corollary 30. Let e1; e2;y; en be a conforming sequence such that
P
ei ¼ a þ b;
where a and b are integers greater than 1. Let l denote the number of i41
such that ei40: Suppose e1pb  lþ 2: Then there exist conforming sequences
f1; f2;y; fn and g1; g2;y; gn such that
P
fi ¼ a;
P
gi ¼ b; fi þ gi ¼ ei; 1pipn; and
f1 ¼ 0:
The following theorem can be found in [6]
Theorem 31. Every 4-regular connected Cayley graph on a finite abelian group can be
decomposed into two Hamiltonian cycles.
Our next result is similar. Let m and k be positive integers and consider a
graph G with vertex set Zmk: For any integer i we deﬁne G þ i to be the graph
on the same vertex set such that fu þ i; v þ ig is an edge of G þ i if and
only if fu; vg is an edge of G: If v1; v2;y; vn are distinct vertices, we denote
the path with vertices v1; v2;y; vn and edges fvi1; vig; 2pipn; by ½v1; v2;y; vn	;
and the corresponding n-cycle formed by adjoining the edge fvn; v1g by
ðv1; v2;y; vnÞ:
Theorem 32. Let m and k be positive integers, with kX3 and m odd. Suppose C is a k-
cycle with vertex set f0; m; 2m;y; ðk  1Þmg; considered as a subset of Zmk: Let G be
the 4-regular graph formed by the union of the k-cycles C; C þ 1;y; C þ ðm  1Þ and
the mk-cycle ð0; 1; 2;y; mk  1Þ: Then G can be decomposed into two Hamiltonian
cycles.
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Proof. Let C ¼ ðv0; v1; v2;y; vk1Þ; where v0 ¼ 0: By reﬂecting C if necessary
we can assume 0ov1ov2omk: Let P be the path ½v2; v3;y; vk1; v0	 in C:
We denote the path P þ i ¼ ½v2 þ i; v3 þ i;y; vk1 þ i; i	 by 1v2 þ i; iU; and
the path consisting of the same vertices in reverse order by 1i; v2 þ iU: Let Q
denote the path ½v1 þ m  1; v1 þ m  2;y; v1 þ 1; v1	: Our ﬁrst Hamiltonian cycle
H1 is made up of the consecutive paths (to be read horizontally) in the following
array.
½0; 1	 11; v2 þ 1U ½v2 þ 1; v2 þ 2	 1v2 þ 2; 2U
½2; 3	 13; v2 þ 3U ½v2 þ 3; v2 þ 4	 1v2 þ 4; 4U
^ ^ ^ ^
½m  3; m  2	 1m  2; v2 þ m  2U ½v2 þ m  2; v2 þ m  1	 1v2 þ m  1; m  1U
½m  1; v1 þ m  1	 Q ½v1; v2	 1v2; 0U
Notice that the ﬁrst column contains the vertices 0; 1;y; m  1; the third column
contains the vertices v2; v2 þ 1;y; v2 þ m  1; the path Q contains the vertices
v1; v1 þ 1;y; v1 þ m  1; and the second and fourth columns contain the
vertices vj; vj þ 1;y; vj þ m  1; for 3pjpk  1: Thus all vertices in Zmk are
included. Since P contains k  2 edges and Q contains m  1 edges we easily
compute that the path described above contains mk edges. Thus H1 is a Hamiltonian
cycle.
It remains to show that H2; the complement of H1 in G; is also a Hamiltonian
cycle. We deﬁne the paths R ¼ ½m; m þ 1;y; v1	; S ¼ ½v1 þ m; v1 þ m þ 1;y; v2	;
and T ¼ ½0; mk  1; mk  2;y; v2 þ m	: Note that R; S; and T contain a total of
ðk  3Þm edges, all of which are in H2: Denote the path ½i; v1 þ i; v2 þ i	 by /i; v2 þ
iS; and the reverse path by/v2 þ i; iS: Note that these paths lie in H2 for 1pipm  2:
The only other edges in H2 are fi; i þ 1g for i odd, 1pipm  2 (occurring in the ﬁrst
column below), fv2 þ i; v2 þ i þ 1g for i even, 0pipm  3 (third column), fm 
1; mg (second column), fv1 þ m  1; v1 þ mg (ﬁrst column), fv2 þ m  1; v2 þ mg
(second column), f0; v1g (fourth column), and fv1 þ m  1; v2 þ m  1g (third
column).
We take H2 to consist of the consecutive paths in the following array.
T ½v2 þ m; v2 þ m  1	 ½v2 þ m  1; v1 þ m  1	
½v1 þ m  1; v1 þ m	 S ½v2; v2 þ 1	 /v2 þ 1; 1S
½1; 2	 /2; v2 þ 2S ½v2 þ 2; v2 þ 3	 /v2 þ 3; 3S
½3; 4	 /4; v2 þ 4S ½v2 þ 4; v2 þ 5	 /v2 þ 5; 5S
^ ^ ^ ^
½m  4; m  3	 /m  3; v2 þ m  3S ½v2 þ m  3; v2 þ m  2	 /v2 þ m  2; m  2S
½m  2; m  1	 ½m  1; m	 R ½v1; 0	
This completes the proof. &
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As a corollary to Theorem 32 we have the following.
Corollary 33. Let C be a pn1-cycle with vertex set f0; p; 2p;y; pn  pg; considered
as a subset of Zq: Let GðC; pÞ be the 4-regular graph of order pn formed by the union
of the pn1-cycles C þ 0; C þ 1;y; C þ ð p  1Þ and the q-cycle KqðfagÞ;
where gcdða; pÞ ¼ 1: Then GðC; pÞ may be decomposed into two Hamiltonian cycles
of Kq:
Proof. In Theorem 32 take k ¼ pn1 and m ¼ p: Since gcdða; pÞ ¼ 1 we can relabel
the vertices of GðC; pÞ in such a way that the resulting graph is the union of the
pn1-cycles C0 þ 0; C0 þ 1;y; C0 þ ð p  1Þ and the q-cycle Kqðf1gÞ: Moreover, the
vertex sets of C0 and C remain unchanged. Now apply Theorem 32 and then return
to the original labeling for the vertices. &
We are now ready to prove our main theorem. We state it in general terms.
Main Theorem. Let p be an odd prime and let n be a nonnegative integer. Let
e1; e2;y; en be nonnegative integers with
Pn
i¼1 ei ¼ ð pn  1Þ=2: Let w be the smallest
value of i such that eia0: Assume ew41: Then Kpn can be factored into e1 Cpn -factors,
e2 Cpn1 -factors,y; and en Cp-factors.
Proof. The proof is by induction on n: If n ¼ 1; then for each integer
a; 0oaop=2; the graph KpðfagÞ is a p-cycle, and so the statement is true for
n ¼ 1: Now assume the statement is true for n  1: Let e1; e2;y; en be a con-
forming sequence with sum ð pn  1Þ=2: Let q ¼ pn and let G be the complete
graph on the multiples of p in Zq (thus G is isomorphic to Kpn1 ), and let G
 ¼Pp1
j¼0d ðG þ jÞ:
Case 1: e1ppn1ð p  1Þ=2 ðn  2Þ:
By Lemma 29 with a ¼ ð pn1  1Þ=2 and b ¼ pn1ð p  1Þ=2; the sequence
e1; e2;y; en can be split into two conforming sequences f1; f2;y; fn and
g1; g2;y; gn such that f1 ¼ 0;
Pn
k¼1 fk ¼ ð pn1  1Þ=2;
Pn
k¼1 gk ¼ pn1ð p  1Þ=2;
and fi þ gi ¼ ei; for 1pipn: By Theorem 25, Kp
pn1 has a ðg1; g2;y; gnÞ-
factorization. By the induction hypothesis, G has a ð0; f2;y; fnÞ-factorization, and
thus G has a ð0; f2;y; fnÞ-factorization. Since Kq ¼ Kp
pn1 þs G; we have the
desired 2-factorization.
Case 2: pn1ð p  1Þ=2 ðn  3Þpe1ppn1ð p  1Þ=2þ 1:
Let e1 ¼ pn1ð p  1Þ=2 ðn  3Þ þ h: We will consider three subcases.
Case 2.1: h ¼ 0 and e2 ¼ 0:
Since e2 ¼ 0; Corollary 30 can be used, with a ¼ ð pn1  1Þ=2 and b ¼ pn1
ð p  1Þ=2; to split the sequence e1; e2;y; en in the same way as in Case 1.
Case 2.2: h ¼ 0 and e240:
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Set a ¼ ð pn1  1Þ=2 2; b ¼ pn1ð p  1Þ=2; e01 ¼ e1  1; e02 ¼ e2  1; and
e0i ¼ ei for 3pipn: By Lemma 29 the sequence e01; e02;y; e0n; can be split into
two conforming sequences f1; f2;y; fn and g1; g2;y; gn such that
P
fi ¼ a;P
gi ¼ b; fi þ gi ¼ e0i; 1pipn; and f1 ¼ 0: By Corollary 28,
Pð p1Þ=2
r¼1s Kqð½r	pÞ
has a ðe01; g2;y; gnÞ-factorization such that at least pn1ð p  3Þ=2þ n  2 of
the Cpn -factors contain edges of only one length. By the induction hypothesis, G

has a ð0; f2 þ 2; f3;y; fnÞ-factorization. Thus we have a ðe1  1; e2 þ 1; e3; e4;y; enÞ-
factorization of Kq in which at least p
n1ð p  3Þ=2þ n  2 of the Cpn -factors use
edges of only one length. This number is positive since in this subcase ð p; nÞ ¼ ð3; 2Þ
implies e1 ¼ 4; which contradicts e240: We now use Corollary 33 to reduce the
number of Cpn1 -factors by 1 and increase the number of Cpn-factors by 1. This yields
the required 2-factorization.
Case 2.3: h40: Set a ¼ ð pn1  1Þ=2 h  1; b ¼ pn1ð p  1Þ=2; e01 ¼ e1  h  1;
and e0i ¼ ei for 2pipn: By Lemma 29 the sequence e01; e02;y; e0n; can be split into two
conforming sequences f1; f2;y; fn and g1; g2;y; gn such that
P
fi ¼ a;
P
gi ¼ b; fi þ
gi ¼ e0i; 1pipn; and f1 ¼ 0: By Corollary 28,
Pð p1Þ=2
r¼1s Kqð½r	pÞ has a ðe01; g2;y; gnÞ-
factorization such that at least pn1ð p  3Þ=2þ n  2 of the Cpn -factors contain
edges of only one length. It can be checked that this number is at least h: By the
induction hypothesis, G has a ð0; f2 þ h þ 1; f3;y; fnÞ-factorization. We proceed as
in Case 2.2.
Case 3: e14pn1ð p  1Þ=2þ 1:
Let e1 ¼ pn1ð p  1Þ=2þ h: Note that h41: We apply the induction hypothesis to
the sequence e2 þ h; e3;y; en to obtain a ð0; e2 þ h;y; enÞ-factorization of G: Let
D¼fr : 1prpð pn  1Þ=2; rc0ðmod pÞg: Note that Kp
pn1¼KqðDÞ ¼
P
rADs KqðfrgÞ¼Ppn1ð p1Þ=2
i¼1s Cpn : Since Kq ¼Kp
pn1 þs G; we have a ð pn1ð p1Þ=2; e2þh; e3;y;enÞ-
factorization of Kq in which each Cpn-factor is a KqðfrgÞ; rAD: We then reduce the
number of Cpn1 -factors and increase the number of Cpn-factors by h by using
Corollary 33 h times. Again, this yields the required 2-factorization and completes
the proof. &
5. Concluding remarks
Let ew be the ﬁrst nonzero entry in the sequence e1; e2;y; en in the above theorem.
If ew ¼ 1; then our method of proof will not work. It is easy to check that K9 cannot
be factored into one C9 and three C3-factors. However, K25 can be factored into one
C25-factor and 11 C5-factors as seen in the appendix. Although we are currently able
to ﬁnd some ð0;y; 0; 1; ewþ1;y; enÞ-factorizations of Kpn for various values of p; n
and w; our methods are not general enough to justify inclusion in this manuscript.
Finally, we wish to thank Peter Adams for his help in ﬁnding the 2-factorization of
K25 presented in the appendix.
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Appendix
An example of Frð p; nÞ for p ¼ 3; n ¼ 4 and r ¼ 1:
1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4
2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1
1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1
1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2
3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1
1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1
1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2
2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1
1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1
1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3
2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1
1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1
1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2
4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1
1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1
1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2
2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1
1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1
1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3
2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1
1 2 1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1
1 1 3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2
3 1 1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1
1 2 1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1
1 1 2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2
2 1 1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1
1 4 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1 1 3 1 1 2 1 1 2 1
A decomposition of K25 into one C25 and eleven C5-factors.
* Vertices are labelled 0–24.
* The Hamiltonian cycle is (0,1,2,3,y,24).
* Each line of the following represents a C5 factor of K25:
(5,18,14,9,22) (8,16,10,12,19) (11,15,24,17,23) (1,20,7,4,13) (2,6,21,3,0)
(6,16,14,19,22) (9,17,15,21,24) (10,20,11,13,23) (3,1,18,0,5) (4,2,7,12,8)
(7,11,17,13,22) (8,18,9,15,20) (12,16,21,19,23) (0,10,3,6,4) (5,1,14,2,24)
(3,15,12,5,20) (10,19,11,14,22) (13,21,18,16,24) (0,9,2,17,7) (23,8,6,1,4)
(2,22,17,5,23) (8,10,24,19,15) (12,14,20,13,18) (1,9,3,7,21) (4,11,6,0,16)
(3,23,20,18,24) (4,17,19,16,22) (5,9,13,8,14) (10,7,1,15,6) (12,21,0,11,2)
(0,8,1,10,13) (2,5,7,9,16) (3,11,18,4,19) (6,12,22,15,23) (14,21,17,20,24)
(0,12,1,11,22) (2,8,24,6,20) (3,17,14,23,18) (4,9,21,10,15) (5,13,19,7 ,16)
(0,14,3,12,20) (1,17,6,9,19) (2,18,10,4,21) (5,8,22,24,11) (7,15,13,16,23)
(0,15,5,21,23) (1,16,20,4,24) (2,10,14,6,19) (3,13,7,18,22) (8,11,9,12,17)
(0,17,10,5,19) (1,22,20,9,23) (2,13,6,18,15) (3,8,21,11,16) (4,12,24,7,14)
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