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Robust Stabilization of A Wheeled Mobile Robot Using Model
Predictive Control Based on Neuro-dynamics Optimization
Hanzhen Xiao, Zhijun Li Senior Member, IEEE, Chenguang Yang Senior Member, IEEE,
Lixian Zhang, Peijiang Yuan, Liang Ding, Tianmiao Wang
Abstract—In this paper, a robust model predictive control
(MPC) scheme using neural network based optimization has been
developed to stabilize a physically constrained mobile robot. By
applying a state scaling transformation, the intrinsic controlla-
bility of a mobile robots can be regained by incorporation into
the control input u1 an additional exponential decaying term.
An MPC based control method is then designed for the robot
in the presence of external disturbances. The MPC optimization
can be formulated as a convex nonlinear minimization problem
and a primal-dual neural network (PDNN) is adopted to solve
this optimization problem over a finite receding horizon. The
computational efficiency of MPC has been improved by the
proposed neuro-dynamic approach. Experimental studies under
various dynamic conditions have been performed to demonstrate
the performance of the proposed approach.
Index Terms—Robust nonholonomic mobile robots, Scaling
transformation, Model predictive control(MPC), Primal-dual
neural network (PDNN).
I. INTRODUCTION
Wheeled mobile robots are playing an important role in
social application [1]. Their dynamics under nonholonomic
constraints can be formulated into a chained form. However,
in accordance to the well known Brockett theorem [2], one
cannot apply the differentiable, or even continuous, pure-
state feedback to stabilize a nonholonomic systems of motion
constraints to a specified posture [3]. Thus, it is generally a
challenging task to develop a proper controller to stabilize
nonholonomic mobile robots, though much effort from the
control community has been devoted to solve these problems.
In recent decades, in order to achieve stabilization or
tracking control of the mobile robots, as well as more general
nonholonomic chained systems, many methods have been
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proposed for new development of suitable time-varying con-
trollers. In [4], a receding horizon controller was developed
for mobile robot regulation under nonholonomic constraints,
by incorporation of a terminal-state region and a terminal-state
penalty into the optimization constraints, and the cost function,
respectively. In [5], another receding horizon controller was
designed for the mobile robot to track a specified trajectory.
In [6], a robot formation algorithm based on MPC was
presented. To reduce the computational time, a suboptimal
stable solution is used in the MPC. In [7], a transverse function
based approach is utilized to tracking control of any reference
trajectories even fixed-points and non admissible trajectories.
In [8], both trajectory tracking and stabilizing to a point have
been achieved with exponential convergence rate. To solve the
problem of track slipping, in [9], a model perturbation that
violates the pure nonholonomic constraints was considered and
a feasible solution was developed. For a class of nonholonomic
mobile robots, in [10], the saturated practical stabilization
problem was addressed based on visual servoing feedback
with uncertain camera parameters. The singularity problem
caused by the state or input transformation can be avoided by
the original system based switching control. In [11], an inte-
gral sliding mode controller was developed for the trajectory
tracking of a nonholonomic mobile robot, in its inner loop,
an improved velocity saturated controller based on hyperbolic
tangent function is combined. In [14]–[16], the vector field
feedback control approach was proposed for the mobile robot
to achieve position stabilization, planned trajectory tracking
and obstacles avoidance can be also combined. However, the
constrains of states and control input were not considered in
the control methods. In [17], an exponential decaying term was
integrated into control inputs for driving the system state away
from the singular manifold. In [18], by applying the chained
form of nonholonomic mobile robot, an additive function
explicitly depending on time was incorporated into the input to
ensure controllability. However, the above reported works on
the stabilization of nonholonomic mobile robots have not con-
sidered the internal constraints, including actuator saturation,
velocity increment limitation, and boundaries of the robot’s
dynamics state. Although a variety of approaches stabilizing
nonlinear systems under state constraints have been proposed
in [19], [20], [21] and [22], where the constraints can be either
as non-physical constraints in performance requirements or
physical constraints as in actuators, these proposed approach
apparently cannot applied to nonholonomic systems.
In the past two decades, MPC has contributed significantly
to explicitly optimize the overall performance of control
system. In each sampling interval, the control input can be
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obtained by solving a finite-horizon constrained optimization
problem obtained from the MPC method, and the current
state is used as an initial state [23]. A feature of MPC-
based approaches is that they can take into account various
inequality constraints, and thus are able to enhance insensi-
tivity to parameter variation and external disturbances [24].
In addition, for mobile robot, constraints for velocities and
control inputs can be handled at the same time. One of the
important issue for MPC implementation is the efficiency and
effectiveness for real-time optimization. The reliability of any
MPC approach is determined by the computational efficiency.
In the literature, a number of approaches have been developed
for the aim of reducing the computational burden of nonlinear
MPC. In [12], robust model-based predictive control (RMPC)
was investigated for the problem of missile interception. In
[13], an adaptive neural predictive nonlinear controller for
the nonholonomic mobile robot was proposed to track the
trajectory. The MPC method can be implemented in [12] and
[13] straightly because there exist smooth control method for
these two system, however, the nonholonomic robot system
cannot implement the MPC method straightly owing to the
Brockett’s theorem. In this work, through combing the theory
of perturbed linear systems, the nonholonomic robot system
is transform into two chained subsystems and a perturbation
is added as an incentive term to maintain the controllability,
after that, the MPC method can be finally applied to stabilize
the transformed chained systems.
In this paper, by exploiting the special structure of the
dynamics of the developed mobile robot, the nonholonomic
kinematic subsystem is transformed into a skew-symmetric
form, and then combine an exponential decaying term to
solve the uncontrollable problem caused by the vanishing
control input u1. A model predictive control (MPC) strategy
is thereafter developed for controlling the systems. The the
optimization of MPC can be formulated as a convex nonlinear
minimization problem. Then, a LVI-PDNN method can be
used to solve this convex optimization problem over a finite
receding horizon. Another issue of the MPC controller is the
high computation cost. The applied neural networks can make
the cost function of MPC converge to the exact optimal values
of the formulated constrained QP. Extensive experiments have
been performed to illustrate that MPC scheme has an effective
performance on several real mobile robot systems.
II. MOBILE ROBOT CONTROL SYSTEM
A. Kinematics and driving constraints
The general kinematic motion equations of the mobile robot
subject to nonintegrable constraint of the mobile robot can be
described as below:
N(p)p˙ = x˙ sin θ − y˙ cos θ = 0 (1)
resulting from the assumption that the robot cannot slip
in a lateral direction. In (1), N(p) = [sin θ,− cos θ, 0]
and it is defined over the generalized coordinates p(t) =
[x(t), y(t), θ(t)]T . By expressing all the achievable velocities
of the mobile robot as a linear combination of the vector
fields that span the null space of the matrix N(p), we can
get the first-order kinematics model which can be described
as following:
p˙(t) =

 x˙(t)y˙(t)
θ˙(t)

 =

 cos θ(t) 0sin θ(t) 0
0 1

[ v(t)
ω(t)
]
(2)
where ω(t) represents the angular velocity and v(t) represents
the longitudinal velocity of the mobile robot.
B. Chained System
For system (2), we can introduce a new coordinate as x1 =
θ, ξ1 = x sin θ − y cos θ, ξ2 = x cos θ + y sin θ, u1 = ω,
u2 = v − ωξ1 [36], then we have the chained form system as
x˙1 = u1, ξ˙1 = ξ2u1, ξ˙2 = u2 (3)
Let us transform (3) into two subsystems
x˙1 = u1 (4)
ξ˙ =
[
ξ2u1
u2
]
(5)
where ξ = [ξ1, ξ2] is the state of the system (5). The two
subsystems (4) and (5) can be then rewritten as following
single input form:
x˙1 = f1(x1) + g1(x1)u1 (6)
ξ˙ = f2(ξ, u1) + g2(ξ)u2 (7)
where f1(x1) = 0, g1(x1) = 1, f2(ξ, u1) ∈ R2 and g2(ξ) ∈
R2 are defined below: f2(ξ, u1) = [u1ξ2, 0]
T , g2(ξ) = [0, 1]
T .
It is noted that the second subsystem (7), the linear con-
trollability is not guaranteed around its origin. In addition, the
feedback control of continuous state is not able to stabilize
this system because of its nonlinear characteristics. When the
systems initial state is on the singular manifold, i.e., the initial
state x1(0) = 0, the corresponding control input u1(0) = 0
will make the the states of subsystem (7) uncontrollable. To
prevent the system from being uncontrollable, during the con-
trol process, we should make x1(t) out of singular manifold.
For this purpose, inspired by [17] and [18], in this work we
add an exponential decaying term into the control input such
that it becomes
u1 = u
∗
1 + λe
−αt. (8)
The notation α is a positive constant and λ is a nonzero
constant that represents the weight of the disturbance term.
u∗1 is the optimal input for (6), the design of it will be
described in Section III and the proving of convergence and
the property for controlling (6) will be shown in Section V.
The exponential decaying term λe−αt is global convergence
and has boundness, so the properties of convergence and the
boundness of combination u1 are mainly dominated by u
∗
1.
Obviously, as the time past, u1 will gradually converge to
u∗1. Noted that the additional exponential decaying term is
supposed to postpone the input u1 decaying to 0 so that the
subsystem (7) keeps its controllability until subsystem (6) had
approached to the original point
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For controlling the robot system, the input u1 can be applied
as input ω = u1, while the u2 requires a inverse transformation
to get v:
v = u2 + u1ξ1. (9)
III. ROBUST MODEL PREDICTIVE CONTROL SCHEME
A. The Formulation of Model Predictive Control
A general discrete-time nonlinear system can be represented
as following:
x(k + 1) = f(x(k)) + g(x(k))u(k) (10)
subject to constraints specified x(k) ∈ X , k = 1, 2, . . . , N ;
u(k) ∈ U , k = 1, 2, . . . , Nu, where m =1 or 2, x ∈ Rm
represents the state vector; u ∈ R represents the input vector;
f(·) ∈ Rm and g(·) ∈ Rm represent assumed continuous
nonlinear functions with f(0) = 0. The compact sets X ∈ Rm
and U ∈ R comprise the origin in their interiors;Nu represents
the control horizon and N represents the prediction horizon.
And we have 1 ≤ N and 0 ≤ Nu ≤ N .
The control objective for the system (10) is to stabilize the
state to the origin point using the MPC method, so we can
define the following cost function as
Γ(k) =
N∑
j=1
||xT (k + j|k)||2Q +
Nu−1∑
j=0
||∆uT (k + j|k)||2R. (11)
In the quadratic form, Q and R represent appropriate weight-
ing matrices; ∆u(k+ j|k) represents the increment of system
input, i.e., ∆u(k + j|k) = u(k + j|k) − u(k − 1 + j|k) and
the x(k + j|k) represents the predicted future horizon state;
‖ · ‖ denotes the Euclidean norm of the corresponding vector.
From a theoretical point of view, a finite prediction and control
horizon, i.e., N,Nu which are large enough in stage cost P is
desirable as it will guarantee stability. For the system (10), we
can acquire a quadratic problem for optimization by using the
cost function (11), and its optimal solution can be obtained
efficiently and reliably.
B. The Constraints of Mobile Robot System
We perform discretilization by using Taylor expansion, and
ignoring the higher order term as
x(k + 1) = x(k) + x˙(k)T (12)
where T represents the sampling period. Similar as (12), the
two subsystems (6) and (7) can be rewritten as two nonlinear
affine systems as
x1(k + 1) = x1(k) + Tu1(k)
= f1(x1(k)) + g1(x1(k))u1(k) (13)
and
ξ(k + 1) =
[
ξ1
ξ2
]
+
[
Tu1ξ2
−Tu1ξ1
]
+
[
0
T
]
u2(k)
= f2(ξ(k), u1(k)) + g(ξ(k))u2(k) (14)
subject to constraints
u1min 6 u1(k) 6 u1max (15)
u2min 6 u2(k) 6 u2max (16)
∆u1min 6 ∆u1(k) 6 ∆u1max (17)
∆u2min 6 ∆u2(k) 6 ∆u2max (18)
x1min 6 x1(k) 6 x1max (19)
ξmin 6 ξ(k) 6 ξmax (20)
where T represents the sampling period, ξ = [ξ1, ξ2]
T is the
state vector of the subsystem (14).
Remark 3.1: The inequalities for vectors used in (20) are
element-wise, e.g., ξjmin 6 ξj(k) 6 ξjmax, for j = 1, 2,
where ξj represents the jth element in the vector.
For i = 1, 2, the following vectors are defined:
x¯1(k) = [x1(k + 1|k), . . . , x1(k +N |k)]T ∈ RN (21)
ξ¯(k) = [ξ(k + 1|k), . . . , ξ(k +N |k)]T ∈ R2N (22)
u¯i(k) = [ui(k|k), . . . , ui(k +Nu − 1|k)]T ∈ RNu (23)
∆u¯i(k) = [∆ui(k|k), . . . ,∆ui(k +Nu − 1|k)]T ∈ RNu . (24)
Let us define a vector [x¯1, x¯2] = [x¯1, ξ¯]. According to (13)
and (14), for i = 1, 2, we can predict the future state xi(k +
j|k), j = 1, 2, . . . , N at sampling instant k by applying the
optimal input obtained at the previous instant, i.e., ui(k +
j|k − 1), j = 1, 2, . . . , Nu as follow:
xi(k + 1|k) = fi(xi(k|k − 1)) + gi(xi(k|k − 1))
×(ui(k − 1) + ∆ui(k|k))
xi(k + 2|k) = fi(xi(k + 1|k − 1)) + gi(xi(k + 1|k − 1))
×(ui(k − 1) + ∆ui(k|k) + ∆ui(k + 1|k))
...
xi(k +N |k) = fi(xi(k +N |k − 1))
+gi(xi(k +N − 1|k − 1))(ui(k − 1) + ∆ui(k|k)
+ . . .+∆ui(k +Nu − 1|k)) (25)
where ui(k − 1) represents the applied control input at the
previous instant, ∆ui(k + j|k) represents the optimal input
increment at the future time instance k + j, which can be
obtained by solving the optimization problem at the current
time instance k, xi(k + j|k) represents the predicted state at
future time instance k+j which can be predicted at the current
time instance k by using the input ui(k + j|k) = ∆ui(k +
j|k) + . . .+∆ui(k|k) + ui(k − 1).
Then, for i = 1, 2, the predicted output of two subsystems
can be expressed as following:
x¯i(k) = Gi∆u¯i(k) + f˜i + g˜i (26)
where Gi =

gi(xi(k|k − 1)) . . . 0
gi(xi(k + 1|k − 1)) . . . 0
...
. . .
...
gi(xi(k +N − 1)|k − 1)) . . . gi(xi(k +N − 1)|k − 1))

,
f˜i = [fi(xi(k|k− 1)), fi(xi(k+1|k− 1)), . . . , fi(xi(k+N −
1|k − 1))]T , g˜i = [gi(xi(k|k − 1))ui(k − 1), gi(xi(k + 1|k −
1))ui(k− 1), . . . , gi(xi(k+N − 1|k− 1))ui(k− 1)]T . Hence,
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the original optimization objective (11) subject to constraints
(15)–(20) can be rewritten as
min ‖Gi∆u¯i(k) + f˜i + g˜i‖2Q + ‖∆u¯i(k)‖2R (27)
subject to ∆u¯min 6 ∆u¯(k) 6 ∆u¯max, u¯min 6 u¯i(k − 1) 6
u¯max, u¯min 6 u¯i(k − 1) + I˜∆u¯i(k) 6 u¯max, x¯imin 6 f˜i +
g˜i + Gi∆u¯i(k) 6 x¯imax, where I˜ =


I 0 · · · 0
I I · · · 0
...
...
. . .
...
I I · · · I

 ∈
RNu×Nu.
Then the optimization objective (27) with disturbance can
be rewritten as QP problems. Let m = 1 or 2 as the dimension
parameter for the ith subsystem where i = 1, 2. We have
min
1
2
∆u¯i(k)
TW1i∆u¯i(k) + c
T
1i∆u¯i(k) (28)
subject to E1i∆u¯i 6 b1i, ∆u¯min 6 ∆u¯i 6 ∆u¯max, where
the coefficients are W1i = 2G
T
i QGi ∈ RNu×Nu , c1i =
2GTQ(g˜ + f˜) ∈ RNu , E1i =


−I˜
I˜
−Gi
Gi

 ∈ R(2Nu+2mN)×Nu ,
b1i = [−u¯min + u¯i(k − 1), u¯max + u¯i(k − 1),−x¯imin + f˜i +
g˜i, x¯imax − f˜i − g˜i]T ∈ R2Nu+2mN .
C. Robust MPC Formulation
It is always affected by disturbances which may be caused
by various dynamic conditions, which are impossible to mea-
sure. Consider (13) and (14) with disturbances as
x1(k + 1) = f1(x(k)) + g1(x1(k))u1(k) + d1(k) (29)
ξ(k + 1) = f2(ξ(k), u1(k)) + g(ξ(k))u2(k) + d2(k) (30)
subject to constraints
u1min 6 u1(k) 6 u1max (31)
u2min 6 u2(k) 6 u2max (32)
∆u1min 6 ∆u1(k) 6 ∆u1max (33)
∆u2min 6 ∆u2(k) 6 ∆u2max (34)
x1min 6 x1(k) 6 x1max (35)
ξmin 6 ξ(k) 6 ξmax (36)
d1min 6 d1(k) 6 d1max (37)
d2min 6 d2(k) 6 d2max (38)
where d1(k) ∈ R and d2(k) ∈ R2 are two bounded additive
disturbances of the above subsystems.
Let us introduce the following vectors:
d¯1(k) = [d1(k + 1|k), . . . , d1(k +N |k)]T ∈ RN (39)
d¯2(k) = [d2(k + 1|k), . . . , d2(k +N |k)]T ∈ R2N . (40)
Similar as the previous definition of the parameters, for i =
1, 2, the predicted output of two subsystems can be expressed
as following:
x¯i(k) = Gi∆u¯i(k) + f˜i + g˜i + d¯i(k). (41)
Fig. 1. Architecture of primal-dual neural network in (50).
Hence, the original optimization objective (11) subject to
constraints (31)–(38) can be rewritten as
min ‖Gi∆u¯i(k) + f˜i + g˜i + d¯i(k)‖2Q + ‖∆u¯i(k)‖2R (42)
subject to ∆u¯min 6 ∆u¯(k) 6 ∆u¯max, u¯min 6 u¯i(k − 1) 6
u¯max, u¯min 6 u¯i(k − 1) + I˜∆u¯i(k) 6 u¯max, x¯imin 6 f˜i +
g˜i +Gi∆u¯i(k) 6 x¯imax, d¯min 6 d¯i(k) 6 d¯max.
Then, the optimization objective (27) with disturbance can
be rewritten as QP problems. Let integer m = 1 or 2 be the
dimension parameter for the ith subsystem where i = 1, 2. We
have
min
[
∆u¯i(k)
d¯i(k)
]T
Wi
[
∆u¯i(k)
d¯i(k)
]
+ cTi
[
∆u¯i(k)
d¯i(k)
]
(43)
subject to
Ei
[
∆u¯i(k)
d¯i(k)
]
6 bi (44)
where Wi =
[
GTi QGi +R G
T
i Q
QGi Q
]
∈
R(Nu+mN)×(Nu+mN), ci = [2G
TQ(g˜ + f˜), 2Q(g˜ + f˜)] ∈
R(Nu+mN), Ei =


E1i 0
I 0
0 I
−I 0
0 −I

 ∈ R
(4Nu+4mN)×(Nu+mN),
bi = [b1i,∆u¯max, d¯max,−∆u¯min,−d¯min]T ∈ R4Nu+4mN ,
E1i and b1i are defined in Subsection III-B. Let
ζi = [∆u¯i(k), d¯i(k)]
T , then (43), (44) can be rewritten
as follows:
min ζTi Wiζi + c
T
i ζi (45)
subject to
Eiζi 6 bi. (46)
IV. PRIMAL-DUAL NEURAL NETWORK OPTIMIZATION
For the MPC, a unified quadratic programming (QP) for-
mulation (28) and (43)is proposed, so we need to seek an
online approach to solve the QP problem efficiently. For
constraints (15)–(20) and (31)–(38), y ∈ RNM is defined as the
corresponding dual decision vector, where NM = 4Nu+4mN
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Fig. 2. Block diagram of primal-dual dynamical system.
or NM = 2Nu + 2mN depends on whether considering
disturbance and m = 1 or m = 2. Hence, we define ς as
the primal-dual decision vector and the upper/lower bounds
of it are ς±. These two terms are represented as following
respectively:
ς :=
[
ζ
y
]
, ς+ :=
[
ζmax
+y+
]
, ς− :=
[
ζmin
−y−
]
∈ RNM (47)
where for any index i, the elements y+i ≫ 0 in y+ denotes
+∞. Thus, the convex set Θ can be presented as Θ = {ς− 6
ς 6 ς+}, where ς is primal-dual decision vector. Let the
coefficient matrix M ∈ RNM×NM and vector η ∈ RNM being
M =
[
W −ET
E 0
]
η =
[
c
−b
]
. (48)
Then, we are ready to prove the following theorem for the
optimization of (28).
Theorem 4.1: [27](LVI Formulation) Quadratic program-
ming (43)–(44) is to find a vector ς∗ ∈ Θ = {ς |ς− 6 ς 6 ς+}
that satisfies the following linear variational inequalities:
(ς − ς∗)T (Mς∗ + η) > 0, ∀ς ∈ Θ (49)
where coefficients M , η, and ς± are defined in (47) and (48),
respectively.
According to [27], the linear variational inequality (49) can
be transformed into piecewise linear equation as following
system
SΘ (ς − (Mς + η))− ς = 0 (50)
where SΘ(·) represents the projection operator onto Θ and
defined as SΘ(ς) = [SΘ(ς1), · · · , SΘ(ςNM )]T with
SΘ(ςi) =


ς− if ςi < ς
−,
ςi if ς
− 6 ςi 6 ς
+,
ς+ if ςi > ς
+,
∀i ∈ RNM .
To solve the linear projection equation (50), we can develop
the following modified dynamic system to solve (50)
ς˙ = ϑ(I +MT ){SΘ (ς − (Mς + η))− ς}, (51)
where ϑ represents a strictly-positive design parameter, by
adjusting which the convergence rate of the system can be
tuned. Let Λ = I+MT , P (ς) = ς− (Mς+η), and C(ς) = ς ,
we can simplify (51) as
ς˙ = ϑΛ(SΘ (P (ς))− C(ς)). (52)
Remark 4.1: The neural network structure is shown in
Figure 1, where Λi represents the ith row of the scaling matrix
Λ. When the dimensions of input ς is NM , the neural network
consists of NM integrators, 4NM summers, NM processors of
projection operator SΘ(·) and NM processors of vector-valued
function P (ς) and C(ς). Figure 2 describes the block diagram
of primal-dual dynamical system (51). In the dynamic control
process, ζ = [∆u¯, d¯(k)]T is first fed into the system after
constituting the coefficient matrices and vectors like W , b, E,
ζmin, and ζmax. We can obtain the outputs the signal ς(t)
from primal-dual dynamic system, and the first Nu elements
of it are ∆u¯.
Fig. 3 shows the control structure of the proposed MPC ap-
proach. Therefore, the summarization of MPC for the chained
non-holonomic systems (2) based on this PDNN method can
be described as follows:
1) Let k = 1, and choose period T , control horizon Nu,
prediction horizon N , coefficients ϑ, λ and α and weight
matrices R and Q.
2) Partition the robot systems (2) into two subsystems (6)
and (7). Considering the disturbance d(k), we can for-
mulate QP form (28). For i = 1, 2, we get Wi, ci, Ei, bi,
and set the upper/lower bounds ς−, ς+.
3) Use the PDNN method to solve (43) of the first subsystem
(6) by solving the differential equation (50), and obtain its
optimal control increment vector sequence ∆u¯1(k). Only
the first term of ∆u¯1(k) is used to calculate u
∗
1(k + 1),
then (8) is used to obtain the ω(k + 1) = u1(k + 1).
4) Similar to step 3), calculate the control input v(k+1) =
u2(k + 1) + u1(k + 1)ξ1(k) from (9).
5) Use the ω(k + 1) and v(k + 1) as the control inputs
during current sampling period for the wheeled robot.
According to the current position, calculate the position
(x(k + 1), y(k + 1)) and the heading direction θ(k + 1)
of the mobile robot (2).
6) After the transformation, we can obtain the x1(k+1) and
[ξ1(k + 1), ξ2(k + 1)] for the calculation of next period.
7) If the robot does not reach the origin, it goes to step 2)
and set k = k + 1. Otherwise, the robot will arrive the
goal.
Remark 4.2: PDNN does not depend on penalty or analog
parameters, matrix inverses, or high-order nonlinear terms,
only with simple vector or matrix augmentation and op-
eration. Consequently, the architecture of the PDNN to be
implemented on analog circuits could be much simpler than
those of the existing recurrent neural networks [30], [31].
Consider the time-varying nature of QP (43)–(44). Define
NM = 5Nu + 5mN , the applied PDNN method in this work
containsNM integrators, 4NM summers, 2N
2
M multiplications
and NM limiter-operations per iteration, so the PDNN has
O(6(5Nu+5mN)+2(5Nu+5mN))
2 operations. To solve the
QP optimization, we use a traditional gradient descent based
SQP methods to get the optimal solution, while this method
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Fig. 3. The control structure of the proposed MPC approach.
require repeatedly calculating the Hessian matrix to solve a
quadratic program, and has high computational complexity
[32], [33]. For example, the MATLAB optimization routines
“QUADPROG” or “LINPROG” function. On the other hand,
the traditional QP solution needs O((mN)4 +mN + N2u ×
(5Nu + 5mN) + (6Nu + 5mN)
3) operations for its online
computation requirement and obviously is not appropriate
for the mobile robot systems, due to inefficient numerical
algorithm. It is clear that the proposed PDNN approach can
reduce the computation cost. For solving the QP problem (43)–
(44) in this work, the computational time of the traditional
SQP approach costs about 0.3 s, while the PDNN approach
only takes 0.038s (Note that the experiments were run on a
PC with a CPU of Inter(R) Pentium(R) E5700 @ 3.00 GHz,
2GB memory), which is smaller than the sampling time 0.1s.
Therefore, PDNN method can be implemented in real-time for
our experiments.
V. STABILITY ANALYSIS
In each sampling period, we solve the PDNN dynamic
system (51) to obtain the optimal input for the system, so for
each period, the convergence of (51) should be considered.
By ignoring the disturbance term, we can rewrite the above
nonlinear discrete-time system (10) as follows:
x(k + 1) = f(x(k)) + g(x(k))u(k))
= ϕ(x(k), u(k − 1),∆u(k)) (53)
which is subject to constraints specified below
x(k) ∈ X , k = 1, 2, . . . , N (54)
u(k − 1) ∈ U , k = 1, 2, . . . , Nu − 1 (55)
∆u(k) ∈ ∆U , k = 1, 2, . . . , Nu − 1 (56)
where ∆u(k) = u(k) − u(k − 1). The system (53) has
properties specified below:
Property 5.1: ϕ(·) ∈ Rm is continuous, and ϕ(0, 0, 0) = 0,
whereas (0, 0, 0) is the equilibrium point of the system.
Property 5.2: The U ,∆U ∈ R and X are compact sets,
inside the set X ×U ×∆U contains the origin point (0, 0, 0).
Define that x¯(k) = [x(k + 1|k), . . . , x(k + N |k)]T ∈ RN ,
u¯(k) = [u(k|k), . . . , u(k + Nu − 1|k)]T ∈ RNu , ∆u¯(k) =
[∆u(k|k), . . . ,∆u(k +Nu − 1|k)]T ∈ RNu . We aim to solve
the following optimization problem:
min Γ(K) = minΓ(x(k),∆u¯(k))
= min
∆u¯(k)
||x¯T (k + j|k)||2Q + ||∆u¯T (k + j|k)||2R (57)
We can choose N and Nu to be large enough. If there
exists control increment sequence ∆u¯(k) for arbitrary j =
1, 2, . . . , N such that the constraints (54)–(56) can be satisfied,
then for the optimal problem, ∆u¯(k) is its feasible solution.
Assume that at the time instant k, the optimal solutions
∆u¯∗(k) is ∆u¯∗(k) = [∆u∗(k|k), . . . ,∆u∗(k+Nu−1|k)]T ∈
RNu , and states x¯∗(k) = [x∗(k + 1|k), . . . , x∗(k +N |k)]T ∈
RN are the optimal states trajectory so that the control
increment at the time k is ∆u(k) := ∆u∗(k|k).
Assume that there exist feasible solutions for the the optimal
problem and the function of optimal value is defined as:
E(x) = min
∆u¯(k)
Γ(x(k),∆u¯(k)). (58)
Then we have
Theorem 5.1: The discrete-time systems of finite prediction
MPC optimal function have the following properties:
• (i) E(0) = 0 and for arbitrary x 6= 0, E(x) > 0 is
continuous at x = 0;
• (ii) Consider every sampling periodic time, no matter
what initial state starts, the state vector ς(t) (51) can
exponentially converges to an equilibrium point ς∗ and
satisfy ‖ς − SΘ(ς − (Mς + η))‖2 > ρ‖ς − ς∗‖2 with a
constant ρ > 0.
• (iii) E(x) is monotone decreasing along the trajectory of
system.
Proof: Considering the projection inequality (̟ −
SΘ(ω))
T (ω − SΘ(ω)) 6 0 for all ω ∈ RNM and ̟ ∈ Θ
[34], we have the following inequality in every sampling
period (ς∗ − SΘ(ς − (Mς + η)))T (ς − (Mς + η) − SΘ(ς −
(Mς + η))) 6 0. Then, considering the projection-equation
reformulation of the linear variational inequality (50), we have
(ς∗−SΘ(ς − (Mς + η)))T (−η+Mς∗) 6 0. Combining both
yields
(−ς∗ + SΘ(ς − (Mς + η)))T ×
(M(ς − ς∗)− ς + SΘ(ς − (Mς + η))) 6 0 (59)
(ς − ς∗ − ς + SΘ(ς − (Mς + η)))T ×
(M(ς − ς∗)− ς + SΘ(ς − (Mς + η))) 6 0 (60)
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Then, from (60), we can further obtain
(ς − ς∗)T (I +MT )(SΘ(ς − (Mς + η))− ς)
6 −(ς − ς∗)TM(ς − ς∗)− ‖SΘ(ς − (Mς + η))− ς‖2.(61)
Consider that M is positive semi-definite (not necessarily
symmetric), i.e.,
ςTMς = ςT
M +MT
2
ς = ςT
[
W 0
0 0
]
ς > 0. (62)
Then, we have
(ς − ς∗)(I +MT )(SΘ(ς − (Mς + η))− ς)
6 −‖ς − ς∗‖2M − ‖SΘ(ς − (Mς + η)) − ς‖2 6 0.
Define a Lyapunov function K(ς) = ‖ς − ς∗‖2. Along the
primal-dual neural network trajectory (51), its time derivative
is
dK(ς)
dt
= (
∂K(ς)
∂ς
)T
dς
dt
= ϑ(ς − ς∗)T (I +MT )(SΘ(ς − (Mς + η))− ς)
6 −ϑ‖ς − ς∗‖2M − ϑ‖SΘ(ς − (Mς + η))− ς‖2
6 0. (63)
According to Lyapunov theory, the state ς(t) of the system
is stable and globally convergent to an equilibrium ς∗, because
that K˙ = 0 when ς˙ = 0 and ς = ς∗. The work [35] and (50)
elucidate that for the linear variational inequality problem (49),
ς∗ is a solution, and the optimal solution ∆u∗ to quadratic
programming is the first Nu elements of ς
∗. Regarding the
exponential convergence, from (63) and the (ii) of Theorem
5.1, we can review K(ς) and K˙(ς) and get that:
dK(ς)
dt
6 −ϑ‖ς − ς∗‖2M − ϑ‖SΘ(ς − (Mς + η))− ς‖2
6 −ϑ‖ς − ς∗‖2M − ϑρ‖ς − ς∗‖2
= −ϑ(ς − ς∗)T (ρI +M)(ς − ς∗)
6 −φK(ς) (64)
where φ = ϑρ is the convergence rate. Thus, we have K(ς) =
C(e−φ(t−t0)), ∀t > t0, so that ‖ς − ς∗‖ = C(e−
φ(t−t0)
2 ), ∀t >
t0, until now the exponential convergence property of this
primal-dual network is established.
Assume that a time instant k, the finite horizon constraints
optimal question has the feasible solutions
∆u¯∗(k) = [∆u∗(k|k), . . . ,∆u∗(k +Nu − 1|k)]T ∈ RNu (65)
and then by using u∗(k+ j|k) = u(k−1)+∆u∗(k|k)+ . . .+
∆u∗(k + j|k), j = 0, 1, . . . , Nu − 1, we can get
u¯∗(k) = [u∗(k|k), . . . , u∗(k +Nu − 1|k)]T ∈ RNu (66)
satisfying the constraints (55).
Therefore, the output of sequence state is x¯∗(k) = [x∗(k+
1|k), . . . , x∗(k + N |k)]T ∈ RN , which satisfies the states
constraints. For the system with additive disturbance, at the
time instant k+1, the system’s closed-loop states observations
is
x(k + 1) = ϕ(x(k), u(k − 1),∆u∗(k|k)) (67)
and its value is consistent with the predicted states at time
instant k+ 1. We can choose the control input increment and
control input sequence
∆u¯(k + 1) = [∆u(k + 1|k + 1), . . . ,∆u(k +Nu|k + 1)]
= [∆u∗(k + 1|k), . . . ,∆u∗(k +Nu|k)]
u¯(k + 1) = [u(k + 1|k + 1), . . . , u(k +Nu|k + 1)]
= [u∗(k + 1|k), . . . , u∗(k +Nu|k). (68)
which are the parameter of states sequence, u∗(k + j +
1|k) = u(k) + ∆u∗(k + 1|k) + . . . +∆u∗(k + j + 1|k), j =
0, 1, . . . , Nu− 1. The states sequence is x(k+1+ j|k+1) =
x∗(k + 1 + j|k), j = 1, 2, . . . , N , which satisfies the states
constraints. At the time instant k + 1, we can calculate the
objective function
Γ(K + 1) =
N∑
i=1
‖xT (k + i+ 1|k + 1)‖2Q
+
Nu−1∑
j=0
‖∆uT (k + j + 1|k + 1)‖2R
=
N∑
j=2
‖x∗T (k + j|k)||2Q +
Nu−1∑
j=1
‖∆uT (k + j|k)‖2R
=
N∑
j=1
‖x∗T (k + j|k)||2Q +
Nu−1∑
j=0
‖∆uT (k + j|k)‖2R −
‖xT (k|k)‖2Q − ‖∆uT (k|k)‖2R
= E(x(k)) − ‖xT (k|k)‖2Q − ‖∆uT (k|k)‖2R.
Obviously, Γ(K+1) is bounded such that the selected control
input sequence (68) at time instant k+1 is a feasible solution
of the finite horizon constraints optimal question. According
to (58), the optimal solution is not worse than the feasible
solution and R is a symmetric positive definite matrix. Then,
we have
E(x(k + 1)) 6 Γ(K + 1) 6 E(x(k)) − ‖xT (k)‖2Q. (69)
Therefore, E(x) is monotone decreasing along the trajectory
of system.
We can choose the optimal value function E(x(k)) as one
of the Lyapunov function of the system and according to (69),
we have
E(x(k + 1))− E(x(k)) 6 −λmin(Q)||xT (k)||2, (70)
so the system is nominally asymptotically stable.
Remark 5.1: Note that the bounded disturbances di(k)
(with bounds dmin and dmax) have been considered in the
optimization objective function (42), which is used to solve for
the optimal solution by using RMPC method. When PDNN in
(51) is applied to solve the QP problem (42), the disturbances
di(k) (the boundedness dmin and dmax) have been already
considered. Thus, we obtain the optimal solution ∆u¯∗(k) in
the presence of the disturbances, so that robustness is ensured
for the proposed optimal control.
Remark 5.2: In this work, we choose these parameters (λ,
α and ϑ) based on the experience of designer accumulated
from trial and error in simulation and experiment studies. In
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fact, there is no general criteria for the selection of control
parameters for nonlinear control. The influence on the system
behaviour can be evaluated by trial and error through the
experimental tests or simulations.
VI. EXPERIMENTS
A. Robot Description and Control Architecture
In order to test the robustness of the developed control
method on different dynamic loads, two mobile robots with
different sizes and masses are employed in the experiments.
The robots are shown in Fig. 4. The smaller guide robot has
mass of about 85kg and has size of 120cm×60cm×55cm and
we define it as Rob1. The bigger one is defined as Rob2, which
has mass of about 121kg and size of 142cm× 70cm× 62cm.
Under the conditions of different sizes and weights, the control
parameters of two robots are exactly same for robustness tests.
Both Rob1 and Rob2 are equipped with two driving wheels
with powerful motors as well as two passive wheels for bal-
ance purpose.The wheels of radius of 19.5cm are mounted on
a chassis of length 45cm. The 24V rated voltage motors drive
the wheels with rated torque 72.1mNm/A at 5200rpm. Two
2048 pulses/turn counting incremental encoders are equipped
on each motor of the these robots to get the motion data. There
is also a drive gear assembly equipped on each motor which
reduces the speed by a factor of 85.33.
The two-level control structure of these two robots is shown
in Fig.4. The VC++ written algorithms constitute the high-
level control layer, and the reference motion generation is
included in it. The algorithms runs on a host computer (Intel
2-core processor) with a sampling time of 100 ms. The host
compute and Elmo driver communicates through using the
CAN bus and the servo motor is controlled using the computed
torque. The odometric is computed through the data measured
from the encoder. The velocity commands from the high-
level control layer will be executed by the lower level control
layer. This layer consists of Elmo driver controller. The Elmo
driver controller has three important task during the control
1) through the Kvaser, CAN device, communicate with the
higher-level controller; 2) to generate the computed input
torques; and 3) to obtain the counts data from encoder interrupt
driven.
Rob1 Rob2 Control structure
Fig. 4. The guide wheeled mobile robots, they have same control structures
and control parameters.
B. Control Command and Physical Constraints
For the wheeled mobile robot, we define ωmax and vmax
as its maximum control inputs, then the current curvature
Fig. 5. The various experimental road surface condition. a) smooth ceramic
tile floor; b) flat hard road surface; c) rough concrete floor; d) concrete floor
with about 10◦ slope.
κ = ω/v is preserved owing to the saturation of the
command velocities [29], which can be performed as ̺ =
max{1, |ω|/ωmax, |v|/vmax}, where the actual command ve-
locities ωc and vc represent as following

ωc = ω, vc = υ, if ̺ = 1,
ωc = ωmaxsgn(ω), vc = v/̺, if ̺ = |ω|/ωmax,
ωc = ω/̺, vc = vmaxsgn(v), if ̺ = |v|/vmax,
The wheeled mobile robot is controlled by the low-level
control layer, so in each time instant k we need to transform
ω(k) and v(k) into robot’s left-wheel velocity vL(k) and
the right-wheel velocity vL(k), which can be represented as
vL(k) = v(k) − ω(k)L/2, and vR(k) = v(k) + ω(k)L/2,
where L is the diameter of the robot’s chassis. In order to avoid
mobile robot slipping, the actual command velocities (vR, vL)
of the wheels are bounded by the allowable acceleration. In
this work, the maximum allowable acceleration is represents
as amax.
C. Experiment Results
The parameters are chosen as R = 0.1I ,Q = 0.1I ,Nu = 2,
N = 3. The sampling period is T = 0.1s. For these two
robots, we choose the boundaries of their position x and y and
heading angle as xmax = 10, ymax = 10, θmax = 10, so the
maximum of the states variable are ξ1max = 10×max(sin θ−
cos θ) = 10
√
2, ξ2max = 10 ×max(cos θ + sin θ) = 10
√
2,
therefore, the bounded state vectors of system are chosen as
[x¯1max, ξ¯max]
T = [10 10 · · · 10√2]T ∈ R3N , [x¯1min, ξ¯min] =
[−10 − 10 · · · − 10√2]T ∈ R3N . And the bounds of two
disturbances are chosen as d1max = 0.05, d1min = −0.05
and d2max = [0.05, 0.05]
T , d1min = [−0.05,−0.05]T .
In experiments, the actual boundaries of the linear and
angular velocities are ω∗max = 0.5rad/s, v
∗
max = 0.5m/s,
where ω∗max and v
∗
max are also the velocities bounds. Then
the boundaries of the input are chosen as u1max = ω
∗
max, so
u¯1max = [u1max · · ·u1max]T ∈ R2Nu and u¯1min = −u¯1max;
u2max = v
∗
max + ωmaxx2max = 0.5 + 5
√
2 ≈ 7.57, u¯2max =
[u2max · · ·u2max]T ∈ R2Nu and u¯2min = −u¯2max. Then, we
choose the amax as 5m/s
2, so ∆u1max = amax × T/L ≈
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0.833m/s then ∆u¯1max = [∆u1max · · ·∆u1max]T ∈ R2Nu
and ∆u¯1min = −∆u¯1max; ∆u2max is set as 2m/s, then
∆u¯2max = [∆u2max · · ·∆u2max]T ∈ R2Nu and ∆u¯2min =
−∆u¯2max.
Since the dynamic conditions are affected by the road
surface condition, slope angle as well as the payload, we
have conducted the experiments using two different robots,
e.g., “Rob1” and “Rob2”, with different payloads for com-
parative experiment. In addition, various road conditions such
as smooth ceramic tile floor, flat hard road surface, rough
concrete floor and sloping road as shown in Fig. 5 are
used in the experiment. The initial input vector of the robot
is [ω(0), v(0)]T = [0, 0]T , while the initial states of each
experiment are different.
In the practical application, we can get relative smooth
moving trajectories by simply tuning the parameter α, and
the tuning criteria depended on the experience of designer
accumulated from trial and error in simulation and experiment
studies.
-1 0 1 2 3 4
-1
0
1
2
3
x(m)
y(m
)
The trajectory wheeled robot moves
 
 
trajectory
50 100 150
0
0.5
1
1.5
2
2.5
3
time(s)
st
at
es
 v
al
ue
The states of robot
 
 
x
y
θ
50 100 150
-0.1
0
0.1
0.2
0.3
0.4
time(s)
in
pu
t v
al
ue
The control inputs ω and v of robot
 
 
 v
ω
0 50 100 150
-0.25
-0.2
-0.15
-0.1
-0.05
0
time(s)
o
pt
im
al
 in
pu
t i
nc
re
m
en
t v
al
ue
The optimal control input ∆ u at k and k+1
 
 
∆ u1(k)
∆ u1(k+1)
∆ u2(k)
∆ u2(k+1)
Fig. 6. Rob1 moving on smooth ceramic tile floor, starting from (3, 2, 0),
λ = 1.2, α = 0.62, ϑ = 0.1.
Figs. 6–9 show the four experimental results which include
the trajectories of robot, the states, control inputs and the op-
timal input increments. In experiments, the control parameters
can be chosen dependent on the different dynamic condition.
From these figures, we can see that, although the dynamic
conditions are different in each experiment, the robots are
able to approach the origin point eventually. On the other
hand, due to the low value of α, there are longer convergent
time and higher fluctuation of heading angle θ in Figs. 8–9,
so there are relatively sharp transitions in their trajectories.
From the figures of states, the robust model predictive control
based on primal-dual neural network can stabilize the wheeled
robot system successfully despite of the effect of disturbance
d(k). Owing to the added exponential decaying term in (8), at
the beginning of movement, the angular velocity ω reached a
relatively high value, but the velocity bound restrict its value.
Finally ω and v both converge to zero.
Remark 6.1: In the experiments, the proposed control
method runs on a industrial computer with Inter(R) Pen-
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Fig. 7. Rob2 moving on flat hard road surface, starting from (−2,−2,−
pi
3
),
λ = 1.05, α = 0.2, ϑ = 0.1.
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Fig. 8. Rob2 moving on rough concrete floor, starting from (1,−1,−
pi
2
),
λ = 1.1, α = 0.04, ϑ = 0.1.
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Fig. 9. Rob1 moving on concrete floor with about 10◦ slope, starting from
(−1, 1, pi
2
), λ = 1.1, α = 0.04, ϑ = 0.1.
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tium(R) E5700 @ 3.00 GHz. The sampling time is chosen
as 100ms. During the sample time, the PDNN solving the QP
problem of subsystem (6) spends about 0.005s, and the PDNN
solving the QP problem of subsystem (7) spends 0.032s. The
actual cycling time is 0.062s, which is obviously less than the
sampling time. From the above analysis, we can see that the
proposed control method can be real-time implemented, and
the actual implementation can verify the effectiveness of the
proposed approach as well.
VII. CONCLUSIONS
In this paper, a robust model predictive control (RMPC)
method has been proposed to stabilize our developed mobile
robot. Based on the dynamics of the nonholonomic robot sys-
tem, scaling transformation is applied to formulate the system
dynamics into a chained form, and thereafter the dynamics
are reorganized into two subsystems. An explicit exponential
decaying term was combined to the first subsystem to avoid the
vanishing of u1. Using a primal-dual neural network (PDNN)
over a finite receding horizon, the proposed RMPC method
iteratively solves a formulated quadratic programming (QP)
problem by taking the bounded disturbances into account.
The implemented neural networks are stable in the sense of
Lyapunov as well as globally convergent to the exact optimal
solutions of reformulated convex programming problems. Rig-
orous analysis has been performed to establish the stability of
PDNN and RMPC. Extensive experimental studies have been
performed demonstrate that the proposed method can steer
the mobile robot satisfactorily approach the original point and
stabilize the nonholonomic system.
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