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Abstract
We characterize existence and uniqueness of solutions of an inhomogeneous abstract delay equation in
Hölder spaces. The method is based on the theory of operator-valued Fourier multipliers.
© 2008 Elsevier Inc. All rights reserved.
MSC: 34G10; 34K30; 47D06
Keywords: Operator-valued Fourier multipliers; Delay differential equations
1. Introduction
Let A and B be two closed linear operators defined on a Banach space X with domains D(A)
and D(B), respectively. In this paper we show existence, uniqueness, and maximal regularity of
solutions for the following second-order differential equation with delay
u′′(t)+Bu′(t)+Au(t) = Gu′t + Fut + f (t), t ∈ R, (1.1)
where f ∈ Cα(R,X), 0 < α < 1. Here the delays F,G :C([−r,0],X) → X are supposed to be
bounded linear operators, ut (·) = u(t + ·) and u′t (·) = u′(t + ·) on [−r,0], r > 0.
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262 V. Poblete / J. Differential Equations 246 (2009) 261–276Many problems in viscoelasticity of materials and heat conduction with memory involve equa-
tions with infinite memory. References to applications in physical problems are found in [9,11,
13,16,17,29].
We are interested in the abstract formulating of these problems so that, under reasonable
assumptions, the problems are well posed with respect to the initial data and their history. It is
well known that equations in Banach spaces which involve delay present special difficulties with
relation to well-posedness.
In [10], R. Chill and S. Srivastava studied Lp-maximal regularity on [0, T ) for the abstract
linear second-order problem (1.1) without delay. They show existence and uniqueness of strong
solutions by use of the Weis operator-valued version of Mikhlin’s Fourier multiplier theorem
(see [32]).
The theory of operator-valued Fourier multipliers has attracted the attention of many papers
in recent years. For example, this theory was used in [8] to obtain results about the hyperbolicity
of delay equations, and in [26] to obtain stability of linear control systems in Banach spaces. See
also [1,3–5,12,14,15,21–25,27] for recent developments on this topic.
In [6], W. Arendt, C. Batty and S. Bu introduce the notion of Cα-multiplier, and show an
operator-valued Fourier multiplier theorem for Hölder spaces in the real line. The result was
used in [6] to obtain existence, uniqueness, and well-posedness of Cauchy problems of first and
second order and in [25] to show a characterization of well-posedness for a wide class of integro-
differential equations.
In [9], A. Bátkai and S. Piazzera studied problems having the form of Eq. (1.1). They consider
operators A and B defined on Hilbert spaces and rewrite this equation as a first-order delay
equation in order to apply the techniques based on semigroup theory.
In this paper, we characterize the well-posedness in Hölder spaces for the delay equation (1.1)
under the condition that X is a B-convex space. Here the operator A is not necessarily the gen-
erator of a C0-semigroup. We use the operator-valued multiplier Fourier method.
The paper is organized as follows: Section 2 collects some results about operator-valued
Fourier multipliers. Section 3 is devoted to our main result (Theorem 3.2). Section 4 studies
a special case of Eq. (1.1): we show that the problem
u′′(t)+ τA1/2u′(t)+Au(t) = Fut + f (t) for t ∈ R
is Cα-well posed if A is sectorial, admits bounded H∞ functional calculus of angle β and one
of the following conditions is satisfied:
(a) τ  2 and β ∈ (0,π),
(b) τ ∈ (0,2) and β ∈ (0,π − 2 arctan
√
4−τ 2
τ
).
2. Preliminaries
Let X and Y be Banach spaces, and let 0 < α < 1. We let C˙α(R,X) denote the spaces
C˙α(R,X) = {f :R → X: f (0) = 0, ‖f ‖α < ∞}
endowed with the norm
‖f ‖α = sup ‖f (t)− f (s)‖|t − s|α .t =s
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Cα(R,X) = {f :R → X: ‖f ‖Cα < ∞}
where
‖f ‖Cα = ‖f ‖α +
∥∥f (0)∥∥.
In this paper we also consider Cα+1(R,X) the Banach space consisting of all u ∈ C1(R,X)
such that u′ ∈ Cα(R,X) with the norm
‖u‖Cα+1 = ‖u′‖Cα +
∥∥u(0)∥∥,
and analogously, Cα+2(R,X) will be the space of all u ∈ C2(R,X) such that u′′ ∈ Cα(R,X). In
this case, we have
‖u‖Cα+2 = ‖u′′‖Cα +
∥∥u′(0)∥∥+ ∥∥u(0)∥∥.
We let Ff denote the Fourier transform of f , or in other words
(Ff )(s) =
∫
R
e−ist f (t) dt
for s ∈ R and f ∈ L1(R;X).
We use the symbol fˆ (λ) for the Carleman transform
fˆ (λ) =
{∫∞
0 e
−λtf (t) dt, Reλ > 0,
− ∫ 0−∞ e−λtf (t) dt, Reλ < 0,
where f ∈ L1loc(R,X) is of subexponential growth; by this we mean
∞∫
−∞
e−|t |
∥∥f (t)∥∥dt < ∞ for each  > 0.
Let Ω ⊂ R be an open set. We denote the space consisting of all of the C∞-functions in
Ω ⊆ R having compact support in Ω by C∞c (Ω).
Definition 2.1. Let M :R \ {0} → B(X,Y ) be continuous. We say that M is a C˙α-multiplier if
there exists a mapping L : C˙α(R,X) → C˙α(R, Y ) such that∫
R
(Lf )(s)(Fφ)(s) ds =
∫
R
(F(φ ·M))(s)f (s) ds (2.1)
for all f ∈ Cα(R,X) and all φ ∈ C∞(R \ {0}).c
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R
e−istφ(t)M(t) dt ∈ B(X,Y ). Observe that L is well defined, linear
and continuous (see [6, Definition 5.2]).
By Definition 2.1, it follows from∫
R
(F(φM)(s))(s) ds = 2π(φM)(0) = 0
that Lf ∈ Cα(R,X), for f ∈ Cα(R,X). Moreover, if f ∈ Cα(R,X) is bounded, then Lf is
bounded as well (see [6, Remark 6.3]).
The following multiplier theorem due to Arendt, Batty and Bu [6, Theorem 5.3] is the key for
the results of this paper.
Theorem 2.2. Let M ∈ C2(R \ {0},B(X,Y )) be such that
sup
t =0
∥∥M(t)∥∥+ sup
t =0
∥∥tM ′(t)∥∥+ sup
t =0
∥∥t2M ′′(t)∥∥< ∞. (2.2)
Then M is a C˙α-multiplier.
Remark 2.3. Recall that a Banach space X has the Fourier type p, with 1 p  2, if the Fourier
transform defines a bounded linear operator from Lp(R;X) to Lq(R;X), where q is the con-
jugate index of p. As examples, the space Lp(Ω), with 1  p  2, has the Fourier type p; the
Banach space X has the Fourier type 2 if and only if X is isomorphic to a Hilbert space; X has
the Fourier type p if and only if X∗ has the Fourier type p. Every Banach space has the Fourier
type 1; X is B-convex if it has the Fourier type p, for some p > 1. Every uniformly convex space
is B-convex.
If X is B-convex, in particular if X is a UMD space, Theorem 2.2 holds if condition (2.2) is
replaced by the weaker condition
sup
t =0
∥∥M(t)∥∥+ sup
t =0
∥∥tM ′(t)∥∥< ∞ (2.3)
where M ∈ C1(R \ {0},B(X,Y )) (see [6, Remark 5.5]).
3. A characterization
In what follows, we will assume that A and B are closed linear operators with D(A)∩D(B) =
{0}. We denote the domain of A + B by [D(A) ∩ D(B)]. We endow the domain of A + B with
the graph norm, ‖x‖[D(A)∩D(B)] = ‖x‖ + ‖Ax‖ + ‖Bx‖, so that it becomes a Banach space.
Recall that the pair (A,B) is called coercive if, for all t > 0, we have that A+ tB , with domain
[D(A)∩D(B)] is closed, and if there is a constant M > 0 such that
‖Ax‖ + t‖Bx‖M‖Ax + tBx‖
for all x ∈ [D(A)∩D(B)] (see [30] and [31]).
The problem of finding conditions under which the solution of Eq. (1.1) belongs to the same
space as f arises naturally from recent studies on maximal regularity and their application to
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of maximal regularity or well-posedness of Eq. (1.1) as follows.
Definition 3.1. We will say that Eq. (1.1) is Cα-well posed if, for each f ∈ Cα(R;X), there
exists a unique function u ∈ Cα+2(R;X)∩ Cα+1(R; [D(B)]) ∩ Cα(R; [D(A)]) and Eq. (1.1) is
satisfied almost everywhere.
Denote by eλ(t) := eiλt for all λ ∈ R, and define the operators
{Fλ}λ∈R, {Gλ}λ∈R ⊆ B(X)
by
Fλx = F(eλx), Gλx = G(eλx) for all λ ∈ R and x ∈ X. (3.1)
We define the real resolvent of Eq. (1.1) by
ρ() = {s ∈ R: −s2I + isB − isGs − Fs +A ∈ B([D(A)∩D(B)],X) is invertible}.
The main result of this paper is the following.
Theorem 3.2. Let A and B be closed linear operators defined on a B-convex space X. Assume
that the pair (A, iηB) is coercive for all η ∈ R. Then the following assertions are equivalent:
(i) Eq. (1.1) is Cα-well posed.
(ii) ρ() = R, supη∈R ‖η2(−η2I + iηB − iηGη − Fη +A)−1‖ < ∞ and
sup
η∈R
∥∥Bη(−η2I + iηB − iηGη − Fη +A)−1∥∥< ∞.
Proof. (i) ⇒ (ii) Let x ∈ D(A) ∩ D(B) and let u(t) = eiηtx for η ∈ R. Then ut (s) = eitηeisηx.
Thus
F(ut ) = eitηFηx and G
(
u′t
)= iηeitηGηx. (3.2)
Now if (−η2 + iηB − iηGη − Fη + A)x = 0, then u(t) is solution of Eq. (1.1) when f ≡ 0.
By uniqueness it follows that x = 0. Let L :Cα(R,X) → Cα+2(R,X) be the bounded operator
which takes each f ∈ Cα(R,X) to the unique solution u ∈ Cα+2(R,X) of Eq. (1.1). Fix y ∈ X
and define f (t) = eiηty, t ∈ R. Let u(t) be the unique solution of Eq. (1.1) such that L(f ) = u.
Fix s0 ∈ R, define v(t) = u(t + s0) and w(t) = eis0ηu(t). The functions v and w satisfy
Eq. (1.1) for g(t) = eis0ηf (t). By uniqueness, we again have
u(t + s) = eiηsu(t)
for all t, s ∈ R. In particular, when t = 0 we obtain u(s) = eiηsu(0), s ∈ R.
Let x ∈ D(A)∩D(B). Then u(t) = eiηtx satisfies Eq. (1.1). By (3.2) we have
−η2u(t)+ iηBu(t)+Au(t) = iηeiηtGηx + eiηtFηx + eiηty.
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and hence (−η2 + iηB + A − iηGη − Fη) is bijective. Since the pair (A, iηB) is coercive we
have that A+ iηB is closed. This shows that (−η2 + iηB +A− iηGη − Fη)−1 is bounded and
u(t) = eiηt (−η2 + iηB +A− iηGη − Fη)−1y.
Since ‖eiηtx‖α = Kα|η|α‖x‖ an easy computation shows that for ε > 0 we have
sup
|η|>
∥∥η2(−η2 + iηB +A− iηGη − Fη)−1∥∥ ‖L‖ sup
|η|>
(
1 + 1
Kα|η|α
)
< ∞.
By continuity it follows that
sup
η∈R
∥∥η2(−η2 + iηB +A− iηGη − Fη)−1∥∥< ∞.
Now, we write M(η) = (−η2 + iηB + A − iηGη − Fη)−1, η ∈ R. From the identity
M(η)(−η2 + iηB +A− iηGη − Fη) = I , we have
(iηB +A)M(η) = I + η2M(η)+ iηGηM(η)+ FηM(η).
Since G and F are bounded, we obtain
sup
η∈R
∥∥(iηB +A)M(η)∥∥< ∞.
Because (A, iηB) is a coercive pair there is a constant K > 0 such that∥∥ηBM(η)x∥∥+ ∥∥AM(η)x∥∥K∥∥(iηB +A)M(η)x∥∥
for all x ∈ X. This concludes the proof of (ii).
(ii) ⇒ (i) Define the operator M(t) = −(Bt −A)−1, with
Bt = t2I − itB + itGt + Ft . (3.3)
Note that by hypothesis M ∈ C1(R,B(X)). Furthermore, for all x ∈ X∥∥AM(t)x∥∥ ∥∥t2M(t)x∥∥+ ∥∥BtM(t)x∥∥+ ∥∥Gt tM(t)x∥∥+ ∥∥FtM(t)x∥∥+ ‖x‖
hence M ∈ C1(R,B(X, [D(A)])).
We claim that M is a Cα-multiplier. In fact, we have M ′(t) = −M(t)B ′tM(t) where
B ′t = 2tI − iB + iGt + itG′t + F ′t (3.4)
and F ′(x) = F(e′x),G′ (x) = G(e′x), with e′(θ) = iθeiθt , θ ∈ [−r,0]. For x ∈ X we havet t t t t
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+ ∥∥t2M(t)G′tM(t)x∥∥+ ∥∥tM(t)F ′t M(t)x∥∥.
Hence Gt,G′t and F ′t are uniformly bounded with respect to t ∈ R, and we conclude from the
hypothesis that supt∈R ‖tM ′(t)‖ < ∞. For x ∈ X, we have∥∥AtM ′(t)x∥∥= ∥∥AM(t)B ′t tM(t)x∥∥= ∥∥(BtM(t)− I)B ′t tM(t)x∥∥

∥∥BtM(t)B ′t tM(t)x∥∥+ ∥∥B ′t tM(t)x∥∥
replacing in the inequality Bt and B ′t by (3.3) and (3.4) respectively, from hypothesis (ii), we
obtain that supt∈R ‖AtM ′(t)‖ < ∞.
Hence {supt∈R ‖M(t)‖ + supt∈R ‖tM ′(t)‖} < ∞, with M ∈ C1(R,B(X, [D(A)])).
Analogously, we have supt∈R ‖BtM ′(t)‖ = supt∈R ‖BM(t)B ′t tM(t)‖ < ∞ and M is Cα-
multiplier with M ∈ C1(R,B(X, [D(A)∩D(B)])).
Define N(t) = (id · M)(t), where id(t) = it . By hypothesis N ∈ C1(R,B(X, [D(B)])). An
easy computation shows that supt∈R ‖tN ′(t)‖ < ∞. For all x ∈ X, we have that∥∥BtN ′(t)x∥∥ ∥∥BtM(t)x∥∥+ 2∥∥BtM(t)x∥∥∥∥t2M(t)x∥∥
+ ∥∥BtM(t)x∥∥∥∥BtM(t)x∥∥+ ∥∥BtM(t)x∥∥∥∥Gt tM(t)x∥∥
+ ∥∥BtM(t)x∥∥∥∥G′t t2M(t)x∥∥+ ∥∥BtM(t)x∥∥∥∥F ′t tM(t)x∥∥.
Since supt∈R ‖BtM(t)‖ is finite, we obtain that N is a Cα-multiplier.
We define P(t) = (id2 · M)(t), H(t) = FtM(t) and J (t) = GtN(t). A similar calculation as
above proves that P,H,J ∈ C1(R,B(X)) are Cα-multipliers.
Let f ∈ Cα(R,X). Since M,N,P,H,J are Cα-multipliers, there exist u¯ ∈ Cα(R, [D(A) ∩
D(B)]), v ∈ Cα(R, [D(B)]),w,h, k ∈ Cα(R,X) such that∫
R
u¯(s)(Fφ)(s) ds =
∫
R
F(φ ·M)(s)f (s) ds, (3.5)
∫
R
v(s)(Fψ)(s) ds =
∫
R
F(ψ ·N)(s)f (s) ds, (3.6)
∫
R
w(s)(Fϕ)(s) ds =
∫
R
F(ϕ · P)(s)f (s) ds, (3.7)
∫
R
h(s)(Fγ )(s) ds =
∫
R
F(γ · F.M)(s)f (s) ds, (3.8)
∫
R
k(s)(Fη)(s) ds =
∫
R
F(η ·G.N)(s)f (s) ds (3.9)
for all φ,ψ,ϕ, γ, η ∈ C∞(R).c
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F(φF.M)(s)x =
∫
R
e−istφ(t)FtM(t)x dt =
∫
R
e−istφ(t)F
(
etM(t)x
)
dt (3.10)
where
∫
R
e−istφ(t)etM(t)x dt ∈ C([−r,0],X). Now, for all θ ∈ [−r,0] we have∥∥∥∥∫
R
e−istφ(t)et (θ)M(t)x dt
∥∥∥∥
X

∫
R
∣∣φ(t)∣∣∥∥M(t)x∥∥
X
dt.
Since F is bounded, we deduce that
F(φ · F.M)(s)x = F
(F(φ · e.M)(s)x). (3.11)
Furthermore, observe that for θ ∈ [−r,0] fixed we have that e·(θ)φ ∈ C∞c (R). Using (3.5) we
obtain ∫
R
u¯s(Fφ)(s) ds =
∫
R
F(e·φ ·M)(s)f (s) ds.
Since the function θ → ∫
R
u¯s(θ)(Fφ)(s) ds ∈ C([−r,0],X) (see [6, p. 3]), due to the bounded-
ness of F , (3.5) and (3.11) it follows that∫
R
F(φ · F.M)(s)f (s) ds =
∫
R
FF(φ · e.M)(s)f (s) ds =
∫
R
F u¯s(Fφ)(s) ds (3.12)
for all φ ∈ C∞c (R). Moreover, from (3.8) and (3.12) we obtain∫
R
h(s)(Fφ)(s) ds =
∫
R
F u¯s(Fφ)(s) ds
for all φ ∈ C∞c (R). We conclude that there exists x1 ∈ X satisfying h(t) = F u¯t + x1, proving
that F u¯· ∈ Cα(R,X).
Analogously, from (3.6) we deduce that∫
R
vs(Fψ)(s) ds =
∫
R
F(e·ψ ·N)(s)f (s) ds.
In similar form to (3.11) and (3.12), by the boundedness of G it follows that∫
F(ψ ·G.N)(s)f (s) ds =
∫
GF(ψ · e.N)(s)f (s) ds =
∫
Gvs(Fψ)(s) ds (3.13)R R R
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R
k(s)(Fψ)(s) ds =
∫
R
Gvs(Fψ)(s) ds
for all ψ ∈ C∞c (R). Hence, there exists x2 ∈ X satisfying k(t) = Gvt + x2, proving that Gv· ∈
Cα(R,X).
Note that u¯, v ∈ Cα(R, [D(B)]). Choosing φ = id ·ψ in (3.5) from (3.6) we have that∫
R
u¯(s)F(id ·ψ)(s) ds =
∫
R
v(s)(Fψ)(s) ds, (3.14)
and it follows from Lemma 6.2 in [6] that
u¯ ∈ Cα+1(R, [D(B)]) and u¯′ = v + y1 (3.15)
for some y1 ∈ [D(B)].
Choosing ψ = id · ϕ in (3.6) from (3.7) it follows that∫
R
v(s)F(id · ϕ)(s) ds =
∫
R
w(s)(Fϕ)(s) ds. (3.16)
From Lemma 6.2 in [6] we obtain that
v ∈ Cα+1(R,X) and v′ = w + y2 (3.17)
for some y2 ∈ X. By (3.15) and (3.17) we obtain that u¯ ∈ Cα+2(R,X) and u¯′′ = v′ = w + y2.
Since (id2I + idB − idG. − F. +A)M = I we have
id2M = I − idBM + idG.M + F.M −AM
and replacing in (3.7) gives∫
R
w(s)(Fφ)(s) ds =
∫
R
F(φ)(s)f (s) ds −
∫
R
F(φBN)(s)f (s) ds
+
∫
R
F(φG.N)(s)f (s) ds +
∫
R
F(φF.M)(s)f (s) ds
−
∫
R
F(φAM)(s)f (s) ds (3.18)
for all φ ∈ C∞c (R).
Since u¯(t) ∈ D(A), v(t) ∈ D(B), F(φ · M)(s)x ∈ D(A) and F(φ · N)(s)x ∈ D(B) for all
x ∈ X, using the fact that A and B are closed, replacing (3.5), (3.6), (3.12) and (3.13) in (3.18)
we obtain that
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w(s)(Fφ)(s) ds =
∫
R
F(φ)(s)f (s) ds −
∫
R
Bv(s)F(φ)(s) ds
+
∫
R
Gvs(Fφ)(s) ds +
∫
R
F u¯s(Fφ)(s) ds
−
∫
R
Au¯(s)(Fφ)(s) ds (3.19)
for all φ ∈ C∞c (R). By Lemma 5.1 in [6] this implies that for some y3 ∈ X one has
w(t) = f (t)−Bv(t)+Gvt + F u¯t −Au¯(t)+ y3, t ∈ R. (3.20)
Since v ∈ Cα(R, [D(B)]), from definition of the norm Cα , a direct calculation proves that Bv ∈
Cα(R,X). In particular, by (3.20) it follows that Au¯ ∈ Cα(R,X).
Consequently,
u¯′′(t)− y2 = f (t)−B
(
u¯′(t)− y1
)+G(u¯′t − y1)+ F u¯t −Au¯(t)+ y3.
Hence
u¯′′(t) = f (t)−Bu¯′(t)+Gu¯′t + F u¯t −Au¯(t)+ y
where y = y2 + y3 +By1 −Gy1.
Define x = (F −A)−1y. By hypothesis ρ() = R, we have x ∈ D(A)∩D(B). Hence u(t) :=
u¯(t) + x is in Cα+2(R,X) ∩ Cα+1(R, [D(B)]) ∩ Cα(R, [D(A)]) and u satisfies Eq. (1.1). We
have shown that a solution of Eq. (1.1) exists.
In order to prove uniqueness, suppose that
u′′(t)+Bu′(t)+Au(t) = Gu′t + Fut , t ∈ R, (3.21)
where u ∈ Cα+2(R,X)∩Cα+1(R, [D(B)])∩Cα(R, [D(A)]).
We claim that uˆ·(λ), uˆ′·(λ) ∈ C([−r,0],X) for Reλ = 0. In fact, if Reλ > 0 then∥∥e−λtut∥∥∞ = sup
θ∈[−r,0]
∥∥e−λtu(t + θ)∥∥
X
 e−Reλt
(
1 + (|t | + r)α).
Since e−Reλt (1+ (|t |+ r)α) ∈ L1(R+) applying the dominated convergence theorem, we obtain
that uˆ·(λ) ∈ C([−r,0],X) for Reλ > 0. Analogously we obtain the claim for Reλ < 0. With a
similar argument we obtain the claim for uˆ′·(λ).
For Reλ = 0, with an easy computation, we obtain the Carleman transforms
uˆ.(λ) = guˆ(λ)+ gh and uˆ′.(λ) = gλuˆ(λ)+ gλh− u0 (3.22)
where g(θ) = eλθ , u0(θ) = u(θ) and h(θ) =
∫ 0
θ
e−λtu(t) dt , with θ ∈ [−r,0]. Note that gh ∈
C([−r,0],X). Since F and G are bounded, we obtain from (3.22) that
F̂ u·(λ) = F uˆ·(λ) = Fguˆ(λ)+ Fgh (3.23)
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Ĝu′·(λ) = Guˆ′·(λ) = Ggλuˆ(λ)+Ggλh−Gu0 (3.24)
for Reλ = 0.
Since uˆ′′(λ) = λ2uˆ(λ)−λu(0)−u′(0) and uˆ′(λ) = λuˆ(λ)−u(0) for Reλ = 0, one has uˆ(λ) ∈
D(A)∩D(B) and
uˆ′′(λ)+ B̂u′(λ)+ Âu(λ) = Ĝu′.(λ)+ F̂ u·(λ) for Reλ = 0. (3.25)
Using the fact that A and B are closed, from (3.23) and (3.24) it follows(
λ2 + λB − λGg − Fg +A)uˆ(λ) = λGgh+ Fgh−Gu0 + λu(0)+Bu(0)− u′(0) (3.26)
for all C \ iR. Since ρ() = R, it follows that the Carleman spectrum spC(u) of u is empty.
Hence u ≡ 0 by [2, Theorem 4.8.2]. 
Remark 3.3. We note that the coercivity condition on the pair (A, iηB) was used only in the
implication (i) ⇒ (ii).
Corollary 3.4. Let A and B be closed linear operators defined on a B-convex space X. Assume
that (ii) in the above theorem hold. Then:
(i) (1.1) has a unique solution in Cα+2(R,X)∩Cα+1(R; [D(B)])∩Cα(R, [D(A)]) if and only
if f ∈ Cα(R,X).
(ii) There exists a constant M > 0 independent of f ∈ Cα(R,X) such that
‖u′′‖Cα(R,X) + ‖Au‖Cα(R,X) + ‖Bu′‖Cα(R,X) + ‖Fu·‖Cα(R,X) + ‖Gu′·‖Cα(R,X)
M‖f ‖Cα(R,X).
When F ≡ 0 and G ≡ 0 in Eq. (1.1), we have the following second-order equation
u′′(t)+Bu′(t)+Au(t) = f (t), t ∈ R. (3.27)
This equation has been studied in [10], on Lebesgue spaces and t ∈ [0, T ) with 0 < T ∞. In
Hölder spaces, from Theorem 3.2 we obtain
Corollary 3.5. Let A be a closed linear operator defined on a B-convex space X. Assume that
(A, iηB) is coercive pair for all η ∈ R. Then the following assertions are equivalent:
(i) Eq. (3.27) is Cα-well posed.
(ii) ρ() = R, sups∈R ‖s2(−s2I + isB +A)−1‖ < ∞ and
sup
s∈R
∥∥Bs(−s2I + isB +A)−1∥∥< ∞.
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In this section, we consider the abstract second-order Cauchy problem with delay
u′′(t)+ τA1/2u′(t)+Au(t) = Fut + f (t), t ∈ R, (4.1)
where A is a sectorial operator defined on a B-convex space X, τ > 0, and the delay
F :C([−r,0],X) → X is bounded linear operator.
We show that Eq. (4.1) is Cα-well posed by using some recent results obtained in [10] for
second-order equations without delay.
We call a closed, densely defined operator A sectorial of angle β ∈ (0,π) if σ(A) ⊂ Σβ , and
for every β ′ ∈ (β,π)
sup
z∈C\Σβ′
∥∥z(z −A)−1∥∥< ∞,
with Σβ = {z ∈ C: |arg z| < β}. For a sectorial operator we define the sectorial angle ω(A) by
ω(A) := inf{β ∈ (0,π): A is sectorial of angle β}.
For every β ∈ (0,π) we put
H∞(Σβ) :=
{
f :Σβ → C holomorphic: ‖f ‖∞ < ∞
}
,
H∞0 (Σβ) :=
{
f ∈ H∞(Σβ): ∃ε > 0 s.t. sup
z∈Σβ
∣∣f (z)∣∣∣∣∣∣1 + z2z
∣∣∣∣ε < ∞}.
If A is a sectorial operator of angle β ∈ (0,π), then
ΦA(f ) := f (A) := 12πi
∫
∂Σβ′
f (z)(z −A)−1 dz
defines a functional calculus from H∞0 (Σβ ′) into B(X) for every β ′ > β . This functional calculus
may be extended in a natural way in order to define the fractional powers Aε for every ε > 0,
see [18,28].
We say that a sectorial operator A admits a bounded H∞ functional calculus of angle
β ∈ [ω(A),π) if the functional calculus on H∞0 (Σβ ′) extends to a bounded linear operator on
H∞(Σβ ′) for every β ′ ∈ (β,π).
The well-known examples for general classes of closed linear operator with a bounded H∞
calculus are
1. normal sectorial operators in a Hilbert space;
2. m-accreative operators in a Hilbert space;
3. generators of bounded C0-groups on Lp-spaces;
4. negative generators of positive contraction semigroups on Lp-spaces.
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u′′(t)+ τA1/2u′(t)+Au(t) = f (t), t ∈ R, (4.2)
i.e. we assume that F ≡ 0. This equation has been studied in [10] for the Lebesgue spaces.
For all λ ∈ C and z ∈ C \ (−∞,0], we define
M0(λ, z) := (λ2I + τλz1/2 + z)−1 ∈ C ∪ {∞},
M1(λ, z) := λ2(λ2I + τλz1/2 + z)−1 ∈ C ∪ {∞},
M2(λ, z) := λz1/2(λ2I + τλz1/2 + z)−1 ∈ C ∪ {∞}.
The following proposition gives conditions under which Eq. (4.2) is Cα-well posed.
Proposition 4.1. Let A be a sectorial operator which admits a bounded H∞ functional calculus
of angle β . Suppose that one of the following conditions is satisfied:
(a) τ  2 and β ∈ (0,π).
(b) τ ∈ (0,2) and β ∈ (0,π − 2 arctan
√
4−τ 2
τ
).
Then:
(i) There exist β ′ > β , δ > 0 and K  0 such that for every λ ∈ Σδ+π/2, z ∈ Σβ ′ and j = 0,1,2,
we have |Mj(λ, z)|K .
(ii) Eq. (4.2) is Cα-well posed.
Proof. The part (i) is proved in [10, Lemma 4.1(a), (b)] by Chill and Srivastava.
For (ii), we have that λ = is ∈ Σδ+π/2 for all s ∈ R. From (i) we obtain that Mj(is, z) ex-
ist and are bounded. Since A admits a bounded H∞ calculus of angle β by assumption, this
implies that the operators Mj(λ,A) are bounded (see [18]). The conclusion follows from Corol-
lary 3.5. 
Theorem 4.2. Let A be a sectorial operator which admits a bounded H∞ functional calculus of
angle β . Assume that one of the conditions (a)–(b) of Proposition 4.1 is satisfied and
‖F‖ < 1
K
(4.3)
where K is the bound obtained in (i) of Proposition 4.1. Then Eq. (4.1) is Cα-well posed.
Proof. Let λ = is, s ∈ R. From the identity
(
λ2I + τλA1/2 +A− Fs
)= (−λ2I + τλA1/2 +A)(I − (λ2I + τλA1/2 +A)−1Fs), s ∈ R,
it follows that λ2I + τλA1/2 +A− Fs is invertible whenever ‖(λ2I + τλA1/2 +A)−1Fs‖ < 1.
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Therefore, under the condition (4.3) we obtain the identity(
λ2I + τλA1/2 +A− Fs
)−1
= (I − (λ2I + τλA1/2 +A)−1Fs)−1(λ2I + τλA1/2 +A)−1
=
∞∑
n=0
[(
λ2I + τλA1/2 +A)−1Fs]n (λ2I + τλA1/2 +A)−1.
Let ρ = ‖(λ2I + τλA1/2 +A)−1Fs‖. From Proposition 4.1, we have that
∥∥λ2(λ2I + τλA1/2 +A− Fs)−1∥∥ ∥∥λ2(λ2I + τλA1/2 +A)−1∥∥ ∞∑
n=0
ρn <
K
1 − ρ
and
∥∥λA1/2(λ2I + τλA1/2 +A− Fs)−1∥∥ ∥∥λA1/2(λ2I + τλA1/2 +A)−1∥∥ ∞∑
n=0
ρn <
K
1 − ρ .
The conclusion follows from Theorem 3.2. 
Example 4.3. Let μ : [−r,0] → B(X) be of bounded variation. Let F :C([−r,0],X) → X be
the bounded operator given by the Riemann–Stieltjes integral
F(φ) =
0∫
−r
φ dμ for all φ ∈ C([−r,0],X).
An important special case consists of operators F defined by
F(φ) =
n∑
k=0
Ckφ(τk), φ ∈ C
([−r,0],X),
where Ck ∈ B(X) and τk ∈ [−r,0] for k = 0,1, . . . , n. For concrete equations dealing with the
above classes of delay operators see the monograph of Bátkai and Piazzera [9, Chapter 3].
Example 4.4. Consider the following equation with delay
∂ttu(x, t)+2u(x, t) = ∂tu(x, t)+
n∑
k=0
ckut (x, τk)+ f (x, t), (x, t) ∈ Ω × R,
u(x, t) = 0, u(x, t) = 0, (x, t) ∈ ∂Ω × R, (4.4)
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f (·, t) ∈ L2(Ω) belongs to Cα(R,L2(Ω)).
To write this problem in abstract form, consider the space H1/2(Ω) := {u(·, t) ∈ H 10 (Ω):
u ∈ L2(Ω)} with norm ‖u‖2 := ‖u‖L2 , which is equivalent to the usual Sobolev norm. We
define the operator
A := 2, D(A) := {u(·, t) ∈ H 10 (Ω): u ∈ H1/2(Ω), 2u ∈ L2(Ω)},
A1/2 = −, F :=
n∑
k=0
ckδτk
where δτk is the point of evaluation in τk .
By Arendt and ter Elst [7, Theorem 5.7] (see also Hieber [19,20]), A1/2 admits a bounded
H∞ calculus on
∑
θ for every θ > 0.
We assume that 0 < θ < π/6. From scaling property, see [18], A admits a bounded H∞
calculus on
∑
2θ . Since τ = 1 and 2θ ∈ (0,π/3), by Proposition 4.1 the equation
∂ttu(x, t)+2u(x, t) = ∂tu(x, t)+ f (x, t)
is Cα-well posed. If in addition we have that
∑n
k=0 |ck| 1/K where K is the bound obtained
by (i) of Proposition 4.1, then (4.3) is satisfied and hence Eq. (4.4) is Cα-well posed, by Theo-
rem 4.2.
References
[1] H. Amann, Quasilinear parabolic functional evolution equations, preprint.
[2] W. Arendt, C. Batty, M. Hieber, F. Neubrander, Vector-Valued Laplace Transforms and Cauchy Problems, Monogr.
Math., vol. 96, Birkhäuser, Basel, Boston, Berlin, 2001.
[3] W. Arendt, S. Bu, The operator-valued Marcinkiewicz multiplier theorem and maximal regularity, Math. Z. 240
(2002) 311–343.
[4] W. Arendt, S. Bu, Tools for maximal regularity, Math. Proc. Cambridge Philos. Soc. 134 (2) (2003) 317–336.
[5] W. Arendt, S. Bu, Operator-valued Fourier multiplier on periodic Besov spaces and applications, Proc. Edinb. Math.
Soc. 47 (2) (2004) 15–33.
[6] W. Arendt, C. Batty, S. Bu, Fourier multipliers for Hölder continuous functions and maximal regularity, Studia
Math. 160 (2004) 23–51.
[7] W. Arendt, A.F.M. ter Elst, Gaussian estimates for second order elliptic operators with boundary conditions, J. Op-
erator Theory 38 (1997) 87–130.
[8] A. Bátkai, E. Fas˘anga, R. Shvidkoy, Hyperbolicity of delay equations via Fourier multipliers, Acta Sci. Math.
(Szeged) 69 (2003) 131–145.
[9] A. Bátkai, S. Piazzera, Semigroups for Delay Equations, Res. Notes Math., vol. 10, A.K. Peters, Ltd., Boston, MA,
2005.
[10] R. Chill, S. Srivastava, Lp-maximal regularity for second order Cauchy problems, Math. Z. 251 (4) (2005) 751–781.
[11] R. Christensen, The Theory of Viscoelasticity: An Introduction, second ed., Academic Press, New York, 1982.
[12] R. Denk, M. Hieber, J. Prüss, R-boundedness, Fourier multipliers and problems of elliptic and parabolic type, Mem.
Amer. Math. Soc. 166 (788) (2003).
[13] O. Diekmann, S.A. van Gils, S.M. Verduyn Lunel, H.-O. Walther, Delay Equations, Functional, Complex and Non-
linear Analysis, Appl. Math. Sci., vol. 110, Springer-Verlag, 1995.
[14] M. Girardi, L. Weis, Criteria for R-boundedness of operator families, in: Lect. Notes Pure Appl. Math., vol. 234,
Dekker, New York, 2003, pp. 203–221.
[15] M. Girardi, L. Weis, Operator-valued Fourier multiplier theorems on Lp(X) and geometry of Banach spaces,
J. Funct. Anal. 204 (2) (2003) 320–354.
276 V. Poblete / J. Differential Equations 246 (2009) 261–276[16] M. Gurtin, A. Pipkin, A general theory of heat conduction with finite wave speeds, Arch. Ration. Mech. Anal. 31
(1968) 113–126.
[17] J.K. Hale, S.M. Verduyn Lunel, Introduction to Functional Differential Equations, Appl. Math. Sci., vol. 99,
Springer-Verlag, 1993.
[18] M. Haase, The Functional Calculus for Sectorial Operators, Birkhäuser, Basel, 2004, book manuscript to appear.
[19] M. Hieber, Heat kernels and bounded H∞ calculus on Lp spaces, in: Günter Lumer, et al. (Eds.), Partial Differential
Equations, Models in Physics and Biology, Contributions to the conference held in Han-sur-Lesse, Belgium (1993),
Akademie-Verlag, Berlin, 1994, pp. 166–173.
[20] M. Hieber, H∞ calculus for second order elliptic operators in divergence form, in: M. Demuth, et al. (Eds.), Partial
Differential Operators and Mathematical Physics, International conference in Holzhau, Germany (1994), in: Oper.
Theory Adv. Appl., vol. 78, Birkhäuser, Basel, 1995, pp. 166–173.
[21] T. Hytönen, R-boundedness and multiplier theorems, Helsinki University of Technology Institute of Mathematics
Research Reports.
[22] N. Kalton, G. Lancien, A solutions to the problem of Lp-maximal regularity, Math. Z. 235 (3) (2000) 559–568.
[23] V. Keyantuo, C. Lizama, Fourier multipliers and integro-differential equations in Banach spaces, J. London Math.
Soc. 69 (3) (2004) 737–750.
[24] V. Keyantuo, C. Lizama, Maximal regularity for a class of integro-differential equations with infinite delay in Ba-
nach spaces, Studia Math. 168 (1) (2005) 25–50.
[25] V. Keyantuo, C. Lizama, Hölder continuous solutions for integro-differential equations and maximal regularity,
J. Differential Equations 230 (2006) 634–660.
[26] Y. Latushkin, F. Räbiger, Fourier multipliers in stability and control theory, preprint.
[27] C. Lizama, Fourier multipliers and periodic solutions of delay equations in Banach spaces, J. Math. Anal.
Appl. 324 (2) (2006) 921–933.
[28] C. Martinez, M. Sanz, The Theory of Fractional Powers of Operators, North-Holland Math. Stud., vol. 187, Elsevier,
Amsterdam, London, New York, 2001.
[29] R. Miller, An integrodifferential equation for rigid heat conductors with memory, J. Math. Anal. Appl. 66 (1978)
313–332.
[30] J. Prüss, Evolutionary Integral Equations and Applications, Monogr. Math., vol. 87, Birkhäuser, 1993.
[31] P. Sobolevskii, Fractional powers of coercively positive sums of operators, Soviet Math. Dokl. 16 (1975) 1638–
1641.
[32] L. Weis, Operator-valued Fourier multiplier theorems and maximal Lp-regularity, Math. Ann. 319 (2001) 735–758.
