In this paper, we propose an estimation method of the parameter in an exponential distribution based on a progressive Type I interval censored sample with semi-missing observation. The maximum likelihood estimator (MLE) of the parameter in the exponential distribution cannot be obtained explicitly because the intervals are not equal in length under the progressive Type I interval censored sample with semi-missing data. To obtain the MLE of the parameter for the sampling scheme, we propose a method by which progressive Type I interval censored sample with semi-missing data is converted to the progressive Type II interval censored sample. Consequently, the estimation procedures in the progressive Type II interval censored sample can be applied and we obtain the MLE of the parameter and survival function. It will be shown that the obtained estimators have good performance in terms of the mean square error (MSE) and mean integrated square error (MISE).
Introduction
Interval censored data are widely occurred in industrial, economic, medical, social science research, and lifetime studies. Of course, the progressive Type I and progressive Type II interval censored sample schemes have been applied in those areas. A number of studies have employed the progressive censored samples. The progressive Type II censored sample scheme was detailedly introduced by Balakrishnan and Aggarwala (2000) . Aggarwala (2001) proposed progressive interval-censoring and Ashour and Afify (2007) studied the exponentiated Weibull family under progressive Type I interval censoring with random removal. Ng and Wang (2009) suggested some methods for estimating parameters of a Weibull distribution. Further Shin et al. (2010) studied the estimation problems in the exponential distribution under progressive Type I interval censored sample.
We are interested in the estimation of the parameter and survival function for the exponential distribution under progressive Type I interval censored sample with missing data. Under the progressive Type I interval censored sample scheme, it is not permitted to observe the exact failure time, but the number of failure units within the preset time interval can only be recorded. In this paper, we consider the case that some data are missing in an interval but some of those can appear the next any interval. We will say this type of missing data as semi-missing one. General estimation method could not be applied under the progressive Type I interval censored sample with semi-missing data. Thus, we convert this kind of sample data to the progressive type II interval censored data, and obtain the MLE of the parameter and the estimator of the survival function. This paper is organized as follows. In section 2, we propose an estimation method under the progressive Type I interval censored sample with semi-missing data. In section 3, simulation studies and results are discussed. Conclusions and suggestions are given in section 4.
Proposed estimation method
Let T be the failure time under exponential distribution with a scale parameter σ. The probability density function (pdf) and the cumulative distribution function (cdf) as follow:
In progressive type I interval censored sample, we can observe the number of failure units
for n experiment units, and remove R 1 , R 2 , · · · , R m for remaining live units in each time T 1 , T 2 , · · · , T m , respectively. In the special case in which the interval lengths are the same, say T i = i · t, i = 1, 2, · · · , m. An explicit expression for the MLE of σ obtained by (Aggarwala, 2001) , that isσ
(2.3) Also, Shin et al. (2010) generated the failure times Y j:IM,n based on X 1 , X 2 , · · · , X m in progressive Type I interval censored sample. If Y j:IM,n of IM units are generated in each time intervals and the number of removing units IR j are generated in Y j:IM,n then Y j:IM,n can be applied to the estimation of parameter in progressive type II censored scheme, where
Then it is simple to derive the MLE of σ (Balakrishnan and Sandu, 1996) aŝ
In clinical or longitudinal studies involving periodic follow-ups. For example, the experimental units exist from the first time interval (T 0 , T 1 ] to the i-th time interval (T i−1 , T i ], but they may fail to appear in subsequent intervals. If some units fail to appear in the (i + k)-th interval, then we cannot obtain the exact failure times because the units may have been missing in a certain intervals. In such a case, the length of the interval for the semi-missing units are not same, we cannot estimate the MLE of σ by (2.3) when some intervals have semi-missing data. To overcome the problem, we suggest another method for making failure times for progressive Type I interval censored sample with semi-missing data.
Denote X 1 , X 2 , · · · , X m indicate the number of failure units; S is the number of semimissing units, where S < n; R i is the number of removing units from remaining units at times T 1 , T 2 , · · · , T m (m is fixed value); IR j is the number of removing units at failure times Y j:IM,n for j = 1, 2, · · · , IM ; the total number of units in the experiment is n = IM + IR 1 + IR 2 + · · · + IR IM where IM = X 1 + X 2 + · · · + X m + S. And Y j is generated failure times in each interval. We use X 1 , X 2 , · · · , X m and S to generate Y j and IR j units in each interval. Now, we assume that there are semi-missing units in some intervals. For example, if a semi-missing unit occurs in the first interval (T 0 , T 1 ], then the unit is observed in the second interval (T 1 , T 2 ]. In this case, we obtain the failure times Y j as follows;
. . .
And if the missing unit Y j+S reappear in the second interval (T 1 , T 2 ], then
Similarly, Y j are obtained for the remaining intervals, and the final interval (
where S = 1. In general, if there are semi-missing units between the i-th and the (i + k − 1)-th intervals, then those units are observed in the subsequent interval. Therefore, in the first interval (T 0 , T 1 ], Y j are obtained by
In the second interval (T 1 , T 2 ],
In the same way, Y j are obtained for the remaining intervals. But if the semi-missing units S show up in (i + k)-th interval (T i+k−1 , T i+k ], Y j and Y j+S are
In the final interval (
As above, all the failure times Y j are obtained and let Y j:IM,n be ordered failure time Y j . Using the progressive Type II censored scheme, we propose an estimatorσ II M of the scale parameter σ under the exponential distribution by (2.5). 6) where IM = X 1 + X 2 + · · · + X m + S. Also we are interested in a survival function of time t. Consider a survival function of time t,
where T i is a nonnegative random variable. Using (2.2) and (2.7), the survival function of t under exponential distribution is derive to
Thus we obtainŜ II M (t) by usingσ II M from (2.8) aŝ
3. Simulation studies 3.1. Generating the failure times We perform simulation studies about the numerical performance of the estimator and the survival function by using the proposed estimator. For estimation, first, we obtain the number of failure times for progressive Type I interval censored sample by the simulation algorithm (Aggarwala, 2001) . Second, we determine the failure times, estimate the parameter and the survival function based on the progressive Type II censored scheme.
The starting point is T 0 = 0, and the end point is T m . The number of failure times are obtained at preset times T 1 , T 2 , . . . , T m (m is fixed value) in each time intervals, an exponential distribution with given fixed percentages p 1 , p 2 , · · · , p m−1 (p m = 1) of units to be removed. Failure times X 1 , X 2 , · · · , X m for the progressive Type I interval censored sample are generated by the algorithm (Aggarwala, 2001) .
In this paper, we calculate the proposed estimatorσ II M andŜ II M (t). To compare the numerical performance of the each estimators, we compute the mean square error (MSE) for the estimator of a scale parameter and the mean integrated square error (MISE) for the estimator of the survival function.
Numerical results
We perform the simulation algorithm under the exponential distribution with the scale parameter σ = 3. We consider the sample sizes n = 20, 30, and 50, the number of intervals m = 10, and the time interval t = 1 and let the percentage of removed units be To evaluate the performance of the proposed estimators, we simulate the MSE and the MISE for the proposed estimator from the Monte Carlo method, the simulation procedure was repeated 1,000 times.
We estimate the bias and MSE ofσ II M . In addition to, we examine in the MISE ofŜ II M (t). As expected, the MSE and MISE for the proposed estimator decrease as the sample size n increase. For example, two missing units in (T 0 , T 1 ] are observed in (T 1 , T 2 ]. According to Table 3 .1, which shows the bias and MSE forσ II M , the MISE ofσ II M . Although the two units are not observed in the first interval, the simulation results are efficient. 
Conclusions
We consider that some intervals have semi-missing data in progressive Type I interval censored sample, and propose the estimation method of those sample. To evaluate the performance of the proposed method, we obtain the number of failure times for the progressive Type I interval censored sample and determine failure times. Thus, the obtained sample is the same as the progressive Type II censored sample. We estimate the parameter and the survival function. For this, we use the exponential distribution with an unknown scale parameter, and the estimator of parameter is based on that method. The results of the simulation studies indicate as follows: The proposed estimatorσ II M is shown good performance and those have a consistency in terms of the MSE and bias. Also, the proposed estimator S II M (t) is shown good performance and those have a consistency in terms of the MISE.
A few things add to the conclusion, we will consider to shift removal points of units in next study. Also, we will give variety to the time-interval-lengths and distribution.
