In many engineering problems the sharp resolution of the flow field near irregularly shaped boundaries is essential, e.g., for the flow in complex geometries such as internal combustion engines or for particulate flows with irregular particle shapes or inter-particle and wall-particle collisions. Especially when moving boundaries are involved, immersed boundary methods have been increasingly used for the simulation of such flows during the past decades. Among the different immersed boundary variants the cut-cell method is the only strictly mass-conserving approach and is capable of providing a sharp resolution of arbitrarily complex boundary configurations. In cut-cell methods, Cartesian cells that are intersected by the boundary surfaces are reshaped to retain only the fluid fraction of the original cell volume. However, computing the intersections of Cartesian cells with complex or non-smooth boundaries is tedious and difficult to be realized in a generic and robust fashion.
I. Introduction
Flows with moving or deforming boundaries are encountered in many natural and technical environments. Immersed boundary methods are a popular choice for the simulation of such problems due to their flexibility and robustness with respect to large displacements of the boundaries. Consequently, they have been the basis for numerous numerical studies, e.g., of flow through the human heart valves [1, 2] , internal combustion engines [3] [4] [5] , particulate flows [6, 7] , or aquatic animal locomotion [8, 9] . However, in many technical applications the moving boundaries can have an irregular shape which can not modeled by classical immersed boundary methods, as these diffuse the exact location of the boundaries [10] .
The Cartesian cut-cell method [11] is capable of resolving complicated boundary geometries without smearing the near-wall solution. In this approach, the intersection of Cartesian cells with the solid domain is discarded and subsequently, only the fluid part of the cell is considered as a control volume in a finite-volume fashion. Hence, intersections with complicated solid geometries can be resolved. Moreover, the finite-volume character of this method renders it the only strictly mass-conservative technique in the class of immersed boundary methods. In moving boundary problems, conservation was shown to be essential to suppress unphysical pressure oscillations [12, 13] and for the solution accuracy in fluid-structure interaction [14] . However, computing the complex intersections of the Cartesian cells with arbitrarily shaped boundaries is challenging and slows down the wider dissemination of this method.
In this study, a flexible Cartesian cut-cell method is presented which extends the scheme for moving boundaries in [13] to complex and possibly non-smooth moving geometries. A multiple-level-set formulation is proposed to track several independent interfaces and to accurately resolve non-smooth features of the boundaries. This formulation is complemented by a new multi-cut-cell method in which arbitrarily complex intersections of a single cell with multiple boundary surfaces can be computed by a generic and convenient procedure based on binary space partitioning trees. This allows a strictly conservative and accurate treatment of multiple boundary conditions within a single cell. For the discretization at the moving boundaries, a combined interpolation and flux-redistribution technique is used which was demonstrated to significantly suppress unphysical pressure oscillations in [13] .
This paper is organized as follows. In Sec. II the numerical method is presented including the level-set description of the boundaries and the solution scheme for the fluid domain. Results for several configurations with moving boundaries in three space dimensions are discussed for internal combustion engines in Sec. III and for particulate flows in Sec. IV. Finally, a conclusion is given.
II. Numerical method

II.A. Mathematical model
We study the evolution of a viscous and compressible fluid in the domain Ω. The conservation of mass, momentum, and energy in a moving control volume V (t) ⊂ Ω(t) is governed by d dt
with the vector of non-dimensional conserved quantities Q = (ρ, ρu T , ρE) T . The flux tensor is given by
with the density ρ, the velocity vector u, the velocity of the control volume surface u ∂V , the pressure p, the total energy E = e + 0.5u 2 , and the unit tensor I. Assuming a Newtonian fluid at zero bulk viscosity the stress tensor is expressed by
The dynamic viscosity is obtained from the temperature T via Sutherland's law [15] µ = T
3/2
Re 0
with the constant S = 111/293. The Reynolds number Re 0 = √ γρ 0 p 0 L/µ 0 is computed from reference quantities at a heat capacity ratio γ = 1.4 and a reference length L. The non-dimensional vector of heat conduction for a constant Prandtl number P r = µ 0 c p /k 0 reads
∇T.
The equations are complemented by the ideal gas relation
At solid fixed or moving boundaries, Γ ⊂ ∂Ω, the no-slip condition is prescribed and the walls are considered adiabatic, i.e.,
A Robin-type pressure boundary condition is derived from the momentum equation in surface-normal direction [13] , i.e., ∂p ∂n
with D/Dt being the material derivative.
II.B. Multiple-level-set representation of complex moving geometries
Level-set methods provide an efficient means to represent many independently moving interfaces by solving a single scalar partial differential equation. However, when the interfaces intersect, it is not possible to sharply resolve these regions without smearing the interfaces in the discrete solution. By using multiple level sets, the shape of the intersecting interfaces can be preserved [16] . Similarly, non-smooth geometries as they appear in many technical applications can be represented by a set of smooth level sets without diffusing sharp features of the boundary [5] . Let the fluid domain Ω(t) be bounded by a possibly non-smooth boundary Γ(t) which is composed of subsets of N smooth interfaces Γ i (t), each of the latter defined as the zero level set of a corresponding signed-distance function φ i (x, t) and bounding the subdomain Ω i (t),
In case two or more interfaces intersect, a distinction has to be made how to construct Ω(t) from the individual Ω i (t). If the solid domain near the intersection is concave (from the fluid-phase point of view) such as in internal flows or for colliding and overlapping bodies, the fluid domain is defined as the convex set
as illustrated by Fig. 1(a) . In the opposite case of convex geometries, the subdomains Ω i (t) are merged into Ω(t), i.e.,
see Fig. 1(b) . An extension to combinations of concave and convex geometries is straightforward. Under the constraint ∇φ i = 1 the function φ i represents the signed distance to the interface
The evolution of the boundary Γ(t) is governed by the solution of the N transport equations Note that the piston has been radially extended in the numerical setup so that it can be represented by a single smooth level set.
Evaluation of the distance dist P k (Γ i , Γ j ) between two interfaces Γ i and Γ j for the points P1, P2 and xmin.
Arrows denote the distances φ 1st and φ 2nd to the closest and second closest body, respectively. The dotted line displays the skeleton and the quantity ∆ is the minimum distance dist(
of the individual level-set functions, where f i denotes the local extension velocity of Γ i . Each level-set function is solved independently. This ensures that the accuracy of the individual interface representations is maintained, even if the distance between two interfaces is on the order of the local mesh resolution h. The application of this technique to an internal combustion engine is demonstrated in Fig. 2 . The engine components are represented by three independent level sets to resolve the sharp features of the geometry.
When the gap between two flat bodies becomes very small compared to the local cell size, this may result in a significant deterioration of the flow solution. If the distance falls below a certain threshold value it is useful to artificially close such a gap to avoid arbitrarily small spatial steps. Therefore, we use the gap opening/closing procedure described in [17, 18] , e.g., for the transition from the open to the closed position of the valves in an internal combustion engine. Since the individual level-set functions φ i are not manipulated by this procedure, a key aspect of the multiple-level-set method is that the artificial removal of a narrow gap is fully reversible. This cannot be achieved when a regular single level-set method is used.
To anticipate or detect collisions of two separate embedded interfaces Γ i and Γ j , the minimum distance ∆(Γ i , Γ j ) between the two interfaces is a suitable criterion. It can be approximated as ∆(
indicate narrow gaps between the interfaces. This is demonstrated for the collision of two particles in Fig. 3 . The described gap-closing technique will be demonstrated for a realistic engine configuration in Sec. III.
II.C. Multi-cut-cell method
In cut-cell methods the presence of embedded boundaries is modeled by reshaping Cartesian cells which are intersected by the geometry such that the remaining control volume is solely located inside the fluid domain Ω. Cells which are located entirely in the solid domain are discarded. The geometry of cells which are intersected by a single smooth surface can usually be determined directly via a marching cubes algorithm [19] . This approach is based on a look-up table covering all 256 possible (simple) intersections of a Cartesian cell that can appear. However, if a cell is cut by multiple surfaces the complexity of this and similar principles vastly increases. Therefore, for such multi-cut cells we propose a different, conceptionally much simpler procedure here.
Instead of determining the possibly complicated cut-cell geometry at once, we subdivide its assembly into simpler sub-problems. In a first step, we compute the intersection of each Cartesian cell C with the subdomain Ω i associated to the ith body and interface Γ i . This yields N intermediate polyhedra per cell
the geometries of which are computed using the regular marching cubes algorithm described above. To determine the actual fluid part of the Cartesian cell, the individual polyhedra are combined into the final cut-cell geometry. For a concave solid domain the cut-cell geometry is obtained as the intersection of all P i , i.e.,
or by merging the polyhedra in case of convex solid domains
according to the definition of the fluid domain in Eqs. 11 and 12. The intersection and merging operations are conveniently realized using binary space partitioning (BSP) trees. A BSP tree B is a binary tree that recursively partitions d-dimensional space into convex sets by hyperplanes [20] . Binary set operations can be realized, e.g., by merging two BSP trees [21, 22] . This approach can be applied to both convex and nonconvex polyhedral objects consisting of piecewise planar polygons, which can also be composed of multiple unconnected components. Since the result of the intersection and merging operations based on BSP trees is again a BSP tree, these operations for the separate polygonal representations P i can be concatenated, as required by Eqs. 16 and 17. Furthermore, special cases and degeneracies such as overlapping coplanar polygons can be treated without difficult case distinctions. This is in notable contrast to marching cube algorithms which require the distinct handling of each possible case. Thus, a very compact formulation of the required algorithms can be realized.
In practice, the above procedure is only conducted for cells which are effectively cut multiple times such that the total overhead remains small compared to regular cut-cell approaches. Two types of multi-cut cells are obtained by the proposed procedure -the first type consists of a single connected volume, see Fig. 4(a) , and the second type contains cells which are split into multiple unconnected parts as depicted in Fig. 4(b) . For the latter, its connectivity to neighboring cells has to be established by connecting its intersected Cartesian cell faces to the corresponding ones of its neighbors. The same is true for cells containing a split Cartesian face, i.e., a cell face the fluid part of which is composed of two or more unconnected polygons. In these cases, the inter-cell connectivity is established by a centroid-matching procedure.
II.D. Solution scheme
The individual level sets, Eq. 14, are advanced using the UC5/RK3-scheme described in [23] . For pure rigid body motion a semi-Lagrangian scheme is used instead since it preserves the body shape and is very efficient [16] . Eq. 1 is discretized using a cell-centered finite-volume scheme on locally refined Cartesian meshes with cut cells at the boundaries. The computational mesh is generated automatically by the solutionbased refinement strategy described by Hartmann et al. in [24] the accuracy of which was demonstrated • CA using the contours of the Q-criterion, colored by the pressure; (b) vorticity magnitude on a slice through the cylinder axis at 144
• CA.
for moving boundary problems in [13] . The inviscid flux tensor in Eq. (2) is computed by a low-dissipation variant of the original AUSM [25] scheme proposed in [26] . The cell-surface variables are computed to secondorder accuracy by a MUSCL-extrapolation routine. The cell-center gradients are computed by a weighted least-squares scheme [13] . The viscous fluxes are computed by a central scheme, in which the gradients at the cell-surface centroids are computed using the recentering-approach proposed by Berger et al. in [27] . The conservative variables are integrated in time by a five-stage second-order accurate Runge-Kutta scheme optimized for stability in advection-dominated flows [28] . For further details on the basic numerical method, the reader is referred to [13] .
For the discretization at the moving boundaries, a combined interpolation and flux-redistribution technique is used which was demonstrated to significantly suppress unphysical pressure oscillations in moving boundary problems [13, 29] . The interpolation scheme explicitly includes the flow state at the boundary surfaces of each cell. Thereby, different types of boundary conditions can be accounted for within a single cell if it is intersected by multiple boundaries. Split cells as the one exemplarily shown in Fig. 4(b) are conservatively handled by treating the separate cell parts as individual control volumes.
III. Application to internal combustion engine flows
III.A. Large eddy simulation of an axisymmetric single-valve engine
To validate the presented method for three-dimensional flow in complex geometries, we consider an axisymmetric piston-valve assembly that can be viewed as a simple single-cylinder engine. In this setup, the central valve is fixed, while the piston performs a sinusoidal motion. The cylinder head and the piston are flat. For this configuration experimental results [30] and several numerical studies are available, e.g., [3, 31, 32] . Since the valve is fixed and the valve gap is wide enough, the pressure and density changes in the combustion chamber that are induced by the piston motion remain small. Consequently, only the intake and exhaust strokes of the engine are simulated.
The Cartesian background mesh used for the simulation is uniform with a cell length h * = 0.35 mm and thus two to three times coarser in the combustion chamber and approximately ten times coarser in the valve gap region than the mesh used by Schmitt et al. [31] for the direct numerical simulation of the same engine configuration. The number of fluid cells in the grid is approximately 7.3 million cells at the top dead center • CA at different axial locations below the cylinder head. "LES" corresponds to the present results; "DNS" corresponds to the simulation data of Schmitt et al. [31] ; "Experiment" corresponds to the experimental data of Morse et al. [30] . and 13.6 million cells at the bottom dead center. The initial flow field at t 0 = 0 is at rest with the pressure and density at ambient conditions.
To obtain statistical results for in-cylinder flow in transient setups like the one considered here ensembleaveraging has to be applied. This means that a sufficient number of engine cycles, usually on the order of O(100) cycles, has to be computed to compile converged statistics. An advantage of the present setup is its statistical axisymmetry which allows the application of azimuthal averaging to reduce the required number of engine cycles. In [31, 32] , a combination of azimuthal and ensemble averaging was used with five and six engine cycles, respectively, which was sufficient to obtain a good statistical convergence. Therefore, the simulation is run for only two engine cycles starting at the top dead center. The first cycle is discarded to reduce the dependence of the results on the initial conditions and the solution of the second cycle is azimuthally averaged. In the following, the azimuthal average of a quantity φ is denoted by φ. All the results shown below correspond to the second computed engine cycle.
additional outward rotating recirculation zone is induced between the inward rotating ring vortex and the piston surface. As discussed in [31] , this does not happen for all engine cycles, such that considerable cyclic differences can be observed in the flow fields.
The turbulent flow structures in the combustion chamber are visualized in Fig. 5 . Figure 5 (a) shows contours of the Q-criterion colored by the pressure at 90
• CA. The instantaneous vorticity magnitude at 144
• CA on a plane through the cylinder axis is depicted in Fig. 5(b) . The transition of the initially stable core of the hollow jet to turbulent flow structures is visible for both representations and crank angles. Also the interaction of the large-scale ring vortex pair with the small-scale turbulent structures can be observed.
The scaled mean axial velocity component w/v mean,P and the scaled root mean square (rms) of the axial velocity component √ w w /v mean,P are compared to the experimental results of Morse et al. [30] and to the DNS results of Schmitt et al. [31] at a crank angle 36
• in Fig. 6 . The agreement of the results is very good both for the mean and the rms velocity. The slight deviations can be explained by the cyclic variations which may lead to a variation of the azimuthal averages for different engine cycles as demonstrated in [31] . 
III.B. Flow in a four-valve engine during a four-stroke cycle
To demonstrate the applicability of the presented method to a realistic engine configuration, we simulate the flow field in a four-valve engine during a full four-stroke cycle. The investigated engine is a motored model of a single cylinder direct-injection spark-ignition engine that has been built for optical investigations of the in-cylinder flow field. Its intake ports are designed to induce a strong tumble flow. The simulation is performed for an engine speed of ω * = 1500 rpm which corresponds to a piston Reynolds number of Re P = 20 625 and a piston Mach number of M a P = 0.012. The basic setup is similar to the experimental setup used by Bücker in [33, 34] for optical flow field measurements at the same engine speed. The motion of the piston and the valves is simplified to a purely sinusoidal function for the piston and quadratic sine function for the valves. The intake valves open at 0 • CA and close at 180
• CA and the exhaust valves open at 540
• CA and close at 720 • CA. This is different to the real engine configuration, where the valve event duration is longer and slightly shifted compared to the present setup. The basic setup is depicted in Fig. 7 .
For the component based model of the engine geometry, three separate level-set functions are used: φ 1 for the cylinder head and liner, φ 2 for the outlet valves, and φ 3 for the piston and the inlet valves, as illustrated in Fig. 2 . The valve stem guides in the cylinder head are modeled without orifices for the valve stems and the valve stems are elongated, such that they overlap the valve stem guides at all valve lifts. The piston crown is modeled with an overlap as well. To this end, the piston is modeled as a simple large cylindrical body which encloses the entire combustion chamber when positioned at the top dead center.
A uniform Cartesian background grid with a mesh width h * = 0.356mm has been used for the simulation. The resulting cut-cell mesh shown in Fig. 7 contains approximately 6.3 million fluid cells at the top dead center and 14.5 million fluid cells at the bottom dead center. All interfaces between different engine components, e.g., between the valve stems and the valve guides and between the piston and the cylinder wall, are modeled with multi-cut cells. In Fig. 7 , details of the resulting cut-cell mesh in the vicinity of such interfaces show the excellent representation of the complex embedded geometry by the present approach. A CFL number of 1.0 is used with respect to the mesh width h of the uncut Cartesian grid throughout the entire simulation.
The valve gaps are resolved by multi-cut cells if the valve gap is wider than ∆ min = 0.0178mm = 0.05 h * . For smaller valve lifts, the artificial gap closure procedure is used to remove the valve gaps and provide a consistent representation of the engine geometry with the respective valve at closed state. This guarantees that the opening or closure of a valve happens simultaneously around the entire circumference of the valve even if the input geometry is not perfect. Thus, a consistent description of the engine geometry throughout the complete engine cycle, including the opening and closing events of the valves, is realized. Figure 8 illustrates the opening of the valve gap of the left intake valve when the valve lift exceeds ∆ min . Fig. 8(a) shows the simulated engine geometry and the corresponding cut-cell grid at the last time step in which the valve is still considered closed and the artificial closure procedure is applied. Here, the fluid flow between the intake port and the cylinder is completely blocked. Fig. 8(b) shows the situation in the next time step, when the valve is considered to be open and the valve gap is fully resolved by multi-cut cells such that fluid can flow through the valve gap.
One four-stroke cycle is simulated starting with a quiescent velocity field and pressure and density at ambient conditions. A time series of the instantaneous velocity magnitude on a cut plane through the center of the left intake duct is shown in Fig. 9 . At early crank angles of the intake stroke, the flow velocities in the intake valve gap are very high but the flow inside the still very narrow valve gap remains laminar. The fast and narrow intake jet is rather stable and penetrates a distance of O(10mm) into the combustion chamber before it becomes unstable and smaller flow structures are generated. While the upper parts of the intake jets are straight and can keep the direction that is determined by the angle of the valve gap, the lower parts of the intake jet are deflected by the cylinder wall and the piston such that inwards rotating ring vortices start to develop. the end of the intake stroke, the flow in the intake ports is decelerated and develops a large separation region which gradually becomes turbulent. As in the early intake phase, the flow through the valve gaps is laminar and the laminar region of the intake jets penetrates far into the combustion chamber. Now, the large tumble vortex and smaller inward rotating ring vortices below the intake valves are the predominant large-scale flow structures.
IV. Application to particulate flows
IV.A. Collision of spherical particles
In many natural and technical particulate flows inter-particle and wall-particle collisions can have a notable effect on the large-scale motion of the flow field. Examples include the formation of precipitation in atmospheric clouds [35, 36] and pulverized coal firing in industrial power plants [37] . A full resolution of these collisions is challenging for numerical methods in terms of robustness and accuracy, as the anisotropy of the computational mesh strongly increases as the particles approach. Moreover, when their distance is on the order of the surface roughness, lubrication forces have to be accounted for which vastly increases the required mesh resolution for accurate results [38, 39] .
To demonstrate the effectiveness of the presented multi-cut-cell method for the simulation of interparticle collisions, we consider two spherical particles settling in quiescent flow in the configuration sketched in Fig. 10(a) . The diameter of the upper particle is ten percent larger than that of the bottom particle, i.e., D 1 = 1.1D 0 . Consequently, its settling velocity is larger and it will eventually overtake the small particle. Although initially, the particles have an overlap δ in the gravity plane, see Fig. 10(a) , the presence of the approaching particle will disturb the flow field such that the lower particle is displaced in horizontal and vertical direction. Hence, to determine whether the particles collide or not, requires the full resolution of the interacting particle boundary layers during the approach. The simulation is performed at a Reynolds number Re = u 0 D 0 /ν = 10, where u 0 is the terminal fall velocity of the small particle. Both particles are considered to be heavy with respect to the fluid density ρ p /ρ f = 100. The computational mesh close to the particle surfaces has a spacing h = 0.03D 0 , see Fig. 10(b) . Fig. 11 shows the computational mesh at an instant closely before the particles touch. Clearly, the cells in the contact zone are cut by both particles and are assembled by the new multi-cut-cell approach described in Sec. II. Although the gap between the particles becomes very small, the flow solution remains stable. This is due to the conservation properties of the present scheme which accounts for the fluid mass pushed out of the small gap during the collision process.
V. Conclusion
A new Cartesian cut-cell method was presented which allows to accurately compute the interaction of a viscous flow with complex moving rigid boundaries. The multiple-level-set formulation efficiently models intersecting interfaces and sharp features of the considered geometry without smearing the resolution of these regions. A novel multi-cut-cell method is proposed which is capable of assembling a finite-volume mesh and accounts for the different boundary conditions in multiply cut cells. The generation of the multi-cut-cells is realized by an efficient and generic procedure which allows the treatment of arbitrarily complex and multiple cell intersections. The numerical method was applied to three-dimensional flow configurations with complex moving boundaries, viz., inter-particle collisions and the turbulent flow in a realistic internal combustion engine.
