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The author gives remainder estimates for squarefree integers in arithmetic 
progressions corresponding to those of Barban, Bombieri, Davenport, Halber- 
stam, and Gallagher for primes in arithmetic progression. A number of applica- 
tions are then considered, most notably the determination of an asymptotic 
for 2 Ica,is ds(q -Z), where d,(n) : =~:m1.m2.ms=n 1, I is a fixed nonzero 
integer, and q is squarefree. 
I. INTRODUCTION 
In previous work concerning remainder terms for primes in arithmetic 
progression, two types of estimates are most useful. Bombieri [7] (for a 
former weaker result see Barban [2]) proved in 1965, that for any given 
positive integer A, there exists a positive integer B such that 
c max max Y(yy;k,l)-&I <L &/2 Y<X (/,k)=l 1ogA x ’ kG- * 
log% 
(1) 
where 
Y(x; k, I) = c 44. 
n<x 
n -1modk 
Here, 
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and Q is Vinogradov’s O-notation. If one considers the function 
T(X; k, l) = 1 1 
m<x 
a Bombieri-type result similar to (1) exists. In 1966, Davenport and 
Halberstam [lo] (again, Barban has a prior weaker result; see [5]) found a 
remainder estimate for z(x; k, I) - li x/y(k) which was of an entirely 
different nature than that of Bombieri. They proved that 
provided X < x(log x)-“. More recently, Gallagher [13] has improved the 
reasoning in the Davenport-Halberstam theorem and has been able to 
replace A - 5 by A - 1 for the exponent of the logarithm in (2). 
Barban [2] also considered the sums 
z-,(x; D, I) := c 1, (3) 
pl~r5,....p,+Ps 
pl...‘P,=lmodD 
where 0 < clll < *.. < 01~ < 1, & 01~ = 1, and (I, D) = 1, and proved 
that, for any A > 0, 
In this paper, we consider the counterparts of each of the above 
estimates (l), (2), and (4) for squarefree numbers in arithmetic progression 
and then look at a few interesting applications of these theorems. 
II. REMAINDER ESTIMATES 
An integer n is said to be squarefree if and only if p2(n) = 1, where CL. 
is the Mobius function. Define Q(x; k, I) by 
Q(x; k, I) := C p2(n). 
n<r 
VI =lmodk 
If (I, k) = Y, where ~~(1) = 1, then let k = r * s and 1 = r 3 t. For fixed 1 
and k satisfying the above conditions, Q(x; k, I) is asymptotic to 
XfW v-G) 
k . r . q(s) ’ 
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f(k) := r-I (1 - f), 
Pfk 
and v(k) is Euler’s totient function. Define R(x; k, l) by 
R(x; k, 1) := Q(x; k, 1) - xfj;;;F) . 
(5) 
(6) 
THEOREM 1. For any constant A, 
THEOREM 2. Let y < x. Then, 
c i (R(x; k, I))” < xy + x8i5 log5 x. 
k<v 14 
(Z.k)=squarefree 
The proofs of Theorems 1 and 2 are omitted. These results were fkst 
stated by the author in [16] and were proved in [ 171. The proofs will also 
appear in part in a paper of Warlimont [30] which, among other things, 
extends Theorem 2 slightly. 
Using Theorem 2, we now prove a remainder estimate for products of 
squarefree numbers in arithmetic progression. As indicated in (4), Barban 
had already proved a theorem of this form for products of primes. For 
simplicity of notation, we will let q and qi always denote squarefree 
integers. 
Let (I, k) = 1 and define Q?(x; k, 1) by 
Q,(x; k, I) := c *a* c 1, (7) 
91 ea1 q,eEq 
ql...ql=lmodk 
where 0 < CX~ < *a- < CY+ < 1 and C6, 01~ = 1. It is easily seen that 
Q?(x; k, I) is asymptotic to 
xf'(k) V-W 
k’ ’ 
where, again, f (k) is defined as in (5). Let 
R&v; k, l) := Qv(x; k, I) - xf ItkF-ltk) , (8) 
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THEOREM 3. Given an arbitrary but Jixed partition of 1 into the sum of 
ai’S: CL1 ai , where 0 < a1 < **. < 01,. < 1, we have for any B, 
where the O-constant depends only on B and the partition. 
Proof. If (1, k) = 1 and (11 , k) = 1, let lz, denote that integer, 1, , 
satisfying: 1 < 1, < k and l,l, = I mod k. Then, 
= z;k [Q,-,(x’-‘~, k, 13 Q(x+, k, It,) - xf’(kv-2(k)/ 
C$,ij=l 
=,;,I k 
@it@- R&x1-+, k, II) + Q&x1-+, k, l,> R(x”‘, k, 111)/, 
CZ,l&l 
and thus, 
where the O-constant depends only on the partition. Since our estimate 
is independent of 1, it follows that 
By Cauchy’s inequality, 
where 
S,(r) := x‘+ C i C RT-l(~l--U’, k, 11) , 
k<v Z,<k 
lZ1.k)=l 
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and 
S,(r) := X1--+ 
J 
c dk) k2 c 1 R2W, k 1,). (11) 
k<3/ k<y l,<k 
(l,,k)=l 
Using Theorem 2, we see that 
f&(r) < xl- - 
< x1-w2)yl/~ 1ogw y + x1-(45) logW2 x 1ogm ye 
Choosing y = xal/log2B+1x, we have 
S2@1 Q &&- * (12) 
It remains to prove that 
where the O-constant depends on B and r. We prove (13) by induction 
on r. Let r = 2. Then, by Cauchy’s inequality, 
c - x9 
v(k) c 
k2 k’+.!!%- 
C R:(x~--O’~, k, l,). 
Since 0 < al < 01~ < 1, and 01~ + 01~ = 1, it follows from Theorem 2 that 
S,(2) < x”s log x xl-2 
21 I 
x”l 
log2B+l x 
+ x(1--oi*W log5 x 
I 
Thus, (13) is true for r = 2. 
Assume that (13) holds for r = s - 1. We now prove that (13) holds 
for r = s. For i = 1,2,3 ,..., s - 1, define yg by (1 - as) ‘yj = aj . Then, 
o<y,< .a* < yS+ < 1 and cir: yi = 1. By (lo), we have 
Rs-l(x-, k I) < x(l-%~~~-l 9 9 C Rs_2(~(1-ad(1-YS-‘), k, Z,) 
(l$% 
X(l--a,)(l--Y,-l) 
+ k 
1 Sk R(x(~-=++-~, k, Zll) , 
U,tk,=l 
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and hence, 
jq&) ,g X% . X(1-&-1 c, C R,_~(x(~-~~)(~-~~-~), k, II) 
k<“1 l,<k 
10!P+1.X (Z1.k)=l 
+ C 1 R(x(-)~~--~, k, II)1 
Zl<k 
(Il,k)=l 
By the induction hypothesis, 
Now, using (11) and (12), we obtain 
which proves (13) for r = S. This completes the proof of Theorem 3. 
It is possible to obtain a result similar to Theorem 3 for more general 
products. Again, let (1, k) = 1, and define 
where 
g%=81, ia=%, h+h= 1, 
j=l 
and 
Define 
u,,,(~; k, 1) := TV,,@; k, 1) - x*yr(;)/(k) li xB1;;;; xBs 
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THEOREM 4. Given an arbitrary but fixed partition of 1 into the sum of 
CQ’S and ,&‘s: 
and 0 < 01~ < a.* < (I/~ < & *es < fiS < 1, where r, s >, 1, it follows that 
for any B, 
where the O-constant depends only on B and the partition. 
Proof: Define 
Note that 
T, ,(x; k, 4 = c Q,(xsl, k, h> G+, k L,), 
l,<k 
(l,,k)=l 
where vS(x62, k, ZtI) is Barban’s notations (3). Define 
Then, 
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By a result of Barban [2], we have 
/ &(X1-% k &>I < 
pl)(l-YI) l/Z 
k ,;, (El(X 
(l-h, k, /# 
(z2aiLl i 
Wd x(l-a~) (l-v,) \ 
k 3 
where d(k) is the divisor function and yi is defined by (1 - 6,) yi - /z?% . 
If we now define V,,,(x; k) by V,,,9(x; k) := max(l,k)=, j V,,,(X; k, Z)l, it 
then follows that 
Using Theorem 3 and the Davenport-Halberstam result (2) we have 
‘z4 <--Lc_ log* x ’ 
and 
Hence, 
Now, 
where 
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But &) = Ii x + O(xe-cdlosZ), and therefore, 
for any D. Thus, choosing D > B, we have 
and the proof of Theorem 4 is complete. 
We turn now to applications of these first four theorems. 
III. APPLICATIONS 
If v(n) denotes CPlla 1, and if d&z) denotes the sum Cnl...nkSn 1, then 
for squarefree n it follows that d&z) = kV(“). Thus, problems involving 
asymptotics for the sums C d,(n) and C k v(n) are closely related. In 1930, 
Titchmarshl posed the following problem: given any integer, I, find an 
asymptotic for CL< pGZ d(p - I). A simple solution to this problem, using 
Bombieri’s theorem, has been given, independently, by Rodriguez [25] 
and Halberstam [14]. Also, Elliot and Halberstam [Ill, again using 
Bombieri’s theorem, have found an asymptotic for Clissz: 2y(P-z). For 
squarefree numbers, q, these problems are even easier. Using the well- 
known result that 1 R(x; k, 1)1 < l/x (see, for instance, [23]) we can find 
asymptotics for ClcsGZ d(q - I) and CICQGZ 2y(+z). According to Elliot 
and Halberstam, the problem finding an asymptotic for CICeGz 3”(p--I) 
does not appear easy. In the squarefree case, we are able to find an 
asymptotic by using Theorem 1. 
Our next theorem will require the following 
I Titchmarsh [26] deduced from the extended Riemann hypothesis that 
where E(Z) is independent of x. 
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LEMMA 1. A. ForO<y<x, 
(14) 
B. Using Part A with y = 1 and x = t, 
THEOREM 5. For any Jixed nonzero I, 
C 
l<p<e 
d,(q - 2) = 4x log2 x ,rls (1 - (’ ; 1)2 ) gL (1 - “’ -Py + “) 
x 5 (1 - 3(pp- lj2 ) + 0(x * log x * loglog x). 
Proof. We now partition d,(n) into certain sums, using a method 
essentially the same as that of Atkinson [l]: 
d3(n) = 1 1 
abc=n 
=6 c 1+3 c 1+3 c l+@(n) 
a<b<c 
abc=n 
a=b<c 
abc=n 
acb=e 
abc=n 
where 
O(n) = 1: 
if n = d3 for some d 
otherwise 
Thus, 
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Recalling that q represents a squarefree number, we choose 1 # 0, and 
consider 
=6C c c 1 1 t<x’lS t<,q/+ n<x 
n =Omodte 
a-l=+Omodt 
Itat <a-I 
a-14modtu 
=6C c c 1+o(c -$) t<x'la t<u<+ uvcg-1g.r-I 
t a-l=Omodtu 
tc4.x 
=6 C c 
XfW dtu) 
t<,xlls I<“<d$ turds) 
(t U, Iksauarefree 
where (tu, Z) = r, tu = rs, and 
Now, 
and using the trivial estimate 
R(x; 4 < $, (16) 
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we find 
485 
24 <<x d,3 c d(n) - 
-< n<X2/3 n 
logA+% 
where D(x) = CnGz d(n). Integrating by parts, and using the fact that 
D(x) < x log x, we see that 
2, ‘g x ilog x2/3 - log2 (A) 1 
Q x * log x * loglog x. 
On the other hand, making use of both (16) and Theorem 1, 
< Jx c T ($-)l’e << x IogZ-A/2 x, 
nix 
since 
c F -g log4 x. 
?I<X 
Choosing A = 2 we now have 
c d(n) R(x; n) Q x - log x * loglog x. 
ft<X*/3 
We now turn our attention to the leading term 
6x c ,u2(r) C c f(fu) ?@) = : 6x X0 . 
II I ,<.&/3 ,<,,q fur&) 
(iu, l)=r 
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Since 
We now consider all pairs t and r, arrange them with respect to their 
g.c.d., and denote (t, r) by w. Then, t = t, * w  and (t,, , r/w) = 1. Now, 
r/w ( u. ‘Thus, u = u,, * r/w and tu/r = t, - u. . In the new notation, 
($+) 
(Ill. ?I)=1 
($* +1 
where 
Arrange the variable n with respect to its g.c.d. with I, and denote (n, I) 
by m. Then, n = m . n, and (n, , I/m) = 1, giving us 
where 
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Note that from the above condition on m, it follows that m 1 l/r 1 l/w, 
and therefore we can omit m from the conditions placed on the two inner- 
most sums. Thus, we obtain 
where 
Since 1 is fixed, by (14) and (15) of Lemma 1 one easily sees that 
where 
zzz O(log X) + A log2 X n (1 - (P pi lY ) n (1 - -+j -G 3 (17) 
PTI PI I 
where 
If lis of the form 1 = p1 ...pa@ ..* q;b, p’s and q’s distinct primes, 01~ 2 2, 
we denote p1 0.. pa by I1 and q;f’ .** qp by I2 : i.e., we use the unique 
decomposition I = lllz , where I, is the product of those primes having 
exponent 1 in the canonical decomposition of 1. Note that (Z, , 1,) = 1. 
Also, we use the corresponding decomposition for r, D, and W; that is 
r = rl 1 r, , v = vl * 21~ , w = w1 * w2 . 
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where we have omitted u2 in the last two terms, since for all nonvanishing 
terms v2 1 Z2/r, 1 ZJw, and hence the y quotient remains unchanged. 
Now, 
where 
and since we are considering only squarefree r2’s, 
We then obtain 
92u21 p2 -I- 2P - 3 
=TrI p2-1 * 
PI Ia 
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Now, 
by observing that q/u I I,/(w,/u) and letting &?I = u * U, . It then follows that 
where 
=G = c v12 
PW &Jl) 2”“” 
%I I1 
v,“(h) P2(‘1) =-C-n 
4” 
rll I1 drl) DII] 
(I - +)-’ n (l + h) zG, 
PI *1 
l-I (1 + j&)-l 
RI 01 
(1 - $,-’ I-I (1 + 5) 
RlQ 
Because of the meaning of & and I, , we now obtain by using (17) through 
cw, 
z. = O(log x) + & log2 x l-J (1 - (p 1 lY ) l-j (1 - 3(Pp- 1)2 ) 
Ptl DI I I+* I 
X FI(l- 
6p2 - 8~ + 3 
P211 
1 P4 ’ 
hence the theorem. 
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In 1963, Barban [5] considered an analogous problem to the Titchmarsh 
divisor problem mentioned briefly at the beginning of this section on 
applications. He found an asymptotic for 
and later generalized this to an asymptotic development for 
where I # 0, 0 < CX~ d -a- < 01~ < 1, and XI=, CQ = 1 [2]. We now 
consider sums of the form 
C d(qlq, - 0 
and 
C 4w - 0, 
for I = fl. 
THEOREM 6. Let I = &l. Then, 
2 
al<d.x 
d(q,q, - 0 = $l”J (1 - p;;; T ;, ) x log x + o(x loglog x). 
R 
az<z/x 
lialgzGx 
Proqf. For simplicity of notation, we denote 
C d(q,q, - 4 
41Gdx 
az<d\/x 
I <ala2 6~ 
by D, . We then have 
dlalap-l 
ii ala2 <ix d< 2/a1a2-1 
I 
where 
O(n) := j:, 
if y1 is a square 
otherwise * 
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Hence, 
=2 c 
d<d/x 
Now, 
f ‘(4 d4 = 2x 1 d2 + 0(x * loglog x). 
d<J/x 
491 
c 1 < min 
4~G4.7 
8 92 c- 
91 
q1q2 E lmodd 
Therefore, the triple sum under the 0 sign is 
Thus, 
4 = 2 c Qk 4 4 + WC) 
d<z/x 
= 2 c 1 xfa($‘(d) + R,(x; d, I)) + O(x) 
d< z/x 
Using Theorem 3 with B = 0, we have 
(21) 
(22) 
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We now make use of the following asymptotic which follows from (14): 
c v,(d) c 
d< %‘x 
-Jr= 
t<d/x 
y q ; 
(d,k)=l (t.k)=l 
??I+- 
(m.k)-1 
= (log I& - log t) + 0(2v(h?/ 
(t,k)=l 
= $ log x JJ (1 + ;,’ + 0(2’(k)). 
plk 
Also, 
f 2(d) = 5 $$ f k!$ = f cl& - 
k2 ’ n=l m=l k=l 
(n*d)=l ht. d)=l (k,d)=l 
where p$(k) := x81k ~(8) p(k/8). Note that 1 pz(k)j < 2”ck); p2(p) = -2; 
p2(p2) = 1; pz(p’) = 0, if v Z 3. Hence, 
d<dx 
d2 k2 
d<+‘x 
d2 
k=l 
(d,k)=l 
=$logxf /-&) 
k=’ k2 $ (1 + ;) 
+ O(1) 
= f log X n (1 - *;; ; ;, ) + O(1). 
P 
Finally, by (22) the theorem follows. 
An analogous result to Theorem 6 exists for products of primes and 
squarefree numbers. 
THEOREM 7. Let I = f I. Then, 
Proof Denote 
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by Dz . We then have 
where 
O(n) = 1: 
if n is a square 
otherwise * 
Thus, 
Using the O-estimate (21) again, we see that the sum under the 0 symbol is 
Therefore, 
=21/xlil/x 1 y 
d<dx 
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Using Theorem 4 with B = 1, we have 
= 2 dx Ii 4x 
d<dx 
‘9 + 0 ( x ’ :Oglog ” ). 
og x 
Once more, by (14) we are able to obtain 
did/x 
Cd. @=I 
=-g$q* log l/x + 0(29/ 
zc.z ; log x n (1 
P 
- 9) + O(1) 
and hence, 
D,=~x(li.\/x)lOgx~(l-~)+O(X~~~~*~x)~ 
P 
Since Ii x = x/log x + O(x/log2 x), we arrive at the desired asymptotic, 
and Theorem 7 is proved. 
The final result of this paper is a theorem dealing with a general class 
of multiplicative functions. As will be seen, the proof of this theorem will 
use the generality of Theorem 3 whereas the proof of Theorem 6 needed 
only a special case of Theorem 3. 
THEOREM 8. Given an arbitrary but fixed partition of 1 into the sum of 
ai’s: CL, oli = 1, where0 -=c 01~ < a** <LX, < l,letl= 5l,and,asusuaZ, 
let ql denote a squarefree integer. Suppose g(n) = &I,, h(d), where h(d) is 
multiplicative, and h(d) < 1. Then, for any B, 
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Proof. Letting G be defined by 
G := c g(q1 *-. q?. - I), 
ll,<xml 
4,&+ 
?cQ,...g,<x 
we have 
Recalling that d,(n) denotes the sum J&...a,=n 1, we estimate Z2 trivially 
as follows: 
dlz 4( &’ 
ql...gr-lmodde 
for any E > 0. 
We now turn our attention to Z; . 
6411314-9 
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It is easily seen that for any c1 > 0 
xf'(d2) 'p'-'(d2) + R& d2, 1,1 + O(zx~~) 
=“-c h(d) n (1 - ;,‘-’ + O(ziP) 
5’(2) d<z d2 n (1 - +)’ Ad” 
PI de 
+ 0 ( C I &(x; d2, 01) 
W-0 
d2 n (1 - +) (1 + ;)‘-’ 
+ 0 (:) + ow9 
pld 
+ 0 (C I &(x; d2,01). 
Choose E = q = q/4, and let 
yd2 
z=logB+Ix* 
Then, by Theorem 3 it follows that, 
and hence the theorem is proved. 
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