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ABSTRACT
We present the largest-volume (425 h−1Mpc = 607Mpc on a side) full radiative transfer
simulation of cosmic reionization to date. We show that there is significant additional power
in density fluctuations at very large scales. Although the halo power spectra are unaffected
by this, there is strong modulation of the halo abundance reaching very large scales. We sys-
tematically investigate the effects this additional power has on the progress, duration and fea-
tures of reionization, as well as on selected reionization observables. We find that comoving
simulation volume of ∼ 100 h−1 Mpc per side is sufficient for deriving a convergent mean
reionization history, but that the reionization patchiness is significantly underestimated. In the
large-scale volume the isolated ionized regions reach volumes up to 4-10 times larger (depend-
ing on the measure being used) than they do in a smaller, 114 h−1 = 163 Mpc volume with
the same source properties and reionization history, though the abundance of smaller ionized
patches agrees well in the two cases. We use jackknife splitting of the large simulation vol-
ume to quantify the convergence of reionization properties with simulation volume for both
mean-density and variable-density sub-regions. We find that sub-volumes of ∼ 100 h−1 Mpc
per side or larger yield convergent reionization histories, except for the earliest times (cor-
responding to z
∼
> 20 − 25 for our parameters), but smaller volumes of ∼ 50 h−1 Mpc or
less are not well converged at any redshift. Reionization history milestones, defined here as
the redshifts at which the ionized fraction by mass reaches 10%, 50%, 90% and 99%, show
significant scatter between the sub-volumes, of ∆z = 0.6 − 1 for ∼ 50 h−1Mpc volumes,
decreasing to ∆z = 0.3− 0.5 for ∼ 100h−1Mpc volumes, and ∆z ∼ 0.1 for ∼ 200 h−1Mpc
volumes. If we only consider mean-density sub-regions the scatter decreases, but remains at
∆z ∼ 0.1−0.2 for the different size sub-volumes. Consequently, many potential reionization
observables like 21-cm rms, 21-cm PDF skewness and kurtosis all show good convergence
for volumes of ∼ 200 h−1Mpc, but retain considerable scatter for smaller volumes. In con-
trast, the three-dimensional 21-cm power spectra at large scales (k
∼
< 0.25 hMpc−1) do not
fully converge for any sub-volume size. These additional large-scale fluctuations significantly
enhance the 21-cm fluctuations. At the rough beam- and bandwidth resolution expected for
the LOFAR EoR experiment (3’ and 440 kHz) and for our simulation parameters, the peak
value of the rms 21-cm brightness temperature fluctuations as a function of frequency, derived
from the large volume is ∼ 10% higher than for a ∼ 100 h−1Mpc volume. At late times (high
frequency), close to the overlap epoch, the signal derived from the large volume is up to 2.5
times larger, which should improve the prospects of detection considerably, given the lower
foregrounds and greater interferometer sensitivity at higher frequencies.
Key words: H II regions: halos—galaxies:high-redshift—intergalactic medium—
cosmology:theory—radiative transfer— methods: numerical
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1 INTRODUCTION
The first billion years of cosmic evolution remain the only period in
the history of the universe still largely unconstrained by direct ob-
servations. While we now have fairly detailed data on the Cosmic
Microwave Background originating from the last scattering surface
at redshift z ∼ 1100 and a wealth of multiwavelength observations
at later times, z < 6, the intermediate period remains largely un-
charted. A number of ongoing observational programs aim to pro-
vide observations of this epoch in e.g. high-z Ly-α (e.g. Krug et al.
2012), CMB secondary anisotropies (e.g. Zahn & et al. 2012) and
redshifted 21-cm (e.g. Harker et al. 2010; Lonsdale & et al. 2009;
Parsons & et al. 2010). Improved observational constraints could
provide a wealth of information about the nature of the first stars
and galaxies, their properties, abundances and clustering, the tim-
ing and duration of the reionization transition and the complex
physics driving in this process.
However, most observations will yield only statistical mea-
sures, e.g. power spectra and auto- and cross-correlations, whose
interpretation requires detailed simulations and modelling in order
to extract the quantities of interest. In recent years there has been
significant improvement in terms of the dynamic range of such sim-
ulations and their sophistication in implementing the variety of rel-
evant physical processes (see e.g. Trac & Gnedin 2011, for a recent
review).
One question that has not received much attention is what sim-
ulation volume is required for obtaining reliable results on the dif-
ferent aspects of cosmic reionization - for example the mean reion-
ization history, the scales and distribution of the patchiness, and
the various corresponding observational features. Due to limited
dynamic range and the necessity to resolve the low-mass galaxies
driving reionization, the earliest numerical simulations of this pe-
riod inevitably followed relatively small volumes, typically just a
few comoving Mpc per side (Gnedin & Ostriker 1997; Ciardi et al.
2000; Gnedin 2000; Ricotti et al. 2002). Such small-volume sim-
ulations yield a rather late, sharp, and fast reionization occurring
over a short interval in redshift. Subsequent simulations managed
to increase the studied volumes to 10 − 20h−1Mpc per side
(Ciardi et al. 2003; Sokasian et al. 2003). This resulted in more ex-
tended reionization histories, in better agreement with the then cur-
rent constraints on the CMB optical depth for electron scattering
(for a review see Spergel & et al. 2003).
Barkana & Loeb (2004) used theoretical calculations based on
analytical halo mass functions and the extended Press-Schechter
conditional mass function to show that local abundances of galax-
ies vary significantly on up to tens of Mpc scales. Consequently,
periodic cosmological volumes of sizes less than this significantly
underestimate the abundance of rare haloes (which at high redshifts
are most or all of the star-forming haloes), with corresponding ef-
fects on the reionization observables. In particular, the scatter in the
local reionization is greatly reduced in the latter case, resulting in
quicker reionization than larger volumes would predict. The global
mean halo collapsed fraction was shown to be largely converged
for ∼ 100Mpc volumes. However, the question what simulation
volume is required for a particular reionization feature to be de-
rived reliably was left open, to be tested and quantified by future
simulations and observations.
The first cosmological reionization simulations at large scales
(specifically, 100 h−1Mpc = 143Mpc per side) were presented
in Iliev et al. (2006). By sub-dividing this large volume into sub-
volumes of different sizes and calculating their reionization his-
tory, they demonstrated that a mean-density volume of a few tens
of Mpc per side is sufficient to derive the mean reionization history
with a reasonable accuracy. However, the same work also showed
that there is considerable scatter in the reionization histories for
all (i.e. not just mean-density) volumes. This scatter becomes very
large for 5 − 10h−1Mpc volumes, to the point of making even
the mean reionization history unreliable. The convergence of other
properties with volume, e.g. the size distributions of the ionized re-
gions, remained an open question since individual ionized regions
can reach tens of Mpc across, similar to the size of the sub-divided
volumes, and thus even such ∼ 100 h−1 Mpc sized volumes are
insufficient for such a study. Furthermore, the answer to this ques-
tion likely depends on the property being studied. In the currently-
favoured ΛCDM universe density fluctuations occur on all scales,
albeit with diminishing amplitude for larger sizes, so any result
should be quantified based on the level of convergence required.
Previously, reionization at large scales has only been
approached by semi-numerical models (Kohler et al. 2007;
Santos et al. 2010). Kohler et al. (2007) used small-scale reioniza-
tion simulations as sub-grid prescription in a very large, 1 Gpc,
volume to study the regions around luminous QSOs at the end
of reionization. More recently, the results in Santos et al. (2010);
Mesinger et al. (2011) indicated that the additional large-scale den-
sity power does result in larger ionized patches and increased 21-
cm fluctuations. The semi-numerical approach, whereby the reion-
ization transition is modelled based on analytical prescriptions for
the local halo abundances and clustering combined with smoothed
density fields generated as initial conditions for N-body simula-
tions, has the advantage that it is computationally much cheaper
than full simulations. This allows for variation of the unknown pa-
rameters and thus testing a variety of models. However, the avail-
able semi-numerical and semi-analytical models generally do not
include many important reionization features, such as the suppres-
sion of low-mass sources due to Jeans-mass filtering, recombina-
tions, or nonlinear halo clustering, which limits their applicability.
Furthermore, to date the semi-numerical models have only been
tested against simulations at smaller scales, below ∼ 100 Mpc,
for lack of larger-scale simulations. Such larger-scale simulations
would therefore be also useful for verification and further develop-
ment of semi-numerical modelling.
In addition to being able to probe very large scales, simula-
tions of at least a few hundred comoving Mpc per side also have the
advantage of matching better wide-field surveys of high-redshift
structures such as the one currently conducted by LOFAR, with
field-of-view (FOV) of a few tens of square degrees. The first de-
tections are likely to be statistical, measuring the redshifted 21-cm
power spectra and variance (Harker et al. 2009; Iliev et al. 2012),
although a limited form of imaging might be possible in some cases
(Datta et al. 2012; Zaroubi et al. 2012). Another important advan-
tage of large simulation volumes is that they provide a wider range
of environments (e.g. larger, deeper voids, higher density peaks,
large-scale bulk motions) and much richer statistics of objects,
particularly very rare ones which might not be found at all in a
smaller volume (e.g. Watson et al. 2013b), for example luminous
high-redshift QSOs as found by e.g. SDSS (Fan & et al. 2001). In
fact the simulation we present here has already been used to study
the impact and detectability of a rare QSO (Datta et al. 2012).
In this work we present the first direct, radiative transfer
(“RT”) simulation of reionization at very large scales, in a comov-
ing volume of 425 h−1Mpc = 607Mpc per side, and investigate
the effects of the previously ignored long wavelength fluctuations
on the formation of early structures and on the progress and features
of cosmic reionization. The structure of this paper is as follows: in
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§ 2 we present our simulations; in § 3.1 we discuss the formation
of early structures; the effects on the reionization patchiness is pre-
sented in § 3.2; the convergence with volume of the reionization
history, its milestones and some of the resulting observables is dis-
cussed in § 3.3; finally, our summary and conclusions are in § 4.
Results of the detailed, large-volume RT + N-body simula-
tion of reionization described here have already been applied else-
where to predict some additional observational probes of reioniza-
tion, for which the large box size had distinct advantages. Park et al.
(2013) used these simulations, along with those in boxes of smaller
size, 114 h−1Mpc = 163Mpc on a side, to predict the contri-
bution of patchy reionization to the secondary cosmic microwave
background (“CMB”) temperature fluctuations from the kinetic
Sunyaev-Zel’dovich (“kSZ”) effect. We demonstrated there that a
correction based upon linear perturbation theory for the growth of
the underlying matter density and velocity fluctuations is neces-
sary in order to account for the missing power on large scales when
predicting the effect of patchy reionization on the kSZ using the
smaller-box simulations, while finding that this correction is small
for the larger box size. Shapiro et al. (2013) and Jensen et al. (2013)
applied these big-box simulation results to model the anisotropy of
the 3D power spectrum of 21-cm brightness temperature fluctua-
tions from the epoch of reionization caused by the redshift-space
distortion introduced by the Doppler shift from velocity fluctua-
tions along the line of sight, to determine if measurements could be
used to separate out the effects of cosmology from astrophysics. A
large box was required to be able to make predictions at the small
wavenumbers that will be probed by upcoming 21-cm radio sur-
veys, with enough modes in the box to make the sampling variance
small enough. Finally, Datta et al. (2012) used this large-box reion-
ization simulation to predict the signature of luminous QSOs in the
21-cm background maps, to show that a matched filter technique,
could detect the ionized patches surrounding the QSOs as a gap in
the signal. This required a box large enough to find a rare galactic
halo massive enough to host a bright QSO, while also much larger
than the size of the H II region that might surround such a source.
Here we will describe the underlying, large-box RT + N-body
simulation, itself, in some detail, and address a range of measures
of the effect of box size on the results for patchy reionization and
its observable consequences, with the latter focused on statistical
predictions of the 21-cm background from the epoch of reioniza-
tion.
The simulations presented in this work use the follow-
ing set of cosmological parameters ΩΛ = 0.73,ΩM =
0.27,Ωb = 0.044, h = 0.7, σ8 = 0.8, ns = 0.96 where
H0 = 100h km s−1 Mpc−1, consistent with the WMAP 5-
year data (Komatsu et al. 2009) and the recent Planck results
(Planck Collaboration et al. 2013).
2 SIMULATIONS
We simulate the formation of high-redshift cosmic structures us-
ing a set of high-resolution N-body simulations, summarised in Ta-
ble 1. Our main simulation has 54883 (165 billion) particles in a
volume of 425 h−1Mpc per side. For comparison, we also con-
sider two smaller-volume simulations with a slightly higher reso-
lution, each following 30723 particles in a volume of 114 h−1Mpc
per side and each with a different random realisation of the initial
Gaussian-random field to control for cosmic variance. The sim-
ulations were performed with the P3M N-body code CubeP3M
(Harnois-Deraps et al. 2013) on the (now retired) Ranger computer
at the Texas Advanced Computing Center (TACC; SunBlade x6420
with AMD x86 64 Opteron Quad Core, 2.3 GHz, 9.2 GFlops/core
Barcelona processors and Infiniband networking). The smaller-
volume, 114 h−1Mpc simulations were previously presented in
Iliev et al. (2012), while the large-volume simulation was part of
the suite of simulations used in Watson et al. (2013a) for deriving
the halo mass function and its evolution with redshift. The large-
volume, 425 h−1Mpc-box, N-body simulation required 2 million
core-hours to reach redshift z = 6 and was ran using 2,744
MPI processes. Each of MPI node initially contained 4 OpenMP-
threaded computing cores and 8 GB shared memory (for a total
of 10,976 cores). During the later stages of the simulation, strong
clustering meant that the size of an MPI node had to be increased to
8 cores and 16 GB memory (for a total of 21,956 cores) to accom-
modate the larger memory requirement. The CubeP3M code shows
an excellent (weak) scaling up to 4,096 cores and very good scal-
ing up to 22,000 computing cores. For full details on the CubeP3M
code and its performance see Harnois-Deraps et al. (2013).
All simulations were started at redshift z = 300 and with ini-
tial conditions generated using the Zel’dovich approximation and
power spectrum of the linear fluctuations given by the CAMB code
(Lewis et al. 2000). This starting redshift is sufficiently early to
guarantee linearity of the density field even at such high resolu-
tion and thus avoiding numerical artifacts (Crocce et al. 2006), see
also Watson et al. (2013a) for discussion of this point regarding the
current simulations. The smaller-volume simulations were ran until
redshift z = 6, and the larger-volume to z = 2.6. We have identi-
fied collapsed haloes at 76 redshifts equally-spaced in time (every
11.5 Myr) between z = 30 and z = 6 using an on-the-fly halo
finder based on the spherical overdensity method with overdensity
of ∆ = 178 with respect to the mean density. We also calculated
the density and velocity distributions on several regular grids (from
2523 up to 20163 for the 425 h−1Mpc box and 2563 and 5123
for the 114 h−1Mpc boxes) using an SPH-like smoothing over the
particle distributions, which produces smoother distributions than
other commonly-used interpolation schemes (e.g. CIC, NGP) and
minimises noise in low-density regions. These gridded data were
then used as an input to the radiative transfer simulations of reion-
ization discussed below, as well as for subsequent analysis of the
results from those simulations.
The halo catalogues are used to construct the sources of ioniz-
ing radiation, largely using the approach introduced in Iliev et al.
(2006) and Iliev et al. (2007), with some important modifica-
tions. The smaller-volume, higher-resolution simulations resolve
all haloes with mass of 108M⊙ or more, i.e. roughly all atomically-
cooling haloes (ACHs), which we split into low-mass atomically-
cooling haloes (LMACHs), which are affected by radiative feed-
back and high-mass atomically-cooling haloes (HMACHs) which
are not. On the other hand, the larger-volume simulation only re-
solves haloes of mass 109M⊙ and above, corresponding to the
HMACHs only. Consequently, for the reionization simulation we
model the LMACHs as a sub-grid population using a recently-
developed extended Press-Schechter type model (Ahn et al., in
prep.). We do this by calculating a cell-by-cell local LMACH pop-
ulation based on a fit to the data from higher-resolution simula-
tions. This yields the local LMACH collapsed fraction as function
of the cell density. Our procedure reproduces the mean halo mass
function for the whole box and reflects the halo clustering down to
the grid scale, but at present it does not account for the (modest)
scatter in the local halo number - overdensity relation observed nu-
merically. We then combine the local LMACH collapsed fraction
yielded by our model with the directly-resolved HMACH popula-
c© 2013 RAS, MNRAS 000, 1
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Table 1. Simulation parameters. Background cosmology is based on the WMAP 5-year results.
simulation boxsize Npart mesh force softening mparticle Mhalo,min RT grid gγ,HMACH gγ,LMACH
XL2 425 h−1Mpc 5, 4883 10, 9763 3.88h−1kpc 4.97× 107M⊙ 9.93 × 108M⊙ 5043 1.7 7.1
L2.1 114 h−1Mpc 3, 0723 6, 1443 1.86h−1kpc 5.47× 106M⊙ 1.09 × 108M⊙ 2563 1.7 7.1
L2.2 114 h−1Mpc 3, 0723 6, 1443 1.86h−1kpc 5.47× 106M⊙ 1.09 × 108M⊙ 2563 1.7 7.1
Figure 1. Computational speedup (normalised to the smallest run) vs. num-
ber of computing cores (solid line) and the ideal linear weak scaling (dotted
line) for the C2-Ray code on Kraken (Cray XT5) at University of Tennessee.
tion binned onto the same grid cells to create the complete ioniz-
ing source lists. We do not include minihaloes (MH; haloes with
masses 105 ∼< M/M⊙ ∼< 10
8), even though they are expected to
play an important role in the earliest stage of reionization, as pre-
viously shown in Ahn et al. (2012). The reason for this is that star
formation in MHs is more uniformly distributed on large scales
and is strongly regulated by the long-range Lyman-Werner feed-
back, which further smooths out their distribution and thus we ex-
pect their effect to be less correlated with large-scale modes in our
425 h−1 Mpc volume. We defer the study of these effects to future
work.
Another new element in the current radiative transfer simu-
lations is that we also include an approximate treatment of the
absorber systems which limit the mean free path of the ionizing
photons during the late stages of reionization (Songaila & Cowie
2010). Numerically this is done by limiting the photon propagation
to a box of 80 h−1Mpc comoving centered on each source. This
size roughly corresponds to the observed mean free path due to Ly-
man Limit Systems at z ∼ 6. Any photons reaching that boundary
are presumed lost, absorbed by the Lyman-limit systems.
Once the source lists are constructed, we assign to each an
ionizing photon production rate per unit time, N˙γ , proportional to
the total mass in haloes within that cell, M as previously discussed
in Iliev et al. (2006, 2007, 2012):
N˙γ =
gγMΩb
Ω0mp
(
10 Myr
∆t
)
, (1)
where mp is the proton mass and fγ = fescf⋆N⋆ is an ioniz-
ing photon production efficiency parameter which includes the ef-
ficiency of converting gas into stars, f∗, the ionizing photon es-
cape fraction from the halo into the IGM, fesc and the number
of ionizing photons produced per stellar atom, N⋆. The latter pa-
rameter depends on the assumed IMF for the stellar population
and could vary significantly, between ∼ 4, 000 (Pop II, Salpeter
IMF) and ∼ 100, 000 (Pop III, top-heavy IMF). HMACH and
LMACH haloes are assigned different luminosities, based on the
reasonable assumption that the latter would typically be less metal-
enriched and thus their stellar content should be more dominated
by massive stars, which are efficient producers of ionizing pho-
tons. ∆t = 11.46 Myr is the time between two snapshots from
the N-body simulation. For all radiative transfer simulations in this
paper we adopt gγ,LMACHs = 7.1 and gγ,HMACHs = 1.7, which
values yield a reionization history consistent with the current ob-
servational constraints (Iliev et al. 2012), with electron-scattering
optical depth τ = 0.0566 and overlap reached at redshift z = 6.5.
LMACHs are assumed to be suppressed within ionized regions (for
ionization fraction higher than 10%), through Jeans-mass filtering,
as discussed in Iliev et al. (2007).
Due to the nature of its algorithm, our C2-Ray radiative trans-
fer code is quite flexible and can run on serial, shared-memory
(using OpenMP) or distributed parallel systems (using MPI), as
well as on hybrid systems (OpenMP+MPI), with the latter being
the most common mode of usage. The code can run on any num-
ber of computational cores, as long as there is sufficient memory
per processor/MPI process. The 425 h−1Mpc-box radiative trans-
fer simulation presented here was ran on several different clusters,
utilising our available allocations. The initial phases were ran on
the Apollo cluster at The University of Sussex (168 cores at the
time) and the Sciama SEPNet computer (1,008 cores) at University
of Portsmouth. The later stages of the evolution, when many more
sources needed to be handled were ran on larger clusters, the TACC
Ranger and Lonestar (22,656 cores, 44.3 TB RAM, 302 TFlops
peak) clusters, the Kraken Cray XT-5 (112,896 compute cores, 147
TB RAM, 1.17 PetaFlops) at the National Institute for Compu-
tational Sciences/University of Tennessee (NICS) and the SciNet
computer at University of Toronto (30,240 cores, 60 TB RAM, 306
TFlops peak). The simulation was performed over 10 months and
used up a total of approximately 8 million Lonestar-equivalent (3.3
GHz, 13.3 GFlops) core-hours. At different stages of the compu-
tation we used between 32 and 40,032 cores simultaneously. For
large enough problems and on machines with fast communication
network like the NICS Kraken the code scaling is essentially per-
c© 2013 RAS, MNRAS 000, 1
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Figure 2. Large-scale structures and cosmic web at redshift z = 6 from our CubeP3M simulation with 5, 4883 particles (165 billion) on a 10, 9763 fine grid
in a comoving volume of 425/h = 607 Mpc on a side: (left) full simulation volume, and (right) zoomed-in 41.5 × 41.5 Mpc region of the same image.
Shown are the density field (violet) and haloes (blue). Slices are 15h−1Mpc thick.
Figure 3. Power spectrum of the density field at redshift z = 6 for the
425 h−1Mpc volume (solid, red) and two realisations of 114 h−1Mpc vol-
ume (dashed, green and blue).
fect as far as we have tested it, here on up to 40,032 computing
cores (see Figure 1).
Figure 4. The halo bias, bhh = ∆hh/∆ρ , at redshift z = 6 for the
425h−1Mpc volume (solid, red) and two realisations of 114h−1Mpc vol-
ume (dashed, green and blue). Lines are for haloes binned by decades of
mass (bottom to top curve) 108M⊙ 6 Mhalo < 109M⊙ (LMACHs),
109M⊙ 6 Mhalo < 10
10M⊙, 1010M⊙ 6 Mhalo < 10
11M⊙,
1011M⊙ 6 Mhalo < 10
12M⊙, and 1012M⊙ 6 Mhalo (HMACHs
all).
c© 2013 RAS, MNRAS 000, 1
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3 RESULTS
3.1 Early cosmic structure formation
In Figure 2 we show an illustrative image of the cosmic web at red-
shift z = 6 extracted from our 425 h−1Mpc volume. It shows a
15 h−1Mpc thick slice of the density distribution with the haloes
(in their actual sizes) overlayed. It is clear that while the universe
is fairly homogeneous at such large scales, we can clearly observe
that the long-wavelength density modes result in significant den-
sity fluctuations even at scales as large as tens to 100 Mpc. As we
will see below, these large-scale variations have important impli-
cations for the reionization patchiness on large scales. The N-body
haloes are strongly clustered around the high-density peaks, again
at scales of up to tens of Mpc, and along the filaments and there are
very large, with sizes of up to 50 Mpc or more, underdense regions
mostly devoid of haloes.
3.1.1 Density power spectra and halo bias
In Figure 3 we show the dimensionless power spectra of the density
field, ∆ρ = (k3P (k)/2pi2)1/2, for all three simulations. The den-
sity fields were obtained by interpolating the N-body particles on a
regular grid (10, 9763 for the 425 h−1Mpc volume and 6, 1443 for
the 114 h−1Mpc volumes) using cloud-in-cell (CIC) interpolation.
All three power spectra agree closely over the wavenumber range
which they all resolve well, −0.5 < log10(kh/Mpc) < 1.4. At
smaller scales (higher k) there is less power in the large box due
to its slightly lower resolution, while large scales, near the respec-
tive box sizes are affected by cosmic variance. Apart from these
expected differences, in the 425 h−1Mpc box there is clearly sig-
nificant additional power at large scales (k ∼< 0.06 h/Mpc, cor-
responding to scales of ∼> 100 h
−1Mpc), which fluctuations are
completely missing in the smaller volumes.
The halo bias derived from our simulations, defined as bhh =
∆hh/∆ρ, where ∆hh is the halo-halo auto-correlation power spec-
trum calculated on the same grid as the matter power spectrum ∆ρ,
again using CIC interpolation, is shown in Figure 4. We plot the
halo bias in five mass bins, one per each decade in mass, starting
from 108M⊙. Due to resolution the lowest mass bin, 108M⊙ 6
Mhalo < 10
9M⊙ (LMACHs), is only present in the smaller,
114 h−1Mpc boxes, while the largest-mass bin,Mhalo > 1012M⊙,
is absent for the same smaller boxes due to lack of statistics, there
are only a few such large haloes present in those volumes. The
results from all three boxes show an excellent agreement at all
scales and masses present in both simulation volumes, with the two
114 h−1Mpc box simulations yielding essentially identical results.
At small scales the bias is highly nonlinear and can reach quite
high values. At large scale all the curves asymptote to a constant
value, which for the lower mass bins roughly corresponds to the
large scale bias derived in Sheth et al. (2001). However, for higher
masses (i.e. very rare haloes) the numerically-calculated bias is
well above the analytical prediction, indicating the latter is not valid
for such rare haloes.
3.1.2 Dark matter halo mass function
In a recent paper (Watson et al. 2013a), we presented detailed re-
sults and fits of the dark matter halo mass functions based on a large
ensemble of N-body simulations which included the ones used
here. This was done based on three different methods for halo find-
ing and included precision fits to the mass function, including one
Figure 5. (bottom) Mass-weighted reionization histories, xm, for XL2
(red, solid) and L2.1 (blue, dashed). (top) Ratio of the mass- and volume-
weighted mean ionized fractions (xm and xv , respectively)
specifically targeted at high-redshift data. The results confirmed
the trend observed previously by us and others (Iliev et al. 2006;
Reed et al. 2007; Lukic´ et al. 2007; Iliev et al. 2012), namely that at
the high redshifts of interest here the halo mass functions differ sig-
nificantly from both the Press-Schechter (Press & Schechter 1974)
and Sheth-Tormen (Sheth & Tormen 2002) analytical fits. This de-
parture is particularly important for very rare haloes (correspond-
ing to the massive haloes at the lower end of the redshift range we
consider, z ∼ 6 − 7, and to all ACHs at higher redshifts), whose
abundance is very strongly under-estimated by Press-Schechter and
over-estimated by Sheth-Tormen (both by up to an order of mag-
nitude at e.g. z = 17). Therefore, such analytical approximations
should not be used in analytical and semi-numerical modelling in-
volving high-redshift haloes and instead more precise fits, such as
the ones we presented in Watson et al. (2013a) should be applied.
3.2 Large-scale cosmic reionization
3.2.1 Reionization history
The reionization history resulting from our radiative transfer sim-
ulations is shown in Figure 5. In all simulations the first sources
appear at z ∼ 30 (in the large-box case those sources are sub-grid)
and the end-of-reionization (defined by ionized fraction by mass of
xm = 0.99) is reached at similar redshifts of z = 6.5 and 6.6 for
XL2 and L2.1, respectively. The evolution of the ionized fractions
is roughly exponential at early times, tracking the exponential rise
in the number of (mostly LMACH) ionizing sources. The reioniza-
tion history thereafter flattens starting at∼ 15, due to the LMACHs
suppression becoming more wide-spread, and finally again be-
comes exponential starting from at z ∼ 8, at which point the un-
suppressible HMACH sources come to dominate the evolution. The
overall reionization history is near-identical for the two volumes
due to the same assumed ionizing photon efficiencies gγ for both
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Figure 6. (left to right and top to bottom) Spatial slices of the ionized and neutral gas density from our XL2 radiative transfer simulation with boxsize
425/h Mpc at box-averaged ionized fractions by mass of xm = 0.1 (z = 9.6), xm = 0.2 (z = 8.6), xm = 0.3 (z = 8.1), xm = 0.5 (z = 7.5), xm = 0.7
(z = 7.1), xm = 0.9 (z = 6.8). Shown are the density field (green) overlayed with the ionized fraction (orange/yellow).
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Figure 7. Volume-weighted probability distribution function, V (dp/dV ), for H II regions extracted from our simulations at different stages of the reionization
process, as labelled. Shown are the results based on XL2 (red) and L2.1 (blue).
types of sources, LMACHs and HMACHs. The only notable differ-
ences between the two runs are observed for z ∼ 10 − 12, where
the reionization of the larger volume slightly lags the smaller one.
The reason for this lag is the different modelling of the LMACH
sources, which is based on the directly-resolved haloes (L2.1) or as
a sub-grid population (XL2). As we discussed above, the latter is
solely based on the average relation between collapsed fraction in
haloes and the local density and at present does not model the scat-
ter around that mean relation observed in simulations. This results
in slightly higher suppression of LMACHs due to their increased
local clustering. The inside-out character of reionization, evidenced
by the ratio of mass-weighted to volume ionized fraction, xm/xv ,
being always above one (Iliev et al. 2006) is largely unaffected by
the size of the simulation volume and the difference in grid resolu-
tion.
3.2.2 Reionization geometry and H II region size distributions
The significant density fluctuations at very large scales, from tens
to hundreds of comoving Mpc, and the strong clustering of high-
z galaxies discussed on the previous section could be expected to
result in enhanced large-scale patchiness of reionization. In Fig-
ure 6 we illustrate the reionization geometry at several key stages of
the evolution, corresponding to mass-weighted ionized fraction of
xm = 0.1, 0.2, 0.3, 0.5, 0.7 and 0.9, or a redshift range of z = 9.6
to z = 6.8. Initially, a large number of fairly small, Mpc-size H II
regions form. They are strongly clustered on small scales, following
the clustering of the sources, but are relatively uniformly distributed
on larger scales, where the long-wavelength modes modulating the
density fluctuations are still very low. Locally these small H II re-
gions quickly start merging into larger ones, with sizes between few
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Figure 8. Dimensionless power spectra, ∆x, of the volume-weighted ionized fraction, xv , for H II regions extracted from our simulations at different stages
of the reionization process, as labelled. Shown are the results for XL2 (red) and L2.1 (blue).
and ∼ 10 Mpc across. We note that of course these are 2D cuts of
the ionization field and H II regions can, and do, have different sizes
depending on the direction, as quantified e.g. in Iliev et al. (2008).
Significant large-scale percolation of the H II regions only occurs
when the universe reaches ∼ 50% ionization by mass, at which
point many ionized regions reach sizes of tens of Mpc and become
connected by bridges to other nearby large ionized regions of sim-
ilar sizes. At the same time there are also similarly-sized regions
which remain largely neutral. The H II regions continue percolat-
ing up to still larger scales and by xm = 0.7 some reach hundreds
of Mpc across, with large, while at the same time large, tens of
Mpc across, neutral regions remain between them, both reflecting
the large-scale fluctuations of the underlying density field. Finally,
when the volume is 90% ionized all H II regions have percolated
into one, although fairly large neutral regions still exist even in this
late phase.
These qualitative observations are further supported by more
quantitative measures of the size distributions of the ionized regions
obtained based on different approaches: the friends-of-friends
(FOF) method (Iliev et al. 2006; Friedrich et al. 2011), the spher-
ical average method (SPA, Zahn et al. 2007; McQuinn et al. 2007)
and the three-dimensional power spectra of the ionization fraction
field (Iliev et al. 2006; Friedrich et al. 2011). The results from the
FOF method, which links together topologically-connected ionized
regions, at several representative stages of reionization and our two
different simulation volumes are shown in Figure 7. During the
early stages of reionization (ionized fraction by mass of xm = 0.1)
the two distributions have similar shape, with the majority of the
ionized volume found in small, but numerous H II regions with
c© 2013 RAS, MNRAS 000, 1
10 I. T. Iliev, et al.
Figure 9. Probability distribution function per logarithmic radial bin, R dp
dR
, spherical regions with radius R as given by the SPA method, based on the ionized
distribution given by our simulations. Shown are different stages of the reionization process, for ionized fraction by mass xm = 0.1, 0.3, 0.5 and 0.7, as
labelled. Shown are the results based on XL2 (red) and L2.1 (blue).
typical sizes ranging from less than a Mpc up to a few Mpc. The
fraction of the simulation volume occupied by the smallest regions
which are resolved in both simulations (V ∼ 10Mpc3) is very
similar. However, in XL2 there are considerably more larger ion-
ized regions, (V > 30Mpc3). In L2.1 there are no H II regions
with volume larger than about 500Mpc3, while the largest ones in
XL2 reach volumes in excess of 103Mpc3 even at this early stage,
indicating a longer characteristic scale for local percolation in the
larger volume.
The ionized regions continue to grow over time and at xm =
0.3 we already observe considerable local percolation, whereby
multiple H II regions merge into a single very large one, with a
volume filling a significant fraction of the simulation box. Sim-
ilar behaviour was previously observed in Iliev et al. (2006) and
Friedrich et al. (2011). For both XL2 and L2.1 this percolated re-
gion fills roughly 10% of the total volume at this stage of the evolu-
tion. Again there are significant differences between the two boxes
in terms of the abundances of the smaller H II regions. The re-
solved regions in the two simulations are in excellent agreement
up to V ∼ 104Mpc3. However, in the smaller volume there are
no ionized regions with volume above V ∼ 3 × 104Mpc3, while
such regions still take a significant fraction of the large volume.
Similar trends are observed during the later stages of the evolution
(xm > 0.5). The percolation of the ionized regions proceeds much
further, with one large, connected region filling most of the volume
in either case (with its volume limited only by the total simulation
volume), while the smaller regions decrease in both abundance and
size. There is agreement in the abundances of smallest resolved
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Figure 10. Same as in Figure 9, but for the neutral H I patches at late times,
for ionized fraction by mass xm = 0.9.
H II regions (V < 103Mpc3 at xm = 0.5, V < 102Mpc3 at
xm = 0.7), but in the larger simulation volume there are still many
more mid-sized regions, some reaching up to V ∼ 104Mpc3 in
volume.
We therefore find that, in agreement with our previous results,
a bimodal H II region distribution develops once the local perco-
lation starts becoming wide-spread, around xm ∼ 0.3. Ionized
patches cannot surpass certain size before they merge into one very
large H II region which encompasses significant fraction of the total
volume. While this quantitative behaviour is always observed, in-
dependent of the simulation volume, the maximum volume which
isolated ionized patches can reach before percolation is dependent
on the box size. They can reach up to V ∼ 104 − 105Mpc3 in the
larger volume, but rarely surpass V ∼ 103Mpc3 in the smaller one
(except around xm ∼ 0.3, where some reach V ∼ 3× 104Mpc3,
while in the larger volume they reach up to V ∼> 10
5Mpc3 at the
same epoch). The reason for this is that in the larger volume the
voids (which due to the inside-out nature of reionization remain
largely neutral for longer than do high-density regions) are consid-
erably larger, thus allowing the H II regions to grow further before
merging. This has important implications for the redshifted 21-cm
line fluctuations, which we will discuss below. We note that in nei-
ther case the value of this maximum volume of isolated regions
reaches more than a fraction of a percent of the total volume and is
thus unlikely to be affected by straightforward finite box effects.
We next turn our attention to the other, complementary mea-
sures of the H II region size distribution we previously mentioned,
namely the 3D power spectra of the ionization fraction field, shown
in Figure 8, and the SPA size distribution, shown in Figures 9 and
10. During the initial phases of reionization (xm = 0.1) the 3D
ionization field power spectra have similar shapes, uniformly-rising
towards smaller scales without a clearly-identified characteristic
scale. However, the larger volume yields up to 50% more power
than the smaller one at the (relatively small) scales corresponding
to the HII regions at that time, as well as some additional power at
very large scales which are not present in the smaller box. Some of
differences at the smallest scales is due to the different grid reso-
lutions, however these scales fall below the resolution of most cur-
rent observational experiments. As reionization proceeds, the local
percolation of H II regions starts and a characteristic peak scale
for the power spectra develops in both volumes, albeit at slightly
different scales and overall magnitude. By the time ionized frac-
tion reaches 50% the power spectra become essentially the same
in shape over the common scales of the two simulations. However,
the power spectrum derived from XL2 contains noticeably more
power at all scales (and appears smoother) compared to L2.1. In
both cases the peak scale gradually moves towards larger scales,
tracking the growth of the ionized regions.
The SPA method yields similar results. At very small scales
there is a sharp cutoff in the size distribution which is related to the
grid resolution in each case and is thus a numerical effect, rather
than a physical one. At all times there are more large H II regions
in XL2, which reach tens of Mpc in radius at late times. On the
other hand, the number of intermediate-size ionized regions (radii
from few Mpc to below one Mpc) is quite similar in the two boxes,
except during the early evolution, before a characteristic scale de-
velops. This again indicates consistency in the results at scales that
are well below the size of the computational box and thus not af-
fected by it. In contrast, the larger ionized patches are affected by
the volume size and large-scale density fluctuations, and show to
be considerably larger in the larger box.
As we noted above, at late times all H II regions percolate into
one large, connected region, thus at that epoch from point of view
of the SPA method it makes better sense to study the neutral patch
distribution instead, as those are the patchy regions which still keep
their clear identity. Results for the epoch when the ionized fraction
by mass is xm = 0.9 are shown in Figure 10. Once again, there are
many more large neutral patches in the larger volume. Those also
reach much larger sizes, up to R ∼ 45Mpc, while in the smaller
volume they do not surpass R = 10Mpc. In both cases there is a
clear peak of the distribution, which is at R ∼ 1− 2Mpc for L2.1,
and at R ∼ 15Mpc for XL2. In the latter case the peak is less
broad and thus the peak scale is better-defined. The grid resolution-
related cutoff at small scales is still present, but is now at scales well
below the peak scale and is therefore not the reason for it, i.e. the
peak scale we observe is physical, not numerical. The presence of
such large neutral patches at late times, not seen in smaller-volume
simulations, is important because it means better detectability at
the redshifted 21-cm and other probes. Most such probes rely on
fluctuations between sky patches, which is clearly enhanced here.
Furthermore, radio sensitivity is significantly better at lower red-
shifts/higher frequencies, and the low-frequency foregrounds are
much weaker, making the late stages of reionization an important
target for the first, likely statistical, detection, though some limited
imaging might also be possible (Zaroubi et al. 2012).
3.2.3 Effect of resolution and sub-grid modelling
As discussed in § 2, there are differences in the numerical mod-
elling in the two cases discussed above, which could potentially
affect our results. First, the large-volume, 425 h−1Mpc radiative
transfer simulation has lower grid resolution than the 114 h−1Mpc
simulation, by almost a factor of 2 per dimension. Furthermore, the
low-mass, suppressible LMACH sources in the larger volume are
modelled using sub-grid prescription, as their host haloes are not
directly resolved in the corresponding N-body simulation. In order
to evaluate the effect of these differences, we performed two addi-
tional radiative transfer simulations, both using the 114 h−1Mpc
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Figure 11. Effect of resolution and sub-grid source modelling: power spectra of the ionized field, ∆xx, at mass-weighted ionized fraction of xm = 0.1 (top
left) and xm = 0.5 (top right); late-time (z < 12) mass-weighted reionization history, xm(z) (bottom left) and ratio of the mass- and volume-weighted
ionized fractions vs, redshift (bottom right) for the simulations L2 (f2 8.2S 256), L2lr1 (f2 8.2S 135), and L2lr2 (f2 8.2S 135 subgrid), as labelled.
volume and grid resolution reduced to 1353, corresponding to
the spatial resolution of the large radiative transfer volume. The
first of these simulations (which will be referred to as L2lr1)
used the LMACHs directly based on the resolved haloes, as done
in the higher-resolution production simulation, while the second
one (L2lr2) used the sub-grid prescription to model the LMACH
host haloes. Therefore, by directly comparing them to simulation
L2 (f2 8.2S 256 in our previous, more expanded notation) and
each other we can evaluate the effect of resolution (L2lr1, same
as f2 8.2S 135 in our previous notation) and the sub-grid model
(L2lr2, same as f2 8.2S 135 subgrid).
When the resolution is decreased (L2 vs. L2lr1), one obvious
effect is the under-resolving of the smaller H II regions, resulting
in smoothing of the corresponding fluctuations and in less power
on small scales. However, since the resolution length in both cases
is sub-Mpc, this only affects patches smaller than a few Mpc, or
roughly arcminute scales (Figure 11, top panels), which will not
be resolved in the current generation of reionization experiments
due to insufficient sensitivity. An additional, more subtle resolu-
tion effect is related to the way the LMACHs suppression is imple-
mented – based on an ionization threshold. Averaging the ionized
fraction over larger cells means that a cell could remain under the
threshold even if sub-volumes of it would be above it if resolved.
This yields a lower level of suppression, particularly at the edges of
ionized regions in the more coarsely resolved simulation. The re-
sult is a somewhat faster-proceeding reionization (Figure 11, bot-
tom left panel). It also becomes less inside-out in character, with
the mean mass-weighted ionized fraction closer to the volume one
(Figure 11, bottom right panel). However, this has no significant
effect on the reionization patchiness and the observable signatures.
This is demonstrated by all available measures - FOF, SPA and
power spectra, which at large scales are essentially the same in the
two cases throughout the reionization history. The only exception
is the FOF PDF distribution at late times (xm = 0.7), where the
coarser-grained simulation yields a small fraction (∼ 10−3 of the
total volume) of larger H II regions which become topologically
connected together due to the blurred boundaries between them due
to the lower resolution.
The LMACHs sub-grid modelling (L2lr2) is currently done
deterministically – following the mean density-halo number rela-
tion derived from higher-resolution simulations – and does not take
into account the scatter in that relation. This has the effect of con-
centrating the model LMACHs towards the higher density regions
more than is the case for the directly-resolved LMACHs. Due to the
inside-out nature of reionization, where the higher-density regions
are preferentially ionized earlier, the model LMACHs are more
strongly suppressed, which delays reionization slightly (Figure 11,
bottom left panel). The result is that any given mean ionized frac-
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Figure 12. (bottom panels) Reionization history variation in (non-overlapping) subvolumes of a different size: (left) 212.5 h−1Mpc; (middle)
106.25 h−1Mpc; and (right) 53.125 h−1Mpc. Shown are the mean, minimum and maximum of all sub-regions (black) and the mean mass-weighted reion-
ization history of the full volume (red). (top panels) Ratios of the largest and smallest sub-region mass-weighted ionized fraction and the mean one over the
full volume.
tion is reached at a later time and therefore the H II regions manage
to become slightly larger. This is especially noticeable during the
early (xm = 0.1 − 0.3) and late (xm = 0.7) stages of the reion-
ization process in the power spectra and SPA patchiness measures,
while during the middle stages (xm = 0.5) this effect largely disap-
pears (Figure 11, top panels). In contrast, the FOF PDF distribution
is only noticeably affected early on (xm = 0.1) and very little af-
ter that time. Interestingly, the separate effects of lower resolution
and sub-grid model on the mass-weighted to volume-weighted ion-
ized fraction evolution largely cancel out (Figure 11, bottom right
panel), indicating that when both effects are present the inside-out
ionization properties are very close to the fully resolved simulation.
Overall, compared to the large-volume effects discussed in
§ 3.2.2, the consequences of the lower resolution and sub-grid
model on the reionization patchiness are much smaller and there-
fore do not invalidate any of our results.
3.3 Convergence of the reionization history and observables
with simulation volume
3.3.1 Reionization history
As we showed above, the mean reionization history is already well
converged for ∼ 100 Mpc volumes (or even for ones of few tens
of Mpc across, see Iliev et al. 2006). However, locally for smaller
patches it does vary significantly from patch to patch. In order to
better quantify the convergence of the reionization history with the
sample volume size, we split our XL2 simulation volume into a
number of (non-overlapping) volumes of different sizes and then
calculate their individual reionization histories, i.e. mean mass-
weighted ionized fraction, xm vs. redshift. In Figure 12 we show
the reionization history averaged over all sub-volumes, as well as
the maximum and minimum subvolume ionized fraction at each
redshift. Neither the maximum nor the minimum value necessarily
belong to the same sub-volume at different times, thus the mini-
mum and maximum lines are in in fact enveloping the full variety
of reionization histories which occur in the sub-volumes. For refer-
ence and easier direct comparison we also show the mean reioniza-
tion history of our full volume discussed in the previous section.
We first note that for all subvolume sizes considered here the
mean reionization history of the sub-volumes is essentially identi-
cal to the average one for the full volume. This statement would of
course be identically true for the volume-based reionization histo-
ries, however it is easy to show that in general this is not the case for
the averaged mass-weighted histories, particularly when the mean
densities of the sub-volumes vary significantly.
On the other hand, there is a clear variation in the reioniza-
tion histories of different sub-volumes. Naturally, the spread is
strongest at early times and smaller sub-volumes. For sub-volumes
of 212.5 h−1Mpc on a side we observe clear convergence to the
mean evolution, apart from modest variation at the earliest times,
z > 25. The convergence worsens somewhat, but still remains rea-
sonable for sub-region size of 106.25 h−1Mpc, which size is close
to the usually-assumed convergence value of ∼ 100 h−1Mpc (cf.
Barkana & Loeb 2004), however there are now clear, albeit rela-
tively small deviations from the mean reionization history. The full
variation range in ionized fraction among the sub-regions is larger
than 10 at the earliest times, z > 27, when the cosmic variance
due to Poisson noise is strongest. As the reionization progresses
this ratio drops to a value of order 2 and finally slowly approaches
the mean reionization history at late times, although the variations
remain present at low level all the way to the end of reionization.
For sub-region size of 53.125 h−1Mpc (which is a volume
similar to or even larger than the one adopted by many reioniza-
tion simulations) the reionization history variations become very
considerable. This is a consequence of the significant differences in
the mean densities of the sub-regions, which surpasses 20% at late
times, which is then reflected exponentially in the local abundance
of ionizing sources, and to a lesser extend in the local recombina-
tions. At the earliest epochs, z > 25, some regions have ionized
fractions as much as 10 times larger than the mean, while others
still remain fully neutral. These variations decrease over time, but
nonetheless stay significant, with a ratio between the extreme cases
of order a few at all redshifts all the way up to the end of reioniza-
tion. The completion of reionization in each sub-region also varies
accordingly.
The integrated electron scattering optical depth correspond-
ing to each subvolume’s reionization history is tightly correlated
to the mean density of that volume. For the 53 h−1Mpc it varies
significantly around the mean value corresponding to the full sim-
ulation volume, ranging between τ = 0.0518 and 0.0611. For
the 106 h−1Mpc sub-volumes this variation decreases and is be-
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Figure 13. Redshift at which certain reionization stages are reached: xm = 0.1 (z10%), xm = 0.5 (z50%), xm = 0.9 (z90%), and xm = 0.99 (z99% = zov)
vs. 1+δ = ρsub−region/ρglobal mean , the average density of that sub-region in units of the global mean for different size sub-regions: (left) 212.5 h−1Mpc;
(middle) 106.25 h−1Mpc; and (right) 53.125 h−1Mpc. The regions with roughly mean density (within 1% of the mean) are shown in red.
tween τ = 0.0544 and 0.0583. For the 212 h−1Mpc sub-regions
the optical depth essentially converges to the mean, ranging be-
tween τ = 0.0562 and 0.0570. The optical depth being an inte-
grated, line-of-sight quantity, these values are mostly of theoretical
interest. Of more practical importance are the variations of the opti-
cal depth for mean-density sub-volumes, as these are analogous to
small-box reionization simulations which typically take their aver-
age density to be the mean one for the universe. For mean-density
sub-volumes the optical depth variations are small, with a range
of ±0.001 for the 53h−1Mpc sub-volumes and a negligibly small
one for the larger sub-volumes. This indicates that even relatively
small-box simulations could be reliably used for calculating the op-
tical depth for a given reionization scenario. We however note that
at still smaller smaller scales, below 10 Mpc (few arcminutes) the
local electron scattering optical depth still varies significantly. It is
highly correlated with the ionization field and anticorrelated with
the neutral one (Holder et al. 2007) and can contribute strongly to
the CMB polarization at arcminute scales (Dore´ et al. 2007).
3.3.2 Ionization fraction - density correlation
In order to further quantify the variations of the reionization history
between the sub-regions and its dependence on the local density,
in Figure 13 we show a scatter plot (each point represents a non-
overlapping sub-region) of the the correlation between the redshift
at which certain reionization milestone is reached vs. the average
density (with respect to the global mean) of that sub-region at the
end of reionization. We have chosen as milestones the epochs when
ionized fractions xm = 0.1, 0.5, 0.9 and 0.99 are reached, corre-
sponding to early, middle, late and final reionization stages, respec-
tively, and the same three sub-volume sizes as in the previous sec-
tion.
The 212.5 h−1Mpc sub-regions (left panels) correspond to a
small range of densities, all within 1.5% of the mean and the max-
imum density variation is a little above 1%. This yields a similarly
small variation of ∼ 1% in the redshifts at which each reioniza-
tion stage is reached. The correlation between redshift and 1 + δ
is roughly linear. Only one of the eight sub-regions deviates from
the mean by more than 1% and just two of them are overdense. Ac-
cordingly, those two regions reach each of the reionization stages
noticeably earlier than the rest, by ∆z ∼ 0.04.
Similar qualitative trends are observed for the smaller-size
sub-regions. The correlation is still roughly linear and fairly tight
in all cases, i.e. higher-density regions generally ionize earlier
than low-density ones, as expected. However, the smaller the sub-
regions are, the larger the variations among them. The sub-region
densities vary between 1 + δ = 0.95 and 1.05 for 106.25 h−1Mpc
sub-regions and 1+ δ = 0.9− 1.1 for 53.125 h−1Mpc ones. Con-
sequently, the redshifts at which each reionization stage is reached
vary considerably, by as much as ∆z = ±0.2 and ∆z = ±0.5,
respectively. Interestingly, there is a significant scatter even among
sub-regions with the same or similar densities. For sub-regions with
density close to the mean one and size of 106.5 Mpc we have a
maximum variation of ∆z ∼ ±0.1, increasing to ∆z ∼ ±0.2 for
53.125 Mpc regions. Therefore, the redshift of end of reionization
(or any of the other EoR milestones) cannot be determined with a
good precision based on a small-box simulation even for fixed pho-
ton production efficiencies. This uncertainty becomes much worse
for very small volumes, which are therefore quite inappropriate for
modelling even of the mean ionization history, let alone the EoR
patchiness.
3.3.3 21-cm emission: power spectra, rms and non-Gaussianity
We now turn our attention to some of the observable signatures of
cosmic reionization based on the redshifted 21-cm emission from
neutral hydrogen. The differential brightness temperature of the
redshifted 21-cm emission with respect to the CMB is determined
by the density of neutral hydrogen, ρHI, and its spin temperature,
TS and is given by
δTb =
TS − TCMB
1 + z
(1− e−τ )
≈
TS − TCMB
1 + z
3λ30A10T∗nHI(z)
32piTSH(z)
(2)
= 28.5mK
(
1 + z
10
)1/2
(1 + δ)xHI
(
Ωb
0.042
h
0.73
)(
0.24
Ωm
)1/2
(Field 1959), where z is the redshift, TCMB is the temperature of
the CMB radiation at that redshift, τ is the corresponding 21-cm
optical depth, assumed to be small when writing equation 2, λ0 =
21.16 cm is the rest-frame wavelength of the line, A10 = 2.85 ×
10−15 s−1 is the Einstein A-coefficient, T∗ = 0.068 K corresponds
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Figure 14. (top) The evolution of the rms of the 21-cm fluctuations
smoothed with beam and bandwidth roughly as expected for the LOFAR
EoR experiment; (bottom) evolution of the skewness of the 21-cm PDFs
using the same smoothing. Both quantities are shown for XL2 (red) and
L2.1 (blue).
to the energy difference between the two hyperfine levels, xHI(1+
δ) = nHI/〈nH 〉 is the mean number density of neutral hydrogen
in units of the mean number density of hydrogen at redshift z,
〈nH〉(z) =
Ωbρcrit,0
µHmp
(1 + z)3
= 1.909 × 10−7cm−3
(
Ωb
0.042
)
(1 + z)3, (3)
withµH = 1.32 the corresponding mean molecular weight for neu-
tral gas of primordial composition (assuming 24% He abundance),
and H(z) is the redshift-dependent Hubble constant,
H(z) = H0[Ωm(1 + z)
3 + Ωk(1 + z)
2 + ΩΛ]
1/2
= H0E(z) ≈ H0Ω
1/2
m (1 + z)
3/2, (4)
where H0 is its value at present, and the last approximation is valid
for z ≫ 1. Throughout this work we assume that TS ≫ TCMB
i.e. that there is sufficient Ly-α background to completely decou-
ple the 21-cm transition from the CMB and that the neutral gas is
heated well above the CMB temperature (due to e.g. a small amount
of X-ray heating). Under these conditions the 21-cm line is seen
in emission. These assumptions are generally well-justified, except
possibly during the very early times (see e.g. Furlanetto et al. 2006,
and references therein).
In Figure 14 we show the 21-cm differential brightness tem-
perature fluctuations rms and skewness of the PDF distribution
smoothed with a Gaussian beam of size 3’ and bandwidth of
∆ν = 440 kHz. Comparing the results from our two simulation
volumes, XL2 and L2.1, we see that during the early evolution
(νobs < 120MHz) the ionized regions are still few and small and
thus the 21-cm fluctuations are mostly due to the underlying density
fluctuations and track each other closely. However, once the patch-
iness becomes significant due to the growth of the H II regions
(νobs > 120MHz), the XL2 simulation yields noticeably higher
fluctuations. The largest rms fluctuations occur at the same epoch
in the two cases, at ∼ 127MHz, but with a peak amplitude larger
by about 10% in the XL2 case. At late times the difference grows
larger, reaching a factor of∼ 2.5 at overlap. This is important since
such stronger signal at late times/higher frequencies significantly
improves the chances of detection, given the lower foregrounds at
these higher frequencies and the better sensitivity of the radio in-
terferometers there.
On the other hand, the skewness – a measure of the depar-
ture of the 21-cm beam- and bandwidth-smoothed PDF distribu-
tion from a Gaussian one – is largely identical in the two cases, in-
dicating the insensitivity of this measure to the simulation volume
(Figure 14, bottom panel). In both cases the skewness starts close
to zero during the initial, density fluctuation-dominated phase, and
then exhibit a notable dip in the skewness to negative values reach-
ing −3mK and coinciding with the initial stages of the 21-cm rms
steep rise due to EoR patchiness. The numerical grid resolution
does not matter in either of the two cases since resolution elements
are much smaller than the beam/bandwidth smoothing scale.
The power spectra of the 21-cm fluctuation fields (including
the redshift-space distortions, for the calculation methodology see
Mao et al. 2012) are shown in Figure 15. Initially, (shown is the
epoch at which the ionized fraction by mass is xm = 0.2) they
closely track each other within their scales of overlap. Interest-
ingly, this is in contrast to the significant boost to the dimension-
less power spectra of the ionization field in Figure 8, which is seen
at small scales even during the early evolution. This apparent dis-
crepancy is explained by the strong dominance of the early 21-cm
fluctuations by the density auto-correlation and the density-ionized
fraction cross-correlation terms as compared to the ionized fraction
auto-correlation term ∆x. Because these dominant terms are sim-
ilar in the two simulations, the resulting 21-cm power spectra are
also similar. However, again in agreement with the 21-cm rms re-
sults above, during the middle (xm = 0.5) and late (xm = 0.77)
stages of reionization in simulation XL2 there is considerably more
power at large scales (k < 1 h/Mpc for xm = 0.5, with the scale
of departure between the two increasing to k < 0.3 h/Mpc for
xm = 0.77 as the H II regions grow in size). Therefore, although
the ionized regions are larger in XL2 at all times, as was shown in
3.2.2, this is noticeable in the 21-cm rms and power spectra only
when the patchiness term starts to dominate the total power.
Finally, we consider the variations of the 21-cm observables
between sub-volumes of a given size extracted from the XL2 sim-
ulation. Results are shown in Figures 16–18 for 21-cm rms, skew-
ness and kurtosis, and in Figure 19 for 21-cm power spectra.
For 21-cm rms, skewness and kurtosis, the mean over all sub-
volumes closely tracks the full volume evolution of the same quan-
tities, regardless of the size of the subvolumes. All three quan-
tities are essentially converged for 212.5 h−1Mpc sub-volumes,
but there are notable variations for smaller-size sub-volumes. For
example, in terms of the peak differential brightness tempera-
ture rms value, these variations could be as high as 20% for
the 106.25 h−1Mpc sub-volumes and reach over 60% for the
53.125 h−1Mpc sub-volumes. These variations grow even larger
at late times. For example, at 190MHz some sub-volumes are al-
ready ionized (thus have zero rms), while the mean for all sub-
regions is still above 0.5 mK and the maximum rms value is as large
as ∼ 2 mK (∼ 4 mK) for the 106.25 h−1Mpc (53.125 h−1Mpc)
sub-volumes, respectively. Even the lower, pre-reionization peak at
early times (ν ∼ 80 MHz) can differ by as much as 75% for the
smallest-size sub-regions, ranging between 2 mK and over 3 mK.
The higher moments of the 21-cm brightness PDF distri-
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Figure 15. 21-cm differential brightness temperature fluctuation power spectra for the XL2 (red) and L2.1 (blue) at different stages of reionization: (left)
xm = 0.2, (middle) xm = 0.5, and (right) xm = 0.77.
Figure 16. 21-cm differential brightness temperature rms variations, smoothed with LOFAR-like beam and bandwidth, between sub-regions of XL2 with a
given size, as labelled. Shown are the mean of all sub-volumes (solid, black) and the minimum and maximum lines enveloping the variations between all
sub-regions of that size. The average over the full volume is also indicated (red).
Figure 17. 21-cm differential brightness temperature field skewness variations in mK, smoothed with LOFAR-like beam and bandwidth, between sub-regions
of XL2 with a given size, as labelled. Shown are the mean of all sub-volumes (solid, black) and the minimum and maximum lines enveloping the variations
between all sub-regions of that size. The average over the full volume is also indicated (red).
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Figure 18. 21-cm differential brightness temperature field kurtosis variations, smoothed with LOFAR-like beam and bandwidth, between sub-regions of XL2
with a given size, as labelled. Shown are the mean of all sub-volumes (solid, black) and the minimum and maximum lines enveloping the variations between
all sub-regions of that size.
butions, skewness and kurtosis, also show significant variations
among sub-regions, as shown in Figures 17 and 18. The average
skewness of all sub-regions is also very close to the full-volume
result, for all sub-region sizes. However, once again only the large,
212.5 h−1Mpc volumes are converged and virtually indistinguish-
able from the full-box results. Even for 106 h−1Mpc volumes there
is a difference of up to 50% in the depth of the skewness feature,
which vary between ∼ 2 mK and ∼ 3 mK. For the smaller sub-
volumes this variation becomes as large as a factor of 3, varying
between ∼ 1.5 mK (i.e. very weak dip feature) and ∼ 4.5 mK.
The frequency at which this feature occurs also varies, by as much
as ∼ 10 MHz for the smallest sub-regions case. This behaviour
is mirrored also in the kurtosis peak, found at the same frequen-
cies as the skewness minimum, as shown in Figure 18. The kurto-
sis is essentially zero throughout most of the evolution except for
this broad peak feature, which in this particular simulation occurs
around 150 MHz. The height of that peak varies by about a factor
of 2 for 106 h−1Mpc sub-volumes and by up to factor of ∼ 7 for
the smaller volumes.
However, for 21-cm power spectra, the mean over subvolumes
appears to lose powers on large scales but converge on small scales,
relative to the power spectra calculated from the full volume, as
shown in Figure 19. The loss depends on the stage of reionization:
the larger the global ionization fraction is, the worse the mean over
subvolumes tracks the values from the full volume. This is simply
because of the growth of the ionization bubbles as the reionization
proceeds. When the typical bubble size is comparable to the size
of the subvolume, the information of the correlation of the fluc-
tuations across subvolumes is lost when only fluctuations within
subvolumes are counted for power spectrum calculation. On the
other hand, the variations of power spectra for the 106 h−1Mpc and
53 h−1Mpc subvolumes grow very large at late times (xm > 0.50).
For example, when xm = 0.50, the variation for 106 h−1Mpc sub-
volumes can be ∼ 60% at k = 0.1 hMpc−1. These variations can
be even larger for smaller k, smaller subvolumes, and later times.
4 SUMMARY AND CONCLUSIONS
We presented the first very large-scale, full radiative transfer simu-
lation of Cosmic Reionization. We compared the results from this
to a more typical-size, ∼ 100 h−1Mpc simulation with otherwise
the same parameters. The large-scale density fluctuations at scales
of tens to hundreds of comoving Mpc, which are damped or not
present at all in the smaller volume, strongly modulate the local
number of ionizing sources and introduce significant additional
patchiness in the ionization distribution. By all different size distri-
bution measures - friends-of-friends, spherical average and power
spectra - the ionized patches reach considerably larger sizes in the
larger simulation volume. This in turn introduces increased rms
fluctuations in the redshifted 21-cm emission, with the peak up
by ∼ 10% for our reionization model and LOFAR-like beamsize
and bandwidth. The 21-cm rms signal boost is larger still, reach-
ing more than a factor of 2, at late times, when extensive neutral
patches still remain in the large volume, in contrast to the smaller
one. Therefore, taking into account the long-wavelength perturba-
tions should considerably facilitate the detection of the late-time
21-cm signal.
We used jackknife approach to evaluate the variation of
the reionization history in sub-volumes of sizes ranging from
212.5 h−1Mpc to 53 h−1Mpc. The reionization history is largely
converged for the larger subvolumes, but for 106 h−1Mpc it shows
significant variations at very high redshift, z > 20, which persist,
albeit at a lower level, all the way to the end of reionization. Fi-
nally, the 53h−1Mpc subvolumes vary in their degree of ioniza-
tion by factors of a few or more, indicating that studying such vol-
umes does not yield a reliable estimate of the mean global reion-
ization history. The subvolumes of a certain size also reach each
stage of the reionization history at a range of redshifts, correlated
with the mean density of that region. However, there is a signif-
icant scatter in that relation, which increases considerably for the
smaller-size subvolumes. Consequently, even regions of mean den-
sity can reionize at quite different times, varying by up to ∆z ∼ 1
for ∼ 50h−1Mpc volumes.
Recently, Battaglia et al. (2013) proposed a new semi-
analytical approach for modelling reionization at large scales based
on the correlation between the density and ionized fraction fields
observed in simulations. Using volumes of 100 h−1Mpc per side,
they showed that this correlation is reasonably tight for regions of
size ∼ 10 Mpc and larger (k < 0.6 hMpc−1), but rapidly worsens
for smaller sizes. While this trend is in qualitative agreement with
our results, we find quite large scatter in the reionization milestones
even for regions as large as 50 − 100 h−1Mpc, indicating that the
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Figure 19. 21-cm differential brightness temperature fluctuation power spectra, in sub-regions of XL2 with a given size and at different stages of reionization,
as labelled. Shown are the mean of all sub-volumes (solid, black) and the minimum and maximum lines enveloping the variations between all sub-regions of
that size. The average over the full volume is also indicated (dashed, red).
close density-ionized fraction correlation found by Battaglia et al.
(2013) is likely over-estimated due to their relatively small simula-
tion volume.
The same sub-volume variations of reionization result also in
corresponding variation in the 21-cm rms, skewness and kurtosis,
which for the smaller sub-volumes can vary at peak by factors of
∼ 2, ∼ 2.5, and ∼ 10, respectively for the three quantities. The
variations are smaller, but still noticeable for 106 h−1Mpc subvol-
umes, at ∼ 15%, ∼ 25%, and ∼ 2.5, respectively for rms, skew-
ness and kurtosis extreme values, and only converge for subvol-
umes as large as 212.5 h−1Mpc. On the other hand, the 21-cm 3D
power spectra prove more sensitive to the simulation volume, gen-
erally with larger variations between sub-volumes than other 21-
cm observables, and at large scales (k ∼< 0.25 hMpc
−1) do not
converge even for volumes ∼> 200 h
−1Mpc per side. For smaller,
∼ 50h−1Mpc sub-volumes the 21-cm power spectra do not con-
verge well at any scale probed here, varying by factor of ∼ 2− 10
depending on the reionization stage. However, the average power
of the sub-volumes does converge to the full-volume result at small
scales.
This work is just a proof of concept and an initial evaluation
of the effects of large scales for a particular reionization scenario.
Clearly, the specific numbers derived here depend on the assump-
tions made about the reionization parameters like source efficien-
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cies. Nonetheless, our conclusions about the convergence with sim-
ulation volume are general, at least as long as the reionization pro-
cess proceeds along the lines assumed here, namely it is dominated
by soft-UV stellar sources, which is currently the reionization sce-
nario best supported by the observational data. The source efficien-
cies assumed in this work were chosen so as to satisfy the cur-
rent observational constraints like the EoR duration, overlap epoch
and IGM photoionization rate at late times. However, a full evalu-
ation in terms of observations at redshifted 21-cm or other wave-
lengths requires running suites of simulations exploring the avail-
able parameter space. This large-scale simulation data has already
been used for deriving the kSZ signal from reionization (Park et al.
2013), signatures of luminous QSOs (Datta et al. 2012) and 21-cm
redshift-space distortions (Shapiro et al. 2013; Jensen et al. 2013).
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