Abstract. In this paper, we establish the bounds of sharp Trudinger-Moser inequalities on Euclidean space. Let B be a ball in R n and
exp(α n |u(x)| n n−1 )dx.
We prove that 2.15(n − 1) ≤ T M (B) ≤ 36n − 35. If n is large enough, we have 2.15(n − 1) ≤ T M (B) ≤ 11.5n − 10.5.
Singular case are also considered. Moreover we provide the upper bounds for subcritical and critical Trudinger-Moser inequalities respectively. At last we study the asymptotically behavior of subcritical Trudinger-Moser inequalities, which improve Lam, Lu and Zhang's work [10] .
introduction
The Trudinger-Moser inequalities can be considered as the limiting case of Sobolev inequalities. They were proved by Trudinger [17] (see also Yudovič [18] , Pohožaev [15] ). In 1971, Moser [9] , sharpening the Trudinger's inequality in [15, 17, 18] , proved the following Trudinger-Moser inequality.
Theorem A. Let Ω be a domain with finite measure in Euclidean space R n , n ≥ 2.
Then there exists a sharp constant α n = (nv 1 n n ) n n−1 (where v n is the measure of the unit ball) such that
for any α ≤ α n , any f ∈ C ∞ 0 (Ω) with Ω |∇f | n dx ≤ 1. This constant α n is sharp in the sense that if α > α n , then the above inequality can no longer hold with some C n independent of f . 1 |Ω| Ω exp α n |u| n n−1 dx can be achieved when Ω ⊂ R n is an Euclidean ball. This result came as a surprise because it has been known that the Sobolev inequality does not have extremal functions supported on any finite ball. Subsequently, existence of extremal functions has been established on arbitrary domains by Flucher in [8] , and Lin in [14] , and on Riemannian manifolds by Li in [11, 12] , etc.
When Ω has infinite volume, the subcritical Trudinger-Moser type inequalities for unbounded domains were proposed by Cao [4] when n = 2 and J.M. doÓ [7] for the general case n ≥ 2. These results were sharpened later by Adachi and Tanaka [1] in order to determine the best constant. After that Ruf [16] , Li and Ruf [13] using the standard sobolev norm instead of the Dirichlet norm established the critical Trudinger-Moser inequalities. And the singular Trudinger-Moser inequalities first studied by Adimurthi and Sandeep [2] , also see [3] . Recently, Csató, Roy and Nguyen [6] proved the existence of extremal function for singular Truidnger-Moser inequality on bounded domain.
Lam, Lu and Zhang proved in [10] the critical and subcritical Trudinger-Moser inequalities are actually equivalent and they also provided the lower and upper bounds asymptotically for subcritical Trudinger-Moser inequalities when α goes to α n . Denote
where Φ(x) = e x − n−2 j=0
x j j!
. They set up that
And there exist positive constants c β,n and C β,n such that when α is close enough to α n there hold c β,n
To the best of the author's knowledge, almost no one has studied the bound of sharp Trudinger-Moser inequality or how does the constant C n depend on n except Carleson and Chang [5] give a rough estimate about C n in the last section of their paper. In this paper, we will set up more precise bounds of sharp Trudinger-Moser inequalities.
First we establish the bounds of T M(Ω), ST M(R n ) and T M(R n ).
Theorem 1.1. Let n ≥ 2, 0 < α < α n and Ω be any domain with finite measure in R n . Then
, n = 2, 3.
We also consider the bound of singular Trudinger-Moser inequality on bounded domain. Set
then we have the following estimate. Theorem 1.2. Let n ≥ 2, 0 ≤ β < n, 0 < α < α n and Ω be any domain with finite measure in R n . Then when n = 2, 3,
In particularly if Ω = B is a ball in R n with the center at 0, we have
And when n is large enough, we have
After that, we study the upper bounds for singular subcritical and critical TrudingerMoser inequalities on the whole space respectively. Theorem 1.3. Let n ≥ 2, 0 < α < α n and 0 ≤ β < n. Then when n = 2, 3, we have
We can also give more precise upper bound of ST M β (R n ) and T M β (R n ) when n is large enough like Theorem 1.2.
At last we provide the lower and upper bounds asymptotically for subcritical TrudingerMoser inequalities when α goes to α n , which improve Lam, Lu and Zhang's work [10] . Theorem 1.4. When α is close enough to α n . There holds c(n, β)
The organization of the paper is as follows. In Section 2, we give a lower bound of T M(B). In Section 3, we will establish the upper bounds of Trudinger-Moser inequalities on bounded domain(Theorem 1.1). Section 4 will provide the bound of the singular Trudinger-Moser inequality on bound domian(Theorem 1.2). In Section 5, we will establish the upper bounds of singular critical and subcritical Trudinger-Moser inequalities on R n (Theorem 1.3). At last, we will establish the asymtotical behavior of subcritical Trudinger-Moser inequalities(Theorem 1.4).
The lower bound of sharp Trudinger-Moser inequality on a ball
In this section, we will give an estimate of the lower bound of sharp Trudinger-Moser inequality on a ball. By means of symmetrization, it suffices to consider the rearrangement function u ♯ instead of u, which are nonnegative, symmetric and decreasing and Ω is a ball. Following Moser [9] and Carleson-Chang [5] 's argument, we set
where R is the radius of the ball. Then w(t) ≥ 0,ẇ(t) ≥ 0 and w(0) = 0. Moreover, we have
So we only need consider the lower bound of S n . And we will use Carleson and Chang's argument and make a little improvement. Let
where
Using Jensen' inequality, we have
].
Since (
15n − e e−1 − 2 e > 2.15(n − 1).
The upper bound of Trudinger-Moser inequality on bounded domain
In this section, we will provide a upper bound for T M(Ω). In fact, we only need study the upper bound of S n by Hardy-Littlewood rearrangement inequality. In Carleson and Chang' paper(the last page), they provided that the value of S 2 is approximately 4.3556. That's S 2 ≤ 37. So we only need to consider the case when n ≥ 3. Since Carleson and Chang have proved that the extremal function for sup K +∞ 0 exp[w n n−1 (t) − t]dt exist, now let w be a extremal function, first we prove the following lemma, which is important in our upper bound estimate.
and
Proof. Since w is a extremal function, we have the following Euler-Lagrange equation
where A is a constant. Let t = 0, we haveẅ(t) = 0. Since
+∞ 0ẇ
n (t)dt = 1 and
integrate from 0 to r and we get
Let r → +∞ we have 
Now using this formula, we will obtain two inequalities which play an important role in our proof. First, since
On the other hand, let
Integrate from 0 to s,
Now let's estimate the upper bound of S n . First, we consider n ≥ 4. Choose R n satisfying Rn 0ẇ n (t)dt = 4 5 , we consider two cases: R n > n n−1
), we have
Sinceẇ(t) is a decreasing function, theṅ
) .
Now choose r = 6.3n, since w n n−1 (t) − t < 0, then
Hence, when n ≥ 4 S n ≤ 12.6n < 25n − 24. That's the claim.
Next, we consider the case when R n > n n−1
. And when 0 < t ≤ (1 +
.
At the same time we have
By the above inequalities, there hold
But since S n > n e
[exp(
, then S n ≥ 7.5 when n ≥ 4, . That is a contradiction.
So when R n > n n−1
n−1 and n ≥ 4, we must havė
Thus by (3.2)
On the other hand, since w n n−1 (t) ≤ (
where we use the inequality
Hence, when n ≥ 4
Therefore, we obtain S n ≤ 25n − 24. When n = 3, choose R 3 satisfying , then we still consider two cases:
(1 + (1 +
Using almost the same method as n ≥ 4, we can prove the bound. Here we omit the details.
For the bound of subcritical and critical Moser-Trudinger inequalities, we can using the same method as the singular case as section 5. Here we omit the proof.
Singular case
In this section, we consider the bound of singular Trudinger-Moser inequality on bounded domain. By Hardy-Littlewood rearrangement inequality, it suffices to consider the rearrangement function u ♯ instead of u, which are nonnegative, symmetric and decreasing and Ω = B is a ball centered at 0. Since Csató, Roy and Nguyen [6] have proved that there exists extremal functions for singular Trudinger-Moser inequalities on bounded domain. Let u ♯ be an extremal function of T M β (B), set
where R is the radius of the ball. Then
and then w(t) is an extremal function of S n,β , where
n S n,β , we only need to estimate S n,β . Before that we state the following lemma. n (t)dt = 1}, n ≥ 2. Then for r ≥ 0 there hold
Proof. The extremal function w satisfies the following Euler-Lagrange equation
Let t = 0, we haveẅ(t) = 0. Since
+∞ 0ẇ
n (t)dt = 1 and Aẅ(t) ≥ 0, we have A ≤ 0 and w(t) ≤ 0. Thenẇ(t) is decreasing in [0, +∞), and lim t→+∞ẇ (t) = 0.
Integrate from 0 to s we get
Let s → +∞, and we have 
Then, we obtaiṅ
On the other hand, using the same method as in section 3, we have the following estimate
Now, let estimate S n,β . First, we give a lower bound of S n,β . Let b =
, a n b = 1 and
where we use the Jensen's inequality.
Choose R n satisfying Rn 0ẇ n (t)dt = 12 13 when n = 2, 3 and
when n ≥ 4 then using almost the same method as in section 3 we can prove that
Here we omit the details. Now let's prove if n is large enough, we have
we consider two cases: R n > n n−1
Sinceẇ(t) is a decreasing function and n is large enough, theṅ
r .
, since w n n−1 (t) − t < 0, then
Hence,
That's the claim. Next, we consider the case when R n > n n−1
Suppose to the contrary thatẇ
is a decreasing function, theṅ
By (4.1) ,
By inequalities (4.3) (4.4) (4.5), we get
is large enough when n is sufficiently large. That is a contradiction. So we must havė
Thus by (4.1)
On the other hand, since w n n−1 (t) ≤ (0.705)
Therefore, we obtain S n,β ≤ 11.5n − 10.5 1 − β n .
The bounds of singular Trudinger-Moser inequality on R n
In this section, we will consider the bounds of singular subcritical and critical TrudingerMoser inequalities on the whole space. First we consider the bound of subcritical TrudingerMoser inequality on R n . It is sufficient to consider
Since R n \Ω ⊂ {u < 1}, then
Since β < n,
Now, put ε = αn α − 1 > 0. Using the following elementary inequality
for any a, b, ε > 0 and p > 1, we have in Ω that 
, when n ≥ 4;
, when n = 2, 3;
Next, we consider the bound of critical Trudinger-Moser inequality on R n . It is sufficient
where we use Young's inequality and the following inequality
Set w(x) = (1 +
(Ω) and |u| n n−1 ≤ |w| n n−1 + 6, plus
where we use the inequality (1 − x) q ≤ 1 − qx, where 0 ≤ x ≤ 1, 0 < q ≤ 1. By Theorem 1.3 we obtain 
We choose k is large enough such that Φ[ For α is close enough to α n , we can choose k large enough such that −2 < ( 
