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Overview
With the current school leaving age of children having been raised to 18 years
old for those students born after 1st September 1997 (Department for Educa-
tion, 2014b), research into the benefits that this extra emphasis on mathematics
education has for students is essential. One justification used by the Depart-
ment for Education is that employers in the UK place the status of advanced
mathematical skills very highly when selecting candidates for jobs and promo-
tions. Research conducted for the Conservative Government into the state of
mathematics education in the UK in 2011 reported that 24% of economically
active adults were “functionally innumerate” and that employers felt that the
mathematics skills of most school leavers were not adequate (Vorderman et al.,
2011). In order to address these shortcomings, and in an attempt to ensure
that all students leave compulsory education with the skills required to have
a successful career, students will have to continue in some type of education
or training for longer. As part of these plans, students that fail to achieve a
mathematics GCSE of at least a grade C must continue some level of mathe-
matics education until the age of 18. Matthew Hancock, the Conservative Party
Under-Secretary for further education, skills, and lifelong learning, is quoted as
saying that
“For those who fail to get a grade C at GCSE, it’s a huge impairment
to their future life, their ability to participate not just in work but
also as a citizen” (BBC, 2013).
The notion that finishing key stage 4 education with a grade D or below in
mathematics could be a ‘huge impairment’ to the future life of an individual is a
true statement, but not necessarily due to the amount of mathematics content
that has been learnt and retained. The grade C cut off point that is imposed
by colleges and employers as an entry requirement, and the emphasise that the
UK Government places on ‘grade C or above’ as a universal measure of success
makes it inevitable that students falling below this cut-off will suffer greatly.
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What is an interesting additional to Hancock’s reasoning is that this lack of
mathematical knowledge will affect a person’s ability to participate as a citizen;
a notion that is used as a justification for the high-level of complex mathematical
content that makes up the GCSE mathematics examinations. Although very
few students are likely to ever use Pythagoras’ Theorem, or nth term sequences
outside of their mathematics classroom, the idea that learning and practising
these topics will improve some more general reasoning and problem solving
skills is a belief held by educators, policy makers, teachers, and students. It is,
perhaps, for this reason that employers are so keen for their potential employees
to possess a ‘grade C or above’ in mathematics: because it suggests that they
have successfully acquired skills that can be transferred to resolving work-based
issues effectively.
To function as a citizen on a day-to-day basis, an average person is unlikely
to use mathematical skills much more advanced than simple arithmetic. Few
children leave primary school lacking the skills to compute simple additions and
subtractions, multiplications and divisions and certainly, without the majority
of the general pubic being fluent in these skills, civilised society would struggle.
It is true that possessing some knowledge of fractions and percentages would
be of an advantage if a person is faced with mortgages, or loan payments,
but this person will, most likely, have access to some tool that will help with
calculations, and to experts that are employed to offer advice in these situations.
Very few careers require mathematical knowledge up to the level that is taught
at compulsory GCSE. Even aircraft designers and roofing contractors do not
derive trigonometrical laws, or solve complex equations every day; the formulas
that they use require little more than simple arithmetic to employ (Dudley,
2010).
The idea that a mathematics education has the capacity to teach children
not only mathematics, but also how to function as a citizen is not a modern
one. Throughout the history of mathematics education, theorists and philoso-
phers have referred to an assumed “higher-level cognitive advantage” of learning
mathematics and used this assumption to validate and defend the teaching of
mathematics. The current Government’s enthusiasm for students to continue
to study mathematics for more hours a week, and for more years than other
equivalent school subjects, is partially rooted in the idea that this will prepare
them for life after school in some way additional to the mathematical content
taught. In a report to the UK Government, Professor Adrain Smith endorses
mathematical study for its own sake because
“mathematical training disciplines the mind, develops logical and
xiv
critical reasoning, and develops analytical and problem-solving skills
to a high degree.” (Smith (2004))
Considering the strength of belief in this claim and the influence that it has
over the way in which UK schools are run, there is surprisingly little evidence
to support it. The intuitive idea that learning to think in a ‘mathematical way’
will improve the way in which real-life problems are approached is difficult to
argue with, as it seems a rational claim. This thesis documents research that
aims to enrich the evidence base for these claims in order to further inform
decisions that are made concerning mathematics education.
This additional worth that is potentially learnt through mathematical study
is a concept that educational psychologists have coined as a ‘formal discipline’
value. The theory of formal discipline is based on the premise that the inclusion
of particular subjects in a school’s syllabus is justified by the mental capacities
that it trains, rather than what is being learnt. Seymour Papert, a psychologist
who worked with Jean Piaget, in a speech about 21st Century education, stated
that:
“We need to produce people who know how to act when they’re
faced with situations for which they were not specifically prepared”
(Papert, 1998).
It is thought by supporters of the formal discipline theory that the learning
of subjects such as mathematics has the potential to train the brain in reasoning
skills, or problem solving (Stanic, 1986) and that these skills can be transferred
for use in everyday situations outside of school.
To study the ideas of formal discipline in a scientific way, it is, of course, nec-
essary to have an outcome measure; a construct that is expected to enrich the
students’ life above and beyond the content of their school subjects studied. A
number of different measures will be discussed throughout this thesis, from the
crude measurements of the early 1900s to the highly refined IQ testing available
today, but the main focus will be that of spatial reasoning, based on its strong
associations with mathematics in the literature, and its links to success in sci-
ence and engineering careers. This thesis will begin by covering the literature,
past and current, in relation to the theory of formal discipline, links between
spatial reasoning and mathematics, and explore the possible associations be-
tween them. The literature discussed will show that students that choose to
study mathematics do excel in certain cognitive constructs, particularly spatial,
and the data collected for Studies One and Two of this thesis will shed light on
whether this advantage is due to an effect of the study of advanced mathematics,
xv
in line with the theory of formal discipline, or whether individuals with higher
levels of these constructs are more likely to choose to study mathematics at an
advanced level: a filtering effect that results in individuals with higher levels of
spatial skills being more likely to enrol themselves into advanced mathematical
education. Study Three further explores the nature of the relationship between
mathematics and spatial skills.
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Chapter 1
Formal discipline: A
literature review
The theory of formal discipline is based on the premise that the purpose of
educating children is not to just teach the content of the subject matter, but to
train useful life skills and cognitive abilities through the act of studying itself.
In the late 1800s, it was believed by educators that the human brain was
comprised of distinct faculties that could be strengthened and improved through
‘exercise and correct use’. As a consequence of this understanding of human cog-
nition, the role of education was to exercise the intellectual capacity of the brain
to the point that it would be strong enough to control students’ wills and emo-
tions. This preparation would leave students equipped with the skills needed to
deal with every aspect of life outside of education (Brooks, 1883). The study
of Latin was thought to strengthen skills in memory and, by learning geome-
try, a student could improve their reasoning ability (Henderson, 1911). School
subjects that were thought to be the most useful and effective in exercising the
faculties of the brain made up what was recognised as a Liberal Arts Education;
the only type of education available in the Western world until roughly 1870
(Schmidt, 1958).
At the turn of the 20th Century, the concept of faculty psychology and the
formal discipline value of education were being called into question by educators
and psychologists. In particular, a series of studies conducted by behavioural
psychologist Edward Thorndike cast doubt on the feasibility of transferring skills
from one domain to another (Thorndike and Woodworth, 1901; Woodworth and
Thorndike, 1901). Thorndike and Woodworth’s studies found that, when par-
ticipants were trained in one mental function (for example, estimating the areas
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of triangles), transfer to even very similar tasks (for example, estimating the
areas of rectangles) was minimal. Thorndike and Woodworth concluded from
this set of studies that transfer of learning was only possible when the contexts
shared ‘identical elements’ and, if the elements were anything but completely
identical, transfer was not a possibility.
As the beliefs and concepts of behaviourist psychology became the principle
school of thought in educational research during the first half of the 20th Cen-
tury, a number of studies sought to determine the extent to which the transfer
of skills was, in fact, a feasible concept and, in turn, whether this transfer of
skills could be applied to the learning that takes place through the study of
school subjects.
Whether or not the transfer of training in one area to performance in an-
other is possible continues to be a question that is asked by more contemporary
psychologists. The viability of transfer of skills is in no way agreed upon in the
literature and the following section reviews relevant research in this area.
1.1 Viability of transfer of skills
Transfer of skills differs from ordinary learning in that it requires a change of
context between the learning and performance stages. Within this classification,
most examples of learning can be said to involve an element of transfer, for
example, skills learned in a classroom can be transferred to performance in an
examination situation. This type of transfer is commonly referred to as ‘near
transfer’ and, being clearly possible in many settings, is of little interest to
researchers (Perkins and Salomon, 1992). What is of more interest, particularly
in an educational setting, is the idea of ‘far transfer’, described by Perkins and
Salomon as the “transfer between contexts that, on appearance, seem remote
and alien to one another” (p.4). For far transfer to occur, skills from one
context are required to be abstracted and generalised in order for them then
to be applied successfully in a different context. This is the type of transfer
that is required for the concept of formal discipline to have any strength as a
theory and is one of the main aims of the education system. For there to be a
benefit of students studying advanced geometry, for example, the skills obtained
through the learning of the geometry must transfer to other useful situations,
or the knowledge is nearly useless.
Although far transfer cannot be assumed, and apparently very often fails to
happen, situations in which it does occur can be thought to share some impor-
tant elements which should be strived towards for maximum success. Perkins
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and Salomon (1992) classified the following as being features associated with
successful far transfer, based on a systematic review of the transfer literature:
• Thorough and diverse practice — If reasoning skills are going to be learnt
through school mathematics, and transferred to unlike contexts, students
must have experience of reasoning in many mathematical situations, e.g.
spatially, algebraically, and therefore begin to recognise the skills that are
common to all.
• Abstraction — The suggestion of Thorndike and Woodworth (1901) that
transfer is only possible when the contexts share ‘identical elements’ can be
applied to far transfer when the elements under consideration are assumed
to be highly abstract. If a student is able to abstract the skills that are
common to both solving a classroom-based mathematical problem, and
solving a work-place unrelated problem, then these abstracted elements
are identical enough to be viably transferred.
• Explicit abstraction — When students are more fully aware of the specific
principles that will be useful in other contexts, far transfer becomes more
likely.
• Active self-monitoring — Metacognitive reflection about the skills that are
being learnt increases the chances of far transfer. When students are able
to recognise the thinking processes that were successful in one situation,
they are more likely to recognise when it might be useful to apply them
again.
• Arousing mindfulness — Alert, rather than passive, learning will foster
the environment required for far transfer, promoting deeper and more
reflective learning.
• Transfer by affordances — If the learning situation brings about opportu-
nities for particular interactions between the learner and the environment,
the student is able to build new action schemas that can be applied in other
contexts. For example, if a students learns during his mathematics class
the usefulness of using diagrams to illustrate and solve problems, the stu-
dent may be more likely to employ this technique in other problem-solving
situations.
• High road transfer — A term coined by Perkins and Salomon, ‘high road
transfer’ refers to the linking of remote contexts through the investment
of mental effort, and mindful abstraction. This is in contrast to ‘low road
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transfer’ in which well-developed, semi-automatic responses are triggered
by similar contexts (Perkins and Salomon (1992), p.8).
Research has suggested that far transfer is a rare phenomenon that must be
carefully fostered for it to occur, for example Thorndike and Woodworth (1901).
The extent to which education systems in the UK and around the world are do-
ing this successfully is undetermined, and has been debated by many educational
psychologists without any firm conclusions being reached. The following section
discusses the transfer of skills and formal discipline literature related specifically
to the study of school subjects.
1.2 Transfer of skills from school subjects to more
general cognitive skills
In 1924, Edward Thorndike conducted a study into the formal discipline value of
high school education, finding no significant transfer to general thinking skills for
any particular school subject (Thorndike, 1924a,b). The study involved 8,564
students aged 9 to 13 years, recruited from 26 schools in 11 different cities across
the United States of America (USA). The students were tested on a number of
reasoning skills using the Institute of Educational Research (IER) Tests of Gen-
eralisation, Organisation, and Selective and Relational Thinking (Thorndike,
1922), considered at the time to be the best measure of general reasoning in
high school students. Some examples of the questions that made up this test
can be seen in Figure 1.2. In order to answer many of these questions suc-
cessfully, students would have to depend on many skills, including literacy and
general knowledge. It therefore could be argued that this was not an effective
measure of general reasoning in the way that more modern tests are. This is
discussed further in Section 1.5.
The students were tested at the beginning and the end of a one year period
(September 1922 to June 1923) and the scores were analysed in relation to
the school subjects that they were studying over this time period. The results
showed that the students who scored highly on the tests at the beginning of
the year tended to gain more points by the end of the year than those who
scored lower, but that no particular subject pattern, as studied by a particular
student, had any large or significant effect on gains in reasoning. In terms of
support for the formal discipline theory and the Liberal Arts Education system,
none of the focal subjects, such as Latin and geometry, showed any superiority
over any other subject taught in American schools, such as physical sciences, or
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Figure 1.1: Example questions from the IER Tests of Generalisation, Organisation,
and Selective and Relational Thinking
sewing. Despite finding no evidence to support the theory of formal discipline or
transfer of skills, Thorndike advised that more research was necessary before any
genuine conclusions could be drawn regarding the formal discipline advantages
of any particular school subjects. In an attempt to clarify Thorndike’s results,
Broyler et al. (1927) repeated the study using the same tests and procedures
and obtained the same, inconclusive, results. For the following decades, subjects
such as Latin, Greek and geometry continued to be taught in the majority of
schools, despite the usefulness of these subjects being undetermined and the
theory of formal discipline enjoying fewer and fewer followers in the field of
psychology (Stanic, 1986).
The following decades saw a small number of studies attempt to find effects
of transfer of skill (for examples see Dorsey and Hopkins (1930); Gadske (1940)).
These studies claimed significant but small gains in general cognitive skills due to
the study of particular school subjects, or specific training, but in many cases the
methods were criticised for being weak. The samples were often small and the
participants not representative and therefore the studies had little influence on
general opinions about the theory of formal discipline (Hartung, 1942). A more
convincing example of these transfer studies was conducted by Ulmer (1939).
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These studies involved three groups of students (total N = 330), matched for
age and initial scores on an intelligence test and a reasoning test. Two of
the groups took a course in plane geometry (one focused on the application of
logical reasoning and reflective thinking, and one did not), and another group,
used as a control, took no geometry classes at all. The results showed that the
experimental group that were exposed to training in logical reasoning displayed
significant improvements on the reasoning test after the teaching period. This
finding provided evidence of some transfer of skill, but only between quite similar
constructs (the students were taught reasoning, and then tested on reasoning),
and only when the training was adapted to facilitate the testing. It should be
noted, however, that the reasoning test used by Ulmer was relatively far removed
from the regular geometry subject content being taught in the geometry classes.
The test consisted of a discussion of some controversial matter followed by a
choice of various statements, of which the students were asked to choose the one
that best supported the conclusion of the discussion. The fact that the teachers
of the experimental groups were able to teach in a way that did promote general
reasoning skills, without jeopardising the mathematical content of the lessons
is a noteworthy finding. It is possible that the skills being transferred in the
Ulmer study, from the logical reasoning in geometry, to the construction of a
convincing argument in the testing phase, were genuine abstracted reasoning
skills, although it is notable that similar examples of transfer have been hard to
replicate, e.g. Brooks (1924); Thorndike (1924a,b); Wesman (1945).
A second repetition of the Thorndike study of mental discipline in high school
studies tested 643 high school students in one New York City school using the
same IER tests administered at the beginning and the end of an 8-month period
(Wesman, 1945). At the same time, the students were tested on proficiency in
various school subjects in order to assess the learning of the subjects, and not
purely exposure to them. As well as comparing course patterns with gains
in general reasoning, as performed by Thorndike, initial and final correlations
between reasoning and subject proficiency, and correlations between gains in
test scores were analysed. Again, Wesman found that the students that scored
highly initially also displayed the higher gains over time, but that, in terms
of formal discipline value, the results were inconsistent between groups and no
evidence for transfer of skill from school subjects to general thinking skills was
found. Considering the Thorndike (1924a,b), Broyler et al. (1927) and Wesman
(1945) studies, by the 1950s there existed a sizeable amount of research to
suggest that the study of particular school subjects did not have any transfer
value to general intelligence or reasoning. It was, however, unclear what this
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meant for liberal arts education, and little notice was taken of the findings.
For the decades following these studies, the state of the Western education
system changed in many ways. In America, there were rapid growths in urban-
isation, industrialisation, and immigration occurring all over the country and,
by 1940, the number of children in education was twenty times that recorded
in 1890 (Stanic, 1986). Not only did the sheer number of extra students impact
the way in which the education system could run, but the increasingly diverse
school population meant that many educators started to doubt the appropri-
ateness of the content of a liberal arts education for the masses, and felt that a
more practical-based education would be more beneficial. Unsatisfied with the
school content of Latin, Greek and advanced mathematics, many parents and
educators felt that these more modern and diverse students would find more
benefit in spending their school hours being taught functional and vocational
skills that would enable them to more successfully seek remunerative work when
leaving school. Furthermore, advocates of the formal discipline value of subjects
such as Latin and Greek, at this point, did not have a strong research-based
argument for their inclusion in main-stream education. In addition, many of
the young men drafted into service for World War II in the USA did not pass
army entry exams due to illiteracy, and those who did enrol created vacancies
in service jobs that the ‘left-behind’ population were not skilled enough to fill
(Schmidt, 1958). A combination of these factors exposed the Western educa-
tion system at the time as inadequate in training young people for the jobs that
needed filling, and highlighted a need for an organisation and standardisation
of the system.
This overhaul was implemented over the following half century with the
introduction of nationwide examinations and the teaching of more practically
useful subjects such as business studies and computing, as well as an increase in
vocational and technical education which makes up the education system that
we would recognise today (Institute of Education, 2010).
Although this review has focused on the American education system, the
same can be applied, on the whole, to all Western countries. Currently in the
UK, there are government initiatives that reflect both sides of the argument
about the purpose of education. From 2017, measurement of a school’s per-
formance will be more weighted towards students’ achievement in the English
Baccalaureate (EBacc) subjects which are similar to the liberal arts subjects
(Department for Education, 2016b). At the same time, the government are
implementing plans to improve vocational courses and apprenticeships and pro-
moting these as routes into employment (Wolf, 2011).
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1.3 Mathematics and the theory of formal dis-
cipline
The research that has been discussed so far has, as a whole, applied the theory
of formal discipline to education as a whole, with no particular focus on mathe-
matics. It can, however, be quite easily argued that the subject of mathematics
makes up the core of secondary education, and is perhaps the only subject that
has held this esteem throughout the history of education and educational re-
search. In the current education system, very few schools offer Greek or Latin,
two of the major components of a Liberal Arts Education, but mathematics
has held its place as probably the most important subject taught in schools in
terms of teaching time and the emphasis put on results in school league tables.
In fact, in England from 2017, mathematics results are given double weight-
ing when judging how well a school’s students are performing at the end of
compulsory education (Department for Education, 2016b).
The idea that mathematics education in particular holds a formal discipline
value originates from the work of Plato, who philosophised that:
“... those who have a natural talent for calculation are generally
quick at every other kind of knowledge; and even the dull, if they
have had an arithmetical training, although they may derive no other
advantage from it, always become much quicker than they would
otherwise have been... arithmetic is a kind of knowledge in which
the best natures should be trained, and which must not be given
up” (Plato, 375BC/2008)
In some part as a legacy of this way of thinking, in the current Western
education system, more money, research, and training is focused on mathematics
teaching and learning than any other school subject, and children are expected
to learn mathematics for more hours per week, from a younger age than ever
before (Vorderman et al., 2011) and now until the age of 18 (Education Funding
Agency, 2014).
As a comparison to the way in which mathematics has held its important
role in education so stably, it is interesting to look at the decline in Latin as a
school-taught subject; treated in a very different way, despite the research evi-
dence for formal discipline value being similar. Weisert (1939) wrote about the
challenges that Latin as a school subject faced in light of the formal discipline
research activity of the early 1900s. He described the situation as being that
educators were placed into two camps: those that believed that the learning
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of Latin helped to “lay the foundation for that higher intellectual and spiritual
life which constitutes humanity’s full stature” (Weisert (1939), p.62), and those
that believed in the specificity of learning. Rather than abandon the learning
of languages completely, Latin was replaced by modern languages, thought of
as inferior as a means of discipline, but useful in developing direct skills. At
the same time as the study of languages was undergoing these changes, there
were also educational psychologists that were fighting for similar reorganisation
of mathematics, advocating topics that were more focused on the students’ spe-
cific, practical needs, and making close links to other, more vocational courses
(Hutson, 1935). However, over time, the disappearance of Latin from the cur-
riculum was accepted as a sensible step towards a more effective and relevant
education system, but the inclusion of advanced mathematical subjects, above
teaching knowledge needed to function successfully in society, was rarely ques-
tioned.
Despite research evidence throughout the 20th Century giving no solid con-
clusions regarding formal discipline and mathematics education, this was still
used as a reason for its inclusion in the curriculum (Stanic, 1986). Today, with
mathematics education being enforced on every child to the age of 18, and
teachers being pressured into getting improved results year on year, it is es-
sential for education research to further the understanding of the benefits of
studying mathematics and its impact on skills outside of the classroom. The
following section discusses some of the more contemporary research into the
theory of formal discipline and transfer of learning from education, particularly
in regard to mathematics.
1.4 Recent research in the area of formal disci-
pline
More recently, formal discipline has again become a focus of educational re-
search, with new evidence emerging for the possibility of far transfer from school
education to general skills.
In the 1970s and 80s, the increasing use of computers in schools, and the
integration of this into the education system became a new focus for much
education research. It was important to answer the question of whether or not
the advantages of using information technology (IT) spread to wider cognitive
benefits: did using IT and computer programming increase the formal discipline
value of education? As previously with mathematics and Latin, this theory held
some presumed validity and began to influence decisions about the inclusion of
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IT in mathematics lessons ahead of solid evidence being found to support them.
Pea and Kurland (1984), in a review of the potential cognitive benefits of
computer programming in education, quote an educational report of the time
as arguing that “the teaching of the set of concepts related to programming
can be used to provide a natural foundation for the teaching of mathematics
and indeed for the notions and art of logic and rigorous thinking in general”
(Feurzeig et al., 1981). These claims of the formal discipline value of computer
programming sparked a number of research studies with mixed results. For ex-
ample, Clements and Gullo (1984) found that, after a 12 week intervention, chil-
dren that had had computer programming training scored higher on measures
of divergent thinking1. However, other studies continued to find no transfer
effects of computer programming education on higher thinking and reasoning
skills, although these findings often found little increase in actual programming
knowledge during the intervention period either, suggesting that no thorough
learning had occurred, an essential condition for far transfer as described by
Perkins and Salomon (1992) in Section 1.1 of this thesis.
This new interest in education and formal discipline led to further research
in the field of reasoning and cognition to be conducted in regard to A level (post-
16) 2 and university study. Lehman and Nisbett (1990), for example, studied
the effect of undergraduate training on inductive reasoning and reasoning in
conditional logic. Inductive reasoning was measured using a test of statistical
and methodological principles, taken from Fong et al. (1986). These questions
required the students to reason about given situations, for example, they were
asked “Why is it that promising new major-league baseball players tend not
to do as well in their second year?”. In reply to this problem, and in order to
show a high level of inductive reasoning, the students were expected to display
knowledge and application of the regression principle by indicating that, because
the player’s performance is so unusually exceptional in that first year, having
two years in a row that are so exceptional is extremely unlikely. Reasoning in
conditional logic was tested using a mixture of the Wason selection task (See
Figure 1.4 for a description of this task) and written problems that could be
solved using a conditional or bi-conditional interpretation. For an extensive
account of the theories surrounding logical reasoning and conditional inferences
see Evans et al. (1993).
1Divergent thinking refers to a problem-solving method that involves finding multiple suc-
cessful solutions to a task as opposed to only one, which would be referred to as convergent
thinking.
2see Appendix 9.4 for a full explanation of the UK education system
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Figure 1.2: An example of the Wason selection task, taken from Newstead (2003)
Lehman and Nisbett had, in a previous study (Lehman et al., 1988), found an
improvement in inductive reasoning associated with the study of medicine and
psychology, but not law and chemistry, and improvements in conditional reason-
ing associated with law, psychology, and medicine, but not with chemistry. It
was hypothesised by Lehman and Nisbett that the reason for the observed im-
provements in inductive reasoning was that the psychology and medical students
were exposed to research articles and had experience in dealing with variability
and uncertainty in causal relations. Law students were thought to have im-
proved in logical reasoning because of exposure to contractual relations that
have the form of the conditional, such as permissions and obligations. It was
suggested that psychology and medical students improved in the same reason-
ing tasks because of the checking procedures necessary in probabilistic science;
similar to those of a conditional statement. Lehman et al. concluded that the
only subject not linked to any improvements in more general thinking skills was
chemistry and that this was due to that fact that this subject was vastly content
based, required few higher thinking skills, and held no formal discipline value.
The students studying subjects in which they were encouraged to analyse situ-
ations, and follow thorough conclusions, improved their reasoning skills outside
of their undergraduate subject matter, supporting the idea of formal discipline
and transfer of training. Two of the key graphs from this 1988 study can be
seen in Figure 1.3 and Figure 1.4.
For the follow-up study, Lehman and Nisbett (1990) focused on a comparison
of deterministic, or natural sciences (such as chemistry), probabilistic, or social
sciences (such as psychology) and non-sciences, or humanities (such as law)
as studied by undergraduate students over the period of four years. The study
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Figure 1.3: Percentage gains on scores of statistical and methodological reasoning found
by Lehman et al. (1988)
replicated the previous results, showing that the social science students displayed
large significant gains in inductive reasoning. In addition, significant gains in
logical reasoning from the natural sciences students and the humanities students
were found. Lehman and Nisbett suggested that the observed improvement in
logical reasoning seen for the natural science students may be related to the large
number of mathematics courses that the students were required to take over the
four years. Further analysis of the course taken by the students found that the
number of mathematics courses taken by the natural science undergraduates did,
in fact, correlate with their gains on the conditional reasoning task, suggesting
that this explanation could be valid. The gains seen for the humanities students
were not explained by Lehman and Nisbett.
The study of mathematics at an undergraduate level involves understand-
ing and practising mathematical proofs which have a very similar set of rules
to conditional logic. Jackson and Griggs (1988) found that individuals with
expertise in mathematics scored higher on an abstract Wason selection task in
comparison to experts in other fields, with no effect of level of education. They
suggested that the
“mathematics students’ greater likelihood of using a disconfirmation
strategy and greater familiarity with the relevant propositional logic
... account(ed) for their superior performance” (Jackson and Griggs,
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Figure 1.4: Percentage gains on scores of conditional reasoning found by Lehman et al.
(1988)
1988, p. 327).
However, mathematicians’ performance on selection tasks overall has been found
to be surprisingly poor, with over a third of mathematics university students,
and a half of mathematics staff, making logical errors on the task (Inglis and
Simpson, 2004).
In reaction to this emerging evidence for formal discipline, Inglis and Simp-
son (2007) investigated the effects of advanced mathematical study on students’
behaviour when making inferences about abstract conditional statements. Inglis
and Simpson compared a group of undergraduate students studying mathemat-
ics with those studying arts or social science. Both groups were presented with
32 problems in the form:
Rule: If the letter is X then the number is 1
Premise: The letter is not X
Conclusion: The number is not 1
and asked to state whether they thought that the conclusion necessarily followed,
Yes or No. Inglis and Simpson hypothesised from theory and from previous
evidence that the mathematics students’ answers would differ from that of the
arts and social sciences students in terms of their reasoning behaviour and the
types of inferences that would be endorsed.
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It was found that mathematics students answered significantly more of the
questions in the correct way compared to the students who were not study-
ing mathematics, where ‘correct’ is defined as being in line with the material
conditional3. Both groups displayed ‘negative conclusion bias’ by answering
‘Yes’ to more negative conclusions (e.g. The number is not 6) than affirma-
tive conclusions (The number is 2). This is a fallacy often found in logical
inference behaviour along with another, coined ‘affirmative premise bias’: the
tendency to endorse more inferences with affirmative premises (e.g. The letter
is A) as opposed to negative premises (The letter is not T). Interestingly, this
affirmative premise bias was only observed in the non-mathematics students,
suggesting that the mathematics students were less likely to be misled by the
more confusing wording of the premises.
Inglis and Simpson concluded that these results were consistent with the
idea that studying higher-level mathematics did affect the development of logi-
cal reasoning skills which could potentially be transferable to other situations.
This study, although providing evidence that mathematics students reasoned
in a different way to non-mathematics students, did not stretch to establishing
whether it was actually the study of advanced mathematics that had resulted
in this, or whether mathematics students as a group were less prone to logical
fallacies outside of any influence of the study of mathematics. This theory of
the filtering of individuals by reasoning abilities through the decision to study
advanced mathematics is explored further throughout this thesis.
Alternative explanations for the findings were investigated by the same au-
thors in a two part analysis of further evidence (Inglis and Simpson, 2009).
Firstly, groups of mathematics and non-mathematics undergraduate students
were compared following a method similar to the first study. One possible ex-
planation for the findings of Inglis and Simpson (2007) was that the differences
between the groups was due to a difference in general intelligence. In order to
address this, Inglis and Simpson (2009) used a measure of intelligence to balance
the two groups. The sixteen highest scores from the mathematics students group
were removed, as were the seven lowest from the comparison group, leaving two
groups with very similar mean intelligence scores. The findings replicated the
results of the original study, rebutting the claim that the results might be due
purely to the mathematics students having higher general intelligence (an ar-
gument also suggested by Thorndike (1924a,b)). Secondly, a longitudinal study
3The material conditional interpretation of such logical problems would consider, given
that ‘If the letter is X then the number is 1’, when the letter is X, the number must be 1,
and when the letter is not X, the number may or may not be 1.
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of the mathematics students was conducted in order to explore the develop-
mental aspects of the differences in reasoning skills between the two groups
and the possibility of formal discipline effects. After a year of undergraduate
mathematics study, the reasoning behaviour of the mathematics students did
not change significantly, suggesting that the differences found between the two
groups occurred because of an influence pre-university. This influence could
be the study of A level mathematics (of which all mathematics students had
been exposed to, but so had 36% of the comparison group) or from individual
differences in ‘thinking dispositions’: the tendency toward the use of different
cognitive behaviours. For example, an individual might possess the ability to
reason and think critically, but might not be disposed to do so (Facione, 2000).
This theory would match the idea of a filtering effect of mathematical study;
those that have a disposition to reason in a certain logical way choose to study
mathematics at university, those that do not, do not.
In consideration of the possible influence of A level mathematics study and
thinking dispositions on more general reasoning behaviour, Attridge and Inglis
(2013) compared two groups of A level students. The first group studied math-
ematics, among other subjects, and the other, used as a comparison, studied
English literature without mathematics. These groups were tested on a condi-
tional inference task (Evans et al., 1995) and a Cognitive Reflection Test (CRT)
(Frederick, 2005) before and after one year of A level study. The four possible
conditional inferences are illustrated in Table 1.1.
Table 1.1: The four possible conditional inferences. For an extensive account of con-
ditional logical inferences, see Evans et al. (1993).
Inference First premise Second premise Conclusion
Modus Ponens (MP) If p then q p q
Denial of the Antecedent (DA) If p then q ¬p ¬q
Affirmation of the Consequent (AC) If p then q q p
Modus Tollens (MT) If p then q ¬q ¬p
Attridge and Inglis found that the mathematics students endorsed signifi-
cantly more MP inferences at Time 1 than they did at Time 2, and rejected
more DA and MT inferences. The comparison group did not change their rea-
soning behaviour from Time 1 to Time 2. This change in behaviour observed in
the mathematics students represents a move to a more defective conditional in-
terpretation of the conditional (In which MP inferences would be endorsed, AC
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and DA inferences would be seen as invalid, and MT inferences would be seen
as irrelevant, and therefore be endorsed less of the time (Manktelow, 2012)).
The authors hypothesised that this change could be interpreted as an effect
of pre-university mathematics involving logical arguments such as solving equa-
tions, which require only forward-direction logical manipulations, similar to MP
inferences. However, advanced mathematical study involves to additional learn-
ing of proof by contradiction, for which deductions are required to be of a MT
nature. This could explain the reduced MP inferences and the increased MT
inferences seen amongst the mathematics students. Attridge and Inglis found
that none of the measures taken, including the CRT score, intelligence, and
prior achievement predicted the change in reasoning behaviour and concluded
that this change was very probably related to the experience of advanced math-
ematical study between Time 1 and Time 2; evidence of far transfer, and of the
formal discipline value of A level mathematics.
Other A level subjects chosen to be studied by the students were not taken
into consideration for this study. It is likely that the students that chose to
study mathematics at A level would also choose more additional science sub-
jects than those students that chose to study English, and not mathematics.
The effects that these additional subjects had on the students’ reasoning be-
haviour might have partially contributed to the results and therefore would be
worthy of investigation. As with much of the research into the effects of transfer
and formal discipline, it is very difficult to be certain of the causal direction of
any significant results obtained. Potentially, the students that chose to study
advanced mathematics could have had a fundamentally different reasoning de-
velopment pattern than the students that did not choose to study advanced
mathematics. These students may have displayed changes in their reasoning
behaviour even in the absence of any advanced mathematical study. Although
this alternative interpretation is possible, it seems unlikely as the mathematics
and the non-mathematics students did not differ significantly in their reasoning
behaviour at Time 1, so there was no filtering effect in place at that time. This
was also the case for the Lehman and Nisbett (1990) study in which the groups
of students did not differ significantly on any of the reasoning measures at Time
1.
The more recent research into mathematics and formal discipline highlights
the need for further study into this area. It is clear that the idea of formal
discipline and the transfer of skills from the learning of school subjects to more
general reasoning skills may have been rejected too hastily in the 20th Century.
More recent advances in the understanding of cognitive processes and human
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reasoning behaviour have enabled researchers to study the effects of formal dis-
cipline in a way that was not possible for the psychologists of the early 1900s. It
would be of interest to approach the research questions posed by early education
psychologists using more modern methodologies and instruments of measure.
The research that has been discussed so far has focused on the effect of
education on a number of reasoning constructs and thinking skills. Divergent
thinking (Clements and Gullo, 1984; Pea and Kurland, 1984; Perkins and Sa-
lomon, 1992), inductive reasoning (Lehman et al., 1988; Lehman and Nisbett,
1990), and conditional reasoning (Attridge and Inglis, 2013; Inglis and Simp-
son, 2007, 2009) have all proved to have links with mathematics learning in the
literature, and provide evidence for a ‘quickening of the mind’, as described by
Plato, (375BC/2008). However, it has not been made completely clear from the
research whether the differences observed between mathematicians’ and non-
mathematicians’ reasoning behaviour can be attributed to a formal discipline
value of studying the subject, or to a filtering effect of individual thinking dis-
positions. This filtering effect would, in fact, be represented by the first part of
the previous quote from Plato:
“... those who have a natural talent for calculation are generally
quick at every other kind of knowledge...” (Plato, 375BC/2008)
This forms an alternative plausible hypothesis for the differences seen in
reasoning behaviours between mathematicians and non-mathematicians.
In order to assess any formal discipline effects of studying mathematics on
an individual’s cognitive abilities, the measurement of these abilities must be
valid. The following section summarises the development of tasks designed to
measure these.
1.5 Measuring cognitive constructs
An advantage of more modern research is the development of instruments to
measure cognitive constructs in a more valid manner than in the past.
The use of tests designed to measure the cognitive, or mental, abilities of
individuals can be traced back to the mid-1800s when the speed and accuracy
rates of cognitively impaired children were measured using form boards. In
its most simple form, a form board consists of a number of differently shaped
wooden blocks and a large board with recessed corresponding shapes. The speed
and accuracy with which children could complete versions of this task produced
relatively valid measurments of intelligence. An example is illustrated in Figure
1.5.
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Figure 1.5: An illustration of the Seguin Form Board (see Venkatesan (2014) for an
account of the development of form boards)
Originally developed as a training tool for these children, the form board’s
usefulness as a measurement for research soon became apparent (Boake, 2002).
Other crude measurements, such as line-bisecting, and digit-span were being
used to measure a construct close to intelligence throughout the 17th Century.
In the late 1800s, the development of psychometric testing escalated rapidly.
Alfred Binet was asked by the US government to construct a test that could be
used to identify children that were in need of specialist help at school. The result
of this was the Binet-Simon scale (Binet and Simon, 1916), the first set of stan-
dardised tests of ‘general intelligence’, which brought with them much attention
and interest in various fields of psychology. The aim of the tests was to measure
the “faculty of adapting one’s self to circumstances ... nothing to do either with
(one’s) past history or with (one’s) future” (Binet and Simon, 1916, p.42-43).
The ability to label an individual with an ordinal score of cognitive ability meant
that people could be ranked, excluded, diagnosed, and classified in a way that
was not possible previously. The Binet-Simon scale, mostly consisting of ques-
tions unrelated to the subjects that were being taught in school, gave a mental
age for the children. The ratio between the child’s mental and chronological
ages resulted in an intelligence quotient, or IQ. Although the tests were initially
designed to identify children with cognitive impairments, they were soon being
used to test the intelligence of all typically developing children as well as adults
(Boake, 2002). Being able to measure the level of ‘intelligence’ that an indi-
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vidual possesses made it possible for psychologists to predict behaviour when
faced with certain academic and social tasks such as school achievement and job
performance; a useful tool for educators and employers (Schmidt and Hunter,
1998). Developing reliable and accurate ways of measuring intelligence and its
cognitive components became an essential goal for intelligence researchers, and
many psychologists have contributed toward the most common methods used
in present research.
Although the development of cognitive testing has progressed much since
the 17th Century, researchers are still continually faced with the fundamental
difficulties that come with the attempted measurement of cognitive constructs as
they have no physical expression that is directly measurable. Walter Lippmann,
a political commentator and amateur philosopher, remarked that
“...psychologists have never agreed on a definition (of intelligence)...The
intelligence tester cannot confront each child with the thousand and
one situations arising in a home, a workshop, a farm, an office, or in
politics, that call for the exercise of these capacities which in a sum-
mary fashion we call intelligence. He proceeds, therefore, to guess
at the more abstract mental abilities which come into play again
and again. By this rough process the intelligence tester gradually
makes up his mind that situations in real life call for memory, def-
inition, ingenuity, and so on. He then invents puzzles, which can
be employed quickly and with little apparatus, that will according
to his best guess test memory, ingenuity, definition and the rest.”
(Spearman, 1927, p. 11)
Although this quote is intended to express Lippmann’s thoughts on the practice
of intelligence testing back in the 1920s, theorists today are still attempting to
achieve the same objective: to design a simple, inexpensive, easily administered
test which is capable of predicting an individual’s performance in a wide range
of situations.
Looking at the measure of general ability that was employed in the Thorndike
(1924a,b) formal discipline studies, there are many aspects that would raise con-
cerns today regarding its validity. Thorndike measured general ability using the
IER tests. These tests, although considered the best for this purpose at the time,
did not measure a pure form of intelligence in the way that more modern cogni-
tive tests aim to do. Figure 1.2 is an example of the questions used by Thorndike
and shows that the IER tests were measuring a combination of reading skills,
vocabulary, culture and mathematical knowledge among other constructs and
not ‘quickness of thought’ as described by the early formal discipline theorists.
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The notion of a single measure of intelligence was first suggested by Spear-
man (1904) when he noticed positive correlations between children’s perfor-
mances on a range of different tasks, some academic and some cognitive. These
abilities, broadly classed into two groups: crystallised intelligence (the ability
to use knowledge and skills) and fluid intelligence (the ability to solve novel
problems), have been shown through factor analysis to load onto a single fac-
tor, often denoted g. Because so many different measurements of intelligence
correlated with one another, Spearman proposed a ‘Unity of the Intellectual
Function’, meaning that performance on a wide range of different tasks, from
school performance to a simple task such as pitch discrimination, depended on
a single measure of general ability.
The existence of g is widely accepted by the scientific community and has
influenced the majority of intelligence theories. The single factor theory of
intelligence, however, is not without its critics. Physically speaking, g means
very little; its presence is purely statistical. This has led scientists to question
the status that g has as a measurable entity. Gould (2006) argued that factor
analysis could not be used to draw meaningful conclusions about direction of
causality, or about the reasons underlying positive correlations. Gould stated
that:
“We cannot reify g as a ‘thing’ unless we have convincing, indepen-
dent information beyond the fact of correlation itself.” (Gould, 2006,
p. 281)
Spearman himself was eager to define g as something physical, anticipating
that in the future psychologists would discover some type of ‘mental energy’
that would exemplify g; that the mathematical abstraction of factor analysis
should correspond with some material reality. Carroll (1997), in his explanation
of the ‘Three-Stratum Theory’, also insisted that the factors identified were
representative of physiological elements, such as nerve-firing speed, rather than
purely mathematical processes. There is no material manifestation of g that
can be measured directly but, although often debunked as a statistical myth, g
proves itself to be the measurement of some useful construct in its correlations
with other wide-ranging human experiences.
The reliance on g as a measure of general ability is thought by some, how-
ever, to be simplified to the point of uselessness. The measure disregards other
strengths such as creativity, character, and practical knowledge and propagates
the idea that individuals are born with an unchangeable potential intellectual
capacity that will determine many of their life outcomes (Benson, 2003). This
view is seen by many as pessimistic and unhelpful and as possessing the poten-
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tial to be detrimental to individuals that are assessed or classified in this way.
The use of cognitive testing to classify groups of individuals, particularly when
related to social and racial issues, has contentious political and ethical impli-
cations. The general factor g has been used questionably to support eugenics
(Galton, 1883) and come under accusations of inciting scientific racism (Jensen,
1969), resulting in the theory being unpopular in many circles. Past psycho-
metric tests, designed to measure g, have also been criticised as suffering from
a design and structure that might have give unfair advantage to certain races,
genders, social classes and cultures, although more modern tests, such as RPM4,
are promoted as being free from these biases (Raven et al., 2000). The large
amount of controversy surrounding research into these socially sensitive topics
has meant that scientific exploration of the practical uses of g in psychology and
social theory can come under excessive criticism (Gottfredson, 1986).
With the concept of g as a single factor of intelligence are two independent
domains, first suggested by Cattell (1963), crystallised intelligence and fluid
intelligence, often denoted as Gc and Gf respectively. The following section
discusses the predictive strength that Gf has been shown to have in regard to
positive life-outcomes, in particular academic achievement.
Gf as a predictor of life-outcomes
Correlations between a measure of Gf and various valuable life skills, such as
school achievement and job performance, have been shown to exist through
extensive research. Correlations between school grades and Gf are about r =
.50, with Gf scores predicting scores on school achievement tests (Neisser et al.,
1996; Nisbett et al., 2012). There are, of course, many other factors that will
affect a child’s performance at school, such as the teaching styles, attitude of
family and peers, and willingness to work hard, but it remains established that
children with higher scores of Gf tend to perform better academically than
those with lower scores. Colom and Flores-Mendoza (2007), for example, found
that scores on an intelligence test significantly predicted scholastic achievement
(as measured by standard school tests), irrespective of socioeconomic status
(SES), in an analysis of 641 Brazilian children. There is also a correlation of
approximately r = .55 between Gf and the number of years that a child stays in
school (Neisser et al., 1996), although an alternative viewpoint on the direction
of the causal relationship of this correlation is discussed in the following section.
It is likely that a child with higher intelligence will have a different school
experience to a child with lower intelligence. The majority of taught classes
4Raven’s Progressive Matrices: A task designed to measure non-verbal intelligence
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in UK schools are ability grouped. A number of educational researchers have
suggested that the higher ability groups are allocated the ‘better’ teachers, and
therefore have more opportunity to learn (Boaler et al., 2000). Children in the
higher sets (likely to be those with higherGf scores), will be surrounded by peers
who are enthusiastic about studying and that will be influential in any decision
made to take further studies. As a consequence of this, students with a higher
Gf will be more likely to choose to continue into non-compulsory education.
A similar explanation makes up the alternative hypothesis to the results of
some of the formal discipline studies discussed in Section 1.4; that students
with better (or different) reasoning abilities chose to study mathematics at an
advanced level. This is one of the possible reasons for the predictive power of
intelligence scores when looking at correlations with adult occupation and salary
(Neisser et al., 1996). Schmidt and Hunter (1998) found, through an analysis
of 85 years of research findings, that the strongest pre-employment predictor
of job performance was a combination of a test of general mental ability and
either an integrity test (r = .65), or structured interview (r = .63). Measures
of previous education and personal interests were found to have no predictive
power. For a discussion of many other studies that have found evidence of strong
links between performance in a variety of jobs, and general mental ability or
intelligence, see Schmidt (2000).
Longitudinal studies into the predictive nature of early intelligence scores
suffer from a plenitude of confounding environmental factors that are impossible
to control for, due to their close relationships with intelligence itself. Strenze
(2007) conducted a meta-analysis of studies into intelligence as a predictor of
academic achievement, occupation and income. He found intelligence to be only
a little stronger as a predictor of these measures than parental SES, or school
grades, although intelligence itself was a very powerful predictor.
Intelligence has been shown to predict many health behaviours, both good
and bad. Physical fitness, better diets, and longevity of life increase as intel-
ligence does; alcoholism, smoking, infant mortality, and obesity increase with
lower intelligence (Gottfredson, 2004). Gottfredson and Deary (2004) argued
that self-care, in regards to an individual’s health, requires the same skills that
define intelligence, or Gf ; effective and efficient learning, problem solving, rea-
soning and abstract thinking. Gottfredson and Deary claim that this is why
measures of Gf predict health behaviours even when SES is taken into account.
Considering that intelligence is so influential on many measurements of success
in life, the possibility of being able to increase this construct at an early age is of
major interest. Therefore, the possibility of increasing any of the cognitive con-
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structs that contributed to Gf through the formal discipline value of the study
of mathematics has wide and significant implications. If there does exist a for-
mal discipline effect that transfers to another cognitive ability that increases an
individual’s chances of experiencing positive life-outcomes, this should be honed
in on and exploited as far as possible.
The question of whether cognitive constructs can be influenced by external
factors at all comes down to a debate between the balance of genetic and en-
vironmental factors. This topic has enjoyed much debate within psychology,
with the simple answer that both have a significant effect. Many studies have
sought to quantify the impact of both separately, but observing the effects of
genes and the environment independently is not a straightforward task as bi-
ological parents contribute 100% of an individual’s genes, but also influence a
large percentage of their children’s environment. Few research opportunities are
found in which this is not the case. Twins separated at birth is one such oppor-
tunity which is always utilised keenly by researchers. Bouchard (1998) studied
twins and triplets that had been separated during childhood and had spent the
majority of their lives apart. He found that identical twins, reared apart, had
intelligence scores (measured using the Weschler Adult Intelligence Scale) that
correlated at r = .69, not much lower than those that had been reared together
which correlated at r = .88 (Deary, 2001)). It is certainly true that factors
other than the shared genes might account for these correlations. For example,
it is likely that twins born in the same hospital would be adopted by similar
families and therefore the twins would be likely to grow up in separate, but very
similar, environments. However, if these similar family environments do play
a role in affecting the children’s cognitive development, the same effects would
be found between close friends, or cousins, which they were not. Bouchard’s
study suggests that genetics can explain about 70% of the differences in peo-
ple’s intelligence scores. Across all available studies on this area, this percentage
averages at approximately 50% (Deary, 2001), meaning that half of the differ-
ences between people’s intelligence scores can be attributed to genetics, leaving
the other half to be accounted for by the environment.
The theory of formal discipline assumes that a certain amount of the cog-
nitive constructs that make up Gf can be influenced by the environment, and
that these are not set in stone from birth. From the evidence available, it can be
quite confidently concluded that approximately half of an individual’s cognitive
abilities are a result of external factors and influences. The external influencing
factor that is of particular interest to the theory of formal discipline and transfer
of training, and therefore to this thesis, is that of schooling. The following sec-
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tion summarises some of the literature surrounding the influence that schooling
can have on a measure of general ability.
Effects of schooling on Gf
The environment
The relationship between schooling and intelligence (Gf levels) was extensively
discussed by Ceci (1991) in a review of research studies. Ceci offered an alter-
native directional explanation for the high correlations between the amount of
schooling and Gf , suggesting that more years of schooling, and higher achieve-
ment, fosters higher Gf , as opposed to the reverse causal pattern. The evidence
for this claim was based on the high correlation between Gf and both school
grades achieved, and number of years in schooling, even when SES was a co-
variate. Adding evidence to this argument is the fact that the increase in Gf
that occurs during schooling reverses during the summer holidays, especially
when the children’s activities over this holiday period are very different from
their school environment (Downey et al., 2004). This implies that the act of
being at school and studying school subjects has a positive developmental effect
on Gf . Ceci also reported that children who did not attend school regularly
had lower Gf , as did children that were delayed in starting schooling. When
comparing children of very similar ages, some having attended an extra year of
schooling due to birthday-related entry times, the children that had undergone
more schooling had higher Gf (Ceci, 1991; Neisser et al., 1996). Clouston et al.
(2012) also studied British and USA populations from the age of 15 or 16 years
old, to their mid-fifties and found that non-compulsory education had a signif-
icant impact on adult Gf score, even after adolescent cognition was accounted
for.
Considering the evidence supporting the idea that a child’s schooling plays
a large part in their intelligence development, it is important that the education
being received by students is of a high quality and is as effective as possible in
fostering cognitive abilities.
“... It is clear that sheer amount of schooling, even in backward
countries and of low quality, helps to promote both school achieve-
ment and the kind of reasoning measured by non-verbal tests ... if
such schooling is unduly delayed, the possibilities for mental growth
deteriorate” (Vernon, 1969, p. 350)
A number of cognitive skills might mediate the relationship between school-
ing and scores of Gf such as memory, concept formation, reasoning abilities,
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and perceptual abilities and it can be very difficult to be certain of the direction
of the relationship between any of these constructs. It could be true that school-
ing helps to develop these skills, and these skills are needed to score highly on
intelligence tests, or that highly intelligent children have higher levels of these
skills, and therefore find schooling more rewarding and beneficial as a similar set
of skills are needed. More recent evidence relating to working memory training
(discussed in Chapter 2) has provided the former explanation with more validity
through the study of increasing intelligence through training in working memory
capacity.
If education is assumed to have some formal discipline value, there are two
questions to be answered. One is related to which subjects within the educa-
tion system possess this value, of which mathematics has enjoyed much research
attention and is the focal school subject of this thesis. The other is related to
which cognitive constructs are benefiting from the transfer of skills associated
with learning the subject. Looking back at the 18th Century psychologists and
educators who were advocates of the formal discipline theory, this construct
was alluded to as being a ‘quickness of thought, sharpness, or general intelli-
gence’ (Stanic, 1986) and certainly the first studies of formal discipline value
(Thorndike, 1924a,b) focused on this general ability. More recently, research
has shown links between the learning of mathematics and a number of different
reasoning abilities, as well as links between schooling and Gf in general.
The most recent research into the causal effects of education on cognitive
abilities comes from Ritchie et al. (2015). They investigated the magnitude
of the influence of ‘years of education’ on general ability (or Gf), with the
additional theoretical tier of de-constructing this into measuring the influence
on sub-categories of Gf . Ritchie et al. used structural equation modelling, with
a sample of over 1,000 participants, to assess whether education was associated
with improvements in general cognitive abilities, or whether the benefits were
better classified in terms of the effect on specific skills.
The data were obtained from the The Lothian Birth Cohort, 1936 (LBC1936);
a collection of cognitive measures taken from every child born in Scotland in
1936 who was attending school in June 1942. At age seventy, 1,091 of the cohort
were tested again5, allowing a unique opportunity to examine cognitive changes
over a lifetime. For a full description of this data set, see Deary et al. (2012).
A previous study that had utilised this dataset had suggested that, although
5The measures employed at both time points were logical memory; digit symbol substitu-
tion; matrix reasoning; block design; verbal paired associates; symbol search; letter-number
sequencing; digit span backwards and spatial span. For a full description of these tasks see
Ritchie et al. (2015).
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years of education was associated with Gf in later life, significant relationships
between some cognitive constructs could not be found, such as choice reaction
time and visual information processing (Ritchie et al., 2013). Ritchie et al.
(2015) therefore aimed to, with this study, address the question of whether
education had domain-general or domain-specific effects on the development of
Gf .
Ritchie et al. statistically tested three theoretical models of the way that
IQ (age 11), years of education, fluid intelligence (Gf), and a subtest of specific
cognitive abilities influenced and interacted with one another, see Figure 1.6.
Figure 1.6: Three possible theoretical models of the links between education, g and
specific cognitive skills (Ritchie et al., 2015)
Model A assumes an effect of education on Gf which, in turn, affects the
specific cognitive abilities. Model B introduces the addition of direct effects
of education on specific abilities and Model C proposes that there is no direct
effect of education on Gf but instead there is an effect on all, or some, of the
subsets directly.
Ritchie et al. found that all the cognitive subtest measures at age ∼ 70
correlated positively and significantly with years of education and with IQ at
age 11. It was found that Model C explained the largest amount of variance in
the data (55%), suggesting that the effect that education had on specific skills
is not mediated by a general factor Gf .
The findings of this study introduce the importance of studying the formal
discipline effect of school subjects on specific cognitive skills. The research that
has been discussed previously (Section 1.4) included studies on divergent think-
ing (Clements and Gullo, 1984; Pea and Kurland, 1984; Perkins and Salomon,
1992), inductive reasoning (Lehman et al., 1988; Lehman and Nisbett, 1990)
and conditional reasoning (Attridge and Inglis, 2013; Inglis and Simpson, 2007,
2009). The next chapter of this thesis explores the links between mathematics
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education and another cognitive construct, spatial reasoning, and the relevance
of investigating the formal discipline effects that advanced mathematical study
could have on this construct. The next chapter will discuss why spatial skill
in particular is worthy of in depth investigation regarding its relationship to
mathematics.
1.6 Mechanisms of formal discipline
The section will discuss some possible mechanisms though which the transfer
of skills from learning advanced mathematics to more general spatial skills may
happen in practice. The identical element theory of transfer (Thorndike and
Woodworth, 1901) states that transfer is dependent on how similar the training
(learning mathematics) and the performance (spatial tasks) environments are:
transfer will only happen if the activities share some identical element. In the
case of advanced mathematics and spatial skills, these identical elements might
be in the form of quite tangible skills, established in training and therefore more
automatic and more easily executed in the performance task, akin to a type of
‘low road’ transfer, described in Section 1.1 (Perkins and Salomon, 1992). Alter-
natively, the identical elements might be more abstracted and represent ‘general
principles’ that are associated with better performance in both activities, taking
the form of some more ‘high road’ transfer occurrence. What form these low or
high road transfer elements take, and how to contextualise and describe them,
are discussed in the following section.
1.6.1 Transferred elements from learning advanced math-
ematics to performance on spatial tasks
Low road transfer
There are elements of learning mathematics that involve the acquisition of par-
ticular tangible skills that are common to those needed to complete a spatial
task. An inspection of the mathematics syllabus identifies a number of topics
that have an easily identifiable spatial quality:
• Trigonometry
• Graph sketching
• Coordinate geometry (two- and three-dimensional)
• Vectors
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• Polar coordinates
• Revolutions around the x-axis
• Kinematics in one- and two-dimensions
• Newton’s laws of motion
• Projectiles
• Critical path analysis
Some of the topics mentioned above are compulsory, and will be covered by
all students taken A level mathematics, and some make up optional modules.
One topic which is compulsory is ‘graph sketching’ and Figure 1.7 shows an
example of the question that students might face in an examination of the topic.
Figure 1.8 shows a question from the non-compulsory topic of ‘projectiles’.
Figure 1.7: An example of an A level mathematics question about sketching graphs
From these examples, it can be seen that students would be required to
represent mathematical situations spatially, and to reason about particular ma-
nipulations of these representations in order to find the correct answers. These
domain-specific skills could be directly transferable to a context of performing
a spatial task. For example, both examples require a student to be aware of the
spatial relationship between two points in two-dimensions.
A further inspection of the schools mathematics syllabus prior to A level
reveals more topics that appear to involve domain-specific skills that could be
directly transferable to performance on a spatial task. For example, the key
stage 3 mathematics specification requires students to be able to rotate objects
by a given amount of degrees on a cartesian coordinate grid. This skill is in
some way identical to common rotation tasks used to measure spatial skills (see
Figure 4.6 for an example). It is possible that there are more examples of these
domain-specific skills present in the early mathematics syllabus than there are
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Figure 1.8: An example of an A level mathematics question about projectiles
in the A level syllabus. This being the case, transfer of skills in this low road
way might be expected to happen at an earlier stage than this thesis focuses
on. It would therefore be predicted that this transfer would happen at a similar
rate and magnitude for all UK students up to the end of compulsory education.
However, there are likely to exist mediators and obstacles to the process, some
of which are discussed in the section below.
High road transfer
Another way in which transfer could happen between learning mathematics and
performing spatial tasks is in a more abstracted way, referred to as ‘high road
transfer’ by Perkins and Salomon (1992). The common elements involved in this
type of transfer are much more difficult to identify and to define. These ele-
ments may not have anything spatial about their nature and could be described
as abstracted strategies, or domain-general skills, as opposed to the tangible
and domain-specific skills discussed in reference to low road transfer. These ele-
ments might come in the form of strategies such as ‘looking for and recognising
patterns’, or ‘reasoning logically about problem’, and would be associated more
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with advanced level mathematics than earlier school mathematics. For exam-
ple, looking for patterns in number sequences in order to describe them through
mathematical formula might require similar skills to those needed to recognise
patterns in a task such as Raven’s Progressive Matrices and choose the correct
image to complete the pattern.
Possible mediators of transfer
If the transfer of skills from learning mathematics to performance in a spatial
reasoning task is achievable, possibly through the mechanisms described above,
then there exist some possible mediators to the magnitude and rate of the effect.
Perkins and Salomon (1992), in their list of features that lead to successful far
transfer, talk about ‘thorough and diverse practice’. How through and diverse
this is will depend a certain amount on how motivated a student is, whether
this be through their teacher, parents, or self-motivation. Meta-cognition about
their own mathematical abilities and skills could also be a mediator of transfer
for students, akin to Perkins and Salomon’s mention of ‘active self-monitoring’
as an important feature. The amount of attention that an individual student is
able to pay during mathematics lessons, and their working memory capacity for
learning and performing tasks both also have the potential to be mediators to
transfer. Two final, and more external factors that have the potential to affect
the process of transfer from learning advanced mathematics to spatial skills
are the quality of the design of the syllabus being taught, and the delivery of
the content by teachers. It could be possible that some advanced mathematics
modules, or courses, do not require the learning of the sort of skills that can be
transferred, or that some teaching lacks the methods to encourage students to
develop the necessary skills.
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Chapter 2
Spatial skills: A literature
review
This chapter will discuss the development, measurement and training of spatial
skills, and their links to mathematics. In recent years, the study of spatial skills
has become of more interest to educationalists, with research showing that a
measure of spatial ability might be as, if not more, predictive of later success
in science and engineering careers than the more often measured constructs of
mathematical and verbal abilities (Wai et al., 2009). Tests of mathematical and
verbal reasoning are used in schools to identify intellectually talented children
early on in their school careers, partly to enable them to be directed towards
careers in which they can make the greatest contribution. Evidence linking
spatial skills in particular to success in STEM (Science, technology, engineering
and mathematics) careers suggest that spatial thinking should not be over-
looked in the education system (Ministry of Education, 2014).
2.1 Spatial skills and education
In the USA, Project TALENT, and the Study of Mathematically Precocious
Youth (SMPY) are longitudinal studies set up to investigate the best ways of
identifying and developing abilities for children destined for STEM careers (Wai
et al., 2009). Initiated as a consequence of America’s efforts to stay ahead of the
rest of the world in the ‘Space Race’, Project TALENT tracked approximately
400,000 American high school students on a variety of measures. The students
completed tests of cognitive abilities, academic abilities, personality traits and
questionnaires about interests and opinions. The students completed this set of
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tasks in 1960 and then again in the early 1970s.
The SMPY was started in 1970 by Julian Stanley, an advocate for education
for gifted children. It follows a cohort of over 5,000 children and teenagers, iden-
tified as intellectually talented, on a similar variety of tasks to Project TALENT.
The SMPY is on-going and data from both studies has provided evidence for
the importance of spatial abilities in successful STEM careers (Lubinski, 2010;
Shea et al., 2001; Wai et al., 2009, 2010). Figure 2.1 shows data from the 20-year
report of the SMPY study (Shea et al., 2001). The graph shows the trivariate
means for mathematical, verbal, and spatial abilities at adolescence by occupa-
tion at age 33. Mathematical ability is shown on the x-axis, verbal ability on
the y-axis, and spatial ability represented by the length of the arrowed lines.
An arrow pointing towards the right indicates a positive mean spatial ability in
relation to the other participants. It can be seen that spatial abilities in those
who continued into STEM careers were, on average, a lot higher than those that
pursued other careers.
Figure 2.1: Trivariate means (X/Y/Z = Mathematical/Verbal/Spatial abilities in ado-
lescence) for occupation at age 33 (Shea et al., 2001)
Wai et al. (2009) summarised data from both Project TALENT and the
SMPY which comprised over 50 years worth of ‘cumulative psychological knowl-
edge’. The authors replicated the findings of Shea et al. (2001), finding that
spatial abilities, as measured during adolescence, were an important attribute
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of those that went on to successful STEM qualifications and occupations, in ad-
dition to verbal and mathematical skills. These analyses of extensive amounts
of data, accumulated over decades, point towards the possibility of an untapped
source of future STEM candidates that possess high spatial skills, but not ex-
ceptional levels of verbal and mathematic achievement. Wai et al. stressed
that educational programmes needed to be better structured to nurture those
students with high spatial skills.
However it is very possible that there exist some elements of the structure of
the current education system, in America and elsewhere, that do already foster
these skills. Mathematics is a potential candidate for this role. Many math-
ematical topics that are taught in schools have an inherently spatial nature,
such as area, volume, and geometry. In addition, the spatial representations of
more abstract concepts such as fractions and algebra are often used as teaching
tools when first being introduced to children. Being able to visualise, manip-
ulate and reason about spatial representations are all useful in dealing with
mathematical concepts, and the specific links that these have with mathematic
achievement will be discussed in Section 2.2. Strong links between infants’ and
children’s early understanding of spatial and numerical elements are thought to
exist, with an argument for a generalised magnitude system (Newcombe et al.,
2015). An example of the way in which these magnitudes are intertwined is
the spatial-numerical association of response codes: an internal representation
of the basic number line. Referred to as SNARC, the effect can be observed
behaviourally when participants are asked to use their left or right hand to in-
dicate whether a number is smaller or larger than a target number (Dehaene
et al., 1993). Dehaene et al. found that participants that were asked to react
to a smaller number with their left hand were quicker than those asked to use
their right hand, indicting that the mental positioning of the representation of
smaller numbers was towards the left, and larger numbers towards the right.
Much research has confirmed the existence of a left-to-right SNARC effect in
cultures that write and read from left to right (See Wood et al. (2008) for a
meta-analysis of 46 studies measuring the SNARC effect).
In further support of the links between spatial representation and early math-
ematical development, there exists neurological evidence that, when performing
spatial tasks, the same areas of the brain are activated as those that are associ-
ated with number processing. Go¨bel et al. (2001), for example, applied rTMS1
to the left and right angular gyrus, a region of the brain in the parietal lobe, and
1rTMS (repetitive transcranial magnetic stimulation) involves using a magnetic coil to send
small electrical currents to specific brain areas.
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found that this disrupted performance on both a number comparison task, and
a visual search task. It was suggested by Go¨bel et al. that a possible explana-
tion for the poorer performance on the numerical processing task was because
of the interference with spatial processing. In terms of investigating the for-
mal discipline value that the study of advanced mathematics might have, this
evidence from both a behavioural and neurological perspective places spatial
skills as a likely cognitive construct to be affected. The studies that make up
this thesis will investigate this possibility. The next section introduces each of
the spatial skill tasks that are used in Study One of this thesis, their links with
mathematics, development, measurement, and viability of training and transfer.
2.2 Measuring spatial skills
2.2.1 Rotation tasks
One type of spatial skill is the ability to perform mental rotations. Rotation
tasks require participants to move 2D or 3D objects around an axis, holding
the manipulations in their minds. Often these tasks are of the form of a target
object, or image, and a choice of rotated shapes, only one of which is identical
to the target. Participants must identify this by mentally rotating the target
shape and using this to match with the other shapes. Figure 2.2 shows a 2D
and a 3D example of these type of tasks.
It is obvious from the examples in Figure 2.2 that mentally rotating objects
in three dimensions is more challenging than in two dimensions and this will be
discussed in more detail later in this chapter.
Links with mathematics
It is unsurprising that the construct of rotation, or spatial manipulation of any
kind, has links with mathematics. In the UK, as with other education systems
across the world, the early mathematics syllabus is made up of, in part, teaching
and learning in the area of ‘shape and space’, or ‘geometry and measures’. In
the UK, at key stage 32 (KS3), this topic comprises a quarter of the lesson and
assessment content of school mathematics. As well as covering subjects such as
measuring lengths and calculating areas, which certainly require an amount of
spatial awareness, included in the curriculum is a particular focus on rotation.
The programme for study at KS3 includes the following subject content point:
2See Appendix 9.4 for an explanation of key stages of the UK examination system.
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Figure 2.2: An example of a 2D and a 3D mental rotation task. The correct response
to the top example is C and for the bottom example, also C.
‘identify properties of, and describe the results of, translations, ro-
tations and reflections applied to given figures’ (Department for Ed-
ucation, 2013, p.8).
Figure 2.3 shows an example of the kind of 2D rotation problems that stu-
dents are expected to tackle early on in the KS3 syllabus.
By the time that students progress to key stage 4 (KS4) they are expected
to tackle 2D-rotation problems that involve a higher level of mathematics, but
that still depend on the basic manipulations. The programme of study at KS4
states that students should be able to:
‘describe the changes and invariance achieved by combinations of
rotations, reflections and translations’ (Department for Education,
2013, p.9)
Figure 2.4 shows an example of a more advanced KS4 problem.
Considering the fact that rotation skills make up part of the mathemat-
ics syllabus, it is unsurprising that there exists well-founded correlations with
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Figure 2.3: An example of a KS3 mathematics 2D-rotation problem. The correct
response would be the middle of the top row.
mathematical achievement. For example, Delgado and Prieto (2004) found cor-
relations of r = .19 (p < .01) between 3D rotation and school mathematics
achievement in 13-14 year olds. A number of other studies discussed in this
thesis used a spatial ability measure that included a rotational task, and found
significant relationships between this and mathematical ability. Mathematical
links with rotation skill are found not only for simple calculation, but also more
abstract areas of mathematics. For example, Hegarty and Kozhevnikov (1999)
found a correlation of r = .52 (p < .01) between performance on a 2D-rotation
task, and mathematical problem solving skills in 11-13 year olds. 3D rotation
skills have also been found to have links with mathematics ability, for example
Tolar et al. (2009) found correlations between 3D rotation and algebra achieve-
ment of r = .30 (p < .05) in undergraduate students.
The literature discussed in the following sections includes that of 2D and 3D
rotation. Similar links are found between mathematics and both dimensions of
rotation. However, younger children often find 3D-rotation tasks too challeng-
ing, and adults display ceiling effects on 2D-rotation tasks (Jansen et al., 2013).
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Figure 2.4: An example of a KS4 mathematics 2D-rotation problem. The correct
answer would be a triangle drawn between the points (-2,2), (-2,4) and (-3,2).
Jansen et al. suggested that the ages differences in 2D rotation skills could be
due to increases in general processing speed.
Viability of training and transfer
To question whether the study of mathematics has the potential to influence
the development of spatial skills, it has to be assumed that spatial skills can be
trained at all. In terms of rotation skills, many studies have reported improve-
ments as a function of training and some recent research is discussed below.
Studies of the effects of training on mental rotation have reliably found
an effect. For example, in children aged 10-11 years old, Wiedenbauer and
Jansen-Osmann (2008) found that an intervention group, trained on rotation,
improved their reaction times and error rates significantly on a 2D rotation task
compared with a control group, although the stability of this improvement was
not tested over time. Terlecki and Newcombe (2008) also studied the effects of
spatial training on mental rotation performance in 1,300 undergraduate students
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and found that those students who underwent repetitive practice on a rotation
task, and those who had more general spatial training, improved. Terlecki and
Newcombe tested 79 of the students again after 2-4 months and found that
performance on the rotation task remained significantly higher than pre-test
measures, suggesting that the effects were durable.
It seems quite established in the literature that rotation skills can be trained
successfully. However, the studies discussed above reported increases in rotation
skills after specific training on rotation tasks; what would be labelled as near
transfer. For the study of mathematics to hold any formal discipline value in
terms of spatial skills, an element of far transfer needs to be possible. Next are
discussed some studies that claim to find more far transfer effects of training
rotation skills.
Bruce and Hawes (2015) studied the effects of a Lesson Study intervention
on the 2D and 3D rotation skills of young children aged 4-8 years. Bruce and
Hawes, along with teachers, designed a short syllabus intervention programme
that emphasised a spatial approach to mathematics. Around 40 children took
part in these activities as a replacement of their regular mathematics lessons for
four months. After this period, it was found that children of low, middle and
high ability, as well as at each age group, improved their performance on a 2D
and 3D rotation task. Whether this example can be considered as far transfer
is not clear. Some of the activities that made up the four month intervention
were very similar to the pre- and post-tests, and no control group was used as
a comparison. However, the teachers that were involved in the study expressed
very positive feedback about the study, and the amount of spatial learning that
they witnessed in the children. Certainly, a positive feature of this study was
that the research was entirely submersed in the practical application of the
theory, as opposed to being lab-based as many transfer studies are. This gives
any findings the advantage of having the potential to be practically implemented
in schools.
Feng et al. (2007) compared performance on a 3D-rotation task before and
after 10 hours of action video game training. The task involved the adult par-
ticipants choosing which of four 3D shapes was a rotation of a target shape,
similar to the example in Figure 2.2. A control group spent the same amount
of time playing a non-action video game. Feng et al. found an increase in 3D
rotation skills, even at a five month re-test compared to the control group. In-
terestingly, Feng et al. found bigger improvements for females than males in the
intervention group, concluding that the findings could be used to attract more
females into careers that required a higher level of spatial skills. However, the
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female group of undergraduates did display much lower pre-test scores on the
rotation task, suggesting that the data might be displaying a case of regression
to the mean3. However, similar findings in terms of the potential of training
mental rotation skills and using this to close the gender gap between males and
females have been replicated, for example by Okagaki and Frensch (1994).
The literature surrounding interventions to train mental rotation skills sug-
gests that there does exist some potential for far transfer, and therefore helps to
confirm one of the basic assumptions necessary for the theory of formal discipline
of the study of school mathematics.
Development
Much of the research on the development of mental rotation skills is based on
the investigation of sex differences which have been found in infants (Quinn and
Liben, 2008), as well as pre-schoolers (Levine et al., 1999) and older participants
(Feng et al., 2007). Higher levels of testosterone are thought to be responsible
for these sex differences, with higher levels of the hormone in females associated
with higher levels of mental rotation skill (Voyer et al., 2016).
Quinn and Liben (2008) tested the mental rotation skills of 24 infants aged
3-4 months. The task involved the infants being familiarised with various rota-
tions of the symbol 1, and then visual preference tested4 with images of either
a mirror image of the symbol (compared to a stimulus figure) or a novel rota-
tion. Quinn and Liben found that male infants displayed a stronger preference
than female infants for the mirror image, indicating a very early emerging sex
difference in mental rotation. The robustness of findings in the field of visual
preference testing in very young infants has been criticised recently for some-
times being too heavily influenced by the theoretical opinions of the researchers,
and for employing scientifically unrigorous procedures to achieve significant re-
sults (Peterson, 2016). In the case of the Quinn and Liben study, the p-value
that the conclusions are based on was only p = 0.03. However, despite this not
necessarily holding up as evidence of sex differences at this age, it does sug-
gest that infants as young as 3-4 months have started to develop some sense of
mental rotation.
3Regression to the mean, and other issues concerning the interpretation of data in quasi-
experimental studies are discussed in Chapter 3
4The study of infants often relies on preference testing to measure cognitive constructs.
From birth, infants are known to prefer certain stimuli over others Kirkham et al. (2002).
Visual preference testing involves displaying a choice of images to the infant, and measuring
the amount of time that the infant fixates on the images. Conclusions about the cognitive
processes of the infant are then inferred from which image(s) the infant had preference for.
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In slightly older children, Frick et al. (2013) found that 5-year olds were
considerable better at rotating a figure to fit into a hole than 3-year-old children
(95% compared to 10%). This suggests very large leaps in development of mental
rotation skills between these ages. In addition, Kail (1986) found that 8-year-old
children were twice as quick at solving mental rotation problems than 5-year-
olds. The pattern of development of mental rotation skills seems to follow an
almost exponential track from infancy to later childhood, and then to plateau to
some extent, as with many other measurable cognitive constructs. Frick et al.
(2009) found an effect of age on the performance in a mental rotation task with
5-, 8-, 11-year-olds and adults. See Figure 2.5 for a plot of the error rates and
response times of the participants.
Figure 2.5: Response times and error rates for four ages groups on a mental rotation
task (Frick et al., 2009). The response times are represented by the lines and the
left-hand axis.
Although sex differences in spatial abilities are not as established through
research in children as they are in adults (Spelke, 2005), and have even been
found to be non-existent in some cases (Lachance and Mazzocco, 2006), of the
studies that claim evidence of sex differences, mental rotation in particular has
been shown to display the strongest effect (Levine et al., 1999).
Kaufman (2007) tested 50 males and 50 females on measures of 3D rotation,
spatial visualisation, and spatial and verbal working memory in order to es-
tablish the extent to which the reported sex differences in spatial abilities were
due to working memory capacity differences. Kaufman found that differences in
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performance between males and females on spatial visualisation was mediated
by working memory measures, but not performance on the 3D rotation tasks,
on which there was a direct effect of sex. Kaufman concluded that working
memory capacity could explain much of spatial skills in general, including 2D
rotation, but that 3D rotation involved an additional construct that should be
researched separately.
Measurement
The tasks used in the measurement of mental rotation depend largely on the
participants that are being studied. For younger populations, 2 dimensional,
rather than 3 dimensional tasks are often used. Jansen et al. (2013) found that
children aged 6-12 years old were able to distinguish whether 2 dimensional
rotated pictures were the same or different, but could not transfer this skill to
solve problems in 3 dimensions. See Figure 2.6 for an illustration of the task
that was used. Jansen et al. found that the children performed below chance
on the last of the examples in Figure 2.6 and therefore was unable to analyse
the data in relation to this task.
For older participants, 3 dimensional tasks are more commonly used to mea-
sure mental rotation, avoiding ceiling effects. The Mental Rotation Test (MRT),
first created by Vandenberg and Kuse (1978) is the most commonly used mea-
sure of mental rotation skills in adult populations, and consists of 3 dimensional
items, as illustrated in Figure 2.7.
Vandenberg and Kuse (1978) reported that the MRT had an internal reli-
ability of 0.88, and a test re-test correlation of 0.83 after a year. Hirschfeld
et al. (2013) tested the reliability of a number of 2D and 3D rotation tasks with
different target objects and found that all but one of the ten tasks had split-half
reliabilities of between 0.5 and 0.8, and test/re-test reliabilities of between 0.4
and 0.7 after six weeks.
The rotation task chosen to use in Study One of this thesis (see Chapter 4)
was adapted from the one used throughout the Project TALENT research dis-
cussed earlier in this chapter. Wai et al. (2009) found substantial links between
scores on this rotation task (in combination with a number of other tasks) for
school-age participants and later success in STEM careers. Project TALENT
involved testing the participant at age 13, and then again in college, and later
life and did not find ceiling effects at any time point. The participants involved
in Study One of this thesis were aged between 16 and 17 years old. As this
was younger than the adults involved in Project TALENT, it was possible to be
quite confident that ceiling effects would not be found in Study One using the
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Figure 2.6: Examples of 2D and 3D mental rotation tasks (Jansen et al., 2013). In
all example, the rotated image is the same as the original.
same rotation task. An illustration of this task can been seen in Figure 2.8.
2.2.2 Spatial reasoning
As well as spatial measures that involve the manipulation of spatial material,
such as mental rotation, often measured is an individual’s ability to reason
about spatial objects and draw conclusions based on information given. This
is referred to as spatial reasoning. A person who is adept at spatial reasoning
will very likely also perform well in tasks of mental rotation and visualisation,
as these tasks will also involve an element of spatial reasoning.
An example of a commonly used measure of reasoning spatially is the non-
verbal task Raven’s Progressive Matrices (RPM) (Raven et al., 2000). This task
involves a participant being shown a grid of patterns. The last place in the grid
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Figure 2.7: An example item from The Mental Rotation Test (MRT) (Vandenberg and
Kuse, 1978). In the top example, the correct response would be the third image. In the
bottom example, the correct response would be the first image.
Figure 2.8: An example of the rotation task used in Study One. The correct answer is
E
is blank and participants choose which of a selection of images should replace
the blank to fit the rules of the patterns. See Figure 2.9 for an example.
RPM are progressive, meaning that the difficulty of the items increases from
the beginning to the end of the test. The items nearer to the end of the task
require more complex levels of reasoning skills in order to arrive at the correct
solution. A number of researchers have attempted to pinpoint the specific cog-
nitive capacities that are captured by an individual’s score on RPM. Kunda
et al. (2009), a group of Artificial Intelligence (AI) researchers, investigated the
information processing demands of RPM and produced a number of algorithms
which could be used to solve them. Kunda et al. used evidence of individual
differences on RPM performance, due to differing representations of the prob-
lems, to program algorithms based on three types of representation; fractal,
visual spatial-symbolic, and propositional. These algorithms reproduced a sim-
ilar pattern of results to that found in human performance and were thought by
Kunda et al. to be representative of inbuilt processes of spatial reasoning cog-
nition. Ravens ‘Standard’ Progressive Matrices, the version of RPM that was
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Figure 2.9: An example of Raven’s Standard Progressive Matrices. The correct answer
is 5
used as a measure of spatial reasoning throughout this thesis, consists of 5 sets
of 12 matrices, labeled A to E. The 60-item test has a cyclical format in which
each set begins with a very easy introductory item. The subsequent 11 items of
the set build on this theme and become progressively more difficult. The five
sets individually focus on subtly different reasoning strategies with sets D, E
and the later items in set C requiring reasoning by analogy (Raven et al., 2000).
It is thought that the AI analogies found by Kunda et al. (2009) represent these
different strategies.
Ravens Progressive Matrices as a spatial reasoning measure
RPM are most established as a measure of fluid intelligence, or Gf . RPM is
thought of by many as a pure measure of non-verbal intelligence, and that any
factorial loadings onto other constructs are negligible (Jensen, 1980). However,
more recently, much research has shown that the items that make up RPM
require spatial strategies to be solved (Carpenter et al., 1990; Colom et al.,
2004; Mackintosh and Bennett, 2005; van der Ven and Ellis, 2000). From the
example in Figure 2.9, it can be seen that RPM is a visual task. It is therefore
not surprising that success on the task is reliant on a certain amount of spatial
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reasoning capacity. Carpenter et al. describes the example above as following
three rules:
1. Each row contains three geometric figures (a diamond, a triangle and a
square) distributed across its entries
2. Each row contains three textured lines (dark, striped and clear).
3. The orientation of the lines is constant within a row, but varies between
rows (vertical, horizontal then oblique) (Carpenter et al., 1990, page 4)
Each of these rules require visual and spatial analogies to be made to solve
successfully. Lim (1994) also found evidence for the spatial nature of RPM
in that sex differences on RPM could partly be explained by the variance of
participants’ performance on a number of spatial tasks. Lim suggested that the
poorer performance of females on RPM could be due to their tendency to be
over reliant on verbal reasoning skills. Colom et al. (2004) also found that the
male advantage in performance on RPM was non-significant when spatial skills
were controlled for.
Links with mathematics
The fact that the construct of spatial reasoning will involve elements of the other
construct discussed in this chapter meant that much of the research described
in the links between them and mathematics is also relevant to spatial reasoning.
Specifically focusing on the relationship between mathematics and performance
on RPM as a spatial reasoning measure, reliably significant correlations are
found.
Attridge and Inglis (2013) researched whether studying one academic year
of mathematics at AS-level was associated with a change in a number of rea-
soning skills. As reported in Section 1.4, it was found that the 44 mathematics
students behaved differently when faced with conditional inference problems in
comparison to a group of 38 students who were studying English literature, and
not mathematics. As a measure of non-verbal intelligence for the groups, an 18
item subset of Raven’s advanced progressive matrices (RAPM) was used. Table
2.1 shows the mean RAPM scores for both groups. Attridge and Inglis found
that the mathematics group scored significantly higher than the comparison
group at Time 1 (t(80) = 3.43, p = .001) and at Time 2 (t(80) = 4.94, p < .001),
despite the prior achievement (a summed score of their GCSE results) of the
two groups not being significantly different (t(112) = 3.89, p = .089).
Interestingly, a re-analysis of the raw data obtained by Attridge and Inglis
(2013) found that the mathematics students significantly improved on RPM
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Table 2.1: Mean(SD) scores on RAPM from Attridge and Inglis (2013)
Time Mathematics English Lit.
Time 1 9.57(3.26) 7.03(3.45)
Time 2 10.64(2.93) 7.34(3.11)
from Time 1 to Time 2 (t(43) = 2.59, p = .013), whereas the comparison group
did not (t(37) = .71, p = .484). Attridge and Inglis did not report this data as
an important aspect of their findings as there was no significant Group × Time
interaction effect found (ps > .20). Figure 2.10 illustrates this interaction.
Figure 2.10: A plot of the interaction between Group and Time, obtained from data in
Attridge and Inglis (2013)
This finding suggests that the study of mathematics has the potential to im-
prove performance on RAPM, evidence of far transfer, and strong links between
mathematics and spatial reasoning.
Viability of training and transfer
The possibility of being able to train performance on RPM is of great interest to
researchers because of the strong links that RPM performance has with many
positive life outcomes (Gottfredson and Deary, 2004). Much of the research evi-
dence for the viability of training participants on spatial reasoning, as measured
by RPM, comes from the context of ‘brain fitness’ programs which are designed
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to train the brain with repetitive working memory style tasks. This has become
a large, money making business in the last few years (SharpBrains, 2013) and
it is predicted by SharpBrains, a company that tracks the brain-fitness indus-
try, that by 2020 the market will be worth $6 billion. These ‘brain fitness’
programs are targeted at a wide audience, but have been shown to be most
effective for elderly people (Angelakis et al., 2007), or as an alternative to drug
treatment for children (and adults) suffering from disorders such as attention
deficit/hyperactivity disorder (ADHD) (Klingberg et al., 2002b).
Many of the companies that stand to gain from the sale of these ‘brain-
training’ programs claim to have strong evidence for their effectiveness in healthy
adults and the general population (see Rabipour and Raz (2012) for a summary
of these companies and their research), but much of the data that these claims
are based on has been obtained using questionable research designs, small num-
bers of participants, and insubstantial control measures (Buschkuehl and Jaeggi,
2010; Chooi and Thompson, 2012; Rabipour and Raz, 2012; Redick et al., 2012)
Despite the claims made from studies based on dubious theoretical rationales
and poor research designs, there are a number of findings that should be noted.
Klingberg et al. (2002b) trained children diagnosed with ADHD on a variety
of working memory (WM) tasks such as backwards digit span5, visual span6,
and go-no go tasks7. It was found that, after 25 weeks of training, the children
improved significantly on a test of RPM. Within the same paper, Klingberg
et al. documented another working memory (WM) training study in which
adult men were tested on RPM before and after 26 days of training. These
men also showed a significant positive increase in spatial reasoning. Although
this study provides evidence of training spatial reasoning, it must be noted that
the groups of participants were small (7 children in the treatment group for
the first experiment, and only 4 males in the adult study) and that, although
the first study included an active control group of 7 children, there was no
control used in the adult experiment. Flawed methodologies such as these are
prevalent in brain-training research, and any claims made by large companies
such as Cogmed, the leading producer of these ‘brain fitness’ programs, should
be investigated fully before drawing conclusions.
5The participant heard a series of single digit numbers read out aloud, and then was
required to key them in in reverse order.
6Circles were presented one at a time in a four-by-four grid. After a delay the subjects
indicated the positions of the circles. The number of circles in the sequence was successively
increased until the subject missed two trials in a row.
7Two grey circles were presented on a screen. Participants were then required to press a
spatially congruent key when one of the circles became green, and to withhold responding
when one of the circles became red.
47
Jaeggi et al. (2008) showed that training on a WM task improved perfor-
mance on RPM. Thirty four healthy adults performed n-back tasks8 daily for
25 minutes and were tested on RPM before and after intervals of 8, 12, 17 and
19 days. Jaeggi et al. found an improvement in the RPM scores from Time 1 to
Time 2, as well as an effect of training period (the more days the participants
trained for, the more their scores on RPM improved), irrespective of initial intel-
ligence scores. Jaeggi et al. believed that the gains in spatial reasoning occurred
due to the fact that a number of executive processes, such as memory, attention,
and inhibition were being continuously engaged whilst the adults were occupied
by the tasks. The experimental groups were compared with an inactive control
group of 35 healthy adults that did not engage in any tasks but were tested
on RPM at the same times as the experimental groups. This control group
also showed significant gains in spatial reasoning over the time period, which
the authors put down to being a test-retest effect. This study, although cited
in many articles as evidence for transfer of training (e.g. Sternberg (2008)),
has also been criticised (Chooi and Thompson, 2012; Moody, 2009; Rabipour
and Raz, 2012). The most worrying criticism of the study is the mis-use of the
RPM task which should have an administration time of much longer than 10
minutes, the shortened test-time which has been employed a number of times
by the same research group (Jaeggi et al., 2008, 2010, 2011). By cutting down
the time allowed to answer the questions, the participants would not have a
chance to reach the more challenging questions of the progressive test which are
designed to fully test spatial reasoning. Instead, the test that Jaeggi et al. used
could be better described as a speed test (Moody, 2009). This methodological
issue, as well as the lack of an active control group, should be remembered when
considering the claims that this paper is making.
Development
Developmental differences on performance on RPM have been often linked with
the development of working memory capacity in children, and to the decline of
both in elderly populations (Fry and Hale, 1996). The two constructs have been
shown to share as much as 50% of their variance, and therefore the develop-
ment of them follows very similar trajectories (Kane et al., 2005). Correlations
between age and performance on RPM are found to be approximately r = .6
(e.g. Fry and Hale (1996)). A meta-analysis of 57 studies of general population
8A n-back task requires participants to decided whether a stimulus matches another from
n steps earlier in the sequence of stimuli. The larger the number n is, the more difficult the
task is, requiring the storage and manipulation of information in WM.
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samples found that there were no sex differences found on performance on RPM
from ages 6-14, but that from 15 to adulthood, there existed a male advantage
equivalent to 5 IQ points (Lynn and Irwing, 2004)
Measurement
In all three studies of this thesis, spatial reasoning is measured using RPM.
This task is very widely used in psychological research and is available in ver-
sions that are suitable for testing children as young as 5 years old to elderly
populations. First developed in the mid 1930s, RPM has been revised and stan-
dardised many times among young people across USA and Europe. Studies into
the reliability and validity of RPM in clinical and normally developing popula-
tions have covered a wide range of ages and cultural groups. In general, internal
consistency, retest reliability, and concurrent and predictive validities are good
(Pearson, 2007; Raven et al., 2000).
Employing RPM as a comparison measure in a longitudinal study of the
effects of formal discipline requires the test to be taken at least twice by the same
group of participants and, consequently, practice effects must always be taken
into account. Bors and Vigneau (2003) tested 67 adults using RPM at three
separate time points in order to evaluate the effects of practice. They found that
the total scores on RPM did increase significantly across the three time points,
but that this increase was due to a reflected learning improvement as opposed to
remembering specific items or improved time strategy. The participants’ spatial
reasoning scores increased by an average of approximately 3% each time. Bors
and Vigneau used an identical version of RPM at each time point, a procedure
that is avoided in most longitudinal research studies. However, if the increased
scores were due to increased reflective learning, practice effects will be present
even when RPM are employed as two sub-sets (e.g. odd and even numbered
items) and should be considered in any analysis of results.
2.2.3 Visuo-spatial working memory
Working memory (WM) refers to a person’s ability to hold and manipulate
information mentally over short periods of time. WM capacity is limited, varies
with age, and is sensitive to individual differences. The most common model
of WM was developed by Alan Baddeley and Graham Hitch which stemmed
from the concept of short-term memory (STM), the capacity for holding, but
not manipulating, information in an accessible state, with added functions for
processing as well as storage. (Baddeley and Hitch, 1974). The Baddeley and
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Hitch model consists of three sub-components9. See Figure 2.11 for a simplified
representation of the model.
• the central executive - the attention-controlling system. The central
executive allocates tasks to the following two slave sub-components as well
as being thought to play a crucial part in problem solving and reasoning.
• the visuospatial sketch pad - controls the manipulation and storage of
visual and spatial information.
• the phonological loop - stores and rehearses sound-based information.
The phonological loop is thought to consist of two parts: The phonological
store which holds information for only a few seconds, and the articulatory
control process which is used to rehearse information. (Baddeley, 1992)
Figure 2.11: A simplified representation of the Baddeley and Hitch working memory
model (Baddeley and Hitch, 1974)
WM that is controlled by the visuospatial sketch pad is known as spatial
WM and that which is controlled by the phonological loop is classified as verbal
WM. Evidence for the presence of two, distinct subsystems within the WM
model came from Baddeley and Hitch’s research that showed that, although
performance on a variety of tasks such as comprehension and reasoning suffered
when the participant was asked to concurrently remember strings of digits, it
was by much less than was predicted. It was still possible for individuals to
learn effectively even when their ‘digit memory’ was at full capacity (Baddeley,
9Baddeley (2000) later updated the model to include an ‘episodic buffer’ which is thought
to help to make links between the other three components and to long-term memory (LTM)
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1992). These findings suggested that STM consisted of more than just one
element, and that these elements could take on different roles in tasks.
The suggestion that there are two distinct systems of working memory, spa-
tial and verbal, is well established in the literature. For example, Myerson
et al. (1999) provided evidence for separate verbal and spatial elements to WM
in adults by asking participants to perform either a digit (verbal) or location
(spatial) memory task. The participants that were asked to name a selection of
colours as a dual task performed worse on the verbal task, but not on the spatial
one, and those that were asked to point to the matching colour performed worse
on the spatial task, but not on the verbal one. Evidence for the separate na-
ture of verbal and spatial processing in WM also comes from neuropsychology.
Smith et al. (1996) used position emission tomography (PET) to show signifi-
cant differences in cerebral blood flow in the brain when undertaking a spatial
task compared to a verbal task. When participants were asked to remember
the names of four letters, the left-hemisphere of the brain was activated. When
they were asked to remember the position of four dots on a grid, the right-
hemisphere was activated. Although the tasks employed by Smith et al. may
strictly be considered STM tasks, rather than WM tasks, the study provided
strong evidence for the presence of separate neural structures for verbal and
spatial WM.
A typical WM task would require the participant to remember a string
of words, numbers, letters, or spatial positions at the same time as complet-
ing a mental processing task. Often, participants are asked to repeat the list
backwards, requiring processing over and above just remembering the list, or
are asked to answer questions about the content (e.g. which number was the
biggest?) before repeating the list back. A high WM capacity has been strongly
linked to better performance in many tasks, as well as real-life skills such as
mathematics learning (Passolunghi and Siegel, 2004) and reasoning (Kyllonen
and Christal, 1990). The following sections will elaborate on the development
of verbal and spatial WM and their links to mathematics.
Links with mathematics
To perform almost any task, including that of mathematical processing, a level
of WM capacity is required. It is therefore not surprising that links can be
found between WM and mathematical achievement (Cragg and Gilmore, 2014;
Raghubar et al., 2010). In order to successfully complete mathematical proce-
dures both at a simple and more advanced level, information needs to be held
and processed in order to arrive at a solution.
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In particular, spatial working memory (SWM) is found to correlate with
simple arithmetic skills, and more complex mathematical word problem solving.
Andersson (2007) found correlations of r = .26 and r = .35 respectively in 9-10
year old children, finding also that a measure of verbal working memory (VWM)
correlated by similar amount with arithmetic (r = .29), but by much lower with
word problem solving (r = .13). This particular SWM link to mathematics
has been studied in children and adults, often through dual task experiments in
which the participants perform a mathematical processing task at the same time
as a WM task. If the WM task interferes with performance on the mathematical
task, this is assumed to be because the mathematical task is requiring some
WM capacity. In terms of simple arithmetic in adults, there is little evidence
of a role of SWM, and the specific SWM element in children’s mathematical
processing is not fully understood. Hubber et al. (2014) investigated the role
that SWM played in mental arithmetic in adults and found that dual task
performance on the arithmetic task was affected by SWM load, particularly
when the participants were employing counting strategies, but similar effects
were also present for retrieval.
Research into the role of SWM, as opposed to VWM, and mathematics is
lacking in the literature, particularly for mathematical processes more complex
than arithmetic, and particularly for adults. One example is Wei et al. (2011)
who found correlations between SWM and advanced mathematical processing
in undergraduate students in China. The measure of advanced mathematics
included a number of high-level topics such as algebra and geometry. A regres-
sion model from the Wei et al. study showed that SWM predicted mathematical
performance over and above VWM. However, the SWM task employed by Wei
et al. simply required the participants to remember the location of a series of
dots on a grid, and not to process any information, meaning that the task could
be considered as more of a short-term memory task than a working-memory
task. Another recent study that linked more complex mathematics with SWM
measures was an investigation of whether mathematicians have superior WM
capacities in comparison to non-mathematicians (Hubber, 2016). Forty-four
adult participants (27 mathematicians) were tested on VWM and SWM. Hub-
ber found that the mathematicians scored significantly higher than the non-
mathematicians for SWM but there were no differences in VWM. This result
contradicted a number of studies which have found a general working memory
advantage for mathematics, for example Dark and Benbow (1990), but provided
evidence of an important link between mathematics and SWM.
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Viability of training and transfer
Due to measures of working memory capacity’s high correlations with perfor-
mance in a range of tasks, there has been much research interest about whether
it is possible to increase WM skills, in the hope of this leading to an increase in
the performance in more general tasks. Therefore, much of the literature sur-
rounding the viability of training WM is concerned about the ways in which the
training can be transferred to other non-WM tasks, as discussed in the previous
section relating to transfer to performance on RPM. In a review of the plasticity
of working memory capacity, Klingberg (2010) found strong evidence of training
effects. Klingberg referenced studies in which a computerised WM training task
transferred to a number of other WM tasks, and to other cognitive constructs
such as inhibition and reasoning. A number of studies discussed earlier aimed
to train performance on RPM also found that performance on working mem-
ory tasks improved, but this transfer can only be considered as very near (e.g.
Jaeggi et al. (2008)). Melby-Lerv˚ag and Hulme (2013), in a meta-analysis of 23
working memory training studies, concluded that both VWM and SWM could
be trained, but that there was only evidence for a sustained effect for SWM.
The meta analysis found no evidence of transfer of skills from the working mem-
ory tasks to other skills, putting into doubt the usefulness of working memory
training programmes for enhancing any cognitive functioning in typically devel-
oping individuals. The research literature provides strong evidence that both
SWM and VWM can be trained, as well as some evidence that this training is
durable over time. However, there is less evidence of far transfer. If the study of
advanced mathematics is to have any formal discipline value in training SWM,
it is likely that this will be from the more spatial aspects of the mathematics
syllabus.
Development
Less is known about the development of working memory in relation to the
visuo-spatial sketchpad than the phonological loop, as described in the working
memory model (Baddeley, 1992). Unsurprisingly, performance on SWM tasks
is found to increase with age, alongside increases in the other spatial tasks
discussed in this chapter. Pickering (2001) reviewed a number of studies of
children’s SWM development in which marked increases were found between
the ages of 5 and 15 on a variety of SWM tasks. It is suggested by a number
of studies reviewed by Pickering (2001) that these increases are not only due
to an increased WM capacity, but also due to attentional capacity and the use
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of more advanced memory strategies, with older children being more likely to
employ some verbal as well as visual methods when memorising and classifying
visual patterns.
As with many other cognitive constructs, SWM seems to develop at a faster
rate in childhood, and then to plateau, before declining in elderly populations
(Rowe et al., 2008). There does exist evidence that developments in SWM are
still happening during early adulthood. Zald and Iacono (1998) found that
male participants aged 20 years performed significantly better on a SWM task
compared to 14 year olds.
The large amount of literature that focuses on sex differences in the de-
velopment of all spatial skills often suggests that the observed differences are
due to differences in SWM. Kaufman (2007) found that sex differences between
students aged 16-18 on a variety of spatial measures were completely mediated
by SWM. Voyer et al. (2016) performed a meta-analysis of 98 samples of non-
clinical male and female populations aged 3 to 86 years old. It was found that a
significant male advantage was present, but that the effect size was small. Age
was also found to be a significant moderator of the effect, with sex differences
in SWM not appearing until 13 years old.
Measurement
A pure measurement of SWM is reportedly hard to achieve due to participants
tending to employ a combination of verbal and spatial strategies when memo-
rising and processing information (Pickering, 2001). Hitch et al. (1988) studied
SWM in young children and found that only the youngest children (five to six
years old) displayed impaired performance when the task was manipulated to be
more confusing with the use of visually similar stimuli. Hitch et al. suggested
that this was because the youngest children were relying heavily on their visuo-
spatial sketchpad capacity, whereas the older children were also using resources
from their phonological loop.
The most common form of SWM task involves a participant being asked to
memorise a sequence of locations of an object in order, which requires short-
term memory, at the same time as performing some kind of processing task.
This processing task can be spatial or non-spatial but its additional presence
is what makes the task a measure of working memory, rather than just short-
term memory. A participant’s working span is commonly calculated as the
longest chain of items that they can reliably remember. Traditionally, working
memory tasks consist of presenting participants with increasingly longer lists
of items, with the task cutting off when a predetermined number of mistakes
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are made. However, this method may not encapsulate an individual’s capacity
completely accurately. Another method is to present all of the lengths of lists of
items randomly to the participant, and then calculate the number of correctly
remembered lists. Chapter 4 details this method that was employed for the
research of this thesis.
2.2.4 Spatial visualisation
The definition of spatial visualisation would very likely include the skills of men-
tal rotation, spatial reasoning, and perhaps even spatial working memory. In
the research literature, these things are not always referred to as separate con-
structs, and the definition of spatial visualisation is not clear-cut. For example,
one definition is provided by Salthouse et al. (1990):
“... the mental manipulation of spatial information to determine
how a given spatial configuration would appear if portions of that
configuration were to be rotated, folded, repositioned, or other- wise
transformed” (Salthouse et al., 1990, p. 128).
This definition would certainly include elements of all of the spatial skills
previously discussed in this chapter. Spatial visualisation could be thought of
as the ability to use all of these successfully in conjunction with one another.
Therefore, much of the relevant research has already been discussed in previous
sections.
Links with mathematics
The ability to visualise a situation spatially is something that many mathemati-
cians claim to be the key to understanding complex and abstract concepts. In
the teaching of mathematical concepts to children, such as fractions, successful
learning activities often involve an element of representing the ideas in pictures
and diagrams. The way in which children of different abilities used spatial vi-
sualisation in solving mathematical problems was investigated by van Garderen
(2006). The author found that the most mathematically gifted students per-
formed best on a measure of spatial visualisation, and that the use of visual
images was positively correlated with higher mathematical word problem solv-
ing performance. Tolar et al. (2009) developed a structural model of students’
algebra achievement which considered a number of cognitive abilities and arith-
metic skills. The authors found that performance on a 3D spatial visualisation
task explained some of the variance of both algebra achievement, and SAT-M
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scores10. The effects of working memory on these higher-order mathematical
measures was mediated by 3D visualisation and computational fluency. These
research studies confirm that the ability to visualise situations spatially is of
benefit when attempting to solve mathematical problems, and this is linked
more strongly with higher-order mathematics as opposed to arithmetic skills.
Viability of training and transfer
A small amount of research has been conducted into the potential training of
spatial visualisation skills through the study of academic subjects (Blade and
Watson, 1955; Burnett and Lane, 1980). The literature is dated, but is partic-
ularly relevant to this thesis, and to the theory of formal discipline. Blade and
Watson (1955) tested 89 engineering students’ spatial visualisation skills before
and after one year’s study, and 46 of these students again at the end of their
four-year course. The same test was also given to 77 non-engineering students
who acted as a control group. Blade and Watson found that the engineering
students’ spatial visualisation scores improved approximately three times more
than the control group after one year of study. This finding was replicated in
another group of 593 engineering students at another university, confirming that
the effect was not due just to a particular teaching style. The 46 students who
took the test a third time, after four years, maintained the accuracy rates that
they had displayed after one year. This suggests that the training was durable,
but does bring into question why no further gains were seen after an additional
three years of study.
Burnett and Lane (1980) tested 142 college students’ spatial visualisation
skills before and after two years of study. The task used was the Guildford-
Zimmerman (G-Z) Spatial Visualisation Test, designed to measure “the process
of imagining movements, transformations, or other changes in visual objects”
(Guildford and Zimmerman, 1948). As well as completing the spatial visu-
alisation task, the students also reported the college courses that they were
studying. Burnett and Lane found that the students who studied mathematics
and physical sciences improved significantly in terms of their scores on the pre-
and post-test, whereas those students who were studying humanities and social
sciences did not. Burnett and Lane also performed a multiple regression to pre-
dict the gains in spatial visualisation scores, with number of courses taken in
each academic area as predictor variables. The only variables found to be sig-
nificant in the model were the number of mathematics courses, and the number
of engineering laboratories.
10Scholastic Assessment in Mathematics
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Both the Blade and Watson (1955) and the Burnett and Lane (1980) studies
provide evidence for the viability of training spatial visualisation skills, and for
far transfer from academic subjects. In the discussion of both studies, the au-
thors made an attempt to hypothesise about what elements of the courses that
showed an effect were responsible for the training. Blade and Watson suggested
that one aspect in common to all the engineering students was thier experience
in mechanical drawing. Burnett and Lane suggested that the observation of the
predicting power of the number of mathematics courses taken was the common
element responsible, and that this could also explain the findings of Blade and
Watson as these students that shared the mechanical drawing experience would
also have had a large amount of exposure to mathematics. More recently, Sorby
(1999) reported on a pre- and post-testing of engineering students on spatial
visualisation skills after studying a variety of graphic design modules, similar
to the mechanical drawing described by Blade and Watson. Sorby found that
the students who had spent more time sketching designs by hand, rather than
using computer simulations, improved most in their spatial visualisation per-
formance. This provides further evidence for the potential far transfer of skills
from education to more general spatial skills.
Development
The development of spatial visualisation skills is understandably very closely
linked to the development of the more fine-grained spatial skills such as rotation
skills, and spatial working memory (Sorby, 1999). These constructs develop with
age, and sex differences at different ages have been reported (Rowe et al., 2008;
Levine et al., 1999). It is suggested by research that children are able to cope
with 2D spatial visualisations sooner than they are 3D ones (Sorby, 1999), and
that the skill declines in older adults, with 60 year olds performing 1-2 standard
deviations below the performance of 20 year olds (Salthouse et al., 1990). Again,
this is consistent with other constructs such as working memory.
Measurement
The most commonly used measures of spatial visualisation involve a process of
mentally rotating, folding or cutting an object, and imagining what the resulting
object would look like. Figure 2.12 illustrates two examples of a folding task.
For the first task, the participant is required to state which of the 5 images
on the right would be the result of printing the dot by folding the paper, the
correct answer being C. The second task would ask which of the edges 1-5 of the
2D net correspond with which edges A-G of the 3D shape. Another commonly
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Figure 2.12: Examples of folding spatial visualisation tasks. For the paper folding task,
the correct answer would be C, and for the surface development task, an example would
be that edge 5 corresponds to edge F.
used task of spatial visualisation is the DAT:SR11 which is illustrated in Figure
2.13.
Figure 2.13: An example of an item from the DAT:SR. The correct response would be
D.
Here, the participant is required to fold the 2D net into a 3D shape mentally,
and then select the correct image from the choices on the right. The correct
answer is D. The DAT:SR has, from a variety of spatial tasks, been found to be
the best predictor of success in an engineering university course (Medina and
Sorby, 1998). The spatial visualisation task used in Study One of this thesis
(see Chapter 4) uses a task very similar to the DAT:SR, adapted from the same
Project TALENT booklet of tasks as the 2D rotation task (Wai et al., 2009).
11Differential Aptitude Test: Spatial Relations.
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2.3 Classification of spatial skills
Establishing a clear typology of spatial skills is not a straightforward task. Past
research has strived to identify distinct sub-skills within the construct through
exploratory factor analysis, some identifying as many as ten sub-skills (although
intercorrelations between these are very high), and some identifying just one
general spatial factor (Guttman et al., 1990). Uttal et al. (2013a) argue that
the reason that this exploratory factor analysis approach has failed to be suc-
cessful in establishing a clear and agreed-upon typology is that “tests of spatial
ability did not grow out of a clear theoretical account or even a definition of
spatial ability” (p. 353). Uttal et al. therefore proposed a typology built on
linguistic, cognitive, and neuro-scientific evidence, placing spatial sub-skills, and
their related tasks, along two dimensions: intrinsic vs. extrinsic, and static vs.
dynamic. Figure 2.14 illustrates this.
Figure 2.14: A suggested typology of spatial skills (Uttal et al., 2013a)
Intrinsic spatial tasks focus on the the spatial characteristics within an ob-
ject, and extrinsic tasks on the spatial relationship between objects. Static tasks
involve no movement, whereas dynamic tasks do. The following sections will
discuss how the four spatial sub-tasks used in this thesis might be classified in
this typology.
2D rotation task
This task is clearly dynamic, as the movement of rotation is required, and as
only one object needs to be considered, it can be classified as intrinsic, placing
it in the bottom left corner.
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Spatial reasoning task
The matrix reasoning task used involves no movement of objects, and therefore
is static in nature. As with the rotation task, there is no requirement to consider
the spatial relationship between objects, as there would be in an example such
as a map reading task, and therefore would also be classified as intrinsic. How-
ever, the matrix task does involve an element of comparison between objects in
relation to their spatial features, and so is not as clearly defined by the 2 × 2
typology.
Visuo-spatial working memory task
This task is also a little difficult to define with the typology proposed by Uttal
et al. (2013a), most likely owing to the fact that it is very much a memory
task as well as a spatial task. Participants are not required to perform any
movement of objects, making it a static task. However, whether or not the
task should be classified as intrinsic or extrinsic is, in part, dependent on how
it is assumed that the participant approaches the task. It could be the case
that an individual would memorise the position of each dot alone, and therefore
intrinsically (although even this would be expected to be in the context of the
spatial relationship between the dot and the grid). What is more likely is that
the participant would consider the spatial relationship between the dots in order
to aid the memorisation of them, making the task extrinsic.
Spatial visualisation task
The spatial visualisation task required participants to mentally manipulate a
2D net into a 3D shape, making it dynamic in nature. As only one object, and
its internal spatial features, was under consideration, the task can be classified
as intrinsic.
Figure 2.15 illustrates where the tasks used in this thesis might be placed
on the typology suggested by Uttal et al. (2013a).
It can be seen from Figure 2.15 that the tasks of this thesis cover the span of
the typology very well, with the exception of the inclusion of an dynamic extrin-
sic task. In terms of the focus on the theory of formal discipline, the transfer of
skills from school mathematics, and the mechanisms through which this might
be possible (see Section 1.6), this exclusion is justifiable. Uttal et al. (2013a) de-
scribe tasks within the ‘dynamic extrinsic’ category as “thinking about how ones
perception of the relations among objects would change as one moves through
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Figure 2.15: Placement of the tasks of this thesis on the typology proposed by Uttal
et al. (2013a)
the same environment” (p. 354), or “visualising an environment in its entirety
from a different position” (p. 355). These types of skills, and their related tasks,
would be expected to have very little measurable relationship with the learning
of school mathematics, and no explainable mechanism through which one could
influence the other. In conclusion, the tasks chosen for use in this thesis span a
theoretically complete space as defined by this 2× 2 typology.
2.4 Overview – Spatial skills, training, mathe-
matics and research questions
The literature reviewed in this chapter regarding the measurement of different
spatial skills, their development, and training and transfer potential, reveals a
number of common findings. The training potential of all of the skills discussed
is agreed to be relatively high, but the transfer of training in one construct
to performance in another is less evidenced. Uttal et al. (2013a) conducted a
meta-analysis of 217 spatial training studies in order to determine the magni-
tude, moderators, durability, and generalisability of the training. Uttal et al.
found that spatial skills were moderately malleable, with training resulting, on
average, in improving task performance by half a standard deviation. Com-
bined with data from the Wai et al. (2009) study of spatial skills as a predictor
of future success in STEM careers, in which it was found that individuals with
degrees in engineering had spatial skills 1.58 standard deviations above the gen-
eral population. Uttal et al. (2013b) calculated that this improvement of half a
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standard deviation after training would, if implemented in all American schools,
lead to a doubling of the number of engineers in America. This calculation does
assume a causal relationship between spatial training and STEM attainment
which may not be the case.
In terms of durability of training, Uttal et al. (2013a) found evidence of
similar effect sizes at immediate post-test and at delays of one week and one
month. Of the studies included in the meta-analysis that made some attempt
at transfer, there was an average improvement of around half a standard de-
viation on the transfer task(s). A distinction was made between those studies
that attempted near transfer and those that attempted far transfer. The effect
sizes for both types of transfer differed significantly from zero, suggesting that
both near and far transfer were possible. The findings of the meta-analysis
challenge the general view that spatial training can only lead to very limited
transfer. A number of the studies that provided evidence for far transfer were
from an educational setting, essentially testing the formal discipline potential
of the study of particular academic subjects. Some features of the studies that
displayed far transfer were identified by Uttal et al. as more intensive training
sessions and longer training sessions. In the studies that compared performance
across males and females, a male advantage was found in all of the results.
However, the effect sizes for the improvements after training were similar for
both sexes. Uttal et al. also found that the malleability of spatial skills was
not significantly different for children, adolescents, or adults. However, as this
comparison could only be made across studies, as very few involved children
and adults, factors such as differences in study design and outcome measures
could have contributed to this non-significant finding.
From this extensive meta-analysis, it can be concluded that spatial skills can
be trained, transferred, and that the effects are durable (Uttal et al., 2013a),
and longitudinal data has shown that higher spatial skills in early life lead to
successful careers in STEM areas (Wai et al., 2009). A key consideration is
therefore how to connect these two features, and incorporate spatial training
into existing educational settings. A number of approaches have started to be
developed for this purpose, for example CogSketch (Forbus et al., 2011), an
education tool that uses sketching to encourage spatial development, a concept
based initially on a successful training programme with engineering students
(Sorby, 2009). Studies One and Two of this thesis investigate the potential
that an advanced mathematics course has in terms of training spatial skills.
The literature reviewed in this chapter has established that a certain amount
of training is possible, and that mathematics achievement and spatial skills are
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closely linked. An A level12 mathematics qualification in England is required to
include a number of aspects that may have the potential to train spatial skills,
for example:
• reason logically and recognise incorrect reasoning,
• draw diagrams and sketch graphs to help explore mathematical situations
and interpret solutions, and
• make deductions and inferences and draw conclusions by using mathemat-
ical reasoning (Department for Education, 2014a).
Students that take an A level mathematics qualification are required to sit
examinations in a combination of modules in four main strands:
• Core: the fundamental building blocks of the subject, e.g. algebra, geom-
etry and calculus
• Mechanics: forces, energy and motion
• Statistics: probability, data handling and hypothesis testing
• Decision: networks, algorithms and sorting
Figure 2.16: An example of an assessment item from a Core module
All of these modules have some potential to train spatial skills, whether it be
in a more general reasoning capacity, or development of visualisation skills and
12In the case of Study One of this thesis, some students took A level mathematics, and
some the International Baccalaureate, which consists of much of the same content.
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representing situations in a spatial manner. Figure 2.16 shows an example of an
item from the assessment of a Core module that is compulsory for all students.
Although this item does not specifically require the candidate to sketch the
situation, representing and visualising the problem spatially would be of great
benefit when attempting to solve it.
The remainder of this thesis details the design and execution of three studies
of advanced mathematics’ potential to train spatial skills. Throughout this
thesis, the label ‘mathematician’ will be used to describe a student that has
chosen to study advanced mathematics, as opposed to a student who has not
chosen to study the subject, referred to as a ‘non-mathematician’. The research
questions that the studies aim to provide evidence for are as follows:
1. Do mathematicians perform better on spatial tasks?
2. Is there evidence of developmental differences 13 between mathematicians
and non-mathematicians?
A relatively large amount of literature that has been discussed so far has
shown that mathematics achievement has positive correlations with performance
on spatial tasks, and therefore it would be expected that the answer to the first
question will be positive. The answer to the second question is less apparent.
There is evidence that spatial skills are malleable, and that interventions, some
educational, can have an effect. However, the results of these intervention stud-
ies vary, and it is not clear what aspects of them lead to successful and durable
transfer. If the answer to the second question is positive, this would provide
evidence for the formal discipline value of advanced mathematical study. Oth-
erwise, if not, then an alternative hypothesis must be considered: that there
is a filtering effect that results in individuals with higher levels of spatial skills
being more likely to enrol themselves into advanced mathematics education.
13Developmental differences, in this context, refer to differences in the way that spatial skills
develop during advanced study
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Chapter 3
Study design and
methodology
The remainder of this thesis is comprised of discussions of three studies which
explore the relationship between advanced mathematical study and spatial skills
in regard to the issues that have been raised in the previous literature review
chapters.
The validity and generalisability of a study is directly affected by the way
in which it is designed and carried out. It therefore is essential to clearly out-
line the methodology employed throughout this thesis prior to describing the
studies in full. This chapter will discuss experimental and quasi-experimental
designs, cross-sectional and longitudinal designs, and the implications of using
them. Statistical methods for analysing data will also be discussed in terms of
interpreting the results in a meaningful way.
3.1 Experimental and quasi-experimental design
The main two studies of this thesis follow a quasi-experimental design, and the
last is experimental, with both designs having implications for the conclusions
that can be legitimately drawn from the data. The following sections discuss
the details of these implications.
The ultimate aim in designing an experiment is to be as confident as possible
about the conclusions that are drawn from it. This means being sure that what
was measured was truly the variables that were intended to be measured, and
that no other variables had an effect on the results. This strength of validity1
1Validity refers to the extent to which the effects observed in a study are due to the
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in a research study is only possible through a properly controlled, and strictly
experimental design. However, for much of education research, a strict experi-
mental design is not possible. For example, in order to measure the effect that
one year of schooling had on a group of 12 year olds, it would be necessary to
compare with a statistically identical group of 12 year olds that did not attend
school for a year. This is clearly an unethical design, and such a group would
be impossible to source. Due to this common setback, much quantitative edu-
cation research follows a quasi-experimental design which, when implemented
appropriately, can still be relied upon to draw certain conclusions.
The intention of a properly designed experiment is to isolate the independent
variable (IV) of interest in order to observe the effects of any changes in this
variable on another variable, or variables, which are dependent (DV). In the
context of the main analyses of this thesis, the independent variable of interest
was ‘learning mathematics’ and the dependent variables were the measures of
spatial skills, as described in Chapter 2.
The key difference between experimental and quasi-experimental design is
the random allocation of participants to the experimental and control groups.
In the case of a pure experiment, the act of randomisation is essential for estab-
lishing a cause-effect relationship between the variables, and for determining the
true magnitude of the effectiveness of the IV on the DV. When participants are
randomised, it is reasonable to assume that any changes in the DV, from one
time point to another, observed in the experimental group but not the control,
are due only to the variable that has been experimentally manipulated. Figure
3.1 illustrates the classic experimental design.
Figure 3.1: The classic experimental design
When participants are randomly assigned to the experimental and control
groups, any differences between the groups will be random. However, when
manipulation of the independent variable and not some other factor, and how generalisable
the findings are to the population at large
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participants are not randomly assigned to either group, there is a risk that the
two groups will differ in some systematic way that is associated with the in-
dependent variable. In this quasi-experimental case, it is possible to identify
associations between the intervention and the post-test data, but not to com-
pletely rule out the possibility that the observed differences are due to some
confounding variable. The following section describes some of these threats to
validity that could occur in a quasi-experimental study. All of these have been
taken into consideration in the design and interpretation of results in this thesis,
and the more relevant of these are discussed in more detail in Section 3.1.2.
3.1.1 Threats to internal validity
History effects
History effects refers to the influence of events that have not been factored into
the experimental design during the intervention period. For example, the devel-
opment of spatial skills over time may be affected by some of the other school
subjects being studied at that time, not only mathematics. The mathematics
students are more likely to have been studying complementary subjects such
as physics and chemistry and therefore any effect that these subjects had on
spatial skills would be observed only in the mathematicians, but would not be
directly due to the study of mathematics.
Maturation effects
Maturation effects are due to natural developmental changes that happen over
time, with or without the introduction of an intervention. It is important to
consider whether there is any reason that the spatial skills development of math-
ematicians would be expected to be different to that of non-mathematicians.
Statistical regression
If participants display extreme results at one measurement, over time, they will
tend to regress towards the mean for the second measurement. This effect is
discussed further in Section 3.1.2.
Selection effects
Selection effects are due to pre-existing differences between the intervention
group and the control group. In a cross-sectional quasi-experimental study,
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without random allocation of participants, this cannot be avoided entirely. Com-
monly, however, groups are matched on appropriate variables in order to try and
minimise selection effects.
Attrition
In a longitudinal study, attrition is the effect of unequal drop-out rates in the
intervention and control group. For example, if the participants that were not
available to be tested at Time 2 had lower levels of motivation, and the drop-
out rate for non-mathematicians was higher, this could disguise or create a
between-group difference.
Hawthorne effects
Hawthorne effects occur when the participants are aware that they are involved
in an evaluation, and that they are members of either the intervention or control
groups. To avoid Hawthorne effects, it is very important to make sure that the
participants are as blind as ethically appropriate to the nature of the research
question and that experimenter bias is avoided.
3.1.2 Possible outcomes of a quasi-experimental interven-
tion study
For a quasi-experimental design, it is assumed that the groups might not be non-
equivalent prior to the intervention, and therefore the results must be interpreted
in a different way to that of pure experimental data. The following figures
illustrate some of the possible outcomes from a quasi-experimental intervention
study involving two groups at two time points.
Outcome One
In the case illustrated in Figure 3.2, there are pre-test differences present be-
tween the two groups. In terms of the focus of this thesis, this would represent
the situation in which the students that had chosen to study advanced math-
ematics displayed higher levels of spatial skills prior to any intervention. The
spatial skills of the intervention group increase, whereas the control group show
no change. At a first glance, it would be intuitive to interpret this result as
an effect of the intervention but it is important to consider other possible ex-
planations that the data are particularly susceptible to in quasi-experimental
design. A possible alternative explanation for this pattern of results is that of
maturation effect. This would be a case in which the intervention group were
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Figure 3.2: Outcome 1: the intervention group shows a small advantage at pre-test
and an increase after the intervention period. The control group show no changes.
maturing at an increased rate in comparison to the control group and therefore
the increase would have been observed only in one group, with or without the
intervention. In the case of this thesis, this would mean that the spatial skills
of the students that had chosen to study advanced mathematics were develop-
ing at a faster rate than those that had chosen to study other subjects, due
to some extraneous variable, confounded with choosing to study mathematics.
One possibility in this particular case could be general intelligence. The effects
of other non-confounding extraneous variables can be ruled out in the case of
outcome 1, in which the control group shows no change, as these effects would
be observable in both groups. It is also possible that the observed change in the
intervention group is due to some history effect: events that the intervention
group, but not the control group, were exposed to during the intervention period
that have had an effect on their spatial skills. There are a number of possible
history effects which could affect the studies of this thesis that are due to the
quasi-experimental nature of the research. For example, the students that chose
to study mathematics might have been more likely to have also chosen other
scientific subjects such as physics and chemistry, or the students might have
experienced differences in the way in which teachers and/or family supported
their academic career, affecting their motivation regarding their school work.
The effect seen in outcome 1 is unlikely to be due to statistical regression as the
control group show no movement towards a shared mean.
Even with consideration of the possible confounds that might result in an
outcome such as in Figure 3.2, if the data showed this pattern, the possibility
of an effect of the intervention could also be a valid conclusion.
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Outcome Two
Figure 3.3: Outcome 2: the intervention group shows a small advantage pre-test which
is still present post-test. Both groups increase from pre- to post-test.
In the situation illustrated in Figure 3.3, both groups increase from pre-test
to post-test. The differences between the groups that are observed at pre-test,
and at post-test, shows that the development of the DV previous to this testing
was not equal, suggesting maturation effects already. At post-test, both groups
have increased on the DV, the intervention group slightly more than the control
group. This sort of pattern could very easily be explained by maturation effects,
and even history effects, as explained above.
The pattern seen in outcome 2 could also be explained by attrition, or pos-
sibly Hawthorne effects. Attrition would be present if there was a tendency for
students that were lower scoring on the spatial skills measure to drop out of the
study at a higher rate. An analysis of only the students that participated at
both pre-test and post-test, as a longitudinal design, would eliminate the risk
of this. Possible Hawthorne effects may be an explanation of the observed data
if the mathematics students were made aware of the links between spatial skills
and mathematics learning and the justification for the study and, for this rea-
son, practiced and developed their skills more than the control group through
the intervention period, outside of their mathematics lessons. As with outcome
1, it is unlikely that this result could be explained by statistical regression.
Outcomes Three and Four
In both outcomes 3 and 4 (Figures 3.4 and 3.5), one group scored higher than
the other at pre-test but, by post-test, the groups are more similar. These
could both be examples of statistical regression and are situations which must
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Figure 3.4: Outcome 3: the intervention group score higher than the control group
pre-test, but decrease to a more similar level by the post-test
Figure 3.5: Outcome 4: the control group score higher than the intervention group at
pre-test, but decrease to a more similar level by the post-test
be treated with much caution when looking at the relationship between the DV
and IV in a quasi-experimental design. In terms of this thesis, outcome 3 is much
more of a likely situation considering the literature, with the mathematics group
scoring higher on spatial skills than the non-mathematics group at the pre-test
stage. The apparent observed increase in skills for the control group after the
intervention can be attributed simply to a movement toward the population
mean.
Outcome Five
Figure 3.6 represents the strongest evidence for an effect of the intervention in
a quasi-experimental study. Here, the intervention group start at a lower level
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Figure 3.6: Outcome 5: the control group does not change. The intervention group
score lower than the control, but score higher at the post-test point
of the DV pre-intervention, and end higher, with the control group showing
no change. This can be referred to as a ‘cross over effect’. It is possible to
argue that this pattern could be a result of a maturation effect, where the
intervention group started with lower levels of the DV but are more quickly
affected by the intervention than the control group. This argument would be,
however, quite implausible, and this pattern of results seen here cannot easily
be attributed to any threats to internal validity. However, for any intervention
being studied, it is unlikely that the expectation would be to see such a clear
effect. In the case of measuring spatial skills, it would not be expected for the
mathematicians to display lower levels of ability at a pre-test point, making this
outcome improbable.
3.2 Cross-sectional and longitudinal designs
The two main studies that make up this thesis differ in their design and each
have advantages and disadvantages in terms of methodology and the potential of
drawing conclusions from the data. Both Study One and Study Two investigate
developmental changes over time. Study One follows a cross-sectional design,
where two groups are compared between subjects, whereas Study Two makes
a similar comparison in terms of the variables measured, but within the same
group of students at two time points. Both the cross-sectional and longitudinal
studies of this thesis are of a quasi-experimental design and, therefore, interpre-
tation of results must consider the points in the previous section. This section
will describe some of the features, strengths, and weaknesses of cross-sectional
and longitudinal design.
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A cross-sectional design gives an opportunity to collect a large amount of
data within a relatively small time-frame, allowing a number of variables to be
tested within samples of populations. A snapshot of two population samples, at
two different developmental points, allows a convenient way for hypotheses to be
tested, but the conclusions that can be drawn are limited. Although every effort
should be made to ensure that the two samples are comparable, inevitably there
will be differences that will affect the results, and that are difficult to control
for. The most prominent of these effects is what is known as the ‘age-cohort
effect’. Because a cross-sectional study looks at different groups of individuals,
or different cohorts, it cannot be assumed that the two (or more) cohorts have
had the same experiences. A cross-sectional study could measure, for example,
the level of intelligence in two cohorts — one of age 25, and one of age 50, to
investigate how intelligence changes over time. If the 50 year olds scored lower
than the 25 year olds, it might be concluded that intelligence decreases over
this developmental period. However, these differences could be attributed to
many other factors that relate to the different experiences that the cohorts will
have had. For example, the 50 year olds will have been schooled through a very
different education system, and will have had much less access to technology
than the 25 year olds. The fact that these confounding age-cohort effects exist
in cross-sectional studies means that limited conclusions can be made about
the effects of developmental age on a dependent variable, although many of
these effects can be assumed to be very small if the two cohorts are similar
in age. Other ways in which the cohorts differ may be due to factors such as
sampling technique, motivation, Socioeconomic status (SES) background, and
are all confound threats to the validity of the study.
A longitudinal study design measures a variable in the same cohort at dif-
ferent time points and is therefore immune to age-cohort effects. Cause and
effect relationships between variables can be more easily identified than with a
cross-sectional design and therefore present a more valid assessment of devel-
opmental changes. A quasi-experimental longitudinal study will, of course, still
be vulnerable to many of the confounding factors previously discussed. In ad-
dition, there are some particular aspects of using a longitudinal design that can
be disadvantageous. As the same group of participants are required to perform
the same task twice or more, possible testing effects must be taken into account.
The results of the second time point might be directly affected purely by the
fact that the participants took part in the Time 1 testing. Another aspect to
consider is the vulnerability to drop-out. A number of the participants that
were involved in the study at Time 1 will not be available to be tested again at
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Time 2, for a variety of reasons. A smaller pool of participants at Time 2 is not
only a problem because of the reduced numbers, affecting the statistical power,
but also because of the specific reasons that the participants dropped out. For
this reason, it is vital to compare the drop-outs with those that remain in the
study to ensure that the drop-outs have not produced a bias in the data.
3.3 Bayesian statistics
Another plausible result of an intervention study is illustrated in Figure 3.7. In
this case, both groups improve on the DV at the same rate.
Figure 3.7: The control group and the intervention group improve at the same rate
Classical statistical methods do not have the capacity to satisfactorily test
for this non-effect with p-value significance testing, but Bayesian statistics offers
an alternative to this more common frequentist approach. It is based on the
idea of adjusting the existing probability of a certain belief, or ‘state of nature’
being true, based on additional evidence. In essence, the concept is based on
the calculation of a Bayes Factor (see Figure 3.8). Here, H0 represents the null
hypothesis and H1 the alternative.
Figure 3.8: Calculation of a Bayes factor
Although Bayesian statistics can be traced back to Thomas Bayes’ work in
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the late 1700s, its use as an alternative to the frequentist approach has only
been prominent since the 1950s and onwards.
3.3.1 How the Bayes factor works
Prior beliefs about hypotheses are updated to posterior beliefs about the hy-
potheses through an ‘updating factor’ which takes into account the probabilities
of the new data occurring, given the assumption of the alternative (H1) and the
null (H0) hypotheses. This ‘updating factor’ is known as the ‘Bayes factor’ and
provides information about the extent to which one should adjust one’s belief
about either hypothesis in light of the new evidence. From Figure 3.8, the pos-
terior beliefs are calculated using both the ‘predictive updating factor’, or Bayes
factor, and some prior beliefs about the hypothesis.
Figure 3.9: An illustration of prior density (dashed), additional data (dotted), and
posterior density (solid)
Figure 3.9 illustrates the way in which Bayesian statistics works. The dashed
line represents the prior density, which is based on previous data of beliefs. In
the example, the prior belief is that the true value is between -4 and +4, and
that zero is the most likely value. The additional data (dotted) gives further
information: that the true value is between -2 and +5, and that the most likely
value is around 2. Bayesian statistics works by using a combination of all of
this information to update to a new, better informed belief that is represented
by the solid line. The resulting posterior density covers a narrower range of
possible values, meaning that one can be more confident that the true value is
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close to the most probable value (approximately 1 in this example). In addition,
Bayesian statistics recognises that the strength (represented by the narrowness
of the curve) of the prior density is less than that of the additional data, and
therefore gives this less weight when calculating a posterior density.
3.3.2 Bayesian statistics and null hypotheses
Because the Bayes factor is concerned with the evidence that exists for both
H0 and H1, it possesses the great advantage over traditional p-value testing of
providing evidence for a null hypothesis as well as against it. If, for example,
a frequentist statistician was to hypothesise that there was no link between
two variables, a p-value of more than 0.05 would be a suggestion that the null
hypothesis should not be rejected, but would not provide any evidence for ac-
cepting it, or any information about how likely it is that there is, in fact, no
link. However, if a Bayesian statistician was to have a prior belief that there
was no link between these variables (that the prior density was centred at zero),
a Bayes factor calculated from the additional data, and the resulting posterior
density, would tell the researcher more about the probability of the effect being
zero. The size of the Bayes factor, and the narrowness of the posterior density,
would determine how strong the evidence was. For instance, if P (data|H1)P (data|H0) is
substantially less than 1, then this provides evidence in favour of H0.
3.3.3 Criticism of Bayesian statistics
The main difference between Bayesian approach and a frequentist approach is
the use of prior belief, as well as current data to reach conclusions. This aspect
of the approach leads some critics to reject it as subjective. Two researchers,
starting from different places in terms of their prior beliefs, would reach differ-
ent posterior densities from the same data set. The counter-argument to this is
twofold. Firstly, prior density beliefs should be based on the most well-informed
and robust data possible and therefore should not differ drastically between re-
searchers. Secondly, as Bayesian posterior densities are calculated again and
again with additional data, the original prior belief loses the weight of its in-
fluence, eventually moving towards a consensus being reached, in spite of the
researchers’ prior beliefs. In fact, it could be argued that, in the case of differing
opinions between researchers, Bayesian statistics would be the most rational way
in which to interpret any new data. Each researcher would be provided with
information about to what extent, and in which direction, they should update
their beliefs. Ultimately, a repeated calculation of posterior densities, based on
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additional data, will move everyones’ beliefs towards the ‘truth’.
3.3.4 Interpreting the outputs of Bayesian statistics
More recent advances in statistic software have meant that Bayesian statistics
have become the preferred statistical method in many research areas. The
software employed to perform Bayesian statistics with the data in this thesis,
JASP (Wagenmakers and Jove, 2016), offers a number of output plots that can
be used to interpret the data. Figure 3.10 shows an example of a plot of prior
and posterior densities.
Figure 3.10: An example prior and posterior density plot
Here, two Bayes factors are calculated. BF10
2 informs as to what extent
belief should be shifted towards the alternative hypothesis, and BF01
3 towards
the null hypothesis. The additional data that the Bayes factor has been calcu-
lated from in this case provides strong evidence for the alternative hypothesis.
A Bayes factor of 1 < BF < 3 is considered anecdotal evidence, 3 < BF < 10
moderate evidence, and BF > 10 strong evidence (Jarosz and Wiley, 2014).
2BF10 =
P (data|H1)
P (data|H0)
3BF01 =
1
BF10
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Figure 3.11: An example of a Bayes factor robustness check
Figure 3.11 illustrates the way in which the strength for H0 and H1 changes
dependent on the prior width that is specified. The prior distribution of effect
sizes is typically modelled as a Cauchy width, with a median of zero and a given
width parameter (often set as a default of 0.707). One way of interpreting the
Cauchy width is as a definition of the alternative hypothesis: the larger the
prior width, the more likely it is that there will be an effect size further away
from zero.
A combination of p-value testing and Bayesian statistics are used throughout
this thesis to analyse most appropriately the data collected in relation to the
research questions described in Chapter 2. The next chapter introduces and
discusses Study One which approaches these questions using a cross-sectional
quasi-experiment.
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Chapter 4
Study One — A
cross-sectional study of
spatial skills pre- and
post-A-level mathematical
study
4.1 Introduction and theory
UK government policymakers support the idea that more students should study
mathematics to an advanced level, partly due to the wider cognitive benefits
that are associated with it, but there is surprisingly little scientific evidence
to support this rationale. This study aims to assess whether the study of ad-
vanced mathematics has any effect on the development of cognitive constructs,
specifically spatial skills, which are closely linked to mathematical abilities.
The acquisition of spatial skills follows a developmental pattern similar to
that of many other cognitive constructs and can be reliably measured at a very
young age and followed through into adulthood. An individual with a high level
of spatial ability will have enhanced skills in remembering, manipulating, and
reasoning about spatial information. Spatial skills are considered separate to
other skills such as IQ, or memory abilities, and have only relevantly recently
been of interest to education policy makers (Lubinski, 2010; Ministry of Edu-
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cation, 2014; Uttal and Cohen, 2012). Being in possession of a high level of
these skills has the potential to affect mathematical achievement, from internal
spatial representations of number lines (SNARC, see Dehaene et al. (1993)), to
the ability to visualise and understand situations 3-dimensionally, to the skill
of holding and manipulating spatial information successfully (known as spatial
working memory (SWM)). These constructs can be measured using a variety of
computerised or pen-and paper tasks. These tasks require the maintenance and
manipulation of spatial information (the role of SWM) as well as more general
spatial reasoning skills. SWM is limited and varies individually, but is thought
to peak at 18-25 years and is of limited capacity (Baddeley, 1992). As well as the
observable fact that many elements of mathematics have a spatial component,
for example comparing areas, or geometry, a number of studies have claimed
that training spatial skills can, in fact, improve mathematics ability. Cheng
and Mix (2014), for example, found that training 6-8 year olds on 3D rotation
activities improved their arithmetic skills, particularly for missing number prob-
lems (e.g. 4 + = 7), and Holmes et al. (2008) found that performance on a
spatial reasoning task was a strong predictor of mathematical achievement for
7-10 year olds. Early spatial abilities have also been found to predict future suc-
cess in STEM (science, technology, engineering and mathematics) careers, over
and above the verbal and numerical skills that are more commonly monitored
in schools (Wai et al., 2009). This finding is of importance when considering
the next generation of potential scientists and engineers. Early identification in-
creases the potential for fostering and strengthening the development of relevant
skills.
In the UK, children are expected to study mathematics up to year 11 (15-16
years old) and to sit a GCSE (General Certificate of Secondary Education) in
order to receive a grade from A*-G, where below G is a fail1. After this point,
students may choose to continue studying a number of subjects to a higher level.
This non-compulsory stage of education is the focus of this study. The main
syllabus studied in the UK, AS and A levels, award students with a qualification
after one or two years of study. The International Baccalaureate (IB) system is
becoming more common recently and of the participants involved in this study,
all of the years 12s were planning on studying a combination of AS and A level
subjects, whereas the undergraduates had studied a mixture of AS/A levels and
IB.
1At the time of writing this thesis, the GCSE system was being reformed in a number
of ways, including a change to the grading scale to include an additional grade point to
distinguish students’ achievement better.
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The importance of spatial skills throughout education, particularly in rela-
tion to mathematics and in identifying STEM leaders is clear from the literature.
What is now an important question to ask is what aspects of the curriculum are
supporting the development of spatial skills, and whether they can be improved
through education. The potential of training spatial skills has, in the past, had
little research attention but, more recently, since psychologists have come to
believe that certain cognitive constructs are less fixed than previously thought,
the idea of being able to train transferable skills has become more established.
Uttal et al. (2013a) performed a meta-analysis of 217 intervention studies to
ascertain the malleability of spatial skills. The authors concluded that both
near and far transfer of spatial skills was possible in adults and children, and
that effect sizes were moderate and persistent over time.
The current study was cross-sectional, measuring spatial skills before and
after advanced (A level or IB) study. The research questions posed for this
study were:
1. Do mathematicians perform better on spatial tasks?
2. Is there evidence of developmental differences between mathematicians
and non-mathematicians?
A comparison between those students that study mathematics and those
who do not will provide evidence for the first question. The second question was
investigated by considering education level in the analysis to establish whether
the mathematicians’ spatial skills develop in a different way.
4.2 Methods
4.2.1 Participants
4.2.1.1 Pre-A level study participants
Fifty-nine students (31 male) aged 16.10 - 17.8 years (M = 16.8 years; SD = 0.3
years) were recruited from the first year (year 12) of three sixth forms that are
attached to schools, two in Nottinghamshire and one in Lincolnshire, UK. The
latest Office for Standards in Education, Children’s Services and Skills (Ofsted)
ratings for the sixth forms of the schools A (235 students) and B (101 students)
were ‘good’ and for school C (35 students) was ‘requires improvement’2. All
2Ofsted is an independent government office that inspects and regulates services that deal
with children and young people in the UK. Schools are rated on number of requirements, such
as quality of teaching and safety of students and giving a grading from 1: outstanding, 2:
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schools were made up of a below average number of students that are eligible
for free school meals. School A was classified as having specialist mathematics
and computing status.
All pre-A level study students had, previous to the study, obtained a Gen-
eral Certificate of Secondary Education (GCSE) in mathematics, amongst other
subjects. The curricula that were followed by the three schools were very similar
in terms of their content and grades and were awarded through 100% exami-
nation which covered topics relating to number, data, shape and space, and
algebra. All of the students sat the ‘higher’ assessment tier examination paper
which awards grades A*-D (A* being the highest).
4.2.1.2 Post-A level study participants
Seventy students (33 male) aged 17.50 - 26.90 (M = 19.2 years; SD = 1.1
years) were recruited from their first year of study at Loughborough University
in Leicestershire, UK.
For the current study, it was of interest whether or not the students had
studied advanced mathematics previous to taking part. Of the participants
that had, the majority reported that they were awarded a UK-issued A level in
mathematics, some an A level outside of the UK, some an International Bac-
calaureate in mathematics (IB), and a very few another advanced mathematics
qualification equivalent. As A level and IB mathematics were the most reported
qualifications, a description of those will follow:
• A level mathematics — Students are required to study six modules
from the topics of ‘core’ (previously ‘pure’), ‘mechanics’, ‘statistics’, and
‘decision’. Although the four ‘core’ modules are compulsory, students may
choose their other modules to suit their strengths and needs. Students are
awarded a grade from A* to U (fail).
• IB mathematics — Students are required to participate in 190 hours
of ‘core’ mathematics learning, 40 hours of chosen options, and to submit
two pieces of ‘mathematical investigation’ coursework. Assessment is 80%
examination (three papers) and 20% coursework. Students are awarded a
mark out of 7.
For the purposes of this study, IB scores were coded as equivalent to A level
grades with 7 and 6=A*, 5=A, 4=B and 3=C. These equivalences were chosen
to match the findings of a study of a number of schools’ IB and A level results,
good, 3: requires improvement, to 4: inadequate (Ofsted, 2016)
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of which the main focus was to compare the difficulty of the two qualifications
(Handscombe, 2013). For ease, only A level mathematics will be referred to in
the remainder of this thesis.
4.2.1.3 Mathematicians and non-mathematicians groups
Both education level groups were made up of some students that had (under-
graduates), or were planning on (year 12), studying A level mathematics, and
some that had not. The research study was undertaken at the beginning of
an academic year, meaning that the pre-A level study group had been exposed
to minimal advanced study at the time of testing, and that the post-A level
study group had recently completed their advanced study, but had had mini-
mal influence of their university study. Table 4.1 shows the gender mix of the
mathematicians and non-mathematicians groups across both education levels.
N = 129 pre-A level study post-A level study
Mathematics group 33 (19 male) 36 (24 male)
Non-mathematics group 26 (12 male) 34 (9 male)
Table 4.1: Gender mixes for Pre- and post-A level study students
4.2.2 Design
A between-subjects design cross-sectional study was conducted, with education
level (year 12 or undergraduate) and group (either mathematics group (planning
on studying, or had studied mathematics, dependent on education level) and
non-mathematics group (not planning on, or had, studied mathematics)). The
dependent variable was spatial skill, defined as a measure on the tasks described
in Chapter 2, and recapped below.
4.2.3 Measures
All groups were tested on tasks designed to assess the following constructs:
• Working memory (verbal and spatial)
• 2D rotation
• 3D visualisation
• Spatial reasoning
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In addition, a measure of mathematical fluency was taken to enable ma-
nipulation checks. Participants were also asked to self-report their GCSE (or
equivalent) grades, and the advanced subjects that they planned on, or had
studied, post-16.
Working memory tasks
Built using Psychopy, a software package used to write psychology experiments
(Peirce, 2008), and adapted from Hubber et al. (2014), the tasks consisted of
a processing element and a storage element. The processing element required
the participants to decide whether two faces, presented side by side on a com-
puter screen, were the same person or not. These faces were sourced from the
Glasgow Unfamiliar Face Database (Burton et al., 2010), and were presented
side by side on a computer screen. A face matching task was chosen for the
processing element of the task due to it being as neutral as possible in terms
of interference with either of the spatial or verbal storage elements. Figure 4.5
shows some examples of these faces. The faces were displayed for a maximum of
3000 milliseconds although the images disappeared if the participant responded
on the keyboard before this time.
After participants responded to the pairs of faces with either a Y (yes, the
faces are the same person), or N (no, the faces are not the same person) on the
computer keyboard, the storage section of the task started.
• Spatial working memory: A 3 × 3 grid appeared on the computer
screen for 5000 milliseconds, with a red dot located in one of the possible 9
positions. The participants were asked to remember the red dot’s position
on the grid. They were then shown a pair of faces and asked to respond
with whether they thought they were matching or not. This was again
followed by a red dot on the grid. This happened between 3 and 8 times,
after which the participants were instructed to remember the positions
of the red dots in the order that they were presented and relay this by
clicking a mouse cursor on a similar 3 × 3 grid (see Figure 4.2(B) for an
illustration of the task). Three of each repetition lengths were presented,
comprising 18 trials in total.
• Verbal working memory: A number between 1 and 9 was displayed for
500 milliseconds. The participants were asked to remember the number.
They were then shown a pair of faces and asked to respond with whether
they thought they were matching or not, as with the spatial working mem-
ory task. This happened between 3 and 8 times within each trial. The
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Figure 4.1: Examples of the faces used in the working memory tasks, all taken from
the Glasgow Unfamiliar Faces Database (Burton et al., 2010) A — matching case; B
— un-matching case
participant was then prompted to type in the numbers that they saw, in
the order that they were presented. This resulted in the participants being
required to remember lists of numbers between 3 and 8 items long. Three
of each list length were presented, comprising 18 trials in total. Figure
4.2(A) illustrates this task.
2D rotation
A 10-item task that required the participants to state which of a selection of
images is the exact rotation of the target image. Figure 4.3[A] shows an example
of this task.
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Figure 4.2: [A]: Verbal working memory task; [B]: Spatial working memory task
3D visualisation task
A 10-item task that asked the participants to select the 3D shape that could be
constructed from the given 2D net. Both the 2D and 3D tasks were adapted
from the tasks used for Project TALENT (Wai et al., 2009). Figure 4.3[B] shows
an example of the 3D task.
Spatial (matrix) reasoning
An 11-item task in which participants were asked to select the correct picture,
from a choice of six, that correctly completed the pattern (Raven et al., 2000).
The 11 items were taken from Raven’s Advanced Progressive Matrices (RAPM),
designed to measure ability in the general population. The full set of RAPM
items consists of five sets of six items which increase in complexity from the
first to the last item, with set A being the first, and therefore easiest, and set
E being the most challenging. The 11 items used in this study consisted of the
odd numbered items taken from sets C & D, and so were of medium difficulty.
Due to copyright reasons, it is not possible to replicate items from the matrix
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reasoning task, but Figure 4.4 shows a very similar item.
Figure 4.3: [A]: Two-dimensional rotation task; [B]: Three-dimensional visualisation
task
Mathematical fluency
The Woodcock Johnson mathematics fluency test was administered using the
standard procedure (Woodcock et al., 2001) to measure group differences at
both education levels. The participants were given three minutes to answer as
many items as they could of a possible 160 simple addition, subtraction, and
multiplication questions, e.g. “3 + 2 = ?”. All of the digits used were between
0 and 10 and the questions increased in difficulty very slightly during the task.
Accuracy on the task was calculated as the number of correct answers minus the
number of incorrect answers. Items that were not attempted were not counted.
The verbal and spatial working memory tasks were presented on a laptop,
whereas the other four tasks were presented in a paper booklet for the partici-
pants to complete3. The order in which the participants were asked to complete
the tasks was counter-balanced as far as possible. Participants did either the
computer tasks, or the paper tasks first. The order of the paper tasks within the
booklet was identical for each participant, whereas the working memory tasks
were counterbalanced, with half of the participants attempting the spatial task
first, and half the verbal.
3This booklet can be found in Appendix 9.1.
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Figure 4.4: Examples of a similar matrix reasoning task
4.2.4 Procedure
For the pre-A level students, the tasks were completed in a small room of the
school/college that they attended, during a free period of their timetable. The
tasks were completed individually, but with between two and four students
in the room at the same time. For the post-A level group, the tasks were
completed in a small room of Loughborough University at a time convenient to
the participants, with between one and four students in the room at the same
time. The whole procedure was completed in one session per participants and
took approximately 45 minutes from start to end.
4.2.5 Scoring the working memory tasks
Working memory span tasks are widely used in the field of cognitive psychology,
and the way in which they are coded differs somewhat across research groups.
Traditionally, working memory tasks were scored as the longest list of items
that a participant can remember correctly without making mistakes. The par-
ticipant would see the shortest lists first, for example, lists of 3 numbers, then
4 numbers, then 5, etc. At the point at which the participant failed to recall
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the list correctly, the task would stop, and the participant was awarded a score
equal to the longest list remembered. Within the working memory literature,
there is concern about the way in which different dimensions of the task might
affect this ‘absolute span scoring’ method. For example, it is hard to compare
the absolute scan score across two tasks where the display time might differ
(Conway et al., 2005).
An alternative way to score working memory tasks is on a binary scale, so
that a complete correct recall of the list of numbers, or position of dots, is scored
as 1, and anything else is scored as 0. For this method, there is no need for the
participant to see the lists of numbers in increasing order. Conway et al. (2005)
go a step further and suggest that a method they term ‘partial-credit scoring’ is
the most appropriate. For partial-credit scoring, incorrect answers are not given
0. Instead, they are given scores for partially correct answers. For example,
if the list to be remembered was ‘3, 5, 1, 2, 7’ and the participant recalled the
incorrect answer of ‘3, 5, 6, 2, 7′, they would be allocated a score of 4/5, as four
out of the five numbers were remembered correctly. This method is a more
sensitive measure of individual differences in working memory. Scoring recall
as a proportion of correct to total items within a list has the added feature of
giving a higher weighting to the items with a higher load: one incorrect element
in a list of five items would result in a score of 4/5 = 0.8, whereas one incorrect
item in a list of two items would give a score of 1/2 = 0.5.
For the current study, the working memory tasks were scored using this
partial-credit model. In addition, the order of the elements of the list was con-
sidered when scoring. For example, looking at the list 3, 5, 1, 2, 7 again; If a
participant incorrectly recalled the list as 5, 3, 1, 2, 7, they were not scored as
having two numbers wrong, but as having one ‘ordering error’ and so were al-
located a score of 4/5 = 0.8. This was calculated using a ‘Levenshtein distance’
calculation, often used in spell checkers, which calculates the number of changes
(letter substitutions, deletions, or additions) that need to be made to turn one
list into another. For example, the words ‘PAINT’ and ‘PINT’ have a Leven-
shtein distance of 1, as do the words ‘PAINT’ and ’FAINT’, whereas the words
‘PAINT’ and FAITN’ have a Levenshtein distance of 2. A final score was ob-
tained by subtracting the Levenshtein distance from the total list length, and
then dividing by the list length to find the proportion correct.
For the example list ‘3, 5, 1, 2, 7’, if participant A recalled the list as ‘3, 1, 7, 2’,
the Levenshtein distance would be 2, calculated as one missing number, and one
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ordering error. The final score for this list would be
(ListLength− LevenshteinDistance)/ListLength = (5− 2)/5 = 3/5 = 0.6
(4.1)
The total working memory span score for participant A would then be the
average of these scores for all of the lists in the task (18 in the case of the tasks
of this study), giving each participant a score between 0 and 1. This method,
unique to this research, was used to calculate both the spatial working memory
score (SWM) and the verbal working memory score VWM).
4.3 Results
For performance on the working memory tasks, average processing (face match-
ing) accuracy rates below 50% were considered below chance, and taken as an
indication that the participant was not engaging in this processing element of
the task. In this case, if the participant was focusing their attention only on the
memory element of the task, this would be deemed a short-term memory task,
rather than a working memory task, and would not be accurate in revealing
variation in the intended cognitive construct. Participants that displayed aver-
age reaction times longer than 3 seconds for the face processing elements of the
working memory tasks were also excluded from the analysis as it was assumed
that these individuals were not engaging in the task fully. This resulted in seven
(4 pre-A level, and 3 post-A level) participants being excluded from the main
analyses.
4.3.1 Reliability of measures
Cronbach’s alpha was calculated for each of the measures employed in the study.
Table 4.2 shows these.
Measure Cronbach’s alpha
2D rotation 0.83
3D visualisation 0.65
Matrix reasoning 0.35
Table 4.2: Reliability statistics for spatial skills measures: Study One
The Cronbach’s alpha for the matrix reasoning task here is unusually low.
The Raven’s Advanced Progressive Matrices task that this measure was adapted
from is a well established task that often reports much higher reliabilities. It is
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possible that the reason for the reliability being so low in this instance is due
to the fact that the task was made up of a relatively small number of items,
although a number of studies have reported higher alphas for short versions of
the task. Study Two of this thesis, reported in full in Chapter 6, finds a much
higher reliability (α = 0.84) on a longer version of the matrix reasoning task.
4.3.2 Gender differences
Due to the large amount of literature on gender differences in regard to spatial
skills (see Coluccia and Louse (2004) for a review), it was regarded appropriate
to begin the analysis of these findings with a comparison across gender.
Pre-A level
Table 4.3 shows a break down of all measures in terms of gender for the pre-A
level group.
Measure Male (N=30) Female (N=27)
Mean (SD) Mean (SD)
GCSE grade mathematics 4.61 (.92) 4.54 (1.07)
GCSE grade English 3.77 (.96) 4.96 (.82)
Mathematics fluency 101.06 (22.03) 104.46 (25.69)
Faces processing verbal .89 (.06) .92 (.06)
Faces processing spatial .73 (.07) .84 (.06)
Verbal working memory .84 (.10) .85 (.06)
Spatial working memory .73 (.18) .85 (.06)
2D rotation .80 (.18) .62 (.30)
3D visualisation .75 (.19) .64 (.19)
Matrix reasoning .56 (.15) .53 (.15)
Table 4.3: Gender differences for the pre-A level group. For the GCSE grades, 3=C
4=B, 5=A. The mathematics fluency score is out of a maximum of 160. All other
scores are represented as proportion correct.
Gender differences were found for GCSE English, with female participants
reporting a higher grade (t(55) = 4.97, p < .001). Of the cognitive tasks, males
displayed an advantage for 2D rotation (t(55) = 2.76, p = .008) and 3D visu-
alisation (t(55) = 2.31, p = .025). The difference was approaching significance
for accuracy in the face processing task for the spatial working memory task
(t(55) = 1.68, p = .098). All other ps > .165. Although only the GCSE En-
glish difference remains significant after Bonferroni correction, this suggestion
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of gender differences for performance on the spatial tasks means that all further
analysis will consider gender as far as possible.
Post-A level
A similar analysis was not possible for the post-A level group as the mathemat-
ics and non-mathematics groups were considerably uneven in terms of gender
make-up. The non-mathematics group consisted of 9 males and 25 females,
whereas the mathematics group contained 23 males and 12 females. Due to this
imbalance, any comparison considering gender would be hard to interpret.
4.3.3 Preliminary analyses
The following two sections are preliminary analyses of the data, which do not
directly address the main research questions.
Descriptive statistics
Table 4.4 shows a summary of the mean proportion scores that participants
displayed in each of the experimental measures, confirming no ceiling effects on
any of the measures for either group, and mean GCSE grades, where 3=C, 4=B,
5=A, etc.
Measure Maths group mean (SD) Non-maths group mean (SD)
GCSE maths 5.4 (0.65) 4.1 (0.80)
GCSE English 4.7 (0.98) 4.7 (1.04)
Maths fluency 0.78 (0.15) 0.63 (0.13)
Verbal working memory 0.90 (0.07) 0.69 (0.17)
Spatial working memory 0.79 (0.14) 0.69 (0.17)
2D rotation 0.64 (0.30) 0.81 (0.22)
3D visualisation 0.80 (0.20) 0.67 (0.20)
Matrix reasoning 0.65 (0.16) 0.54 (0.15)
Table 4.4: The mean proportion scores for each of the experimental measures for the
maths and non-maths groups
The mathematics fluency measure confirmed a significant difference in math-
ematical capacity between groups for the pre-A level study cohort (t(55) = 3.90,
p < .001) and the post-A level study cohort (t(67) = 5.65, p < .001), with the
group that chose to study mathematics scoring highest in both instances.
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A comparison of GCSE English grades between the mathematics and non-
mathematics groups using a Mann-Whitney U test showed that there was no
difference for the pre-A level group (U(57) = 370, Z = .501, p = .616) or the
post-A level group (U(69) = 593, Z = .026, p = .980). This analysis confirms
that the participants in the mathematics group, for both education levels, were
not of a general higher ability, but that they possessed particular higher math-
ematical abilities.
A comparison of GCSE grades of the pre- and post-A level groups, again
using a Mann-Whitney U test, found that the post-A level group had received
higher grades in mathematics (U(129) = 1607, Z = 2.26, p = .024), English
(U(129) = 1230, Z = 4.12, p < .001), and science (U(129) = 1563, Z = 3332, p =
.012). This indicated that the post-A level group of students were generally
higher achieving academically. This difference is considered in the interpretation
and discussion of the results.
Results from the face processing element of the working memory tasks
For both working memory (WM) tasks, every participant was asked to perform a
face processing task at the same time as remembering either a list of single digit
numbers (verbal), or the position of a number of red dots on a grid (spatial).
For this element of the tasks, each participant’s accuracy (correct or incorrect)
and reaction time (seconds) were recorded. Although this data is not part of the
working memory measure, it is important to analyse this component of the task
to ensure that participants were fully engaging in the processing element, and
therefore using their working memory, rather than short-term memory capacity.
In addition, looking at the relationship between them provided information
about any possible trade-offs between accuracy and speed.
Accuracy
Overall, participants were more accurate at deciding whether the two faces
displayed were the same person during the verbal WM task than the spatial
WM task (t(125) = 9.69, p < .001). This difference is most likely due to
the processing skills needed to distinguish similarities and differences between
two faces having some spatial reasoning element to them, and therefore having
more potential to require some spatial working memory load. This hypothesis is
supported by the field of research that has found that spatial frequency of faces
affects the way in which people process human faces (see, for example, Goffaux
and Rossion (2006))
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There were no significant differences between the mathematics and non-
mathematics groups overall on either processing task (all ps > .244). The post-
A level study group scored significantly higher than the pre-A level study group
on the face processing element for both the verbal WM task (t(100.0) = 2.82,
p = .006) and the spatial WM task (t(98.1) = 2.92, p = .004).
Correlations between the working memory tasks and the processing element
of those tasks showed a moderate positive correlation for both the verbal task
(r(126) = .317, p < .001) and the spatial task (r(126) = .208, p = .019). Positive
correlations suggest individual differences in ability to perform the overall tasks
without distraction, rather than a trade-off in effort allocated to the different
elements of the task. Figure 4.5 shows the mean proportion correct scores for
the processing task for all of the participants.
Figure 4.5: Mean accuracy for the face processing task. The error bars represent
standard error
For the participants that did/were not study(ing) advanced mathematics,
there were no differences between education levels in terms of the accuracy
scores on the processing task (ps > .237). For the mathematics group however,
the post-A level study group scored significantly higher on the face processing
tasks during both the verbal WM task (t(50.1) = 2.94, p = .004) and the spatial
WM task (t(46.3) = 3.49, p = .001).
Reaction times
In order to eliminate instances in which the participants may have been guess-
ing, reaction times were analysed for only the trials in which the participants
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correctly decided whether or not the pictures were of the same person. Over-
all, participants were quicker at deciding correctly whether or not two faces
were the same person during the verbal task than during the spatial task
(t(125) = 4.25, p < .001). This result is in line with that found for overall
accuracy on the task and is thought to be for the same reason. There were,
again, overall, no significant differences between the mathematics and non-
mathematics groups’ reaction times on either of the processing tasks (ps > .670).
As opposed to the comparison of accuracy rates, analysis between education lev-
els did not find that the post-A level group were any quicker than the pre-A
level group (ps > .197).
Correlations between reaction times and proportion correct scores on each
of the working memory tasks revealed no relationship between the processing
element and the working memory element of the task (all ps > .744). This
finding confirms that there was no trade-off tactic between accuracy and speed
being employed by the participants.
4.3.4 Analysis of data at each education level: do math-
ematicians outperform non-mathematicians on spa-
tial tasks?
Preliminary analysis so far has revealed that the post-A level group tended to
score better on most of the measures than the pre-A level group. This is to
be expected as they were an average of 2.57 years older and a certain amount
of cognitive development can be expected to happen in that time. It should
also be taken into consideration that the post-A level group were a university
cohort, whereas the pre-A level group, although choosing to study some post-
compulsory education (A levels), may not be as academic. There is no way of
knowing whether the participants that made up the pre-A level group will go
on to study at university, but it can be assumed that this is likely to be less
than 100% of them.
The research questions that are addressed in this results section are as fol-
lows:
1. Do mathematicians perform better on spatial tasks?
2. Is there evidence of developmental differences between mathematicians
and non-mathematicians?
The reporting of the results will start with an overall analysis of all five de-
pendent variables (2D rotation, 3D visualisation, matrix reasoning, and verbal
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and spatial working memory) between the mathematics and non-mathematics
groups and across education levels. Following that analysis, group differences
for each dependent variable across education levels will be looked at in more de-
tail in order to understand more fully the way in which each of these constructs
interacted. An analysis considering gender will be performed for the pre-A level
group only, due to the confound between gender and group at post-A level.
Finally, an analysis of working memory type, educational level and mathemat-
ics group will determine whether the mathematicians had a particular spatial
advantage within this construct.
Overall MANOVA analysis
A 2(group: mathematicians/non-mathematicians) × 2(education level)
MANOVA of the five dependent variables revealed an effect of group (F (5, 119) =
6.708, p < .001), and of education level (F (5, 119) = 6.166, p < .001), but no
group × education level interaction (F (5, 119) = 1.656, p = .151). The signifi-
cant effect of group provides support for the first research question, confirming
that the mathematicians did perform better. However, the absence of a group
× education level interaction suggests that there may not be support for the
existence of developmental differences between the groups.
Variable-level ANOVA analysis
Next, each dependent variable was explored with 2(group) × 2(education level)
ANOVAs. The main effects and interactions are reported in turn.
Figure 4.6 shows the interaction plot for 2D rotation. There exists a sig-
nificant main effect of group (F (1, 125) = 12.459, p < .001), but no effect of
education level (F (1, 125) = 0.775, p = .380) and no interaction (F (1, 125) =
2.045, p = .155). Table 4.5 shows the 2D rotation task accuracy scores for each
group at both education levels.
Education level Non-mathematicians Mathematicians
Pre-A level .66 (.27) .75 (.24)
Post-A level .63 (.33) .86 (.19)
Table 4.5: Mean (SD) accuracy scores for the 2D rotation task
For the pre-A level group (year 12), scores on the 2D rotation task did
not differ significantly between the mathematics and non-mathematics groups
(t(57) = 1.46, p = .150), whereas they did for the post-A level (undergraduate)
group (t(68) = 3.55, p = .001). From Figure 4.6, it can be seen that the data
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Figure 4.6: Effects of education level and group on 2D rotation
does appear to approach an interaction between education level and group. This
is the case for a number of the dependent variables, and will be discussed further
in Section 4.4.
Figure 4.7 shows the interaction plot for 3D visualisation. There exists a
significant main effect of group (F (1, 125) = 14.455, p < .001) and a signifiant
effect of education level (F (1, 125) = 5.304, p = .023), but, again, no interaction
(F (1, 125) = 2.402, p = .124). Table 4.6 shows the 3D visualisation task accu-
racy scores for each group at both education levels. Again, there is no significant
difference between groups at pre-A level (t(57) = 1.51, p = .137), but there is
at post-A level (t(68) = 4.01, p < .001).
Education level Non-mathematicians Mathematicians
Pre-A level .65 (.18) .73 (.20)
Post-A level .68 (.21) .86 (.17)
Table 4.6: Mean (SD) accuracy scores for the 3D visualiisation task
Figure 4.8 shows the interaction plot for matrix reasoning. There exists a
significant main effect of group (F (1, 124) = 16.442, p < .001) and of education
level (F (1, 124) = 13.089, p < .001), but no interaction (F (1, 124) = 3.787, p =
.054). Table 4.7 shows the matrix reasoning task accuracy scores for each group
at both education levels. As with the other spatial measures, there is no differ-
ence between the groups at pre-A level (t(57) = 1.47, p = .146), but there is at
post-A level (t(67) = 4.34, p < .001).
Figure 4.9 shows the interaction plot for verbal working memory. There
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Figure 4.7: Effects of education level and group on 3D visualisation
Figure 4.8: Effects of education level and group on matrix reasoning
98
Education level Non-mathematicians Mathematicians
Pre-A level .52 (.13) .57 (.15)
Post-A level .56 (.16) .70 (.18)
Table 4.7: Mean (SD) accuracy scores for the matrix reasoning task
exists a significant main effect of group (F (1, 124) = 7.269, p = 008) and of
education level (F (1, 124) = 20.934, p < .001), but no interaction (F (1, 124) =
0.036, p = .850). Table 4.8 shows the verbal working memory task accuracy
scores for each group at both education levels. At pre-A level, there was no
difference between groups (t(56) = 1.76, p = .084), and at post-A level there
was (t(68) = 2.07, p = .042), although this was marginal.
Figure 4.9: Effects of education level and group on verbal working memory
Education level Non-mathematicians Mathematicians
Pre-A level .83 (.10) .87 (.07)
Post-A level .89 (.08) .92 (.05)
Table 4.8: Mean (SD) accuracy scores for the verbal working memory task
Figure 4.10 shows the interaction plot for spatial working memory. There
exists a significant main effect of group (F (1, 124) = 13.155, p < .001) and of
education level (F (1, 124) = 10.224, p = .002), but no interaction (F (1, 124) =
1.178, p = .280). Table 4.9 shows the spatial working memory task accuracy
scores for each group at both education levels. There were significant differences
between the groups at both pre-A level (t(56) = 2.83, p = .006) and post-A level
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(t(68) = 2.13, p = .037), although, again, this was marginal.
Figure 4.10: Effects of education level and group on spatial working memory
Education level Non-mathematicians Mathematicians
Pre-A level .63 (.19) .76 (.15)
Post-A level .74 (.14) .81 (.13)
Table 4.9: Mean (SD) accuracy scores for the spatial working memory task
Group × gender interactions pre-A level
An analysis to include gender was only possible at pre-A level as at post-A
level, gender and group were, unsurprisingly, confounded. A gender × group
MANOVA, including all five dependent variables revealed no main effects of
either group (F (5, 49) = 1.524, p = .200), or gender (F (5, 49) = 1.726, p =
.146) and no interaction (F (5, 49) = .470, p = .796). An absence of interaction
between gender and group pre-A level gives confidence that this confound at
post-A level should not affect any interpretation of results. As there were no
effects or interactions present, ANOVAs for each dependent variable were not
necessary.
Working memory × group × education level analysis
Hubber (2016), in a study of the working memory capacities of undergraduate
mathematicians versus non-mathematicians, found that the students that were
studying mathematics displayed no advantage for verbal working memory, but
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did for spatial working memory. In order to establish whether the data of the
current study replicated this finding, this section reports the results of a 2(work-
ing memory type: spatial/verbal) × 2(group) × 2(education level) ANOVA.
This ANOVA revealed a main effect of working memory type (F (1, 123) =
97.877, p < .001), group (F (1, 123) = 15.187, p < .001) and education level
(F (1, 123) = 19.353, p < .011). There was a significant interaction between
working memory type and group (F (1, 123) = 4.326, p = .040), but no interac-
tion between working memory type and education level (F (1, 123) = 0.404, p =
.471) and no three-way interaction between working memory type, group and
education level (F (1, 123) = 0.599, p = .440). The interaction between working
memory type and group mirrors the findings of Hubber (2016), suggesting a
particular spatial advantage for mathematicians in terms of working memory
capacity. Figure 4.11 shows this interaction.
Figure 4.11: Interaction between working memory type and mathematics group
Bayesian analysis
In terms of the two research questions posed at the beginning of this chapter, the
data had provided evidence for the first: that mathematicians perform better
on spatial tasks. For the second question, that of whether or not there are de-
velopmental differences between mathematicians and non-mathematicians, and
an effect of studying advanced mathematics, the evidence is ambiguous. To fur-
ther investigate this second question, a 2(group) × 2(education level) Bayesian
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ANOVA was performed for each of the dependent variables. This Bayesian
ANOVA calculates the likelihood of five possible models of effects, given the
data. Model 4 would represent the strongest evidence for a developmental dif-
ference between the mathematicians and non-mathematicians.
• Model 0 — The null model as a comparison, in which there are no effects
present.
• Model 1 — An effect of group.
• Model 2 — An effect of education level.
• Model 3 — An effect of group and education level.
• Model 4 — An effect of group and education level, and an interaction
between group and education level.
The previous p-value testing ANOVAs established an effect of group for 2D
rotation, and an effect of both group and education level for 3D visualisation,
matrix reasoning, verbal working memory and spatial working memory. No
significant interactions were found, although some approached significance.
Table 4.10 shows the calculated Bayes factors for each of the above models
for performance on each of the dependent variable tasks, indicating how likely
each were given the current data.
Dependent variable Model 0 Model 1 Model 2 Model 3 Model 4
BF00 BF10 BF20 BF30 BF40
2D rotation 1.00 60.30 0.25 16.83 11.36
3D visualisation 1.00 94.13 1.44 235.81 176.33
Matrix reasoning 1.00 109.39 23.41 8540.64 10991.66
Verbal working memory 1.00 671.41 1.95 3122.49 767.38
Spatial working memory 1.00 23.81 7.40 341.31 130.32
Table 4.10: Bayes factors for all possible ANOVA models
In the case of 2D rotation, the most likely model is one that only includes an
effect of group. In the case of 3D visualisation and verbal and spatial working
memory, the most likely model is one that includes an effect of both group
and education. For matrix reasoning, the most likely model also includes an
interaction between group and education level.
The Bayes factors for the likelihood of the null hypotheses can be calculated
as the reciprocal of these. For example, for 2D rotation, the relative evidence
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for Model 1 over the null model is BF01 =
1
BF10
= 160.30 = 0.017. Because these
Bayes factors are transitive, it is possible to combine them as follows: BFxy =
BFxa×BFay. A combination of these two features allows a further investigation
of the Bayes factors for each of the dependent variables. For example, it is
possible to calculate how much more likely Model 4 is over Model 3 for matrix
reasoning, which would be represented by BF43 = BF40 × BF03 = 10991.668540.64 =
1.29. Table 4.11 shows the Bayes factors for two situations for each of the
dependent variables:
• BF14 — How much more likely Model 1 (an effect of group only) is than
Model 4 (a full model with an interaction), and
• BF43 — How much more likely Model 4 is than Model 3 (effects of both
group and education level, but no interaction).
Dependent variable BF14 BF43
2D rotation 5.31 0.67
3D visualisation 0.53 0.75
Matrix reasoning 0.01 1.29
Verbal working memory 0.87 0.25
Spatial working memory 0.18 0.38
Table 4.11: Bayes factors to compare the likelihood of Models 1 and 4, and Models 4
and 3
For all but 2D rotation, the values of BF14 are very small, indicating that
Model 1 is no more likely than Model 4. In the case of matrix reasoning, in
which Model 4 was the mostly likely given the data, the BF43 indicates that
this was only 1.294 times more likely than Model 3, which is not strong enough
evidence to be certain of any conclusions.
4.4 Discussion
The aim of this study was to collect data to help to answer two research ques-
tions:
1. Do mathematicians perform better on spatial tasks?
2. Is there evidence of developmental differences between mathematicians
and non-mathematicians?
4This is considered a very small Bayes factor.
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Each of the main analyses will be discussed in relation to the strength of
evidence that they provide for each of these questions.
Education level × group ANOVAs for each DV
The first question was confirmed by the results, with mathematicians performing
better on all of the spatial measures. This finding supports much of the research
literature discussed in Chapter 2 which highlighted many links between the de-
velopment of spatial skills and mathematical achievement. There are a number
of explanations that would be worth investigating of why this advantage is ap-
parent. Possibly, although the students had all studied the same UK syllabus
for GCSE mathematics, some may have been exposed to more mathematics
(e.g. extra work at home) or may have interacted with the mathematics being
taught and learned in a more meaningful way, allowing more general spatial
skills to develop. In order to gain a GCSE grade, students are required to sit an
examination that is made up of a set of quite predictable questions. The design
of mathematics examinations, and their similarity year-on-year, have influenced
the way in which the subject is taught in many schools. The tendency for teach-
ers to ‘teach to the test’ in order to help students obtain the best grades is a
worry to educators, many of whom are concerned that this technique fails to fos-
ter creativity and deep understanding in students. On the other hand, students
who are encouraged to make meaningful links between areas of mathematics,
and to enjoy aspects of the subject outside of the classroom, are more likely to
obtain further benefit from any formal discipline value. If this explanation does
hold any truth, then it may be possible that the answer to the second research
question would be yes, but this development happens before students decide
whether or not to study advanced mathematics. It is also possible that the stu-
dents who chose to study advanced mathematics were born with an innate level
of spatial skills above that of the non-mathematicians. This idea of a genetic
influence on the development of many cognitive skills is widely researched and
discussed, and it can be quite confidently assumed that part of the variance in
spatial skills will be due to this. A study of 4,174 twin pairs found that 60%
of the relationship between spatial skills and mathematics could be explained
by genetic factors (Tosto et al., 2014). Even when bearing in mind this seem-
ingly large percentage, close to half of the associated variance between a persons
mathematical skill and spatial skill is responsive to external factors, of which
educational experience is certain to be a major one.
For the majority of the DVs, there was also an effect of education level, con-
firmed by both the p-value and Bayesian analyses. For 2D rotation, however,
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there was no effect of group. The literature discussed in Chapter 2 suggested
that 2D rotation tasks could be completed too easily by adults, in which case,
no difference would be expected to be seen between education levels. However,
these sort of ceiling effects seem an unlikely explanation for the current data,
as even the top-performing group (post-A level mathematicians) only scored
an average of approximately 0.85 accuracy. The non-effect of education level
observed for the 2D rotation task could be explained by its similarity to the
type of lower-level mathematics tasks that might make up a GCSE question,
e.g. Figure 2.3 in Chapter 2. Students studying A level mathematics are un-
likely to be exposed to these types of problems through their A level course, as
the content is focused on higher-order mathematical skills. Therefore, it is per-
haps understandable that no significant improvement is seen between education
levels.
For the remainder of the DVs, an effect of education level was present, with
both the mathematicians and non-mathematicians performing better at post-A
level. This suggested that these skills develop between pre- and post-A level,
whether or not a student chose to study advanced mathematics or not. There
are two possible explanations for this. Firstly, the cross-sectional nature of the
study means that education levels cannot be compared without considering dif-
ference between the groups. The cohort of pre-A level students, although all
choosing to continue into non-compulsory education, are likely to not be as aca-
demically gifted as the post-A level cohort of students who all had completed
their advanced study, and chosen to continue to a degree level of education.
The students’ self-reported GCSE results showed that the post-A level students
achieved higher grades than the pre-A level group, confirming this first expla-
nation. A second explanation for the effect of education level is that students
do genuinely continue to develop spatial skills between pre- and post-A level,
whichever subjects that they chose to study. This would suggest that a certain
amount of development is happening at this fairly late stage of maturity. The
development of cognitive constructs such as spatial abilities at a young age is of
particular interest to researchers due to the fact that development is happening
quickly, and is sensitive to other internal and external factors. Certainly, a large
amount of mathematics cognition research is focused on pre-secondary school
aged children. However, there is a body of evidence that suggests a certain
amount of plasticity of cognitive abilities in older children and adults (Dahl,
2004). Assuming that a certain amount of development is possible in older
children, investigating what interventions might support and further this devel-
opment are of interest, particularly when the importance of spatial skills STEM
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careers is considered. This explanation is explored more fully with a longitudi-
nal study in Chapter 6, which eliminates the issue of comparing academically
different cohorts of students.
Although the interaction plots for the education level × mathematics group
ANOVAs for each DV suggested that the mathematical advantage for the post-
A level students was more pronounced than for the pre-A level students, there
were no significant interactions between education level and mathematics group.
However, some were close to significance, with performance on the matrix rea-
soning task being the closest. Bayesian ANOVAs for each of the DVs also
revealed some discrepancies about which model best suited the data. For the
matrix reasoning task, a model that included both main effects, and an inter-
action was best suited, but only by a small margin. It could be argued that
conclusive evidence was not found to support the second research question of
developmental differences between the groups because of the small number of
participants involved in the study. This additional concern is also addressed
through the longitudinal study in Chapter 6, which employs a larger number of
students.
Gender differences in spatial skills
The current data did not provide evidence for the existence of gender differences,
although the analysis was unable to be performed at post-A level because of the
gender imbalance between groups. There exists a reasonable amount of liter-
ature associating spatial skills with a male advantage from a young age, and
suggesting that this might be a reason for the observed higher achievement of
males in mathematics (e.g. see Baron-Cohen (2003)). This male advantage
has also been reported in adulthood, for example, Geary et al. (2000) found
that the male advantage seen when undergraduates were asked to solve worded
arithmetic problems was, in part, mediated by spatial skills. However, Spelke
(2005) published a critical review of the evidence surrounding sex differences
in mathematics and science, asserting that the male dominance that is seen in
high-level mathematics and science careers is not due to differences in cognitive
development. Spelke claimed that much of the evidence of sex differences in in-
fants’ behaviour lacked replication validity, and concluded that men and women
develop and possess equal cognitive capacities for mathematics. At pre-A level,
the current data supports these conclusions. The fact that it was not possible
to fully explore the effects of gender post-A level because of the high proportion
of males in the mathematics group is representative of university mathematics
course cohorts nationally, and was therefore unavoidable. Study Two of this
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thesis, which measures the spatial skills of students longitudinally, avoids this
possible confound.
Working memory type × education level × group analysis
This analysis found main effects of group and of education level, which can be
explained through the feature discussed previously. In addition, there was an ef-
fect of working memory type, with participants performing better on the verbal
working memory task. As the tasks were designed to be as similar as possible,
with identical processing elements, and the same number of items to remem-
ber, this result indicates that the spatial task was genuinely more challenging
for the participants. The presence of a significant interaction between working
memory type and group echoed the findings of Hubber (2016), showing that
the mathematicians had a specifically spatial working memory advantage. This
provides further evidence for mathematicians possessing higher levels of skills in
spatial tasks, and rules out the possibility that the mathematicians are simply
more skilled in all tasks of cognitive abilities. There were, however, no interac-
tions found with education level which, again, suggests that there may not be a
developmental difference between the mathematicians and non-mathematicians.
4.5 Conclusions
The purpose of Study One was to answer the question of whether the spatial
advantage linked to mathematicians is due to an effect of studying advanced
mathematics, or whether this filtering effect is in place pre-A level. Mathe-
maticians from both education levels displayed advantages in all of the spatial
measures in comparison to the non-mathematicians, but there were no inter-
actions between education level and mathematics group. The data provided
evidence, mostly, for a filtering effect, in place before the students chose to
study advanced mathematics.
The cross-sectional nature of this study allowed a large amount of data, on
a variety of measures, to be collected and analysed, and some conclusions to be
drawn, in a relatively short time period. This design suited the explorative pur-
pose of the study but had inescapable drawbacks regarding any inferences to be
made about the causal direction of any findings. Chapter 6 presents a longitu-
dinal study which aimed to research the same questions, allowing more definite
conclusions to be drawn about whether or not there exists a developmental dif-
ference between the groups. The next chapter describes the identification of a
single spatial skills construct to be used in Study Two.
107
Chapter 5
Identifying a ‘general
spatial reasoning skills’
construct
Study One measured the spatial reasoning skills of year 12 and undergraduate
students using four tasks: 2D rotation, 3D visualisation, matrix reasoning, and
spatial working memory. The conclusions of Study One suggested that math-
ematicians possessed a particular spatial advantage over non-mathematicians
(compared to a measure of verbal working memory), and revealed a general
trend that suggested that these group differences may be more pronounced at
undergraduate (post-A level) than in year 12 (pre-A level). Although no signif-
icant interactions were found to suggest that the study of A level mathematics
in particular was having an effect on the development of these spatial skills,
there were aspects of Study One that may have led to such effects not being
identified. The relatively low power of the study is a possible reason for the
interactions not being significant at the p = .05 level.
An ideal way in which to investigate this further was to run a similar study
with a larger number of participants. To practically achieve this, it was neces-
sary to reduce the time that participants were required to spend completing the
spatial reasoning tasks. For Study One, each participant took up an hour of the
experimenter’s time, a resource impossible to reproduce on a larger scale. Ide-
ally, the larger-scale study would employ just one measure of spatial reasoning
that was simple, and quick, to administer.
Before deciding on a single measure of spatial reasoning, it was vital to
identify more detail about the specific constructs that were being measured
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by the four tasks in Study One. Although each was classified as a measure
of spatial reasoning, it is possible that they were honing in on subtly different
aspects of this construct. For example, scores on the 3D visualisation task could
be highly dependent on spatial awareness, whereas the spatial WM task could
be dependent on access to short term memory. In order to establish whether
there existed a ‘general spatial reasoning skill’ construct that all four spatial
tasks were measuring, a factor analysis was performed to establish the shared
variance on the tasks.
5.1 Principal components analysis of the four
spatial skills measures
Table 5.1 shows the correlations between the four measures of spatial reasoning
used in Study One.
Variables 1 2 3 4
1. Spatial working memory -
2. 2D rotation 346** -
3. 3D visualisation .288** .278** -
4. Matrix reasoning .369** .275** .318** -
Table 5.1: Correlations between the four spatial reasoning measures.
** Correlation is significant at the 0.01 level
A principal components analysis was performed to establish the amount of
shared variance between the measures of spatial skills used in Study One.
The four spatial skills measures: spatial working memory (SWM), 2D ro-
tation, 3D visualisation, and matrix reasoning, were subjected to a principal
components analysis. Prior to performing this, the suitability of the data was
established. The correlation matrix reveal that all of the measures were signif-
icantly correlated, with all rs > 0.26. The Kaiser-Meyer-Oklin value was .704,
and Barletts Test of Sphericity reached statistical significance.
The principal components analysis revealed just one component with an
Eigenvalue exceeding 1, explaining 47.2% of the variance, and an inspection of
the scree-plot showed a clear elbow-break after the first component. These two
pieces of information were used to conclude that all four spatial skills measures
were loading onto one single factor, that could be considered to represent a
general spatial factor.
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Table 5.2 shows the correlation matrix output of this analysis and Figure
5.1 shows the scree plot for the extraction.
Measure Component 1
SWM .722
2D rotation .665
3D visualisation .654
Matrix reasoning .705
Table 5.2: Loading on component 1
Figure 5.1: Screeplot of the principal components analysis of the four spatial skills
measures used in Study One
Interactions using a single measure
A principal components analysis suggested that the four spatial skills measures
used in Study One were measuring the same construct, and allowed a single
general spatial measure to be calculated for each participant as an average of
their scores on each of the measures. Table 5.3 shows the results of this new
composite measure.
The interactions between education level and mathematics group and their
effects on this single spatial measure can be seen in Figure 5.2. Here there is a
significant effect of education level (F (1, 124) = 10.2, p = .002, η2p = .077), and
of group (F (1, 124) = 29.7, p < .001, η2p = .197), but no interaction (p = .088).
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Pre-A level Post-A level
Mathematicians .704 (.125) .811 (.091)
Non-mathematicians .623 (.137) .655 (.129)
Table 5.3: Mean ‘general spatial reasoning’ ability (Standard deviations in brackets)
— Study One
This analysis using a single general spatial factor reveals a similar picture to that
of the separate analyses in the previous chapter, and the interaction between
group and education level is borderline significant, suggesting a possibility of a
developmental difference between the spatial skills of the mathematicians and
non-mathematicians.
Figure 5.2: Interactions between education and group on combined spatial skills score
— Study One
A Bayesian 2(group) × education level ANOVA with this single measure as
the DV produced the Bayes factors displayed in Table 5.4. It can be seen that
the most likely model was Model 3, but that BF34 = 1.34 indicated that this
was only 1.34 times more likely than Model 4.
A further study, designed to explore the possibility of a developmental dif-
ference between group, using a longitudinal design, is reported in Chapter 6. A
large number of year 12 students were tested on one measure of spatial skill (a
method justified by the principal components analysis) at the very start of the
academic year. After one year of advanced study, a second measure was taken
and compared. The large sample size, as well as the longitudinal design, gave
the study more power and helped to draw more solid conclusions. The problems
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Model BFx0
Model 0 1
Model 1 52,946
Model 2 8.65
Model 3 2,560,000
Model 4 1,906,000
Table 5.4: Bayes factors for the five possible interaction models, see Section 4.3.4 for
a description of these models
relating to group differences in the year 12 and undergraduate cohorts in Study
One were also eliminated. Results from both studies provided an insight into
the possible transfer value of advanced mathematics in terms of spatial skills,
and are fully discussed in Chapter 8.
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Chapter 6
Study Two — A
longitudinal study of spatial
skills during A level
mathematical study
6.1 Introduction and theory
Study Two confronted the same research questions as Study One, but with a
longitudinal design. As the literature surrounding this has been introduced and
discussed at length previously, this chapter will summarise the justification for
the study, and follow with a description of the methodology. The results will be
reported and conclusions will be discussed based on data from both studies.
In Study One, the spatial skills of two education levels of students were
measured using a variety of tasks; one group of year 12s (pre-A level), and one
group of undergraduates (post-A level). These two groups were then both split
into two: a mathematics group, and a non-mathematics group. For each of the
dependent variables (DVs), the data provided evidence of a main effect of math-
ematics group which provided evidence for the first of the research questions:
1. Do mathematicians perform better on spatial tasks?
with the mathematicians performing better on all of the spatial measures.
This mathematical advantage appeared to be more prominent post-A level than
pre-A level, but the group × education level interactions did not reach signif-
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icance. In addition, there was a specific spatial working memory advantage
found compared to the verbal working memory measure for mathematicians.
The cross-sectional nature of Study One, and the relatively small number of par-
ticipants, meant that definite conclusions about the nature of the relationship
between advanced mathematical study and spatial skills could not be drawn,
and that further research was needed. Study Two therefore aimed to further
investigate this relationship in regard to the second of the research questions:
2. Is there evidence of developmental differences between mathematicians
and non-mathematicians?
The results helped to establish whether the study of advanced mathematics
improves spatial skills through the process of formal discipline, via a transfer of
skills, or whether the spatial advantage which is witnessed in mathematicians
is the result of a filtering effect. Of these two opposing hypotheses the first,
relating to the theory of formal discipline, makes the assumption that an in-
tervention (in this case the study of advanced mathematics), can increase an
individual’s cognitive ability (in this case, spatial skills): a phenomenon that
has been suggested as possible by a number of scientific studies as discussed
in Chapter 1. Chapter 2 also discussed a number of working memory training
studies that claimed to increase general reasoning skills (see Buschkuehl and
Jaeggi (2010) for a full review of recent research). In addition, effects of study-
ing certain school subjects on reasoning behaviour have been found (Attridge
and Inglis, 2013; Inglis and Simpson, 2007; Lehman and Nisbett, 1990), and on
spatial skills specifically (Blade and Watson, 1955; Sorby, 1999). The second of
these two hypotheses is that of a filtering effect: that those students with more
highly developed spatial skills, or a disposition towards utilising these skills, are
more likely to choose to study advanced mathematics, effectively filtering them
into two groups with observably different levels of spatial skill.
In addition to the advantages that the design of Study Two has over Study
One in terms of its longitudinal nature, and the additional power of using a
large sample, it was decided to incorporate the collection of data relating to all
of the advanced-level school subjects that the participants were studying, not
only mathematics. This allowed the relationship between spatial skills at Time
1, gains in spatial skills, and different school subjects to be explored.
A principal components analysis of the measures used in Study One revealed
that they loaded onto one factor, representing spatial skill. In order to ensure
that Study Two was properly powered, it was necessary to collect a large amount
of data. Therefore, it was not possible to individually test participants on all of
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the measures previously employed in Study One as this would have been unre-
alistically time consuming. Therefore, one of the Study One tasks was chosen
to act as a spatial reasoning measure for Study Two. The matrix reasoning task
was chosen for three main reasons:
1. The potential for the task to be administrated by classroom teachers
within the school/colleges, allowing a large amount of data to be collected
at one time. The instructions for the matrix reasoning task were straight-
forward, the task was relatively self-explanatory, and the completed tasks
were simple and quick to score.
2. The task was adapted from a very well established task, Raven’s Progres-
sive Matrices (RPM) (Raven et al., 2000). Although the Cronbach’s alpha
for the matrix reasoning task in Study One was low, RPM does have well
documented validity and reliability values and established links in the lit-
erature with many positive ‘real-life’ outcomes such as creativity and job
success (Ritchie, 2015).
3. In Study One, 2(group(mathematics; non-mathematics)) × 2(education
level(pre-A level; post-A level)) ANOVAs for matrix reasoning revealed an
interaction that approached significance (p = .054). A Bayesian analysis
of the data suggested that a model that included both mains effects and
an interaction was 1.26 times more likely to fit the data than a model
which included only the main effects. Performance on this task therefore
warrants further investigation.
6.2 Methods
6.2.1 Participants
The data was collected in two cohorts, from two consecutive academic years.
Cohort 2013/14
Seven hundred and fifty eight (758) year 12 students (aged from 15 years, 1
month to 20 years, 7 months, M = 16 years, 4 months at Time 1) from two Le-
icestershire colleges were recruited in September 2013. Of the 758 participants,
317 were male, 419 were female and 22 declined to report their gender.
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Cohort 2014/15
One thousand, two hundred and eighty (1,280) year 12 students (aged from 15
years, 1 month to 21 years, 11 months, M = 16 years, 11 months at Time 1)
from ten schools and colleges across the UK were recruited in September 2014.
Of the 1280 students, 760 were male, 511 were female, and 9 declined to report
their gender.
Neither the participants, nor the colleges were told of the specific aims of the
study so as to avoid any influence of pre-held conceptions. All participants pro-
vided written informed consent and the study was approved by Loughborough
University’s Ethical Advisory Committee.
6.2.2 Design
The study followed a longitudinal, quasi-experimental design, over the period
of one academic year. Participants were tested on a measure of spatial skills
(matrix reasoning) as close to the beginning of the academic year of AS level
study as possible, and again as close to the end of the academic year as possible.
The quasi-experimental nature of the study was unavoidable because randomly
assigning participants to the two groups was impossible, as the school subjects
chosen to study at AS/A level by the participants was beyond the experimenter’s
control. These issues relating to quasi-experimental design were discussed in
Chapter 3.
All students completed the spatial skills 20 minute paper and pen task at
Time 1 and were invited to complete the task again at Time 2. Inevitably, there
was a dropout at Time 2 that is discussed in the results section. This task was
administered by teachers of the schools and colleges, following the instructions
provided (see Figure 6.1).
6.2.3 Measures
The spatial reasoning skills of the participants were measured at Time 1 and
Time 2. These were assessed using a matrix reasoning task very similar to that
employed in Study One, adapted from Raven’s Standard Progressive Matrices
(RSPM) (Raven et al., 2000). All of the items from RSPM were used, split
into two subsets using the even items at Time 1 and the odd items at Time
2. In addition, as RSPM are designed to be used to test reasoning skills in
age groups of 6-years to 17-years, it was decided that 6 items from Raven’s
Advanced Progressive Matrices (RAPM) be added to the end of the tasks to
ensure that the participants engaged with the task for the full time allocated.
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Figure 6.1: Instructions given to teachers for the administration of the task
Again, the even items were used at Time 1, and the odd items at Time 2. This
produced a 36 item task. The participants were given 20 minutes to complete
the task. During this time, it was not expected, or desired, that the students
finished all of the items. Any incorrect or uncompleted items were scored as
a zero. A spatial reasoning score was taken as the number of items that were
completed correctly (a theoretical maximum 36). An example of an item similar
to the RPM test items is illustrated in Figure 2.9.
Participants were also asked to self-report the subjects that they had chosen
to study at AS/A level. The standard practice in the UK was for students to
study four subjects at AS level, dropping one as they progress to A level the
next academic year. Therefore, the majority of the students self-reported four
subjects, all of which had equal weighting in the student’s timetable. Across
the colleges, 42 distinct course titles were reported. Using the Higher Educa-
tion Statistics Agency (HESA) classification, these subjects were coded into 14
subject groups which can be seen in Table 6.1.
If a student was studying one or more of the sub-courses within a subject,
they were coded as studying that subject. In some cases, an individual student
had chosen to study up to 3 sub-courses within a subject group. Instead of
coding this situation as a ‘3’, a binary coding was chosen as the most appropriate
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system. This was because an equal study time allocation across the subjects
could not be assumed. Therefore each student was coded with either a 1 or a 0
for each subject.
Table 6.1: Categorisation of AS level courses
Subject group Sub-courses
Biological Sciences Biology; Psychology
Business & Administrative Studies Accounting; Business Studies
Computing Science Computing; ICT
Creative Arts and Design
Art; Art and Design; Design and
Technology; Drama and Theatre Studies;
Fashion and Textiles; Film Studies;
Graphic Communication; Music;
Photography; Sculpture and Ceramics;
Performing Arts; Food Technology
Electronics & Technology Electronics
English
English Language; English Literature;
Combined English
Humanities
History; Ancient History; Religious
Studies; American History
Languages French; German; Spanish; Italian
Law Government and Politics; Law
Librarianship & Information Science Media Studies
Mathematical Science
Mathematics; Further Mathematics;
Statistics
Physical Science Chemistry; Geology; Physics
Social, Economic & Political Studies
Geography; Health and Social Care;
Sociology; Travel and Tourism;
Citizenship
Sport Science Physical Education
A measure of prior attainment was also obtained from the participants as
their self-reported GCSE grades in mathematics, English and science. The
grades were coded for analysis (e.g. A* = 8, A = 7, B = 6, ...). A total score
for prior attainment was calculated as a sum of these three grades (theoretical
maximum of 24).
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6.3 Predictions
Before discussion of the results of Study Two, it is worth recapping the two
hypotheses that are being investigated, and what these would look like in terms
of the data produced. Based on the theory discussed in Chapters 1 and 2,
there are different outcomes that would be expected, dependent on whether the
data supported the theory of formal discipline value of advanced mathematics:
that studying mathematics improves spatial skills, or the alternative filtering
account: that individuals with better spatial skills are more likely to choose to
study mathematics.
A 2(mathematics or non-mathematics group) × 2(Time 1 and Time 2) mixed
ANOVA will reveal any significant effects of a year of advanced mathematical
study on spatial reasoning skills. Figure 6.2 illustrates the possible outcome of
this ANOVA if the study of advanced mathematics had some formal discipline
value in terms of the development of the students’ spatial skills. Figure 6.3
shows the result if the second hypothesis were supported.
Figure 6.2: Predicted interaction plot 1
6.4 Results
6.4.1 Exclusions
Of the 2,038 participants, 14 were excluded as outliers as they scored more than
3 standard deviations from the mean on the spatial reasoning task at Time 1,
leaving 2,024 participants. Of these, 1,140 participants completed both Time 1
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Figure 6.3: Predicted interaction plot 2
and Time 2. Table 6.2 shows the spatial reasoning scores at Time 1 for these
two groups, as well as other descriptive statistics and the Cohen’s d effect sizes
for the independent t-tests comparing the Time 1 & Time 2 group, and the
Time 1 only group.
The group of students that completed the data collection at both Time 1 and
Time 2 scored significantly differently on all of the measures above. Although it
is surprising, and difficult to explain why the ‘dropout’ group were significantly
older (t(2004) = 4.00, p < .001) and more male (χ2(1, N = 2008) = 10.16, p <
.001), the actual differences between the average age and gender between the
two groups was very small (0.2 of a year, and 7.2% respectively) and effect sizes
were small1 (see Table 6.2). The dropout group also reported significantly lower
GCSE grades in mathematics (t(1982) = 3.68, p < .001), science (t(1956) =
4.33, p < .001) and English (t(1983) = 3.78, p < .001), and scored lower on the
Time 1 spatial reasoning measure (t(2023) = 4.22, p < .001), but again with
small effect sizes.
The dropout group will have included students that did not complete their
first year of AS level subject courses and therefore were not present to complete
the data collection at Time 2. It is understandable that this group will have
scored significantly lower in their GCSEs, as well as on a measure of spatial
reasoning at Time 1 as students with lower general reasoning skills are less
likely to cope with the academic challenge of A level study.
1A value of Cohen’s d of d = 0.2 is considered small, d = 0.5 medium and d = 0.8 large
(Cohen, 1977).
A value of φ of φ = 0.1 is considered small, φ = 0.3 medium, and φ = 0.5 large (USGS, 2016).
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Table 6.2: Ages, genders, GCSE grades and Time 1 mean proportion correct spatial
reasoning scores (SD) for those that completed both time points, and those that only
completed Time 1. For GCSE grades, 8=A*, 7=A, 6=B, etc...
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This explanation does not, however, fully account for the amount of missing
data at Time 2. As the data was most often collected in form groups by the
form tutors at the schools and colleges, it was the case that a number of whole
form groups were missing at Time 2. A possible explanation for this is that
those form groups that did not complete the task at Time 2 were made up of
students that, for various reasons, may have been disengaged with the task.
These students would therefore score lower at Time 1 and also be less willing
to participate at Time 2. The form tutors were informed that they were free
to opt out of the data collection at any point; an opportunity that a number of
tutors took at Time 2, presumably because their tutor group did not want to
complete the task at Time 2, or because they were unable to find time.
It should be noted that the raw difference in the scores between the ‘drop-out’
group and the ‘completed’ group at Time 1 was very small (0.878 on a 36-point
scale) and the effect size small (d = 0.189). Although statistically significant
due to the large number of participants involved, the ‘complete’ group correctly
answered, on average, less than one item more than the ‘drop-out’ group. Also,
the differences in GCSE grades is most prominent for science, for which the
‘complete’ group reported only the equivalent to a quarter of a grade higher.
As the research focus of this study was the longitudinal effects of specific
subject groups, it was of even more importance to determine whether or not
the two groups (dropout and complete) differed in terms of the subjects taken.
Chi-squared tests of association on each of the defined 14 subject groups showed
that there was no significant difference between the two groups for the majority
of subjects. However, the test did reveal a larger drop-out rate for students
taking the following subjects: biology, computer science, physical sciences, and
mathematics. This drop-out rate reflects the fact that mathematics and all of
the sciences feature in the list of subjects with the highest drop-out rates for
post-16 education in the UK (LGA, 2015). The fact that the drop-out group in
this study tended to have taken more of these subjects is therefore expected.
Overall, any differences between the ‘drop-out group’ and the students that
completed the task at both time points can be attributed to the large N, and
should not be considered a major cause for concern in regard to the rest of the
analysis.
6.4.2 Descriptive Statistics
The following sections report data on the 1,140 participants that completed both
Time 1 and Time 2 data collection. Table 6.3 shows the means and standard
deviations for scores on the spatial reasoning measure at Time 1 and Time 2.
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Table 6.3: Mean proportion correct spatial reasoning scores (SD) at Time 1 and Time
2 for participants that completed the task at both time points - Study Two
Mean SD
Time 1 0.630 0.127
Time 2 0.725 0.143
There was a significant gain in spatial reasoning scores from Time 1 to Time
2 (t(1, 139) = 26.34, p < .001, d = 0.963). In raw scores, this increase was by
3.42. This means that the students answered 3.42 more items correctly at Time
2 than Time 1, but does not relate to any standardised reasoning scores.
Table 6.4 shows the number of students taking each of the 14 subject groups.
Students reported that they were studying an average of 3.26 (SD = 0.802) AS
level subjects (minimum = 1, maximum = 6).
Table 6.4: The number of students taking each subject group - Study Two
Subject Group Number of students
Biological Sciences 584
Business & Administrative Studies 195
Computing Science 92
Creative Arts and Design 260
Electronics & Technology 26
English 353
Humanities 291
Languages 72
Law 140
Librarianship & Information Science 53
Mathematical Science 576
Physical Science 466
Social, Economic & Political Science 515
Sport Science 92
The remainder of the results will be split into two parts:
• Analysis One — A comparison of two groups: those that took mathe-
matics, and those that did not.
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• Analysis Two — An investigation into the subject groups as predictors
of spatial reasoning scores.
Each analysis will include a short discussion of the most noteworthy results,
followed by a more general discussion in Section 6.5.
6.4.3 Analysis One: group comparisons
The first analysis considers two groups: those who took mathematics AS level,
and those who did not. Five hundred and seventy six (50.5%) of the students
took AS level mathematics. Tables 6.5 and 6.6 show summaries of the measures
for these two groups.
Table 6.5: Prior attainment levels for mathematics and non-mathematics groups (A*
= 8, A = 7, etc.)
Maths group (N=576) Non-maths group (N=564)
GCSE mathematics 7.09 (.977) 5.75 (.871)
GCSE English 6.70 (1.03) 6.28 (.948)
GCSE science 6.91 (1.06) 5.97 (1.09)
The mathematics group had achieved significantly higher GCSE grades in
mathematics (t(1119) = 24.28, p < .001, d = 0.964), English (t(1119) = 7.03, p <
.001, d = 1.11), and science (t(1111) = 14.50, p < .001, d = 0.988) than the non-
mathematics group.
It would be expected that the group of students that had chosen to study
mathematics would have achieved higher grades in mathematics at GCSE, and
arguably science GCSE as well. However, the fact that the mathematicians also
achieved higher GCSE grades in English suggests that they possessed a higher
general academic ability. Therefore a general ability, calculated as an average
of GCSE mathematics and GCSE English grades were controlled for in the
following analyses to try to ensure that any statistical findings were not due to
this confound. English and mathematics grades, and not GCSE science grades
were used in this measure because of the close relationship between abilities
in science and mathematics, with the science GCSE content consisting of an
amount of mathematics itself. Therefore the most representative measure of
general ability is an average of English and maths.
Spatial reasoning score at Time 1 was significantly correlated with mathe-
matics GCSE grade (r = .489, p < .001), English GCSE grade (r = .320, p <
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Table 6.6: Spatial reasoning scores for mathematics and non-mathematics groups (SD)
Maths group (N=576) Non-maths group (N=564)
Spatial Time 1 0.669 (0.126) 0.589 (0.115)
Spatial Time 2 0.766 (0.135) 0.682 (0.138)
Spatial Gain 0.0968 (0.118) 0.0931 (0.126)
.001) and science GCSE grade (r = .406, p =< .001).
A 2(mathematics or non-mathematics group) × 2(Time 1 and Time 2) mixed
ANCOVA with GCSE mathematics and English as covariates was performed
with spatial skills as the dependent variable. Figure 6.4 shows the interaction
plot of this ANCOVA.
Figure 6.4: A graph to show the interaction of mathematics and non-mathematics
groups on RPM score at Time 1 and Time 2
There was a significant main effect of time (F (1, 1121) = 22.43, p < .001, η2p =
0.02) and of group (F (1, 1121) = 5.29, p < .001, η2p = 0.005) but no interaction
(p = .603). This result reflects the findings of Study One.
Although it is not customary to report effect sizes to this degree of accuracy,
it is worth noting that the actual value for η2p for the interaction was 0.000238.
This effect size is considered extremely small and means that only 0.2% of the
difference in spatial skills seen is due to the interaction between group and time.
Table 6.6 shows the spatial skill scores of the mathematics and non-mathematics
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groups at Time 1 and Time 2. Independent t-tests at each time point re-
vealed that the mathematics group scored significantly higher than the non-
mathematics group on spatial reasoning at Time 1 (t(1132.32) = 11.16, p <
.001, d = 0.988) and at Time 2 (t(1138) = 10.34, p < .001, d = 0.989).
The next section of the analysis reports the data from the perspective of
Bayesian statistics, the advantages of which were discussed in Section 3.
Bayesian analysis
A statistical analysis based on the principals of p-value significance testing only
allows the rejection of a null hypothesis, and not the acceptance of one. In the
case of the null hypothesis (H0): the study of advanced level mathematics has
the same effect as studying other advanced school subjects on the spatial skills
of the students that study it, Bayesian statistics can go further in revealing the
weight of the evidence that exists to support this, versus the alternative hypoth-
esis (H1): that there does exist a developmental effect of studying mathematics
on spatial skills.
The statistical software program, JASP (Wagenmakers and Jove, 2016), was
used to calculate an independent t-test Bayes factor for the difference in spa-
tial reasoning gains between the mathematics and non-mathematics groups. A
Cauchy prior width of 0.707 was used, as recommended for use in psychological
experiments as a common effect size (Wagenmakers and Jove, 2016).
Figure 6.5 shows the Bayes factor robustness check, indicating that the cur-
rent data provided strong evidence for the null hypothesis. The Bayes factor,
based on the prior width and current data, is BF01 = 11.596. This can be inter-
preted as the data being 11.6 times more likely under the null hypothesis (that
there would be no difference between the mathematics and non-mathematics
groups in terms of their gain in spatial reasoning scores over the course of one
year’s study) than the alternative hypothesis (that there would be a difference).
The wide, and ultra wide prior dots indicate the extent of the strength of
the evidence having chosen different prior widths. The value of 0.707 that was
chosen for this analysis, along with the data collected, provides strong evidence
for the null hypothesis. Even when the effect size for the alternative hypothesis
is defined in the analysis as a distribution closer to zero (represented by a smaller
prior width), these data provide evidence in favour of the null and against the
alternative hypothesis. All Cauchy prior widths above 0.2 result in Bayes factors
considered at least moderate evidence (see Figure 6.5).
The JASP software also produces a sequential analysis of the data (see Figure
6.6) which shows how the Bayes factor changes as the number of participants
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Figure 6.5: Bayes factor robustness check plot — Study Three
increases. It can be seen from Figure 6.6 that the Bayes factor becomes stable
after approximately N=400.
6.4.4 Analysis Two: linear regressions
In addition to a comparison of the mathematics and non-mathematics groups,
it was also possible to analyse the predictive value of a range of different school
subjects in terms of the participants’ spatial reasoning scores before and after
a year’s worth of advanced mathematical study. Three regressions were run on
the data, with different dependent variables: spatial reasoning skills at Time 1,
spatial reasoning skills at Time 2, and gain in spatial reasoning skills between
Time 1 and Time 2. With relation to the subject groups defined in Table 6.1,
the participants were coded as 1 if they took one or more of the sub-courses
at AS-level, and 0 if they did not. Table 6.4 in the previous section shows the
number of students that took each subject group.
First, a multiple regression was performed with spatial score at Time 1 as
the dependent variable and each subject group as distinct predictor variables.
Table 6.7 displays the results of this regression. It can be seen that a num-
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Figure 6.6: Sequential analysis of the data to show how the Bayes factor changes as
the number of participants increases
ber of subject groups were significant predictors of students’ spatial scores at
Time 1. Of these predictors, many can be disregarded as non-significant once
Bonferroni corrected: creative art (p = .090), computing science (p = .0.420),
law (p = .525), librarian & information science (p = .585) and social, economic
and political science (p = ..645). However, humanities, mathematical sciences,
and physical sciences are revealed as more convincingly significant predictors of
spatial ability (all remain at p < .001 after Bonferroni correction).
Table 6.8 shows a similar multiple regression that was performed using spa-
tial score at Time 2 as the dependent variable. At Time 2, in addition to those
subject areas identified at Time 1, creative arts, biological sciences and English
significantly predicted spatial scores. The Betas for both biological sciences
and English were negative, meaning that the students that took these subjects
scored lower on spatial reasoning than those that did not. Humanities, mathe-
matical sciences and physical sciences remain the strongest and most convincing
significant predictors of higher spatial reasoning scores.
The fact that mathematical sciences is a strong predictor of spatial reasoning
128
in students at both Time 1 and Time 2 provides evidence for the filtering theory:
that mathematicians perform better on spatial tasks than non-mathematicians.
In order to investigate whether there was any evidence for the alternative formal
discipline theory: a developmental difference between mathematician and non-
mathematicians, a third multiple regression was run with spatial score gains
(calculated as Time 2 - Time 1) as the dependent variable. Table 6.9 displays
this analysis.
This third multiple regression was not a significantly predictive model (R2 =
.013, p = .415). In terms of predicting the gains in spatial scores over a year of
advanced study, knowing the subject group that a student took does not add
any knowledge over and above that of the average gain score for the students.
The results of both the multiple regressions, and of analysis one are discussed
in the next section.
6.5 Discussion
This study aimed to provide additional evidence for the existence, or not, of
a formal discipline value of studying advanced mathematics, in terms of per-
formance on a spatial reasoning task. Students completed the task before and
after an academic year’s worth of advanced study in order for any gains to
be analysed alongside which subjects they chose to study. Two analyses were
performed with the data, which are now discussed in turn.
6.5.1 Analysis One
The first analysis considered the participants split into two groups, those that
had chosen to study advanced mathematics, and those that had not. A measure
of spatial reasoning was taken for each group before and after one year’s study
of advanced mathematics. A comparison of the gains in spatial reasoning over
this time between the groups allowed the two hypotheses of this thesis to be
tested. As with Study One, a main effect of group was found, with mathemati-
cians scoring higher on the spatial reasoning task than non-mathematicians. In
the discussion of the results of Study One, it was suggested that this main effect
could be a result of unequal exposures to mathematics prior to the data being
collected. Up to the point that the participants were tested on their spatial
reasoning skills, they had all completed a number of years of compulsory math-
ematics education, and therefore could be considered to have been exposed to
a very similar amount of mathematics. However, this may not be the case for
a number of reasons. It is possible that some of the participants engaged in
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mathematical activities outside of the school system, for example extra hours
of tutoring, or even completing mathematical tasks and puzzles in their spare
time. Also, an argument exists that those who chose to take AS/A level mathe-
matics, for whatever reason, engaged more meaningfully with the content of the
GCSE syllabus, therefore possibly allowing for more formal discipline potential
from the study of the subject. Alternatively, if this group had, in fact, engaged
more meaningfully with the mathematics syllabus before A level, this may have
been due to their higher spatial skills. This argument is more in line with the
idea of individuals possessing different innate abilities to perform well on spatial
reasoning tasks. If some individuals are born with a higher potential for skills in
spatial reasoning, they might find success in mathematics easier and studying
of the subject more enjoyable, and therefore be more likely to choose to study
the subject in post-compulsory education.
The results also revealed a main effect of time, with participants scoring
higher on the spatial reasoning task at Time 2. This effect was also found in
the results of Study One, with the post-A level students scoring higher than
the pre-A level students on all but one of the spatial skills measures. In Study
One, this effect was difficult to interpret due to the cross-sectional nature of the
study making it difficult to rule out the possibility of the differences being due
to the cohorts being dissimilar academically. In the current study, a compari-
son was made within the same cohort of students at different time points, and
therefore these confounds were eliminated. The presence of a main effect of time
does, therefore, show that spatial reasoning scores increased over the period of
one year’s advanced study, suggesting a certain amount of neural plasticity in
students of this age. However, if the increase in spatial reasoning scores was
due to an effect of formal discipline from studying advanced mathematics, it
would be expected that the students that did not study mathematics would not
improve, or would improve significantly less. Conversely, the data revealed no
differences in gains for the two groups. This finding mirrored that of Thorndike
(1924a,b) and Wesman (1945) who found no advantage to mathematical study
over any other school subject in terms of its effect on students’ reasoning skills.
A Bayesian analysis of the data allowed a calculation of the strength of the
evidence for the null hypothesis: that there was no difference between the gains
on the spatial reasoning task performance between the mathematicians and
the non-mathematicians. The data provided strong evidence for this null hy-
pothesis: that there are no spatial reasoning developmental differences between
mathematicians and non-mathematicians.
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6.5.2 Analysis Two
The second analysis of the data of the current study aimed to investigate the
predictive value of a range of school subjects on students’ spatial reasoning
scores at the two time points, and on gains over time. Multiple regressions
revealed that enrolment on humanities, mathematical sciences and physical sci-
ences courses significantly predicted scores at Time 1, and at Time 2. The result
for mathematical sciences is unsurprising when considering the large amount of
literature linking spatial reasoning task performance and mathematical achieve-
ment discussed in Chapter 2. The result also mirrors the findings from Analysis
One of this study, and of Study One: that mathematicians perform better on
spatial tasks.
The significance of humanities and physical sciences has some similarity to
previous research. Although the students did not differ at Time 1, Lehman and
Nisbett (1990) found improvements in conditional and inductive reasoning in
social science students, and gains in logical reasoning for natural sciences stu-
dents (which included some of the same sub-categories as the physical sciences
category of the current study) and humanities students. The students studied
by Lehman and Nisbett were a university cohort, rather than the pre-university
cohort of the current study, and therefore the content of the subject courses
may not be comparable. Also, the reasoning tasks employed by Lehman and
Nisbett were considerably different to the spatial reasoning task used in the cur-
rent study, and so cannot be expected to measure a large amount of common
features. However, it is noteworthy that links were found between reasoning of
any kind, and these subjects. Although mathematics students were not studied
specifically by Lehman and Nisbett (1990), they did find that the number of
mathematics modules that a student was enrolled in, and their gains in scores
on the reasoning tasks, were positively correlated, and this was hypothesised to
explain the gains seen for the natural sciences students. It is very possible that
a similar phenomena is present in the current study: that the students taking
physical sciences were also taking mathematics, and that this contributed to
the predictive value at both time points. The significance of the humanities
subjects is harder to explain, and perhaps requires further investigation outside
of this thesis.
The regression model for gains in performance was not significantly predic-
tive, meaning that no knowledge could be gained about the way in which a
students’ spatial reasoning skills developed over a year of advanced study by
knowing which subjects they chose to study. This provides evidence of no de-
velopmental differences between students that chose to study different school
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subjects, again reflecting the findings of Thorndike (1924a,b).
6.6 Conclusions
The data collected from Study One and Study Two provided strong evidence
for a filtering effect of studying mathematics. The mathematicians performed
better on every spatial measure, at every time point, for every group studied.
In the case of the second research question: whether or not there exists a de-
velopmental difference between the groups, Study One was inconclusive. Study
Two, however, provided strong evidence for this not being the case, and that,
instead, some filtering effect existed prior to the study of advanced mathematics.
Chapter 8 discusses these findings in the context of the issues relating to math-
ematics education and the literature introduced in Chapters 1 and 2. The next
chapter describes a small experimental study which aimed to further investigate
the nature of the relationship between spatial reasoning and mathematics.
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Table 6.7: Predictors of spatial reasoning scores at Time 1
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Table 6.8: Predictors of spatial reasoning scores at Time 2
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Table 6.9: Predictors of spatial reasoning score gains
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Chapter 7
Study Three — Does
priming participants with
mathematical reasoning
improve their spatial
reasoning?
7.1 Introduction and theory
The fact that mathematicians display higher levels of spatial skills in comparison
to non-mathematicians has been well established through analysis of the data for
Study One and Two of this thesis. The main purpose of Study Three was to more
fully explore the nature of this effect. A possible account for the differences seen
between mathematicians and non-mathematicians is that the mathematicians’
spatial reasoning skills are being affected by the fact that they are faced with
mathematical content on a day-to-day basis and are therefore experiencing a
short-term, ‘frame of mind’ effect that may not translate to a genuine difference
in their cognitive construct. Non-conscious phenomena of this sort is referred to
as a ‘priming effect’ and can have surprisingly large effects on peoples’ behaviour,
as discussed in the following section.
For the current study, university engineering students were asked to com-
plete a mathematical reasoning task followed immediately by a spatial reasoning
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task. By asking them to complete a mathematical reasoning task, their men-
tal disposition will have been, at least temporarily, affected. The subsequent
spatial reasoning task enabled any effects of short-term mathematical mental
disposition on spatial reasoning behaviour to be observed. The following section
will describe current literature regarding ‘priming effects’.
7.1.1 Literature on priming effects
‘Priming’ is a type of unconscious memory, or perception, in which a person’s
behaviour is affected by recent previous experiences. One of the earliest experi-
mental examples of this semantic organisation of memory was a study in which
participants were asked to respond ‘yes’ if two strings of letters formed words,
or ‘no’ if one, or both were a non-word (Meyer and Schvaneveldt, 1971). In
the ‘yes’ condition, participants responded more quickly when the words were
associated, e.g. NURSE and DOCTOR. Meyer and Schvaneveldt argued that
this effect was due to the second word being easier to retrieve and recognise for
the participants, having been ‘primed’ by the first word.
The discovery of this priming phenomenon inspired much research interest
and, although cognitive psychologists could learn a lot about the organisation of
memories and retrieval techniques, social psychologists were particularly inter-
ested in ‘social priming’ — how an individual’s behaviour could be influenced
by priming, further than pressing a ‘yes’ or ‘no’ button in a laboratory. The
most publicised example of social priming is a study by Bargh et al. (1996) in
which participants who were primed with words associated with old age took
longer to walk down a corridor when leaving the experiment room than those
who had been primed with neutral words. Previous research had shown a num-
ber of social priming effects on attitudes, for example on aggressive, or hostile,
behaviour (Bargh and Pietromonaco, 1982; Carver et al., 1983; Srull and Wyer,
1979) and personality judgement formation (Higgins et al., 1977). Bargh et al.
wanted to show that priming effects could be completely unconscious, that the
behaviour outcomes could be unrelated to the situation in which they were
displayed, and that they were not limited to social perception. Thirty students
were randomly assigned to an elderly primed condition, or a neutral primed con-
dition. Each participant performed a scrambled-sentence task, and were given
the impression by the experimenter that this was a language proficiency test.
Participants in the elderly primed condition were presented with words related
to elderly stereotypes, e.g. WRINKLE, GREY and the neutral primed partici-
pants were presented with neutral words such as CLEAN, PRIVATE. A second
experimenter then covertly recorded the time that it took for the participants
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to walk down the corridor to leave the experiment. The elderly primed students
took, on average, about 1 second longer to reach the end of the 9.75m corridor.
None of the participants, when interviewed afterwards, voiced any belief that
the words had had any impact on their behaviour.
Within the same journal article, Bargh et al. (1996) reported a study in
which subliminal images of faces were incorporated into an unrelated, tedious,
visual task. Participants that were shown African American faces, as opposed
to Caucasian faces, were more likely to display hostile behaviour when informed
of a computer error that resulted in them having to start the experiment from
the beginning. Those individuals that displayed high levels hostile behaviour
did not consciously report high levels of racist attitudes towards African Amer-
icans. The findings of these studies were taken as proof that priming could have
major effects on people’s social behaviour and attitudes without any conscious
awareness and much social theory incorporated this evidence for the following
decades.
More recently, however, the replicability of these studies has been brought
into question. Doyen et al. (2012) published a replication of the Bargh et al.
(1996) study which failed to find the same results. Doyen et al. timed the
participants leaving the experiment room using movement lasers, rather than
a second experimenter, eliminating expectation bias. A second experiment in
which an experimenter and stopwatch were relied upon, and in which the ex-
perimenter was aware of which participants were expected to walk slower, did
reproduce Bargh et al.’s results. The set of social priming studies that Bargh
et al. had built his career on, and that had been so instrumental in the forma-
tion of many social theories, was suspected as being misleading. With them the
reputation of social psychology as a serious science was shaken (Bartlett, 2013).
In light of this, it is appropriate to be cautious about drawing inferences
from the evidence on priming effects on human behaviour. There is, however,
a much more solid evidence base for changing people’s behaviour in decision
making without their conscious knowledge through processes such as anchoring,
both in laboratory conditions, and in the field. Tversky and Kahneman (1974)
were some of the first psychologists to write about the way that humans make
judgement and decisions in uncertain situations. They suggested that people
rely on heuristic evidence to inform their decisions, and this can be manipulated.
If certain pieces of evidence are made specifically available to the decision maker,
particularly if evidence is scarce, their judgements are likely to be influenced by
this. A robust example of anchoring in effect is a study in which students at
the University of California were asked either “Is the Mississippi River longer
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or shorter than 2,000 miles?” or “Is the Mississippi River longer or shorter than
70 miles?”. When asked to then estimate the length of the Mississippi River,
students who were asked the first question estimated much higher (Jacowitz and
Kahneman, 1995). The effects of anchoring are strong and well researched, and
are often used to manipulate decision making, for example in advertising.
Although a lot of the research into social priming should be considered cau-
tiously, there does remain evidence that a person’s frame of mind and judgement
can be influenced by their recent exposure to particular events. Considering this,
it could be argued that the differences in spatial reasoning behaviour seen be-
tween the maths and non-maths groups in Study One and Two were due to a
temporary ‘frame of mind’ that occurs because the participants in the math-
ematics group were in a context related to mathematics (their school or uni-
versity). The following section will discuss the literature surrounding priming,
mathematics, and spatial reasoning particularly.
7.1.1.1 Priming on spatial reasoning
A surface literature search of priming effects and spatial reasoning will quickly
find a number of social psychology studies citing an effect of gender stereotyp-
ing. Considering the gender differences that have been found in many cognitive
psychology studies (as discussed in previous chapters, e.g. Chapter 2), the
idea that individuals might be affected by priming in this way does not seem
incomprehensible. For example, Ortner and Sieverding (2008) claim to have
found that adult women who are primed with male stereotypes displayed higher
spatial abilities, and McGlone and Aronson (2006) reported similar results for
females that were primed with their college identity as opposed to their gender
identity. However, the Ortner and Sieverding study found priming effects with
significance levels of only p = .03, and did not employ a control group, making
it difficult to draw any definitive conclusions from the findings. It seem likely
that reliable replication of these gender-priming/spatial findings needs to be
achieved before they can be claimed to be robust.
In addition to this interest in gender priming and spatial skills, there is much
research interest in the effect of music on spatial reasoning. Rauscher et al.
(1993), first observed this effect through a study in which participants spent
10 minutes either listening to Mozart, listening to relaxation instructions, or
sitting in silence. Immediately afterwards, they completed a number of spatial
reasoning tasks, including a matrix task very similar to that used in Study One
and Two of this thesis. Rauscher et al. found that the participants in the
Mozart condition scored significantly higher on the abstract spatial reasoning
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tasks than either the relaxation or silence controls. Although in this experiment
the effects did not last longer than 10-15 minutes, Rauscher et al. (1997) later
did find evidence for longer lasting effects. These studies sparked an interest
in the effects that music could have on spatial, and mathematical, performance
due to the potential of enhancing these skills in an academic setting. Coined
the ‘Mozart Effect’, this technique is thought to ‘re-train’ the ear, allowing the
brain to re-order cognitive processes and, as a result, enable individuals to solve
problems more efficiently and effectively. Exactly how this is happening is not
clear, although Steele et al. (1997) ruled out the suggestion of a working memory
mediation. Although much of the early research into the Mozart Effect has, as
with the social priming research, failed to be replicated since (see Stough et al.
(1994) and Wilson and Brown (1997) as two of many examples), the Mozart
Effect still proves popular in some research circles. See Bangerter and Heath
(2004) for a full account of the history of the Mozart Effect, and Pietschnig et al.
(2010) for a meta-analysis which found a small average effect size of d = 0.37.
It is unsurprising to the majority of cognitive psychologists that the Mozart
Effect has, over time, failed to live up to the potential test-boosting value that
it promised on first discovery. In Chapter 1.2, the idea of ‘transfer’ was discussed
and, in particular, the lack of evidence for the feasibility of far transfer between
two elements that are relatively distant in their composition, such as music and
spatial skills. Mathematics, on the other hand, has very established links in
the literature with spatial reasoning and the transfer between the two would be
seen as a lot less far, although still not ‘near’ as defined by many psychologists,
e.g. Thorndike and Woodworth (1901) who failed to find effects of training on
estimating the area of rectangles on a task of estimating the area of triangles.
If a certain amount of transfer between training and performance tasks is
considered possible, and if having a higher level of spatial skills is a ‘frame of
mind’ that can be temporarily induced in people, it stands to reason that prim-
ing with mathematical reasoning may have this effect. Study Three aims to test
this hypothesis as an alternative explanation for any differences that have been
found on performance on spatial reasoning tasks between mathematicians and
non-mathematicians. This study does not aim to further knowledge in terms of
the formal discipline value of advanced mathematics, but strengthens the un-
derstanding of the cognitive mechanisms that underlie the relationship between
mathematics and spatial reasoning. If performance on a spatial reasoning task
is unaffected by priming on mathematical reasoning, this will strengthen the
argument that any effect that mathematical study does have on spatial skills is
through long-lasting changes in cognitive development, and not just a ‘frame of
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mind’ effect.
In the current study, undergraduate students were primed with mathemat-
ical reasoning through a challenging paper-and-pen task before completing a
spatial reasoning task. A matrix reasoning task was used for the same reasons
as outlined in Section 6, as well as the fact that this task was used success-
fully in both Study One and Two of this thesis. The students’ performance
on the spatial reasoning task was compared to that of an active control group
that had spent an equal amount of time working on an equally challenging, but
non-mathematical task prior to completing the spatial reasoning task. It was
deemed methodologically important to ensure that the control group be an ac-
tive control group to be certain that any differences between the experimental
group was due to the mathematical content, and not general cognitive stimula-
tion. The following sections describe the way in which the study was executed,
the results, and what conclusions can be drawn from the data.
7.2 Methods
7.2.1 Participants
One hundred and fifty four undergraduate engineers (122 male, 29 female, 3 not
reported. Mean age = 20 years, 6 months) were recruited from Loughborough
University, Leicestershire, UK. A variety of engineering courses were being stud-
ied by the students, of which all were in their second year. Table 7.1 lists the
number of students taking the reported courses.
Type of engineering course Number of students
Product design 53
Engineering management 7
Manufacturing engineering 21
Materials engineering 43
Sports technology 28
Not reported 2
Table 7.1: Engineering courses being taken
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7.2.2 Design
The study was undertaken during lecture time allocated to a common module,
‘Statistics for Engineers’. As part of this module, the students were required to
prepare a piece of coursework that illustrated the skills that they have learnt
in data analysis and statistical testing over the year. The data that was was
collected for this thesis was also used as the data set for the students’ coursework,
and related coursework questions were written by the regular course lecturer.
Students were told in advance that this lecture session would involve collecting
data to be analysed for their coursework and were informed that attendance in
the session was not compulsory.
The students were randomly allocated to either the experimental group
(N=75), or the control group (N=79). This was done by placing paper tasks
(with identical first pages) on to the desks prior to the students arriving and
seating them as they entered the room. The students were tested in two groups,
in accordance with the regular times for their lectures for ‘Statistics for Engi-
neers’, at 4pm and 5pm on a Friday afternoon.
7.2.3 Measures
Each participant completed a pen-and-paper booklet. The experimental group
were primed with mathematical reasoning, followed by a spatial reasoning task,
and the control group completed a non-mathematical, but similarly challenging
task followed by the same spatial reasoning task. Both the mathematical and
the control priming tasks were designed with enough questions so that none
of the participants would complete the entire task in the time allocated (15
minutes). These priming tasks can be found in Appendix 9.3.
7.2.3.1 Mathematical reasoning priming task
The mathematical priming task consisted of 16 items, taken from Swan (2005).
Figure 7.1 shows an example of the items used. The items were designed to
compel the students to consider thorough mathematical justifications for their
answers, and to devise examples, or counterexamples, to defend their reasoning.
The students were therefore not only performing mathematical operations, but
also engaging in mathematical thinking and reasoning at a richer level than
simply performing mathematical operations.
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Figure 7.1: An example of the mathematical reasoning task items: Study Three
7.2.3.2 Control priming task
The control priming task consisted of 34 items in which the participants were
asked to choose the correct word to complete the sentence. Figure 7.2 shows
an example of the control task. This was chosen to be a challenging but non-
mathematical activity.
Figure 7.2: An example of the grammatical reasoning task: Study Three
After 15 minutes of working on the priming tasks, all participants were asked
to turn to the section of their booklets that contained the spatial reasoning task.
7.2.3.3 Spatial reasoning task
The spatial reasoning task consisted of 18 matrix reasoning questions, in which
the participants were asked to indicate the missing piece that completed the
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pattern correctly. This task was very similar to the task used in Study One and
Study Two and an example of this type of item can be seen in Figure 7.3. The
18 items were taken from Ravens Standard Progressive Matrices (Plus) (Raven
et al., 2000), suitable for the age group being tested.
Figure 7.3: Example of the matrix reasoning items: Study Three
The participants were also asked to self-report their previous mathematical
achievement as their A-level result, or equivalent, and their end of year university
course mark (from their first year of study).
7.3 Results
7.3.1 Descriptive statistics
The experimental and control groups did not differ significantly in terms of the
number of students that were taking any of the particular engineering courses.
The groups also did not differ in terms of gender mix, age, previous mathemat-
ical achievement, overall prior achievement, or end of first year course mark (all
ps > .1).
Table 7.2 shows the descriptive statistics for the two groups.
Ideally, the analysis would consider gender, due to the large amount of lit-
erature linking gender, mathematics and spatial reasoning. Unfortunately, as
with the post-A-level group in Study Two, the sample population was so pre-
dominantly male that statistical comparisons would be hard to interpret. This
gender inbalance is to be expected from a class of engineering students in a UK
university.
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Exp. (N=76) Control (N=78)
Gender balance [male;female;not reported] 58;16;2 64;13;1
Age (years) 20.52 (.82) 20.49 (1.17)
Prior maths achievement 6.39 (.88) 6.12 (.94)
Average of all A level grades 6.20 (.68) 6.12 (.66)
End of first year degree score (%) 63.34 (7.26) 64.02 (7.54)
Degree type
Product design 26 27
Engineering management 3 4
Manufacturing engineering 11 10
Materials engineering 20 23
Sports technology 14 14
Table 7.2: Mean (SD) descriptive statistics for the two groups. For prior maths score,
6 represents a grade B at A-level, 7 represents a grade A)
7.3.2 Main analysis
Correlations
Significant correlations were found between end of first year examination course
mark and previous mathematical achievement (r = .183, p = .048) and over-
all prior achievement (r = .211, p = .014) which can be explained through a
general ‘academic achievement’ factor. There was also a marginally significant
correlation found between previous mathematical achievement and scores on the
spatial reasoning task (r = .174, p = .055). This correlation would be expected
to be significant with a properly powered study designed to measure this.
Between group analysis
The mean spatial reasoning scores for the experimental group were compared
to the control group through an independent t-test. There was no significant
difference between the mean spatial reasoning scores for the experimental group
(0.51, SD=0.17) and the control group (0.54, SD=0.16). No between-subjects
effect of experimental condition was found (t(152) = 1.00, p = .318).
Figure 7.4 shows the relative spatial reasoning scores of the two groups, from
which it can be seen that, in fact, the control group scored slightly higher than
the experimental group.
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Figure 7.4: Mean accuracy scores for the spatial reasoning task - Study Three
Bayesian analysis
The above analysis, based on the principals of p-value significance testing pro-
vides evidence to suggest that the null hypothesis should not be rejected. In
order to assess the strength of evidence in the data for the null hypothesis being
true, a Bayesian analysis is more appropriate.
The statistical software JASP (Wagenmakers and Jove, 2016) was used to
calculate an independent t-test Bayes factor for the difference in spatial rea-
soning scores between the experimental and control groups. The Bayes factor
analysis compares evidence for the null hypothesis (that there is no difference
between the spatial reasoning scores for the mathematically primed students
and the control group), with evidence for the alternative hypothesis (that that
is a difference). A Cauchy prior width of 0.707 was used, as this is the rec-
ommended common effect size for psychological experiments Wagenmakers and
Jove (2016), and also used in previous studies of this thesis. This prior width,
in combination with the current data, produced a Bayes factor of BF01=3.629,
indicating that the data were 3.63 times more likely to occur in a situation in
which the null hypothesis was trues, as opposed to the alternative. Figure 7.5
shows the robustness check plot for this analysis. The prior width of 0.707, along
with the data collected, provide moderate evidence for the null hypothesis.
A post-hoc power analysis, calculated to detect an effect size of 0.371, and
1The effect size was taken from a meta analysis of studies of the Mozart Effect, discussed
in the introduction of this chapter.
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considering the sample sizes used for the current study, revealed a power of
0.63. Although this value is a little below the accepted value of 0.80 for experi-
ments, when taken alongside the fact that the effect was, in fact, in the opposite
direction than predicted, and that the Bayesian analysis provided moderate ev-
idence for the null hypothesis, it can be quite sensibly concluded that there was
no priming effect present in this study.
Figure 7.5: Bayes factor robustness check plot: Study Three
7.4 Discussion
This study aimed to investigate the nature of the influence that mathematical
study had on individual differences in spatial reasoning. A group of under-
graduate engineering students were primed on mathematical reasoning before
completing a measure of spatial reasoning. Marginal correlations were found
between spatial reasoning skills and mathematical ability, as measured by past
academic achievement, which confirms that the participants that took part in
this study possessed similar links between these two constructs as have been
found in much of the literature discussed. However, no evidence was found for
a priming effect of mathematical reasoning on spatial skill; inducing a math-
ematical thinking frame of mind did not increase the participants’ ability to
solve spatial problems more efficiently. The results of this study suggest that
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the differences in spatial reasoning observed between mathematicians and non-
mathematicians in Study One and Two is not due to a mathematical ‘frame
of mind’, created by recent interaction with mathematical content. Instead,
the fact that mathematicians perform better on spatial tasks must be due to a
more embedded cognitive difference between those that chose to study advanced
mathematics, and those that do not.
An interesting finding of the current study was that there was no advantage
to the students whatsoever of being primed with mathematical reasoning and,
in fact, although not significant, the control group performed better in the
spatial reasoning task. There is a small amount of literature that suggests that
priming undergraduates with arithmetic problems does, in fact, reduce their
performance on an algebra task (McNeil et al., 2010). Although the priming
and outcome tasks of the current study and those employed by McNeil et al.
were designed to evoke and measure difference cognitive aspects, the comparison
is noteworthy due to its counterintuitive nature. McNeil et al. hypothesised that
the solving of arithmetic problems hindered the solving of algebraic equations
because it primed the participants to think in an operational way, which was
not advantageous. In the current study, the mathematical priming task was
designed to encourage the participants to think in a way that required well
thought out mathematical reasoning, with the consideration that this would
have the potential to transfer to spatial reasoning. The fact that this was
not the case supports the argument that the transfer of skills from practice in
one context to a non-identical task is not possible (Thorndike and Woodworth,
1901). The following chapter presents the overall conclusions of the three studies
that make up this thesis.
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Chapter 8
Overall conclusions
It is a widely held belief that studying mathematics poses some benefit to the
students that engage with the subject, more than the learning of the subject
content itself. The fact that very little evidence exists to support this the-
ory of formal discipline for advanced mathematical study has not deterred it
from being used, in part, to justify expansions to the mathematics curriculum,
with mathematics now counting as double weighted in school accountability
measures (Department for Education, 2016b), and students being required to
continue mathematics study to the age of 18 if they have not achieved what the
government defines as a good pass (Department for Education, 2014b). Em-
ployers and universities also mirror this emphasis, requiring school-leavers to
hold a certain level of mathematics qualification, even when the job or further
education course will require very little mathematics (Dudley, 2010). This thesis
set out to add to the literature of the formal discipline value of the study of
advanced mathematics, and therefore to establish in what ways the increased
focus on mathematics in the education system is beneficial to the students who
study the courses.
Recent literature, based on a large amount of longitudinal data, has deter-
mined that an individual’s success in a STEM career can be predicted by their
spatial skills at a younger age, over and above the more commonly measured
mathematical and verbal skills. The fostering of spatial skills through educa-
tion has therefore become a central focus of much educational research (Wai
et al., 2009, 2010). Studies One and Two of this thesis explored the potential
that advanced mathematical study had on the development of spatial skills.
The literature discussed in Chapters 1 and 2 established the possibility of some
transfer of skills from the study of academic subjects to more general cognitive
abilities (Blade and Watson, 1955; Inglis and Simpson, 2007; Lehman et al.,
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1988; Lehman and Nisbett, 1990; Sorby, 1999), that spatial skills were closely
linked to mathematics achievement (Go¨bel et al., 2001; Hubber, 2016; New-
combe et al., 2015), and have the potential to be trained (Bruce and Hawes,
2015; Terlecki and Newcombe, 2008; Uttal et al., 2013a). A combination of
these areas of research literature suggests the plausibility of training spatial
skills through the study of advanced mathematics. However, past research di-
rectly associated with investigating the formal discipline value of school subjects
has found no significant effect of mathematics (Thorndike, 1924a,b; Wesman,
1945). More recently, some suggestion that mathematical study has a develop-
mental effect on the way in which students approach some reasoning problems
has been found (Attridge and Inglis, 2013). Study One and Two of this thesis
aimed to provide evidence to further knowledge of the way in which advanced
mathematical study and development of spatial skills were interrelated. Study
Three further investigated the relationship between mathematics and spatial
reasoning.
8.1 Overview of findings and implications
The first two studies of this thesis measured a number of spatial skill constructs
of students that were either pre- or post-advanced study. For all of the spatial
measures, the mathematicians performed better than the non-mathematicians,
supporting much of the literature. Study One was susceptible to a number
of features that made the results difficult to interpret, and conclusions about
whether or not there were developmental differences between the groups were
not certain. There were larger differences of performance on the spatial tasks
between the mathematicians and non-mathematicians for the post-A level group
than the pre-A level group, but none of the interactions between group and ed-
ucation level were significant. A further Bayesian analysis found that, for one
of the spatial measures (the matrix reasoning task), the ANOVA model that in-
cluded an interaction was the most likely, but only by a small amount compared
with a model with only the main effects of group and education level. Study
Two provided a much more clear picture of the situation: mathematicians per-
formed better on the spatial task at Time 1 (before a year’s worth of advanced
mathematical study), but did not improve any more than students that stud-
ied other academic subjects by Time 2. The differences in the gains between
the mathematics and non-mathematics groups were almost nonexistent, with a
calculated Bayes factor revealing that the data represented strong evidence for
the null hypothesis. Study Three tested the possibility that the higher levels of
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spatial skills displayed by the mathematicians was due to an effect of them hav-
ing a temporarily altered state of mind due to being immersed in mathematical
activities on a day-to-day basis. This hypothesis was not supported, suggest-
ing that the differences between mathematicians and non-mathematicians were
more deeply embedded cognitively.
The combination of results from Studies One and Two presented clear ev-
idence that mathematicians possess higher levels of spatial skills than non-
mathematicians, but that this advantage is not due to the study of advanced
mathematics itself, and Study Three confirmed that the differences were not
because of some ‘frame of mind’ effect. These findings do not support the for-
mal discipline theory for which a number of recent studies have claimed, e.g.
Attridge and Inglis (2013); Inglis and Simpson (2007); Lehman and Nisbett
(1990). The most stark difference between these studies and the studies of this
thesis is the type of reasoning that was the focus. An explanation for this is
that the study of post-compulsory advanced mathematics does have some for-
mal discipline value for certain types of reasoning behaviour, but not all. What
is important for educationalists to establish is which of these reasoning types
is most beneficial to which students. Students that wish to pursue careers in
STEM will be advantaged by developing high levels of spatial skill (Wai et al.,
2009), but an advanced level mathematics course might not be the most effec-
tive way of doing this. A course of graphical sketching, however, may be more
effective, as a number of studies have shown this to improve 3D visualisation
skills (Sorby, 1999, 2009), and the fact that both the mathematicians and the
non-mathematicians in Study Two did improve their scores on the spatial rea-
soning task over the period of one year does suggest some malleability of this
construct. However, if students wished to improve their statistical and method-
ological reasoning behaviour, they would be best to enrol on a psychology course
(Lehman et al., 1988), and on an advanced mathematics course to enhance their
logical reasoning behaviour (Attridge and Inglis, 2013).
The reason that the mathematicians displayed higher levels of spatial skills
throughout the studies of this thesis must be due to some filtering effect which
results in the individuals that possess these skills to be more inclined to choose to
study advanced mathematics. At what point this cognitive difference occurred
is open to debate. Compulsory education in the UK requires all students to
cover the same syllabus of mathematics up to GCSE1, and therefore any effect
1Although many mathematics qualification are split into different assessment tiers, which
will determine some of the content that the students are taught, all participants involved in
the studies of this thesis sat the higher tier examination.
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that their mathematics education had had on reasoning, spatial or otherwise,
should be equal across all students at this point. The fact that spatial reasoning
skills did differ between mathematicians and non-mathematicians at Time 1 for
Study Two, and marginally at pre-A level in Study One, contrasts with other
studies of formal discipline that find no difference in the reasoning skills of
participants prior to intervention (Attridge and Inglis, 2013; Inglis and Simpson,
2009; Lehman and Nisbett, 1990). This suggests that spatial reasoning develops
in a different way, or at a different rate, to other types of reasoning. Possibly,
spatial reasoning is completely unaffected by external factors, and is entirely
innate, although this exclusively genetic explanation does not hold much weight
in the literature (Tosto et al., 2014), and it would seem implausible that an
individual’s A level choices could be predicted from birth. However, another
cognitive construct, such as executive functioning, or attention, could mediate
both spatial skills and mathematics achievement from a very early age, and this
is why the two are so interlinked. This explanation is, in part, supported by
studies that have found performance on mathematics tasks and spatial tasks to
be mediated by working memory (Kaufman, 2007; Tolar et al., 2009).
Another possibility is that spatial reasoning development depends on other
experiences that nurture these skills at an earlier point in life, such as construc-
tion play2 (Nath and Szucs, 2014), or playing video games (Feng et al., 2007).
The filtering of individuals with higher spatial skills into advanced mathemat-
ical study might then be due to some motivation that also derives from these
activities, for example a thought process such as “I spend a lot of time playing
with Lego” ... “I would like to have a career in architecture” ... “I need to excel
in mathematics to achieve that”. On the other hand, there may be some other
factor, such as the interests and hobbies of their parents, that influences both
their amount of time spent engaging with activities that train spatial skills, and
their interest in mathematics. A third possibility is that mathematical study
does, in fact, have a formal discipline effect on the development of spatial skills,
but prior to the end of a student’s compulsory education. This theory requires
the assumption that the individuals that choose to study advanced mathemat-
ics have had a different experience of mathematics to those that do not choose
the subject, prior to making their post-compulsory education choices. This as-
sumption is not inconceivable at all. Many students are likely to engage with
extra-curricular activities, such as puzzles, and strategic games, that involve
some aspects of mathematics. In fact, these activities might be more likely than
lesson activities to be of the kind that would encourage the development rea-
2For example playing with Lego building blocks
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soning skills. In addition, some students may have, for some reason, engaged
more meaningfully with the content of the compulsory mathematics syllabus,
maybe because they related to the teacher of the subject, or because they were
taught in a class of other students that enjoyed the subject. A more engaged
student will be more likely to develop a deeper understanding of mathematical
topics and the links between them, as opposed to purely procedural learning.
This type of ‘arousing mindfulness’ learning has more potential for far transfer
to other skills, such as spatial reasoning (Perkins and Salomon, 1992). All of
these external factors that have the potential to affect a student’s engagement
in, exposure to, and motivation for mathematical and spatial activities are in-
escapably intertwined, and what seems likely is that the effects of all act in a
loop of influences, in conjunction with some more innate abilities, with the re-
sult of filtering individuals with higher spatial skills into advanced mathematics
education.
Ultimately, the early identification, and fostering, of spatial skills through
education would result in more students continuing in to STEM careers (Wai
et al., 2009; Uttal et al., 2013b), something that governments are keen to achieve.
The recent verification of the importance of spatial skills in STEM has moti-
vated some changes to governments’ education policies, for example in Canada
where mathematics education is becoming more focused on the promotion of
spatial skills (Ministry of Education, 2014). Since the motivation for this the-
sis was established, the UK government have reformed compulsory education,
making a number of changes to the mathematics GCSE which include a greater
focus on problem-solving skills to foster higher-level thinking and understanding
(Department for Education, 2016a). It is possible that these changes may lead
to a more effective nurturing of the type of ‘high road’ skills (Perkins and Sa-
lomon, 1992) that have the potential to be transferred to other reasoning skills
that can be of benefit to a student in later life.
8.2 Future work
This thesis has found no evidence to support the theory of formal discipline in
terms of advanced mathematical study and the development of spatial skills.
Further investigation into why mathematicians display higher levels of spatial
skills prior to advanced study should focus on some of the possible explanations
that were put forward in the previous discussion section. Researching the effects
of mathematics education prior to the end of compulsory education is not an
easy task, as there does not exist an obvious comparison group of students who
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will not have been exposed to the same amount of mathematics education, un-
less this is confounded with other variables, such as absence from school, which
could happen for a number of reasons, and would be expected to affect any
measurable dependent variable indirectly. One possible solution to this would
be a cross-national study of students in England, and students exposed to a
curriculum that started mathematics teaching at an earlier or later age, allow-
ing students of the same developmental age to be compared. Another version of
this design would be to compare children of very similar ages within the same
education system, but in different academic year groups, some having experi-
enced an additional year of mathematics teaching. Studies of this kind would
help to shed light on whether or not the study of mathematics has some formal
discipline value at an earlier stage of development. Investigation of which par-
ticular aspects of the mathematics curriculum might promote the development
of spatial skills would be an interesting area of research. A possible longitudinal
measurement of spatial skills of classes of students that are studying different
topics at different times of the academic year could provide some data for this.
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Chapter 9
Appendices
9.1 Appendix A: Study One
9.1.1 Study One paper task booklet (excluding the RPM
items)
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  Task	  Booklet	  (1)	  	  This	  booklet	  contains	  four	  tasks	  for	  you	  to	  complete.	  	  Each	  of	  the	  tasks	  is	  timed	  so	  please	  follow	  the	  instructions	  carefully.	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  
Complete	  the	  following	  in	  block	  capitals:	  	  
First	  name	  	   	   	   	   ……………………….	  	  
Surname	  	   	   	   	   	   ……………………….	  	  
Date	  of	  Birth	  	   	   	   	   ……………………….	  
	  
Sex	   M/F	  	  	  	  
A-­‐level	  subjects	  studied	  and	  grades	  (indicate	  AS):	  	  ……………………………….	   ……….	  	  ……………………………….	   ……….	  	  ……………………………….	   ……….	  	  ……………………………….	   ……….	   	  ……………………………….	   ……….	  	  	  
Degree	  course:	  ………………………………………………………………………………..	  	  	  	  	  
GCSE	  grades	  	  Maths	   	   ………..	  	  English	   ……….	  .	  Science	   ………..	  	  	  	  	  	  	  
Please	  wait	  before	  turning	  the	  next	  page	  
2d	  Rotation	  (1)	  	  This	  task	  requires	  you	  to	  choose	  the	  drawing	  from	  the	  right	  that	  exactly	  matches	  the	  drawing	  on	  the	  left	  if	  you	  turn	  it	  around.	  	  	  	  Example	  1:	  	  	   	  	  	  	  	  	  	  In	  Example	  1,	  the	  correct	  answer	  is	  ‘D’.	  	  	  	  	  Example	  2:	  	   	  	  	  	  	  	  	  In	  Example	  2,	  the	  correct	  answer	  is	  ‘C’.	   	  	  	  	  	  If	  you	  have	  any	  questions,	  ask	  me	  now.	  	  Please	  wait	  to	  turn	  over	  the	  page.	  	  	  	  	  	  
You	  have	  5	  minutes	  to	  complete	  this	  section.	  	  There	  are	  10	  questions	  	  1) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  	   2) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  3) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  4) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  5) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  	  	  	  
6) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  7) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  8) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  9) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  10) Circle	  the	  picture	  that	  exactly	  matches	  the	  one	  on	  the	  left.	  	  
	  	  	   	  That	  is	  the	  end	  of	  the	  2D-­‐rotation	  task	  –	  please	  wait	  to	  turn	  the	  page	  
	  
Blank	  Page	  
3D	  Visualisation	  (1)	  	  This	  task	  requires	  you	  to	  choose	  the	  object	  on	  the	  right	  that	  can	  be	  made	  using	  the	  net	  on	  the	  left.	  	  Example	  1:	  	  
	  	  In	  Example	  1,	  ‘E’	  is	  the	  correct	  answer	  	  	  	   	  	  If	  you	  have	  any	  questions,	  ask	  me	  now.	  	  Please	  wait	  to	  turn	  over	  the	  page.	  	  	  	  	  	  	  	  	  	  	  	  
	  	   You	  have	  5	  minutes	  to	  complete	  this	  section.	  	  There	  are	  10	  questions	  	   1) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  	   2) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  	   3) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  	   4) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  	  	  	  
	  	  	  	  	   5) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  	   6) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  	  
	  	   7) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  8) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  	  	  	  	  	  
	  	  	  	  	   9) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  
	  	   10) Circle	  the	  object	  that	  can	  be	  made	  with	  the	  net	  	  	  
	  	  	   	  	  	  That	  is	  the	  end	  of	  the	  3D	  visualisation	  task	  –	  	  
please	  wait	  to	  turn	  the	  page	  
Maths	  Fluency	  (1)	  	  This	  task	  requires	  you	  to	  answer	  some	  simple	  maths	  questions.	  	  You	  will	  have	  3	  minutes	  to	  answer	  as	  many	  as	  you	  can.	  	  Example	  1:	  	   	  	  	  	  	  	  	  	  	  	  	  	  The	  answer	  to	  Example	  1	  is	  ‘5’.	  	  	  	  	  	  	  	  	  	   If	  you	  have	  any	  questions,	  ask	  me	  now.	  	  
Please	  wait	  before	  turning	  the	  page.	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
You	  have	  3	  minutes	  for	  complete	  as	  many	  of	  these	  as	  you	  can.	  	  Please	  start	  at	  the	  top	  left	  and	  go	  from	  left	  to	  right.	  	  There	  are	  two	  pages	  altogether.	  
	  Start	  at	  the	  top	  left	  and	  work	  from	  left	  to	  right.	  
	  	  That	  is	  the	  end	  of	  the	  maths	  fluency	  task	  -­‐	  please	  wait	  to	  turn	  the	  page	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Reasoning	  and	  Critical	  Thinking	  Task	  (1)	  	  _________________________________________________________________	  	  Information	  and	  Informed	  Consent	  	  This	  study	  is	  about	  reasoning	  skills	  of	  students	  studying	  post-­‐16	  subjects.	  	  It	  will	  involve	  you	  answering	  questions	  that	  are	  designed	  to	  measure	  your	  reasoning	  and	  critical	  thinking	  once	  now,	  and	  again	  at	  the	  end	  of	  the	  school	  year.	  	  	  If	  at	  any	  point,	  you	  wish	  to	  withdraw	  from	  the	  study,	  you	  may	  do.	  If	  at	  any	  point	  in	  the	  future,	  you	  wish	  to	  withdraw	  your	  results	  from	  the	  study,	  you	  can	  contact	  me	  by	  email	  on	  s.m.humphries@lboro.ac.uk	  Thank	  you	  for	  taking	  part.	  	  _________________________________________________________________	  	  	  	  I	  agree	  to	  take	  part	  in	  this	  study	  of	  reasoning	  and	  critical	  thinking	  	  
Signed	  …………………………………	  (participant)	  	  	  	  	  	  	  	  	  	  	  	  
Reasoning	  and	  Critical	  Thinking	  (1)	  _________________________________________________________________	  	  
Please	  fill	  out	  all	  of	  the	  following	  information	  in	  block	  capitals:	  
	  1)	   First	  name:	  …………………Surname	  	  	  …….………………	   Student	  Number:……….……	  College	  or	  School:	  ……………………………………………..	  	  Form/Tutor	  group	  ……………..	  Date	  of	  Birth:	  ….../….../…...	   	  	  	  	  	  	  	  	   Sex:	  male/female	   	   	  Native	  Language:	  	  	  …………………………..	  	  2)	   Please	  list	  all	  of	  the	  subjects	  that	  you	  are	  taking	  this	  year	  and	  at	  which	  level	  (please	  indicate	  if	  these	  subjects	  are	  part	  of	  the	  International	  Baccalaureate	  programme)	  e.g.	  Geography	  AS-­‐level;	  Mathematics	  IB	  	  
	   	  
	  
	  
	  
	  
	  	  3)	   What	  were	  your	  grades	  for:	  Maths	  GCSE	  	   	   	   	   ……………………..	  English	  GCSE	  (Lit	  and	  Lang)	  	   …………………….	  Science	  GCSE	  	  	   	   	   ……………………..	  (If	  you	  were	  awarded	  separate	  science	  grades,	  give	  your	  highest	  grade)	  	  4)	   Do	  you	  have	  or	  suspect	  having	  any	  of	  the	  following?	  	   Suspect	   Diagnosed	   No	  
Dyslexia	   	   	   	  
Dyscalculia	   	   	   	  
Attention	  deficit	  disorder	   	   	   	  
Neurological	  disorders	   	   	   	  
Learning	  difficulties	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Reasoning Study
This is a study about reasoning skills of undergraduate engineers. The purpose of this study is to look
at the relationship between different types of reasoning.
The data collected from this task will be stored anonymously and will be used by students at Lough-
borough University as part of their Statistical Methods module. If you wish to withdraw your data at any
point, you are free to and should do so using the following e-mail address: s.m.humphries@lboro.ac.uk.
If you do not wish to participate in the study at all, please let the research know now.
On the following pages you will be asked to complete two reasoning tasks. Please complete them to
the best of your ability and try not to leave any questions blank. If you don’t know the answer to a
question, please guess.
If you are happy to continue with the study, please fill out all of the following information.
Date of birth:
Gender: male/female
First language:
Degree course 1st year average exam score:
A-level results (or alternative qualifications):
Signature:
Please do not turn over the page until instructed to do so.
Version 1.1
v.1.1 1
Mathematical Reasoning 1.1
On the following pages, you will see a number of mathematical statements. Your task is to decide
whether each statement is always, sometimes, or never true and to justify your reasoning.
If you consider a statement to be always true, then try to explain how you know it is always true. If
you think a statement is sometimes true, then try to describe all the cases in which it is true and all the
cases in which it is false. If you think a statement is never true, then again explain how you can be sure.
There are 16 items in the Mathematical Reasoning section. Tick the answer that you believe to be cor-
rect. You should aim to spend approximately 30 mins on this section and then move on to the Abstract
Reasoning section.
v.1.1 2
1. If you add n consecutive numbers together the result is divisible by n.
• Always true
• Sometimes true
• Never true
Please explain your answer:
07
2. 3x2 = (3x)2
• Always true
• Sometimes true
• Never true
Please explain your answer:
03
v.1.1 3
3. Pentagons have fewer right angles than triangles.
• Always true
• Sometimes true
• Never true
Please explain your answer:
09
4. It is possible to divide a triangle into 6 equal areas by folding.
• Always true
• Sometimes true
• Never true
Please explain your answer:
01
v.1.1 4
5. When you add two numbers, you get the same answer as when you multiply them.
• Always true
• Sometimes true
• Never true
Please explain your answer:
06
6. The square of a number is greater than that number.
• Always true
• Sometimes true
• Never true
Please explain your answer:
04
v.1.1 5
7. You see tyre tracks of a bicycle in the mud. You can deduce from these which direction the
bicycle was travelling in.
• Always true
• Sometimes true
• Never true
Please explain your answer:
05
8. (x−2)2 = x2−4x
• Always true
• Sometimes true
• Never true
Please explain your answer:
12
v.1.1 6
9. Quadrilaterals tesselate.
• Always true
• Sometimes true
• Never true
Please explain your answer:
08
10. A shape with a finite area has a finite perimeter.
• Always true
• Sometimes true
• Never true
Please explain your answer:
010
v.1.1 7
11. If you double a number, you get an even number.
• Always true
• Sometimes true
• Never true
Please explain your answer:
14
12. If you are told the values for the perimeter and the area, it is possible to draw the shape.
• Always true
• Sometimes true
• Never true
Please explain your answer:
13
v.1.1 8
13.
√
ab> a+b2
• Always true
• Sometimes true
• Never true
Please explain your answer:
02
14. If you multiply two odd numbers, you get an odd number.
• Always true
• Sometimes true
• Never true
Please explain your answer:
15
v.1.1 9
15. The more digits a number has, the larger is its value.
• Always true
• Sometimes true
• Never true
Please explain your answer:
11
16. When you cut a piece off a shape, you reduce the area and the perimeter.
• Always true
• Sometimes true
• Never true
Please explain your answer:
16
v.1.1 10
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Reasoning Study
This is a study about reasoning skills of undergraduate engineers. The purpose of this study is to look
at the relationship between different types of reasoning.
The data collected from this task will be stored anonymously and will be used by students at Loughbor-
ough University as part of their Statistical Methods module. If you wish to withdraw your data at any
point, you are free to do so by contacting the following e-mail address: s.m.humphries@lboro.ac.uk.
On the following pages you will be asked to complete two reasoning tasks. Please complete them to
the best of your ability and try not to leave any questions blank. If you don’t know the answer to a
question, please guess.
If you are happy to continue with the study, please fill out all of the following information.
Student number:
Gender: male/female
First language:
January exam score average:
Signature:
Please do not turn over the page until instructed to do so.
Version 1.1
v.1.1 1
Grammatical Reasoning: Part One 1.1
On the following pages, you will see a number of statements with a word or phrase missing. Your task
is to choose the grammatically correct word or phrase to fill in the blank from a list of options. Tick the
circle next to your answer.
There are 40 short items in Part One and 6 longer items in Part Two. You should aim to spend approxi-
mately 30 mins on these Grammatical Reasoning sections and then move onto the Abstract Reasoning
section.
1. Tick the answer that you think is grammatically correct.
shall I say is calling?
© Who
© Whom
© Whose
© Who’s
01
2. Tick the answer that you think is grammatically correct.
The boy thew the ball was blond.
© Himself
© That
© Which
© Who 02
3. Tick the answer that you think is grammatically correct.
The cat has the canary.
© Eat
© Eaten
© Ate
© Eated 03
v.1.1 2
4. Tick the answer that you think is grammatically correct.
Chairs don’t have cushions are uncomfortable to sit on.
© That
© Which
© Whose
© Where 04
5. Tick the answer that you think is grammatically correct.
Uncle David is really man.
© An old sweet
© A sweet, old
© A sweet old 05
6. Tick the answer that you think is grammatically correct.
The bus is usually on time. It to be here any time now.
© Might
© Has
© Ought 06
7. Tick the answer that you think is grammatically correct.
It’s way past my bedtime and I’m really tired. I go to bed.
© Should
© Ought
© Could 07
v.1.1 3
8. Tick the answer that you think is grammatically correct.
are no excuses this time Madison!
© There
© Their
© They’re 08
9. Tick the answer that you think is grammatically correct.
The climate of New Zealand can be a pleasure for you if don’t mind a little rain.
© We
© He
© You 09
10. Tick the answer that you think is grammatically correct.
Everyone was home for the holidays. What could make for Christmas than that?
© A merryer
© The merriest
© A merrier 10
11. Tick the answer that you think is grammatically correct.
If it , I would stay home and study.
© Rains
© Will rain
© Rained
© Both a and c 11
v.1.1 4
12. Tick the answer that you think is grammatically correct.
I am terribly afraid of heights. If I that tall tree in the front yard, I would die.
© Climbed
© Climb
© Both a and c 12
13. Tick the answer that you think is grammatically correct.
He was not thinking well that occasion.
© At
© In
© On
© When 13
14. Tick the answer that you think is grammatically correct.
The other boys or Dave to blame.
© Is
© Are
© Were
© Will 14
15. Tick the answer that you think is grammatically correct.
Bill graduated from college last spring. If he , I think his mother would have told
him to leave the house.
© Was not graduated
© Is graduating
© Had not graduated 15
v.1.1 5
16. Tick the answer that you think is grammatically correct.
They grew up in house in Mexico City.
© A comfortable, little
© A little, comfortable
© A comfortable little 16
17. Tick the answer that you think is grammatically correct.
Professor Smith, we’ve finished our work for today. we leave now?
© May
© Can
© Must 17
18. Tick the answer that you think is grammatically correct.
The child responded to his mother’s demands throwing a tantrum.
© With
© By
© From 18
19. Tick the answer that you think is grammatically correct.
Choose the proper sentence structure:
© If you look through Angelo’s telescope, you can see Saturn’s ring.
© Look through Angelo’s telescope, you can see Saturn’s ring.
© You can see Saturn’s ring, look through Angelo’s telescope. 19
20. Tick the answer that you think is grammatically correct.
It’s been snowing Christmas morning.
© Since
© For
© Until 20
v.1.1 6
21. Tick the answer that you think is grammatically correct.
My cold is definitely this morning.
© Worse
© Worst
© Worser 21
22. Tick the answer that you think is grammatically correct.
I knew what model car it was, but I wasn’t sure about colour.
© Its
© It’s 22
23. Tick the answer that you think is grammatically correct.
Half the students against the tuition strike.
© Is
© Are 23
24. Tick the answer that you think is grammatically correct.
I’ll be ready to leave about twenty minutes.
© In
© On
© At 24
25. Tick the answer that you think is grammatically correct.
Those are probably the curtains in the store.
© Fanciest
© Most fanciest 25
v.1.1 7
26. Tick the answer that you think is grammatically correct.
I’m really lost, showing me how to get out of here?
© Would you mind
© Would you be
© Must you be 26
27. Tick the answer that you think is grammatically correct.
It is very important that all employees in their proper uniforms before 6:30am.
© Are dressed
© Will be dressed
© Be dressed 27
28. Tick the answer that you think is grammatically correct.
My best friend lives Boretz Road.
© In
© On
© At 28
29. Tick the answer that you think is grammatically correct.
This will just be between you and .
© Myself
© I
© Me
© Mine 29
30. Choose the correct punctuation.
© Our solar system has nine major planets, only one is known to have intelligent life.
© Our solar system has nine major planets only one is known to have intelligent life.
© Our solar system has nine major planets; only one is known to have intelligent life. 30
v.1.1 8
31. Tick the answer that you think is grammatically correct.
Some of the votes to have been miscounted
© Seem
© Seems 31
32. Tick the answer that you think is grammatically correct.
It seems to me that we’ve had assignments in English this term.
© Much
© Many 32
33. Tick the answer that you think is grammatically correct.
That ice is dangerously thin now. You go ice-skating today.
© Mustn’t
© Might not
© Would mind not to 33
34. Tick the answer that you think is grammatically correct.
I wish I better today.
© Feel
© Felt 34
35. Tick the answer that you think is grammatically correct.
No one has offered to let us use home for the department meeting.
© Her
© Their
© His or her 35
v.1.1 9
36. Tick the answer that you think is grammatically correct.
Charles and are attending the conference.
© Me
© I
© Myself
© Mine 36
37. Tick the answer that you think is grammatically correct.
Mircosoft announced releasing a new product next week.
© It is
© They are
© Itself
© She is 37
38. Tick the answer that you think is grammatically correct.
Which of the following sentences contains a verb agreement error?
© These are a collection of valuable nineteenth-century manuscripts.
© The professor that teaches nineteenth-century manuscripts.
© The only dog that the buyers want are Dalmatians.
© All of the above
© None of the above 38
39. Tick the answer that you think is grammatically correct.
It I ever find my glasses, I think I’ll have replaced.
© It
© Them 39
40. Tick the answer that you think is grammatically correct.
You seem to be having trouble there. I help you?
© Would
© Will
© Shall 40
v.1.1 10
Grammatical Reasoning: Part Two 1
This section will ask you to complete some questions concerning grammar. There are 6 items in this
section.
1. Combine the following two sentences into one effective sentence containing only one indepen-
dent clause:
Chicago is a capital of Illinois it is the third most populated city in America.
01
2. Combine the following two sentences into one effective sentence containing only one indepen-
dent clause:
Some factories have been torn down they have been converted to artists’ studios.
02
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3. Rewrite the following sentence to achieve a more concise statement:
At this point in time we can’t ascertain the reason as to why the screen door was left open. 03
4. Rewrite the following sentence to achieve a more concise statement:
My cousin who is employed as a nutritionists at the University of Florida, recommends the daily
intake of mega doses of Vitamin C. 04
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5. There are 10 errors in the following paragraph. Correct each error.
In the article, Gavzer state that the traditional American families often includes “two parents, a
father who works, and a mother who raise her two or three children at home”. This is also true
for tradition Japanese families. Japanese men want their wives to stay at home and take care of
their children while they are out working very hard to support their families. Therefore it can
be said that families in America and Japan bases their beliefs of a tradition family on the same
points. But I also found some differences. Americans seem to date more people before marriage
than Japanese people does. Although an American experience many dates, this do not make it
any easier to marry the right person. Everybody have a hard time picking the right person for
a husband or wife. In Japan there is many networks that can arrange marriages for men and
women. When the right person is found, the marriage follow.
05
6. There are five errors in the following paragraph. Correct each error.
This is about an Indian family. The parents decided to come to America with the intention of
getting jobs and giving their children a better education. Before they came to America they had
sold most of their property in their country. They thought they can earn three of four times more
money than what they were earning in India. When they first arrived in America, they don’t
know anybody in the country. The family stayed in a hotel until they find a place to live. As soon
as they move to an apartment, they started to apply for jobs that were related to their fields, but
they didn’t succeed. At first, they were unsuccessful because they don’t speak English well and
their degrees in engineering were not valid in the state they were living in. Their pride and self
dignity were hurt and too many doors were closed to their success.
06
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9.4 Appendix D: UK education system – expla-
nation of terms
Key Stage 1
The first two years of official primary schooling (ages 5 to 7
years old).
Key Stage 2 The last four years of primary schooling (ages 7 to 11 years old).
Key Stage 3
The first three years of secondary education (ages 11 to 14 years
old).
Key Stage 4
The last two years of secondary education (ages 14 to 16 years
old). Most commonly, students sit GCSE examinations at the
end of these years.
Key Stage 5
An optional extra two years of secondary education (usually ages
16 to 18 years old). Most commonly, students sit A level
examinations at the end of these years.
GCSE
(General Certificate of Secondary Education) A regulated and
internationally recognised qualification usually sat at the end of
compulsory education. Offered in a wide range of subjects of
which students often take around ten.
Tiering
The assessment of a number of GCSEs (including mathematics)
are tiered with the foundation tier aimed at the lower end of the
ability scale, and the higher at the most able.
A levels
(Advanced level General Certificate of Education) A regulated
and internationally recognised qualification usually completed
before university education. At the time of the data collection
for this thesis, the A level was split into two parts: AS level
completed in the first year, and A level in the second. Students
usually sit AS/A levels in three or four subjects.
Table 9.1: Explanation of UK education levels and main examinations
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