The interplay between inhibition and excitation is at the core of cortical network activity. In many cortices, including auditory cortex (ACx), interactions between excitatory and inhibitory neurons generate synchronous network gamma oscillations (30 -70 Hz). Here, we show that differences in the connection patterns and synaptic properties of excitatory-inhibitory microcircuits permit the spatial extent of network inputs to modulate the magnitude of gamma oscillations. Simultaneous multiple whole-cell recordings from connected fast-spiking interneurons and pyramidal cells in L2/3 of mouse ACx slices revealed that for intersomatic distances Ͻ50 m, most inhibitory connections occurred in reciprocally connected (RC) pairs; at greater distances, inhibitory connections were equally likely in RC and nonreciprocally connected (nRC) pairs. Furthermore, the GABA B -mediated inhibition in RC pairs was weaker than in nRC pairs. Simulations with a network model that incorporated these features showed strong, gamma band oscillations only when the network inputs were confined to a small area. These findings suggest a novel mechanism by which oscillatory activity can be modulated by adjusting the spatial distribution of afferent input.
Introduction
The responses of cortical neurons to sensory stimuli are strongly influenced by the recruitment of inhibition during network activity. Fast-spiking (FS) interneurons have a high probability of connection with pyramidal cells (PCs) and are thus a major source of intracortical inhibition (Thomson et al., 1996; Gonchar and Burkhalter, 1999; Beierlein et al., 2003; Holmgren et al., 2003) . FS-PC circuitry has been implicated in tuning receptive fields and dampening cortical responses (Gonchar and Burkhalter, 1999; Beierlein et al., 2003; Swadlow, 2003; Sun et al., 2006; Atencio and Schreiner, 2008) . In addition, experimental (Buhl et al., 1998; Sukov and Barth, 2001; Hasenstaub et al., 2005; Morita et al., 2008) and theoretical investigations (Brunel and Wang, 2003; Cunningham et al., 2004; have suggested that coupled networks of excitatory and inhibitory neurons support synchronous network oscillations. In the present study, we show how the spatial pattern of connectivity in FS-PC microcircuits influences the recruitment of inhibition and modulates oscillatory activity.
Oscillations in the gamma frequency range (ϳ30 -70 Hz) have been correlated with specific stimuli in auditory cortex (ACx) (Barth and MacDonald, 1996; Sukov and Barth, 2001; Brosch et al., 2002) , as well as other sensory systems [somatosensory (Jones and Barth, 2002) ; visual (Gray and Singer, 1989) ; olfactory (Laurent et al., 1996) ; electrosensory (Doiron et al., 2003) ]. Moreover, gamma activity in ACx is modulated by site-specific stimulation of auditory thalamus (Barth and MacDonald, 1996; Metherate and Cruikshank, 1999; Sukov and Barth, 2001) , crossmodal activation of somatosensory and visual thalamocortical pathways (Lakatos et al., 2005 (Lakatos et al., , 2007 , and selective attention to auditory stimuli (Lakatos et al., 2004) . Responses to acoustic stimuli in ACx are tonotopically ordered (Stiebler et al., 1997; Schreiner et al., 2000; Schreiner and Winer, 2007) , which suggests a spatial organization of inputs and circuitry within ACx could impart specificity and modulation of gamma oscillations.
Gamma oscillations are most prominent in the upper layers (L2-L4) of ACx (Metherate and Cruikshank, 1999; Cunningham et al., 2004; Lakatos et al., 2005) and may be mediated by PC and FS cell interactions (Sukov and Barth, 2001) . Although the properties of FS-PC circuitry have been characterized in other sensory systems (Thomson et al., 1996; Markram et al., 1998; Reyes et al., 1998; Gupta et al., 2000; Thomson et al., 2002; Holmgren et al., 2003) , comparable studies have not been conducted in ACx. We investigated the spatial distribution and synaptic properties of inhibitory connections between PC and FS cells in L2/3 of ACx. When the somata of FS-PC pairs were separated by Ͻ50 m, most inhibitory connections occurred in reciprocally connected (RC) pairs. For longer distances (50 -100 m), RC and nonreciprocally connected (nRC) FS-PC pairs occurred with equal probability. In addition, PCs in RC pairs received less GABA B -mediated inhibition than those in nRC pairs. We incorporated these results in a spiking network model and found maximal gamma oscillatory power for network inputs with a spatial profile that coincided with the ϳ50 m region dominated by RC pairs. Inputs that activated larger network areas recruited more not connected, unidirectional excitatory, unidirectional inhibitory, and reciprocally connected (both an excitatory and an inhibitory connection). In FS-PC pairs that had an inhibitory connection, the FS cell was driven to fire action potentials at a rate of 80 Hz for 500 ms while IPSPs were recorded in the postsynaptic PC. Analyses were performed on the average PC membrane responses compiled from 10 to 20 trials. IPSP amplitudes were taken as the difference between the membrane voltage at the peak of the IPSP and the onset of the IPSP. Short-term synaptic depression was measured by dividing the amplitude of each IPSP by the amplitude of the first IPSP. The intertrial interval was sufficiently long (7 s) to ensure full recovery from shortterm depression.
Pharmacology. In a subset of experiments (n ϭ 8 triplets), recordings were performed in the presence of the AMPA/kainate receptor antagonist DNQX [6,7-dinitroquinoxaline-2,3(1 H,4 H) -dione] (20 M; Sigma-Aldrich) and the GABA A receptor antagonist bicuculline (10 M; Sigma-Aldrich). Although bicuculline can nonspecifically block calcium-mediated potassium channels (Johansson et al., 2001) , the low concentration and the membrane potentials at which the inhibitory responses were recorded (Ϫ60 mV) make it unlikely that blockade of these channels confounds our results. In four pairs, 2-hydroxysaclofen (50 M; Sigma-Aldrich) was also applied and blocked the isolated GABA B component of the response (supplemental Fig. 2 , available at www.jneurosci.org as supplemental material).
Data analysis and statistics. The probability of connection (P c ) was calculated as the number of connected pairs (N c ) divided by the number of tested pairs (N T ): P c ϭ N c /N T . We obtained the P c versus intersomatic distance by calculating P c Ϯ SE p for 10, 20, or 30 m bin sizes between 20 and 100 m. Bin sizes were chosen such that N T Ͼ 30 for each bin. Since the probabilities of connection are categorical data, the SE for proportional data, SE p ϭ (P c (1 Ϫ P c )/N T ) 1/2 , was calculated from the binomial formula. The SE p is an indicator of confidence about P c given 1 SD of the distribution and the sample size. Fisher's exact tests were used for statistical comparisons of connection probabilities based on the number of connected and unconnected pairs for each condition.
Synaptic parameters are reported as mean Ϯ SD. The KolmogorovSmirnov test for normal distributions was performed on all data sets and the data did not differ significantly from that predicted for a normal distribution ( p ϭ 0.14 -0.67). Significance was assessed using two-tailed Student's t tests: paired t tests were used when the two pyramidal cells that shared common FS cell input (referred to as triplet recordings) and unpaired t tests were used for comparisons between the total populations of RC and nRC pairs. In small data sets (n Ͻ 10), significance was assessed using the nonparametric Wilcoxon rank test for paired data.
Biocytin fills. To verify cell identity, 0.5% biocytin was added to the intracellular solution. Slices were fixed in 4% paraformaldehyde for processing. The slices were rinsed with PBS, quenched with 1% H 2 O 2 in a 10% MeOH-PBS solution, permeabilized in Triton X-100 and then exposed to avidin-peroxidase complex (ABC kit; Vector Laboratories). The slices were rinsed (with PBS) and reacted with 3,3-diaminobenzidine, and then rinsed again. Finally, slices were mounted onto slides with Flourmount for microscopy and cell reconstruction using Neurolucida tracing (MBF Bioscience).
Model
We simulated a two-dimensional square sheet of 900 (30 ϫ 30) PCs and 225 (15 ϫ 15) FS cells. Each cell ij was distinguished by its (x, y) position, where x ij,␣ ϭ i⌬ a , y ij,␣ ϭ j⌬ a and its cell type ␣ (␣ ϭ PC, FS). The neuron spacing was ⌬ PC ϭ 5 m and ⌬ FS ϭ 10 m; this maintained the density of a three-dimensional cortical volume after compression to a cortical sheet. The x and y coordinates of all FS cells were shifted by ⌬ PC /2, so that PC and FS cells did not occupy same point in space. The area of the sheet represents 22,500 m 2 (150 ϫ 150 m) of L2/3 in ACx. PC-PC cell connections were randomly distributed over the population with PC kl connecting to PC ij with probability P PC-PC (see Fig. 5A , black curve). PC-PC connections were independently and uniformly distributed in space. In contrast, FS-PC connectivity was distributed as a
between FS-PC pairs. We randomly assigned one of four possible states: nonreciprocal PC to FS connection (see Fig. 5A , connection probability P nRCE , green curve), nonreciprocal FS to PC connection (see Fig. 5A , connection probability P nRCI , blue curve), reciprocal PC and FS connections (see Fig. 5A , connection probability P RC , red curve), or no connections (1 Ϫ P nRCE Ϫ P nRCI Ϫ P RC ). The spatial profile of these probability distributions approximately matched the experimentally obtained distributions (compare Fig. 2 A with Fig. 5A ) in that, for d Ͻ 50 m, RC pairs were of higher probability than nRC pairs (Fig. 5A) . Note that the overall probability of an FS to PC connection (P nRCI ϩ P RC ) and PC to FS cell (P nRCE ϩ P RC ) was 0.5 and independent of d. Each cell in the network is a leaky integrate-and-fire (LIF) neuron with the following dynamics:
is the membrane potential of cell ij,␣. Spiking dynamics were governed by the standard spike-reset rule, so that when V ij,␣ (t) equals the threshold value of Ϫ60 mV, V ij,␣ was immediately reset to V ij,␣ ϭ Ϫ70 mV, and a spike time for cell ij,␣ was recorded at time t. PCs had an absolute refractory period of 5 ms, whereas FS cells have a 2 ms refractory period. The leak conductance g L ϭ 10 nS, the leak reversal potential E L ϭ Ϫ70 mV, and the membrane capacitance C ϭ 0.25 nF, yielded a passive membrane time constant ϭ C/g L ϭ 25 ms. The excitatory AMPA input to neuron ij,␣, consists of two terms as follows:
The first term on the right-hand side of Equation 2 is excitatory input from a presynaptic pyramidal cell, PC kl , to a postsynaptic cell ␣ ij . If a synaptic connection existed between PC kl and cell ␣ ij , ij,␣ kl,PC was 1, and otherwise it was 0. t kl,PC m is the mth spike time of PC kl . The second term in Equation 2 is the external excitatory input to the network. For simplicity, the external input times, t ij,ext m , were chosen from a Poisson process of rate ext . We divided PC and FS cells into "driven" (D) and "nondriven" (ND) groups. For PC D and FS D cells, ext was 5.5 and 3.5 kHz, respectively; all ND cells had ext ϭ 0.4 kHz representing spontaneous background activity. All external inputs were uncorrelated across all cells in the network. In this study, we always set the number of PC D neurons to N E,D ϭ 64, and FS D cells to N I,D ϭ 16. Cell ␣ ij was randomly assigned to class D with probability
2 if cell ␣ ij was within the square stimulus region of length, L, centered in the middle of the network (see Figs. 5, 6 ). Finally, both external and internal EPSCs had an ␣ function time course, where K AMPA (s) ϭ ͑s͒͑s/ AMPA )e 1Ϫs/AMPA with AMPA ϭ 2.5 ms; (s) is the Heaviside function, where (s) ϭ 1 if s Ͼ 0, and otherwise (s) ϭ 0, g AMPA ϭ 0.147 nS, and the reversal potential E AMPA ϭ 0 mV.
The remaining two terms in Equation 1 model inhibitory activity within the network and were applied only to the membrane dynamics of PC cells (there are no FS-FS connections). Notation for inhibitory inputs follows that introduced for the excitatory inputs. The GABA A (GA) conductance to PC ij was as follows: ) ϭ 1), the maximal conductance was g GB nRC ϭ 0.0343 nS. The inhibitory synapses were assumed to be in a sustained depressed state.
Model simulations were performed on a desktop PC with interfaced Matlab-C (MEX) code (Mathworks) and a standard Euler time scheme, where ⌬t ϭ 0.02 ms. Neurons in the PC ND population rarely elicited action potentials (see Fig. 5D ), and therefore, the dynamics of these cells were often not simulated. This greatly decreased simulation cost, and the results were not affected quantitatively.
Each LIF model cell, ␣ ij , in the network produced a sequence of spikethreshold crossing times indexed by m, ͕t ij,␣ m ͖ m , from which we defined a spike train y ij,␣ ͑t͒ ϭ ¥ m ␦͑t Ϫ t ij,␣ m ͒, where ␦(x) is a ␦ function centered at x. We divided the network into four subnetworks: Y ␣,␤ ͑t͒ ϭ ¥ ij,␣⑀␤ y ij,␣ ͑t͒ with ␣ ϭ PC or FS and ␤ ϭ D or ND. The network has three sources of randomness: (1) the event times of the random external inputs t ij,ext m , (2) the network connectivity ij,␣ kl,␣Ј (␣,␣Ј ϭ PC,FS), and (3) the chosen driven and nondriven cells. We denote expectations over these sources as ͗ ⅐ ͘ t and ͗ ⅐ ͘ Net , respectively; the former is the average over time (1) and the latter an average over realizations of the network connectivity (2, 3). We performed 120 realizations of input and network connectivity. For a given realization of connectivity and input distribution, the firing rate of cell ␣ ij is r ij,␣ ϭ ͳy ij,␣ ʹ t , and the firing rate of subnetwork ␣␤ is R ␣␤ ϭ ͳY ␣␤ ʹ t . Spectral estimates of spike activity were defined by the Fourier transforms of y ij,␣ (t) Ϫ r ij,␣ and Y ␣␤ (t) Ϫ R ␣␤ , and written as ỹ ij,␣ ͑ f ͒ and Ỹ ␣␤ ͑ f ͒, respectively, where f is frequency (in hertz). To measure subnetwork spike-train rhythms, we considered the power-and cross-spectra of the subnetwork dynamics as follows:
where Ỹ ␣␤ *͑ f ͒ is the complex conjugate of Ỹ ␣␤ ͑ f ͒. For ␣ ϭ ␣Ј and ␤ ϭ ␤Ј, S ␣␤;␣␤ is the power spectrum of network ␣␤ and is real-valued and asymptotes to 1 at very high f. For reference, a network with Poisson firing statistics would have S ␣␤;␣␤ ( f ) ϭ 1 for all f. When ␣ ␣Ј or ␤ ␤Ј, S ␣␤;␣Ј␤Ј ( f ) is the cross-spectra between networks ␣␤, and ␣Ј␤Ј, for which we only show the real component, and asymptotes to 0 at high f. Finally, to measure the pairwise spike correlation between driven (D) E cells, PC ij and PC kl , we measure the spike train coherence as follows:
where ͉⅐͉ is the modulus. C ij,PC;kl,PC ( f ) is 0 for spike trains that are uncorrelated at frequency f, and 1 for spike trains completely correlated at frequency f. Spectral estimates were computed with the MATLAB signal processing toolbox (Mathworks) using a Bartlett window and spike trains digitized at 2 kHz. For a fixed network architecture and input distribution, all spectral analyses were conducted on 70 s spike trains with the transient first second removed. In this study, we always show ͗⅐͘ Net with error estimates (see Figs. 6, 7 , shaded regions) being 1 SD computed from the Net data ensemble (120 realizations).
Results
Whole-cell current-clamp recordings were made from morphologically and electrophysiologically identified neurons in L2/3 in a thalamocortical slice preparation of ACx (Cruikshank et al., 2002) . Under infrared video-microscopy, PCs were distinguished by a prominent apical dendrite that extended to L1, whereas FS cells had multipolar dendritic morphology (Fig. 1A) . PCs responded to suprathreshold, constant current injections with a high-frequency spike doublet followed by lower frequency firing that ranged from 6 Ϯ 4 Hz at rheobase (0.17 Ϯ 0.1 nA) to 51 Ϯ 15 Hz at higher current injections ( Fig. 1 B, left) . In contrast, FS cells exhibited nonadapting firing rates (ISI L :ISI F ϭ 1.09 Ϯ 0.15; n ϭ 101) (see Materials and Methods) that ranged from 18 Ϯ 13 Hz at rheobase (0.26 Ϯ 0.09 nA) to 178 Ϯ 38 Hz with higher current injections ( Fig. 1 B, right) .
The connections between PC and FS cells were characterized by evoking action potentials in one cell and recording PSPs in the other (Fig. 1C) . For the cells shown in Figure 1 A, stimulation of the FS cell evoked IPSPs in both PC1 and PC2. Stimulation of the PC1, but not PC2, evoked EPSPs in the FS cell. Thus, PC1 is RC to the FS cell and PC2 is nRC through an inhibitory connection. This study focuses on the spatial distribution and properties of inhibitory connections in RC (red) versus nRC (blue) FS-PC pairs.
Variation of connection probability with intersomatic distance
We recorded a total of 315 FS-PC pairs and found 213 pairs had at least one synaptic connection between them. We calculated the probability of excitatory (P E ) and inhibitory (P I ) connections as well as RC (P RC ) and nRC (P nRC ) pairs as a function of intersomatic distance. We binned distance in 10 -30 m increments and, for each bin, estimated the probability of connection (P C ) by dividing number of connections (N C ) of a given type (C: E, I, RC, nRC) by the number of connections of that type tested (N T ). P E decreased significantly between 20 m (0.65 Ϯ 0.08) and 100 m (0.41 Ϯ 0.08) (Fig. 2 A) (*p Ͻ 0.05, Fisher's exact test), whereas P I did not differ over the same range (0.55-0.47; p Ͼ 0.10).
Approximately 27% of FS-PC pairs were reciprocally connected (n ϭ 86) ( Fig. 2 B, red triangles); the remaining connections were unidirectional (inhibitory: n ϭ 65, blue triangles; excitatory: n ϭ 60, black triangles; unconnected pairs are indicated by ϩ signs). The probability of inhibitory connections occurring in RC (P RC ) versus nRC (P nRCI ) FS-PC pairs also differed significantly with intersomatic distance. Within the ϳ40 m radius of the FS cell, RC pairs outnumbered inhibitory nRCI pairs ϳ2:1 (Fig. 2 B) . Moreover, for distances Ͻ20 m, the P RC was nearly five times greater (0.45; red) ( Fig. 2C ) than the P nRCI (0.10; blue; p ϭ 0.002, Fisher's exact test). Between 20 and 50 m, P RC declined while the P nRCI increased such that P RC Ϸ P nRCI Ϸ 0.21 at distances Ͼ50 m. The probability of nonreciprocal excitatory connections (P nRCE ) over distance was comparable with P nRCI (data not shown).
The spatial profile of RC pairs parallels that of excitatory connections-both P RC and P E decline by ϳ0.2 between 20 and 100 m-suggesting that P RC depends on P E . It has been shown that presence of a reciprocal connection can be predicted based on excitatory connectivity in primary visual cortex (V1) (Yoshimura and Callaway, 2005) . We performed similar analyses and found that because of the high, nearly equal numbers of excitatory (n ϭ 151) and inhibitory (n ϭ 146) connections, the number of reciprocal connections (n ϭ 86) depended equivalently on P E and P I ( p ϭ 0.04, Fisher's exact test). Thus, in contrast to V1, there is an equal likelihood of finding an RC pair when either an excitatory or inhibitory connection is found. In V1, P E is much lower (0.19) than ACx, whereas P I (ϳ0.47) is comparable in both areas (Yoshimura and Callaway, 2005) . This difference may underlie the dependence of RC pairs on excitatory connection in V1. The differences in P E between V1 and ACx were not attributable to differences in postnatal day age of the animals used in the two studies [P21-P26 (Yoshimura and Callaway, 2005) vs P14 -P29 in the present study]. We found that the P I (ϳ0.45) does not vary with age, whereas P E increased slightly from ϳ0.40 between P14 and P18 to ϳ0.55 at P19 -P29 (supplemental Fig. 1 A, available at www.jneurosci.org as supplemental material). Thus, these results may reflect differences in the connection architecture of V1 versus ACx rather than the age of the animal.
We further investigated whether or not reciprocal connections occurred with greater probability than predicted if excitatory and inhibitory connections occur independently. When P E and P I vary with distance, d, the predicted
, assuming independent connectivity is comparable with recorded values at all distances (Table 1) ( p ϭ 0.31-1, Fisher's exact test). This result is not an artifact of bin size: when all connections Ͻ50 m were pooled, the recorded and predicted probabilities did not significantly differ (Table 1) . In summary, the high P RC between FS-PC pairs separated by Ͻ50 m follows the spatial profile of excitatory connections but is otherwise consistent with the hypothesis that PC to FS and FS to PC connections occur independently.
The differences in the spatial profile of P E and P I are not likely attributable to cutting artifacts. Although a recent anatomical study has suggested that estimates of long-range (Ͼ200 m) excitatory connectivity are more susceptible to slicing artifacts than inhibitory connectivity (Stepanyants et al., 2009 ), the present study focuses on neurons separated by Ͻ100 m. In addition, excitatory connectivity has been shown to be constant between 0 and 50 m below the slice surface (Song et al., 2005) , and the majority of our neurons were located at least 40 m below the surface. Finally, in biocytin-filled neurons, we saw minimal evidence of truncation (blebs) within the 100 m region around the recorded neurons.
The geometry of neuronal arbors could underlie the differences in the spatial profiles of excitatory versus inhibitory connections. The dendritic and axonal arbors of a PC ( Fig. 1 ) and FS cell (Dumitriu et al., 2007) would be expected to overlap extensively within 100 m (Stepanyants et al., 2008) . However, PC axons initially descend toward L5 and send collaterals to L2/3, whereas FS axons tend to be more symmetrical. This difference could result in a nonuniform profile in excitatory connectivity. We ascertained the distributions of excitatory and inhibitory connections given the relative positions of the presynaptic and postsynaptic cell within the x-y plane of the slice (supplemental Fig. 1 B-D , available at www.jneurosci. org as supplemental material). Excitatory connections were more probable (0.52 Ϯ 0.04) when the PC was superficial (closer to L1) to the FS cell than vice versa (0.32 Ϯ 0.06; p ϭ 0.003, Fisher's exact test). The probability of inhibitory connection did not differ with respect to the presynaptic FS cell ( p ϭ 0.10, Fisher's exact test). This suggests that the decline in P E could, in part, be attributed to decreased overlap between the vertically descending PC axon and the dendrites of the FS cell.
Inhibitory synaptic responses
To compare the inhibitory synaptic responses of RC and nRC pairs, we performed simultaneous current-clamp recordings from a triplet consisting of a single FS cell that was reciprocally connected to one PC and unidirectionally connected to a second PC (n ϭ 19) (Fig. 3A, inset) . The FS cell was driven to fire action potentials at 80 Hz for 500 ms (40 pulses) while the evoked inhibitory responses were recorded in the two PCs. Both PCs received constant current injections to maintain similar holding potentials (RC, Ϫ61 Ϯ 4 mV; nRC, Ϫ62 Ϯ 4 mV).
In RC and nRC PCs, the IPSPs summated to produce a transient onset hyperpolarization that settled to a steady-state value (Fig. 3A) . The inhibitory response returned to baseline within 500 ms of stimulus offset. The amplitudes of the first IPSPs of the trains (IPSP 1 ) were comparable in RC (0.7 Ϯ 0.4 mV) and nRC (0.7 Ϯ 0.5 mV; p ϭ 0.95, paired t test; n ϭ 19) pairs. However, for any given triplet, the strengths of IPSP 1 in RC versus nRC pairs often differed in a nonsystematic manner. To correct for this variation and allow for direct comparisons between nRC and RC pairs, all ensuing measures of inhibitory strength are computed , where P c is the connection probability and N T is the number of pairs sampled (see Materials and Methods). The recorded P RC and P nRCI and predicted, (Fig. 3B) . We measured the area (millivolts ⅐ milliseconds) of the postsynaptic response to 80 Hz stimulation normalized by the area (millivolts ⅐ milliseconds) of an IPSP elicited by a single pulse (Thomson et al., 1996) (Fig. 3A,  inset) . The normalized inhibitory area of RC pairs was significantly less than nRC pairs over all recordings (RC, 18 Ϯ 7, n ϭ 26; nRC, 24 Ϯ 9, n ϭ 22; p ϭ 0.013), as well as in the triple neuron recordings (RC, 18 Ϯ 8; nRC, 25 Ϯ 12; p ϭ 0.007; n ϭ 19) (Fig. 3C,D) . The difference in inhibition between RC and nRC pairs was not attributable to the properties of the PC or FS cells. Within the triplets, PCs shared the same FS cell and had similar membrane time constants (RC, 23 Ϯ 10 ms; nRC, 18 Ϯ 10 ms; p ϭ 0.3) and input resistances (RC, 175 Ϯ 63 M⍀; nRC, 161 Ϯ 68 M⍀; p ϭ 0.6). The inhibitory synapses within RC and nRC pairs show comparable short-term depression (see Materials and Methods) during 80 Hz stimulation of the FS cell (Fig. 4 A) and no long-term changes in synaptic responses (data not shown). Finally, ratio of the total inhibitory areas in nRC pairs versus RC pairs did not vary with age (nRC:RC at P14 -P18: 1.30 Ϯ 0.17, n ϭ 7; P19 -P29: 1.36 Ϯ 0.35, n ϭ 12; p Ͼ 0.05).
The differences in inhibition between RC and nRC pairs were attributable to differential GABA B receptor activation. The isolated GABA B portion of the response was first inferred and then verified pharmacologically in the following manner. The IPSP evoked with a single action potential is mediated primarily by GABA A currents (Connors et al., 1988) and can be used as a template for GABA A receptor activation (Fig. 4 B, middle) . For each stimulus pulse of the train, this template was scaled by the measured short-term synaptic depression (Fig. 4 B, top) . The linear superposition of all the waveforms gave the predicted GABA A portion of the response (Fig. 4 B, middle, gray line) . Subtraction of the predicted GABA A component from the total recorded response (Fig. 4 B, bottom, gray line) yielded the predicted GABA B component. In a subset of triple neuron recordings (n ϭ 8), we blocked the GABA A component with bath application of 10 M bicuculline. The remaining inhibitory response was small (0.1-0.8 mV) and had a delayed onset consistent with GABA Bmediated responses (Connors et al., 1988) (Fig. 4 B, bottom, As observed for the total synaptic response (Fig. 3) , the recorded steady-state GABA B component was smaller in RC (0.2 Ϯ 0.1 mV) versus nRC pairs (0.4 Ϯ 0.2 mV; p ϭ 0.02, Wilcoxon's rank test; n ϭ 8). For the majority of triplets, the predicted (filled circles) and recorded (open circles) area of the GABA B component in the RC pair was less than that of the nRC pair (Fig. 4 D) . On average, the area of the GABA B component in nRC pairs was ϳ2.5 times greater (range, 1-9) than in RC pairs (Fig. 4 E) (predicted area: triplets: RC, 7 Ϯ 5; nRC, 16 Ϯ 9, p ϭ 0.009; full dataset: RC, 6 Ϯ 4; nRC, 16 Ϯ 9, p ϭ 0.00003; recorded area: RC, 5 Ϯ 4; nRC, 12 Ϯ 9, p ϭ 0.025). Finally, for each triplet, the difference in total area between RC and nRC pairs was linearly correlated with the difference in the predicted GABA B in the same pairs (r ϭ 0.66; slope, 0.98 Ϯ 0.27; p ϭ 0.002) (Fig. 4 F) .
In summary, we have shown that both the spatial profiles and the GABA B receptor-mediated responses differ in RC and nRC pairs. This implies that nearby neurons have a high P RC and likely receive less GABA B -mediated inhibition. As P nRCI increases with intersomatic distance, so does the recruitment of GABA B -mediated responses. Overall, this suggests a spatial profile for inhibition. The amplitudes of unitary IPSPs did not ) pairs, the steady-state hyperpolarization (H SS ) recorded during the last 200 ms of stimulation was greater than the amplitude of IPSP 1 . Right, The increase in inhibition during stimulation, H SS -IPSP 1 , is significantly greater in nRC versus RC pairs (**p ϭ 0.008, unpaired t test). C, The inhibitory area normalized by the area of a single IPSP (A, inset) in the RC PC is plotted versus that of the nRC PC for each triple neuron recording (n ϭ 19; black circles). In nearly all triplets, inhibitory area in the nRC pair was greater than the RC pair (i.e., below the dashed unitary slope line). D, The average inhibitory area was significantly greater in nRC pairs versus RC pairs in triplets (left; **p ϭ 0.007, paired t test) and over all pairs (right; *p ϭ 0.013, unpaired t test).
differ between RC and nRC pairs and did not vary with intersomatic distance (supplemental Fig. 2B , available at www.jneurosci. org as supplemental material). However, there was a trend toward increasing GABA B responses with intersomatic distance (supplemental Fig. 2C , available at www.jneurosci.org as supplemental material). Unfortunately, there were insufficient data in each distance bin for statistical analysis of these results.
Model of L2/3 FS-PC circuitry
The functional implications of the experimental findings were explored with a network model that incorporated key aspects of the measured FS-PC circuitry and synaptic properties (see Materials and Methods). In brief, the network was a 150 ϫ 150 m sheet of 900 PCs and 225 FS cells, in which each cell was modeled as a leaky integrate-and-fire neuron. The probability of a PC to PC connection was 0.1 and spatially independent (Fig. 5A,  black) . The connection probability between PC and FS cells depended on the intersomatic distance such that at distances Ͻ50 m, P RC was high and P nRCI was low (Fig. 5A) . The GABA A conductances were equivalent in RC and nRC pairs, whereas the GABA B conductance was three times greater in nRC pairs (Fig.  5B, left) . The membrane potential responses of an RC or nRC PC to an FS cell that fired action potentials at 80 Hz for 500 ms are shown in Figure 5B , right. These parameters produced a H SS,nRC / H SS,RC ratio (ϳ2.2) in model PCs that was within the range of recorded H SS,nRC / H SS,RC ratios (2.4 Ϯ 2.8) (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material).
Exactly 64 PC and 16 FS cells were chosen at random within a square region of length, L, positioned at the center of the network (Fig. 5C, yellow cells) . These cells were driven (D) with a high rate excitatory Poisson input; all other cells were not driven (ND), and received a weak background excitatory input (Fig. 5C, gray  cells) . Therefore, the network consisted of driven/nondriven PCs (PC D , PC ND ), and driven/nondriven FS cells (FS D , FS ND ). Sample membrane traces for driven and nondriven cells are shown in Figure 5D . Note that neurons in the PC ND population were suppressed by recurrent FS cell activity (Fig. 5D ) and did not contribute to network dynamics (data not shown).
The spatial profile of inputs modulate gamma oscillations
The combination of the RC and nRC spatial connectivity profile and the differential recruitment of GABA B in these microcircuits suggest that the network response can be modulated by the spatial profile of input (Fig. 6 A) . Spatially focal inputs (L ϭ 40 m) produced a synchronous PC D cell response (Fig. 6 B, top) that oscillated strongly at gamma frequencies (ϳ40 Hz), as evidenced by the large peak in the power spectrum of the PC D population (Fig. 6C, top ). An increase in L Figure 3C . E, The average area of the GABA B component in RC pairs (red) was significantly smaller than in nRC pairs (blue) (recorded GABA B ,*p ϭ 0.025, Wilcoxon's rank test; predicted GABA B , triplets, **p ϭ 0.009, paired t test; all pairs, **p ϭ 0.00003, unpaired t test). The area of the recorded GABA B in both RC and nRC pairs did not significantly differ from predicted GABA B responses ( p ϭ 0.10, Wilcoxon's rank test). F, The difference in the predicted GABA B areas between nRC and RC pairs was correlated with the difference in total area (Fig. 3C) for the same pairs (R ϭ 0.66; slope, 0.98 Ϯ 0.27; p ϭ 0.002). Calibration: vertical, PC, 0.2 mV; FS, 40 mV; horizontal, 200 ms.
decreased both the degree of PC D synchrony (Fig. 6 B, middle and bottom) and the power of the network gamma oscillation (Fig. 6C, middle and bottom) . The change in power, quantified by the Q factor (height/width of the gamma peak) (Fig. 6 D, inset) , decreased dramatically as L increased from 40 to 150 m (Fig. 6 D) . The strong gamma oscillation at L ϭ 40 m was robust to perturbations in the synaptic weights (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material) and input strength (data not shown).
Gamma oscillations in the PC D , FS D , and FS ND subnetworks
The above results raised two related questions. First, how do neural interactions within the model network generate gamma oscillation? And, second, why is the gamma band oscillatory power influenced by L? To determine the mechanisms that underlie gamma oscillations and the dependence on L, we examined the subnetwork interactions among the PC D , FS D , and FS ND populations (Fig. 7A) .
The dependence of gamma oscillations on L (Fig. 6 D) was not simply a result of a change in overall network activity. The heterogeneity in network connectivity produced a large spread in the firing rate distributions (Fig. 7B) . Changes in L did not significantly influence these firing rates (Fig. 7B) because the relatively small difference in inhibitory strength between nRC and RC pairs was insufficient to suppress firing in the PC network.
Although changing L did not affect the average firing rate, the temporal patterning in the network activity was altered substantially. At L ϭ 40 m, the spike train raster plots of the PC D and FS ND cells showed significant banding and the instantaneous population firing rates had large-amplitude, rhythmic fluctuations (Fig. 7C, top and bottom) . In contrast, the cells in FS D population were asynchronous, and the population firing rates had small-amplitude, aperiodic fluctuations (Fig. 7C, middle) . The power spectrums of the PC D and FS ND , but not the FS D , population responses had a significant peak in the gamma frequency band (ϳ40 Hz) (Fig. 7D, black) . The PC D network oscillation reflected synchronous activity among the PC D neurons as indicated by the high coherence between the spike trains of individual PC D pairs (Fig. 7D, left, inset) . The PC D and FS ND population oscillations were anticorrelated (Fig. 7E , middle, black) with a phase shift of ϳ90°(data not shown). Both the PC D and FS ND populations were weakly correlated with the FS D population (Fig. 7E, left and right, black curves) . Finally, the oscillatory power in all populations was reduced for L ϭ 150 m compared with L ϭ 40 (Fig. 7C-E , compare green and black curves).
GABA B recruitment modulates gamma oscillations
Consistent with previous findings (Brunel and Wang, 2003; , the anticorrelated PC D and FS ND populations (Fig. 7E, middle) gave rise to gamma rhythms. Synchronous input from the PC D population drove activity in the FS ND population (Fig. 8 A, right, black line) . After a short delay associated with synaptic recruitment, the recurrent inhibition from the FS ND population (Fig. 8 A, right, gray line) decreased PC D activity. The subsequent drive to FS ND neurons was in turn reduced. This decreased feedback inhibition from the FS ND population, allowing the PC D population to resume firing, and repeat the cycle. In contrast, the activity of the FS D population was dependent on external drive and was weakly influenced by PC D activity (Fig. 7E, left) . The high firing rates of the FS D interneurons (ϳ80 Hz) (Fig. 7B, middle) prevented entrainment of these cells to the gamma cycle . Consequently, the FS D population acted primarily as a source of feedforward inhibition to the PC D and PC ND populations (Fig.  8 B) . The sensitivity of the network oscillation to L was qualitatively robust to FS D firing rates of ϳ40 -200 Hz (supplemental Fig. 4 , available at www.jneurosci.org as supplemental material).
The strength of the FS D feedfoward inhibition depended on L and provided the basis for spatial control of network oscillations. This can be seen by overlaying the P RC and P nRCI with the probability density (pd) of the intersomatic distances of driven FS-PC pairs for L ϭ 40 and L ϭ 150 m (Fig. 8 B, left) . When L ϭ 40 m, most of the driven PC D -FS D pairs (the mass of pd) were separated by distances in the 0 -50 m region dominated by RC pairs (gray), and thus, the majority were reciprocally connected. For L ϭ 150 m, the pd of intersomatic distances decreased in the 0 -50 m range and extended to 150 m (green). Consequently, the number of RC and nRC PC D -FS D pairs was nearly equal. Therefore, the high number of RC pairs driven at L ϭ 40 m, combined with the weak recruitment of GABA B -mediated inhibition in RC pairs, resulted in minimal feedfoward GABA B to any given PC D (Fig. 8 B, right, closed circles) . As L increased, the decrease in the number of RC pairs coupled with the increase in nRC pairs increased the overall level of GABA B (Fig. 8 B, right) . This in turn suppressed synchronous PC D discharge, and reduced the recruitment of the FS ND population, and ultimately, attenuated gamma activity in the recurrent PC D /FS ND subnetwork. . Model L2/3 network. A, Probability of connection (P C ) as a function of intersomatic distance. The spatial connectivity profiles of PC-FS pairs: P RC (red), P nRCI (blue), P nRCE (green), as well as P PC-PC (black) qualitatively matched the experimental data (Fig. 2C) . Since a large proportion of FS ND cells were nonreciprocally connected to the PC D population, they also provided significant GABA B inhibition. However, the recruitment of this inhibition was insensitive to changes in L because the majority of FS ND -PC D connections occur between neurons separated by Ͼ50 m. Last, since the strength of GABA A did not differ between RC and nRC pairs, the recruitment of GABA A was independent of L ( Fig. 8 B, right, open circles) and thus did not contribute to the modulation of oscillatory activity.
To verify that L-dependent recruitment of GABA B modulates of gamma oscillations, we applied a constant GABA B conductance ( H) to the PC D population when L ϭ 40 m (Fig. 8C, left) . The strong gamma oscillation for H ϭ 0 nS (black dashed line) decreased when H ϭ 1.2 nS (cyan line) and matched the weak oscillatory power when L ϭ 150 m and H ϭ 0 nS (green line) (Fig. 8C, middle) . The decrease in gamma power with H was gradual, indicated by the shallow decline of the Q factor (Fig. 8C,  right) . Similar results were obtained in the hippocampus in which synaptic activation of GABA B receptors decreased the entrainment of neurons and power of gamma oscillations (Brown et al., 2007) .
To explore the influence of the spatial profile of network connectivity on gamma oscillations, we (1) replaced the spatially dependent probability distributions of RC and nRC pairs with flat, spatially independent distributions (Fig. 8 D) and (2) equalized the strength of GABA B -mediated inhibition in RC and nRC pairs (Fig. 8 E) . In both cases, the influence of spatial profile of the input ( L) on the network oscillation was abolished. The first manipulation removed all spatial structure from the network, thereby making it impossible for the network to be sensitive to the spatial profile of inputs. The second manipulation maintained the spatial profile of RC versus nRC connections, but the lack of differential GABA B -mediated responses resulted in an inhibitory field that was insensitive to the spatial profile of inputs. In summary, it is the combination of the spatial profiling of RC and nRC connections and the differential GABA B across these two circuits that allowed the spatial distribution of excitatory drive to modulate gamma oscillatory activity throughout the model ACx network.
Discussion
In the present study, inhibitory connections between nearby (Ͻ50 m) PC and FS cells in ACx occurred predominantly in RC pairs, whereas at greater intersomatic distances (50 -100 m) RC and nRC pairs were equally probable. Furthermore, GABA Bmediated inhibition was weaker in RC than nRC pairs. Combined, these results suggest that PCs within ϳ50 m of a connected FS cell receive less steady-state hyperpolarization during network activity. A network model incorporating this experimental data showed that spatially focal inputs elicit strong, synchronous, network gamma oscillations. Conversely, spatially broad inputs recruited more GABA B -mediated inhibition that suppressed gamma band activity. These findings demonstrate that the connectivity and recruitment of inhibition within FS-PC circuits allow the spatial profile of inputs to L2/3 to modulate gamma oscillations in ACx.
PC and FS cell connectivity
The probability of connection between L2/3 PC-FS pairs in ACx was high (ϳ0.5) compared with the connectivity between PC-PC pairs (ϳ0.11) (Oswald and Reyes, 2008) . Reciprocal connected FS-PC pairs were also highly probable (up to 0.45). Similar results have been reported in other cortical areas (Holmgren et al., 2003; Thomson and Lamy, 2007) . Both P E and P RC decreased significantly with intersomatic distance between 20 and 100 m. Since P I did not vary with distance, it appeared that P RC depended on P E rather than P I . However, the recorded P RC was consistent with the hypothesis that excitatory and inhibitory connections in RC pairs occur independently, albeit with different spatial profiles. We propose that the spatial profile of P E , and subsequently P RC , arises because of the anatomical structure and orientation of PC and FS cells. In contrast, the P E between FS-PC pairs in V1 is much lower and the presence of excitatory connections is predictive of RC pairs (Yoshimura and Callaway, 2005) . The differences in P E and P RC between V1 and ACx were not attributable to the postnatal day age and may reflect regional differences in connectivity.
In the present study, connections (chemical or electrical) between FS cells were not examined. It has been suggested that these connections enhance synchrony among FS cells and promote gamma oscillations (Hormuzdi et al., 2001; Brunel and Wang, 2003; . Inclusion of FS-FS interactions in our model would likely increase gamma band oscillatory synchrony between FS D cells. However, the slow time course of GABA B (approximately hundreds of milliseconds) compared with gamma frequencies would continue to suppress oscillatory responses to spatially broad inputs. Thus, we expect that FS-FS interactions would not qualitatively alter the sensitivity of gamma oscillations to the spatial scale of input, unless the spatial profile of these connections differs from PC-FS interactions.
Differential GABA B -mediated inhibition
The GABA B -mediated inhibitory responses were stronger in nRC than RC pairs. Although this difference was small for individual pairs (0.1-0.6 mV), the accumulation of GABA B inhibition during population activity can significantly impact neural processing. For example, stimulation of neural populations in ACx produces ϳ5 mV GABA B -mediated potentials in PCs (Buonomano and Merzenich, 1998) . Using a network model, we assessed the functional implications of the recorded connectivity and synaptic parameters at the population level. The model accounted for the relative weakness of the differential synaptic responses in that increased recruitment of GABA B with spatially broad stimulation did not influence neural firing rates (Fig. 7B) . Nevertheless, the differential GABA B -mediated response was sufficient for the spatial extent of input to significantly modulate network oscillations. This is consistent with the fact that weak coupling influences spike train patterning but not firing rate (Van Vreeswijk et al., 1994) . Moreover, this result was robust to variation in the ratio of GABA B at nRC versus RC synapseswhen this ratio is varied over a range consistent with experimental values, the selectivity of oscillatory activity for spatially focal inputs is maintained (supplemental Fig. 3 , available at www. jneurosci.org as supplemental material). Thus, although the differences in GABA B at individual synapses are seemingly small, at the network level, the confluence of spatial profiles in both connectivity and inputs amplifies the influence of differential inhibition on oscillatory activity. Currently, the mechanisms by which differential GABA Bmediated responses arise are unknown. One possibility is that activity patterns differ in RC and nRC pairs and promote synaptic processes that differentially influence GABA B receptor activity. For instance, membrane-bound GABA B receptors can associate with GABA A receptors and undergo agonist-induced cointernalization at highly active synapses (Balasubramanian et al., 2004) . Postsynaptic activity could also promote (de)phosphorylation of GABA B receptors and influence membrane stability (Fairfax et al., 2004) while glutamate spillover from nearby excitatory synapses may decrease the expression of GABA B receptors (Vargas et al., 2008) . Alternatively, differential GABA transporter activity could affect the availability of GABA to perisynaptic GABA B receptors (Bernstein and Quick, 1999; Gonzalez-Burgos et al., 2009) . Additional insight could be provided by studies that address mechanisms by which network activity influences postsynaptic GABA B inhibitory responses.
Spatial scales of ACx processing
In mice, primary ACx is tonotopically organized in isofrequency bands that are centered at the best frequencies (BFs) and range from 100 to 300 m in width (rostral-caudal) and up to 600 m in length (dorsal-ventral) (Stiebler et al., 1997) . Within an isofrequency contour, neurons are further clustered according to narrow/broad frequency tuning, intensity tuning, responses to stimulus periodicity or binaural inputs, and response latencies (for review, see Schreiner et al., 2000; Schreiner and Winer, 2007) . Our data and model suggest that L2/3 responses are influenced by inputs that range from 50 to 100 m. In the thalamorecipient layers (L3-L5) that provide input to L2/3 (Wallace et al., 1991) , these small scales may reflect subregions of isofrequency bands that are either narrowly tuned or selectively activated by optimal combinations of frequency and other stimulus attributes such as intensity or location. Alternatively, L2/3 neurons in primary ACx receive nearby, long-range and contralateral connections from other auditory areas (Winer, 1984 (Winer, , 1985 Code and Winer, 1985; Ojima et al., 1991; Budinger et al., 2000) and sensory cortices (Budinger et al., 2006) . Small-scale activation areas could represent a spatially narrow convergence of these inputs with feedforward drive. Finally, despite the extensive and overlapping projections of the axonal and dendritic arbors, connectivity can be highly specific (Dantzker and Callaway, 2000; Shepherd and Svoboda, 2005; Song et al., 2005; Yoshimura and Callaway, 2005) . In particular, RC FS-PC pairs in L2/3 of V1 have a high probability of receiving common input from L4 (Yoshimura and Callaway, 2005) , suggesting that selective, feedforward activation of RC pairs is also possible.
There is evidence to support the prediction that the spatial scale of inputs influences gamma band activity. Gamma band activity is strongest when evoked by pure tone stimuli at the BF and decreases for off-BF tones (Brosch et al., 2002) . Moreover, correlated neural activity decreases with spatial distance (Brosch et al., 2002) between recording sites as well as for off-BF tones (Brosch and Schreiner, 1999; Brosch et al., 2002) . In contrast, click stimuli, which contain a range of frequencies and likely drive a spatially broad area of ACx, disrupt ongoing gamma oscillations (MacDonald and Barth, 1995) . One caveat is that the distance between recording electrodes (ϳ300 m) limits the spatial resolution of these measurements.
Optical imaging and stimulation allow for the analysis and control of network activity in vivo with higher spatial resolution. For instance, in barrel cortex, calcium imaging in L2/3 has shown that stimulus-evoked synchronous activity declines substantially within 100 m of the column center (Kerr et al., 2007) and neurons separated by Ͻ50 m can have different receptive field properties (Sato et al., 2007) . Furthermore, targeted channelrhodopsin-2 expression and light activation of FS-PC networks can induce gamma band oscillatory activity in L2/3 (Cardin et al., 2009 ). These techniques, in combination with acoustic stimulation, could further elucidate roles for the spatial profile of cortical microcircuits during auditory processing.
Gamma oscillations in cortical processing
Gamma band activity has been observed in the superficial cortical layers of ACx both in vivo and in vitro (Barth and MacDonald, 1996; Metherate and Cruikshank, 1999; Sukov and Barth, 2001 ). In addition, gamma oscillations in ACx are modulated by attention (Lakatos et al., 2004) , cross-modal activation of somatosensory (Lakatos et al., 2007) or visual inputs (Schroeder et al., 2008) , and during learned discrimination tasks (Jeschke et al., 2008) . However, the function of gamma oscillations during auditory processing remains unclear.
There are numerous postulated roles for oscillations and synchrony in cortical processing (Buzsáki and Draguhn, 2004; Sejnowski and Paulsen, 2006) . Neural populations may interact and organize activity through network oscillations (Fries, 2005) . Oscillations could promote synchronous activity in presynaptic populations that enhances postsynaptic responses (Salinas and Sejnowski, 2001 ) and signal propagation in feedfoward networks (Reyes, 2003) . Alternatively, oscillations may provide a clock for phase-based codes (Hopfield, 1995) and reduce spike time variability to improve population discrimination tasks (Masuda and Doiron, 2007; Mazzoni et al., 2008) . In all cases, the modulation of oscillatory activity by feedforward or feedback pathways is essential for the dynamic adjustment of cortical responses. Our study gives a potential mechanism whereby the arrangement of cortical circuits permits the spatial distribution of cortical inputs, to modulate synchronous oscillations across the ACx network.
