Abstract-Explicit construction of polar codes for the GrayWyner network is studied. We show that Wyner's common information plays an essential role in constructing polar codes for both lossless and lossy Gray-Wyner problems. For discrete sources, extracting Wyner's common randomness can be viewed as a lossy compression problem, which is accomplished by extending polar coding from a single source to a pair of sources with doubled alphabet size. We show that the lossless Gray-Wyner region can be achieved by an upgraded or degraded version of the common randomness. For joint Gaussian sources, we prove that extracting Wyner's common randomness is equivalent to lossy compression for a single Gaussian source, which implies that it can be extracted by a polar lattice for quantization.
I. INTRODUCTION
This paper is concerned with extracting the common information contained in a pair of correlated sources (X, Y ). There are different ways to characterize the amount of common information in literature. Apart from Shannon's mutual information and Gács and Körner's common randomness [1] , Wyner proposed an alternative definition to quantify the common information of (X, Y ) with finite alphabet [2] as C(X, Y ) = inf X−W −Y I(X, Y ; W ), where the infimum is taken over all W , such that X − W − Y forms a Markov chain.
Wyner's definition originated from his earlier work on the Gray-Wyner network [3] depicted in Fig. 1 , which demonstrates Wyner's first interpretation [2] of C(X, Y ). This network model contains an encoder that observes a pair of sequences (X from (W 0 , W 2 ). Wyner also gave a second interpretation of the common information. In that model, a common message W is sent to two independent processors. The processors generate output sequences separately according to distributions P X|W (x|w) and P Y |W (y|w). The output sequenceŝ X Gray-Wyner region. Their works were then extended by [4] , [5] to the lossy case, where the output sequences (X
Polar codes proposed by Arikan in [6] have been widely studied due to their achievability of Shannon bounds with low complexity. Polar codes are also used for both lossy and lossless compression. For discrete sources, [7] provided constructions with polar codes for lossless and lossy compression; [8] gave a solution to lossy compression for nonuniform sources. For memoryless Gaussian sources, [9] proposed a polar lattice construction to achieve the rate-distortion bound.
The use of polar codes for the common randomness (i.e. point G in Fig. 3 ) was recently proposed in [10] . However, we will investigate the entire best-known Gray-Wyner region in [2] , [3] for discrete sources. In addition, an explicit construction based on polar codes and polar lattices is given to achieve the lossy Gray-Wyner region [5] for both discrete and Gaussian sources when the distortion is small. We also give an explanation to the results in [5] that the common information defined in lossless Gray-Wyner coding remains the same in lossy case when the distortion is small.
Notations: All random variables (RVs) are denoted by capital letters. P X denotes the probability distribution of a RV X taking value x in a set X . X N 1 denotes a vector (X 1 , ..., X N ). For a set I, I
c denotes its complement, and |I| denotes its cardinality. X I denotes the subvector {X i } i∈I . For an integer N , [N ] will be used to denote the set of all integers from 1 to N . The information is measured in bits and h(·) denotes the binary entropy function.
II. POLAR CODES FOR SOURCE CODING
A. Polar Codes for Lossless Source Coding [7] Let X N 1 to be N i.i.d. drawings of a RV X which is a Bernoulli source with crossover probability p (Ber(p)), for N = 2 n where an integer n ≥ 1. Apply the polarizing transformation U
1 1 ] and ⊗ denotes the Kronecker product. Fix R > H(X) and let F denote the frozen set such that |F| = ⌈N R⌉ and
) for all i ∈ F, j / ∈ F. The information is given by I = F c . The Successive Cancellation (SC) encoder introduced in [11] stores u F and computesû I following the encoding rules (1) explained in Section II-B. Ifû i = u i for i ∈ I, an estimation error occurs and the index i needs to be announced to the decoder. The set of error indices is denoted by T . The encoder outputs (u F , T ). The decoder putsû i = u i for i ∈ F, then estimates u I using the same rule to the SC encoder (1) . If i ∈ T , the decision is flipped. Then the decoder outputŝ x
It has been shown in [11] that the error rate tends to zero for any rate R > H(X).
Since the entropy H(U i |U
) is complicated to anaysis when N becomes very large, the Bhattacharyya parameter is often used. For source coding with side information, assume (X, Y ) ∈ {0, 1} × Y be a pair of RVs. The Bhattacharyya parameter [12] is defined as Z(X|Y ) 2 y P Y (y) P X|Y (0|y)P X|Y (1|y). Also Z(X|Y ) and H(X|Y ) are related by [12, Proposition 2] [8] shows that the Bhattacharyya parameter of an asymmetric channel can be equalized to the one in the symmetric case addressed in [6] . Therefore we can apply the known results in constructing polar codes for symmetric channels [13] to that for asymmetric channels.
B. Polar Codes for Lossy Source Coding [8]
Now we discuss lossy source coding for nonuniform source. We model the source as a sequence of i.i. Similarly to lossless source coding, U
c . Then the information set satisfies |I| = N R, where R is the encoding rate. From [8] , such an information set exists if R > I(X, Y ) = R(D), β < 1/2 and N is sufficiently large.
Once the indexes for information set and frozen set are identified, the encoder determines u 
for i ∈ I and [9] ), whereū i is determined beforehand uniformly from {0, 1} and shared between the encoder and the decoder. Then the encoder sends u I to the decoder and the decoder outputs the reconstructed sequence x
. Notice that the above construction is also applicable to symmetric sources, with the index set {i : 
III. POLAR CODES FOR LOSSLESS GRAY-WYNER CODING
In this section, we use the doubly symmetric binary source (DSBS) as an example to show that polar codes are able to achieve the rate region of the Gray-Wyner network in the lossless case. Consider the lossless coding model using Wyner's first approach shown in Fig. 1 
, where d(x, y) denotes Hamming distance for discrete RVs or Euclidean distance for continious RVs. Following that, we give a formal definition to this model.
code for the lossless GrayWyner coding depicted in Fig. 1 is defined as follows: An encoder is a mapping
The average distortion between the inputs and outputs are
. The achievable rate region of an (N, M 0 , M 1 , M 2 ) code is defined as follows.
Definition 2. For lossless coding, a triple
for arbitrary ǫ > 0 and sufficiently large N . Denote R as the set of achievable rate.
Theorem 3. ([3, Theorem 2]) If
(R 0 ,R 1 ,R 2 ) ∈ R, then R 0 + R 1 +R 2 ≥ H(X, Y ), R 0 +R 1 ≥ H(X) and R 0 +R 2 ≥ H(Y ).
Let us consider a pair of DSBS
. This model can be considered a cascade of two Binary Symmetric Channels (BSCs) with the same crossover probability a 1 . The cascaded channel is equivalent to a single BSC(a 0 ). It was shown in [2] that the common information C(X, Y ) is achieved when W is an intermediate RV as depicted in Fig. 2 (a) .
A. Polar codes for Pangloss bound
Theorem 3 indicates a fact that the Gray-Wyner network defined in Definition 2 cannot perform better than the situation where the receivers can collaborate. This situation is referred to as the Pangloss plane [3] where the triple Fig. 3 is the Pangloss bound for the lossless Gray-Wyner problem. Point A refers to the case where only the common channel is used. Therefore the problem is the same as joint compression for source (X, Y ) and (R 0 , R 1 , R 2 ) = (H(X, Y ), 0, 0). Point G refers to the case where R 0 is the smallest rate that achieves lossless compression and that the total rate equals H(X, Y ). In other words, R 0 achieves Wyner's common information C(X, Y ) at point G and
). Next we demonstrate how to achieve the Pangloss bound using polar codes without time-sharing.
• Point A: This point can be trivially achieved since H(X, Y ) = H(X)+ H(Y |X) = H(X) + H(Z) where X does not need to be compressed. Encoder sends x . Decoder 2 operates in the same way. Therefore X and Y can be reconstructed with error rate tending to zeros when N is sufficiently large. Notice that a similar method was also given in [10] .
• Points on dashed line AG: On this line, the common branch carries more information than point G. To show how much additional amount of information to send over the common branch, we keep the relation that Fig. 2  (b) . Therefore X − X ′ − W − Y ′ − Y forms a Markov chain. In this case, the rate for the common channel is
. Instead of extracting the common RV W for the common channel, decoders can reconstruct (X ′ , Y ′ ) and retrieve more information from the common channel because (X ′ , Y ′ ) is closer to (X, Y ) than W . Then both sources can be losslessly reconstructed by applying lossless compression to source (X, Y ) with side information (X ′ , Y ′ ). Therefore the rate of the private channels is
. Now we show a construction using polar codes that achieves the rate bound. Similarly to point G, we can firstly retrieve the common message w . It is known that polar codes are optimal for lossy and lossless compression [8] , [12] . Therefore the average distortion for source (X 
B. Polar codes for R 0 < C(X, Y ) (Curve GB)
In this part, we show how to achieve the dashed curve GB in Fig. 3 using polar codes. From Theorem 3, the lower boundary of R should lie above the lines R 0 + 2R 1 = 1 + h(a 0 ) and R 0 + R 1 = 1. We have shown constructions to achieve the Pangloss bound when R 0 ≥ C(X, Y ). However the lower boundary of R remains unknown when R 0 < C(X, Y ). To the best of our knowledge, the tightest lower boundary was given in [3] for the case as follows:
Consider a degradation applied on the common RV W , where W is considered the input to BSC(ρ) with output W ′ as shown in Fig. 2 (C) . As a result, (X, Y ) − W − W ′ forms a Markov chain and a 1 ≤ β = a 1 * ρ ≤ 1/2. From this Markov chain, the transition probability reads
Then the triple (R 0 , R 1 , R 2 ) ∈ R satisfies
As β ∈ [a 1 ,
, the family of rate triples can generate the dashed curve GB in Fig. 3 . Achieving the triple in (2) is quite similar to the encoding and decoding for point G using polar codes. Firstly we apply polar lossy compression to joint sources (X N 1 , Y N 1 ) with distortion β and derive reconstruction W ′ . The test channel used in lossy compression is specified as P XY |W ′ , which is the major difference from the construction of point G. Then send the compressed sequence over the common channel. After that, we apply lossless compression to source X and Y with W ′ as side information, and send the compressed sequences through private channels to decoder 1 and 2 accordingly. Alternatively we can derive the common randomness W by lossy compression of (X, Y ). Afterwards, we apply symmetric lossy compression to W with distortion ρ to obtain W ′ . Moreover it is trivial to achieve point B when R 1 = R 2 = 1 and R 0 = 0.
Together with the result from III-A, all points from A to B along the dashed line in Fig. 3 can be achieved. Furthermore the above models can be extended to more general binarycorrelated sources mentioned in [14, Theorem 3] .
IV. POLAR CODES FOR LOSSY GRAY-WYNER CODING

A. Common Information Preserves in Small Distortion Region
In this section, we show how to achieve the the common information C(△ 1 , △ 2 ) which is defined as the smallest common rate R 0 , such that the total rate meets the ratedistortion bound. Based on Definition 1, we define the lossy Gray-Wyner coding as follows:
The rate-distortion function for source (X, Y ) is
where the minimum is taken over all test channels
Definition 4. For any △ 1 , △ 2 ≥ 0, a number R 0 is said to be (△ 1 , △ 2 ) −achivable if for any ε > 0 we can find a sufficiently large N such that there exists a (N,
Following that, we provide an operational meaning to the conclusion of [5, Theorem 1] 
The relation between lossy and lossless Gray-Wyner coding is not difficult to find if we recall the construction of line AG in Section III-A. We apply the same test channel where Fig. 2 (b) . The rate of the shared branch in lossless Gray-Wyner coding equals
Thus we send three sub-sequences on this branch.
Notice that if we consider (X ′ , Y ′ ) the output of the decoders, the above rate is sufficient for lossy Gray-Wyner coding. In the lossy case, we only require to recover the source (X, Y ) with distortions (△ 1 , △ 2 ). So we consider the intermediate RVs (X ′ , Y ′ ) as the reconstruction RVs. Again, as in Section III-A, we only consider the plane in the (R 0 , R 1 , R 2 ) space where R 1 = R 2 and △ 1 = △ 2 = △. The encoder applies the same lossy compression as that for line AG to extract W , and sends it on the shared branch with rate R 0 ≥ I(XY ; W ). Then the encoder applies nonuniform lossy compression to source X ⊕ W with distortion △ where a 1 = d 2 * △. To achieve △ 1 = △ 2 = △, the additional rate to be sent is I(X ′ ; X|W ) and I(Y ′ ; Y |W ) over either private channels or the common channel. The distortion between X(Y ) and X ′ (Y ′ ) tends to △ when N is sufficiently large. As a result, the total rate
This indicates that the lossy Pangloss bound [3] can be achieved when C(△, △) = C(X, Y ) as long as 0 ≤ △ ≤ a 1 .
B. Common Information for Joint Gaussian Sources
The common information was generalized to the joint Gaussian sources in [5] . Let X, Y be two bivariate Gaussian RVs with zero mean and covariance matrix 1 ρ ρ 1 . The common RV of (X, Y ) is described by a Gaussian RV W with mean 0 and variance ρ (0 < ρ < 1) such that
where N 1 and N 2 are standard Gaussian RVs and N 1 , N 2 , W are independent of each other. Clearly, the common information is given by I(X, Y ; W ) = 1 2 log 1+ρ 1−ρ . However, extracting a continuous common message from (X, Y ) is difficult. We show that a discrete version of W is also eligible to convey the common message of two joint Gaussian RVs, according to Wyner's second approach to the characterization of common information [2] .
. We note that f σ,Λ (x)
is a probability density function (PDF) if x is restricted to the fundamental region R(Λ). It is actually the PDF of the Λ-aliased Gaussian noise [15] . The flatness factor of a lattice Λ is defined as [15] ǫ Λ (σ) max
, where V (Λ) = |det(B)| denotes the volume of a fundamental region of Λ. It can be interpreted as the maximum variation of f σ,Λ (x) with respect to the uniform distribution over a fundamental region of Λ.
We define the discrete Gaussian distribution over Λ centered at c as the discrete distribution taking values in λ ∈ Λ as D Λ,σ,c (λ) = fσ,c(λ) fσ,c(Λ) , ∀λ ∈ Λ, where f σ,c (Λ) = λ∈Λ f σ,c (λ). For convenience, we write D Λ,σ = D Λ,σ,0 . It has been shown in [16] that lattice Gaussian distribution preserves many properties of the continuous Gaussian distribution when the flatness factor is negligible. To keep the notations simple, we always set c = 0 and n = 1 (one-dimensional lattice Λ) in this work. According to Wyner's second approach,W is an eligible candidate of the common message of (X, Y ) when ǫ → 0.
Proof: See [17] . Similar to [9] , using D Λ, √ ρ as the reconstruction distribution, we can design a quantization polar lattice from Construction D to extract the common randomness. The only difference is that the size of the source alphabet is doubled in this work. The next theorem shows that the design of polar lattices for extracting the common randomness of a pair of joint Gaussian sources is exactly the same as that for quantizing a single Gaussian source, which means that the technique proposed in [9] can be directly employed to our work. 
V. CONCLUSION
Explicit construction of polar codes and polar lattices for both lossy and lossless Gray-Wyner network coding is proposed. For a joint Gaussian source, we show that a rate-distortion bound achieving polar lattice designed for a Gaussian source can be directly used to extract the common randomness. For future work, we will extend the result of Theorem 6 into multiple Gaussian RVs. The common information of multiple Gaussian sources has been given in [5] .
