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ABSTRACT
Placing bright sub-millimetre galaxies (SMGs) within the broader context of galaxy
formation and evolution requires accurate measurements of their clustering, which
can constrain the masses of their host dark matter halos. Recent work has shown
that the clustering measurements of these galaxies may be affected by a ‘blending
bias,’ which results in the angular correlation function of the sources extracted from
single-dish imaging surveys being boosted relative to that of the underlying galaxies.
This is due to confusion introduced by the coarse angular resolution of the single-dish
telescope and could lead to the inferred halo masses being significantly overestimated.
We investigate the extent to which this bias affects the measurement of the correlation
function of SMGs when it is derived via a cross-correlation with a more abundant
galaxy population. We find that the blending bias is essentially the same as in the
auto-correlation case and conclude that the best way to reduce its effects is to calculate
the angular correlation function using SMGs in narrow redshift bins. Blending bias
causes the inferred host halo masses of the SMGs to be overestimated by a factor of
∼ 6 when a redshift interval of δz = 3 is used. However, this reduces to a factor of
∼ 2 for δz = 0.5. The broadening of photometric redshift probability distributions with
increasing redshift can therefore impart a mild halo ‘downsizing’ effect onto the inferred
host halo masses, though this trend is not as strong as seen in recent observational
studies.
Key words: large-scale structure of the Universe – galaxies: formation – galaxies:
evolution – galaxies: high-redshift – sub-millimetre: galaxies – sub-millimetre: diffuse
background
1 INTRODUCTION
Sub-millimetre galaxies (SMGs, e.g. Blain et al. 2002; Ca-
sey et al. 2014) are thought to be amongst the most rap-
idly star-forming objects in the Universe. They are detected
at wavelengths which probe the re-emission of radiation by
cold interstellar dust. Assuming that the initial radiation
field is due to star formation1, the extreme luminosity of
this dust leads to prodigious inferred star formation rates
of & 100 M yr−1 (e.g. Smail et al. 2002; Swinbank et al.
2014). The shape of a galaxy’s spectral energy distribu-
? E-mail: cowley@astro.rug.nl (WIC)
1 Studies that have investigated the X-ray properties of SMGs
suggest that their bolometric luminosity is dominated by emission
from star formation rather than an Active Galactic Nucleus (e.g.
Alexander et al. 2005).
tion (SED) at these wavelengths (the Rayleigh-Jeans tail
of the dust emission) approximates a power law that de-
creases with increasing wavelength, meaning that it is sub-
ject to a negative k-correction (e.g. Blain et al. 2002). For a
fixed bolometric luminosity and observer-frame wavelength,
shifting the galaxy to higher redshifts means that the SED
is sampled at a shorter rest-frame wavelength, where it is
intrinsically brighter. This largely cancels out the effect of
dimming due to the increasing luminosity distance, mean-
ing that the observed flux of an SMG is roughly constant
over z ∼ 1 − 10. Thus SMGs provide a window into (dust-
obscured) star formation at high redshift, commonly being
found at z ∼ 1 − 3 (e.g. Chapman et al. 2005; Simpson et al.
2014).
Placing these extreme galaxies into a consistent evol-
utionary picture remains challenging. It is not clear what
physical mechanisms trigger and quench the star formation
c© 2016 The Authors
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rates inferred from observations, and their subsequent evol-
ution to the present day is poorly understood. Simple argu-
ments which make assumptions about the duration of the
extreme star formation event and the subsequent evolution
of the stellar populations of the SMGs have been used to ar-
gue that they could evolve into massive local elliptical galax-
ies with most of their stellar mass being assembled during
the ‘SMG phase’ (e.g. Swinbank et al. 2006; Simpson et al.
2014), though see Gonza´lez et al. (2011) for a contrasting
view in which this phase accounts for little of the present
day stellar mass in their descendants.
A strong constraint on the evolution of a galaxy pop-
ulation can come from observational measurements of its
clustering, which provides information regarding the masses
of the dark matter halos the galaxies inhabit. Growth of
structure arguments based on results from N-body simula-
tions can then be used to infer the distribution of present
day host halo mass of the galaxies’ descendants (e.g. Fak-
houri et al. 2010), which can then be compared to the halo
masses inferred from the observed clustering of local galaxy
populations. However, the spread in the host halo masses of
SMG descendants could be significant (∼ 2 dex, Cowley et
al. 2016) due to the hierarchical growth of structure.
Measuring the clustering of FIR/sub-mm galaxies has
proven challenging. Some studies have failed to produce sig-
nificant detections of clustering (e.g. Scott et al. 2002; Webb
et al. 2003; Coppin et al. 2006; Williams et al. 2011), or the
results derived from similar data have proven contradictory
(e.g. Cooray et al. 2010; Maddox et al. 2010). For bright
SMGs a significant difficulty is their sparse number dens-
ity, meaning large area surveys are required to yield suffi-
cient galaxy pairs for the correlation function to be estim-
ated robustly. An observational study of the clustering of
SMGs was performed by Hickox et al. (2012), who ameli-
orated the problem of small numbers of SMGs by using
a cross-correlation (Blake et al. 2006) with a more abund-
ant Spitzer InfraRed Array Camera (IRAC)-selected galaxy
population to find that z = 1 − 3 SMGs in the LESS2 source
catalogue (Weiß et al. 2009) have a correlation length of
r0 = 7.7+1.8−2.3 h
−1 Mpc, corresponding to an inferred halo mass
of Mhalo = 1012.8
+0.3
−0.5 h−1 M. This result is consistent with an
earlier study by Blain et al. (2004) who used measured red-
shift separations of pairs of SMGs in a number of small fields
to estimate a correlation length of 6.9± 2.1 h−1 Mpc. Hickox
et al. used the median growth rate of haloes from Fakhouri
et al. (2010) to suggest descendent halo masses consistent
with those of local ∼ 2 − 3 L? galaxies.
More recently, Wilkinson et al. (2017) performed a sim-
ilar analysis. However, these authors were able to improve
upon earlier work by making the first measurements of the
clustering of SMGs as a function of redshift, owing to the
greater number of SMGs detected as part of the SCUBA-
2 (Super Common User Bolometer Array 2, Holland et al.
2013) Cosmology Legacy Survey (S2CLS, Geach et al. 2013;
2017) in the UKIDSS–UDS3 field. Cross-correlating their
2 Large APEX (Atacama Pathfinder EXperiment) Bolometer
Camera Array (LABOCA) Extended Chandra Deep Field South
(ECDFS) Sub-millimetre Survey
3 United Kingdom Infra-red Telescope (UKIRT) Infra-red Deep
Sky Survey – Ultra Deep Survey
SMG sample with a more numerous K-band selected galaxy
population, Wilkinson et al. estimated that the halo masses
of SMGs ranged from Mhalo ∼ 1013 h−1 M at z & 2 to
Mhalo ∼ 1011 h−1 M for 1 < z < 2. Wilkinson et al. con-
cluded that the z & 2 SMG population could evolve into
local ∼ 2 − 3 L? galaxies.
However, the work of Hickox et al. and Wilkinson et al.
is based on source catalogues derived from single-dish ima-
ging surveys with a typical angular resolution of ∼ 20 arc-
sec at full width half maximum (FWHM). Interferometers
such as ALMA (Atacama Large Millimetre Array) have an
order of magnitude better resolution, and targeted obser-
vations have revealed that many sub-mm sources identified
from single-dish imaging are in fact composed of multiple
fainter galaxies that could not be distinguished from each
other in the original single-dish survey due to its low an-
gular resolution (e.g. Wang et al. 2011; Hodge et al. 2013).
The effect this has on the observed number counts has been
investigated (Karim et al. 2013; Simpson et al. 2015) but
until recently it has been unclear exactly what impact this
has on measurements of the clustering of SMGs.
The first predictions for this were made by Cowley et
al. (2016, hereafter C16). There we showed, using the clus-
tering of SMGs predicted using the galaxy formation model
of Lacey et al. (2016), that confusion due to the single-dish
beam could boost the observed angular correlation function
of sub-mm sources by a factor of ∼ 4 relative to the cor-
relation function of the underlying galaxies over all angular
scales. This effect was termed ‘blending bias’. Many of the
blended sources detected in the simulated imaging of C16
comprise physically unassociated galaxies with a typical red-
shift separation of ∆z ∼ 1 − 2 (Cowley et al. 2015). These
galaxies are often fainter than the flux limit of the survey,
and are boosted above this by the blending together of their
flux by the beam. Their positions would not be included in
the source catalogue otherwise. Though the galaxies that
have their flux blended into a single source are generally
chance projections along the line of sight, their positions
are correlated with the positions of other galaxies at the
same redshift. Some of these will also be included in the
source catalogue, which leads to ‘beam-induced’ correlated
pairs of sources resulting in a boost in the correlation func-
tion (blending bias) on all angular scales. Furthermore, C16
showed that the redshift interval considered has an impact
on the blending bias, with narrower redshift intervals in-
cluding fewer of these beam-induced pairs and so resulting
in much smaller blending bias factors.
Wilkinson et al. performed an analysis similar to C16
for the redshift intervals considered in their work (∆z = 0.5
for 1.0 < z < 3.5) and found a blending bias factor of ∼ 1.2
independent of redshift. However, this was for the auto-
correlation of sub-mm sources, and also did not consider
the effect that the broadening with increasing redshift of
the photometric redshift probability distributions of their
galaxies would have on the blending bias. Here we present
predictions for the blending bias when the correlation func-
tion of sub-mm sources is determined via a cross-correlation
with a more abundant galaxy population. Also, in order to
provide the best possible comparison of the observations of
Wilkinson et al. and the galaxy formation model used in
C16, we choose a K-band sample of similar depth and use
the same redshift intervals considered in Wilkinson et al. We
MNRAS 000, 1–10 (2016)
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also mimic, to first order, the effect of broader photometric
redshift probability distributions with increasing redshift on
the clustering measurement. In addition, the nature of our
simulations allows us to make predictions for the field-to-
field variation expected for such observations. In this paper
we focus on observations and predictions made at 850 µm,
however we also expect that blending bias will affect clus-
tering analyses made at shorter FIR wavelengths with Her-
schel-SPIRE4 (e.g. Cooray et al. 2010; Maddox et al. 2010),
where confusion is also significant (e.g. Nguyen et al. 2010).
This paper is structured as follows: In Section 2 we
briefly describe the galaxy formation model, the model for
computing the dust emission of the simulated galaxies at
sub-mm wavelengths and the method for creating the sim-
ulated imaging. In Section 3 we present our main results5
and we conclude in Section 4. Throughout we assume a flat
Λ cold dark matter (ΛCDM) cosmology with cosmological
parameters consistent with the 7 year Wilkinson Microwave
Anisotropy Probe (WMAP7 ) results (Komatsu et al. 2011)
i.e. Ωm = 0.272, Ωb = 0.0455, ΩΛ = 0.728, h = 0.704, σ8 = 0.81,
ns = 0.967.
2 THE THEORETICAL MODEL
Here we introduce our model, which combines a dark mat-
ter only N-body simulation, a state-of-the-art semi-analytic
model of galaxy formation and a simple model for the re-
processing of stellar radiation by dust in which the dust
temperature is calculated self-consistently based on radiat-
ive transfer and global energy balance arguments. For fur-
ther details we refer the reader to Lacey et al. (2016). We
also briefly describe our method for creating the simulated
imaging used throughout.
2.1 GALFORM
The Durham semi-analytic model of hierarchical galaxy
formation, galform, was introduced in Cole et al. (2000),
building on ideas outlined by White & Rees (1978), White
& Frenk (1991) and Cole et al. (1994). Galaxy formation is
modelled ab initio, beginning with a specified cosmology and
a linear power spectrum of density fluctuations and ending
with predicted galaxy properties at different redshifts.
Galaxies are assumed to form from baryonic condens-
ation within the potential wells of dark matter halos with
their subsequent evolution being controlled in part by the
merging history of the halo. Here, the halo merger trees are
extracted directly from a dark matter only N-body simu-
lation (e.g. Helly et al. 2003; Jiang et al. 2014). We use a
(500 h−1 Mpc)3 Millennium-style simulation (Springel et al.
2005; Guo et al. 2013) with cosmological parameters consist-
ent with WMAP7 results (Komatsu et al. 2011), hereafter
referred to as MR7. Halo masses are as defined using the
DHalo algorithm (Jiang et al. 2014).
The baryonic processes thought to be important for
4 Spectral and Photometric Imaging Receiver
5 Some of the model data presented here will be made available at
http://icc.dur.ac.uk/data/. For other requests please contact
the first author.
galaxy formation are included as a set of coupled differential
equations which essentially track the exchange of mass and
metals between stellar, cold disc gas and hot halo gas com-
ponents in each galaxy. Stellar luminosities are computed
through coupling the resulting star formation and metal en-
richment histories of the simulated galaxies with evolution-
ary population synthesis models (e.g. Maraston 2005). The
values of the parameters in these simplified equations which
describe the complex physical processes involved are then
calibrated against a predetermined set of data from obser-
vations and simulations, which provides a strong constraint
on the available parameter space (e.g. Lacey et al. 2016).
In particular, the Lacey et al. (2016) model is calibrated to
reproduce the observed optical and near infra-red luminos-
ity functions for z . 3 and, importantly for this work, the
sub-mm galaxy number counts at 850 µm.
In this model SMGs occupy halos in the mass range
Mhalo ∼ 1011.5 − 1012 h−1 M over a large range of redshifts
(0.2 . z . 4). This is because the interplay of physical pro-
cesses such as gas cooling, supernova feedback and radio-
mode AGN feedback means this represents the halo mass
range most conducive to star formation in the model (Lacey
et al. 2016, C16).
2.2 The Dust Model
To determine a simulated galaxy’s far infra-red (FIR) flux, a
model is required to calculate the absorption and re-emission
of stellar radiation by interstellar dust.
We assume that interstellar dust exists in two compon-
ents, spherical molecular clouds of a fixed gas surface dens-
ity in which stars form and a diffuse interstellar medium
distributed smoothly throughout an exponential disc. The
energy from stellar radiation absorbed by each component
can be calculated using the star formation and metal enrich-
ment history for a galaxy predicted by galform, and then
solving the equations of radiative transfer in this assumed
geometry. The dust emission is then calculated using global
energy balance arguments and assuming that it emits as a
modified blackbody. Crucially, this means that dust temper-
ature is not a free parameter in the model but is calculated
self-consistently for each dust component in each galaxy.
Despite its simplicity the model is able to reproduce
the predictions of the more sophisticated spectrophotometric
code grasil (Silva et al. 1998), offset only by minor factors
of . 2 with very a tight scatter, for λrest & 70 µm (Cowley
et al. 2017). The sheer computational expense of codes such
as grasil (∼ 3 − 5 CPU mins per galaxy) however, makes
them unsuitable for the large number of galaxies contained
in the cosmological volumes used in this work.
2.3 Creating Simulated Imaging of SMGs
The lightcone code presented in Merson et al. (2013) is used
to create mock surveys of SMGs using 50 randomly orient-
ated lines of sight through the simulation volume. For the
purposes of this study we use an AB apparent magnitude of
mK < 25 to select our K-band population, similar to that used
by Wilkinson et al. (2017), and a limit of S 850µm > 0.35 mJy.
This 850 µm limit is chosen as it is the flux above which
90 per cent of the total predicted background light is in-
MNRAS 000, 1–10 (2016)
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Figure 1. The K-band absolute magnitude versus redshift for
lightcone galaxies flux limited in the K-band at an apparent mag-
nitude of 25 (grey dots) for one of the 50×4 deg2 fields. For clarity,
only 1 per cent of this sample is shown. The K-band flux limit
is indicated by the dashed black line. The green points indicate
galaxies with S 850µm > 4 mJy that are not selected in the K-band.
The black solid lines indicate a volume-limited K-band sample for
z < 4. All magnitudes are in the AB system.
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Figure 2. Predicted average redshift distributions from our
50 × 4 deg2 fields for S 850µm > 4 mJy galaxies (green line), the
counterparts (see text) of sources with S 850µm > 4 mJy extracted
from the simulated sub-mm imaging (magenta line), flux-limited
sample of K-band selected galaxies (cyan line) and a volume-
limited sample (for z < 4) of K-band selected galaxies (orange
line). The latter two lines have both been divided by a factor
of 200 for presentation purposes. All magnitudes are in the AB
system.
cluded in a typical image. This prediction is in good agree-
ment with the observations of Puget et al. (1996) and Fixsen
et al. (1998), and so means that our sub-mm maps have a
realistic extragalactic background light (Cowley et al. 2015).
We choose a maximum area of 4 deg2 for our fields, which is
larger than currently surveyed in sub-mm observations, to
reduce the effect of a finite survey area on our results. An
example of the K-band absolute magnitude versus redshift
for the resulting input catalogue is shown in Fig. 1.
Following the method presented in Cowley et al. (2015),
galaxies in each mock catalogue are mapped onto a grid of
pixels according to their position, such that the value in a
pixel is equal to the sum of the 850 µm flux of all the galax-
ies that fall within it. The resulting image is then smoothed
with a Gaussian beam, with the pixel scale chosen such that
the beam is well sampled. Instrumental (white) noise is then
added and matched-filtering is performed prior to source
extraction. In order to mimic the SCUBA-2 observational
data we choose a Gaussian with a 15 arcsec FWHM and
∼ 1 mJy/beam of instrument noise. Source counterparts are
identified as the galaxy which makes the dominant contribu-
tion to the overall sub-mm flux of the source. The statistics
of the resulting source catalogue can then be compared to
those of the underlying galaxies. The resulting redshift dis-
tributions are compared in Fig. 2. We can see that the source
counterparts are more numerous than galaxies at the same
flux limit, and that their distribution has a more promin-
ent high-redshift tail. The surface number densities of the
flux-limited K-band sample, the S 850µm > 4 mJy galaxies and
the counterparts to S 850µm > 4 mJy sources are 4.02 × 105,
5.54 × 102 and 1.05 × 103 deg−2, respectively.
3 RESULTS
The simplest measure of clustering from a galaxy imaging
survey is the two-point angular correlation function w(θ).
The probability of finding two objects separated by an angle
θ > 0 is defined as (e.g. Peebles 1980)
δP12(θ) = η2 [1 + w(θ)] δΩ1δΩ2, (1)
where η is the mean surface density of objects per unit solid
angle and δΩi is a solid angle element, such that w(θ) rep-
resents the excess probability of finding objects at angular
separation, θ, relative to a random (Poisson) distribution.
The measured angular correlation function for a given galaxy
population, wg, can then be compared to that expected for
the dark matter, wDM, to yield the large-scale bias of the
galaxy population, calculated as
bg(θ) =
[
wg(θ)
wDM(θ)
]1/2
. (2)
Although bias is scale dependent (e.g. Angulo et al. 2008)
it is usually approximated as a constant on large (linear)
scales, where it can be compared to an expected bias com-
puted by a weighted average of the bias values over the halos
that are occupied (e.g. Cooray & Sheth 2002)
beff(z) =
∫
b(Mh, z) n(Mh, z) 〈Ngal|Mh〉 dMh∫
n(Mh, z) 〈Ngal|Mh〉 dMh
. (3)
Here, b(Mh, z) is the large-scale bias of halos with mass Mh at
redshift z, n(Mh, z) is the halo mass function at redshift z such
that n(Mh, z) dMh is the comoving number density of halos in
the mass range [Mh,Mh + dMh], and 〈Ngal|Mh〉 is the mean of
the halo occupation distribution (HOD, the expected mean
number of galaxies within a halo of mass Mh). Thus measur-
ing the large-scale bias can yield information regarding the
halo masses that the galaxy population occupy.
MNRAS 000, 1–10 (2016)
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Figure 3. Predicted angular correlation functions in the redshift
range 1.0 < z < 4.0. The angular correlation function of galax-
ies selected by S 850µm > 4 mJy is shown by the green line. The
cross-correlation of counterparts to sources with S 850µm > 4 mJy
with a volume-limited K-band selected sample, averaged over our
50 × 4 deg2 fields and scaled to remove the bias of the K-band
sample is shown by the orange line. The shaded orange region
corresponds to the predicted 1σ (16 − 84 percentile) field-to-field
variation for the 4 deg2 field area used. The auto-correlation of
the source counterparts (averaged over 50 × 4 deg2) is shown by
the magenta line, the correlation function of dark matter in the
MR7 simulation is shown by the black line, and the correlation
function of the galaxies scaled by the blending bias squared (here
bb = 1.7) is shown by the black dotted line. The vertical dashed
line indicates the FWHM of the match-filtered point spread func-
tion used to create the simulated imaging ∼ 21.2 arcsec.
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Figure 4. Predicted angular correlation functions in the red-
shift range 1.0 < z < 4.0. The dashed orange line shows the
cross-correlation of counterparts to sources with S 850µm > 4 mJy
with a volume-limited K-band selected sample, averaged over our
50×4 deg2 fields. The dashed black line shows the cross-correlation
of galaxies with S 850µm > 4 mJy with a volume-limited K-band se-
lected sample, averaged over 50 × 4 deg2 fields, and scaled by the
blending bias. All other lines have the same meaning as in Fig. 3.
3.1 A cross-correlation analysis of sub-mm
sources
As we are comparing the predictions of our model to the
analysis of Wilkinson et al. (2017), we begin with the source
catalogue (S 850 µm > 4 mJy) derived from source extraction
from the simulated images of C16 as described previously.
The SMG sample used by Wilkinson et al. has a slightly
fainter flux limit (∼ 3.5 mJy, Chen et al. 2016), however
we do not expect this to have a significant impact on our
science results. In C16 we showed that the angular auto-
correlation of the sub-mm sources, ws, was boosted by a
‘blending bias’ factor, bb, relative to that of the underlying
galaxy population, wg, such that ws = b2bwg. In this paper we
calculate ws via a cross-correlation with a volume-limited K-
band selected galaxy population (mK < 25). Assuming linear
theory, the large-scale bias of the sub-mm sources, bs, can
be determined using
bs = b2s⊗K/bK , (4)
where bK represents the bias of the K-band selected galaxy
population as measured from its auto-correlation function
and bs⊗K is the bias of the cross-correlation of the two pop-
ulations. This means that (bs⊗K/bK)2ws⊗K is equivalent to ws,
provided that the blending bias effects both measurements
in the same way.
To calculate the angular cross-correlation of the sub-
mm sources and the K-band galaxy sample, ws⊗K, we use
the Landy & Szalay (1993) estimator adapted for cross-
correlations
ws⊗K(θ) =
DDsK − DRsK − DRKs + RRsK
RRsK
, (5)
where DD, DR and RR represent data-data, data-random
and random-random pairs respectively, and the subscripts s
and K represent the sub-mm sources and K-band selected
galaxies respectively. In calculating ws⊗K we use the actual
number of sources in each field to estimate the mean surface
density, rather than the true surface density. This causes the
angular correlation function to be underestimated by an av-
erage amount, σ2, often referred to as the integral constraint
(Groth & Peebles 1977). For the cross-correlation functions
this quantity is related to the field-to-field variation in the
number counts through
σ2s⊗K =
〈(ηs − 〈ηs〉)(ηK − 〈ηK〉)〉
〈ηs〉〈ηK〉 −
〈ηsK〉
〈ηs〉〈ηK〉 , (6)
where ηsK represents the surface density of objects that are in
both populations. We evaluate this quantity for our 50 light-
cone fields and add it onto our computed cross-correlation
functions. We also make the corresponding correction to our
auto-correlation functions. These corrections are typically
on the order of ∼ 10−3. We note that equation (6) is not how
this correction is usually calculated in observational stud-
ies, where the expression σ2 =
∑
RR(θ)w(θ)/
∑
RR(θ) is more
commonly used to evaluate the integral constraint, in the ab-
sence of multiple fields. However we have checked that this
expression gives essentially identical results to equation (6).
In Fig 3 we show the angular cross-correlation func-
tion of sub-mm sources with the K-band galaxy popula-
tion, and (for comparison) the auto-correlation of sub-mm
sources, over the redshift range 1 < z < 4. For our sub-
mm sources we use the position and redshift of the galaxy
MNRAS 000, 1–10 (2016)
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Figure 5. Predicted angular correlation functions for different redshift intervals indicated in the panels for galaxies selected with
S 850µm > 4 mJy (green lines), the cross-correlation of counterparts to sources with S 850µm > 4 mJy with a volume-limited K-band selected
sample, averaged over 50× 4 deg2 fields and scaled so as to remove the bias of the K-band sample (orange line), and the auto-correlation
of the source counterparts (averaged over the 50 × 4 deg2 fields, magenta line). We show also observational data from Wilkinson et al.
(2017), which are derived from a cross-correlation of sources with a K-band selected galaxy sample, and so should be compared with our
orange line. The shaded orange region corresponds to the 1σ (16 − 84 percentile) scatter derived from field-to-field variations, calculated
from the central 1 deg2 region in each of our fields in order to match the area used in the observations of Wilkinson et al. The vertical
dashed line indicates the FWHM of the match-filtered point spread function used to create the simulated imaging ∼ 21.2 arcsec.
that makes the largest contribution to the flux of the source.
The angular correlation functions for the galaxies and dark
matter are calculated from their spatial correlation func-
tions using the Limber (1953) equation (computed using
a method similar to that described in Gonzalez-Perez et
al. 2011), appropriately changing the redshift limits, as is
done in C166. We derive a blending bias factor of bb ∼ 1.7
comparing the clustering of sub-mm sources and galaxies.
For reference we also show the galaxy correlation function
scaled by b2b. For calculating the biases we restrict ourselves
to the angular range over which the dark matter correla-
tion function is approximately linear. We do this by exclud-
ing scales for which wDM,non−linear > 1.2 × wDM,linear from our
computation of the bias. We also exclude angular scales lar-
ger than 103 arcsec to ensure that the bias measurements
are not affected by the finite area of our mock surveys.
We can see that the auto-correlation and the scaled cross-
6 In principle these could be derived from lightcone catalogues
giving essentially identical results, however we prefer using
Limber’s equation as it utilises all of the clustering information
in our simulation volume.
correlation functions are essentially the same. It therefore
appears that blending bias behaves in a similar manner to
a linear scale-independent bias. In this regime the ratio of
the cross-correlation of the K-band sample with the sub-mm
sources, to the cross-correlation of the K-band sample with
sub-mm galaxies, should simply be equal to the blending
bias i.e. ws⊗K = bbwg⊗K. We show that this is the case in
Fig. 4.
Thus, whilst the cross-correlation technique can provide
smaller statistical errors than the auto-correlation due to
the larger number of objects considered, it is still affected
by blending bias in the same way.
In order to compare the predictions of our model to
the observations of Wilkinson et al. (2017) we repeat this
analysis using their quoted redshift intervals with ∆z = 0.5.
This is shown in Fig. 5. We also show the predicted 16 − 84
percentile field-to-field variance, estimated from 50 lightcone
fields. For calculating the predicted field-to-field variance we
assume an area of 1 deg2, comparable to that used in Wilkin-
son et al.
The agreement between the model and the observations
appears to be generally favourable, with the majority of
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Figure 6. Predicted evolution of large-scale bias with redshift.
Green squares with errorbars represent the bias measured dir-
ectly from the 3D spatial correlation function of SMGs with
S 850µm > 4 mJy, as is done in Cowley et al. (2016). The 1σ errors
are calculated using the volume bootstrap method advocated in
Norberg et al. (2009). The horizontal green bars show the large-
scale bias of the SMGs with S 850µm > 4 mJy derived from the
angular correlation function over the redshift range indicated by
the width of the bar. The horizontal orange bars show the same
but for the angular correlation function of sub-mm sources calcu-
lated via a cross-correlation with a volume-limited K-band selec-
ted sample. The dotted, dashed and dash-dotted black lines show
the evolution of the large-scale bias of halos with Mhalo > 1011,
1012 and 1013 h−1 M respectively, measured directly from the
MR7 simulation. Observational data (black circles with errors)
are from Wilkinson et al. (2017).
observed data points in each redshift bin (apart from the
1.5 < z < 2 bin) lying within the predicted 1σ region, indic-
ating that the model is broadly consistent with the observed
data.
We can also see from Fig. 5 the blending bias factors
have been reduced (to bb ∼ 1.1 − 1.2) due to the narrower
redshift interval than considered previously. Again, they are
essentially the same as those that would be derived from the
auto-correlation of the sub-mm sources and are very similar
to those derived in Wilkinson et al. (2017) for the auto-
correlation case (see their Table 2).
In Fig. 6 we show the large-scale bias calculated from
the cross-correlation derived function, compared to that of
the actual underlying galaxies. We can see that blending bias
still affects the inferred halo mass of the SMGs, although to
a much lesser extent than it would for the broader 1 < z < 4
redshift interval, where bb ∼ 1.7. Using the large-scale bias
- halo mass relations of Sheth et al. (2001) we find that
the blending bias (bb ∼ 1.1 − 1.2) results in the halo masses
of SMGs being overestimated by a factor of ∼ 2. For the
broader 1 < z < 4 redshift interval this overestimate is a
0.0
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p(
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3.0 < z < 3.5
0 1 2 3 4
z
Figure 7. Top panel: Sub-millimetre galaxy photometric redshift
distributions from Wilkinson et al. (2017). The distributions are
shown for the redshift intervals indicated in the legend and are
normalised to have unit area. Bottom panel: The width of the
top-hat redshift interval required (with the same central redshift)
so that the angular dark matter correlation functions computed
using the predicted redshift distributions in Fig. 2 have the same
normalisation as those computed using the redshift distributions
in the top panel.
factor of ∼ 6. For this we have assumed that all galaxies
occupy host dark matter halos of the same mass [i.e. the
〈Ngal|Mh〉 term in equation (3) is described by a Dirac delta
function] and used the median redshift of the relevant popu-
lation (sub-mm galaxies or sub-mm source counterparts) in
the redshift interval considered. We also show in Fig 6, for
comparison, the large-scale bias values derived by Wilkin-
son et al. (2017), though recomputed assuming the same
WMAP7 cosmological parameters as assumed in this work.
Immediately apparent from Fig 6 is that despite the
general agreement between the predicted and observed cor-
relation functions seen in Fig. 5 the inferred large-scale bias
values do not agree. We attribute this to photometric red-
shift probability distributions used for the observed galax-
ies, and discuss this in more detail in the next Section. We
list our results from this section, the predicted large-scale
sub-mm galaxy bias (bg), blending bias (bb) and large-scale
sub-mm source bias (bs) for each ∆z = 0.5 redshift interval
[listed in column (a)] in Table 1. The table also lists the
results from Section 3.2, where we use the redshift intervals
described in column (b), as discussed below. For reference
we also list the large-scale bias values derived by Wilkinson
et al. (2017).
3.2 The effect of photometric redshifts
Given the apparent good agreement between the predicted
and observed correlation functions in Fig. 5, the cause of
the extreme differences in the derived bias values (and sub-
sequent conclusions about the host halo masses) seen in
Fig. 6 is worthy of further investigation. As mentioned earlier
we attribute this to the width of the photometric redshift
probability distributions used for each galaxy by Wilkin-
son et al. (2017), a necessary consequence of the available
photometry. The redshifts in Wilkinson et al. were mostly
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Table 1. Predicted large-scale bias of sub-mm galaxies (bg), blending bias (bb) and large-scale bias of sub-mm sources (bs, note that
bgbb = bs) for the top-red redshift intervals indicated in columns (a) and (b). The large-scale bias observed by Wilkinson et al. is also
shown.
(a) bg bb bs (b) bg bb bs bs
(Wilkinson et al.)
1.0 < z < 1.5 1.7 1.1 2.0 0.9 < z < 1.6 1.7 1.1 1.9 1.34 ± 0.99
1.5 < z < 2.0 2.0 1.1 2.3 1.3 < z < 2.2 2.1 1.2 2.5 1.10 ± 1.09
2.0 < z < 2.5 2.7 1.1 2.9 1.7 < z < 2.8 2.6 1.3 3.3 4.26 ± 1.19
2.5 < z < 3.0 3.1 1.2 3.8 2.1 < z < 3.3 3.1 1.4 4.2 5.43 ± 1.32
3.0 < z < 3.5 3.8 1.2 4.5 2.3 < z < 4.2 3.4 1.5 5.0 9.51 ± 2.99
(a) Top-hat redshift interval used in Section 3.1 and quoted by Wilkinson et al.
(b) Top-hat redshift interval used in Section 3.2, chosen such that the normalisation
of the dark matter correlation function is the same as used by Wilkinson et al.
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Figure 8. Predicted angular correlation functions for the redshift
intervals 1.7 < z < 2.8 (top panel) and 2.3 < z < 4.2 (bottom panel)
that correspond to the 2.0 < z < 2.5 and 3.0 < z < 3.5 intervals in
Fig 5 respectively. These broader intervals are chosen such that
the angular correlation function for dark matter (dashed black
line) is in agreement with that used by Wilkinson et al. (solid
grey line) for that redshift bin. All other lines and symbols have
the same meaning as in Fig. 5.
obtained from the UDSz ESO Large Programme (ID:180.A-
0776; PI: O. Almaini). The EAZY template-fitting pack
(Brammer et al. 2008) was used to derive a photometric red-
shift probability distribution for each galaxy through a max-
imum likelihood analysis. SMG counterparts were assigned
using the OIRTC method (Chen et al. 2016). A galaxy in
the Wilkinson et al. analysis is able to appear in multiple
redshift intervals, weighted by the integral of its probability
distribution between the limits of the redshift interval.
A consequence of this is that the effective redshift dis-
tributions used for each bin are typically broader than the
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Figure 9. Large-scale bias-to-dark matter halo mass relations of
Sheth et al (2001) calculated at the median redshift of the inter-
val considered for galaxies (solid lines) and source counterparts
(dotted lines). The different colours are for the redshift intervals
indicated in the legend. Plus signs (crosses) indicate the position
on this plane for galaxies (source counterparts) using the biases
derived from the corresponding angular correlation functions. The
vertical dashed grey line shows the median inferred halo mass for
the galaxies.
quoted limits of the bin would suggest, and become broader
with increasing redshift as the quality of the photometric
redshifts generally degrade i.e. the probability distributions
become broader. In Fig. 7, we show the average SMG coun-
terpart redshift distributions for each redshift interval from
Wilkinson et al. (2017), these being calculated as the sum
of all the individual galaxy photometric redshift probability
distributions weighted by their interval between the quoted
limits.
Thus the angular correlation functions for dark matter
used by Wilkinson et al. would typically have a lower norm-
alisation than shown in Fig. 5 (where we used the true red-
shifts of the galaxies in the simulation and a top-hat redshift
window of ∆z = 0.5) as the spatial correlation function of the
dark matter, ξDM(r, z), has effectively been projected over a
larger volume. This explains how the agreement between
the angular correlation functions seen in Fig 5 is consistent
with the disagreement in the inferred large-scale bias seen
in Fig. 6.
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To mimic the effect of the width of photometric red-
shift distribution to first order, we increase the width of
the redshift intervals we consider (symmetrically in redshift,
maintaining the same central redshift) until our dark matter
correlation functions have a similar normalisation to those
calculated using the redshift distributions of Wilkinson et al.
for each bin. These new redshift interval widths are shown
in the bottom panel of Fig. 7 and listed in column (b) of
Table 1.
We then repeat our analysis using these new top-hat
redshift intervals. We show two examples of this, for the
2.0 < z < 2.5 and 3.0 < z < 3.5 bins (for which we now
use redshift intervals of 1.7 < z < 2.8 and 2.3 < z < 4.2
respectively), in Fig. 8 and list the results for each interval
in Table 1. Considering a broader redshift distribution brings
the large-scale bias values we measure for the simulated sub-
mm sources into broad agreement with the values quoted by
Wilkinson et al. (2017), apart from the 1.0 < z < 1.5 bin
where the large-scale bias is overpredicted, and the 3.0 < z <
3.5 bin where it is underpredicted.
Our reasoning for the agreement between the observed
and predicted large-scale bias values for sub-mm sources
found here is as follows. As the width of the redshift interval
we consider increases, the blending bias also increases. This
is due to the inclusion of more ‘beam-induced’ correlated
pairs in the correlation function calculation as is discussed in
C16. However, the intrinsic galaxy large-scale bias remains
approximately constant. Therefore, the increase in blending
bias means that the inferred large-scale bias for the sources
becomes greater.
In Fig. 9 we show the effect this has on the inferred host
halo masses as a function of redshift. We use the large-scale
bias-to-halo mass relations of Sheth et al. (2001) and assume
that the objects occupy halos of a single mass at the median
redshift of the interval considered, which we calculate using
the relevant redshift distributions from Fig 2. For the galax-
ies we find this yields inferred halo masses consistent with
those that the galaxies are known to occupy in the model
(see Fig. 5 of C16) and with no significant redshift evolution
over this range. For the sources however, we observe a mild
evolution in halo mass from ∼ 4 × 1012 h−1 M at z ∼ 3 to
∼ 2 × 1012 h−1 M at z ∼ 1, due to the blending bias being
larger at higher redshift as the redshift interval considered is
broader. Whilst it appears unlikely from this analysis that
this effect could account for all of the very strong halo mass
‘downsizing’ found by Wilkinson et al., it is possible that the
apparent downsizing trend was amplified by this effect, as
the broadening of the redshift intervals with increasing red-
shift was not considered by Wilkinson et al. when deriving
their blending bias factors.
We conclude that measuring the correlation function
for sub-mm sources via an auto- or cross-correlation is af-
fected by blending bias in the same way. Measuring the
cross-correlation using obects within a relatively narrow red-
shift range is the best way to perform such a measurement,
due to the increased statistical significance from the cross-
correlation with a more abundant sample and to the reduced
blending bias due to the narrower redshift range being in-
vestigated. Such an analysis is performed by Wilkinson et al.
(2017). However, this comes with the important caveat that
accurate redshifts for the correct counterpart to the sub-
mm source are required, and there are a sufficient number
of objects in each redshift bin for the result to be statistic-
ally significant. Alternatively, as is also discussed in C16, a
significant targeted follow-up campaign with interferometers
such as ALMA would allow the blended sources in the single-
dish catalogue to be identified and removed from the clus-
tering analysis, providing a result free from blending bias.
Investigation of the evolution of the SMG clustering with
redshift will still require accurate redshifts (at the level that
the typical redshift error is expected to be factors of a few
smaller than the width of the redshift bin), but this is an
issue separate from the blending bias.
4 CONCLUSIONS
We study the effect of ‘blending bias,’ the square root of the
factor by which the angular correlation function of sources
identified through source extraction of confused imaging is
boosted relative to that of the underlying galaxy population.
In particular we focus on its applications to the measurement
of the clustering of SMGs, an important population of galax-
ies that exhibit some of the highest inferred star formation
rates in the Universe, as this can constrain the dark mat-
ter halo masses of these galaxies and thus their subsequent
evolution.
To do so we use the galaxy formation model presented
in Lacey et al. (2016), which can successfully reproduce the
observed number counts of SMGs at 850 µm, and the meth-
odology of Cowley et al. (2015) to create simulated imaging
based on the model galaxies.
We compare our model predictions to the recent ana-
lysis of Wilkinson et al. (2017), who cross-correlated a
sample of SMGs in the UKIDSS UDS field with a more
numerous K-band selected sample to derive the large-scale
bias and halo masses of SMGs in 5 redshift intervals from
1.0 . z . 3.5.
Importantly we find that the blending bias factors
are essentially the same whether the correlation function
is derived through an auto- or cross-correlation technique,
though they can be reduced by decreasing the width of the
redshift interval considered. This adds weight to the accur-
acy of the Wilkinson et al. (2017) study, which is the first to
measure the evolution in the clustering of SMGs. However,
our predictions indicate their results may still be affected
systematically by blending biases of at least bb ∼ 1.1 − 1.2,
which can lead to the host halo masses being overestimated
by a factor of ∼ 2.
We investigate the effect of the redshift intervals con-
sidered becoming effectively broader with increasing redshift
due to the use of photometric redshift probability distribu-
tions, a necessary consequence of the available photometry
used in observational studies. We find that this can result in
inferring a spurious halo mass ‘downsizing’ trend, where the
halo masses inferred from the clustering at z ∼ 3 are a factor
of ∼ 2 greater than those inferred at z ∼ 1. This is due to
the blending bias factors being larger at higher redshift as
a result of the broader redshift distributions used. However,
this trend is not as strong as the one observed by Wilkinson
et al. (2017).
Finally, we note that the blending bias values quoted in
this work may be somewhat model dependent and caution
that further work is required to fully understand the implic-
MNRAS 000, 1–10 (2016)
10 W. I. Cowley et al.
ations of this bias for measurements made from catalogues
derived from single-dish imaging surveys at FIR/sub-mm
wavelengths. Additionally, we hope that this effect will be
confronted directly with future ALMA observations, which
would allow the clustering of an SMG sample to measured
free from blending bias.
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