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Introduzione
La teoria delle rappresentazioni del gruppo simmetrico è forse la parte mag-
giormente sviluppata della teoria delle rappresentazioni dei gruppi finiti e
non solo, e a tutt’oggi resta oggetto di sviluppo. Ci sono vari modi di presen-
tare la teoria delle rappresentazioni del gruppo simmetrico: ad un estremo
essa può essere esposta mettendo in evidenza come si concretizzano i risultati
previsti dalla teoria generale, e ad un altro estremo essa può essere esposta
mettendo in evidenza la struttura combinatoria, utilizzando quindi gli stru-
menti algebrici più elementari possibili. Questa tesi vuole fornire un’iniziale
comparazione fra i due approcci. In realtà i risultati vengono presentati in
termini di moduli anziché in termini di rappresentazioni. Gli spazi vettoriali
si assumono di dimensione finita e, di regola, il campo su cui essi sono definiti
si assume di caratteristica zero ed algebricamente chiuso.
Si considera la parte della teoria delle rappresentazioni del gruppo simmetri-
co Sn sviluppata da Young che studia la struttura dell’algebra di gruppo del
gruppo simmetrico ed ha come obiettivo la costruzione di isomorfismi con
un’algebra che è somma diretta di algebre complete di matrici, attraverso
particolari elementi chiamati ”unità matriciali”. La costruzione di isomorfi-
smi è stata fornita da Young in tre modi distinti, a seconda dei tipi di unità
prese in considerazione: le unità ”naturali”, le unità ”seminormali” e le unità
”ortogonali”. La costruzione da noi presentata riguarda precisamente il pri-
mo tipo di unità, ovvero quelle naturali.
Nel primo capitolo viene considerata l’algebra completa di matrici Mn(K),
dove K è un campo. Si dà la definizione di sistema di unità matriciali, si
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descrivono gli ideali sinistri semplici più immediati e si arriva a dire che gli
ideali sinistri semplici sono tutti e soli quelli generati da matrici aventi ran-
go uno; dopodiché si fornisce una decomposizione dell’algebra come somma
diretta di ideali sinistri semplici e si mostra che non esistono ideali bilateri
propri. Nell’ultima parte del capitolo i risultati ottenuti vengono estesi ad
un’algebra di matrici ”a blocchi”, ovvero ad un’algebra che è somma diretta
di algebre complete di matrici, ottenendo in particolare che gli ideali bilateri
in corrispondenza dei singoli blocchi sono tutti e soli gli ideali bilateri mini-
mali e quindi il numero di essi è proprio il numero dei blocchi. Quest’ultimo,
inoltre, risulta essere la dimensione del centro dell’algebra.
Il secondo capitolo è dedicato alla teoria delle algebre semisemplici; il riferi-
mento principale a tal proposito è stato il libro di Boerner ”Representations
of groups - with special consideration for the needs of modern physics”, se-
guito da un’appendice del libro di Dieudonné e Carrell ”Invariant theory, old
and new” intitolata ”A short digest of non-commutative algebra”. Si definisce
in generale uno spazio vettoriale modulo su un’algebra. Una caratteristica
cruciale di un modulo è la semisemplicità, ovvero la sua decomponibilità in
una somma diretta di sottomoduli semplici. Si considera il caso particolare di
un’algebra modulo su se stessa, illustrando i principali risultati e proprietà.
Si mostra che un’algebra semisemplice si può decomporre in uno e un solo
modo in una somma diretta di ideali bilateri minimali, a loro volta decom-
ponibili in una somma diretta di ideali sinistri semplici; elementi notevoli
appartenenti a questi ultimi risultano essere gli idempotenti. Successivamen-
te viene riportato il teorema di Wedderburn che dimostra che ogni ideale
bilatero minimale è isomorfo ad un’algebra completa di matrici e ciò porta
infine al teorema di Molien, che asserisce che un’algebra semisemplice è iso-
morfa ad una somma diretta di algebre complete di matrici.
Il terzo capitolo riprende la nozione di modulo e qui, invece di un’algebra,
viene considerato un gruppo finito. Un risultato fondamentale è il teorema
di Maschke, grazie al quale si ottiene la decomponibilità di un modulo su
un gruppo in una somma diretta di sottomoduli semplici. Risulta che un
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sottomodulo sul gruppo è anche un sottomodulo sulla sua algebra di gruppo
e viceversa, cos̀ı anche i moduli sull’algebra di gruppo del gruppo stesso sono
semisemplici e quindi l’algebra di gruppo di un gruppo finito possiede tutte
le proprietà determinate nel secondo capitolo.
Nel quarto capitolo si considera l’algebra di gruppo del gruppo simmetrico
Sn . Si rappresentano le partizioni del numero n con i ”diagrammi di Young”;
si definiscono i ”tableaux di Young”, poi i tableaux ”standard”. Ai tableaux
di Young si associano particolari elementi dell’algebra di gruppo del grup-
po simmetrico: i ”simmetrizzatori di Young”, i quali generano ideali sinistri
minimali; questi stessi elementi relativi ai tableaux standard permettono di
costruire un sistema di unità matriciali. Allo scopo di dimostrare che queste
ultime formano una base dell’algebra di gruppo si utilizza la corrispondenza
di Robinson-Schensted, della quale il principale riferimento è stato il libro di
Sagan ”The Symmetric Group: Representations, Combinatorial Algorithms,
and Symmetric Functions”.

Indice
1 Algebre di matrici 9
1.1 Definizione di algebra e di sistema di unità matriciali . . . . . 9
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Capitolo 1
Algebre di matrici
1.1 Definizione di algebra e di sistema di unità
matriciali
Definizione 1.1.1 Sia K un campo. Una K-algebra è un K-spazio vet-
toriale A con un prodotto, ovvero un’applicazione ∗ : A × A −→ A che
è bilineare, cioè tale che, per ogni λ ∈ K e per ogni a, b, c ∈ A valgano le
seguenti proprietà:
1) (λ a) ∗ b = a ∗ (λ b) = λ (a ∗ b) ;
2) (a+ b) ∗ c = (a ∗ c) + (b ∗ c) ;
3) c ∗ (a+ b) = (c ∗ a) + (c ∗ b) .
Una K-algebra A si dice associativa se il prodotto ∗ è associativo, cioè
se, per ogni a, b, c ∈ A, vale (a ∗ b) ∗ c = a ∗ (b ∗ c).
Si dice con unità se esiste un elemento 1 ∈ A tale che 1 ∗ a = a ∗ 1 = a per
ogni a ∈ A.
Nel seguito, per non appesantire troppo la notazione, ometteremo il simbolo
∗ del prodotto nell’algebra A.
Esempio 1.1.1 Sia V uno spazio vettoriale di dimensione n sul campo K
e sia End(V ) l’algebra degli endomorfismi di V (con il prodotto dato dalla
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composizione di endomorfismi); fissata una base di V , identifichiamo V con
Kn e End(V ) con Mn(K).
Indichiamo con {ei}i=1,...,n la base canonica di Kn, identifichiamo i vettori
di Kn con matrici colonna, ed indichiamo con Eij = eieTj (i, j ∈ {1, ..., n})
ciascun elemento della base canonica delle matrici elementari di Mn(K).
Si ha
n∑
i=1
Eii = In ; EijEhk = δjhEik 
per ogni i, j, h, k = 1, ..., n, dove In è la matrice unità e δ è la delta di Kro-
necker.
Siano A,B ∈Mn(K), con A =
∑n
i,h=1 aihEih , B =
∑n
k,j=1 bkjEkj .
Il prodotto tra le due matrici A e B è
AB = (
n∑
i,h=1
aihEih)(
n∑
k,j=1
bkjEkj) =
n∑
i,h=1
n∑
k,j=1
aihbkjEihEkj =
=
n∑
i,h=1
n∑
k,j=1
aihbkjδhkEij =
n∑
i,j=1
n∑
k=1
aikbkjEij
Si noti che nell’ultimo sommando si ritrova la formula del prodotto standard
tra le due matrici A e B per il termine di riga i e colonna j.
E’ chiaro che Mn(K) è una K-algebra associativa con unità.
Definizione 1.1.2 Sia A una K-algebra associativa con unità. Un sistema
di unità matriciali di A è una base lineare {uij}i,j=1,...,n di A che soddisfa le
relazioni .
Si ha facilmente la seguente
Proposizione 1.1.1 Una K-algebra A è isomorfa a Mn(K) se e solo se
possiede un sistema di n2 unità matriciali; gli isomorfismi fra A e Mn(K)
sono in corrispondenza biunivoca con i sistemi di unità matriciali di A.
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Osservazione 1.1.1 La Definizione 1.1.2 può essere indebolita richiedendo
solo il fatto che {uij}i,j=1,...,n sia un insieme di generatori di A, in quanto
l’indipendenza lineare di questi elementi segue immediatamente. Cioè, se
{uij}i,j=1,...,n è un insieme di generatori di A, la scrittura
n∑
i,j=1
λij uij = 0
con λij ∈ K per ogni i, j = 1, ..., n implica λij = 0 per ogni i, j = 1, ..., n.
Infatti: basta mostrare che, fissati i′, j′ ∈ {1, ..., n}, si ha λi′j′ = 0. Ciò si
vede molto rapidamente: moltiplichiamo entrambi i membri della scrittura
precedente a sinistra per ui′i′ e a destra per uj′j′ , ottenendo
n∑
i,j=1
λij ui′i′ uij uj′j′ = 0
da cui, utilizzando al primo membro la seconda relazione in , viene
λi′j′ui′j′ = 0. Ora non può essere nullo ui′j′ e allora deve essere λi′j′ = 0.
Questo, data l’arbitrarietà di i′ e j′, mostra che tutti i coefficienti della
scrittura iniziale sono nulli.
1.2 Riducibilità di Mn(K) in ideali sinistri sem-
plici
Definizione 1.2.1 Sia A una K-algebra. Un ideale sinistro I di A è un
sottospazio vettoriale di A tale che, se un elemento x ∈ I, allora anche
ax ∈ I per ogni a ∈ A. Inoltre un ideale sinistro non nullo I si dice semplice,
o minimale, se I non contiene ideali sinistri propri, cioè diversi dall’ideale
nullo e da I stesso.
Nel seguito useremo i termini semplice e minimale indifferentemente.
Gli ideali destri di A sono definiti in maniera del tutto analoga: nella defini-
zione cambia solamente il fatto che un elemento a ∈ A viene moltiplicato a
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destra di x. Un ideale di A si dice bilatero quando è sia sinistro che destro.
Se A è una K-algebra e x ∈ A, l’insieme {ax | a ∈ A} è un ideale sinistro di
A ed è il più piccolo ideale sinistro che contiene x; questo ideale viene detto
ideale sinistro generato da x. Un ideale di questo tipo si dice principale e
viene denotato con Ax, a suggerire che l’insieme è formato da tutti i possibili
prodotti di un elemento generico di A per x. Ciò vale anche per un ideale
destro, con opportune modifiche di scrittura.
Osservazione 1.2.1 Un ideale sinistro semplice I di una K-algebra A è
principale.
Infatti, I è non nullo, quindi esiste un elemento x ∈ I, x 6= 0. Ma in I
vi appartiene anche ax, con a ∈ A, cioè Ax ⊆ I e Ax è un ideale. Allora,
essendo I semplice e Ax non nullo, deve essere necessariamente Ax = I.
Proposizione 1.2.1 Consideriamo Mn(K). Sia i fissato tale che 1 ≤ i ≤ n
e poniamo
Ci := {C ∈Mn(K) | C = ceTi , c ∈ Kn}
Questo è un ideale sinistro di Mn(K).
Dimostrazione. Prima di tutto è facile verificare che Ci è un sotto-
spazio vettoriale di Mn(K); inoltre, se C ∈ Ci , allora AC ∈ Ci per ogni
A ∈Mn(K). Questo si vede immediatamente:
A(ceTi ) = (Ac)e
T
i = c
′eTi con c
′ := Ac, c′ ∈ Kn
e questo è un elemento di Ci , per definizione.
2
Proposizione 1.2.2 Per ogni i fissato tale che 1 ≤ i ≤ n, l’ideale sinistro
Ci è semplice.
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Dimostrazione. Intanto l’ideale sinistro Ci è chiaramente non nullo.
Affinché valga la proposizione è sufficiente mostrare che, preso un qualunque
elemento non nullo C in Ci , l’ideale sinistro generato da C è esattamente
Ci . Sia quindi C = ce
T
i un elemento non nullo e sia p
′ un particolare indice
in {1, ..., n} per cui cp′ 6= 0. Sia ora p′′ un indice arbitrario in {1, ..., n}. Dato
che Ci è un ideale sinistro, in particolare anche Ep′′p′C ∈ Ci . Ora
Ep′′p′C = (ep′′e
T
p′)(ce
T
i ) = ep′′(e
T
p′c)e
T
i = cp′ep′′e
T
i
e quindi anche ep′′e
T
i ∈ Ci , essendo cp′ un elemento non nullo in K. Questo,
essendo valido per ogni p′′ in {1, ..., n}, dimostra l’affermazione sopra.
2
Definizione 1.2.2 Siano I e J due ideali sinistri di Mn(K). Diciamo che
I e J sono equivalenti se esiste un isomorfismo di spazi vettoriali
φ : I −→ J tale che φ(Ax) = Aφ(x) per ogni A ∈Mn(K) e per ogni x ∈ I.
Consideriamo ancora una volta Ci , per un certo i tale che 1 ≤ i ≤ n.
Moltiplicando a destra un elemento C di questo ideale sinistro per Eij , con
j ∈ {1, ..., n}, otteniamo un elemento di Cj . Infatti
CEij = (ce
T
i )(eie
T
j ) = c(e
T
i ei)e
T
j = c 1 e
T
j = ce
T
j
Dunque ha senso definire un’applicazione
φij : Ci −→ Cj
C 7−→ CEij
E’ immediato riconoscere che questo è un isomorfismo di spazi vettoriali:
del resto Ci e Cj sono entrambi isomorfi a Kn. Di più: questa applicazione
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soddisfa pure la condizione φij(AC) = Aφij(C) per ogni A ∈ Mn(K) e per
ogni C ∈ Ci . Infatti
φij(AC) = (AC)Eij = A(CEij) = Aφij(C)
Quindi gli ideali sinistri Ci e Cj sono equivalenti, per ogni i, j = 1, ..., n.
Perciò vale la seguente
Proposizione 1.2.3 Mn(K) = C1 ⊕ · · · ⊕ Cn
dove i Ci , per i = 1, ..., n, sono ideali sinistri semplici, tutti equivalenti fra
di loro.
Gli ideali sinistri semplici che compaiono in questa decomposizione in
somma diretta di Mn(K) sono generati da matrici di rango uno. Questo è
un fatto generale: tutti gli ideali sinistri semplici di Mn(K) sono generati da
matrici di rango uno. Qui di seguito mostriamo questa affermazione, esibendo
al contempo una decomposizione più generale di Mn(K) come somma diretta
di ideali sinistri semplici.
Proposizione 1.2.4 Per ogni x ∈ Kn, x non nullo, per ogni y ∈ Kn esiste
una matrice A ∈Mn(K) tale che Ax = y.
Dimostrazione. Cerchiamo una matrice A della forma abT con
a, b ∈ Kn, cioè di rango uno. In questo modo l’uguaglianza Ax = y diventa
abTx = y; in particolare a(bTx) = y. Per ipotesi abbiamo x non nullo, quindi
ci sarà almeno una componente di questo vettore non nulla: sia l’i-esima,
con i ∈ {1, ..., n}, e denotiamola con xi . Ora scegliamo il vettore b in modo
che il prodotto bTx, che è uno scalare, sia sicuramente diverso da zero: basta
prendere b = ei , infatti e
T
i x = xi 6= 0 . Allora da abTx = xia = y si ricava
a = 1
xi
y e questa scrittura è lecita in quanto xi 6= 0. La dimostrazione è
terminata: una matrice che soddisfa Ax = y è dunque A = 1
xi
yeTi .
2
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Se A è una matrice in Mn(K), per brevità indichiamo l’ideale sinistro
generato da A con MA.
Definizione 1.2.3 Sia b ∈ Kn. Poniamo
PbT := {abT | a ∈ Kn}
Proposizione 1.2.5 Per ogni vettore non nullo b ∈ Kn, PbT è un ideale
sinistro minimale di Mn(K).
Dimostrazione. E’ immediato riconoscere che PbT è un ideale sinistro
di Mn(K): moltiplicando a sinistra un elemento generico di PbT , cioè abT ,
per una matrice A ∈ Mn(K) abbiamo A(abT ) = (Aa)bT e Aa evidentemente
è ancora un vettore di Kn.
Per mostrare che l’ideale PbT è minimale osserviamo innanzitutto che, con
l’ipotesi b non nullo, l’ideale PbT è non nullo; questo lo si vede facilmente.
Adesso verifichiamo che, preso un qualunque elemento non nullo apparte-
nente a PbT , l’ideale sinistro generato da esso coincide con PbT . Sia quindi
X ∈ PbT , X matrice non nulla. Allora sarà X = a′bT per un opportuno
vettore a′ ∈ Kn, a′ non nullo. Ora AX = A(a′bT ) = (Aa′)bT per A ∈Mn(K)
e per l’ultima proposizione il prodotto Aa′, per A che varia in Mn(K), è
esattamente Kn, quindi l’ideale sinistro MX è esattamente PbT .
2
Proposizione 1.2.6 Per ogni b, c ∈ Kn, con b, c non nulli, l’ideale sinistro
minimale PbT è equivalente all’ideale sinistro minimale PcT e un isomorfismo
è dato dalla moltiplicazione a destra per un’opportuna matrice di rango uno.
Dimostrazione. Consideriamo l’applicazione
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φ : PbT −→ PcT
B 7−→ BZ
con Z = zcT ∈ PcT tale che bT z 6= 0. Questa è ben definita: infatti, preso
B = abT ∈ PbT abbiamo BZ = abT zcT = a(bT z)cT = (ka)cT dove è stato
posto k := bT z e k ∈ K, k 6= 0; dunque ka ∈ Kn da cui (ka)cT ∈ PcT .
Inoltre l’applicazione è un omomorfismo di spazi vettoriali per la proprietà
distributiva delle matrici; è iniettivo e suriettivo.∗
In più vale φ(AB) = Aφ(B) per ogni A ∈ Mn(K). Questo si vede
immediatamente per la proprietà associativa delle matrici:
φ(AB) = (AB)Z = A(BZ) = Aφ(B)
e quindi gli ideali sinistri minimali PbT e PcT sono equivalenti.
2
Ora mostriamo che tutti gli ideali sinistri minimali di Mn(K) sono della
forma PbT per un opportuno vettore non nullo b ∈ Kn, servendoci di una
proposizione preliminare.
Proposizione 1.2.7 Tutti gli ideali sinistri non nulli di Mn(K) contengono
una matrice della forma abT con a, b ∈ Kn non nulli, cioè di rango uno.
Dimostrazione. Sia I un ideale sinistro non nullo di Mn(K). Allora
esiste una matrice non nulla X ∈ I. In particolare, dato che I è un ideale
∗ Per l’iniettività: presi a1 , a2 ∈ Kn, φ(a1bT ) = φ(a2bT ) implica ka1cT = ka2cT da
cui a1c
T = a2c
T . Se d ∈ Kn è tale che cT d 6= 0 allora, moltiplicando ambo i membri a
destra per d si ha a1c
T d = a2c
T d e, posto k′ := cT d, k′ ∈ K, abbiamo k′a1 = k′a2 da cui
a1 = a2 . Per la suriettività: per ogni āc
T ∈ PcT esiste abT ∈ PbT tale che φ(abT ) = ācT .
Infatti basta prendere a = 1k ā.
1.2. RIDUCIBILITÀ DI MN(K) IN IDEALI SINISTRI SEMPLICI 17
sinistro, appartiene a I pure ogni matrice CX con C matrice di rango uno:
C = acT , con a, c ∈ Kn non nulli. Ora CX = acTX = a(cTX) e cTX è
un vettore riga. Non è difficile mostrare che esiste un vettore c′ tale che il
vettore riga c
′ TX sia non nullo. Allora, ponendo bT := c
′ TX, abbiamo subito
abT ∈ I con a, b ∈ Kn non nulli.
2
Proposizione 1.2.8 Per ogni ideale sinistro minimale I di Mn(K) esiste
un vettore non nullo b ∈ Kn tale che I = PbT .
Dimostrazione. Se I è un ideale sinistro minimale, per definizione I
è non nullo, quindi per la proposizione precedente I possiede una matrice di
rango uno: sia essa abT , con a, b ∈ Kn non nulli. Ma abT ∈ PbT e PbT è un
ideale sinistro, quindi si ha MabT ⊆ PbT . D’altra parte abT ∈ I quindi, per
lo stesso identico motivo, si ha MabT ⊆ I. Ma I per ipotesi è minimale,
quindi, dal momento che PbT lo è, deve valere I = PbT .
2
Proposizione 1.2.9 Siano Pi = aib
T
i (i = 1, ..., n) matrici in Mn(K) di
rango uno con gli ai non nulli e i bi linearmente indipendenti. Allora gli ideali
sinistri generati dalle matrici Pi sono in somma diretta e la loro somma è
Mn(K).
Dimostrazione. Per i = 1, ..., n gli elementi degli ideali sinistri Pi
sono della forma A(aib
T
i ) con A ∈ Mn(K); ma A(aibTi ) = (Aai)bTi = a′ibTi
con a′i ∈ Kn per ogni i = 1, ..., n. Ora, per dimostrare che gli ideali sono in
somma diretta basta far vedere che a′1b
T
1 + ...+ a
′
nb
T
n = 0 implica
a′1b
T
1 = ... = a
′
nb
T
n = 0, dove qui 0 indica la matrice nulla in Mn(K). Sup-
poniamo per assurdo che vi sia almeno un addendo diverso da zero: sia per
esempio a′kb
T
k , con k in {1, ..., n}. Il vettore a′k è dunque non nullo, quindi
avrà almeno una componente non nulla: sia per esempio la m-esima (con m
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in {1, ..., n}). Ora moltiplichiamo a sinistra entrambi i membri dell’espressio-
ne scritta sopra per il vettore riga eTm : al secondo membro viene ovviamente
zero (vettore riga nullo in Kn), mentre al primo membro viene una combina-
zione lineare a coefficienti in K degli elementi bTi non nulla, dato che almeno
il prodotto eTma
′
k è diverso da zero. Ma i b
T
i (per i = 1, ..., n) sono per ipotesi
linearmente indipendenti, quindi una loro combinazione lineare che si annulla
deve avere i rispettivi coefficienti tutti nulli.
Mostriamo adesso che la somma degli ideali sinistri generati dalle matrici Pi
è Mn(K). Per questo basta far vedere che ogni matrice P ∈Mn(K) di rango
al più uno, P = abT (a, b ∈ Kn), appartiene all’ideale generato dalle Pi . Ora:
(1) per ciascun i = 1, ..., n esiste una qualche matrice Ai ∈Mn(K) tale che
a = Aiai ;
(2) esistono degli scalari ki (i = 1, ..., n) tali che b =
∑n
i=1 kibi .
Allora abbiamo facilmente
P = abT =
n∑
i=1
kiab
T
i =
n∑
i=1
kiAiaib
T
i =
n∑
i=1
kiAiPi
2
Proposizione 1.2.10 Mn(K) è privo di ideali bilateri propri.
Dimostrazione. Supponiamo che B sia un ideale bilatero non nullo di
Mn(K). Sia dunque A =
∑n
i,j=1 aijEij una matrice non nulla in B: esisterà
allora una coppia di indici (q, r), con q, r ∈ {1, ..., n}, tali che aqr 6= 0.
Si osserva che per ogni i, j = 1, ..., n l’ideale B contiene anche la matrice
EiqAErj = aqrEij e dunque anche Eij (essendo aqr un elemento non nullo nel
campo K). Dunque B = Mn(K).
2
Definizione 1.2.4 Poniamo
Z(Mn(K)) := { B ∈Mn(K) | AB = BA ∀A ∈Mn(K) }
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Questo insieme si chiama centro di Mn(K).
Gli elementi di Z(Mn(K)) consistono della matrice unità In moltiplicata
per uno scalare, come mostra la seguente
Proposizione 1.2.11 Siano A,B ∈ Mn(K). Allora vale AB = BA per
ogni A ∈ Mn(K) se e solo se B = λIn con λ ∈ K: ovvero le uniche matrici
che commutano con ogni altra in Mn(K) sono quelle che sono multiple della
matrice unità In .
Dimostrazione.
⇐) Se B = λIn con λ ∈ K allora AB = A(λIn) = λ(AIn) = λA;
BA = (λIn)A = λ(InA) = λA. Quindi AB = BA.
⇒) Scriviamo B nella forma
∑n
i,j=1 bijEij con bij ∈ K e imponiamo che essa
commuti con ogni matrice elementare arbitraria Ehk con h, k ∈ {1, ..., n}.
Fissati h, k sia quindi BEhk = EhkB. Questo implica
∑n
i,j=1 bijEijEhk =
=
∑n
i,j=1 bijEhkEij cioè
∑n
i,j=1 bijδjhEik =
∑n
i,j=1 bijδkiEhj da cui∑n
i=1 bihEik =
∑n
j=1 bkjEhj . Da quest’ultima uguaglianza seguono:
bhh = bkk ; bih = 0 per ogni i 6= h; bkj = 0 per ogni j 6= k (con i, j = 1, ..., n).
Queste uguaglianze, per ogni h, k ∈ {1, ..., n}, implicano b11 = b22 = ... = bnn
e poi bij = 0 per ogni i 6= j. Allora, affinché la matrice B commuti con ogni
altra matrice in Mn(K), deve essere diagonale e con tutti i termini diagonali
uguali tra loro, cioè essere del tipo λIn con λ ∈ K.
2
1.3 Algebre di matrici a blocchi
Sia K un campo, siano n1, n2, ..., np numeri interi positivi e consideriamo l’in-
sieme di matrici del tipo
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
M1
M2
. . .
Mp

dove, per ogni α = 1, ..., p, Mα è una matrice quadrata in Mnα(K) e, in tut-
ti gli altri posti, sono nulle. Denotiamo questo insieme con Mn1,...,np(K). E’
chiaro che matrici di questa forma sono quadrate, con
∑p
α=1 nα righe e colon-
ne. Esse, denotando l’ultima somma con N , costituiscono una sottoalgebra
di MN(K), con l’usuale prodotto righe per colonne.
La base canonica di Mn1,...,np(K) è ottenuta estendendo il caso di un’algebra
completa di matrici Mn(K) ed è {E(α)ij }, con α = 1, ..., p; i, j = 1, ..., nα .
Precisamente E
(α)
ij è la matrice che in cui vi è Eij in corrispondenza del bloc-
co α e 0 altrove.
In particolare, denotando con ek un vettore della base canonica di KN , per
k tale che 1 ≤ k ≤ N , per ogni α = 1, ..., p e ponendo n0 := 0, si ha
E
(α)
ij = en1+...+nα−1+ie
T
n1+...+nα−1+j
Per α, β ∈ {1, ..., p}, per i, j ∈ {1, ..., nα}, per h, k ∈ {1, ..., nβ} vale
E
(α)
ij E
(β)
hk = δαβδjhE
(α)
ik 
e, denotando con I(α) la matrice in Mn1,...,np(K) in cui vi è la matrice unità
in corrispondenza del blocco α e 0 altrove, si ha
nα∑
i=1
E
(α)
ii = I
(α) da cui
p∑
α=1
I(α) = IN
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Il prodotto tra due matrici arbitrarieA =
∑
α,i,h a
(α)
ih E
(α)
ih , B =
∑
β,k,j b
(β)
kj E
(β)
kj
per α, β = 1, ..., p; i, h = 1, ..., nα ; k, j = 1, ..., nβ è
AB =
∑
α,i,h
∑
β,k,j
a
(α)
ih b
(β)
kj δαβδhkE
(α)
ij =
∑
α,i,j
nα∑
k=1
a
(α)
ik b
(α)
kj E
(α)
ij
Analogamente al caso di un’algebra completa di matrici Mn(K), una
K-algebra A è isomorfa a Mn1,...,np(K) se e solo se possiede un sistema di
n21+...+n
2
p unità matriciali {u
(α)
ij } per α = 1, ..., p e per i, j = 1, ..., nα che sod-
disfa la relazione  scritta poco sopra; gli isomorfismi fra A e Mn1,...,np(K)
sono in corrispondenza biunivoca con i sistemi di unità matriciali di A.
Fissato ᾱ tale che 1 ≤ ᾱ ≤ p, denotiamo l’insieme di matrici in Mn1,...,np(K)
costituito dalle matrici che sono non nulle al più solo in corrispondenza
del blocco ᾱ-esimo con M (ᾱ). Questo insieme forma una sottoalgebra di
Mn1,...,np(K) con unità I(ᾱ). Inoltre vale la seguente
Proposizione 1.3.1 M (ᾱ) è un ideale bilatero minimale di Mn1,...,np(K),
per ogni ᾱ = 1, ..., p.
Dimostrazione. Fissiamo un indice ᾱ qualsiasi, con 1 ≤ ᾱ ≤ p. Per
le relazioni sopra vale che per ogni M ∈ M (ᾱ) e per ogni A ∈ Mn1,...,np(K)
esiste una matrice A′ ∈M (ᾱ) tale che AM = A′M . Cos̀ı il prodotto AM può
essere ridotto a un prodotto sul blocco ᾱ-esimo; una considerazione analoga
vale sulla destra. Allora l’enunciato della proposizione equivale ad affermare
che Mnᾱ(K) è un ideale bilatero minimale di se stesso. Ma questo è vero, in
virtù della Proposizione 1.2.10.
2
Proposizione 1.3.2 Gli ideali bilateri minimali M (ᾱ), per ᾱ = 1, ..., p,
sono gli unici possibili per l’algebra Mn1,...,np(K).
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Dimostrazione. Sia B un ideale bilatero non nullo di Mn1,...,np(K). Al-
lora esiste un suo elemento non nullo: sia X =
∑
α,i,j x
(α)
ij E
(α)
ij , dove esisterà
un indice ᾱ con 1 ≤ ᾱ ≤ p ed una coppia di indici (q, r) con q, r ∈ {1, ..., nᾱ}
tali che x
(ᾱ)
qr 6= 0. Moltiplicando opportunamente a sinistra e a destra l’ele-
mento X per le matrici elementari E
(ᾱ)
ij relative al blocco ᾱ-esimo, si trova
che in B vi appartiene pure una matrice Y che ha il blocco ᾱ-esimo non
nullo e nulli tutti gli altri blocchi con un indice α 6= ᾱ (α = 1, ..., p); cioè
Y ∈ M (ᾱ). Per la proposizione precedente l’ideale bilatero generato da Y è
uguale a M (ᾱ); d’altra parte l’ideale bilatero generato da Y è contenuto in
B. Ma allora, per l’ipotesi di minimalità, si deve avere B = M (ᾱ).
2
Sia c un vettore di KN . Esso può essere espresso come c = (c1 , c2 , ..., cp)T
dove c1 ∈ Kn1 , c2 ∈ Kn2 , ..., cp ∈ Knp . Per ᾱ tale che 1 ≤ ᾱ ≤ p indichiamo
con V (ᾱ) l’insieme di vettori di KN tali che cβ = 0 per β 6= ᾱ (con β = 1, ..., p).
Inoltre, per brevità, indichiamo con e
(ᾱ)
j il j-esimo vettore della base canonica
di V (ᾱ); cioè e
(ᾱ)
j = en1+...+nᾱ−1+j .
Proposizione 1.3.3 Sia ᾱ tale che 1 ≤ ᾱ ≤ p e sia j tale che
1 ≤ j ≤ nᾱ . Poniamo
C
(ᾱ)
j := {C ∈Mn1,...,np(K) | C = ce
(ᾱ)T
j , c ∈ V (ᾱ)}
Questo è un ideale sinistro minimale di Mn1,...,np(K).
Dimostrazione. Per il fatto che C
(ᾱ)
j è un ideale sinistro di Mn1,...,np(K)
la dimostrazione è analoga a quella per i Ci svolta nel paragrafo precedente,
per la Proposizione 1.2.1; inoltre si ragiona in modo analogo anche alla Pro-
posizione 1.3.1. Infine si riesce a mostrare che C
(ᾱ)
j è minimale utilizzando la
Proposizione 1.2.2.
2
1.3. ALGEBRE DI MATRICI A BLOCCHI 23
Proposizione 1.3.4 Siano C
(α)
i e C
(β)
j definiti come sopra, con α, β tali
che 1 ≤ α, β ≤ p e i, j tali che 1 ≤ i ≤ nα e 1 ≤ j ≤ nβ . Allora C(α)i e C
(β)
j
sono ideali sinistri equivalenti per α = β, mentre non sono equivalenti per
α 6= β.
Dimostrazione. Sia α = β. Allora, moltiplicando a destra un elemento
C di C
(α)
i per E
(α)
ij , otteniamo un elemento di C
(α)
j in quanto si ha, con
c ∈ V (α):
CE
(α)
ij = ce
(α)T
i E
(α)
ij = ce
(α)T
i e
(α)
i e
(α)T
j = c(e
(α)T
i e
(α)
i )e
(α)T
j = c 1 e
(α)T
j = ce
(α)T
j
Quindi si può definire l’applicazione
φ
(α)
ij : C
(α)
i −→ C
(α)
j
C 7−→ CE(α)ij
che risulta essere un isomorfismo di spazi vettoriali; inoltre è tale che
φ
(α)
ij (AC) = Aφ
(α)
ij (C) per ogni C ∈ C
(α)
i e per ogni A ∈Mn1,...,np(K), infatti
φ
(α)
ij (AC) = (AC)E
(α)
ij = A(CE
(α)
ij ) = Aφ
(α)
ij (C)
e perciò gli ideali sinistri minimali C
(α)
i e C
(α)
j sono equivalenti, per ogni
i, j = 1, ..., nα .
Se α 6= β, supponiamo che esista un’equivalenza φ(α,β)ij : C
(α)
i −→ C
(β)
j tra i
due ideali. Allora dovrebbe valere la condizione φ
(α,β)
ij (AC) = Aφ
(α,β)
ij (C) per
ogni C ∈ C(α)i e per ogni A ∈Mn1,...,np(K). Quindi in particolare, prendendo
A = I(α), vale φ
(α,β)
ij (I
(α)C) = I(α)φ
(α,β)
ij (C) ma da questa espressione si
ottiene φ
(α,β)
ij (C) = 0 e perciò φ
(α,β)
ij è l’omomorfismo nullo.
2
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A questo punto abbiamo ottenuto la riducibilità di Mn1,...,np(K) in ideali
sinistri semplici, avendo dimostrato il seguente
Teorema 1.3.1 L’algebra Mn1,...,np(K) è riducibile in uno e un solo modo
come somma diretta di ideali bilateri minimali, a loro volta riducibili in una
somma diretta di ideali sinistri semplici; questi ultimi sono equivalenti se
appartengono ad uno stesso ideale bilatero minimale, e non sono equivalenti
altrimenti. Una decomposizione del genere è
p⊕
α=1
nα⊕
j=1
C
(α)
j
Infine, con il prossimo teorema, determiniamo la dimensione del centro
di Mn1,...,np(K) ed esibiamo una sua base.
Teorema 1.3.2 Il centro di Mn1,...,np(K) ha dimensione uguale al numero
p di blocchi e una sua base è costituita dalle unità I(1), ..., I(p) rispettivamente
degli ideali bilateri M (1), ...,M (p).
Dimostrazione. Sia A ∈Mn1,...,np(K) arbitrario e sia
Z ∈ Z(Mn1,...,np(K)). Se le scritture di A,Z secondo la decomposizione in
ideali bilateri sono rispettivamente A(1) + ... + A(p), Z(1) + ... + Z(p), allora
da AZ = ZA viene A(1)Z(1) + ... + A(p)Z(p) = Z(1)A(1) + ... + Z(p)A(p), con
A(α)Z(α), Z(α)A(α) ∈ M (α) per ogni α = 1, ..., p. Per l’unicità di scrittura
della decomposizione deve quindi essere A(α)Z(α) = Z(α)A(α), perciò Z(α)
appartiene al centro di M (α), per ogni α = 1, ..., p. Grazie alla Proposizione
1.2.11 sappiamo che le uniche matrici quadrate che commutano con ogni
altra matrice della stessa dimensione sono solo quelle che sono multiple della
matrice unità: segue che per ogni α = 1, ..., p vale Z(α) = λαI
(α), con λα ∈ K.
Quindi un elemento generico Z ∈ Z(Mn1,...,np(K)) è una matrice in cui tutti
i p blocchi sono multipli della matrice unità (con le rispettive dimensioni),
ovvero Z = λ1I
(1) + ...+ λpI
(p) con λ1, ..., λp ∈ K. Segue subito che il centro
di Mn1,...,np(K) ha dimensione p ed una sua base è {I(1), ..., I(p)}.
2
Capitolo 2
Algebre e moduli semisemplici
2.1 Concetti di azione e di rappresentazione
In questo capitolo supponiamo che gli spazi vettoriali siano di dimensione
finita e che il campo su cui essi sono definiti sia algebricamente chiuso.
Cominciamo dando, nell’ordine, la definizione di azione e di rappresentazione
di un insieme su uno spazio vettoriale nel senso più generale.
Definizione 2.1.1 Sia X un insieme e sia V uno spazio vettoriale definito
su un campo K. Un’azione di X su V è un’applicazione
θ : X × V −→ V
(x, v) 7−→ x.v
tale che, per ogni x ∈ X, per ogni v, w ∈ V , per ogni λ ∈ K:
1) x.(v + w) = x.v + x.w ;
2) x.(λv) = λ(x.v) .
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Una rappresentazione di X su V è un’applicazione
ρ : X −→ End(V )
x 7−→ ρx
Osservazione 2.1.1 (1) Data un’azione θ : X × V −→ V , si ha una
rappresentazione ρ : X −→ End(V ). Infatti basta considerare ρx che associa
ad un vettore v ∈ V il vettore x.v, cioè porre ρx(v) := x.v .
(2) Viceversa, data una rappresentazione ρ : X −→ End(V ), si ha un’azione
θ : X × V −→ V . Infatti basta porre x.v := ρx(v).
Inoltre, data un’azione di un insieme X su uno spazio vettoriale V , si ha
una rappresentazione di X su V e, a partire da quest’ultima, l’azione di X
su V che otteniamo è esattamente l’azione che avevamo all’inizio. Lo stesso
avviene se il dato di partenza è una rappresentazione di X su V : dall’azione
di X su V che abbiamo da essa si ottiene una rappresentazione di X su V che
coincide con la rappresentazione iniziale. Questa corrispondenza tra azioni e
rappresentazioni, in realtà, induce un’equivalenza fra le rispettive teorie.
Esempio 2.1.1 Sia A un’algebra associativa. E’ possibile definire un’azio-
ne di A su se stessa in modo del tutto naturale:
θ : A×A −→ A
(a, b) 7−→ ab
Questa si chiama azione regolare sinistra di A su A.
Equivalentemente si può definire, in modo naturale, una rappresentazione
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ρ : A −→ End(A)
a 7−→ ρa : A −→ A
b 7−→ ab
che si chiama rappresentazione regolare sinistra di A su A.
2.2 Moduli su un’algebra
D’ora in avanti consideriamo sempre un’algebra associativa e con unità.
Definizione 2.2.1 Sia A una K-algebra. Un modulo su A, o più brevemen-
te un A-modulo, è uno spazio vettoriale V per cui sia definita un’applicazione
bilineare
ϕ : A× V −→ V
(a, v) 7−→ a.v
tale che per ogni a, b ∈ A e per ogni v ∈ V valgano:
1) 1.v = v ;
2) (ab).v = a.(b.v) .
Definizione 2.2.2 Sia A una K-algebra e sia V un A-modulo. Un
A-sottomodulo di V è un sottospazio vettoriale W di V tale che per ogni
a ∈ A e per ogni w ∈ W si abbia a.w ∈ W .
Talvolta, al posto di ”A-sottomodulo di uno spazio vettoriale V ”, diremo
più sinteticamente ”sottomodulo di V ”, quando l’algebra A risulta chiara dal
contesto.
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Si osserva immediatamente che il sottospazio nullo e V stesso sono
A-sottomoduli di V ; questi sono detti sottomoduli banali di V .
Le due proposizioni che seguono sono di verifica immediata:
Proposizione 2.2.1 Sia A una K-algebra, sia V un A-modulo e siano
W1,W2 due A-sottomoduli di V . Allora W1 ∩W2 è un A-sottomodulo di V .
Proposizione 2.2.2 Sia A una K-algebra, sia V un A-modulo e siano
W1,W2 due A-sottomoduli di V . Allora W1 +W2 è un A-sottomodulo di V .
Ricordiamo che, in generale, la proprietà distributiva dell’intersezione
rispetto alla somma tra sottospazi di uno spazio vettoriale V non vale; cioè,
se W,V1, V2 sono sottospazi di V , non è sempre vero che W ∩ (V1 + V2) =
= (W ∩ V1) + (W ∩ V2).
Basti pensare, come controesempio, al caso V = K2, V1 =< e1 >,
V2 =< e2 >, W =< e1 + e2 > (dove < v >= {λv | λ ∈ K}). Si vede molto
rapidamente che W ∩ (V1 + V2) 6= (W ∩ V1) + (W ∩ V2).
E’ vera invece la relazione scritta nella prossima proposizione.
Proposizione 2.2.3 (”Legge modulare”) Sia V uno spazio vettoriale e
siano W,V1, V2 tre sottospazi di V tali che W ⊆ V2 . Allora vale
W + (V1 ∩ V2) = (W + V1) ∩ V2
Definizione 2.2.3 Sia A una K-algebra e sia V un A-modulo. V si dice
semplice se V è non nullo e se non contiene alcun A-sottomodulo non banale.
Osservazione 2.2.1 Un’algebra A è in particolare uno spazio vettoriale,
quindi può essere considerata come un A-modulo su se stessa. In questo
caso i sottomoduli sono ideali sinistri di A.
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Esempio 2.2.1 Consideriamo l’algebra associativa Mn(K) che agisce su se
stessa mediante il prodotto di matrici:
θ : Mn(K)×Mn(K) −→ Mn(K)
(A,B) 7−→ AB
Mn(K) è dunque un modulo su se stesso, ma non è semplice: infatti nel capi-
tolo precedente abbiamo visto che i sottospazi generati dai vettori della base
canonica che appartengono a una singola colonna, i cosiddetti Ci , rimangono
invariati sotto l’azione del prodotto di una qualunque matrice A in Mn(K),
perciò essi sono tutti sottomoduli di Mn(K). D’altra parte abbiamo mostrato
anche che questi, a loro volta, invece sono semplici.
Definizione 2.2.4 Sia A un’algebra e siano V, V ′ due A-moduli. Un omo-
morfismo di A-moduli è un omomorfismo di spazi vettoriali f : V −→ V ′
tale che f(a.v) = a.f(v) per ogni a ∈ A e per ogni v ∈ V .
Inoltre, se f è biiettiva, f si dice isomorfismo di A-moduli.
Osservazione 2.2.2 Se A è un’algebra e f è un omomorfismo di due
A-moduli V e V ′, allora Ker(f) e Im(f) sono due A-sottomoduli rispettiva-
mente di V e di V ′.
Lemma 2.2.1 (di Schur) (I) Sia A un’algebra, siano V, V ′ due A-moduli
con V semplice e sia f : V −→ V ′ un omomorfismo di A-moduli. Allora
f = 0 oppure f è iniettiva. Inoltre, se anche V ′ è semplice, allora f = 0
oppure f è biiettiva.
Dimostrazione. Abbiamo visto appena prima che Ker(f) è un
A-sottomodulo di V . Ma V per ipotesi è semplice, quindi Ker(f) = {0}
oppure Ker(f) = V . Nel primo caso f è iniettiva, mentre nel secondo f = 0.
Se supponiamo che anche V ′ sia semplice, sappiamo che Im(f) è un
A-sottomodulo di V ′, quindi Im(f) = {0} oppure Im(f) = V ′. Nel primo
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caso f = 0; nel secondo f è suriettiva e allora, per quanto visto qui sopra,
vale Ker(f) = {0} dunque f è anche iniettiva.
2
Se A è un’algebra e V è un A-modulo, denotiamo con EndA(V ) l’insieme
degli endomorfismi di V come A-modulo.
Lemma 2.2.2 (di Schur) (II) Sia A un’algebra e sia V un A-modulo
semplice. Allora EndA(V ) è isomorfo a K.
Dimostrazione. Sia f ∈ EndA(V ) e sia λ ∈ K. Allora, denotata con
idV l’applicazione identità in V , vale f−λ idV ∈ EndA(V ) per ogni λ ∈ K. Il
campo K è supposto algebricamente chiuso, quindi f ha almeno un autovalore
λ̄ ∈ K, da cui segue che l’applicazione f − λ̄ idV ha nucleo non banale. Ma
V per ipotesi è un A-modulo semplice, e sappiamo che Ker(f − λ̄ idV ) è
un A-sottomodulo non nullo di V , quindi per il Lemma di Schur (I) si ha
f − λ̄ idV = 0, da cui f = λ̄ idV .
Quindi f è un multiplo dell’identità per ogni f ∈ EndA(V ): questo genera
una biiezione naturale tra EndA(V ) e K data da
κ : EndA(V ) −→ K
f 7−→ λ̄
che risulta essere un isomorfismo di algebre.
2
Teorema 2.2.1 Sia A un’algebra e sia V un A-modulo. Le seguenti affer-
mazioni sono equivalenti:
(1) V =
⊕s
i=1 Vi con Vi sottomoduli semplici.
(2) V =
∑p
i=1 Wi con Wi sottomoduli semplici.
(3) Ogni sottomodulo di V possiede un sottomodulo complementare.
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Dimostrazione. Facciamo vedere (1) ⇒ (2) ⇒ (3) ⇒ (1).
(1) ⇒ (2). E’ ovvio.
(2) ⇒ (3). Per ipotesi V =
∑p
i=1 Wi con Wi sottomoduli semplici. In-
nanzitutto se p = 0 non c’è niente da dimostrare. Altrimenti, sia M un sot-
tomodulo di V e consideriamo un sottomodulo M ′ di V tale che M∩M ′ = {0}
e M ′ sia massimale. Supponiamo per assurdo che esista j ∈ {1, ..., p} tale
che Vj * M ⊕M ′. Ora M ⊕M ′ è un sottomodulo di V in quanto, dalla
Proposizione 2.2.2, la somma diretta di sottomoduli è un sottomodulo. Inol-
tre, per la Proposizione 2.2.1, anche Vj ∩ (M ⊕M ′) è un sottomodulo di V ,
il quale in particolare è contenuto in Vj . Allora Vj ∩ (M ⊕M ′) = {0} dal
momento che Vj *M ⊕M ′ e Vj per ipotesi è semplice. Ora M ′ (M ′ + Vj .
In più M ∩ (M ′+Vj) = {0}: infatti, utilizzando la legge modulare, possiamo
scrivere
M∩(M ′+Vj) ⊆ (M+M ′)∩(Vj+M ′) = ((M+M ′)∩Vj)+M ′ = {0}+M ′ = M ′
Abbiamo appena ottenuto M ∩ (M ′ + Vj) ⊆M ′. D’altra parte, ovviamente,
si ha M ∩ (M ′ + Vj) ⊆M e allora, dato che M e M ′ sono in somma diretta,
vale M ∩ (M ′ + Vj) = {0}.
Ma allora M ′ + Vj è un sottomodulo di V che contraddice la massimalità di
M ′. La supposizione iniziale, dunque, non si può verificare; da questo segue
che per ogni i = 1, ..., p il sottomodulo Vi è tale che Vi ⊆ M ⊕M ′ e quindi
V = M ⊕M ′ con M ′ sottomodulo complementare di M in V .
(3) ⇒ (1). Si procede per induzione sulla dimensione n di V .
Se n = 0 non c’è niente da dimostrare.
Supponiamo l’affermazione vera per tutti gli interi positivi minori di un cer-
to n e dimostriamola per n. Se V è semplice non c’è niente da dimostrare.
Altrimenti, preso un sottomodulo non banale W di V , questo per ipotesi pos-
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siede un sottomodulo complementare W ′ in V . Verifichiamo che l’esistenza
di un sottomodulo complementare è valida anche per i sottomoduli di V :
cioè, se per esempio Z è un sottomodulo di W , allora vi è un sottomodulo
complementare di Z in W . Ora, per ipotesi, Z possiede un sottomodulo
complementare Z ′ in V . Un sottomodulo complementare di Z in W risulta
essere Z ′ ∩ W : infatti vale W = Z + (Z ′ ∩ W ) poiché, per la legge mo-
dulare, si ha Z + (Z ′ ∩ W ) = (Z + Z ′) ∩ W = V ∩ W = W ; inoltre vale
Z ∩ (Z ′ ∩ W ) = {0} poiché, per l’associatività dell’intersezione, abbiamo
Z ∩ (Z ′∩W ) = (Z ∩Z ′)∩W = {0}∩W = {0}. Allora, per ipotesi induttiva,
i sottomoduli propri di V si possono scrivere come somma diretta di sotto-
moduli semplici: applicando questo fatto a W e W ′ riusciamo a ottenere una
decomposizione di V in somma diretta di sottomoduli semplici.
2
Definizione 2.2.5 Sia A un’algebra e sia V un A-modulo. Se è vera una
delle affermazioni precedenti, V si dice semisemplice.
2.3 Struttura di un’algebra semisemplice
Definizione 2.3.1 Un’algebra A è semisemplice se, vista come A-modulo
su se stessa, è semisemplice.
Proposizione 2.3.1 Sia A un’algebra semisemplice e sia V un A-modulo
semplice. Se vale A = I1 + ...+Ip con I1 , ..., Ip ideali sinistri semplici, allora
esiste un indice i ∈ {1, ..., p} tale che V è isomorfo a Ii .
Dimostrazione. Fissato v̄ ∈ V , v̄ 6= 0, per ogni i = 1, ..., p l’applica-
zione
ϕi : Ii −→ V
a(i) 7−→ a(i)v̄
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è ben definita e risulta essere un omomorfismo di A-moduli. Essendo V un
A-modulo, vale
v̄ = 1v̄ = (u(1) + ...+ u(p))v̄ = u(1)v̄ + ...+ u(p)v̄
dove 1 è l’unità diA e u(1), ..., u(p) sono elementi appartenenti rispettivamente
a I1, ..., Ip . Ora v̄ è supposto non nullo, quindi almeno un addendo u(i)v̄ è
non nullo (con i ∈ {1, ..., p}), da cui segue che ϕi è un omomorfismo non
nullo. Per ipotesi gli A-moduli Ii e V sono entrambi semplici, quindi per il
Lemma di Schur (I) l’applicazione ϕi è un isomorfismo.
2
Teorema 2.3.1 La decomposizione di un’algebra semisemplice A in ideali
sinistri semplici A = I1⊕...⊕Is è unica, a meno dell’ordine e di equivalenze.
Dimostrazione. Siano I1 ⊕ ... ⊕ Is e J1 ⊕ ... ⊕ Js′ due diverse de-
composizioni dell’algebra A in ideali sinistri semplici. Supponiamo s ≤ s′.
Mostriamo innanzitutto che per k tale che 1 ≤ k ≤ s, l’ideale sinistro Ik
è equivalente all’ideale sinistro Jl per un qualche l ∈ {1, ..., s′}. Sia quindi
Ik con k fissato e consideriamo le proiezioni di A su Ik ristrette a Jl , per
l = 1, ..., s′:
pk | Jl : Jl −→ Ik
Gli ideali sinistri Jl e Ik sono sottomoduli di A entrambi semplici, quindi
per il Lemma di Schur (I) abbiamo due possibilità: sono equivalenti oppure
pk | Jl = 0. Ne esisterà certamente almeno una che fornisca un’equivalenza
tra Ik e Jl per un qualche l dal momento che le proiezioni non possono essere
tutte nulle.
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Mostriamo adesso che s = s′. Consideriamo l’ideale sinistro I1 : per quanto
appena visto esso è equivalente ad un certo Jl , con l ∈ {1, ..., s′}. L’insieme
quoziente A/I1 è un’algebra, che risulta essere isomorfa all’algebra
I2 ⊕ ... ⊕ Is . D’altra parte A/I1 è pure isomorfa a A/Jl e quest’ultima
a sua volta è isomorfa a J1 ⊕ ... ⊕ Jl−1 ⊕ Jl+1 ⊕ ... ⊕ Js′ ; di conseguenza
I2 ⊕ ... ⊕ Is è isomorfa a J1 ⊕ ... ⊕ Jl−1 ⊕ Jl+1 ⊕ ... ⊕ Js′ . Considerando
ora I2 , allo stesso modo risulta (I2 ⊕ ... ⊕ Is)/I2 ∼= I3 ⊕ ... ⊕ Is . Sia Jl′
equivalente a I2 , con l′ ∈ {1, ..., l − 1, l + 1, ..., s′}. Non è restrittivo sup-
porre l < l′ ≤ s′. Allora avremo (J1 ⊕ ... ⊕ Jl−1 ⊕ Jl+1 ⊕ ... ⊕ Js′)/Jl′ ∼=
∼= J1 ⊕ ...⊕ Jl−1 ⊕ Jl+1 ⊕ ...⊕ Jl′−1 ⊕ Jl′+1 ⊕ ...⊕ Js′ da cui
I3⊕...⊕Is ∼= J1⊕...⊕Jl−1⊕Jl+1⊕...⊕Jl′−1⊕Jl′+1⊕...⊕Js′ . Iterando que-
sto procedimento, cioè ”rimuovendo” uno alla volta gli ideali sinistri relativi
alle due decomposizioni scritte, arriveremo nello specifico a ottenere un iso-
morfismo tra il solo ideale sinistro Is e un qualche ideale sinistro relativo alla
seconda decomposizione considerata. Ma la somma diretta di ideali sinistri
che compaiono al secondo membro dell’isomorfismo deve essere costituita da
un unico ideale sinistro tra J1, ...,Js′ in quanto, se cos̀ı non fosse, Is sarebbe
isomorfo alla somma diretta di almeno due ideali sinistri semplici e quindi
non sarebbe semplice, contro l’ipotesi. Dunque il numero di addendi nelle
due decomposizioni iniziali è lo stesso, cioè s = s′.
2
D’ora in avanti, fino alla fine di questo capitolo, supporremo sempre che
l’algebra A su cui lavoriamo sia semisemplice.
Definizione 2.3.2 Sia A un’algebra. Un elemento e ∈ A si dice idempo-
tente se vale e2 = e.
Osservazione 2.3.1 Se A è un’algebra e se e ∈ A è idempotente, allora
esiste un elemento e′ ∈ A idempotente tale che e+ e′ = 1.
Infatti, posto e′ := 1− e, questo elemento è idempotente:
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(1− e)2 = (1− e)(1− e) = 1− e− e+ e2 = 1− 2e+ e = 1− e
Proposizione 2.3.2 Sia A un’algebra e sia I un ideale sinistro di A. Al-
lora esiste un elemento idempotente e ∈ I, chiamato ”unità generatrice” di
I, tale che e è un generatore di I e vale ae = a per ogni a ∈ I.
Dimostrazione. Poiché l’algebra A è semisemplice, esiste un ideale
sinistro non banale complementare di I: sia J . L’unità 1 di A si potrà
scrivere come 1 = e+ d con e ∈ I, d ∈ J . D’altra parte per ogni a ∈ A vale
a = a(i) + a(j), con a(i) ∈ I, a(j) ∈ J . Moltiplicando a sinistra entrambi i
membri dell’espressione 1 = e + d viene a = ae + ad. Ora I e J sono due
ideali, quindi ae ∈ I, ad ∈ J . Per l’unicità di scrittura dell’elemento a deve
essere a(i) = ae, a(j) = ad. In particolare, se a ∈ I, allora a = a(i) = ae e
quindi ae = a. Ciò vale per ogni elemento di I, per cui e ne è un generatore.
L’idempotenza segue subito dall’ultima uguaglianza, sostituendo e ad a.
2
Teorema 2.3.2 Sia A un’algebra. Se vale A = I1 ⊕ ... ⊕ Ik con Ii ideale
sinistro per ogni i = 1, ..., k, allora esistono e sono univocamente determi-
nati degli elementi idempotenti e(1), e(2), ..., e(k) tali che
∑k
i=1 e
(i) = 1, che
appartengono rispettivamente a I1, ..., Ik e che generano questi stessi ideali.
Inoltre sono tali che e(i)e(j) = δije
(i) per ogni i, j = 1, ..., k.
Dimostrazione. Il teorema è un’estensione della proposizione pre-
cedente. Se A si decompone nella suddetta somma diretta, allora l’unità
1 di A si può scrivere come 1 = e(1) + e(2) + ... + e(k) con e(i) ∈ Ii per
ogni i = 1, ..., k. Per ogni a ∈ A vale a = a(1) + a(2) + ... + a(k) con
a(1) ∈ I1 , a(2) ∈ I2 , ..., a(k) ∈ Ik . D’altra parte vale a1 = a, ma
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a1 = a(e(1) + e(2) + ... + e(k)) = ae(1) + ae(2) + ... + ae(k); dato che I1, ..., Ik
sono ideali sinistri si ha ae(1) ∈ I1 , ae(2) ∈ I2 , ..., ae(k) ∈ Ik . Per l’unicità di
scrittura dell’elemento a deve essere a(1) = ae(1), a(2) = ae(2), ..., a(k) = ae(k).
In particolare, fissato un certo i (1 ≤ i ≤ k), se consideriamo a ∈ Ii , allora
a = a(i) = ae(i). Dunque a = ae(i). Questo ovviamente è vero per ogni ideale
I1, ..., Ik . Inoltre, da a ∈ Ii segue ae(j) = 0 per ogni j 6= i, con j ∈ {1, ..., k}.
Quindi vale e(i)e(j) = 0 per i 6= j (i, j ∈ {1, ..., k}). Infine, l’idempotenza degli
elementi e(1), e(2), ..., e(k) viene subito dall’uguaglianza a = ae(i), sostituendo
e(i) ad a.
2
Definizione 2.3.3 Sia A un’algebra. Un elemento idempotente e ∈ A si
dice primitivo se non si può esprimere come e′+e′′ con e′, e′′ ∈ A idempotenti
non nulli e tali che e′e′′ = e′′e′ = 0.
Proposizione 2.3.3 Se e ∈ A è primitivo, allora l’ideale sinistro Ae gene-
rato da e è minimale. Viceversa, se un ideale sinistro I è minimale, allora
ogni unità generatrice e di I è primitiva.
Dimostrazione. Entrambe le affermazioni si dimostrano per assurdo.
Per la prima affermazione, innanzitutto l’elemento e è un’unità di Ae. Infatti
ogni elemento di Ae, per definizione, è del tipo ae con a ∈ A; l’elemento e
per ipotesi è idempotente, dunque (ae)e = a(ee) = ae2 = ae per ogni a ∈ A.
Ora supponiamo che l’ideale sinistro Ae non sia minimale. Esisterà quindi
un ideale sinistro non banale I ⊂ Ae e di conseguenza, dato che A è semi-
semplice, anche un ideale sinistro non banale J ⊂ A tale che Ae = I⊕J . In
particolare Ae, essendo un ideale sinistro di A, è una sottoalgebra di A: pos-
siamo allora applicare il Teorema 2.3.2 ottenendo che esistono due elementi
idempotenti eI , eJ generatori rispettivamente di I,J , tali che e = eI + eJ e
che soddisfano la relazione eIeJ = 0. Ma allora l’elemento e non è primitivo,
in contraddizione con l’ipotesi.
Per quanto riguarda la seconda affermazione, supponiamo che l’unità gene-
ratrice e di I non sia primitiva. Allora esiste una decomposizione del tipo
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e = e′ + e′′ con le condizioni della Definizione 2.3.3. Moltiplicando a sinistra
per ogni a ∈ A abbiamo ae = ae′+ae′′: in breve Ae = Ae′+Ae′′. Quest’ulti-
ma somma è diretta, infatti, se un elemento x appartiene a Ae′ ∩Ae′′, allora
esistono a1 , a2 ∈ A tali che a1e′ = a2e′′. Se si moltiplica a destra per e′′ viene
0 = a2e
′′ e dunque l’elemento in comune ai due ideali sinistri è solamente
quello nullo. Allora I si decompone nella somma diretta di due ideali sinistri
e quindi non è minimale, contraddicendo l’ipotesi.
2
Teorema 2.3.3 Due ideali sinistri minimali I, I ′ di un’algebra A con unità
generatrici rispettivamente e, e′ sono equivalenti se e solo se esistono elementi
della forma eae′ diversi da zero (con a ∈ A). Le equivalenze da I a I ′ sono
date dalla moltiplicazione a destra con questi elementi.
Dimostrazione. Innanzitutto vale che, se gli ideali I e I ′ sono equi-
valenti, allora ogni equivalenza ϕ : I −→ I ′ è data dalla moltiplicazione a
destra per un certo elemento b ∈ A, cioè ϕ(x) = xb. Infatti, se e è un’unità
generatrice di I, denotata con b la sua immagine, si ha che xe viene associato
a ϕ(xe) = xϕ(e) = xb per ogni x ∈ I. Questo elemento b ha una particolare
proprietà: dal momento che l’immagine di e, dall’ultima formula, è eb, allora
eb = b. D’altra parte b ∈ I ′ e dunque, essendo e′ un’unità generatrice di
I ′, vale be′ = b. Ma allora ebe′ = b. Inoltre, essendo e, e′ idempotenti, ogni
elemento della forma eae′, con a ∈ A, soddisfa l’ultima proprietà. Ma allora,
preso un qualunque elemento della forma eae′ 6= 0 e moltiplicato a destra di
ogni elemento di I, poiché i due ideali I e I ′ sono minimali ed essendo eae′
l’immagine di e, allora per il Lemma di Schur (I) questa è un’equivalenza tra
I e I ′.
2
Proposizione 2.3.4 Se e ∈ A è idempotente primitivo, allora per ogni
a ∈ A esiste λ ∈ K tale che eae = λe. Viceversa, se e è idempotente e vale
che per ogni a ∈ A esiste λ ∈ K tale che eae = λe, allora e è primitivo.
38 CAPITOLO 2. ALGEBRE E MODULI SEMISEMPLICI
Dimostrazione. Per la prima affermazione, dal momento che e è pri-
mitivo, per la Proposizione 2.3.3 l’ideale I := Ae è minimale. Consideriamo
un elemento della forma eae, con a ∈ A. Per il teorema precedente questo
definisce un’equivalenza da I a se stesso: precisamente è l’applicazione ϕ
tale che ϕ(x) = xeae per ogni x ∈ A. D’altra parte per il Lemma di Schur
(II) l’applicazione ϕ è un multiplo dell’identità, ovvero esiste λ ∈ K tale che
ϕ(x) = λx per ogni x ∈ A. Dunque abbiamo xeae = λx per ogni x ∈ A. Al-
lora in particolare, ponendo x = e, si ha e2ae = λe da cui, per l’idempotenza
di e, vale eae = λe.
Per quanto riguarda la seconda affermazione, supponiamo che e non sia pri-
mitivo: sia e = e′ + e′′ con e′, e′′ idempotenti e tali che e′e′′ = e′′e′ = 0. Ora
ee′ = (e′ + e′′)e′ = (e′)2 = e′ ; cos̀ı pure e′e = e′. Allora ee′e = e′. Dato che
tutti gli elementi della forma eae con a ∈ A sono multipli di e, si ha e′ = λe
con λ ∈ K. Ma (e′)2 = λ2e2 = λ2e, quindi e′ è idempotente solo se λ = 0 o
λ = 1: in entrambi i casi non esiste una decomposizione propria di e.
2
2.4 Decomposizione in ideali bilateri minima-
li
Adesso consideriamo ideali bilateri dell’algebra A: vedremo che essi fornisco-
no un certo ordine tra tutti i suoi possibili ideali sinistri.
Teorema 2.4.1 Se l’algebra A è decomponibile nella somma diretta di due
ideali bilateri A′ e A′′, allora a′a′′ = a′′a′ = 0 per ogni a′ ∈ A′ e per ogni
a′′ ∈ A′′. Inoltre A′ e A′′ posseggono ciascuno un’unica unità generatrice, e
ognuna di queste commuta con tutti gli elementi di A.
Dimostrazione. Dato che A′ è in particolare un ideale destro, allo-
ra a′a′′ ∈ A′. D’altra parte A′′ è in particolare un ideale sinistro, quin-
di a′a′′ ∈ A′′. Ma i due ideali sono per ipotesi in somma diretta, dunque
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a′a′′ = 0. Allo stesso modo si dimostra che a′′a′ = 0.
Le unità generatrici dei due ideali si trovano considerando la decomposizione
dell’unità 1 come e′+e′′, con certi elementi e′, e′′ appartenenti rispettivamen-
te a A′,A′′. L’esistenza dell’unità generatrice, insieme alle sue proprietà, è
valida ovviamente anche per gli ideali destri. Considerando prima la molti-
plicazione a sinistra e poi quella a destra di ambo i membri di 1 = e′ + e′′
per a′ ∈ A′ troviamo che vale a′e′ = a′ = e′a′. Ora, preso un elemento
arbitrario a ∈ A abbiamo che a = a′ + a′′ con a′ ∈ A′, a′′ ∈ A′′, da cui
ae′ = (a′ + a′′)e′ = a′e′ = e′a′ = e′(a′ + a′′) = e′a. Quindi l’unità generatrice
e′ di A′ commuta con ogni elemento a ∈ A. In modo del tutto analogo si
mostra che anche l’unità generatrice e′′ di A′′ possiede la stessa proprietà.
Infine, se e∗ è un’altra unità generatrice di A′ considerato come ideale sini-
stro, si ha e∗ = e∗e′ = e′e∗ = e′ e cos̀ı anche l’unicità dell’unità generatrice
di A′ è dimostrata. Lo stesso avviene per l’unità generatrice di A′′.
2
Osservazione 2.4.1 Le unità generatrici e′, e′′ di quest’ultimo teorema so-
no le unità rispettivamente delle sottoalgebre A′,A′′.
Proposizione 2.4.1 Sia Ã un ideale bilatero dell’algebra A, sia I un ideale
sinistro minimale di A, sia e un’unità generatrice di I. Allora vale ãe = 0
per ogni ã ∈ Ã oppure I è contenuto in Ã.
Dimostrazione. Consideriamo l’insieme {ãe | ã ∈ Ã}. Questo è un
ideale sinistro, dato che Ã in particolare lo è. In secondo luogo è contenuto
in Ã poiché Ã è in particolare un ideale bilatero. In più è contenuto pure in
I. Ma I per ipotesi è minimale, quindi l’insieme considerato è {0} oppure
I. Allora: nel primo caso vale ãe = 0 per ogni ã ∈ Ã, mentre nel secondo
caso I è contenuto in Ã.
2
Da questa proposizione segue la
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Proposizione 2.4.2 Se vale A = A′ ⊕ A′′ con A′,A′′ ideali bilateri del-
l’algebra A, allora ogni ideale sinistro minimale è contenuto in A′ oppure in
A′′.
Precedentemente abbiamo visto che se due ideali sinistri I e I ′ di A sono
equivalenti, allora l’equivalenza è data dalla moltiplicazione a destra per un
elemento di A. La moltiplicazione a destra in un ideale bilatero Ã agisce
in modo da rimanere ancora all’interno di questo ideale. Allora, se I è un
ideale sinistro minimale contenuto in Ã, si ha immediatamente la seguente
Proposizione 2.4.3 Se Ã è un ideale bilatero dell’algebra A e se I è un
ideale sinistro minimale contenuto in Ã, allora anche ogni ideale sinistro I ′
equivalente a I è contenuto in Ã.
Teorema 2.4.2 Esiste ed è unica, a meno dell’ordine, una decomposizione
dell’algebra A del tipo
A = A(1) ⊕A(2) ⊕ . . . ⊕A(r)
dove, per ogni i = 1, ..., r, A(i) è un ideale bilatero semplice.
Dimostrazione. Consideriamo una decomposizione di A in ideali si-
nistri semplici della forma del Teorema 2.3.1 e cambiamo eventualmente
l’ordine e la notazione in modo da unire gli ideali equivalenti tra di loro,
ponendo
A(1) := I(1)1 ⊕ ...⊕ I
(1)
t1 , . . . , A
(r) := I(r)1 ⊕ ...⊕ I
(r)
tr
Gli ideali sinistri semplici aventi lo stesso apice sono equivalenti; se invece
hanno due apici differenti non lo sono. I sottospazi A(1), ...,A(r) sono ideali
sinistri, essendo una somma (diretta) di ideali sinistri. Bisogna quindi mo-
strare che essi sono pure ideali destri, e in aggiunta semplici.
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Consideriamo la decomposizione dell’unità 1 in unità generatrici:
1 = e(1) + ... + e(r), dove sarà e(1) = e
(1)
1 + ... + e
(1)
t1 , ..., e
(r) = e
(r)
1 + ... + e
(r)
tr .
Adesso prendiamo due apici differenti i, j (con i, j ∈ {1, ..., r}).
Sia a ∈ A: vale e(i)ae(j) =
∑
h,k e
(i)
h ae
(j)
k con h = 1, ..., ti , k = 1, ..., tj .
Per il Teorema 2.3.3 tutti i termini della sommatoria sono nulli, dunque
e(i)ae(j) = 0 = e(j)ae(i). Da ciò segue aiaj = ajai = 0 per ogni ai ∈ A(i),
aj ∈ A(j) poiché ai = aie(i), aj = aje(j). Un elemento arbitrario a ∈ A si può
scrivere come a = a(1) + ...+ a(r) con a(i) ∈ A(i) (i = 1, ..., r). Fissiamo k con
1 ≤ k ≤ r e prendiamo un elemento ak ∈ A(k): allora aka = aka(k) ∈ A(k)
e quindi A(k) è un ideale destro. Mostriamo infine che A(k) è semplice. Sia
A0 un ideale bilatero non nullo contenuto in A(k). Consideriamo uno degli
ideali sinistri semplici I(k)h (h ∈ {1, ..., tk}). Per la Proposizione 2.4.1 si ha
che I(k)h è contenuto in A0 oppure vale a0e
(k)
h = 0 per ogni a0 ∈ A0 . Ma
a0 = a0e
(k) = a0e
(k)
1 + ...+a0e
(k)
tk
. Ora non possono essere nulli tutti i termini
della somma, quindi, se è vera la seconda condizione, allora A0 conterrà tutti
gli elementi di almeno un altro ideale sinistro I(k)l con l 6= h, l ∈ {1, ..., tk}.
In ogni caso allora, per la proposizione precedente, A0 deve contenere tutti
gli ideali sinistri equivalenti a I(k)l , cioè tutti quelli contenuti in A(k). Dun-
que A0 = A(k), quindi non esiste un ideale bilatero non nullo strettamente
contenuto in A(k). Questo, essendo vero per ogni k = 1, ..., r, dimostra che
tutti gli ideali A(1), ...,A(r) sono bilateri semplici.
Rimane da mostrare che la decomposizione è unica. Supponiamo che
A = B(1) ⊕ ...⊕ B(s) sia un’altra decomposizione di A in ideali bilateri sem-
plici. Ricordiamo di nuovo la decomposizione dell’unità di A nella som-
ma delle unità generatrici di A(1), ...,A(r): 1 = e(1) + ... + e(r). Fissiamo
j e k, con 1 ≤ j ≤ r; 1 ≤ k ≤ s, e consideriamo A(j) e B(k). L’insieme
B0 := {bke(j) | bk ∈ B(k)} risulta essere un ideale bilatero contenuto in A(j)
e in B(k), quindi vale B0 = {0} oppure A(j) = B0 = B(k). Se è vera la pri-
ma condizione dovrà esistere almeno un indice l ∈ {1, ..., r}, l 6= j, tale che
bke
(l) 6= 0, in quanto bk = bk1 = bke(1) + ... + bke(r) e non è possibile che
si annullino tutti i termini. Allora A(l) = B0 = B(k). Quindi, in ogni ca-
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so, ciascun ideale bilatero B(i) coincide con qualche ideale bilatero A(j) (per
i ∈ {1, ..., s}, j ∈ {1, ..., r}) e ciò conclude la dimostrazione.
2
2.5 Isomorfismo con un’algebra di matrici a
blocchi
Adesso concentriamo l’attenzione su un singolo ideale bilatero della decom-
posizione trattata nell’ultimo teorema: lo chiameremo genericamente Ã. In-
dichiamo poi con t il numero di ideali sinistri semplici con i quali Ã si de-
compone a sua volta. Dunque abbiamo Ã = I1 ⊕ ... ⊕ It con gli Ii tutti
equivalenti tra di loro (i = 1, ..., t). Ricordiamo che, per il Teorema 2.3.2,
le unità generatrici di questi ideali sinistri sono idempotenti e soddisfano la
relazione e(i)e(j) = δije
(i) (per i, j = 1, ..., t).
Per ã ∈ Ã e per i, j ∈ {1, ..., t} consideriamo l’elemento in Ã della forma
e(i)ãe(j): un siffatto elemento lo chiamiamo ”elemento del tipo (ij)”. Per il
Teorema 2.3.3 gli elementi di questa forma o sono nulli oppure forniscono
un’equivalenza da Ii a Ij .
In generale il prodotto tra due elementi del tipo (hk) e (lm), per h, k, l,m
in {1, ..., t}, è sempre nullo per k 6= l e, per k = l, è del tipo (hm). Inoltre,
se ã ∈ Ii con i fissato, allora ã = ãe(i) e quindi e(h)ãe(k) = 0 per k 6= i
(i, h, k ∈ {1, ..., t}). Inoltre, grazie alla Proposizione 2.3.4, sappiamo che gli
elementi del tipo (ii) con i ∈ {1, ..., t} sono multipli scalari di e(i).
Adesso consideriamo l’ideale sinistro I1 e scegliamo un’equivalenza arbitra-
ria da I1 a Ih (h ∈ {2, ..., t}): questa, per il Teorema 2.3.3, è generata da
un elemento del tipo (1h), che denotiamo con e1h . Consideriamo poi l’e-
lemento del tipo (h1) corrispondente all’equivalenza inversa da Ih a I1 : lo
denotiamo con eh1 . Chiaramente l’elemento e1heh1 è del tipo (11) e genera
l’equivalenza identità da I1 a se stesso; perciò e1heh1 possiamo denotarlo con
e11 e si ha e11 = e
(1). Allo stesso modo eh1e1h = ehh = e
(h). Ora ponia-
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mo eij := ei1e1j , con i, j ∈ {1, ..., t}. Quest’ultimo elemento è del tipo (ij)
e corrisponde all’equivalenza generata componendo un’equivalenza tra Ii e
I1 con un’equivalenza tra I1 e Ij . Questa stessa equivalenza è data anche
da eikekj = ei1e1kek1e1j , con k ∈ {1, ..., t}. Dunque in generale per ogni
i, j, h, k = 1, ..., t vale
eijehk = δjheik
∗
Proposizione 2.5.1 Ogni elemento del tipo (ij), con i 6= j (i, j ∈ {1, ..., t}),
è un multiplo scalare di eij . Quindi gli elementi {eij}i,j=1,...,t formano una
base di Ã.
Dimostrazione. Sia ãij ∈ Ã un elemento del tipo (ij): allora l’elemento
e1iãijej1 è del tipo (11). Quindi e1iãijej1 = λe11, con λ ∈ K, e si ha
ãij = eiiãijejj = ei1e1iãijej1e1j = ei1(λe11)e1j = λeij
Ogni elemento ã ∈ Ã è una somma di t2 addendi della forma e(i)ãe(j) e
ciascuno di essi è del tipo (ij), per i, j ∈ {1, ..., t}: infatti, detta e l’unità
di Ã, vale ã = eãe = (
∑t
i=1 e
(i))ã(
∑t
j=1 e
(j)) =
∑t
i,j=1 e
(i)ãe(j). Allora, per
l’espressione sopra, abbiamo
ã =
t∑
i,j=1
λijeij
da cui viene che gli elementi {eij}i,j=1,...,t formano un sistema di unità matri-
ciali di Ã; dunque Ã è isomorfo a Mt(K).
2
∗ Questa non è altro che la relazione EijEhk = δjhEik scritta all’inizio del Capitolo 1.
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Abbiamo cos̀ı dimostrato il seguente
Teorema 2.5.1 (di Wedderburn) L’ideale bilatero Ã è isomorfo all’al-
gebra completa di matrici Mt(K).
Osservazione 2.5.1 Nella formula che esprime la scrittura di un elemento
ã ∈ Ã come combinazione lineare degli elementi eij con i, j = 1, ..., t, se
supponiamo ã ∈ Ii per un certo i ∈ {1, ...t} troviamo che esso è combinazione
lineare solamente degli elementi della base che corrispondono alla i-esima
colonna: ã =
∑t
h=1 xhi =
∑t
h=1 λhehi . Allora {e1i, ...eti} è una base di Ii .
Questo è vero per tutti gli ideali I1, ..., It : ciò implica che il numero t di ideali
sinistri semplici linearmente indipendenti, tra loro equivalenti, che generano
Ã è allo stesso tempo la dimensione di ognuno di questi ideali sinistri.
Tutto ciò che abbiamo ottenuto finora vale per ogni ideale bilatero
A(1), ...,A(r). Quindi ciascuno di questi A(i), per i ∈ {1, ..., r}, sarà isomorfo
ad un certa algebra completa di matrici Mti(K), dove ti è sia il numero di
ideali sinistri semplici che in somma diretta generano A(i) sia la dimensione
di ciascuno di questi. Perciò arriviamo al seguente risultato:
Teorema 2.5.2 (di Molien) L’algebra semisemplice A è isomorfa a una
somma diretta di algebre complete di matrici.
La dimensione di un ideale bilatero A(i) (i ∈ {1, ..., r}) è dunque t2i e cos̀ı
otteniamo
r∑
i=1
t2i = dim(A) ()
Un elemento arbitrario a ∈ A si può decomporre in a(1) + ... + a(r), dove
a(i) ∈ A(i) per ogni i = 1, ..., r e a ciascuno di questi corrisponde una matrice
Mi ∈Mti(K). Quindi all’elemento a corrisponderà una matrice a blocchi del
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tipo

M1
M2
. . .
Mr

dove le matrici Mi sono della forma detta sopra (per i = 1, ..., r). In partico-
lare, a un elemento non nullo che appartiene a un ideale bilatero A(i) corri-
sponde una matrice a blocchi che è non nulla solamente all’interno del blocco
i-esimo; inoltre, all’elemento ejk di un ideale sinistro I(i)k , con j, k ∈ {1, ..., ti},
corrisponde la matrice che nell’i-esimo blocco possiede la matrice elementare
Ejk ∈Mti(K).
Estendendo la formula ã =
∑t
i,j=1 λijeij trovata per un elemento apparte-
nente ad un generico ideale bilatero, otteniamo che un elemento a ∈ A,
a = a(1) + ...+ a(r) si può scrivere come
a =
t1∑
i,j=1
λ
(1)
ij e
(1)
ij +
t2∑
i,j=1
λ
(2)
ij e
(2)
ij + . . . +
tr∑
i,j=1
λ
(r)
ij e
(r)
ij
Gli elementi {e(k)ij }, per ogni k = 1, ..., r e per ogni i, j = 1, ..., tk , formano
una base della somma diretta di algebre complete di matrici a cui è isomorfa
l’algebra A. Inoltre gli stessi elementi, per ogni k, k′ = 1, ..., r, per ogni
i, j = 1, ..., tk e per ogni l,m = 1, ..., tk′ soddisfano la relazione
e
(k)
ij e
(k′)
lm = δkk′δjl e
(k)
im

Capitolo 3
L’algebra di gruppo di un
gruppo finito
In questo capitolo facciamo un’ipotesi ulteriore sul campo su cui sono definiti
gli spazi vettoriali: supponiamo che esso abbia caratteristica zero. Inoltre,
ogni volta che parliamo di gruppo, assumiamo sempre che esso sia finito. Per
brevità ometteremo i simboli dell’operazione all’interno del gruppo e della
composizione di funzioni.
3.1 Moduli su un gruppo
Le prime nozioni di modulo su un gruppo sono del tutto simili a quelle
relative al caso di modulo su un’algebra viste all’inizio del secondo paragrafo
del capitolo precedente; tuttavia le vediamo comunque.
Definizione 3.1.1 Sia G un gruppo. Un modulo su G, o più brevemente
un G-modulo, è uno spazio vettoriale V per cui sia definita un’applicazione
ϕ : G× V −→ V
(g, v) 7−→ g.v
lineare nel secondo argomento e tale che, indicando con 1G l’unità del gruppo
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G, per ogni g, h ∈ G e per ogni v ∈ V valgano:
1) 1G .v = v ;
2) (gh).v = g.(h.v) .
Nel seguito, per alleggerire la notazione, l’immagine di (g, v) tramite ϕ
verrà denotata con gv al posto di g.v.
Definizione 3.1.2 Sia G un gruppo e sia V un G-modulo. Un G-sottomodulo
di V è un sottospazio vettoriale W di V tale che per ogni g ∈ G e per ogni
w ∈ W si abbia gw ∈ W . In questo caso W si dice G-invariante. Inoltre, se
V è non nullo e non esistono sottospazi di V diversi dal sottospazio nullo e
da V stesso aventi questa proprietà, il G-modulo V è detto semplice.
A volte ci riferiremo a un G-sottomodulo di uno spazio vettoriale V chia-
mandolo più sinteticamente ”sottomodulo di V ”, nel caso in cui il gruppo G
sia chiaro dal contesto.
Naturalmente il sottospazio nullo e V stesso sono G-sottomoduli di V , detti
sottomoduli banali di V .
Esempio 3.1.1 Sia G un gruppo finito di ordine n e sia V uno spazio
vettoriale di dimensione n, con una base {eg}g∈G indicizzata dagli elementi
di G. Definiamo la seguente applicazione:
ϕ : G× V −→ V
(g, eh) 7−→ egh
e la estendiamo per linearità su tutto lo spazio V . Essa fornisce a V una
struttura di G-modulo.
Si noti che, per g ∈ G fissato, l’applicazione ϕ permuta gli elementi della
base {eg}g∈G .
Inoltre osserviamo che, posto w :=
∑
g∈G eg si ha, per ogni h ∈ G:
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hw = h(
∑
g∈G
eg) =
∑
g∈G
heg =
∑
g∈G
ehg = w
∗
Quindi W := Span{w} è un G-sottomodulo di V .
Definizione 3.1.3 Sia G un gruppo e siano V, V ′ due G-moduli. Un omo-
morfismo di G-moduli è un omomorfismo di spazi vettoriali f : V −→ V ′
tale che f(gv) = gf(v) per ogni g ∈ G e per ogni v ∈ V .
Inoltre, se f è biiettiva, f si dice isomorfismo di G-moduli.
Osservazione 3.1.1 Se G è un gruppo e f è un omomorfismo di due
G-moduli V e V ′, allora Ker(f) e Im(f) sono due G-sottomoduli rispettiva-
mente di V e di V ′.
Ricordiamo che, se V è uno spazio vettoriale e W,W ′ sono sottospazi
vettoriali di V tali che si possa scrivere V = W ⊕ W ′, la proiezione di V
su W lungo W ′ è l’applicazione lineare p ∈ End(V ) tale che per un vettore
arbitrario v ∈ V che si scriverà in modo unico come v = w +w′ con w ∈ W ,
w′ ∈ W ′, vale p(v) = w.
E’ molto facile riconoscere che p2 = p, quindi p è un elemento idempotente in
End(V ). Viceversa, se p ∈ End(V ) è idempotente e poniamo W := Im(p),
W ′ := Ker(p), si ha V = W ⊕W ′.
Teorema 3.1.1 (di Maschke) Sia V un G-modulo e sia W un suo sot-
tomodulo. Allora esiste un sottomodulo W ′ di V tale che V = W ⊕W ′.
Dimostrazione. Sia W̃ un arbitrario sottospazio complementare di W
in V e sia p : V −→ V la proiezione di V su W lungo W̃ . Assumendo che la
caratteristica del campo K su cui è definito V non divida l’ordine del gruppo
G, definiamo la funzione lineare p0 : V −→ V , detta la ”media dei coniugati
di p tramite gli elementi di G”:
∗ L’ultima uguaglianza viene dal fatto che l’applicazione g 7−→ gh definita in un gruppo
G con h fissato, è biiettiva.
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p0 :=
1
|G|
∑
g∈G
g p g−1
dove |G| è l’ordine di G. Poiché W per ipotesi è un sottomodulo di V ,
abbiamo gw ∈ W per ogni w ∈ W . Analogamente g−1w ∈ W per ogni
w ∈ W ; pertanto valgono:
p(g−1w) = g−1w, g p g−1w = w, p0(w) = w ∀w ∈ W
Di conseguenza l’immagine di p0 contiene W e p0 |W = idW . D’altra parte si
vede facilmente che W contiene l’immagine di p0 . Ne segue che Im(p0) = W
e p0 è idempotente in End(V ). Sappiamo, da quest’ultimo fatto, che V =
Im(p0) ⊕Ker(p0) cioè V = W ⊕Ker(p0). Inoltre vale h p0 = p0 h per ogni
h ∈ G.†
Allora Ker(p0) è un sottomodulo di V complementare di W in quanto,
per l’Osservazione 3.1.1, Ker(p0) è G-invariante.
2
Corollario 3.1.1 Sia G un gruppo. Allora ogni modulo su G si decompone
in una somma diretta di sottomoduli semplici.
Dimostrazione. Segue dal Teorema 2.2.1, per la precisione dall’impli-
cazione (3) ⇒ (1).
2
† Infatti:
h p0 h
−1 =
1
|G|
∑
g∈G
hg p g−1h−1 =
1
|G|
∑
g∈G
hg p (hg)−1 = p0
La prima uguaglianza viene semplicemente dalla linearità di p e di p0 per ogni g ∈ G; nella
seconda abbiamo usato (hg)−1 = g−1h−1; nella terza il fatto che l’applicazione g 7−→ gh
definita in un gruppo G con h fissato, è biiettiva.
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3.2 Moduli su G e su K[G]
Sia G un gruppo. Consideriamo di nuovo il K-spazio vettoriale relativo all’E-
sempio 3.1.1, con una base {eg}g∈G indicizzata dagli elementi di G. Questo
viene indicato con K[G], ovvero
K[G] := {
∑
g∈G
λgeg | λg ∈ K }
Per costruzione gli elementi eg della base, per g ∈ G, vengono identificati con
gli elementi del gruppo G, per cui per comodità scriveremo g al posto di eg ,
per ogni g ∈ G.
Definizione 3.2.1 Dati due elementi a, b ∈ K[G], siano essi a =
∑
g∈G λgg,
b =
∑
h∈G µhh, definiamo il prodotto ab in questo modo:
ab = (
∑
g∈G
λgg)(
∑
h∈G
µhh) :=
∑
g,h∈G
λgµh(gh)
Il prodotto tra gli elementi di K[G] è quindi dato dal prodotto tra gli
elementi del gruppo G. Segue dalla definizione stessa che questa operazione
è bilineare; inoltre è associativa in quanto il prodotto in G è associativo; e
l’unità in K[G] è l’unità in G. Quindi si ha la seguente
Proposizione 3.2.1 Con l’operazione appena definita, K[G] risulta essere
una K-algebra associativa con unità.
In particolare i coefficienti del prodotto ab relativi agli elementi della base
formata dal gruppo G si possono trovare esplicitamente cos̀ı:
ab =
∑
g,h∈G
λgµh(gh) =
∑
l∈G
ξl l
dove
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ξl =
∑
gh=l
λgµh =
∑
g∈G
λgµg−1l =
∑
h∈G
λlh−1µh ∀ l ∈ G (?)
Definizione 3.2.2 Sia G un gruppo. L’algebra K[G] è detta algebra di
gruppo di G o algebra gruppale di G.
Si ha facilmente la seguente
Proposizione 3.2.2 Sia G un gruppo e sia V un G-modulo. Allora l’ap-
plicazione
ϕ̂ : K[G]× V −→ V
(
∑
g∈G
λgg, v) 7−→
∑
g∈G
λggv
fornisce a V una struttura di K[G]-modulo. Viceversa, se V è un K[G]-
modulo, allora la restrizione dell’azione data da ϕ̂ agli elementi di G fornisce
a V una struttura di G-modulo.
Proposizione 3.2.3 Sia G un gruppo e sia V uno spazio vettoriale. Allora
un G-sottomodulo di V è anche un K[G]-sottomodulo di V , e viceversa.
Dimostrazione. Mostriamo solo che ogni G-sottomodulo di V è anche
un K[G]-sottomodulo di V ; per dimostrare l’affermazione inversa non c’è
alcuna difficoltà. Sia quindi W un G-sottomodulo su V . Allora vale gw ∈ W
per ogni g ∈ G e per ogni w ∈ W ; in breve gW ⊆ W per ogni g ∈ G. Ora,
per ogni a ∈ K[G], a =
∑
g∈G λgg, si ha
aW = (
∑
g∈G
λgg)W =
∑
g∈G
λggW ⊆ W
2
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Quindi i sottomoduli di uno spazio vettoriale su un gruppo G ed i sotto-
moduli dello stesso sull’algebra di gruppo di G coincidono.
Proposizione 3.2.4 Un omomorfismo di G-moduli è anche un omomorfi-
smo di K[G]-moduli e viceversa.
Dimostrazione. Mostriamo soltanto che un omomorfismo di G-moduli
è anche un omomorfismo di K[G]-moduli, data la facilità della dimostrazione.
Siano V, V ′ due G-moduli e sia f : V −→ V ′ un omomorfismo di G-moduli.
Dunque vale f(gv) = gf(v) per ogni g ∈ G e per ogni v ∈ V . Abbiamo, per
a ∈ K[G], a =
∑
g∈G λgg:
f(av) = f((
∑
g∈G
λgg)v) = f(
∑
g∈G
λg(gv)) =
∑
g∈G
λgf(gv) =
=
∑
g∈G
λggf(v) = (
∑
g∈G
λgg)f(v) = af(v)
e quindi f risulta essere anche un omomorfismo di K[G]-moduli.
2
3.3 Decomposizione di K[G]
Adesso consideriamo il K[G]-modulo V nel caso in cui V = K[G]. Abbiamo
quindi
ϕ : K[G]×K[G] −→ K[G]
(
∑
g∈G
λgg ,
∑
h∈G
µhh ) 7−→
∑
g,h∈G
λgµh(gh)
E’ il caso dell’Esempio 3.1.1 esteso all’algebra K[G]. Un K[G]-sottomoduloW
non è altro che un ideale sinistro di K[G], infatti in questo caso la scrittura
aW ⊆ W per ogni a ∈ K[G] è proprio la definizione di ideale sinistro. I
sottomoduli semplici di K[G], pertanto, sono precisamente degli ideali sinistri
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minimali di K[G].
Quindi, per il Corollario 3.1.1 al Teorema di Maschke, l’algebra di gruppo
K[G] si decompone in una somma diretta di ideali sinistri semplici, cioè è
semisemplice. Perciò, in generale, vale il seguente
Teorema 3.3.1 L’algebra di gruppo di un gruppo finito è semisemplice.
Da questo teorema e dal Teorema di Molien segue subito il
Teorema 3.3.2 L’algebra di gruppo di un gruppo finito è isomorfa a una
somma diretta di algebre complete di matrici.
Di conseguenza l’algebra di gruppo K[G] di un gruppo G possiede tutte le
proprietà che abbiamo illustrato nel Capitolo 2: essa innanzitutto si decom-
pone in una somma diretta di r ideali bilateri minimali; ogni ideale bilatero
minimale A(i), per i ∈ {1, ..., r}, è una somma diretta di ti sottomoduli sem-
plici tutti isomorfi tra di loro, ciascuno avente dimensione ti (essi non sono
altro che gli ideali sinistri I(i)j , per j = 1, ..., ti); e questi non sono isomorfi ai
sottomoduli semplici contenuti in ogni altro ideale bilatero diverso. Dunque
ci sono r tipi di moduli semplici, quanti sono gli ideali bilateri minimali del-
l’algebra K[G], e la dimensione di un modulo semplice è esattamente uguale
al numero di volte in cui esso compare nella decomposizione di K[G].
Definizione 3.3.1 Sia G un gruppo e sia g ∈ G. La classe di coniugio di
g è il seguente insieme:
Cg := { hgh−1 | h ∈ G }
Teorema 3.3.3 La dimensione del centro di K[G] è uguale al numero di
classi di coniugio del gruppo G.
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Dimostrazione. Un elemento z =
∑
g∈G λgg appartiene a Z(K[G])
se e solo se per ogni h ∈ G si ha zh = hz cioè, moltiplicando entrambi i
membri a sinistra per h−1, vale h−1zh = z da cui, scrivendo l’espressione di
z, si ha
∑
g∈G λg(h
−1gh) =
∑
g∈G λgg per ogni h ∈ G. Ciò vale se e solo se
λl = λhlh−1 per ogni h, l ∈ G, per cui otteniamo che vi è lo stesso coefficiente
in corrispondenza degli elementi di G appartenenti a una medesima classe di
coniugio. Denotato con m il numero di classi di coniugio del gruppo G, con
C1, ..., Cm le classi e con eCi la somma degli elementi di una certa classe Ci
(con i ∈ {1, ...,m}), risulta che un generico elemento z ∈ Z(K[G]) può essere
scritto nella forma z =
∑m
i=1 λieCi con λi ∈ K. Perciò l’insieme {eC1 , ..., eCm}
costituisce una base del centro di K[G].
2
Grazie al Teorema 3.3.2 sappiamo che l’algebra di gruppo K[G] è iso-
morfa a una somma diretta di algebre complete di matrici; d’altra parte per
il Teorema 1.3.2 la dimensione del centro di quest’ultima somma diretta è
uguale al numero di algebre complete di matrici che vi compaiono, il quale,
dalla Proposizione 1.3.2, è anche uguale al numero di ideali bilateri minimali
della somma diretta di algebre complete di matrici. Da tutto ciò segue che
il numero di ideali bilateri minimali che in somma diretta generano l’algebra
di gruppo K[G] è uguale al numero di classi di coniugio del gruppo G. Infi-
ne sappiamo che il numero di ideali bilateri minimali che in somma diretta
generano K[G] è uguale al numero di moduli semplici di K[G], i quali, per la
Proposizione 3.2.3, corrispondono ai moduli semplici del gruppo G, pertanto
otteniamo anche il seguente
Teorema 3.3.4 Il numero di moduli semplici del gruppo G è uguale al
numero di classi di coniugio di G.
Quindi se il gruppo G ha più di un elemento ci sono almeno due moduli
semplici, dal momento che una classe di coniugio del gruppo è costituita
solamente dalla sua unità.

Capitolo 4
Il gruppo simmetrico Sn
Questo capitolo è dedicato all’applicazione di quanto visto finora al caso del
gruppo simmetrico Sn , con n ∈ N, n ≥ 1 arbitrariamente fissato. Per ciò
che riguarda il campo su cui è definita l’algebra di gruppo di Sn si assume
soltanto che esso abbia caratteristica zero.
4.1 L’algebra di gruppo di Sn
Il gruppo simmetrico Sn è il gruppo delle permutazioni di n elementi, ossia
delle biiezioni tra l’insieme {1, ..., n} e se stesso. Sappiamo che l’ordine di
questo gruppo è n!
L’algebra di gruppo K[Sn] ha elementi della forma
∑
σ∈Sn λσσ con λσ ∈ K
per ogni σ ∈ Sn . Per quanto visto nel capitolo precedente questa algebra
di gruppo è semisemplice, quindi vi saranno degli elementi idempotenti che
generano ideali minimali. Ci servirà la seguente
Definizione 4.1.1 Sia A una K-algebra. Un elemento e ∈ A si dice
essenzialmente idempotente se esiste λ ∈ K, λ 6= 0, tale che e2 = λe.
Dati e ∈ A, λ ∈ K come appena sopra, troviamo immediatamente un
elemento idempotente: e
λ
. Infatti
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(
e
λ
)2
=
e2
λ2
=
λe
λ2
=
e
λ
Ricordiamo che una qualsiasi permutazione σ in Sn si può scrivere come
prodotto di trasposizioni e che il numero di queste ultime in una tale scrittura
è sempre pari oppure sempre dispari. Perciò ha senso definire la funzione
”segno” ε in Sn:
ε(σ) : =
1 se σ è prodotto di un numero pari di trasposizioni−1 altrimenti
Nel seguito scriveremo εσ al posto di ε(σ).
Nell’algebra di gruppo K[Sn] abbiamo due elementi particolari che sono
essenzialmente idempotenti:
Proposizione 4.1.1 La somma di tutte le permutazioni in Sn ,
P :=
∑
σ∈Sn σ, e la somma di tutte le permutazioni in Sn precedute dal loro
segno, Q :=
∑
σ∈Sn εσσ, sono essenzialmente idempotenti.
Dimostrazione. Il fatto fondamentale è che entrambe le applicazioni
g 7−→ gh, g 7−→ hg definite in un gruppo G con h fissato sono biiettive.
Quindi possiamo scrivere:
P 2 = PP = (
∑
σ∈Sn
σ)P =
∑
σ∈Sn
σP =
∑
σ∈Sn
P = n!P
Q2 = QQ = (
∑
σ∈Sn
εσσ)Q =
∑
σ∈Sn
εσ(σQ) =
∑
σ∈Sn
εσ(εσQ) =
∑
σ∈Sn
Q = n!Q
dove nella seconda espressione abbiamo usato anche il fatto che la funzione ε
è un omomorfismo di gruppi da Sn a {1,−1}. Si vede allora che P e Q sono
essenzialmente idempotenti, entrambi con coefficiente λ = n!
2
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Le partizioni di n sono scomposizioni di n nella somma di numeri interi
positivi; cioè, formalmente, consistono in scritture del tipo m1 + ...+mr con
m1, ...,mr numeri interi positivi e tali che m1 + ... + mr = n. Chiaramente
r ≤ n. Consideriamo coincidenti due partizioni che hanno lo stesso insieme
di numeri {m1, ...,mr}, ossia ogni partizione è unica a meno dell’ordine dei
suoi addendi. Poiché, per ciascuna di esse, i numeri m1, ...,mr sono fissati,
possiamo supporre di disporli in ordine decrescente, in modo da avere
m1 ≥ m2 ≥ ... ≥ mr .
Sappiamo, dalla teoria del gruppo simmetrico, che il numero di classi di
coniugio di Sn è uguale al numero di partizioni di n. Perciò, per quanto
detto alla fine del capitolo precedente, il numero di moduli semplici di Sn è
uguale al numero di partizioni di n.
Esempio 4.1.1 Nel caso di S3 ci sono tre moduli semplici, infatti le parti-
zioni del numero 3 sono: 1 + 1 + 1, 2 + 1, 3.
Il gruppo simmetrico S4 ha invece cinque moduli semplici, poiché le partizioni
del numero 4 sono: 1 + 1 + 1 + 1, 2 + 1 + 1, 2 + 2, 3 + 1, 4.
4.2 I simmetrizzatori di Young
Definizione 4.2.1 Si chiama diagramma di Young di una partizione
m1 + ... + mr di n il diagramma formato da una riga di m1 celle, una riga
di m2 celle, ..., una riga di mr celle disposte ordinatamente una sotto l’altra
e allineate tutte a sinistra.
Esempio 4.2.1 Per n = 8 il diagramma di Young relativo alla partizione
4 + 3 + 1 è
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Un diagramma di Young è dunque formato da n celle. Il fatto che i numeri
m1, ...,mr siano disposti in ordine decrescente implica che non solo le righe
del diagramma di Young abbiano lunghezza decrescente scorrendo dall’alto
verso il basso, ma anche le colonne, andando da sinistra verso destra, hanno
la stessa proprietà.
Definizione 4.2.2 Si chiama tableau di Young, o più semplicemente ta-
bleau, un diagramma di Young in cui all’interno di tutte le n celle vi è un
numero tra 1 e n, e ciascun numero compare una e una sola volta.
Esempio 4.2.2 Sia di nuovo n = 8. Un tableau di Young relativo alla
partizione 4 + 3 + 1 è
Per ogni tableau di Young vi sono due particolari tipi di permutazioni:
quelle che lasciano invariati gli elementi in tutte le sue righe (ovvero tali che
ciascun numero in una certa riga, dopo l’azione della permutazione, rimane
nella stessa) e quelle che lasciano invariati gli elementi in tutte le sue colonne.
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Chiamiamo le prime ”permutazioni orizzontali” (il cui insieme viene indicato
con P) e le seconde ”permutazioni verticali” (il cui insieme viene indicato con
Q). E’ facile osservare che entrambe formano un sottogruppo di Sn . Adesso
definiamo gli oggetti che ci permetteranno di arrivare a costruire un sistema
di unità matriciali nell’algebra di gruppo K[Sn].
Definizione 4.2.3 Sia T un tableau di Young. Poniamo, in K[Sn]:
P :=
∑
p∈P
p ; Q :=
∑
q∈Q
εqq ; e := PQ
L’elemento e si chiama simmetrizzatore di Young associato a T .
Esempio 4.2.3 Sia n = 5 e consideriamo il tableau
Allora, denotando con 1 la permutazione identità, abbiamo
P = (13) + (25) + 1
Q = −(12)− (14)− (24) + (124) + (142)− (35) + 1
e = ((13) + (25) + 1)(−(12)− (14)− (24) + (124) + (142)− (35) + 1)
Dato che le permutazioni orizzontali e verticali formano ciascuna un grup-
po e le applicazioni g 7−→ gh, g 7−→ hg definite in un gruppo G con h fissato
sono biiettive, si ha immediatamente la seguente
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Proposizione 4.2.1 Sia T un tableau di Young. Per ogni permutazione
orizzontale p e per ogni permutazione verticale q valgono:
Pp = pP = P ; qQ = Qq = εqQ da cui peq = εqe
Possiamo pensare a un tableau T come a un’applicazione biiettiva che
ad ogni cella del diagramma di Young corrispondente associa un numero tra
1 e n. Cioè, se denotiamo con C(m) l’insieme delle celle del diagramma di
Young, si può scrivere T : C(m)
1−1−−→
su
{1, ..., n}.
Consideriamo ora una permutazione σ in Sn : essa agisce sul tableau T per-
mutando i numeri all’interno delle celle; cos̀ı la permutazione σ applicata al
tableau T è la funzione composta σ ◦ T evidentemente biiettiva. Indichiamo
quest’ultima più brevemente con σT .
Fissato un tableau T , ad ogni permutazione σ di {1, ..., n} corrisponde una
permutazione σT delle celle del diagramma di Young relativo a T , che rende
commutativo il seguente diagramma:
{1, ..., n} σ−−−→ {1, ..., n}
T
x xT
C(m)
σT−−−→ C(m)
cioè
TσT = σT
ed esplicitamente:
σT = T
−1σT 
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Siano ora σ, τ due permutazioni in Sn e sia T un tableau. Vogliamo
determinare come deve essere fatta una permutazione α ∈ Sn in modo che
la permutazione delle celle del diagramma di Young relativo a τT tramite α
coincida con la permutazione delle celle del diagramma di Young relativo a
T tramite σ. In altri termini vogliamo trovare α in Sn tale che
ατT = σT
La soluzione è trovata molto rapidamente: l’espressione  ci permette di
scrivere (τT )−1α(τT ) = T−1σT da cui T−1τ−1ατT = T−1σT . L’applicazione
T è biiettiva, quindi, moltiplicando entrambi i membri a sinistra per T e a
destra per T−1, otteniamo τ−1ατ = σ. Infine, moltiplicando entrambi i
membri a sinistra per τ e a destra per τ−1, si trova α = τστ−1.
Con ciò abbiamo dimostrato la seguente
Proposizione 4.2.2 Sia T un tableau e siano σ, τ due permutazioni in Sn .
Allora la permutazione delle celle associata a σ rispetto a T coincide con la
permutazione delle celle associata a τστ−1 rispetto a τT .
Proposizione 4.2.3 Sia dato un tableau T con i corrispondenti gruppi
P ,Q ed elementi P,Q, e. Allora al tableau T ′ = τT , con τ ∈ Sn , corrispon-
dono i gruppi P ′ = τPτ−1, Q′ = τQτ−1 e gli elementi P ′ = τPτ−1,
Q′ = τQτ−1, e′ = τeτ−1.
Dimostrazione. Per la proposizione precedente la permutazione σ ∈ Sn
agisce sulle celle del tableau T allo stesso modo in cui la permutazione τστ−1
agisce sulle celle del tableau τT = T ′, con τ ∈ Sn . Quindi in particolare se
p è una permutazione orizzontale di T , allora τpτ−1 sarà una permutazione
orizzontale di T ′; e analogamente per una permutazione verticale. Dunque
P ′ = τPτ−1, Q′ = τQτ−1 e di conseguenza, raccogliendo τ a sinistra e τ−1
a destra, si ha P ′ =
∑
p∈P τpτ
−1 = τ(
∑
p∈P p)τ
−1 = τPτ−1. Per quanto
riguarda Q′, vale che τ e τ−1 sono entrambe pari o entrambe dispari, perciò
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τqτ−1 ha lo stesso segno di q. Allora Q′ =
∑
q∈Q εqτqτ
−1 =
∑
q∈Q τ(εqq)τ
−1
e a questo punto, raccogliendo come prima τ a sinistra e τ−1 a destra, otte-
niamo Q′ = τ(
∑
q∈Q εqq)τ
−1 = τQτ−1. Infine e′ = P ′Q′ = τPτ−1τQτ−1 =
= τPQτ−1 = τeτ−1.
2
Proposizione 4.2.4 Ogni permutazione σ di Sn si può scrivere in al più
un modo nella forma pq.
Dimostrazione. Supponiamo che si possa scrivere σ = pq = p1q1 .
Allora, dall’uguaglianza pq = p1q1 , moltiplicando ambo i membri a sinistra
per p−11 e a destra per q
−1, segue p−11 p = q
−1
1 q. Il prodotto di due permuta-
zioni orizzontali e verticali è rispettivamente una permutazione orizzontale e
verticale, quindi l’ultima espressione è un’uguaglianza tra una permutazione
orizzontale ed una permutazione verticale. Ma l’unica permutazione che è
contemporaneamente orizzontale e verticale è l’unità di Sn , ovvero l’iden-
tità. Dunque, denotando quest’ultima con 1, si ha p−11 p = q
−1
1 q = 1 da cui
p1 = p, q1 = q.
2
Quest’ultima proposizione implica che, per ogni tableau T , vale
e = PQ = (
∑
p∈P
p)(
∑
q∈Q
εqq) =
∑
p∈P,q∈Q
εq pq =
∑
pq
εq pq
con gli addendi pq della somma tutti distinti tra loro. Quindi e è dato
dalla somma (con opportuno segno) di tutte le permutazioni che si possono
scrivere nella forma pq. Ma non tutte le permutazioni di Sn si possono
scrivere in questa forma. Infatti, se per esempio consideriamo n = 3 e un
arbitrario tableau di Young relativo alla partizione 2 + 1, allora il gruppo
delle permutazioni orizzontali ed il gruppo delle permutazioni verticali sono
entrambi formati dall’identità e da una trasposizione: segue che l’insieme dei
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prodotti pq ha quattro elementi, dunque ci sono due permutazioni di S3 che
non si possono scrivere nel modo suddetto.
Osservazione 4.2.1 Una permutazione della forma pq agisce su un tableau
T con una permutazione orizzontale seguita da una permutazione verticale.
Infatti possiamo scrivere pq = (pqp−1)p: quindi far agire pq al tableau T
equivale a far agire su di esso prima la permutazione orizzontale p e poi la
permutazione pqp−1, che sappiamo essere verticale in quanto lo è q.
Pertanto una permutazione della forma pq applicata ad un tableau T non
agisce su quest’ultimo con una permutazione verticale seguita da una per-
mutazione orizzontale come intuitivamente si potrebbe affermare, ma agisce
in modo contrario; d’altra parte se viene fatta agire su T prima una permu-
tazione verticale q e poi una permutazione orizzontale p, quest’ultima non
agisce su qT lasciando invariati gli elementi nelle sue righe.
Dall’osservazione scritta segue subito che:
Proposizione 4.2.5 Due numeri che si trovano in una stessa riga in un
tableau T non possono trovarsi in una stessa colonna nel tableau pqT .
Questa proprietà, inoltre, caratterizza le permutazioni della forma pq:
Proposizione 4.2.6 Se ogni coppia di numeri che è in una stessa riga
in un tableau T non si trova in una stessa colonna nel tableau σT , con σ
permutazione arbitraria, allora σ è del tipo pq per T .
Dimostrazione. L’ipotesi implica che nel tableau σT i numeri che
sono nella prima colonna si trovano in righe differenti nel tableau T : quindi
possiamo supporre che una permutazione orizzontale agisca su T portando
questi numeri nella prima colonna di σT . Lo stesso si ha per la seconda
colonna: i numeri in essa nel tableau σT si trovano in righe differenti nel
tableau T , quindi consideriamo la permutazione orizzontale che agisce su T
portando questi ultimi numeri nella seconda colonna di σT , e cos̀ı via per
tutte le colonne di σT . Una volta che, tramite la permutazione orizzontale
66 CAPITOLO 4. IL GRUPPO SIMMETRICO SN
prodotto di tutte le permutazioni orizzontali precedenti, i numeri si trovano
nelle colonne corrette di σT , ci sarà una certa permutazione verticale che
agisce in modo da disporre tutti i numeri nelle posizioni che occupano in σT .
2
Proposizione 4.2.7 Se una permutazione σ non è della forma pq, allora
esiste una trasposizione p e una trasposizione q tali che pσq = σ.
Dimostrazione. Per la proposizione precedente, l’ipotesi implica che
esistono due numeri che si trovano in una stessa riga di T e in una stessa
colonna di T ′ = σT . La trasposizione τ corrispondente ai due tableaux è una
permutazione orizzontale per T e una permutazione verticale per T ′, dunque
appartiene a P e a Q′. Per la Proposizione 4.2.3 si ha che τ è della forma
στ1σ
−1, con τ1 ∈ Q. Ciò in particolare significa che τ e τ1 sono coniugate e
quindi anche τ1 è una trasposizione. Da τ = στ1σ
−1, moltiplicando ambo i
membri a sinistra per σ−1 e a destra per σ otteniamo τ1 = σ
−1τσ. A questo
punto, per concludere la dimostrazione, basta prendere p = τ e q = σ−1τσ:
infatti pσq = τσσ−1τσ = ττσ = σ.
2
Riprendiamo l’ultima espressione scritta nella Proposizione 4.2.1: l’ele-
mento e relativo a un tableau T è tale che peq = εqe per ogni permutazione
p, q rispettivamente orizzontale e verticale. Naturalmente ciò vale anche per
tutti i multipli scalari λe di e, con λ ∈ K. Ma vale anche il viceversa, ovvero
che se un elemento arbitrario in K[Sn] ha questa proprietà, allora esso è un
multiplo scalare di e:
Lemma 4.2.1 (di Von Neumann) Sia T un tableau e siano p, q permu-
tazioni rispettivamente orizzontale e verticale per T . Se un elemento
a ∈ K[Sn] soddisfa la relazione
paq = εqa ∀ p, q
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allora esiste λ ∈ K tale che a = λe.
Dimostrazione. Innanzitutto scriviamo a =
∑
σ∈Sn λσσ. In questo
modo la relazione nell’enunciato diventa
∑
σ∈Sn
λσpσq = εq
∑
σ∈Sn
λσσ ∀ p, q
Sappiamo che pσ, per σ che varia in Sn , è Sn , e allo stesso modo pσq, per σ
che varia in Sn , è Sn . A questo punto basta far vedere che esiste λ ∈ K tale
che
λσ =
λεq se σ è della forma pq0 altrimenti
Un elemento σ = p̄q̄ compare nell’espressione scritta all’inizio, per p = p̄ e
per q = q̄, a sinistra per σ = 1 e a destra per σ = p̄q̄. Quindi λ1 = εq̄λσ;
allora possiamo prendere λ = λ1 .
Se invece una permutazione σ non è della forma pq allora, per la proposizione
precedente, esistono due trasposizioni p̄, q̄ tali che p̄σq̄ = σ. Dunque per ogni
elemento σ di questo genere, vedendo l’uguaglianza sopra per p = p̄ e per
q = q̄, si ha λσ = −λσ e quindi λσ = 0.
2
Ora definiamo un certo ordinamento tra i diagrammi di Young di Sn ,
considerando i numeri interi positivi che contraddistinguono le partizioni di
n.
Definizione 4.2.4 Siano m,m′ due partizioni di n, con interi positivi ri-
spettivamente (m1, ...,mr), (m
′
1, ...,m
′
r′). Diciamo che m > m
′ se la prima
differenza mi −m′i è positiva (per i = 1, ..., r).
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Esempio 4.2.4 Per n = 8, se consideriamo le partizioni m = (3, 3, 2)
e m′ = (3, 2, 2, 1), allora m > m′ in quanto la prima differenza positiva è
3− 2 = 1.
Proposizione 4.2.8 Se due tableaux T, T ′ sono relativi rispettivamente alle
partizioni m,m′ con m > m′, allora esistono due numeri che si trovano in
una stessa riga di T e in una stessa colonna di T ′.
Dimostrazione. Supponiamo che non esistano due numeri che si trova-
no in una stessa riga di T e in una stessa colonna di T ′. Quindi gli m1 numeri
che sono nella prima riga di T si trovano in colonne differenti di T ′. Questo
vuol dire che T ′ ha almeno m1 colonne, ossia la prima riga di T
′ ha almeno
m1 celle: cioè m
′
1 ≥ m1 . Ma per ipotesi m1 ≥ m′1 e quindi si ha m′1 = m1 .
Ora possiamo considerare una permutazione che agendo su T ′ porta gli m1
numeri posti in colonne diverse tutti nella prima riga. Quindi, eliminando
la prima riga da entrambi i tableaux e concentrandoci sulla seconda riga
di T , per l’assunzione iniziale gli m2 numeri che sono in essa si trovano in
colonne diverse del tableau rimanente di T ′, ottenendo in modo analogo a
prima che m′2 = m2 . Continuando questo procedimento per tutte le righe
di T arriviamo alla conclusione che m = m′, ma ciò è in contraddizione con
l’ipotesi.
2
Proposizione 4.2.9 Dati due tableaux T, T ′, se esistono due numeri che si
trovano in una stessa riga di T e in una stessa colonna di T ′, allora Q′P = 0
e di conseguenza e′e = 0.
Dimostrazione. La trasposizione τ dei due numeri scritti nell’ipotesi
è una permutazione orizzontale per T e una permutazione verticale per T ′,
avente segno −1. Allora, dalle uguaglianze della Proposizione 4.2.1, segue
Q′P = Q′(τP ) = (Q′τ)P = −Q′P da cui Q′P = 0.
2
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Si noti che in quest’ultima proposizione non è stata fatta alcuna assun-
zione sui diagrammi di Young relativi ai tableaux T e T ′. Nel caso in cui i
diagrammi siano diversi, comunque, la Proposizione 4.2.8 assicura che vale
ancora Q′P = 0, con m > m′.
Osservazione 4.2.2 I due tableaux T, T ′ della proposizione precedente sono
anche tali che PQ′ = 0.
Infatti, utilizzando ancora le uguaglianze della Proposizione 4.2.1, possiamo
scrivere PQ′ = (Pτ)Q′ = P (τQ′) = P (−Q′) = −PQ′ da cui PQ′ = 0.
4.3 Moduli semplici generati dai simmetriz-
zatori
Grazie a tutto quanto visto finora abbiamo i risultati necessari per poter
dimostrare il seguente teorema, che fornisce moduli semplici partendo dai
tableaux.
Per brevità, se a è un elemento di K[Sn], denoteremo l’ideale sinistro generato
da a con Sa.
Teorema 4.3.1 Sia T un tableau. Allora il corrispondente elemento
e = PQ è essenzialmente idempotente e l’ideale sinistro Se generato da e è
minimale; dunque Se è un K[Sn]-modulo semplice (e quindi un Sn-modulo
semplice) e la sua dimensione divide n!
Dimostrazione. Innanzitutto l’elemento e è essenzialmente idempo-
tente, infatti, utilizzando le relazioni della Proposizione 4.2.1, vediamo che
soddisfa la proprietà paq = εqa per ogni p, q:
pe2q = pPQPQq = εqPQPQ = εqe
2
Allora, per il Lemma di Von Neumann, esiste λ ∈ K tale che e2 = λe.
Mostreremo qui sotto che λ 6= 0, dunque l’elemento e∗ := e
λ
è idempotente.
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Inoltre si ha che anche un elemento della forma e∗ae∗, con a ∈ K[Sn], soddisfa
la proprietà sopra citata, poiché
p(e∗ae∗)q = εq
PQ
λ
a
PQ
λ
= εq(e
∗ae∗)
e quindi, di nuovo per il Lemma di Von Neumann, esiste λ∗ ∈ K tale che
e∗ae∗ = λ∗e. Perciò abbiamo che e∗ è idempotente e, per ogni a ∈ K[Sn],
e∗ae∗ è un multiplo di e; allora, per la Proposizione 2.3.4, segue che e∗ è
primitivo. L’ideale sinistro Se∗ generato da e∗ è quindi minimale per la
Proposizione 2.3.3, e ciò implica che sia minimale pure l’ideale sinistro Se
generato da e, essendo e multiplo scalare di un elemento primitivo.
Ora vediamo che effettivamente lo scalare λ è non nullo: vogliamo mostra-
re questo fatto determinando la traccia dell’applicazione lineare che associa
ad ogni elemento di K[Sn] la sua moltiplicazione a destra per l’elemento e.
Intanto osserviamo che l’ideale sinistro Se ha dimensione almeno 1, dal mo-
mento che e è non nullo. L’applicazione considerata è tale che l’immagine è
l’ideale sinistro Se e associa ad un elemento ae ∈ Se un suo stesso multiplo
con scalare λ infatti aee = ae2 = a(λe) = λae. Considerando come base gli
elementi di Sn e denotando con εσ le coordinate di e rispetto a questa base,
le coordinate ξσ del prodotto di un elemento a =
∑
σ∈Sn λσσ ∈ K[Sn] con e
sono, per l’espressione (?) del Capitolo 3:
ξσ =
∑
τ∈Sn
λτετ−1σ ∀σ ∈ Sn
e quindi la traccia dell’applicazione rispetto alla base {σ}σ∈Sn è
∑
σ∈Sn
εσ−1σ =
∑
σ∈Sn
ε1 = n! ε1 = n!
Ora vogliamo calcolare la traccia della stessa applicazione rispetto ad una
base i cui primi t vettori generano l’ideale sinistro Se: sappiamo che questa
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dovrà essere uguale a n! in quanto la traccia di un endomorfismo è indipen-
dente dalla base scelta. Abbiamo detto che l’immagine della moltiplicazione
a destra per e è Se, quindi ad un vettore arbitrario di coordinate (ξ1, ..., ξn!)
viene associato un vettore avente coordinate del tipo (ξ′1, ..., ξ
′
t, 0, ...0) dove
t è la dimensione di Se: segue che le ultime n! − t righe della matrice che
rappresenta l’applicazione rispetto alla nuova base sono nulle. D’altra parte
ad un vettore appartenente a Se viene associato λ volte se stesso; dunque
nel blocco superiore a sinistra vi è la matrice unità t× t moltiplicata per λ.
Allora la traccia di questa matrice è λt e dunque abbiamo λt = n! da cui
λ = n!
t
6= 0.
Infine riconsideriamo come base gli elementi di Sn : e, essendo la somma (con
opportuno segno) del prodotto di una permutazione orizzontale e di una per-
mutazione verticale, ha come coordinate non nulle ±1 e quindi e2 ha come
coordinate numeri interi. Ma vale e2 = λe, dunque λ è un numero intero, da
cui segue che t è un divisore di n!
2
Il prossimo teorema fornisce un criterio per stabilire l’equivalenza di due
moduli semplici dati da due tableaux a seconda dei due diagrammi di Young
a cui appartengono:
Teorema 4.3.2 Due elementi e, e′ sono generatori di due ideali sinistri
minimali equivalenti se e solo se i due tableaux T, T ′ corrispondenti sono
relativi a uno stesso diagramma di Young.
Dimostrazione.
⇐) Se i due tableaux T, T ′ sono relativi a uno stesso diagramma di Young,
allora esiste una permutazione σ ∈ Sn tale che T ′ = σT . Per la Propo-
sizione 4.2.3 si ha e′ = σeσ−1. A questo punto, grazie al Teorema 2.3.3,
basta mostrare che esiste almeno un elemento della forma eae′ non nullo, con
a ∈ K[Sn]. Ponendo a = σ−1 abbiamo
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eae′ = eσ−1σeσ−1 = eeσ−1 = e2σ−1 = λeσ−1
e l’ultimo termine è non nullo in quanto λe è non nullo e σ−1 è invertibile.
⇒) Facciamo vedere che se i due tableaux T, T ′ sono relativi a due dia-
grammi di Young differenti, allora i due ideali generati rispettivamente da
e, e′ non sono equivalenti. Per il Teorema 2.3.3 è sufficiente mostrare che per
ogni a ∈ K[Sn] vale eae′ = 0 o, in modo equivalente, e′ae = 0. Dato che
gli elementi di Sn formano una base di K[Sn] basta far vedere che e′σe = 0
per σ ∈ Sn . Per la Proposizione 4.2.9 si ha e′e = 0; in particolare questa
uguaglianza vale anche sostituendo il tableau T con il tableau σT e quindi
sostituendo l’elemento e con l’elemento σeσ−1. Quindi abbiamo e′σeσ−1 = 0
da cui segue subito e′σe = 0, moltiplicando ambo i membri a destra per σ.
2
Abbiamo dunque ottenuto il seguente risultato:
Teorema 4.3.3 A tableaux relativi ad uno stesso diagramma di Young cor-
rispondono moduli semplici isomorfi, mentre a tableaux relativi a diagrammi
di Young differenti corrispondono moduli semplici non isomorfi.
Nel corso del Capitolo 3 abbiamo visto che l’algebra gruppale di un gruppo
finito G si decompone in una somma diretta di ideali bilateri, i quali a loro
volta si decompongono in una somma diretta di ideali sinistri semplici, che
sono moduli semplici; questi ultimi sono isomorfi se appartengono ad uno
stesso ideale bilatero, e non sono isomorfi altrimenti. Ciò vale allora anche per
l’algebra di gruppo K[Sn]. In questo caso, grazie al teorema scritto appena
sopra, gli n! ideali sinistri minimali generati dagli elementi essenzialmente
idempotenti che corrispondono ai tableaux relativi a uno stesso diagramma
di Young appartengono a uno stesso ideale bilatero. E’ ovvio riconoscere che
essi non sono linearmente indipendenti: teniamo presente, dal Capitolo 2,
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che K[Sn] si decompone in una somma diretta di ideali bilateri e ogni ideale
bilatero è isomorfo a un’algebra completa di matrici t× t per un opportuno
intero positivo t; quindi, in generale, un ideale bilatero ha dimensione t2 e
d’altra parte, per la formula () delle dimensioni scritta alla fine del capitolo,
nel caso di K[Sn] abbiamo
r∑
i=1
t2i = n!
4.4 Tableaux standard
Definizione 4.4.1 Un tableau T relativo ad un dato diagramma di Young
si chiama standard se i numeri che occupano le sue celle sono in ordine
crescente scorrendo le righe da sinistra verso destra e scorrendo le colonne
dall’alto verso il basso.
Esempio 4.4.1 Per n = 8, un tableau standard relativo alla partizione
4 + 3 + 1 è
Si noti che in un tableau standard il numero 1 deve sempre occupare la
cella più in alto a sinistra.
Data una partizionem di n, ciascuna sua cella si trova in una determinata riga
e in una determinata colonna, perciò possiamo pensare al relativo diagramma
di Young di m come ad una sorta di matrice, dove le celle sono i suoi elementi.
Se una cella si trova nell’i-esima riga e nella j-esima colonna, diciamo che
essa è nel posto (i, j). Naturalmente, in un tableau, gli elementi della matrice
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sono i numeri all’interno delle celle.
Nel seguito, poiché ad una partizione m di n corrisponde immediatamente un
ben preciso diagramma di Young, useremo m per indicare indifferentemente
sia una partizione di n sia il suo relativo diagramma di Young.
Data una partizione m, definiamo tra i suoi relativi tableaux standard un
ordine, detto ”lessicografico”:
Definizione 4.4.2 Sia m una partizione di n e siano T, T ′ due tableaux
standard relativi a m diversi tra loro. Scorrendo nelle varie righe i numeri
in T e in T ′ situati nell’identica cella, diremo che T ≺ T ′ se nella prima
cella dove compaiono due numeri diversi in T e in T ′ vi è un numero in T
che è minore del rispettivo numero in T ′.
Esempio 4.4.2 Sia n = 8 e siano T, T ′ rispettivamente i due tableaux
standard
Allora T ≺ T ′ poiché la prima differenza è nella cella di posto (1, 3), dove
in T, T ′ vi è rispettivamente 4, 6 e 4 < 6.
Definizione 4.4.3 Sia m una partizione di n e sia c ∈ C(m) la sua cella
nel posto (i, j). Si chiama ”hook length” (lunghezza dell’uncino) di c, e si
denota con hc , la somma del numero di celle che si trovano a destra di c
(nella stessa riga) e del numero di celle che si trovano al di sotto di c (nella
stessa colonna), incrementata di 1.
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Esempio 4.4.3 Consideriamo al solito n = 8 e il diagramma di Young
relativo alla partizione 4 + 3 + 1. L’ hook length della cella c in (2, 1), ovvero
della prima cella nella seconda riga, è hc = 2 + 1 + 1 = 4, come illustrato qui
sotto.
In generale, se denotiamo con mi il numero di celle che si trovano nella
riga i e con m′j il numero di celle che si trovano nella colonna j, si vede
facilmente che vale
hc = mi − j +m′j − i+ 1
Definizione 4.4.4 Se m è una partizione di n, poniamo
hm :=
∏
c∈C(m)
hc
Il prossimo teorema ci consente di calcolare il numero di tableaux standard
relativi a una certa partizione di n. Seguirà un altro teorema, che fornisce i
coefficienti relativi all’essenziale idempotenza dei simmetrizzatori di Young;
di entrambi omettiamo la dimostrazione. Questi due teoremi, comunque, non
svolgeranno alcun ruolo rilevante nel seguito.
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Teorema 4.4.1 Sia m una partizione di n. Il numero di tableaux standard
relativi a m, denotato con Stm , è dato dalla seguente formula (”hook length
formula”):
Stm =
n!
hm
Esempio 4.4.4 Sia n = 8. Dalla formula appena scritta, per calcolare il
numero di tableaux standard relativi alla partizione 4 + 3 + 1 dobbiamo de-
terminare gli hook length relativi ad ogni cella del corrispondente diagramma
di Young. Per farlo è comodo riempire ogni cella di quest’ultimo inserendovi
il valore dell’ hook length della stessa: in questo modo otteniamo
Allora il numero di tableaux standard relativi alla partizione 4 + 3 + 1,
applicando la formula, è
St4+3+1 =
8!
6 · 4 · 4 · 3 · 2 · 1 · 1 · 1
= 70
D’ora in avanti indichiamo l’elemento e relativo a un tableau T con eT .
Teorema 4.4.2 Dato un tableau T relativo al diagramma di Young m,
l’elemento eT è tale che e
2
T = hmeT .
Da questo teorema segue subito che l’elemento eT
hm
è idempotente.
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4.5 Simmetrizzatori di Young a due indici
Definizione 4.5.1 Se T è un tableau relativo al diagramma di Young m,
poniamo
eTT :=
eT
hm
Se U è un tableau relativo allo stesso diagramma di Young a cui appartiene
il tableau T , indichiamo con SU,T la permutazione in Sn che trasforma il
tableau T nel tableau U .
E’ immediato riconoscere che se S ∈ Sn trasforma il tableau T nel tableau
U , allora S−1 trasforma il tableau U nel tableau T . Perciò S−1U,T = ST,U .
E’ altrettanto chiaro il fatto che se T, U, V sono tre tableaux relativi ad uno
stesso diagramma di Young, allora la composizione tra SV,U e SU,T trasforma
il tableau T nel tableau V . In simboli SV,U SU,T = SV,T .
Proposizione 4.5.1 Siano T, U, V tre tableaux relativi ad uno stesso dia-
gramma di Young. Allora vale
eTT ST,U = ST,V eV V SV,U = ST,U eUU
Dimostrazione. Sappiamo che se S è la permutazione in Sn che trasfor-
ma il tableau U nel tableau T , cioè tale che T = S U , allora eT = S eU S
−1,
da cui segue facilmente eTT = ST,U eUU SU,T . Moltiplicando a destra en-
trambi i membri per ST,U otteniamo eTT ST,U = ST,U eUU e cos̀ı abbiamo
mostrato l’uguaglianza tra il primo e il terzo membro dell’espressione scritta
nell’enunciato. Inoltre, utilizzando anche quanto trovato appena prima:
ST,U eUU = ST,U (SU,V SV,U) eUU (SU,V SV,U) =
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= (ST,U SU,V ) (SV,U eUU SU,V )SV,U = ST,V eV V SV,U
e con ciò abbiamo ottenuto l’uguaglianza tra il secondo e il terzo membro
dell’espressione scritta nell’enunciato.
2
Definizione 4.5.2 Le tre scritture equivalenti dell’ultima proposizione ven-
gono denotate con eTU .
Proposizione 4.5.2 Se T, U sono due tableaux relativi ad una stessa par-
tizione di n, allora eTU è non nullo.
Dimostrazione. Direttamente dall’ultima proposizione abbiamo
eTU = eTT ST,U = ST,U eUU . Quindi l’affermazione equivale al fatto che
eTT ST,U è non nullo. Questo è vero, in quanto eTT è non nullo e ST,U ,
essendo una permutazione, è invertibile: se per assurdo fosse eTT ST,U = 0
allora, moltiplicando entrambi i membri a destra per SU,T , avremmo eTT = 0
ma sappiamo che ciò non è vero.
2
In generale, se T è un tableau relativo ad una partizione m, indichiamo
con PT , pT rispettivamente il sottogruppo di Sn delle permutazioni orizzontali
relative a T e una qualsiasi permutazione orizzontale ad esso relativa; in ma-
niera analoga faremo per le permutazioni verticali relative a T , introducendo
le notazioni QT , qT .
Teorema 4.5.1 Siano T, U due tableaux relativi alla partizione m e siano
T ′, U ′ due tableaux relativi alla partizione m′. Valgono le seguenti afferma-
zioni:
(1) Se m 6= m′ allora eTU eT ′U ′ = 0.
(2) Se m = m′ allora eTU eT ′U ′ = λUT ′ eTU ′ con λUT ′ ∈ {0, 1,−1}.
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Dimostrazione. (1) Possiamo avere due casi: m′ > m oppure m > m′.
Se m′ > m allora
eTU eT ′U ′ = ST,U eUU eT ′T ′ ST ′,U ′ = 0
in quanto, per le Proposizioni 4.2.8 e 4.2.9, segue eUU eT ′T ′ = 0 dato che
esistono due numeri che si trovano in una stessa riga di T ′ e in una stessa
colonna di U .
Se invece m > m′, vediamo che anche in questo caso il prodotto eUU eT ′T ′ è
nullo. Precisamente si ha
eUU eT ′T ′ =
1
hm hm′
eU eT ′ =
1
hm hm′
PUQU PT ′QT ′ = •
In particolareQUPT ′ , chiaramente, è un elemento di K[Sn], quindi esisteranno
degli scalari λσ ∈ K tali che QUPT ′ =
∑
σ∈Sn λσ σ. Dunque possiamo scrivere
• = 1
hm hm′
∑
σ∈Sn
λσ PU σ QT ′ =
1
hm hm′
∑
σ∈Sn
λσ PU σ QT ′ (σ
−1σ) =
=
1
hm hm′
∑
σ∈Sn
λσ PU (σ QT ′ σ
−1)σ = ••
Per la Proposizione 4.2.3 l’elemento σQT ′σ
−1 (per σ ∈ Sn) è l’elemento Q
relativo al tableau σT ′, il quale ha la stessa forma di T ′. Ma allora abbiamo
•• = 1
hm hm′
∑
σ∈Sn
λσ PU QσT ′ σ
Per l’Osservazione 4.2.2 vale PUQσT ′ = 0 e quindi tutti gli addendi della
sommatoria sono nulli, da cui la tesi.
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(2) Abbiamo
eTU eT ′U ′ = ST,U eUU eT ′T ′ ST ′,U ′
Se esistono due numeri che si trovano in una stessa riga di T ′ e in una stessa
colonna di U , allora si ha eUU eT ′T ′ = 0 che implica eTU eT ′U ′ = 0.
Nel caso in cui non vi sia alcuna coppia siffatta di numeri, il tableau U sarà ot-
tenibile dal tableau T ′ tramite una certa permutazione in Sn : questa, per de-
finizione, è SU,T ′ . Per la Proposizione 4.2.3 sappiamo che eU = SU,T ′ eT ′ ST ′,U
e per la Proposizione 4.2.7 sappiamo che SU,T ′ è del tipo pq per T
′, cioè
SU,T ′ = pT ′qT ′ . Allora
eUU eT ′T ′ = SU,T ′ eT ′T ′ ST ′,U eT ′T ′ = SU,T ′
PT ′QT ′
hm′
ST ′,U
PT ′QT ′
hm′
=
=
1
h2m′
SU,T ′ PT ′ QT ′ q
−1
T ′ p
−1
T ′ PT ′ QT ′ =
1
h2m′
SU,T ′ PT ′ (QT ′ q
−1
T ′ ) (p
−1
T ′ PT ′)QT ′ =
=
1
h2m′
SU,T ′ PT ′ (εq−1
T ′
QT ′) (PT ′)QT ′ =
1
h2m′
εq−1
T ′
SU,T ′ (PT ′ QT ′) (PT ′ QT ′) =
= εq−1
T ′
SU,T ′
(PT ′ QT ′)
2
h2m′
= εq−1
T ′
SU,T ′ e
2
T ′T ′ = εq−1
T ′
SU,T ′ eT ′T ′
Quindi l’espressione scritta all’inizio, utilizzando tra l’altro la Proposizione
4.5.1, diventa
eTU eT ′U ′ = εq−1
T ′
(ST,U SU,T ′) eT ′T ′ ST ′,U ′ = εq−1
T ′
ST,T ′ eT ′T ′ ST ′,U ′ = εq−1
T ′
eTU ′
e il termine εq−1
T ′
può valere 1 o −1, a seconda del segno della permutazione
q−1T ′ .
2
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Data una partizione m di n, avremo (n!)2 scalari che vengono dalla re-
lazione scritta nell’affermazione (2) del teorema appena dimostrato: essi in
generale sono λTU ∈ K, con T, U tableaux relativi alla partizione m. Possia-
mo pensarli come elementi di una matrice n!× n! indicizzata dai tableaux.
Allo scopo di studiare queste matrici introduciamo un ordine tra le partizioni
di un intero positivo n, detto ”di dominanza”:
Definizione 4.5.3 Siano m = (m1, ...,mr), m
′ = (m′1, ...,m
′
r′) due parti-
zioni di n. Si dice che m domina m′, e si scrive mm′, se ciascuna somma
parziale di m è maggiore o uguale della rispettiva somma parziale di m′, cioè
k∑
i=1
mi ≥
k∑
i=1
m′i ∀ k = 1, ...,max{r, r′} .
Se r < r′, per gli indici i tali che r < i ≤ r′, si pone mi = 0. Analogamente,
se r′ < r, si pone m′i = 0 per gli indici i tali che r
′ < i ≤ r.
In questo caso si dice anche che m′ è dominata da m e si scrive m′ m.
Osservazione 4.5.1 L’ordine appena definito non è totale, ma parziale.
Infatti, consideriamo per esempio n = 6 e le partizioni m = (3, 1, 1, 1),
m′ = (2, 2, 2). Le prime somme parziali sono rispettivamente 3, 2 e forniscono
3 ≥ 2, mentre le terze somme parziali sono rispettivamente 5, 6 e forniscono
5 ≤ 6. Perciò le due partizioni m,m′ non sono confrontabili.
Proposizione 4.5.3 Siano T, T ′ due tableaux associati rispettivamente alle
partizioni m = (m1, ...,mr),m
′ = (m′1, ...,m
′
r′) dell’intero positivo n. Siano
P la somma delle permutazioni orizzontali di T e Q′ la somma con segno
delle permutazioni verticali di T ′. Se Q′P 6= 0 allora m′ m.
Dimostrazione. L’ipotesi Q′P 6= 0 implica che, sia nel caso in cui
m = m′ sia nel caso in cui m 6= m′, non ci sono due numeri che si trovano in
una stessa riga di T e in una stessa colonna di T ′, dalla Proposizione 4.2.9.
Perciò i numeri che sono nella prima riga di T saranno situati in colonne
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diverse di T ′: questo implica che il numero di celle nella prima riga di T ′ è
almeno uguale al numero di celle nella prima riga di T , cioè m′1 ≥ m1 . Adesso
ci concentriamo sulla prima e sulla seconda riga di T contemporaneamente:
i numeri che sono in ciascuna di queste due righe saranno situati in colonne
diverse nel tableau T ′, quindi, considerando ogni colonna di quest’ultimo
tableau, vi troveremo al più due numeri che si trovano sulla prima e sulla
seconda colonna di T ; da ciò segue che la somma del numero di celle nella
prima e nella seconda riga di T ′ deve essere almeno uguale alla somma del
numero di celle nella prima e nella seconda riga di T , per cui possiamo scrivere
m′1 +m
′
2 ≥ m1 +m2 . Continuando il procedimento appena illustrato si trova
che per ogni indice k = 3, ...,max{r, r′} vale m′1+...+m′k ≥ m1+...+mk e cos̀ı
abbiamo ottenuto le relazioni della Definizione 4.5.3 con m′ e m nell’ordine.
Quindi si ha m′ m.
2
Sia T un tableau standard relativo ad una partizione m di n. Per de-
finizione, i suoi numeri sono crescenti scorrendo le celle da sinistra verso
destra e dall’alto verso il basso: quindi, se prendiamo un insieme di nume-
ri da 1 a n̂, con 1 ≤ n̂ < n, essi risultano raggruppati sempre in alto a
sinistra nel tableau T e pertanto formano a loro volta un tableau, un ”sotto-
tableau” in T . Dunque ha senso associare al tableau standard T i tableaux
T (1), T (2), ..., T (n) ottenuti considerando progressivamente i numeri 1, 2, ..., n
che figurano in esso. Quindi in generale il tableau T (k), con 1 < k ≤ n,
si ottiene dal tableau T (k−1) aggiungendovi la cella occupata dal numero k
in T e inserendovi k stesso. Chiaramente T (n) = T . Tutti questi tableaux
risultano essere standard.
Definizione 4.5.4 Se m è una partizione di n, denotiamo l’insieme dei
tableaux standard relativi a m con Stabm .
Adesso ci restringiamo a considerare gli scalari λTU ∈ K tali che T, U
sono tableaux standard relativi ad una stessa partizione m, e chiamiamo Λm
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la matrice cos̀ı ottenuta. Cioè, in simboli, Λm = (λTU)T,U∈Stabm .
Per il Teorema 4.4.1 la matrice Λm ha dimensione t
′
m × t′m : in altri termini
Λm ∈Mt′m(K).
Per lo studio di queste matrici definiamo un ordine tra i tableaux standard
relativi ad una stessa partizione di n che si basa sull’ordine di dominanza
definito poco più indietro:
Definizione 4.5.5 Siano T, U due tableaux standard relativi ad una stessa
partizione m di n. Siano T (1), ..., T (n) e U (1), ..., U (n) le sequenze di tableaux
standard associate rispettivamente a T e U . Diciamo che TU se e solo se le
partizioni a cui appartengono i tableaux parziali di T dominano le rispettive
partizioni a cui appartengono i tableaux parziali di U : cioè, in simboli, se e
solo se mT (i) mU(i) per ogni i = 1, ..., n.
Proposizione 4.5.4 Siano T, U due tableaux in Stabm . Se λTU 6= 0 allora
T  U .
Dimostrazione. Abbiamo
λTU 6= 0 ⇒ λTU eT ′U ′ 6= 0 ∀ T ′, U ′ ∈ Stabm ⇒ eT ′T eUU ′ 6= 0 ⇒
⇒ ST ′,T eTT eUU SU,U ′ 6= 0 ⇒ eTT eUU 6= 0 ⇒ eT eU 6= 0
e l’ultima scrittura implica, dalla Proposizione 4.2.9, che non ci sono due
numeri in una stessa riga di U e in una stessa colonna di T . Ma allora,
restringendo questa condizione, non ci sono due numeri siffatti in ogni tableau
delle due sequenze associate: cioè non ci sono due numeri che si trovano in
una stessa riga di U (i) e in una stessa colonna di T (i) per ogni i = 1, ..., n.
Consideriamo un certo indice i fissato, 1 ≤ i ≤ n: i numeri nella prima riga
di U (i) sono dunque situati in colonne diverse di T (i) e quindi il numero di
celle nella prima riga di T (i) è almeno uguale al numero di celle nella prima
riga di U (i); indicando con a
(i)
1 e b
(i)
1 rispettivamente il numero di celle nella
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prima riga di T (i) e U (i) abbiamo pertanto a
(i)
1 ≥ b
(i)
1 . Adesso ci concentriamo
sulla prima e sulla seconda riga di U (i) contemporaneamente: in queste due
righe, prese singolarmente, ci sono numeri che saranno situati in colonne
diverse nel tableau T (i) e perciò la somma del numero di celle nella prima e
nella seconda riga di T (i) deve almeno uguagliare la somma del numero di
celle nella prima e nella seconda riga di U (i): quindi, indicando con a
(i)
2 e b
(i)
2
rispettivamente il numero di celle nella seconda riga di T (i) e U (i), avremo
a
(i)
1 +a
(i)
2 ≥ b
(i)
1 +b
(i)
2 . Ripetendo questo ragionamento considerando ogni volta
una riga in più di U (i), fino ad esaurire il numero di righe, troviamo le relazioni
della Definizione 4.5.3 relativamente alle partizioni a cui appartengono T (i)
e U (i) e allora mT (i)  mU(i) . Questo, essendo valido per ogni indice i in
{1, ..., n}, permette di concludere che T  U .
2
La proposizione che segue mette in relazione l’ordine di dominanza e l’or-
dine lessicografico tra due tableaux standard relativi ad una stessa partizione:
Proposizione 4.5.5 Siano T, U due tableaux appartenenti a Stabm . Se
T  U allora T  U .
Dimostrazione. Per ipotesi T  U , cioè vale mT (i) mU(i) per ogni
i = 1, ..., n: più precisamente, denotando con a
(i)
j e b
(i)
j rispettivamente il
numero di celle nella j-esima riga di T (i) e U (i), per ogni i = 1, ..., n si ha
a
(i)
1 ≥ b
(i)
1
a
(i)
1 + a
(i)
2 ≥ b
(i)
1 + b
(i)
2
...
a
(i)
1 + ...+ a
(i)
ki
≥ b(i)1 + ...+ b
(i)
ki
dove ki = max{rT (i) , rU(i)}, ovvero ki è il massimo fra il numero di righe di
T (i) e il numero di righe di U (i).
Soffermiamoci sulla prima relazione, cioè a
(i)
1 ≥ b
(i)
1 , per tutti gli indici i da 1
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a n: se k è il primo indice tale che a
(k)
1 > b
(k)
1 , con 1 ≤ k < n, allora abbiamo
a
(1)
1 = b
(1)
1 , ..., a
(k−1)
1 = b
(k−1)
1 e la prima riga di T
(k) ha una cella in più della
prima riga di U (k), dove vi è il numero k in T (k) mentre invece in U (k) lo
stesso numero è in una riga più in basso. Prima di questa cella, sia essa c, i
due tableaux T (k) e U (k) coincidono, e la prima differenza fra i tableaux finali
T e U sarà dunque in c, dove in U vi sarà un numero maggiore di k. Allora,
secondo l’ordine lessicografico, si ha T ≺ U .
Altrimenti, se non esiste l’indice k definito come sopra, abbiamo a
(i)
1 = b
(i)
1
per ogni i = 1, ..., n e questo implica che la prima riga dei tableaux T e
U coincide. Allora in tal caso ci soffermiamo sulla seconda relazione, ossia
a
(i)
1 +a
(i)
2 ≥ b
(i)
1 + b
(i)
2 , per tutti gli indici i da 1 a n: se k è il primo indice tale
che a
(k)
1 + a
(k)
2 > b
(k)
1 + b
(k)
2 , con 1 ≤ k < n, allora la differenza di una cella
è sicuramente nella seconda riga di T (k) e di U (k), dove T (k) ha una cella in
più rispetto a U (k) (per come è definita la sequenza di tableaux associata):
il numero k è in quest’ultima cella in T (k), mentre in U (k) lo stesso numero
è in una riga successiva. Alla fine, considerando i tableaux T e U secondo
l’ordine lessicografico, la prima differenza sarà nella cella dove in T vi è il
numero k: allora T ≺ U , dal momento che nella stessa cella in U vi è un
numero maggiore di k.
Se anche le seconde relazioni sono tutte uguaglianze, cioè a
(i)
1 +a
(i)
2 = b
(i)
1 +b
(i)
2
per ogni i = 1, ..., n, allora ci soffermeremo sulle terze, dove ci sarà una prima
relazione stretta (che implicherà la differenza di una cella su due terze righe di
due tableaux ad un certo stesso indice delle due sequenze associate a T e U)
oppure esse saranno tutte uguaglianze; e cos̀ı via: con lo stesso ragionamento
svolto di sopra otteniamo che, in ogni caso, vale T  U .
2
A questo punto possiamo conoscere meglio la struttura della matrice Λm :
Proposizione 4.5.6 La matrice Λm = (λTU)T,U∈Stabm è triangolare supe-
riore, con gli elementi sulla diagonale principale tutti uguali a 1.
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Dimostrazione. Innanzitutto gli elementi sulla diagonale principale so-
no tutti uguali a 1 poiché λTT = 1 per ogni tableau T . Infatti, dalla relazione
dell’affermazione (2) del Teorema 4.5.1, in particolare vale eTT eTT = λTT eTT
cioè e2TT = λTT eTT ; ma e
2
TT = eTT dato che eTT è idempotente, quindi vale
eTT = λTT eTT e allora deve essere λTT = 1.
Siano ora T, U ∈ Stabm . Per la Proposizione 4.5.4 abbiamo che λTU 6= 0
implica T  U e per la proposizione precedente abbiamo che T  U implica
T  U ; unendo i due risultati si ha che λTU 6= 0 implica T  U .
Segue la tesi.
2
La conseguenza fondamentale di quest’ultima proposizione è che la matri-
ce Λm è invertibile per ogni partizione m di n, con inversa a elementi interi.
Utilizzando in generale la matrice inversa Λ−1 possiamo arrivare a determi-
nare esplicitamente un sistema di unità matriciali nell’algebra gruppale del
gruppo simmetrico K[Sn].
Data una partizione m di n, denotiamo la matrice inversa di Λm in questo
modo: Λ−1m = (µTU)T,U∈Stabm .
4.6 Unità matriciali
Definizione 4.6.1 Sia m una partizione di n e siano T, U ∈ Stabm .
Poniamo
e
(m)
TU :=
∑
X∈Stabm
eTX µUX
Teorema 4.6.1 Siano m,m′ due partizioni di n e siano T, U ∈ Stabm ,
T ′, U ′ ∈ Stabm′ . Allora vale
e
(m)
TU e
(m′)
T ′U ′ = δmm′ δUT ′ e
(m)
TU ′
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Dimostrazione. Se m = m′ si ha
e
(m)
TU e
(m)
T ′U ′ = (
∑
X∈Stabm
eTX µUX)(
∑
Y ∈Stabm
eT ′Y µU ′Y ) =
=
∑
X∈Stabm
∑
Y ∈Stabm
eTX eT ′Y µUX µU ′Y = •
Ora eTX eT ′Y = λXT ′ eTY = eTY λXT ′ , quindi
• =
∑
X∈Stabm
∑
Y ∈Stabm
eTY λXT ′ µUX µU ′Y =
=
∑
Y ∈Stabm
eTY
[ ∑
X∈Stabm
µUX λXT ′
]
µU ′Y = ••
Dal momento che Λm Λ
−1
m = It′m vale
∑
X∈Stabm µUX λXT ′ = δUT ′ , dunque
•• =
∑
Y ∈Stabm
eTY δUT ′ µU ′Y = δUT ′
∑
Y ∈Stabm
eTY µU ′Y = δUT ′ e
(m)
TU ′
e perciò e
(m)
TU e
(m)
T ′U ′ = δUT ′ e
(m)
TU ′ .
Se m 6= m′ nella scrittura sopra vi sarebbero prodotti eTX eT ′Y di elementi
relativi a tableaux appartenenti a due partizioni diverse: per l’affermazione
(1) del Teorema 4.5.1 questi prodotti sono tutti nulli, quindi e
(m)
TU e
(m′)
T ′U ′ = 0.
2
Dall’Osservazione 1.1.1 segue che gli elementi e
(m)
TU , al variare di m ∈ Pn
e di T, U ∈ Stabm , sono linearmente indipendenti.
Quindi, se indichiamo con Pn l’insieme delle partizioni del numero n, ricor-
dando che la dimensione di K[Sn] è n! vale
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∑
m∈Pn
t
′ 2
m ≤ n! ~
Ma vale anche la disuguaglianza opposta, ovvero
∑
m∈Pn
t
′ 2
m ≥ n! ~~
Otterremo questa disuguaglianza come conseguenza di una forma debole della
corrispondenza di Robinson-Schensted, che verrà presentata nel prossimo
paragrafo.
Pertanto unendo le relazioni ~ e ~~ otteniamo
∑
m∈Pn
t
′ 2
m = n!
da cui segue che {e(m)TU }, al variare di m ∈ Pn e di T, U ∈ Stabm , è una base
di K[Sn] che soddisfa la relazione scritta nell’enunciato dell’ultimo teorema
visto; dunque {e(m)TU }, per m che varia nell’insieme di partizioni di n e per
T, U che variano nell’insieme di tableaux standard relativi a m, forma un
sistema di unità matriciali nell’algebra gruppale del gruppo simmetrico Sn .
4.7 La corrispondenza di Robinson-Schensted
La corrispondenza di Robinson-Schensted, mediante un algoritmo, associa
ad ogni permutazione di Sn una coppia ordinata di tableaux standard con
n celle aventi una stessa forma. L’algoritmo, a partire da una permutazione
σ, consiste nel costruire una successione (T (k), U (k)) di coppie ordinate di
tableaux standard, con k tale che 1 ≤ k ≤ n, in modo che (T (n), U (n)) =
= (T, U). Vediamo qui di seguito la descrizione di esso.
Supponiamo di avere una certa permutazione σ in Sn . Prima di tutto è
conveniente scriverla nella forma
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σ =

1 2 · · · n
x1 x2 · · · xn

Consideriamo x1 e poniamo T
(1) : x1 ; U
(1) : 1. Supponendo di aver ottenuto
i tableaux standard T (k−1) e U (k−1) aventi la stessa forma (con 2 ≤ k ≤ n),
costruiamo i tableaux T (k) e U (k). Prima costruiamo T (k), attraverso i se-
guenti tre passi:
1) Sia R la prima riga di T (k−1).
2) Fintanto che xk è minore di qualche elemento nella riga R:
2a) Sostituire il più piccolo numero y maggiore di xk in R con xk .
2b) Porre xk := y; R := riga sottostante.
3) A questo punto xk risulta maggiore di ogni elemento di R, quindi aggiun-
gere xk alla fine della riga R.
Il tableau U (k), invece, è costruito tramite il tableau U (k−1) semplicemen-
te aggiungendo a quest’ultimo il numero k in corrispondenza del posto in
cui è stato aggiunto xk al tableau T
(k−1) dopo aver svolto i tre passi appena
illustrati.
E’ chiaro che il tableau T (k) è standard (con k tale che 2 ≤ k ≤ n), per
come è stato definito l’algoritmo per costruirlo. D’altra parte è altrettanto
evidente il fatto che il tableau U (k) ha la stessa forma del tableau T (k), per
ogni k = 1, ..., n; inoltre anche il tableau U (k) risulta essere standard.
Si nota che la corrispondenza
Sn −→
⋃
m∈Pn
(Stabm × Stabm)
σ 7−→ (T, U)
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è iniettiva: infatti, avendo ottenuto grazie all’algoritmo la coppia ordinata di
tableaux standard (T, U), da quest’ultima è possibile ricavare la controimma-
gine, che risulta essere proprio la permutazione σ di partenza. Per ottenere
questa associazione basta invertire l’algoritmo precedente. Innanzitutto po-
niamo (T (n), U (n)) := (T, U); poi, supponendo di aver ottenuto i tableaux
T (k) e U (k), determiniamo xk e i tableaux T
(k−1), U (k−1) come segue (per k
tale che 2 ≤ k ≤ n). Consideriamo la posizione del numero k nel tableau
U (k): sia (i, j). Nel tableau T (k) questa stessa posizione, per costruzione,
sarà occupata dall’elemento che è stato aggiunto per ultimo: lo denotiamo
con Ti,j . Ora l’obiettivo è eliminare Ti,j dal tableau T
(k); per farlo svol-
giamo i seguenti tre passi, dove, per convenienza, assumiamo l’esistenza di
una riga 0-esima al di sopra della prima riga di T (k) (che ovviamente è vuota).
1) Porre x := Ti,j e rimuovere Ti,j dal tableau T
(k). Porre R := (i−1)-esima
riga di T (k).
2) Fintanto che R non è la 0-esima riga di T (k):
2a) Sostituire il più grande numero y minore di x in R con x.
2b) Porre x := y; R := riga appena sopra.
3) A questo punto x è stato rimosso dalla prima riga di T (k), quindi porre
xk := x.
Si vede facilmente che il tableau T (k−1) è il tableau T (k) dopo aver eseguito
su quest’ultimo l’algoritmo appena descritto e che il tableau U (k−1) è il ta-
bleau U (k) avendo rimosso in quest’ultimo il numero k. Continuando questo
procedimento fino ad esaurire la successione di tableaux standard in senso
contrario, otteniamo proprio gli elementi x1, ..., xn relativi alla permutazione
σ in ordine inverso.
L’iniettività della corrispondenza mostra la validità di ~~.
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Esempio 4.7.1 Sia n = 6 e sia data la permutazione
σ =

1 2 3 4 5 6
5 1 3 4 2 6

Eseguendo i passi del primo algoritmo illustrato si ottiene che la successione
di tableaux standard
(T (1), U (1)), (T (2), U (2)), (T (3), U (3)), (T (4), U (4)), (T (5), U (5)), (T (6), U (6))
è, nell’ordine, la seguente:
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Dunque abbiamo l’associazione

1 2 3 4 5 6
5 1 3 4 2 6
 7−→

1 2 4 6 1 3 4 6
3 , 2
5 5

Infine si può verificare che, svolgendo i passi del secondo algoritmo scritto,
troviamo esattamente l’associazione inversa.
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