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Abstract
In this paper, for an odd prime p, the differential spectrum of the power
function x
pk+1
2 in Fpn is calculated. For an odd prime p such that p ≡
3 mod 4 and odd n with k|n, the differential spectrum of the power function
x
pn+1
pk+1
+ p
n
−1
2 in Fpn is also derived. From their differential spectrums, the
differential uniformities of these two power functions are determined. We
also find some new power functions having low differential uniformity.
Keywords: Almost perfect nonlinear, Differential cryptanalysis,
Differential uniformity, Differential spectrum, Perfect nonlinear, Power
function
1. Introduction
Let p be a prime number and Fpn the finite field with p
n elements. Let
f(x) be a mapping from Fpn to Fpn . Let N(a, b) denote the number of
solutions x ∈ Fpn of f(x + a)− f(x) = b, where a ∈ F
∗
pn and b ∈ Fpn. Then
the differential uniformity ∆f is defined as
∆f = max
a∈F∗
pn
,b∈Fpn
N(a, b).
Nyberg [2] defined a mapping to be differential k-uniform if ∆f = k. This
differential uniformity is of interest in cryptography because differential and
linear cryptanalysis exploit the weakness in the uniformity of the substitu-
tion functions which are used in data encryption standard (DES), advanced
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encryption standard (AES), and many other block cipher systems. For ap-
plications in cryptography, one would prefer functions having ∆f as small as
possible. Hence the functions with low ∆f have been searched extensively
[6]–[14]. Especially for an odd prime p, there exist functions with ∆f = 1,
which are said to be perfect nonlinear (PN). The functions with ∆f = 2 are
said to be almost perfect nonlinear (APN). Some more functions having low
differential uniformity are studied in [8] and [16].
Let f(x) be the power function given as f(x) = xd. For any a ∈ F∗pn and
b ∈ Fpn, the differential equation f(x+ a)− f(x) = b can be rewritten as
ad
((x
a
+ 1
)d
−
(x
a
)d)
= b,
which means that
N(a, b) = N(1,
b
ad
).
Hence, in dealing with power functions, we can only consider N(1, b) instead
of N(a, b).
The differential spectrum of the function f(x) with ∆f = k is defined as
(ω0, ω1, . . . , ωk), where ωi denotes the number of b ∈ Fpn such that N(1, b) =
i. In [3], the differential spectrum of substitution functions is introduced and
its relation to differential attacks on block ciphers is discussed. In [5], the
relationship between the differential spectrum of x2
t−1 and x2
n−t+1−1 in F2n
is derived and the differential spectrum of x2
t−1 for t ∈ {3, ⌊n/2⌋, ⌈n/2⌉ +
1, n− 2} is also calculated. Still, there have been not so many researches on
the differential spectrum of certain functions.
In [6], for an odd prime p, the power function x
pk+1
2 in Fpn was first ana-
lyzed with respect to differential uniformity. It was shown that its differential
uniformity is upper bounded as ∆f ≤ gcd((p
k − 1)/2, p2n− 1). Nevertheless,
the upper bound is not tight in some cases of p, n, and k, which motivates
us to derive the exact value of ∆f for x
(pk+1)/2 in this paper.
In this paper, for an odd prime p, the differential spectrum of x
pk+1
2 in
Fpn is derived. For an odd prime p such that p ≡ 3 mod 4, odd n, and k|n,
the differential spectrum of x
pn+1
pk+1
+ p
n
−1
2 in Fpn is also derived. Based on the
results, some new functions with low differential uniformity ∆f are found.
This paper is organized as follows. In Section 2, some preliminaries and
notations are stated. In Section 3, the differential spectrum of x
pk+1
2 in Fpn
2
is proved. In Section 4, the differential spectrum of x
pn+1
pk+1
+ p
n
−1
2 in Fpn is
calculated. The conclusion is given in Section 5.
2. Preliminaries and Notations
Let p be an odd prime, α be a primitive element of the finite field Fpn ,
and pn = sl + 1. Then the cyclotomic classes Ci, 0 ≤ i ≤ s− 1, in Fpn are
defined as
Ci = {α
st+i| t = 0, 1, . . . , l − 1}, 0 ≤ i ≤ s− 1.
Note that Ci’s are pairwise disjoint and their union is the multiplicative group
of Fpn denoted by F
∗
pn = Fpn \ {0}. Then the cyclotomic number (i, j)s is
defined as the number of solutions (xi, xj) ∈ Ci × Cj for xi + 1 = xj .
Lemma 1 (Lemma 6 [17]). When s = 2, the cyclotomic numbers (i, j)2 ≡
(i, j) are given as:
1) pn ≡ 1 mod 4;
(0, 0) =
pn − 5
4
; (0, 1) = (1, 0) = (1, 1) =
pn − 1
4
.
2) pn ≡ 3 mod 4;
(0, 0) = (1, 0) = (1, 1) =
pn − 3
4
; (0, 1) =
pn + 1
4
.

For s = 2, let Eij , 0 ≤ i, j ≤ 1, be the set defined as
Eij = {x ∈ F
∗
pn |x ∈ Ci and x+ 1 ∈ Cj}. (1)
Then (i, j) = |Eij|.
In the following lemma, we are going to express each x ∈ Eij in terms of
the primitive element of Fpn or Fp2n. Let [a, b] denote the set of consecutive
integers between a and b including a and b, that is, [a, b] = {a, a+ 1, . . . , b}.
Lemma 2. Any element x in E00 can be represented as
x =
(αt − α−t
2
)2
(2)
3
where t varies over T1 = [1, (p
n − 3)/4] for pn ≡ 3 mod 4 and over T2 =
[1, (pn− 5)/4] for pn ≡ 1 mod 4. Any element x in E11 can be represented as
x = γ
(αt − γ−1α−t
2
)2
(3)
where γ = −1 and t varies over T1 for p
n ≡ 3 mod 4 and γ = −α and t varies
over T2 ∪ {0} for p
n ≡ 1 mod 4. Any element x in E10 can be represented as
x =
(δ2t − δ−2t
2
)2
(4)
where δ = β(p
n−1)/2 and β is a primitive element in Fp2n and t varies over T1
for pn ≡ 3 mod 4 and over T2∪{(p
n−1)/4} = [1, (pn−1)/4] for pn ≡ 1 mod 4.
Finally, any element x in E01 can be represented as
x =
(δ2t+1 − δ−(2t+1)
2
)2
(5)
where t varies over T1 ∪ {0} = [0, (p
n − 3)/4] for pn ≡ 3 mod 4 and over
T2 ∪ {0} = [0, (p
n − 5)/4] for pn ≡ 1 mod 4.
Proof. For x ∈ E00, we can set x+ 1 = u
2 and x = v2 for some u, v ∈ F∗pn .
Then we have u2 − v2 = (u + v)(u − v) = 1. Let u + v = αt. Then we
have u = (αt + α−t)/2 and v = (αt − α−t)/2. Hence x in E00 is represented
as x = (αt − α−t)2/4. Then we have to determine the range over which t
varies. From Lemma 1, we know that |E00| = (p
n − 3)/4 for pn ≡ 3 mod 4
and (pn−5)/4 for pn ≡ 1 mod 4. It is easy to check that {αt, α−t,−αt,−α−t}
induce the same x in (2). Note that t = 0 makes x = 0 and t = (pn − 1)/4
makes x = 0 when pn ≡ 1 mod 4. Hence t varies over 1 ≤ t ≤ (pn − 3)/4 for
pn ≡ 3 mod 4 and 1 ≤ t ≤ (pn − 5)/4 for pn ≡ 1 mod 4.
For x ∈ E11, we can set x+1 = γu
2 and x = γv2 for some u, v ∈ F∗pn, where
γ is a nonsquare in F∗pn. Then we have u
2 − v2 = (u+ v)(u− v) = γ−1. Let
u+ v = αt. Then we have u− v = γ−1α−t and thus u = (αt+ γ−1α−t)/2 and
v = (αt−γ−1α−t)/2. Hence x ∈ E11 is represented as x = γ(α
t−γ−1α−t)2/4.
Now, we have to determine the range over which t varies. From Lemma
1, we know that |E11| = (p
n − 3)/4 for pn ≡ 3 mod 4 and (pn − 1)/4 for
pn ≡ 1 mod 4. It is easy to check that {αt,−αt, γ−1α−t,−γ−1α−t} induce
the same x in (3). Clearly, for the case of pn ≡ 3 mod 4, if we set γ = −1,
then each t in T1 makes distinct x in E11. For the case of p
n ≡ 1 mod 4, each
t in T2 makes distinct x in E11 for γ = −α similarly.
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For x ∈ E10 or E01, the proof becomes a little more tricky. For x ∈ E10, we
can set x+ 1 = u2 and x = γv2 for some u, v ∈ Fpn, where γ is a nonsquare
in F∗pn. Then we have u
2 − γv2 = 1, which can be factorized in Fp2n as
u2− γv2 = (u+ λv)(u−λv) = (u+ λv)(u+ λp
n
v) = (u+ λv)p
n+1 = 1, where
λ and −λ = λp
n
are the two solutions in Fp2n of X
2 = γ [1]. Since u + λv
is the (pn + 1)-st root of unity in Fp2n, we can set u + λv = β
(pn−1)t = δ2t,
where δ = β(p
n−1)/2 and β is a primitive element of Fp2n. Since u + λv =
δ2t and u − λv = δ−2t, we have x = (δ2t − δ−2t)2/4. Then we have to
determine the range over which t varies. From Lemma 1, we know that
|E10| = (p
n − 3)/4 for pn ≡ 3 mod 4 and (pn − 1)/4 for pn ≡ 1 mod 4. Note
that {δ2t, δ−2t,−δ2t,−δ−2t} induce the same x in (4). The values t = 0 and
t = (pn + 1)/2 which make x = 0 and t = (pn + 1)/4 which makes x = −1
should be excluded. Then each t ∈ T1 gives distinct x for p
n ≡ 3 mod 4 and
so does t ∈ T2 ∪ {(p
n − 1)/4} for pn ≡ 1 mod 4. We can prove the case for
x ∈ E01 similarly. 
3. The Differential Spectrum of x
pk+1
2 in Fpn
In [6], for an odd prime p, the upper bound on differential uniformity ∆f
of the power function f(x) = x
pk+1
2 in Fpn is derived. The result is stated as
in the following theorem.
Theorem 1 (Theorem 11 [6]). Let f(x) = xd be the function defined on
Fpn, where p is an odd prime and d = (p
k + 1)/2. Then we have
∆f ≤ gcd
(pk − 1
2
, p2n − 1
)
.

However, in some cases of p, n, and k, the upper bound is not tight, which
motivates us to derive the differential spectrum and the differential unifor-
mity ∆f . The following lemmas are needed for the proof of the subsequent
lemmas and theorem.
Lemma 3. Define the set A = [1, N ] for a positive integer N . Assume that
N ≡ r mod v for a nonzero integer v and q is a quotient so that N = qv+ r.
Let nµ denote the number of elements a ∈ A such that a mod v is either +µ
or −µ for an integer 0 ≤ µ ≤ v/2. Then nµ is computed as:
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1) When µ = 0 or v/2 for even v;
nµ =
{
q + 1, for µ = v
2
≤ r with even v
q, for µ = 0 or µ = v
2
> r with even v.
2) When 0 < µ < v/2;
nµ =


2(q + 1), for v − r ≤ µ ≤ r
2q + 1, for µ ≥ max(v − r, r + 1) or µ ≤ min(r, v − r − 1)
2q, for r < µ < v − r.

We will omit the proof because it is nothing more than a simple counting.
Lemma 4. Let p be an odd prime and l = gcd(a, b). Let a′ = a/l and
b′ = b/l. Then
gcd(pa + 1, pb − 1) =
{
pl + 1, for odd a′ and even b′
2, otherwise.
Proof. Let m = gcd(pa + 1, pb − 1). Now, pl ≡ ±1 mod m will be proved.
By Be´zout’s identity, l can be expressed as l = ax + by, where x and y are
some integers. Then we have
pl ≡ pax+by ≡ (pa)x(pb)y ≡ (−1)x(1)y ≡ ±1 mod m, (6)
which means that m|pl + 1 or m|pl − 1. Now, m will be determined in the
following three cases:
Case 1) 2l|a;
From (6), we have m|p2l − 1. Since m|p2l − 1 and a′ is even, we have
m|pa − 1. Since m|pa + 1, we have m|((pa + 1) − (pa − 1)), i.e., m|2. Since
m ≥ 2, we have m = 2.
Case 2) For odd a′ and even b′;
Since a′ is odd and b′ is even, we have pl + 1|pa + 1 and pl + 1|pb − 1.
Hence we have pl + 1|m. From pl + 1|m and (6), we have m = pl + 1.
Case 3) For odd a′ and odd b′;
Assume that m|pl + 1. Since m|pl + 1 and b′ is odd, we have m|pb + 1.
Since m|pb − 1, we have m = 2. Now, assume that m|pl − 1. Since m|pa − 1
and m|pa + 1, we have m = 2. 
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Let Df (x) = f(x+ 1)− f(x) and Iij be the image of Eij under Df , that
is,
Iij = {Df(x)|x ∈ Eij}
where i, j ∈ {0, 1}. Also, define the set Uij(b), b ∈ Iij, as the set of elements
x ∈ Eij such that Df(x) = b. Let θ : t 7→ x be the bijective mapping from
t to x given in Lemma 2. In the following Lemmas 5–7, the cardinalities
of each Iij and Uij(b)’s, b ∈ Iij , will be determined. Let e = gcd(n, k) and
g = gcd(2n, k) in the remainder of this section.
Lemma 5. For I00 and Df |E00, we have
1) For an odd n/e;
|I00| = (p
n + pe − 2)/(2(pe − 1))
|U00(b)| =


pe−3
4
, for b = 1 and pn ≡ 3 mod 4
pe−5
4
, for b = 1 and pn ≡ 1 mod 4
pe−1
2
, for b( 6= 1) ∈ I00.
2) For an even n/e;
|I00| = (p
n + 2pe − 3)/(2(pe − 1))
|U00(b)| =


pe−3
4
, for b = ±1 and pe ≡ 3 mod 4
pe−5
4
, for b = 1 and pe ≡ 1 mod 4
pe−1
4
, for b = −1 and pe ≡ 1 mod 4
pe−1
2
, for b( 6= ±1) ∈ I00.
Proof. From Lemma 2, Df(x)|E00 is represented in terms of t as
Df(x)|E00 =
α(p
k−1)t + α−(p
k−1)t
2
,M
(
α(p
k−1)t
)
(7)
where x = (αt − α−t)2/4 and t varies over T1 for p
n ≡ 3 mod 4 and T2 for
pn ≡ 1 mod 4. Assume that there exist x1 and x2( 6= x1) in E00 such that
Df(x1) = Df(x2). Let t1 = θ
−1(x1) and t2 = θ
−1(x2). From (7), it is
straightforward that t1 and t2 satisfy either
t1 + t2 ≡ 0 mod
pn − 1
pe − 1
(8)
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or
t1 ≡ t2 mod
pn − 1
pe − 1
. (9)
Define the set
Sµ =
{
{t ≡ ±µ mod v | t ∈ T1}, for p
n ≡ 3 mod 4
{t ≡ ±µ mod v | t ∈ T2}, for p
n ≡ 1 mod 4
(10)
where v = (pn − 1)/(pe − 1) and 0 ≤ µ ≤ ⌊v/2⌋. Then, from (8) and (9), all
the elements in Sµ give a single value M(α
(pk−1)t) in I00 and the elements in
each Sµ give distinct values in I00.
Therefore, |I00| is equal to the number of distinct sets Sµ’s. Since 0 ≤
µ ≤ ⌊v/2⌋, |I00| is equal to (v + 1)/2 for odd v and v/2 + 1 for even v. Note
that v is even when n/e is even and odd when n/e is odd.
Clearly, Sµ corresponds to U00(M(α
(pk−1)t)). Thus, obtaining |U00(b)| for
b ∈ I00 is finding out the cardinality of corresponding Sµ, which can be done
easily by applying Lemma 3.
Now, in the case when pn ≡ 3 mod 4, we have
Sµ = {t ≡ ±µ mod v | t ∈ T1}.
Since p
n−3
4
= p
e−3
4
v + v−1
2
, from Lemma 3, we have
|Sµ| =
{
pe−1
2
, for 0 < µ < v
2
pe−3
4
, for µ = 0.
Since n/e is odd, i.e., v is odd, in this case, we don’t need to consider Sv/2.
Note that S0 corresponds to U00(1).
Similarly, in the case when pn ≡ 1 mod 4, we have
Sµ = {t ≡ ±µ mod v | t ∈ T2}.
Clearly, pe can be congruent to 3 or 1 modulo 4 in this case. Since p
n−5
4
=
pe−3
4
v + (v
2
− 1) for pe ≡ 3 mod 4, from Lemma 3, we have
|Sµ| =
{
pe−1
2
, for 0 < µ < v
2
pe−3
4
, for µ = 0 or v
2
.
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Note that n/e is even, i.e., v is even, in this case, Sv/2 should be considered.
Note that S0 corresponds to U00(1) and Sv/2 corresponds to U00(−1). Since
pn−5
4
= p
e−5
4
v + (v − 1) for pe ≡ 1 mod 4, from Lemma 3, we have
|Sµ| =


pe−1
2
, for 0 < µ < v
2
pe−5
4
, for µ = 0
pe−1
4
, for µ = v
2
and even n
e
.
Here, Sv/2 should be considered only when n/e is even. Note that S0 corre-
sponds to U00(1) and Sv/2 corresponds to U00(−1). 
Lemma 6. For I11 and Df |E11, we have
1) For an odd n/e;
|I11| = (p
n + pe − 2)/(2(pe − 1))
|U11(b)| =


pe−3
4
, for b = 1, pn ≡ 3 mod 4, even k/e
or b = −1, pn ≡ 3 mod 4, odd k/e
pe−1
4
, for b = 1, pn ≡ 1 mod 4, even k/e
or b = −1, pn ≡ 1 mod 4, odd k/e
pe−1
2
, for remaining b ∈ I11.
2) For an even n/e;
|I11| = (p
n − 1)/(2(pe − 1))
|U11(b)| = (p
e − 1)/2 for any b ∈ I11.
Proof.
Case 1) For pn ≡ 3 mod 4;
By selecting γ = −1 in (3), Df (x)|E11 is represented as
Df(x)|E11 =M
(
(−1)
pk−1
2 α(p
k−1)t
)
= (−1)
pk−1
2 M
(
α(p
k−1)t
)
(11)
where t ∈ T1 and x = −(α
t + α−t)2/4.
Since
(−1)
pk−1
2 =
{
1, if pk ≡ 1 mod 4
−1, if pk ≡ 3 mod 4
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and t varies over T1, we have I00 = I11 for p
k ≡ 1 mod 4 and I00 = −I11 for
pk ≡ 3 mod 4. Therefore, |I11| and |U11(b)| are equal to |I00| and |U00(b)| in
Lemma 5, respectively. Note that n/e is odd in this case.
Case 2) For pn ≡ 1 mod 4;
In this case, we select γ = −α. Then Df(x)|E11 is represented as
Df(x)|E11 =M
(
(−α)
pk−1
2 α(p
k−1)t
)
(12)
where t ∈ T2 ∪ {0} and x = −α(α
t + α−(t+1))2/4.
Assume that Df(x1) = Df(x2) for two distinct elements x1 and x2 in E11.
Let t1 = θ
−1(x1) and t2 = θ
−1(x2). Then, from (12), t1 and t2 should satisfy
t1 + t2 + 1 ≡ 0 mod v (13)
or
t1 ≡ t2 mod v (14)
where v = (pn − 1)/(pe − 1).
Note that T2 ∪ {0} ∼= Z pn−1
4
. Let Ri, 0 ≤ i ≤ v − 1, be the equivalent
class congruent to i modulo v in Z pn−1
4
.
From (13) and (14), we know that all the elements t in Ri ∪ Rv−i−1
map to a single value in I11. Thus, obtaining |U11(b)| is just finding out
the corresponding |Ri ∪ Rv−i−1|. When v is odd, i.e., n/e is odd, and i =
(v − 1)/2, Ri coincides with Rv−i−1. In this case, we can easily check that
any t in R(v−1)/2 maps to 1 for even k/e and −1 for odd k/e. Otherwise,
|U11(b)| = (p
e − 1)/2, since |Ri| = (p
e − 1)/4. 
Lemma 7. For I10, I01, Df |E10, and Df |E01, we have
1) For an odd k/e;
Df is bijective on both E10 and E01 so that |I10| = |E10| = (1, 0) and
|I01| = |E01| = (0, 1).
1 6∈ I10 and 1 6∈ I01.
2) For an even k/e;
|I10| = |I01| = (p
n + pe + 2)/(2(pe + 1))
10
|U10(b)| =


pe−1
4
, for b = 1, pn ≡ 1 mod 4
pe−3
4
, for b = 1, pn ≡ 3 mod 4
pe+1
2
, for b( 6= 1) ∈ I10
|U01(b)| =


pe−1
4
, for b = 1, pn ≡ 1 mod 4
pe+1
4
, for b = 1, pn ≡ 3 mod 4
pe+1
2
, for b( 6= 1) ∈ I01.
Proof.
Case 1) For I10 and Df |E10 ;
From Lemma 2, Df(x)|E10 can be written as
Df(x)|E10 =M
(
β(p
k−1)(pn−1)t
)
=M
(
δ2(p
k−1)t
)
(15)
where x = (δ2t − δ−2t)2/4 and t varies over [1, (pn − 3)/4] for pn ≡ 3 mod 4
and over [1, (pn − 1)/4] for pn ≡ 1 mod 4.
Let t = θ−1(x). Then from (15), θ(t1) and θ(t2) give the same value of
Df(x) if and only if
t1 ± t2 ≡ 0 mod L (16)
where L = (pn + 1)/ gcd(pk − 1, pn + 1). From Lemma 4, L = (pn + 1)/2 for
odd k/e and L = (pn + 1)/(pe + 1) for even k/e.
Now, consider the case when pn ≡ 3 mod 4 and odd k/e. Since T1 =
[1, (pn − 3)/4], no t1 and t2 in T1 satisfy (16) so that Df is bijective on E10.
Note that there exists no t ∈ T1 such that t mod L ≡ 0, that is, Df (x) 6= 1.
Hence we can conclude that |I10| = |E10| = (p
n − 3)/4 and 1 6∈ I10.
For the case when pn ≡ 3 mod 4 and even k/e, we can use Lemma 3 by
setting v = L = (pn+1)/(pe+1). In this case, q and r become q = (pe−3)/4
and r = v − 1. Note that v is odd in this case. From Lemma 3, it is derived
that |U10(b)| = (p
e +1)/2 for b( 6= 1) ∈ I10 and |U10(1)| = (p
e− 3)/4. For the
case when pn ≡ 1 mod 4, the proof can be done similarly.
Case 2) For I01 and Df |E01 ;
In this case, Df(x)|E01 can be written as
Df(x)|E01 =M
(
δ(2t+1)(p
k−1)
)
where x = (δ2t+1 − δ−(2t+1))2/4 and t varies over [0, (pn − 3)/4] for pn ≡
3 mod 4 and over [0, (pn − 5)/4] for pn ≡ 1 mod 4.
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Using the similar argument to the previous case, θ(t1) and θ(t2) give the
same value of Df (x) if and only if
(2t1 + 1)(p
k − 1)± (2t2 + 1)(p
k − 1) ≡ 0 mod 2(pn + 1). (17)
Then (17) can be rewritten as either
t1 − t2 ≡ 0 mod L (18)
or
t1 + t2 + 1 ≡ 0 mod L. (19)
For the case when pn ≡ 3 mod 4 and odd k/e, again Df is bijective on E01
and there exists no x such that Df (x) = 1. Thus, |I01| = |E01| = (p
n + 1)/4
and 1 6∈ I01.
For the case when pn ≡ 3 mod 4 and even k/e, applying Lemma 3 to (18)
and (19) yields that |U01(b)| = (p
e + 1)/2 for b( 6= 1) ∈ I01 and |U01(1)| =
(pe+1)/4. For the case when pn ≡ 1 mod 4, the proof can be done similarly.

So far, we have investigated the cardinality of the images and the inverse
images of Df |Eij , i, j ∈ {0, 1}. In order to unify Lemmas 5–7 and see the
overall mapping property ofDf , we have to look into the relationship between
I00, I11, I10, and I01 as in the following three lemmas.
Lemma 8. For I00 and I11, we have
{
I00 = I11, for even
k
e
I00 ∩ I11 = ∅, for odd
k
e
.
Proof.
Case 1) For pn ≡ 3 mod 4;
In this case, k/e is even when pk ≡ 1 mod 4 and k/e is odd when pk ≡
3 mod 4. In Lemma 6, we already showed that I00 = I11 for p
k ≡ 1 mod 4
and I00 = −I11 for p
k ≡ 3 mod 4. Thus, the remaining part is to show that
any two elements a and −a cannot belong to I00. Assume that there are
two distinct elements x1 and x2 in E00 such that Df (x1) = −Df (x2). Let
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t1 = θ
−1(x1) and t2 = θ
−1(x2). Then from (7), it is easy to see that either
α(p
k−1)t1 = −α(p
k−1)t2 or α(p
k−1)t1 = −α−(p
k−1)t2 must hold. But this is a
contradiction because −α±(p
k−1)t2 is a nonsquare in Fpn, whereas α
(pk−1)t1 is
a square in Fpn. Therefore, I00 ∩ I11 = I00 ∩ (−I00) = ∅ for odd k/e.
Case 2) For pn ≡ 1 mod 4;
Again, assume that there exist x1 ∈ E00 and x2 ∈ E11 such that Df(x1) =
Df(x2). Let t1 = θ
−1(x1) ∈ T2 and t2 = θ
−1(x2) ∈ T2 ∪ {0}. Then, from (7)
and (12), we have
(−α)
pk−1
2 α(p
k−1)t2 = α(p
k−1)t1 or α−(p
k−1)t1 . (20)
For pk ≡ 3 mod 4, (20) cannot be satisfied because the left-hand side of (20)
is a nonsquare in Fpn, while the right-hand side of (20) is a square in Fpn .
For pk ≡ 1 mod 4, (20) implies that either α
pk−1
2
(2t1+2t2+1) = 1 or α
pk−1
2
(2t2−2t1+1) =
1, which further implies that either 2(t1 + t2) + 1 or 2(t2 − t1) + 1 must be
divisible by 2(pn−1)/(pe−1) for odd k/e and (pn−1)/(pe−1) for even k/e.
Since 2(t2 ± t1) + 1 is odd, we can easily see that the above is possible
only when k/e is even and n/e is odd and that such t1 and t2 can be always
found in T2 and T2∪{0}, respectively. Note that n/e is always odd when k/e
is even. Hence we conclude that I00 = I11 for even k/e and I00 ∩ I11 = ∅,
otherwise. 
Lemma 9. For I10 and I01, we have{
I10 ∩ I01 = ∅, for odd
k
e
and pe ≡ 3 mod 4
I10 = I01, otherwise.
Proof. Assume that there exist x1 ∈ E10 and x2 ∈ E01 such that Df(x1) =
Df(x2). Let t1 = θ
−1(x1) and t2 = θ
−1(x2). Then, from Lemma 2, we have
δ2t1(p
k−1) + δ−2t1(p
k−1) = δ(2t2+1)(p
k−1) + δ−(2t2+1)(p
k−1). (21)
Since δ2(p
n+1) = 1, the necessary and sufficient conditions for (21) to hold is
2(t2 ± t1) + 1 ≡ 0 mod L (22)
where L = 2(pn + 1)/ gcd(2(pn + 1), pk − 1).
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Note that t1 lies in [1, (p
n − 3)/4] for pn ≡ 3 mod 4 and in [1, (pn − 1)/4]
for pn ≡ 1 mod 4 and t2 lies in [0, (p
n − 3)/4] for pn ≡ 3 mod 4 and in
[0, (pn − 5)/4] for pn ≡ 1 mod 4.
When L becomes even, which occurs only if k/e is odd and pe ≡ 3 mod 4,
(22) cannot be satisfied because the left-hand side of (22) is odd. Hence we
conclude that I01 ∩ I10 = ∅ in this case.
Otherwise, it is not difficult to find t2 satisfying (22) for each t1 because
L is either (pn+1)/2 or (pn +1)/(pe+1) which is odd. Since |I10| = |I01| in
Lemma 7, the proof is done. 
Lemma 10. Let S1 = I00 ∪ I11 and S2 = I01 ∪ I10. Then we have
S1 ∩ S2 =
{
∅, for odd k
e
{1}, for even k
e
.
Proof. The proof is in Appendix.
Using the previous lemmas, the main theorem can be stated as follows.
Theorem 2. For an odd prime p and d = (pk + 1)/2, the differential spec-
trum of the function f(x) = xd in Fpn is given as:
1) For an odd k/e;
1-i) For pe ≡ 3 mod 4;
ωi =


2, if i = p
e+1
4
(the corresponding two b′s are ± 1)
pn−pe
pe−1
, if i = p
e−1
2
pn−1
2
, if i = 1
pn−3
2
− p
n−pe
pe−1
, if i = 0
0, otherwise.
1-ii) For pe ≡ 1 mod 4;
ωi =


1, if i = p
e+3
4
(the corresponding b is 1)
1, if i = p
e−1
4
(the corresponding b is − 1)
pn−pe
pe−1
, if i = p
e−1
2
pn−1
4
, if i = 2
(pn−1)(3pe−7)
4(pe−1)
, if i = 0
0, otherwise.
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2) For an even k/e;
ωi =


1, if i = pe (the corresponding b is 1)
pn−pe
2(pe−1)
, if i = pe − 1
pn−pe
2(pe+1)
, if i = pe + 1
pn − p
n+e−1
p2e−1
, if i = 0
0, otherwise
where e = gcd(n, k).
Proof. So far, we have derived |Iij |’s and |Uij(b)|’s in Lemmas 5–7. From
Lemmas 8 and 9, we have seen that I00 and I11 are either disjoint or identical
and so be I01 and I10. Finally, from Lemma 10, we have seen that I00 ∪ I11
and I01 ∪ I10 are either disjoint or almost disjoint. For the proof of this
theorem, we have to combine these results.
Case 1) Combining Df |E00 and Df |E11 ;
For the case when k/e is odd, we have |I00 ∪I11| = (p
n+ pe− 2)/(pe− 1)
because I00 and I11 are disjoint. For any b ∈ (I00 ∪ I11) \ {1,−1}, the
cardinality of U0(b), the inverse image in E00 ∪ E11 of b, is (p
e − 1)/2. For
the elements ±1 ∈ I00 ∪ I11, we have
(|U0(1)|, |U0(−1)|) =
{(
pe−5
4
, p
e−1
4
)
, for pe ≡ 1 mod 4(
pe−3
4
, p
e−3
4
)
, for pe ≡ 3 mod 4.
For the case when k/e is even, we have |I00∪I11| = (p
n+pe−2)/(2(pe−1))
since I00 and I11 coincide. Also, we have
|U0(b)| =
{
pe − 1, if b ∈ (I00 ∪ I11) \ {1}
pe−3
2
, if b = 1.
Case 2) Combining Df |E10 and Df |E01 ;
For the case when k/e is odd, we have |I10 ∪ I01| = |I10| = |I01| =
(pn − 1)/4 for pe ≡ 1 mod 4 and |I10 ∪ I01| = |I10| + |I01| = (p
n − 1)/2 for
pe ≡ 3 mod 4. The cardinality of U1(b), the inverse image in E10 ∪ E01 of
b ∈ (I10 ∪ I01), is
|U1(b)| =
{
2, for pe ≡ 1 mod 4
1, for pe ≡ 3 mod 4.
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For the case when k/e is even, we have |I10 ∪ I01| = |I10| = |I01| =
(pn + pe + 2)/(2(pe + 1)). Also, we have
|U1(b)| =
{
pe + 1, if b ∈ (I10 ∪ I01) \ {1}
pe−1
2
, if b = 1.
The unified mapping property of Df |E10 and Df |E01 is that the cardinality
of the inverse image in E10∪E01 of each element in (I10∪I01)\{1} is p
e+1 and
the cardinality of the inverse image in E10 ∪E01 of the element 1 ∈ I10 ∪ I01
is (pe − 1)/2.
Since x = 0,−1 6∈ (E00 ∪ E11 ∪ E10 ∪ E01), we have to consider the
case when x = 0 and x = −1. It is easy to derive that Df (0) = 1 and
Df(−1) = (−1)
(pk+3)/2. Finally, with Lemma 10, we can combine the Case
1) and Case 2). Hence the proof is done. 
Corollary 1. For an odd prime p and d = (pk + 1)/2, the differential uni-
formity ∆f of f(x) = x
d in Fpn is given as
∆f =
{
pe−1
2
, for odd k
e
pe + 1, for even k
e
where e = gcd(n, k). 
The comparison with the existing bound in Theorem 1 and our new result
in Corollary 2 is given in Table 1. The bound in Theorem 1 is not tight
for some cases of d = (pk + 1)/2, whereas Theorem 2 provides the exact
differential spectrum and ∆f for d = (p
k + 1)/2. We can also explain some
known PN and APN functions which belong to this function class.
4. The Differential Spectrum of x
pn+1
pk+1
+
pn−1
2 in Fpn
In this section, we consider the power function f(x) = xd with the power
d =
pn + 1
pk + 1
+
pn − 1
2
where n/k should be odd. Note that only when pk ≡ 3 mod 4, i.e., p ≡
3 mod 4 and n is odd, there exists no inverse d−1 = (pk+1)/2 which belongs
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Table 1: Comparison between the existing bound in Theorem 1 and new result in Corollary
2
p n k Upper bound on ∆f in [6] Explicit ∆f (new result)
5 3 2 12 6
5 5 2 12 6
5 5 4 24 6
7 3 2 24 8
7 5 2 24 8
7 5 4 48 8
7 7 2 24 8
7 7 4 48 8
7 7 6 24 8
11 3 2 60 12
to the function in the previous section. Hence, for an odd prime p such that
p ≡ 3 mod 4 and odd n with k|n, we calculate the differential uniformity and
the differential spectrum of the power function f(x) = x
pn+1
pk+1
+ p
n
−1
2 in Fpn.
Define the functions hi(x) in Fpn, 1 ≤ i ≤ 4, as
h1(x) =(x+ 1)
pk+1
2 + x
pk+1
2
h2(x) =(x+ 1)
pk+1
2 − x
pk+1
2
h3(x) =− (x+ 1)
pk+1
2 + x
pk+1
2
h4(x) =− (x+ 1)
pk+1
2 − x
pk+1
2 .
Let λi(b) and χi(b) be the number of solutions of
hi(x) = b
−
pk+1
2 (23)
in E00 and E11, respectively.
Lemma 11. For f(x) = x
pn+1
pk+1
+ p
n
−1
2 and b ∈ F∗pn, N(1, b) is determined as:
1) For b 6= ±1;
N(1, b) =
{
λ1(b) + λ2(b) + λ3(b) + λ4(b), for b ∈ C0 \ {1}
χ1(b) + χ2(b) + χ3(b) + χ4(b), for b ∈ C1 \ {−1}.
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2) For b = ±1;
N(1, b) =
{
λ1(b) + λ2(b) + λ3(b) + λ4(b) + 1, for b = 1
χ1(b) + χ2(b) + χ3(b) + χ4(b) + 1, for b = −1.
Proof. Consider the cases when x ∈ F∗pn \{−1}. Since gcd(p
k+1, pn−1) =
2, an element x ∈ E00 can be expressed as x = ν
pk+1 and x+ 1 = ψp
k+1 for
some ν and ψ. If this x is a solution to Df(x) = b, then we have
(x+ 1)
pn+1
pk+1
+ p
n
−1
2 − x
pn+1
pk+1
+ p
n
−1
2 = ψ2 − ν2 = b. (24)
By setting y = b−1ν2, we have y + 1 = b−1ψ2 and thus y becomes the
solution to
(y + 1)
pk+1
2 − y
pk+1
2 = b−
pk+1
2 . (25)
Since the transformation x to y is one-to-one, each solution x ∈ E00 to
Df(x) = b corresponds to either a solution y ∈ E00 to (25) for b ∈ C0 or a
solution y ∈ E11 to (25) for b ∈ C1.
Similarly, if x ∈ E11 is a solution to Df (x) = b, then by letting x + 1 =
−ψp
k+1 and x = −νp
k+1, we have (24). Again by setting y = b−1ν2, we have
y + 1 = b−1ψ2. Thus y is a solution to
−(y + 1)
pk+1
2 + y
pk+1
2 = b−
pk+1
2 . (26)
Since the transformation x to y is one-to-one, each solution x ∈ E11 to
Df(x) = b corresponds to either a solution y ∈ E00 to (26) for b ∈ C0, or a
solution y ∈ E11 to (26) for b ∈ C1.
Similarly, if x ∈ E10 is a solution to Df (x) = b, then by letting x + 1 =
ψp
k+1 and x = −νp
k+1, we have (24). Again by setting y = b−1ν2, we have
y + 1 = b−1ψ2. Thus y is a solution to
(y + 1)
pk+1
2 + y
pk+1
2 = b−
pk+1
2 . (27)
Since the transformation x to y is one-to-one, each solution x ∈ E11 to
Df(x) = b corresponds to either a solution y ∈ E00 to (27) for b ∈ C0 or a
solution y ∈ E11 to (27) for b ∈ C1.
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Similarly, if x ∈ E01 is a solution to Df (x) = b, then by letting x + 1 =
−ψp
k+1 and x = νp
k+1, we have (24). Again by setting y = b−1ν2, we have
y + 1 = b−1ψ2. Thus y is a solution to
−(y + 1)
pk+1
2 − y
pk+1
2 = b−
pk+1
2 . (28)
Since the transformation x to y is one-to-one, each solution x ∈ E11 to
Df(x) = b corresponds to either a solution y ∈ E00 to (28) for b ∈ C0 or a
solution y ∈ E11 to (28) for b ∈ C1.
Since Df(0) = 1 and Df(−1) = −1, we have completed the proof. 
Using the above lemma, the differential spectrum of f(x) can be derived
as follows.
Theorem 3. For an odd prime p such that p ≡ 3 mod 4, odd n with k|n,
and d = (pn+1)/(pk+1)+ (pn−1)/2, the differential spectrum of f(x) = xd
in Fpn is given as
ωi =


2, if i = p
k+1
4
(the corresponding two b′s are ± 1)
pn−pk
pk−1
, if i = p
k+1
2
pn−1
2
− p
n−pk
pk−1
, if i = 1
pn−3
2
, if i = 0
0, otherwise.
Proof. From Lemma 11, in order to determine N(1, b), we should calculate∑4
i=1 λi(b) and
∑4
i=1 χi(b) for b ∈ C0 and b ∈ C1, respectively. From Lemma
2, h1(x) and h2(x) on E00 can be represented as
h1(x)|E00 =
αt(p
k+1) + α−t(p
k+1)
2
h2(x)|E00 =
αt(p
k−1) + α−t(p
k−1)
2
(29)
where x = (αt − α−t)2/4 and t varies over T1. Similarly, h1(x) and h2(x) on
E11 can be represented as
h1(x)|E11 =
αt(p
k+1) + α−t(p
k+1)
2
h2(x)|E11 = −
αt(p
k−1) + α−t(p
k−1)
2
(30)
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where x = −(αt + α−t)2/4 and t varies over T1. Note that h1(x) = −h4(x)
and h2(x) = −h3(x).
Since gcd((pk + 1)/2, pn − 1) = 2, b−
pk+1
2 in (23) varies over C0 twice,
while b varies over F∗pn. Note that b = ±λ give the same b
−
pk+1
2 and one of
±λ is a square in Fpn and the other is a nonsquare in Fpn. Hence, in order
to determine N(1, b) for b ∈ F∗pn, we need to derive the mapping property of
hi(x) = c, 1 ≤ i ≤ 4, where c is a square in Fpn, for x ∈ E00 and x ∈ E11,
respectively. Then, using Lemma 11, the differential spectrum of f(x) can
be determined.
Define the sets as
Hijk = {hi(x)|x ∈ Ejk}.
For b ∈ C0, we should consider the mapping property of hi(x) = c on
E00, where c is a square in Fpn. Assume that there exist x1, x2 ∈ E00 such
that h1(x1) = h1(x2) for x1 6= x2. Let t1 = θ
−1(x1) and t2 = θ
−1(x2). Then,
from (29), it is easy to derive that (pk+1)t1 ≡ ±(p
k+1)t2 mod p
n−1. Since
(pk + 1, pn − 1) = 2, we have t1 ± t2 ≡ 0 mod (p
n − 1)/2, which cannot be
satisfied because 1 ≤ t1, t2 ≤ (p
n − 3)/4. Hence we conclude that h1(x)|E00
is injective on E00, that is, |H100| = |E00| = (p
n − 3)/4.
Consider the mapping h2(x)|E00 , which has the same form as (7). There-
fore we can use the result when pn ≡ 3 mod 4 in Lemma 5 and thus we have
|H200| = (p
n+pk−2)/(2(pk−1)). The cardinality of the inverse image in E00
of any element in H200 \ {1} is (p
k − 1)/2 and the cardinality of the inverse
image in E00 of 1 ∈ H200 is (p
k − 3)/4.
Now, consider the relationship of the elements in H100 and H200. Assume
that there exist x1, x2 ∈ E00 such that h1(x1) = h2(x2). Let t1 = θ
−1(x1) and
t2 = θ
−1(x2). Then, from (29), we have (p
k +1)t1 ≡ ±(p
k − 1)t2 mod p
n− 1,
which can be rewritten as
pk + 1
2
t1 ≡ ±
pk − 1
2
t2 mod
pn − 1
2
. (31)
Since gcd((pk+1)/2, (pn−1)/2) = 1, (pk+1)/2 has an inverse modulo (pn−
1)/2. Hence for any t2 ∈ T1 which is not divisible by (p
n− 1)/(pk − 1), there
exists t1 ∈ T1 satisfying (31). Since t2 which is divided by (p
n − 1)/(pk − 1)
gives h2(x) = 1, we conclude that 1 ∈ H200 and H100 ⊃ (H200 \ {1}).
Since h4(x) = −h1(x) and h3(x) = −h2(x), h4(x)|E00 has the same map-
ping property with h1(x)|E00 , and h3(x)|E00 has the same mapping prop-
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erty with h2(x)|E00 . Furthermore, it is easy to check that H400 = −H100,
H300 = −H200, and H400 ⊃ (H300 \ {−1}).
It should also be checked that H100 cannot include both y and −y. As-
sume that there exist x1, x2 ∈ E00 such that h1(x1) = −h1(x2). From (29),
we have (pk + 1)t1 ≡ ±(p
k + 1)t2 + (p
n − 1)/2 mod pn − 1, which can be
rewritten as
(pk + 1)(t1 ± t2) ≡
pn − 1
2
mod pn − 1. (32)
Since gcd(pk + 1, pn − 1) = 2 does not divide (pn − 1)/2, (32) cannot be
satisfied. Hence we conclude that there exist no x1, x2 ∈ E00 such that
h1(x1) = −h1(x2). Consequently, we conclude that H100 ∩H400 = ∅.
So far, we have investigated the mapping property of hi(x)|E00 and the
relationship among the elements in Hi00, 1 ≤ i ≤ 4.
Now, we will calculate that N(1, b) = λ1(b) + λ2(b) + λ3(b) + λ4(b) for
square b ∈ F∗pn, which is the sum of the cardinalities of the inverse images
in E00 of the square element in Fpn, b
−(pk+1)/2 in (23). Note that there are
(pn−3)/4 squares in H100∪H400 because H100∩H400 = ∅ and H100 = −H400.
Since H100 ⊃ (H200 \ {1}), H400 ⊃ (H300 \ {−1}), and H200 = −H300, there
are (pn−pk)/(2(pk−1)) squares in (H200\{1})∪H300, which are also included
in H100 ∪ H400. We can regard each square in H100 ∪ H200 ∪ H300 ∪ H400 as
b−(p
k+1)/2 in (23). From Lemma 11, it is easy to check that for each square
c in (H200 \ {1}) ∪ H300, N(1, δ) = (p
k + 1)/2 and for each square c in
(H100 ∪ H400) \ (H200 ∪ H300), N(1, δ) = 1, where δ is a square in Fpn such
that δ−(p
k+1)/2 = c. For b = 1, from Lemma 11, N(1, b) = (pk − 3)/4 + 1 =
(pk + 1)/4. Let ni denote the number of b ∈ Fpn, which are squares in Fpn ,
such that N(1, b) = i. Then, n(pk+1)/2 = (p
n − pk)/(2(pk − 1)), n(pk+1)/4 = 1,
n1 = (p
n− 3)/4− (pn− pk)/(2(pk− 1)), and n0 = (p
n− 1)/2−n(pk+1)/2−n1.
Consider the case when b ∈ C1. From (29) and (30), note that h1(x)|E00 =
h2|E11 , h4(x)|E00 = h4|E11, h2(x)|E00 = h3|E11, and h3(x)|E00 = h2|E11 . Since
t varies over T1 for both x ∈ E00 and x ∈ E11, they have the same mapping
property, which means that for b ∈ C1, the distribution of N(1, b) is the
same as the case when b ∈ C0. Taking that N(1, b) = 1 when b = 0 into
account, it is derived that ω(pk+1)/2 = 2n(pk+1)/2 = (p
n − pk)/((pk − 1)),
ω(pk+1)/4 = 2n(pk+1)/4 = 2, ω1 = 2n1 + 1 = (p
n − 1)/2− (pn − pk)/((pk − 1)),
and ω0 = p
n − ω(pk+1)/2 − ω(pk+1)/4 − ω1.

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Corollary 2. For an odd prime p such that p ≡ 3 mod 4, odd n, k|n, and
d = (pn+1)/(pk +1)+ (pn− 1)/2, the differential uniformity of the function
f(x) = xd in Fpn is given as ∆f = (p
k + 1)/2. 
From the results, new power functions which are differential 4-uniform
and 6-uniform are introduced as in the following corollaries.
Corollary 3. Let d = (pn + 1)/8 + (pn − 1)/2. Then xd defined on Fpn is
differential 4-uniform for p = 7 and odd n. 
Corollary 4. Let d = (pn + 1)/12 + (pn − 1)/2. Then xd defined on Fpn is
differential 6-uniform for p = 11 and odd n. 
5. Conclusion
In this paper, the differential spectrum of the two power functions x
pk+1
2
and x
pn+1
pk+1
+ p
n
−1
2 in Fpn are derived. The result can be used to determine
the differential uniformity ∆f of the two power functions. Two new power
functions in Fpn which are differential 4-uniform and 6-uniform are also found.
Appendix
Proof of Lemma 10.
Case 1) Relationship between I00 and I10;
Assume that there exist x1 ∈ E00 and x2 ∈ E10 such that Df (x1) =
Df(x2). Let t1 = θ
−1(x1) and t2 = θ
−1(x2). From Lemma 2, we have
α(p
k−1)t1 + α−(p
k−1)t1 = δ2(p
k−1)t2 + δ−2(p
k−1)t2 . (33)
Since α = βp
n+1 and δ = β(p
n−1)/2, (33) is satisfied if and only if
[(pn + 1)t1 ± (p
n − 1)t2](p
k − 1) ≡ 0 mod (p2n − 1). (34)
Then (34) can be rewritten as
(pn + 1)t1 ± (p
n − 1)t2 ≡ 0 mod
p2n − 1
pg − 1
(35)
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where gcd(pk − 1, p2n − 1) = pg − 1.
Note that
gcd(
p2n − 1
pg − 1
, pn + 1) =
{
pn + 1, if g = e
pn+1
pe+1
, if g = 2e.
(36)
Consider the case when g = e, i.e., k/e is odd. For the solvability of
(34), ±(pn − 1)t2 should be divided by p
n + 1. Since gcd(pn +1, pn − 1) = 2,
t2 should be divided by (p
n + 1)/2. Since t2 varies over [1, (p
n − 3)/4] for
pn ≡ 3 mod 4 and [1, (pn − 1)/4] for pn ≡ 1 mod 4, t2 cannot be divided by
(pn + 1)/2. Hence we conclude that I00 ∩ I10 = ∅ for odd k/e.
Next, consider the case when g = 2e, i.e., k/e is even. From (35), (pn+1)t1
should be divided by gcd(pn−1, (p2n−1)/(p2e−1)) = (pn−1)/(pe−1). Since
gcd((pn − 1)/(pe − 1), pn + 1) = 1, t1 should be divided by (p
n − 1)/(pe − 1),
which means that I00 ∩ I10 = {1} for even k/e.
Case 2) Relationship between I11 and I10;
For the case when pn ≡ 3 mod 4 and pk ≡ 1 mod 4, we already proved
that I00 = I11. Since g = 2e, i.e., k/e is even, in the case, we conclude that
I11 ∩ I10 = {1} for even k/e.
Consider the case when pn ≡ 3 mod 4 and pk ≡ 3 mod 4. Note that
g = e, i.e., k/e is odd in the case. We can prove this case similar to Case 1).
Assume that there exist x1 ∈ E11 and x2 ∈ E10 such that Df(x1) = Df (x2).
Let t1 = θ
−1(x1) and t2 = θ
−1(x2). From Lemma 2, we have
(pk − 1)[(pn + 1)t1 ± (p
n − 1)t2] ≡
p2n − 1
2
mod (p2n − 1). (37)
Then (37) can be rewritten as
(pn + 1)t1 ± (p
n − 1)t2 ≡
p2n − 1
2(pe − 1)
mod
p2n − 1
pe − 1
(38)
where gcd(pk−1, (p2n−1)/2) = pe−1. For the solvability of (38), ±(pn−1)t2
should be divided by (pn +1)/2. Since gcd((pn +1)/2, pn− 1) = 2, t2 should
be divided by (pn+1)/4. Since t2 varies over [1, (p
n−3)/4] for pn ≡ 3 mod 4,
t2 cannot be divided by (p
n+1)/4. Hence we conclude that I00 ∩I10 = ∅ for
odd k/e.
Next, consider the case when pn ≡ 1 mod 4 and pk ≡ 1 mod 4. Assume
that there exist x1 ∈ E11 and x2 ∈ E10 such that Df(x1) = Df (x2). From
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Lemma 2 and by setting γ = −α, we have
(pk − 1)[(pn + 1)t1 ± (p
n − 1)t2] ≡ −
pk − 1
2
(pn + 1) mod (p2n − 1). (39)
Note that g can be equal to either e or 2e in this case. For the case when
g = e, i.e., k/e is odd, (39) can be rewritten as
pk − 1
pe − 1
[(pn + 1)t1 ± (p
n − 1)t2] ≡ −
pn + 1
2
·
pk − 1
pe − 1
mod
p2n − 1
pe − 1
. (40)
From (40), (pn−1)t2 should be divided by (p
n+1)/2. Since gcd(pn−1, (pn+
1)/2) = 1, t2 should be divided by (p
n + 1)/2. Note that t2 varies over
[1, (pn − 1)/4]. We conclude that I11 ∩ I10 = ∅ for odd k/e.
For the case when g = 2e, i.e., k/e is even, (39) can be rewritten as
pk − 1
pg − 1
[(pn + 1)t1 ± (p
n − 1)t2] ≡ −
pn + 1
2
·
pk − 1
pg − 1
mod
p2n − 1
pg − 1
. (41)
From gcd((p2n−1)/(pg−1), (pn+1)/2) = (pn+1)/(pe+1) and (41), (pn−1)t2
should be divided by (pn+1)/(pe+1). Since gcd(pn−1, (pn+1)/(pe+1)) = 1,
t2 should be divided by (p
n+1)/(pe+1). From Lemma 4, we have pe+1|pk−1.
Hence t2 which is divided by (p
n+1)/(pe+1) gives Df (x) = 1, which means
that I11 ∩ I10 = {1} for even k/e.
The case when pn ≡ 1 mod 4 and pk ≡ 3 mod 4 can be proved similarly.
Case 3) Relationship between I00 and I01;
We already proved that I10 ∩ I01 = ∅ for p
e ≡ 3 mod 4 and odd k/e
and I10 = I01, otherwise. Hence we only need to consider the case when
pe ≡ 3 mod 4 and odd k/e in Case 3) and Case 4). Note that pk ≡ 3 mod 4
in this case.
First, consider the relationship between I00 and I01. Assume that there
exist x1 ∈ E00 and x2 ∈ E01 such that Df (x1) = Df(x2). Let t1 = θ
−1(x1)
and t2 = θ
−1(x2). Again, we have
(pk − 1)[(pn + 1)t1 ± (
pn − 1
2
+ (pn − 1)t2)] ≡ 0 mod (p
2n − 1), (42)
which can be rewritten as
pk − 1
pe − 1
[(pn + 1)t1 ± (
pn − 1
2
+ (pn − 1)t2)] ≡ 0 mod
p2n − 1
pe − 1
. (43)
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For the solvability of (43), (pn−1)/2±(pn−1)t2 should be divided by p
n+1,
which is given as
pn − 1
2
(1± 2t2) ≡ 0 mod (p
n + 1). (44)
For pn ≡ 3 mod 4, the left-hand side is odd, while the right-hand side is even,
which is a contradiction. For pn ≡ 1 mod 4, since gcd((pn−1)/2, pn+1) = 2,
1± 2t2 should be divided by (p
n + 1)/2. Assume that 1 + 2t2 = (p
n + 1)/2.
Then t2 should be (p
n− 1)/4. However, since t2 varies over [0, (p
n− 5)/4], it
is impossible. Therefore, we conclude that I00 ∩ I01 = ∅.
Case 4) Relationship between I11, and I01;
Next, consider the relationship between I11 and I01. Assume that there
exist x1 ∈ E11 and x2 ∈ E01 such that Df(x1) = Df(x2). For the case when
pn ≡ 3 mod 4, by setting γ = −1, we have
(pk − 1)[(pn + 1)t1 ± (
pn − 1
2
+ (pn − 1)t2)] ≡
p2n − 1
2
mod (p2n − 1), (45)
which can be rewritten as
pk − 1
pe − 1
[(pn + 1)t1 ± (
pn − 1
2
+ (pn − 1)t2)] ≡
pn + 1
2
·
pn − 1
pe − 1
mod
p2n − 1
pe − 1
.
(46)
For the solvability of (46), (pn − 1)
(
1± 2(pn − 1)t2
)
/2 should be divided by
(pn + 1)/2. Since gcd((pn − 1)/2, (pn + 1)/2) = 1, 1± 2(pn − 1)t2 should be
divided by (pn + 1)/2. Since (pn + 1)/2 is even and 1± 2(pn − 1)t2 is odd, it
is a contradiction. Hence we conclude that I00 ∩ I01 = ∅.
For the case when pn ≡ 1 mod 4, (pn − 1)/2(1 ± 2t2) should be divided
by (pn + 1)/2. Hence 1± 2t2 should be divided by (p
n + 1)/2. Assume that
1+2t2 is divided by (p
n+1)/2. Then t2 should be equal to (p
n−1)/4, which
is a contradiction because t2 ≤ (p
n − 5)/4. Therefore, I00 ∩ I01 = ∅.
From Case 1)–Case 4), the proof can be done. 
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