Abstract The widespread adoption of smartphones dramatically increases the risk of attacks and the spread of mobile malware, especially on the Android platform. Machine learning based solutions have been already used as a tool to supersede signature based anti-malware systems. However, malware authors leverage attributes from malicious and legitimate samples to estimate statistical difference in-order to create adversarial examples. Hence, to evaluate the vulnerability of machine learning algorithms in malware detection, we propose five different attack scenarios to perturb malicious applications (apps). By doing this, the classification algorithm inappropriately fits discriminant function on the set of data points, eventually yielding a higher misclassification rate. Further, to distinguish the adversarial examples from benign samples, we propose two defense mechanisms to counter attacks. To validate our attacks and solutions, we test our model on three different benchmark datasets. We also test our methods using various classifier algorithms and compare them with the state-of-the-art data poisoning method using the Jacobian matrix. Promising results show that generated adversarial samples can evade detection with a very high probability. Additionally, evasive variants R. Taheri and R. Javidan Computer Engineering and IT Department, Shiraz University of Technology, Shiraz, Iran E-mail: {r.taheri, reza.javidan}sutech.ac.ir M. Shojafar Department of Computer Science, Ryerson University, Toronto, Canada E-mail: mohammad.shojafar@ryerson.ca Vinod P. and M. Conti Department of Mathematics, University of Padua, Padua, Italy E-mail: pvinod21@gmail.com , conti@math.unipd.it generated by our attacks models when used to harden the developed anti-malware system improves the detection rate.
Introduction
Nowadays using the Android application is very popular on mobile platforms. Every Android application has a Jar-like APK format and is an archive file which contains Android manifest and Classes.dex files. The manifest file holds information about the application structure and each part responsible for certain actions. For instance, the requested permissions must be accepted by the users for successful installation of applications. The manifest file contains a list of hardware components and permissions required by each application. Furthermore, there are environment settings in the manifest file that are useful for running applications. The compiled source code from each application is saved as the classes.dex file. Android application corporate machine learning (ML) algorithms are used to analyze the manifest information and user profiles/ histories to customize the functionality and speed up the user demands [6, 32] . Also, ML algorithms utilize an Android application to detect anomalies and malware software [30] . The aim of the malware as a malicious software in mobile applications is to steal confidential data and to obtain root privileges of each APK [33] . Malware authors (i.e., adversaries) look for the length of malware propagation cycle to launch attacks on ML-based detectors [25] . To accomplish this, malware applications are repackaged with attributes extracted from legitimate
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programs to evade detection [15, 22] . In a nutshell, the generated malware sample is statistically identical to a benign sample. To do so, adversaries adopt adversarial machine learning algorithms (AML) to design an example set called poison data which is used to fool machine learning models. Adversaries adopt several AML methods like DroidAPIMiner [4] , Mystique [23] , PIndroid [17] , and DroidChameleon [31] to reduce the detection rate of classification algorithms.
According to [29] , the methods of AML are focused on two general axes: i) Attack Complexity: this involves reducing the complexity to craft attacks, and ii) Attacker's Knowledge: this is related to knowledge about architecture, training examples and algorithm to gain knowledge about the detector. If an adversary is aware of the architecture, training data or features derived from applications, the attack is called a white-box attack (see some approaches like [12] ). On the other hand, if the Adversary's knowledge is limited, then the attack is a black-box attack (see some approaches like [10] ). Adversarial falsification can be False positive or False negative. In the former, an attacker generates a negative sample to misclassify as a positive one. On the contrary, in the latter case malware is injected with part of the benign data to bypass detection. Adversarial specificity can be targeted or non-targeted. In targeted malware detection systems, an adversary can fool a classifier to predict all adversarial examples as one class. This also maximizes the probability of a targeted adversarial class. Conversely, non-targeted adversaries can arbitrarily target a class. To do so, this group of adversaries conducts several targeted attacks and takes the one with the smallest perturbation from the results or minimizes the probability of the correct class. Finally, adversarial attack frequencies can be One-time or multiple times/iterative. If a set of poison data is required to be generated in realtime, adversaries should choose a one-time attack; otherwise, the attack strategy can be iterative to update the poison data. Moreover, it requires more interactions with the victim classifier, and it costs more computational time to generate them. To cope with these attacks, we need some adversarial training which injects poison data into training data to increase robustness and detect the malware [35] .
Contribution
In this context, different natural questions arise, such as: How to find a way to produce poison data that will be added to the current ML model and will be unrecognized by the current anti-malware solutions? How can we leverage machine learning to improve system security by presenting some adversary-aware approaches? Do we require retraining of the current ML model to design adversary-aware learning algorithms? How to properly test and validate the countermeasure solutions in a real-world network? The goal of this paper is to shed light on these issues. In more detail, the main contribution of this work is the proposal of an adversary-aware white-box AML mechanism against poison attacks.
To sum up, we make the following contributions:
-We propose five different attack scenarios to generate poisoned malicious app to disguise learned model. -We implement two countermeasure methods as de- fense mechanisms that improve the detection accuracy of the compromised classifier. -We evaluate attack and defense using three benchmark malware dataset. Additionally, we conducted theoretical analysis by estimating space and time complexity to prove the scalability of our approach. -Furthermore, we compared the proposed attack scenarios against the state-of-the-art method employing the Jacobian matrix. Moreover, we conclude that the attacks modeled by us have the net effect identical to prior research work, in terms of misclassification rate.
Roadmap
The remainder of the paper is organized as follows: In Section 2, related work is discussed. Section 3 details the preliminary different attack scenarios proposed in AML architecture and the related components. Section 4 reports the proposed approaches for malware detection systems, including poison attack scenarios using AML, while Section 5 presents the defensive strategy against attacks. Next, the performance analysis of the proposed approaches is presented in Section 6. In Section 7 we describe the achievement of the experiment and provide some open discussion regarding our method. Finally, Section 8 concludes the paper and presents future directions of work.
Related Work
We divide the related work into three different categories: i) AML in general presented in Section 2.1, ii) AML in Android malware presented in Section 2.2, and iii) AML applied in Android malware with static features and the presented countermeasures in Section 2.3. We then describe the works falling into each category.
AML in general
Adversaries apply complex algorithms to generate small perturbations on original datasets in order to increase the probability of fooling ML algorithms. Some of the most efficient and important methods are presented in [35, 8, 34, 20, 9, 19] . For the first time, authors in [35] , introduce a set called adversarial examples 1 that have directly emerged as an input to a classification model using gradient-based optimization. This set of data is similar to misclassified data and shows that they can target a class without emulating any of the human-perceptible attributes of that class. Recently, several adversaries have incorporated adversarial examples using adversarial commands for different realistic case studies, such as the audio adversarial example reported in [8] , manipulating a traffic sign recognition system to detour autonomous vehicles [20] , and a perturbed physical objects model to evade object detection methods [9] . Recently, Papernot et al. [27] study the positive effect of attack distillation for neural networks (NN) and propose defense mechanism against adversarial perturbations which can reduce NN dimensionality.
AML in Android malware
Having applications initially requesting less permission during installation time can defeat a machine-learning system based on permissions. In particular, an adversary may create malicious applications to have a uniform distribution of permissions as in a benign dataset. Later, application(s) during execution may demand additional permissions. Under this scenario, the developed models will yield a higher misclassification rate. Studies in [24] report the ex-filtration of sensitive data from devices with apps demanding zero permission during installation. Meanwhile, the authors in [26] illustrate that a zero permission app could be used to infer the users location and routes traveled using an accelerator, magnetometer, and gyroscope. Besides, the authors in [13] present a new hypothesis which identifies adversarial inputs based on classifier output. They validate this method using statistical tests before they are even fed to the ML model as inputs. The approach is exciting and moves one step further on adversarial example appliances in ML. However, they did not present any countermeasure to manage such malicious behavior. Conversely, we introduce two re-training defense strategies to mitigate this limitation. Moreover, in [7] , the authors present a classification system which helps adversaries to craft misclassified inputs and easily evade a deployed system. This attack method, which is established during the test phase, learns to increase the attackers knowledge of the system, is classified as a targeted iterative attack, and helps the attacker to manipulate attack samples. This is a skillful method that increases the attackers flexibility and performance. Also, it injects poison samples into the training data to mislead the learning algorithm and subsequently cause misclassification errors. However, it was only tested on one dataset and did not discuss countermeasure for such a white-box attack, while our paper addresses these aspects.
AML in Android countermeasures
The authors in [10] present two new adversary models inspired by the minimax two-player game, named a Generative Adversarial Network (GAN). GAN is like a game which terminates at a saddle point that is a minimum compared to one players strategy (i.e., a generative model) and a maximum compared with the other players approach (i.e., a discriminative model).
In another work [12] , the authors adopt adversarial examples to construct an effective attack against malware detection models. Unlike the previous solution, such attack directs discrete and binary input datasets, like the DREBIN dataset, which is a targeted, iterative white-box method. The interesting point in this method is that it also incorporates some potential defense mechanisms, e.g., defensive distillation [28] and adversarial training [20] , using deep neural networks (DNNs) to handle malware detection models. Their achievements indicate that their countermeasures provide robustness based on the perturbation of the distribution and reduce the rate of misclassified adversarial examples. The paper is of some interest; however, our method has two significant benefits compared with this method. First, our method uses a different shape of attack strategies on various datasets, which enables adversaries to easily target the discrete domains based on the form of the distributed datasets. Second, we use GAN and retraining as defense strategies to improve detection rate.
Recently, in [16] , the authors analyze white-box and grey-box attacks to an ML-based malware detector and conduct performance evaluations in a real-world setting. Their main goal is to investigate the vulnerabilities of an ML-based malware detector and generate some countermeasures for such type attacks. In their attack scenario, they can bypass the real-world MLbased malware detector only by modifying one bit in the feature vector.
Preliminaries
In the following, we briefly introduce data modeling for static malware detection methods in Section 3.1 and ML-based detection methods in Section 3.2.
Data modeling for static malware detection
The purpose of making adversarial samples in malware detection is to mislead the system and to change the classification for a particular application according to the attackers goal. In this paper, we consider the standard setting for designing a classifier in a problem that includes discrimination between benign (B) and malware (M ) samples. In this way, we first select the learning algorithms and performance evaluation settings. Then, we collect a dataset D that includes n labeled examples and extract m features for each sample. Hence we have
where x i is the ith malware sample vector of which each component exhibits the selected feature and y i is the corresponding label of the features, where y i ∈ {0, 1}. Let x ij be the value of the jth feature in ith sample where {∀j = 1, . . . , m}. If x i has the jth component then x ij = 1; otherwise x ij = 0 for y i ∈ {0, 1}, n is the total number of malware samples, and X ⊆ {0, 1} m is an m-dimensional feature space.
Furthermore, we consider binary classifiers with only two output classes, in which the adversary changes the malware dataset to evade detection. The adversary tries to change the malware dataset y i = 1 in each direction by adding a non-zero displacement feature vector. For instance, adversaries may add benign-related attributes to the malware to evade detection by binary classifiers. Therefore, constructing an adversarial sample x * which is misclassified by the function F from a benign sample x can be shown as the following equation:
where δ x is the minimal perturbation cause misclassification.
Machine learning based detection method
Goodfellow et al. [11] validate that practical attack in deep neural networks is possible because these models are locally linear. Also, they confirm that boosted trees are even more susceptible to attack than neural networks. Hence, it can be good reason we apply our attack scenarios on existing tree type classifiers. Hence, in this paper, we use three classifiers: Random Forest, Bagging, and SVM. We provide a short description of each of them in the following:
-Random Forest (RF). RF is a machine learning algorithm that creates multiple decision trees and combines the results to provide more accurate and reliable predictions. -Bagging. A Bagging classifier is an estimator that combines the base classifier results on random sets and builds an ensemble learning-based classifier. Each classification training set is randomly generated, with replacement. -Support Vector Machine (SVM). Support Vector Networks are learning models with supervised learning algorithms that inspect the data used for classification and regression analysis.
Adversarial Approaches for Malware Detection System
We exploit the attack structure and define a number of potential attack scenarios that may be experienced by the system during operation, in terms of explicit assumptions on the threat model section, knowledge of the system, and capability of manipulating the input data. To be precise, we define five different scenarios which are detailed in the following subsections. Our attack scenarios are a targeted attack. This means that the attacker generates some misclassified samples to infect a particular device. The main notations and symbols used in this paper are listed in Table 1 . 
Percentage of features p Number of poison samples
Attack strategy and scenarios
The attack strategy defines how the attacker compromises the system, based on the hypothesized goal, knowledge, and capabilities. In this paper, we characterize the attacker's knowledge in terms of a set S that encodes knowledge of the data X, the feature set M , and the classification function f . Furthermore, we assume the attacker has perfect knowledge of the target system, and formally represent the model as V * = (X; M ; f ) ∈ S. We assume that the initial set of input data (i.e., or samples) X is given. The attack strategy is to modify the data samples using a modification function Ω(X).
Given the attacker's knowledge x * and a set of manipulated attacks X * ∈ Ω(X) ⊆ Z, the attacker's goal is defined as an objective function W (X * , V * ) ∈ R which evaluates the extent to which the manipulated attacks X * meet the attacker's goal. Hence, the optimal attack strategy can be defined as:
To this end, we summarize each attack scenario as follows: Scenario 1: The attacker randomly manipulates the features of the malware applications without having knowledge of which feature is prominent; we call this a trivial attack. Scenario 2: The attacker manipulates the malware instances in training set by altering features statistically relevant in the legitimate application distribution; we call this a Distribution attack. Scenario 3: The attacker computes the similarity of the malicious sample with the distribution of benign samples and tries to modify those samples which are closest to the k (e.g., k = 10) nearest benign samples; we called this KN N based attack. Scenario 4: The attacker manipulates the feature vector corresponding to each sample using the logistic regression function (LR) that fits the data points. We select those data points which are close to the benign feature vector. Such well-crafted attacks are referred to us as Logistic Regression attack or LR. Scenario 5: The attacker manipulates the malware instances by adopting LR function and bio-inspired solution to find a global solution. In this scenario, we adopt ant colony optimization (ACO) as a sample of the bioinspired method to produce poison malware samples found close to goodware. We name this attack as ACO attack.
We repeat each algorithm ten times and select the average values for each parameter. For all these scenarios, we divide the training and test datasets based on the class parameters into Malware and Benign datasets. Subsequently, we apply feature ranking on the benign examples and select 10% of the top-ranked features. The ranking reflects those attributes which can classify an unseen sample to benign class with high probability. Furthermore, we choose some percentages of the selected features among the selected malware samples x ← Find KNN of samples from X b 7: end for Scenario 4: Logistic Regression Attack. 8: discriminator ←Randomly select λ features from X b using LR 9: x ←select 10% of X m near discriminator
Common parts for Scenario 1-4. 10: for each attribute a ∈ λ in x do 11:
if (x[a] = 0) then 12:
x[a] ← 1 13: and modify the feature values. Formally speaking, we select the feature with zero value which has not been selected before and changes zero to one. At this stage, we add such modified malware samples to the test dataset and classify the dataset using classification methods.
Trivial attack
In Alg. 1, focusing on line 1 and 9-18, the list variable λ explains the features applied. To be precise, first, we select three features from the list variables and modify them; then, we repeat this process on all of the members in the feature list λ. In the loop, for each selected sample, we check the selected feature a in the λ set and change the zero values of the feature to one and save that sample in x * (line 8-10 of Alg. 1). Then, it is important to check the modified sample and understand if it changes to a benign sample or not. We use F (x * ) = y * to check this condition. If it is satisfied, then we can call x * one adversarial sample (i.e., poison sample) which is the output of Alg. 1.
Distribution attack
In this scenario, we randomly manipulate the selected ranked features of malware samples placed in the mal-ware dataset (see line 2 and loop lines 9-18 of Alg. 1). After the modifications, we feed the modified malware with the benign sample of the test dataset to the learning model and update the learning parameters.
KNN based attack
In this scenario, we first rank the λ features of the samples in the benign dataset. Second, we randomly select 10% of the malware data (samples). We calculate the Manhattan distance of each selected sample with benign files. Moreover, we select the K (in this paper, we consider k = 10) nearest benign vectors to the corresponding sample the λ highest ranked features. Indeed, we have k new poison samples for each malware sample. We should recall that the ranking is used to understand the highest features in the benign samples. Then, we add these poison samples with benign data from x to the learning model (see line 3-7 and loop lines 9-18 of Alg. 1).
Logistic regression attack
In this scenario, we apply an LR algorithm on the training dataset, and the result of this algorithm will be the discriminator. The nearest malware samples to this discriminator are the best choices for the modifications. Therefore, we select 10% of the malware samples in the training dataset which are near to the discriminator. After that, we compare the selected malware (selected based on 10% of the malware samples in the training dataset) with the malware samples in the test dataset and add ten malware samples to the test dataset for each malware sample in the training dataset. In this step, for 10% of the training dataset, we select the samples with all zero features and apply logical 'OR' with randomly selected malware samples in the same dataset. The resulting sample will be poison data which can be used for the classification (see line 8-7 and loop lines 9-18 of Alg. 1).
Ant colony attack
In this scenario, new adversarial samples are generated using an ant colony optimization (ACO) algorithm (see line 1 of Alg. 2). First, we apply a linear regression algorithm to select the malware samples which are most similar to the benign samples in the training dataset (i.e., 10% of the malware samples in the training dataset). Formally speaking, we find the nearest malware to the discriminator in the training dataset (i.e.,
Algorithm 2 ACO scenario
end if 10: end for 11: return X * , Y * we search only in the 10% of the malware samples in the training dataset) (see line 5 of Alg. 2). In Alg. 2, the function ACOF unction is used to find the adversary sample data. In this way, the ACO pheromone value is the number of the feature that is going to be changed. First, we start the ACO with one feature, and we generate new samples by modifying the malware samples with the absence of attributes which are present in legitimate applications. We repeat this action using more features. If the distance between the newly generated sample and the discriminator is within the range of the selected malware and the discriminator, then we add this newly generated sample to the recently generated samples; otherwise, we discard this sample and change the feature and re-calculate the distances. We continue this process until the maximum iteration is reached or the classifier misclassifies malware samples. The algorithm of the ACO scenario attack is described in Alg. 2.
Defensive Strategies Against Attacks
In this section, we discuss two countermeasures as the main solution for the raised attacks.
Adversarial training
In the first defense method, we re-train the classification algorithm [20] . The main difference between the new retrained classification dataset and the current version is that we add the poison data with the training dataset. Figure 1 presents the structure of the adversarial training countermeasure. In Fig. 1 , the left-side boxes illustrate the training set which is used as a training model and the lower-side boxes are used as a testing phase for the learning model. The presented model uses different We present the steps of retraining method in the Alg. 3. The input of this algorithm is the dataset, and corresponding labels of adversarial examples (i.e., poison data) and the original dataset, and the output will be the new retrained model using the Random Forest classifier [14] . First, we randomly select 60% of the dataset and corresponding labels and save them in the training subset for the original and poison data (See lines 1 and 2 of Alg. 3). Then, we build the new training data as presented in lines 3 and 4 of Alg. 3. Next, we feed the adversarial model using such new trained data with the help of the RandomForest Classifier and retrain the model. The new model is used to implement data classification. It is rational that the new model which is produced by the poison data and the preliminary dataset has higher precision in data classification compared to the existing model.
Generative adversarial network (GAN)
In the second defense method, which is called generative adversarial network (GAN), we exploit the Random Forest Regression to select 10% of malware samples that have the greatest similarity to the benign samples in the training dataset and generate a less likely malware set. We use the GAN as a synthetic data generator set. The GAN has two functions called Generator and Discriminator. The generator function is used to modify the less likely malware samples. To do so, one random feature from the highest ranked features with zero value in the training dataset is selected and its value is changed to one and generates a new sample. The new sample is fed to the second function, the discriminatorwhich works like a classifier -to predict the class variable. The discriminator module modifies the features until the discriminator function is cheated and labels such a sample among the benign samples. Further, we gather the wrongly estimated malware samples into a synthetic data generator set. Besides, we use 80% of the synthetic data generator set with the training dataset to update the adversarial learning model. We use the remaining synthetic data generator samples (i.e., 20% of the data samples) with the test dataset to analyze the classification. Figure 2 presents the GAN defense architecture. It uses a generative adversarial network (GAN) for building new samples. The GAN applies two neural networks which use the back-propagation technique. One network generates candidates (called generative), and the other evaluates them (called discriminator ). In the GAN, the training process is applied in the generative function in such a way as to increase the error rate of the discriminator function. The GAN structure is a competitive setting, i.e., versus the discriminator function and simplified Turing learning [21] .
Algorithm 4 GAN: pseudo-code of the GAN defense
Lesslikely ← Fit 10% model of X m with KNN to M odel poison 3: for each x ∈ Lesslikely do 4:
while x new ∈ M odel poison Classify as M do 6:
end while 8:
synthetic data ← synthetic data ∪ x new 9: end for 10: M odel new ← Fit Model on X trn ∪ synthetic data 11: return M odel new Alg. 4 clearly explains the steps of the GAN-wise countermeasure. In detail, we give the samples as an input set to the generator function. We modified these samples using the important features of benign samples to fool the discriminator function by producing novel synthesized instances that appear to have come from the benign dataset. In other words, the discriminator functions task is to discover the benign samples from the malware ones. If the discriminator function correctly recognizes a malware sample, that sample returns to the generator function to re-train the sample. In this algorithm, we first generate a poison model, called Model˙poison, using the logistic regression algorithm (see line 1). Then, in line 2 of Alg. 4, we build 10% samples of the malware dataset which are KNN nearest to the established poison model and save these samples in Lesslikely set. Indeed, Lesslikely set is composed of samples that have the greatest similarity to the malware dataset. For each sample in Lesslikely, if it belongs to the poison model we label it as 'M' for Malware, then we try to modify it with the most important features in the benign dataset until it falls out from the malware dataset and is classified as part of the benign dataset (see the lines 5-7 of Alg. 4). Hence, if a sample in GAN is recognized as a benign sample, we add it to the synthetic data set. After analyzing all the samples, we use 80% of the synthetic data samples set with the training dataset (malware and benign) to generate the new model and feed it to the classification algorithms. The remaining samples are in the synthetic data with a test dataset for analyzing the new model. In a nutshell, we will see that the new model improves the level of accuracy.
Time/Space complexity of the attack and defense algorithms
In following section, we conduct time and space complexity analysis on the presented attacks and defenses.
Time complexity
Focusing on the time complexity of Alg. 1, we consider four attack scenarios which have similar code interactions from lines 10-19. Note that this common part (for loop presents in lines-10-19) runs of the order of O(λ · n) for all samples (i.e., we have a total of n samples), where λ is the selected features of our m total number of the featured applied per sample in this paper. Also, we know that in malware dataset λ < m << n. So, we can list the time complexity of each attack scenario as follows:
-Trivial attack. In this scenario, we select λ features from the total of m features in the original dataset (i.e., X). In the worse case, it runs of the order of O(λ · n) for all samples. As a result, the overall complexity of a trivial attack is about O(m · n). -Distribution attack. In this scenario, we put the feature in descending order and select the λ highest ranked features. Hence, in the worse case, it runs of the order of O(m 2 ) per sample. As a result, the overall complexity of distribution attack, considering the common block of the Alg. 1, is about O(m 2 · n). -KNN based attack. In this scenario, we first select λ features of the ordered vector of m features (the time takes is of the order of O(m 2 )). Second, we randomly select 10% of the malware samples (the time takes is of the order of O(n)). Finally, we select the K sample, so the time taken for selecting is of the order of O(k · λ · n) [2] , where we use k as a fixed value in this scenario. As a result, the overall time complexity of the KNN attack is about O(k · λ · n).
-LR based attack. In this scenario, we randomly select λ important features from the benign dataset using the LR algorithm and select 10% samples of the malware dataset which are near to the legitimate samples, which takes of the order of O(n). Considering the common block of Alg. 1, the overall time is taken for the LR attack is about O(λ · n). -ACO attack. In this scenario which is detailed in Alg. 2, we first build a discriminator and select 10% of the malware samples near the discriminator, which takes of the order of O(n). The main for loop n times run the ACO algorithm. Therefore, the overall time taken for the ACO attack is about O(n 4 )).
We present two defense mechanisms in this paper. In each method, we try to modify the current model and build an updated model that has more intelligence against the attacks mounted. In the following, we describe the time it takes to build the new retrained model:
-Adversarial training defense. In this method, which is detailed in Alg. 3, we first randomly select 60% of original and poison data and build new training set which runs for around O(n). Then, we gather the trained and poison data which run for around O(n). Then, we run the Random Forest regression function on these two datasets and build a new model. The Random Forest regression function utilizes a decision tree for classifying the data and identifies the important features based on the results of the classification. Since we have n samples and m features, the time taken to establish each tree is about O(m · n · logn). As a result, the overall time taken for the adversarial training defense method is in the order of O(m · n · logn). . Hence, the duration of the for loop runs for about O(n 2 ). As a result, the overall time taken for the GAN defense method is in the order of O(n 2 ).
Space Complexity
Focusing on the space complexity of Alg. 1, for the Trivial attack, we need a vector space to select λ features among m available features, so the required space is in the order of O(λ · n) for all samples. Regarding the Distribution attack, we also need to select lambda features out of m features, so the overall space complexity of this scenario runs of the order of O(λ · n) for all samples. Regarding the KNN based attack, first, we rank the features, which is applied as in-place ordering that runs of the order of O(λ · n) for all samples. Then, we need a space to save 10% of the malware dataset, which runs of the order of O(m · n). Finally, the overall space complexity required for this scenario runs of the order of O(m · n). Regarding the LR attack, LR takes at most a dataset space to randomly select λ features in the benign dataset and occupy O(m · n) space to find 10% of nearest malware dataset to the discriminator. As a result, the overall space complexity of the LR scenario is in order of O(m · n). Focusing on the space complexity of Alg. 2, we first select λ features out of m features for each sample, so we need a space of the order of O(m · n) for this. Then, we need to consider the order of O(m · n) for the required space to find 10% of the nearest malware dataset to the discriminator. In the for loop, we build the dataset at most n times. As a result, the overall space complexity of the ACO scenario is in the order of O(m · n 2 ). Focusing on the space complexity of Alg. 3 for adversarial training defense, similar to the previous algorithms, the space required for running the lines 1-4 runs for around O(n·m). Also, the space required to generate RandomForestClassifier function is in the order of O(N T · n · m) [3] , where N T is the number of trees we need to consider to run this function. As a result, the overall space complexity takes about O(N T · n · m). Focusing on the space complexity of Alg. 4 for GAN defense, similar to the previous algorithms, the space required for the LogisticRegression function and Lesslikely matrix is in the order of O(n · m). All the classification algorithms using the Lesslikely dataset can consume space in order of O(n · m). As a result, the overall space complexity is in the order of O(n · m).
Experimental Evaluation
In this section, we report an experimental evaluation of the proposed attack algorithms and their countermeasures by testing them under different scenarios.
Simulation setup
In the following, we present the classifiers, datasets, training/testing structure, test metrics, and hyper-parameter tuning. Classifiers. We use three classifiers as described in Section 3.2, in which we set the k-fold variable to 10. As explained previously, the random forest (RF) algorithm classifies the data by constructing multiple decision trees. In this paper, the number of decision trees used is 100. In RF, the maximum number of features used to find the best split of the features is set to 3. In the Bagging algorithm, we use the DecisionTreeClassifier as the base estimator. The number of decision trees used is 100. In the SVM, we use a kernel variable of linear type. Thus, the RF, Bagging and SVM classifiers are learned by sampling uniformly from the training set and randomly subsampling the feature set. The classifiers are then combined by averaging their outputs. We average our results over 10 independent runs. Datasets: We conducted our experiments using three datasets, as detailed below: In order to find the optimal number of features for modification in each attack, we repeat our experiments for λ={1%, 2%, 3%, 4%, 5%, 6%, 7%, 8%, 9%, 10%, 20%} of the manifest features (i.e., M ). Parameter setting. We run each attack and defense algorithm 10 times and report the average results. At each repetition, we randomly consider 60% of the dataset as training samples, 20% as validation samples and 20% as testing samples. This enables us to evaluate the degree to which a classifier can maintain its detection of malware from different sources. We set the maximum iteration of the ACO attack algorithm to 1000. Besides, we modify 300 variables corresponding to the ranked feature vector using the ACO algorithm for each iteration. We fix the evaporation ratio to 0.1 and the pheromones rate per path that is corresponding to the coefficient of experience and collective knowledge to 0.99. All of the experiments (four attacks and two defenses using three datasets with three classification algorithms) were run on an eight-core Intel Core i7 with speed 4 GHz, 16 GB RAM, OS Win10 64-bit using Python 3.6.4. Feature selection. Due to a large number of features, we first ranked the features using the RandomForestRegressor algorithm. We then selected 300 of these features with higher ranks.
Comparison of solutions. We compare our defense algorithms with the Jacobian saliency map used to craft malware samples in [12] , called JSMA. The Jacobianmatrix-based algorithm is used to craft adversarial examples, since the binary indicator vector used by these authors to represent an application does not possess any particular structural properties or inter-dependencies. Hence, they apply a regular, feed-forward neural network with an architecture consisting of two hidden layers, each involving 200 neurons. In [12] , the authors consider at most 20 feature modifications to any of the malware applications. Our solution uses a SoftMax function for normalization of the output probabilities in the malware detection system, as follows:
where F is the gradient function, x is the input sample, and m n is the number of features. The above authors follow two steps when building adversarial examples. In the first step, they calculate the F gradient according to X to estimate the direction in which the perturbation in X can calculate the output of function F (see (5)):
In the second step, a perturbation δ of X with a maximum positive gradient is selected in the target class Y . For presenting the attack mechanism, the index i changes the target class to 0 by changing X i , as described in (6): (FN) : is the count of malware files misclassified as goodware. -Accuracy: This is the ratio between the number of correct predictions and the total number of input samples. A higher value of accuracy indicates that the algorithm is able to correctly identify the label of the samples with a higher probability. Thus, we have
-Precision: This is the fraction of relevant instances among the retrieved instances. Hence we have:
-Recall: This is the fraction of retrieved instances over the total amount of relevant instances. Both precision and recall are therefore based on an understanding and measure of relevance. This can be written as:
-False Positive Rate (FPR): This is defined as the ratio between the number of negative events incorrectly classified as positive (false positive) and the true number of negative events (false positive + true negative). Therefore we have
-Area Under Curve (AUC): This defines a metric for determining the best class prediction model using all possible thresholds. Thus, AUC measures the tradeoff between (1-FPR) and FPR. The intrinsic goal of AUC is to solve the situation in which a dataset consists of unbalanced samples (or a skewed sample distribution), and it is necessary that the model is not overfitted to the class consisting of a higher number of instances. This can be written as:
Experimental results
In this section, we apply the above attacks to our originally trained classifiers to examine the impact of GAN and adversarial training as defensive mechanisms against adversarial examples in the domain of malware detection.
Evaluation on different features
In the first results, we present the machine learning metrics for our attack scenarios and defense algorithms versus the JSMA attack method [12] for different numbers of selected features. We present three sets of plots.
In the first group, we compare the FPR metric described in Section 6.1 for various attack algorithms; in the second group, we compare the aforementioned FPR ratio for the defense algorithms; and in the last group, we validate the AUC metric for the defense and attack algorithms to indicate the success of the proposed attacks and defenses.
Comparison of attack algorithms In the following figures , we compare the FPR values for our attack algorithms and the JSMA attack algorithm, using the API and permission data from the Drebin, Contagio and Gnome datasets. As we can see, the three sets of comparison plots (Figs. 3a-3c, Figs. 3d-3f , and Figs. 3g-3i) show that for the API and intent type files, the LR attack performs much better than the other algorithms (i.e., for each of the four selected samples, the LR attack can modify the features of one of them in such a way to fool the classifier). This effect can be explained by considering that performing predictive analysis on prominent features avoids overfitting in the poison learning model, which leads to a greater FPR. For permission type apps, the FPR value fluctuates and depends on the features selected. Hence, the FPR values for all attacks do not change smoothly. This value is always higher for the LR, Distribution and KNN attack algorithms than for the JSMA method [12] .
Comparison of AUC for different datasets
Comparison of the defense algorithms To fully evaluate our defense algorithms, we test the FPR rate for the various number of feature and file types using various datasets, as shown in Fig. 4 . The following figures show the adversarial training and GAN defense algorithms. From Fig. 4 , we can elicit two main conclusions: firstly, the performance of the GAN defense method (the latter defense method) is better than the former defense algorithm, and the differences between the FPR rates for GAN and the adversarial training algorithm for API files are about 1.1%, 1%, and 0.75% for the Drebin, Contagio and Gnome datasets, respectively; and secondly, the differences in the FPR rates for the GAN defense method compared with the LR algorithm for API files (i.e. the highest FPR rate attack algorithm for API files) for the Drebin, Contagio and Gnome datasets are about 25%, 9%, and 6%. This indicates that our GAN defense algorithm is an efficient method for reducing the misclassification rate of authentic programs as malware, and is comparable with other results.
In Fig. 5 , we present the AUC values for the attack and defense algorithms. Fig. 5a shows the AUC values for the attack algorithms (including JSMA [12] ) for the permission, API and intent data for the Drebin, Bagging, and Gnome datasets using RF classifier. For an attacker's point of view, it is vital to obtain smaller AUC values that allow adversarial samples to be generated and the learning model to be easily modified. From this figure, we can draw three conclusions. Firstly, attack algorithms perform better for permission data than for API and intent data. This means that our attack algorithms can manipulate the sample data to produce adversarial samples and fool the classification algorithm more easily. Secondly, the LR and distribution attack algorithms have lower values for AUC for all datasets compared with the JSMA algorithm and with respect to the FPR values presented in Fig. 3 . Hence, these two algorithms can be selected as stronger attack methods. Finally, our algorithms show better AUC results for the Drebin dataset for all three file types. This means that the average rate of AUC for all of our attack algorithms applied to permission data from the Drebin dataset is about 15%, which is 11% lower than for the API and intent data. However, the average AUC rate for all three file types is approximately the same for the Contagio dataset.
A comparison between the defense algorithms presented in Figs. 5d-5f shows that it is essential to obtain a significant value of AUC. Hence, from thes figures, we can see that the results for the proposed defense methods applied to the API data of the Contagio dataset perform better than for the Drebin and Genome datasets. In contrast, when we perform our defense algorithms on the permission data, the AUC results for the Contagio dataset have smaller values compared with the Drebin and Genome datasets. When we run the defense algorithms on the intent files, the AUC ratio for the Drebin dataset is higher than for the two other datasets. Moreover, the GAN defense method has higher AUC values than the adversarial training defense algorithm, and the rates are approximately the same for both file types. Hence, GAN is an efficient solution that can be applied to all datasets, and especially the Drebin dataset, as a defense against the adversar-ial example produced by the attack algorithms. As a conclusion, we understand that Drebin dataset can be an efficient dataset that we can perform attack/defense algorithms on it and evaluate our methods compared with JSMA method [12] .
Performance of attack/defense algorithms on the Drebin dataset
First, we evaluate the average FPR values for all feature lengths for the various attack algorithms, using three types of files for the Drebin dataset and all classifiers, as described in Section 6.2.2. We then select the much more easily modifiable features, which can accelerate the attack process as described in Section 6.2.2. Finally, we evaluate the robustness of the attack and defense strategies against the JSMA method [12] and present the ML metrics for the selected features described in Section 6.2.2.
Performance of FPR vs. file types vs. classifiers As an attacker, we need to narrow the attack algorithm targets using the specific classifier and file types. We therefore calculate the FPR value for each file type when manipulated with attack algorithms for various classification methods. Figure 6 demonstrates the results of this evaluation and suggests two findings. Firstly, the average FPR value ratio for the API and permission files is lower than for the intent files. This drives the attack algorithms to concentrate on the last group of files (see the right-hand set of bar charts in Fig. 6 ). Hence, the intent file type is much easier to modify using attack algorithms. Secondly, most of our algorithms can produce a larger value of FPR than the JSMA method, for all classification methods. However, the SVM classification algorithm is the weakest classification algorithm, and RF is the strongest.
Performance of reasonable feature selection In this study, an attacker needs to know the minimum number of features of each sample in order to manipulate them and falsify the classifier. We therefore compare and evaluate the FPR rate for different numbers of selected features. Table 2 shows the FPR rate for each attack algorithm for the various numbers of features chosen to run the intent data in the Drebin dataset using the RF classifier. From Table 2 , we can conclude that when increasing the number of features for testing in each scenario, the average FPR remains approximately fixed, while the time of execution clearly increases. 
Performance of ML metrics for three selected features
In the following, we evaluate the robustness of our classifiers when encountering five different attacks and two defense scenarios for three selected features. Table 3 shows the results of the proposed algorithms for the intent data from the Drebin dataset. As shown in this table, we first apply classification algorithms without an attack strategy. It is noticeable that the accuracy of the classifiers without an attack is above 84%. The maximum FPR value with no attack is 13.23% for the RF classifier. Furthermore, the FPR values for the two other classifiers are even less than 13%.
The trivial algorithm inserts random noise into samples. Hence, the accuracy value for the trivial algorithm is approximately the same for all classification algorithms, and is about 72%. Conversely, the FPR value increases, but due to the lack of targeted changes in this method, the FPR is lower than for the other proposed attacks. The distributed attack only manipulates the features of the malware samples that are within the distribution of benign samples in the training set. As can be seen from Table 3 , this algorithm is more successful in reducing the accuracy than the other methods for the Bagging classifier, and reduces it by about 9% compared to the rate before the attack. The distribution algorithm also has the lowest precision compared to the other proposed attack scenarios and has a value similar to the JSMA method of about 26%. Hence, this attack offers a reasonable level of accuracy and can be a suitable option for the Drebin dataset using the Bagging classifier. The KNN attack scenario is an aggressive attack, since it reduces the accuracy to the lowest value for the RF classifier compared to the other attack algorithms. This attack selects k benign sam- For the defense algorithms, we expect the accuracy of the classification to increase and the FPR value to decrease. From Table 3 , we observe that the GAN-based method always has higher accuracy than the adversarial training method. The FPR values for the adversarial training method with the RF, Bagging, and SVM classifiers are lower than for the GAN defense method. In Table 3 , we highlight the highest FPR and lowest accuracy values among the attack algorithms and the lowest FPR and highest accuracy among the defense algorithms; these correspond to the best attack and best defense algorithms.
Evaluation of detection time
In this section, the execution times for the attack algorithms and the defense solutions are compared. Table 4 compares the time required for training, testing, poisoning and defense for the different proposed algorithms. As can be seen, of the proposed algorithms, the trivial attack is the fastest attack method, since it randomly selects and modifies the features. The ACO attack algorithm is the slowest attack algorithm to generate adversarial samples. The KNN attack algorithm requires calculation of the distance between the adjacent samples, and takes much more time than the other attack methods. In terms of the classification algorithms, the RF algorithm time consumption for the training and testing phases is lower than for the Bagging and SVM algorithms. By comparing the proposed algorithms with the JSMA method, we find that the execution time for the proposed methods is better in most cases than for the JSMA algorithm. In terms of the time taken by the attack algorithm on the permission, API and intent data types, it is easy to see that the time required for API data files is larger than for the two other files types, and this rate is lower for the RF classification algorithm.
Both of the proposed defense algorithms need a certain amount of time to apply the defense mechanism in the poisoned dataset, which we call the defense period, and this is presented in the same cell as the poisoning time for each classification algorithm. According to the last six rows of Table 4 , the defense time for the adversarial training algorithm is about half of the time taken by the GAN defense learning model against adversarial example injections. However, the duration of the training and testing phases for both defense algorithms are comparable. It is also clear that API apps require more time than other file types for both defense algorithms. Overall, the SVM classifier requires more time than RF for all three phases (i.e., training, testing, and defense). Table 4 confirms that GAN is the best defense algorithm; among the classification algorithms, RF is the most efficient classifier and requires less time than the other classification algorithms.
Discussion and Limitations
The primary goal of crafting adversarial samples is to evaluate the robustness of Machine Learning based malware classifier for identifying malware camouflaged as legitimate samples. In order to ascertain the aforesaid conjecture, we developed malicious samples statistically identical to benign applications by implementing different poisoning methods. In each attack scenario, the functionality of malicious samples was preserved. However structural changes at the Android component level was carried out. To be precise, we considered two restrictions which assure app functionality. Firstly, we modify the manifest features that are related to the AndroidManifest.xml file in any Android app. Secondly, we change the features that are added to the real application. These features are written using a single line of code. Comprehensive experiments carried in this article clearly depict that malware samples can be shifted to benign class by altering permission and intents. In the majority of cases, we observed that there was an increase in FPR between 26.5%-28.5%. Further, we also conclude that the transformation of a malicious app's to trusted ones could be undertaken with additional efforts, requiring augmentation of large code blocks as compared to attributes like permission and intents. We observed that retraining with adversarial examples with corrected labels and GAN generated samples the trained model can appropriately identify samples drawn from the unseen distribution. One of the main limitations of the proposed method is the detection of malicious samples launching an attack on execution time. This can be addressed by creating a system call flow graph and focusing on critical path depicting frequent operations. Subsequently, feeding the machine learning classifier with the statistics of a sequence of frequent operations. Alternatively, apps, if analyzed independently, may appear legitimate but when they collude shows malicious behavior. Detection of samples exhibiting such behavior is beyond the scope of this work. However, such apps can be detected by estimating flow by representing the information flow using finite state with the output. This way of representing application state can exhibit fine-grained information flow from multiple states to the subset of states or specific sates of given automata. Additionally, we can infer the current state and next state information on an event to discover the vulnerable source and sink pairs.
Conclusions and Future Work
In this paper, we propose five different attack algorithms: a trivial algorithm, a benign distribution, KNN, LR, and a bio-inspired method based on the ant colony algorithm. We compare these algorithms with the most recent static approach based on a Jacobian method, called JSMA, in terms of providing adversarial examples based on Android mobile data to fool classification algorithms. We also propose two defense algorithms based on adversarial training and GAN architecture. We validate our attack and defense algorithms using three public datasets, namely the Drebin, Gnome, and Contagio datasets, using API, intent and permission file types. We test our models before and after implementing attacks on three classification algorithms: the RF, SVM and Bagging algorithms. It is observed that using 300 ranked syntax features of these Android mobile datasets, the benign distribution and LR attack algorithms could fool the classification algorithms using the Drebin dataset. This was particularly true for RF, with an FPR of more than 27%, an accuracy of less than 72% and an AUC of up to 50%. These achievements are interesting as they are higher than the JSMA approach by about 5% for AUC, 5% for FPR, and 5% for accuracy. The GAN approach can also decrease the FPR value by about 10%, increase the precision by about 50%, and increase the accuracy by up to 25%, and can be used as an efficient solution for such attacks.
For the future development of our work, we may further improve the level of per feature robustness against various adversarial manipulations. To do so, we need to add the knowledge of feature robustness to the learning model to make it difficult for the attacker to identify the feature characteristics which are more complicated to manipulate. 
