A thesaurus is a reference work that lists words grouped together according to similarity of meaning (containing synonyms and sometimes antonyms), in contrast to a dictionary, which contains definitions and pronunciations. This paper proposes an innovative approach to improve the classification performance of Persian texts considering a very large thesaurus. The paper proposes a flexible method to recognize and categorize the Persian texts employing a thesaurus as a helpful knowledge. In the corpus, when utilizing the thesaurus the method obtains a more representative set of wordfrequencies comparing to those obtained when the method disables the thesaurus. Two types of word relationships are considered in our used thesaurus. This is the first attempt to use a Persian thesaurus in the field of Persian information retrieval. The k-nearest neighbor classifier, decision tree classifier and k-means clustering algorithm are employed as classifier over the frequency based features. Experimental results indicate enabling thesaurus causes the method significantly outperforms in text classification and clustering.
Introduction
Nowadays, usage of recognition systems has found many applications in almost all fields [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . K-Nearest Neighbor (kNN) classifier is one of the most fundamental recognition systems. It is also the simplest classifier. It could be the first choice for a classification study when there is little or no prior knowledge about the data distribution. It has been shown that it is effective in many fields such as text categorization field [36] [37] , intrusion detection filed [38] (that is first converted text categorization problem then treats it as text categorization), medical systems such as diagnosis of diabetes diseases [39] , thyroid diseases [40] and myocardial infarction [41] , and image classification [42] and etc. It has been shown that kNN is a successful classifier for text categorization [36] [37] [38] .
Clustering is the assignment of objects into groups (called clusters) so that objects from the same cluster are more similar to each other than objects from different clusters [25] , [28] and [32] . In data mining, k-means clustering is a method of cluster analysis which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean. Although k-means is considered as a clustering algorithm, in this paper it is employed as a classifier, it means we assume that labels are given in its evaluation, for comparing with kNN classifier. While it has been shown that employing thesaurus can improve the text clustering and classification in Latin languages [43] [44] , we also aim that evaluate whether employing Persian thesaurus improves text clustering or not.
Decision Tree (DT) is considered as one of the most versatile classifiers in the machine learning field. DT is considered as one of unstable classifiers. It means that it can converge to different solutions in successive trainings on same dataset with same initializations. It uses a tree-like graph or model of decisions. The kind of its knowledge representation is appropriate for experts to understand what it does [45] .
In the current century Information Technology is considered as one of the most important scientific fields (if not the most important field) among the researchers. Ever-increasing growth pace of data makes its appropriate and efficient management significantly important and also its appropriate usage inevitable. Indeed proper responding to user queries is considered as a crucial challenge in the Information Technology [1] . Two of the most important challenging problems in the field of Information Technology include:
-How can one handle information retrieval problem in a huge number of texts efficiently? -How can one extract useful information out of a huge mass of data efficiently?
From this perspective, usage of text keywords has been considered as a very promising approach for researchers to handle two mentioned challenges.
A thesaurus is a reference work that lists words grouped together according to similarity of meaning (containing synonyms and sometimes antonyms), in contrast to a dictionary, which contains definitions and pronunciations. This paper proposes to use existing between-word-relationships to help us build an automatic thesaurusbased indexing approach in Persian language.
Related Works
In 1999, Turney showed that keyword extraction field is one of the most important factors accelerating and facilitating the information retrieval applications, but until then there is no attempt to improve the quality of extracted keywords [5] . Simultaneously in 1999, Frank et al., who worked in the field of artificial intelligence, tried to improve the quality of extracted keywords by presenting machine processing algorithm. Their work was based on a Simple Bayes algorithm. Their system is named "KEA". In the KEA method, although the quality of extracted keywords significantly increased, linguistic issues were not taken into considerations during keyword extraction process [6] . The general process of keyword extraction was introduced by Liu et al. in 2005 . They first elect a number of candidate words as potential keywords, then assign a weight to each potential keyword, and finally consider potential keywords with the highest weights as the final extracted keywords [7] . Franz in 2002 combined statistical analysis and linguistic analysis [8] . He believed that without considering information about linguistic knowledge, statistical analysis considers disadvantageous and non-keywords [8] . Along with previous researches, to solve drawbacks of the traditional keyword extraction approaches (that extract disadvantageous and non-key words instead of the keywords), Freitas et al. modeled process of the keyword extraction into a classification problem in 2005 [9] . Zhang et al. used a decision tree as classifier to recognize the keywords among all words [10] . Halt used the features based on Ngram concept in the context of information retrieval [11] . In the first attempt, Deegan used thesaurus concept in 2004 to improve information retrieval efficacy [12] . After that Hyun tried to use a specialized thesaurus for special-formatted queries [13] . There are some successive works that try to improve information retrieval efficacy after then [14] - [16] . There are some related works done in the field of Persian language. While there are many methods in Persian language, there is a lack of employing a thesaurus in Persian so far. The curious reader is referred to [4] and [17] - [20] for more detail. The only work that employs a thesaurus is Parvin et al. work that is a very simple and immature one [21] .
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Finding the Stems of Words 3 Proposed Framework Fig. 1 depicts the proposed framework. The first step in Fig. 1 is expanded in Fig. 2 . As seen in Fig. 2 , in preprocessing step, Persian texts are refined into useful texts to get rid of the trivial words that are unnecessary for keyword extraction phase. Indeed the pre-processing step of proposed framework consists of three phases (sub-steps). In first phase the common frequent words like prepositions are omitted. Then the stem of each word is found. Third the common frequent stems, like "be", are also omitted from the text. To clarify second step, please consider Fig. 3 . In Fig. 3 assume that the word 1 , word 2 and word 3 are synonyms of each other. Using a thesaurus these three words, i.e. word 1 and word 2 and word 3 are considered as the single word that is first observed, i.e. word 1 with a frequency as many as sum of their frequencies, here 3. Here word 1 is head word of those three words and two words, word 2 and word 3 , are children of head word word 1 . So after second step a table of words is obtained from the input text that depicts the words next to their frequencies; for example the table of words for the text presented in Fig. 3 Fig. 4 . Assume that word 5 is a special kind of word 4 and word 4 is a special kind of word 3 . As before, word 1 , word 2 and word 3 are synonyms/antonym of each other. Now a table is extracted from the text presented in Fig. 4 that the frequencies of its words are like Table 2 . For simplicity we assume that α is 1/4 for this example.
In Table 2 , word word 1 is the head for three words, word 1 , word 2 and word 3 . Because those words, word 1 , word 2 and word 3 , are occurred 4 times, their frequencies are considered 4 at least. Besides, due to occurring the word word 4 that is a special kind of word 3 , a 1/4 (α) is added to their frequencies. Due to occurring the word word 5 that is a special kind of word word 4 , a 1/4*1/4 (α^2) is added to their frequencies. From another side, the frequency of the word word 4 is at least 1, due to its one direct appearance. Because of four appearances of the word word 1 , 4 times 1/4 (4*α) is added by its one appearance. Besides because of one appearance of word word 5 another 1/4 (α) is added to its frequency. This scenario is valid for the word word 5 . It means that one appearance of the word word 5 , plus 1/4 (α) due to appearance of the word word 4 plus 4 appearances of the word word 1 that has inclusion relationship with length 2, i.e. 4×1/4×1/4 (4×α 2 ), is considered as frequency of the word word 5 . 
Experimental Studies
Employed criteria based on which an output of a classifier or a clustering algorithm are evaluated, are discussed in the first part of this section. The details of the used dataset are given in the subsequent part. Then the settings of experimentations are given. Finally the experimental results are presented.
We have two different parts of experimentations. In the first part of experimentations we use a simple classifier to show the effectiveness of the proposed method. We employ confusion matrix to visually show the distribution of articles in different classes. Each row in the confusion matrix represents the instances in a predicted class, while each column of the confusion matrix represents the instances in an actual class. One benefit of a confusion matrix is that it is easy to see if the system is confusing two classes. To evaluate the performance of the classification, the accuracy, entropy and purity measures are taken as the evaluation metrics throughout all the paper. Accuracy is computed according to equation 1:
where n is the total number of samples and denotes the number patterns of class j that are classified by classifier L as class i. Consider a discrete random variable X,
And its purity is obtained using equation 3.
We can consider i-th row of the confusion matrix as a distribution of patterns in the class i and evaluate the purity and entropy measures for the class. Then by considering a weight / for class i, where is number of the samples in class i and n is total samples, we sum the purities and entropies of all classes. It means for classifier L the purity and entropy measures are computed as equations 4 and 5 respectively.
where c is number of classes and ( ) is the entropy of class i.
All the classification experiments are done using 4-fold cross validation. The results obtained by 4-fold cross validation are repeated as many as 10 independent runs. The averaged accuracies over the 10 independent runs are reported. Confusion matrix of 1-nearst neighbour classifier with leave-one-out technique is presented as a comprehensive study of performance of classification.
In the second part of experimentations k-means clustering algorithm is applied over dataset. Here the normalized mutual information (NMI) between the output partition and the real labels of dataset is considered as the main evaluation metric of the final partition [2] . The NMI between two partitionings, and , is calculated based on equation 6. 
where n is the total number of samples and denotes the number of the shared patterns between clusters ∈ and ∈ ; is the number of the patterns in cluster i of partition a; also is the number of the patterns in cluster j of partition b. Second alternative to evaluate a partition is the accuracy metric, provided that the number of clusters and their true assignments are known. To compute the final performance of k-means clustering in terms of accuracy, one can first re-label the obtained clusters in such a way that have maximal matching with the ground true labels and then counting the percentage of the true classified samples. So the error rate can be determined after solving the correspondence problem between the labels of derived and known clusters. The Hungarian algorithm is employed to solve the minimal weight bipartite matching problem. It has been shown that it can efficiently solve this label correspondence problem [46] . In order to test the proposed method five different categories have been collected from Hamshahri newspaper [3] . The detail of the dataset is presented in the Table 3 .
After refinement of dataset, the average number of words in each category is reduced as the last column of Table 3 . And then after applying refinement phase, we produce a feature space as illustrated in Table 4 .
In Table 4 , parameter n is the number of the words which are considered as head word type in one article at least. The entity j-th column of i-th row in Table 4 is equal to frequency value of head word j in i-th article. The parameter m that shows the number of articles in dataset is 400. It means 75 articles per class. The averaged number of features in dataset, n, is 171.5. By filling values of Table 4 by using thesaurus and without using thesaurus we obtain two different datasets. Thesaurus is a collection of words, phrases and information about a specific field of human wisdom. This collection of words is organized to integrate and centralize vocabulary in the field to make it easy understand the relation between the previous concepts. The used thesaurus is produced considering the manual presented by Hori [22] . We use 1-neareast neighbour classifier as base classifier and averaged on 10 independent runs each of which obtained by 4-fold cross validation is reported. Parameter α is considered 1/4 throughout all the experimentations. The true labels of this dataset are employed for obtaining the accuracy metric. For reaching the matrices (Table 6 and Table 7 ) we use 1-neareast neighbour and leave-one-out technique. In clustering the real number of cluster (here 5) is feed to k-means algorithm. The similarity measure to reach similarity matrices is based on normalized Euclidean distance. Table 5 The same matrix for 1-NN classifier on features obtained without help of thesaurus is shown in the Table 7 .
5
Conclusion and Future Works
In this paper, we have proposed a new method to improve the performance of Persian text classification. The proposed method uses a Persian thesaurus to reinforce the frequencies of words. With a simple classifier, it is shown that using thesaurus can improve the classification of Persian texts. We consider two relationships: synonyms and inclusion. We use a hierarchical inclusion weighting, and linear synonym weighting. As it is concluded the text classification and clustering both can be significantly improved in the case of applying a thesaurus. As a future work, one can turn to research on the different weighting methods. For another further future work it can be studied how further relationships, like contradiction, can affect the text classification performance.
