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Chapitre 1
Introduction
L’objectif de cette the`se e´tait d’ame´liorer un code de me´canique des fluides 2D e´crit avec
une me´thode de volumes finis, le sche´ma MAC que nous de´crirons plus loin, pour des maillages
rectangulaires. En effet, les me´thodes de volumes finis classiques sont construites sur des
maillages ve´rifiant des proprie´te´s d’orthogonalite´, comme les maillages rectangulaires [58],
les maillages de Delaunay-Vorono¨ı [82] ou encore les maillages dits admissibles [48] (voir
figure 1.1), qui peuvent eˆtre vus comme une ge´ne´ralisation des pre´ce´dents. Pour illustrer
G
E
G1 2
Fig. 1.1 – Deux cellules voisines d’un maillage admissible.
ces conditions d’orthogonalite´, nous allons de´crire succinctement la me´thode de [48] sur le
proble`me de Laplace en nous plac¸ant sur un maillage admissible. Un maillage est dit admissible
s’il est possible d’associer a` chaque cellule un point de controˆle de telle sorte que le segment
joignant les points de controˆle de deux cellules voisines soit orthogonal a` l’areˆte commune
de ces deux cellules. Les inconnues du sche´ma [48] sont associe´es aux points de controˆle des
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mailles et on inte`gre l’e´quation −∆φ = f sur un volume de controˆle K :∫
K
f =
∫
K
−∇ ·∇φ (1.1)
= −
∫
∂K
∇φ · n (1.2)
= −
∑
E∈∂K
|E| [∇φ · n]E . (1.3)
Il faut donc e´valuer ∇φ · n sur chaque areˆte E du maillage. Puisque le segment joignant les
points de controˆle de deux mailles adjacentes est orthogonal a` l’areˆte commune E, alors la
valeur de ∇φ · n sur cette interface peut aise´ment eˆtre approche´e par une diffe´rence finie :
[∇φ · n]E ≈ φ(G2)− φ(G1)|G1G2| .
Cette me´thode est tre`s performante sur les maillages que nous avons cite´s, et peu couˆteuse.
En revanche, il devient difficile de l’appliquer a` des maillages triangulaires non-structure´s
en ge´ne´ral car le centre du cercle circonscrit peut se trouver en dehors de la cellule lorsque
celle-ci est de´forme´e (Fig. 1.2 a) (on pourra se re´fe´rer aux tests nume´riques effectue´s dans
[40] sur des maillages tre`s aplatis). De plus, elle n’est pas du tout adapte´e aux maillages non
conformes (Fig. 1.2 b), puisqu’ils ne remplissent pas les conditions d’orthogonalite´. Pourtant,
a b c
Fig. 1.2 – Diffe´rentes partitions du domaine.
ces maillages sont parfois bien utiles pour capter des singularite´s locales. Ainsi, plutoˆt que
d’utiliser le maillage de la figure 1.2 b directement, il est alors ne´cessaire de raffiner (Fig. 1.2 c)
sur l’ensemble du domaine lorsqu’on veut une bonne approximation locale, ce qui augmente
inutilement le nombre d’inconnues et donc le temps de calcul. Dans la suite, nous allons
pre´senter une me´thode de volumes finis qui s’affranchit de ces contraintes d’orthogonalite´.
Pour cela, on conside`re une partition du domaine de calcul Ω (le maillage primal), forme´e
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de polygones convexes, et on construit une deuxie`me partition (le maillage dual) centre´e
sur les sommets du maillage primal, qu’on obtient en joignant les centres de gravite´ voisins
par exemple, comme sur la figure 1.3. Pour donner, dans cette introduction, une ide´e du
P
T
S
Fig. 1.3 – Un maillage primal et son dual associe´.
fonctionnement de cette me´thode de volumes finis [40], on va tout d’abord se positionner
sur le proble`me de Laplace et chercher a` re´soudre −∆φ = f , avec comme inconnues des
φT discrets situe´s au centre de gravite´ des polygones, ainsi que des φP situe´s aux sommets.
On obtient le meˆme nombre d’e´quations en inte´grant l’e´quation sur les cellules primales et
sur les cellules duales. Conside´rons une cellule primale T , dont un des sommets est note´ S,
et construisons la cellule duale P associe´e a` ce sommet, comme sur la figure 1.3. Lorsqu’on
inte`gre l’e´quation sur T :
−
∑
A∈∂T
|A| [∇φ · n]A =
∫
T
f, (1.4)
nous sommes ramene´s au calcul de la composante normale de ∇φ, note´e ∇φ ·n, sur chacune
des areˆtes A de T . De meˆme, en inte´grant l’e´quation sur P , nous sommes ramene´s au calcul
de la composante normale de ∇φ sur chacune des areˆtes A′ de P :
−
∑
A′∈∂P
|A′| [∇φ · n]A′ =
∫
P
f. (1.5)
Sur la figure 1.4, nous avons repre´sente´ un quadrilate`re D, appele´ cellule-diamant, dont l’une
des diagonales A est une areˆte du maillage primal, tandis que l’autre diagonale A′ est une
areˆte du maillage dual. Finalement, d’apre`s (1.4) et (1.5), inte´grer −∆φ = f sur les cellules
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primales et duales a` la fois, revient a` e´valuer ∇φ selon deux directions dans chaque cellule-
diamant D : la direction normale a` A et la direction normale a` A′. Comme dans [31], Komla
Domelevo et Pascal Omnes [40] reconstruisent alors les deux composantes de ∇φ a` partir des
φT et φP situe´s aux sommets de ces cellules-diamants. L’originalite´ de leur de´marche (voir
aussi les travaux de F. Hermeline [61]) est de traiter les φP comme inconnues supple´mentaires
du sche´ma, contrairement a` [31] qui interpole les φP en fonction des φT . Ainsi, la me´thode
P
S
T
A’
A
D
Fig. 1.4 – Reconstruction du gradient sur la cellule-diamant.
permet de s’affranchir des conditions d’orthogonalite´ tre`s restrictives dont nous avons parle´
pre´ce´demment, et qui impliquent l’utilisation de maillages particuliers tels que les maillages
rectangulaires, de Delaunay-Vorono¨ı ou les maillages dits admissibles. Cette me´thode permet
donc l’utilisation de maillages polygonaux arbitraires tels que les maillages non-structure´s,
non-conformes, aplatis..., ce qui permet de faire des raffinements locaux sans contrainte, d’ou`
une plus grande flexibilite´ de la me´thode et un gain en temps de calcul. Au cours de cette
the`se, j’ai travaille´ a` l’extension de cette me´thode a` diffe´rents proble`mes de´crits dans les pa-
ragraphes suivants.
De´finitions, notations et ope´rateurs diffe´rentiels (Chapitre 2)
Dans ce chapitre, nous de´crivons les grands principes et les principaux re´sultats de la
me´thode de volumes finis, appele´e DDFV acronyme de “Discrete Duality Finite Volume”
[35]. Cette me´thode peut eˆtre vue comme une me´thode de covolumes (au sens de Nicolaides
[82]) en 2D agissant sur trois grilles de´cale´es que l’on nomme maillage primal, maillage dual
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(centre´ sur les sommets du maillage primal) et maillage diamant (centre´ sur les areˆtes du
maillage primal), et pour lesquels nous donnons toutes les notations utiles pour les chapitres
ulte´rieurs. Notons, de plus, que nous avons le´ge`rement modifie´ la forme des cellules duales,
par rapport a` la construction originelle donne´e par Komla Domelevo et Pascal Omnes dans
[40] et donc par rapport a` la figure 1.3. Avec cette nouvelle construction, les cellules duales
forment ne´cessairement une partition, ce qui n’e´tait pas toujours le cas auparavant. De plus,
on observe, nume´riquement, de meilleurs ordres de convergence pour le proble`me de Stokes
avec des conditions aux limites standard (voir Chapitre 5).
Le principe ge´ne´ral de la me´thode consiste a` construire des ope´rateurs gradient, divergence
et rotationnel discrets une fois pour toutes, puis de remplacer les ope´rateurs qui interviennent
dans les EDP par leurs homologues discrets. Ces ope´rateurs agissent sur des maillages quel-
conques par un choix judicieux des inconnues.
Ainsi, nous construisons un ope´rateur gradient discret∇Dh agissant sur les scalaires (φ
T , φP ),
et a` valeurs sur les cellules-diamants. Moyennant des produits scalaires discrets ade´quats, cet
ope´rateur est en dualite´ discre`te avec l’ope´rateur divergence discre`te ∇T,Ph ·, agissant sur des
vecteurs uD de´finis sur les cellules-diamants, et a` valeurs sur les cellules primales et duales :
(∇T,Ph · u, φ)T,P = −(u,∇Dh φ)D + (u · n, φ)Γ,h .
De la meˆme manie`re, nous construisons un ope´rateur rotationnel vecteur d’un scalaire ∇Dh ×
agissant sur les scalaires (φT , φP ), et a` valeurs sur les cellules-diamants. Cet ope´rateur est
en dualite´ discre`te avec l’ope´rateur rotationnel scalaire d’un vecteur ∇T,Ph ×, agissant sur des
vecteurs uD de´finis sur les cellules-diamants et a` valeurs sur les cellules primales et duales :
(∇T,Ph × u, φ)T,P = (u,∇Dh × φ)D + (u · τ , φ)Γ,h .
Ces ope´rateurs ve´rifient d’autres proprie´te´s discre`tes, analogues a` celles des ope´rateurs conti-
nus. En effet, pour les ope´rateurs continus, les rotationnels de vecteurs sont a` divergence nulle
et les gradients sont a` rotationnel nul. Au niveau discret, nous ve´rifions que :
∇T,Ph ×∇Dh φ = 0 et ∇T,Ph ·∇Dh × φ = 0.
D’autre part, par de´finition, nous avons e´galement la relation suivante :
∇T,Ph ×∇Dh × φ = −∇T,Ph ·∇Dh × φ.
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Enfin, dans le cas continu, la de´composition de Hodge pour les domaines simplement connexes
s’e´crit :
(L2)2 =∇V
⊥⊕∇×W ,
avec V = {φ ∈ H1 : ∫Ω φ = 0} et W = {ψ ∈ H1 : ψ| Γ = 0}. Au niveau discret, on e´tablit une
de´composition de Hodge analogue :
uD = (∇Dh φ) + (∇
D
h × ψ)
avec φ de moyenne discre`te nulle sur les cellules primales et aussi sur les cellules duales ; et ψ
nul au bord de Ω. De plus, cette de´composition est orthogonale pour le produit scalaire L2
discret. Dans le chapitre 2, nous e´tendons cette de´composition aux domaines non-simplement
connexes.
Ce qu’il faut e´galement retenir de ce chapitre est que si on discre´tise l’inconnue sur les
cellules primales et duales a` la fois, alors d’apre`s le principe de dualite´ discret, on ne peut
lui appliquer qu’un ope´rateur a` valeurs sur les cellules-diamants. Inversement, si on discre´tise
l’inconnue sur les cellules-diamants, alors on ne peut que lui appliquer un ope´rateur a` valeurs
sur les cellules primales et duales a` la fois.
Le proble`me Div-Rot (Chapitre 3)
Dans ce chapitre, nous appliquons les ide´es du chapitre 2 pour discre´tiser le proble`me di-
vergence/rotationnel (ou Div-Rot pour simplifier) sur des domaines non-simplement connexes.
Le proble`me Div-Rot est un proble`me sous-jacent pour les proble`mes de me´canique des fluides
mais aussi d’e´lectromagne´tisme, et nous verrons dans le chapitre 5 qu’il intervient pour mon-
trer l’existence et l’unicite´ du proble`me de Stokes discret. Pour des domaines simplement
connexes, il s’e´crit :
∇ · u = f, ∇× u = g dans Ω et u · n = σ au bord.
Nous allons pre´senter brie`vement la me´thode de Nicolaides [82] qui s’applique a` des
maillages de Delaunay-Vorono¨ı (figure 1.5). On conside`re un maillage primal de Delaunay
et on construit son maillage dual (maillage de Vorono¨ı) centre´ sur les sommets en joignant les
centres des cercles circonscrits situe´s autour, comme sur la figure 1.5. Par construction, toute
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u.n
Fig. 1.5 – Maillage de Delaunay-Vorono¨ı.
areˆte du maillage primal est orthogonale a` une areˆte du maillage dual. Les inconnues sont
les composantes normales de u aux interfaces des cellules primales. Ainsi, lorsqu’on inte`gre
l’e´quation ∇ · u = f sur le maillage primal, cela revient a` e´valuer u · n aux interfaces du
maillage primal. D’autre part, quand on inte`gre ∇×u = g sur les cellules duales, cela revient
a` e´valuer u · τ sur les interfaces des cellules duales, et par la proprie´te´ d’orthogonalite´, cela
vaut exactement u · n aux interfaces des cellules primales.
Dans ce chapitre, nous ge´ne´ralisons les travaux de Nicolaides [82, 86] en discre´tisant par
uD les deux composantes de u sur les cellules-diamants, et nous inte´grons chacune des deux
e´quations ∇ · u = f et ∇× u = g sur les cellules primales T et les cellules duales P a` la fois.
La condition aux limites est, quant a` elle, discre´tise´e sur les cellules-diamants D du bord.
En e´crivant la de´composition de Hodge discre`te de uD sur chacune des cellules-diamants
en fonction des potentiels φ et ψ, le sche´ma DDFV se de´couple en deux proble`mes de type
laplacien : un proble`me de Laplace d’inconnue ψ avec des conditions aux limites de Dirichlet,
et un autre proble`me de Laplace d’inconnue φ avec des conditions de Neumann au bord.
On ve´rifie ensuite que φ et ψ sont uniques, puis nous donnons des estimations d’erreurs sur
ces potentiels. Graˆce aux proprie´te´s de la de´composition de Hodge de u, on en de´duit alors
l’estimation d’erreur suivante entre la solution discre`te uD et la solution continue û, h e´tant
le pas du maillage primal :
The´ore`me : Sous certaines hypothe`ses, il existe une constante C(τ∗) inde´pendante du
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maillage diamant telle que(∑
D⊂Ω
∫
D
∣∣uD − û(x)∣∣2)1/2 dx ≤ C(τ∗)h(||f ||0,Ω + ||g||0,Ω + ||φ̂||2,Ω + ||ψ̂||2,Ω) .
L’extension aux domaines non-simplement connexes a aussi e´te´ e´tudie´e. Enfin, des re´sultats
nume´riques illustrent l’utilisation de la me´thode sur diffe´rents types de maillages, parmi les-
quels des maillages triangulaires aplatis ou des maillages avec des raffinements non-conformes
locaux. Nume´riquement, on constate que u converge a` l’ordre 1 (resp. 1.5) pour des maillages
non-structure´s et non-conformes (resp. structure´s aplatis) lorsque les solutions du proble`me
continu sont suffisamment re´gulie`res.
Singularite´s pour le Laplacien (Chapitre 4)
Ce chapitre porte sur la re´solution du proble`me de Laplace avec des conditions aux limites
homoge`nes de Dirichlet et de Neumann dans des domaines pre´sentant des singularite´s tels que
les domaines non-convexes polygonaux. On sait que quand le domaine Ω est re´gulier, alors
les solutions du laplacien sont re´gulie`res [30] et appartiennent a` l’espace de Sobolev H2(Ω),
si f ∈ L2(Ω).
Cependant, en pratique, Ω est rarement convexe et il est bien connu [57] que cela conduit
a` des singularite´s de la solution au voisinage des coins rentrants de Ω. Ainsi, la solution
n’appartient plus a` H2(Ω) mais a` H1+s(Ω) (avec s < πω ou` ω est l’angle inte´rieur maximal du
polygone Ω) et il est ne´cessaire d’introduire de nouveaux espaces que l’on appelle espaces de
Sobolev a` poids sur lesquels nous allons faire l’analyse de convergence.
Bien e´videmment, cette perte de re´gularite´ conduit a` une perte de l’ordre de convergence
pour les techniques de discre´tisations standard. En effet, d’apre`s [56], une suite quasi-uniforme
de triangulations de Ω ne conduit pas a` un taux de convergence optimal pour l’approximation
de Galerkin de la solution. De plus, en traitant le proble`me Div-Rot dans le chapitre 3, on a
e´galement constate´ une de´gradation de l’ordre de convergence sur des domaines polygonaux
non-convexes (voir les re´sultats nume´riques).
Le but de ce chapitre est donc d’e´tudier un raffinement local approprie´ du maillage primal
au voisinage de la singularite´, comme cela a e´te´ fait dans [97, 56, 39], principalement pour les
me´thodes d’e´le´ments finis. L’originalite´ de ce chapitre est l’adaptation de cette technique aux
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volumes finis, point de vue qui a e´te´ tre`s peu e´tudie´ (voir [39]). D’autre part, a` la diffe´rence
de [97, 56, 39], nous faisons l’analyse de convergence sur les cellules-diamants, et non sur le
maillage primal. En effet, nous estimons l’erreur discre`te en semi-norme H1, commise entre
la solution discre`te φ et la solution continue φ̂ prise aux sommets et aux centres de gravite´
graˆce a` l’ope´rateur Π de la de´finition 4.1. Ainsi, nous montrons le the´ore`me suivant qui est
analogue au re´sultat [40, the´ore`me 5.13] pour des domaines non-convexes :
The´ore`me : Sous certaines hypothe`ses sur le maillage diamant, il existe C(θ∗) > 0 tel que :
|φ−Πφ̂|1,D ≤ C(θ∗) h
∣∣∣φ̂∣∣∣
H2,α(Ω)
,
ou` l’angle θ∗ ∈ [0, π2 ] est tel que les angles entre les diagonales des cellules-diamants soient
plus grand que θ∗.
On ve´rifie que le maillage diamant issu du raffinement local, agissant sur le maillage primal,
propose´ par [97] satisfait bien les hypothe`ses de ce the´ore`me.
Enfin, nous donnons des re´sultats nume´riques sur des domaines non-convexes avec ou sans
ce raffinement local, et on observe que l’ordre de convergence optimal, c’est a` dire l’ordre 1,
est re´tabli avec ce raffinement au voisinage du coin rentrant.
Le proble`me de Stokes (Chapitre 5)
Dans ce chapitre, nous pre´sentons une application de la me´thode DDFV pour la re´solution
des e´quations de Stokes 2D :
−∆u +∇p = f dans Ω, (1.6)
∇ · u = g dans Ω, (1.7)
comple´te´es soit par une condition sur la vitesse et une condition sur la pression
u = σ sur Γ et
∫
Ω
p = 0 ,
soit par une des conditions moins standard e´nonce´es ci-dessous
u · n = σ sur Γ , ∇× u = ωd sur Γ et
∫
Ω
p = 0 ,
u · n = σ sur Γ , p = pd sur Γ et
∫
Ω
ω = mω,
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u · τ = σ sur Γ , ∇× u = ωd sur Γ et
∫
Ω
p = 0,
u · τ = σ sur Γ , p = pd sur Γ et
∫
Ω
ω = mω ,
ou` f , g, σ, σ, pd et ωd sont des fonctions donne´es et mω est un nombre re´el. Ces conditions
au bord sont e´crites ici dans le cas des domaines simplement connexes pour plus de simplicite´
mais elles seront e´tendues dans le chapitre 5 a` des domaines non-simplement connexes.
Nous pre´sentons brie`vement le sche´ma MAC (Marker and Cell) qui s’applique a` des
maillages rectangulaires de´cale´s (voir figure 1.6). Les inconnues de vitesse sont les compo-
santes normales de u aux interfaces du maillage primal, tandis que les inconnues de pression
sont situe´es au centre des mailles. Ensuite, la composante normale de (1.6) est inte´gre´e sur les
volumes de controˆle de´cale´s centre´s sur les areˆtes, comme sur la figure 1.6. Une simple diffe´-
rence finie est utilise´e pour e´valuer les de´rive´es de u aux interfaces des cellules de´cale´es, tandis
que les inconnues de pression p sont de´ja` situe´es a` ces interfaces, c’est pourquoi on les utilise
directement. Enfin, l’e´quation (1.7) est inte´gre´e sur les cellules primales, faisant intervenir les
composantes normales de u. Nous allons e´tudier une extension du sche´ma MAC classique sur
p
u.n
p
u.n
Fig. 1.6 – Maillages rectangulaires.
des maillages presque arbitraires graˆce a` un choix approprie´ des degre´s de liberte´. Pour cela,
nous discre´tisons les inconnues de vitesse u sur les cellules-diamants, tandis que les inconnues
de pression p et de vorticite´ ω sont discre´tise´es sur les cellules primales et duales a` la fois.
Ainsi, par le principe de dualite´ discre`te, on inte`gre −∆u+∇p = f sur les cellules-diamants,
tandis que l’e´quation ∇ · u = g est inte´gre´e sur les cellules primales et duales.
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D’autre part, nous utilisons la formulation rotationnelle du laplacien vectoriel, qui s’e´crit :
−∆u =∇×∇× u−∇∇ · u,
ce qui nous conduit a` utiliser soit la formulation classique du proble`me de Stokes appele´e
”vitesse-pression”, soit sa formulation ”tourbillon-vitesse-pression” selon le type de conditions
au bord.
L’existence et l’unicite´ du proble`me discret se montrent en faisant apparaˆıtre un proble`me
Div-Rot provenant de ∇·u = g et de ∇×u apparaissant dans la formulation rotationnelle du
laplacien. Dans le cas des conditions aux limites non-standard, le sche´ma discret se de´couple en
deux proble`mes de Laplace faisant intervenir la pression p et la vorticite´ ω = ∇×u, ainsi qu’un
proble`me Div-Rot d’inconnue la vitesse u. Par conse´quent, l’analyse de convergence pour les
conditions non-standard se de´duit du chapitre 3. Par contre, nous n’avons pas pu e´tablir pour
l’instant de condition Inf-Sup uniforme pour la condition aux limites u = σ compte tenu du
principe de dualite´ discre`te de la me´thode qui, dans ce cas, complique se´ve`rement l’analyse.
L’efficacite´ du sche´ma est illustre´e sur des maillages non-structure´s ou non-conformes.
Pour le cas des conditions non-standard, les ordres de convergence obtenus sont conformes a`
ceux de [40, 36], c’est a` dire 2 pour la pression et la vorticite´, 1 pour leurs gradients et 1 pour
la vitesse, lorsque les solutions continues sont suffisamment re´gulie`res. Pour les conditions
aux limites standard, on observe que la vitesse converge a` l’ordre 2, tandis que la pression
et la vorticite´ convergent au moins a` l’ordre 1 sur des maillages triangulaires non-structure´s
ou non-conformes localement. En revanche, sur des maillages fortement non-conformes, la
vitesse converge au moins a` l’ordre 1 et la pression au moins a` l’ordre 0.5 lorsque les solutions
continues sont suffisamment re´gulie`res. De plus, nous validons la pre´sente me´thode pour des
e´coulements dans des cavite´s rectangulaires et une cavite´ circulaire a` paroi de´filante. Nous
e´tudions aussi la formation des tourbillons pour diffe´rentes profondeurs de la cavite´ rectangu-
laire, et nous donnons leur localisation ainsi que leur amplitude au centre et aux coins de la
cavite´. Pour les conditions aux limites mixtes, les re´sultats nume´riques sont proches de ceux
obtenus pour les conditions aux limites standard.
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Le sche´ma dual pour Stokes (Chapitre 6)
Ce chapitre est encore consacre´ au proble`me de Stokes, avec des conditions aux limites
standard, mais on s’interroge cette fois sur la pertinence du sche´ma dual. En effet, dans le
chapitre 5, nous avons choisi de discre´tiser la vitesse sur les cellules-diamants et la pression
sur les cellules primales et duales. Par de´finition du principe de dualite´ discre`te de la me´thode
DDFV, ce choix nous a conduit a` inte´grer l’e´quation −∆u+∇p = f sur les cellules-diamants.
On pourrait se demander pourquoi nous n’avons pas choisi le sche´ma dual, consistant a` poser
les inconnues de vitesse sur les cellules primales et duales, et les inconnues de pression sur les
cellules diamants. Ainsi, on aurait discre´tise´ l’ope´rateur laplacien sur les cellules primales et
duales, comme dans [40] et le chapitre 3 de cette the`se, ce qui a donne´ d’excellents re´sultats.
Dans cette configuration, on montre que ce sche´ma est e´quivalent a` une me´thode d’e´le´ments
finis non-conformes. Nume´riquement, on obtient d’excellents re´sultats sur des maillages tri-
angulaires non-structure´s ou des grilles de carre´s fortement non-conformes, puisque la vitesse
u converge a` l’ordre 2, tandis que la pression p converge a` l’ordre 1. Par contre, il pre´sente
aussi de tre`s gros inconve´nients puisque nous ne savons pas montrer (en ge´ne´ral) l’injectivite´
de l’ope´rateur gradient, ce qui rend l’analyse difficile puisque l’existence et l’unicite´ de la
solution du proble`me ne sont pas claires. Pour cette meˆme raison, mais elle n’est pas la seule,
la de´composition de Hodge sur les cellules primales et duales est impossible. Par conse´quent,
nous n’avons pas retenu ce sche´ma pour traiter le proble`me de Stokes ainsi que ceux qui en
de´coulent.
D’un point de vue ge´ne´ral, il ressort de tous les travaux effectue´s sur la me´thode DDFV,
qu’il vaut mieux discre´tiser une inconnue scalaire sur les cellules primales et duales a` la fois,
tandis que les champs de vecteurs sont discre´tise´s sur les cellules-diamants, ce qui permet, en
particulier, d’utiliser la de´composition de Hodge discre`te.
Extension au proble`me de Navier–Stokes et pre´conditionne-
ment (Chapitre 7)
Dans ce chapitre, on s’inte´resse au proble`me de Navier-Stokes stationnaire qui s’e´crit
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comme suit :
−ν ∆u + (u ·∇)u +∇p = f et ∇ · u = 0 dans Ω ,u = 0 au bord ,
∫
Ω
p = 0.
La difficulte´ du proble`me de Navier-Stokes par rapport au proble`me de Stokes e´tant l’ajout
d’un terme non line´aire qu’il faut discre´tiser. Dans le cadre de notre me´thode de volumes finis,
nous avons e´te´ confronte´s a` un proble`me de de´finition lie´ a` la dualite´ discre`te de la me´thode.
En effet, si l’on reprend la discre´tisation utilise´e pour le proble`me de Stokes comme dans le
chapitre 5, alors la vitesse u est discre´tise´e sur les cellules-diamants, tout comme l’e´quation
−ν ∆u + (u ·∇)u +∇p = f . Ainsi, le terme non-line´aire (u ·∇)u doit eˆtre discre´tise´ sur les
cellules-diamants. Or, d’apre`s le principe de dualite´ discre`te, si u est de´fini sur les cellules-
diamants, alors ∇u doit eˆtre discre´tise´ sur les cellules primales et duales. Il est clair qu’il
faudra ne´cessairement utiliser une interpolation. Ainsi, plutoˆt que de re´soudre le proble`me
de Navier-Stokes e´crit ci-dessus, nous allons re´soudre un proble`me e´quivalent en utilisant la
formulation rotationnelle de (u ·∇)u :
(u ·∇)u = (∇× u) u× ez +∇(u
2
2
),
ou` u× ez = (−uy,ux)T en prenant ux et uy les deux composantes du vecteur u = (ux,uy),
pour lequel nous associons la pression de Bernoulli
π = p+
u2
2
.
Enfin, pour assurer l’unicite´ de π, on impose
∫
Ω π(x) dx = 0. Ainsi, nous allons chercher u et
π solution de ce proble`me :
−ν [∇×∇× u−∇∇ · u] + (∇× u) u× ez +∇π = f , dans Ω
∇ · u = 0, dans Ω,
u = 0, sur ∂Ω,∫
Ω
π(x) dx = 0.
Notons qu’il y a quand meˆme un proble`me de de´finition de ∇× u sur les cellules-diamants.
Le principal avantage de cette formulation rotationnelle tient a` ce que (u× ez) · u = 0.
On utilise ensuite un algorithme pour lequel nous allons re´soudre un proble`me line´aire a`
chaque ite´ration, qui prend la forme d’un point–selle :A BT
B 0
u
π
 =
f
0
 .
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Pour faciliter la re´solution de ce proble`me et gagner en temps de calculs, nous allons pre´-
conditionner le syste`me line´aire. A notre connaissance, aucune e´tude n’a e´te´ faite pour des
pre´conditionneurs base´s sur le comple´ment de Schur S = −BA−1BT en volumes finis, c’est
pourquoi nous nous sommes inspire´s de travaux re´alise´s en e´le´ments finis. Leur adaptation a`
la me´thode DDFV n’est pas toujours triviale, comme nous le verrons dans le chapitre 7. Nous
avons teste´ et effectue´ un benchmark pour plusieurs pre´conditionneurs connus en e´le´ments
finis :
– Le pre´conditionneur SIMPLE : S˜−1 = −(BÂ−1BT )−1 ou` Â est une approximation de
A (en pratique, nous prendrons la matrice diagonale de A.)
– Les commutateurs approche´s (appele´s me´thode BFBt, qui est la notation introduite par
Elman [44]) :
S˜−1 = −(BM−12 BT )−1(BM−12 AM−12 BT )(BM−12 BT )−1,
ou` les principaux candidats pour M2 sont la matrice identite´ I, la matrice de masse sur
la vitesse X ou la matrice diagonale de A.
– Le pre´conditionneur d’Olshanskii [89] :
S˜−1 = −Q−1BL−1AL−1BTQ−1,
ou` L est l’ope´rateur Laplacien avec des conditions de Dirichlet homoge`nes sur la frontie`re
et Q la matrice de masse sur la pression.
Les re´sultats montrent que le pre´conditionneur d’Elman est le plus performant. Ensuite, nous
donnons des re´sultats nume´riques sur des maillages non-structure´s et non-conformes. Les
ordres de convergence de la vitesse u, de la pression p et de la vorticite´ sont semblables a` ceux
obtenus pour le proble`me de Stokes.
Apport de la the`se
L’apport principal de la the`se est bien suˆr le de´veloppement d’une me´thode de volumes
finis qui s’applique a` une classe de maillages beaucoup plus grande que celle des me´thodes
de volumes finis classiques, limite´e par des conditions d’orthogonalite´ tre`s restrictives. On
construit des ope´rateurs diffe´rentiels discrets agissant sur les trois maillages de´cale´s ne´ces-
saires a` la construction de la me´thode. Ces ope´rateurs ve´rifient des proprie´te´s analogues a`
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celles des ope´rateurs continus. Dans le cadre de cette the`se, cette me´thode a e´te´ applique´e a`
des proble`mes tre`s varie´s. Tout d’abord, le proble`me Div-Rot qui peut eˆtre conside´re´ comme
une brique du proble`me de Stokes (ou Maxwell), ensuite au proble`me de Stokes avec des
conditions aux limites standard, non-standard et mixtes. Lorsque le domaine est polygonal et
non-convexe, l’ordre de convergence se de´grade. Par conse´quent, nous avons e´tudie´ la possi-
bilite´ qu’un raffinement local approprie´ restaure l’ordre de convergence optimal. Ce re´sultat
s’applique au proble`me de Laplace, au proble`me Div-Rot ainsi qu’au proble`me de Stokes
avec des conditions aux limites non-standard. Enfin, nous avons e´tudie´ la discre´tisation du
proble`me de Stokes pour re´soudre le proble`me non-line´aire de Navier-Stokes, a` partir de la
formulation rotationnelle du terme de convection, associe´ a` ce qu’on appelle la pression de
Bernoulli. Par un algorithme ite´ratif, nous sommes amene´s a` re´soudre un proble`me de point–
selle appele´ le proble`me d’Oseen. Nous accordons une attention particulie`re a` ce proble`me
line´aire en testant quelques pre´conditionneurs issus des e´le´ments finis, que l’on adapte aux
volumes finis. Dans tous les cas, nous fournissons des re´sultats nume´riques pour montrer les
performances de la me´thode sur des maillages arbitraires, tels que des maillages fortement
non-conformes.
31
CHAPITRE 1. INTRODUCTION
32
Chapitre 2
De´finitions, notations et ope´rateurs
diffe´rentiels
On note Lp(Ω), avec p > 1, les espaces de Lebesgue usuels de norme ‖.‖Lp(Ω). Par ailleurs,
le produit scalaire de L2(Ω) est note´ (·, ·)Ω. Ensuite, on note Hm(Ω) l’espace des fonctions v de
L2(Ω) dont les de´rive´es partielles (au sens des distributions) ∂αv, avec |α| ≤ m, appartiennent
toutes a` L2(Ω), et dont la norme associe´e est || · ||m,Ω.
Les notations que nous allons de´finir ci-dessous sont re´pertorie´es dans la Table 2.1 de la
page 51 et nous pourrons nous y re´fe´rer, si ne´cessaire, dans les prochains chapitres.
2.1 Construction des maillages primal, dual et diamant.
Soit Ω un polygone borne´ de R2, qui n’est pas ne´cessairement simplement connexe. Nous
supposons que le domaine a exactement Q trou(s), avec Q ≥ 0.
Notons Γ la frontie`re du domaine Ω. Alors Γ est la re´union de la frontie`re exte´rieure du
domaine Ω, note´e Γ0, et des frontie`res inte´rieures polygonales du domaine correspondant a`
chaque trou de Ω, note´es Γq, ∀q ∈ [1, Q] ; ainsi Γ = ∪q∈[0,Q]Γq.
2.1.1 Construction du maillage primal
On conside`re une premie`re partition de Ω, nomme´e maillage primal, et compose´e d’e´le´-
ments Ti, pour i ∈ [1, I], suppose´s eˆtre des polygones convexes. A chaque e´le´ment Ti du
33
CHAPITRE 2. DE´FINITIONS, NOTATIONS ET OPE´RATEURS DIFFE´RENTIELS
maillage, on associe Gi son centre de gravite´. L’aire de Ti est note´e |Ti|. On note J le nombre
total d’areˆtes de ce maillage parmi lesquelles JΓ areˆtes situe´es sur la frontie`re Γ. Par ailleurs,
on associe a` chacune des areˆtes frontie`res son milieu que nous allons e´galement noter Gi avec
cette fois i ∈ [I + 1, I + JΓ]. Pour simplifier les notations, nous e´crirons i ∈ Γq plutoˆt que
Gi ∈ Γq.
2.1.2 Construction du maillage dual
Notons Sk, avec k ∈ [1,K], les noeuds des polygones du maillage primal. A chacun de
ces points, on associe un polygone Pk, obtenu en joignant les points Gi associe´s aux e´le´ments
du maillage primal (et parfois les points Gi situe´s sur la frontie`re lorsque Sk est un point
frontie`re) aux milieux des areˆtes ayant Sk comme extre´mite´. Les cellules Pk constituent une
deuxie`me partition de Ω, que l’on nomme maillage dual. L’aire de Pk est note´e |Pk|. La
figure 2.1 pre´sente un exemple de maillage primal non-conforme (en traits pleins) avec son
maillage dual associe´ (en pointille´s).
De plus, on suppose que l’ensemble des entiers [1,K] est ordonne´ de telle sorte que lorsque Sk
est un sommet inte´rieur, alors k ∈ [1,K − JΓ], et lorsque Sk est un sommet appartenant a` la
frontie`re Γ, alors k ∈ [K − JΓ + 1,K]. Comme pre´ce´demment, nous ferons l’abus de notation
suivant : k ∈ Γq si et seulement si Sk ∈ Γq.
T
G
i
i
Sk Pk
Fig. 2.1 – Un exemple de maillage primal et de son maillage dual associe´.
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2.1. CONSTRUCTION DES MAILLAGES PRIMAL, DUAL ET DIAMANT.
2.1.3 Construction du maillage diamant
A chaque areˆte du maillage primal, note´e Aj (et dont la longueur est |Aj |), pour j ∈ [1, J ],
on associe un quadrilate`re Dj nomme´ “cellule-diamant”. Lorsque Aj est une areˆte inte´rieure,
cette cellule est obtenue en joignant les points Sk1(j) et Sk2(j), qui sont les extre´mite´s de Aj ,
aux points Gi1(j) et Gi2(j) associe´s aux e´le´ments du maillage primal qui ont cette areˆte en
commun. Lorsque Aj est une areˆte sur la frontie`re Γ, la cellule Dj est obtenue en joignant les 2
extre´mite´s de Aj au point Gi1(j) associe´ au seul e´le´ment du maillage primal pour lequel Aj est
une areˆte et au point Gi2(j) milieu de Aj (rappelons que, par convention, i2(j) est un e´le´ment
de [I+1, I+JΓ] lorsque Aj est situe´e sur Γ). Les cellules Dj constituent une troisie`me partition
de Ω, que l’on nomme maillage diamant. L’aire de la cellule Dj est note´e |Dj |. La figure 2.2
pre´sente deux exemples de cellules-diamants : a` gauche, une cellule-diamant inte´rieure et a`
droite, une cellule-diamant frontie`re.
Enfin, on suppose que l’ensemble [1, J ] est ordonne´ de telle sorte que lorsque Aj n’est pas sur
Γ, alors j ∈ [1, J − JΓ], et lorsque Aj est sur Γ, alors j ∈ [J − JΓ + 1, J ]. Nous ferons aussi
l’abus de notation suivant : j ∈ Γq si et seulement si Aj ⊂ Γq.
Gi1
2
S
Gi
1
2k
Sk jD
G
G
1i
S 2k
Sk1i2
Dj
Fig. 2.2 – Exemples de cellules-diamants.
2.1.4 De´finitions des e´le´ments ge´ome´triques
Les e´le´ments ge´ome´triques que nous allons de´finir ci-dessous sont repre´sente´s sur la Fig.
2.3. Le vecteur normal unitaire a` Aj est note´ nj et est oriente´ de telle sorte que son produit
scalaire avec Gi1(j)Gi2(j) est positif. De la meˆme manie`re, on note A
′
j le segment [Gi1(j)Gi2(j)]
(de longueur |A′j |) et n′j le vecteur normal unitaire a` A′j oriente´ de telle sorte que son produit
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scalaire avec Sk1(j)Sk2(j) est positif.
Nous notons Mj le milieu de Aj , A
′
j1 (respectivement A
′
j2) le segment [Gi1(j)Mj ] (resp.
[MjGi2(j)]) et n
′
j1 (resp. n
′
j2) le vecteur unitaire normal a` A
′
j1 (resp. A
′
j2) oriente´ de telle
sorte que :
|A′j |n′j = |A′j1|n′j1 + |A′j2|n′j2 . (2.1)
On note Miα(j) kβ(j) le milieu du segment [Giα(j)Skβ(j)], pour chaque couple d’entiers (α, β)
dans {1; 2}2. Ensuite, pour Sk ∈ Γ (k ∈ [K − JΓ + 1,K]), on de´finit A˜k comme l’union des
Gi2
Gi1
Sk2
Mi2 1k Mi2 k2
Mi1k2
Sk1
Mi1 1k
Aj
jD
nj
n’j
A’j k 1S
A’j
n’j
G i 1
A’j2
n’j2
i 2
G
Sk 2jM
j1A’ n’j1
Fig. 2.3 – Notations pour la cellule-diamant.
deux demi-segments Aj situe´s sur Γ pour lesquels Sk est un sommet commun, et on note n˜k le
vecteur normal unitaire exte´rieur a` A˜k (voir figure 2.4). Pour i ∈ [1, I], on de´finit l’ensemble
S
A~ k
k
~nk
Γ
Fig. 2.4 – De´finitions de A˜k et n˜k pour les noeuds frontie`res.
V(i) des entiers j ∈ [1, J ] tels que Aj est une areˆte de Ti et pour k ∈ [1,K], l’ensemble E(k)
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des entiers j ∈ [1, J ] tels que Sk est un sommet de Aj .
Ensuite, on de´finit pour chaque j ∈ [1, J ] et pour chaque k tels que j ∈ E(k) (resp. chaque i
tels que j ∈ V(i)) le re´el s′jk (resp. sji) dont la valeur est +1 ou −1 selon que n′j (resp. nj)
pointe a` l’exte´rieur ou a` l’inte´rieur de Pk (resp. Ti). On de´finit alors n
′
jk := s
′
jkn
′
j (resp.
nji := sjinj) et on remarque qu’il pointe toujours a` l’exte´rieur de Pk (resp. Ti).
Pour j ∈ [1, J − JΓ], comme indique´ sur la figure 2.5, on note Dj,1 et Dj,2, les triangles
Sk1(j)Gi1(j)Sk2(j) et Sk2(j)Gi2(j)Sk1(j)). De la meˆme manie`re, on appelle D
′
j,1 et D
′
j,2, les tri-
angles Gi2(j)Sk1(j)Gi1(j) et Gi1(j)Sk2(j)Gi2(j). Dans ce qui suit, nous allons supposer que toutes
les cellules-diamants sont convexes si bien qu’on peut diviser chaque cellule-diamant inte´rieure
Dj en deux triangles de deux manie`res : soit Dj = Dj,1
⋃
Dj,2, ou alors Dj = D
′
j,1
⋃
D′j,2.
Pour les cellules-diamants situe´es au bord, on a Dj,1 = Dj et Dj,2 = ∅. Pour simplifier les
notations, nous e´crirons Tj,γ pour repre´senter Dj,γ ou D′j,γ , selon le choix. Ainsi, nous avons
Dj = Tj,1
⋃ Tj,2.
Gi1
Gi2
Gi2 Gi2
Gi1
Dj
Gi1
Gi2
D’j,1 D’j,2
Dj,2
Dj,1
Gi1
Sk2 Sk1
Sk1
Sk2
Sk2
Sk2
1
Sk
1
Sk
Fig. 2.5 – Une cellule-diamant peut se diviser en deux triangles de deux manie`res distinctes.
Enfin, la fonction caracte´ristique associe´e a` la cellule Ti (resp. Pk) sera note´e θ
T
i (resp. θ
P
k ).
De meˆme, la fonction caracte´ristique associe´e a` l’areˆte inte´rieure (resp. frontie`re) Aj sera note´e
θDj (resp. θ
Γ
j ).
2.1.5 De´finitions des produits scalaires et des normes discre`tes et continues
Comme nous le verrons dans la suite, nous allons associer a` chaque point Gi (i ∈ [1, I+JΓ])
et a` chaque sommet Sk (k ∈ [1,K]) des valeurs discre`tes. Ceci nous conduit a` la de´finition du
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produit scalaire suivant pour tout (φ, ψ) =
(
(φTi , φ
P
k ), (ψ
T
i , ψ
P
k )
) ∈ (RI × RK)2
(φ, ψ)T,P :=
1
2
 ∑
i∈[1,I]
|Ti|φTi ψTi +
∑
k∈[1,K]
|Pk|φPk ψPk
 . (2.2)
De la meˆme manie`re, nous de´finissons un produit scalaire discret sur les cellules-diamants
pour tout (u,v) = ((uj), (vj)) ∈
(
RJ
)2 × (RJ)2
(u,v)D :=
∑
j∈[1,J ]
|Dj |uj · vj , (2.3)
et un produit scalaire discret pour les traces de σ ∈ RJ et φ ∈ RI+JΓ × RK sur les frontie`res
Γq (avec q ∈ [0, Q])
(σ, φ)Γq ,h :=
∑
j∈Γq
|Aj |σj × 1
4
(
φPk1(j) + 2φ
T
i2(j)
+ φPk2(j)
)
,
et sur Γ tout entier
(σ, φ)Γ,h :=
∑
q∈[0,Q]
(σ, φ)Γq,h . (2.4)
Remarquons que (·, ·)Γ,h n’est pas un produit scalaire puisque σ et φ ne vivent pas dans le
meˆme espace. Cependant, dans la suite, nous ferons cet abus de langage.
Pour tout φ ∈ RI+JΓ × RK , nous allons de´finir une semi-norme discre`te H1 sur le maillage
diamant a` l’aide de l’ope´rateur gradient discret que nous allons de´finir juste apre`s (voir (2.7)) :
|φ|1,D :=
(
∇
D
h φ,∇
D
h φ
)1/2
D
.
2.2 Construction des ope´rateurs discrets
Dans cette section, nous approchons les ope´rateurs gradient, divergence et rotationnel par
leurs homologues discrets. Rappelons qu’en deux dimensions, une distinction est faite ha-
bituellement entre l’ope´rateur rotationnel qui agit sur des champs scalaires a` valeurs dans
les champs de vecteurs (que nous appellerons ope´rateur rotationnel vecteur) de´fini par ∇ ×
φ =
(
∂φ
∂y , −∂φ∂x
)T
, et l’ope´rateur rotationnel qui agit sur des champs de vecteurs a` valeurs
dans les champs scalaires (que nous appellerons ope´rateur rotationnel scalaire) de´fini par
∇× u = ∂uy∂x − ∂ux∂y .
La figure 2.6 montre les supports des diffe´rents ope´rateurs et de leurs combinaisons. Le sup-
port pour les ope´rateurs gradient et rotationnel vecteur discrets correspond simplement aux
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quatre coins de la cellule-diamant Dj . Le support pour les ope´rateurs divergence et rotationnel
scalaire discrets correspond aux cellules-diamants associe´es aux areˆtes des cellules primales et
aux cellules duales, en utilisant la formule (2.1) pour la divergence et en remplac¸ant n par τ
dans cette formule pour le rotationnel. Des fle`ches illustrent sur la Fig. 2.6 les composantes
normales et tangentielles des champs de vecteurs associe´s aux cellules-diamants. Les supports
pour le laplacien discret sur, respectivement, les cellules primales et duales sont repre´sente´s
par des cercles noirs et blancs sur les parties gauche et droite de la figure.
T i
Dj
Pk
Dj
Fig. 2.6 – Supports pour les ope´rateurs discrets.
2.2.1 Construction des ope´rateurs gradient et rotationnel vecteur discrets
sur les cellules-diamants
Nous de´finissons le gradient discret d’une fonction φ par ses valeurs sur les cellules-
diamants du maillage. Nous suivons [31] et calculons la valeur moyenne du gradient d’une
fonction φ sur la cellule Dj par la formule de quadrature suivante :
|Dj |
〈
∇φ|Dj
〉
=
∫
Dj
∇φ(x) dx
=
∫
∂ Dj
φ(ξ)n(ξ) dξ
=
∫
[Sk1Gi1 ]
φ(ξ)nSk1Gi1 dξ +
∫
[Gi1Sk2 ]
φ(ξ)nGi1Sk2 dξ
+
∫
[Sk2Gi2 ]
φ(ξ)nSk2Gi2 dξ +
∫
[Gi2Sk1 ]
φ(ξ)nGi2Sk1 dξ , (2.5)
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ou` nSkβGiα , ∀α ∈ {1, 2}, ∀β ∈ {1, 2} de´signe le vecteur normal unitaire sortant de SkβGiα et
n(ξ) le vecteur normal unitaire sortant de Dj au point ξ. Les inte´grales dans (2.5) peuvent
eˆtre approche´es par la formule suivante :∫
[GS]
φ(ξ) dξ ≈ lGS [φ(G) + φ(S)]
2
, (2.6)
ou` lGS de´signe la longueur du segment [GS]. Cela nous permet d’e´crire, en regroupant les
contributions de chacun des sommets de Dj ,
|Dj |
〈
∇φ|Dj
〉
≈ φ(Sk1)
lSk1Gi1nSk1Gi1 + lGi2Sk1nGi2Sk1
2
+ φ(Gi1)
lSk1Gi1nSk1Gi1 + lGi1Sk2nGi1Sk2
2
+ φ(Sk2)
lSk2Gi2nSk2Gi2 + lGi1Sk2nGi1Sk2
2
+ φ(Gi2)
lSk2Gi2nSk2Gi2 + lGi2Sk1nGi2Sk1
2
.
De surcroˆıt, dans le triangle Sk1Gi1Gi2 , nous avons la relation :
lSk1Gi1nSk1Gi1 + lGi2Sk1nGi2Sk1 = −lGi1Gi2nGi1Gi2 = −|A
′
j |n
′
j .
En proce´dant de manie`re similaire pour les trois autres triangles, et en tenant compte des
orientations de leurs vecteurs normaux unitaires sortants respectifs, nous obtenons la de´fini-
tion du gradient discret ∇Dh sur la cellule Dj :
De´finition 2.1 L’ope´rateur gradient discret ∇Dh est de´fini par ses valeurs sur les cellules-
diamants Dj :
(∇Dh φ)j :=
1
2 |Dj |
{[
φPk2 − φPk1
] |A′j |n′j + [φTi2 − φTi1] |Aj |nj}. (2.7)
Notons que la formule (2.7) est exacte pour une fonction affine φ si nous posons φPkα :=
φ(Skα) et φ
T
iα
:= φ(Giα), pour α ∈ {1; 2}. Le calcul du gradient discret ne´cessite seulement la
connaissance des valeurs de φ aux noeuds des maillages primal et dual. L’ope´rateur ∇Dh agit
donc de RI+J
Γ × RK dans (RJ)2.
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De la meˆme manie`re, on peut approcher l’ope´rateur rotationnel vecteur∇×• =
(
∂•
∂y , − ∂•∂x
)T
par un ope´rateur rotationnel vecteur discret :
|Dj |
〈
∇
D × φ〉 = ∫
Dj
∇× φ(x) dx
=
∫
Dj
(
∂φ
∂y
, −∂φ
∂x
)T
(x) dx
= −
∫
∂Dj
φ (−ny , nx)T (ξ) dξ
= −
∫
∂ Dj
φ(ξ)τ (ξ) dξ
= −
∫
[Sk1Gi1 ]
φ(ξ)τSk1Gi1 dξ −
∫
[Gi1Sk2 ]
φ(ξ)τGi1Sk2 dξ
−
∫
[Sk2Gi2 ]
φ(ξ)τSk2Gi2 dξ −
∫
[Gi2Sk1 ]
φ(ξ)τGi2Sk1 dξ ,
ou` τSkβGiα , ∀α ∈ {1, 2}, ∀β ∈ {1, 2}, de´signe le vecteur tangentiel unitaire a` SkβGiα et τ (ξ)
le vecteur tangentiel unitaire de Dj au point ξ de telle sorte que :
τ = (τx, τy) = (−ny, nx).
En utilisant l’approximation de l’inte´grale de´crite par la formule (2.6), nous obtenons la
de´finition du rotationnel vecteur discret ∇Dh × sur la cellule Dj :
De´finition 2.2 L’ope´rateur rotationnel vecteur discret ∇Dh × est de´fini par ses valeurs sur
les cellules-diamants Dj :
(∇Dh × φ)j := −
1
2 |Dj |
{[
φPk2 − φPk1
] |A′j |τ ′j + [φTi2 − φTi1] |Aj |τj} , (2.8)
ou` les vecteurs unitaires tangentiels τj et τ
′
j sont tels que (nj , τj) et (n
′
j , τ
′
j) sont orthonormaux
et oriente´s positivement dans R2.
Comme pre´ce´demment, le calcul du rotationnel vecteur discret ne´cessite seulement la connais-
sance des valeurs de φ aux noeuds des maillages primal et dual. L’ope´rateur ∇Dh × agit donc
de RI+J
Γ × RK dans (RJ)2.
2.2.2 Construction des ope´rateurs divergence, rotationnel scalaire discrets
sur les maillages primal et dual.
Nous choisissons de de´finir la divergence discre`te d’un champ de vecteur u par ses valeurs
sur les cellules primales et duales du maillage. Une manie`re tre`s naturelle de la de´finir sur les
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cellules primales Ti consiste a` e´crire
|Ti|
〈∇ · u|Ti〉 = ∫
Ti
∇ · u(x) dx =
∫
∂Ti
u(ξ) · n(ξ) =
∑
j∈V(i)
∫
Aj
u(ξ) · nji ,
ou` nous rappelons que V(i) est l’ensemble des entiers j ∈ [1, J ] tels que Aj est une areˆte de Ti
et que nji est le vecteur normal unitaire de Aj sortant de Ti. En supposant que le champ de
vecteurs u est donne´ par ses valeurs discre`tes uj sur les cellules-diamants Dj , et en proce´dant
de la meˆme manie`re sur les cellules Pk, nous donnons la de´finition de la divergence discre`te
∇Th · sur chaque Ti et la divergence discre`te ∇Ph · sur chaque Pk :
De´finition 2.3 La divergence discre`te ∇T,Ph · := (∇Th · ,∇Ph · ) est de´finie par ses valeurs sur
les cellules primales Ti et les cellules duales Pk :
(∇Th · u)i :=
1
|Ti|
∑
j∈V(i)
|Aj |uj · nji ,
(2.9)
(∇Ph · u)k :=
1
|Pk|
 ∑
j∈E(k)
(|A′j1 |n′jk1 + |A′j2 |n′jk2) · uj + ∑
j∈E(k)∩[J−JΓ+1,J ]
1
2
|Aj |uj · nj
 .
Remarquons que si le noeud Sk n’est pas sur la frontie`re Γ (i.e. si k ∈ [1,K − JΓ]), alors
l’ensemble E(k) ∩ [J − JΓ + 1, J ] est vide. Si, au contraire, Pk est une cellule frontie`re, alors
l’ensemble E(k)∩[J−JΓ+1, J ] est compose´ de deux areˆtes frontie`res ayant Sk comme sommet.
Dans ce cas, la quantite´
∑
j∈E(k)∩[J−JΓ+1,J ]
1
2
|Aj |uj ·nj est une approximation de
∫
eAk u·n˜k(ξ) dξ
(voir la figure 2.4). Notons aussi qu’on pourrait remplacer
(
|A′j1|n′jk1 + |A′j2|n′jk2
)
par |A′j |n′jk
puisque ces quantite´s sont e´gales.
De plus, pour un champ de vecteurs donne´ u, on ve´rifie directement que les formules (2.9)
sont les valeurs moyennes exactes de ∇ · u sur les Ti, respectivement sur les Pk inte´rieurs, si
|Aj |uj · nji =
∫
Aj
u · nji ds , (2.10)
respectivement si(|A′j1 |n′jk1 + |A′j2 |n′jk2) · uj = ∫
A′j1
u · n′jk1 ds+
∫
A′j2
u · n′jk2 ds. (2.11)
Cette de´finition de la divergence discre`te sur les cellules primales et duales ne ne´cessite
que la connaissance des valeurs de u sur les cellules-diamants. L’ope´rateur ∇T,Ph · agit donc
de
(
RJ
)2
dans RI × RK .
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De la meˆme manie`re, on approche l’ope´rateur rotationnel scalaire ∇ × • =
(
∂•y
∂x − ∂•x∂y
)
par l’ope´rateur rotationnel scalaire discret :
De´finition 2.4 L’ope´rateur rotationnel scalaire discret ∇T,Ph × := (∇Th× ,∇Ph× ) est de´fini
par ses valeurs sur les cellules primales Ti et sur les cellules duales Pk :
(∇Th × u)i : =
1
|Ti|
∑
j∈V(i)
|Aj |uj · τji ,
(2.12)
(∇Ph × u)k : =
1
|Pk|
 ∑
j∈E(k)
(|A′j1|τ ′jk1 + |A′j2|τ ′jk2) · uj + ∑
j∈E(k)∩[J−JΓ+1,J ]
1
2
|Aj |uj · τj
 .
Notons aussi qu’on pourrait remplacer
(
|A′j1|τ ′jk1 + |A′j2|τ ′jk2
)
par |A′j |τ ′jk puisque ces quanti-
te´s sont e´gales. De plus, pour un champ de vecteurs donne´ u, on ve´rifie que les formules (2.12)
sont les valeurs moyennes exactes de ∇ × u sur les Ti, respectivement sur les Pk inte´rieurs,
si l’e´quation (2.10), respectivement si (2.11), est ve´rifie´e en remplac¸ant n par τ . Comme pre´-
ce´demment, la de´finition du rotationnel scalaire discret ne ne´cessite que la connaissance des
valeurs de u sur les cellules-diamants. Ainsi, l’ope´rateur ∇T,Ph × agit de
(
RJ
)2
dans RI ×RK .
2.3 Proprie´te´s des ope´rateurs
2.3.1 Formules de Green discre`tes
Les ope´rateurs discrets de´finis dans la section 2.2 ve´rifient des principes de dualite´ discre`te,
similaires aux formules de Green impliquant les ope´rateurs continus.
Proposition 2.1 Nous avons les analogues discrets des formules de Green :
(∇T,Ph · u, φ)T,P = −(u,∇Dh φ)D + (u · n, φ)Γ,h , (2.13)
(∇T,Ph × u, φ)T,P = (u,∇Dh × φ)D + (u · τ , φ)Γ,h , (2.14)
pour tout u ∈ (RJ)2 et tout φ = (φT , φP ) ∈ RI+JΓ × RK , en utilisant les de´finitions (2.2),
(2.3) et (2.4).
Preuve La preuve de (2.13) se trouve dans [40] et est base´e sur une sommation discre`te par
parties. La preuve de (2.14) est similaire. ¤
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2.3.2 Composition des ope´rateurs discrets
Le but de cette section est de ve´rifier l’analogue discret des e´galite´s suivantes valables en
2D : ∇ · (∇ × •) = 0, ∇ ×∇• = 0 et ∇ ×∇ × • = −∇ ·∇•. Pour cela, nous partons du
lemme suivant :
Lemme 2.1 Rappelons que sji et s
′
jk sont de´finis dans la section 2.1.4. Alors,∑
j∈V(i)
sji
(
φPk2(j) − φPk1(j)
)
= 0, ∀i ∈ [1, I] , (2.15)
∑
j∈E(k)
s′jk
(
φTi2(j) − φTi1(j)
)
= 0, ∀ k ∈ [1,K − JΓ] . (2.16)
K1 K1K2 K2
i1 2i
n j
n j
T i T i
i12i
cas 1 cas 2
Fig. 2.7 – Deux possibilite´s d’orientation pour chaque areˆte.
Preuve Conside´rons une cellule primale Ti donne´e. Pour chaque areˆte Aj de Ti, avec j ∈ V(i),
nous avons deux possibilite´s d’orientation de nj (voir la figure 2.7) : si nj est le vecteur nor-
mal unitaire rentrant de Ti (cas 1), alors sji = −1 et sji (φPk2(j) − φPk1(j)) = φPk1(j) − φPk2(j).
Si nj est le vecteur normal unitaire sortant de Ti (cas 2), nous avons alors sji = +1 et
sji (φ
P
k2(j)
−φPk1(j)) = φPk2(j)−φPk1(j) ; de plus, les sommets Sk1(j) et Sk2(j) sont e´change´s. Fina-
lement, quel que soit le cas, la valeur φPk associe´e au sommet ”gauche”de l’areˆte Aj conside´re´e
apparaˆıt dans la somme (2.15) avec un signe positif et la valeur φPk associe´e au sommet droit
de l’areˆte Aj conside´re´e apparaˆıt dans la somme (2.15) avec un signe ne´gatif. Mais chaque φ
P
k
apparaˆıt deux fois dans cette somme, une fois comme valeur associe´e au sommet ”droit” de
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l’areˆte donne´e, et une fois comme valeur associe´e au sommet ”gauche” de l’areˆte suivante, de
telle sorte que les deux contributions s’annulent. Ainsi s’ache`ve la preuve de (2.15). La preuve
de (2.16) repose sur les meˆmes arguments. ¤
Les proprie´te´s suivantes sont les conse´quences directes du calcul de l’aire |Dj | :
Lemme 2.2
|Aj | |A′j |
2 |Dj | nj · τ
′
j = 1, ∀j ∈ [1, J ] , (2.17)
|Aj | |A′j |
2 |Dj | n
′
j · τj = −1, ∀j ∈ [1, J ] . (2.18)
Gi1
Gi2
S k1 S k2
A j
A’j
n j
n’j
τ j
τ ’j
l’
l
θ
M
Fig. 2.8 – La surface de la cellule-diamant Dj .
Preuve D’apre`s les notations de la figure 2.8, nous avons pour toute cellule-diamant inte´-
rieure :
|Dj | = |Sk1Gi1Sk2 |+ |Sk2Gi2Sk1 |
=
1
2
|Aj | l + 1
2
|Aj | l′
=
1
2
|Aj | |Gi1M | cos(θ) +
1
2
|Aj | |Gi2M | cos(θ)
=
1
2
|Aj |
∣∣A′j∣∣ cos(θ).
Si Dj est une cellule-diamant frontie`re, alors d’apre`s la figure 2.2 :
|Gi1M | = 0 et |Gi2M | =
∣∣A′j∣∣ ,donc on a encore : |Dj | = 12 |Aj | ∣∣A′j∣∣ cos(θ).
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Enfin, cos(θ) = nj · τ ′j = −n′j · τj , ce qui cloˆt la preuve. ¤
On peut maintenant e´noncer les re´sultats suivants :
Proposition 2.2
(∇Th · (∇Dh × φ))i = 0, ∀i ∈ [1, I] , (2.19a)(∇Ph · (∇Dh × φ))k = 0, ∀k ∈ [1,K − JΓ] , (2.19b)
(∇Th × (∇Dh φ))i = 0, ∀i ∈ [1, I] , (2.20a)(∇Ph × (∇Dh φ))k = 0, ∀k ∈ [1,K − JΓ] . (2.20b)
De plus, sur les cellules duales frontie`res Pk (k ∈ [K − JΓ + 1,K]), ces formules sont encore
valables si il existe (cTq , c
P
q )q∈[0,Q] tel que φ
T
i = c
T
q et φ
P
k = c
P
q sur Γq pour tout q ∈ [0, Q].
Preuve Prouvons tout d’abord (2.19a) ; en combinant (2.9), (2.8), et le fait que nji · τj = 0,
cela donne :
(∇Th ·
(
∇
D
h × φ
)
)i =
1
|Ti|
∑
j∈V(i)
|Aj |
(
∇
D
h × φ
)
j
· nji
= − 1|Ti|
∑
j∈V(i)
|Aj | |A′j |
2 |Dj | nj · τ
′
j sji
(
φPk2(j) − φPk1(j)
)
, ∀i ∈ [1, I].
En appliquant (2.17) et (2.15) successivement, on obtient :
(∇Th ·
(
∇
D
h × φ
)
)i = 0, ∀i ∈ [1, I].
On prouve (2.20a) de manie`re analogue.
Ensuite, pour chaque cellule duale inte´rieure Pk, avec k ∈ [1,K−JΓ], il est clair que l’ensemble
E(k) ∩ [J − JΓ + 1, J ] est vide, de sorte que (2.19b) et (2.20b) peuvent eˆtre montre´es comme
(2.19a) et (2.20a), en utilisant (2.18), (2.16) et le fait que n′jk · τ ′j = 0.
En ce qui concerne les cellules duales frontie`res Pk (k ∈ [K−JΓ +1,K]), des calculs similaires
montrent que (voir Fig. 2.9 pour les notations) :
(∇Ph · (∇Dh × φ))k = 1|Pk| (φTI2 − φTI1)+ 12 |Pk| (φPK1 − φPK2) . (2.21)
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Si tous les φTi sont e´gaux a` la meˆme constante c
T
q sur Γq et si tous les φ
P
k sont e´gaux a` la
meˆme constante cPq sur Γq, alors φ
T
I2
= φTI1 et φ
P
K1
= φPK2 . Autrement dit,(∇Ph · (∇Dh × φ))k = 0,
pour toutes les cellules duales frontie`res. On prouve (2.20b) pour les cellules duales frontie`res
de manie`re analogue. ¤
K
k
I2 2
I1 K1
Fig. 2.9 – Notations pour les cellules duales frontie`res.
Proposition 2.3 Nous avons les e´galite´s suivantes :
(∇Th ×∇Dh × φ)i = −(∇Th ·∇Dh φ)i, ∀i ∈ [1, I] , (2.22a)
(∇Ph ×∇Dh × φ)k = −(∇Ph ·∇Dh φ)k, ∀k ∈ [1,K] . (2.22b)
Preuve Ces formules proviennent directement des de´finitions (2.7), (2.8), (2.9) et (2.12), et
de l’e´galite´ τj · τ ′j = nj · n′j , ∀j ∈ [1, J ]. ¤
2.3.3 De´composition de Hodge
Dans le cas continu, la de´composition de Hodge pour les domaines non-simplement connexes
s’e´crit :
(L2)2 =∇V
⊥⊕∇×W , (2.23)
avec V = {φ ∈ H1 : ∫Ω φ = 0} et W = {ψ ∈ H1 : ψ|Γ0 = 0, ψ|Γq = cq, ∀q ∈ [1, Q]}. Pour
prouver une proprie´te´ analogue dans le cas discret, on aura besoin du lemme suivant qui nous
donne une relation entre le nombre de cellules primales, duales et diamants d’un maillage.
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Lemme 2.3 (Formule d’Euler) Pour des domaines non-simplement connexes bidimension-
nels couverts par un maillage avec I e´le´ments, K sommets, J areˆtes et Q trous, nous avons
la relation :
I +K = J + 1−Q . (2.24)
On peut maintenant e´tablir une de´composition de Hodge discre`te :
The´ore`me 2.1 Soit (uj)j∈[1,J ] un champ de vecteurs discret de´fini par ses valeurs sur les
cellules-diamants Dj. Il existe trois couples uniques φ = (φ
T
i , φ
P
k )i∈[1,I+JΓ],k∈[1,K],
ψ = (ψTi , ψ
P
k )i∈[1,I+JΓ],k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q] tels que :
uj = (∇
D
h φ)j + (∇
D
h × ψ)j , ∀j ∈ [1, J ] (2.25)
avec ∑
i∈[1,I]
|Ti| φTi =
∑
k∈[1,K]
|Pk| φPk = 0 , (2.26)
ψTi = 0 , ∀i ∈ Γ0 , ψPk = 0 , ∀k ∈ Γ0 , (2.27)
et
∀q ∈ [1, Q] , ψTi = cTq , ∀i ∈ Γq , ψPk = cPq , ∀k ∈ Γq . (2.28)
De plus, la de´composition (2.25) est orthogonale au sens du produit scalaire (·, ·)D.
Preuve On de´nombre 2(I+K+JΓ)+2Q inconnues correspondant aux (φTi , φ
P
k ) et (ψ
T
i , ψ
P
k ),
et aux constantes (cTq , c
P
q ). D’autre part, l’e´quation (2.25) fournit 2J e´quations, tandis que
(2.27) et (2.28) ajoutent 2JΓ contraintes. Enfin, (2.26) donne deux e´galite´s supple´mentaires,
ce qui conduit a` un nombre total d’e´quations de 2J +2JΓ +2. Par conse´quent, en appliquant
(2.24), on constate que le syste`me pre´sente autant d’e´quations que d’inconnues. Ainsi, l’exis-
tence et l’unicite´ de la de´composition sont e´quivalentes et nous allons prouver l’unicite´ graˆce
a` l’injectivite´.
Tout d’abord, prouver l’orthogonalite´ de (∇Dh φ) et (∇
D
h × ψ) pour tout (φ, ψ), avec ψ
ve´rifiant (2.27) et (2.28), est e´quivalent a` montrer que (∇Dh ×ψ,∇Dh φ)D = 0. Graˆce a` (2.13),
nous avons
(∇Dh × ψ,∇Dh φ)D = −(∇T,Ph ·∇Dh × ψ, φ)T,P + (∇Dh × ψ · n, φ)Γ,h .
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Ensuite, graˆce a` la proposition 2.2, et parce que ψ ve´rifie (2.27) et (2.28), nous de´duisons que
∇T,Ph ·∇Dh × ψ est nul. D’autre part, d’apre`s (2.8), nous avons
(∇Dh × ψ)j · nj = −
1
2 |Dj |
(
ψPk2 − ψPk1
) |A′j |τ ′j · nj ,
qui s’annule aussi sur la frontie`re a` cause de (2.27) et (2.28). Ainsi, l’orthogonalite´ est de´mon-
tre´e.
Maintenant, pour prouver l’injectivite´, on suppose que uj = 0, ∀j ∈ [1, J ], autrement dit :
0 = (∇Dh φ)j + (∇
D
h × ψ)j , ∀j ∈ [1, J ] . (2.29)
Nous effectuons le produit scalaire de cette expression avec |Dj | (∇Dh φ)j et nous sommons
sur les j ∈ [1, J ]. On obtient alors :
0 = (∇Dh φ,∇
D
h φ)D + (∇
D
h × ψ,∇Dh φ)D. (2.30)
Graˆce a` l’orthogonalite´ prouve´e ci-dessus, l’e´quation (2.30) implique que (∇Dh φ,∇
D
h φ)D =∑
j∈[1,J ]
|Dj | |
(
∇
D
h φ
)
j
|2 = 0, ce qui signifie que (∇Dh φ)j s’annule pour tout j. Par conse´quent,
comme le domaine est connexe, il existe deux constantes re´elles α et β telles que φPk =
α, ∀ k ∈ [1,K] et φTi = β, ∀ i ∈ [1, I + JΓ]. En appliquant (2.26), on en de´duit que ces
deux constantes sont nulles, d’ou`
φTi = 0, ∀i ∈ [1, I + JΓ] et φPk = 0, ∀k ∈ [1,K] .
Par conse´quent, l’e´quation (2.29) est e´quivalente a` (∇Dh × ψ)j = 0 , ∀j ∈ [1, J ]. Comme
pre´ce´demment, puisque le domaine est connexe, il existe deux constantes re´elles α et β telles
que ψPk = α, ∀ k ∈ [1,K] et ψTi = β, ∀ i ∈ [1, I + JΓ]. D’apre`s (2.27), ψ = 0 sur Γ0, ce qui
implique que α et β sont nulles et nous avons bien
ψTi = 0, ∀i ∈ [1, I + JΓ] et ψPk = 0, ∀k ∈ [1,K] .
¤
Les formules (2.26) sont les analogues discrets (respectivement donne´s sur les cellules primales
et duales) de la condition
∫
Ω φ = 0 qui apparaˆıt dans la de´finition de l’espace V dans (2.23),
tandis que les formules (2.27) et (2.28) sont les analogues discrets des conditions aux limites
qui apparaissent dans la de´finition de W .
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Remarque 2.1 Dans un domaine connexe, les gradient et rotationnel vecteur discrets d’un
φ = ((φTi ), (φ
P
k )) s’annulent si et seulement si il existe deux constantes c
T et cP , telles que
φTi = c
T pour tout i et φPk = c
P pour tout k. Le fait que les constantes cT et cP puissent
diffe´rer l’une de l’autre signifie que φ pre´sente en ge´ne´ral des oscillations. Cependant, si on
impose la moyenne discre`te de φ nulle (2.26), ou des conditions aux limites comme (2.27)
et (2.28), ces oscillations ne peuvent pas eˆtre arbitraires. D’autre part, remarquons que ces
oscillations n’apparaissent jamais pour u = (uj)j∈[1,J ], reconstruit par la formule (2.25).
Remarque 2.2 Nous pouvons aussi e´crire une de´composition similaire en changeant les
conditions aux limites de la manie`re suivante∑
i∈[1,I]
|Ti| ψTi =
∑
k∈[1,K]
|Pk| ψPk = 0 , (2.31)
φTi = 0 , ∀i ∈ Γ0 , φPk = 0 , ∀k ∈ Γ0 , (2.32)
∀q ∈ [1, Q] , φTi = cTq , ∀i ∈ Γq , φPk = cPq , ∀k ∈ Γq . (2.33)
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SYMBOLE DESCRIPTION
I Nombre de cellules du maillage primal
J Nombre d’areˆtes du maillage primal
JΓ Nombre d’areˆtes du maillage primal situe´es sur la frontie`re Γ
(par convention, j ∈ [J − JΓ + 1, J ] ssi l’areˆte j est sur Γ)
K Nombre de noeuds du maillage primal = Nombre de cellules duales
(par convention, k ∈ [K −KΓ + 1,K] ssi le sommet k est sur Γ)
Ti, i ∈ [1, I] Cellule du maillage primal
|Ti| Aire de Ti
θTi , i ∈ [1, I] Fonction caracte´ristique de la cellule primale Ti
Gi, i ∈ [1, I] Centre de gravite´ de Ti
Gi, i ∈ [I + 1, I + J
Γ] Milieu d’une areˆte situe´e sur Γ
j(i), i ∈ [I + 1, I + JΓ] Indice de l’areˆte frontie`re associe´e au point frontie`re Gi
Pk, k ∈ [1,K] Cellule du maillage dual
|Pk| Aire de Pk
θP
k
, k ∈ [1,K] Fonction caracte´ristique de la cellule duale Pk
Sk, k ∈ [1,K] Sommet du maillage primal = Point associe´ a` la cellule dualeeAk, k ∈ [K − JΓ + 1,K] Intersection de Γ et de la frontie`re de la cellule duale Pkenk, k ∈ [K − JΓ + 1,K] Vecteur normal unitaire sortant de eAk
Dj , j ∈ [1, J ] Cellule du maillage diamant
|Dj | Aire de Dj
θDj , j ∈ [1, J − J
Γ] Fonction caracte´ristique de l’areˆte inte´rieure Aj
θΓj , j ∈ [J − J
Γ + 1, J ] Fonction caracte´ristique de l’areˆte frontie`re Aj
i1(j), i2(j) Indices des cellules primales ayant Aj comme areˆte commune
k1(j), k2(j) Indices des sommets de l’areˆte Aj
Giα(j), α ∈ {1, 2} Sommets de la cellule diamant Dj associe´s aux cellules primales Tiα(j)
Pkβ(j), β ∈ {1, 2} Sommets de la cellule diamant Dj associe´s aux cellules duales Pkβ(j)
Aj = [Sk1(j)Sk2(j)] Areˆte du maillage primal = Diagonale de la cellule diamant Dj
|Aj | Longueur de Aj
A′j = [Gi1(j)Gi2(j)] Diagonale de la cellule diamant Dj
|A′j | Longueur de A
′
j
nj , j ∈ [1, J ] Vecteur normal unitaire a` Aj , oriente´ de telle sorte que Gi1(j)Gi2(j) · nj ≥ 0
n′j , j ∈ [1, J ] Vecteur normal unitaire a` A
′
j , oriente´ de telle sorte que Sk1(j)Sk2(j) · nj ≥ 0
Dj,1, j ∈ [1, J ] Triangle Sk1(j)Gi1(j)Sk2(j) associe´ a` la cellule diamant Dj
Dj,2, j ∈ [1, J ] Triangle Sk2(j)Gi2(j)Sk1(j) associe´ a` la cellule diamant Dj
D′j,1, j ∈ [1, J ] Triangle Gi2(j)Sk1(j)Gi1(j) associe´ a` la cellule diamant Dj
D′j,2, j ∈ [1, J ] Triangle Gi1(j)Sk2(j)Gi2(j) associe´ a` la cellule diamant Dj
Tj,1, j ∈ [1, J ] Soit Dj,1 soit D
′
j,1 selon le de´coupage local de Dj par rapport a` une de ses diagonales
Tj,2, j ∈ [1, J ] Soit Dj,2 soit D
′
j,2 selon le de´coupage local de Dj par rapport a` une de ses diagonales
V(i), i ∈ [1, I] Ensemble des entiers j ∈ [1, J ] tels que Aj est une areˆte de Ti
E(k), k ∈ [1,K] Ensemble des entiers j ∈ [1, J ] tels que Sk est un sommet de Aj
sji, i ∈ [1, I], j ∈ V(i) Vaut + 1 ou − 1 selon que nj sort ou rentre dans Ti
nji, i ∈ [1, I], j ∈ V(i) Vaut sji nj = Vecteur normal unitaire a` Aj sortant de Ti
s′
jk
, k ∈ [1,K], j ∈ E(k) Vaut + 1 ou − 1 selon que n′j sort ou rentre dans Pk
n′
jk
, k ∈ [1,K], j ∈ E(k) Vaut s′
jk
n′j = Vecteur normal unitaire a` A
′
j sortant de Pk
Mj , j ∈ [1, J ] Milieu de Aj
Miα(j),kβ(j) Milieu de Giα(j)Skβ(j)
Dj,α,β , (α, β) ∈ {1, 2}
2 Triangle Mj Giα(j)Skβ(j)
A′j1, A
′
j2 Segment [Gi1(j)Mj ], Segment [MjGi2(j)]
Tab. 2.1 – Liste des notations.
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Chapitre 3
Le proble`me Div-Rot
Ce chapitre est tire´ de l’article [36] s’intitulant “A discrete duality finite volume method
approach to Hodge decomposition and div-curl problems on almost arbitrary two-dimensional
meshes” en collaboration avec Pascal Omnes et Komla Domelevo, et publie´ dans le SIAM
Journal on numerical analysis.
3.1 Introduction
La discre´tisation par des sche´mas base´s sur une analyse vectorielle discre`te satisfaisant des
proprie´te´s discre`tes analogues aux proprie´te´s continues usuelles conduisent a` des approxima-
tions robustes et efficaces de mode`les physiques varie´s. Base´s sur des formulations en volumes
finis, ces sche´mas fournissent des approximations discre`tes d’ope´rateurs diffe´rentiels tels que
le gradient, la divergence et le rotationnel.
De tels sche´mas furent par exemple construits par Hyman, Shashkov et co-auteurs, ini-
tialement sur des grilles quadrangulaires structure´es. Nous nous re´fe´rons a` [64, 65] pour la
construction d’ope´rateurs discrets et a` [66] pour la preuve de la de´composition de Hodge
discre`te. Ces sche´mas furent alors applique´s dans diffe´rentes circonstances (voir [67, 68]) et
e´tendus a` des grilles non-structure´es [24] ou meˆme non-conformes [77], bien que sur ces types
de maillages, a` notre connaissance, aucune de´composition de Hodge discre`te n’ait e´te´ prouve´e.
Ce qui nous inte´resse dans cette e´tude est lie´ a` d’autres types de sche´mas tels que ceux pro-
pose´s par Nicolaides et co-auteurs pour re´soudre des proble`mes de me´canique des fluides [29],
des proble`mes div-rot [82, 62] ou les e´quations de Maxwell [84]. Dans ces travaux, les sche´mas
appele´s ”covolumes” sont restreints a` des maillages bidimensionnels de triangles localement
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e´quiangulaires, ce qui signifie que pour toute paire de triangles adjacents qui forme un convexe
quadrilate´ral, la somme des angles oppose´s au coˆte´ commun est au plus 180˚ . E´tant donne´
un maillage primal triangulaire, on construit un maillage dual en joignant les centres des
cercles circonscrits des triangles adjacents. De cette manie`re, les areˆtes des maillages primaux
et duaux sont localement orthogonales. Cette proprie´te´ sera appele´e par la suite ”proprie´te´
d’orthogonalite´”. La ne´cessite´ pour le maillage de ve´rifier cette proprie´te´ peut eˆtre vue comme
une se´rieuse contrainte, en particulier dans le contexte de l’adaptation de maillages.
Dans [82], les composantes du champ discret sont de´finies comme e´tant normales aux
areˆtes primales et par conse´quent, graˆce a` la proprie´te´ d’orthogonalite´, tangentes aux areˆtes du
maillage dual. Cette seule composante est suffisante pour permettre la de´finition de l’ope´rateur
divergence discre`te sur le maillage primal et de l’ope´rateur rotationnel sur le maillage dual.
Re´ciproquement, les analogues discrets des composantes normales (par rapport aux areˆtes du
maillage primal) de l’ope´rateur gradient (respectivement rotationnel vecteur) sont obtenus
sur les areˆtes a` partir des quantite´s scalaires de´finies au centre des cercles circonscrits (resp.
aux sommets) des cellules primales.
Compte tenu de l’anisotropie du milieu conside´re´ dans [62], les auteurs sont amene´s a`
introduire les deux composantes des champs de vecteurs sur les areˆtes du maillage, ce qui leur
permet de de´finir des ope´rateurs divergence et rotationnel discrets sur les maillages primal et
dual a` la fois. Cependant, ils gardent seulement en conside´ration les composantes normales
des vecteurs gradient et rotationnel discrets, laissant ainsi la ge´ne´ralisation de [82] incomple`te.
Dans le pre´sent travail, nous e´tendons les ide´es de la me´thode de covolumes de Nico-
laides a` des maillages bidimensionnels ”arbitraires”, incluant en particulier les maillages non-
conformes. Ces maillages ne ve´rifient pas ne´cessairement la proprie´te´ d’orthogonalite´ et de
plus, nous discre´tisons les champs de vecteurs par rapport a` leurs deux composantes sur les
cellules-diamants, qui sont des quadrilate`res dont les sommets sont les extre´mite´s des areˆtes
primales et duales associe´es. Comme dans [62], les deux composantes du champ de vecteur
nous permettent de de´finir des ope´rateurs divergence et rotationnel discrets sur les cellules
primales et duales a` la fois. Re´ciproquement, et a` la diffe´rence de [62], les deux composantes
des ope´rateurs gradient et rotationnel vecteur discrets sont de´finis sur les cellules-diamants
a` partir des quantite´s scalaires donne´es sur les cellules primales et duales. Graˆce a` la de´fini-
tion des produits scalaires, nous avons e´tabli dans le chapitre 2 que ces ope´rateurs discrets
ve´rifient des proprie´te´s discre`tes analogues a` celles ve´rifie´es par leurs homologues continus :
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les formules de Green discre`tes, la de´composition de Hodge discre`te de champs de vecteurs,
les rotationnels vecteurs sont a` divergence nulle et les gradients sont a` rotationnel nul. Ces
re´sultats ge´ne´ralisent alors ceux obtenus dans [62, 82], avec comme nouveaute´ majeure qu’ils
s’utilisent sur une classe de maillages beaucoup plus grande.
Compte tenu des formules de Green discre`tes, les sche´mas de volumes finis base´s sur ces
ide´es ont e´te´ nomme´s sche´mas de Volumes Finis en Dualite´ Discre`te (DDFV) dans [35] et
leur utilisation a commence´ avec la construction et l’analyse d’une me´thode de volumes finis
pour l’e´quation de Laplace sur des maillages bidimensionnels ”arbitraires” [40]. Puis, ces ide´es
ont e´te´ applique´es a` la discre´tisation d’e´quations non-line´aires elliptiques [3], de mode`les de
de´rive-diffusion et de transport d’e´nergie [25], et pour des proble`mes d’e´lectrocardiologie [94].
Dans ce chapitre, nous appliquons ces ide´es a` la re´solution nume´rique des proble`mes div-
rot que l’on retrouve par exemple en me´canique des fluides ainsi qu’en e´lectrostatique et
magne´tostatique. En utilisant la de´composition de Hodge discre`te du champ de vecteurs
discret inconnu, ce proble`me est re´e´crit en deux proble`mes de Laplace discrets inde´pendants,
d’inconnues les potentiels discrets, comme justement dans le proble`me continu. En utilisant
les re´sultats obtenus dans [40], nous prouvons la convergence du sche´ma lorsque les potentiels
sont suffisamment re´guliers et sous des hypothe`ses ge´ome´triques lie´es a` la non-de´ge´ne´rescence
des cellules-diamants.
Ce chapitre est organise´ comme suit : nous appliquons les ide´es de´crites ci-dessus dans la
section 3.2 pour discre´tiser le proble`me div-rot et obtenir des estimations d’erreur. Quelques
re´sultats nume´riques sont de´crits en section 3.3.
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3.2 Solution nume´rique du proble`me div-rot pour des domaines
non simplement connexes
3.2.1 Discre´tisation du proble`me div-rot avec conditions normales au bord
Nous nous inte´ressons a` l’approximation du proble`me continu suivant : e´tant donne´s f , g,
σ et (kq)q∈[1,Q], trouver u tel que
∇ · u = f dans Ω ,
∇× u = g dans Ω ,
u · n = σ sur Γ ,∫
Γq
u · τ = kq, ∀q ∈ [1, Q] .
(3.1)
Une condition ne´cessaire pour la re´solution du syste`me est donne´e par la formule de Green :∫
Ω
f(x) dx =
∫
Γ
σ(ξ) dξ . (3.2)
Nous choisissons de discre´tiser la solution de ce proble`me par un vecteur (uj)j∈[1,J ] de´fini
par ses valeurs sur les cellules-diamants du maillage. En utilisant les ope´rateurs diffe´rentiels
discrets de´finis dans la section 2.2, et en suivant [62], on e´crit les e´quations discre`tes suivantes :
(∇Th · u)i = fTi , ∀i ∈ [1, I] , (3.3a)(∇Ph · u)k = fPk , ∀k ∈ [1,K] , (3.3b)(∇Th × u)i = gTi , ∀i ∈ [1, I] , (3.3c)(∇Ph × u)k = gPk , ∀k ∈ [1,K − JΓ] , (3.3d)
uj · nj = σj , ∀j ∈ [J − JΓ + 1, J ] , (3.3e)
(u · τ , 1)Γq,h = kq, ∀q ∈ [1, Q] , (3.3f)∑
k∈Γq
|Pk| (∇Ph × u)k =
∑
k∈Γq
|Pk| gPk , ∀q ∈ [1, Q] , (3.3g)
ou` nous avons pose´
fTi =
1
|Ti|
∫
Ti
f(x) dx ∀i ∈ [1, I] , fPk =
1
|Pk|
∫
Pk
f(x) dx ∀k ∈ [1,K], (3.4)
gTi =
1
|Ti|
∫
Ti
g(x) dx ∀i ∈ [1, I] , gPk =
1
|Pk|
∫
Pk
g(x) dx ∀k ∈ [1,K], (3.5)
σj =
1
|Aj |
∫
Aj
σ(ξ) dξ , ∀j ∈ [J − JΓ + 1, J ] . (3.6)
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NON SIMPLEMENT CONNEXES
En utilisant la de´composition de Hodge discre`te de (uj)j∈[1,J ], le proble`me (3.3) peut eˆtre
de´couple´ en deux proble`mes inde´pendants impliquant les potentiels :
Proposition 3.1 Le proble`me (3.3) peut eˆtre de´couple´ en deux proble`mes inde´pendants :
d’une part, trouver (φTi , φ
P
k )i∈[1,I+JΓ],k∈[1,K] tel que(∇Th ·∇Dh φ)i = fTi , ∀i ∈ [1, I] , (3.7a)(∇Ph ·∇Dh φ)k = fPk , ∀k ∈ [1,K] , (3.7b)(
∇
D
h φ
)
j
· nj = σj , ∀j ∈ [J − JΓ + 1, J ] , (3.7c)∑
i∈[1,I]
|Ti| φTi =
∑
k∈[1,K]
|Pk| φPk = 0 , (3.7d)
et d’autre part, trouver (ψTi , ψ
P
k )i∈[1,I+JΓ],k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q] tels que
− (∇Th ·∇Dh ψ)i = gTi , ∀i ∈ [1, I] , (3.8a)
− (∇Ph ·∇Dh ψ)k = gPk , ∀k ∈ [1,K − JΓ] , (3.8b)
(∇Dh ψ · n, 1)Γq,h = −kq, ∀q ∈ [1, Q] , (3.8c)
−
∑
k∈Γq
|Pk| (∇Ph ·∇Dh ψ)k =
∑
k∈Γq
|Pk| gPk , ∀q ∈ [1, Q] , (3.8d)
ψTi = ψ
P
k = 0, ∀i ∈ Γ0 , ∀k ∈ Γ0 , (3.8e)
∀q ∈ [1, Q] , ψTi = cTq , ∀i ∈ Γq , (3.8f)
∀q ∈ [1, Q] , ψPk = cPq , ∀k ∈ Γq . (3.8g)
Le vecteur u est alors reconstruit par
uj = (∇
D
h φ)j + (∇
D
h × ψ)j , ∀j ∈ [1, J ] . (3.9)
Preuve Tout d’abord, la de´composition de Hodge discre`te de (uj)j∈[1,J ] (The´ore`me 2.1)
montre l’existence de (φTi , φ
P
k )i∈[1,I+JΓ],k∈[1,K], (ψ
T
i , ψ
P
k )i∈[1,I+JΓ],k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q] tels
que (3.9), (3.7d) et (3.8e)-(3.8f)-(3.8g) sont ve´rifie´s. Ensuite, en utilisant la proprie´te´ (2.19a),
nous avons :
fTi = (∇Th · u)i =
(∇Th · (∇Dh φ+∇Dh × ψ))i = (∇Th ·∇Dh φ)i , ∀i ∈ [1, I].
De la meˆme manie`re, en utilisant (2.19b), ψTi = ψ
P
k = 0 sur Γ0, ψ
T
i = c
T
q et ψ
P
k = c
P
q sur
Γq, ∀q ∈ [1, Q], nous obtenons :(∇Ph ·∇Dh φ)k = fPk , ∀k ∈ [1,K].
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En ce qui concerne les conditions de bord, l’utilisation de (2.8) donne
(∇Dh × ψ)j · nj = −
1
2 |Dj | (ψk2 − ψk1) |A
′
j | τ
′
j · nj , ∀j ∈ [J − JΓ + 1, J ].
Comme ψPk = 0 sur Γ0 et ψ
P
k = c
P
q , ∀q ∈ [1, Q], nous en de´duisons que
(∇Dh × ψ)j · nj = 0, ∀j ∈ [J − JΓ + 1, J ] ,
ce qui implique que
uj · nj =
(
∇
D
h φ
)
j
· nj = σj , ∀j ∈ [J − JΓ + 1, J ] .
Comme pre´ce´demment, en utilisant (3.9), (3.3c)-(3.3d), (2.20) et la proposition 2.3, on peut
prouver (3.8a)-(3.8b).
De plus,
(∇Dh φ)j · τj =
1
2|Dj |
(
φTk2(j) − φTk1(j)
)
|A′j | n′j · τj ,
et en utilisant (2.18), on a
(∇Dh φ · τ , 1)Γq,h =
∑
j∈Γq
|Aj | |A′j |
2 |Dj | n
′
j · τj
(
φTk2(j) − φTk1(j)
)
= −
∑
j∈Γq
(
φTk2(j) − φTk1(j)
)
,
qui s’annule puisque Γq est un contour ferme´. Ainsi, (3.3f) implique (3.8c) parce que (∇
D
h ×
ψ) · τj = −∇Dh ψ ·nj . Finalement, un calcul similaire a` celui qui est de´crit pour (2.21) montre
que (∇Ph × (∇Dh φ))k = 1|Pk| (φTI2 − φTI1)+ 12 |Pk| (φPK1 − φPK2)
pour les cellules frontie`res k ∈ [K − JΓ + 1,K] (voir la figure 2.9 pour les notations). Ainsi,
quand on somme ces contributions sur un contour ferme´ Γq, on obtient∑
k∈Γq
|Pk|
(∇Ph × (∇Dh φ))k = 0 ,
de sorte que (3.3g) implique (3.8d).
Re´ciproquement, soient (φTi , φ
P
k )i∈[1,I+JΓ],k∈[1,K], (ψ
T
i , ψ
P
k )i∈[1,I+JΓ],k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q]
les solutions des proble`mes (3.7) et (3.8). Alors, en posant uj = (∇
D
h φ)j + (∇
D
h × ψ)j , ∀j ∈
[1, J ], on de´duit a` l’aide des e´galite´s e´nonce´es ci-dessus que (uj)j∈[1,J ] est solution du proble`me
(3.3). ¤
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Proposition 3.2 Les proble`mes (3.7) et (3.8) ont tous les deux une solution unique.
Preuve En ce qui concerne le proble`me (3.7), l’existence et l’unicite´ de sa solution ont de´ja`
e´te´ prouve´es dans [40] si l’e´quivalent discret de (3.2) est ve´rifie´ :∑
i∈[1,I]
|Ti| fTi =
∑
k∈[1,K]
|Pk| fPk =
∑
j∈[J−JΓ+1,J ]
|Aj | σj ,
ce qui est le cas ici parce que graˆce aux de´finitions (3.4) et (3.6), nous avons∑
i∈[1,I]
|Ti| fTi =
∑
k∈[1,K]
|Pk| fPk =
∫
Ω
f(x) dx et
∑
j∈[J−JΓ+1,J ]
|Aj | σj =
∫
Γ
σ(ξ) dξ .
En ce qui concerne le proble`me (3.8), on de´nombre I+K+JΓ +2Q inconnues alors que (3.8a)
et (3.8b) fournissent respectivement I et K−JΓ e´quations, auxquelles on ajoute 2Q relations
provenant de (3.8c) et (3.8d). Enfin, les conditions au bord (3.8e)-(3.8f)-(3.8g) donnent les 2JΓ
e´quations manquantes pour que le syste`me soit carre´. Comme il y a autant d’e´quations que
d’inconnues, il suffit de ve´rifier l’injectivite´ du syste`me pour justifier l’unicite´ de la solution du
syste`me. Ainsi, posons gTi = g
P
k = kq = 0 dans le syste`me (3.8) et calculons le produit scalaire
discret suivant :
(
∇T,Ph ·∇Dh ψ,ψ
)
T,P
(voir (2.2) pour la de´finition). Dans ce produit scalaire,
la somme sur les indices i ∈ [1, I] et la somme sur les indices k ∈ [1,K − JΓ] sont nulles
graˆce a` (3.8a) et a` (3.8b) respectivement. Ensuite, compte tenu de (3.8e), les contributions
des indices k ∈ Γ0 sont aussi nulles, de telle sorte que(
∇T,Ph ·∇Dh ψ,ψ
)
T,P
=
1
2
∑
q∈[1,Q]
∑
k∈Γq
|Pk|
(∇Ph ·∇Dh ψ)k ψPk .
De plus, (3.8g) implique que(
∇T,Ph ·∇Dh ψ,ψ
)
T,P
=
1
2
∑
q∈[1,Q]
cPq
∑
k∈Γq
|Pk|
(∇Ph ·∇Dh ψ)k ,
qui vaut ze´ro graˆce a` (3.8d). D’autre part, la formule de Green discre`te (2.13) permet d’e´crire(
∇T,Ph ·∇Dh ψ,ψ
)
T,P
= − (∇Dh ψ,∇Dh ψ)D + (∇Dh ψ · n, ψ)Γ,h = 0 . (3.10)
E´tant donne´es les conditions de bord (3.8e)-(3.8f)-(3.8g), on ve´rifie que
(
∇
D
h ψ · n, ψ
)
Γ,h
=
∑
q∈[1,Q]
cTq + c
P
q
2
(
∇
D
h ψ · n, 1
)
Γq,h
, (3.11)
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qui vaut ze´ro graˆce a` (3.8c). Ainsi, (3.10), (3.11) et la de´finition (2.3) impliquent que(
∇
D
h ψ,∇
D
h ψ
)
D
=
∑
j∈[1,J ]
|Dj |
∣∣∇Dh ψ∣∣2 = 0 .
Par conse´quent, de la meˆme manie`re qu’a` la fin de la preuve du the´ore`me 2.1, nous de´duisons
que
ψTi = 0, ∀i ∈ [1, I + JΓ] et ψPk = 0, ∀k ∈ [1,K] ,
ce qui prouve l’unicite´ et ainsi l’existence. ¤
3.2.2 Le proble`me div-rot avec conditions tangentielles au bord
Nous cherchons maintenant a` approcher le proble`me continu suivant : e´tant donne´s f , g,
σ et (kq)q∈[1,Q], Trouver u tel que :
∇ · u = f dans Ω ,
∇× u = g dans Ω ,
u · τ = σ sur Γ ,∫
Γq
u · n = kq, ∀q ∈ [1, Q] .
Une condition ne´cessaire pour re´soudre ce syste`me est donne´e par la formule de Green :∫
Ω g dx =
∫
Γ σ(ξ) dξ. Ce proble`me est discre´tise´ comme dans la partie 3.2.1 par un vecteur
(uj)j∈[1,J ] de´fini par ses valeurs sur les cellules-diamants du maillage. En utilisant les ope´ra-
teurs diffe´rentiels discrets de´finis dans la partie 2.2, on e´crit les e´quations discre`tes suivantes :
(∇Th · u)i = fTi , ∀i ∈ [1, I] ,(∇Ph · u)k = fPk , ∀k ∈ [1,K − JΓ] ,(∇Th × u)i = gTi , ∀i ∈ [1, I] ,(∇Ph × u)k = gPk , ∀k ∈ [1,K] ,
uj · τj = σj , ∀j ∈ [J − JΓ + 1, J ] ,
(u · n, 1)Γq ,h = kq, ∀q ∈ [1, Q] ,∑
k∈Γq
|Pk| (∇Ph · u)k =
∑
k∈Γq
|Pk| fPk , ∀q ∈ [1, Q] .
(3.12)
L’existence et l’unicite´ de la solution de ce proble`me sont prouve´es similairement a` la section
3.2.1 ; la principale diffe´rence re´side dans le fait que la de´composition de Hodge est modifie´e
de la manie`re suivante :
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The´ore`me 3.1 Soit (uj)j∈[1,J ] un champ de vecteurs discret de´fini par ses valeurs sur les
cellules-diamants Dj. Il existe φ = (φ
T
i , φ
P
k )i∈[1,I+JΓ],k∈[1,K], ψ = (ψ
T
i , ψ
P
k )i∈[1,I+JΓ],k∈[1,K] et
(cTq , c
P
q )q∈[1,Q] uniques tels que :
uj = (∇
D
h ψ)j + (∇
D
h × φ)j , ∀j ∈ [1, J ], (3.13)
avec ∑
i∈[1,I]
|Ti| φTi =
∑
k∈[1,K]
|Pk| φPk = 0 ,
ψTi = 0 , ∀i ∈ Γ0 , ψPk = 0 , ∀k ∈ Γ0 ,
et
∀q ∈ [1, Q] , ψTi = cTq , ∀i ∈ Γq , ψPk = cPq , ∀k ∈ Γq .
De plus, la de´composition (3.13) est orthogonale.
Comme pre´ce´demment, le proble`me (3.12) se de´couple en deux sous-proble`mes inde´pendants
impliquant les potentiels.
Proposition 3.3 Le proble`me (3.12) peut eˆtre de´couple´ en deux proble`mes inde´pendants :
d’une part, trouver (φTi , φ
P
k )i∈[1,I+JΓ],k∈[1,K] tel que
− (∇Th ·∇Dh φ)i = gTi , ∀i ∈ [1, I] ,
− (∇Ph ·∇Dh φ)k = gPk , ∀k ∈ [1,K] ,
− (∇Dh φ)j · nj = σj , ∀j ∈ [J − JΓ + 1, J ] ,∑
i∈[1,I] |Ti|φTi =
∑
k∈[1,K] |Pk|φPk = 0 ,
et d’autre part, trouver (ψTi , ψ
P
k )i∈[1,I+JΓ],k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q]
(∇Th ·∇Dh ψ)i = fTi , ∀i ∈ [1, I] ,(∇Ph ·∇Dh ψ)k = fPk , ∀k ∈ [1,K − JΓ] ,
(∇Dh ψ · n, 1)Γq = kq, ∀q ∈ [1, Q] ,∑
k∈Γq
|Pk| (∇Ph ·∇Dh ψ)k =
∑
k∈Γq
|Pk| fPk , ∀q ∈ [1, Q] ,
ψTi = ψ
P
k = 0, ∀i ∈ Γ0 , ∀k ∈ Γ0 ,
∀q ∈ [1, Q] , ψTi = cTq , ∀i ∈ Γq ,
∀q ∈ [1, Q] , ψPk = cPq , ∀k ∈ Γq .
Le vecteur u est alors reconstruit de la manie`re suivante :
uj = (∇
D
h ψ)j + (∇
D
h × φ)j , ∀j ∈ [1, J ] .
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Sk 1
2iG
Sk 2
D j
1iG
α 1
α 2
µ 2
ν 1
ν 2
β 2
β 1
µ 1
Fig. 3.1 – Notations pour le paragraphe 3.2.3.
3.2.3 Estimations d’erreur pour le proble`me div-rot
A la diffe´rence de [82], nous allons obtenir les estimations pour les potentiels implique´s
dans la de´composition de Hodge de u ; en effet, nous allons utiliser des estimations similaires
a` celles qui ont e´te´ obtenues dans [40]. Par simplicite´, nous allons nous restreindre aux cas ou`
toutes les cellules-diamants sont convexes ; le cas des cellules-diamants non-convexes requiert
des hypothe`ses additionnelles similaires a` celles donne´es dans [40]. Nous allons obtenir des
estimations d’erreurs sous l’hypothe`se suivante (voir les figures 2.5 et 3.1 pour les notations) :
Hypothe`se 3.1 Il existe un angle τ∗, strictement infe´rieur a` π et inde´pendant du maillage,
tel que :
1. Pour toute cellule-diamant inte´rieure Dj, le plus petit angle entre l’angle maximum du
couple de triangles (Dj,1, Dj,2) et l’angle maximum du couple de triangles (D
′
j,1, D
′
j,2) est
borne´ par τ∗ :
min (max(α1, β1, µ1 + µ2, α2, β2, ν1 + ν2),max(µ1, ν1, α1 + α2, µ2, ν2, β1 + β2)) ≤ τ∗
2. Le plus grand angle de chacune des cellules-diamants frontie`res Dj est borne´ par l’angle
τ∗.
Pour faire des estimations d’erreur, on suppose habituellement une certaine re´gularite´ de la
solution du proble`me. Pour appliquer les re´sultats donne´s dans [40], nous allons supposer une
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re´gularite´ (Hyp. 3.2 ci-dessous) des potentiels introduits par la proposition suivante :
Proposition 3.4 Soit (f, g, σ) appartenant a` L2(Ω)
2×H1/2(Γ) et soit (kq)q∈[1,Q] un ensemble
de nombres re´els donne´s ; soit û la solution exacte du proble`me (3.1). Alors, il existe φ̂ et ψ̂
tous les deux dans H1(Ω) et un ensemble de nombres re´els (Cq)q∈[1,Q] tels que
û =∇φ̂+∇× ψ̂ ,
ou` φ̂ est la solution de 
∆φ̂ = ∇ · û = f dans Ω ,
∇φ̂ · n = û · n = σ sur Γ ,∫
Ω φ̂ = 0 ,
(3.14)
et ψ̂ est la solution de 
−∆ψ̂ = ∇× û = g dans Ω ,
ψ̂|Γ0 = 0 , ψ̂|Γq = Cq , ∀ q ∈ [1, Q],∫
Γq
∇ψ̂ · n = −kq .
(3.15)
Preuve La de´composition de Hodge de û et la de´termination de φ̂ et ψ̂ par (3.14) et (3.15)
sont les conse´quences directes de [54, The´ore`me 3.2 et Corollaire 3.1]. ¤
Hypothe`se 3.2 On suppose que les potentiels φ̂ et ψ̂ donne´s par la proposition 3.4 appar-
tiennent a` H2(Ω).
On remarque qu’a` cause des angles rentrants lie´s aux frontie`res polygonales internes Γq, la
re´gularite´ H2 des potentiels n’est pas une conse´quence de la re´gularite´ des donne´es (f, g, σ).
E´videmment, on peut relier l’erreur L2 entre la solution û de (3.1) et la solution discre`te
(uj)j∈[1,J ] de (3.3) aux erreurs entre les solutions φ̂ et ψ̂ de (3.14) et (3.15) et les solutions
discre`tes (φTi , φ
P
k ) et (ψ
T
i , ψ
P
k ) de´finies dans la proposition 3.1 respectivement par (3.7) et
(3.8). En effet :
∑
j∈[1,J ]
∫
Dj
|uj − û(x)|2 dx ≤ 2
( ∑
j∈[1,J ]
∫
Dj
∣∣∣(∇Dh φ)j −∇φ̂(x)∣∣∣2 dx
(3.16)
+
∑
j∈[1,J ]
∫
Dj
∣∣∣(∇Dh ψ)j −∇ψ̂(x)∣∣∣2 dx
)
.
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E´quivalence avec une me´thode d’e´le´ments finis pour les potentiels
Afin d’e´valuer les erreurs sur les potentiels, nous allons suivre [40] et re´e´crire (3.7) et
(3.8) en une formulation e´le´ments finis non-conformes e´quivalente. Rappelons que les points
Miα(j) kβ(j) sont illustre´s sur la figure 2.3. On construit les fonctions suivantes :
Proposition 3.5 E´tant donne´ (φTi , φ
P
k ) ∈ RI+J
Γ ×RK ; il existe une fonction φh de´finie par
(φh)|Dj ∈ P 1(Dj) , ∀j ∈ [1, J ] ,
φh(Miα(j) kβ(j)) =
1
2
(φTiα(j) + φ
P
kβ(j)
) ,∀j ∈ [1, J ] , ∀(α , β) ∈ {1; 2}2 . (3.17)
De plus, nous avons la proprie´te´ essentielle suivante :
(∇φh)|Dj = (∇
D
h φ)j ∀j ∈ [1, J ] . (3.18)
Preuve La preuve est donne´e dans [40]. Rappelons que la de´finition d’une fonction P 1(Dj)
par ses valeurs en quatre points non aligne´s n’est en ge´ne´ral pas possible. Mais dans le cas
pre´sent, notons encore φh l’unique fonction de´finie en (3.17) et ses valeurs (3.18) pour les
couples (α, β) ∈ {1, 2}2, sauf pour le couple (α, β) = (2, 2) (soit en trois points). Puisque φh
est un polynoˆme du premier degre´, nous pouvons e´crire
φh(Mi2k2) = φh(Mi2k1) + Mi2k1Mi2k2 ·∇φh
et
φh(Mi1k2) = φh(Mi1k1) + Mi1k1Mi1k2 ·∇φh .
Mais puisque le quadrangle (Mi1k1 ,Mi1k2 ,Mi2k2 ,Mi2k1) est un paralle´logramme, l’e´galite´
Mi2k1Mi2k2 = Mi1k1Mi1k2 assure que
φh(Mi2k2) = φh(Mi1k2) + φh(Mi2k1)− φh(Mi1k1) .
Graˆce aux de´finitions (3.17), cette valeur vaut exactement 12
(
φTi2(j) + φ
P
k2(j)
)
, ce qui assure
bien l’existence de φh de´fini par (3.17) applique´ aux quatre couples (α, β) ∈ {1, 2}2 et (3.18).
D’autre part, puisque φh ∈ Vh est P 1 sur Dj , son gradient y est constant. Donc
(∇φh)Dj =
1
|Dj |
∫
Dj
∇φh dx .
Par la formule de Green, cette quantite´ est aussi e´gale a`
(∇φh)Dj =
1
|Dj |
∫
∂Dj
φh(ξ)n(ξ) dξ . (3.19)
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Notons que ∂Dj est compose´ de quatre segments [GiαSkβ ], sur lesquels la restriction de φh est
aussi P 1. Ainsi, les quatre inte´grales dans la formule (3.19) peuvent eˆtre e´value´es de manie`re
exacte par la re`gle du point milieu. Le milieu du segment [GiαSkβ ] est par de´finition Miαkβ ,
ou` les valeurs de φh sont donne´es par (3.17). En sommant les diffe´rentes contributions de φ
T
iα
et φPkβ , nous obtenons bien (∇φh)|Dj
= (∇Dh φ)j . ¤
De´finition 3.1 Nous allons de´noter par L l’ope´rateur line´aire qui associe φh, de´fini par la
proposition 3.5, a` (φTi , φ
P
k ) ∈ RI+J
Γ×RK donne´. De plus, la solution de (3.7) est dans l’espace
suivant :
VN :=
(φTi , φPk ) ∈ RI+JΓ × RK : ∑
i∈[1,I]
|Ti| φTi =
∑
k∈[1,K]
|Pk| φPk = 0
 .
La solution de (3.8) est dans l’espace suivant :
VD :=
{
(φTi , φ
P
k ) ∈ RI+J
Γ × RK : φTi = φPk = 0, ∀ i ∈ Γ0, ∀ k ∈ Γ0 et
∃ (cTq,φ, cPq,φ) ∈ (R2)Q tels que φTi = cTq,φ ∀ i ∈ Γq, et φPk = cPq,φ, ∀ k ∈ Γq ∀ q ∈ [1, Q]
}
.
Remarque 3.1 On prouve facilement que l’ope´rateur line´aire L introduit dans la de´finition
3.1 est injectif sur VN et sur VD. Ainsi, pour tout Φh dans L(VN ) ou dans L(VD), il existe
un unique Φ = (ΦTi ,Φ
P
k ) de R
I+JΓ × RK , soit dans VN , soit dans VD, de telle sorte que
Φh = L(Φ). Ces valeurs (Φ
T
i ,Φ
P
k ) sont utilise´es par la suite dans les de´finitions de Φ
∗
h et Φ˜h
associe´es aux Φh respectivement par (3.23) et (3.24).
A partir de ces de´finitions, on peut ve´rifier les re´sultats suivants :
Proposition 3.6 Le proble`me (3.7) revient a` trouver φh ∈ L(VN ), tel que
ah(φh,Φh) = ℓN (Φh) ,∀Φh ∈ L(VN ) (3.20)
avec
ah(φh,Φh) :=
∑
j∈[1,J ]
∫
Dj
∇φh ·∇Φh (x)dx , (3.21)
ℓN (Φh) := −
∫
Ω
fΦ∗h(x)dx +
∫
Γ
σ Φ˜h(ξ) dξ , (3.22)
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ou`
Φ∗h(x) :=
1
2
 ∑
i∈[1,I]
ΦTi θ
T
i (x) +
∑
k∈[1,K]
ΦPk θ
P
k (x)
 , (3.23)
et
Φ˜h(ξ) =
∑
j∈[J−JΓ+1,J ]
1
4
(
ΦPk1(j) + 2Φ
T
i2(j)
+ ΦPk2(j)
)
θΓj (ξ), (3.24)
ou` nous rappelons que θTi , θ
P
k et θ
Γ
j sont respectivement les fonctions caracte´ristiques des
cellules Ti, Pk et de l’areˆte frontie`re Aj.
Preuve Supposons que φ ∈ VN est la solution de (3.7) ; alors en multipliant la premie`re
e´quation par 12 |Ti|ΦTi , la seconde e´quation par 12 |Pk|ΦPk , et en sommant sur tous les i ∈ [1, I]
et tous les k ∈ [1,K], on obtient
(∇T,Ph ·∇Dh φ,Φ)T,P = (f,Φ)T,P . (3.25)
Graˆce a` la formule de Green discre`te (2.13), on peut re´e´crire le membre de gauche de (3.25)
de la manie`re suivante :
−(∇Dh φ,∇Dh Φ)D + (∇Dh φ · n,Φ)Γ,h = −
∑
j∈[1,J ]
|Dj | (∇Dh φ)j · (∇Dh Φ)j
+
∑
j∈[J−JΓ+1,J ]
|Aj | (∇Dh φ)j · nj ×
1
4
(
ΦPk1(j) + 2Φ
T
i2(j)
+ ΦPk2(j)
)
.
Ensuite, graˆce a` (3.18), et du fait que (∇Dh φ)j · (∇Dh Φ)j est une constante sur Dj , on constate
que
−
∑
j∈[1,J ]
|Dj | (∇Dh φ)j · (∇Dh Φ)j = −
∑
j∈[1,J ]
∫
Dj
∇φh ·∇Φh (x)dx .
De plus, d’apre`s les conditions au bord donne´es par la troisie`me e´quation de (3.7),
|Aj | (∇Dh φ)j · nj = |Aj |σj =
∫
Aj
σ(ξ)dξ ,
de telle sorte que
|Aj | (∇Dh φ)j · nj ×
1
4
(
ΦPk1 + 2Φ
T
i2 + Φ
P
k2
)
=
∫
Aj
σ
(
Φ˜h
)
|Aj
(ξ) dξ .
Finalement, le membre de gauche de (3.25) est e´gal a`
−ah(φh,Φh) +
∫
Γ
σ Φ˜h(ξ) dξ .
66
3.2. SOLUTION NUME´RIQUE DU PROBLE`ME DIV-ROT POUR DES DOMAINES
NON SIMPLEMENT CONNEXES
Par de´finition de (2.2) et par l’e´galite´ (3.4), et du fait que ΦTi θ
T
i (x)|Ti = Φ
T
i et Φ
P
k θ
P
k (x)|Pk =
ΦPk , le membre de droite de (3.25) est e´gal a` :∫
Ω
f(x)
1
2
 ∑
i∈[1,I]
ΦTi θ
T
i (x) +
∑
k∈[1,K]
ΦPk θ
P
k (x)
 dx ,
ce qui cloˆt cette partie de la preuve.
Re´ciproquement, soit φh ∈ L(VN ) ve´rifiant (3.20) pour tout Φh ∈ L(VN ) ; alors φ =
L−1(φh) ve´rifie la quatrie`me condition de (3.7) par de´finition de VN . De plus, conside´rons
une areˆte frontie`re d’indice j0 ∈ [J − JΓ + 1, J ] et rappelons que l’indice i2(j0) est associe´ a`
l’inconnue situe´e au milieu du segment Aj0 . Nous de´finissons Φ0 ∈ VN par
∀i ∈ [1, I + JΓ] , (Φ0)Ti = δi2(j0)i et ∀k ∈ [1,K] , (Φ0)Pk = 0 .
Autrement dit, Φ0 est nul partout sauf sur le point milieu de Aj0 . Alors, en de´finissant (Φ0)h =
L(Φ0) et en utilisant la de´finition 2.1 ainsi que (3.23) et (3.24), nous avons e´videmment les
proprie´te´s suivantes
(∇(Φ0)h)|Dj = 0 si j 6= j0 et (∇(Φ0)h)|Dj0 =
1
2 |Dj0 |
|Aj0 |nj0 ,
et
(Φ0)
∗
h(x) = 0 ∀x ∈ Ω et (Φ˜0)h(ξ) =
1
2
θΓj0(ξ) ∀ξ ∈ Γ .
Ensuite, nous en de´duisons que
ah(φh, (Φ0)h) =
∑
j∈[1,J ]
∫
Dj
∇φh ·∇(Φ0)h (x)dx = 1
2
|Aj0 | (∇φh)|Dj0 ·nj0 =
1
2
|Aj0 | (∇Dh φ)j0 ·nj0
et
ℓN ((Φ0)h) = −
∫
Ω
f(Φ0)
∗
h(x)dx +
∫
Γ
σ (Φ˜0)h(ξ) dξ =
∫
Aj0
1
2
σ(ξ) dξ =
1
2
|Aj0 |σj0 .
Finalement, en e´crivant (3.20) pour (Φ0)h, les deux e´quations pre´ce´dentes prouvent que φ
ve´rifie la condition au bord :
(∇Dh φ)j0 · nj0 = σj0 , ∀ j0 ∈ [J − JΓ + 1, J ] .
Ensuite, pour montrer (3.7a) pour toute cellule primale i0 ∈ [1, I], nous conside´rons son
e´le´ment de base correspondant Φ1 ∈ VN de´fini par
∀i ∈ [1, I + JΓ] , (Φ1)Ti = δi0i −
|Ti0 |
|Ω| et ∀k ∈ [1,K] , (Φ1)
P
k = 0 .
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Alors, en de´finissant (Φ1)h = L(Φ1) et d’apre`s (3.20), on peut e´crire∑
j∈[1,J ]
∫
Dj
∇φh ·∇(Φ1)h (x)dx = −
∫
Ω
f(Φ1)
∗
h(x)dx +
∫
Γ
σ (Φ˜1)h(ξ) dξ . (3.26)
Afin d’e´valuer le membre de droite de (3.26), nous allons conside´rer en plus Φ ∈ RI+JΓ ×RK
tel que
∀i ∈ [1, I + JΓ] , ΦTi = δi0i et ∀k ∈ [1,K] , ΦPk = 0 .
Notons que Φ /∈ VN mais que son gradient discret (voir (2.7)) est e´gal a` celui de Φ1. Graˆce a`
cette e´galite´ et a` (3.18), nous avons∑
j∈[1,J ]
∫
Dj
∇φh ·∇(Φ1)h (x)dx = (∇Dh φ,∇Dh Φ1)D = (∇Dh φ,∇Dh Φ)D,
qui peut eˆtre transforme´ graˆce a` (2.13) en
−
(
∇T,Ph ·∇Dh φ,Φ
)
T,P
+
(
∇
D
h φ · n,Φ
)
Γ,h
.
Graˆce a` la de´finition de Φ, cette quantite´ est re´duite a` la contribution de i0, ce qui prouve
que le membre de gauche de (3.26) peut se re´e´crire∑
j∈[1,J ]
∫
Dj
∇φh ·∇(Φ1)h (x)dx = −1
2
|Ti0 |
(∇Th ·∇Dh φ)i0 . (3.27)
Ensuite, on calcule le membre de droite de (3.26) :
−
∫
Ω
f(Φ1)
∗
h(x)dx = −
1
2
∑
i∈[1,I]
∫
Ti
(
δi0i −
|Ti0 |
|Ω|
)
f(x) dx
= −1
2
∫
Ti0
f(x) dx +
1
2
|Ti0 |
|Ω|
∫
Ω
f(x) dx ;∫
Γ
σ (Φ˜1)h(ξ) dξ =
∑
j∈[J−JΓ+1,J ]
∫
Aj
σ(ξ)
1
4
(
−2 |Ti0 ||Ω|
)
dξ = −1
2
|Ti0 |
|Ω|
∫
Γ
σ(ξ)dξ ,
de telle sorte que le membre de droite de (3.26) est encore e´gal a`
−1
2
∫
Ti0
f(x) dx +
1
2
|Ti0 |
|Ω|
∫
Ω
f(x) dx− 1
2
|Ti0 |
|Ω|
∫
Γ
σ(ξ)dξ .
Compte tenu de (3.2), les deux derniers termes de la somme pre´ce´dente se compensent et on
obtient
−
∫
Ω
f(Φ1)
∗
h(x)dx +
∫
Γ
σ (Φ˜1)h(ξ) dξ = −1
2
∫
Ti0
f(x) dx = −1
2
|Ti0 | fTi0 . (3.28)
68
3.2. SOLUTION NUME´RIQUE DU PROBLE`ME DIV-ROT POUR DES DOMAINES
NON SIMPLEMENT CONNEXES
En comparant (3.26), (3.27) et (3.28), on en de´duit que
(∇Th ·∇Dh φ)i0 = fTi0 .
On peut prouver de manie`re similaire, en conside´rant k0 ∈ [1,K] et Φ2 ∈ VN , de´finis par
∀i ∈ [1, I + JΓ] , (Φ2)Ti = 0 et ∀k ∈ [1,K] , (Φ2)Pk = δk0k −
|Pk0 |
|Ω|
que (∇Ph ·∇Dh φ)k0 = fPk0 ,
ce qui termine la preuve de l’e´quivalence. ¤
Proposition 3.7 Le proble`me (3.8) est e´quivalent a` trouver ψh ∈ L(VD), tel que ∀Ψh ∈
L(VD),
ah(ψh,Ψh) = ℓD(Ψh) (3.29)
avec
ℓD(Ψh) :=
∫
Ω
gΨ∗h(x)dx −
∑
q∈[1,Q]
kq
(
cTq,Ψ + c
P
q,Ψ
2
)
.
Preuve Supposons que ψ ∈ VD est la solution de (3.8) ; alors on peut calculer le produit
scalaire discret suivant :
−(∇T,Ph ·∇Dh ψ,Ψ)T,P = −
1
2
∑
i∈[1,I]
|Ti|(∇Th ·∇Dh ψ)iΨTi
− 1
2
∑
k∈[1,K−JΓ]
|Pk|(∇Ph ·∇Dh ψ)kΨPk (3.30)
− 1
2
∑
k∈[K−JΓ+1,K]
|Pk|(∇Ph ·∇Dh ψ)kΨPk .
Compte tenu de (3.8a)-(3.8b), la somme des deux premiers termes du membre de droite (3.30)
est e´gal a`
1
2
∑
i∈[1,I]
|Ti|gTi ΨTi +
1
2
∑
k∈[1,K−JΓ]
|Pk|gPk ΨPk .
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Ensuite, en utilisant le fait que ΨP est e´gal a` une constante cPq,Ψ sur chaque Γq et s’annule
sur Γ0, on peut e´crire, d’apre`s (3.8d)
−
∑
k∈[K−JΓ+1,K]
|Pk|(∇Ph ·∇Dh ψ)kΨPk = −
∑
q∈[1,Q]
cPq,Ψ
∑
k∈Γq
|Pk|(∇Ph ·∇Dh ψ)k
=
∑
q∈[1,Q]
cPq,Ψ
∑
k∈Γq
|Pk|gPk
=
∑
k∈[K−JΓ+1,K]
|Pk|gPk ΨPk .
Finalement, (3.30) peut eˆtre re´e´crite de la manie`re suivante :
−(∇T,Ph ·∇Dh ψ,Ψ)T,P = (g,Ψ)T,P . (3.31)
En utilisant la formule de Green discre`te (2.13), le membre de gauche de (3.31) vaut encore
(∇Dh ψ,∇
D
h Ψ)D − (∇Dh ψ · n,Ψ)Γ,h .
Comme pre´ce´demment, le premier de ces termes est e´gal a` ah(ψh,Ψh). Ensuite, en utilisant
le fait que ΨP (respectivement ΨT ) est e´gal a` une constante cPq,Ψ (resp. c
T
q,Ψ) sur chaque Γq
et s’annule sur Γ0, et en utilisant (3.8c), on obtient
(∇Dh ψ · n,Ψ)Γ,h =
∑
q∈[1,Q]
(
cTq,Ψ + c
P
q,Ψ
2
)∑
Γq
(∇Dh ψ)j · nj = −
∑
q∈[1,Q]
kq
(
cTq,Ψ + c
P
q,Ψ
2
)
,
ce qui montre que le membre de gauche de (3.31) vaut finalement
ah(ψh,Ψh) +
∑
q∈[1,Q]
kq
(
cTq,Ψ + c
P
q,Ψ
2
)
.
Ceci termine cette partie de la preuve.
Re´ciproquement, si ψh ∈ L(VD) satisfait (3.29) pour tout Ψh ∈ L(VD), alors ψ = L−1(ψh)
ve´rifie (3.8e), (3.8f) et (3.8g) par de´finition de VD. Ensuite, conside´rons un i0 ∈ [1, I] donne´
et choisissons Ψ1 ∈ VD de´fini par
(Ψ1)
T
i = δ
i0
i , ∀ i ∈ [1, I + JΓ] et (Ψ1)Pk = 0, ∀ k ∈ [1,K] .
Puisque ψh et Ψh satisfont (3.18), alors le membre de gauche de (3.29) s’e´crit
ah(ψh, (Ψ1)h) =
∑
∈[1,J ]
∫
Dj
∇ψh·∇(Ψ1)h(x) dx =
∑
j∈[1,J ]
(∇Dh ψ)j · (∇Dh Ψ1)j = (∇Dh ψ,∇Dh Ψ1)D.
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Ensuite, en appliquant la formule de Green (2.13) et les valeurs de Ψ1, la ligne pre´ce´dente se
re´e´crit
ah(ψh, (Ψ1)h) = −(∇T,Ph ·∇Dh ψ,Ψ1)T,P + (∇Dh ψ · n,Ψ1)Γ,h = −(∇T,Ph ·∇Dh ψ)i0 .
D’autre part, par de´finition de Ψ1, il est clair que c
T
q,Ψ = c
P
q,Ψ = 0 et, en utilisant (3.5) et
(3.23), on en de´duit le membre de droite de (3.29)
ℓD(Ψh) =
∫
Ω
gΨ∗h(x)dx −
∑
q∈[1,Q]
kq
(
cTq,Ψ + c
P
q,Ψ
2
)
=
∫
Ω
g Ψ∗h(x) dx = (g,Ψ1)T,P = g
T
i0 .
Autrement dit, l’e´quation (3.8a) est ve´rifie´e pour le i0 ∈ [1, I] conside´re´. De la meˆme manie`re,
en conside´rant un k0 ∈ [1,K − JΓ] donne´ et en choisissant Ψ2 ∈ VD de´fini par
(Ψ2)
T
i = 0, ∀ i ∈ [1, I + JΓ] et (Ψ2)Pk = δk0k , ∀ k ∈ [1,K]
on obtient (3.8b) pour le k0 ∈ [1,K − JΓ] conside´re´.
Ensuite, conside´rons un q0 ∈ [1, Q] donne´ et de´finissons Ψ3 ∈ VD par
(Ψ3)
T
i = (Ψ3)
P
k = 0, ∀ i ∈ [1, I], ∀ k ∈ [1,K] et (Ψ3)Ti = δq0q , ∀ i ∈ Γq, ∀ q ∈ [0, Q].
En appliquant (3.29) pour Ψh = L(Ψ3) et en utilisant (3.18) et (2.13), on montre que (3.8c)
est ve´rifie´ pour le q0 ∈ [1, Q] conside´re´. De la meˆme manie`re, en conside´rant un q0 ∈ [1, Q]
donne´ et en choisissant Ψ4 ∈ VD de´fini par
(Ψ4)
T
i = 0, ∀ i ∈ [1, I] , (Ψ4)Pk = 0, ∀ k ∈ [1,K − JΓ] ,
(Ψ4)
T
i = δ
q0
q ,∀ i ∈ Γq et (Ψ4)Pk = −δq0q , ∀ k ∈ Γq, ∀ q ∈ [0, Q],
on obtient (3.8d) pour le q0 ∈ [1, Q] conside´re´, ce qui termine la preuve de la proposition 3.7. ¤
Estimations d’erreur pour les potentiels
On peut maintenant se tourner vers les estimations d’erreur concernant les potentiels φ̂ et
ψ̂. D’abord, e´tant donne´e la formulation e´le´ments finis e´quivalente donne´e par la proposition
3.6 (respectivement la proposition 3.7), on peut e´tudier l’erreur nume´rique concernant φ̂ (resp.
ψ̂) de manie`re traditionnelle en notant que ah agit sur H
1 + L(VN ) (resp. H
1 + L(VD)), sur
lequel on de´finit |x|1,h :=
√
ah(x, x), et en utilisant le “second lemme de Strang” [104] :
|φ̂− φh|1,h ≤ 2 inf
ωh∈L(VN )
|φ̂− ωh|1,h + sup
ωh∈L(VN )
|ah(φ̂, ωh)− ℓN (ωh)|
|ωh|1,h (3.32)
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et
|ψ̂ − ψh|1,h ≤ 2 inf
ωh∈L(VD)
|ψ̂ − ωh|1,h + sup
ωh∈L(VD)
|ah(ψ̂, ωh)− ℓD(ωh)|
|ωh|1,h . (3.33)
Le premier terme du membre de droite de (3.32) et (3.33) est appele´ “erreur d’interpolation”,
tandis que le second est appele´ “erreur de consistance”.
Erreur d’interpolation pour φ̂ : On commence avec
Proposition 3.8 Si toutes les cellules-diamants sont convexes et sous les hypothe`ses 3.1 et
3.2, il existe une constante C(τ∗) de´pendant seulement de τ∗ telle que
inf
ωh∈L(VN )
|φ̂− ωh|1,h ≤ C(τ∗)h ||φ̂||2,Ω . (3.34)
Preuve Puisque φ̂ ∈ H2(Ω), alors φ̂ ∈ C0(Ω). On peut donc conside´rer la projection point
par point de la solution exacte sur RI+J
Γ × RK :
∀i ∈ [1, I + JΓ], (Πφ̂)Ti = φ̂(Gi) ,
∀k ∈ [1,K], (Πφ̂)Pk = φ̂(Sk) .
Ensuite, cet e´le´ment est lui-meˆme projete´ sur VN de la manie`re suivante :
∀i ∈ [1, I + JΓ], (Π˜φ̂)Ti = (Πφ̂)Ti −
∑
i∈[1,I]
|Ti|(Πφ̂)Ti
|Ω|
∀k ∈ [1,K], (Π˜φ̂)Pk = (Πφ̂)Pk −
∑
k∈[1,K]
|Pk|(Πφ̂)Pk
|Ω| .
E´videmment, Π˜φ̂ et Πφ̂ ont le meˆme gradient discret de telle sorte que l’erreur d’interpolation
de (3.34) est borne´e de la manie`re suivante :
inf
ωh∈L(VN )
|φ̂− ωh|1,h ≤ |φ̂− L(Π˜φ̂)|1,h = |φ̂− L(Πφ̂)|1,h .
Enfin, une majoration a e´te´ donne´e dans [40] pour |φ̂ − L(Πφ̂)|1,h et celle-ci est base´e sur la
relation entre L(Πφ̂) et l’interpolant de Lagrange standard P 1 sur les paires (Dj,1, Dj,2) et
(D′j,1, D
′
j,2). On aboutit alors a` l’estimation (3.34). L’hypothe`se 3.1 est la` pour assurer que la
condition, appele´e condition de l’angle maximum [8, 69], est ve´rifie´e pour au moins une des
deux paires de triangles (Dj,1, Dj,2) ou (D
′
j,1, D
′
j,2). ¤
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Erreur de consistance pour φ̂ : Soit ωh = L(ω). Graˆce a` (3.21) et a` (3.22), on commence
par e´crire
ah(φ̂, ωh)− ℓN (ωh) =
[
ah(φ̂, ωh) + (f, ωh)Ω −
∫
Γ
σ ω˜h(ξ) dξ
]
− (f, ωh − ω∗h)Ω. (3.35)
Le dernier terme de (3.35) peut eˆtre borne´ par le lemme suivant :
Lemme 3.1 Si toutes les cellules-diamants sont convexes, il existe une constante C inde´pen-
dante du maillage telle que
|(f, ωh − ω∗h)Ω| ≤ C h ||f ||0,Ω |ωh|1,h . (3.36)
Preuve La preuve est identique a` celle donne´e dans [40] pour les conditions homoge`nes de
Dirichlet. ¤
Ensuite, on suit [40] avec une le´ge`re modification due aux conditions non homoge`nes de
Neumann au bord. On divise chaque cellule-diamant inte´rieure Dj (avec j ∈ [1, J − JΓ]) soit
en Dj,1 ∪Dj,2, soit en D′j,1 ∪D′j,2 (voir figure 2.5). Notons que ce choix est local a` Dj et qu’il
n’influence pas le choix qui a e´te´ fait pour la division de Dj′ , pour j
′ 6= j. Les cellules-diamants
frontie`res sont telles que Dj,1 = Dj et Dj,2 = ∅ et ne seront jamais de´coupe´es en D′j,1 ∪D′j,2.
Pour simplifier les notations, nous avons adopte´ au chapitre 2 la notation Tj,α pour repre´senter
soit Dj,α soit D
′
j,α. De plus, on de´finit RT (∇φ̂), l’interpolation de Raviart-Thomas de ∇φ̂
sur chaque Tj,α (voir [98]) par
RT (∇φ̂)|Tj,α ∈ (P0(Tj,α))2 ⊕
 x
y
P0(Tj,α)
et ∫
s
RT (∇φ̂) · n dξ =
∫
s
∇φ̂.n dξ
pour toute areˆte s de Tj,α dont le vecteur unitaire normal exte´rieur est note´ n. On peut ve´rifier
le lemme suivant :
Lemme 3.2 Soit φ̂ la solution de (3.14) et soit ωh ∈ L(VN ). Alors si toutes les cellules-
diamants sont convexes
ah(φ̂, ωh) + (f, ωh)Ω −
∫
Γ
σ ω˜h(ξ) dξ =
(3.37)∑
j∈[1,J ]
2∑
α=1
∫
Tj,α
[
(∇φ̂−RT (∇φ̂)) ·∇ωh − f
(
〈ωh〉j,α − ωh
)]
dx ,
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ou` 〈ωh〉j,α est la valeur moyenne de ωh sur Tj,α.
Preuve Par de´finition, RT (∇φ̂) · n est constant sur chaque areˆte de Tj,α. De plus, sur deux
triangles voisins Tj,α, les valeurs de RT (∇φ̂) ·n sur les deux areˆtes de leur face commune sont
oppose´es l’une de l’autre a` cause de l’orientation du vecteur normal n. En notant S l’ensemble
de toutes les areˆtes de tous les Tj,α, n le vecteur normal unitaire a` l’areˆte s dans S, et [ωh]s
le saut de ωh a` travers s, alors
∑
j∈[1,J ]
2∑
α=1
∫
∂Tj,α
RT (∇φ̂) · n ωh dξ =
∑
s∈S, s 6⊂Γ
RT (∇φ̂) · n
∫
s
[ωh]s dξ
(3.38)
+
∑
s∈S, s⊂Γ
RT (∇φ̂) · n
∫
s
ωh dξ .
Comme ωh est dans L(VN ), alors [ωh]s est un polynoˆme de degre´ 1, qui s’annule au milieu de
s (par construction des fonctions de L(VN )). Son inte´grale sur s est donc nulle. De plus, il y
a une correspondance e´vidente entre un s ∈ S, s ⊂ Γ donne´ et une areˆte frontie`re Aj , avec
j ∈ [J −JΓ +1, J ] (parce que les cellules-diamants frontie`res sont telles que Dj = Dj,1 = Tj,α,
avec α = 1). Ainsi, pour de tels s ∈ S, s ⊂ Γ, il existe un unique j ∈ [J − JΓ + 1, J ] tel que
RT (∇φ̂) · n = 1|Aj |
∫
Aj
RT (∇φ̂) · nj = 1|Aj |
∫
Aj
∇φ̂ · nj = 1|Aj |
∫
Aj
σ(ξ) dξ .
Par ailleurs, sur ce Aj , la fonction ωh est un polynoˆme de degre´ 1 qui vaut
ωP
k1
+ωTi2
2 au milieu
de [Sk1Gi2 ] et
ωTi2
+ωP
k2
2 au milieu de [Gi2Sk2 ], et dont l’inte´grale est facile a` calculer :∫
s
ωh dξ =
|Aj |
4
(
ωPk1 + 2ω
T
i2 + ω
P
k2
)
. (3.39)
En rappelant la de´finition (3.24) de la fonction constante par morceaux ω˜h, on peut finalement
e´crire :
∑
j∈[1,J ]
2∑
α=1
∫
∂Tj,α
RT (∇φ̂) · nωh dξ =
∑
s∈S, s⊂Γ
RT (∇φ̂) · n
∫
s
ωh dξ =
∫
Γ
σω˜h(ξ)dξ .
Mais nous pouvons aussi re´e´crire l’e´galite´ ci-dessus graˆce a` la formule de Green sur Tj,α de la
manie`re suivante
∑
j∈[1,J ]
2∑
α=1
(∫
Tj,α
∇ · (RT (∇φ̂))ωh dx +
∫
Tj,α
RT (∇φ̂) ·∇ωh dx
)
=
∫
Γ
σω˜h(ξ)dξ .
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En soustrayant cette e´galite´ a` ah(φ̂, ωh), on obtient :
ah(φ̂, ωh)−
∫
Γ
σω˜h(ξ)dξ =
∑
j∈[1,J ]
2∑
α=1
∫
Tj,α
(∇φ̂−RT (∇φ̂)) ·∇ωh dx
(3.40)
−
∑
j∈[1,J ]
2∑
α=1
∫
Tj,α
∇ · (RT (∇φ̂))ωh dx .
Notons 〈ωh〉j,α la valeur moyenne de ωh sur Tj,α. Puisque ∇· (RT (∇φ̂)) est, par construction,
une constante sur Tj,α, on peut e´crire les se´ries d’e´galite´s suivantes∫
Tj,α
∇ · (RT (∇φ̂))ωh dx = 〈ωh〉j,α
∫
Tj,α
∇ · (RT (∇φ̂)) dx =
〈ωh〉j,α
∫
∂Tj,α
RT (∇φ̂) · n dξ = 〈ωh〉j,α
∫
∂Tj,α
∇φ̂ · n dξ = (3.41)
〈ωh〉j,α
∫
Tj,α
∆φ̂ dx = 〈ωh〉j,α
∫
Tj,α
f dx .
Ainsi, l’e´galite´ (3.37) de´coule de (3.40) et (3.41). ¤
Le premier terme du membre de droite de (3.35) peut eˆtre borne´ par le lemme suivant
Lemme 3.3 Si toutes les cellules-diamants sont convexes et sous les hypothe`ses 3.1 et 3.2, il
existe une constante C inde´pendante du maillage telle que∣∣∣∣ah(φ̂, ωh) + (f, ωh)Ω − ∫
Γ
σω˜h(ξ) dξ
∣∣∣∣ ≤ C hsin τ∗ |ωh|1,h (||f ||0,Ω + ||φ̂||2,Ω) . (3.42)
Preuve En vertu du lemme 3.2, majorer le membre de gauche de (3.42) revient a` majorer le
membre de droite de (3.37). La de´marche est de´crite dans [40]. De nouveau, l’hypothe`se 3.1
est la` pour assurer la condition de l’angle maximum requise par l’interpolation de Raviart-
Thomas de ∇φ̂, voir [1]. ¤
Nous terminons l’estimation de l’erreur de consistance avec :
Proposition 3.9 Si toutes les cellules-diamants sont convexes et sous les hypothe`ses 3.1 et
3.2, il existe une constante C inde´pendante du maillage telle que
sup
ωh∈L(VN )
|ah(φ̂, ωh)− ℓN (ωh)|
|ωh|1,h ≤ C
h
sin τ∗
(
||f ||0,Ω + ||φ̂||2,Ω
)
. (3.43)
Preuve Le re´sultat de´coule de (3.35), (3.36) et (3.42). ¤
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Erreur d’interpolation pour ψ̂ : Ensuite, e´tant donne´e la formulation e´le´ments finis
e´quivalente pre´sente´e dans la proposition 3.7, on peut e´tudier l’erreur nume´rique concernant ψ
de manie`re tout a` fait analogue : l’erreur d’interpolation est borne´e en choisissant ωh = L(Πψ̂)
avec Πψ̂ ∈ VD de´fini par :
∀i ∈ [1, I + JΓ], (Πψ̂)Ti = ψ̂(Gi)
∀k ∈ [1,K], (Πψ̂)Pk = ψ̂(Sk)
et on obtient un re´sultat analogue a` (3.34) :
Proposition 3.10 Si toutes les cellules-diamants sont convexes et sous les hypothe`ses 3.1 et
3.2, il existe une constante C(τ∗) de´pendant seulement de τ∗ telle que
inf
ωh∈L(VD)
|ψ̂ − ωh|1,h ≤ C(τ∗)h ||ψ̂||2,Ω. (3.44)
Erreur de consistance ψ̂ : Concernant l’erreur de consistance, on peut prouver un re´sultat
analogue a` l’e´quation (3.37) :
Lemme 3.4 Soit ψ̂ la solution de (3.15) et soit ωh ∈ L(VD). Alors, si toutes les cellules-
diamants sont convexes,
ah(ψ̂, ωh)− (g, ωh)Ω +
∑
q∈[1,Q]
kq
(
cTq,ω + c
P
q,ω
2
)
=
(3.45)∑
j∈[1,J ]
2∑
α=1
∫
Tj,α
[
(∇ψ̂ −RT (∇ψ̂)) · ∇ωh + g
(
〈ωh〉j,α − ωh
)]
dx .
Preuve Pour prouver ce re´sultat, on commence par e´crire pour ψ̂ une e´galite´ analogue a`
l’e´quation (3.38). Pour les meˆmes raisons que dans la preuve du lemme 3.2, cela revient a`
e´valuer uniquement la partie sur la frontie`re. En raisonnant comme pour (3.39) et en utilisant
le fait que ωh ∈ L(VD), on en de´duit que∫
Aj
ωh dξ = |Aj |
(
cTq,ω + c
P
q,ω
2
)
.
Ainsi,∑
j∈[1,J ]
2∑
α=1
∫
∂Tj,α
RT (∇ψ̂) · nωh dξ =
∑
q∈[1,Q]
∑
j∈Γq
RT (∇ψ̂) · nj
∫
Aj
ωh dξ
=
∑
q∈[1,Q]
(
cTq,ω + c
P
q,ω
2
)∑
j∈Γq
|Aj |RT (∇ψ̂) · nj .
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Par de´finition, |Aj |RT (∇ψ̂) · nj =
∫
Aj
∇ψ̂ · nj et graˆce a` (3.15), on obtient
∑
j∈[1,J ]
2∑
α=1
∫
∂Tj,α
RT (∇ψ̂) · nωh dξ =
∑
q∈[1,Q]
(
cTq,ω + c
P
q,ω
2
)∑
j∈Γq
∫
Aj
∇ψ̂ · nj
=
∑
q∈[1,Q]
(
cTq,ω + c
P
q,ω
2
)∫
Γq
∇ψ̂ · nj
= −
∑
q∈[1,Q]
kq
(
cTq,ω + c
P
q,ω
2
)
.
La fin de la preuve de (3.45) est exactement la meˆme que celle de (3.37). ¤
Ensuite, la majoration du membre de droite de (3.45) se fait comme dans [40] et on obtient
un re´sultat analogue a` (3.43) :
Proposition 3.11 Si toutes les cellules-diamants sont convexes et sous les hypothe`ses 3.1 et
3.2, il existe une constante C inde´pendante du maillage telle que
sup
ωh∈L(VD)
|ah(ψ̂, ωh)− ℓD(ωh)|
|ωh|1,h ≤ C
h
sin τ∗
(
||g||0,Ω + ||ψ̂||2,Ω
)
. (3.46)
En re´sume´, les estime´es (3.32), (3.34) et (3.43) d’une part, et (3.33), (3.44) et (3.46) d’autre
part nous permettent d’e´noncer le the´ore`me suivant :
The´ore`me 3.2 Si toutes les cellules-diamants sont convexes et sous les hypothe`ses 3.1 et 3.2,
il existe une constante C(τ∗) inde´pendante du maillage telle que
|φ̂− φh|1,h ≤ C(τ∗)h
(
||f ||0,Ω + ||φ̂||2,Ω
)
(3.47)
et
|ψ̂ − ψh|1,h ≤ C(τ∗)h
(
||g||0,Ω + ||ψ̂||2,Ω
)
. (3.48)
Finalement, en conclusion du paragraphe 3.2.3, les estime´es (3.47), (3.48), ainsi que (3.16) et
(3.18) nous permettent d’e´crire :
The´ore`me 3.3 Si toutes les cellules-diamants sont convexes et sous les hypothe`ses 3.1 et 3.2,
il existe une constante C(τ∗) inde´pendante du maillage telle que ∑
j∈[1,J ]
∫
Dj
|uj − û(x)|2
1/2 dx ≤ C(τ∗)h(||f ||0,Ω + ||g||0,Ω + ||φ̂||2,Ω + ||ψ̂||2,Ω) .
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3.3 Re´sultats nume´riques
Nous testons la me´thode de volumes finis sur diffe´rents types de maillages et nous de´finis-
sons l’erreur discre`te relative L2 sur les cellules-diamants par :
e2(h) :=
∑
j |Dj | |u−Πû|2j∑
j |Dj | |Πû|2j
,
ou` (Πû)j est la valeur de la solution analytique au centre de gravite´ de Dj (note´ Bj) :
∀ j ∈ [1, J ] , (Πû)j = û(Bj).
Pour les trois premie`res familles de maillages (triangulaires non-structure´s, non-conformes,
triangulaires de´ge´ne´re´s), le domaine de calcul est le carre´ unite´ Ω = [0; 1] × [0; 1]. Nous
choisissons les donne´es f , g et les conditions aux limites de telle sorte que la solution analytique
est donne´e par
û(x, y) =
 exp(x) cos(πy) + π sin(πx) cos(πy)
−π exp(x) sin(πy)− π cos(πx) sin(πy)
 ,
ce qui signifie que les potentiels exacts sont donne´s par
φ̂(x, y) = exp(x) cos(πy) et ψ̂(x, y) = sin(πx) sin(πy).
De plus, nous choisissons toujours le point Gi associe´ aux volumes de controˆle du maillage
primal comme e´tant le centre de gravite´ de la cellule Ti.
3.3.1 Maillages non-structure´s
Tout d’abord, nous conside´rons une famille de six maillages non-structure´s forme´s de
petits triangles dont le nombre augmente. Les deux premiers maillages de cette famille sont
repre´sente´s sur la figure 3.2. Les erreurs nume´riques en norme discre`te L2 sont pre´sente´es
a` l’e´chelle logarithmique sur la figure 3.3, sur laquelle nous avons aussi trace´ une droite
de re´fe´rence de pente 1. Nous remarquons, comme nous l’avons prouve´ pre´ce´demment, une
convergence a` l’ordre 1 du sche´ma pre´sente´.
3.3.2 Maillages non-conformes
Ensuite, nous conside´rons la famille de maillages non-conformes construite de la manie`re
suivante. Soit n un entier. Nous de´coupons Ω en (2n+1)× (2n+1) carre´s identiques. Ensuite,
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Fig. 3.2 – Maillages triangulaires non-structure´s.
 0.001
 0.01
 0.1
 0.01  0.1
erreur
h
e(h
)
pente=1
Fig. 3.3 – Erreur en norme L2.
nous raffinons ce maillage localement en damier ; ce qui signifie qu’un carre´ sur deux est
lui-meˆme divise´ en 2n × 2n sous-carre´s identiques. Nous choisissons ici n ∈ [1; 4]. Les deux
premiers maillages de cette famille sont repre´sente´s sur la figure 3.4. Bien suˆr, cette famille de
maillages n’est pas d’une grande utilite´ pratique, mais elle constitue a` notre avis un bon test
pour l’application de la me´thode DDFV sur des maillages non-conformes raffine´s localement.
Un zoom sur la forme des cellules-diamants pour ce type de maillages (avec n = 2) est
repre´sente´ sur la figure 3.6. En comparant cette figure avec la Fig. 3.1, nous en de´duisons que
max(α1, β1, µ1 + µ2, α2, β2, ν1 + ν2) = β2 ,
qui est toujours plus petit que 3π4 quelque soient les valeurs de n. De plus, on ve´rifie que
l’angle maximum de toutes les cellules-diamants du bord est e´gal a` π2 , de telle sorte que les
maillages satisfont l’hypothe`se 3.1 avec un angle τ∗ = 3π4 . L’erreur discre`te L
2 est trace´e
a` l’e´chelle logarithmique sur la figure 3.5, ainsi qu’une droite de re´fe´rence de pente e´gale a`
1. Nous observons, pour cette famille de maillages non-conformes, localement raffine´s, une
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convergence d’ordre 1 pour la norme discre`te L2.
Fig. 3.4 – Maillages carre´s non-conformes.
 0.01
 0.1
 0.1
erreur
h
e(h
)
pente=1
Fig. 3.5 – Erreur en norme L2.
k1
S
k2
S
G
1i
G
2i
β 2
Fig. 3.6 – Zoom sur une cellule-diamant pour les maillages en damier avec n = 2.
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3.3.3 Maillages de´ge´ne´re´s
Cette troisie`me famille est constitue´e de maillages de triangles aplatis construits de la
manie`re suivante. Soit n un entier non nul. Nous divisons Ω en 4n bandes horizontales de
la meˆme hauteur et nous divisons chacune d’elles en triangles identiques (excepte´s pour les
deux extre´mite´s) de telle sorte qu’il y ait 2n bases de triangles dans la largeur de la bande et
nous choisissons n ∈ [1; 6]. Les deux premiers maillages de cette famille sont repre´sente´s sur
la figure 3.7. Les erreurs nume´riques en norme L2 sont pre´sente´es a` l’e´chelle logarithmique sur
la figure 3.8, ainsi qu’une droite de re´fe´rence de pente 1.5. Bien que cette famille de maillages
ne ve´rifie pas l’hypothe`se 3.1 (a` cause des cellules-diamants frontie`res), nous observons une
super-convergence de la me´thode dans ce cas, qui est due au fait que, comme montre´ dans [40],
la plupart des cellules-diamants (excepte´es celles de la frontie`re) sont des paralle´logrammes.
Fig. 3.7 – Maillages triangulaires de´ge´ne´re´s.
 0.0001
 0.001
 0.01
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erreur
h
e(h
)
pente=1.5
Fig. 3.8 – Erreur en norme L2.
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3.3.4 Maillages non-simplement connexes
Ici, le domaine de calcul est Ω = [0, 1]2 \ [1/3, 2/3]2. Les donne´es et conditions au bord
sont choisies de telle sorte que la solution analytique est donne´e par
û(x, y) =
 exp(x) cos(πy) + 3π sin(3πx) cos(3πy)
−π exp(x) sin(πy)− 3π cos(3πx) sin(3πy)
 ,
de telle sorte que
φ̂(x, y) = exp(x) cos(πy),
ψ̂(x, y) = sin(3πx) sin(3πy) .
Nous calculons la solution nume´rique sur une famille de cinq maillages triangulaires. Les deux
premiers maillages de cette famille sont repre´sente´s sur la figure 3.9. Les erreurs nume´riques
en norme L2 sont pre´sente´es a` l’e´chelle logarithmique sur la figure 3.10, ainsi qu’une droite
de re´fe´rence de pente 1. Nous observons une convergence d’ordre 1 du sche´ma sur ce type de
maillages non-convexes lorsque la solution est suffisamment re´gulie`re, ce qui n’est pas le cas
dans le prochain exemple.
Fig. 3.9 – Maillages non-simplement connexes.
3.3.5 Maillages non-convexes et solutions moins re´gulie`res
Ici, le domaine de calcul est Ω =] − 1/2; 1/2[2\]0; 1/2[2. Les donne´es et conditions au
bord sont choisies de telle sorte que la solution analytique, exprime´e en coordonne´es polaires
centre´es en (0, 0), est donne´e par
û(r, θ) =∇
(
r2/3 cos
(
2
3
θ
))
,
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 0.01
 0.1
 0.01  0.1
erreur
h
pente=1
e(h
)
Fig. 3.10 – Erreur en norme L2.
ce qui signifie que φ̂(r, θ) = r2/3 cos(23θ) et ψ̂ = 0. Notons que φ̂ est encore dans H
1 mais
pas dans H2, si bien que l’estimation d’erreur venant de la section 4.3 n’est pas valide. Plus
pre´cise´ment, φ̂ ∈ (H1+s(Ω))2 avec s < 2/3. Nous utilisons une famille de quatre maillages
non-structure´s. Les deux premiers maillages de cette famille sont repre´sente´s sur la figure
3.11, tandis que la courbe d’erreur en norme discre`te L2 est trace´e sur la figure 3.12, ainsi
qu’une droite de re´fe´rence de pente 2/3. L’ordre de convergence du sche´ma semble eˆtre 2/3
dans ce cas, comme celui obtenu dans [21].
Fig. 3.11 – Maillages non-convexes.
3.4 Conclusion
Nous avons propose´ de nouvelles discre´tisations des ope´rateurs diffe´rentiels tels que la
divergence, le gradient et le rotationnel sur des maillages bidimensionnels polygonaux arbi-
traires. Ces ope´rateurs discrets ve´rifient des proprie´te´s discre`tes analogues aux proprie´te´s des
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 0.01
 0.1
 0.01  0.1
erreur
h
pente=2/3
e(h
)
Fig. 3.12 – Erreur en norme L2.
ope´rateurs continus. Nous avons applique´ ces ide´es pour approcher la solution de proble`mes
div-rot bidimensionnels et nous avons donne´ les estimations d’erreur pour le sche´ma obtenu.
Enfin, nous avons de´montre´ les possibilite´s de la me´thode en fournissant une se´rie de re´sultats
nume´riques.
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Chapitre 4
Singularite´s pour le Laplacien
Ce chapitre correspond a` [34], actuellement en pre´paration.
4.1 Introduction
Conside´rons le proble`me suivant : e´tant donne´ f ∈ L2(Ω), soit φ ∈ H1(Ω) la solution
variationnelle du proble`me de Laplace avec des conditions de Dirichlet homoge`nes : −∆φ = f dans Ω,φ = 0 sur Γ, (4.1)
ou avec des conditions homoge`nes de Neumann :
−∆φ = f dans Ω,
∇φ · n = 0 sur Γ,∫
Ω φ dx = 0.
(4.2)
Il est bien connu que quand Ω est un polygone convexe, alors les solutions des proble`mes (4.1)
et (4.2) sont re´gulie`res [30] et appartiennent a` H2(Ω). Cependant, Ω est rarement convexe en
pratique. Ainsi, de nombreuses e´tudes ont e´te´ mene´es sur des domaines polygonaux pre´sentant
des coins rentrants et nous savons [57, 107, 74, 33, 73] que les solutions de (4.1) et (4.2) ont
des singularite´s qui conduisent a` une perte de re´gularite´ pre`s des parties non re´gulie`res de la
frontie`re (en l’occurrence, au voisinage des coins rentrants), meˆme si la donne´e f est re´gulie`re
sur Ω.
Plus pre´cise´ment, quand Ω a au moins un angle ωc ∈]π, 2π[, associe´ a` un coin note´ c, alors la
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solution φ des proble`mes (4.1) et (4.2) peut se re´e´crire :
φ = φ˜+
∑
ωc>π
νc φc, (4.3)
ou` φ˜ ∈ H2(Ω) est la partie re´gulie`re, φc /∈ H2(Ω) est la partie singulie`re associe´e au coin c
dont l’angle ωc appartient a` ]π, 2π[ et νc est un nombre re´el. De plus, d’apre`s [57, 72, 10, 73],
la partie singulie`re φc associe´e au coin c tel que ωc ∈]π, 2π[ est de´finie en coordonne´es polaires
(rc, θc) par :
φc(rc, θc) = η(rc) r
pi
ωc
c sin
(
πθc
ωc
)
pour le proble`me (4.1), (4.4)
et
φc(rc, θc) = η(rc) r
pi
ωc
c cos
(
πθc
ωc
)
pour le proble`me (4.2), (4.5)
ou` η(rc) = 1 dans un voisinage du coin c et 0 sinon. Par conse´quent, nous notons que, pour
tout voisinage Vc du coin c, la solution φ appartient a` H
2(Ω \ Vc) pour les deux proble`mes.
De plus, il est bien connu [57] que φ appartient a` H1+
pi
ω
−ǫ(Ω) avec ǫ > 0 et ω = max
ωc>π
ωc.
Dans ce qui suit, nous supposons que, sans perte de ge´ne´ralite´, Ω a un unique coin tel que
ω > π dont le sommet S est situe´ a` l’origine (0,0). Cette configuration est illustre´e par la
figure 4.1.
Maintenant, nous introduisons une famille d’espaces de Sobolev a` poidsHm,α(Ω) avec m ∈ N∗
x
1
2
Sw
x
Ω
Fig. 4.1 – Le domaine Ω avec un unique coin.
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et α ≥ 0 telle que
Hm,α(Ω) =
φ ∈ Hm−1(Ω) : |φ|2Hm,α(Ω) = ∑
|β|=m
‖rαDβφ‖2L2(Ω) < +∞
 ,
ou` r := r(x) = d(x, S), est la distance de x ∈ Ω a` l’origine S. De plus, pour m ∈ N∗, α ∈ [0, 1[,
nous de´finissons une norme sur Hm,α(Ω) par
‖φ‖2Hm,α(Ω) = ‖φ‖2Hm−1(Ω) + |φ|2Hm,α(Ω).
On ve´rifie facilement que H2(Ω) ⊂ H2,α(Ω) et que les fonctions φc de´finies dans (4.4) et (4.5)
appartiennent a` H2,α(Ω) sous la condition α ∈ ]1− πω , 12[. Ainsi, la solution φ ∈ H1(Ω) de
chacun des proble`mes (4.1) et (4.2) appartient a` H2,α(Ω) quand Ω est non-convexe.
Cette perte de re´gularite´ conduit a` une perte de l’ordre de convergence pre`s du coin pour
les techniques de discre´tisation standard. En effet, [57, 107, 74, 9] ont montre´ qu’une suite
quasi-uniforme de triangulations de Ω ne conduira pas a` un taux de convergence optimal pour
l’approximation de Galerkin φh de la solution. De plus, [39] observe nume´riquement une perte
de re´gularite´ pour la me´thode de volumes finis centre´e sur les mailles [48, 60, 96], et pour
les me´thodes de volumes-e´le´ments finis conformes et non-conformes [15, 23, 27, 26] (appele´es
aussi me´thode ”box”) qui combinent les e´le´ments finis et les volumes finis. Enfin, [28] a prouve´
the´oriquement la perte de re´gularite´ de la me´thode de volumes-e´le´ments finis.
En fait, il existe une grande litte´rature sur les singularite´s de coins (il existe aussi de nom-
breux travaux sur les singularite´s d’areˆtes [6] en 3D ou sur d’autres espaces de Sobolev a` poids
[14] par exemple, mais dans ce chapitre nous nous focalisons sur les singularite´s de coins en
2D). Les travaux sur le proble`me de Laplace sont principalement base´s sur les e´le´ments finis
avec des points de vue the´orique et nume´rique, mais a` notre connaissance, ce proble`me a e´te´
peu e´tudie´ pour les me´thodes de volumes finis (voir [60, 39]), bien que ces me´thodes soient
inte´ressantes pour l’approximation de phe´nome`nes physiques varie´s (pour des proble`mes de
me´canique des fluides ou de convection-diffusion par exemple).
Dans ce qui suit, nous nous inte´ressons a` la me´thode DDFV [35]. L’inte´reˆt de cette me´-
thode est qu’elle permet de traiter des maillages polygonaux arbitraires, tels que les maillages
non-conformes ou les maillages non-structure´s sans condition d’orthogonalite´ (voir [48], par
exemple, pour ces conditions d’orthogonalite´). Le prix a` payer pour cela est l’ajout d’inconnues
supple´mentaires. Ainsi, pour le laplacien, les inconnues du sche´ma sont situe´es aux centres
de gravite´ et aux sommets du maillage tandis que l’e´quation de Laplace est inte´gre´e sur les
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cellules du maillage (appele´ maillage primal) et sur un second maillage, appele´ maillage dual
et dont les cellules sont centre´es sur les sommets du maillage primal.
Nous avons aussi remarque´ une perte de l’ordre de convergence pour le proble`me de Laplace
discre´tise´ par la me´thode DDFV en pre´sence d’un coin rentrant (voir [38]). C’est la raison
pour laquelle nous e´tudions dans ce chapitre (ou dans [34]) la capacite´ d’un raffinement local
approprie´ a` restaurer l’ordre de convergence optimal pour cette me´thode de volumes finis,
comme celui qui fut utilise´ pour les me´thodes d’e´le´ments finis dans [97, 56]. De plus, les
meˆmes techniques de raffinement ont fonctionne´ (voir [39]) sur les me´thodes de volumes finis
centre´es, et sur les me´thodes de volumes-e´le´ments finis. Par conse´quent, nous allons appliquer
dans ce chapitre le raffinement de maillage construit par [97] a` la me´thode DDFV. Ensuite,
afin d’obtenir des estimations d’erreur correspondantes, nous combinons l’analyse d’erreur du
sche´ma DDFV donne´e par Domelevo-Omnes [40] pour des solutions re´gulie`res du proble`me de
Laplace, avec l’analyse d’erreur de la me´thode de Galerkin pour des solutions non-re´gulie`res
de´crite dans [56, 97]. La principale diffe´rence pour la me´thode DDFV est que l’analyse d’er-
reur est donne´e sur le maillage diamant, plutoˆt que sur le maillage primal comme cela se fait
habituellement [56, 97, 39].
Ce chapitre s’organise comme suit : dans la section 4.2, nous rappelons le sche´ma DDFV pour
le proble`me de Laplace obtenu dans [40] tandis que la section 4.3 est consacre´e a` l’analyse
d’erreur pour des solutions non-re´gulie`res. Nous montrons comment certaines conditions de
raffinement sur le maillage diamant conduisent a` l’ordre de convergence optimal comme dans
le cas de solutions re´gulie`res. Enfin, ces re´sultats the´oriques sont illustre´s dans la section
4.4 par quelques re´sultats nume´riques sur des maillages non-structure´s sans raffinement local
d’une part, puis sur des maillages structure´s ou non avec un raffinement approprie´ pre`s du
coin rentrant d’autre part.
4.2 Proble`me de Laplace discret
Dans cette section, nous de´crivons les sche´mas discrets obtenus pour le proble`me de La-
place avec la me´thode DDFV. La construction de ces sche´mas est explique´e dans [40]. Le
proble`me de Laplace avec des conditions au bord de Dirichlet homoge`nes (4.1) est discre´tise´
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de la manie`re suivante
−(∇Th ·∇Dh φ)i = fTi , ∀i ∈ [1, I], (4.6)
−(∇Ph ·∇Dh φ)k = fTk , ∀k ∈ [1,K − JΓ], (4.7)
φ
T
i = φ
P
k = 0, ∀i ∈ [I + 1, I + JΓ],∀k ∈ [K − JΓ + 1,K], (4.8)
ou` fTi et f
P
k sont les moyennes de f sur Ti et Pk de´finies par
fTi =
1
|Ti|
∫
Ti
f(x) dx et fPk =
1
|Pk|
∫
Pk
f(x) dx.
Le syste`me line´aire (4.6)-(4.8) a une unique solution φ ∈ V D, ensemble de´fini par :
V D :=
{
φ =
(
(φ
T
i ), (φ
P
k )
)
∈ RI+JΓ × RK :
φ
T
i = 0, ∀i ∈ [I + 1, I + JΓ] et φPk = 0, ∀k ∈ [K − JΓ + 1,K]
}
.(4.9)
L’existence et l’unicite´ de la solution sont prouve´es dans [40]. De plus, [40] montre que ce
sche´ma est e´quivalent a` une me´thode d’e´le´ments finis et donne les estimations d’erreur pour
les solutions continues dans H2(Ω). De la meˆme manie`re, le proble`me (4.2) avec des conditions
au bord de Neumann homoge`nes est discre´tise´ par
−(∇Th ·∇Dh φ)i = fTi , ∀i ∈ [1, I], (4.10)
−(∇Ph ·∇Dh φ)k = fTk , ∀k ∈ [1,K], (4.11)
(∇Dh φ)j · nj = 0, ∀j ∈ [J − JΓ + 1, J ] (4.12)∑
i∈[1,I]
|Ti| φTi =
∑
k∈[1,K]
|Pk| φPk = 0. (4.13)
Le syste`me line´aire (4.10)-(4.12) a une solution unique φ ∈ V N , ensemble de´fini par :
V N :=
φ = ((φTi ), (φPk )) ∈ RI+JΓ × RK : ∑
i∈[1,I]
|Ti| φTi =
∑
k∈[1,K]
|Pk| φPk = 0
 , (4.14)
a` condition que
∫
Ω f(x) dx = 0. De plus, ces deux sche´mas avec des conditions aux limites
non homoge`nes sont traite´es dans [38]. Dans ce qui suit, nous aurons besoin de la projection
des fonctions continues sur l’espace discret pour e´crire les estimations d’erreur.
De´finition 4.1 Nous de´finissons, pour toute fonction continue φ, l’e´le´ment Πφ suivant par
∀i ∈ [1, I + JΓ], (Πφ)Ti = φ(Gi), (4.15)
∀k ∈ [1,K], (Πφ)Pk = φ(Sk). (4.16)
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Enfin, nous de´finissons l’ope´rateur ci-dessous, note´ δ.
De´finition 4.2 Soit φ une fonction. Sur chaque cellule-diamant Dj, on de´finit le vecteur
constant (δφ)j par les produits scalaires suivants :
(δφ)j · nj = 1|Aj |
∫
Aj
∇φ · nj(ξ) dξ, (4.17)
et
(δφ)j · n′j =
1
|A′j |
∫
A′j
∇φ · n′j(ξ) dξ. (4.18)
4.3 Estimations d’erreur
Dans la section 4.3.1, nous rappelons tout d’abord un the´ore`me (le the´ore`me 4.1) prouve´
dans [40] pour des solutions re´gulie`res sur des domaines convexes et ensuite, nous e´nonc¸ons
un nouveau the´ore`me (le the´ore`me 4.2) qui est un analogue du pre´ce´dent sur des domaines
non-convexes pour des solutions non-re´gulie`res. Les sous-sections 4.3.2 a` 4.3.4 fournissent les
outils ne´cessaires pour prouver le the´ore`me 4.2 dans la section 4.3.5.
4.3.1 Principaux re´sultats
Pour obtenir des estimations d’erreur, nous utiliserons l’hypothe`se suivante concernant
l’angle entre les diagonales des cellules-diamants (voir Fig. 4.2).
k
k
i
S
G
Sj
θ
Gi
2
1
1
2
Fig. 4.2 – Angle entre les diagonales d’une cellule-diamant.
Hypothe`se 4.1 Les angles entre les diagonales des cellules-diamants sont plus grands qu’un
angle θ∗ strictement positif et inde´pendant du maillage :
∃ θ∗, 0 < θ∗ < π
2
tel que θj ≥ θ∗, ∀j ∈ [1, J ]. (4.19)
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Nous estimons la semi-norme H1 de l’erreur entre φ l’e´le´ment de V D (resp. V N ) solution du
syste`me (4.6)-(4.8) (resp. (4.10)-(4.13)) et la projection de la solution exacte Πφ (voir De´f.
(4.9) et (4.14)). Lorsque le domaine est convexe, note´ Ωconv, [40] a montre´ le the´ore`me suivant
pour le laplacien avec des conditions aux limites de Dirichlet homoge`nes :
The´ore`me 4.1 Si toutes les cellules-diamants sont convexes, f ∈ L2(Ωconv) et sous l’hypo-
the`se 4.1, il existe une constante C(θ∗) inde´pendante du pas du maillage hconv telle que
|φ−Πφ|1,D ≤ C(θ∗) hconv‖f‖L2(Ω).
Une analyse similaire a` [40] permet d’obtenir une estime´e analogue pour le proble`me de
Laplace discret avec des conditions aux limites de Neumann. Cependant, lorsque le domaine
Ω est non-convexe, nous avons e´tabli nume´riquement dans [38] (voir aussi la Fig. 4.4 de la
section 4.4) que l’ordre de convergence n’est pas optimal.
Le but de ce qui suit est d’e´noncer un the´ore`me similaire, pour des solutions non re´gulie`res
sur des domaines non convexes en utilisant des raffinements locaux approprie´s qui permettent
de restaurer l’ordre de convergence optimal, et ensuite de prouver ce the´ore`me. Nous allons
travailler sur les demi-diamants Dj,γ (resp. D
′
j,γ) de la figure 2.5 qui sont suppose´s ouverts et
qui repre´sentent une triangulation Th (resp. T ′h) de Ω.
Comme dans l’hypothe`se 4.1, nous supposons que les Dj,γ (resp. D
′
j,γ) ne de´ge´ne`rent pas
quand h tend vers 0.
Hypothe`se 4.2 Les familles (Th)h>0 et (T ′h)h>0 de triangulations de Ω sont re´gulie`res au
sens de Ciarlet [30], ce qui signifie que
∃ σ > 0 tel que hj,γ
ρj,γ
≤ σ, ∀Dj,γ ∈ Th, ∀h > 0, (4.20)
∃ σ′ > 0 tel que h
′
j,γ
ρ′j,γ
≤ σ′, ∀D′j,γ ∈ T ′h, ∀h > 0, (4.21)
ou` hj,γ (resp. h
′
j,γ) est le diame`tre de Dj,γ (resp. D
′
j,γ), tandis que ρj,γ (resp. ρ
′
j,γ) est le
diame`tre du cercle inscrit de Dj,γ (resp. D
′
j,γ). Nous notons de plus : h = max
j∈[1,J ],γ∈{1,2}
hj,γ.
Remarquons que d’apre`s [9] ou [56, Lemme 8.4.1.2], l’espace H2,α(Ω) s’injecte continuˆment
dans C0(Ω) si α < 1, ce qui implique que φ ∈ C0(Ω) et donc Πφ a un sens. Maintenant, nous
avons les notations ne´cessaires pour e´noncer le the´ore`me 4.2 qui est un analogue du the´ore`me
4.1 sur les domaines non-convexes :
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The´ore`me 4.2 Soit α ∈ [0, 12 [. Supposons que les cellules-diamants sont convexes et que
l’hypothe`se 4.1 est satisfaite, alors si les triangulations Th et T ′h satisfont l’hypothe`se 4.2 et
les hypothe`ses de raffinement suivantes :
hj,γ ≤ ζ h1/1−α, si (0, 0) ∈ Dj,γ , (4.22)
hj,γ ≤ ζ h
[
inf
x∈Dj,γ
r(x)
]α
, si (0, 0) /∈ Dj,γ , (4.23)
h′j,γ ≤ ζ h1/1−α, si (0, 0) ∈ D′j,γ , (4.24)
h′j,γ ≤ ζ h
[
inf
x∈D′j,γ
r(x)
]α
, si (0, 0) /∈ D′j,γ , (4.25)
avec ζ > 0, alors si φ ∈ H2,α(Ω), il existe C(θ∗) > 0 tel que :
|φ−Πφ|1,D ≤ C(θ∗) h |φ|H2,α(Ω) . (4.26)
Les hypothe`ses (4.22) et (4.23) sont les meˆmes que celles utilise´es par [97, 56, 39] sur les cellules
primales. Dans ce qui suit, nous donnons dans la section 4.3.2 une premie`re majoration du
membre de gauche de (4.26) sur les triangulations Th et T ′h. Ensuite, nous introduisons, dans
la section 4.3.3, un triangle de re´fe´rence sur lequel nous donnons quelques re´sultats relatifs a`
chacun des termes de cette borne, puis par un changement de variables, nous repasserons aux
triangles Dj,γ ou D
′
j,γ dans la section 4.3.4. Et finalement, dans la section 4.3.5, nous donnons
une preuve du the´ore`me 4.2.
4.3.2 Majoration pre´liminaire
Soit ωj,1 (resp. ωj,2) le polynoˆme de Lagrange de degre´ un, interpolant φ sur le triangle
Dj,1 (resp. Dj,2) i.e. dont la valeur en chacun des trois sommets de Dj,1 (resp. Dj,2) est e´gale
a` la valeur de la fonction φ en ce point. Le lemme suivant se de´duit de [40, Lemme 5.9] et
de quelques ide´es contenues dans la preuve de [40, Lemme 5.10]. Ces ide´es s’appliquent ici
puisqu’elles sont inde´pendantes de la convexite´ ou non de Ω. De´finissons sur chaque cellule-
diamant Dj la quantite´
ej(x) := (δφ)j −∇φ(x). (4.27)
Alors nous avons une premie`re majoration du membre de gauche de (4.26) :
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Lemme 4.1 Sous l’hypothe`se (4.19) et en supposant que les cellules-diamants sont convexes,
nous avons l’ine´galite´ suivante
|φ−Πφ|1,D ≤
√
2
sin θ∗
 ∑
j∈[1,J ]
2∑
γ=1
[∫
Dj,γ
(ej · nj)2dx +
∫
D′j,γ
(ej · n′j)2dx
]1/2
+
 ∑
j∈[1,J ]
2∑
γ=1
∫
Dj,γ
|∇φ(x)−∇ωj,γ |2 dx
1/2 . (4.28)
Preuve Nous partons de [40, Lemme 5.9], qui nous donne l’ine´galite´ suivante :
|φ−Πφ|1,D ≤
 ∑
j∈[1,J ]
∫
Dj
|ej |2dx
1/2 +
 ∑
j∈[1,J ]
2∑
γ=1
∫
Dj,γ
|∇φ(x)−∇ωj,γ |2 dx
1/2 .
En utilisant les produits scalaires respectifs de ej avec nj et n
′
j , le terme |ej |2 (x) peut eˆtre
borne´ (voir la preuve de [40, Lemme 5.10]) par
|ej |2 ≤ 2
1− (nj · n′j)2
[
(ej · nj)2 + (ej · n′j)2
]
.
On termine la preuve en utilisant l’e´galite´ 1−(nj ·n′j)2 = (sin θj)2 ≥ (sin θ∗)2 sous l’hypothe`se
(4.19). ¤
4.3.3 Re´sultats sur le triangle de re´fe´rence T̂
Maintenant, on note T̂ le triangle de re´fe´rence dont les sommets sont Ŝ1(0, 0), Ŝ2(1, 0) et
Ŝ3(0, 1). De plus, on note Â une areˆte de T̂ .
Supposons que v̂ ∈ H1,α(T̂ ), alors puisque H1,α(T̂ ) s’injecte continuˆment dans L2(∂T̂ ) (voir
[39, preuve du lemme 3.4]) qui est inclus dans L1(∂T̂ ), il en de´coule que la trace de v̂ a` Â est
bien dans L1(Â). Par conse´quent, nous pouvons e´noncer le lemme suivant :
Lemme 4.2 Si v̂ ∈ H1,α(T̂ ), avec α ∈ [0, 1[, satisfait ∫ bA v̂(ξ) dξ = 0, alors il existe Ĉ > 0
tel que
‖v̂‖
L2(bT ) ≤ Ĉ |v̂|H1,α(bT ) . (4.29)
Preuve Rappelons que L2(T̂ ) est muni de la norme ‖.‖
L2(bT ), tandis que l’espace H1,α(T̂ )
est muni de la norme ‖.‖
H1,α(bT ). Si v̂ ∈ H1,α(T̂ ), alors par de´finition de la norme H1,α(T̂ ),
nous avons :
‖v̂‖
L2(bT ) ≤ ‖v̂‖H1,α(bT ).
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Montrons que, sous l’hypothe`se
∫ bA v̂(ξ) dξ = 0, la norme de H1,α(T̂ ) est e´quivalente a` la semi-
norme H1,α(T̂ ). Par l’absurde, supposons qu’il existe une suite (v̂n)n∈N∗ avec
∫ bA v̂n(ξ) dξ = 0
telle que
‖v̂n‖H1,α(bT ) = 1 , (4.30)
et
|v̂n|H1,α(bT ) = 1n . (4.31)
L’e´galite´ (4.30) implique que la suite (v̂n)n∈N∗ est borne´e dans H
1,α(T̂ ), qui s’injecte continuˆ-
ment dans L2(T̂ ) et l’injection est compacte. Alors on peut extraire une sous-suite de (v̂n)n∈N∗
telle que v̂nk → v̂ dans L2(T̂ ). Ainsi (v̂nk)k est de Cauchy dans L2(T̂ ), et meˆme dans H1,α(T̂ ),
graˆce a` (4.31), qui est complet. Par conse´quent, v̂nk → v̂ dans H1,α(T̂ ) et de plus, on de´duit
de (4.31) que |v̂|
H1,α(bT ) = 0, c’est a` dire que v̂ = c ou` c est une constante. Enfin, l’application
û 7→ ∫ bA û(ξ) dξ est continue donc ∫ bA v̂(ξ) dξ = limn→∞
∫
bA v̂n(ξ) dξ = 0 implique que c = 0, ce
qui est en contradiction avec (4.30). ¤
Ensuite, nous avons besoin du lemme suivant qui est donne´ dans [56, Lemme 8.4.1.3] avec sa
preuve.
Lemme 4.3 Soit P1(T̂ ) l’espace des polynoˆmes de degre´ un restreints a` T̂ et α ∈ [0, 1[, alors
il existe Ĉ > 0 tel que
inf
p∈P1(bT ) ‖φ− p‖H2,α(bT ) ≤ Ĉ |φ|H2,α(bT ),∀φ ∈ H2,α(T̂ ).
D’apre`s [9] ou [56, Lemme 8.4.1.2], l’espace H2,α(T̂ ) s’injecte continuˆment dans C0(T̂ ) si
α < 1, ce qui implique que φ̂ ∈ C0(T̂ ) et φ̂(Ŝl), avec l = 1, 2, 3, a un sens. Ainsi, on peut
interpoler φ̂ par un polynoˆme de degre´ un : si α ∈ [0, 1[, alors pour tout φ̂ ∈ H2,α(T̂ ), il existe
un unique ω̂ ∈ P1(T̂ ) tel que
ω̂(Ŝl) = φ̂(Ŝl), l = 1, 2, 3. (4.32)
Le lemme suivant est fourni par [56] et nous rappelons les principales ide´es de la preuve. Il
donne une majoration de l’analogue sur le triangle de re´fe´rence du terme que nous voulons
majorer
[∫
Tj,γ
|∇φ(x)−∇ωj,γ |2dx
]1/2
dans l’ine´galite´ (4.28).
Lemme 4.4 Si α ∈ [0, 1[ et ω̂ = Pφ̂ ∈ P1(T̂ ) de´fini par (4.32), alors il existe Ĉ > 0 tel que
‖φ̂− ω̂‖
H1(bT ) ≤ Ĉ |φ̂|H2,α(bT ),∀φ̂ ∈ H2,α(T̂ ). (4.33)
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Preuve Pour tout p ∈ P1(T̂ ), nous avons φ̂ − Pφ̂ = (1 − P )(φ̂ − p). Alors 1 − P , ou` 1
est l’ope´rateur identite´, est continu de H2,α(T̂ ) dans H1(T̂ ). Par conse´quent, il existe une
constante C>0 telle que ‖φ̂−Pφ̂‖
H1(bT ) ≤ C ‖φ̂−p‖H2,α(bT ). En prenant l’infimum en p, (4.33)
de´coule du lemme 4.3. ¤
4.3.4 Re´sultats similaires sur un triangle Tj,γ par un changement de va-
riables
Nous avons introduit un triangle de re´fe´rence sur lequel nous avons montre´ des re´sul-
tats que nous allons appliquer aux termes du membre de droite de l’ine´galite´ (4.28). Par un
changement de variable, nous allons travailler de nouveau sur les triangles Dj,γ et D
′
j,γ . Nous
de´finissons ci-dessous l’application bijective de T̂ dans Dj,γ .
De´finition 4.3 Soit Th la triangulation de Ω, compose´e de demi-diamants Dj,γ et de´finie
dans la section 4.3.1. On conside`re Dj,γ ∈ Th dont les sommets Sj,γl avec l = 1, 2, 3 et T̂ le
triangle de re´fe´rence. Alors, il existe une application bijective
Φj,γ :
T̂ −→ Dj,γ
(x̂1, x̂2)
t 7−→ (x1, x2)t = Bj,γ (x̂1, x̂2)t + bj,γ
, (4.34)
construite telle que Φj,γ(Ŝl) = S
j,γ
l , l = 1, 2, 3, ou`
Bj,γ = (S
j,γ
2 − Sj,γ1 , Sj,γ3 − Sj,γ1 ) est une matrice de R2×2 et bj,γ = Sj,γ1 est un vecteur de R2.
De la meˆme manie`re, on de´finit une application bijective de T̂ dans D′j,γ .
De´finition 4.4 Soit T ′h la triangulation de Ω, compose´e de demi-diamants D′j,γ et de´finie
dans la section 4.3.1. On conside`re D′j,γ ∈ T ′h dont les sommets (S′)j,γl avec l = 1, 2, 3 et T̂ le
triangle de re´fe´rence. Alors, il existe une application bijective
Φ′j,γ :
T̂ −→ D′j,γ
(x̂1, x̂2)
t 7−→ (x1, x2)t = B′j,γ (x̂1, x̂2)t + b′j,γ
, (4.35)
construite telle que Φ′j,γ(Ŝl) = (S
′)j,γl , l = 1, 2, 3, ou`
B′j,γ = ((S
′)j,γ2 −(S′)j,γ1 , (S′)j,γ3 −(S′)j,γ1 ) est une matrice de R2×2 et b′j,γ = (S′)j,γ1 est un vecteur de R2.
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Proposition 4.1 Soit α ∈ [0, 12 [, il existe C>0 tel que pour tout φ ∈ H2,α(Ω), nous avons
‖ej · nj‖L2(Dj,γ) ≤ C‖B−1j,γ ‖α2 ‖Bj,γ‖2 |φ|H2,α(Dj,γ) , si (0, 0) ∈ Dj,γ (4.36)
‖ej · nj‖L2(Dj,γ) ≤ C‖Bj,γ‖2 |φ|H2(Dj,γ) , si (0, 0) /∈ Dj,γ (4.37)
‖e′j · n′j‖L2(D′j,γ) ≤ C‖B
′−1
j,γ‖α2 ‖B′j,γ‖2 |φ|H2,α(D′j,γ) , si (0, 0) ∈ D′j,γ (4.38)
‖e′j · n′j‖L2(D′j,γ) ≤ C‖B
′
j,γ‖2 |φ|H2(D′j,γ) , si (0, 0) /∈ D′j,γ (4.39)
‖∇φ−∇ωj,γ‖L2(Dj,γ) ≤ C‖B−1j,γ ‖1+α2 ‖Bj,γ‖22 |φ|H2,α(Dj,γ) , si (0, 0) ∈ Dj,γ (4.40)
‖∇φ−∇ωj,γ‖L2(Dj,γ) ≤ C‖B−1j,γ ‖2 ‖Bj,γ‖22 |φ|H2(Dj,γ) , si (0, 0) /∈ Dj,γ (4.41)
ou` ‖.‖2 est la norme euclidienne associe´e a` une matrice (parfois un vecteur) et ωj,γ ∈ P1(Dj,γ)
est tel que ωj,γ(S
j,γ
l ) = φ(S
j,γ
l ), l = 1, 2, 3.
Preuve En utilisant l’application bijective Φj,γ de´finie en (4.34), on ve´rifie que
∇φ(x) = (Btj,γ)
−1
∇φ̂(x̂) (4.42)
avec x̂ = Φ−1j,γ(x). Puisque φ ∈ H2,α(Dj,γ), alors (δφ) ·nj −∇φ ·nj appartient ne´cessairement
a` H1,α(Dj,γ). D’autre part, l’inte´grale de (δφ) ·nj−∇φ ·nj sur Aj est nulle. Nous allons donc
poser v = (δφ) · nj −∇φ · nj et faire le changement de variable suivant v(x) = v̂(x̂). Ainsi,
‖v‖2L2(Dj,γ) = 2 |Dj,γ | ‖v̂‖2L2(cT ).
Ensuite, on applique le lemme 4.2 a` v̂ qui est de moyenne nulle sur Â = Φ−1j,γ(Aj) puisque le
triangle Dj,γ est non de´ge´ne´re´. Ainsi, il existe C > 0 tel que
‖(δφ) · nj −∇φ · nj‖2L2(Dj,γ) ≤ C |Dj,γ |
∫
bT r̂2α(x̂) |∇v̂|2dx̂ . (4.43)
Si (0, 0) ∈ Dj,γ , nous supposons, sans perte de ge´ne´ralite´, que Sj,γ1 = (0, 0), alors nous pouvons
e´crire
r̂(x̂) = ‖x̂‖2 = ‖B−1j,γ (x)‖2 ≤ ‖B−1j,γ ‖2 r(x) , (4.44)
ou` r̂(x̂) est la distance entre x̂ ∈ T̂ et Ŝ1(0, 0). En faisant de nouveau un changement de
variable dans (4.43), puis en utilisant (4.44) et (4.42), on obtient
‖(δφ) · nj −∇φ · nj‖2L2(Dj,γ) ≤ C ‖B−1j,γ ‖2α2
∫
Dj,γ
r2α(x) |(Btj,γ)∇v|2dx
≤ C ‖B−1j,γ ‖2α2 ‖Btj,γ‖22
∫
Dj,γ
r2α(x) |∇v|2dx ,
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qui se re´e´crit encore avec ‖Bj,γ‖2 = ‖Btj,γ‖2,
‖(δφ) · nj −∇φ · nj‖2L2(Dj,γ) ≤ C ‖B−1j,γ ‖2α2 ‖Bj,γ‖22 |v|2H1,α(Dj,γ) .
En remplac¸ant v par son expression et puisque (δφ) · nj est constant sur Dj,γ et que nj est
un vecteur unitaire, l’ine´galite´ pre´ce´dente implique que
‖(δφ) · nj −∇φ · nj‖2L2(Dj,γ) ≤ C ‖B−1j,γ ‖2α2 ‖Bj,γ‖22 |φ|2H2,α(Dj,γ) , (4.45)
et on en de´duit (4.36). Bien entendu, en faisant le meˆme raisonnement pour (δφ) ·n′j−∇φ ·n′j
sur D′j,γ , on en de´duit l’existence de C > 0 tel que
‖(δφ) · n′j −∇φ · n′j‖2L2(D′j,γ) ≤ C ‖B
′−1
j,γ‖2α2 ‖B′j,γ‖22 |φ|2H2,α(D′j,γ) , (4.46)
d’ou` (4.38) D’autre part, par un changement de variables, puis en utilisant le lemme 4.4 et
‖Bj,γ‖2 = ‖Btj,γ‖2, nous obtenons∫
Dj,γ
|∇φ−∇ωj,γ |2 dx = 2 |Dj,γ |
∫
bT
∣∣∣(Btj,γ)−1 (∇φ̂−∇ω̂)∣∣∣2 dx̂
≤ 2 |Dj,γ | ‖(B−1j,γ )t‖22 ‖φ̂− ω̂‖2H1(bT )
≤ C |Dj,γ | ‖B−1j,γ ‖22
∣∣∣φ̂∣∣∣2
H2,α(bT ) . (4.47)
Maintenant, on utilise la matrice Hessienne et la norme de Schur qui ve´rifient
∑
|β|=2
∣∣∣Dβφ̂∣∣∣2 =
‖Ĥ(φ̂)‖2S , alors nous avons ∣∣∣φ̂∣∣∣2
H2,α(bT ) =
∫
bT r̂2α(x̂) ‖Ĥ(φ̂)‖2S dx̂.
De plus, ‖Bj,γ‖2 = ‖Btj,γ‖2 et en dimension finie, les normes sont e´quivalentes, ce qui implique
l’existence de deux nombres re´els C1 > 0 et C2 > 0 tels que
‖Ĥ(φ̂)‖S = ‖Btj,γH(φ)Bj,γ‖S ≤ C1 ‖Bj,γ‖22 ‖H(φ)‖2 ≤ C2 ‖Bj,γ‖22 ‖H(φ)‖S ,
et par un changement de variables, nous obtenons de la ligne pre´ce´dente et de (4.44) que∫
bT r̂2α ‖Ĥ(φ̂)‖2S dx̂ ≤ C
2
2
2 |Dj,γ | ‖B
−1
j,γ ‖2α2 ‖Bj,γ‖42
∫
Dj,γ
r2α(x) ‖H(φ)‖2S dx,
qui peut se re´e´crire ∣∣∣φ̂∣∣∣2
H2,α(bT ) ≤ C222 |Dj,γ |‖B−1j,γ ‖2α2 ‖Bj,γ‖42 |φ|2H2,α(Dj,γ) , (4.48)
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ce qui, avec (4.47), implique (4.40). Maintenant, si (0, 0) /∈ Dj,γ , alors H2,α(Dj,γ) = H2(Dj,γ)
dans (4.48) et on peut choisir α = 0. Nous obtenons alors l’estime´e suivante
∣∣∣φ̂∣∣∣2
H2(bT ) ≤ C222 |Dj,γ | ‖Bj,γ‖42 |φ|2H2(Dj,γ) (4.49)
On obtient (4.41) en utilisant (4.47) ainsi que (4.49). De meˆme, si (0, 0) /∈ Dj,γ (resp.
(0, 0) /∈ D′j,γ), on peut choisir α = 0 dans (4.45) (resp. (4.46)), ce qui implique (4.37) (resp.
(4.39)). ¤
4.3.5 Preuve du the´ore`me 4.2
Posons αj,α = α si (0, 0) ∈ Dj,α et αj,α = 0 sinon. De meˆme, nous posons α′j,α = α si
(0, 0) ∈ D′j,α et α′j,α = 0 sinon. En appliquant la proposition 4.1, il existe C > 0 tel que
∑
j∈[1,J ]
2∑
γ=1
[∫
Dj,γ
(ej · nj)2dx
]
≤ C
∑
j∈[1,J ]
2∑
γ=1
‖B−1j,γ ‖2αj,γ2 ‖Bj,γ‖22 |φ|2H2,αj,γ (Dj,γ) , (4.50)
∑
j∈[1,J ]
2∑
γ=1
[∫
D′j,γ
(ej · n′j)2dx
]
≤ C
∑
j∈[1,J ]
2∑
γ=1
‖B′−1j,γ‖
2α′jγ
2 ‖B′j,γ‖22 |φ|2
H
2,α′
j,γ (D′j,γ)
, (4.51)
pour tout γ ∈ {1, 2}. D’autre part, il existe aussi C > 0 tel que
∑
j∈[1,J ]
2∑
γ=1
∫
Dj,γ
|∇φ(x)−∇ωj,γ |2 dx ≤ C
∑
j∈[1,J ]
2∑
γ=1
‖B−1j,γ ‖2+2αj,γ2 ‖Bj,γ‖42 |φ|2H2,αj,γ (Dj,γ) .
(4.52)
Graˆce a` l’hypothe`se de re´gularite´ 4.2, la norme euclidienne ‖.‖2 des matrices Bj,γ et B′j,γ ,
ainsi que leurs inverses peut eˆtre borne´e par (voir the´ore`me 3.1.3 dans [30])
‖Bj,γ‖2 ≤
√
2 hj,γ , ‖B′j,γ‖2 ≤
√
2 h′j,γ ,
‖B−1j,γ ‖2 ≤
√
2
ρj,γ
≤
√
2 σ
hj,γ
, ‖B′−1j,γ‖2 ≤
√
2
ρ′j,γ
≤
√
2 σ′
h′j,γ
,
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ce qui implique, en utilisant l’Hyp. 4.2, que (4.50), (4.51) et (4.52) peuvent se re´e´crire
∑
j∈[1,J ]
2∑
γ=1
‖B−1j,γ ‖2αj,γ2 ‖Bj,γ‖22 |φ|2H2,αj,γ (Dj,γ) ≤ C
∑
j∈[1,J ]
2∑
γ=1
h
2−2αj,γ
j,γ |φ|2H2,αj,γ (Dj,γ) , (4.53)
∑
j∈[1,J ]
2∑
γ=1
‖B′−1j,γ‖
2α′j,γ
2 ‖B′j,γ‖22 |φ|2
H
2,α′
j,γ (D′j,γ)
≤ C
∑
j∈[1,J ]
2∑
γ=1
h′
2−2α′j,γ
j,γ |φ|2H2,α′j,γ (D′j,γ)
,(4.54)
∑
j∈[1,J ]
2∑
γ=1
‖B−1j,γ ‖2+2αj,γ2 ‖Bj,γ‖42 |φ|2H2,αj,γ (Dj,γ) ≤ C
∑
j∈[1,J ]
2∑
γ=1
h
2−2αj,γ
j,γ |φ|2H2,αj,γ (Dj,γ) . (4.55)
On peut se´parer les membres de droite de (4.53) et (4.55) en deux sommes selon que (0, 0) ∈
Dj,γ ou non.
Si (0, 0) ∈ Dj,γ , alors αj,γ = α. Ainsi, l’hypothe`se (4.22) implique :
h2−2αj,γ ≤ ζ2−2α h2.
De meˆme, si (0, 0) ∈ D′j,γ , alors α′j,γ = α et en appliquant l’hypothe`se (4.24), on obtient
h′
2−2α
j,γ ≤ ζ2−2α h2.
Si (0, 0) /∈ Dj,γ , alors αj,γ = 0 et H2,0(Ω) = H2(Ω). Ainsi, en introduisant α 6= 0, l’hypothe`se
(4.23) implique :
h2j,γ |φ|2H2(Dj,γ) = h2j,γ
∫
Dj,γ
r−2α r2α ‖H(φ)‖2S dx
≤ h2j,γ
[
inf
x∈Dj,γ
r(x)
]−2α ∫
Dj,α
r2α ‖H(φ)‖2S dx
≤ ζ2 h2 |φ|2H2,α(Dj,γ)
En raisonnant de la meˆme manie`re a` partir de l’hypothe`se (4.25), on en de´duit que
h′
2
j,γ |φ|2H2(D′j,γ) ≤ ζ
2 h2 |φ|2H2,α(D′j,γ).
Par conse´quent, les membres de droite de (4.53), (4.54) et (4.55) sont majore´s graˆce aux
ine´galite´s suivantes
∑
j∈[1,J ]
2∑
γ=1
h
2−2αj,γ
j,γ |φ|2H2,αj,γ (Dj,γ) ≤ max{ζ
2−2α, ζ2} h2 |φ|2H2,α(Ω).
∑
j∈[1,J ]
2∑
γ=1
h′
2−2α′j,γ
j,γ |φ|2H2,α′j,γ (D′j,γ)
≤ max{ζ2−2α, ζ2} h2 |φ|2H2,α(Ω).
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Finalement, on termine la preuve en utilisant le lemme 4.1 et en combinant la ligne pre´ce´dente
a` (4.50), (4.51), (4.52), (4.53), (4.54) et (4.55). ¤
4.4 Re´sultats nume´riques
Le domaine de calcul est Ω =] − 1; 1[2\]0; 1[2, de telle sorte que Ω a un coin rentrant en
(0,0) d’angle inte´rieur ω = 3π2 . Les donne´es et conditions aux limites sont choisies de telle
sorte que les solutions analytiques ψ du proble`me de Laplace avec conditions de Dirichlet et
φ du proble`me de Laplace avec conditions de Neumann, exprime´es en coordonne´es polaires
centre´es en (0, 0), sont donne´es par
ψ(r, θ) = r2/3 sin
(
2
3
θ
)
,
et
φ(r, θ) = r2/3 cos
(
2
3
θ
)
+ c,
ou` c est un nombre re´el tel que
∫
Ω φ = 0. Ces fonctions correspondent aux parties singulie`res
de φc de´finies pre´ce´demment dans (4.4) et (4.5) mais e´tendues au domaine Ω tout entier.
Notons que ψ et φ appartiennent a` H1(Ω) mais ne sont pas dans H2(Ω). Plus pre´cise´ment,
ψ et φ appartiennent a` H1+s(Ω) avec s < πω , en d’autres termes s < 2/3 ici (voir [57] pour
plus d’explications). Dans ce qui suit, nous e´valuons l’erreur discre`te en semi-norme H1 sur
les cellules-diamants de´finie par :
e2(h) :=
∑
j∈[1,J ] |Dj | |(∇Dh φ)j − (∇Dh Πφ)j |2∑
j∈[1,J ]] |Dj | |(∇Dh Πφ)j |2
,
ou` φ et φ respectivement sont les solutions continues et nume´riques.
4.4.1 Maillages non-structure´s sans raffinement local
Nous utilisons tout d’abord une famille de cinq maillages triangulaires non-structure´s.
Les deux premiers maillages de cette famille sont repre´sente´s sur la figure 4.3, tandis que les
courbes d’erreur de ∇ψ et ∇φ en norme L2(Ω) discre`te sont repre´sente´es sur la figure 4.4,
avec une droite de re´fe´rence de pente 2/3. L’ordre de convergence du sche´ma semble eˆtre 2/3
dans ce cas, comme dans [21, 38].
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Fig. 4.3 – Maillages non-structure´s.
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Fig. 4.4 – Erreurs de ∇ψ et ∇φ dans la norme L2 pour des maillages non-structure´s.
4.4.2 Maillages structure´s avec un raffinement local approprie´
Pour la seconde famille de maillages, nous suivons [97] et [56]. On divise tout d’abord
Ω en triangles grossiers (dans notre cas, il y a six triangles structure´s). Ensuite, chacun des
triangles dont (0,0) n’est pas un sommet est divise´ en n2 triangles avec n = 2, 4, 8, 16, 32 de
manie`re uniforme. Enfin, les triangles qui ont un sommet en (0,0) sont divise´s de la manie`re
suivante : les areˆtes ayant (0,0) comme extre´mite´ sont divise´es tous les
(
i
n
) 1
(1−α) , i = 1, ..., n,
tandis que la troisie`me areˆte est divise´e en n sous-segments de meˆme longueur. Pour chaque
i = 1, ..., n, nous joignons les points
(
i
n
) 1
(1−α) appartenant aux deux areˆtes ayant (0,0) comme
extre´mite´ avec un segment divise´ en i sous-segments de meˆme longueur. Ensuite, nous joignons
les diffe´rents points pour former des triangles comme sur la figure 4.5. La construction de ce
raffinement est aussi de´crite et illustre´e dans [97, 56].
Ainsi, par construction, le maillage primal, appele´ maillage α-raffine´, est re´gulier au sens
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(1/2;1/2)
(3/4;1/4)
(1/4;3/4)
(0;1/8)
(0;1/64)
(1/64;0) (1/8;0) (27/64;0) (1;0)(0;0)
(0;1)
(0;27/64)
Fig. 4.5 – Construction d’un triangle α-raffine´, avec α = 23 , dont les sommets sont (0, 0), (1, 0)
et (0, 1) avec n = 4.
de Ciarlet et satisfait les hypothe`ses
hi ≤ ζ h1/1−α, si (0, 0) ∈ T i, (4.56)
hi ≤ ζ h
[
inf
x∈Ti
r(x)
]α
, si (0, 0) /∈ T i, (4.57)
(voir [97, 56]), ou` nous notons hi le diame`tre de Ti. Remarquons que h de´fini a` l’Hyp. 4.2
ve´rifie encore h = max
i∈[1,I]
hi. Notons de plus ρi le diame`tre du cercle inscrit de Ti.
Ve´rifions maintenant que les triangles Dj,γ et D
′
j,γ , ∀j ∈ [1, J ],∀γ ∈ {1, 2} satisfont aussi ces
hypothe`ses :
(a) Convexite´. Par construction, deux cellules voisines du maillage α-raffine´ forment un qua-
drilate`re convexe (connaissant les coordonne´es des points, nous pouvons calculer les e´quations
des diagonales des cellules primales et ve´rifier qu’elles s’intersectent a` l’inte´rieur de ces cel-
lules), si bien que la cellule-diamant Dj qui se trouve a` l’inte´rieur de ce quadrilate`re, est
ne´cessairement convexe.
(b) Hypothe`ses du the´ore`me 4.2. Si Gi est le centre de gravite´ de Ti et un sommet de Dj,γ , il est
clair que hj,γ ≤ hi et que h′j,γ ≤ hj,1+hj,2. Par conse´quent, puisque le maillage α-raffine´ ve´rifie
les hypothe`ses (4.56) et (4.57), cela implique que les demi-diamants Dj,γ et D
′
j,γ contenus dans
ce maillage aussi (si (0, 0) ∈ Ti, alors pour tout triangle Dj,γ ⊂ Ti tel que (0, 0) /∈ Dj,γ , on a
hj,γ ≤ c
(
1
n
) 1
1−α , ou` c > 0 est une constante. Or
(
1
n
) 1
1−α =
(
1
n
) · ( 1n) α1−α ≤ C h [ infx∈Ti r(x)
]α
,
avec C > 0).
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(c) Re´gularite´. Soit Dj,γ un demi-diamant contenu dans un triangle Ti du maillage α-raffine´.
On sait que |Ti| = 3 |Dj,γ |. D’autre part, la formule de He´ron dans le triangle Dj,γ donne :
|Dj,γ | = ρj,γ pe´rime`tre de Dj,γ2 , et dans Ti nous avons aussi : |Ti| = ρi pe´rime`tre de Ti2 . Puisque le
pe´rime`tre de Dj,γ est infe´rieur au pe´rime`tre de Ti, nous en de´duisons que ρi ≤ 3 ρj,γ . En
combinant cette ine´galite´ avec hj,γ ≤ hi, alors la re´gularite´ au sens de Ciarlet du maillage
α-raffine´ implique la re´gularite´ des demi-diamants Dj,γ contenus dans ce maillage. En d’autres
termes (voir [30, Hyp. (3.1.43)]), les angles des demi-diamants Dj,γ sont tous minore´s par un
angle θ0. Sachant de plus que les cellules primales et les cellules-diamants sont convexes, on
en de´duit que les angles des demi-diamants D′j,γ sont eux aussi minore´s, ce qui implique que
la triangulation {D′j,γ}j∈[1,J ],γ∈{1,2} est re´gulie`re. D’autre part, on en conclut que l’angle θj
de la figure 4.2 est bien minore´ par un angle θ∗ inde´pendant du maillage. Ainsi, les cellules-
diamants Dj contenues dans ce maillage satisfont l’hypothe`se (4.19).
La figure 4.6 illustre les maillages obtenus pour n = 4 et n = 8. Les courbes d’erreur de
∇ψ et ∇φ sont montre´es sur la figure 4.7, avec une droite de re´fe´rence de pente 1. Il semble
que l’ordre de convergence de ce sche´ma vaut un peu plus que 1 dans les deux cas.
Fig. 4.6 – Maillages structure´s α-raffine´s avec n = 4 et n = 8.
4.4.3 Maillages non-structure´s avec un raffinement local approprie´
Enfin, nous testons aussi la me´thode sur une troisie`me famille qui est localement α-raffine´e :
les trois triangles grossiers ayant (0,0) comme sommet sont raffine´s comme pour la deuxie`me
famille de maillages avec n = 2, 4, 8, 16. Ensuite, le reste du domaine Ω est de´coupe´ en triangles
non-structure´s. Cette famille de maillages est particulie`rement inte´ressante puisqu’elle montre
bien qu’un raffinement local est suffisant pour obtenir l’ordre de convergence optimal, sans
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Fig. 4.7 – Erreurs de ∇ψ et ∇φ en norme L2 pour les maillages structure´s α-raffine´s.
autre contrainte sur le maillage. Cela montre aussi que la perte de l’ordre de convergence
se fait au niveau de la singularite´. La figure 4.8 illustre les deux premiers maillages de cette
famille. L’ordre de convergence du sche´ma semble eˆtre un peu plus de 1 pour ∇ψ et ∇φ
d’apre`s la figure 4.9.
Fig. 4.8 – Maillages α-raffine´s non-structure´s avec n = 2 et n = 4.
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Fig. 4.9 – Erreurs de ∇ψ et ∇φ en norme L2 pour les maillages α-raffine´s non-structure´s.
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Remarque 4.1 Dans cette section, nous avons construit un raffinement local, propose´ par
[97], qui satisfait les hypothe`ses du the´ore`me 4.2. Ce raffinement particulier nous a permis
d’illustrer ce chapitre. Cependant, la mise en oeuvre d’un tel raffinement n’est pas aise´e en
pratique. On pourra donc se tourner vers d’autres me´thodes qui permettent de ge´ne´rer ”au-
tomatiquement” un raffinement local adapte´, a` l’aide d’estimations a posteriori par exemple,
toute la difficulte´ e´tant que ce maillage satisfasse les hypothe`ses du the´ore`me 4.2.
4.5 Conclusion
De nombreux proble`mes elliptiques sont gouverne´s par le Laplacien, comme les proble`mes
de convection-diffusion, les proble`mes de me´canique des fluides ou les proble`mes Div-Rot par
exemple. Ainsi, on peut appliquer les re´sultats obtenus dans ce chapitre aux proble`mes Div-
Rot du chapitre 3 et au proble`me de Stokes avec des conditions aux limites non-standard
de´crites dans le chapitre 5, discre´tise´s par la me´thode DDFV.
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Chapitre 5
Le proble`me de Stokes
Ce chapitre est tire´ de l’article [38] s’intitulant “A finite volume method for the Stokes
problem in two dimensions” en collaboration avec Pascal Omnes, soumis.
5.1 Introduction
Conside´rons l’approximation nume´rique au sens des volumes finis de la solution (u, p) des
e´quations de Stokes :
−∆u +∇p = f dans Ω (5.1)
∇ · u = g dans Ω (5.2)
comple´te´es soit par une condition au bord sur la vitesse et une condition sur la pression
u = σ sur Γ et
∫
Ω
p = 0 , (5.3)
soit par une des conditions moins standard e´nonce´es ci-dessous
u · n = σ sur Γ , ∇× u = ωd sur Γ et
∫
Ω
p = 0 , (5.4)
u · n = σ sur Γ , p = pd sur Γ et
∫
Ω
ω = mω, (5.5)
u · τ = σ sur Γ , ∇× u = ωd sur Γ et
∫
Ω
p = 0, (5.6)
u · τ = σ su Γ , p = pd sur Γ et
∫
Ω
ω = mω , (5.7)
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ou` f , g, σ, σ, pd et ωd sont des fonctions donne´es et mω est un nombre re´el. Ces conditions au
bord sont e´crites ici dans le cas des domaines simplement connexes pour plus de simplicite´ mais
elles seront e´tendues dans la suite du chapitre pour des domaines non-simplement connexes.
Notons qu’il y a des conditions de compatibilite´ entre les donne´es (g,σ), (g, σ) et (mω, σ) qui
seront spe´cifie´es plus tard.
Ces conditions aux limites non-standard (e´tudie´es par Dubois et. al. [43], par exemple)
peuvent eˆtre traite´es de manie`re tre`s ge´ne´rale graˆce a` la formulation tourbillon-vitesse-pression
du proble`me (pour des travaux plus anciens base´s sur d’autres approches, nous renvoyons a`
[16] et [53]). Puisque
−∆u =∇×∇× u−∇∇ · u, (5.8)
et en utilisant (5.2), on peut re´e´crire (5.1) de la manie`re suivante
∇×∇× u +∇p = f +∇g dans Ω . (5.9)
De plus, en introduisant la vorticite´ ω, l’e´q. (5.9) peut eˆtre de´couple´e en
∇× ω +∇p = f +∇g dans Ω , (5.10)
∇× u = ω dans Ω . (5.11)
Il existe une vaste litte´rature concernant l’analyse mathe´matique et l’approximation nu-
me´rique du proble`me (5.1)-(5.2)-(5.3), et son extension aux e´quations de Navier-Stokes. Nous
nous re´fe´rons par exemple a` [75, 79] en ce qui concerne l’analyse mathe´matique, et a` [55] qui
passe en revue les me´thodes nume´riques les plus courantes.
L’analyse mathe´matique du syste`me (5.10)-(5.11)-(5.2) avec diffe´rentes conditions au bord
a e´te´ donne´e dans plusieurs re´fe´rences, parmi lesquelles [4, 5, 7, 41, 43]. Des me´thodes d’e´le´-
ments finis pour la formulation tourbillon-vitesse-pression ont e´te´ obtenues et analyse´es dans
[4, 5, 42]. Des me´thodes spectrales ont e´te´ conside´re´es dans [7, 17] et [95], ou` une formulation
au sens des moindres carre´s est utilise´e.
Dans ce pre´sent travail, nous allons nous inte´resser a` la ge´ne´ralisation par volumes finis du
sche´ma MAC (Marker and Cell) pour des maillages tre`s ge´ne´raux (pour d’autres approches en
volumes finis, nous renvoyons a` [19, 49, 51, 52]). Le sche´ma MAC fut de´veloppe´ initialement
dans [58] sur des grilles rectangulaires de´cale´es et e´tendu a` ce qu’on appelle le sche´ma covolume
utilisant des maillages de Delaunay-Vorono¨ı dans [83]. Notons que la proprie´te´ d’orthogonalite´
de ces maillages repre´sente un se´rieux inconve´nient, surtout dans le contexte de l’adaptation
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de maillage. Le sche´ma MAC standard discre´tise (5.1)-(5.2), tandis que le sche´ma covolume
discre´tise (5.10)-(5.11)-(5.2). Il est prouve´ dans [83] que la discre´tisation MAC peut eˆtre
obtenue par le sche´ma covolume en utilisant des maillages triangulaires bien choisis. E´tant
donne´ un maillage (primal), les sche´mas MAC et covolume utilisent comme inconnues de
vitesse les composantes normales du champ de vitesse sur les areˆtes des volumes de controˆle
tandis que les inconnues de pression sont situe´es au centre des cercles circonscrits. Ensuite la
composante normale de l’e´q. (5.1) ou (5.10) est inte´gre´e sur des volumes de controˆle de´cale´s,
centre´s sur les areˆtes. En ce qui concerne le sche´ma MAC, une simple diffe´rence finie est
utilise´e pour e´valuer la de´rive´e normale de l’inconnue de vitesse, tandis que dans le sche´ma
covolume, les inconnues de vorticite´ sont e´value´es aux sommets du maillage primal. Ce sche´ma
est comple´te´ en inte´grant l’e´q. (5.11) sur les volumes de controˆle duaux centre´s aux sommets
et obtenus en joignant les centres des cercles circonscrits des cellules primales qui partagent
un sommet commun. Compte tenu de la proprie´te´ d’orthogonalite´ sur les cellules primales et
duales, les composantes tangentielles de la vitesse sur le maillage dual qui sont ne´cessaires pour
discre´tiser l’e´q. (5.11) sont exactement les composantes normales sur les areˆtes des volumes
de controˆle primaux. Enfin, l’e´q. (5.2) est inte´gre´e sur les volumes de controˆle primaux.
Dans ce travail, nous allons pre´senter la me´thode de volumes finis nomme´e DDFV (Discrete-
Duality Finite Volume) [35], dans l’esprit de celle introduite dans [40] pour l’e´quation de La-
place et qui fut e´tendue au proble`me div-rot dans [36] ou dans le chapitre 3 de cette the`se.
L’avantage de cette me´thode de type covolume est de permettre l’utilisation de maillages
presque arbitraires tels que les maillages non-structure´s sans contrainte d’orthogonalite´ ainsi
que les maillages non-conformes. Le prix a` payer est de discre´tiser les deux composantes de
la vitesse sur les areˆtes des volumes de controˆle (cellules primales), tandis que les inconnues
de pression et de vorticite´ sont associe´es au centre des cellules primales et a` leurs sommets,
c’est a` dire aux cellules duales. Ensuite, nous inte´grons les deux composantes de (5.10) sur
les cellules associe´es aux areˆtes (appele´es cellules-diamants) et (5.11) et (5.2) a` la fois sur les
cellules primales et sur les cellules duales. Ce processus nous conduit a` utiliser des ope´rateurs
diffe´rentiels discrets analogues aux ope´rateurs diffe´rentiels div, grad et rot qui apparaissent
dans (5.10), (5.11) et (5.2). Ces ope´rateurs sont connus pour satisfaire des proprie´te´s ana-
logues aux proprie´te´s ve´rifie´es par les ope´rateurs continus (voir chapitre 2). A l’aide de ces
proprie´te´s, nous montrons d’une part, que la discre´tisation DDFV applique´e aux e´quations
de Stokes avec n’importe laquelle des conditions (5.4) a` (5.7) peut eˆtre re´duite a` la re´solu-
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tion de quatre laplaciens impliquant la pression, la vorticite´ et les potentiels de´coulant de la
de´composition de Hodge de la vitesse, alors que d’autre part, la solution de la discre´tisation
DDFV avec les conditions (5.3) peut eˆtre re´duite a` la solution d’une e´quation biharmonique
discre`te impliquant la fonction de courant.
Lorsque g = 0 dans l’e´q. (5.2), un autre avantage de ce sche´ma est de satisfaire la notion
d’ ”incompressibilite´ renforce´e” introduite dans le contexte des volumes-e´le´ments finis dans
[59] et dans le contexte des e´le´ments finis dans [18] pour se de´barrasser des modes de vitesse
parasites (divergence pas exactement nulle) qui peuvent apparaˆıtre dans les simulations en
Navier-Stokes instationnaire effectue´es avec les e´le´ments finis de Crouzeix-Raviart [32] d’ordre
le plus faible. En effet, puisque ces e´le´ments impliquent des inconnues de pression localise´es
aux centres de gravite´ des triangles seulement, la contrainte d’incompressibilite´ est satisfaite
seulement autour des centres de gravite´ et le champ de vitesse re´sultant peut eˆtre a` divergence
non nulle au sens ou` la divergence discre`te, lorsqu’elle est calcule´e autour des sommets du
maillage peut ne pas s’annuler ou meˆme ne pas eˆtre tre`s petite. Un reme`de possible a` ce
proble`me, propose´ par [18] et [59], est d’ajouter des inconnues de pression aux sommets du
maillage, ce qui introduit des contraintes d’incompressibilite´ autour de ces noeuds. Ainsi,
si on restreint la discussion aux maillages primaux triangulaires, le sche´ma pre´sente´ ici a
exactement les meˆmes inconnues que celles des sche´mas pre´sente´s dans [18] et [59], et les
conditions d’incompressibilite´ sont e´crites sur chaque triangle (cellule primale) et autour de
chaque sommet (cellule duale) du maillage.
Le chapitre s’organise comme suit : dans la section 5.2, nous e´crivons le sche´ma de volumes
finis pour les proble`mes de Stokes avec des conditions au bord donne´es par (5.3)-(5.7). Puis
nous pre´sentons des re´sultats nume´riques de convergence sur des maillages non-structure´s et
sur des maillages non-conformes. Ensuite, dans la section 5.3, nous concluons ce travail en pre´-
sentant le comportement de la solution pour des e´coulements dans des cavite´s rectangulaires
et une cavite´ circulaire a` paroi de´filante.
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5.2 Application au proble`me de Stokes
5.2.1 Discre´tisation des e´quations de Stokes en formulation tourbillon-
vitesse-pression.
Dans cette section, nous nous inte´ressons a` l’approximation du proble`me continu donne´ par
(5.2)-(5.10)-(5.11) associe´ a` une des conditions (5.4) a` (5.7). Nous choisissons de discre´tiser
la solution de ce proble`me par un vecteur (uj) avec j ∈ [1, J ] pour la vitesse de´finie par
ses valeurs sur les cellules-diamants du maillage et les scalaires (ωTi , ω
P
k ) et (p
T
i , p
P
k ), avec
i ∈ [1, I + JΓ], k ∈ [1,K] pour la vorticite´ et la pression, de´finies par leurs valeurs sur les
cellules primales et duales du maillage. Le proble`me se re´sout en deux e´tapes. Dans la premie`re,
on utilise la de´composition de Hodge de f +∇g (voir The´ore`me 2.1) pour trouver p et ω.
Dans la seconde, nous re´solvons un proble`me div-rot pour u.
E´tape 1 : La de´composition de Hodge discre`te de la donne´e f +∇g s’e´crit : Trouver
p = (pTi , p
P
k )i∈[1,I+JΓ], k∈[1,K], ω = (ω
T
i , ω
P
k )i∈[1,I+JΓ], k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q] tels que
(∇Dh p)j + (∇
D
h × ω)j = fDj + (∇g)Dj , ∀j ∈ [1, J ], (5.12)
e´quation a` laquelle on ajoute une des conditions au bord suivante
ωTi = ωd(Gi), ∀i ∈ Γ0 ; ωTi = ωd(Gi) + cTq , ∀i ∈ Γq , ∀q ∈ [1, Q] ,
ωPk = ωd(Sk), ∀k ∈ Γ0 ; ωPk = ωd(Sk) + cPq , ∀k ∈ Γq , ∀q ∈ [1, Q] ,∑
i∈[1,I]
|Ti| pTi =
∑
k∈[1,K]
|Pk| pPk = 0,
(5.13)
pour le cas ou` la vorticite´ ωd est donne´e (a` une constante pre`s qu’on de´termine sur chacune
des frontie`res inte´rieures Γq) sur la frontie`re (cas des conditions (5.4) et (5.6)), ou
pTi = pd(Gi), ∀i ∈ Γ0 ; pTi = pd(Gi) + cTq , ∀i ∈ Γq , ∀q ∈ [1, Q] ,
pPk = pd(Sk), ∀k ∈ Γ0 ; pPk = pd(Sk) + cPq , ∀k ∈ Γq , ∀q ∈ [1, Q] ,∑
i∈[1,I]
|Ti| ωTi =
∑
k∈[1,K]
|Pk| ωPk = mω,
(5.14)
pour le cas ou` la pression pd est donne´e (a` une constante pre`s qu’on de´termine sur chacune
des frontie`res inte´rieures) sur la frontie`re (cas des conditions (5.5) et (5.7)). Dans (5.12), nous
avons pose´
fDj =
1
|Dj |
∫
Dj
f(x) dx, ∀j ∈ [1, J ],
(∇g)Dj =
1
|Dj |
∫
Dj
∇g (x) dx, ∀j ∈ [1, J ].
(5.15)
111
CHAPITRE 5. LE PROBLE`ME DE STOKES
Les deux proble`mes impliquant les e´quations (5.12) et (5.13) d’une part, et les e´quations (5.12)
et (5.14) d’autre part sont re´solus de fac¸on similaire, c’est pourquoi nous n’allons de´tailler
que la solution de (5.12)-(5.13).
Proposition 5.1 Le proble`me (5.12)-(5.13) peut se de´coupler en deux sous-proble`mes inde´-
pendants : trouver (ωTi , ω
P
k )i∈[1,I+JΓ],k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q] tels que
(−∇Th ·∇Dh ω)i = (∇Th × s)i, ∀i ∈ [1, I],
(−∇Ph ·∇Dh ω)k = (∇Ph × s)i, ∀k ∈ [1,K − JΓ],
−∑k∈Γq |Pk| (∇Ph ·∇Dh ω)k = ∑k∈Γq |Pk| (∇Ph × s)k, ∀q ∈ [1, Q],
(∇Dh ω · n, 1)Γq,h = −(s · τ , 1)Γq,h, ∀q ∈ [1, Q],
ωTi = ωd(Gi), ∀i ∈ Γ0 ; ωTi = ωd(Gi) + cTq , ∀i ∈ Γq , ∀q ∈ [1, Q] ,
ωPk = ωd(Sk), ∀k ∈ Γ0 ; ωPk = ωd(Sk) + cPq , ∀k ∈ Γq , ∀q ∈ [1, Q] ,
(5.16)
ou` s := f + (∇g) et, une fois que ω est calcule´, trouver (pTi , p
P
k )i∈[1,I+JΓ],k∈[1,K] tels que
(∇Th ·∇Dh p)i = (∇Th · (s−∇Dh × ω))i, ∀i ∈ [1, I],
(∇Ph ·∇Dh p)k = (∇Ph · (s−∇Dh × ω))k,∀k ∈ [1,K],
(∇Dh p)j · nj = (sj − (∇Dh × ω)j) · nj , ∀j ∈ [J − JΓ + 1, J ],∑
i∈[1,I]
|Ti| pTi =
∑
k∈[1,K]
|Pk| pPk = 0.
(5.17)
Preuve En appliquant l’ope´rateur rotationnel vecteur discret a` (5.12) sur les cellules primales
et les cellules duales inte´rieures, on obtient les deux premie`res lignes de (5.16), graˆce a` (2.20)
et a` la Prop. 2.3.
Ensuite, pour un q ∈ [1, Q] donne´, on conside`re ψTi = 1, ∀i ∈ Γq, et ψTi = 0 partout
ailleurs, et ψPk = 0 partout. Puis, on calcule le produit scalaire (2.3) de l’e´q. (5.12) avec
∇
D
h × ψ :
(∇Dh × ω,∇Dh × ψ)D + (∇Dh p,∇Dh × ψ)D = (s,∇Dh × ψ)D . (5.18)
En utilisant l’orthogonalite´ de ∇Dh p et ∇
D
h × ψ (voir la dernie`re ligne de la Prop. 2.1), la
formule de Green discre`te (2.14) et la Prop. 2.3, nous de´duisons
(∇T,Ph × s, ψ)T,P − (s · τ , ψ)Γ,h = (5.19)
−(∇T,Ph ·∇Dh ω, ψ)T,P −(∇Dh × ω · τ , ψ)Γ,h.
De plus, en utilisant le fait que ψ s’annule partout sauf sur les points frontie`res Gi, le premier
terme dans le membre de gauche et le premier terme dans le membre de droite de (5.19) sont
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nuls. Finalement, puisque ∇Dh × ω · τ = −∇Dh ω · n, et en utilisant la de´finition (2.4) et les
valeurs de ψ, (5.19) implique que
(s · τ , 1
2
)Γq,h = −(∇Dh ω · n,
1
2
)Γq,h
ce qui revient a` la quatrie`me ligne de (5.16).
Enfin, en choisissant ψTi = 1, ∀i ∈ Γq, et ψPk = 1, ∀k ∈ Γq, et ze´ro partout ailleurs, le
produit scalaire de l’e´q. (5.12) avec ∇Dh × ψ conduit de meˆme que pre´ce´demment a` (5.18)
et (5.19), et en utilisant les valeurs de ψ et la quatrie`me ligne de (5.16), nous obtenons la
troisie`me ligne de (5.16).
Une fois que ω est calcule´, (5.17) est obtenu en appliquant l’ope´rateur divergence discre`te
(2.9) a` (5.12), ainsi que les conditions (5.13) et la proprie´te´ (2.19). ¤
Il a e´te´ montre´, dans la proposition 3.2, que les syste`mes du type (5.16) et (5.17) ont tous les
deux une unique solution.
E´tape 2 : Une fois que (ωTi , ω
P
k )i∈[1,I],k∈[1,K] a e´te´ calcule´ lors de l’e´tape 1, on re´sout un
proble`me div-rot pour u : e´tant donne´ (kq)q∈[1,Q], trouver (uj)j∈[1,J ] tels que
(∇T,Ph · u)i,k = gT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K],
(∇T,Ph × u)i,k = ωT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K − JΓ],
uj · nj = σj , ∀j ∈ [J − JΓ + 1, J ],
(u · τ , 1)Γq ,h = kq, ∀q ∈ [1, Q],∑
k∈Γq
|Pk| (∇Ph × u)k =
∑
k∈Γq
|Pk| ωPk , ∀q ∈ [1, Q],
(5.20)
dans le cas d’un champ de vitesse normal donne´ sur la frontie`re (e´q. (5.4) et (5.5)) ou
(∇T,Ph · u)i,k = gT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K − JΓ],
(∇T,Ph × u)i,k = ωT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K],
uj · τj = σj , ∀j ∈ [J − JΓ + 1, J ],
(u · n, 1)Γq,h = kq, ∀q ∈ [1, Q],∑
k∈Γq
|Pk| (∇Ph · u)k =
∑
k∈Γq
|Pk| gPk , ∀q ∈ [1, Q],
(5.21)
dans le cas d’un champ de vitesse tangentiel donne´ sur la frontie`re (e´q. (5.6) et (5.7)).
Dans (5.20) et (5.21), nous avons pose´
gTi =
1
|Ti|
∫
Ti
g(x) dx ∀i ∈ [1, I], gPk =
1
|Pk|
∫
Pk
g(x) dx ∀k ∈ [1,K], (5.22)
σj =
1
|Aj |
∫
Aj
σ(ξ) dξ ∀j ∈ [J − JΓ + 1, J ]. (5.23)
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De plus, les seconds membres doivent satisfaire des conditions de compatibilite´. En effet, on se
rend compte a` la lecture des de´finitions des ope´rateurs divergence (2.9) et rotationnel (2.12)
que nous avons les relations suivantes :∑
i∈[1,I]
|Ti|(∇Th · u)i =
∑
k∈[1,K]
|Pk|(∇Ph · u)k =
∑
j∈[J−JΓ+1,J ]
|Aj |uj · nj (5.24)
et ∑
i∈[1,I]
|Ti|(∇Th × u)i =
∑
k∈[1,K]
|Pk|(∇Ph × u)k =
∑
j∈[J−JΓ+1,J ]
|Aj |uj · τj . (5.25)
Ainsi, dans (5.20), les seconds membres doivent satisfaire∑
i∈[1,I]
|Ti| gTi =
∑
k∈[1,K]
|Pk| gPk =
∑
j∈[J−JΓ+1,J ]
|Aj |σj . (5.26)
Cette relation est vraie graˆce aux de´finitions (5.22) et (5.23) puisque∑
i∈[1,I]
|Ti| gTi =
∑
k∈[1,K]
|Pk| gPk =
∫
Ω
g(x) dx
et ∑
j∈[J−JΓ+1,J ]
|Aj | σj =
∫
Γ
σ(ξ) dξ .
Le fait que les membres de droite des deux e´galite´s pre´ce´dentes soient identiques provient de
l’inte´gration de (5.2) sur Ω, de l’application de la formule de Green et des conditions aux
limites sur u · n dans (5.4) et (5.5).
De meˆme, dans (5.21), le membre de droite doit satisfaire∑
i∈[1,I]
|Ti|ωTi =
∑
k∈[1,K]
|Pk|ωPk =
∑
j∈[J−JΓ+1,J ]
|Aj |σj . (5.27)
Dans le cas des conditions donne´es par (5.14), les deux premiers termes de (5.27) sont e´gaux a`
mω et le dernier terme de (5.27) est e´gal a`
∫
Γ σ(ξ) dξ. Ces deux quantite´s sont ne´cessairement
identiques compte tenu de l’inte´gration de (5.11) sur Ω, l’application de la formule de Green
et des conditions au bord sur u ·τ dans (5.6) et (5.7). En revanche, dans le cas des conditions
aux limites donne´es par (5.13), les deux premiers termes de (5.27) ne sont jamais impose´s,
mais sont les re´sultats des calculs provenant de la premie`re e´tape de notre proce´dure (voir
e´q. (5.16)), de telle sorte que la condition de compatibilite´ (5.27) peut ne pas eˆtre ve´rifie´e
en ge´ne´ral. Un moyen pour surmonter ce proble`me est de changer ωTi en ω
T
i + c
T et ωPk en
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ωPk +c
P pour tout i ∈ [1, I] et pour tout k ∈ [1,K], avec deux constantes cT et cP calcule´es de
telle sorte que (5.27) soit satisfait. Notons qu’en proce´dant ainsi, on ne change pas la valeur
de ∇Dh ω, de sorte que le ω modifie´ ve´rifie encore le syste`me (5.16) mais avec des conditions
aux limites translate´es d’une constante cT pour les inconnues aux centres des areˆtes de bord
et d’une constante cP pour les inconnues aux sommets des areˆtes de bord. Cela peut eˆtre
interpre´te´ comme une condition de compatibilite´ implicite entre les conditions au bord ωd
et σ dans (5.6).
Maintenant, en utilisant la de´composition de Hodge discre`te de (uj)j∈[1,J ], chacun des pro-
ble`mes (5.20) et (5.21) peut eˆtre de´couple´ en deux sous-proble`mes impliquant les potentiels.
Nous de´taillerons seulement les syste`mes re´sultant du proble`me (5.20) en utilisant la de´com-
position de Hodge avec les conditions aux limites (2.26) a` (2.28). On obtient un re´sultat
similaire pour le proble`me (5.21) en utilisant la de´composition de Hodge avec les conditions
aux limites (2.31) a` (2.33).
La preuve de la proposition suivante est donne´e dans le chapitre 3 (Prop. 3.1).
Proposition 5.2 Le proble`me (5.20) peut se de´coupler en deux sous-proble`mes inde´pendants :
trouver (φTi , φ
P
k )i∈[1,I+JΓ],k∈[1,K] tels que
(∇T,Ph ·∇Dh φ)i,k = gT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K],
(∇Dh φ)j · nj = σj , ∀j ∈ [J − JΓ, J ],∑
i∈[1,I]
|Ti| φTi =
∑
k∈[1,K]
|Pk| φPk = 0,
(5.28)
et trouver (ψTi , ψ
P
k )i∈[1,I+JΓ],k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q] tels que
−(∇T,Ph ·∇Dh ψ)i,k = ωT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K − JΓ],
−(∇Dh ψ · n, 1)Γq,h = kq, ∀q ∈ [1, Q],
−
∑
k∈Γq
|Pk| (∇Ph ·∇Dh ψ)k =
∑
k∈Γq
|Pk| ωPk , ∀q ∈ [1, Q],
ψTi = ψ
P
k = 0, ∀i ∈ Γ0,∀k ∈ Γ0,
∀q ∈ [1, Q], ψTi = cTq , ψPk = cPq , ∀i ∈ Γq,∀k ∈ Γq.
(5.29)
Ces deux sous-proble`mes ont tous les deux une solution unique et le vecteur u est alors re-
construit par uj = (∇
D
h φ)j + (∇
D
h × ψ)j .
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5.2.2 Discre´tisation des e´quations de Stokes en formulation vitesse-pression
Dans cette section, nous sommes inte´resse´s par l’approximation du proble`me continu donne´
par (5.9)-(5.2) associe´ a` la condition (5.3). Ce syste`me est discre´tise´ par
(∇Dh ×∇T,Ph × u)j + (∇Dh p)j = sj , ∀j ∈ [1, J − JΓ], (5.30a)
(∇T,Ph · u)i,k = gT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K], (5.30b)
uj = σj , ∀j ∈ [J − JΓ + 1, J ], (5.30c)∑
i∈[1,I]
|Ti| pTi =
∑
k∈[1,K]
|Pk| pPk = 0, (5.30d)
ou` nous rappelons que sj := fj + (∇
D
h g)j . Notons que contrairement a` la de´composition de
Hodge (5.12), l’e´q. (5.30a) est impose´e seulement sur les cellules-diamants inte´rieures. Dans
la suite, les maillages ve´rifient l’hypothe`se suivante :
Hypothe`se 5.1 Nous supposons que chaque cellule primale frontie`re a seulement une areˆte
qui appartient a` la frontie`re Γ.
Remarque 5.1 Ce n’est pas une restriction se´ve`re en soit puisque nous pouvons toujours
de´couper les cellules frontie`res de telle sorte que le maillage re´sultant ve´rifie cette hypothe`se.
Proposition 5.3 Sous l’Hyp. 5.1, la solution (uj)j∈[1,J ], (p
T
i , p
P
k )i∈[1,I] , k∈[1,K] de (5.30a)-
(5.30d) existe et est unique.
Preuve Le syste`me (5.30a) a` (5.30d) fournit 2(J − JΓ) + (I + K) + 2JΓ + 2 = 2J + I +
K + 2 e´quations. D’autre part, on de´nombre 2J inconnues de vitesse (uj)j∈[1,J ] et I + K
inconnues de pression (pTi , p
P
k )i∈[1,I],k∈[1,K]. De plus, les e´quations (5.30b) et (5.30c) ne sont
pas inde´pendantes puisque par de´finition∑
i∈[1,I]
|Ti|(∇Th · u)i =
∑
k∈[1,K]
|Pk|(∇Ph · u)k =
∑
j∈Γ
|Aj |uj · nj ,
ce qui implique, par (5.30b) et (5.30c), que la relation suivante doit eˆtre ve´rifie´e∑
i∈[1,I]
|Ti| gTi =
∑
k∈[1,K]
|Pk| gPk =
∑
j∈Γ
|Aj |σj · nj ,
ce qui est le cas graˆce a` (5.22) et (5.23). Ainsi, nous avons 2J+I+K e´quations inde´pendantes et
autant d’inconnues. Il reste a` montrer l’injectivite´ du syste`me. Supposons que sj = 0, σj = 0
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et gT,Pi,k = 0. En utilisant sj = 0, ∀j ∈ [1, J−JΓ] dans (5.30a) et uj = 0,∀j ∈ [J−JΓ +1, J ],
il est e´vident que : [
(∇Dh ×∇T,Ph × u)j + (∇Dh p)j
]
· uj = 0, ∀j ∈ [1, J ].
De plus, en multipliant l’e´quation pre´ce´dente par |Dj | et en sommant sur les j ∈ [1, J ], on
obtient
(∇Dh ×∇T,Ph × u,u)D + (∇Dh p,u)D = 0.
En appliquant les formules de Green discre`tes (2.13) et (2.14) a` la ligne pre´ce´dente, et puisque
uj = 0 sur Γ, nous obtenons :
(∇T,Ph × u,∇T,Ph × u)T,P − (p,∇T,Ph · u)T,P = 0. (5.31)
Sachant que gT,Pi,k = 0, nous avons (∇T,Ph · u)i,k = 0, ∀i ∈ [1, I], k ∈ [1,K], qui, associe´ a`
(5.31) implique que (∇T,Ph × u)i,k = 0, ∀i ∈ [1, I], k ∈ [1,K]. Comme σj = 0, nous avons
e´galement uj ·nj = 0, ∀j ∈ [J −JΓ +1, J ] et aussi (u ·τ , 1)Γq ,h = 0. Les inconnues (uj)j∈[1,J ]
sont donc solutions d’un proble`me Div-Rot a` donne´es nulles. On peut donc conclure graˆce au
chapitre 3 que
uj = 0, ∀j ∈ [1, J ].
Puisque uj = 0, l’e´q. (5.30a) montre que (∇
D
h p)j = 0, pour toutes les cellules-diamants
inte´rieures, ce qui implique, d’apre`s (2.7), que
pTi2(j) = p
T
i1(j)
et pPk2(j) = p
P
k1(j)
, ∀j ∈ [1, J − JΓ]. (5.32)
Etant donne´ que le domaine est connexe, toutes les paires de cellules primales peuvent eˆtre
jointes par un nombre fini d’areˆtes duales inte´rieures. Alors (5.32) implique que tous les pTi
sont e´gaux a` la meˆme constante cT . Concernant les noeuds frontie`res Sk, l’Hyp. 5.1 permet
d’assurer que tous les noeuds sont sommets d’au moins une cellule-diamant inte´rieure. Par
conse´quent, puisque le domaine est connexe, (5.32) implique que tous les pPk sont e´gaux a` la
meˆme constante cP . Finalement, en utilisant (5.30d), nous concluons que :
∀i ∈ [1, I], pTi = 0 et ∀k ∈ [1,K], pPk = 0.
¤
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Remarque 5.2 Dans le proble`me continu, la vorticite´ est calcule´e par ω = ∇× u quand la
solution u est connue. D’une manie`re similaire, une fois que (uj)j∈[1,J ] a e´te´ calcule´ par la
proposition 5.3, l’approximation (ωTi , ω
P
k )i∈[1,I],k∈[1,K] de la vorticite´ ω sur les cellules primales
et duales est obtenue en utilisant l’ope´rateur ∇T,Ph × de´fini en (2.12) de telle sorte que
ωT,Pi,k = (∇T,Ph × u)i,k, ∀i ∈ [1, I], k ∈ [1,K]. (5.33)
Ensuite, nous explorons le lien avec la fonction de courant. En effet, si g = 0 et σ = 0
dans le proble`me continu, il existe ψ tel que u = ∇ × ψ. De plus, ψ = 0 sur la frontie`re Γ0
et il existe Q constantes cq telles que ψ = cq sur Γq pour q ∈ [1, Q] et finalement ∇ψ · n = 0
sur Γ. Il est bien connu, voir par exemple [55], qu’un tel ψ est la solution d’une e´quation
biharmonique. Il ressort que notre formulation volume fini reproduit ce comportement. Avant
d’e´tablir ce re´sultat, nous avons besoin de notations additionnelles relatives aux frontie`res.
Pour tout q ∈ [0, Q], nous allons noter JΓq le nombre d’areˆtes du maillage qui sont situe´es
sur Γq. Notons qu’il y a par conse´quent J
Γq noeuds, et compte tenu de l’Hyp. 5.1, un nombre
e´quivalent de cellules primales qui ont une areˆte qui appartient a` Γq. Pour tout q, nous allons
noter Sq l’ensemble des indices de ces cellules primales frontie`res. Nous allons supposer de
plus que l’ensemble [1, I] est ordonne´ de telle sorte que i ∈ [I − JΓ + 1, I] si et seulement si
la cellule primale Ti a une areˆte qui appartient a` Γ.
Proposition 5.4 Soit u la solution de (5.30a) a` (5.30d). Si g = 0 et σ = 0, il existe
ψ = (ψTi , ψ
P
k )i∈[1,I+JΓ], k∈[1,K] et (c
T
q , c
P
q )q∈[1,Q] tels que uj = (∇
D
h × ψ)j pour tout j ∈ [1, J ]
et ψ est la solution du proble`me biharmonique discret
[(
∆T,Ph
)2
ψ
]
i,k
= (∇× f)T,Pi,k , ∀i ∈ [1, I − JΓ],∀k ∈ [1,K − JΓ],∑
i∈Sq
|Ti|
[(
∆Th
)2
ψ
]
i
−
∑
j∈Γq
|Aj |(∇Dh (∆T,Ph ψ))j · nj =∑
i∈Sq
|Ti|(∇× f)Ti −
∑
j∈Γq
|Aj |fj · τj ,∀q ∈ [1, Q] ,∑
k∈Γq
|Pk|
[(
∆Ph
)2
ψ
]
k
−
∑
j∈Γq
|Aj |(∇Dh (∆T,Ph ψ))j · nj =∑
k∈Γq
|Pk|(∇× f)Pk −
∑
j∈Γq
|Aj |fj · τj ,∀q ∈ [1, Q] ,
ψTi = 0 , ∀i ∈ Γ0 ∪ S0 , ψPk = 0 , ∀k ∈ Γ0 ,
ψTi = c
T
q , ∀i ∈ Γq ∪ Sq , ψPk = cPq , ∀k ∈ Γq , ∀q ∈ [1, Q] ,
(5.34)
ou` nous avons pose´ ∆T,Ph := ∇T,Ph ·∇Dh et
(
∆T,Ph
)2
:= ∆T,Ph ◦∆T,Ph .
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Preuve D’abord, puisque g = 0, alors s = f . Ensuite, conside´rons la de´composition de Hodge
discre`te de u donne´e par le the´ore`me 2.1. Nous allons prouver que φ est nul. En effet,
0 = (∇T,Ph · u)i,k = (∇T,Ph · (∇Dh φ+∇Dh × ψ))i,k = (∇T,Ph ·∇Dh φ)i,k (5.35)
pour tout i ∈ [1, I] et pour tout k ∈ [1,K], graˆce a` la Prop. 2.2. Compte tenu de la de´finition
de l’ope´rateur rotationnel discret et puisque ψ est constant sur chaque Γq, on en de´duit que
(∇Dh × ψ)j · nj = 0 pour tout j ∈ Γ. D’autre part, uj · nj = 0, ce qui implique que
(∇Dh φ)j · nj = 0 , ∀j ∈ Γ . (5.36)
Avec les e´quations (5.35) et (5.36) et la formule de Green discre`te (2.13), on obtient donc
0 = (∇T,Ph ·∇Dh φ, φ)T,P = −(∇Dh φ,∇Dh φ)D ,
ce qui signifie que (∇Dh φ)j s’annule pour tout j. Alors, on de´duit de la de´finition de l’ope´rateur
gradient discret que tous les φTi sont e´gaux a` la meˆme constante α et que tous les φ
P
k sont
e´gaux a` la meˆme constante β. Mais d’apre`s (2.26), ces constantes s’annulent, si bien que
φ est lui-meˆme nul. Alors uj = (∇
D
h × ψ)j pour tout j ∈ [1, J ] et ψ ve´rifie les e´quations
(2.27) et (2.28), qui repre´sentent seulement une partie des deux dernie`res e´quations de (5.34).
Ensuite, puisque uj = (∇
D
h × ψ)j = 0 sur Γ, nous de´duisons que ψTi = 0 pour tout i ∈ S0 et
ψTi = c
T
q pour tout i ∈ Sq, ce qui comple`te les deux dernie`res e´quations de (5.34). Puisque
u = (∇Dh × ψ), il de´coule de la Prop. 2.3 que ∇T,Ph × u = −∆T,Ph ψ.
Conside´rons maintenant θ = (θTi , θ
P
k ) tel que θTi = 0 , ∀i ∈ Γ0 ∪ S0 , θPk = 0 , ∀k ∈ Γ0 ,θTi = aTq , ∀i ∈ Γq ∪ Sq , θPk = aPq , ∀k ∈ Γq , ∀q ∈ [1, Q] , (5.37)
ou` aTq et a
P
q sont 2Q constantes arbitraires. On a e´videmment (∇
D
h ×θ)j = 0, pour tout j ∈ Γ.
D’autre part, avec (5.30a), on peut donc e´crire[
−(∇Dh ×∆T,Ph ψ)j + (∇Dh p)j
]
· (∇Dh × θ)j = fj · (∇Dh × θ)j , ∀j ∈ [1, J ].
Ainsi,
−(∇Dh ×∆T,Ph ψ,∇Dh × θ)D + (∇Dh p,∇Dh × θ)D = (f ,∇Dh × θ)D .
En appliquant la formule de Green (2.14) a` la ligne pre´ce´dente, et puisque ∇Dh p et ∇
D
h × θ
sont orthogonaux, nous obtenons((
∆T,Ph
)2
ψ, θ
)
T,P
+ (∇Dh × (∆T,Ph ψ) · τ , θ)Γ,h =
(∇T,Ph × f , θ)T,P − (f · τ , θ)Γ,h . (5.38)
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Si nous choisissons aTq = a
P
q = 0 pour tout q ∈ [1, Q] dans (5.37), les produits scalaires
correspondant au bord dans (5.38) s’annulent, et puisque les valeurs de θ sont arbitraires pour
i ∈ [1, I − JΓ] et k ∈ [1,K − JΓ], nous obtenons la premie`re e´quation de (5.34). Maintenant,
pour un q ∈ [1, Q] donne´, conside´rons le cas particulier aTq = 1, aTq′ = 0 si q′ 6= q et aPq′ = 0
pour tout q′ ∈ [1, Q] dans (5.37), et θ s’annulant partout sinon, l’e´q. (5.38) se re´duit a`
1
2
∑
i∈Sq
|Ti|
[(
∆Th
)2
ψ
]
i
− 1
2
∑
j∈Γq
|Aj |(∇Dh (∆T,Ph ψ))j · nj =
1
2
∑
i∈Sq
|Ti|(∇× f)Ti −
1
2
∑
j∈Γq
|Aj |fj · τj ,
ce qui conduit a` la seconde e´quation de (5.34). La troisie`me e´quation de (5.34) est obtenue
d’une manie`re similaire en choisissant dans (5.37) aTq′ = 0 pour tout q
′ ∈ [1, Q] et aPq = 1 et
aPq′ = 0 si q
′ 6= q et θ s’annulant partout ailleurs sinon. ¤
Proposition 5.5 Le syste`me biharmonique (5.34) a une solution unique.
Preuve Nous venons juste de prouver que ce syste`me a une solution pour toute donne´e f .
Ainsi, il suffit de montrer qu’il y a autant d’e´quations que d’inconnues dans le syste`me pour
prouver l’unicite´. C’est justement le cas puisqu’on de´nombre I + K + JΓ inconnues pour ψ
et 2Q inconnues correspondant aux constantes (cTq , c
P
q ), alors que la premie`re ligne de (5.34)
fournit I +K − 2JΓ e´quations, les seconde et troisie`me lignes donnent chacune Q e´quations,
auxquelles on ajoute 2JΓ e´quations provenant des deux dernie`res lignes, comme nous l’avons
explique´ pre´ce´demment avant la Prop. 5.4. ¤
5.2.3 Discre´tisation des e´quations de Stokes avec des conditions mixtes
On s’inte´resse ici au proble`me de Stokes (5.1)-(5.2) avec des conditions mixtes, c’est a` dire
avec la condition au bord (5.3) sur une partie de la frontie`re, note´e ΓD sans ses bords, et
la condition (5.4) sur l’autre partie de la frontie`re, note´e ΓN qui inclut ses bords. En ce qui
concerne la condition aux limites sur ΓN , d’autres choix sont possibles comme les conditions
(5.5), (5.6) ou encore (5.7), moyennant une le´ge`re adaptation dans ce qui va suivre. On note,
de plus, JΓD et JΓN les nombres d’areˆtes de ΓD et ΓN respectivement, de telle sorte que
JΓD + JΓN = JΓ, et KΓN le nombre de noeuds sur ΓN (incluant donc les noeuds de J
ΓN ).
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Pour j ∈ Γ, nous supposerons que lorsque Aj ⊂ ΓN , alors j ∈ [J − JΓ + 1, J − JΓ + JΓN ],
tandis que lorsque Aj ∈ ΓD, alors j ∈ [J − JΓ + JΓN + 1, J ]. D’autre part, les inconnues de
vitesse (uj)j∈[1,J ] sont situe´es sur les cellules-diamants, tandis que les inconnues de pression
(pTi , p
P
k )i∈[1,I+JΓN ],k∈[1,K] et de vorticite´ (ω
T
i , ω
P
k )i∈[1,I+JΓN ],k∈[1,K] sont situe´es sur les cellules
primales et duales, et au milieu Gi2(j) de chacune des areˆtes de la frontie`re ΓN .
Enfin, on utilise le fait que −∆u = ∇ ×∇× u −∇∇ · u. Ainsi, e´tant donne´s f , g, σ, λ
et ωd, le proble`me continu s’e´crit
∇× ω +∇p = f +∇g sur Ω, (5.39a)
∇ · u = g sur Ω, (5.39b)
∇× u = ω sur Ω, (5.39c)
u = σ sur ΓD, (5.39d)
u · n = λ sur ΓN , (5.39e)
ω = ωd sur ΓN , (5.39f)∫
Ω
p(x) dx = 0. (5.39g)
En s’inspirant des discre´tisations utilise´es en sections 5.2.1 et 5.2.2, on inte`gre l’e´quation
(5.39a) sur les cellules-diamants inte´rieures ainsi que sur les cellules-diamants de la frontie`re
ΓN . Les e´quations (5.39b) et (5.39g) sont quant a` elles inte´gre´es sur les cellules primales et les
cellules duales. Enfin, l’e´quation (5.39d) est discre´tise´e sur chacune des cellules-diamants de
ΓD, tandis que les e´quations (5.39e) et (5.39f) sont discre´tise´es sur les areˆtes Aj ⊂ ΓN . Nous
faisons, de plus, l’hypothe`se suivante sur le maillage primal :
Hypothe`se 5.2 Nous supposons que chaque cellule primale frontie`re de ΓD a une seule areˆte
qui appartient a` ΓD.
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Ainsi, on en de´duit le syste`me discre´tise´ suivant :
(∇Dh × ω)j + (∇Dh p)j = sj , ∀j ∈ [1, J − JΓ + JΓN ], (5.40a)
(∇T,Ph · u)i,k = gT,Pi,k , ∀i ∈ [1, I],∀k ∈ [1,K], (5.40b)
(∇T,Ph × u)i,k = ωT,Pi,k , ∀i ∈ [1, I],∀k /∈ ΓN , (5.40c)
uj = σj , ∀j ∈ ΓD, (5.40d)
uj · nj = λj , ∀j ∈ ΓN , (5.40e)
ωPk1(j) = ωd(Sk1(j)) , ω
P
k2(j)
= ωd(Sk2(j)) ; ω
T
i2(j)
= ωd(Gi2(j)) , ∀j ∈ ΓN , (5.40f)∑
i∈[1,I]
|Ti| pTi =
∑
k∈[1,K]
|Pk| pPk = 0, (5.40g)
ou` nous rappelons que sj := fj + (∇
D
h g)j et nous avons pose´
fj =
1
|Dj |
∫
Dj
f(x) dx , ∀j ∈ [1, J − JΓ] , (5.41)
gTi =
1
|Ti|
∫
Ti
g(x) dx , ∀i ∈ [1, I] ; gPk =
1
|Pk|
∫
Pk
g(x) dx , ∀k ∈ [1,K] , (5.42)
σj =
1
|Aj |
∫
Aj
σ(ξ) dξ , ∀j ∈ ΓD ; λj = 1|Aj |
∫
Aj
λ(ξ) dξ , ∀j ∈ ΓN . (5.43)
Notons que quand ΓD = ∅, alors le syste`me (5.40) se re´duit au syste`me (5.12)-(5.13)-(5.20)
quand Ω est simplement connexe (si Ω est non-simplement connexe, il est ne´cessaire d’ajouter
les deux e´quations de (5.20) correspondant aux Q trous), tandis que quand ΓN = ∅, alors le
syste`me (5.40) se re´duit au syste`me (5.30).
Proposition 5.6 Le syste`me (5.40) a une unique solution.
Preuve On de´nombre 2J inconnues pour la vitesse u, I + K + JΓN pour la pression p et
I+K+JΓN inconnues pour la vorticite´ ω. Le syste`me pre´sente en tout 2J +2(I+K)+2JΓN
inconnues. D’autre part, en additionnant (dans l’ordre) le nombre d’e´quations de (5.40a) a`
(5.40g), nous trouvons 2(J−JΓ +JΓN )+(I+K)+(I+K−KΓN )+(2JΓD)+(JΓN )+(JΓN +
KΓN ) + 2 e´quations, soit en regroupant 2J + 2(I + K) + 2JΓN + 2 e´quations. D’autre part,
par de´finition des ope´rateurs, nous avons les relations suivantes :
∑
i∈[1,I]
|Ti|(∇Th · u)i =
∑
k∈[1,K]
|Pk|(∇Ph · u)k =
∑
j∈Γ
|Aj |uj · nj ,
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qui se re´e´crit graˆce aux e´quations (5.40b), (5.40d) et (5.40e) :
∑
i∈[1,I]
|Ti| gTi =
∑
k∈[1,K]
|Pk| gPk =
∑
j∈ΓD
|Aj | σj · nj +
∑
j∈ΓN
|Aj | λj ,
et cette relation est bien ve´rifie´e graˆce a` (5.42) et (5.43). On de´nombre donc autant d’e´quations
que d’inconnues. Il reste a` montrer l’injectivite´. Posons pour cela, sj = 0, g
T,P
i,k = 0, σj = 0,
λj = 0 et ωd = 0. D’apre`s (5.40a) et sj = 0, ∀j ∈ [1, J − JΓ + JΓN ], nous avons l’e´quation
suivante : [
(∇Dh × ω)j + (∇Dh p)j
] · uj = 0, ∀j ∈ [1, J − JΓ + JΓN ]. (5.44)
De plus, (5.44) reste vrai pour j ∈ ΓD car uj = 0 d’apre`s (5.40d). Finalement, (5.44) est vrai
pour tout j ∈ [1, J ]. Ensuite, en multipliant (5.44) par |Dj | et en sommant sur les j ∈ [1, J ],
on obtient :
(∇Dh × ω,u)D + (∇p,u)D = 0. (5.45)
En appliquant les formules de Green (2.13) et (2.14), la ligne pre´ce´dente se re´e´crit
(ω,∇T,Ph × u)T,P − (u · τ , ω)Γ,h − (p,∇T,Ph · u)T,P + (u · n, p)Γ,h = 0.
Puisque uj · τj = 0, ∀j ∈ ΓD d’apre`s (5.40d), et puisque ω = 0 d’apre`s (5.40f) sur ΓN , alors
(u · τ , ω)Γh =
∑
j∈ΓD
|Aj | uj · τj
(
ωPk2 + ω
T
i2
+ ωPk1
)
4
+
∑
j∈ΓN
|Aj | uj · τj
(
ωPk2 + ω
T
i2
+ ωPk1
)
4
= 0.
D’autre part, comme uj ·nj = 0, ∀j ∈ [1, J ] d’apre`s (5.40d) et (5.40e), alors (u ·n, p)Γ,h = 0.
Par ailleurs, (5.40b) avec gT,Pi,k = 0 implique (p,∇T,Ph · u)T,P = 0. Il reste donc
0 = (ω,∇T,Ph × u)T,P =
∑
i∈[1,I]
|Ti| ωTi (∇Th × u)i
+
∑
k/∈KΓN
|Pk| ωPk (∇Ph × u)k
+
∑
k∈KΓN
|Pk| ωPk (∇Ph × u)k .
Pour tout k ∈ KΓN , ωPk = 0 d’apre`s (5.40f), et pour tout k /∈ KΓN et pour tout i ∈ [1, I],
(∇T,Ph × u)i,k = ωT,Pi,k d’apre`s (5.40c), d’ou`∑
i∈[1,I]
|Ti|
[
(∇Th × u)i
]2
+
∑
k/∈KΓN
|Pk|
[
(∇Ph × u)k
]2
= 0,
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ce qui, implique en particulier (∇T,Ph × u)i,k = 0, ∀i ∈ [1, I],∀k /∈ KΓN . Sachant de plus que
(∇T,Ph · u)i,k = 0, ∀i ∈ [1, I],∀k ∈ [1,K] et uj · nj = 0, ∀j ∈ Γ, nous obtenons un proble`me
Div-Rot homoge`ne et il re´sulte du chapitre 3 que
uj = 0, ∀j ∈ [1, J ].
Ainsi, ω = 0 partout d’apre`s (5.40c) et (5.40f), d’ou`, en repartant de l’e´quation (5.40a), on
en de´duit que
(∇Dh p)j = 0, ∀j ∈ [1, J − JΓ + JΓN ].
En raisonnant comme dans la preuve de la proposition 5.3 a` partir de l’hypothe`se 5.2, on en
de´duit que
pTi = 0, ∀i ∈ [1, I + JΓN ] et pPk = 0, ∀k ∈ [1,K].
¤
5.3 Re´sultats nume´riques
Dans la section 5.3.1, puis dans la premie`re partie de la section 5.3.2 et dans la section
5.3.3, nous testons la me´thode de volumes finis, applique´e a` la formulation tourbillon-vitesse-
pression, puis a` la formulation vitesse-pression et enfin a` la formulation avec des conditions
mixtes respectivement, sur des solutions analytiques (û, p̂) connues et nous trac¸ons les courbes
de convergence a` l’e´chelle logarithmique pour diffe´rentes quantite´s. Trois familles de maillages
dont le raffinement augmente sont utilise´es. La premie`re famille est une famille standard de
maillages triangulaires, voir Fig. 5.1(a). La deuxie`me famille posse`de des non-conformite´s tre`s
localise´es, voir Fig. 5.2(a), et est construite de la manie`re suivante : le premier maillage est
obtenu en divisant le domaine en 8 × 8 carre´s identiques, et les quatre carre´s au centre du
maillage sont en plus raffine´s en 4×4 sous-carre´s. Ensuite, les maillages suivants sont obtenus
en divisant chaque cellule du maillage pre´ce´dent en 2× 2 cellules carre´es. La troisie`me famille
posse`de des non-conformite´s sur l’ensemble du domaine, voir Fig. 5.3(a), puisqu’une cellule
sur deux est raffine´e en 4 × 4 sous-cellules. Bien suˆr, cette troisie`me famille n’est pas d’une
grande utilite´ pratique mais elle illustre bien l’habilite´ du sche´ma a` traiter des maillages
fortement non-conformes. Notons que les cellules frontie`res des maillages des deuxie`me et
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troisie`me familles doivent syste´matiquement eˆtre subdivise´es afin de ve´rifier l’Hyp. 5.1 dans
le cas des conditions aux limites de Dirichlet sur u, voir Fig. 5.5(a) et 5.6(a).
En ce qui concerne la formulation tourbillon-vitesse-pression avec des conditions aux li-
mites non-standard, nous avons prouve´ (voir Prop. 5.1) que p et ω sont solutions de deux
e´quations de Laplace, pour lesquelles il a e´te´ montre´ dans [40] que la pre´sente me´thode de
volumes finis converge pour l’inconnue, ainsi que pour son gradient. Nous nous sommes ainsi
inte´resse´s ici a` la convergence de p, ∇p, ω et ∇ω, que nous avons mesure´e en calculant les
erreurs suivantes
(e0p)2(h) :=
1
2
(∑
i |Ti|(pTi − (Πp̂)Ti )2 +
∑
k |Pk|(pPk − (Πp̂)Pk )2
)
1
2
(∑
i |Ti|((Πp̂)Ti )2 +
∑
k |Pk|((Πp̂)Pk )2
) ,
ou` ∀i ∈ [1, I], (Πp̂)Ti = p̂(Gi) et ∀k ∈ [1,K], (Πp̂)Pk = p̂(Sk), et
(e1p)2(h) :=
∑
j |Dj | |(∇Dh p)j − (Π∇p̂)j |2∑
j |Dj | |(Π∇p̂)j |2
,
ou` ∀j ∈ [1, J ], (Π∇p̂)j = (∇p̂)(Bj), ou` Bj est le centre de gravite´ de la cellule-diamant Dj . Les
meˆmes de´finitions sont utilise´es pour ω en remplac¸ant p par ω dans les formules pre´ce´dentes. A
partir des re´sultats nume´riques donne´s dans [40], on peut s’attendre a` une pre´cision du second
ordre pour p et ω (bien qu’on ne prouve dans le chapitre 3 que la pre´cision d’ordre 1 pour
l’instant), et a` une pre´cision d’ordre 1 pour∇p et∇ω sur des maillages ge´ne´raux. Cependant,
sur les cellules-diamants qui sont presque toutes des paralle´logrammes, ce qui est le cas pour
la seconde famille de maillages, on s’attend a` un ordre de convergence de 1.5 pour ∇p et ∇ω.
De la meˆme manie`re, puisque la de´composition de Hodge discre`te de u conduit a` la re´solution
de deux e´quations de Laplace (voir Prop. 5.2), on s’attend a` un ordre de convergence de 1
pour u sur les premie`re et troisie`me familles de maillages et au moins a` un ordre de 1.5 sur
la seconde famille de maillages. L’erreur discre`te relative L2 sur les cellules-diamants pour la
vitesse est mesure´e par la formule suivante :
e2(h) :=
∑
j |Dj | |uj − (Πû)j |2∑
j |Dj | |(Πû)j |2
,
ou` (Πû)j est la valeur de la solution analytique û au milieu de l’areˆte Aj (note´ Mj) :
∀j ∈ [1, J ], (Πû)j = û(Mj).
Dans les me´thodes d’e´le´ments finis, on s’inte´resse aussi a` la convergence de ∇u, puisque u
appartient a` H1(Ω) et puisque le terme
∫
Ω∇u : ∇v dx apparaˆıt dans la forme biline´aire
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associe´e a` la formulation variationnelle du proble`me de Stokes. Dans notre formulation, nous
avons utilise´ la formule (5.8), si bien que la norme naturelle induite par la formulation est(
||∇ · u||2L2(Ω) + ||∇ × u||2L2(Ω)
)1/2
. Puisque ∇ · u est toujours exactement impose´ par la pre-
mie`re e´quation de (5.20) ou (5.21) ou par (5.30b), nous mesurons les erreurs des de´rive´es de
u graˆce a` l’erreur de ω = ∇× u.
En ce qui concerne la formulation vitesse-pression avec les conditions au bord standard
de Dirichlet pour u, nous n’avons pas encore e´tabli d’analyse nume´rique, c’est pourquoi les
ordres de convergence obtenus nume´riquement dans la premie`re partie de la section 5.3.2 sont
des re´sultats importants de ce pre´sent travail, qui nous donnent une ide´e de la pre´cision de la
me´thode. La dernie`re partie de la section 5.3.2 est consacre´e a` l’application de la me´thode a`
des cas-tests usuels, tels que la cavite´ rectangulaire a` paroi de´filante, ou encore a` un cas moins
usuel tel que la cavite´ circulaire a` paroi de´filante dont la solution est singulie`re. Enfin, dans
la section 5.3.3, nous donnons quelques re´sultats de convergence pour la formulation avec des
conditions aux limites mixtes.
5.3.1 Conditions aux limites non-standard et formulation tourbillon-vitesse-
pression
Ici, nous illustrons la section 5.2.1 base´e sur la de´composition de Hodge de u avec des
conditions au bord donne´es par û · n = σ, ∫Ω p̂ = 0 et ω̂ = ωd. Le domaine de calcul est
Ω =] − 1/2; 1/2[2 et les donne´es et conditions aux limites sont choisies de telle sorte que la
solution exacte est donne´e par
û =
 exp(x) cos(πy)
x sin(πy) + cos(πx)
 et p̂ = xy exp(x) cos(πy) . (5.46)
Maillages triangulaires
Conside´rons tout d’abord des maillages triangulaires standard, comme illustre´ sur la Fig.
5.1(a). Sur ce type de maillages, u, ∇p et ∇ω sont tous pre´cis a` l’ordre un, tandis que p et
ω sont pre´cis a` l’ordre deux, et sont repre´sente´s respectivement sur la Fig. 5.1(b), (d), (f) et
(c) et (e). On obtient bien les ordres de convergence auxquels on s’attendait ci-dessus.
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Fig. 5.1 – (a) Maillage triangulaire. (b) Erreur sur la vitesse. (c) Erreur sur la pression.
(d) Erreur sur le gradient de pression. (e) Erreur sur la vorticite´. (f) Erreur sur le gradient
de vorticite´ pour la solution (5.46) avec la condition aux limites non-standard (5.4).
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Maillages non-conformes
Sur la seconde famille de maillages (voir Fig. 5.2), nous observons une super-convergence
d’ordre 1.5 pour ∇p et ∇ω, ce a` quoi on s’attendait. De plus, en ce qui concerne u, nous
observons en pratique un ordre de convergence meilleur que celui que l’on attendait puisqu’il
vaut un peu moins de 2.
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Fig. 5.2 – (a) Maillage non-conforme. (b) Erreur sur la vitesse. (c) Erreur sur la pression.
(d) Erreur sur le gradient de pression. (e) Erreur sur la vorticite´. (f) Erreur sur le gradient
de vorticite´ pour la solution (5.46) avec la condition aux limites non-standard (5.4).
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Sur la troisie`me famille de maillages, voir Fig. 5.3, nous observons les meˆmes ordres de
convergence que ceux obtenus sur les maillages triangulaires, comme nous nous y attendions.
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Fig. 5.3 – (a) Maillage non-conforme. (b) Erreur sur la vitesse. (c) Erreur sur la pression.
(d) Erreur du gradient de pression. (e) Erreur sur la vorticite´. (f) Erreur sur le gradient de
vorticite´ pour la solution (5.46) avec la condition aux limites non-standard (5.4).
5.3.2 Conditions aux limites standard et formulation vitesse-pression
Maintenant, nous illustrons la section 5.2.2 avec des conditions de Dirichlet sur u. Le
domaine de calcul est Ω1 =]0, 1[
2 ou Ω2 =] − 1/2; 1/2[2 et les donne´es et conditions aux
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limites sont choisies de telle sorte que la solution exacte est donne´e par
û1 =
 exp(x) cos(πy)
x sin(πy) + cos(πx)
 et p̂1 = xy exp(x) cos(πy) (5.47)
ou
û2 =
 −2000y(y − 1)(2y − 1)x2(x− 1)2
2000x(x− 1)(2x− 1)y2(y − 1)2
 et p̂2 = 100 (x2 + y2) + c , (5.48)
ou` c est une constante choisie de telle sorte que
∫
Ω p̂2(x) dx = 0. Les deux premiers maillages
de chacune des familles sont repre´sente´s sur les figures 5.4, 5.5 et 5.6 ou` nous notons pour
certains d’entre eux un raffinement des cellules primales situe´es au bord.
Fig. 5.4 – Maillages triangulaires non-structure´s.
Fig. 5.5 – Maillages avec une non-conformite´ au centre.
Fig. 5.6 – Maillages fortement non-conformes.
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Maillages triangulaires
Sur la famille de maillages triangulaires, l’ordre de convergence semble eˆtre 2 pour la
vitesse et au moins 1 pour la pression et la vorticite´, d’apre`s la Fig. 5.7. Ce sont les meˆmes
ordres (voire mieux) que ceux obtenus par les me´thodes d’e´le´ments finis standard de faible
ordre telles que [32].
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Fig. 5.7 – Convergence de la vitesse, de la pression et de la vorticite´ pour des maillages non
structure´s (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur Ω2. (c) (û2, p̂2) sur Ω1. (d) (û2, p̂2) sur Ω2.
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Maillages non-conformes
Sur la famille de maillages avec une non-conformite´ au centre, nous obtenons, d’apre`s la
Fig. 5.8, au moins de l’ordre 1.5 pour la vitesse et au moins de l’ordre 1 pour la pression et
pour la vorticite´.
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Fig. 5.8 – Convergence de la vitesse, de la pression et de la vorticite´ pour des maillages
localement non-conformes (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur Ω2. (c) (û2, p̂2) sur Ω1. (d)
(û2, p̂2) sur Ω2.
Sur la famille de maillages fortement non-conformes, il semble, d’apre`s la Fig. 5.9, qu’on
ait une perte en pre´cision, puisque nous observons un ordre 1 pour la vitesse et un ordre de
0.5 pour la pression et la vorticite´ dans tous les cas.
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Fig. 5.9 – Convergence de la vitesse, de la pression et de la vorticite´ pour des maillages
non-conformes (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur Ω2. (c) (û2, p̂2) sur Ω1. (d) (û2, p̂2) sur Ω2.
Cavite´ rectangulaire
Nous conside´rons un e´coulement de Stokes dans une cavite´ rectangulaire a` paroi de´filante
de profondeur D (Ω = [0; 1] × [0;D]), dont le haut se de´place avec une vitesse unitaire
(u = 1, v = 0), ou` u de´note la premie`re composante selon l’axe horizontal x et v la seconde
composante selon l’axe vertical y de la vitesse u = (u, v). Une condition aux limites de non-
glissement (u = v = 0) est applique´e sur toutes les parois statiques et nous supposons de plus
que f = g = 0.
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Profils et lignes de niveaux de la solution D’abord, nous choisissons D = 1. Les
figures 5.10(a) et 5.10(b) montrent respectivement le profil de u en fonction de y en x = 0.5
et le profil de v en fonction de x en y = 0.5. Ces deux profils co¨ıncident bien avec ceux
obtenus par exemple par [109]. De plus, nous e´tudions l’effet du pas du maillage dans la
pre´cision nume´rique en testant la me´thode sur deux maillages triangulaires non-structure´s
ayant N = 20 et N = 160 points respectivement le long des segments d’e´quations x = 0.5 et
y = 0.5, et nous remarquons que le maillage grossier donne de´ja` une bonne approximation.
Nous montrons ensuite sur la figure 5.11 le champ de vecteurs vitesse u et les lignes de
niveaux de la pression p, de la vorticite´ ω et de la fonction de courant ψ. Plus pre´cise´ment,
nous avons trace´ 10 lignes de niveaux uniforme´ment re´parties entre la valeur minimale et la
valeur maximale pour la fonction de courant ψ. D’autre part, en ce qui concerne la vorticite´
ω (resp. la pression p), nous avons trace´ 250 lignes de niveaux uniforme´ment re´parties entre
les valeurs −125 et 125 (resp. −100 et 100). Les re´sultats sont en accord avec [110, 111].
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−0.4  0  0.4  0.8  1.2
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       N=160
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b
v
−0.2
−0.1
 0
 0.1
 0.2
 0  0.2  0.4  0.6  0.8  1
      N=160
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x
Fig. 5.10 – (a) Profil de vitesse horizontal selon y en x = 0.5. (b) Profil de vitesse vertical
selon x en y = 0.5.
Localisations des tourbillons Maintenant, nous e´tudions l’effet de la profondeur D de la
cavite´ sur le nombre de tourbillons. Selon Shankar [102], on de´nombre 1, 2, 3 et 4 tourbillons
centraux, respectivement, dans les cas suivants : D ≤ 1.6, D ∈ [1.7; 3.0], D ∈ [3.1; 4.4] et
D ∈ [4.5; 5.8]. Nous comparons les localisations D− y (c’est a` dire la profondeur) des centres
des principaux tourbillons, ainsi que les valeurs de la fonction de courant ψ (nulle au bord)
au centre des tourbillons, calcule´es par la me´thode DDFV et par Shankar [102] dans la table
5.1. On peut noter que Shankar [102] donne seulement les valeurs absolues de ψ au centre des
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a b
c d
Fig. 5.11 – (a) Vecteur vitesse u. (b) Lignes de niveaux de la pression p. (c) Lignes de niveaux
de la vorticite´ ω. (d) Lignes de niveaux de la fonction de courant ψ pour une cavite´ carre´e
unitaire.
tourbillons. Les localisations que nous avons calcule´es sont tre`s proches aussi de celles donne´es
par Pan et Acrivos dans [90]. Notons que les localisations sont donne´es avec une erreur de
l’ordre de ±h, ou` h est le pas du maillage (h ≈ 5.8 × 10−3 pour D = 0.25 ; h ≈ 1.8 × 10−2
pour D = 0.5 ; h ≈ 1.1 × 10−2 pour D = 1. ; h ≈ 2.6 × 10−2 pour D = 2. ; h ≈ 3.6 × 10−2
pour D = 5.). Remarquons que pour D = 5.0, la valeur absolue obtenue avec DDFV pour
le 3e`me tourbillon n’est pas la meˆme que celle obtenue par Shankar. Cependant, on constate
que l’amplitude de ψ, en valeur absolue, donne´e par Shankar est divise´e par 332 (331 pour
DDFV) entre le 1er et le 2e`me tourbillon, 3, 6 (355 pour DDFV) entre le 2e`me et le 3e`me
tourbillon, puis par 37902 (376 pour DDFV) entre le 3e`me tourbillon et le 4e`me. Les rapports
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obtenus avec DDFV sont proches les uns des autres. Il est donc probable que la valeur donne´e
par Shankar soit errone´e.
Ensuite, nous montrons la formation d’un tourbillon au centre sur la figure 5.12 lorsque
Tab. 5.1 – Localisations des centres des tourbillons et valeurs de la fonction de courant ψ
obtenues par Shankar [102] et par la me´thode DDFV pour diffe´rentes profondeurs.
Profondeur Me´thode 1er 2e`me 3e`me 4e`me
tourbillon tourbillon tourbillon tourbillon
0.25 Shankar |ψ| = 0.0371
D − y = 0.0834
DDFV ψ = −0.0371
D − y = 0.0839
0.5 Shankar |ψ| = 0.0731
D − y = 0.165
DDFV ψ = −0.0731
D − y = 0.163
1.0 Shankar |ψ| = 0.1
D − y = 0.24
DDFV ψ = −0.1
D − y = 0.238
2.0 Shankar |ψ| = 0.101 ψ = 2.26× 10−4
D − y = 0.24 D − y = 1.58
DDFV ψ = −0.101 ψ = 2.27× 10−4
D − y = 0.24 D − y = 1.58
5.0 Shankar |ψ| = 0.101 |ψ| = 3.04× 10−4 |ψ| = 8.49× 10−5 |ψ| = 2.24× 10−9
D − y = 0.24 D − y = 1.61 D − y = 3.01 D − y = 4.39
DDFV ψ = −0.101 ψ = 3.05× 10−4 ψ = −8.59× 10−7 ψ = 2.28× 10−9
D − y = 0.24 D − y = 1.62 D − y = 3. D − y = 4.33
la profondeur varie de 1.6 a` 1.9. Pour une profondeur e´gale a` D = 1.6, nous voyons claire-
ment deux tourbillons primaires de coins. Lorsque la profondeur est e´gale a` D = 1.7, nous
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remarquons que les deux tourbillons de coins se rapprochent et pour une profondeur e´gale a`
D = 1.8, nous observons un nouveau tourbillon au centre. Cette e´volution est en accord avec
[102]. Dans la table 5.2, les localisations des tourbillons du coin en bas a` gauche pour des
profondeurs e´gales a` 1.0, 1.6, 1.64 et 1.7, sont calcule´es sur des maillages non-structure´s, et
on compare les valeurs de la fonction de courant avec celles donne´es par Shankar [102]. De
nouveau, les localisations sont donne´es avec une erreur de l’ordre de ±h ( h ≈ 1.1×10−2 pour
D = 1. et h ≈ 1.7× 10−2 pour D = 1.6, D = 1.64 et D = 1.7).
a
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0.5
0 10.5
0
0.5
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0
0.5
0 10.5
0
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0
0.5
0 10.5
0
0.5
d
0
0.5
0 10.5
0
0.5
Fig. 5.12 – E´volution de la fonction de courant ψ concernant les tourbillons de coins pour
(a) D = 1.6, (b) D = 1.7, (c) D = 1.8 et (d) D = 1.9.
Cavite´ circulaire
Le second proble`me mode`le consiste en un e´coulement recirculant dans une cavite´ circu-
laire. Le rayon de la cavite´ circulaire est suppose´ eˆtre unitaire. Sur la demi-frontie`re supe´rieure,
on impose la vitesse orthoradiale uθ = 1 et la vitesse radiale ur = 0, et sur la demi-frontie`re
infe´rieure, uθ = ur = 0. Notons que puisque le champ de vecteurs (uj)j∈[1,J ] est de´fini sur les
cellules-diamants, il n’y a pas de proble`me de de´finition de u aux points singuliers (−1, 0) et
(1, 0).
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Tab. 5.2 – Localisations des tourbillons primaires de coins et valeurs de la fonction de courant
obtenues par Shankar [102] et par la me´thode DDFV pour diffe´rentes profondeurs.
Profondeur Me´thode x y ψ
1.0 Shankar − − 2.23× 10−6
DDFV 0.036 0.0422 2.32× 10−6
1.6 Shankar − − 9.62× 10−6
DDFV 0.126 0.139 9.72× 10−6
1.64 Shankar − − 1.52× 10−5
DDFV 0.16 0.16 1.53× 10−5
1.7 Shankar − − 3.07× 10−5
DDFV 0.219 0.189 3.08× 10−5
Profils horizontal et vertical de la vitesse Lorsque le maillage est arbitraire, en d’autres
termes sans condition de syme´trie, nous observons sur la figure 5.13(a) que le profil de v(x, y =
0) s’e´loigne des valeurs attendues (qui sont 12x) pre`s des singularite´s (voir [110]). Ce de´faut
disparaˆıt lorsque l’on utilise un maillage non-structure´ qui est syme´trique par rapport a` l’axe
horizontal y = 0, comme illustre´ sur la figure 5.13(b). Ainsi, dans la suite, nous ferons les
calculs sur des maillages non-structure´s qui sont syme´triques selon l’axe horizontal y = 0.
a
v
−1
−0.5
 0
 0.5
 1
−1 −0.5  0  0.5  1
x
  N=200
b
v
−1
−0.5
 0
 0.5
 1
−1 −0.5  0  0.5  1
x
  N=200
Fig. 5.13 – (a) Profil de vitesse v(x, y = 0) pour un maillage non-structure´. (b) Profil de
vitesse v(x, y = 0) pour un maillage syme´trique selon l’axe y = 0.
La figure 5.14 montre le profil de u(x = 0, y) pour des maillages non-structure´s avec
N = 16 et N = 200 points le long de x = 0, ainsi que la solution exacte. On note que le calcul
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sur le maillage grossier donne de´ja` une bonne approximation de ce profil.
y
−1
−0.5
 0
 0.5
 1
−1 −0.5  0  0.5  1
solution
u
N=200
N=16  
Fig. 5.14 – Comparaison des profils de vitesse u(x = 0, y).
Lignes de niveaux associe´es a` la solution La figure 5.15 montre le champ de vitesse u
et les lignes de niveaux de la pression p, de la vorticite´ ω et de la fonction de courant ψ pour
un maillage qui est syme´trique par rapport a` l’axe horizontal y = 0. Plus pre´cise´ment, nous
avons repre´sente´ 10 (resp. 250) lignes de niveaux uniforme´ment re´parties entre les valeurs
minimale et maximale pour la fonction de courant ψ (resp. la vorticite´ ω). D’autre part,
en ce qui concerne la pression p, nous avons repre´sente´ 250 lignes de niveaux uniforme´ment
re´parties entre −100 et 100. Cependant, nous notons que l’apparence du profil u(x = 0, y) de
la composante x de la vitesse et les lignes de niveaux de la pression p, de la vorticite´ w et de
la fonction de courant ψ sont les meˆmes lorsque le maillage est non-structure´ sans condition
de syme´trie. Les re´sultats nume´riques sont en accord avec ceux donne´s par [110].
5.3.3 Conditions aux limites mixtes
Ici, nous illustrons la section 5.2.3 avec les conditions mixtes u = σ sur ΓD, et u ·
n = σ et ∇ × u = ωd sur ΓN . Le domaine de calcul est Ω1 =]0, 1[2 (avec ΓD = ({0} ×
[0, 1[)
⋃
([0, 1[×{0}) et ΓN = ({1} × [0, 1])
⋃
([0, 1] × {1})) ou Ω2 =] − 1/2; 1/2[2 (avec ΓD =
({−1/2}×[−1/2, 1/2[)⋃([−1/2, 1/2[×{−1/2}) et ΓN = ({1/2}×[−1/2, 1/2])⋃([−1/2, 1/2]×
{1/2})), et les donne´es et conditions aux limites sont choisies de telle sorte que la solution
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a b
c d
Fig. 5.15 – (a) Vecteur vitesse u. (b) Lignes de niveaux de la pression p. (c) Lignes de
niveaux de la vorticite´ ω. (d) Lignes de niveaux de la fonction de courant ψ pour un maillage
non-structure´ qui est syme´trique par rapport a` l’axe horizontal y = 0.
exacte est donne´e par
û1 =
 exp(x) cos(πy)
x sin(πy) + cos(πx)
 et p̂1 = xy exp(x) cos(πy) (5.49)
ou
û2 =
 −2000y(y − 1)(2y − 1)x2(x− 1)2
2000x(x− 1)(2x− 1)y2(y − 1)2
 et p̂2 = 100 (x2 + y2) + c , (5.50)
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ou` c est une constante choisie de telle sorte que
∫
Ω p̂2(x) dx = 0. Les deux premiers maillages
de chacune des familles sont les meˆmes que ceux repre´sente´s sur les figures 5.4, 5.5 et 5.6 sauf
que nous n’avons raffine´ que les cellules primales situe´es sur ΓD afin de satisfaire l’hypothe`se
5.2.
Maillages triangulaires
Sur la famille de maillages triangulaires, l’ordre de convergence, d’apre`s la Fig. 5.16, semble
eˆtre 2 pour la vitesse et au moins 1 pour la pression et la vorticite´.
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Fig. 5.16 – Convergence de la vitesse, de la pression et de la vorticite´ pour des maillages non
structure´s (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur Ω2. (c) (û2, p̂2) sur Ω1. (d) (û2, p̂2) sur Ω2.
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Maillages non-conformes
Sur la famille de maillages avec une non-conformite´ au centre, nous obtenons, d’apre`s la
Fig. 5.17, au moins de l’ordre 1.5 pour la vitesse et au moins de l’ordre 1 pour la pression et
pour la vorticite´. Sur la famille de maillages fortement non-conformes, il semble, d’apre`s la
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Fig. 5.17 – Convergence de la vitesse, de la pression et de la vorticite´ pour des maillages avec
une non-conformite´ au centre (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur Ω2. (c) (û2, p̂2) sur Ω1. (d)
(û2, p̂2) sur Ω2..
Fig. 5.18, qu’on ait une perte en pre´cision, puisque nous observons un ordre 1 pour la vitesse
et un ordre de 0.5 pour la pression et la vorticite´ dans tous les cas.
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Fig. 5.18 – Convergence de la vitesse, de la pression et de la vorticite´ pour des maillages
fortement non-conformes (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur Ω2. (c) (û2, p̂2) sur Ω1. (d)
(û2, p̂2) sur Ω2.
5.4 Conclusion
Nous avons propose´ une me´thode de volumes finis pour les e´quations de Stokes avec des
conditions aux limites standard et non-standard. Les conditions aux limites non-standard sont
traite´es par la formulation tourbillon-vitesse-pression des e´quations de Stokes, pour laquelle la
me´thode de volumes finis a e´te´ applique´e avec succe`s sur des maillages non-structure´s et non-
conformes. Les re´sultats nume´riques montrent un ordre de convergence de 1 pour la vitesse,
le gradient de pression et le gradient de la vorticite´, et un ordre de convergence de 2 pour
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la pression et la vorticite´, tandis qu’une super-convergence d’ordre 1.5 pour les gradients de
pression et de vorticite´ et un ordre 2 pour la vitesse sont obtenus sur des maillages re´guliers
(avec un possible raffinement local). Ces ordres de convergence peuvent eˆtre explique´s (jusqu’a`
un certain point) par les re´sultats the´oriques du chapitre 3 [40]. D’autre part, les conditions
au bord standard de Dirichlet sur la vitesse sont traite´es a` travers la formulation vitesse-
pression usuelle du proble`me de Stokes. Sur les maillages triangulaires ou sur les maillages
re´guliers localement non-conformes, la convergence nume´rique a e´te´ observe´e avec un ordre
d’au moins 1 pour la pression et pour la vorticite´, et un ordre 2 pour la vitesse. Sur les
maillages fortement non-conformes, nous observons une perte de pre´cision, meˆme si le sche´ma
converge encore. Des applications aux cavite´s rectangulaire et circulaire a` paroi de´filante ont
e´te´ pre´sente´es ; elles conduisent a` des re´sultats nume´riques qui sont en accord avec diffe´rents
benchmarks. Enfin, pour les conditions aux limites mixtes, les ordres de convergence obtenus
sont similaires a` ceux obtenus pour les conditions au bord standard.
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Chapitre 6
Le sche´ma dual pour Stokes
Ce chapitre s’inspire du rapport de stage de DEA de Lekbir Afraites [2] dans lequel il e´tudie
un sche´ma dual pour le proble`me de Stokes. Lekbir Afraites et Pascal Omnes montrent que
ce sche´ma dual admet une unique solution pour des maillages triangulaires conformes. Nous
donnons ici les principaux re´sultats de ce rapport ainsi que des arguments supple´mentaires
lie´s a` la fonction de courant et a` la de´composition de Hodge qui nous ont incite´s a` abandonner
ce sche´ma. De plus, nous avons imple´mente´ ce sche´ma et nous l’avons teste´, en utilisant un
Bicgstab, sur d’autres cas tests que ceux fournis dans [2] et obtenus avec un gradient conjugue´.
Nous ve´rifions e´galement que le sche´ma dual admet une solution unique sur certains maillages
quadrangulaires non-conformes, donc autres que des maillages triangulaires conformes, sans
pour autant donner de principe d’existence et d’unicite´ dans le cas ge´ne´ral. Ce chapitre est
purement informatif et peut eˆtre vu comme une re´flexion sur les raisons qui nous ont pousse´es,
au cours de cette the`se, a` pre´fe´rer le sche´ma du chapitre 5.
6.1 Introduction
Dans le chapitre 5, nous avons choisi de discre´tiser la vitesse sur les cellules-diamants, et
la pression sur les cellules primales et duales. Par de´finition du principe de dualite´ discre`te
de la me´thode DDFV, ce choix nous a conduit a` inte´grer l’e´quation −∆u +∇p = f sur les
cellules-diamants. On pourrait se demander pourquoi nous n’avons pas choisi le sche´ma dual,
c’est a` dire de poser les inconnues de vitesse sur les cellules primales et duales, et les inconnues
de pression sur les cellules diamants. Ainsi, on aurait discre´tise´ l’ope´rateur laplacien sur les
cellules primales et duales, comme dans [40] et [36] (qui correspond au chapitre 3 de cette
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the`se). Malheureusement, dans le cas du proble`me de Stokes, cette configuration pre´sente,
certes, de bonnes proprie´te´s, mais elle apporte aussi de tre`s gros inconve´nients que nous al-
lons expliquer dans ce chapitre et pour lesquels nous avons pre´fe´re´ opter pour le sche´ma de´crit
dans le chapitre 5.
Pour commencer, il est ne´cessaire d’introduire deux nouveaux ope´rateurs : l’ope´rateur gra-
dient discret sur les cellules primales et duales, ainsi que l’ope´rateur divergence discre`te sur
les cellules-diamants.
On approche l’ope´rateur gradient d’un scalaire p de´fini par ses valeurs pj , ∀j ∈ [1, J ] sur
les cellules-diamants par l’ope´rateur gradient discret ∇T,Ph :
De´finition 6.1 L’ope´rateur gradient discret ∇T,Ph := (∇
T
h ,∇
P
h ) est de´fini par ses valeurs sur
les cellules primales Ti et les cellules duales Pk :
(∇Th p)i =
1
|Ti|
∑
j∈V(i)
|Aj | pj nji,
(6.1)
(∇Ph p)k =
1
|Pk|
 ∑
j∈E(k)
(
|A′j1 | n
′
jk1 + |A
′
j2 | n
′
jk2
)
pj +
∑
j∈E(k)∩[J−JΓ+1,J ]
1
2
|Aj | pj nj
 .
L’ope´rateur ∇T,Ph d’un scalaire agit de R
J dans (RI)2 × (RK)2.
Ensuite, pour un champ de vecteurs u donne´ par ses valeurs (uTi ,u
P
k )i∈[1,I+JΓ],k∈[1,K], nous
e´crivons la de´finition de la divergence discre`te ∇Dh · :
De´finition 6.2 L’ope´rateur divergence discre`te∇Dh · est de´fini par ses valeurs sur les cellules-
diamants Dj :
(∇Dh · u)j :=
1
2 |Dj |
{[
uPk2 − uPk1
] · |A′j |n′j + [uTi2 − uTi1] · |Aj |nj} . (6.2)
Cette de´finition de la divergence discre`te sur les cellules-diamants ne ne´cessite que la connais-
sance des valeurs de u aux noeuds du maillage primal et du maillage dual. L’ope´rateur ∇Dh ·
agit donc de (RI+J
Γ × RK)2 dans RJ .
De plus, ces deux ope´rateurs sont adjoints par la formule de Green discre`te :
(∇Dh · u, p)D = (u,∇T,Ph p)T,P + (u · n, p)Γ,h, (6.3)
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en re´e´crivant bien suˆr les produits scalaires (2.2) et (2.3) pour des vecteurs ou des scalaires
et en de´finissant le “produit scalaire” frontie`re par
(u · n, p)Γ,h :=
∑
j∈Γ
|Aj | pj × 1
4
(
uPk1(j) + 2u
T
i2(j)
+ uPk2(j)
)
· nj . (6.4)
6.2 Discre´tisation du proble`me
Inte´ressons nous maintenant au proble`me de Stokes (5.1)-(5.2)-(5.3). On discre´tise le vec-
teur vitesse u sur les cellules primales et duales par (ui,uk)i∈[1,I+JΓ],k∈[1,K], tandis que la
pression p est de´finie sur les cellules-diamants (pj)j∈[1,J ].
L’e´quation −∆u +∇p = f est inte´gre´e sur toutes les cellules primales et duales. L’e´quation
∇ · u = g est quant a` elle inte´gre´e sur toutes les cellules-diamants tandis que les conditions
aux limites u = σ sont discre´tise´es de manie`re faible sur les cellules-diamants du bord :
−(∇Th ·∇Dh u)i + (∇Th p)i = fTi , ∀i ∈ [1, I], (6.5a)
−(∇Ph ·∇Dh u)k + (∇Ph p)k = fPk , ∀k ∈ [1,K], (6.5b)
(∇Dh · u)j = gDj , ∀j ∈ [1, J ], (6.5c)
1
4
(
uk1(j) + 2 ui2(j) + uk2(j)
)
= σj , ∀j ∈ [J − JΓ + 1, J ], (6.5d)∑
j∈[1,J ]
|Dj | pj = 0, (6.5e)
ou` fTi , f
P
k et g
D
j sont respectivement les valeurs moyennes de f (qui est un champ de vecteurs
a` deux composantes) sur les cellules primales et duales, et de g sur les cellules diamants :
fTi =
1
|Ti|
∫
Ti
f(x) dx, fPk =
1
|Pk|
∫
Pk
f(x) dx, gDj =
1
|Dj |
∫
Dj
g(x)dx et σj =
1
|Aj |
∫
Aj
σ(ξ)dξ.
(6.6)
On remarque que les e´quations (6.5a) et (6.5b) sont lie´es puisque∑
i∈[1,I]
|Ti|
[−(∇Th ·∇Dh u)i + (∇Th p)i] = ∑
k∈[1,K]
|Pk|
[−(∇Ph ·∇Dh u)k + (∇Ph p)k]
=
∑
j∈Γ
|Aj |
[
(∇Dh u)j · nj + pj nj
]
,
ce qui implique ne´cessairement la relation de compatibilite´ suivante∑
i∈[1,I]
|Ti| fTi =
∑
k∈[1,K]
|Pk| fPk . (6.7)
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Cette relation est vraie graˆce a` (6.6) puisque ces deux sommes valent
∫
Ω f(x) dx. Dans la
pratique, lorsque fTi et f
P
k ne sont pas calcule´s de fac¸on exacte (par exemple, par une formule
de quadrature) comme dans (6.6), la relation (6.7) nous conduit a` projeter le vecteur f sur
l’espace des fonctions de dimension 2(I + K) − 2 en remplac¸ant fTi par f˜Ti = fTi − c et fPk
par f˜Pk = f
P
k + c avec c =
∑
i∈[1,I] |Ti|fTi −
∑
k∈[1,K] |Pk|fPk
2|Ω| , de telle sorte que
∑
i∈[1,I]
|Ti| f˜Ti =
∑
i∈[1,I]
|Ti| fTi − |Ω| c =
∑
i∈[1,I] |Ti| fTi +
∑
k∈[1,K] |Pk| fPk
2
et ∑
k∈[1,K]
|Pk| f˜Pk =
∑
k∈[1,K]
|Pk| fPk − |Ω| c =
∑
i∈[1,I] |Ti| fTi +
∑
k∈[1,K] |Pk| fPk
2
.
D’autre part, les e´quations (6.5c) et (6.5d) sont lie´es puisque∑
j∈[1,J ]
|Dj | (∇Dh · u)j =
∑
j∈Γ
|Aj |
4
(
uk1(j) + 2 ui2(j) + uk2(j)
)
· nj ,
ce qui implique la relation de compatibilite´∑
j∈[1,J ]
|Dj | gDj =
∑
j∈[J−JΓ+1,J ]
|Aj | σj · nj . (6.8)
En pratique, lorsque gDj et σj ne sont pas calcule´s de fac¸on exacte comme dans (6.6),
on projette la fonction scalaire g sur l’espace de dimension J − 1 en remplac¸ant g par
g˜Dj = g
D
j − d avec d =
∑
j∈[1,J ] |Dj | gDj −
∑
j∈Γ |Aj | σj · nj
|Ω| , de telle sorte que∑
j∈[1,J ]
|Dj | g˜Dj =
∑
j∈[1,J ]
|Dj | gDj − |Ω| d =
∑
j∈[J−JΓ+1,J ]
|Aj | σj · nj .
Nous allons voir dans la suite que montrer l’existence et l’unicite´ de la solution du sche´ma
(6.5) n’est pas aise´. En effet, nous ne savons pas montrer l’injectivite´ de l’ope´rateur gradient
∇
T,P
h lie´ a` la pression en ge´ne´ral.
6.3 Existence et unicite´ de la solution dans le cas de triangles
conformes
Le syste`me line´aire comporte 2(I + JΓ +K) + J inconnues provenant des 2(I + JΓ +K)
inconnues de vitesse et des J inconnues de pression. D’autre part, nous avons 2(I +K) + J +
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2JΓ +1−3 e´quations inde´pendantes compte tenu des trois relations (6.7) et (6.8) (f e´tant un
vecteur a` deux composantes et g un scalaire). Il nous manque donc deux e´quations pour avoir
un syste`me carre´. Nous proposons les deux relations suivantes
∑
i∈[1,I]
|Ti| uTi =
∑
k∈[1,K]
|Pk| uPk
(rappelons que u a deux composantes) dont chacun des membres peut eˆtre interpre´te´ comme
une discre´tisation de
∫
Ω u(x)dx.
Maintenant, le syste`me pre´sente autant d’e´quations que d’inconnues. Pour montrer l’existence
et l’unicite´ de la solution discre`te du proble`me, on peut par exemple montrer l’injectivite´ du
syste`me.
Supposons que fTi = 0, f
P
k = 0, g
D
j = 0 et σj = 0. En multipliant l’e´quation (6.5a) (resp.
l’e´quation (6.5b)) par |Ti|uTi (resp. |Pk|uPk ) et en sommant sur les i ∈ [1, I] (resp. k ∈ [1,K]),
on obtient :
−(∇T,Ph ·∇Dh u,u)T,P + (∇T,Ph p,u)T,P = 0.
En appliquant ensuite la formule de Green discre`te (2.13), en l’adaptant a` des vecteurs, et la
formule de Green (6.3) ve´rifie´e par les nouveaux ope´rateurs, l’e´quation pre´ce´dente se re´e´crit :
(∇Dh u,∇
D
h u)D − (∇Dh u · n,u)Γ,h − (p,∇Dh · u)D + (p n,u)Γ,h = 0.
Puisque gDj = 0 et σj = 0, il reste (∇
D
h u,∇
D
h u)D = 0 ce qui implique (∇
D
h ux)j = (∇
D
h uy)j =
0, ∀j ∈ [1, J ], et on en de´duit que
uTi = c
T , ∀i ∈ [1, I + JΓ] et uPk = cP , ∀k ∈ [1,K],
ou` cT et cP sont deux vecteurs constants. Et puisque
∑
i∈[1,I] |Ti| uTi =
∑
k∈[1,K] |Pk| uPk ,
ne´cessairement cT = cP et graˆce a` l’e´quation (6.5d), on en de´duit que cT = cP = 0, soit :
uTi = 0, ∀i ∈ [1, I + JΓ] et uPk = 0, ∀k ∈ [1,K].
Nous allons maintenant nous inte´resser a` la pression. Rappelons que l’ope´rateur ∇T,Ph est
de´fini par :
(∇Th p)i =
1
|Ti|
∑
j∈V(i)
|Aj |pjnji,
(∇Ph p)k =
1
|Pk|
 ∑
j∈E(k)
(
|A′j1 | n
′
jk1 + |A
′
j2 | n
′
jk2
)
pj +
∑
j∈E(k)∩[J−JΓ+1,J ]
1
2
|Aj |pjnj
 .
Compte tenu de la de´finition de l’ope´rateur ∇T,Ph , chaque composante de celui-ci re´sulte
d’une combinaison line´aire des pj . L’injectivite´ de l’ope´rateur ∇
T,P
h n’est donc pas claire, ce
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qui pose un se´rieux proble`me pour montrer l’unicite´ de la pression et faire l’analyse the´orique
de ce sche´ma. En fait, Lekbir Afraites et Pascal Omnes [2] n’ont re´ussi a` montrer l’unicite´
de la pression que dans le cas des maillages triangulaires conformes. En effet, conside´rons
un e´le´ment Ti du maillage primal. Pour simplifier les notations, nous nume´rotons localement
chacune des areˆtes de Ti par α = {1, 2, 3}. Ainsi, nous avons :
(∇Th p)i =
1
|Ti|(p1|A1|n1 + p2|A2|n2 + p3|A3|n3)
avec |A1|n1 + |A2|n2 + |A3|n3 = 0 donc
(∇Th p)i = 0 ⇒ (p1 − p3)|A1|n1 + (p2 − p3)|A2|n2 = 0.
Et comme n1 et n2 ne sont pas coline´aires, nous en de´duisons que p1 = p2 = p3.
En proce´dant de la meˆme manie`re pour un e´le´ment T ′i voisin de Ti, nous obtenons e´galement
p′1 = p
′
2 = p
′
3, et du fait que p1 = p
′
1, nous avons alors p1 = p2 = p3 = p
′
2 = p
′
3.
En raisonnant de la meˆme manie`re pour les autres triangles Ti, on en de´duit de proche en
proche que les pj sont tous e´gaux a` une meˆme constante et que cette constante vaut ze´ro
graˆce a` (6.5e). Ainsi
pj = 0, ∀j ∈ [1, J ].
Plus ge´ne´ralement, Lekbir Afraites et Pascal Omnes ont montre´ le the´ore`me suivant :
The´ore`me 6.1 Si Ω est un maillage triangulaire conforme dont tous les angles sont infe´-
rieurs a` π2 , alors il existe une constante C inde´pendante du maillage telle que :
‖p‖D ≤ C ‖∇T,Ph p‖T,P .
Nous ne de´taillons pas la preuve ici puisque celle-ci est relativement longue et repose sur des
conside´rations ge´ome´triques peu inte´ressantes.
Remarquons que le raisonnement que nous avons tenu ne fonctionne pas de`s qu’il y a plus de
trois coˆte´s sur un e´le´ment. En effet, nume´rotons, avec α = {1, 2, 3, 4} localement, chacune des
areˆtes de Ti suppose´ eˆtre un quadrilate`re. Alors, nous avons
(∇Th p)i =
1
|Ti|(p1|A1|n1 + p2|A2|n2 + p3|A3|n3 + p4|A4|n4)
avec |A1|n1 + |A2|n2 + |A3|n3 + |A4|n4 = 0 donc
(∇Th p)i = 0 ⇒ (p1 − p4)|A1|n1 + (p2 − p4)|A2|n2 + (p3 − p4)|A3|n3 = 0.
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En 2D, le triplet (n1,n2,n3) ne forme pas une base, ainsi nous ne pouvons pas conclure. Par
conse´quent, en dehors du cas particulier des maillages triangulaires conformes, la question de
l’existence et de l’unicite´ de la solution discre`te du proble`me reste ouverte en ge´ne´ral. D’autre
part, sur les maillages triangulaires conformes, l’uniformite´ de la condition inf-sup n’a pas e´te´
montre´e.
Remarque 6.1 Nous allons voir dans la section suivante que des tests nume´riques ont tout
de meˆme pu eˆtre faits sur des maillages de carre´s non conformes. En effet, dans certains
cas particuliers, nous pouvons quand meˆme montrer l’existence et l’unicite´ de la solution du
proble`me a` l’aide d’une illustration. Pour simplifier, plac¸ons-nous sur la grille de carre´s 3× 3
de la figure 6.1(a). En reprenant le raisonnement pre´ce´dent (montrer l’injectivite´), nous avons
uTi = 0, ∀i ∈ [1, I] et uPk = 0, ∀k ∈ [1,K]. On en de´duit, d’apre`s les e´quations (6.5a) et
(6.5b), que (∇Th p)i = 0, ∀i ∈ [1, I] et (∇Ph p)k = 0, ∀k ∈ [1,K].
a b
c d
Fig. 6.1 – Unicite´ de la pression sur une grille uniforme 3× 3.
Tout d’abord, supposons que (∇Th p)i0 = 0 sur la cellule primale carre´e Ti0 de la figure 6.2.
D’apre`s la de´finition du gradient discret, puisque les areˆtes sont de longueur e´gale et graˆce a`
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l’orientation des vecteurs normaux unitaires, on en de´duit que :−1
0
 p1 +
 0
−1
 p2 +
1
0
 p3 +
0
1
 p4 = 0,
soit p1 = p3 et p2 = p4, ce qui est repre´sente´ sur la figure 6.2 par les symboles ◦ et • sur
les areˆtes. Ainsi, en parcourant toutes les cellules primales, on en de´duit, sche´matiquement,
la figure 6.1(b). En proce´dant de manie`re analogue pour toutes les cellules duales inte´rieures
p
p
p
1
2
3
4
p
Fig. 6.2 – Valeurs de la pression sur une cellule primale (ou duale inte´rieure) lorsque le
gradient discret est nul sur celle-ci.
(qui sont carre´es), on en de´duit que ◦ = × = ¤ et • = // = ♦, ce qui est repre´sente´ sur
la figure 6.1(c). Enfin, plac¸ons nous sur une cellule duale frontie`re e´loigne´e des sommets du
domaines (par exemple), comme sur la figure 6.3. Comme pre´ce´demment, d’apre`s la de´finition
du gradient discret, puisque les areˆtes sont de longueur e´gale et graˆce a` l’orientation des
vecteurs normaux unitaires, on en de´duit que :
1
2
−1
0
 p1 +
0
1
 p2 + 1
2
1
0
 p3 + 1
2
 0
−1
 p3 + 1
2
 0
−1
 p1 = 0,
soit p1 = p2 = p3 et donc ◦ = •, ce qui est repre´sente´ sur la figure 6.1(d). Par conse´quent,
pj = c, ∀j ∈ [1, J ], ou` c est une constante re´elle. De plus, graˆce a` l’e´quation
∑
j∈[1,J ]
|Dj | pj = 0,
on en de´duit finalement que
pj = 0, ∀j ∈ [1, J ].
¤
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p
2
p
3
p
1
Fig. 6.3 – Valeurs de la pression sur une cellule duale frontie`re lorsque le gradient discret est
nul sur celle-ci.
6.4 E´quivalence avec une me´thode d’e´le´ments finis non-conformes
Dans cette section, nous allons montrer que le sche´ma (6.5), en supposant que σj = 0, ∀j ∈
JΓ dans (6.5d), est e´quivalent a` une me´thode d’e´le´ments finis non-conformes. Il faut raisonner
comme dans [40] puisque nous travaillons sur le meˆme laplacien meˆme s’il est vectoriel dans
ce cas. Posons
V =
{
(uTi ,u
P
k ) :
∑
i∈[1,I]
|Ti| uTi =
∑
k∈[1,K]
|Pk| uPk
et uPk1(j) + 2u
T
i2(j) + u
P
k2(j) = 0, ∀j ∈ [J − JΓ + 1, J ]
}
.
On de´finit un ope´rateur L injectif sur V en associant a` u ∈ V la fonction L(u) = uh ∈ Vh :=
L(V ) de´finie par
(uh)|Dj
∈ P 1(D2j ), ∀j ∈ [1, J ], (6.9)
et
uh(Miα(j)kβ(j)) =
uTiα(j) + u
P
kβ(j)
2
, ∀j ∈ [1, J ], ∀(α, β) ∈ {1, 2}2. (6.10)
Notons que la de´finition d’une fonction P 1(Dj) par ses valeurs en quatre points non aligne´s
n’est en ge´ne´ral pas possible. Mais dans le cas pre´sent, notons encore uh l’unique fonction
de´finie en (6.9) et ses valeurs (6.10) pour les couples (α, β) ∈ {1, 2}2, sauf pour le couple
(α, β) = (2, 2) (soit en trois points). Puisque uh est un polynoˆme du premier degre´, nous
pouvons e´crire
uh(Mi2k2) = uh(Mi2k1) + Mi2k1Mi2k2 ·∇uh
153
CHAPITRE 6. LE SCHE´MA DUAL POUR STOKES
et
uh(Mi1k2) = uh(Mi1k1) + Mi1k1Mi1k2 ·∇uh .
Mais puisque le quadrangle (Mi1k1 ,Mi1k2 ,Mi2k2 ,Mi2k1) est un paralle´logramme, l’e´galite´
Mi2k1Mi2k2 = Mi1k1Mi1k2 assure que
uh(Mi2k2) = uh(Mi1k2) + uh(Mi2k1)− uh(Mi1k1) .
Graˆce aux de´finitions (6.10), cette valeur vaut exactement 12
(
uTi2(j) + u
P
k2(j)
)
, ce qui assure
bien l’existence de uh de´finie par (6.9) et (6.10) applique´ aux quatre couples (α, β) ∈ {1, 2}2.
De plus, nous avons la proprie´te´ essentielle suivante :
(∇uh)|Dj
= (∇Dh u)j et (∇ · uh)|Dj = (∇
D
h · u)j , ∀j ∈ [1, J ] . (6.11)
En effet, puisque uh ∈ Vh est P 1 sur Dj , son gradient y est constant. Ainsi,
(∇uh)|Dj
=
1
|Dj |
∫
Dj
∇uh dx .
Par la formule de Green, cette quantite´ est aussi e´gale a`
(∇uh)|Dj
=
1
|Dj |
∫
∂Dj
uh(ξ)n(ξ) dξ . (6.12)
Notons que ∂Dj est compose´ de quatre segments [GiαSkβ ], sur lesquels la restriction de uh est
aussi P 1. Ainsi, les quatre inte´grales dans la formule (6.12) peuvent eˆtre e´value´es de manie`re
exacte par la re`gle du point milieu. Le milieu du segment [GiαSkβ ] est par de´finition Miαkβ ,
ou` les valeurs de uh sont donne´es par (6.10). En sommant les diffe´rentes contributions de u
T
iα
et uPkβ , nous obtenons bien (∇uh)|Dj
= (∇Dh u)j . En raisonnant de manie`re similaire, nous
obtenons e´galement (∇ · uh)|Dj = (∇Dh · u)j .
De plus, nous de´finissons
L2h0 =
ph ∈ L20(Ω) : ph(x) = ∑
j∈[1,J ]
pj θ
D
j (x)
 ,
ou` nous rappelons que θDj est la fonction caracte´ristique de Dj .
Proposition 6.1 Le sche´ma de volumes finis (6.5) est e´quivalent a` la me´thode d’e´le´ments
finis non-conformes suivante :
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Trouver (uh, ph) ∈ Vh × L2h0 tel que pour tout (vh, qh) ∈ Vh × L2h0
ah(uh,vh)− bh(vh, ph) = ℓ(vh) (6.13)
bh(uh, qh) = (g, qh) (6.14)
avec
ah(uh,vh) :=
∑
j∈[1,J ]
∫
Dj
∇uh :∇vh(x)dx , ℓ(vh) :=
∫
Ω
f v∗h(x)dx ,
bh(uh, qh) :=
∫
Ω
∇ · uh qh(x)dx , (g, qh) :=
∫
Ω
g qh(x)dx
et
v∗h(x) :=
1
2
 ∑
i∈[1,I]
vTi θ
T
i +
∑
k∈[1,K]
vPk θ
P
k
 .
Preuve Nous ne donnons qu’une ide´e de la preuve.
Soit vh ∈ Vh. Alors il existe un unique v ∈ V tel que vh = L(v). Les e´quations (6.5a) et
(6.5b) impliquent que
−(∇T,Ph ·∇Dh u,v)T,P + (∇T,Ph p,v)T,P = (f ,v)T,P . (6.15)
En appliquant successivement la formule de Green (2.13) en tenant compte de (6.5d), puis
(6.11), on en de´duit que le membre de gauche de (6.15) est e´gal au membre de gauche de
(6.13). Ensuite, par de´finition de v∗h et du fait que f
T
i (resp. f
P
k ) est la moyenne de f sur Ti,
le membre de droite de (6.15) est e´gal au membre de droite de (6.13).
D’autre part, soit qh ∈ L2h0 . Alors l’e´quation (6.5c) implique que
(∇Dh · u, qh)D = (g, qh)D.
En appliquant (6.11), on en de´duit (6.14).
Re´ciproquement, soit (uh, ph) ∈ Vh×L2h0 ve´rifiant (6.13). Alors, il existe un unique u tel que
uh = L(u) et par de´finition, u ve´rifie les conditions aux limites (6.5d) et
∑
i∈[1,I] |Ti| uTi =∑
k∈[1,K] |Pk| uPk . Soit i0 ∈ [1, I] et v de´fini par
∀i ∈ [1, I + JΓ], vTi = δi0i −
|Ti0 |
2|Ω| et ∀k ∈ [1,K], v
P
k =
|Ti0 |
2|Ω| .
Notons que v ∈ V . En partant de (6.13) applique´ a` vh = L(v), on en de´duit que
−(∇Th ·∇Dh u)i0 + (∇Th p)i0 = fTi0 .
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En raisonnant ensuite pour k0 ∈ [1,K − JΓ] avec
∀i ∈ [1, I + JΓ], vTi =
|Pk0 |
2|Ω| et ∀k ∈ [1,K], v
P
k = δ
k0
k −
|Pk0 |
2|Ω| ,
et pour k0 ∈ [K − JΓ + 1,K] avec
∀i ∈ [1, I + JΓ], vTi = −
1
2
(
δ
i1(k0)
i + δ
i2(k0)
i
)
+
|Pk0 |
2|Ω| et ∀k ∈ [1,K], v
P
k = δ
P
k −
|Pk0 |
2|Ω| ,
on obtient
−(∇Ph ·∇Dh u)k + (∇Ph p)k0 = fPk0 .
Enfin, pour j0 ∈ [1, J ] et q ∈ L2h0 tels que
∀j ∈ [1, J ] qj = δj0j −
|Dj0 |
|Ω| ,
on en de´duit que
(∇Dh · u)j0 = gj0 .
¤
6.5 Calcul de la fonction de courant ψ
Pour les ope´rateurs continus, la vitesse et la fonction de courant (qui, soulignons le, est
une fonction scalaire) sont lie´es par la relation suivante : u = ∇ × ψ. En ce qui concerne le
sche´ma DDFV dual discret, les inconnues de vitesse (uTi ,u
P
k )i∈[1,I+JΓ], k∈[1,K] se situent sur
les cellules primales et duales. Selon le principe de dualite´ de la me´thode DDFV, il est donc
naturel de de´finir les inconnues lie´es a` ψ sur les cellules-diamants. On de´finit donc un nouvel
ope´rateur rotationnel vecteur d’un scalaire sur les cellules-diamants :
(∇Th × ψ)i : =
1
|Ti|
∑
j∈V(i)
|Aj |ψj τji ,
(∇Ph × ψ)k : =
1
|Pk|
 ∑
j∈E(k)
(
|A′j1 | τ
′
jk1 + |A
′
j2 | τ
′
jk2
)
ψj +
∑
j∈E(k)∩[J−JΓ+1,J ]
1
2
|Aj |ψjτj
 .
Comme pour l’ope´rateur∇T,Ph , on peut montrer l’injectivite´ de cet ope´rateur sur des maillages
triangulaires. En revanche, elle n’est pas garantie dans les autres cas, si bien que nous n’avons
pas ne´cessairement l’existence et l’unicite´ d’un ψ ve´rifiant u =∇T,Ph × ψ.
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6.6 De´composition de Hodge
Enfin, pour la de´composition de Hodge (2.23), on se heurte, encore une fois, au proble`me
de l’injectivite´ de l’ope´rateur ∇T,Ph et de l’ope´rateur ∇
T,P
h × que nous avons de´finis ci-dessus.
E´crivons tout de meˆme la de´composition de Hodge :
uT,Pi,k = (∇
T,P
h φ)i,k + (∇
T,P
h × ψ)i,k, ∀i ∈ [1, I],∀k ∈ [1,K],
ψj = 0 sur Γ0 et ψj = cq sur Γq, ∀j ∈ [1, Q],∑
j∈[1,J ]
|Dj | φj = 0.
Pour des domaines non-simplement connexes, la formule d’Euler ne joue pas en notre faveur
dans ce sens puisque le nombre d’inconnues pour (φj)j∈[1,J ], (ψj)j∈[1,J ] et (cq)q∈[1,Q] serait
2J +Q, ce qui par la formule d’Euler (2.24) est encore e´gal a` 2(I+K)+3Q−2. D’autre part,
on de´nombre 2(I + K) + JΓ + 1 e´quations. Donc il n’y a aucune raison pour que le nombre
d’e´quations soit e´gal au nombre d’inconnues. De plus, les ope´rateurs ∇T,Ph et ∇
T,P
h × ne sont
pas orthogonaux puisque (∇Dh ·∇T,Ph × •) 6= 0 en ge´ne´ral.
6.7 Re´sultats nume´riques
Sauf indication contraire, le domaine de calcul est Ω = [0, 1]2. Nous choisissons f , g et σ
de telle sorte que la solution exacte du proble`me est donne´e par :
û =
 exp(x) cos(πy)
x sin(πy) + cos(πx)
 et p̂ = xy exp(x) cos(πy) + c,
le re´el c e´tant choisi afin que
∫
Ω p̂ = 0.
L’erreur discre`te relative L2 de la vitesse sur les cellules primales et duales est mesure´e par la
formule suivante :
e2(h) :=
1
2
[∑
i |Ti| |uTi − (Πû)Ti |2 +
∑
k |Pk| |uPk − (Πû)Pk |2
]
1
2
[∑
i |Ti| |(Πû)Ti |2 +
∑
k |Pk| |(Πû)Pk |2
] ,
ou` ∀i ∈ [1, I], (Πû)Ti = û(Gi) et ∀k ∈ [1,K], (Πû)Pk = û(Sk), tandis que l’erreur discre`te
relative L2 du gradient de la vitesse sur les cellules-diamants est calcule´e par :
(e1)2(h) :=
∑
j |Dj |
[((
∇
D
h ux
)
j
− (Π∇ûx)j
)2
+
((
∇
D
h uy
)
j
− (Π∇ûy)j
)2]
∑
j |Dj |
[
(Π∇ûx)
2
j + (Π∇ûy)
2
j
] ,
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ou` ∀j ∈ [1, J ], (Π∇ûx)j = (∇ûx)(Bj) et (Π∇ûy)j = (∇ûy)(Bj), ou` Bj est le centre de
gravite´ de la cellule-diamant Dj .
Nous nous sommes e´galement inte´resse´s a` la convergence de la pression p que nous avons
mesure´e en norme L2 en calculant l’erreur suivante sur les cellules-diamants :
(e0p)2(h) :=
∑
j |Dj | |pj − (Πp̂)j |2∑
j |Dj | |(Πp̂)j |2
,
ou` ∀j ∈ [1, J ], (Πp̂)j = p̂(Bj). Enfin, on mesure l’erreur du gradient de pression en calculant
la norme L2 discre`te suivante :
(e1p)2(h) :=
1
2
[∑
i |Ti| |(∇Th p)i − (Π∇p̂)i|2 +
∑
k |Pk| |(∇Ph p)k − (Π∇p̂)Pk |2
]
1
2
[∑
i |Ti| |(Π∇p̂)Ti |2 +
∑
k |Pk| |(Π∇p̂)Pk |2
] .
6.7.1 Maillages non-structure´s.
Nous testons tout d’abord la me´thode sur 6 maillages de triangles non-structure´s construits
de sorte que chaque segment du carre´ unite´ est divise´ par 5, 10, 20, 40, 80 et 160. On a montre´
que, sur ces maillages, la solution du proble`me existe et est unique. Le premier maillage de
cette famille est repre´sente´ sur la figure 6.4, avec les erreurs nume´riques (a` l’e´chelle loga-
rithmique) de la vitesse, du gradient de vitesse et de la pression. On constate que la vitesse
converge a` l’ordre 2 tandis que son gradient ainsi que la pression convergent a` l’ordre 1.
6.7.2 Maillages fortement non-conformes
Nous nous inte´ressons maintenant a` une deuxie`me famille constitue´e de maillages non-
conformes en damier. Soit n un entier. Nous de´coupons Ω en (2n + 1) × (2n + 1) carre´s
identiques. Ensuite, nous raffinons ce maillage localement en damier ; ce qui signifie qu’un
carre´ sur deux est lui-meˆme divise´ en 2n × 2n sous-carre´s identiques. Nous choisissons ici
n ∈ [1; 4]. On ve´rifie, en proce´dant de manie`re similaire (avec un peu d’astuce) a` la remarque
6.1, que la solution du proble`me existe et est unique pour ces maillages. Le premier maillage
de cette famille avec n = 1 est repre´sente´ sur la figure 6.5 (voir Fig. 3.4 pour n = 2), avec les
erreurs nume´riques (a` l’e´chelle logarithmique) de la vitesse, de son gradient et de la pression.
Comme pre´ce´demment, la vitesse converge a` l’ordre 2 tandis que son gradient ainsi que la
pression convergent a` l’ordre 1.
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Fig. 6.4 – Convergence de la pression, de la vitesse et de son gradient pour des maillages
non-structure´s.
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Fig. 6.5 – Convergence de la pression, de la vitesse et de son gradient pour des maillages
non-conformes en damier.
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6.7.3 Maillages avec une non-conformite´ locale.
Nous testons maintenant une autre famille de maillages non-conformes dont les deux pre-
miers maillages sont repre´sente´s sur la figure 6.6. Cette famille a un re´el inte´reˆt puisqu’elle
trouve des applications en physique quand les variations de la solution sont tre`s localise´es.
On ve´rifie, en proce´dant de manie`re similaire (avec un peu d’astuce) a` la remarque 6.1, que la
solution du proble`me existe et est unique pour ces maillages. Nous remarquons sur la figure
6.7 que la vitesse (resp. son gradient) converge une fois de plus a` l’ordre 2 (resp. a` l’ordre 1).
Compte tenu de la structure particulie`re de ce maillage, on observe une super-convergence
sur la pression puisqu’elle converge a` l’ordre 1.5 et son gradient a` l’ordre 0.5.
Fig. 6.6 – Maillages raffine´s au centre.
6.7.4 Maillages non-simplement connexes.
Pour terminer, nous conside´rons un domaine non-simplement connexe Ω = [0, 1]2\[1/3, 2/32]
maille´ par des triangles non-structure´s, en divisant chaque areˆte de la frontie`re exte´rieure par
6, 12, 24, 48 et 96, et chaque areˆte de la frontie`re inte´rieure par 2, 4, 6, 8, 16, 32. Nous
avons montre´ que la solution du proble`me discret existe et est unique pour des maillages
triangulaires. Le premier maillage est repre´sente´ sur la figure 6.8. Comme pour les familles
de maillages non-structure´s ou non-conformes en damier, on observe que la vitesse converge a`
l’ordre 2. Le gradient de vitesse converge a` l’ordre 1 tandis que la pression converge a` l’ordre
1.5.
6.7.5 Conclusion
Nous avons obtenu d’excellents re´sultats nume´riques avec ce sche´ma sur les familles de
maillages que nous avons utilise´es. De plus, on ve´rifie qu’il est e´quivalent a` une me´thode
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Fig. 6.7 – Convergence de la vitesse, de la pression et de leurs gradients respectifs pour des
maillages raffine´s au centre.
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Fig. 6.8 – Convergence de la pression, de la vitesse et de son gradient pour des maillages
non-simplement connexes.
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d’e´le´ments finis non-conformes, meˆme si, pour l’instant, cela n’a pas aide´ Pascal Omnes et
Lekbir Afraites a` faire l’analyse de convergence. Cependant, il pre´sente aussi de tre`s gros
de´fauts puisqu’il fait intervenir beaucoup d’ope´rateurs compare´ au chapitre 5, et en particulier,
l’ope´rateur∇T,Ph dont on ne sait montrer l’injectivite´ que dans le cas de maillages triangulaires
conformes (et quelques maillages de carre´s conformes ou non conformes), ce qui rend l’analyse
difficile puisque l’existence et l’unicite´ de la solution du proble`me ne sont pas claires en ge´ne´ral.
D’autre part, la de´composition de Hodge discre`te est mise en de´faut. Pour toutes ces raisons,
nous n’avons pas retenu ce sche´ma pour traiter le proble`me de Stokes ou plus ge´ne´ralement,
les proble`mes de me´canique des fluides.
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Chapitre 7
Extension au proble`me de
Navier-Stokes et
pre´conditionnement
7.1 Introduction
Dans ce chapitre, nous conside´rons la re´solution nume´rique des e´quations de Navier-Stokes
bidimensionnelles, discre´tise´es par la me´thode DDFV, et le pre´conditionnement du proble`me
line´arise´. La partie pre´conditionnement s’est faite en collabortaion avec Delphine Jennequin
[70] et une partie de ce chapitre est tire´e de [37].
L’inte´reˆt pour la discre´tisation des e´quations de Stokes et de Navier-Stokes par des sche´mas
de volumes finis s’est accru ces dernie`res anne´es (voir par exemple [50, 20, 93, 106, 101]).
En effet, leurs proprie´te´s de conservation [92] font de ces me´thodes de bonnes candidates
pour la simulation de la turbulence dans des ge´ome´tries complexes [81, 78]. Deux classes de
me´thodes de volumes finis sont principalement utilise´es pour les e´quations de Navier-Stokes :
les sche´mas base´s sur des maillages colocalise´s, et ceux base´s sur les maillages de´cale´s. Dans
les sche´mas utilisant des maillages colocalise´s, les inconnues de vitesse et de pression sont
situe´es au centre des cellules. L’approche la plus classique est la me´thode introduite par Rhie
et Chow [99] avec correction sur la pression, et de re´centes ame´liorations ont e´te´ donne´es par
[93, 76]. L’inte´reˆt majeur des grilles colocalise´es provient du fait que les sche´mas obtenus en
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2D s’e´tendent facilement en 3D [93]. En ce qui concerne les sche´mas avec grilles de´cale´es,
des localisations diffe´rentes sont utilise´es pour les inconnues de vitesse et de pression. On
peut poser les inconnues de pression au centre des cellules et les composantes normales de
la vitesse au milieu des areˆtes. En particulier, le sche´ma MAC (Marker and Cell) de´veloppe´
initialement par Harlow & Welch [58] sur des grilles rectangulaires de´cale´es est tre`s populaire
(voir aussi Patankar [91]). Il est aussi possible de poser les inconnues de pression aux centres et
le vecteur vitesse sur les areˆtes du maillage triangulaire [63]. Cette liste n’est pas exhaustive,
mais il faut retenir que les me´thodes de volumes finis classiques s’appliquent sur des maillages
avec des contraintes d’orthogonalite´ telles que les grilles rectangulaires ou sur des maillages
dits ”admissibles” (voir [48, Def. 9.1]), qui peuvent eˆtre vus comme une ge´ne´ralisation des
maillages de Delaunay-Vorono¨ı. Cependant, dans les proble`mes courants avec des ge´ome´tries
complexes, on a parfois besoin de grilles avec des raffinements non-conformes localise´s. La
recherche s’est oriente´e dans ce sens pour e´tendre les me´thodes sur grilles de´cale´es a` des
grilles non-uniformes [108].
Dans ce qui suit, nous nous focalisons sur la me´thode de volumes finis en dualite´ discre`te
de´crite dans [40] pour le proble`me de Laplace et qu’on appelle me´thode DDFV [35]. Le
principal inte´reˆt de cette me´thode de volumes finis sur grilles de´cale´es, est qu’elle s’applique sur
presque tous les maillages (non-structure´s et non-conformes) sans contrainte d’orthogonalite´.
Ensuite, cette me´thode est e´tendue dans le chapitre 3 au proble`me Div-Rot, et peut eˆtre
vue comme une ge´ne´ralisation, sur des maillages arbitraires, de la me´thode de covolumes
de´veloppe´e par Nicolaides [85, 86] sur des maillages de Delaunay-Vorono¨ı. Enfin, dans le
chapitre 5, on a e´tudie´ le proble`me de Stokes avec des conditions aux limites standard (5.3)
mais aussi non-standard (5.4) a` (5.7), et nous e´tendons ici ce travail aux e´quations de Navier-
Stokes avec des conditions aux limites de Dirichlet : e´tant donne´s f et g, trouver (u, p) tels
que 
−ν∆u + (u ·∇)u +∇p = f , dans Ω
∇ · u = 0, dans Ω,
u = 0, sur ∂Ω,∫
Ω p(x) dx = 0,
(7.1)
ou` Ω est un domaine ouvert et borne´ de R2 avec une frontie`re lipschitzienne. Notons que le
membre de droite satisfait la condition de compatibilite´ :∫
Ω
∇ · u(x) dx =
∫
Γ
u(ξ) · n(ξ) dξ = 0. (7.2)
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La formulation rotationnelle est parfois utilise´e pour des discre´tisations sur des grilles non-
structure´es de´cale´es [92, 78]. Pour des ope´rateurs continus, −∆u peut se re´e´crire
−∆u =∇×∇× u−∇∇ · u .
D’autre part, on utilise la formulation rotationnelle de u ·∇u :
(u ·∇)u = (∇× u) u× ez +∇(u
2
2
) , (7.3)
ou` u× ez = −(uy,ux)T en prenant ux et uy les deux composantes du vecteur u = (ux,uy),
pour lequel nous associons la pression de Bernoulli
π = p+
u2
2
. (7.4)
Enfin, pour assurer l’unicite´ de π, on impose
∫
Ω π(x) dx = 0. Ainsi, le proble`me (7.1) peut
eˆtre transforme´ en : e´tant donne´s f et g, trouver (u, π) tels que
−ν [∇×∇× u−∇∇ · u] + (∇× u) u× ez +∇π = f , dans Ω
∇ · u = 0, dans Ω,
u = 0, sur ∂Ω,∫
Ω π(x) dx = 0.
(7.5)
Lorsque les e´quations de Navier-Stokes sont re´solues par une me´thode de type point–fixe (voir
[105]), nous devons re´soudre un syste`me line´aire a` chaque ite´ration non-line´aire, ce qui prend
la forme d’un proble`me de point–selle :A BT
B 0
u
π
 =
f
0
 . (7.6)
Ce syste`me e´tant assez difficile a` re´soudre nume´riquement, il est judicieux de recourir au
pre´conditionnement pour ne pas perdre trop de temps a` chaque ite´ration non line´aire. Ainsi,
il peut eˆtre re´solu par une me´thode d’Uzawa (on travaille tout d’abord sur l’espace de pres-
sion, puis on en de´duit la vitesse, voir plus loin) ou par un pre´conditionneur de type pression
convection-diffusion [71, 103] (on pre´conditionne le syste`me complet). Les deux me´thodes re-
quie`rent un pre´conditionneur pour le comple´ment de Schur S = −BA−1BT . En effet, il est
bien e´vident que cette matrice ne peut eˆtre construite explicitement car il est inimaginable de
calculer l’inverse de A. Dans [87, 88], Olshanskii construit un solveur pour les e´quations de
Navier–Stokes avec la forme rotationnelle. Il prouve que, quand le proble`me est discre´tise´ par
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des e´le´ments finis stables (c’est a` dire ve´rifiant la condition inf-sup), le comple´ment de Schur
est spectralement e´quivalent a` la matrice de masse de la pression. Dans [45], Elman et al. intro-
duisent un pre´conditionneur base´ sur les commutateurs approche´s. L’ide´e ge´ne´rale est qu’en
de´veloppant −(BBT )(BA−1BT )−1(BBT ), formellement, on obtient le comple´ment de Schur.
Cette me´thode peut eˆtre vue comme une extension alge´brique des pre´conditionneurs base´s
sur les commutateurs formels de´crits dans [71, 46]. Ces derniers reposent, entre autres, sur un
argument heuristique : les ope´rateurs B et A−1 commutent, d’ou` −BA−1BT ∼ −A−1(BBT ),
ou` BBT est la matrice du proble`me de Laplace. D’autre part, Olshanskii et Vassilevski [89]
introduisent une variation du pre´conditionneur d’Elman dont les performances sont inde´pen-
dantes du pas du maillage pour des nombres de Reynolds mode´re´s. Toutes ces analyses et tests
ont e´te´ faits avec des me´thodes d’e´le´ments finis ou le sche´ma aux diffe´rences finies MAC. En
fait, de nombreux pre´conditionneurs efficaces sont connus pour les proble`mes de points-selles
provenant des discre´tisations en e´le´ments finis, mais leur adaptation aux matrices issues de
discre´tisations en volumes finis n’est pas triviale et peut meˆme eˆtre impossible : par exemple,
notre cadre de travail rend le pre´conditionneur de´crit en [103] inutilisable. En effet, les pre´-
conditionneurs base´s sur les commutateurs formels ne sont pas bien de´finis sur les grilles
de´cale´es : dans notre cas, A et BBT ne vivent pas dans les meˆmes espaces et il est difficile
de re´interpre´ter A sur les cellules primales et duales. De plus, la formulation rotationnelle de
la convection est rarement utilise´e pour tester les performances des solveurs du proble`me de
point–selle issu de Navier–Stokes.
Finalement, nous comparons, par des re´sultats nume´riques, plusieurs types de pre´con-
ditionneurs qui peuvent s’adapter a` la me´thode DDFV et il ressort de cette e´tude que les
pre´conditionneurs base´s sur les commutateurs approche´s (Elman [45]) peuvent eˆtre utilise´s
comme une boˆıte noire pour re´soudre notre proble`me de point–selle.
Ce chapitre est organise´ comme suit : dans la section 7.2, nous nous focalisons sur les
e´quations de Navier-Stokes et pre´sentons leur discre´tisation. La section 7.3 est consacre´e a` la
description d’un solveur ite´ratif et de pre´conditionneurs pour le proble`me de Navier-Stokes
discret en formulation rotationnelle. Enfin, nous illustrons ce chapitre dans la section 7.4
sur des maillages non-structure´s et non-conformes, puis nous traitons le cas test de la cavite´
2D a` paroi de´filante. Enfin, nous comparons nume´riquement les performances de quelques
pre´conditionneurs adapte´s a` DDFV.
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7.2 Discre´tisation des e´quations de Navier-Stokes
7.2.1 Re´solution du proble`me d’Oseen
Nous nous inte´ressons a` l’approximation du proble`me continu non-line´aire (7.5). Dans un
processus ite´ratif (voir [105] pour quelques exemples d’algorithmes) pour re´soudre la non-
line´arite´, nous re´solvons un syste`me line´aire, appele´ proble`me d’Oseen, avec un uG donne´ :
−ν [∇×∇× u−∇∇ · u] + (∇× uG) u× ez +∇π = f , dans Ω
∇ · u = 0, dans Ω,
u = 0, sur ∂Ω,∫
Ω π(x) dx = 0.
(7.7)
Dans ce qui suit, nous supposons que le maillage primal satisfait l’hypothe`se suivante :
Hypothe`se 7.1 Nous supposons que chaque cellule primale a seulement une areˆte qui ap-
partient a` la frontie`re Γ.
Remarque 7.1 Ce n’est pas une restriction se´ve`re puisque nous pouvons toujours de´couper
les cellules frontie`res de telle sorte que le maillage re´sultant ve´rifie cette hypothe`se.
Nous cherchons l’approximation (uj)j∈[1,J ] de la vitesse u sur les cellules-diamants et l’ap-
proximation (πTi )i∈[1,I], (π
P
k )k∈[1,K] de la pression de Bernoulli π respectivement sur les cellules
primales et duales.
Nous discre´tisons la premie`re e´quation de (7.7) sur les cellules-diamants inte´rieures et la se-
conde e´quation de (7.7) sur les cellules primales et duales a` la fois. D’autre part, la condition
aux limites u = 0 est discre´tise´e sur les cellules-diamants de la frontie`re tandis que la condi-
tion sur la pression (moyenne nulle) est discre´tise´e sur les cellules primales et duales.
En vue d’un proce´de´ ite´ratif pour la re´solution des e´quations de Navier-Stokes, nous allons
supposer que les localisations des valeurs de uG sont les meˆmes que celles de u, c’est a` dire
sur les cellules-diamants. Ainsi, nous pouvons calculer ∇ × uG sur les cellules primales et
duales par (2.12). Cependant, puisque la premie`re e´quation de (7.7) est discre´tise´e sur les
cellules-diamants, nous allons utiliser la formule de quadrature suivante pour calculer ∇×uG
sur tout Dj :
(∇× uG)|Dj ≈
(∇Th × uG)i1 + (∇Th × uG)i2 + (∇Ph × uG)k1 + (∇Ph × uG)k2
4
. (7.8)
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De plus, pour toute cellule diamant Dj , nous posons :
− [∆Dh u]j = (∇Dh ×∇T,Ph × u)j − (∇Dh ∇T,Ph · u)j . (7.9)
Maintenant nous pouvons discre´tiser le proble`me continu (7.7) par le syste`me suivant :
−ν [∆Dh u]j + (∇× uG)|Dj uj × ez + (∇Dh π)j = fDj , ∀j ∈ [1, J − JΓ], (7.10)
(∇T,Ph · u)i,k = 0, ∀i ∈ [1, I],∀k ∈ [1,K], (7.11)
uj = f
D
j , ∀j ∈ [J − JΓ + 1, J ], (7.12)∑
i∈[1,I]
|Ti| πTi =
∑
k∈[1,K]
|Pk| πPk = 0, (7.13)
ou` nous avons pose´
fDj =
1
|Dj |
∫
Dj
f(x) dx, ∀j ∈ [1, J − JΓ], fDj = 0, ∀j ∈ [J − JΓ + 1, J ]. (7.14)
Comme pre´ce´demment, en notant uj = (ujx,ujy), nous avons les e´galite´s suivantes :
uj × ez = −ez × uj = (−ujy,ujx)T , ∀j ∈ [1, J − JΓ],
qui impliquent la proprie´te´ essentielle suivante, pour laquelle nous avons choisi la formulation
rotationnelle :
Proprie´te´ 7.1 Pour tout vecteur uj, le terme de convection de l’e´quation (7.10) satisfait :
(∇× uG)|Dj (uj × ez) · uj = 0, ∀j ∈ [1, J − J
Γ]. (7.15)
Proposition 7.1 Sous l’hypothe`se 7.1, la solution ((uj)j∈[1,J ], (π
T
i )i∈[1,I], (π
P
k )k∈[1,K]) de (7.10)-
(7.13) existe et est unique.
Preuve Le syste`me (7.10) a` (7.13) fournit 2(J − JΓ) + (I + K) + 2JΓ + 2 e´quations mais
les e´quations (7.11) et (7.12) ne sont pas inde´pendantes puisqu’elles satisfont une relation de
compatibilite´. En effet, la de´finition 2.3 fournit les deux relations suivantes :∑
i∈[1,I]
|Ti| (∇Th · u)Ti =
∑
k∈[1,K]
|Pk| (∇Ph · u)Pk =
∑
j∈[J−JΓ+1,J ]
|Aj | uj · nj ,
qui sont satisfaites graˆce a` (7.11), (7.12) et (7.14). D’autre part, on de´nombre 2J inconnues
de vitesse (uj)j∈[1,J ] et I + K inconnues pour la pression (π
T
i , π
P
k )i∈[1,I],k∈[1,K], soit en tout
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2J + I + K inconnues et autant d’e´quations inde´pendantes. Il reste a` prouver l’injectivite´
du syste`me. Supposons que fDj = 0, ∀j ∈ [1, J ]. En prenant le produit scalaire de l’e´quation
(7.10) avec uj , ∀j /∈ Γ, puis avec uj = 0,∀j ∈ Γ (c’est a` dire satisfaisant (7.12) et (7.14)),
nous pouvons e´crire en appliquant (7.15) :[
ν (∇Dh ×∇T,Ph × u)j − ν (∇Dh ∇T,Ph · u)j + (∇Dh π)j
]
· uj = 0, ∀j ∈ [1, J ].
En multipliant les e´quations pre´ce´dentes par |Dj | et en sommant sur tous les j ∈ [1, J ], nous
obtenons par de´finition du produit scalaire (2.3) :
−ν (∇Dh ∇T,Ph · u,u)D + ν (∇Dh ×∇T,Ph × u,u)D + (∇Dh π,u)D = 0.
Ensuite, en appliquant les formules de Green discre`tes (2.13) et (2.14) a` la ligne pre´ce´dente
avec l’e´quation (7.12) et fDj = 0, l’e´galite´ pre´ce´dente se re´e´crit
ν (∇T,Ph · u,∇T,Ph · u)T,P + ν (∇T,Ph × u,∇T,Ph × u)T,P − (π,∇T,Ph · u)T,P = 0.
Puisque (∇T,Ph · u)i,k = 0, ∀i ∈ [1, I], k ∈ [1,K], cela implique que (∇T,Ph × u)i,k = 0, ∀i ∈
[1, I], k ∈ [1,K]. D’autre part, la condition aux limites (7.12) implique que uj · nj = 0, ∀j ∈
[J − JΓ + 1, J ]. Alors, nous obtenons un proble`me Div-Rot homoge`ne pour (uj)j∈[1,J ] et il
de´coule du chapitre 3 (proposition 3.2) que
uj = 0, ∀j ∈ [1, J ]. (7.16)
Puisque uj = 0 sur toutes les cellules-diamants, l’e´quation (7.10) donne (∇
D
h π)j = 0 pour
toutes les cellules-diamants inte´rieures, ce qui, associe´ a` (2.7), implique que
πTi2(j) = π
T
i1(j)
et πPk2(j) = π
P
k1(j)
, ∀j ∈ [1, J − JΓ]. (7.17)
En d’autres termes, tous les πTi (resp. π
P
k ) sont e´gaux a` la meˆme constante c
T (resp. cP )
puisque l’hypothe`se selon laquelle les cellules primales frontie`res Ti ont seulement une areˆte
appartenant a` la frontie`re (Hyp. 7.1) assure que les noeuds frontie`res Sk sont sommets d’au
moins une cellule-diamant inte´rieure.
Finalement, l’e´quation (7.13) nous permet de conclure :
∀i ∈ [1, I], πTi = 0 et ∀k ∈ [1,K], πPk = 0. (7.18)
¤
Par conse´quent, (uj)j∈[1,J ] et (π
T
i , π
P
k )i∈[1,I],k∈[1,K] sont la solution approche´e du proble`me
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(7.7). Cependant, pour re´soudre le proble`me (7.1), nous avons besoin d’approcher la pression
p. Ainsi, une fois que (uj)j∈[1,J ] et (π
T
i , π
P
k )i∈[1,I],k∈[1,K] ont e´te´ calcule´s, nous pouvons de´duire,
en deux e´tapes, l’approximation (pTi , p
P
k )i∈[1,I],k∈[1,K] de p.
E´tape 1 : nous calculons les (p˜Ti , p˜
P
k )i∈[1,I],k∈[1,K] interme´diaires par la formule p = π −
u2
2
.
Pour e´viter les proble`mes de de´finition entre π (de´fini sur les cellules primales et duales) et
u (de´fini sur les cellules-diamants), nous avons besoin des formules de quadrature suivantes
pour calculer u˜ sur les cellules primales et duales d’apre`s (uj)j∈[1,J ] :
u˜Ti =
∑
j∈V (i) uj
Card {V (i)} et u˜
P
k =
∑
j∈E(k) uj
Card {E(k)} ,
ou` Card {V (i)} (resp. Card {E(k)}) est le nombre d’e´le´ments de l’ensemble fini V (i) (resp.
E(k)) de´fini en section 2.1.4.
Maintenant, nous pouvons calculer les (p˜Ti , p˜
P
k )i∈[1,I],k∈[1,K] interme´diaires de la manie`re sui-
vante :
p˜Ti = π
T
i −
(u˜Ti )
2
2
et p˜Pk = π
P
k −
(u˜Pk )
2
2
. (7.19)
E´tape 2 : nous projetons les valeurs (p˜Ti , p˜
P
k )i∈[1,I],k∈[1,K] de´finies par (7.19) de telle sorte que
les inconnues de pression (pTi , p
P
k )i∈[1,I],k∈[1,K] sont calcule´es par les deux formules :
pTi = p˜
T
i −
∑
i∈[1,I] |Ti| p˜Ti∑
i∈[1,I] |Ti|
et pPk = p˜
P
k −
∑
k∈[1,K] |Pk| p˜Pk∑
k∈[1,K] |Pk|
.
Ainsi, les inconnues de pression (pTi , p
P
k )i∈[1,I],k∈[1,K] satisfont∑
i∈[1,I]
|Ti| pTi =
∑
k∈[1,K]
|Pk| pPk = 0. (7.20)
7.2.2 E´criture des matrices
Dans ce qui suit, nous donnons les matrices A, B˜ et BT associe´es a` (7.10)–(7.12), et qui
composent le syste`me line´aire suivant :A BT
B˜ 0
u
π
 =
F
0
 .
Notons que, par de´finition de la formule de Green (2.13), les ope´rateurs −∇T,Ph · et ∇Dh sont
adjoints quand uj = 0, ∀j ∈ Γ. Cependant, le terme de bord de (2.13) n’est pas nul en
ge´ne´ral, ce qui implique que BT n’est pas exactement la transpose´e de B˜.
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Pour pre´conditionner, nous allons prendre en compte les poids |Dj | (resp. −|Ti|2 et −|Pk|2 ) dans
A et BT (resp. dans B˜) des produits scalaires de la section 2.1.5 de la manie`re suivante :
De´finition 7.1 La matrice A de taille 2J × 2J est de´finie par A = νL+N avec
(L•)j =
 |Dj |
[
(∇Dh ×∇T,Ph × •)j − (∇Dh ∇T,Ph · •)j
]
,∀j /∈ Γ,
|Dj | •j ,∀j ∈ Γ,
(7.21)
et
(N•)j =
 |Dj | (∇× uG)|Dj (− •jy, •jx)T ,∀j /∈ Γ,0 ,∀j ∈ Γ. (7.22)
La matrice B˜ de taille (I +K)× 2J est de´finie par
(
B˜•
)
l
=

−|Ti|
2 (∇Th · •)i , si i = l ∈ [1, I],
−|Pk|
2 (∇Ph · •)k , si k = l − I ∈ [1,K].
(7.23)
La matrice BT de taille 2J × (I +K) est de´finie par
(
BT •)
j
=
 |Dj | (∇Dh •)j ,∀j /∈ Γ,0 ,∀j ∈ Γ. (7.24)
De la meˆme manie`re, nous de´finissons le vecteur F en tenant compte des poids |Dj | :
De´finition 7.2 Le vecteur F de taille 2J est de´fini par
(F•)j =
 |Dj | fj ,∀j /∈ Γ,0 ,∀j ∈ Γ. (7.25)
Remarque 7.2 Lorsque u = σ 6= 0 au bord et ∇ · u = 0 dans Ω (voir le cas test de la cavite´
entraˆıne´e par exemple), pour re´soudre le proble`me d’Oseen, nous effectuons un rele`vement, ce
qui revient a` poser u0 = u − u˜ qui est nul au bord et dans ce cas, B˜u0 = Bu0 qui n’est pas
nul en ge´ne´ral. Ainsi, par un changement de variable, re´soudre le proble`me d’Oseen revient a`
re´soudre un proble`me de point–selle avec un second membre (F˜, g˜) perturbe´ par les conditions
inhomoge`nes : A BT
B 0
u0
π
 =
F˜
g˜
 . (7.26)
Dans la suite, nous allons e´tudier le proble`me de point-selle suivant :A BT
B 0
u
π
 =
F
g
 , (7.27)
avec u pas ne´cessairement nul au bord et g non nul en ge´ne´ral.
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7.2.3 Proble`me non-line´aire
Pour les ite´rations non-line´aires, nous allons utiliser la me´thode de quasi-Newton introduite
par Turek [105] appele´e ”adaptative fixed point defect correction method” et applique´e par
D. Jennequin dans sa the`se [70]. Turek et D. Jennequin ont observe´ que cette me´thode e´tait
robuste et efficace la plupart du temps. De plus, elle est facile a` imple´menter. Une ite´ration
est constitue´e des cinq points de´crits ci-dessous.
On suppose un−1, ωn−2 et pn−1 donne´s et on proce`de de la fac¸on suivante :
1. On calcule le re´sidu non line´aireRn−1
Sn−1
 =
A(un−1) un−1 +BT pn−1 − F
Bun−1 − g
 .
2. On re´sout A(un−1) BT
B 0
w
z
 =
Rn−1
Sn−1
 .
3. On assemble la matrice Mn−1 = A(un−1 − ωn−2w).
4. On calcule le parame`tre optimal ωn−1 qui minimise∥∥∥∥∥∥
Mn−1 BT
B 0
un−1 − ω w
pn−1 − ω z
−
F
g
∥∥∥∥∥∥
2
par la formule
ωn−1 = −
Mn−1 BT
B 0
w
z
 ,
F
g
−
Mn−1 BT
B 0
un−1
pn−1

2Mn−1 BT
B 0
w
z
 ,
Mn−1 BT
B 0
w
z

2
,
ou` (·, ·)2 est la produit scalaire euclidien.
5. On calcule un, pn par un
pn
 =
un−1
pn−1
− ωn−1
w
z
 .
Tab. 7.1 – Algorithme non-line´aire.
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Le proble`me de l’e´tape 2 est re´solu par l’algorithme du Bicgstab, de´crit dans la table
7.2, avec une tole´rance relative de 10−1. Nous arreˆtons les ite´rations non-line´aires lorsque le
re´sidu relatif est plus petit que 10−8. Nous de´marrons de la solution initiale u = 0, p = 0
pour re´soudre les e´quations de Navier-Stokes avec Re = 1. Ensuite, nous partons du re´sultat
obtenu lorsque Re = 1 pour re´soudre le proble`me avec Re = 10, et ainsi de suite.
7.3 Pre´conditionnement du proble`me de point-selle
7.3.1 La me´thode d’Uzawa
Le proble`me de point–selle A BT
B 0
u
p
 =
F
g

est e´quivalent a` la re´solution du syste`me line´aire
Au +BT p = F (7.28a)
−BA−1BT p = g −BA−1F (7.28b)
Nous appelons me´thode d’Uzawa, toute me´thode ite´rative applique´e a` l’e´quation (7.28b).
Pour acce´le´rer la convergence, nous utilisons l’algorithme du Bicgstab (voir Table 7.2). Cet
algorithme re´sout (7.28b) pre´conditionne´ a` droite par S˜. Chacune des multiplications par S˜−1
et A−1 est re´alise´e soit par un solveur direct de MUMPS (type factorisation LU comple`te)
dans une premie`re partie, soit par l’algorithme Bicgstab de SPARSKIT2 pre´conditionne´ par
une factorisation LU incomple`te dans une deuxie`me partie.
Ensuite, nous devons trouver un pre´conditionneur pour le comple´ment de Schur S =
−BA−1BT . Cette question est plus difficile et quelques re´ponses sont donne´es dans la section
suivante.
7.3.2 Pre´conditionneurs
En utilisant la de´finition des produits scalaires (2.2) et (2.3), nous pouvons de´finir les
analogues en volumes finis de la matrice de masse sur la pression et de la matrice de masse
sur la vitesse, de´finies pour les me´thodes d’e´le´ments finis. Nous notons Q la matrice de masse
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Soient Φ = g −BA−1F et S = −BA−1BT .
Donne´e initiale : p0
r = Φ− Sp0 ; r˜ = r ; ω = 1
resid = ‖r‖/‖Φ‖
for i=1, maxiter
ρ1 = (r˜, r) if ρ1 = 0, breakdown, EXIT, end if
if i = 1 then x = r
else
β =
ρ1
ρ2
α
ω
x = r + β(x− ωv)
end if
p̂ = S˜−1x
z = A−1BT p̂
v = Bz
α =
ρ1
(r˜, v)
s = r − αv
if ‖s‖ < tol ‖Φ‖, p = p+ αp̂, u = A−1(F−BT p), return p and u, end if
ŝ = S˜−1s
q = A−1BT ŝ
t = Bq
ω =
(ŝ, t)
(t, t)
p = p+ αp̂+ ωŝ
r = s− ωt
ρ2 = ρ1
if ‖r‖ < tol ‖Φ‖, u = A−1(F−BT p), return p and u, end if
if ω = 0, breakdown, EXIT, end if
end for
Tab. 7.2 – Pseudo-code pour l’algorithme du Bicgstab pre´conditionne´.
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sur la pression de´finie sur les cellules primales et duales par
∀1 ≤ l ≤ I +K, Ql,l =
 |Ti| si i = l ∈ [1, I],|Pk| si k = l − I ∈ [1,K].
La matrice de masse sur la vitesse, note´e X et associe´e a` un champ de vecteurs, est de´finie
sur les cellules-diamants par
∀1 ≤ l ≤ 2J, Xl,l =
 |Dj | si j = l ∈ [1, J ],|Dj | si j = l − J ∈ [1, J ].
Dans la litte´rature, trois sortes de pre´conditionneurs S˜−1 pour le comple´ment de Schur
S = −BA−1BT peuvent eˆtre applique´s a` notre proble`me :
• Le pre´conditionneur SIMPLE : S˜−1 = −(BÂ−1BT )−1 ou` Â est une approximation de A (en
pratique, nous prendrons la matrice diagonale de A). Notons que, pour re´soudre un proble`me
d’Oseen, on calcule BÂ−1BT une bonne fois pour toutes au de´but de l’algorithme, et il faudra
inverser cette matrice deux fois par ite´ration (voir la table 7.2). C’est le pre´conditionneur le
moins couˆteux des trois.
• Les commutateurs approche´s (appele´s me´thode BFBt, qui est la notation introduite par
Elman [45]) :
S˜−1 = −(BM−12 BT )−1(BM−12 AM−12 BT )(BM−12 BT )−1,
ou` les principaux candidats pour M2 sont la matrice identite´ I, la matrice de masse sur la
vitesse X ou la matrice diagonale de A. Notons que, pour re´soudre un proble`me d’Oseen, on
calcule BM−12 B
T une bonne fois pour toutes au de´but de l’algorithme, et il faudra inverser
cette matrice quatre fois par ite´ration (voir la table 7.2). Ce pre´conditionneur est plus couˆteux
que SIMPLE.
• Le pre´conditionneur d’Olshanskii [89] :
S˜−1 = −Q−1BL−1AL−1BTQ−1,
ou` L est l’ope´rateur Laplacien (7.21) avec des conditions de Dirichlet homoge`nes sur la fron-
tie`re. Notons que, pour re´soudre un proble`me d’Oseen, il faudra inverser la matrice L quatre
fois par ite´ration (voir la table 7.2). Ce pre´conditionneur est plus couˆteux que SIMPLE.
Elman [44] montre les performances de la me´thode BFBt sur le sche´ma aux diffe´rences
finies MAC avec des conditions aux limites de Dirichlet. Pour une vitesse de convection
175
CHAPITRE 7. EXTENSION AU PROBLE`ME DE NAVIER-STOKES ET
PRE´CONDITIONNEMENT
uG = (1, 2) (donc constante), le nombre d’ite´rations ne´cessaires pour qu’un GMRES, pre´-
conditionne´ a` droite par BFBt converge avec une tole´rance relative de 10−6, est inde´pendant
de la viscosite´ ν. En revanche, si la vitesse de convection uG = (2y(1−x2),−2x(1−y2)) (tour-
billon circulaire), alors le nombre d’ite´rations de´pend le´ge`rement de ν. Dans les deux cas, le
nombre d’ite´rations augmente le´ge`rement lorsque l’on raffine, a` une vitesse de h−1/2, ou` h est
le pas du maillage. D’autre part, Olshanskii et al. pre´sentent une comparaison inte´ressante
entre leur pre´conditionneur et le pre´conditionneur BFBt d’Elman. Pour cela, ils utilisent un
Bicgstab pre´conditionne´ (a` droite) et indiquent le nombre d’ite´rations ne´cessaires pour avoir
la convergence avec une tole´rance de 10−8, sur des cas tests en e´le´ments finis. Pour une dis-
cre´tisation par e´le´ments finis isoP2-P1, dans le cadre de la cavite´ 2D line´arise´e (uG e´tant un
tourbillon), il apparaˆıt que le nombre d’ite´rations, avec le pre´conditionneur d’Olshanskii, est
inde´pendant de h pour des nombres de Reynolds mode´re´s. D’autre part, le nombre d’ite´ra-
tions est encore inde´pendant de h lorsque la vitesse de convection uG est constante ou donne´e
par un tourbillon, avec une discre´tisation par des e´le´ments finis isoP2-P0. Pour la me´thode
BFBt, cette proprie´te´ est ve´rifie´e seulement si la vitesse de convection uG est constante, la
viscosite´ faible et pour une discre´tisation en e´le´ments finis isoP2-P1.
7.4 Re´sultats nume´riques
Dans un premier temps, nous illustrons les sections 7.2.1 et 7.2.3 avec des conditions de
Dirichlet sur u. Le domaine de calcul est Ω1 =]0, 1[
2 ou Ω2 =] − 1/2; 1/2[2 et les donne´es et
conditions aux limites sont choisies de telle sorte que la solution exacte est donne´e par
û1 =
 exp(x) cos(πy)
x sin(πy) + cos(πx)
 et p̂1 = xy exp(x) cos(πy) , (7.29)
ou
û2 =
 −2000y(y − 1)(2y − 1)x2(x− 1)2
2000x(x− 1)(2x− 1)y2(y − 1)2
 et p̂2 = 100 (x2 + y2) + c , (7.30)
ou` c est une constante choisie de telle sorte que
∫
Ω p̂2(x) dx = 0. Les deux premiers maillages
de chacune des familles sont repre´sente´s sur les figures 5.4, 5.5 et 5.6 ou` nous notons pour
certains d’entre eux un raffinement des cellules primales situe´es au bord. Nous nous sommes
ainsi inte´resse´s ici a` la convergence de p, ∇p (ou π, ∇π, le cas e´che´ant), ω et ∇ω, que nous
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avons mesure´e en calculant les erreurs suivantes
(e0p)2(h) :=
1
2
(∑
i |Ti|(pTi − (Πp̂)Ti )2 +
∑
k |Pk|(pPk − (Πp̂)Pk )2
)
1
2
(∑
i |Ti|((Πp̂)Ti )2 +
∑
k |Pk|((Πp̂)Pk )2
) ,
ou` ∀i ∈ [1, I], (Πp̂)Ti = p̂(Gi) et ∀k ∈ [1,K], (Πp̂)Pk = p̂(Sk), et
(e1p)2(h) :=
∑
j |Dj | |(∇Dh p)j − (Π∇p̂)j |2∑
j |Dj | |(Π∇p̂)j |2
,
ou` ∀j ∈ [1, J ], (Π∇p̂)j = (∇p̂)(Bj), ou` Bj est le centre de gravite´ de la cellule-diamant Dj .
Les meˆmes de´finitions sont utilise´es pour ω (resp. π) en remplac¸ant p par ω (resp. π) dans
les formules pre´ce´dentes. L’erreur discre`te relative L2 sur les cellules-diamants pour la vitesse
est mesure´e par la formule suivante :
e2(h) :=
∑
j |Dj | |uj − (Πû)j |2∑
j |Dj | |(Πû)j |2
,
ou` (Πû)j est la valeur de la solution analytique û au milieu de l’areˆte Aj (note´ Mj) :
∀j ∈ [1, J ], (Πû)j = û(Mj).
D’autre part, quelques re´sultats nume´riques sur la cavite´ entraˆıne´e sont donne´s pour illustrer
la section 7.2.3. En particulier, nous donnons les lignes de niveaux de la pression, de la vorticite´
et de la fonction de courant pour diffe´rents nombres de Reynolds, ainsi que les profils de vitesse
en x = 0.5 et y = 0.5.
Ensuite, nous illustrons la section 7.3 en fournissant les spectres des pre´conditionneurs, que
l’on compare avec le spectre du comple´ment de Schur. Les observations faites a` partir de ces
spectres nous permettent de´ja` d’en de´duire le pre´conditionneur le plus performant en fonction
de la viscosite´. Ensuite, nous donnons le couˆt ite´ratif et le temps de calcul (pour diffe´rentes
factorisations des matrices A, B, BT et S˜ : comple`tes avec PETSC [11, 12, 13] et MUMPS
[80] ; ILU1 et ILU0 avec SPARSKIT2 [100]) de l’algorithme du Bicgstab de la table 7.2, pour
chacun des pre´conditionneurs S˜ et ces re´sultats corroborent les observations faites a` partir
des spectres.
7.4.1 Re´sultats nume´riques pour le proble`me d’Oseen
Supposons que (ûi, p̂i), avec i ∈ {1, 2}, est la solution du proble`me. Alors, nous choisissons
la vitesse de convection uG de telle sorte que (uG)j = ûi(Mj), et nous rappelons que Mj est
le milieu de l’areˆte Aj . Dans cette section, le proble`me d’Oseen est re´solu par un Bicgstab
pre´conditionne´ avec une tole´rance de 10−8.
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Maillages triangulaires
Sur la famille de maillages triangulaires non-structure´s de la figure 5.4, l’ordre de conver-
gence semble eˆtre 2 pour la vitesse et au moins 1 pour la pression de Bernoulli et la vorticite´,
d’apre`s la Fig. 7.1.
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Fig. 7.1 – Convergence de la vitesse, de la pression de Bernoulli et de la vorticite´ pour le
proble`me d’Oseen avec ν = 1 sur des maillages non structure´s (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1)
sur Ω2. (c) (û2, p̂2) sur Ω1. (d) (û2, p̂2) sur Ω2.
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Maillages non-conformes
Sur la famille de maillages avec une non-conformite´ localise´e de la figure 5.5, nous obtenons,
d’apre`s la Fig. 7.2, au moins de l’ordre 1.5 pour la vitesse et au moins de l’ordre 1 pour la
pression de Bernoulli et pour la vorticite´.
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Fig. 7.2 – Convergence de la vitesse, de la pression de Bernoulli et de la vorticite´ pour le
proble`me d’Oseen avec ν = 1 sur des maillages localement non-conformes (a) (û1, p̂1) sur Ω1.
(b) (û1, p̂1) sur Ω2. (c) (û2, p̂2) sur Ω1. (d) (û2, p̂2) sur Ω2.
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7.4.2 Re´sultats nume´riques pour le proble`me de Navier-Stokes
Dans cette section, le proble`me de Navier-Stokes est re´solu a` l’aide de l’algorithme du
Bicgstab pre´conditionne´ de la table 7.2, ou` nous rappelons que la tole´rance choisie est 10−8
tandis que la tole´rance pour re´soudre le proble`me d’Oseen a` l’e´tape 2 de cet algorithme est
10−1.
Maillages triangulaires
Sur la famille de maillages triangulaires non-structure´s de la figure 5.4, l’ordre de conver-
gence semble eˆtre 2 pour la vitesse et au moins 1 pour la pression et la vorticite´, d’apre`s la
Fig. 7.3.
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Fig. 7.3 – Convergence de la vitesse, de la pression et de la vorticite´ pour le proble`me de
Navier-Stokes avec ν = 1 sur des maillages non structure´s (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur
Ω2. (c) (û2, p̂2) sur Ω1.
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Maillages non-conformes
Sur la famille de maillages avec une non-conformite´ localise´e de la figure 5.5, nous obtenons,
d’apre`s la Fig. 7.4, au moins de l’ordre 1.5 pour la vitesse et au moins de l’ordre 1 pour la
pression et pour la vorticite´. Sur la famille de maillages non-conformes en damier de la figure
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Fig. 7.4 – Convergence de la vitesse, de la pression et de la vorticite´ pour le proble`me de
Navier-Stokes avec ν = 1 sur des maillages raffine´s localement (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1)
sur Ω2. (c) (û2, p̂2) sur Ω1.
5.6, nous obtenons, d’apre`s la Fig. 7.5, au moins de l’ordre 1 pour la vitesse et au moins de
l’ordre 0.5 pour la pression et pour la vorticite´.
Cavite´ a` paroi de´filante
Dans cette section, nous supposons que Ω = [0, 1]2 et que la paroi du haut se de´place a`
une vitesse u = (1, 0), tandis qu’on applique une condition de non-glissement u = (0, 0) aux
autres parois, et nous supposons de plus que F = g = 0.
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Fig. 7.5 – Convergence de la vitesse, de la pression et de la vorticite´ pour le proble`me de
Navier-Stokes avec ν = 1 sur des maillages en damier (a) (û1, p̂1) sur Ω1. (b) (û1, p̂1) sur Ω2.
(c) (û2, p̂2) sur Ω1.
Les figures 7.6, 7.7 et 7.8 illustrent les lignes de niveaux de la pression p, de la vorticite´ ω et de
la fonction de courant ψ (calcule´e en re´solvant ωT,Pi,k = (∇T,Ph ×∇Dh ×ψ)i,k avec des conditions
de Dirichlet homoge`nes ψTi2(j) = ψ
P
k2(j)
= ψPk1(j) = 0) pour trois valeurs de la viscosite´ : ν = 1,
ν = 0.1 et ν = 0.02. Plus pre´cise´ment, nous avons trace´ 20, 1000 et 10000 lignes de niveaux,
uniforme´ment re´parties entre la valeur minimale et la valeur maximale, respectivement pour la
fonction de courant, la vorticite´ et la pression sur chacune des figures 7.6, 7.7 et 7.8. Lorsque
ν diminue, on remarque que le tourbillon de la fonction de courant s’e´loigne de la droite
d’e´quation x = 0.5, ce qui correspond aux observations habituelles. Ensuite, nous constatons
sur la figure 7.9 que les profils selon y en x = 0.5 et selon x en y = 0.5 avec ν = 1.0 pour des
grilles structure´es 32× 32 et 128× 128 sont tre`s proches.
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Fig. 7.6 – Lignes de niveaux de la pression, de la vorticite´ et de la fonction de courant pour
ν = 1.
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Fig. 7.7 – Lignes de niveaux de la pression, de la vorticite´ et de la fonction de courant pour
ν = 0.1.
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Fig. 7.8 – Lignes de niveaux de la pression, de la vorticite´ et de la fonction de courant pour
ν = 0.02.
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Fig. 7.9 – Profils selon y en x = 0.5 et selon x en y = 0.5 avec ν = 1.0 pour des grilles
structure´es 32× 32 et 128× 128.
7.4.3 Re´sultats nume´riques pour le pre´conditionnement
Spectres
Dans cette section, le domaine de calculs est Ω = [0, 1]2. Chaque areˆte de Ω est divise´e
en 20 sous-segments de longueurs e´gales et le domaine est maille´ par une triangulation non-
structure´e. Nous nous inte´ressons au proble`me line´aire d’Oseen dont la vitesse de convection
est donne´e par
uG =
 2(2y − 1)(1− (2x− 1)2)
−2(2x− 1)(1− (2y − 1)2)
 .
A l’aide de Matlab, nous avons calcule´ les spectres du comple´ment de Schur S = −BA−1BT
ainsi que ceux des pre´conditionneurs d’Elman (pour M2 = I, M2 = diag(A) et M2 = X),
d’Olshanskii et SIMPLE, pour diffe´rentes viscosite´s telles que ν = 1, ν = 0.1, ν = 0.01 et
ν = 0.001. Ainsi, sur les figures 7.10, 7.12, 7.14 et 7.16, nous comparons les spectres obtenus,
et de plus, nous donnons e´galement, sur les figures 7.11, 7.13, 7.15 et 7.17, les spectres du
comple´ment de Schur pre´conditionne´ par chacun des pre´conditionneurs cite´s ci-dessus. Bien
e´videmment, plus le spectre d’un pre´conditionneur s’approche de celui du comple´ment de
Schur, meilleure est l’approximation. Il en re´sulte que la partie re´elle des valeurs propres
du comple´ment de Schur pre´conditionne´ doit tendre vers 1 et que la partie imaginaire doit
tendre vers 0. Nume´riquement, quand la partie re´elle devient ne´gative, la convergence vers
une solution n’est plus possible. On constate donc, d’apre`s les figures 7.11, 7.13, 7.15 et 7.17,
pour une viscosite´ ν = 1, ν = 0.1 ou ν = 0.01, un amas de valeurs propres dont la partie
re´elle est proche de 1 pour le pre´conditionneur d’Elman. De plus, le pre´conditionneur avec
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M2 = X est un peu meilleur pour des viscosite´s grandes tandis que ceux avec M2 = I et
M2 = diag(A) sont meilleurs pour des viscosite´s faibles. Dans les trois cas, la partie re´elle
de certaines valeurs propres est ne´gative pour ν = 0.001. D’autre part, la partie re´elle des
pre´conditionneurs d’Olshanskii et SIMPLE reste positive meˆme pour ν = 0.001, mais ils
approchent nettement moins bien le comple´ment de Schur que le pre´conditionneur d’Elman.
Cependant, comme nous l’avons fait remarquer en le de´finissant, le pre´conditionneur SIMPLE
est beaucoup moins couˆteux que ceux d’Elman ou d’Olshanskii, c’est pourquoi cela fait tout
de meˆme de lui un bon candidat. Par contre, on peut e´liminer le pre´conditionneur d’Olshanskii
car ce pre´conditionneur est plus couˆteux que SIMPLE et c’est clairement le moins performant
des trois. Nous verrons dans la section suivante que les observations faites pour chacun des
pre´conditionneurs sont confirme´es par le couˆt ite´ratif de l’algorithme du Bicgstab de la table
7.2. Enfin, nous donnons e´galement le spectre du comple´ment de Schur du proble`me de Stokes
(donc sans partie convective) pour ν = 1 sur la figure 7.18(a), ainsi que son approximation
par le pre´conditionneur d’Elman avec M2 = I sur la figure 7.18(b). Remarquons que si l’on
change la valeur de ν, les valeurs propres du comple´ment de Schur et du pre´conditionneur sont
proportionnelles. Nous constatons sur la figure 7.19 que la partie re´elle des valeurs propres du
comple´ment de Schur pre´conditionne´ par le pre´conditionneur d’Elman avec diffe´rents poids
est tre`s proche de 1, et lorsque M2 = X, la partie imaginaire des valeurs propres est nulle.
Autrement dit, le pre´conditionneur d’Elman avec M2 = X est un excellent pre´conditionneur
pour le proble`me de Stokes.
Remarque 7.3 En re´alite´, pour les spectres des pre´conditionneurs d’Olshanskii et SIMPLE,
nous ne montrons pas toutes les valeurs propres sur les figures 7.10, 7.12, 7.14 et 7.16. En
effet, la matrice du pre´conditionneur d’Olshanskii posse`de quelques valeurs re´elles “e´leve´es”
(environs 47 pour ν = 1, 4.7 pour ν = 0.1, 0.47 pour ν = 0.01 et 0.037 pour ν = 0.001)
par rapport a` celles repre´sente´es ce qui rend la figure illisible puisqu’on observe alors un amas
de valeurs propres pre`s de l’axe imaginaire. Pour le pre´conditionneur SIMPLE, le amas de
valeurs propres se situe cette fois pre`s de l’axe re´el avec quelques valeurs propres de partie
imaginaire de grand module (environs 2×107 pour ν = 1, 2×106 pour ν = 0.1, 2×105 pour
ν = 0.01 et 2× 104 pour ν = 0.001). Nous avons donc fait un zoom sur ces amas de valeurs
propres.
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Pour une viscosite´ ν = 1 sur une grille non-structure´e 20× 20 :
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Fig. 7.10 – ν = 1. En haut a` gauche : spectre du comple´ment de Schur, a` comparer aux
spectres du (a) Pre´conditionneur d’Elman, M2 = I. (b) Pre´conditionneur d’Elman, M2 =
diag(A). (c) Pre´conditionneur d’Elman, M2 = X. (d) Pre´conditionneur d’Olshanskii. (e)
SIMPLE.
(a) 0 2 4 6 8
−1
−0.5
0
0.5
1
(b) 0 2 4 6 8
−0.1
−0.05
0
0.05
0.1
(c) 0 1 2 3 4 5
−0.4
−0.2
0
0.2
0.4
(d) 0 0.05 0.1 0.15 0.2
−1
−0.5
0
0.5
1x 10
−5
(e)
0 0.5 1 1.5 2
x 10−6
−4
−2
0
2
4x 10
−11
Fig. 7.11 – ν = 1. Spectre du comple´ment de Schur pre´conditionne´ par (a) Elman, M2 = I.
(b) Elman, M2 = diag(A). (c) Elman, M2 = X. (d) Olshanskii. (e) SIMPLE.
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Pour une viscosite´ ν = 0.1 sur une grille non-structure´e 20× 20 :
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Fig. 7.12 – ν = 0.1. En haut a` gauche : spectre du comple´ment de Schur, a` comparer aux
spectres du (a) Pre´conditionneur d’Elman, M2 = I. (b) Pre´conditionneur d’Elman, M2 =
diag(A). (c) Pre´conditionneur d’Elman, M2 = X. (d) Pre´conditionneur d’Olshanskii. (e)
SIMPLE.
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Fig. 7.13 – ν = 0.1. Spectre du comple´ment de Schur pre´conditionne´ par (a) Elman, M2 = I.
(b) Elman, M2 = diag(A). (c) Elman, M2 = X. (d) Olshanskii. (e) SIMPLE.
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Pour une viscosite´ ν = 0.01 sur une grille non-structure´e 20× 20 :
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Fig. 7.14 – ν = 0.01. En haut a` gauche : spectre du comple´ment de Schur, a` comparer aux
spectres du (a) Pre´conditionneur d’Elman, M2 = I. (b) Pre´conditionneur d’Elman, M2 =
diag(A). (c) Pre´conditionneur d’Elman, M2 = X. (d) Pre´conditionneur d’Olshanskii. (e)
SIMPLE.
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Fig. 7.15 – ν = 0.01. Spectre du comple´ment de Schur pre´conditionne´ par (a) Elman, M2 = I.
(b) Elman, M2 = diag(A). (c) Elman, M2 = X. (d) Olshanskii. (e) SIMPLE.
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Pour une viscosite´ ν = 0.001 sur une grille non-structure´e 20× 20 :
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Fig. 7.16 – ν = 0.001. En haut a` gauche : Spectre du comple´ment de Schur, a` comparer aux
spectres du (a) Pre´conditionneur d’Elman, M2 = I. (b) Pre´conditionneur d’Elman, M2 =
diag(A). (c) Pre´conditionneur d’Elman, M2 = X. (d) Pre´conditionneur d’Olshanskii. (e)
SIMPLE.
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Fig. 7.17 – ν = 0.001. Spectre du comple´ment de Schur pre´conditionne´ par (a) Elman,
M2 = I. (b) Elman, M2 = diag(A). (c) Elman, M2 = X. (d) Olshanskii. (e) SIMPLE.
189
CHAPITRE 7. EXTENSION AU PROBLE`ME DE NAVIER-STOKES ET
PRE´CONDITIONNEMENT
Proble`mes de Stokes pour diffe´rentes viscosite´s sur une grille non-structure´e 20× 20 :
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Fig. 7.18 – ν = 1. (a) Comple´ment de Schur pour le proble`me de Stokes. (b) Pre´conditionneur
d’Elman avec M2 = I pour le proble`me de Stokes.
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Fig. 7.19 – Spectre du comple´ment de Schur pour le proble`me de Stokes pre´conditionne´ par
(a) Elman, M2 = I. (b) Elman, M2 = diag(A). (c) Elman, M2 = X. (d) Olshanskii.
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Couˆt ite´ratif des pre´conditionneurs et temps de calculs
Les calculs sont faits en Fortran 90 et nous utiliserons dans la premie`re partie les biblio-
the`ques PETSC [11, 12, 13] et MUMPS [80], puis SPARSKIT2 [100] dans la deuxie`me partie.
Les maillages sont des triangulations non-structure´es ge´ne´re´es par EMC2 [47]. Le domaine de
calculs est Ω = [0, 1]× [0, 1]. Ainsi, le nombre de Reynolds est e´gal a` Re = 1ν .
Le cas test a` conside´rer est le proble`me de la cavite´ a` paroi de´filante avec Ω = [0, 1]× [0, 1]
dont la vitesse de convection est donne´e par
uG =
 2(2y − 1)(1− (2x− 1)2)
−2(2x− 1)(1− (2y − 1)2)

et avec les conditions aux limites u(x, 1) = (1, 0)T , u(x, y) = 0 sinon. Le second membre est
suppose´ eˆtre nul.
Les ite´rations line´aires sont arreˆte´es lorsque le crite`re de´fini dans la table 7.2 est satisfait avec
tol = 10−8.
Premie`re partie Nous utilisons les bibliothe`ques PETSC [11, 12, 13] et MUMPS [80] pour
factoriser A et BM−12 B
T par une factorisation comple`te du type LU , et la re´solution de A−1
et S˜−1 est directe.
La matrice BM−12 B
T est calcule´e par un produit de matrices creuses : la matrice obtenue
est creuse et le caracte`re creux est le meˆme que celui de la matrice de diffusion classique. Alors,
cette matrice est factorise´e en utilisant MUMPS. Le produit par A−1 est aussi donne´ par une
factorisation de MUMPS. L’utilisation de la factorisation incomple`te donne de bons re´sultats,
mais l’utilisation de solveurs exacts pour A et BM−12 B
T permet de donner une meilleure
comparaison avec les re´sultats d’Elman car ses tests sont faits avec Matlab en utilisant le
solveur “backslash”.
La table 7.3 montre le couˆt ite´ratif de l’algorithme du Bicgstab pre´conditionne´ par les
pre´conditionneurs SIMPLE et BFBt de´crits dans la section 7.3.2. Une ite´ration correspond a`
deux inversions de A et a` quatre inversions de BM−12 B
T . Le nombre maximum d’ite´rations est
fixe´ a` 5000 et ’NC’ pour ’Ne Converge pas’ signifie que le crite`re d’arreˆt n’est pas satisfait a` la
5000e`me ite´ration. Les re´sultats pour le pre´conditionneur d’Olshanskii ne sont pas pre´sente´s
dans cette table, car ce pre´conditionneur n’est pas du tout efficace pour notre sche´ma en
volumes finis : pour une grille 40× 40 et ν = 1, plus de 1000 ite´rations sont ne´cessaires pour
re´soudre le syste`me.
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Maillage Pre´conditionneur ν = 1 ν = 10−1 ν = 10−2 ν = 10−3 ν = 10−4
10× 10 M2 = I 8 9 24 NC NC
M2 = X 7 8 27 NC NC
M2 = diag(A) 8 8 24 NC NC
SIMPLE 41 48 64 587 NC
20× 20 M2 = I 11 12 27 275 NC
M2 = X 10 12 32 440 NC
M2 = diag(A) 12 13 27 178 NC
SIMPLE 84 94 94 293 NC
40× 40 M2 = I 17 19 36 207 NC
M2 = X 15 15 42 NC NC
M2 = diag(A) 17 18 35 223 NC
SIMPLE 171 175 187 278 NC
80× 80 M2 = I 32 35 44 189 NC
M2 = X 19 22 73 NC NC
M2 = diag(A) 32 34 40 175 NC
SIMPLE 294 342 346 394 NC
160× 160 M2 = I 53 58 64 163 NC
M2 = X 28 32 101 NC NC
M2 = diag(A) 66 61 69 160 NC
SIMPLE 614 814 909 830 NC
Tab. 7.3 – Couˆt ite´ratif pour le solveur line´aire.
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Fig. 7.20 – Comparaison du couˆt ite´ratif en fonction de 1/h pour le pre´conditionneur BFBt.
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Fig. 7.21 – Comparaison du couˆt ite´ratif en fonction de 1/ν pour le pre´conditionneur BFBt.
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Le nombre d’ite´rations du pre´conditionneur SIMPLE pre´sente de petites variations avec
la viscosite´ mais croˆıt line´airement en h−1.
Nous avons repre´sente´ sur la Fig. 7.20 le nombre d’ite´rations en fonction de 1/h du pre´-
conditionneur d’Elman avec M2 = diag(A) ou M2 = X (pour plus de clarte´, nous n’avons
pas repre´sente´ le cas M2 = I puisque les re´sultats sont proches du cas M2 = diag(A)).
Nous observons que le couˆt ite´ratif de la me´thode BFBt pre´conditionne´e augmente lentement
en h−1. Choisir M2 = X, la matrice de masse sur la vitesse, conduit a` une ame´lioration
en h−1/2 seulement pour de grandes viscosite´s (plus grande que 10−2). D’autre part, choisir
M2 = diag(A) vise a` pre´conditionner A et est utile seulement quand le maillage n’est pas
suffisamment raffine´ (par exemple, pour ν = 10−3 et pour la grille 20 × 20). Puisque notre
me´thode est une extension du sche´ma MAC, M2 = I montre une performance assez similaire
a` celle d’Elman [44] dans le cas d’un tourbillon. De plus, on observe sur la Fig. 7.21 que le
nombre d’ite´rations en fonction de 1/ν ne de´pend pas de ν pour de grandes viscosite´s lorsque
M2 = I et M2 = diag(A) sur une grille non-structure´e 160 × 160. Le cas M2 = X n’est pas
repre´sente´ puisqu’il ne converge pas lorsque ν est faible.
Deuxie`me partie D’autre part, nous avons e´galement re´alise´ ces cas tests graˆce a` la
bibliothe`que SPARSKIT2 de´veloppe´e par Saad [100] avec A˜ = ILU1(A) et B˜ΠBT =
ILU1(BΠBT ), et aussi A˜ = ILU0(A) et B˜ΠBT = ILU0(BΠBT ), ou` Π est a` remplacer par
M−12 pour le pre´conditionneur d’Elman ou la matrice diagonale diag(A)
−1 pour SIMPLE.
De plus, nous utilisons la structure creuse CSR et la matrice BM−12 B
T est calcule´e par un
produit de matrices creuses. En pratique, A et BΠBT sont “inverse´s” par un BICGSTAB
pre´conditionne´ par ILU0 ou ILU1, selon le choix de la factorisation. Nous donnons le couˆt
ite´ratif ainsi que le temps ne´cessaire a` la re´solution en choisissant 10−16 comme crite`re d’arreˆt
pour inverser BΠBT . L’ordinateur utilise´ est un Pentium 4 (2 GHz) avec 1Go de RAM.
Nous avons de plus teste´ le pre´conditionneur S˜ = Q qui est la matrice de masse sur la
pression de´finie dans la section 7.3.2. Ce qui ressort de cette e´tude est en accord avec les
observations que nous avons faites sur les spectres. Pour une viscosite´ ν = 1.0 ou ν = 0.1, le
pre´conditionneur d’Elman avec M2 = X est globalement le meilleur d’un point de vue couˆt
ite´ratif et temps de calculs. En ce qui concerne le pre´conditionneur SIMPLE, quand on raffine,
c’est de loin le pre´conditionneur le plus couˆteux en temps de calculs. Enfin, pour une viscosite´
ν = 0.01 ou ν = 0.001, les pre´conditionneurs d’Elman avec M2 = I et M2 = diag(A) sont les
meilleurs, avec un le´ger avantage pour M2 = diag(A). Enfin, il faut noter que la re´solution du
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syste`me d’Oseen est plus rapide quand on utilise un pre´conditionnement de A et BM−12 B
T
base´ sur une factorisation ILU1 plutoˆt que ILU0 car le nombre d’ite´rations pour inverser A et
BM−12 B
T est beaucoup plus important avec la factorisation ILU0. Nous n’avons pas e´value´
les temps de calculs avec PETSC et MUMPS pour les comparer avec ceux de SPARSKIT2.
Re´sidus et couˆt ite´ratif pour inverser BΠBT
La figure 7.22 illustre les re´sidus a` chaque ite´ration de l’algorithme du Bicgstab 7.2 pour
une grille triangulaire non-structure´e 80×80 pour les diffe´rents pre´conditionneurs avec ν = 1.0,
ν = 0.1, ν = 0.01 et ν = 0.001. Ensuite, nous donnons dans le tableau 7.8, le nombre d’ite´ra-
tions moyen pour inverser BΠBT par un Bicgstab pre´conditionne´ par ILU1 avec SPARSKIT2
a` chaque ite´ration du Bicgstab 7.2. Rappelons que, d’apre`s la table 7.2, on inverse deux fois
la matrice A par ite´ration quelque soit le pre´conditionneur, tandis que ze´ro (pour S˜ = Q),
deux (pour SIMPLE) ou quatre (pour le pre´conditionneur d’Elman) inversions de BΠBT sont
ne´cessaires a` chaque ite´ration.
Couˆt ite´ratif pour le proble`me de Navier-Stokes
Enfin, nous donnons dans le tableau 7.9 le nombre d’ite´rations non-line´aires pour re´soudre
le proble`me de Navier-Stokes pour ν = 1 et ν = 0.1 avec l’algorithme de la table 7.1 et
une pre´cision de 10−8 et, entre parenthe`ses, le nombre moyen d’ite´rations pour re´soudre le
proble`me d’Oseen avec une tole´rance de 10−1 pour l’algorithme de la table 7.2. Les grilles
utilise´es sont non-structure´es et nous indiquons le pas de chacun de ces maillages. En pratique,
l’algorithme de Turek [105] ne semble pas converger pour ν = 0.01. D’autre part, puisque le
terme convectif est discre´tise´ par une me´thode centre´e, il faudrait tenir compte du nombre de
Pe´clet ‖u‖∞hν de telle sorte que celui-ci soit infe´rieur a` 1, ce qui peut s’ave´rer couˆteux.
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Maillage Pre´conditionneur S˜ ν = 1 ν = 10−1 ν = 10−2 ν = 10−3
5× 5 M2 = I 6 7 31 NC
M2 = X 6 7 30 NC
M2 = diag(A) 5 7 29 NC
Q 30 32 85 NC
SIMPLE 24 27 98 NC
10× 10 M2 = I 8 11 29 NC
M2 = X 8 9 30 NC
M2 = diag(A) 9 11 26 NC
Q 32 35 92 918
SIMPLE 51 58 78 773
20× 20 M2 = I 12 16 30 NC
M2 = X 11 14 36 NC
M2 = diag(A) 13 14 30 NC
Q 32 40 100 736
SIMPLE 97 99 110 391
40× 40 M2 = I 19 22 39 293
M2 = X 16 19 55 NC
M2 = diag(A) 18 21 43 290
Q 34 42 115 749
SIMPLE 180 215 243 341
80× 80 M2 = I 33 44 55 299
M2 = X 22 28 100 NC
M2 = diag(A) 32 41 49 301
Q 57 46 120 924
SIMPLE 399 464 807 543
Tab. 7.4 – Nombre d’ite´rations avec la factorisation ILU1 de SPARSKIT2.
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Maillage Pre´conditionneur S˜ ν = 1 ν = 10−1 ν = 10−2 ν = 10−3
5× 5 M2 = I 0.1 0.1 0.1 NC
M2 = X 0.1 0.1 0.2 NC
M2 = diag(A) 0.1 0.1 0.2 NC
Q 0.1 0.1 0.2 NC
SIMPLE 0.1 0.1 0.3 NC
10× 10 M2 = I 0.8 0.9 1 NC
M2 = X 0.9 0.9 1 NC
M2 = diag(A) 0.9 0.9 1 NC
Q 1 1 2 18
SIMPLE 2 2 2 21
20× 20 M2 = I 11 13 15 NC
M2 = X 12 13 18 NC
M2 = diag(A) 12 13 17 NC
Q 17 19 28 129
SIMPLE 48 50 40 114
40× 40 M2 = I 170 185 276 951
M2 = X 164 185 371 NC
M2 = diag(A) 178 195 297 941
Q 177 204 442 761
SIMPLE 872 1050 1127 768
80× 80 M2 = I 2780 3439 4680 11856
M2 = X 2303 2667 7405 NC
M2 = diag(A) 2926 3462 4481 11481
Q 2483 2483 6268 13881
SIMPLE 18552 21758 45372 17406
Tab. 7.5 – Temps en seconde(s) avec la factorisation ILU1 de SPARSKIT2.
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Maillage Pre´conditionneur S˜ ν = 1 ν = 10−1 ν = 10−2 ν = 10−3
5× 5 M2 = I 6 7 31 NC
M2 = X 6 7 30 NC
M2 = diag(A) 5 7 29 NC
Q 28 32 85 NC
SIMPLE 24 27 107 NC
10× 10 M2 = I 8 11 29 NC
M2 = X 8 9 30 NC
M2 = diag(A) 9 11 26 NC
Q 33 35 92 916
SIMPLE 50 51 82 734
20× 20 M2 = I 12 15 30 NC
M2 = X 11 14 37 NC
M2 = diag(A) 13 14 30 NC
Q 32 40 99 649
SIMPLE 98 100 109 393
40× 40 M2 = I 20 22 40 328
M2 = X 16 19 56 NC
M2 = diag(A) 18 22 39 NC
Q 33 42 122 667
SIMPLE 194 215 320 364
80× 80 M2 = I 33 41 55 296
M2 = X 20 28 99 NC
M2 = diag(A) 34 38 51 262
Q 48 44 117 803
SIMPLE 350 395 NC 615
Tab. 7.6 – Nombre d’ite´rations avec la factorisation ILU0 de SPARSKIT2.
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Maillage Pre´conditionneur S˜ ν = 1 ν = 10−1 ν = 10−2 ν = 10−3
5× 5 M2 = I 0.1 0.1 0.2 NC
M2 = X 0.1 0.1 0.2 NC
M2 = diag(A) 0.1 0.1 0.2 NC
Q 0.1 0.1 0.2 NC
SIMPLE 0.2 0.2 0.4 NC
10× 10 M2 = I 1 1 1 NC
M2 = X 1 1 1 NC
M2 = diag(A) 1 1 1 NC
Q 1 1 2 8
SIMPLE 2 2 3 16
20× 20 M2 = I 15 17 27 NC
M2 = X 15 18 33 NC
M2 = diag(A) 16 17 28 NC
Q 22 27 58 102
SIMPLE 71 75 77 111
40× 40 M2 = I 234 260 454 1785
M2 = X 217 249 595 NC
M2 = diag(A) 236 267 442 NC
Q 232 283 831 1426
SIMPLE 1356 1520 2481 1400
80× 80 M2 = I 3830 4586 6971 23041
M2 = X 3049 3717 11162 NC
M2 = diag(A) 4216 4696 6678 20834
Q 3204 3436 9247 34211
SIMPLE 25905 34711 NC 42393
Tab. 7.7 – Temps en seconde(s) avec la factorisation ILU0 de SPARSKIT2.
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Fig. 7.22 – Re´sidus pour un maillage 80×80 non-structure´ (a) ν = 1 (b) ν = 0.1 (c) ν = 0.01
(d) ν = 0.001.
Pre´conditionneur ν = 1 ν = 10−1 ν = 10−2 ν = 10−3
M2 = I 2329 2285 2323 2259
M2 = X 2118 2129 2135 2324
M2 = diag(A) 2355 2245 2284 2105
SIMPLE 1147 1101 1080 1120
Tab. 7.8 – Nombre d’ite´rations moyen pour inverser la matrice BΠBT sur un maillage non-
structure´ 80× 80 avec la factorisation ILU1 de SPARSKIT2.
7.5 Conclusion
Que ce soit pour le proble`me d’Oseen ou pour le proble`me de Navier–Stokes, nous ob-
servons une convergence d’ordre deux pour la vitesse sur des maillages triangulaires non-
structure´s et sur des maillages avec un raffinement local non-conforme. La pression et la
vorticite´ convergent, quant a` elles, avec un ordre d’au moins 1. Nous avons e´galement teste´
les performances de diffe´rents pre´conditionneurs, utilise´s en e´le´ments finis, que nous avons
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Maillage h ν = 1 ν = 10−1
10× 10 0.1414 8 (2) 12 (2)
20× 20 0.07535 22 (3) 16 (3)
40× 40 0.03978 17 (5) 15 (4)
80× 80 0.02125 15 (7) 20 (7)
Tab. 7.9 – Nombre d’ite´rations non-line´aires pour re´soudre le proble`me de Navier-Stokes
(Nombre d’ite´rations moyen pour re´soudre le proble`me d’Oseen avec une tole´rance de 10−1 a`
chaque ite´ration non-line´aire).
adapte´s a` la me´thode DDFV. Le pre´conditionneur BFBt d’Elman semble eˆtre une boˆıte noire
robuste et tre`s efficace pour re´soudre le proble`me de Navier–Stokes line´arise´. Cependant,
puisque le terme de convection est discre´tise´ par un sche´ma centre´, la convergence de la me´-
thode est limite´e par le nombre de Pe´clet, ce qui signifie qu’il est ne´cessaire de raffiner de`s
qu’on augmente le nombre de Reynolds, ce qui est tre`s couˆteux. En perspective, il faudrait
re´fle´chir a` une strate´gie adapte´e a` des nombres de Reynolds plus e´leve´s pour re´soudre le
proble`me de Navier-Stokes avec DDFV. Dans un premier temps, on pourrait tester d’autres
algorithmes non-line´aires et si besoin, les associe´s a` d’autres pre´conditionneurs.
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Perspectives
En conclusion, nous avons de´veloppe´ une me´thode de volumes finis qui a la particularite´
de s’appliquer a` des maillages non structure´s et non conformes. Nous nous sommes inte´resse´s
a` des proble`mes varie´s tels que le proble`me Div-Rot (sous-jacent pour l’e´tude des e´quations de
la me´canique des fluides), les proble`mes de Stokes et Navier-Stokes. De plus, nous avons e´tudie´
le cas particulier des domaines polygonaux non-convexes avec des solutions singulie`res dans
le cadre du proble`me de Laplace. Enfin, nous avons adapte´ a` DDFV des pre´conditionneurs
issus des me´thodes d’e´le´ments finis.
En perspective, il reste a` e´tablir la condition inf-sup et l’analyse de convergence du sche´ma
de Stokes (puis Navier-Stokes) avec les conditions aux limites standard. D’autre part, nous
n’avons pas re´ussi a` re´soudre le proble`me de Navier-Stokes pour des nombres de Reynolds
e´leve´s. A ce sujet, il pourrait eˆtre inte´ressant d’e´tudier le comportement d’autres algorithmes
non line´aires. Enfin, l’extension en 3D n’est pas imme´diate et il est ne´cessaire de refaire une
e´tude comple`te, pas a` pas, de chacun des proble`mes traite´s jusqu’a` pre´sent. Pour cela, on
pourra se re´fe´rer aux travaux de Charles Pierre [94] qui e´tend, avec succe`s, le sche´ma DDFV
du proble`me de Laplace en 3D.
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RE´SUME´
Le but de cette the`se est de de´velopper une me´thode de volumes finis qui s’applique a` une classe de
maillages beaucoup plus grande que celle des me´thodes classiques, limite´es par des conditions d’or-
thogonalite´ tre`s restrictives. On construit des ope´rateurs diffe´rentiels discrets agissant sur les trois
maillages de´cale´s ne´cessaires a` la construction de la me´thode. Ces ope´rateurs ve´rifient des proprie´te´s
discre`tes analogues a` celles des ope´rateurs continus. La me´thode est tout d’abord applique´e au proble`me
Divergence-Rotationnel qui peut eˆtre conside´re´ comme une brique du proble`me de Stokes. Ensuite, le
proble`me de Stokes est traite´ avec diverses conditions aux limites. Par ailleurs, il est bien connu que
lorsque le domaine est polygonal et non-convexe, l’ordre de convergence des me´thodes nume´riques se
de´grade. Par conse´quent, nous avons e´tudie´ dans quelle mesure un raffinement local approprie´ restaure
l’ordre de convergence optimal pour le proble`me de Laplace. Enfin, nous avons discre´tise´ le proble`me
non-line´aire de Navier-Stokes, en utilisant la formulation rotationnelle du terme de convection, associe´e
a` la pression de Bernoulli. Par un algorithme ite´ratif, nous sommes amene´s a` re´soudre un proble`me de
point–selle a` chaque ite´ration, pour lequel nous testons quelques pre´conditionneurs issus des e´le´ments
finis, que l’on adapte a` notre me´thode. Chaque proble`me est illustre´ par des cas tests nume´riques sur
des maillages arbitraires, tels que des maillages fortement non-conformes.
Mots cle´s : volumes finis, dualite´ discre`te, singularite´s de coin, me´canique des fluides, pre´condi-
tionneurs, point–selle, maillages non-conformes.
”DEVELOPMENT OF FINITE VOLUME METHODS FOR FLUID DYNAMICS”
ABSTRACT
We aim to develop a finite volume method which applies to a greater class of meshes than other finite
volume methods, restricted by orthogonality constraints. We build discrete differential operators over
the three staggered tesselations needed for the construction of the method. These operators verify
some analogous properties to those of the continuous operators. At first, the method is applied to the
Div-Curl problem, which can be viewed as a building block of the Stokes problem. Then, the Stokes
problem is dealt with various boundary conditions. It is well known that when the computational
domain is polygonal and non-convex, the order of convergence of numerical methods is deteriored.
Consequently, we have studied how an appropriate local refinement is able to restore the optimal order
of convergence for the laplacian problem. At last, we have discretized the non-linear Navier-Stokes
problem, using the rotational formulation of the convection term, associated to the Bernoulli pressure.
With an iterative algorithm, we are led to solve a saddle–point problem at each iteration. We give a
particular interest to this linear problem by testing some preconditioners issued from finite elements,
which we adapt to our method. Each problem is illustrated by numerical results on arbitrary meshes,
such as strongly non-conforming meshes.
Key words : finite volumes, discrete duality, corner singularities, fluids dynamics, preconditioners,
saddle–point, non-conforming meshes.
