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1. INTRODUCCIÓN
Uno de los retos de cara al futuro de la humanidad es el abastecimiento alimenticio, el
cual se ve afectado por factores como la explosión demográfica, la reducción de tierras
disponibles para agricultura, el cambio climático, la escasez de recursos hídricos y el
suministro de nutrientes para el crecimiento de los cultivos [1, 2]. En conjunto, estos
factores hacen que sea necesario aplicar tecnologías con el fin de optimizar los procesos
productivos en el interior de las granjas [3, 1].
Una disciplina que se encarga de estudiar las técnicas y la optimización de la producción
agrícola es la Agricultura de Precisión. Con la aplicación de las técnicas y tecnologías
de agricultura de precisión, se espera que los agricultores tomen decisiones acertadas
en el cuidado de las plantas, permitiendo cosechas exitosas y optimizando el uso de los
recursos a su disposición [4].
Dentro de las metodologías del estado del arte, sobresale el sensado remoto mediante
imágenes para el análisis de grandes extensiones de tierra cultivada [2, 1]. Las imágenes
pueden ser adquiridas mediante satélites, por medio de los cuales es posible observar
grandes extensiones de tierra. Sin embargo, la resolución a nivel de suelo es baja y las
imágenes se pueden ver ocluidas por nubes en zonas de la tierra con altos índices de
precipitación, como es el caso del Eje Cafetero Colombiano. Estos problemas limitan
la capacidad de análisis y pueden significar costos elevados cuando se trata del sensado
periódico a determinadas zonas [1]. Otra forma de adquisición de imágenes, es mediante
cámaras equipadas en sistemas aéreos no tripulados (UAS), con los cuales se puede
aumentar la frecuencia de muestreo sin elevar considerablemente el costo de captura
de datos. En comparación con los satélites, los UAS permiten obtener resoluciones
en el orden de los centímetros por píxel, con lo que se facilita diferenciar un estudio
de vegetación por especie cultivada en detalle [1]. La forma de analizar las imágenes
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adquiridas por Drones consiste en el cálculo de índices de vegetación, los cuales, brindan
información del estado de salud de las plantas, el estado de la irrigación e incluso la
concentración de diferentes nutrientes [5]. Medir las variables mencionadas en un cultivo
es posible gracias a que las plantas reflejan muy bien la luz verde e infrarroja cuando
tienen una actividad foto-sintética alta, es decir, cuando son saludables y presentan un
crecimiento apropiado [6, 7, 8, 9]. A pesar de que los índices de vegetación son una
buena aproximación del estado de salud de las plantas, es necesario complementar esta
información con sensores en tierra o con mediciones manuales, debido a que pueden
ser ruidosas o inexactas. También la información adquirida como imágenes puede ser
filtrada segmentando cultivos por especies y por zonas.
Adicionalmente hace falta de expertos en los cultivos que deben analizar una a una
las imágenes, detallando cada una de las plantas para determinar los sectores donde se
presentan afectaciones en la salud y por lo tanto muestran el crecimiento esperado [2].
Sin embargo, uno de los obstáculos al intentar estudiar conjuntos de imágenes aéreas,
es que el volumen de datos hace difícil tanto la manipulación como la observación de
fenómenos. Es por lo anterior que el cálculo de índices de vegetación debe ser com-
plementado con técnicas de visión por computador y de aprendizaje de máquina, para
refinar los resultados, facilitar el análisis y entregar mediciones confiables a partir de
los datos adquiridos [10].
Autores como [10], muestran cómo es posible utilizar técnicas de aprendizaje de má-
quina profundo, para solucionar problemas de regresión o clasificación de especies en
determinados cultivos, complementando la información adquirida por diferentes medios
con máscaras que indican el tipo de plantas que se están observando. La clasificación
de especies permite determinar y realizar un seguimiento al crecimiento de cultivos, su
salud e incluso detectar de forma temprana anomalías como plagas o enfermedades que
pudiesen afectan su desarrollo normal [3].
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1.1. DEFINICIÓN DEL PROBLEMA
La agricultura de precisión es un término que agrupa el conjunto de metodologías y
técnicas para optimizar los procesos productivos de las granjas [11, 12]. Cada especie a
cultivar requiere mantener diversas variables en determinados rangos, como la tempe-
ratura, la cantidad de horas de exposición a la luz solar, la humedad relativa, el estado
de irrigación y la concentración de nutrientes, con el fin obtener un crecimiento óptimo
de cara a la extracción de cosechas.
Para poder medir cada una de estas variables, existen métricas [13] y conjuntos de
sensores [2], que le permiten al agricultor tomar decisiones acertadas, las cuales, junto
con visitas de expertos en la interpretación de los datos medidos, impactan en el estado
de salud de las plantas, en la calidad del producto, y en la reducción del costo tanto de
producción como de mantenimiento de los cultivos [14, 15, 16, 13]. Algunos autores [12,
17, 5] muestran cómo es posible conocer el estado de salud de un cultivo mediante
fotografías con cámaras multi-espectrales, que dan la facultad de capturar imágenes
con la reflectancia de la luz infrarroja en una escena, además de los canales de color
que cualquier cámara del mercado es capaz de captar. La luz infrarroja es invisible al
ojo humano, pero aporta información significativa en el trabajo con especies vegetales
ya que estas, cuando tienen un buen estado de salud, presentan una actividad foto
sintética constante, reflejan muy bien los componentes de luz en el espectro infrarrojo y
verde [18]. Para visualizar y aprovechar la información lumínica reflejada por las plantas,
existen índices de vegetación. Dentro de ellos se cuenta con el índice de vegetación
normalizado (NDVI) [7], el índice de vegetación referenciado a tierra (GNDVI) [6], y el
índice mejorado de vegetación (EVI) [6]. Cada uno de estos índices permite diferenciar
en una escena, suelos, rocas, cuerpos de agua, plantas con baja irrigación y plantas con
abundante irrigación.
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Una de las dificultades para capturar imágenes multi-espectrales es el alto costo de los
UAS con sensores infrarrojos integrados en el Drone y en el software de control de vuelo
del fabricante. Como solución se puede anexar a un UAS una cámara especializada como
el caso de la Sequoia Sentera™, que cuenta con lentes de captura en el espectro infrarrojo
cercano. Sin embargo, para integrar la cámara con un Drone se requiere de personal
especializado y soportes mecánicos a la medida, elevando el costo de tal implementación.
Una alternativa de bajo costo es el uso de un conjunto de dos cámaras como se muestra
en [19], las cuales, permiten medir la reflectancia de la luz infrarroja sobre las plantas y
la luz en el espectro visible. Esta solución implica tratar con dificultades que se pueden
resolver por software como son: el ruido añadido por las vibraciones del UAS durante el
vuelo, la distorsión radial de las cámaras, el desfase espacial entre lentes por la distancia
focal de su disposición física y la sincronización de la captura de imágenes de los dos
lentes [1].
Para eliminar el ruido por vibraciones y la distorsión radial es necesario procesar las
imágenes. El proceso debe incluir la calibración de cámaras como se muestra en [20] y
el ajuste de las imágenes por medio de filtros. El problema de la distancia focal entre
los dos lentes también se puede solucionar calibrando las dos cámaras como un sistema
estereoscópico.
Respecto a la sincronización de la captura de imágenes es posible integrar sensores en
un mismo sistema embebido de control o utilizar georeferencias para determinar el lugar
en el cual debe realizarse una captura. En caso de que la resolución de las cámaras sea
diferente se puede detectar la zona de la imagen de mayor resolución que corresponde
a la imagen de menor resolución [21, 19].
Otro factor importante en el análisis de tierras con imágenes aéreas, es la extensión
cultivada que puede llegar a ser considerablemente grande, haciendo necesario tomar
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cientos o incluso miles de fotografías para medir un solo cultivo. Tanta información
implica el uso de dispositivos como servidores con almacenamiento distribuido, que a su
vez requieren aplicar técnicas de de BigData para su manipulación y algoritmos de Deep
Learning [10] para su análisis, que faciliten el procesamiento y entreguen información
rápida y acertada a los agricultores.
1.2. JUSTIFICACIÓN
Según el censo agrícola de 2016, realizado por el Departamento Nacional de Estadística
(DANE), la agricultura ocupa el segundo lugar en el PIB [22], siendo un componente
importante de la economía del país. La extensión de tierras en Colombia es de 21
millones de hectáreas [22], se estima que 4 millones se utilizan para el cultivo de más
de 95 tipos de frutas y cerca de 42 especies de hortalizas. En la última década las
exportaciones colombianas de frutas han superado los USD 918 millones, equivalente
a 1.83 millones de toneladas. La capacidad del país de producir diferentes especies
radica en la diversidad climática, gracias a su ubicación geográfica y por la alta tasa de
precipitaciones anuales (3.249mm/año) [22].
Teniendo en cuenta la ubicación de Colombia en un área tropical del planeta, las condi-
ciones climáticas se ven significativamente afectadas por fenómenos naturales periódicos
como las Oscilación del sur (ENSO), el fenómeno de El Niño y el fenómeno de La Niña,
ocasionando según la época del año cambios bruscos tales como temporadas de sequía,
donde administrar adecuadamente el recurso hídrico es fundamental para la conserva-
ción de los cultivos, así como temporadas de lluvias intensas donde pueden afectarse
las cosechas debido al exceso de humedad [22].
Para administrar el recurso hídrico tradicionalmente se dispone de personal que debe
recorrer el área, revisando el estado de las plantas. Como las extensiones de tierra son
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amplias, esta técnica no siempre es efectiva, dado que es difícil mediante instrumentos
tradicionales (palas y asadones) determinar el estado de irrigación de cada planta en
particular. Una planta que tenga exceso de humedad es propensa a desnutrición por
falta de nitrógeno en la tierra, el cual es desplazado por el agua. Así también, la falta
de riego ocasiona muerte en los cultivos [2, 10, 23].
Dentro de las diversas metodologías para la medición y estimación del estado de irri-
gación, se tiene el uso de imágenes tomadas desde sistemas aéreos de bajo costo. Estos
sistemas permiten proponer aplicaciones a la altura de las necesidades de los agriculto-
res, que, a diferencia de técnicas como las imágenes satelitales, permiten tomar medidas
en menores intervalos de tiempo y sin oclusiones por las nubes presentes. Las imáge-
nes tomadas con sistemas aéreos no tripulados pueden ser utilizadas con índices que
permiten saber el estado de irrigación, tal como el NDVI, el cual se puede estimar con
imágenes que contengan información de la luz reflejada por las plantas en el espectro
infrarrojo cercano [21].
En el caso del NDVI, se obtienen valores entre -1 y 1, asignando categorías a los datos
encontrados según el número calculado para cada píxel [24]. La dependencia del índice
respecto a la magnitud de refracción lumínica de cada especie de planta ocasiona que
existan errores en la estimación, los cuales pueden generar clasificaciones inadecuadas
del estado de irrigación de un cultivo. En el caso de un sector bien irrigado, si se clasifica
de manera errónea y posterior a esto se vuelve a irrigar, genera exceso de humedad
dañando las plantas [18]. Ese tipo de problemas se pueden solucionar aplicando técnicas
de aprendizaje de máquina, en especial de aprendizaje profundo, debido a la cantidad
de información que se obtiene al hacer tomar fotografías de grandes extensiones de
tierra [18].
Es por todo lo descrito previamente que se evidencia la necesidad de desarrollar una
metodología que permita la clasificación de imágenes de área amplia para la estimación
16
del estado de irrigación de cultivos, utilizando técnicas que que se aprovechen del uso
de cámaras multi-espectrales, técnicas de visión por computador, procesamiento de
imágenes, técnicas de aprendizaje profundo y agricultura de precisión.
El desarrollo de un sistema de segmentación junto con un dispositivo de bajo costo que
permita estimar el estado de irrigación de cultivos de área amplia permitirá disminuir
la brecha tecnológica existente entre los pequeños y medianos productores de la región
de influencia de la Universidad Tecnológica de Pereira y aplicaciones que permiten mi-
tigar el riesgo de la pérdida total o parcial de cultivos [5]. Además, permite allanar el
terreno que deben recorrer los diferentes desarrolladores a nivel nacional e internacio-
nal en cuanto a la utilización de agricultura de precisión y aprendizaje profundo en la
estimación del NDVI necesaria en diversas aplicaciones que hacen parte de la cotidiani-
dad. Algunas aplicaciones que se pueden derivar del desarrollo de este dispositivo son:
identificación de fugas de agua en sistemas de irrigación o abastecimiento, identificación
de captación de agua no autorizada, análisis de la variación en la serie de tiempo del
NDVI, seguimiento detallado de cada planta e incluso la estimación de la carga [19].
1.3. OBJETIVOS
1.3.1. Objetivo General
Desarrollar una metodología para la captura, gestión y clasificación de imágenes multi-
espectrales de área amplia utilizando bases de datos relacionales y aprendizaje de má-
quina profundo (Deep Learning).
1.3.2. Objetivos específicos
1. Desarrollar una metodología para la adquisición de imágenes multi-espectrales
utilizando un vehículo aéreo no tripulado.
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2. Desarrollar un sistema de almacenamiento y gestión de imágenes multi-espectrales
de área amplia.
3. Desarrollar un modelo de aprendizaje profundo para la clasificación de imágenes
multi-espectrales de área amplia.
4. Desarrollar un modelo de aprendizaje profundo para la determinación del estado
de irrigación de un cultivo
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2. ESTADO DEL ARTE
2.1. COMPOSICIÓN DE IMÁGENES MULTI-ESPECTRALES
Una imagen multi-espectral es aquella que captura múltiples longitudes de onda del
espectro electromagnético [25]. A diferencia de las imágenes convencionales, adiciona
uno o más canales de color con información de radiación que no es visible para el
ojo humano, como es el caso de la luz en el espectro electromagnético ultravioleta o
infrarrojo.
De forma general, es necesario contar con múltiples sensores para adquirir una imagen
multi-espectral [17]. Esta necesidad obedece a que la arquitectura de un lente conven-
cional es similar a la que se muestra en la figura 1, en donde existe un filtro que impide
el paso de la radiación infrarroja para que no se vean saturados los canales de color rojo
y verde. La adquisición de una imagen multi-espectral se puede realizar disponiendo
múltiples lentes con determinados filtros de color. La información obtenida por cada
lente es almacenada de forma independiente y se evita la saturación. Sin embargo,la
configuración descrita añade la necesidad de sincronizar espacialmente las capturas de
todos los lentes, para que los objetos se aprecien en la misma posición en todas las cap-
turas. De igual manera, es necesario compensar por software las diferencias inherentes
a la fabricación de cada uno de los lentes como es el caso de la distorsión radial y las
imperfecciones [19].
Una forma de realizar la compensación entre la distancia de los múltiples lentes, es
utilizando un montaje rígido que impida el desplazamiento de una respecto a la otra.
Posteriormente, mediante un patrón de calibración como se describe en [20], es posible
obtener una matriz que define la calibración estereoscópica del sistema. La matriz des-
crita permite transformar las imágenes desde un plano proyectivo a otro, removiendo la
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Figura 1. Arquitectura interna de un lente fotográfico estándar.
proyectividad, y por ende, corrigiendo el desfase espacial para que los objetos queden
alineados en cada una de las diferentes capturas.
Una vez corregida la perspectiva se obtiene una alineación de imágenes con 4 o más
canales de color. En el caso de las imágenes multi-espectrales para el seguimiento de
cultivos interesa alinear principalmente los canales rojo, verde, azul e infrarrojo cercano.
Con esta configuración se suelen calcular indicadores de vegetación como es el caso del
NDVI , el cual muestra una aproximación del estado de irrigación de un cultivo [7].
Al tener al menos cuatro canales de color, una imagen multi-espectral no se puede
almacenar en la mayoría de formatos conocidos. Tampoco es posible representarla en
ninguna clase de monitor. Por ese motivo se almacenan los canales de forma indepen-
diente, con información que permita vincularlos y realizar cálculos para mostrar las
composiciones en falso color, según la combinación lineal de los cuatro canales que se
desee observar [21].
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2.2. BASES DE DATOS DE GRAN ESCALA
La toma constante de imágenes multi-espectrales, está relacionada con la necesidad de
almacenarlas, así como vincular cada una de las diferentes capas de color e identificarlas
con etiquetas que permitan conocer su contenido o ubicación. Una vez almacenadas se
requiere de cierto procesamiento para obtener información valiosa como es el estado de
salud de las plantas. Debido a la naturaleza repetitiva de la actividad de toma de datos,
toma poco tiempo llenar unidades de almacenamiento estándar con lo que hace falta
utilizar múltiples unidades de almacenamiento externo a un sistema de cómputo [26].
Cuando el tamaño en memoria requerido por los datos supera las capacidades de los
computadores convencionales e incluso de los servidores convencionales, se recurre al
almacenamiento distribuido y al uso de técnicas de procesamiento conocidas como Big
Data, que permiten organizar, vincular y analizar grandes cantidades de información
guardada en servidores de almacenamiento distribuido o DataWarehouses [27].
También se necesita la implementación de algoritmos cuya complejidad sea acotada
según la cantidad de datos disponibles, con el fin de evitar que una consulta tome
grandes cantidades de tiempo. Existen motores de manejo de bases de datos con el fin
de facilitar la creación, consulta y análisis de información. Dentro de estos motores se
cuenta con los de tipo SQL o relacionales, que mantienen múltiples relaciones entre los
datos facilitando la integración de información estructurada. También existen bases de
datos no relacionales o NoSQL, cuya principal ventaja es la escalabilidad y soportan
estructuras de almacenamiento distribuido. Cada una de estas alternativas depende del
modelo de datos requerido por determinada aplicación [27].
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2.2.1. Almacenamiento en motores tipo SQL
SQL es un motor de gestión de bases de datos centralizados ampliamente utilizado
para todo tipo de aplicaciones que involucran la gestión de información. Dentro de sus
ventajas se encuentra la facilidad de realizar consultas, mientras que el gestor de bases
de datos preserva la información.
Con el paso del tiempo y el crecimiento de la información generada, las bases de datos
de tipo SQL tuvieron que adecuarse para el problema de Big Data, donde no es posible
almacenar todos los datos en un único servidor, sino que se necesitan múltiples servi-
dores. Esto añade problemas de sincronización y de retardos cuando una consulta es
ejecutada.
Para poder gestionar ese tipo de bases de datos se desarrollaron tecnologías basadas en
SQL como SQL on Hadoop, con las cuales se pueden realizar consultas en servidores
de almacenamiento distribuido.
2.2.2. Motores de big data (HIVE)
HIVE es un entorno para la gestión de bases de datos con grandes cantidades de in-
formación, desarrollada por la fundación Apache basados en el paradigma de bases de
datos no estructuradas, del tipo NoSQL. Dentro de sus ventajas se encuentra el almace-
namiento distribuido en diferentes servidores de datos, la confiabilidad en las consultas
de datos, y la escalabilidad de sistemas paralelos. Este entorno permite manipular ba-
ses de datos con información estructurada y no estructurada en archivos muy grandes
almacenados en múltiples servidores.
La plataforma consta de: (1) Disponibilidad de los datos mediante el sistema de al-
macenamiento distribuido de Hadoop (HDFS). (2) Estructura YARN de Hadoop para
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planear tareas y manejar clusters. Y (3) Implementación de MapReduce basado en la
estructura YARN para el procesamiento en paralelo de conjuntos de datos grandes [28].
Una de las ventajas radica en el manejo de grandes cantidades de datos, los cuales
pueden manipularse en paralelo para reducir el tiempo de cómputo aprovechando los
clusters de servidores, lo cual permite estimar índices como NDVI optimizando el tiempo
necesario para tareas de análisis de extensiones de tierra amplias [28, 29].
2.3. SEGMENTACIÓN SEMÁNTICA CON REDES
PROFUNDAS
La segmentación semántica consiste en tomar cada uno de los píxeles que componen
una imagen, y asignarles de forma objetiva una etiqueta, con la cual se identifica a qué
categoría pertenecen. Por ejemplo, en la figura 2 se puede apreciar cómo una imagen,
luego de pasar por un proceso de segmentación semántica, obtiene etiquetas para los
píxeles pertenecientes a la clase fondo (color negro), bicicleta (color verde) y persona
(color Rosa).
Figura 2. Ejemplo de segmentación semántica en la base de datos PASCAL VOC [30].
La segmentación semántica es posible gracias a los resultados de las redes convolucio-
nales profundas, cuyas arquitecturas han demostrado estar en la capacidad de resolver
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tareas de detección a nivel de píxel. Una de las redes pioneras en segmentación semán-
ticas fue AlexNet que, en 2012 reportó una precisión del 84.6% con una arquitectura
de 5 capas convolucionales [31]. En 2013 la red ganadora de la competencia ImageNet
fue vgg-16, que reportó una precisión del 93.3% con una composición de 22 capas y
un bloque denominado inception [32]. Posteriormente uno de los aportes más signifi-
cativos en detección a nivel de píxeles y en profundidad de la red fue el equipo de
Microsoft quienes propusieron la arquitectura denominada Resnet [33]. Este modelo
logró un 96.4% de precisión con una red que alcanzaba 152 capas de profundidad. Una
de las dificultades de las redes profundas era el desvanecimiento del gradiente cuando
se apilan muchas capas convolucionales sucesivas. En Resnet el desvanecimiento fue
controlado gracias a la inclusión de una arquitectura denominada bloque residual. La
principal característica de los bloques residuales son sus conexiones “de salto” llamadas
Skip connections y permiten conectar la última capa de un bloque con la suma de las
entradas ponderadas y las salidas de las capas convolucionales. Esta técnica permite re-
ducir el condicionamiento numérico del gradiente, abriendo paso a arquitecturas mucho
más profundas que exhiben mejores resultados en tareas de aprendizaje de máquina.
2.4. ARQUITECTURA U-NET
U-net es una arquitectura de red profunda desarrollada en el centro para estudios de
señales biológicas de la universidad de Freibrg, Alemania, en el año 2015. Fue utilizada
originalmente para segmentar células en imágenes biomédicas de un canal de color. En
la publicación [34] los autores superaron con un margen considerable al mejor algoritmo
para resolver el reto ISBI en la categoría de segmentar estructuras de células neuronales
en imágenes tomadas por microscopios electrónicos como se muestra en la tabla 1.
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U-net ofrece múltiples ventajas tales como la velocidad de inferencia, que es inferior a
un segundo; la implementación completa, que puede ser ejecutada con recursos de GPU
moderados y el entrenamiento, que puede ser realizado con pocas imágenes.
Para medir el desempeño de U-net los autores utilizan la métrica de intersección sobre
la unión, también conocida como IoU o Coeficiente de Jaccard. Esta métrica se calcula
como se muestra en la ecuación (1) y representa la coincidencia entre las zonas detec-
tadas por el algoritmo en comparación con las etiquetas realizadas manualmente por
humanos. Los resultados de U-net respecto a IoU se aprecian en la tabla 1, donde tam-
bién se relacionan los conjuntos de datos que utilizaron en [34] para el entrenamiento, el
número de imágenes parcialmente etiquetadas y el rendimiento de la red. En la última
columna se aprecia el rendimiento del algoritmo que mejor desempeño presentaba antes
de U-net. Se evidencia que, a pesar de tener pocas imágenes el rendimiento es bueno y
es significativamente mayor a técnicas como redes neuronales con ventanas deslizantes,
que dominaban el reto ISBI antes de 2015.
Dataset Número de imágenes IoU Unet[%] IoU Algoritmo anterior [%]
PhC-373 35 92.03 83
DIC-Hela 20 77.56 46





U-net es una arquitectura de red profunda compuesta por tres secciones, una de con-
tracción, el cuello de botella y una sección de expansión. En la primera sección, que
también se suele llamar encoder existen varios bloques que aplican filtros convolucio-
nales de 3 × 3 y posteriormente tiene una capa de max pooling de tamaño 2 × 2. Con
cada bloque se duplica la cantidad de canales en el tensor, equivalentes a mapas de
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características. De esta forma se puede aprender relaciones complejas y estructuras de
objetos en una imagen [34]. La segunda sección propaga las características con capas
convolucionales, esto con el fin de realizar una extracción densa de características. En
la tercera sección, también conocida como decoder, se presentan bloques de expansión
similares a los de la primera sección, que contienen capas convolucionales con filtros
de tamaño 3 × 3 seguidos de una capa de sobre muestreo o upsampling de tamaño
2 × 2 que aumenta el tamaño del tensor y disminuye el número de canales. De esta
forma cada mapa de características mantiene una simetría en tamaño con respecto a
los bloques de la primera sección. Esta simetría permite interconectar los bloques de la
sección de contracción con la sección de expansión, garantizando que las características
que se aprenden mientras se contrae una imagen, son utilizadas para la reconstrucción
de una máscara de segmentación. De igual forma esta técnica de interconexiones evita
problemas como el desvanecimiento del gradiente [34].
Suponiendo que la entrada de la red es una imagen de tres canales de color con una
altura H y un ancho W de píxeles, es decir, un tensor de dimensiones H × W × 3,
en la salida de la sección de expansión de U-net se obtendrá un tensor de dimensiones
H×W ×k. Siendo k el número de clases de objetos a segmentar en la imagen, en otras
palabras, cada clase genera una capa donde se identifica por cada píxel la probabilidad
de que pertenezca a la k-ésima clase. A partir de ese tensor, se puede lograr una máscara
de segmentación, es decir, una imagen de un canal con dimensiones H×W×1 aplicando
una función SOFTMAX a lo largo de las k capas como se muestra en la ecuación 2.
Esta función es una exponencial normalizada y permite comprimir las K capas en una
sola capa σ(Z). A cada píxel se le asigna un número entre 0 y K − 1 según el valor que







Figura 3. Arquitectura U-Net.
La arquitectura completa se muestra en la figura 3, en donde se aprecian las secciones
de codificación (encoder) a la derecha.
2.5. ARQUITECTURA DEEPLAB
Múltiples estudios como [30, 34, 36], demuestran la alta efectividad que pueden llegar
a tener configuraciones de redes profundas, basadas en arquitecturas de capas convolu-
cionales de agrupación piramidal. Uno de los casos más exitosos ha sido la red conocida
como DeepLab [30], en donde, utilizando una configuración conocida convolución di-
latada, los algoritmos pueden realizar estimaciones con alta precisión, las cuales son
invariantes a la escala e invariantes a la pose de los objetos en una escena.
Este tipo de algoritmos, ha sido utilizado en agricultura de precisión para el conteo de
especies, e incluso la estimación de hojas o frutos que una planta puede tener [37, 38].
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DeepLab es una red profunda cuya arquitectura (ver figura 6) inicia con un Encoder,
que es una serie de capas piramidales convolucionales encargadas de la extracción de
características, las cuales son invariantes a la escala, y termina con un Decoder, que
permite, a partir de un tensor de características, dibujar una imagen con las etiquetas
que cada píxel ha recibido, según las clases con las que fue entrenada la red. Esta red
incorpora un algoritmo utilizado en el cálculo de las transformadas wavelet, denominado
algorithme à trous que traduce del francés, algoritmo con agujeros o dilatado. También
se conoce con el término Atrous convolution. La convolución dilatada agrega un salto
(stride) a la forma en cómo se realiza una convolución normalmente. Su comportamiento
se describe en la ecuación (3), en donde, para cada ubicación i en la salida y y en el
filtro w, la convolución dilatada se aplica sobre el mapa de características de entrada x.
El factor r permite determinar la dilatación espacial. Si r = 1 se tiene una convolución
típica, mientras que con r > 1 se realizan saltos en el muestreo convolucional. La variable
k representa el tamaño del kernel, Con el algoritmo Atrous se extraen características




x[i+ r × k]w[k] (3)
La primera versión de DeepLab presenta una red convolucional integrando configura-
ciones de redes profundas como VGG16 o ResNet101 como soporte principal. En estas
arquitecturas se modifican algunas capas convolucionales para implementar el algorit-
mo Atrous, que realiza extracción densa de características. En el final de la red, se
dispone un campo condicional aleatorio (CRF), entrenado junto con la red, y refina la
segmentación de bordes y contornos de los objetos detectados. Debido a que la convo-
lución dilatada entrega imágenes cuya resolución supera la de las imágenes ingresadas,
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se efectúa una interpolación bilineal que reduce la resolución al mismo tamaño de la
entrada y suaviza los bordes detectados de los objetos [39].
En la segunda versión la red DeepLab fue modificada adoptando el concepto de agru-
pación espacial piramidal, que se enfoca en la detección de objetos sin importar el lugar
en el que el objeto se encuentre [30]. Como se muestra en la figura 4, una capa de
agrupamiento espacial utiliza múltiples capas tipo pooling, cada una con un tamaño es-
pacial diferente. El resultado de todos los poolings realizados se junta en un tensor que
contiene la extracción densa de características. Otra de las ventajas de una pirámide
espacial es que la imagen de entrada puede tener cualquier tamaño y resolución [40].
Figura 4. Capa de agrupamiento espacial piramidal [40].
En DeepLab V2, se junta el concepto de agrupamiento espacial piramidal y la convo-
lución dilatada, con lo cual, se obtiene una capa de agrupamiento espacial piramidal
dilatado (Llamada en inglés Atrous Spacial Pyramid Pooling o ASPP) como se apre-
cia en la figura 5, tal cambio mejora la detección de objetos en múltiples escalas y la
precisión de la red [30].
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Figura 5. Capa de agrupamiento espacial piramidal con dilataciones ASPP [36].
En 2018 fue publicada la tercera versión de la red DeepLab, en la cual se replantea
la forma en la que se realiza la convolución Atrous, superando los resultados obteni-
dos en sus versiones anteriores. Dentro de sus cambios más relevantes se encuentra la
normalización del batch en las capas ASPP y la eliminación del CRF al final de la
red. En DeepLab v3, se presenta una arquitectura con ASPP que reduce 8 veces la
imagen respecto al tamaño de entrada, la cual posteriormente es aumentada mediante
interpolación bilineal, para coincidir la salida con el tamaño original.
La última versión es DeepLab v3+, en la cual se cambia la interpolación lineal por una
estructura convolucional que aumenta la resolución de la imagen en cada capa, es decir,
se utiliza la red DeepLab v3 como codificador (encoder) y se utiliza una estructura con-
volucional como decodificador, tal como se aprecia en la figura 6. Tales modificaciones
en la arquitectura, mejoran el desempeño de la segmentación semántica respecto a las
arquitecturas predecesoras.
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A pesar de su alto desempeño, este tipo de algoritmos requieren una capacidad consi-
derable de cómputo, tanto en procesadores (CPU) como en unidades de procesamiento
gráfico tales como GPU’s para su entrenamiento.
Figura 6. Arquitectura DeepLab v3 para segmentación semántica, [36].
La importancia del uso de segmentación semántica en especies vegetales radica en la
necesidad de dar seguimiento en detalle a la irrigación de cada una de las plantas.
Como se puede ver en [41, 42, 43] medir individualmente la irrigación permite conocer
las cantidades óptimas de abono, riego y herbicidas que una planta necesita para que su
crecimiento sea adecuado y la carga de frutos producida aumente o se mantenga. Otra
ventaja es la optimización de recursos al evitar el desperdicio ya que tradicionalmente
se toman algunas medidas y se aplican fertilizantes o herbicidas a todos los cultivos por
la dificultad de medir una a una cada planta.
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2.6. ESTIMACIÓN DEL ESTADO DE SALUD DE CULTIVOS
2.6.1. Índices de vegetación
La estimación del estado de salud de un cultivo puede hacerse utilizando técnicas de
sensado remoto, como son las imágenes aéreas. Estas imágenes pueden provenir de saté-
lites o de Drones. La principal característica que deben tener los lentes para el sensado
remoto en aplicaciones de agricultura es que capturen los canales de color: rojo [570, 780]
nm, verde [490, 570] nm, azul [400, 490] nm e infrarrojo cercano (NIR) [780, 1400] nm.
Con la información reflejada en estas longitudes de onda se pueden calcular diferentes
índices de vegetación. Tal es el caso del índice de vegetación diferencial normalizado o
NDVI por sus siglas en inglés. Este índice es uno de los más utilizados en aplicacio-
nes de agricultura de precisión [7, 24]. La razón de su amplio uso es porque las hojas
verdes absorben la luz cuya longitud de onda está entre los 600 y 700 nm y reflejan
las longitudes de onda de los 700 nm hasta los 1000 nm, es decir, si se aprecia más
luminancia infrarroja que roja es por que existe capa vegetal en la imagen [19, 44]. Por
consiguiente, la forma de calcularlo se aprecia en la ecuación (4), en donde el canal de
salida resultante NDVI se calcula utilizando la radiación capturada por cámaras en el





Como resultado, el canal NDVI tendrá valores en el rango entre -1 y +1. Los valores
negativos corresponden a cuerpos de agua o nubes, mientras que los valores positi-
vos cercanos a cero indican suelos o rocas. Así mismo, valores cercanos a 1 permiten
evidenciar la presencia de plantas cuya actividad foto-sintética es alta.
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Si bien, el NDVI permite hacer una estimación del estado de actividad foto-sintética
de las plantas, este puede verse sesgado dependiendo de las especies que salgan en
determinada fotografía. Es decir, si una foto se encuentra en presencia de especies con
alta refracción de la luz infrarroja, aquellas que no tengan un índice de refracción tan
alto aparentarán valores de plantas con falta de irrigación [45]. Para validar la situación
descrita es posible realizar visitas en terreno, midiendo en las hojas de las plantas la
firma espectral y cruzar la información con las imágenes. Otra alternativa es calcular
el índice discriminando especies para poder determinar cuál es el estado de irrigación
por plantas de la misma especie [46].
Una vez se adquieren imágenes multi-espectrales con Drones, es posible realizar una
composición donde se visualice algún índice de vegetación y se aprecie el estado de
irrigación de forma visual en una imagen. Esta información permite a los agricultores
tomar las acciones necesarias para el cuidado de un sembradío [24].
2.6.2. Estimación del estado de salud con imágenes aéreas
Una de las premisas de la agricultura de precisión, es realizar el monitoreo constante del
área cultivada [47]. Para esto existe una variedad de técnicas, como es el caso de las redes
de sensores, que entregan grandes cantidades de información del suelo y de las plantas.
Estas redes requieren de la instalación de nodos interconectados, así como suministro
energético para cada uno de ellos, que puede llegar a ser una dificultad cuando se trabaja
en grandes extensiones de tierra [5]. Otra de las técnicas, que ha tomado protagonismo
gracias a la facilidad de despliegue y el bajo costo, es el uso de Drones para las tareas
de sensado remoto y seguimiento de diferentes tipos de cultivos [19]. Mediante Drones
con cámaras multi-espectrales, es posible realizar la estimación del estado de salud de
las plantas en un cultivo, así como el análisis de algunos de los nutrientes que requieren
y el estudio de zonas donde la irrigación no es adecuada [13, 48, 49]. La importancia de
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tomar imágenes multi-espectrales a cultivos se debe a que esta técnica permite estimar
el estado de irrigación de las plantas. Generalmente, en condiciones de suelo seco, las
variedades vegetales sufren de estrés cuando el agua que evaporan debido a la actividad
foto-sintética, es menor que el agua que pueden absorber del suelo. Tal situación lleva
a las plantas a cerrar sus estomas y segregar hormonas que se encargan del cierre de las
hojas para evaporar menos cantidad de agua, por consiguente, la fotosíntesis disminuye
y la condición de sequía origina una menor producción de cosecha. Mediante el análisis
del estado de irrigación, es posible prevenir que una planta se seque y aumentar la
cantidad de cosecha que esta produce [18].
34
3. CAPTURA DE IMÁGENES AÉREAS
MULTI-ESPECTRALES
En este capítulo se detallan los aspectos para la captura de imágenes con sensores multi-
espectrales de bajo costo, así como los algoritmos planteados para la sincronización de
múltiples cámaras utilizando la geo-localización y los sistemas de navegación de un
Drone.
Para el desarrollo del proyecto, se cuenta con un drone DJI Phanthom 4 Pro, el cual,
incluye una cámara que tiene un sensor de tecnología CMOS con resolución de 20Mpx.
La cámara mencionada viene de fábrica con un filtro infrarrojo que permite la captura
de imágenes en canales rojo, verde y azul, mientras rechaza la saturación provenien-
te de la radiación en el segmento de infrarrojo cercano o NIR. Esto es bueno para la
captura de imágenes a color, ya que impide que el infrarrojo sature los canales rojo y
verde, pero no permite registrar imágenes multi-espectrales. Por consiguiente, es nece-
sario agregar un segundo sensor que venga de fábrica sin el filtro de infrarrojo cercano
integrado. Una alternativa de bajo costo para adquirir el canal infrarrojo es el sensor
de imágenes CMOS: Sony IMX219, el cual tiene una resolución de 8 Mpx y alcanza a
captar radiaciones hasta los 880 nm como la que se muestra en la figura 7.
La arquitectura del drone no permite conectar sistemas de terceros a bordo, tampoco
brinda acceso a las baterías para la alimentación de otros circuitos. Tal situación agrega
la necesidad de incluir un sistema independiente de captura de imágenes NIR. Equipar el
drone con un segundo sistema requiere solucionar con software los problemas asociados
a la captura de imágenes desde dos dispositivos sin interconexión entre sí como se
describe en este capítulo.
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3.1. SISTEMA DE CAPTURA DE IMÁGENES NIR
Se implementa un sistema de captura de imágenes NIR, utilizando el sensor óptico
descrito, conectado a una tarjeta Raspberry Pi ™. Adicionalmente se conecta un sensor
de posición satelital de referencia Ublox NEO 6M capaz de medir coordenadas cinco
veces por segundo, con un error medio de 2.5 m en la estimación de la posición. Para
garantizar la precisión en la estimación de la posición, se programa un servicio de
consulta del módulo GPS, el cual lee los mensajes en formato NMEA. Este formato
brinda la información de la posición, así como la intensidad de la señal y el número
de satélites enlazados. Experimentalmente se determina que para obtener la desviación
media de posición de 2.5 m como indica la hoja de datos, el GPS debe estar enlazado
a 10 o más satélites. Por este motivo en el software descrito se desarrolla un módulo
encargado de verificar constantemente el número de satélites a los que el sensor de
posición está enlazado y envía un mensaje de error cuando son menos de 10 ya que el
error observado en tales casos supera los 50 m. Para la conectividad inalámbrica del
dispositivo de captura NIR, se agrega un radio WiFi de alta ganancia, que permite
acceder al computador a una distancia de hasta 30 m con línea de vista. También se
adicionan baterías que dan una autonomía al sistema de captura de imágenes infrarrojas
de 4 horas de uso continuo. Adicionalmente, para visualizar capturas durante el vuelo,
se crea un servicio en Python que permite, a través de mensajería instantánea enviar
comandos de ajuste a la cámara, como lo es el tiempo de exposición, la resolución de
salida de las imágenes y la sensibilidad (ISO) del sensor. También se añade una utilidad
para solicitar imágenes de muestra desde la aplicación de mensajería instantánea, este
complemento ayuda a verificar que las configuraciones funcionen adecuadamente en
el campo antes de iniciar una captura, sin tener que terminar una misión de vuelo y
descargar las imágenes en un computador.
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En el dispositivo se programa un servicio que monitorea la escritura de un archivo con
el nombre COORDENADAS.JSON y contiene las coordenadas donde se tomarán las
imágenes. El archivo se ingresa antes del vuelo a través del protocolo FTP. Una vez
el servicio detecta la existencia de un nuevo listado de coordenadas procede a medir
una vez por segundo la posición GPS y la compara con todas las del listado. Si alguna
coordenada es similar a la posición actual, teniendo en cuenta un criterio de alineación
basado en un modelo auto regresivo de media móvil, se toma una fotografía. Luego de
la captura se incluye la información de geoposición en formato EXIF y se almacena
para su posterior carga al sistema de gestión de imágenes multi-espectrales.
Figura 7. Cámara sin filtro infrarrojo utilizada.
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3.2. ALINEACIÓN Y PRE-PROCESAMIENTO DE IMÁGE-
NES NIR
El primer problema a resolver para la captura de imágenes multi-espectrales con múl-
tiples lentes es la sincronía de la toma de datos, los cuales, deben estar espacialmente
alineados para que la información medida sea similar. En general, los Drones Phantom
de la marca DJI, no entregan ninguna alternativa para la captura de imágenes desde
aplicaciones de terceros, ni de sistemas embebidos diferentes a su control remoto. Por
tal motivo se equipa el sistema de captura de imágenes NIR, basado en la tarjeta Rasp-
berry Pi™. El método para capturar fotografías en determinadas posiciones, consiste en
calcular previamente las coordenadas de los centroides antes del vuelo. La información
del lugar donde se debe registrar cada imagen, se almacena tanto en el drone (a través
de su aplicación) como en el sistema de captura de canal NIR.
Con el fin de estimar la posición durante el desplazamiento del drone mientras se evita
el ruido en la medición, se programa un algoritmo auto regresivo de media ajustable
(ARMA) de factor 10. Es decir, se requieren de 10 muestras para la estimación de la
posición media de un punto; por consiguiente a la medida actual se le pondera con el
coeficiente 0.1, el resto de la ponderación, es decir el 0.9 restante, es para la media de
coordenadas adquiridas previamente. La media se va desplazando con el ingreso de más
muestras al modelo, tal como se describe en la ecuación (5).
LatLon = 0.9× LatLonprevious + 0.1× LatLoncurrent (5)
Como segundo problema está la diferencia de resolución de los sensores ópticos. Esta
dificultad es superada realizando un proceso conocido como upsampling en las imágenes
con canal infrarrojo, mediante la aplicación de una interpolación bilineal de color.
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Para encontrar el valor de color en un punto (x, y), conociendo el valor de cuatro
puntos aledaños P11 = (x1, y1), P12 = (x1, y2), P21 = (x2, y1), P22 = (x2, y2), se describe
la función de interpolación como:
f(x, y) = a0 + a1x+ a2y + a3xy
En donde los coeficientes de interpolación a0, a1, a2 y a3 se pueden encontrar mediante
una regresión lineal, a partir de cuatro puntos correspondientes en las dos imágenes
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Los puntos correspondientes en las dos imágenes se obtienen de forma automática con
algoritmos que extraen puntos de interés como lo son SIFT, SURF y ORB.
Una vez se obtiene el canal NIR del tamaño de la imagen RGB se procede a su alma-
cenamiento en el sistema de gestión de datos propuesto en este trabajo.
Como tercer problema, se tiene la respuesta de las cámaras en longitud de onda. La
cámara sin filtro infrarrojo (NOIR), es sensible a la saturación del canal verde y rojo al
estar expuesta a iluminación infrarroja. En el estado del arte, autores como [19] sugieren
el uso de filtros de gel, como por ejemplo los filtros de la marca ROSCO denominados
Congo Blue 181, Deep Blue 120, y Dark Green 124. Estos filtros dispuestos frente a la
cámara evitan que las longitudes de onda equivalentes a los colores rojo y verde lleguen
al sensor CMOS, no obstante, permiten el paso de la radiación infrarroja, la cual es
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atrapada en el canal rojo. En síntesis, el canal NIR se puede extraer del canal rojo de
la cámara NOIR con un filtro de gel azul en frente del lente.
En último lugar, la diferencia de distancia de los focos de las cámaras, ocasiona que
la imagen vista en cada lente pertenezca a diferentes planos proyectivos. Es decir, si
se sobreponen las imágenes de los diferentes lentes se verán los objetos con un desfase
espacial. Este problema es ampliamente conocido en el estado del arte y puede solu-
cionarse mediante la extracción de puntos clave que coinciden entre las dos imágenes,
para conocer la homografía entre las mismas y poder remover la proyectividad.
Durante la remoción de la proyectividad es necesario eliminar la distorsión radial, me-
diante la calibración de las cámaras, tal como se describe en [20]. Para remover la
perspectiva, se utilizan los algoritmos SIFT y Harris que permiten extraer múltiples
puntos de interés entre dos imágenes con información similar. Debido al ruido, muchos
de los puntos de interés pueden diferir entre una imagen y otra, con lo cual es necesa-
rio ejecutar el algoritmo RANSAC que permite excluir aquellos puntos que no tienen
correspondencia entre las dos imágenes. Otras aproximaciones más actuales, adoptan
técnicas de aprendizaje profundo, que han demostrado un mejor desempeño en tareas
como registro de imágenes, en donde se hallan puntos clave y se sobreponen imágenes
de un mismo lugar tomadas en diferentes momentos y desde diversas perspectivas image
registration, pero no se abarca este enfoque ya que requiere entrenar un modelo a partir
de una base de datos con imágenes y sus respectivas correspondencias marcadas por
humanos [50].
Una vez se tienen los puntos de interés entre las imágenes, se realiza la estimación de
la homografía y se transporta la imagen al espacio proyectivo deseado como se describe
en [51].
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Como salida del sistema de captura, se obtiene una imagen RGB proveniente de la
cámara del drone, junto con una imagen de un solo canal que contiene la capa de
radiación en el infrarrojo cercano, escalada y alineada espacialmente con la imagen




4. ALMACENAMIENTO Y CONSULTA DE
IMÁGENES
Una de las necesidades del proyecto es el almacenamiento y gestión de imágenes con
más de tres capas de color. La metodología a emplear consiste en vincular las fotos RGB
con su respectiva capa NIR a través de una base de datos relacional o de tipo SQL.
Adicionalmente, como herramienta de trabajo es necesario un software para realizar
tareas como: la consulta de los conjuntos de imágenes almacenados, el etiquetado de es-
pecies en una imagen como máscaras de segmentación semántica, la visualización de las
diferentes capas de color guardadas, el cálculo de índices de vegetación, la construcción
de imágenes panorámicas a partir de la base de datos y la predicción de máscaras en
imágenes utilizando un modelo de Deep Learning. Se propone el desarrollo en lenguaje
C# y Python, incorporando paquetes de licencia abierta (GPL) para el manejo de in-
terfaces gráficas como es el caso de PyQt™. De igual forma se integran funcionalidades
de la librería LabelMe [52], que es una herramienta gratuita, de código abierto, diseña-
da para la edición y visualización de máscaras semánticas en imágenes desarrollada en
Python y C#.
4.1. MODELO DE BASE DE DATOS
La base de datos permite almacenar imágenes en un formato plano conocido como Blob.
Este tipo de almacenamiento implica la decodificación de cada imagen en una matriz de
números que representa la intensidad de cada píxel en 24 bits de color. Esta forma de
almacenar datos no aprovecha las capacidades de compresión y hace necesario, en cada
consulta, descargar un bloque de datos junto con la metadata para re-codificar los bytes
en forma de imagen. Es decir, este tipo de almacenamiento consume más memoria y
43
toma más tiempo en realizar consultas de imágenes. Una alternativa que se plantea es
guardar las imágenes (RGB y NIR) codificadas en formato JPEG en una carpeta de un
servidor que puede consultarse utilizando el protocolo de transferencia de archivos FTP.
De igual forma se dispone una carpeta accesible a través de una conexión FTP para
el almacenamiento y consulta de máscaras de segmentación las cuales son imágenes en
formato PNG.
En la base de datos SQL se crea una tabla que en sus campos guarda la siguiente
información:
1. Vínculo FTP a la imagen RGB en formato JPEG.
2. Vínculo FTP a la imagen NIR en formato JPEG.
3. Vínculo FTP a la máscara de segmentación en formato PNG.
4. ID único para cada imagen registrada.
5. Coordenadas GPS en formato UTM.
6. Coordenadas GPS en formato WGS84 o magna-sirgas.
7. ID del conjunto de datos al que pertenece la imagen.
8. Fecha de escritura de la imagen.
9. ID de la curva de Hilbert de la imagen.
10. Vector de clases en la imagen.
Para la gestión de la base de datos, se define un módulo que permite hacer consultas
SQL orientadas a insertar y eliminar registros. También se desarrollan funciones que
permiten obtener los enlaces FTP a determinadas imágenes, según criterios de búsqueda
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como son las clases, los índices de la curva de Hilbert, las coordenadas GPS, el ID del
conjunto de datos y el identificador único.
4.2. CONSULTA RÁPIDA POR LOCALIDAD
El principio de funcionamiento de las búsquedas por criterios como máscaras semánticas
o coordenadas se basa en una curva de llenado de espacio, en este caso la curva de llenado
de espacio de Hilbert o (HSFC) [53]. Fue diseñada para mapear puntos ubicados en un
espacio multidimensional a un vector de una sola dimensión con la ventaja de que
conserva la localidad. Es decir, si dos puntos son aledaños en el espacio de múltiples
dimensiones, también lo serán en el vector unidimensional.
Mapear puntos de un plano bidimensional ω (imagen) en una curva de orden α de
Hilbert requiere de una transformación afín que puede ser lograda dividiendo el espacio
ω en 2α sectores cuadrados. Existen cuatro combinaciones que forman la secuencia
de una HSFC, estas pueden ser representadas en forma de matriz equivalente como se
puede observar en las ecuaciones (7) ,(8), (9), y (10) donde (β, β2) son la representación
en forma de vector complejo de un punto en un cuadro unitario, y Qn representa la






























































Desde el punto de vista de la complejidad algorítmica, la búsqueda de un punto con
coordenadas bidimensionales tiene una complejidad acotada por O(n2). Utilizando el
mapeo a una curva de llenado de espacio, la complejidad se reduce a una cota superior
de O(log(n)) [53]. Adicionalmente con esta técnica se puede crear un índice que permita
ordenar las imágenes por similaridad en su contenido, como por ejemplo, tipo de cultivo
que tienen o estado de irrigación.
El número de puntos del vector, depende del orden de la curva de Hilbert, es decir, a
mayor orden, menor será el tamaño de la partición sobre la cual se realiza el mapeo.
Esto permite alargar la longitud de la curva, como se muestra en la figura 8 y acomodar
coordenadas en tantos puntos como se necesite. Para la selección del orden de la curva
de Hilbert en determinado espacio de imágenes, se tiene en cuenta que la curva tenga, al
menos, el doble de puntos que las coordenadas calculadas para un conjunto de imágenes
determinado.
4.3. ALMACENAMIENO
Se define la funcionalidad de almacenamiento como un conjunto de algoritmos encarga-
dos de permitir que las imágenes multi-espectrales puedan ser añadidas y consultadas.
Estos algoritmos vinculan cada imagen junto con su capa de infrarrojo en la tabla prin-
cipal de la base de datos SQL. Los algoritmos se implementan en Python y su objetivo
es facilitar tareas como: descargar las imágenes del drone, crear los registros en la tabla
SQL, cargar las imágenes a las carpetas FTP, calcular los índices de la curva de Hilbert
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Figura 8. Curvas de Hilbert de orden 1, 2 y 3 [54].
La imagen de área amplia de un terreno puede estar compuesta por cientos e incluso
por miles de capturas aéreas hechas por el drone. Además se pueden utilizar múltiples
Drones para la captura de imágenes por sectores, por lo que los datos pueden sobrepasar
la memoria de un computador convencional. La gestión del almacenamiento de grandes
cantidades de imágenes se lleva a cabo con técnicas de almacenamiento distribuido
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sobre un modelo SQL que provee confiabilidad y flexibilidad al sistema. Las imágenes
se guardan en un sistema de tipo HDFS.
En la figura 9 se aprecia un esquema simplificado del modelo de almacenamiento, a
partir de las capturas de un UAV en el campo, en donde, el drone captura dos imágenes
con sistemas independientes a bordo, alineadas espacialmente. Una vez termina el vuelo,
se comparan y ajustan los canales NIR con las imágenes RGB y por último se almacenan
a través del sistema de gestión de imágenes desarrollado.
Figura 9. Esquema del sistema de captura y almacenamiento.
4.4. SISTEMA DE ETIQUETADO
En el estado del arte no se encuentran bases de datos anotadas que permitan realizar
pruebas o modelos de segmentación semántica con cultivos Colombianos, en especial
con cultivos como los de la región del Eje Cafetero, en donde se puede encontrar terrenos
con café (Coffea Arabica) y plátano (Musa Paradisciaca L) juntos. Teniendo en cuenta
que se necesitan crear modelos ajustados a los datos de la región, se plantea el diseño de
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un componente de software para etiquetado basado en la alternativa de código abierto y
uso libre LabelMe [52]. Este software permite generar archivos de etiquetas por especie
en imágenes. Las etiquetas son almacenadas en ficheros de tipo JSON y se vinculan al
ID de cada una de las imágenes en la base de datos. Adicionalmente se plantea el diseño
de un programa que, a partir de las etiquetas en formato JSON, permita obtener las
máscaras como imágenes en formato PNG, que son un requisito para el entrenamiento
de la red profunda.
Para el manejo de las etiquetas, a través de comandos de línea se invoca al programa
LabelMe, el cual, como se aprecia en la figura 10 permite dibujar polígonos sobre una
imagen. Cada uno de los polígonos dibujados se puede asociar a un número entero
positivo junto con una correspondencia a alguna clase definida por el usuario. Al finalizar
la edición, el programa puede entregar etiquetas en formato de base de datos tipo
Microsoft COCO [55], así como en formato XML con la estructura definida por la
base de datos PASCAL VOC [56]. Se selecciona XML dado que permite guardar la
etiqueta de una sola imagen, en contraste con el formato COCO (JSON) que almacena
las etiquetas de todo el conjunto de datos en un único archivo. Por la forma en que
se tratan los datos en la red profunda para el entrenamiento de modelos, se diseña un
programa que convierte los ficheros de descripción de etiquetas en formato XML a una
imagen en formato PNG. Las etiquetas por cada píxel serán valores enteros de 1 a k
siendo k el número de clases a detectar. Se utiliza el componente de almacenamiento
para la carga y vinculación a la base de datos de cada una de las etiquetas en formato
PNG, obteniendo una base de datos anotada, que, con una consulta es capaz de entregar
imágenes por zona y por coordenadas, junto con su respectiva máscara de segmentación.
Para anotar la base de datos con imágenes de la cámara Sequoia Sentera™ se utiliza
una validación de una capa, en donde, a un usuario encargado de etiquetar cultivos se
le presentan ejemplos de como debe hacerlo. Una vez el usuario termina la marcación
49
Figura 10. Interfaz gráfica de LabelMe [52].
de las imágenes asignadas, se pasan a revisión para que sean aprobadas como etiquetas
semánticas por un usuario con el rol de validador. Esto es posible gracias a un campo
en la base de datos, que relaciona las etiquetas con su estado, indicando si determinada
imagen contiene o no etiquetas. En caso de contener alguna etiqueta se puede conocer
si esta está revisada o si su etiqueta está pendiente de revisión.
En total fueron etiquetadas 270 imágenes, de las cuales se aprobaron 230 para el entre-
namiento del modelo de aprendizaje profundo. Las imágenes restantes se descartan ya
que no cumplen con la altura de captura entre 30 m y 50 m ni con el ángulo del lente
perpendicular al plano del suelo.
Debido a que solo se contaba con un usuario etiquetador no fue posible calcular índi-
ces de concordancia entre etiquetadores. Sin embargo se pudo detectar que hace falta
proveer al usuario de herramientas como tabletas de dibujo que le permitan señalar
los polígonos con una mayor precisión de tal forma que en la etiqueta se diferencie el
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límite entre el suelo y el cultivo. Se observó que muchas veces el etiquetador dibujaba
rectángulos o secciones rectas que ocupaban gran parte de la imagen para facilitar su
labor, abarcando en una etiqueta algunos píxeles del suelo. No obstante, las etiquetas




5. SEGMENTACIÓN DE CULTIVOS CON DEEP
LEARNING
La segmentación semántica es el proceso de asignar a cada uno de los píxeles de una
imagen una etiqueta de clase, es decir, determinar a que categoría de objetos pertenecen
dentro de un listado predefinido [34].
Uno de los enfoques modernos para resolver tareas de segmentación es utilizando redes
neuronales profundas o deep learning [38, 39]. La razón del auge de las redes profundas
se debe a los resultados que ciertas arquitecturas presentan en el estado del arte seg-
mentando diversos objetos en múltiples contextos [36, 10]. Para aplicar técnicas de deep
learning en agricultura de precisión es necesario escoger una arquitectura adecuada y
tener una base de datos debidamente anotada.
Para la selección de una arquitectura de red neuronal profunda se tiene en cuenta la
firma de memoria del modelo, que, en casos como DeepLab [30] utiliza más de 130
millones de parámetros, requiriendo más de 3 Gb de VRAM para su ejecución y más
de 11 Gb de VRAM para su entrenamiento. Si bien DeepLab v3+ es la red que mejor
desempeño presenta en el estado del arte para el momento del desarrollo del presente
trabajo [36], su gran demanda de memoria VRAM dificulta el entrenamiento en equipos
de cómputo convencionales. Es por esto que en publicaciones como [36, 30] los autores
re-escalan las imágenes de entrada a tamaños pequeños y dividen el conjunto de datos
en subconjuntos también conocidos como minibatches. Según el tamaño de las imáge-
nes, el tamaño del minibatch y la base de la red, para entrenar DeepLab se requieren
tarjetas de vídeo con capacidad entre 12 Gb hasta 64 Gb. Tales sistemas de cómputo
requieren de mucha energía para ejecutar un algoritmo y son voluminosos y pesados,
haciendo imposible ejecutar la inferencia desde un UAS. Por este motivo se utiliza una
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implementación que tenga una menor firma de memoria. En específico la arquitectura
de red U-net [34] que tiene 31 millones de parámetros, requiriendo para su operación
una cantidad de 996 Mb de memoria de vídeo.
La selección de U-net permite estructurar la solución sobre un sistema embebido que
puede implementarse a bordo de un UAS con el fin de segmentar las fotos adquiridas
durante la captura (en línea). Se escoge como sistema de desarrollo, una tarjeta Nvidia
Jetson Nano ™ que provee un computador integrado en una sola tarjeta, liviano, de
consumo energético moderado, con 450 núcleos de GPU y con memoria VRAM de Gb.
Este dispositivo puede ser configurado con una versión modificada del sistema operativo
Ubuntu. Sobre el sistema operativo se instala un entorno conocido como JetPack que
permite acceder a la VRAM y los núcleos de procesador gráfico. Este entorno provee
acceso a una librería necesaria para procesamiento de alto desempeño en GPU llamada
CUDA. Adicionalmente se instalan los entornos de trabajo para imágenes (OPENCV)
y para aprendizaje de máquina (TensorFlow GPU).
Durante la propagación de una imagen de entrada a través de una red profunda, las
operaciones convolucionales se efectúan con cierto número de filtros por capa y aumen-
tan en cada etapa el número de volúmenes o dimensiones que un tensor de entrada
tiene. El crecimiento de volúmenes representa un consumo elevado de memoria que de-
be restringirse para evitar saturar las capacidades de un sistema de cómputo. En el caso
de la Nvidia Jetson Nano ™ se re-escalan las imágenes de entrada a un tamaño de 128
píxeles de alto por 128 píxeles de ancho. Respecto a los canales de color, se conservan
tres de ellos que son: el canal infrarrojo cercano (NIR), el cual permite diferenciar es-
pecies vegetales de suelos y objetos inertes; el canal rojo (R) que contiene información
de la absorción de luz de las hojas, y junto al canal NIR permite el cálculo del NDVI
(como se muestra en la ecuación (4)) y el canal verde que también incluye información
valiosa para la detección de plantas por color.
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Estudios como [35, 57] muestran como se puede emplear U-net para aplicaciones de
agricultura de precisión, con buenos resultados en estimación de cobertura terrestre,
clasificación de sequía en maíz, y detección de capa vegetal. Incluso autores como [58]
muestran como, modificando U-net es posible mejorar su rendimiento a cambio de un
incremento en su firma de memoria.
Como flujo de trabajo para la segmentación de cultivos se suelen ejecutar tareas como:
1. Plan de vuelo y cálculo de centroides donde se realizarán las capturas sobre la
zona de interés para cubrir el área con un traslape de imágenes del 80% aproxi-
madamente.
2. Captura y almacenamiento de imágenes multi-espectrales con un UAS sobre el
terreno de interés.
3. Pre procesamiento de imágenes capturadas, el cual puede incluir filtros, alineación
espacial, remoción de la proyectividad y escalamiento.
4. Inferencia de las especies detectadas a través del modelo de aprendizaje profundo
previamente entrenado.
5. Recuperación de una máscara de segmentación a partir del tensor de salida del
modelo profundo.
6. Re-escalado y filtrado de la etiqueta para que coincida con la imagen original.
7. Almacenamiento de la etiqueta de segmentación semántica.
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6. ESTIMACIÓN DEL ESTADO DE IRRIGACIÓN
Uno de los aspectos más importantes en las actividades agrícolas es el riego [3] que
permite llevar a cabo los procesos bioquímicos al interior de las plantas tales como
el crecimiento celular, la fotosíntesis y la regulación de la temperatura a través de
la transpiración. En primer lugar, el crecimiento vegetal se debe a dos procesos: la
expansión celular y la división celular también conocida como mitosis. Ambos procesos
requieren de la absorción de nutrientes desde el suelo, junto con agua para ser efectuados.
Estudios como [59] muestran que una baja concentración de agua disminuye la actividad
en las células con lo cual se evidencia que una planta crece hasta un 50% menos en
comparación con un espécimen correctamente irrigado.
En segundo lugar la fotosíntesis es el proceso por el cual la planta toma dióxido de
carbono del aire, la radiación solar y electrones de moléculas de agua para generar
glucosa que incorpora al metabolismo. La importancia del agua en la fotosíntesis se
debe a que esta aporta los electrones necesarios para la reducción química del dióxido
de carbono.
En tercer lugar, el agua es utilizada como medio de control de la temperatura superficial
de las hojas en las plantas. Generalmente, los cultivos de frutas y verduras están a
la intemperie, recibiendo la luz del sol. Debido a que la radiación solar es rica en
componentes infrarrojos, se produce un efecto de calentamiento superficial que, de no
ser controlado, puede generar un fenómeno conocido como estrés térmico. Ante tal
fenómeno los estomas de las hojas tienden a aumentar la transpiración y a cerrarse
para evitar la muerte de las células. Esto reduce la disipación de calor, por lo tanto
minimiza el consumo de agua en la transpiración, pero al no refrescarse, aumenta la
temperatura superficial afectando las hojas. Si la planta se encuentra en un déficit
hídrico, ante el aumento de temperatura, las plantas presentarán cambios anatómicos y
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morfológicos tales como la reducción del tamaño de las células, el cierre de los estomas
y el cambio de la permeabilidad de las membranas celulares. Estos cambios derivan
en un crecimiento reducido, poca productividad en los cultivos e incluso la muerte de
plantas [60].
Es por lo descrito anteriormente que se debe mantener un buen estado de irrigación
en las zonas donde se pretenden crecer cultivos, sin embargo, el exceso de agua en la
tierra puede ocasionar impactos negativos como el aumento de costos de producción,
el desplazamiento de los nutrientes del suelo y daños al medio ambiente por el uso in-
dustrializado del agua [61]. De forma tradicional la medición de irrigación en grandes
extensiones de tierra se lleva a cabo utilizando de forma manual, incrementando los
costos de producción como se detalla en [62]. Una de las alternativas para la estimación
del estado de irrigación es mediante imágenes aéreas multi-espectrales. Estas se pue-
den adquirir desde satélites, con los que se pueden abarcar grandes zonas geográficas.
Sin embargo, los satélites presentan una baja resolución a nivel de suelo, en estudios
como [45] se aprecia que los satélites presentan resoluciones cercanas a los 20m2 por
píxel. A este nivel, es posible estimar el estado de irrigación de forma general. No obs-
tante existen impedimentos para el seguimiento de un cultivo con satélites, como las
oclusiones generadas por las nubes, la falta de disponibilidad de datos en determinadas
regiones y la baja frecuencia a la que se pueden obtener nuevas impresiones del suelo.
Para monitorear el estado de irrigación en terrenos amplios se pueden utilizar cámaras
a bordo de Drones [19], esta técnica ayuda a estimar de forma ágil zonas con exceso
o falta de humedad para su posterior control. La cantidad de agua en la capa vegetal
puede ser determinada utilizando índices de vegetación como el caso de NDVI [24]. En
la figura 11 se aprecia el estado de salud de un cultivo con base en diferentes valores
de NDVI adquiridos a partir de la combinación de los canales infrarrojo cercano y rojo
como se aprecia en la ecuación 4.
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Figura 11. Significado de diferentes valores de NDVI en plantas.
Como no se cuenta con una cámara multi-espectral que permita medir el canal NIR
directamente, se utiliza un enfoque como el tratado en [19] en el cual, combinando la
información de una cámara sin filtro infrarrojo de bajo costo junto con una cámara
RGB, se puede medir la cantidad de radiación infrarroja reflejada por las plantas.
La cámara de baja resolución con filtro de gel permite capturar el canal infrarrojo
cercano. Este canal es escalado al tamaño de la imagen del drone con interpolación
bilineal de color.
Una de las dificultades del cálculo del NDVI a lo largo de grandes extensiones cultivadas
es el sesgo que se puede presentar al calcular el valor medio a lo largo de una imagen,
si bien, el NDVI puede ser visualizado en escala de falso color, esto implicaría que
un experto debe procesar y revisar una a una muchas imágenes multiespectrales. Para
facilitar el trabajo de revisión de zonas de interés que puedan tener una baja irrigación se
propone tomar las capas de color rojo (RED), verde (GRE) e infrarrojo cercano (NIR) a
un modelo de aprendizaje profundo de máquina para segmentar los cultivos detectados.
Sobre las máscaras de segmentación obtenidas se realiza el cálculo de los índices de
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vegetación. De esta manera se conoce el estado de irrigación por cada especie vegetal
en un cultivo. Esta técnica ayuda a minimizar el ruido de la medición y el escalamiento
del canal NIR, también permite el monitoreo de forma rápida y la detección de zonas
de bajo estado de irrigación de forma automática.
Adicionalmente, las imágenes adquiridas se pueden procesar de diferentes formas para
poder estimar diversos parámetros de un cultivo. A cada procesamiento se le conoce
como un índice de vegetación y es una representación esn forma de imagen del cálculo
de las diferentes capas en el espectro de color adquirido que aportan información sobre
los cultivos, los suelos, los cuerpos de agua y el calor reflejado en forma de radiación. Por
tal motivo existen índices como son: NDVI, GVI, OSAVI, RVI, entre otros que ayudan
a referenciar la vegetación teniendo en cuenta la reflectancia en el espectro infrarrojo.
Según el índice la referencia se hace respecto al suelo o a la cobertura de la capa vegetal.
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7. EXPERIMENTOS Y RESULTADOS
7.1. ADQUISICIÓN Y ALMACENAMIENTO DE
IMÁGENES MULTI-ESPECTRALES
El montaje experimental para la adquisición de imágenes consta de una cámara sin
filtro infrarrojo junto con una cámara RGB que viene de serie en un drone (DJI Phan-
tom 4 pro). Estas cámaras se ubicaron en un montaje estático que permitía calcular
la calibración estereoscópica con el fin de alinear las imágenes. El montaje estático ga-
rantiza que la matriz de calibración sea siempre la misma y que se puede corregir la
proyectividad de las imágenes desde las diferentes cámaras.
En la figura 12 se aprecian las imágenes tomadas desde los dos lentes, el de color (RGB)
del drone y el que no tiene filtro NIR, del sistema externo. Para efectos de alineación se
hacen 30 capturas del patrón de calibración y se utiliza el método de Zhang [20]. Una
vez se conocen las matrices de calibración es posible detectar la correspondencia entre
la imagen del drone y la imagen de la cámara NIR, como se aprecia en la figura13.
Con las correspondencias conocidas se procede a remover la proyectividad y ubicar la
imagen NIR sobre la imagen RGB, el resultado se muestra en la figura 14.
Una de las dificultades resueltas con el trabajo de grado expuesto en [63] fue la sincro-
nización de la captura de ambos lentes con un sensor GPS y el manejo de las coordena-
das previamente calculadas. Se obtuvo un prototipo de sistema de captura de imágenes
multi-espectrales a bordo de un drone, el cual permite adquirir imágenes con canales
rojo, verde, azul e infrarrojo cercano. En los primeros vuelos de ajuste, se obtuvieron
imágenes como las de la figura 15b, en donde se aprecia saturación de color en el ca-
nal infrarrojo debido a la intensidad de la luz solar. En la figura 15a se observa que
los canales verde y azul, al no ser tan sensibles a la radiación infrarroja no presentan
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saturación con la velocidad de captura seleccionada. Para evitarlo se reduce el tiempo
de captura a 1/125 s que equivale al menor tiempo de apertura para capturar imágenes
con el sensor Sony IMX.
Figura 12. Captura desde las dos cámaras para calibración.
Figura 13. Detección de puntos clave para alineación.
La adquisición de nuevas fotografías para la calibración y validar los ajustes de ilu-
minación y de tiempo de captura descritos tuvieron que ser suspendidos debido a la
pandemia causada por la enfermedad del COVID19, que obligó a detener las actividades
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Figura 14. Imágenes alineadas.
(a) Imagen RG-NIR.
(b) Canal NIR saturado.
Figura 15. Imágenes capturadas con el montaje de cámaras experimental
en el terreno por más de 7 meses. Tal situación obligó a que se modificaran las activi-
dades del objetivo específico 1, en el cual, ya no se empleó el conjunto de dos sistemas
con lentes independientes y de diferentes resoluciónes montado en un UAS, sino que
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se emplea una base de datos de 230 imágenes previamente adquiridas utilizando una
cámara Sentera Sequoia ™. Respecto a la metodología planteada y el cumplimiento de
los demás objetivos específicos, estos solo sufrieron retrasos en el tiempo mientras se
tomó la decisión de modificar las actividades del objetivo específico 1.
La cámara Sentera Sequoia™ posee 5 lentes que capturan los canales rojo (R), verde
(GRE), infrarrojo cercano (NIR) y frontera de rojo (REG). Si bien, las imágenes ya
incluían la sincronización temporal de la adquisición, se necesitaba de la alineación foto-
gramétrica propuesta entre las capturas de cada uno de los cinco lentes para conformar
las imágenes multi-espectrales necesarias. En síntesis se logró el cumplimiento del ob-
jetivo específico 1 con una cámara multi-espectral que integra cinco lentes en lugar de
dos cámaras.
El conjunto de datos de 230 imágenes multi-espectrales fue adquirido en la sede “El
Lembo” de las instalaciones del “SENA” ubicado a 20 km del municipio de Santa Rosa
de Cabal en el departamento de Risaralda. Entre las imágenes se cuenta tres clases de
cultivos que son: plátano (Musa Paradisiaca L), aguacate (Persea Americana) y café
(Coffea Arabica).
La base de datos multi-espectral presenta una distribución de píxeles como se muestra
en la figura 16, se evidencia un desbalance de clases, como en sucede en la mayoría de
tareas de segmentación semántica, en las cuales la clase fondo es predominante.
Para organizar las fotos aéreas multi-espectrales adquiridas se utiliza el sistema de
gestión diseñado. Este sistema cuenta con algoritmos encargados de almacenar los datos
en un servidor y vincularlos utilizando una base de datos de tipo SQL.
La gestión es realizada en cuatro etapas, en la primera de ellas las capas de color son
alineadas mediante la extracción de características con el algoritmo SIFT con el fin de
corregir la proyectividad y las diferencias que existen entre los diferentes lentes. En se-
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Figura 16. Distribución de las clases existentes en la base de datos.
gundo lugar se calcula la capa NDVI aplicando a las imágenes alineadas la ecuación (4).
El resultado se almacena como una capa de color adicional. En el servidor se crea una
carpeta por cada capa de color de las imágenes multi-espectrales con el fin de organizar
el contenido. Estas carpetas son accesibles a través del protocolo de transferencia de
datos FTP y sus vínculos se almacenan en una base de datos para la consulta de los
componentes que conforman una imagen multi-espectral procesada.
En tercer lugar el algoritmo de carga extrae los meta datos como son la fecha y hora
de captura, las coordenadas GPS y la información de la lente si está disponible, esta
información es almacenada en una tabla de datos junto con el nombre de la imagen,
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y las rutas de acceso FTP de cada una de las capas de color. Adicionalmente en este
paso, se calcula el índice de la curva de Hilbert correspondiente a cada imagen para su
organización por localización espacial.
Finalmente se cargan las imágenes a través de una conexión FTP en cada una de las
carpetas dispuestas y se verifica que la carga haya sido exitosa para mantener el registro
SQL en la base de datos. En caso de fallas en la carga el registro que relaciona las rutas
y la información de GPS es eliminado para preservar la integridad de la base de datos.
Una vez las imágenes están en el sistema de gestión es posible realizar su etiquetado
utilizando la herramienta basada en el software labelme [52]. En la figura 17 se presenta
la ventana de trabajo del software, allí es posible seleccionar imágenes de una base de
datos remota o imágenes multi-espectrales locales. Al escoger una imagen se visualizan
por defecto las capas de color NIR, RED y GRE. Todas las componentes de la imagen
multi-espectral junto con la capa NDVI calculada se pueden seleccionar en el panel del
costado derecho, el cual se muestra en la figura 18.
Figura 17. Interfaz del software.
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Figura 18. Muestra de la selección de diferentes capas de color.
Figura 19. Modo de edición de etiquetas.
Desde el menú “Etiquetado” es posible habilitar la barra de herramientas que se aprecia
en el costado izquierdo de la figura 19, también se puede visualizar algunas etiquetas
creadas sobre la imagen. Las etiquetas se pueden dibujar como polígonos y se pueden
guardar en formato PNG. Para validar la generación adecuada de etiquetas, estas se
leen y se dibujan sobre una imagen. Debido a que las etiquetas son números enteros, se
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Figura 20. Etiquetas sobre la imagen NIR-RED-GREEN.
adiciona una correspondencia del número con una paleta de colores para que puedan
ser diferenciables a la vista, como se puede observar en la figura 20.
Durante el proceso de carga de imágenes al sistema de gestión, las coordenadas GPS
que registra la cámara son convertidas al sistema universal transversal de Mercator
(UTM) y es calculado el índice correspondiente de la curva de Hilbert. El orden de la
curva de Hilbert se escoge para que el número de puntos sea mayor al doble del número
de imágenes capturadas para un conjunto de datos.
Como se aprecia en la figura 21, cuando se realiza una consulta por GPS y se bus-
can las imágenes aledañas, se obtienen aquellas que mejor se aproximan a la locación
seleccionada sin importar si presentan rotaciones. Esta información permite construir
imágenes panorámicas que cubren áreas amplias. Para la construcción se extraen y
coinciden puntos clave entre las imágenes vecinas como se aprecia en la figura 22.
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Figura 21. Ejemplo de consulta de índices de Hilbert aledaños.
Figura 22. Coincidencias entre puntos clave.
Al repetir el proceso descrito se pueden obtener composiciones de imágenes como la
que se observa en la figura 23 en donde se cubren aproximadamente 20.000m2 de tierra.
Para corregir la distorsión en los canales de color se utiliza la calibración de cámara con
lo cual se puede construir una imagen orto rectificada, esta se presenta en la figura 24.
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Figura 23. Imagen construida con múltiples capturas.
Figura 24. Imagen construida teniendo en cuenta la calibración de cámara.
7.2. DETECCIÓN DE PLANTAS Y CÁLCULO DEL ESTADO
DE IRRIGACIÓN
7.2.1. MONTAJE EXPERIMENTAL
El entrenamiento del modelo es realizado en la plataforma Colaboratory de Google, la
cual permite disponer por lapsos de 12 horas de computadores equipados con tarjetas
de video Nvidia Tesla k80. Este entorno ofrece de forma gratuita a desarrolladores la
capacidad de ejecutar algoritmos en GPU o incluso TPU. Para el caso específico de las
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GPU, cualquier usuario puede disponer de entre 8 a 12 Gb de memoria para operaciones
(cantidad de memoria variable, dependiendo de la disponibilidad de los servidores de
Google) que se pueden utilizar a través de un framework que corre instrucciones de
Python.
Para realizar la inferencia se implementa la red U-Net ajustada para recibir imágenes
de 128x128x3. Las tres capas de color que componen la imagen son: infrarrojo cercano,
rojo y verde. Esta selección se debe a que en estas capas es donde se aprecia en detalle
el estado de irrigación y es más notoria la diferencia entre suelo y plantas. Se considera
que el uso de las capas de color azul, límite de rojos y la capa NDVI pueden aportar
en la detección, sin embargo, el modelo se diseña para ser ejecutado en una tarjeta
NVidia Jetson™ Nano, la cual es un computador que puede implementarse a bordo de
un drone y cuenta con 4 Gb de memoria RAM y un procesador con 452 núcleos GPU
para el trabajo en paralelo. Esto permite realizar la inferencia a bordo desde el Drone
para cargar al sistema las etiquetas detectadas.
El entrenamiento de la red se diseña dividiendo el conjunto de 270 imágenes en dos
subconjuntos, el primero de ellos que cuenta con 189 de las imágenes (70%) y el segundo
para validación con 91 imágenes (30%). El conjunto de datos de entrenamiento es
generado desde el sistema de gestión de imágenes de área amplia, el cual entrega dos
carpetas. Una de ellas, contiene las imágenes de capas R-G-NIR, la otra carpeta contiene
las máscaras de segmentación semántica correspondientes a cada una de las imágenes.
Cada una de las máscaras tiene el mismo nombre de las imagen a la que corresponde
con el fin de facilitar su relación por fuera del sistema de gestión de datos.
Una vez descargadas las imágenes, se utiliza un algoritmo que aloja las fotos en me-
moria, junto con sus etiquetas en conjuntos o batches de 2 imágenes cada uno. La
carga se realiza ubicando las correspondencias imagen-etiqueta en un contenedor de ti-
po tensor de TensorFlow. Adicionalmente se diseñan programas que utilizando la clase
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tf.data.dataset que incorpora los algoritmos necesarios para el mapeo de etiquetas a
nivel de píxel para el entrenamiento de la red de segmentación semántica.
Para calcular el gradiente se emplea la función de costo definida en (11) que es conoci-
da como Sparse Categorical Cross-entropy. Esta función permite comparar la etiqueta
predicha por la red con la etiqueta verdadera y calcula la perdida para múltiples clases.
Así mismo, puede ser empleada cuando no existe una codificación de tipo one hot sino
que hay etiquetas con valores enteros, como es el caso de la segmentación semántica. La
función de costo itera sobre las K posibles clases predichas por la red profunda durante
la propagación hacia adelante o forward propagation. Por cada clase toma el logaritmo
natural de la etiqueta predicha multiplicado por cada píxel de la etiqueta original.




yilog(ŷi) + (1− yi)log(1− ŷi) (11)
Como algoritmo para la minimización de la función de costo (11) se emplea una versión
modificada de Adaptative moment estimation o ADAM. Los autores de la modificación
lo llaman Radam que proviene de las palabras Rectified ADAM [64]. Este optimizador es
una extensión del algoritmo de gradiente descendente estocástico (SGD) ampliamente
utilizado para entrenar modelos de aprendizaje de máquina. El algoritmo Radam define
una tasa de aprendizaje independiente para cada uno de los parámetros de la red.
Durante el entrenamiento los parámetros se adaptan según la velocidad media de cambio
de las magnitudes de los gradientes. Esto permite acelerar la velocidad de convergencia
de un modelo al variar la caída de la tasa de aprendizaje por década. Adicionalmente
el algoritmo Radam incorpora una heurística denominada warmup o calentamiento. En
el manuscrito [64] los autores demuestran como es posible mejorar el entrenamiento
con la técnica descrita ya que se evita el sesgo de la red profunda a la distribución de
probabilidad de las primeras muestras.
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Para evaluar el desempeño del modelo se incluyen dos métricas, la primera de ellas
la precisión (Accuracy) que indica cuantos píxeles quedan bien etiquetados en la pre-
dicción. La segunda métrica que se incluye sirve para estimar la similaridad entre una
etiqueta y su predicción. Corresponde a una variante del índice Jaccard tambien conoci-
do como intersección sobre la unión (IoU). Esta métrica calcula la media de intersección
sobre la unión para cuando se detectan K clases siendo k > 1 y es denominada Mean
IoU o MIoU. Se codifica una clase que permite, en cada época de entrenamiento alma-
cenar el modelo con el mejor desempeño y el resultado de las métricas. Por último se
configura el optimizador para dar un paro anticipado si tras 50 épocas no se evidencia
una reducción en la función de costo, es decir, el algoritmo ha llegado a un mínimo
pronunciado o tiene un sesgo considerable que le impide mejorar.
Para complementar la base de datos, antes del entrenamiento se aplican algunas trans-
formaciones en las imágenes, como son rotaciones y recortes aleatorios según recomien-
dan los autores en [34], con el propósito de mejorar los resultados en presencia de bases
de datos pequeñas. En este caso se duplicó tamaño del conjunto de datos inicial, esta
técnica es mencionada como Data Augmentation y aporta cuando se pretenden obte-
ner buenos resultados en una red profunda a partir de pocos datos [65]. Se omiten las
transformaciones de perspectiva y de color ya que se considera que no contribuyen en
la mejora de la detección. La distribución de la radiación en los canales de color que
captura la cámara multi-espectral no es sensible a cambios de color o a desbalance de
colores en canales como el rojo o el verde. Adicionalmente, el uso de imágenes aéreas
tomadas entre 30 m y 50 m de altura sobre los cultivos con la cámara perpendicular al
plano del suelo evitan que el modelo tenga que predecir plantas con transformaciones
afines.
El entrenamiento se efectúa treinta veces, teniendo como criterio de parada el primer
evento que suceda entre la ejecución de 200 épocas de entrenamiento, y el transcurso de
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50 épocas sin que el modelo presente una mejoría en las métricas (early stopping). Los
diez primeros experimentos se efectuaron utilizando como algoritmo optimizador Adam,
en el cual se tiene una media de entrenamiento de 25 horas. Sin embargo, ninguno de
los modelos obtenidos logró superar un 35% en la métrica MIoU. Se evidenció una
tendencia del modelo a sesgarse a los primeros ejemplos de entrenamiento. Respecto a
los 20 experimentos restantes, fueron efectuados con el optimizador del estado del arte
Radam. En este caso se evidencia una reducción notoria del tiempo de entrenamiento,
así como una convergencia rápida. Se evidenció que los algoritmos presentaban un paro
anticipado en una media de 2.5 horas. En la figura 25 se visualiza la precisión por épocas
de entrenamiento, en color azul la medida sobre el conjunto de datos de entrenamiento
muestra una tendencia creciente y no se evidencia un sobre entrenamiento del modelo.
Respecto a los datos de validación se verifica que los resultados presentan un compor-
tamiento que tiende a la mejoría, sin embargo, es posible mejorar el modelo utilizando
más imágenes a la entrada del modelo.
Para validar el desempeño del modelo U-net entrenado se calcula la matriz de confusión
como se presenta en la figura 2, en donde la clase 0 corresponde al fondo, la clase 1
corresponde a Persea Americana, la clase 2 corresponde a Coffea arabica y la clase 3
corresponde aMusa Paradisiaca L. Se evidencia que el modelo tiene un buen desempeño
en la detección de las múltiples clases en el conjunto de datos. Adicionalmente se realiza
el cálculo de cuatro métricas que son:
Precisión (Accuracy): Indica la cantidad de verdaderos positivos sobre la totalidad
de píxeles en la base de datos de prueba.
Exactitud (Precision): Indica la cantidad de aciertos del modelo sobre el total de
valores predichos como positivo.
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Sensibilidad (Recall): Muestra la cantidad de aciertos que son verdaderos positivos
en relación con el total de predicciones.
Puntaje F1 (F1 Score): Esta métrica indica el balance entre la precisión y la
sensibilidad del modelo, permite revisar el desempeño del modelo cuando hay
una distribución desigual de clases en los datos.
En la tabla 3 se observa que el modelo tiene una buena precisión y sensibilidad, es decir
detecta de forma adecuada cada una de las cuatro clases presentes en los datos.
Tabla 2. Matriz de confusión del modelo.
En la figura 26 se aprecia la pérdida del modelo (loss) evaluada por cada época durante
el entrenamiento. Con esta información se valida que el modelo realiza un ajuste de la
función de costo constante sin que exista un sobre entrenamiento, pero se aprecia que
requiere de un mayor número de imágenes para lograr mejores resultados. La forma de
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Métrica Clase 0 Clase 1 Clase 2 Clase 3 Media Media ponderada
Precision 0.94 0.83 0.79 0.89 0.86 0.90
Recall 0.91 0.82 0.89 0.90 0.88 0.89
F1 Score 0.93 0.82 0.83 0.90 0.87 0.89
Accuracy 0.89 -
Tabla 3. Métricas del modelo
visualizar qué tan bien están ubicadas las etiquetas calculadas por la red, respecto a las
etiquetas predichas es mediante la métrica de media de intersección sobre unión. Esta
se puede apreciar en la figura 27 En donde se aprecia que durante la validación hay
una tendencia al crecimiento, es decir, el modelo tiene la capacidad de generalizar las
etiquetas sobre imágenes que no se le habían presentado previamente en la etapa del
entrenamiento.
En la etapa de etiquetado, muchos de los polígonos dibujados sobre las plantas abarcan
píxeles que pertenecen al suelo. Esto se debe a que el etiquetador humano disponía
de un ratón de computador para dibujar las etiquetas y con esta metodología muchos
de los píxeles que pertenecen al suelo son marcados como parte de las plantas. En
la imagen 28 se puede apreciar en el medio la imagen con la etiqueta dibujada por
humanos, la cual abarca píxeles dentro de la etiqueta “café” que en realidad pertenecen
al suelo. No obstante, en la imagen del costado derecho, donde se muestra la máscara
predicha por la red profunda se puede apreciar que el algoritmo es capaz de discriminar
los píxeles que pertenecen al suelo respecto a los que pertenecen a la clase çafé". Es
decir, el sistema puede funcionar como un soporte para el ajuste fino de las etiquetas
realizadas por humanos.
Una consideración de los buenos resultados se debe a la distribución medianamente
balanceada de clases, debido a que en las imágenes capturadas no existe un des balance
de clases extremo como pasa en [39], en donde la clase fondo abarca más del 80% de los
píxeles en el conjunto de datos. Por lo tanto no es necesario aplicar funciones de costo
76
Figura 25. Precisión del modelo.
Figura 26. Pérdida evaluada por épocas.
que se encarguen de alterar la ponderación de la clase fondo, de tal forma que eviten
que la red se entrene para aprenderse el fondo y no el objeto de interés.
En la figura 28 se aprecia que el sistema es capaz de detectar y discriminar adecua-
damente píxeles de suelo que no pertenecen al cultivo, incluso si la etiqueta hecha por
humanos no tiene un buen ajuste a nivel de píxel. Como trabajo futuro se propone
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Figura 27. Media de intersección sobre unión.
utilizar el sistema como una opción para el etiquetado asistido o para el etiquetado
bajo una metodología human in the loop que ayude en la creación de bases de datos de
cultivos.
Figura 28. Resultados de la arquitectura entrenada.
Algunas muestras del algoritmo de segmentación semántica son presentadas en la figura
29; en el costado izquierdo se muestra la imagen de un cultivo construida con las capas
rojo, infrarrojo cercano y verde. En el centro están las etiquetas creadas y validadas y
en el costado derecho las predicciones del modelo U-net.
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Figura 29. Resultados de segmentación de algunas imágenes de validación.
Tal como se aprecia en la figura 30 se utilizan las máscaras correspondientes a la clase
Aguacate, para extraer los árboles detectados con la red profunda y así calcular el
estado de irrigación ajustado solo a los píxeles recortados.
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Figura 30. Segmentación de Aguacate.
Con el mismo procedimiento se segmenta y evalúa el estado de irrigación para píxeles
que representan cultivos de café, esto se muestra en la figura 31. Finalmente se realiza
el recorte de las imágenes utilizando las máscaras de segmentación para el cálculo del
NDVI por especie.
Figura 31. Segmentación de café.
Para calcular el valor de NDVI se toma la imagen multiespectral y se procesa de acuerdo
a la ecuación 4, lo que resulta en una imagen en escala de grises (una capa de color).
El valor medio de NDVI se calcula sumando la intensidad de cada uno de los píxeles
mayores que cero y dividiendo el resultado entre el conteo de píxeles. Esta métrica puede
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sesgar el cálculo a un valor inferior ya que cuenta píxeles como los del suelo u otras
plantas. Utilizando la máscara de segmentación obtenida del modelo de aprendizaje
profundo es posible ajustar el cálculo para que se realice para cada una de las especies
vegetales. En la imagen 32 se tiene una sección cultivada con Musa Paradisiaca L
(Plátano) y algunos arbustos. La corrección de valores de NDVI ayudan a aproximar
mejor el estado de irrigación del cultivo.
Figura 32. Ejemplo 1 de cálculo de NDVI ajustado por especie.
De forma similar se aprecia en la figura 33, la cual contiene los tres tipos de cultivos
a detectar. En este caso, se aprecia una mejor aproximación del estado de salud para
la Persea Americana y para Coffea Arabica. En el caso de la Musa Paradisciaca L,
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los cultivos detectados son muy jóvenes por lo que predominan píxeles de suelo y la
detección no es muy precisa, derivando en un valor de NDVI inferior al esperado.
Figura 33. Ejemplo 2 de cálculo de NDVI ajustado por especie.
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8. CONCLUSIONES Y RECOMENDACIONES
8.1. CONCLUSIONES
Con este trabajo se desarrolla un sistema de gestión de imágenes multi-espectrales de
área amplia, el cual, sirve como una alternativa para el almacenamiento, la consulta,
el etiquetado y la predicción de información que facilita el seguimiento de cultivos
monitorizados con Drones y cámaras multi-espectrales.
El primer aporte de este trabajo es el desarrollo de una metodología de adquisición de
imágenes multi-espectrales con un UAS. Por motivos de la pandemia declarada por la
organización mundial para la salud hubo necesidad de cambiar el origen de los datos
del proyecto, es decir, en lugar de emplear un UAS y dos cámaras diferentes se utilizó
una base de datos adquirida por un UAS con una cámara de cinco lentes. Sin embargo,
este cambio no afectó el desarrollo del primer objetivo específico ya que las imágenes
tuvieron que ser tratadas y alineadas como se había previsto en el diseño metodológico.
Los mismos procesos fueron aplicados al conjunto de imágenes para poder obtener la
información sobre cultivos de Aguacate, Café y Plátano. Como resultado se generó una
base de datos etiquetada que permite el entrenamiento de modelos de segmentación
semántica para la detección de especies vegetales.
El segundo aporte desarrollado en este trabajo es el desarrollo de un sistema de gestión
de imágenes multi-espectrales de área amplia. Para el desarrollo del sistema se recurrió a
técnicas de organización de imágenes para consulta rápida acomodando las coordenadas
en una curva de de llenado de espacio de Hilbert. Con la metodología descrita se redujo
la complejidad de los algoritmos de búsqueda de imágenes por coordenadas espaciales.
Adicionalmente, el sistema se puede consultar a través de un programa diseñado para
la visualización y el manejo de imágenes multi-espectrales.
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El tercer aporte de este trabajo es el entrenamiento de un modelo de aprendizaje pro-
fundo basado en la arquitectura U-Net. Este modelo fue entrenado con la base de datos
generada y se desplegó sobre un sistema embebido. Específicamente, en la tarjeta de
desarrollo Nvidia Jetson Nano™. Con el modelo entrenado es posible segmentar tres ti-
pos diferentes de cultivos:Musa Paradisiaca L (Plátano), Persea americana (Aguacate)
y Coffea Arabica (Café) en imágenes aéreas con el fin de ajustar el cálculo de índices de
vegetación y dar un mejor diagnóstico del estado de irrigación de grandes extensiones
de tierra cultivadas.
Finalmente, se realiza el cálculo de el índice de vegetación NDVI ajustado a las máscaras
de segmentación semántica obtenidas con el modelo de Deep Learning. Esto permite
acelerar el proceso de medición del estado de irrigación e incluso, a futuro permite
realizar la detección en línea. Otra ventaja de calcular el NDVI por máscaras es la
capacidad de discriminar el índice para cada especie. Debido a que la reflectancia entre
especies varía, la estimación del estado de salud puede hacerse con una mejor precisión.
Sin embargo, con la realización de este estudio, se ha encontrado que es necesario
comparar las medidas de NDVI obtenidas con datos tomados en tierra utilizando un
radiómetro (o fotómetro) para calibrar la medición de la cámara y validar que los ajustes
de captura sean apropiados. Este tipo de calibración es necesaria para reducir el ruido
y el sesgo que el tiempo de exposición de una cámara puede inducir en el cálculo de los
índices de vegetación.
8.2. RECOMENDACIONES
Cuando se realiza la detección de vegetación a nivel de planta, el ruido generado du-
rante el desplazamiento de los planos proyectivos de las imágenes, dificulta el análisis
de el estado de salud de las plantas. Como recomendación se deben pre-procesar las
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imágenes utilizando algoritmos de filtrado de paso de bajas y de conexión de compo-
nentes conexas. Con esto se puede mejorar el resultado de la estimación de los índices
de vegetación a niveles cercanos al suelo e incluso en imágenes donde aparecen pocas
plantas en una sola captura. Adicionalmente, para un cálculo ajustado a la reflectancia
de las plantas en diferentes horas del día, se recomienda utilizar un radiómetro para
medir en tierra la firma espectral de las plantas y así corregir el cálculo del NDVI.
Como trabajo futuro se propone la inclusión de variables medidas en tierra con el fin
de mejorar la estimación del estado de irrigación. Si bien, se puede estimar un valor
medio de NDVI con las máscaras detectadas y las imágenes multiespectrales aéreas,
este valor debe ser calibrado por medio de la comparación de los datos obtenidos a
través de imágenes y mediciones con una muestra estadística apropiada realizadas con
un radiómetro que permita determinar la firma espectral de las hojas. Adicionalmente,
se deben realizar diferentes tomas a lo largo del día ya que la radiación solar influye
en la reflectancia y por lo tanto, en el estrés que pueden tener las plantas debido a la
radiación. Se considera que incluyendo información de la hora y del tiempo es posible
crear un modelo de aprendizaje profundo para refinar la estimación del NDVI incluyendo
la información de la hora de captura y la radiación solar medida.
Debido a la topografía del Eje Cafetero, la cual predominantemente es región monta-
ñosa, se recomienda coordinar los vuelos desde locaciones altas, con el fin de mantener
la línea de vista del UAS. Esto permite el control remoto sin riesgo de extravío o de
colisión con montañas que pueden tener pendientes pronunciadas. Se recomienda es-
timar la altura máxima a la que debe realizarse la tarea de retorno a casa ya que en
ciertos terrenos pueden existir cables de media o de alta tensión, postes o estructuras
con las que el Drone pueda colisionar. Adicionalmente se recomienda el uso de múltiples
baterías para la captura de datos a lo largo del día en diversas condiciones de radiación
solar.
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El desarrollo de sistemas que agrupan grandes cantidades de imágenes, así como la
creación de bases de datos requiere de sistemas de computación distribuido en los cuales
es necesario aplicar técnicas de transferencia de datos que permitan acelerar tareas de
consulta y copiado. También se recomienda la implementación de certificados digitales
y el uso de contraseñas seguras para evitar pérdidas de la información.
Respecto al entrenamiento de modelos de aprendizaje profundo, se observa que tienen
buen potencial para tareas de agricultura de precisión. Experimentalmente se pudo
observar que, con una base de datos pequeña se pudieron obtener resultados que mejoran
los reportados por los autores en [34]. Sin embargo, las curvas de entrenamiento del
modelo siguieren que se puede mejorar el rendimiento, pero que se requiere de una base
de datos más grande para el entrenamiento.
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Glosario
CRF Conditional Random Field El campo aleatorio condicional es un modelo estocás-
tico utilizado para segmentación de datos y extracción de información de píxeles.
Esta se desarrolla en [36].. 28
FTP File transfer protocol. 46
GPU Graphical Processor Unit.. 54
ISBI International Symposium on Biomedical Imaging: Esta organización lanza di-
ferentes retos de segmentación de píxeles en imágenes con el fin de promover
investigación en ingeniería aplicada en imágenes médicas. . 24
NDVI Índice normalizado diferencial de vegetación. Se calcula a partir de la luz cap-
turada en una cámara en los canales rojo e infrarrojo como se aprecia en la
ecuación (4). 13, 17, 20, 23, 32, 33, 65, 71, 80, 85
NIR Near infrarred channel. 39
PNG portable network graphics. 49, 67
RGB canales de color. 39, 46, 48
SIFT Scale Invariant Feature Transform: Es un algoritmo que permite extraer carac-
terísticas en una imagen con la ventaja de que cada característica se preserva sin
importar la escala o la rotación que presente una imagen.. 64
SOFTMAX Función que recibe como entrada un tensor y calcula la probabilidad de
cada uno de sus elementos de pertenecer a alguna clase k predefinida. 26
87
SQL structured query language. 46, 48
UAS Unmanned Aerial System: Todo sistema que incluye vehículos aéreos no tripula-
dos y sus elementos de mando y control remoto.. 11, 14, 53–55, 63, 85
VRAM Es la memória gráfica de acceso aleatorio y se utiliza para almacenar los datos
de núcleos de procesadores gráficos o GPU.. 53, 54
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