INTRODUCTION
============

Student performance on course exams is one of the primary ways that introductory biology instructors evaluate student understanding and determine course grades, which in turn impacts a student's ability to pass a course, overall science grade point average (GPA), and, ultimately, persistence as a biology major. Although we expect to see a range of student performance based on academic ability, systematic differences in how different populations of students perform on exams potentially contributes to the unequal retention of different demographic groups in biology.

For most introductory biology courses, instructors write their own course exams and decide the format of the exam (e.g., multiple choice or short answers), the topics assessed (e.g., photosynthesis or phylogenies), and the level to test student understanding (e.g., memorization of a definition or interpretation of an experiment). Although exams can be characterized in many different dimensions, in this paper, we will focus on cognitive level ([@B12]; [@B4]) and the format of exam questions. Although there are few studies exploring biology instructor decision making on developing course exams, there is evidence that instructors are not using cognitively challenging exam questions ([@B55], [@B56]) and that a large number of college instructors report they are using multiple-choice tests ([@B20]).

In an effort to promote deeper student conceptual understanding, recent reform efforts in undergraduate biology have recommended transforming our exams to test at more cognitively challenging levels (e.g., [@B2]). One way of evaluating the cognitive level of exams and their questions is to categorize each question according to Bloom's taxonomy of cognitive domains ([@B12]; [@B4]; [@B19]). There is evidence that higher Bloom's-level exams have the potential to move students from superficial to deep conceptual understanding ([@B11]; [@B69]; [@B43]). For example, [@B43] found that college biology students adapt their learning to the level of their exams. When students were tested at only the memorization level on high-stakes assessments, even when given the opportunity to practice cognitively more challenging questions in class, they did not develop higher-order cognitive skills. Students developed these higher-order skills only when they completed high-stakes assessments that reinforced the high cognitive level of classroom practice. Similarly, [@B52] found that middle school science students scored higher on more cognitively challenging exam questions when previously quizzed with this level of questions compared with when they were either quizzed with low-level questions or not quizzed at all.

Further, the format of exam questions also influences how students engage with course material. When students expect a test to contain constructed-response questions (e.g., questions for which students must generate the response: short answer, essay, graphing/drawing), they tend to take a deeper approach to learning and take notes that concentrate more on main ideas and core concepts ([@B62]; [@B73]; [@B30]). Conversely, students tend to approach learning superficially when they expect tests to have restricted-response questions (e.g., questions for which students choose from a set of answers: multiple choice, true/false) or questions that test lower-order thinking.

Thus, it appears that more cognitively challenging questions on exams and more constructed-response questions on exams have the potential to move students toward developing deeper conceptual understanding. However, incorporating more cognitively challenging and constructed-response questions may have unintended consequences for historically underserved groups in science, technology, engineering, and mathematics classrooms. A number of K--12 studies have documented that, even after controlling for a measure of academic ability, changing the characteristics of exams differentially impacted the achievement of students of different genders and races/ethnicities. Increasing the cognitive complexity of assessments favored the performance of male over female students at the middle and high school level ([@B14]; [@B41]; [@B48]; but see [@B7]). Increasing the cognitive level of exams also favored white high school students over students of other racial/ethnic/nationality identities ([@B14]). Exam format can also have a differential impact on students, as many studies have demonstrated that males tend to perform better on restricted-response questions and women tend to perform better on constructed-response questions on general science and math assessments administered at the K--12 level ([@B50]; [@B22], [@B23]; [@B9]; [@B48]; but see [@B22]; [@B9]; [@B57]; [@B47]; [@B48]). Additionally, restricted-response questions tend to favor the performance of white students, while constructed-response questions tend to favor the performance of students of other racial/ethnic/national identities at the K--12 level ([@B72]; but see [@B23]).

There have also been college-level studies exploring the impact of exam characteristics on student performance in mathematics ([@B63]; [@B48]), atmospheric and oceanic sciences ([@B74]), and biology ([@B53]; [@B69]). Generally, these studies have shown somewhat inconsistent patterns regarding the impact of the cognitive level of questions on the performance of males and females. Some studies have found that the performance of male students on math and biology assessments was favored only on questions testing higher cognitive thinking ([@B63]; [@B53]), whereas [@B69] found that male students are favored on biology questions testing both lower and higher levels of cognitive thinking. However, [@B48] showed that the performance of male students was favored on less cognitively challenging questions in math, but that there was a slight performance gap that favored females on more cognitively challenging questions. Similar inconsistencies have been observed with respect to format. [@B63] found that math word problems differentially favored male students. Conversely, [@B74] showed that, on atmospheric and oceanic sciences exams, male students performed better on restricted-response questions, with females doing better on constructed-response questions. [@B69] observed no differences in performance between males and females on constructed-response questions in biology, but males were favored on restricted-response questions. These inconsistencies may be due to small sample sizes, and they reflect the need for more large-scale studies. Further, to our knowledge, no studies have documented how the format and cognitive-challenge level of assessment questions impacts the performance of students from different socioeconomic backgrounds.

To address this gap in the literature, we take the first step of conducting a large-scale analysis of multiple introductory biology courses to see whether and to what extent characteristics of instructor-generated summative assessments administered in introductory biology classrooms differentially impact students of different genders and different socioeconomic backgrounds.Prediction 1: We predict that increasing the Bloom's level of instructor-generated undergraduate biology exams will disproportionately favor the performance of males and students from middle/high-socioeconomic status (SES) backgrounds over females and students from low-SES backgrounds, respectively.Prediction 2: Increasing the percentage of constructed-response questions on instructor-generated undergraduate biology exams will disproportionately favor the performance of female and low-SES students over male and middle/high-SES students, respectively.

METHODS
=======

We collected data from 26 instructors teaching introductory biology classes across a time span of 3 yr. We then characterized the Bloom's level, difficulty, and format of each exam (described in more detail below in the section titled *The Exams*). Our study has a quasi-random design, as students select the classes they attend. The lack of truly random study design means that there is the potential for student exam performance to be influenced by factors that we have not measured and/or that are outside our variables of interest. To minimize the confounding variables in our study, we included variables to account for the differences between 1) the 25 classes in our sample due to instructors and content and 2) the students in our sample. We included these variables as fixed and random effect variables in a linear mixed-effects model. Below in the sections titled *The Classes*, *The Students*, *The Exams*, and *General Description of Statistical Analyses*, we outline the variation seen at each of these levels and the variables we used to control for variation at these levels.

The Classes
-----------

We examined 25 individual classes of the three-course introductory biology sequence for majors over a 3-yr period at a large public R1 university on the quarter system. Fifteen of these classes (60%) were cotaught by different instructors, each teaching for a 5-wk period. Therefore, we were able to collect exams from 26 different instructors. The three courses are intended to introduce students to the breadth of biology: the first course in the series introduces ecology and evolution, the second course focuses on molecular and cellular biology, and the third course explores plant and animal physiology. The introductory biology series must be completed in the aforementioned order, with enrollment in each subsequent course contingent on completing the previous course(s) in the introductory biology series. The individual classes in our data set ranged in size from 159 to more than 900 students. A study that recently investigated the teaching strategies of the classrooms used in our study documented that instructional practices varied between instructors, ranging from almost entirely traditional lecture to more student-centered interactive methods ([@B28]).

### Accounting for Differences among Instructors and Courses.

Variation in the course environment due to differences among instructors in our data set has the potential to influence student performance. For example, differences in the gender of the instructor can impact the achievement gap between male and female students in a course ([@B15]; [@B27]). In addition, differences in the instructional practices that instructors use have also been demonstrated to impact achievement ([@B75]; [@B32], [@B31]; [@B38]; [@B29] ). To account for variation in the course environment due to differences among instructors that are not accounted for by the exam characteristics, we included a random-effect term for individual instructors in our model. We also included course as a fixed effect in our model to account for differences in the topics taught in each of the courses.

The Students
------------

Students who enrolled in the introductory series were predominantly sophomore biology majors. Across students in our sample, 58% (*n* = 2790) were female, while 42% were male (*n* = 2020), but the proportion of females to males varied among classes. Only students who identified their gender were included in the analyses. In addition, 44% (*n* = 2094) of the students identified as white/Caucasian, 37% (*n* = 1765) as Asian, 2% (*n* = 120) as black/African American, 1% (*n* = 43) as Hawaiian/Pacific Islander, 5% (*n* = 255) as Hispanic/Latin@, 7% (*n* = 327) as international students, and 1% (*n* = 56) as Native American. Approximately 3% (*n* = 150) in our sample did not list a racial/ethnic/national identity. We should note that the gender and racial/ethnic/national categories represent university-designated groups and do not fully reflect the spectrum and complexities of social identities. The institution also identified students who came from educationally or economically disadvantaged backgrounds, and these students were eligible to participate in the Educational Opportunity Program (EOP). The impact(s) of family income, level of parental education, and or social/environmental barriers on academic success were taken into consideration when the institution determined whether a student qualified for the program. In our study, 17% (*n* = 817) of students were classified as eligible for the program, while 83% (*n* = 3993) of students were classified as not eligible for the program. For our analyses, eligibility for the EOP program served as a proxy for SES, and we will refer to students eligible for the EOP program as students from a low-SES background (similar to [@B33]).

In addition to demographic variables, we also collected a measure of general ability in college: cumulative GPA at time of entry into the introductory biology series. Before entering the introductory biology series, most of the students took ∼45 total credits during their freshman year. Sophomore biology majors in our study were required to complete the following courses before entering into the three-course introductory biology series: three courses of general chemistry, three courses of calculus, and one English composition course, with the remaining credits being filled by general education credits (e.g., sociology, drama, geography, art). Cumulative GPA has been shown to strongly predict the grade of students at the end of introductory courses for this population ([@B33], [@B34]). The mean cumulative GPA for students in the series was 3.21 (on a 4.0 scale), the median cumulative GPA was 3.27, and the GPA of all students included in this study ranged from 0.55 to 4.0.

### Accounting for Differences among Students.

To determine which demographic variables to include in our models, we examined our data to determine whether and to what extent our demographic variables of interest (gender, SES status, and race/ethnicity/nationality) were correlated with one another. We found that students who were from low-SES backgrounds also tended to be underserved minorities (3% of all white/Caucasian students, 19% of all Asian students, 0% of all international students, 90% of all black/African-American students, 84% of all Hawaiian/Pacific Islander students, 88% of all Hispanic/Latin@ students, and 79% of all Native American students were identified as low-SES students; Table A, Supplemental Material). Furthermore, 19% of all females and 14% of all males were identified as low-SES students (Table A, Supplemental Material). Because underserved minorities tended to be low-SES students and because the sample size for students identifying as certain racial/ethnic/national identities was small, we chose not to test for the impact of race/ethnicity/nationality in our study. Rather, we included interaction terms for both gender and SES status with exam characteristics in our models.

To account for differences in student preparedness and academic ability among students in our models, we included two covariates: a fixed-effect term for cumulative college GPA as a proxy for differences in academic ability and a random-effect term for student identity to account for overall differences among students not accounted for by cumulative GPA or other variables in our models. We chose to use cumulative incoming GPA to control for prior academic ability in our models, because previous work ([@B33]) and our own preliminary analyses indicate that cumulative incoming GPA is the strongest predictor of performance in these biology courses. In addition, including student identity as a random effect in our model allowed us to account for repeated measures on the same students (each student is represented at least four times in the data set: once for each of the four exams they took in a term, although some students took multiple courses in the introductory series), avoiding potential issues of pseudoreplication. Additionally, including student as a random-effects term in our models allowed us to account for differences in students' prior experiences not included in our models. For example, work has shown that first-year undergraduate biology students who completed first-year biology courses taught using learner-centered teaching strategies showed higher performance on content knowledge assessments taken their senior year compared with students who completed more traditional, unrevised courses ([@B24]). A random-effects term for student allowed us to account for these and other differences in students' prior experiences not included in our analyses.

Given the covariates included in our model, our model outputs are describing the differences between men and women or between students from lower- or middle/high-SES backgrounds who entered the biology series with equal academic ability based on their prior courses and who are experiencing the same course environment (i.e., enrolled in the same course with the same instructor).

The Exams
---------

For each question on each exam, we determined the Bloom's level, the format, and the difficulty of the question. Because the exam score data for students were at the level of the whole exam rather than individual questions, we pooled the exam characteristic data across exam questions for each exam to produce an exam-level measure of each of these three variables. Below in the sections titled *Determining Exam Characteristics* and *Controlling for Additional Exam Characteristics*, we outline the specific methods used to determine each exam characteristic.

### Determining Exam Characteristics: Weighted Bloom's Index.

Using the technique described by [@B19], two raters, each of whom had a bachelor's degree in biology and had served as a teaching assistant in introductory biology classes at the college level, independently determined the Bloom's level of all of the exam questions. This process began with a third person collecting exams from all the instructors and creating a randomized list of all the exam questions. This guaranteed that the raters were blind to which instructor wrote each question. Raters normed on a set of 50 questions and received expert feedback and advice on Blooming from two of the authors of [@B19]. Observers then individually assigned a Bloom's level of knowledge, comprehension, application, analysis, synthesis, or evaluation to each question. On completion of their individual scoring, they discussed the scores, and when they disagreed, they came to consensus on the Bloom's level of each question. After consensus was reached, the categories for Bloom's level were collapsed from six to three levels: high (synthesis and evaluation), medium (application and analysis), and low (knowledge and comprehension). For any question with multiple subparts (e.g., a question with part a and part b), we assigned the median Bloom's level across all the subparts.

To create an aggregate Bloom's score for each exam, we followed the methods for creating a weighted Bloom's index, described in [@B32]: where *n* is the number of questions, *p* is points per question, *B* = Bloom's rank (1, 2, or 3 for low, medium, and high Bloom's level, respectively) for that question, *T* is the total points possible, and 3 is the maximum possible Bloom's score. Ultimately, for each exam, the weighted Bloom's level for each test was converted to a score on a scale of 0.33--1, with 0.33 being the lowest possible weighted Bloom's level (i.e., what an exam with only low-level questions would earn) and 1 being the highest Bloom's level possible (i.e., what an exam that had all high-level questions would earn). We then calculated the median weighted Bloom's level for each exam.

### Determining Exam Characteristics: Constructed-Response versus Restricted-Response Questions.

Two raters recorded the format of each item, identifying each question as constructed-response (e.g. short answer, fill in the blank, essay, graphing, or drawing questions) or restricted-response (e.g. multiple choice, true/false, multiple true/false, or matching). Observers came to consensus on question format. Percent of questions that were constructed-response (percent CR) on each exam was then determined. Ultimately, for each exam, the percentage of questions on each test that were constructed-response was converted to a scale of 0--1, with 0 being a test that consists of entirely restricted-response questions and 1 being a test that consists entirely of constructed-response questions.

### Controlling for Additional Exam Characteristics: Weighted Difficulty Index.

Although we were primarily interested in Bloom's level and exam format, we needed to control for additional exam characteristics that might be correlated with these variables of interest. One such variable could be question difficulty. Question difficulty is a gauge of how easy or hard a question may be. In general, both low- and high-performing students tend to correctly answer questions that are considered to be "easy," while "harder" questions are defined as those questions that only high-performing individuals tend to answer correctly ([@B21]). Increased difficulty can be positively correlated with questions that test higher Bloom's level of thinking, although it is possible to require students to memorize an obscure fact that makes a question difficult (e.g., [@B32]; but see [@B56]). Given the potential correlation between difficulty and Bloom's level, we determined the difficulty of each of the exams used in our analysis.

To determine the characteristics related to item difficulty, we consulted the research literature as well as instructors (*n* = 3) and teaching assistants (*n* = 6) who had multiple terms of experience teaching in the introductory biology series. In these intro courses, teaching assistants grade the exams and have a strong contextual background to make inferences about the types of questions that are challenging for students. In consultation with these sources, we developed a list of item characteristics that, in the experience of instructors and teaching assistants, generally lead to lower student performance on exam items in the introductory biology series at our institution. The intent of the difficulty measure was to capture elements of a question not included in Bloom's level that could impact performance, including features like the reading load of a question and how challenging the topic was for students in general. Thus, we eliminated any characteristics that seemed related to cognitive processes captured by Bloom's taxonomy. The final list can be found in Table B in the Supplemental Material.

In addition to compiling a list of characteristics for raters to consider as they looked at the exam questions, we adapted the methods of [@B32] for scoring the difficulty of an item: we asked teaching assistants to determine the percent of the class who would get the item correct (for questions scored as right/wrong) or the number of points the average student would score on an item. We modified this to a three-point scale (easy, medium, hard) by looking at the distribution of student performance on one term of exams for which we had item-level performance data. We divided the distribution of item scores into thirds. The hardest third of items (a score of 3) were those items that 60% or fewer students correctly answered or, for items scored with partial credit, items for which students earned less than half the total possible points. The easiest third of the items (a score of 1) were considered those items that 80% or more of the students correctly answered or, for items scored with partial credit, items for which students earned 75% or more of the total possible points. See Table B in the Supplemental Material for the final difficulty tool.

We recognize that this difficulty metric is not a validated instrument. It was not intended to be used across institutions but instead was developed from experiences in these particular class contexts using methods used in other studies with our specific students.

Four raters determined the difficulty of exam questions across the three courses in the introductory series. Following the suggestions of [@B32], we selected raters that had been teaching assistants for multiple iterations of the classes they were scoring. They had graded multiple exams and had a strong contextual background to make inferences about the types of questions that are challenging for students. As with Bloom's levels, raters scored question difficulty using a randomized list of all of the questions so they were blind to the instructor who wrote each question. Raters came to consensus on the difficulty level for each question. If a question had multiple subparts, then the median difficulty of the subparts was used.

To create an aggregate difficulty measure for each exam, we determined a weighted difficulty index by using methods similar to [@B32] and the equation described above, with difficulty level replacing Bloom's rank. Ultimately, for each exam, the weighted difficulty for each test was converted to a score on a scale of 0.33--1, with 0.33 being the lowest possible difficulty (i.e., the raters predicted 80% or more of students would get it correct) and 1 being the highest difficulty possible (i.e., the raters predicted \< 60% of students would get it correct). We then calculated the median weighted difficulty for each exam.

### Determining Which Exam Characteristics to Include in Our Model.

To develop the fixed effects of our baseline models, we first examined the correlation matrix between the three exam characteristic measures to determine which variables, if any, were correlated with one another (Table C, Supplemental Material). We found that the percent CR of an exam was moderately to strongly (0.47) correlated with the median weighted Bloom's level of an exam. Given the level of correlation between Bloom's level and percent CR, we chose to run separate regression analyses on these two exam characteristics. However, we found only small correlations between Bloom's level and exam difficulty as well as between percent CR and exam difficulty. We therefore chose to include difficulty as a covariate in our baseline models. Thus, when we describe our model outputs, we are describing differences between males and females or between students from lower or middle/high-SES backgrounds who took exams with the same level of difficulty.

In addition to difficulty, we also accounted for when an exam was given during a particular course. We used exam number as a proxy for time in the course, as student performance on an exam may be influenced by the duration of their learning in a course, and thus was included as a fixed effect in our analyses.

General Description of Statistical Analyses
-------------------------------------------

### Response Variable.

The response variable for our analyses was overall student performance on each exam, which was measured as a percent of exam points earned. Because our percentage score data were not continuous (scores were limited to 0--100%, or 0--1 when converted to proportional data), we transformed our data using an arcsine transformation, which consists of taking the arcsine of the square root of the exam scores. Percentage data, like proportions, have a binomial distribution rather than a normal distribution, with the largest deviations of normality occurring for scores less than 30% or greater than 70%. Arcsine transformations, which are commonly applied to percentage and proportional data, produce data that have a nearly normal underlying distribution ([@B77]), thus meeting the assumptions of the linear regression analyses that we performed.

### Regression Analyses.

We used a hierarchical modeling approach, because students who experienced courses taught by the same instructor and took exams constructed by the same instructor likely had scores that were more comparable to the scores of other students whose courses were taught by and whose exams were constructed by the same instructor than to exam scores of students whose courses were taught by and whose exams were constructed by a different instructor, even within the same course. Additionally, we have fixed-effect terms at both the student level (gender identity, SES, and cumulative college GPA coming into the course) and the instructor/course/exam level (course, exam characteristics, exam number). Because of the hierarchical nature of the data set, we used multilevel modeling for our statistical analyses, which is a common approach used in a wide array of fields (e.g., [@B59]; [@B45]; [@B60]; [@B78]; [@B27]). See [@B78] for a detailed description of multilevel modeling to account for hierarchally nested data sets.

We then performed preliminary analyses on the impact of each of the fixed effects and potential interactions on students' arcsine-transformed exam scores. Fixed-effect terms that independently had a significant impact on our response variable were included in our baseline models. Using the information from the correlation matrices and our preliminary analyses, we generated the following full model for our analyses:

where 1) "Course" represents the three different introductory courses (a categorical variable with three levels) used in this analyses, 2) "Time" is the exam number (a categorical variable with four levels), 3) "Cum.GPA" is the cumulative college GPA upon entering the introductory biology sequence (a continuous variable ranging from 0 to 4), 4) "Gender" is the student's gender identity (constrained to a binary: male, female), 5) "SES" is represented by proxy for student SES: eligibility for the Educational Opportunities Program (constrained to a binary: middle/high-SES and low-SES), 6) "W.Diff" is the weighted median difficulty of an exam (a continuous variable ranging from 0.33 to 1), 7) "Exam Characteristics" represent either a) the weighted median Bloom's level of an exam (W.Blooms; a continuous variable ranging from 0.33 to 1) or b) the percentage of constructed-response questions on an exam (percent CR; a continuous variable ranging from 0 to 1). We also included interaction terms for both gender and SES with W.Blooms and percent CR. Finally, our models included the random-effects terms for student identity (1\|Stu.ID) and instructor (1\|Instr) to account for the nested nature of our data set, specifically the repeated measures on students and the fact that students are nested within instructors' courses.

We included only students who had a complete set of all of the aforementioned variables. We generated two separate full models incorporating each of the exam characteristics of interest (W.Blooms and percent CR) and separately ran a model-selection procedure using the MuMIn package ([@B6]) to determine the best-fitting model for each exam characteristic. Multilevel models were analyzed in R using the lme4 package ([@B8]).

### Model-Selection Procedure.

We identified the fixed-effect variables that best explain student exam scores using a widely accepted multimodel inference approach called Akaike's information criterion (AIC; [@B1]), specifically using AIC corrected for small sample sizes (AICc). AICc values were used to determine which model best fit our data given our sample size. AICc values were also used to rank models, with the lowest AICc values representing the best-fitting models. Using AICc values, we calculated differences in AICc values relative to the best model (Δ~AICc~) and Akaike weights (ω~i~). Large Δ~AICc~ values indicate that models are less likely to explain differences in the response variable, with models that have Δ~AICc~ \> 10 considered poor models ([@B13]). ω~i~ are used to compare models, as they are an approximation of the probability that a given model is the best-fitting model given the observed data ([@B13]). Thus, larger ω~i~ are indicative of better-fitting models. AICc analyses were performed in R using the MuMIn package ([@B6]).

In addition to providing AICc values, Δ~AICc~, and ω~i~ for model selection, the MuMIn package also generates model-averaged regression coefficients from all of the models included in the selection procedure. The calculation of model-averaged regression coefficients takes into account uncertainty associated with determining the best-fitting model ([@B3]; [@B34]). We report the model-averaged coefficient outputs provided by the MuMIn package in our tables. Finally, the MuMIn package also calculates the relative importance of each of the fixed-effect variables included in our models using ω~i~. The relative variable importance represents the likelihood that a given term is in the best model.

### Important Points to Consider.

It is important to note that our study has a retrospective design. Given that, we cannot use survey data or student interviews to untangle the influence of differences in ability from the influence of prior experiences and psychological factors on student exam performance. We attempt to statistically control for differences in academic ability between students by using regression models with a control variable for a student's performance in their prior college classes. Including this variable matches students in our different groups of interest (socioeconomic background and gender) by a proxy for demonstrated ability in college-level courses. Thus, any gaps observed in this paper are between students who were theoretically equally competent in their prior college classes, assuming those classes were of equal difficulty. This implies that, by at least one measure, these students have equal academic ability, and if they have differential outcomes on exams, then factors other than ability are likely influencing their performance.

RESULTS
=======

Weighted Bloom's Index
----------------------

### Descriptive Information.

The 87 exams collected from 26 different instructors teaching introductory courses taught over a 3-yr period had substantial variation in their median weighted Bloom's level but generally tested more moderate levels of cognitive thinking (e.g., application and analysis questions) than low levels of cognitive thinking (0.53 ± 0.085 \[SD\]). The sample ranged from exams that tested almost exclusively low-level thinking (0.36) to exams that tested higher-order thinking (0.71).

### Model Selection.

Using model selection, we found six models with reasonable support (Δ~AICc~ \< 10) that explained the impact of median weighted Bloom's level of an exam on the exam performance of male and female students. The top two models had the majority of the support (summed ω~i~ = 0.88; [Table 1](#T1){ref-type="table"}). The best model included all of the fixed-effect terms, except course. The second-best model included all of the fixed-effects terms.

###### 

Best models include the interaction between student gender identity and the median weighted Bloom's level of an exam and the interaction between SES status and the median weighted Bloom's level of an exam^a^

  Rank   Model^b^                                                                                        AICc        Δ~AICc~   ω~i~
  ------ ----------------------------------------------------------------------------------------------- ----------- --------- ------
  1      Cum.GPA + Time + Gender + SES + W.Diff + W.Blooms + SES\*W.Blooms + Gender\*W.Blooms            −41429.42   0.00      0.59
  2      Cum.GPA + Time + Gender + SES + W.Diff + W.Blooms + SES\*W.Blooms + Gender\*W.Blooms + Course   −41427.96   1.46      0.29
  3      Cum.GPA + Time + Gender + SES + W.Diff + W.Blooms + SES\*W.Blooms                               −41424.51   4.90      0.05
  4      Cum.GPA + Time + Gender + SES + W.Diff + W.Blooms + Gender\*W.Blooms                            −41423.36   6.06      0.03
  5      Cum.GPA + Time + Gender + SES + W.Diff + W.Blooms + SES\*W.Blooms + Course                      −41423.05   6.36      0.02
  6      Cum.GPA + Time + Gender + SES + W.Diff + W.Blooms + Gender\*W.Blooms + Course                   −41421.90   7.51      0.02
  7      Cum.GPA + Time + Gender + SES + W.Diff + W.Blooms                                               −41417.46   11.96     0.00

^a^Relative ranking (from most support to least) of the six best models for predicting student exam performance using AICc model selection. Models that are informative (Δ~AICc~ \< 10) are shown, plus the next best model that had a Δ~AICc~ \> 10. The table shows only fixed-effect terms, but all models also include two random-effect terms: student and the instructor whose classes students were enrolled in.

^b^Time = exam number in a course; Cum.GPA = cumulative college GPA at start of introductory biology series; Gender = student's gender identity; SES = students' socioeconomic status; W.Diff = median weighted difficulty of an exam; W.Blooms = the median weighted Bloom's level of an exam; Course = the three courses that are part of the introductory biology sequence.

The median weighted Bloom's level of an exam had a relative variable importance of 1.0 ([Table 2](#T2){ref-type="table"}) and was present in all of the six best models, indicating that the weighted Bloom's index of an exam had a consistent and reliable impact on students' exam scores. Both the gender of a student and the interaction term between students' gender and the weighted Bloom's index of an exam were well supported in our models, as they were present in the top model ([Table 1](#T1){ref-type="table"}) and had very high relative variable importance ([Table 2](#T2){ref-type="table"}). The same was true for SES status of a student and the interaction term between students' SES status and the median weighted Bloom's level of an exam ([Tables 1](#T1){ref-type="table"} and [2](#T2){ref-type="table"}).

###### 

Increasing the median weighted Bloom's level of an exam disproportionately favors male students and middle/high-SES students relative to female or low-SES students, respectively^a^

  Parameter                                                                            Relative variable importance   Model averaged regression coefficient ± SE   *p* Value^b^
  ------------------------------------------------------------------------------------ ------------------------------ -------------------------------------------- --------------
  Intercept                                                                            NA                             0.647 ± 0.0199                               **\<0.0001**
  Cum.GPA                                                                              1.00                           0.164 ± 0.00311                              **\<0.0001**
  Course (reference level: course 1)                                                                                                                               
  Course 2                                                                             0.33                           0.00945 ± 0.0199                             0.634
  Course 3                                                                             0.33                           −0.00416 ± 0.0148                            0.779
  Time (reference level: time 1 (exam 1)                                                                                                                           
  Time 2 (exam 2)                                                                      1.00                           0.0131 ± 0.00182                             **\<0.0001**
  Time 3 (exam 3)                                                                      1.00                           0.0388 ± 0.00255                             **\<0.0001**
  Time 4 (exam 4)                                                                      1.00                           0.0821 ± 0.00270                             **\<0.0001**
  Student gender (reference level: male)                                                                                                                           
  Female                                                                               1.00                           −0.00295 ± 0.0115                            0.798
  Student SES status (reference level: middle/high-SES)                                                                                                            
  Low-SES                                                                              1.00                           0.00931 ± 0.0149                             0.531
  Exam characteristics                                                                                                                                             
  W.Diff                                                                               1.00                           −0.197 ± 0.0113                              **\<0.0001**
  W.Blooms                                                                             1.00                           −0.168 ± 0.0173                              **\<0.0001**
  Student identity × exam characteristics (reference level: male or middle/high-SES)                                                                               
  Female × W.Blooms                                                                    0.92                           −0.0418 ± 0.0205                             **0.0416**
  Low-SES × W.Blooms                                                                   0.96                           −0.0628 ± 0.0263                             **0.0171**

^a^The outputs were produced via model averaging of all possible models using the MuMIn package in the program R. Although not shown, the models include two random-effects terms: (1\|Stu.ID) + (1\|Instr).

^b^Bolded *p* values are significant.

The cumulative incoming college GPA of students was present in all of the six top models (summed ω~i~ = 1.0; [Table 1](#T1){ref-type="table"}) and had a relative variable importance of 1.0 ([Table 2](#T2){ref-type="table"}), indicating that the cumulative incoming college GPA had a consistent and reliable impact on students' exam scores. The incoming GPA of a student significantly and positively impacted student's exam performance (β = 0.164 ± 0.00311 \[SE\], *p* value \< 0.0001; [Table 2](#T2){ref-type="table"}).

### Model-Averaged Regression Coefficients: Effect of Weighted Bloom's Index on Exam Performance

#### Weighted Bloom's Index.

Because of the strong support for the inclusion of the interaction terms between gender or SES and the weighted Bloom's index, we cannot provide a universal effect for Bloom's index. Instead, we see that groups of students respond in different ways to exams with different Bloom's levels. The main effect of Bloom's level in the model describes the condition for middle/high-SES males after statistically controlling for their performance in their prior college courses, the time in the term they took the exam, the difficulty of the exam they took (median overall difficulty of all exams: 0.63), the instructor they had, and any differences among students not accounted for specifically in the model. For these students, increasing the weighted Bloom's index of an exam is predicted to decrease their exam performance (β = −0.168 ± 0.0173 \[SE\], *p* value \< 0.0001; [Table 2](#T2){ref-type="table"}). Framing this in terms of impact on a student's exam scores: a middle/high-SES male student with the sample median cumulative GPA of 3.27 will score 11.53% lower on an exam with the weighted Bloom's index of 0.71 (the exam in our sample with the highest Bloom's index) relative to his score on an exam with a weighted Bloom's index of 0.36 (the exam in our sample with the lowest Bloom's index).

#### Gender × Weighted Bloom's Index.

Based on these models, the impact of weighted Bloom's index on performance is predicted to be more extreme for women than for men. The main effect of gender averaged across the model set was not significant (β = −0.00295 ± 0.0115 \[SE\], *p* value = 0.798; [Table 2](#T2){ref-type="table"} and [Figure 1a](#F1){ref-type="fig"}), but the interaction between gender and weighted Bloom's index was significant (β = −0.0418 ± 0.0205 \[SE\], *p* value = 0.0416; [Table 2](#T2){ref-type="table"} and [Figure 1a](#F1){ref-type="fig"}). Taken together, these terms indicate that, on exams with only low-level questions, there is no performance difference between males and females with the same demonstrated prior academic ability. However, as the weighted Bloom's index of exams increases (e.g., moving from predominantly lower Bloom's-level to higher Bloom's-level questions), the performance of female students declines more rapidly than male students of equal ability level, causing a gender-based achievement gap ([Figure 1a](#F1){ref-type="fig"}). Specifically, the model predicts that the difference in performance between a male and female student, both of whom are middle/high-SES students, have the same GPA (3.27, the median incoming GPA for all students in our study), and took the same exam (median difficulty = 0.63), would be 1.73% on the exam with the lowest weighted Bloom's index in our data set. Increasing weighted Bloom's index of an exam to 0.50, the performance gap is predicted to increase to 2.34%, and on an exam with a weighted Bloom's index of 0.70, the gap would be in a 3.22%. Considering that 70% of our exams had a median weighted Bloom's level greater than or equal to 0.50, this results in a gender-based achievement gap across a majority of the exams that were administered to students in our data set ([Figure 1a](#F1){ref-type="fig"}).

![Increasing the median weighted Bloom's level of an exam negatively impacts all students' scores, but it disproportionately favors men more so than women and middle/high-SES students over low-SES students. The figure shows a point estimate for exam performance (percentage score) for (a) male and female students and (b) middle/high-SES and low-SES students based on the model-averaged regression coefficients. The bars are the regression-model predictors of performance for two hypothetical students with an incoming GPA of 3.27 (the median GPA for all students in our data set) who are either (a) middle/high-SES students that identify as male or female or (b) male students who are classified as middle/high-SES or low-SES students, both of whom took a moderately difficult exam with a median difficulty of 0.63 (on a scale of 0.33--1). Thus, these students differ from each other in only two ways: the median weighted Bloom's level of the exam and either (a) their gender (male, unfilled bars; females, filled bars) or (b) their SES status (middle/high-SES, unfilled bars; low-SES, filled bars). The median weighted Bloom's levels, on a scale of 0.33--1, used to calculate the low, medium, and high Bloom's-level exams were 0.36, 0.53, and 0.71, respectively. An asterisk indicates a significant differences between groups of students on a given test. Brackets with percent scores indicate the magnitude of the difference in exam scores for the two students.](ar23fig1){#F1}

#### SES × Weighted Bloom's Index.

The impact of weighted Bloom's index on students from low-SES backgrounds is more extreme than the impact on students from middle/high-SES backgrounds. As with the gender terms, the main effect of SES was not significant (β = 0.00931 ± 0.0149 \[SE\], *p* value = 0.531; [Table 2](#T2){ref-type="table"} and [Figure 1b](#F1){ref-type="fig"}); however, there was a significant interaction between SES status and the median weighted Bloom's level of an exam (β = −0.0628 ± 0.0263 \[SE\], *p* value = 0.0171; [Table 2](#T2){ref-type="table"} and [Figure 1b](#F1){ref-type="fig"}). Taken together, these terms tell us that, on exams with only low-level questions, there is no performance difference between low-SES and middle/high-SES students of equal prior academic ability. However, as the weighted Bloom's index of exams increases (e.g., moving from predominantly lower-order questions to moderate/higher-order questions), the performance of students from low-SES backgrounds declines more rapidly than that of students from middle/high-SES backgrounds, causing a SES-based achievement gap ([Figure 1b](#F1){ref-type="fig"}) despite matched academic ability. Specifically, the difference in performance between a low- and middle/high-SES student, both of whom are male, have the same GPA (3.27) entering the same class, and took the same exam (median difficulty = 0.63), was 1.27% when students took the exam with the lowest weighted Bloom's index in our data set. The model predicts that increasing the weighted Bloom's index of an exam to 0.50 will increase the performance gap to 2.17%, and increasing the weighted Bloom's index to 0.70 would increase the SES-based gap to 3.46%. As 70% of our exams had a weighted Bloom's index greater than or equal to 0.50, our model predicts a significant achievement gap based on SES for the majority of the exams in our data set ([Figure 1b](#F1){ref-type="fig"}).

Constructed-Response versus Restricted-Response Questions
---------------------------------------------------------

### Descriptive Information.

The 87 exams collected from 26 different instructors teaching the introductory courses taught over a 3-yr period had substantial variation in their format but generally had more constructed-response questions than restricted-response questions. The average percent CR on the exams in our analysis was 0.66 ± 0.29 (SD). The exams in our sample ranged from 0% (entirely restricted-response questions) to 100% (entirely constructed-response questions).

### Model Selection.

We found four models with reasonable support (Δ~AICc~ \< 10) that explained the impact of percent CR on the exam performance of male and female students and students from low- and middle/high-SES backgrounds. The top two models had a majority of the support (summed ω~i~ = 0.86; [Table 3](#T3){ref-type="table"}). The best model included all fixed-effects terms, excluding the gender × percent CR interaction. The second-best model included all fixed-effects terms.

###### 

Best model includes the interaction between SES status and the percentage of constructed-response questions on an exam^a^

  Rank   Model^b^                                                                                              AICc        Δ~AICc~   ω~i~
  ------ ----------------------------------------------------------------------------------------------------- ----------- --------- ------
  1      Cum.GPA + Time + Gender + SES + W.Diff + Percent CR + SES\*Percent CR + Course                        −41285.44   0.00      0.61
  2      Cum.GPA + Time + Gender + SES + W.Diff + Percent CR + SES\*Percent CR + Gender\*Percent CR + Course   −41283.64   1.81      0.25
  3      Cum.GPA + Time + Gender + SES + W.Diff + Percent CR + SES\*Percent CR                                 −41281.96   3.49      0.11
  4      Cum.GPA + Time + Gender + SES + W.Diff + Percent CR + SES\*Percent CR + Gender\*Percent CR            −41280.15   5.29      0.03
  5      Cum.GPA + Time + Gender + SES + W.Diff + Percent CR + Course                                          −41268.62   16.82     0.00

^a^Relative ranking (from most support to least) of the four best models for predicting student exam performance using AICc model selection. Models that are informative (Δ~AICc~ \< 10) are shown, plus the next best model that had a Δ~AICc~ \> 10. The table shows only fixed-effect terms, but all models also include two random-effect terms: student and the instructor whose classes' students were enrolled in.

^b^Time = exam number in a course; Cum.GPA = cumulative college GPA at start of introductory biology series; Gender = student's gender identity; SES = students' socioeconomic status; W.Diff = median weighted difficulty of an exam; Percent CR = percentage of constructed-response question on an exam; Course = the three courses that are part of the introductory biology sequence.

Percent CR had a very high relative variable importance (1.0; [Table 4](#T4){ref-type="table"}) and was present in all of the best models ([Table 3](#T3){ref-type="table"}), indicating this variable had a reliable effect across all of the models and was very likely to be in the best model. SES and the interaction between SES and percent CR were also very well supported in our models (present in all of the top models and with a relative variable importance of 1.0; [Tables 3](#T3){ref-type="table"} and [4](#T4){ref-type="table"}). Although gender had strong support ([Table 4](#T4){ref-type="table"}), the interaction term between gender and percent CR was not well supported (this term was present in only two of the four best models and had a low relative variable importance of 0.29; [Table 4](#T4){ref-type="table"}). These results suggest that different levels of percent CR on exams differentially impact students from different SES backgrounds but not male or female students.

###### 

Increasing the number of constructed-response questions on an exam disproportionately benefits middle/high-SES students, but not male students, relative to low-SES and female students, respectively^a^

  Parameter                                                                            Relative variable importance   Model averaged regression coefficient ± SE   *p* Value^b^
  ------------------------------------------------------------------------------------ ------------------------------ -------------------------------------------- --------------
  Intercept                                                                            NA                             0.515 ± 0.0238                               **\<0.0001**
  Cum.GPA                                                                              1.00                           0.165 ± 0.00311                              **\<0.0001**
  Course (reference level: course 1)                                                                                                                               
   Course 2                                                                            0.85                           0.0677 ± 0.0381                              0.0759
   Course 3                                                                            0.85                           0.0159 ± 0.0247                              0.521
  Exam (reference level: time 1 (exam 1)                                                                                                                           
   Time 2 (exam 2)                                                                     1.00                           0.0116 ± 0.00183                             **\<0.0001**
   Time 3 (exam 3)                                                                     1.00                           0.0257 ± 0.00250                             **\<0.0001**
   Time 4 (exam 4)                                                                     1.00                           0.0745 ± 0.00269                             **\<0.0001**
  Student gender (reference level: male)                                                                                                                           
   Female                                                                              1.00                           −0.0252 ± 0.00341                            **\<0.0001**
  Student SES status (reference level: middle/high-SES)                                                                                                            
   Low-SES                                                                             1.00                           −0.00503 ± 0.00589                           0.393
  Exam characteristics                                                                                                                                             
   W.Diff                                                                              1.00                           −0.243 ± 0.0114                              **\<0.0001**
   Percent CR                                                                          1.00                           0.0789 ± 0.00668                             **\<0.0001**
  Student identity × exam characteristics (reference level: male or middle/high-SES)                                                                               
   Female × percent CR                                                                 0.29                           −0.000607 ± 0.00273                          0.824
   Low-SES × percent CR                                                                1.00                           −0.0278 ± 0.00645                            **\<0.0001**

^a^The outputs were produced via model averaging of all possible models using the MuMIn package in the program R. Although not shown, the models include two random-effects terms: (1\|Stu.ID) + (1\|Instr).

^b^Bolded *p* values are significant.

The cumulative incoming college GPA of students was present in all of the four top models (summed ω~i~ = 1.0; [Table 3](#T3){ref-type="table"}) and had a relative variable importance of 1.0 ([Table 4](#T4){ref-type="table"}), indicating that the cumulative incoming college GPA had a consistent and reliable impact on students' exam scores. The incoming GPA of a student significantly and positively impacted student's exam performance (β = 0.165 ± 0.00311 \[SE\], *p* value \< 0.0001; [Table 4](#T4){ref-type="table"}).

### Model-Averaged Regression Coefficients: Effect of Percent of Constructed-Response Questions on Exam Performance

#### Percent CR.

As with our other analysis, the strong support for the interaction term between SES and percent CR means we cannot report a universal effect of percent CR on student performance. Instead, we see that students from low-SES backgrounds respond differently to percent CR than students from middle/high-SES backgrounds. The main effect of percent CR in the models describes the condition for male students from middle/high-SES backgrounds after statistically controlling for their performance in prior college courses, the time in the term they took the exam, the difficulty of the exam (median difficulty = 0.63), the instructor, and other unmeasured differences between students. For middle/high-SES male students, there is predicted to be a positive effect of increasing the percentage of constructed-response questions on exams (β = 0.0789 ± 0.00668 \[SE\], *p* value \< 0.0001; [Table 4](#T4){ref-type="table"}). Put in terms of the impact on a student's exam scores, a male student from a middle/high-SES background with a cumulative GPA of 3.27 will score 14.54% lower on an exam that is purely restricted-response questions than he will on an exam that is purely constructed-response questions.

#### Gender × Percent CR.

The significant main effect term of gender indicates that there is an achievement gap between male and female students in this model, with males outperforming females of the same academic ability (β = −0.0252 ± 0.00341 \[SE\], *p* value \< 0.0001; [Table 4](#T4){ref-type="table"} and [Figure 2a](#F2){ref-type="fig"}). The lack of a significant interaction term between gender and percent CR (β = −0.000607 ± 0.00273 \[SE\], *p* value = 0.824; [Table 4](#T4){ref-type="table"} and [Figure 2a](#F2){ref-type="fig"}) indicates that the format of the exam questions does not differentially influence the performance of males and females of equal ability on these exams. Thus, as the percentage of constructed-response questions on an exam increases, male and female students with equivalent incoming cumulative GPAs are equally positively impacted.

![Increasing the number of constructed-response questions on an exam positively impacts all students' exam scores, equally benefiting male and female students yet disproportionately favoring middle/high-SES students over low-SES students. The figure shows a point estimate for exam performance (percentage score) for (a) male and female students and (b) middle/high-SES and low-SES students based on the model-averaged regression coefficients. The bars are the regression-model predictors of performance for two hypothetical students with an incoming GPA of 3.27 (the median GPA for all students in our data set) who are either (a) middle/high-SES students who identify as male or female or (b) male students who are classified as middle- to high-SES or low-SES students, both of whom took a moderately difficult exam with a median difficulty of 0.63 (on a scale of 0.33--1). Thus, these students differ from each other in only two ways: the percentage of constructed-response questions on the exam and either (a) their gender (male, unfilled bars; females, filled bars) or (b) their SES status (middle/high-SES, unfilled bars; low-SES, filled bars). The percentage of constructed-response questions, on a scale of 0--1, used to calculate the all restricted-response (RR), mixture of restricted-response and constructed-response (CR), and all constructed-response exams were 0.00, 0.50, and 1.00, respectively. The + indicates a significant overall difference between two groups of students. An asterisk indicates a significant differences between groups of students on a given test. Brackets with percent scores indicate the magnitude of the difference in exam scores for the two students.](ar23fig2){#F2}

#### SES × Percent CR.

For students from low-SES backgrounds, the positive effect on performance of more constructed-response questions on an exam is less than it is for students from middle/high-SES backgrounds. The main effect of SES averaged across the model set was not significant (β = −0.00503 ± 0.00589 \[SE\], *p* value = 0.393; [Table 4](#T4){ref-type="table"} and [Figure 2b](#F2){ref-type="fig"}), indicating that students of low- and middle/high-SES backgrounds perform equally well on exclusively restricted-response exams. As the percent CR increases on an exam, all students are predicted to benefit, but students from low-SES backgrounds benefit less from this changing format, despite having demonstrated similar academic ability (β = −0.0278 ± 0.00645 \[SE\], *p* value \< 0.0001; [Table 4](#T4){ref-type="table"} and [Figure 2b](#F2){ref-type="fig"}). This differential benefit with increasing percent CR on exams produces an achievement gap with students from low-SES backgrounds performing worse relative to their peers from middle/high-SES backgrounds. Specifically, the difference in performance between a low- and middle/high-SES student, both of whom identify as male, with the same GPA (3.27), entering the same class, and taking the same exam (median difficulty = 0.63) was only 0.49% when students took an exam that consisted entirely of restricted-response questions. The performance gap increases to 1.76% when the exam contains an equal mix of restricted-response and constructed-response questions and to 2.86% when the exam contained exclusively constructed-response questions. As 77% of our exams had a percent CR score greater than or equal to 0.50, this results in a consistent SES-based achievement gap due to exam question format across a majority of the exams administered to students in our data set, even though overall all students perform better on constructed-response questions ([Figure 2b](#F2){ref-type="fig"}).

DISCUSSION
==========

As biology instructors continue to develop courses and assessments that promote deeper conceptual understanding in their students, it will be important to understand how the characteristics of exams may impact different populations of students. In this paper, we took the first step of exploring whether and to what extent Bloom's level and question format of instructor-generated assessments differentially impact students' exam performance using a data set that includes 25 classes, 26 instructors, 87 unique exams, and 4810 students across three introductory biology courses for majors at a large research institution. Even after controlling for a measure of student academic ability, we found that the performance of male students was favored over females as exams tested at increasingly higher levels of Bloom's taxonomy but not when there were more constructed-response questions. Additionally, the performance of middle/high-SES students was favored over low-SES students as exams tested at increasingly higher levels of Bloom's taxonomy and when exams contained increasingly more constructed-response questions.

Males Outperform Females at Higher Bloom's Levels
-------------------------------------------------

Our results show that males and females perform equally well on exams containing mostly low Bloom's-level questions (a difference of 1.73%) but that males outperform females on exams with increasingly higher levels of Bloom's, even after controlling for prior academic ability (a difference as high as 3.26%; [Figure 1a](#F1){ref-type="fig"}). The differences in performance we observed in our study were fairly small, but even small performance gaps are important. Small performance gaps on any single test may accrue within a single course and across multiple courses, potentially generating GPA gaps between students who are otherwise of equal academic ability.

Previous studies examining gender differences on different Bloom's-level questions in undergraduate biology show mixed results. One study found males outperforming females on higher Bloom's-level questions in biochemistry but found that females outperformed males on knowledge-specific type (low Bloom's-level) questions ([@B53]). However, another study in introductory biology classrooms found that male students outperformed female students on both low and high Bloom's-level questions ([@B69]). These differences between our results and these results may be due to smaller sample sizes for these studies or different classroom and/or institutional contexts.

Additionally, our findings may provide insights into why achievement gaps between male and female students in undergraduate biology classrooms have been observed in some studies ([@B61]; [@B17]; [@B69]; [@B27]) but not others ([@B53]; [@B76]; [@B17]; [@B46]); perhaps the presence of achievement gaps is dependent on the characteristics of the exams used in the classes. If undergraduate biology assessments are composed mostly of "low-level" questions ([@B55], [@B56]), then one might not observe a performance gap between students, whereas in exams comprising more higher-order-thinking questions (i.e., our study; [@B38]; [@B69]; [@B27]), a performance gap may emerge. If instructors vary in the degree to which their exams test high Bloom's levels of thinking, then it is not surprising that there are differences among studies regarding whether a performance gap exists between males and females.

No Gender Differences for Exams with More Constructed-Response Questions
------------------------------------------------------------------------

Our finding that increasing the percentage of constructed-response questions on exams has no impact on the exam performance of male and female students ([Figure 2a](#F2){ref-type="fig"}) is in contrast to what has previously been published. Previous studies examining the impact of exam format on students' performance showed that males outperformed females on restricted-response questions in an undergraduate biology classroom ([@B69]), an introductory atmospheric science class ([@B74]), and an oceanic survey course ([@B74]). However, only [@B69] controlled for a measure of prior academic ability. The variation in the findings between these studies and ours may again be attributed to differences in sample size. Another explanation is that perhaps other exam characteristics are correlated with constructed-response formats in some studies but not others. If these are not disaggregated, then this may explain some of the variation in observed patterns.

Middle/High-SES Students Outperform Low-SES Students at Higher Bloom's Levels and with More Constructed-Response Questions
--------------------------------------------------------------------------------------------------------------------------

Our results demonstrate that, as the average Bloom's level on an exam increases, the gap between students from middle/high-SES backgrounds and low-SES backgrounds increases from 1.27 to 3.52% ([Figure 1b](#F1){ref-type="fig"}). A similar pattern was observed when the number of constructed response questions increased on exams ([Figure 2b](#F2){ref-type="fig"}). Our study is the first to our knowledge to examine how question format (constructed response vs. restricted response) differentially impacts low- and middle/high-SES students. Given the lack of research done in this area, there is clearly a need to further explore how the performance of low- and middle/high-SES students is mediated by the Bloom's level of questions and question format across a wider array of institutions and student populations. Such studies are necessary before any broad generalizations can be made regarding the performance of low- and middle/high-SES students on biology assessments testing varying degrees of cognitive difficulty.

If Not Differences in Ability, Then What May Contribute to These Gaps?
----------------------------------------------------------------------

We controlled for a measurement of prior academic ability; therefore, the differential impact of exam characteristics on students of different genders and SES backgrounds was not due to differences in ability levels. As our study was observational and retrospective, we are unable to explicitly identify the underlying mechanism(s) that may lead to the observed gaps between students. However, there is a large body of literature that suggests that student performance can be impacted by environmental factors. The environment can be broadly defined to include factors such as the social environment of the classroom, the experience of students in previous academic environments, an instructor's classroom practices, and/or how questions on exams are contextualized. In the following subsections, we outline candidate factors that could lead to the performance gaps that we observed in our study.

### Stereotype Threat.

Stereotype threat is a well-documented psychological phenomenon wherein an individual's concern of conforming to a stereotype about a group he or she is associated with can negatively impact his or her performance on a particular task related to that stereotype ([@B71]). One of the key findings of stereotype threat is that it is most likely experienced when individuals encounter challenging situations and/or experience high frustration ([@B70]). Thus, stereotype threat would be more likely to be triggered on questions requiring more challenging cognitive tasks like transferring conceptual understandings to solve new, application-level or higher cognitive questions (i.e., higher Bloom's-level questions; [@B68]; [@B44]). Thus, the research on stereotype threat aligns with our findings for gender and SES: women and low-SES students as well as men and middle/high-SES students perform equally on low Bloom's-level exam items (low challenge, low frustration), but stereotype threat could be triggered for women and low-SES students when dealing with more cognitively challenging questions, leading to our observed disproportionate decrease in performance.

Currently, there are insufficient data to determine whether students are under threat in introductory biology classrooms. One study exploring stereotype threat for women in biology, [@B46] did not find support for the presence of stereotype threat. However, their method of documenting stereotype threat was to test one intervention to mitigate threat. This test does not rule out the possibility that students are under threat. It could mean that this intervention may not have addressed the right kind of stereotype threat for this population of women ([@B64]). A second study surveyed female students about their experience with stereotype threat and found women in biology experience less stereotype threat than women in physics, but did not explicitly test whether women in biology experience more threat than men, as no men were surveyed in the study ([@B67]). Only one study has tested whether stereotype threat is present for low-SES students in introductory biology classrooms. [@B40] successfully used a values-affirmation intervention to alleviate the impact of stereotype threat on the performance of first-generation students, who are often low-SES students as well. It is possible that female and low-SES students are under threat and that this psychological phenomena could explain our findings, but further work needs to be done to assess this phenomenon in biology.

### Implicit Theories of Intelligence.

People tend to hold one of two beliefs about intelligence: 1) intelligence is innate and fixed at a certain level or 2) intelligence is effort-based and can grow ([@B25]). The fixed mind-set tends to be more prevalent in high-achieving students and in students who are aware of stereotypes about their group in a particular field (i.e., women in math; [@B26]). Students with fixed mind-sets tend to underperform relative to students with a growth mind-set, especially in the face of challenging tasks ([@B37]; [@B10]). Furthermore, it has been shown that students with a fixed mind-set are unable to recover from initially poor grades in college science classes, whereas students with growth mind-sets are able to recover from this setback ([@B37]). Among students who hold a fixed mind-set, there is evidence that males tend to outperform female students in a college science course, despite controlling for ability level ([@B37]). These patterns may occur because, when faced with difficult tasks, students with fixed mind-sets tend to withdraw and denigrate their ability, whereas students with growth-based mind-sets embrace the challenge by putting in greater effort and/or trying new strategies.

If a significant number of women and low-SES students in our study population held a fixed view of intelligence, they may have become frustrated and avoided embracing the challenges of answering more cognitively challenging questions, potentially hindering their performance on exams that assess higher levels of Bloom's taxonomy. Given [@B37]) findings, we would also expect an emerging gender performance gap on assessments that test increasingly higher levels of Bloom's, which is what we observed. Thus, like stereotype threat, implicit theories of intelligence could contribute to an achievement gap between groups of students as the cognitive challenge of an exam increases. This may be an interesting avenue for future research.

### Students' Prior Experiences.

Inequitable access to resources during students' K--12 experiences may explain our findings. Students from lower-SES backgrounds tend to come from schools with fewer resources ([@B58]). These schools tend to have less experienced and/or qualified instructors ([@B58]; [@B42]) and fewer advanced and AP classes ([@B58]; [@B39]), potentially resulting in fewer opportunities for low-SES students as compared with middle/high-SES students to practice answering higher-order questions. This lack of prior practice may explain why students from lower-SES backgrounds may not perform as well on higher Bloom's-level or constructed-response questions. Interestingly, performance on the writing portion of the SAT has also been shown to correlate with students' SES ([@B49]), further supporting our assertion.

### Question Context.

Question context can elicit bias against students, producing achievement gaps. [@B51] found that replacing questions containing stereotypically male-oriented contexts with stereotypically female-oriented contexts reduced the gender gap in performance on a physics concept inventory. Given that higher-order questions require applying conceptual understanding to a novel context, these questions are more likely than lower-order questions to contain novel scenarios. Although biology instructors might not be using sports examples to contextualize their questions to the extent that physics instructors might, it is still possible for biology instructors to construct questions that elicit bias.

In summary, these factors are but a few of the potential mechanisms that could explain why women and low-SES students perform below their male and middle/high-SES peers, even when they have demonstrated equal achievement in prior classes. These mechanisms produce the same patterns observed in our data: no achievement gap when students are exposed to low Bloom's-level questions or tests that contained only restricted-response questions but an appearance of an achievement gap when students are challenged by higher Bloom's-level or constructed-response questions. However, the degree to which these various mechanisms contribute to the gaps observed in this study is unknown, and future research should focus on examining whether and in what ways these various mechanisms may explain the trends observed in this study.

What Are Next Steps?
--------------------

This study is not suggesting that we as instructors make our exams less cognitively difficult or only restricted-response format to reduce performance gaps on assessments among groups of students. Rather, we suggest instructors modify their instructional practices in ways that help to give students opportunities to practice these types of questions in a low-stakes environment before they are asked to do so on a high-stakes summative exam. For example, this may mean assigning practice exams outside of class or incorporating exam-like questions into lectures as clicker questions, similar to [@B32].

These practices may be helpful, because they may reduce the level of frustration and anxiety triggered on high-stakes exams, potentially mitigating factors such as threat and thus improving performance. Furthermore, they may provide students from disadvantaged backgrounds with the practice that may help them catch up with their middle/high-SES colleagues, again reducing performance gaps on assessments. The heavy emphasis on practice in active-learning classrooms may therefore be contributing to the reduction in achievement gaps seen between low- and middle/high-SES students ([@B38]) as well as between first-generation and continuing-generation students ([@B29]) in these classes. Clearly, more work is needed to investigate the underlying reasons why active learning reduces performance gaps between groups of students.

However, these strategies may not be enough, particularly if students are experiencing something like stereotype threat. Instructors may need to use psychological interventions to help ameliorate these phenomena in an effort to promote equity on challenging exams. These interventions can include 1) reframing the assessment to address the "fairness" of the test by stating the test is not biased against a particular group (e.g., [@B68]; [@B35]) or that the assessment is meant to document mastery rather than compare individuals ([@B18]; [@B66]); 2) using values affirmation (e.g., [@B16]; [@B54]; [@B65]; [@B40]) to mitigate stereotype threat; and 3) emphasizing that intelligence is fluid and malleable, can change over time, and is driven by effort rather than innate ability (e.g., [@B5]; [@B36]; [@B10]). Exploring these interventions in the context of undergraduate biology exams are important areas of future research.

Study Limitations
-----------------

This study was done in a particular context with a specific set of students and may not reflect conditions at other institutions or institution types. Specifically, this study was conducted at a selective R1 institution, and we encourage other instructors to look for the existence of similar patterns in their classrooms at their institutions. Additionally, our observation that increasing the number of constructed-response questions on an exam results in an increase in student's overall performance may have occurred because graders evaluating constructed-response questions may have been more lenient in their allocation of points compared with restricted-response questions, which are binary in their point allocation.

CONCLUSIONS
===========

Our findings illustrated that, even after controlling for academic ability, males and middle/high-SES students outperform females and low-SES students on assessments testing higher Bloom's levels of thinking and constructed-response questions favor middle/high-SES students. Simply put, these inequities are ones that, no matter how small, should not be present in our classrooms, as inequities in individual classrooms can accrue over time, potentially resulting in two students with truly equal academic abilities having different GPAs upon graduation. It is important to continue to explore the extent to which these achievement gaps exist across multiple types of institutions and identify instructional practices that can close these gaps while maintaining the rigor of our assessments.
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