Abstract-Presented in this paper, is a comparison of two popular numerical techniques, viz. the finite-difference time-domain method and the time domain integral equation method, for electromagnetic-scattering problems. The comparison is made via standard canonical shapes, a cube, and a sphere, to address the factors affecting accuracy, efficiency, and the required computer resources.
I. INTRODUCTION
I N this work, we present a comparison of two popular and widely different numerical methods, viz. the finitedifference time-domain (FDTD) method [1] and the time domain integral equation (TDIE) method [2] . However, we restrict our comparison to open region problems only, in particular, the far-field calculations. As is well known, the FDTD method is a differential equation based technique used for solving electromagnetic wave interaction problems for open as well as closed regions. When applied to open region problems, FDTD requires a suitable absorbing boundary condition. At present, the most popular and accurate boundary condition seems to be the perfectly matched layer (PML) [3] , [4] . On the other hand, as the name implies, TDIE is an integral equation based technique which incorporates radiation condition in the formulation itself. To the best of our knowledge, a thorough comparison of these two techniques has not been made and this work is aimed at filling this gap. It is also hoped that this comparison might help in choosing one method over the other for a given situation. This paper is organized as follows. In the next two sections, for the sake of completeness, we present a brief description of TDIE and FDTD with the PML boundary methods, respectively. In Section IV, numerical results are presented to show the comparison between these two methods. Finally, in Section V, we present the conclusions drawn from this study.
II. FORMULATION OF TDIE
Consider an arbitrarily shaped, dielectric body described by a surface . The scatterer has material parameters of and while exterior to the body is a homogeneous medium with parameters and . Exterior to the body, the total fields are designated by and , while interior to the object, the fields are given by and . The structure is illuminated by an arbitrary electromagnetic, plane-wave pulse. Also, we note that the tangential components of the electric and magnetic fields must be continuous at the dielectric interface as dictated by the boundary conditions.
Before we start the integral equation formulation, we assume that the dielectric body is a closed body so that a unique outward normal vector can be defined unambiguously. Employing the equivalence principle [5] the body may be replaced with two sets of electric ( and ) and magnetic ( and ) currents. Each set radiates in an infinite homogeneous medium having constitutive parameters associated with medium " " or " ". It can be easily proved that the continuity of the tangential fields require that
Using the potential theory [5] , the scattered fields radiated by the equivalent electric and magnetic currents may be written in terms of potential functions as (3) (4) where and are the magnetic and electric vector potentials, respectively, and and are the electric and magnetic scalar potentials, respectively, given by (5) (6) (7) (8) for or and the " " sign is for and the " " is for . In (5)- (8), , the distance from the field point to the source point . The electric and magnetic surface charge density and , respectively, are related to the electric and magnetic surface current density by the continuity equations (9) (10) By enforcing the continuity of the tangential electric and magnetic fields at the dielectric interface and taking an extra derivative with respect to time, we derive the following integral equations:
(15) (16) which can be rewritten as (17) (18) The integrals (17) and (18) are then solved by discretizing the body using triangular patches and with the use of Rao-Wilton-Glisson (RWG) basis functions [6] . Details of the numerical solution are described in [7] . Also, note that for the case of perfectly conducting bodies, the equivalent magnetic currents are zero and we solve (17) for the external region only [8] .
III. FORMULATION OF FDTD-PML
The FDTD method uses a system of finite-difference equations for representing the Maxwell's partial differential equations given by (19) The finite-difference approximation to any derivative of a function is obtained from the Taylor's series expansion of the function. Normally, the central difference approximation is used because the error for the central difference approximation is of second order. In Yee's method [9] of FDTD calculation, the electric and magnetic field components are interleaved in space and time so as to permit a natural satisfaction of the continuity of the tangential field components at the media interfaces. The Yee's Cell is shown in Fig. 1 .
Yee's algorithm is implemented by discretizing the object in the Cartesian domain [ Fig. 1 ]. The temporal update scheme of one of the components of the electric ( ) and magnetic ( ) fields using Yee's algorithm is given by, (23-24) at the bottom of the next page, where, , , and are the spatial steps and is the time step and , , , and are the permittivity, permeability, electrical, and magnetic conductivities, respectively. Other components of the fields may be written in a similar way.
As the Maxwell's equations are hyperbolic in nature, the FDTD is unbounded in one or more of the spatial directions. Thus, to terminate the computational domain, a boundary condition has to be applied. The most popularly used boundary condition is the PML. The scattered field FDTD algorithm with PML boundary has been used for computing the electromagnetic interactions presented in this paper.
There are two sources of reflections from the PML boundary. The first is the perfectly conducting conditions terminating the PML. As the outward propagating wave passes through the PML, it gets absorbed. However, on reaching the perfectly conducting medium terminating the PML, it gets reflected back toward the computational domain which may interfere with the scattered fields. This may be reduced by increasing the thickness of the PML region and by changing the conductivity profile. The other source of reflection is the first layer of the PML. At this layer, the matching impedance condition cannot be met as the magnetic conductivity is zero. This is because of the half-spatial step difference between the electric and magnetic parameters used in the FDTD. This may be minimized by choosing a small value for the electric conductivity of the first layer and increasing logarithmically along the layers. Thus where, is the conductivity profile, is the distance from the vacuum-PML interface, and is the conductivity in the first vacuum-PML interface. is either, , or , or , and is the geometric progression ratio of the conductivity, from one cell to the next. The value of is calculated based on the number of discretization points on the object in a given direction, . Further (25) where, , , and are coefficients. Also, , , and , for a late time-ripple error of 3%; or , , and for an error of 1% [4] . In this work, the latter set of values of , , and have been used to attain the lower-ripple error. The value of obtained from (25) is used to calculate the number of PML layers, along a given direction, using the following expression (26) here, is the reflection factor for normal incidence. An optimum value of is 0.01. is the total duration of the computation in seconds and is a multiplying factor which has been optimally found to be 10 [4] . The variation of the reflection coefficient for any other angle of incidence with respect to the normal, is given by To calculate the far field, the electric and the magnetic surface currents are calculated on virtual cubes surrounding the object. The cube, on which the electric surface current is calculated, is located at a distance of half the spatial discretization from each of the extremum points of the object along the coordinate axes. The cube for the magnetic surface currents, is located at the extremum points of the object. The electric and magnetic currents are calculated using and (27) respectively. Here, and are the scattered electric and magnetic fields, respectively, and are incident electric and magnetic fields, respectively, and, is the unit outward normal to the virtual surfaces comprising the cube. Using these (23) (24) currents, the electric and magnetic vector potentials are calculated using (5) and (6) . From these vector potentials the far field is obtained.
IV. NUMERICAL RESULTS
In this section, we present numerical results for a cube and a sphere, both conducting and dielectric materials, obtained by FDTD-PML and TDIE. Note that the TDIE solution has already been compared well with the frequency domain solution for the cube problem [6] and Mie series solution [5] for the sphere problem. Thus, in this work we use TDIE solution as the bench mark and compare the FDTD solution to check the accuracy.
The objects are illuminated by a Gaussian plane wave given by (28) where, is the incident electric field, is the position vector of the observation point, is the unit vector in the direction of propagation of the incident wave, is the pulse width of the Gaussian impulse, , is a time delay that represents the time at which the pulse peaks at the origin, and, is the velocity of propagation of the electromagnetic wave.
The pulse-width is defined such that for the exponential has fallen to about 2% of its peak. For all the cases presented in this work, , , m (light-meter), and m. Note, that m 10 s is the time taken by the electromagnetic wave to travel a distance of 1.0 m in free space. Lastly, we note that for the FDTD case, the time step is chosen using the following criterion, given by where is the velocity of the electromagnetic wave in free space and in dielectric media for conducting and material bodies, resepctively.
As a first example, let us consider a conducting cube. The cube is the easiest geometry to solve via the FDTD-PML because it conforms well to the Cartesian grid. Fig. 2 shows the back-scattered field ( , ) and the side-scattered field ( , ) for a cube of side length 1.0 m. The FDTD-PML space extends to 1.9 m from the origin along , , and directions and is divided into 38 equal divisions. This results in 534 342 unknowns. For the TDIE solution, the surface of the cube is divided into 4, 5, and 5 uniform segments, along the , , and directions, respectively. By connecting the diagonals of the resulting patches, a total of 260 triangular patches with 390 unknowns were obtained. Note, that for the TDIE solution, the timestep m. However, note that FDTD computations involves interactions between neighboring nodes only, whereas for the TDIE solution, each element is coupled to all other elements. As shown in Fig. 2 , the solutions from these two methods agree very well. As for the computer resources are concerned, the TDIE requires around 640 KB storage whereas FDTD-PML requires around 2.0 MB. It may be pointed out that the TDIE solution compares very well with the inverse Fourier-transformed frequency domain solution [8] .
As a next example, we consider the case of a conducting sphere of diameter 1.0 m. The sphere represents a challenging problem for both the TDIE and FDTD solutions. For the FDTD-PML solution the same grid is used as that of the cube. However, the actual sphere is a stair-stepped approximation. For the TDIE solution, the spherical surface is divided into six divisions along the direction. Each ring has (starting from the top) 13, 27, 29, 27, and 13 patches, respectively, for a total of 138 patches and 207 unknowns. This scheme is chosen so that the triangle would be closer to being equilateral. For the TDIE solution, the timestep m. The numerical results are presented in Fig. 3 . Considering the vast differences in the gridding employed by the numerical techniques, both techniques provide extremely close solutions. The computer resources for the FDTD-PML technique is the same as that for the cube. However, in the case of TDIE the computer storage requirement is around 200 KB.
Next, we consider a dielectric cube of side length 1.0 m and relative permittivity ( ) 2.0. For this example, the FDTD-PML grid extends to 1.55 m from the origin along , , and directions. This is divided into 62 equal divisions, which results in 2 152 926 unknowns. This amounts to a computer storage of around 8.0 MB. Note, that this discretization amounts to roughly half of the step size for the dielectric problem when compared to conducting case. We opted for this dense discretization to obtain close comparsion with TDIE case, although, the coarse grid scheme provided a reasonable comparison spacifically at the peak values of the pulse. For the TDIE solution the same discretization of the conducting cube is used. However, since magnetic currents are also included, the number of unkowns for the dielectric case are twice compared to that of the corresponding conducting body. Note, that the TDIE solution has to be done only over the scatterer surface. Also, for the TDIE solution, we need to store the magnetic currents on the surface. Together this requires a computer storage of around 3.0 MB. The time step for the dielectric case is the same as that of the conducting cube. Fig. 4 shows the solutions from these two methods, which agree very well. We again note, that the TDIE solution compares very well with the inverse Fourier-transformed frequency domain solution [7] . As the final example, we consider a dielectric sphere, having a relative permittivity of 2.0. The diameter of the sphere is 1.0 m. The FDTD-PML discretization used is the same as that used for the dielectric cube and that for the TDIE is the same as the conducting sphere. The computer storage for TDIE is around 1.0 MB. Fig. 5 shows the results obtained from both methods, which compare very well.
V. CONCLUSION
In this paper, we compared FDTD-PML and TDIE solutions for certain standard canonical problems. We note that both methods generate reasonably accurate solutions for a given discretization scheme. For the examples considered in the work, it appears that TDIE is more efficient. However, the inference may not be valid for more complex bodies, particularly when dealing with multiple or inhomogeneous materials. Finally, we conclude that these two methods may be used concurrently to check one result against the other.
