Abstract This paper provides an algebraic framework for the generation of order conditions for the construction of exponential integrators like splitting and Magnustype methods for the numerical solution of evolution equations. The generation of order conditions is based on an analysis of the structure of the leading local error term of such an integrator, and on a new algorithm for the computation of coefficients of words in expressions involving exponentials. As an application a new 8th order commutator-free Magnus-type integrator involving only 8 exponentials is derived.
Introduction
The construction of splitting methods for the numerical integration of evolution equations like 1 
∂ t u(t) = Au(t) + Bu(t), t ≥ 0, u(0)
or of Magnus-type integrators for non-autonomous evolution equations
∂ t u(t) = A(t)u(t), t ≥ 0, u(0)
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Harald Hofstätter Fakultät für Mathematik, Universität Wien, Oskar-Morgenstern-Platz 1, 1090 Wien, Austria. E-mail: hofi@harald-hofstaetter.at has been extensively studied in the literature, see, e.g., [4] and the references therein for splitting methods, and [1] and [6] and the references therein for Magnus-type integrators. In this paper we provide a general and unified algebraic framework for the systematic generation of order conditions needed for the construction of such integrators. 2 It is likely that the ideas and results of this paper can also be adapted to other classes of exponential integrators, which, however, are not discussed in this paper.
In the remainder of this introduction we give an exemplary overview of our approach, which is then elaborated in a systematic and purely formal way in Section 2. The theoretical considerations of Section 2 are then applied to an example of a generalized splitting method in Section 3, and to examples of Magnus-type methods in Section 4. In particular, we report on the construction of a new 8th order commutatorfree Magnus-type integrator involving only 8 exponentials in Subsection 4.4.
Coefficients of words in expressions involving exponentials
In our approach to the generation of order conditions we make use of a new algorithm for the efficient computation of coefficients c w of words w ∈ A * over an alphabet A in the formal expansion
of an expression X involving exponentials e Y with exponents Y ∈ C A being polynomials in the non-commuting variables ∈ A . Here, formally, X is an element of C A , the algebra of formal power series in the non-commuting variables ∈ A . The essential ingredient of this algorithm is a family of algebra homomorphisms {ϕ w : w ∈ A * } such that for each word w ∈ A * of length ℓ(w), ϕ w (X) is an upper triangular matrix ∈ C (ℓ(w)+1)×(ℓ(w)+1) whose entries are coefficients of subwords of w in X,
Here w i: j−1 = w i w i+1 · · · w j−1 denotes the subword of w of length j − i, starting at position i and ending at position j − 1, and Id denotes the empty word. Besides compatibility with operations + and · making ϕ w an algebra homomorphism, ϕ w is also compatible with exponentiation, ϕ w (e Y ) = exp(ϕ w (Y )), where on the right the matrix exponential is exactly computable if ϕ w (Y ) is a strict upper triangular matrix, which is the case if the empty word Id does not occur in the expression Y . A recursive application of ϕ w (the recursion terminates with well-defined values ϕ w (a) for the "atoms" a ∈ A ) yields ϕ w (X), from which one can read off the coefficients c v for all subwords v of w. A formal justification of this algorithm is provided by our Theorem 2.4. We note that there is some similarity to the algorithms proposed in [13, 16] for computing the coefficients of the Baker-Campbell-Hausdorff series.
Applications to splitting methods
For example for A = {A, B}, X = e Here all terms involving words of length less than three cancel, and the words of length three can be combined to a homogeneous Lie element, i.e., a linear combination of commutators of length three in [C A, B ], the free Lie algebra generated by A and B.
We can interpret (1.4) as a result for Strang splitting, an example of a splitting method for the numerical solution of evolution equations of type (1.1), where one step u n → u n+1 = S (τ)u n (1.5) of step-size τ is defined by S (τ) = e 1 2 τB e τA e 1 2 τB .
By substituting A → τA, B → τB in (1.4) it follows that the local error satisfies
where E (τ) = e τ(A+B) is the exact local solution operator. 3 This result can be generalized: the leading term in the local error is a homogeneous Lie element of order O(τ p+1 ) for any splitting method S (τ) of order p and even for "generalized" splitting methods like the fourth order method proposed in [15, 9] . For splitting methods this result was proved in [2, Theorem 2.6].
Our much more general Theorem 2.1 covers also the case of generalized splitting methods (and Magnus-type methods, see Section 1.3 below).
For the concrete calculation of the leading error term one has to compute the coefficients of all Lyndon words of length p + 1 in L = S − E (whose number is significantly smaller than that of all words of length p + 1), and then apply an easily computable transformation matrix to these coefficients to get the leading error term represented in the Lyndon basis of the subspace generated by the commutators of length p + 1. The representation of the leading error term as a homogeneous Lie element together with this relation between Lyndon words and Lyndon basis elements leads to an effective procedure for the generation of minimal sets of order conditions for (generalized) splitting methods. We illustrate this with an example. Let
be a splitting method with parameters a 1 , a 2 , a 3 , b 1 , b 2 , b 3 to be determined such that S has order p = 3. We calculate the coefficients c w of all Lyndon words w of length less than four in L = S − e A+B , a 1 , a 2 , a 3 , b 1 , b 2 , b 3 which, if satisfied, ensure that S has order 3. 4 A general version of this procedure for the generation of order conditions is provided by our Theorem 2.3. A similar procedure was already proposed in [4] , see also [2] and [3, Section 7] . However, our Theorem 2.3 is much more general and, furthermore, our method for computing coefficients of Lyndon words (see Section 1.1) is much more efficient than the one proposed in these references. 
they depend on both t n and τ, and it holds
(1.10)
In practice they are approximately calculated using Gaussian quadrature, see [1, Section 7] . 5 One step of step-size τ of a Magnus-type integrator of order p can be written as
11) 4 To choose a "good" solution from the one-dimensional solution manifold of this system of equations, one can minimize the "local error measure" c 2 AAAB + c 2 AABB + c 2 ABBB made up from the coefficients of all Lyndon words of length four in L , see [4, Section 4] . 5 The expansion into Legendre polynomials proves to be very convenient. For some theoretical considerations, however, other expansions may be more suitable, e.g., Taylor expansion around t n or around the midpoint
2 ) k instead of (1.8). Our considerations carry over to these cases (with modified representations of the Magnus series Ω , of course), provided that the expansion coefficients satisfy (1.10).
where S (τ,t n ) is an approximation of the exact local solution operator,
where Ω denotes the Magnus series 
-Fourth order commutator-free integrator [1, eq. (38)]:
-The following scheme of order six involving one commutator in the middle exponential was proposed in [6] :
(1.14)
with coefficients For such methods S the leading term in the local error L = S − E is again a homogeneous Lie element of order O(τ p+1 ), our general Theorem 2.1 covers this case, too. To calculate a representation of the leading local error term in the Lyndon basis, analogously as in the case of splitting methods, one has to compute the coefficients of all Lyndon words of order O(τ p+1 ) over the alphabet {A 1 , A 2 , . . . }. The coefficient of a Lyndon word w in L = S − E is the difference of the coefficient of w in S to be computed using the algorithm of Section 1.1 and the coefficient of w in E = e Ω , which in principle can also be computed by this algorithm, provided the terms of the Magnus series Ω in (1.12) are available up to order O(τ p+1 ). However, our Theorem 4.1 provides an explicit formula for this coefficient, so that explicit knowledge of the Magnus series is not necessary. These considerations again lead to a procedure for the generation of order conditions for Magnus-type integrators, similar to the one for splitting methods, see Theorem 2.3.
Theoretical considerations

Algebraic setting
We consider the free Lie algebra g = [C A ] over an appropriate set of generators A . 6 A grading function specified by its values on A will turn g into a graded Lie algebra, see [12] .
-For the study of splitting methods we set A = {A, B} were A, B represent τA, τB, respectively. Corresponding to A ≃ τA = O(τ) and B ≃ τB = O(τ) we define
-For Magnus-type integrators we set A = {A 1 . . . , A K } where K ≥ 2 depends on the particular scheme, and the A k represent the Legendre coefficients A k from (1.7). Corresponding to (1.10) we define
We call iterated commutators ∈ g with single generators ∈ A in their slots, pure elements of g, or more formally: (i) all elements of the generating set A are pure; (ii) if X,Y ∈ g are pure, then the commutator [X,Y ] is pure; (iii) elements of g which can not be constructed by (i) or (ii) are not pure.
We define a grading function recursively for pure elements by (2.1) or (2.2) and
With g k = span{X ∈ g : X pure and grade(X) = k} g becomes a graded Lie algebra
Each Φ ∈ g, Φ = 0 has a unique representation as a finite sum Φ = X 1 + . . . + X q with X k ∈ g k , X q = 0. Elements of g k are called homogeneous Lie elements of grade k. Because there are only finitely many pure elements of fixed grade k, each g k is finite-dimensional. The universal enveloping algebra of g is given by C A ⊃ g, the algebra of polynomials in the non-commuting variables A or, equivalently, the free associative algebra generated by A . Values of exponentials of Lie elements ∈ g are in a natural way elements of C A ⊃ C A , the algebra of formal power series in the noncommuting variables A .
We extend the grading function (2.1), (2.2) to words w = w 1 · · · w ℓ(w) ∈ A * ⊂ C A with w j ∈ A , j = 1, . . . , ℓ(w) = length(w),
Analogously as before, with
Here the direct sum starts with V 0 = span{Id}, where Id is the empty word with grade(Id) = 0, which serves as the multiplicative identity of the algebra C A . For q ≥ 1 the subspace
is an ideal of C A . We define
which consists of all series with terms in R q . With R q we have a substitute in C A for computations up to order q, mnemonically
Proof Expanding and rearranging (2.3) yields
Continuing in this way we obtain
Proof For J = 1 the statement of the lemma holds trivially. Next we give the proof for the case J = 2. By the Baker-Campbell-Hausdorff (BCH) formula (see, e.g., [5 
q for all q ≥ 1, and the statement of the lemma follows.
⊓ ⊔
The following theorem states that if an exponential e Ω of a Lie element is approximated by a product e Φ J · · · e Φ 1 of exponentials of Lie elements, then the leading error term Θ is a homogeneous Lie element of some grade q ≥ 1. This situation occurs if e Ω represents the exact solution operator of (1.1) or (1.2), i.e., if Ω = A + B or Ω = (truncated) Magnus series (1.12), and the scheme e Φ J · · · e Φ 1 represents respectively a generalized splitting method or a Magnus-type integrator.
with R r+1 ∈ R r+1 . The case that X k = 0 for all k is only possible if e Φ J · · · e Φ 1 e −Ω = Id and thus e Φ J · · · e Φ 1 = e Ω , from which the statement of the theorem follows for q ≥ 1 arbitrary and Θ = 0, R = 0. So let us assume that X k = 0 for some k ≥ 1. Set q = min{k :
Consequently,
Symmetry
One-step methods like (generalized) splitting and Magnus-type methods (cf. (1.5), (1.11)) are called self-adjoint or symmetric if they satisfy
We give a purely formal definition of this property for products of exponentials e Φ J · · · e Φ 1 representing such methods. To this end, we define operations 5) and extend these operations to products of exponentials,
The adjoint of a product of exponentials e Φ J · · · e Φ 1 is defined by
(note the order of the exponentials), and we say that e Φ J · · · e Φ 1 is self-adjoint or symmetric if e
A single exponential e Φ is self-adjoint, (e Φ ) * = e Φ , if and only if Φ = Φ, if and only if Φ is a sum of homogeneous Lie elements of odd grade,
It follows that e Ω representing the exact solution operator for (1.1) or (1.2) is selfadjoint, where Ω = A + B or Ω = (truncated) Magnus series (1.12).
The following theorem improves Theorem 2.1 for the self-adjoint case.
Theorem 2.2 Let Φ 1 , . . . , Φ J , Ω ∈ g with S = e Φ J · · · e Φ 1 and e Ω self-adjoint. Then for some odd q ≥ 1 there exist Θ ∈ g q , Θ = 0 and R ∈ R q+1 such that
Proof By Theorem 2.1, S = e Ω + Θ + R for some Θ ∈ g q , Θ = 0, R ∈ R q+1 . We prove that q has to be odd under the given assumptions. On one hand,
On the other hand, substituting the generators
in S = e Φ J · · · e Φ 1 = e Ω + Θ + R and using Ω = Ω we obtain S = e −Ω − Θ − R, R ∈ R q+1 , and thus
It follows Θ = Θ for Θ ∈ g k and thus q odd by (2.5). ⊓ ⊔
Lyndon words, Lyndon basis, order conditions, local error measure
Our next goal is to determine explicitly the leading error term Θ ∈ g q in (2.4) whose existence is guaranteed by Theorem 2.1. Thus, given a basis B q of g q we want to calculate the coefficients c b = coeff B q (b,Θ ) in the representation
A convenient choice for the basis B q = B A q of g q = g A q is the Lyndon basis whose elements correspond uniquely to Lyndon words over the alphabets A = {A, B} or A = {A 1 , . . . , A K }. Considering the lexicographical order '<' on words (with A < B and A 1 < . . . < A K ), a word w = w 1 · · · w n ∈ A * is a Lyndon word if it is strictly less than any of its proper right factors w i · · · w n , i = 2, . . . , n. For a standard reference for Lyndon words, see [11] . An algorithm for the efficient computation of all Lyndon words of given length in lexicographical order is given in [ we can then use which defines a bijective and lexicographic order preserving mapping W
Let w be a Lyndon word of length at least 2, and let u, v be words such that w = uv and v is the longest Lyndon word appearing as a proper right factor of w. Then u is also a Lyndon word, and w = uv is called the right standard factorization of w. We define the standard bracketing of Lyndon words recursively by
if w = uv is the right standard factorization of w.
Then the Lyndon basis of g q = g A q is given by
For an efficient algorithm for the computation of β (w) for all Lyndon words w of given length see [14] . This algorithm computes B A q directly for A = {A, B}, and then B 
Consider the matrix
where it is assumed that the Lyndon words v, w are traversed in lexicographical order. For example, for A = {A, B} (cf. 
and for A = {A 1 , . . . , A q } (cf. Table 2 .2),
where I k denotes the identity matrix in C k×k . The situation shown in these examples occurs also in the general case, the matrices T q are always lower triangular with unit diagonal, see [4, Section 2.1]. In particular, T q is invertible, the inverse T −1 q has integer entries (this follows from det T q = 1), and the c b in (2.6) can be calculated via
We have thus reduced the computation of coefficients coeff B q (b,Θ ) of commutators b ∈ B q to the computation of coefficients
of words w ∈ W q . The following theorem introduces order conditions, which, if satisfied, determine the value of q in Theorem 2.1, and thus the order of the scheme e Φ J · · · e Φ 1 as an approximation of e Ω . 
we may assume that p is even, and the statement of the theorem holds already if the order conditions (2.10) are satisfied only for all
Lyndon words of odd grade q ≤ p. 8 Proof We apply a bootstrap argument: Assume the statement of Theorem 2.1 holds
Then the order conditions (2.10) related with w ∈ W 1 imply c W 1 = 0, thus c B 1 = T −1 1 c W 1 = 0 (see (2.8)) and hence Θ 1 = 0, contradicting the requirement Θ 1 = 0. It follows q ≥ 2, so assume the statement of Theorem 2.1 holds for q = 2,
Just as before, the order conditions (2.10) related with w ∈ W 2 (or, in the self-adjoint case, simply the fact that the leading error term has odd order, see Theorem 2.2) imply Θ 2 = 0 if p ≥ 2, again a contradiction. This reasoning can be iterated until q = p and (2.11) follows. ⊓ ⊔ A possible measure for the accuracy of a scheme of order p as an approximation of the exact solution operator e Ω is the local error measure 
Algorithm for computing coefficients of words
We will now derive an effective algorithm for the computation of coeff(w, e Φ J · · · e Φ 1 ) in (2.9), which is based on a suitably constructed family of homomorphism {ϕ w : w ∈ A * }. For each word w = w 1 · · · w ℓ(w) ∈ A * of length ℓ(w) ≥ 1 over the alphabet A = {A, B} or A = {A 1 , . . . , A K } we define the map 
Theorem 2.4 The map ϕ w defined by (2.14) is an algebra homomorphism
(ii) ϕ w preserves the multiplicative structure,
where the exponential of the strictly upper triangular and thus nilpotent matrix ϕ w (X) is exactly computable in a finite number of steps.
and for the other cases,
Finally we prove (2.15). Let q = grade(w) and R ∈ R q+1 such that e X = Id + X + . . .
where we have used that ϕ w (X) is a strictly upper triangular matrix and thus nilpotent of order ℓ(w) + 1, ϕ w (X) ℓ(w)+1 = 0, and ℓ(w) ≤ q = grade(w).
Starting from the values of ϕ w (g) for generators g ∈ A , Theorem 2.4 shows that ϕ w (Φ j ), Φ j ∈ g = [C A ] and further
are well defined and can be effectively computed. Extracting the entry in the right upper corner, coeff(w, e
leads to an efficient algorithm for the computation of coeff(w, e Φ J · · · e Φ 1 ) in (2.9). To be more specific, the coefficient of a word w ∈ A * in an expression X ∈ C A can be calculated as
where the function
can be evaluated recursively,
(2.18) Here, for X = exp(Y ) the following algorithm is applied:
It is clear that the algorithm (2.17)-(2.19) can very easily be implemented in a computer algebra system.
Remark.
Considering the other components in (2.17) we obtain more generally the coefficients
of all right factors w j:ℓ(w) of w in e Φ J · · · e Φ 1 . This can be exploited if all Lyndon words w ∈ p q=1 W q of grade q ≤ p have to be considered as for example in Theorem 2.3.
w is a Lyndon word of grade p, and thus w is a proper right factor of a Lyndon word of grade p. It follows that further efficiency can be gained by computing ϕ(w, e Φ J · · · e Φ 1 , (0, . . . , 0, 1) T ) only for the Lyndon words w ∈ W p of grade exactly p, from which the coefficients coeff(w, e Φ J · · · e Φ 1 ) for all w ∈ p q=1 W q (w = A and w = A 1 ) can be read off. The (very simple) exceptional cases w = A, w = A 1 have to be considered separately.
Applications to (generalized) splitting methods
Exact solution
We compute coeff(w, e A+B ), where e Ω = e A+B represents the exact solution operator for (1.1). This can be achieved by a very simple application of the homomorphisms ϕ w . Using ϕ w (A + B) = ϕ w (A) + ϕ w (B) = superdiag(1, . . . , 1) we obtain
, from which we read off
Generalized fourth order splitting method
In this subsection we derive the generalized fourth order splitting method (1.6) and compute its leading error term. We make the ansatz
which is symmetric in the sense of Section 2. which confirms (1.6).
To determine the leading local error term we compute the coefficients of the Lyndon words of length p + 1 = 5,
, where c w = coeff(w, S − e A+B ), 10 from which, via (2.8), we obtain 10 For the local error measure (2.13) we obtain LEM = c W 5 2 . = 0.002721 which is an order of magnitude smaller than the local error measures of the best 4th order classical (i.e., commutator-free) splitting methods involving, e.g., 10 exponentials, cf. instead of the Lyndon basis B 5 . A procedure of constructing such bases is given in [8] . Instead of (2.7) the transformation matrix is now
where the entries can be computed using algorithm (2.17)-(2.19). We obtain 4 Applications to Magnus-type methods
Exact solution
For non-autonomous problems (1.2) it is not as straightforward as for the splitting case to provide an explicit formula for coeff(w, e Ω ), where e Ω represents the exact solution operator for (1.2). Of course, using algorithm (2.17)-(2.19), we could compute coeff(w, e Ω ) from the Magnus series (1.12). However, we prefer to derive an explicit formula for coeff(w, e Ω ) which is not based on an explicit representation of the Magnus series Ω . 
Then from (1.7) and (1.8) it follows
which is a Taylor expansion of A(t) and thuŝ
It is easy to see that the relations (4.2) can be inverted such that the A d can be written as (finite) linear combinations of theÂ k . Substituting these representations of the A d in
and expanding we obtain
with well-defined coefficients cŵ. (4.4) ) we obtain an expansion of the exact solution of (1.2),
such that on one hand and on the other hand, using (4.3),
Comparing corresponding coefficients ofŵ =Â k 1 · · ·Â k ℓ in the two expressions for u ′ (t) we obtain recursively
and comparing coefficients with (4.5) we obtain (4.1).
⊓ ⊔ Some values of (4.1) are shown in Table 4 .1. Using (1.8) it is easy to see that it holds
From the orthogonality of the Legendre polynomials it follows that coeff( for the local error measure (2.13) of a scheme not involving A p 2 +1 . Therefore, an optimized scheme of even order p with a LEM below this bound must necessarily involve the generator A p 2 +1 , see also [1, Section 5].
Fourth order commutator-free Magnus-type integrator
In this subsection we derive the fourth order Magnus-type integrator (1.13) and compute its leading error term. We make the ansatz
which is symmetric in the sense of Section 2.2 and does not involve A 3 or A 4 . The order conditions for order p = 4 are
where only Lyndon words of odd grade ≤ 4 (due to symmetry, cf. Theorem 2.3) not containing A 3 or A 4 have to be considered. An application of algorithm (2.17)-(2.19) yields the equations
which confirms (1.13).
To determine the leading local error term we compute, using algorithm (2.17)-(2.19) and then (2.8),
For the local error L (τ,t n ) = S (τ,t n ) − e Ω of (1.13) we thus obtain
For the local error measure (2.13) we obtain LEM = c W 5 . = 0.03732, which is only insignificantly larger than the lower bound c 2
= 0.03727 of (4.7). In numerical applications the A k form (1.9) have to be approximated by an appropriate quadrature formula. Thus we substitute
in (4.8) with nodes and weights of Gaussian quadrature of order four,
, (w k ) = 19) generates the corresponding 22 polynomial equation of maximum degree 6 in less than one second on a current standard desktop PC. The size of the output containing the equations is 289 kilobytes. Due to the considerable complexity of the equations, a certain sophistication is required for the efficient calculation of solutions of these equations. Therefore, we use the symbolic manipulation system FORM [10] 11 to generate highly optimized C code for the evaluation of the equations and their Jacobi matrix. The size of the resulting C code is 120 kilobytes, its generation takes less than 5 seconds, its compilation to machine code with high optimization level less than 3 seconds. A nonlinear solver from the Julia package NLsolve.jl 12 applied to the thus pre-processed equations, which is repeatedly restarted with random starting values, computes more than 40 solutions per second. Remarkably, for 3 of the obtained solutions some consecutive exponentials commute and can thus be joined together, such that only 8 exponentials remain, e.g., For this scheme we obtain LEM . = 0.008976, which is only a little larger than the lower bound 0.008956 of (4.7), and a little smaller than the LEM . = 0.008999 for the scheme from [1, Table 4 ].
Performing in this scheme the substitution (4.9) with Gaussian nodes and weights of order eight, 
