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Abstract
Concentration of measure is a phenomenon in which a random variable that depends
in a smooth way on a large number of independent random variables is essentially
constant. The random variable will ”concentrate” around its median or expectation.
In this work, we explore several theories and applications of concentration of measure.
The results of the thesis are divided into three main parts. In the first part, we
explore concentration of measure for several random operator compressions and for
the length of the longest increasing subsequence of a random walk evolving under the
asymmetric exclusion process, by generalizing an approach of Chatterjee and Ledoux.
In the second part, we consider the mixed matrix moments of the complex Ginibre
ensemble and relate them to the expected overlap functions of the eigenvectors as
introduced by Chalker and Mehlig. In the third part, we develop a q-Stirling’s formula
and discuss a method for simulating a random permutation distributed according to
the Mallows measure. We then apply the q-Stirling’s formula to obtain asymptotics
for a four square decomposition of points distributed in a square according to the
Mallows measure. All of the results in the third part are preliminary steps toward
bounding the fluctuations of the length of the longest increasing subsequence of a
Mallows permutation.
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11 Introduction
The idea of concentration of measure was first introduced by Milman in the asymp-
totic theory of Banach spaces [Milman and Schechtman, 1986]. The phenomenon
occurs geometrically only in high dimensions, or probabilistically for a large number
of random variables with sufficient independence between them. For an overview of
the history and some standard results, see [Ledoux, 2005].
A illustrative geometric example of concentration of measure occurs for the stan-
dard n-sphere Sn in Rn+1. If we let µn denote the uniform measure on Sn, then for
large enough n, µn is highly concentrated around the equator.
To see exactly what we mean by ”highly concentrated”, let us consider any mea-
surable set A on Sn such that µn(A) ≥ 1/2. Then, if we let d(x,A) be the geodesic
distance between x ∈ Sn and A, we define the expanded set
At = {x ∈ Sn ; d(x,A) < r}
At contains all points of A in addition to any points on Sn with a geodesic distance
less than r from A. The precise inequality that can be obtained says that
µn(Ar) ≥ 1− e−(n−1)r2/2
2In other words ”almost” all points of the sphere are within distance of 1√
n
from our
set A. Obviously as n→∞, this quantity because infinitesimal. This example is due
to Gromov, and more discussion can be found in [Gromov, 1980].
Gromov’s work on concentration on the sphere was inspired by Le´vy’s work [Le´vy
and Pellegrino, 1951] on concentration of functions. Suppose we have a function F ,
which is continuous on Sn with a modulus of continuity given by ωF (t) = sup{|F (x)−
F (y)| : d(x, y) ≤ t}. Let mF be a median for F , which by definition means that
µn(F ≥ mF ) ≥ 1/2 and µn(F ≤ m) ≥ 1/2. Then we have
µn({|F −mF | ≥ ωF (t)}) ≤ 2e−(n−1)t2
While these geometric examples give a nice introduction to the phenomenon, in
this work we will mainly be interested in concentration of measure in a probabilis-
tic setting. Let us give a simple example that will give some intuition about how
concentration of measure comes up in probability. Suppose we have independent
random variables X1, X2, . . . , Xn. Suppose that they take the values 1 and −1, each
with probability 1/2. For each n ≥ 1, let Sn =
∑n
i=1Xi. Since E(Xi) < ∞ (in fact
E(Xi) = 0), the strong law of large numbers tells us that Sn/n converges almost
surely to E(Xi) as n→∞. Remember that this means that
P
(
lim
n→∞
Sn
n
= E(Xi)
)
= 1
Moreover, by the central limit theorem, we know that
(
Sn√
n
)
d−→ N(0, σ2)
where σ2 is the variance of each Xi, which in this case is 1. This shows us that the
fluctuations of Sn are of order n. However, notice that |Sn| can take values as large
as n. If we measure Sn using this scale, then
Sn
n
is essentially zero. The actual bound
3looks like
P
( |Sn|
n
≥ r
)
≤ 2e−nr2/2
for r > 0. See [Talagrand, 1996] for a proof. As Talagrand points out, concentration
of measure appears in a probabilistic setting by showing that one random variable
that depends in a smooth enough way on many other independent random variables
is close to constant, provided that it does not depend too much on any one of the
independent random variables. As we will see later in this work, it turns out that this
idea still holds true if we have a random variable that depends on a large number of
”almost” independent random variables. We will later see an instance of a random
variable that depends on many weakly correlated random variables. It requires a
little more work to prove concentration of measure, but often, it is still possible.
This work is divided into chapters. Chapter 2 introduces Talagrand’s Gaussian
concentration of measure inequality, Talagrand’s isoperimetric inequality, Ledoux’s
concentration of measure on Markov chains, and the Euler-Maclaurin formula. A
statement and proof of each theorem (with the exception of the Euler-Maclaurin for-
mula) is also given, to make this work as self-contained as possible. In later chapters,
we will see new applications of each of these results. Chapter 3 introduces several
new results using Ledoux’s concentration of measure inequality on reversible Markov
chains. We are able to generalize a method first used by Chatterjee and Ledoux [Chat-
terjee and Ledoux, 2009] to prove concentration of measure for two different random
operator compressions. We also show how to use this method to obtain concentration
of measure bounds for the length of the longest increasing subsequence of a random
walk evolving under the asymmetric exclusion process. To give more meaning to our
fluctuation bounds, we also derive a lower bound for the length of this longest increas-
ing subsequence. It turns out that we can use Talagrand’s isoperimetric inequality
to do this, even though our random variables have weak correlations. In Chapter
4, we discuss a method for calculating the mixed matrix moments in the Ginibre
random matrix ensemble using techniques from spin glasses. In addition, we use the
4mixed matrix moments to compute asymptotics of the overlap functions (introduced
by Chalker and Mehlig [Chalker and Mehlig, 1998]) for eigenvectors corresponding
to eigenvalues near the edge of the unit circle. We propose an adiabatic method
for computing explicit formulas for the eigenvector overlap functions. In Chapter 5,
we use the Euler-Maclaurin formula to prove a q-deformed Stirling’s formula. We
demonstrate a use of the q-Stirling’s formula to obtain asymptotics for point counts
in a four square problem. We also discuss techniques and algorithms to simulate a
Mallows random permutation.
52 Concentration of Measure
Results and other Necessary
Background
2.1 Talagrand’s Gaussian Concentration of Mea-
sure Inequality
Michel Talagrand has made numerous contributions to the theory of concentration
of measure. The first concentration of measure result that we will present applies to
Lipschitz functions of Gaussian random variables, so we will refer to it henceforth
as Talagrand’s Gaussian concentration of measure inequality, to distinguish it from
other results of Talagrand that we will use. Before stating the theorem, recall that a
Lipschitz function F on RM , with Lipschitz constant A, satisfies
|F (x)− F (y)| ≤ A‖x− y‖
where ‖x − y‖ is the Eucliean distance between x and y. The following theorem is
due to Talagrand [Talagrand, 2003]
Theorem 2.1.1. Consider a Lipschitz function F on RM , with Lipschitz constant
A. Let x1, . . . , xM denote independent standard Gaussian random variables, and let
6x = (x1, . . . , xM). Then for each t > 0, we have
P(|F (x)− EF (x)| ≥ t) ≤ 2 exp
(
− t
2
4A2
)
(2.1)
Proof. For this proof, we will assume that F is not only Lipschitz, but also twice
differentiable. This is the case in most applications of this theorem, and if it is not
the case, we can regularize F by convoluting with a smooth function to solve the
problem. We begin with a parameter s and consider a function G on R2M defined as
G(z1, . . . , z2M) = exp (s(F (z1, . . . zM)− F (zM+1, . . . , z2M)))
Let u1, . . . u2M be 2M independent standard Gaussian random variables. Let v1, . . . v2M
also be 2M random variables (independent of the u1, . . . , uM) such that first M
(v1, . . . , vM) are independent standard Gaussians and such that the second M vari-
ables (vM+1, . . . , v2M) are copies of the first M v
′s, in order. (i.e. vi = vi+M if i ≤M .)
Notice that due to the independence of the u’s and the first M v’s, we have
Euiuj − Evivj = 0
except when j = i+M or i = j +M , in which case we have
Euiuj − Evivj = 0− 1 = −1
We consider a function f(t) = (f1, . . . f2M)(t) given by
fi(t) =
√
tui +
√
1− tvi
Note that f(0) = v and that f(1) = u. Also, consider
φ(t) = EG(f(t))
7so that
φ′(t) = E
2M∑
i=1
d
dt
fi(t)
∂G
∂xi
(f(t))
To simplify φ′(t), recall the Gaussian integration by parts formula. For Gaussian
random variables y, y1, . . . , yn, and a function F (of moderate growth at infinity), we
have
EyF (y1, . . . , yn) =
n∑
i=1
E(yyi)E
∂F
∂xi
(y1, . . . , yn)
(See [Talagrand, 2003] Appendix 6 for a proof).
Using the fact that
d
dt
fi =
1
2
√
t
ui − 1
2
√
1− tvi
and applying Gaussian integration by parts, gives
φ′(t) =
2M∑
i,j=1
E
(
1
2
√
t
ui − 1
2
√
1− tvi
)
(
√
tuj +
√
1− tvj)E ∂
2G
∂zi∂zj
f(t)
Using the independence of the u’s and the v’s, we have that
E
(
1
2
√
t
ui − 1
2
√
1− tvi
)
(
√
tuj +
√
1− tvj) = 1
2
(Euiuj − Evivj)
which we have already determined is equal to 0 unless j = i + M or i = j + M (in
which case it is −1), so we have
φ′(t) = −E
∑
i=1M
∂2G
∂zi∂zi+M
(u(t))
Computing the second derivative gives
∂2G
∂zi∂zi+M
(z) = −s2 ∂F
∂xi
(z1, . . . , zM)
∂F
∂xi
(zM+1, . . . , z2M)G(z)
8Since F is Lipschitz, we know that for all x ∈ RM ,
M∑
i=1
(
∂F
∂xi
x
)2
≤ A2
so we can use the Cauchy-Schwarz inequality to get
φ′(t) ≤ s2A2φ(t)
Notice that φ(0) = 1 (since at t = 0 the u’s disappear and the second half of the v’s
cancel the first half). Hence we have
φ′(t)/φ(t) ≤ s2A2
so
log(φ(t)) ≤ s2A2t+ C
or
φ(t) ≤ es2A2t
and
φ(t) ≤ exp(s2A2)
Recalling that fi(1) = ui, this tells us that
E exp(s(F (u1, . . . , uM)− F (uM+1, . . . , u2M)) ≤ es2A2
By independence of the u’s, we have that
E exp(s(F (u1, . . . , uM)− F (uM+1, . . . , u2M)))
= E exp(s(F (u1, . . . , uM)E exp(−sF (uM+1, . . . , u2M)) (2.2)
9By Jensen’s inequality, we know that
E exp(−sF (uM+1, . . . , u2M)) ≥ exp(−sEF (uM+1, . . . , u2M))
for s > 0.
Putting this all together, we have
E exp s(F (x)− EF (x)) ≤ es2A2
where x is a length M vector of independent standard Gaussian random variables.
By Markov’s inequality
P(F (x)− EF (x) ≥ t) = P(s(F (z)− E(F (z)) ≥ st) ≤ e−stEes(F−EF )
Letting s = t/2A2, we have
P(F (z)− EF (z) ≥ t) ≤ exp
(
− t
2
4A2
)
We can then apply the same inequality to −F and we will have our result.
It is worth noting that the method used to prove this result is quite important. Ta-
lagrand [Talagrand, 2003] refers to this method of proof as the ”smart path method”.
This method can be applied to a variety of problems. Notice that we found a ”path”
(namely our function f), which took us between the situation that we wanted to study
and a simpler situation. Beyond choosing an appropriate path, the only real work left
to do was to get bounds on the derivatives along the path. Talagrand points out that
although this method leads to an elegant proof, the choice of path is highly important
and nontrivial. Often the choice is not obvious and can be found only after a careful
study of the structure of the problem.
10
2.2 Talagrand’s Isoperimetric Inequality
The concentration of measure inequality presented in this section is also due to Tala-
grand. In [Talagrand, 1995], a theory of isoperimetric inequaliies on product spaces
is developed. The theorem presented here is just one of the many isoperimetric in-
equalities proved and applied in that work. Once the necessary notions of distance
are defined and the theorem proved, the applications of the theorem are vast and
obtained quickly. Before stating the theorem, we need to set up our product space
and define a special notion of distance on the space.
We will begin with a probability space which we will denote by (Ω,F , P ). To give
an idea of what we mean when we talk about a product probability space, we will
give an example of the product of two probability spaces.
Suppose that we have two probability spaces given by (Ω1,F1, P1) and (Ω2,F2, P2).
We want to form a product space which is the ”product” of these two probability
spaces. For ease of notation, we will usually just denote the product space by Ω1×Ω2,
leaving the sigma algebras and the measures implicit. Our new measure space is just
the cross product Ω1 × Ω2. The new sigma algebra is given by the tensor product
F1⊗F2. We define the product measure P1×P2 by (P1×P2)(F1×F2) = P1(F1)P2(F2)
for all F1 ∈ F1 and F2 ∈ F2. We can then define a product of n probability spaces
by extending this notion.
Given our probability space (Ω,F , P ), we will be considering the product space
Ωn. Given A ⊆ Ωn, Talagrand’s isoperimetric inequality gives us bounds on the
measure of the set of points that are within a specified distance of this set A. Before
we can state the inequality, we need to develop a notion of distance.
For x ∈ Ωn and A ⊂ Ωn, we define Talagrand’s convex distance to be
dT (x,A) = min
t : ∀{αi}, ∃y ∈ A such that
n∑
i=1
αi1{xi 6= yi} ≤ t
(
n∑
i=1
α2i
) 1
2

11
The similarity between dT (x,A) and Hamming’s distance
dH(x,A) = inf
y∈A
n∑
i=1
1(xi 6= yi)
should be noted. Notice that if all αi = n
−1/2, then Talagrand’s convex distance
is always at least as large as n−1/2 times the Hamming distance. One of the main
reasons that we use dT (x,A) instead of dH(x,A), is that dT (x,A) not only allows
us to weight the summands differently, it allows us to choose weights that explicitly
depend on the values of the xi. This flexibility allows the inequality to be applied to
a much wider range of problems.
A second (and equivalent) way of defining Talagrand’s convex distance is by
dT (x,A) = sup
{
zα : zα = inf
y∈A
n∑
i=1
αi(x)1(xi 6= yi) and
N∑
i=1
α2i (x) ≤ 1
}
(2.3)
To gain a bit of understanding about the convex distance, let us look at a simple
example. Suppose that we are working in one dimension. Let x ∈ R and let our set
A just be {y}, the set containing only the point y ∈ R. Then
dT (x, {y}) = min{t ≥ 0 : ∀α ∈ R>0, α1(x 6= y) ≤ t‖α‖}
=
 1 if y 6= x0 if y = x
Given A ⊂ ωn, we define
At = {x ∈ Ωn : dT (x,A) ≤ t}
In other words, At is the set of all points that are within a distance t of A. The
following inequality can be found in [Talagrand, 1995] and tells us that for a set A of
”reasonable size”, P (At) is close to 1.
12
Theorem 2.2.1. For every A ⊂ Ωn, we have
∫
Ωn
exp
(
1
4
d2T (x,A)
)
dP (x) ≤ 1
P (A)
(2.4)
and consequently
P (dT (x,A) > t) ≤ e
−t2/4
P (A)
(2.5)
and
P (At) ≥ 1− e
−t2/4
P (A)
(2.6)
It should be noted that the proof given here more closely follows the proof as
given in [Steele, 1997] as opposed to [Talagrand, 1995]. The method is basically the
same as Talagrand’s original proof although some components are presently slightly
differently and appear in a different order.
Before we can begin the proof of the theorem, we need a deeper understanding
and a different characterization of the convex distance. We will begin by defining a
set UA(x). Elements of this set will be elements of Rn containing only 0’s and 1’s. We
will begin with the set U ′A(x), which is the set of all vectors uy = (1(x1 6= y1),1(x2 6=
y2), . . . ,1(xn 6= yn)) for y ∈ A. We then let UA(x) be the set which includes all of
these vectors in addition to all vectors we can obtain from U ′A(x) by switching some
of the 0’s to 1’s. In other words, u ∈ UA(x) if and only if u−uy ≥ 0 for all y ∈ A. We
then define the set VA(x) to be the convex hull of UA(x). By convex hull, we mean
the set of all convex combinations of vectors in UA(x). We then have the following
dual characterization of dT (x,A).
Proposition 2.2.2.
dT (x,A) = min{‖v‖2 : v ∈ VA(x)}
Proof. Begin with
min
y∈A
n∑
i=1
αi1(xi 6= yi)
13
Using the definition of UA(x), this is
min
u∈UA(x)
n∑
i=1
αiui
Using the fact that the minimum of a linear functional on a convex set is equal to
the minimum over the set of extreme points, we have that the above is equal to
min
v∈VA(x)
n∑
i=1
αivi
Next, we apply the Cauchy-Schwarz inequality to get
≤ min
v∈VA(x)
{
n∑
i=1
α2i
}1/2{ n∑
i=1
vi
}1/2
=
{
n∑
i=1
α2i
}
min{‖v‖2 : v ∈ VA(x)}
Recalling Talagrand’s convex distance,
dT (x,A) = min
t : ∀{αi}, ∃y ∈ A such that
n∑
i=1
αi1{xi 6= yi} ≤ t
(
n∑
i=1
α2i
) 1
2

we immediately have
dT (x,A) ≤ min{‖v‖2 : v ∈ VA(x)}
by our last inequality.
Now we need to prove the reverse inequality. By the linear functional characteri-
zation of the Euclidean norm, there is an α with ‖α‖2 = 1 such that for all v ∈ VA(x),
we have
n∑
i=1
αivi ≥ min{‖v‖2 : v ∈ VA(x)}
14
By definition of VA(x), this implies that for all y ∈ A, we have
n∑
i=1
αi1(xi 6= yi) ≥ min{‖v‖2 : v ∈ VA(x)}
Using equation (2.2), this immediately applies the reverse inequality
Now that this result is established, we can prove Talagrand’s isoperimetric in-
equality.
Proof. (of Theorem 2.2.1) To prove the theorem, we will use induction on the dimen-
sion of the product space. To prove the base case, we will start with n = 1. In this
case we have
dT (x,A) = min{‖v‖2 : v ∈ VA(x)}
which is  1 : x /∈ A0 : x ∈ A
Plugging this into the integral from Talagrand’s theorem, we have
∫
Ω
exp
(
1
4
d2T (x,A)
)
dP (x) = e0
∫
A
dP (x) + e1/4
∫
Ac
dP (x)
= P (A) + e1/4(1− P (A))
If we can show that this quantity is ≤ 1/P (A), the base case will be proved. This
will be relatively easy to show, using a little bit of calculus. For ease of notation, let
p = P (A). Then (multiplying on both sides of the equation by p), we need to prove
that
p2 + e1/4p(1− p) ≤ 1
To prove this, we will take derivatives to find the p that maximizes p2+e1/4p(1−p)−1.
15
Taking the derivative and solving for p gives p ≈ 2.26. Hence, on the interval [0, 1],
p2 + e1/4p(1 − p) obtains its maximum at 1. At p = 1, the inequality is satisfied, so
the base case is proved.
Now we will proceed with the inductive step. Assume that for any A ⊆ Ωn, we
have ∫
Ωn
exp
(
1
4
dT (x,A)
2
)
dP (x) ≤ 1
P (A)
where P (A) now represents our product measure on Ωn. We need to check and
make sure that the inequality holds for dimension n+ 1. We start with an arbitrary
A ⊆ Ωn+1. We will begin by writing Ωn+1 as Ωn × Ω. Let x ∈ Ωn and ω ∈ Ω. Then
(x, ω) ∈ Ωn+1. We will consider two different sets. Following Steele, we will define
the following as the ω section of A, given by
A(ω) = {x : (x, ω) ∈ A} ⊂ Ωn
and the projection of A, given by
B =
⋃
ω∈Ω
A(ω) = {x : ∃(x, ω) ∈ A} ⊂ Ωn
To prove the theorem, we will show that dT (x,A) (in n+1 dimensions) can be bounded
in terms of the convex distances for the ω sections and the projections. To do this,
we prove the following lemma.
Lemma 2.2.3. For all 0 ≤ t ≤ 1 and A(ω) and B as defined above, we have
d2T ((x, ω), A) ≤ t(d2T (x,A(ω))) + (1− t)(dT (x,B))2 + (1− t)2 (2.7)
Using the alternative characterization of dT from Proposition 2.2.2, we can find
vectors v1 ∈ VA(ω)(x) and v2 ∈ VB(x) such that dT (x,A(ω) = ‖v1‖ and dT (x,B) =
‖v2‖.
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First we note that (v1, 0) ∈ VA(x, ω). To see this, use the fact that since v1 ∈
VA(ω)(x), we know that v
(i)
1 (the ith component of v1) is equal to 1(xi 6= yi) for
some y ∈ A(ω) for all i. Then, if y ∈ A(ω), we know that (y, ω) ∈ A. Hence,
vn+11 = 1(ω 6= ω) = 0.
Next, we note that (v2, 1) ∈ VA(x, ω). This follows immediately from the fact that
starting from a vector in U ′A(x, ω), we can always change 0’s to 1’s and remain in
UA(x, ω), and hence in VA(x, ω).
Since VA(x,Ω) is convex,
t(v1, 0) + (1− t)(v2, 1) = (tv1 + (1− t)v2, 1− t)
is also in VA(x,Ω). Notice that by our alternative characterization of dT , ‖(tv1 + (1−
t)v2, 1− t)‖ is an upper bound on dT ((x, ω), A).
‖(tv1 + (1− t)v2, 1− t)‖2 =
n∑
i=1
(tv
(i)
1 + (1− t)v(i)2 )2 + (1− t)2
≤ t‖v1‖22 + (1− t)‖v2‖22 + (1− t)2
Using dT (x,A(ω)) = ‖v1‖ and dT (x,B) = ‖v2‖, we have proved the lemma.
Keeping ω fixed, define In(ω) to be the n-fold integral given by
In(ω) =
∫
Ωn
exp
(
1
4
d2T ((x, ω), A)
)
dP (x)
Using Lemma 2.2.3, we have that
In(ω) ≤
∫
Ωn
exp
(
1
4
(td2T (x,A) + (1− t)d2T (x,B) + (1− t)2)
)
dP (x)
= exp
(
(1− t)2
4
)∫
Ωn
exp
(
t
4
d2T (x,A)
)
exp
(
1− t
4
d2T (x,B)
)
dP (x) (2.8)
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Recall that Holder’s inequality says that
∫
|fg| dµ ≤
(∫
|f |p dµ
)1/p(∫
|g|p dµ
)1/q
Applying this to (2.7) with p = 1/t and q = 1/(1− t) gives
In(ω) ≤ exp
(
(1− t)2
4
)(∫
Ωn
exp
(
1
4
d2T (x,A)
)
dP (x)
)t(∫
Ωk
exp
(
1
4
d2T (x,B)
)
dP (x)
)1−t
Now, by the induction hypothesis, we have
In(ω) ≤ exp
(
(1− t)2
4
)(
1
P (A(ω))
)t(
1
P (B)
)1−t
=
1
P (B)
(
P (A(ω))
P (B)
)−t
exp
(
(1− t)2
4
)
(2.9)
Since A(ω) ⊂ A(B), we know that P (A(ω)) ≤ P (B). In order to complete the proof
of the theorem, we need the following lemma.
Lemma 2.2.4. For all 0 ≤ r ≤ 1, we have
inf
0≤t≤1
r−t exp
(
1
4
(1− t)2
)
≤ 2− r
The proof of this lemma is essentially a calculus exercise, but we will give an
outline. Taking the derivative of r−t exp
(
1
4
(1− t)2) with respect to t gives
− exp
(
1
4
(1− t)2
)
r−t(ln(r) + 1/2(1− t)
Optimizing in t gives t = 1 + 2 ln(r), which can be shown to be a minimum. Plugging
back into r−t exp
(
1
4
(1− t)2) gives
r−1+2 ln(r) exp(1/4(1− 1− ln(r))2)
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After some simplification, we get that the above
= r2 ln(r)+1
To show that r2 ln(r)+1 ≤ 2 − r, we just need to show that r + r2 ln(r)+1 ≤ 2. Using
calculus, one can show that r+ r2 ln(r)+1 is decreasing on 0 ≤ r ≤ 1 and therefore, the
inequality is true. This concludes the proof of the lemma.
Applying this lemma to equation (2.8) gives
In(ω) ≤ 1
P (B)
(
2− P (A(ω))
P (B)
)
This can now be integrated with respect to ω, which gives
∫
Ωn+1
exp
(
1
4
dT ((x, ω), A)
)
dP (x)dP (ω) ≤ 1
P (B)
(
2− P (A)
P (B)
)
=
1
P (A)
P (A)
P (B)
(
2− P (A)
P (B)
)
Notice that if we can prove that
P (A)
P (B)
(
2− P (A)
P (B)
)
≤ 1
then our proof will be complete. Letting x = P (A)
P (B)
, we want to determine for which
x, x(2 − x) ≤ 1, or equivalently, for which x, x2 − 2x + 1 ≥ 0. Since this factors as
(x− 1)2, this inequality is true for all x, which completes the proof.
As previously mentioned, although the setup and proof of this theorem took a fair
amount of work, most applications of the theorem are elegant and quick. See [Steele,
1997] for a discussion and explanation of common applications. In addition, we will
see an application in a later chapter.
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2.3 Ledoux’s Concentration of Measure on Reversible
Markov Chains
A concentration of measure result proved by Ledoux [Ledoux, 2005] turns out to
be a key foundational piece for some of the results of chapter 3. Before stating the
result, we provide a few definitions. Following the notation in [Ledoux, 2005], we
will let (Π, µ) denote a Markov chain on a finite or countable set X. A Markov
chain is a stochastic process which moves between elements of X according to the
following rules: if the chain is at a given x ∈ X, the next position in the chain is
chosen according to a fixed probability distribution Π(x, ·). In other words, given a
starting position x ∈ X, the probability to move from x to y is Π(x, y). We call X
the state space and Π the transition matrix. Markov chains satisfy a ”memoryless”
property. This property (called the Markov property) is stated in mathematical terms
as follows.
For notational purposes, let S = (Π, µ), so that St is the current state of the chain
at some discrete time t > 0. Then for all x, y ∈ X and events Kt−1 = ∩t−1i=0{Si = xi}
satisfying P(Kt−1 ∩ {St = x}) > 0, we have
P(St+1 = y | Kt−1 ∩ {St = x}) = P(St+1 = y | St = x) = Π(x, y)
A simple explanation of this property is that the future depends only on the present,
not on the past. For a complete discussion of Markov chains and more properties, see
[Levin et al., 2009].
Furthermore, for this application, we require that the Markov chain be irreducible.
A Markov chain is irreducible if for any x, y ∈ X, there exists an integer t > 0, such
that Πt(x, y) > 0. By the notation Πt(x, y), we mean that P(St = y | S0 = x). In
other words, there is a positive probability of going from any state to any other state.
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A probability measure µ on X is called an invariant (or stationary) measure if
∑
x∈X
µ(x)Π(x, y) = µ(y)
for all y ∈ X. Regarding Π as a matrix (where Π(x, y) is the (i, j)th entry) and µ as
a vector, this is equivalent to the condition
µ = µΠ
which perhaps gives a more intuitive idea of the measure. This is the µ that we will
refer to in the notation (Π, µ) for the Markov chain.
A Markov chain is reversible if
µ(x)Π(x, y) = µ(y)Π(y, x)
for all x, y ∈ X. This is often called the detailed balance condition.
From now on, we will assume that (Π, µ) is a reversible Markov chain with tran-
sition matrix Π and invariant measure µ. For functions f and g on X, the Dirichlet
form associated to (Π, µ) is given by
E(f, g) := 〈(I − Π)f, g〉µ
In particular,
E(f, f) = 1
2
∑
x,y∈X
[f(x)− f(y)]2µ(x)Π(x, y)
For a proof of this fact, see [Levin et al., 2009].
We will notate the eigenvalues of Π in decreasing order by
1 = η1 > η2 ≥ · · · ≥ η|X| ≥ −1
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Notice that 1 must be an eigenvalue of Π, since (letting e temporarily represent a
vector of all 1’s)
Πe = e
using the fact that the sum along each row and column of Π is 1. To see why the rest
of the eigenvalues must have magnitude less than 1, note that if |ηk| > 1 for some k,
then Πnvk = η
n
kvk for an eigenvector vk. If |ηk|n is large, this contradicts the fact that
all entries of Π are between 0 and 1.
The spectral gap of the Markov chain is defined by λ1 := 1 − η2. The spectral
gap relates to the Dirichlet form via the Poincare inequality, which says that for all
functions f on X,
λ1Varµ(f) ≤ E(f, f)
In order to work with Ledoux’s concentration of measure result, we need to define a
triple norm on functions f on X. Let
‖|f‖|2∞ =
1
2
sup
x∈X
∑
y∈X
|f(x)− f(y)|2Π(x, y)
We are now in a position to state Ledoux’s concentration of measure result on Markov
chains [Ledoux, 2005].
Theorem 2.3.1. Let (Π, µ) be a reversible Markov chain on X with a spectral gap
given by λ1 > 0. Then, whenever ‖|F‖|∞ ≤ 1, F is integrable with respect to µ and
for every r ≥ 0,
µ
(
{F ≥
∫
Fdµ+ r}
)
≤ 3e−r
√
λ1/2
Proof. We will begin by assuming that F is a bounded function on X with mean 0
and ‖|F‖|∞ ≤ 1. We will let
Λ(λ) =
∫
eλFdµ
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for λ > 0. By definition,
E(eλF/2, eλF/2) = 1
2
∑
x,y∈X
[eλF (x)/2 − eλF (y)/2]2Π(x, y)µ({x})
which, by symmetry is equal to
∑
F (y)<F (x)
[eλF (x)/2 − eλF (y)/2]2Π(x, y)µ({x})
=
∑
F (y)<F (x)
eλF (x) + eλF (y) − 2eλ/2(F (x)+F (y))Π(x, y)µ({x})
Using the fact that F (y) < F (x) in the region we are summing over, the above is
≤
∑
F (y)<F (x)
2eλF (x) − 2eλ/2(F (x)+F (y)Π(x, y)µ({x})
=
∑
F (y)<F (x)
2eλF (x)(1− eλ/2(F (y)−F (x)))Π(x, y)µ({x})
Taylor expanding the exponential to second order gives
≤
∑
F (y)<F (x)
2eλF (x)(1− (1+λ/2(F (y)−F (x))+(λ/2F (y)−λ/2F (x))2/2Π(x, y)µ({x})
The first order term cancels by symmetry once we go back to summing over the whole
x, y ∈ X, leaving us with
∑
x,y∈X
eλF (x)(λ/2F (y)− λ/2F (x))2Π(x, y)µ({x})
=
λ2
2
‖|F‖|2∞
∫
eλFdµ
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so we have showed that
E(eλF/2, eλF/2) ≤ ‖|F‖|2∞
∫
eλFdµ
The Poincare inequality says that
λ1Varµ(f) ≤ E(f, f)
Using this, and the fact that
λ1Var(e
λF/2) = λ1(Λ(λ)− Λ2(λ/2))
we have that
λ1(Λ(λ)− Λ2(λ/2)) ≤ λ2‖|F‖|2∞Λ(λ)
Recalling that ‖|F‖|2∞ ≤ 1 by assumption, we have the inequality
Λ(λ)− Λ
(
λ
2
)2
≤ λ
2
λ1
Λ(λ)
Solving for Λ(λ) gives
Λ(λ) ≤ 1
1− λ2
λ1
Λ
(
λ
2
)2
Now we use the same inequality on the Λ
(
λ
2
)
term and iterate n times, leaving us
with
Λ(λ) ≤
n−1∏
k=0
(
1
1− λ2
4kλ1
)2k
Λ
(
λ
2n
)2n
We now let n → ∞. The product will converge provided that λ < √λ1. This
assumption does not cause any problems as we only required that λ be nonnegative.
Recall that Λ(λ) =
∫
eλFdµ and that F is bounded, so Λ(λ) = 1 + o(λ). This gives
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Λ(λ/2n)2
n → 1 as n→∞. Hence we are left with
Λ(λ) ≤
∞∏
k=0
(
1
1− λ2
4kλ1
)2k
If we now set λ = 1
2
√
λ1, we have
λ
(√
λ1
2
)
≤
∞∏
k=0
(
1
1− 1
4k+1
)
≤ 3
Recall this tells us that ∫
eλFdµ ≤ 3
Markov’s inequality states that for a nonnegative integrable random variable X and
and r > 0,
P(X > a) ≤ E(X)
a
Applying this to the above equation, we have
P(e
√
λ1F
2 > er) ≤ 3/er
so
P(
√
λ1F
2
> r) ≤ 3/er
giving
P(F > r) ≤ 3e−
√
λ1
2
r (2.10)
This is essentially the result we wanted to prove, except that to begin with, we
assumed that F was a mean zero function and bounded. To get rid of the mean 0
condition, we can simply replace F in the beginning of the proof with F ′ = F −E(F ),
giving us a mean zero function and our desired result. To relax the boundedness
condition, we approximate F by Fn = min(|F |, n). Notice this still satisfies ‖|F‖|2∞ ≤
1. Choose an m such that P(|F | ≤ m) ≥ 1/2 for all n and an r such that 3e−r
√
λ1/2 <
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1/2. Since
P(Fn > r) ≤ 3e−
√
λ1
2
r
we must have ∫
Fndµ ≤ m+ r
Then, by the monotone convergence theorem, we have
∫
|F |dµ <∞
We can then apply (2.1) to min(max(F,−n), n) and let n→∞ to get the final result.
In chapter 3, we will see multiple ways that this theorem can be applied to get
concentration of measure results for a variety of interesting quantities merely by
choosing an appropriate Markov chain with a known spectral gap.
2.4 The Euler-Maclaurin Formula
The Euler-Maclaurin formula is a formula which enables us to make a connection
between a sum and its corresponding integral, provided the function is sufficiently
smooth. Before we can state the formula, we need a few preliminary definitions
and notation. Let bxc denote the greatest integer function, so that bxc returns the
greatest integer less than or equal to x. For s = 1, 2, . . . , let Bs(x) denote the
Bernoulli polynomials. The generating function for the Bernoulli polynomials is as
follows:
text
et − 1 =
∞∑
s=0
Bs(x)
ts
s!
For s ≥ 1, we will let Bs := Bs(0). These Bs are called the Bernoulli numbers. The
first few Bernouli numbers are given by B1 = −12, B2 = 16, B3 = 0, B4 = 130, B5 =
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0 , B6 = 142. See [Andrews et al., 1999] for more details and alternative definitions.
We now have everything that we need to state the Euler-Maclaurin formula.
Theorem 2.4.1. Suppose f has continuous derivatives up to order s. Then
n∑
m+1
f(x) =
∫ n
m
f(x)dx+
s∑
i=1
(−1)iBi
i!
(f (i−1)(n)− f (i−1)(m))
+
(−1)i−1
i!
∫ n
m
Bs(x− bxc)f (i)(x)dx (2.11)
Notice that this formula allows a sum to be estimated by its corresponding in-
tegral (or an integral by its sum), and gives an exact formula for the error in using
this estimation. In many applications, this error term can at least be bounded, if not
computed exactly. The proof of the formula involves successively performing integra-
tion by parts, which gives a sequence of periodic functions relating to the Bernoulli
polynomials. For a proof, see [Andrews et al., 1999]. We will use a similar method of
proof to prove a q-deformed version of Stirling’s formula in a later section.
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3 Random Operator
Compressions
3.1 Background for First Result
In a recent work of Chatterjee and Ledoux on concentration of measure for random
submatrices [Chatterjee and Ledoux, 2009], it is proved that for an arbitrary Hermi-
tian matrix of order n and k ≤ n sufficiently large, the distribution of eigenvalues is
almost the same for any principal submatrix of order k. Their proof uses the random
transposition walk on the symmetric group Sn and concentration of measure tech-
niques. To further generalize their results, we observe that it is important to use a
Markov chain which does not change too many matrix entries all at once and whose
spectral gap is known. Instead of looking at a Markov chain on Sn, we first consider
a Markov chain on the special orthogonal group SO(n). SO(n) is the group of n× n
orthogonal matrices with determinant 1. As a linear transformation, every element of
SO(n) is a rotation and preserves distances. We introduce Kac’s walk on SO(n) and
demonstrate that it is sufficiently similar to the transposition Markov chain to allow
for Chatterjee and Ledoux’s results to carry over to the more general case of operator
compressions. It should be noted that a similar result has been proved by Meckes and
Meckes [Meckes and Meckes, 2011] using different techniques. In a more recent work
[Meckes and Meckes, 2013], Meckes and Meckes have extended their techniques to
28
include several other classes of random matrices and prove almost sure convergence
of the empirical spectral measure. The purpose of this paper is to highlight the fact
that the methods of Chatterjee and Ledoux can be extended to include more general
cases, provided the Markov chain used satisfies appropriate conditions. To emphasize
this point, we also apply the method to get a concentration of measure result for a
compression by a matrix of Gaussians using Kac’s walk coupled to a thermostat. We
also show an application of this method applied to the length of the longest increasing
subsequence of a random walk evolving under the asymmetric exclusion process. The
results of this section can be found in [Ng and Walters, 2014].
Following the notation of Chatterjee and Ledoux, for a given Hermitian matrix A
of order n, with eigenvalues given by λ1, . . . , λn, we let FA denote the empirical spec-
tral distribution function of A. This is defined as
FA(x) :=
#{i : λi ≤ x}
n
3.2 Kac’s Walk on SO(n)
The following model, introduced by Kac [Kac, 1954], describes a system of particles
evolving under a random collision mechanism such that the total energy of the system
is conserved. Given a system of n particles in one dimension, the state of the system
is specified by ~v = (v1, . . . vn), the velocities of the particles. At a time step t, i and j
are chosen uniformly at random from {1, . . . , n} and θ is chosen uniformly at random
on (−pi, pi]. The i and j correspond to a collision between particles i and j such that
the energy,
E =
n∑
k=1
v2k
is conserved. Under this constraint, after a collision, the new velocities will be of the
form vnewi = vi cos(θ) + vj sin(θ) and v
new
j = vj cos(θ)− vi sin(θ). For i < j, let Rij(θ)
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be the rotation matrix given by:
Rij(θ) =

I
cos(θ) sin(θ)
I
− sin(θ) cos(θ)
I

where the cos(θ) and sin(θ) terms are in the rows and columns labeled i and j, and the
I denote identity matrices of different sizes (possibly 0). We will use the convention
that Riiθ = I. After one step of the process, ~vnew = Rij(θ)~v.
In our case, we will be considering this process acting on SO(n), so instead of
vectors in Rn, our states will be given by matrices G ∈ SO(n). Then we can define
the one-step Markov transition operator for Kac’s walk, Q, on continuous functions
of SO(n):
Qf(G) =
1(
n
2
)∑
i<j
∫ 2pi
0
f(Rij(θ)G)
1
2pi
dθ (3.1)
for any G ∈ SO(n), and where f is a continuous function on SO(n). Notice that this
is a slightly different setup than we introduced in Chapter 2. Instead of a finite state
space Markov chain, we now have an infinite state space. We will pause to discuss the
differences between our previous case and this case. Since our state space is infinite,
we cannot define our transition probabilities using finite dimensional matrices. We
instead define a Markov transition operator on continuous functions of our space. In
the context of our earlier discussion from before,
Qf(G) = E(f(X1) | X0 = G)
In other words, Qf(G) gives us the expected value after one step of the chain, condi-
tioned on the fact that we start at G ∈ SO(n). It turns out that this fully specifies
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our Markov chain. In order to generalize the methods of Chatterjee and Ledoux to
this case, we need to know the invariant distribution and the spectral gap of Kac’s
walk. This is given in the following result.
Theorem 3.2.1 ([Carlen et al., 2000; Maslen, 2003]). Kac’s walk on SO(n) is ergodic
and its invariant distribution is the uniform distribution on SO(n). Furthermore, the
spectral gap of Kac’s walk on SO(n) is n+2
2(n−1)n .
Using our Markov transition operator, we can define the Dirichlet form, Q (·, ·).
As discussed in chapter 2, it is well known that for a Markov chain with spectral gap,
λ1, the Poincare inequality holds:
λ1Var(f) ≤ Q (f, f) .
For the Kac’s walk, we have
Q (f, f) = 1
2
(
n
2
) ∑
1≤i<j≤n
∫ 2pi
0
1
2pi
∫
SO(n)
(f(G)− f(Rij(θ)G))2 dµn(G)dθ,
where µn is the Haar measure on SO(n) normalized so that the total measure is 1.
Let us define the triple norm:
|||f |||2∞ =
1
2
(
n
2
) sup
G∈SO(n)
∑
1≤i<j≤n
∫ 2pi
0
1
2pi
|f(G)− f(Rij(θ)G)|2 dθ. (3.2)
The following result is analogous to Theorem 3.3 from Ledoux’s Concentration of
Measure Phenomenon book [Ledoux, 2005] (discussed and proved in chapter 2) . We
reproduce the proof of the theorem here to verify that even though our situation does
not satisfy the conditions of the theorem, the exact same argument carries through
for Kac’s walk on SO(n). We omit some details here as they are the same as the
argument in chapter 2.
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Theorem 3.2.2. Consider Kac’s walk on SO(n), and let F : SO(n) → R be given
such that |||F |||∞ ≤ 1. Then, F is integrable with respect to µn, and for every r ≥ 0,
µn
(
F ≥
∫
Fdµn + r
)
≤ 3e−r
√
λ1/2
where λ1 =
n+2
2(n−1)n is the spectral gap of Kac’s walk on SO(n).
Proof. We first demonstrate that Q (eλF/2, eλF/2)) ≤ λ2|||F |||2∞
4
∫
SO(n)
eλF (G)dµn(G) by
using symmetry (see chapter 2 for details).
Q (eλF/2, eλF/2) = 1
2
(
n
2
) ∑
1≤i<j≤n
∫ 2pi
0
1
2pi
∫
SO(n)
(
eλF (G) − eλF (Rij(θ)G))2 dµn(G)dθ
=
1(
n
2
) ∑
1≤i<j≤n
∫ 2pi
0
1
2pi
∫
F (G)>F (Rij(θ)G)
(
eλF (G) − eλF (Rij(θ)G))2 dµn(G)dθ
≤ λ
2
4
1
2
(
n
2
) ∑
1≤i<j≤n
∫ 2pi
0
1
2pi
∫
SO(n)
(F (G)− F (Rij(θ)G))2 eλF (G)dµn(G)dθ
=
λ2
4
|||F |||2∞
∫
SO(n)
eλF (G)dµn(G)
Setting Λ(λ) =
∫
SO(n)
eλF (G)dµn(G), we combine this with the Poincare inequality to
obtain
λ1Var(e
λF/2) = λ1
(
Λ(λ)− Λ2
(
λ
2
))
≤ Q (eλF/2, eλF/2) ≤ λ2
4
|||F |||2∞Λ(λ).
Incorporating the assumption |||F |||∞ ≤ 1 yields
Λ(λ) ≤ 1
1− λ2
4λ1
Λ2(λ/2).
Iterating the inequality n times gives
Λ(λ) ≤
n−1∏
k=0
(
1
1− λ2
4k+1λ1
)2k
Λ2
n
(λ/2n).
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Since Λ(λ) = 1 + o(λ), we see that Λ2
n
(λ/2n) → 1 as n → ∞. This gives the upper
bound
Λ(λ) ≤
∞∏
k=0
(
1
1− λ2
4k+1λ1
)2k
.
By plugging in λ =
√
λ1, using the crude estimate
∏∞
k=0
(
1
1− 1
4k+1
)2k
< 3, and apply-
ing Chebyshev’s inequality (similarly to as in chapter 2), we obtain the result.
3.3 Main Result
Using these results, along with the method of Chatterjee and Ledoux, we are able to
prove the following result:
Theorem 3.3.1. Take any 1 ≤ k ≤ n and an n-dimensional Hermitian matrix G.
Let A be the k × k matrix consisting of the first k rows and k columns of the matrix
obtained by conjugating G by a rotation matrix Rθij ∈ SO(n) chosen uniformly at
random. If we let F be the expected spectral distribution of A, then for each r > 0,
P
(
‖FA − F‖∞ ≥ 1√
k
+ r
)
≤ 12
√
k exp
(
−r
√
k
32
)
Proof. The proof of this theorem uses the method introduced by Chatterjee and
Ledoux [Chatterjee and Ledoux, 2009] with appropriate changes made to apply to
the situation we are considering.
Let Rij(θ) ∈ SO(n) and let A be as stated above. Note that since A is a compression
of a Hermitian operator, it will also be Hermitian. Fix x ∈ R. Let f(A) := FA(x),
where FA(x) is the empirical spectral distribution of A. Let Q be the transition oper-
ator as defined in (1) and let |||.|||∞ be as in (2). Using Lemma 2.2 from [Bai, 1999],
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we know that for any two Hermitian matrices A and B of order k,
‖FA − FB‖∞ ≤ rank(A−B)
k
In our case, taking one step in Kac’s walk is equivalent to rotation in a random
plane by a random angle. Hence A and RθijA will differ in at most two rows and two
columns, bounding the difference in rank by 2, so
‖f(A)− f(RθijA)‖∞ ≤
2
k
Using (2),
|||f |||2∞ =
1
2
(
n
2
) sup
A∈SO(n)
∑
1≤i<j≤n
E[f(A)− f(RθijA)]2
≤ 1
2
(
2
k
)2(
2k
n
)
=
4
kn
where the 2k
n
comes from the probability that both i and j are greater than k, in
which case, A and RθijA will be the same. From Theorems 2.1 and 2.2, we have that
P(|FA(x)− F (x)| ≥ r) ≤ 6 exp
−r
2
√
1
2
n+2
(n−1)n√
4
kn

= 6 exp
(
−r/2
√
1
8
k(n+ 2)
n− 1
)
≤ 6 exp
(
−r/2
√
k
8
)
This is true for any x. Now, if we let FA(x−) := limy↑x FA(y), then we have
EFA(x−) = limy↑x F (y) = F (x−). Hence, for r > 0,
P(|FA(x−)− EFA(x−)| > r) ≤ lim
y↑x
P(|FA(y)− F (y)| > r)
≤ 6 exp
(
−r/2
√
k
8
)
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This holds for all r, so we can replace > by ≥. Next we will fix ` ∈ Z≥2. For 1 ≤ i < `,
let
ti := inf{x : F (x) ≥ i/`}
and t0 = −∞, t` =∞. Then for each i, F (ti+1)− F (ti) ≤ 1/`. Let
4 = (max
1≤i<`
|FA(ti)− F (ti)|) ∧ (max
1≤i<`
|FA(ti−)− F (ti−)|)
Take any x ∈ R. Let i be an index where ti ≤ x < ti+1. Then
FA(x) ≤ FA(ti+1−) ≤ F (ti+1−) +4 ≤ F (x) + 1/`+4
and
FA(x) ≥ FA(ti) ≥ F (ti)−4 ≥ F (x)− 1/`−4
Using these two facts, we get that
‖FA − F‖∞ ≤ 1/`+4
Then for any r > 0, we have
P(‖FA − F‖∞ ≥ 1/`+ r) ≤ 12(`− 1) exp
(
−r
√
k
32
)
Letting ` = k1/2 + 1, we have
P(‖FA − F‖∞ ≥ 1√
k
+ r) ≤ 12
√
k exp
(
−r
√
k
32
)
which concludes the proof of our theorem.
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3.4 Kac’s Model Coupled to a Thermostat
Using a spectral gap result from [Bonetto et al., 2014], we are able to demonstrate the
application of this method to a more complicated Markov chain. In this system, the
particles from Kac’s system interact amongst themselves with a rate λ and interact
with a particle from a thermostat with rate µ. The particles in the thermostat are
Gaussian with variance 1
β
, so they have already reached equilibrium. The Markov
transition operator for Kac’s walk is defined as in (1) and the Markov transition
operator for the thermostat is given by
Rf(G) =
1
n
n∑
j=1
1
2pi
∫ 2pi
0
∫
Rn
√
β
2pi
n
e−
β
2
ω∗2ij (θ)f(Vj(θ, ω)G)dθdω (3.3)
where ω = (ω1, ω2, . . . , ωn), Vj(θ, ω) sends each element gij in column j to gijcos(θ) +
ωi sin(θ) for i = 1 to n and ω
∗
ij = −gij sin(θ)+ωi cos(θ). In [Bonetto et al., 2014], they
consider the Markov chain acting on a vector. We consider the Markov chain acting
on a matrix by treating the matrix as n independent vectors. Using this adaption,
the following theorem follows immediately from the results proved in [Bonetto et al.,
2014].
Theorem 3.4.1. Kac’s walk coupled to a thermostat has unique invariant measure
given by
νn =
∏
i,j
√
β
2pi
e−
β
2
v2ij
and has spectral gap µ
2n
For the thermostat alone (letting λ = 0), we can again prove a theorem analogous
to Chatterjee and Ledoux’s theorem 3.3. Let G be the set of n × n matrices with
independent and identically distributedN (0, 1/β) entries. We can define the Dirichlet
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form and the triple norm for the thermostat as
Q(f, f) = 1
2n
n∑
j=1
1
2pi
∫ 2pi
0
∫
Rn
∫
G∈G
(
β
2pi
)n/2
e−
β
2
w∗2ij (f(Vj(θ, w))G− f(G))dνndwdθ
|||f |||2∞ = sup
G∈G
1
2n
n∑
j=1
1
2pi
∫ 2pi
0
∫
Rn
(
β
2pi
)n/2
e−
β
2
w∗2j |f(Vj(θ, w))G− f(G)|2dwdθ
(3.4)
Using these, we can prove a concentration of measure result for the thermostat anal-
ogous to Theorem 3.2.2
Theorem 3.4.2. Consider the Gaussian thermostat and let F : G → R be such that
|||F |||∞ ≤ 1. Then F is integrable with respect to νn and for every r ≥ 0,
νn(F ≥ Fdνn + r) ≤ 3e−r
√
λ1/2
where λ1 =
µ
2n
is the spectral gap of the thermostat process.
We omit the proof here as it is similar to the proof of Theorem 3.2.2.
Using this result and Theorem 3.4.1, we can prove the following concentration of
measure inequality.
Theorem 3.4.3. Take any 1 ≤ k ≤ n and an n-dimensional Hermitian matrix G.
Let S be an n×k matrix whose k columns are the first k columns of a random matrix
with distribution νn. Let A be the k × k matrix obtained by conjugating G by S.
Letting F denote the expected spectral distribution of A, then for each r > 0,
P(‖FA − F‖∞ ≥ 1√
k
+ r) ≤ 12
√
k exp
(
−r
√
kµ
108
)
where µ is the rate of the interaction with the thermostat.
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Proof. The proof of this theorem closely follows the proof of Theorem 3.3.1, with
appropriate changes made. Let A be stated as above, and let A′ be A after one
step of the Markov chain. Fix x ∈ R and let f(x) = FA(x), where where FA is the
empirical spectral distribution of A. Notice that rank(A − A′) ≤ 3, since after one
step of the chain, at most 3 columns of A will be changed (two from Kac’s Walk, and
one from the thermostat). Again using the inequality from [Bai, 1999], we know that
‖f(A)− f(A′)‖∞ ≤ 3
k
|||f |||2∞ =
1
2
(
n
2
)
n
sup
A
∑
1≤i<j≤n
n∑
k=1
E|f(A)− f(A′)|2
where the first sum is over possible interactions in Kac’s process and the second is
over possible particle interactions with the thermostat. The above is
≤ 1
2
(
3
k
)2(
3k
n
)
=
27
2kn
Using theorems 3.4.1 and 3.4.2, we have that
P(|FA(x)− F (x)| ≥ r) ≤ 6 exp
(
−r
2
√
µ
2n
27
2kn
)
= 6 exp
(
−r
2
√
kµ
27
)
Following the rest of the proof in 3.2.1 (with the appropriate numbers changed), we
get
P(‖FA − F‖∞ ≥ 1√
k
+ r) ≤ 12
√
k exp
(
−r
√
kµ
108
)
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3.5 An Additional Application: The Length of the
Longest Increasing Subsequence of a Random
Walk Evolving under the Asymmetric Exclu-
sion Process
Consider a random walk X on {1, . . . , n}. Represent X by some element in {0, 1}n,
where Xi = 0 corresponds to a step down in the walk at position i and Xi = 1
corresponds to a step up. We will assume that
n∑
i=1
Xi =
n
2
so that we have the same number of up steps as down steps. We can now look
at this random walk as the initial configuration of a particle process with Xi = 1
corresponding to a particle in position i and Xi = 0 corresponding to no particle at
position i. Consider the asymmetric exclusion process acting on this configuration
with the following dynamics. At each step of the process, a number i is chosen
uniformly in {1, . . . , n − 1}. If Xi = Xi+1, then the configuration stays the same. If
Xi = 1 and Xi+1 = 0, then the values of Xi and Xi+1 switch with probability 1− q/2
and if Xi = 0 and Xi+1 = 1, then the values switch with probability q/2. Viewed in
this way, the asymmetric exclusion process can be viewed as a Markov process on the
set of random walks. See [Liggett, 1985] for an in depth discussion of the asymmetric
exclusion process.
Theorem 3.5.1 ([Koma and Nachtergaele, 1997],[Alcaraz, 1994],[Caputo and Mar-
tinelli, 2003]). The spectral gap of the ASEP is λn = 1 − ∆−1 cos(pi/n), where
∆ = q+q
−1
2
for a parameter q satisfying 0 < q < 1.
In our case, take q = 1 − c/nα, for a constant c, and 0 < α < 1, such that
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q ≈ e−c/nα . Then Taylor approximating and simplifying gives
λn = c
2/2n2α
Now let MX denote the height of the midpoint of the random walk at a fixed time
during the process. In other words, MX = Xn/2, assuming n is even. Note that the
range of this function is [−n/2, n/2]. Let M ′x be the evolution of Mx after one step
of the process. Notice that
‖Mx −M ′x‖∞ ≤ 1
since switching the position of two adjacent particles can change the height of the
midpoint by at most 1. Then
‖|M ||2∞ =
1
2
max
X
E(Mx −M ′x)2
≤ 1
2
(1)2
(
1
n− 1
)
=
1
2(n− 1)
The 1
n−1 appears because the only choice of i that will effect the midpoint is i = n/2.
Now plugging into the Chatterjee Ledoux theorem, we have the following result.
Theorem 3.5.2. Letting MX denote the height of the midpoint of the random walk
after evolution under the asymmetric exclusion process, for all r > 0 and q = 1−c/nα,
P(|MX − EMX | ≥ r) ≤ 6 exp
(
−r/2
√
c2/2n2α
1/(2(n− 1))
)
= 6 exp
(
−r/2
√
c2(n− 1)
n2α
)
Notice that this implies that the height of the midpoint has fluctuations bounded
above by a constant nα−1/2 for 0 < α < 1.
Consider the length of the longest increasing (non-decreasing) subsequence of the
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Figure 3.1: A longest increasing subsequence of a random walk
random walk. This is defined as
LX = max{k : i1 < i2 < · · · < ik and Xi1 ≤ Xi2 ≤ · · · ≤ Xik}
See [Angel et al., 2014] for a more in depth description of this topic and results for the
simple random walk. Notice that the height of the midpoint gives a lower bound on
the length of the longest increasing subsequence. Using ASEP as our Markov process
and the spectral gap above, we can prove concentration of measure for LX . Notice
that switching the position of two adjacent particles via ASEP can only change LX
by at most 1. As before, let X ′ be the evolution of X after one step of the process.
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Then, bounding the probability above by 1, we have
‖|L‖|2∞ =
1
2
max
X
E(LX − LX′)2
≤ 1
2
(1)2 =
1
2
so plugging into the Chatterjee Ledoux formula, we get the following result.
Theorem 3.5.3. Letting LX denote the length of the longest increasing subsequence
of the random walk after evolution under the asymmetric exclusion process, for all
r > 0 and q = 1− c/nα,
P(|LX − ELX | ≥ r) ≤ 6 exp
(
−r/2
√
c2
n2α
)
This implies that the fluctuations are bounded above by a constant times nα. In
particular, for q = 1− c/√n, the fluctuations are bounded above by a constant times
√
n.
In order to give some context to the size of the fluctuations, we calculate height
of the midpoint, which gives a lower bound on the length of the longest increasing
subsequence of the walk under this distribution.
Theorem 3.5.4. For q < 1 − c/n and c = −20 log(3/5), the height of the midpoint
of the random walk is kn for some constant k > 0.
Before we give the proof, we will need the following lemma.
Lemma 3.5.5. Consider a random walk with independent steps. Assume that P(Xk =
0) = 1
aqk+1
and P(Xk = 1) = aq
k
aqk+1
for some a > 0, q ∈ (0, 1) and k ∈ Z+. Consider
NX =
∑n
i=1Xi. This gives us the number of up steps in our random walk, or equiva-
lently, the number of particles in our particle process. The fluctuations of NX are at
most order
√
n.
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Proof. We begin by calculating the variance of NX . We can then use Chebyshev’s
inequality to bound the fluctuations. Since the Xi are independent,
Var(NX) =
n∑
i=1
Var(Xi)
Using the probabilities given in the lemma, we know that
Var(Xi) =
aqi
aqi + 1
−
(
aqi
aqi + 1
)2
=
aqi
aqi + 1
(
1− aq
i
aqi + 1
)
This gives
Var(NX) =
n∑
i=1
aqi
aqi + 1
(
1− aq
i
aqi + 1
)
A derivative calculation show that aq
i
aqi+1
(
1− aqi
aqi+1
)
is decreasing in i, so
Var(NX) ≤ n
(
aq
aq + 1
)(
1− aq
aq + 1
)
Since we only care about the order of the fluctuations, we can bound the positive
value (
aq
aq + 1
)(
1− aq
aq + 1
)
by 1, giving us
Var(NX) ≤ n
Plugging into Chebyshev’s inequality tells us that
P (|NX − E(NX)| ≥ k) ≤ n
k2
which proves our result.
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We are now set to prove theorem 3.5.4
Proof. The basic idea of the proof of theorem 3.5.4 is as follows. We will begin by
assuming that the steps of our random walk are independent, so that our measure is
a product measure. Recall, the steps are not independent, since we are conditioning
on the fact that we have exactly n/2 steps up and n/2 steps down. However, if n is
large, the steps are close to independent. By bounding the fluctuations of the number
of particles in our product system, we can then relate our non-independent state to
the product state.
Begin by assuming that
P (Xk = 0)
P (Xk = 1)
= aqk
so that we have a product measure. Then we know that
P (Xk = 0) =
1
aqk + 1
and
P (Xk = 1) =
aqk
aqk + 1
Then
E
(
k∑
i=1
Xi
)
=
k∑
i=1
aqi
aqi + 1
Since the summand is decreasing in i, we get the bounds
k
(
aqk
aqk + 1
)
≤ E
(
k∑
i=1
Xi
)
≤ k
(
aq
aq + 1
)
We will work in this generality for now, and add in appropriate values of a and k
later. Using this information, we can get bounds on the height of the random walk
at point k. Let Hk be the height of the random walk at position k. For convenience
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later, we will assume that Xi = 1 corresponds to a step down in the walk, and that
Xi = 0 corresponds to a step up. Provided that we can prove that our height is cn
for c < 0, our theorem will be proved. We have
E(Hk) = (−1)
k∑
i=1
Xi +
(
k −
k∑
i=1
Xi
)
= k − 2
(
k∑
i=1
Xi
)
Plugging in our bounds on E
(∑k
i=1 Xi
)
, we get
−k
(
2
(
aq
aq + 1
)
− 1
)
≤ E(Hk) ≤ −k
(
2
(
aqk
aqk + 1
)
− 1
)
At this point, we need a bound on the number of particles in the system. Since we
are assuming the Xi are independent, we can use the result from the previous lemma,
which gives us
P
(∣∣∣∣∣
n∑
i=1
Xi −M
∣∣∣∣∣ > u
)
≤ 4 exp(−u2/4M)
where M is a median for the number of particles. Estimating the median by the
expectation of the number of particles, we see that M should at least be close to
n/2
(
aq
aq+1
)
. If we choose a appropriately corresponding to q, we should be able to
make the constant order 1, making our expectation order n. Then, by the concen-
tration of measure inequality,
∑n
i=1 Xi has fluctuations on the order of
√
n. This is
reasonably small compared with the expected number of particles in the system.
Recall that we are actually concerned with finding the height of the midpoint, so
plugging in k = n/2, we have that
−n/2
(
2
(
aq
aq + 1
)
− 1
)
≤ E(Hn/2) ≤ −n/2
(
2
(
aqn/2
aqn/2 + 1
)
− 1
)
At this point, we can ignore the lower bound, using the fact that that a lower bound
is −n/2 anyway, regardless of the configuration. We will refer to our interface as the
position in which P(X = 0) = P(X = 1). For now, we will put our interface at 9n/20,
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which will be just to the left of the midpoint. In other words, a = q−9n/20 and at
position 9n/20, P(X = 0) = P(X = 1). We will push it to the edge at n/2 at the end,
since moving the interface to the right only increases the probability of more Xi being
equal to 1, hence lowering the expectation of the midpoint. Using this interface, we
will first look at the height of the random walk at position 8n/20. Using the upper
bound from above, we have that
E(H8n/20) ≤ −8n
20
(
2
(
q−n/20
q−n/20 + 1
)
− 1
)
Beyond this point, if we assume that all of the remaining steps between 8n/20 and
n/2 are steps up, we have that
E(Hn/2) ≤ −8n
20
(
2
(
q−n/20
q−n/20 + 1
)
− 1
)
+
2n
20
The important thing to notice here, is this actually gives us an upper bound on the
height of the midpoint in the fixed particle number (ASEP) random walk. In the
product state configuration, with our interface at 9n
20
, we know that the fluctuations
in the number of down steps are less than n
20
. By assuming that all steps after site
8n
20
are up, we have accounted for the worst case scenario where we actually have
√
n
less down steps then we expect. If some of the steps after site 8n
20
are actually down
instead of up, this will only serve to lower the height of our midpoint. Hence, we
have, that in the ASEP (fixed number of down steps) random walk generated using
the blocking measures,
E(Hn/2) ≤ E(Hn/2) ≤ −8n
20
(
2
(
q−n/20
q−n/20 + 1
)
− 1
)
+
2n
20
We would like to show that for an appropriate choice of q, this is cn for some constant
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c < 0. This is true provided that
8
20
(
2
(
q−n/20
q−n/20 + 1
)
− 1
)
>
2
20
Solving this inequality gives a condition on q, which is
q >
(
3
5
) 20
n
or
q > e20/n log(3/5)
Taylor expanding the exponential gives
q > 1 +
20
n
log(3/5) +
400
2n2
(log(3/5))2 + . . .
As n→∞, taking q > 1− α/n with α = −20 log(3/5) should be sufficient. As long
as this condition is satisfied, our expectation is cn for a constant c < 0.
At this point, we do want to move the interface to a = q−n/2, such that P(Xn/2 =
0) = P(Xn/2 = 1). This simply increases our probability of down steps between 9n20
and n
2
. Since adding extra down steps only decreases the expectation of the height of
the midpoint, the theorem is proved.
3.6 Remarks
By generalizing this method introduced by Chatterjee and Ledoux, we are able to
show concentration of measure of the empirical spectral distribution not only for
operator compressions via SO(n) but also for operators that are ”compressed” by
conjugation with a Gaussian matrix. It is likely that this method could be applied
to a much wider range of Markov chains, given that the chain does not change too
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many entries at once, has an appropriate invariant distribution, and for which the
spectral gap is known. It is possible that better bounds for the Gaussian compression
could be obtained by adapting the method to use the ”second” spectral gap or the
exponential decay rate in relative entropy found in [Bonetto et al., 2014].
It is worth noting that Talagrand’s isoperimetric inequality [Talagrand, 1995] gives
concentration of measure for the length of the longest increasing subsequence for ran-
dom permutations, but it cannot be used in the context of this ASEP random walk,
as it requires independence. Using Chatterjee and Ledoux’s method, independence is
not needed. We only need a spectral gap bound for the Markov chain.
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4 Mixed Matrix Moments and
Eigenvector Overlap Functions
of the Ginibre Ensemble
The purpose of this section is to make some observations about the mixed matrix
moments for non-Hermitian random matrices. The results in this chapter can be
found in [Walters and Starr, 2015]. Let Matn(C) denote the set of n × n matrices
with complex entries. We use this notation here because we will use Mn for something
else later.
The model we will focus on most is the complex Ginibre ensemble, given by
An ∈ Matn(C) , An = (an(j, k))nj,k=1 , an(j, k) =
X(j, k) + iY (j, k)√
2n
, (4.1)
where (X(j, k))∞j,k=1, (Y (j, k))
∞
j,k=1 are IID, N (0, 1) real random variables.
Much of what we will say has already been explored by Chalker and Mehlig in a
pair of papers [Chalker and Mehlig, 1998; Mehlig and Chalker, 2000], in particular,
in their definition of expected overlap functions. There are other models of inter-
est which were explored by Fyodorov and coauthors [Fyodorov and Mehlig, 2002;
Fyodorov and Sommers, 2003], for which one can obtain more explicit formulas for
the expected overlap functions. Our main emphasis will be to relate Chalker and
Mehlig’s formulas for the overlap functions of the complex Ginibre ensemble to the
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mixed matrix moments.
Our motivation in considering this problem is the following. There is a rough anal-
ogy between mean-field spin glasses and random matrices, as far as the mathematical
methods are concerned. We indicate this in the table in Figure 4.1. We will give more
details and references in a later discussion, but we would like to point out some of
the analogies now. This analogy leads to a method to calculate moments, but there
is still the question about how to relate the moments to the spectral information for
the matrix.
Random Matrices Spin Glasses
expectations of moments expectations of products of overlaps
recurrence relation for moments stochastic stability equations: Ghirlanda-Guerra identities
formula for Stieltjes transform of limiting law proof of Parisi’s ultrametric ansatz
Figure 4.1: Some analogous elements in random matrix and spin glass theory. (Proofs may differ
considerably.)
Although the main subject of this subject is random matrices, we will give a very
brief introduction to spin glasses, just to motivate our analogy. Spin glasses are phys-
ical objects. We will not say much about the physics behind them, as the subject of
this paper is mathematics. However, we will give a quote from Daniel Mattis’s book
[Mattis, 2004] in his discussion of dilute magnetic alloys. He says :
”If the impurity atom does possess a magnetic moment this polarizes the conduction
electrons in its vicinity by means of the exchange interaction and thereby influences
the spin orientation of a second magnetic atom at some distance. Owing to quantum
oscillations in the conduction electrons spin polarization the resulting effective inter-
action between two magnetic impurities at some distance apart can be ferromagnetic
(tending to align their spins) or antiferromagnetic (tending to align them in opposite
directions). Thus a given magnetic impurity is subject to a variety of ferromagnetic
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and antiferromagnetic interactions with the various neighboring impurities. What is
the state of lowest energy of such a system? This is the topic of an active field of
studies entitled spin glasses, the magnetic analog to an amorphous solid.” [Mattis,
2004] (p. 48)
Since this is a mathematics paper, we will consider a spin glass as a probabilistic
model. We can consider a system
ΣN = {−1, 1}N
for a large integer n. We call an element σ ∈ Σn a configuration. The components of
σ are called spins (and can each take the value either ±1). The energy of the system
in a configuration σ is called the Hamiltonian, which is usually denoted HN(σ). Given
a parameter β (the inverse temperature), we can define the Gibbs measure by
GN({σ}) = exp(−βHN(σ))
ZN
where ZN is a normalizing factor, called the partition function. The Gibbs measure is
a probability measure which represents the probability of observing the configuration
σ after the system has reached equilibrium in a heat bath at temperature 1/β. HN(σ)
relates to the interactions between the spins. In the models that are often consid-
ered, the HN(σ) are random variables. For a given HN(σ), the main problem is to
understand the Gibbs measure. See [Talagrand, 2003] for a more in depth discussion
of the probabilistic aspect of spin glasses.
We will depart from our discussion of spin glasses now, to begin the discussion
of random matrices. The analogies between the two topics will be discussed more in
depth later.
We will start by briefly recalling the formula for the mixed matrix moments of the
complex Ginibre ensemble, and we will emphasize the relation to spin glass techniques.
51
This formula is already known and we will give references.
In later sections, we will describe the relationship between the mixed matrix mo-
ments and the expected overlap functions of Chalker and Mehlig. This leads to some
new problems.
4.1 Mixed Matrix Moments
Given any n × n matrix A, any positive integer k, and any nonnegative integers
p(1), q(1), . . . , p(k), q(k), we may define
Mn(p;q) =
1
n
tr[Ap(1)n (A
∗
n)
q(1) · · ·Ap(k)n (A∗n)q(k)] , (4.2)
for p = (p(1), . . . , p(k)), q = (q(1), . . . , q(k)). Notice that M0 = 1. As an example,
consider
Mn((2, 2); (2, 2)) =
1
n
n∑
j1,...,j8=1
an(j1, j2)an(j2, j3)an(j4, j3)an(j5, j4)an(j5, j6)an(j6, j7)an(j8, j7)an(j1, j8) .
(4.3)
If we consider the Ginibre ensemble and let an(j, k) = (X(j, k) + iY (j, k))/
√
2n as
before, then we have
E[an(j, k)an(j′, k′)] = E[an(j, k)an(j′, k′)],= 0 and E[an(j, k)an(j′, k′)] = n−1δj,j′δk,k′ .
(4.4)
Recall that Wick’s rule says that for mean 0 Gaussian random variables X1, . . . , Xn,
E(X1X2 . . . Xn) =
∑∏
i,j
(XiXj)
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where the sum is over all distinct ways of dividing 1, . . . , n into pairs. Using this, and
defining mn(p,q) = E[Mn(p,q)], gives us:
mn(p,q) =
∑
(p′,q′,p′′,q′′)∈S(p,q)
E[Mn(p′,q′)Mn(p′′,q′′)] , (4.5)
where S(p,q) is the set of all admissible pairs, which we describe now. Let R =
p(1) + · · · + p(k) + q(1) + · · · + q(k), and define σ = (σ(1), . . . , σ(R)) ∈ {+1,−1}R
as σ = ((+1)p(1), (−1)q(1), . . . , (+1)p(k), (−1)q(k)) viewed as spins on vertices arranged
on a circle. We will sometimes denote this as σp,q. Let Σ(p,q) denote pairs (σ
′, σ′′)
as follows. We match up the first +1 and any −1. Where these two are removed, we
pinch the circle into two smaller circles. Then the remaining spins on the two smaller
circles comprise σ′ and σ′′. E.g., for a particular example
σ = (+1,+1,−1,−1,+1,+1,−1,−1) 7→ (σ′, σ′′) = ((+1), (−1,+1,+1,−1,−1)) .
(4.6)
The set Σ(p,q) is the set of all possible pairs (σ′, σ′′) obtainable in this way. We then
define S(p,q) to be the set of all pairs (p′,q′) and (p′′,q′′) by mapping backwards
Σ(p,q) from σ′ and σ′′, this way.
Using this, we wish to give the main ideas of the proof of the following theorem.
Theorem 4.1.1. For any k and any p,q, we have
lim
n→∞
mn(p,q) = m(p,q) ,
where m(p,q) is as follows. Let CR denote the number of all non-crossing matchings
of R vertices on a circle (Catalan’s number). Let m(p,q) denote the cardinality of all
such matchings satisfying the following constraint: assigning spins to the R vertices
by σp,q, each edge has two endpoints with one +1 spin and one −1 spin.
As an example, m((2, 2); (2, 2)) = 3 where the matchings are indicated diagram-
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matically as
Theorem 4.1.1 is a well-known result. We refer to [Kemp et al., 2011] for a discussion.
We will motivate a proof of this result, without including all details, here. Our reason
is that we actually want to use this result to motivate the discussion of random
matrices and spin glasses further, which we indicated earlier.
4.1.1 Argument for the Proof of the Mixed Matrix Moments
The first step in the argument for the proof of Theorem 4.1.1 is to use concentration
of measure (COM) to replace (4.5) with a nonlinear recurrence relation. Here what
we mean is non-linearity in the probability measure for the random entries of the
matrix. Since the expectation is linear, what we really mean is to obtain a product
of two expectations. If Mn(p
′,q′) and Mn(p′′,q′′) were independent, then we could
replace the expectation by a product, but they are not exactly independent. Instead,
they satisfy COM, which means that they are approximately non-random. And, of
course, non-random variables are exactly independent of every other random variable
(as well as themselves).
The easiest version of COM is just L2-concentration. For example, the following
lemma is very easy to prove:
Lemma 4.1.2. Suppose f : Rn → R is a function such that
‖∇f‖2∞ = supx∈Rn
∑n
k=1
(
∂f
∂xk
(x)
)2
is finite. Then if U1, . . . , Un, V1, . . . , Vn are IID
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N (0, 1) random variables then
E
[
(f(U)− f(V))2] ≤ 2‖∇f‖2∞ . (4.7)
This can be proved using the basic, but important method of “quadratic interpo-
lation,” which is sometimes called the “smart path method” by some mathematicians
working on spin glasses.
Proof. Let Z = (Z1, . . . , Zn) be an IID N (0, 1) vector, independent of U and V.
Then define U˜(θ) = sin(θ)U + cos(θ)Z and V˜(θ) = sin(θ)V + cos(θ)Z. Then
d
dθ
U˜(θ) = U˜(θ + pi
2
), and E[U˜(θ)U˜(θ + pi
2
)] = 0. This means that U˜(θ) is statistically
independent of its θ-derivative. Similar results hold for V˜(θ). On the other hand
E[V˜(θ)U˜(θ + pi
2
)] = − sin(θ) cos(θ).
Next, using the fundamental theorem of calculus,
E
[
(f(U)− f(V))2] = ∫ pi/2
0
d
dθ
E
[(
f(U˜(θ))− f(V˜(θ))
)2]
dθ , (4.8)
and an easy calculation using Gaussian integration by parts (and the covariance
formulas mentioned above) shows that
d
dθ
E
[(
f(U˜(θ))− f(V˜(θ))
)2]
= 2 sin(2θ)E
[
∇f(U˜(θ)) · ∇f(V˜(θ))
]
. (4.9)
Then (4.7) follows by using the Cauchy-Schwarz inequality.
This is only the simplest Gaussian COM result. Notice that the method of proof is
similar to the method used to proved Talagrand’s Gaussian concentration of measure
inequality for Lipschitz functions as stated in chapter 2 Theorem 2.1.1
This lemma is a tool which can be applied to show that the various mixed matrix
moments Mn(p,q) do satisfy COM. We present this lemma here, because it is easier
to obtain concentration of measure for the matrix moments using this lemma than
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with Theorem 2.1.1. It should be noted, that 2.1.1 will also work in this case and
will give a sharper concentration bound. Either way, it is an interesting calculation,
and much of the combinatorics, especially involving matchings related to Catalan’s
number, are first visible in the grad-squared calculation.
Since the goal of this section is to give a general outline of the proof of the formula
for the mixed matrix moments and relate it to spin glass techniques, we will just state
that the desired concentration of measure result is true.
Then we are able to boost (4.5) to
lim
n→∞
mn(p,q)−
∑
(p′,q′,p′′,q′′)∈S(p,q)
mn(p
′,q′)mn(p′′,q′′) = 0 . (4.10)
Another easy fact is that, due to symmetry, mn(p,q) = 0 unless p(1) + · · ·+ p(k) =
q(1) + · · ·+ q(k). And, of course, m0 = 1.
Using this, and the method of induction, one can then prove Theorem 4.1.1.
4.1.2 Commentary on Proof Technique
The quadratic interpolation technique is important in spin glasses. The first major
use was by Guerra and Toninelli [Guerra and Toninelli, 2002] and Guerra [Guerra,
2003]. It is called the “smart path method” by Talagrand [Talagrand, 2011]. This is
the method which we used to prove Talagrand’s Gaussian concentration of measure
inequality in chapter 2.
Using Wick’s rule to obtain a recurrence relation is important in many subjects.
It is a standard approach to determining moments of random matrices. See, for
instance, [Anderson et al., 2010], chapter 1. In the context of Gaussian spin glasses,
this technique combined with stochastic stability leads to the Aizenman-Contucci
identities [Aizenman and Contucci, 1998]. When combined with concentration of
measure it leads to the Ghirlanda-Guerra identities [Ghirlanda and Guerra, 1998].
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See, for instance, the review [Contucci and Giardina, 2007].
For random matrices, the problem of recombining the moments into useful infor-
mation about the limiting empirical spectral measure is also important. For Hermi-
tian random matrices, this is related to the classical moment method. The standard
approach is to put the moments together into the Stieltjes transform, and then to
proceed from there [Pastur, 1973]. Again, a good general reference is [Anderson et al.,
2010], chapter 1.
For spin glasses, the problem of integrating the Ghirlanda-Guerra identities into
a useful result for mean-field models was solved only relatively recently. Panchenko
showed that the “extended Ghirlanda-Guerra identities” imply Parisi’s ultrametric
ansatz [Panchenko, 2011]. This is an important work. One element of his proof is
putting various terms together into a a new exponential type generating function.
This might be somewhat analogous to the Stieltjes transform step. But after that,
the proofs are very different.
For non-Hermitian random matrices, getting useful information from the moments
is the topic we focus on next.
4.2 The Expected Overlap Functions
Since the moments Mn(p,q) satisfy concentration of measure, one is primarily only
interested in their expectations. The next quantity we introduce is also defined just
for the expectation. (Studying its distribution may be interesting, but we will not
comment on this, here.) It is the expected overlap function of Chalker and Mehlig,
introduced in [Chalker and Mehlig, 1998] and further studied by them in [Mehlig and
Chalker, 2000].
Given An ∈ Matn(C), randomly distributed according to Ginibre’s ensemble,
almost surely it may be diagonalized. This means that we can find eigenvalues
57
λ1, . . . , λn ∈ C as well as pairs of vectors ψ1, φ1, . . . , ψn, φn ∈ Cn such that
Anψk = λkψk , φ
∗
kAn = λkφ
∗
k , φ
∗
kψj = δjk . (4.11)
Using this, for any other vector Ψ ∈ Cn, there is the formula
AnΨ =
n∑
k=1
λk〈φk,Ψ〉ψk . (4.12)
These are random because they depend on An, but we may take the expectation over
the randomness.
Given any continuous function, f , with compact support on C, one may define
ω(1)n [f ] =
1
n
E
[
n∑
k=1
f(λk)‖φk‖2‖ψk‖2
]
. (4.13)
Similarly, given any continuous function, F , with compact support on C×C, we may
define
ω(2)n [F ] =
1
n
E
[
n∑
j=1
∑
k 6=j
F (λj, λk)〈ψk, ψj〉〈φj, φk〉
]
. (4.14)
Regularity of the eigenvalues and eigenvectors with respect to the matrix entries
guarantees existence of functions O(1)n : C→ C and O(2)n : C× C→ C such that
ω(1)n [f ] =
∫
C
f(z)O(1)n (z) d2z and ω(2)n [F ] =
∫
C
∫
C
F (z, w)O(2)n (z, w) d2z d2w .
(4.15)
Using these definitions, one may determine a relation between these expected over-
lap functions and the correlation functions for the eigenvalues. Define ρ
(1)
n and ρ
(2)
n ,
analogously to ω
(1)
n and ω
(2)
n as
ρ(1)n [f ] =
1
n
E
[
n∑
k=1
f(λk)
]
, and ρ(2)n [F ] =
1
n
E
[
n∑
j=1
∑
k 6=j
F (λj, λk)
]
. (4.16)
58
Then there are functions R(1)n : C→ C and R(2)n : C× C→ C such that
ρ(1)n [f ] =
∫
C
f(z)R(1)n (z) d2z and ρ(2)n [F ] =
∫
C
∫
C
F (z, w)R(2)n (z, w) d2z d2w .
(4.17)
Then
O(1)n (z) +
∫
C
O(2)n (z, w) d2w = R(1)n (z) . (4.18)
In terms of these functions, for any nonnegative integers p and q,
mn((p); (q)) =
∫
C
zpzqO(1)n (z) d2z +
∫
C
∫
C
zpwqO(2)n (z, w) d2z d2w . (4.19)
Therefore, the mixed matrix moments are calculable from the overlap functions.
Moreover, the limiting values of the moments give some constraints for the limit-
ing behavior of the overlap functions. It is easy to see that O(1)n (eiθz) = O(1)n (z) and
O(2)n (eiθz, eiθw) = O(2)n (z, w), consistent with the fact that mn((p); (q)) equals 0 unless
p = q.
4.3 Formulas for the Overlap Functions
Chalker and Mehlig were able to relate the overlap functions to expectations of func-
tions involving all the eigenvalues. The eigenvalue distribution for the complex Gini-
bre ensemble is well-known. In fact it is one of the simplest of the various Gaussian
ensembles. For example, as Chalker and Mehlig also point out in their paper,
R(1)N (z) =
N
piN !
e−N |z|
2
DN−1(z) , (4.20)
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where DN−1(z) equals the determinant of the (N − 1)-dimensional square matrix
DN(z) where the matrix entries are best indexed for j, k ∈ {0, . . . , N − 2} as
[DN(z)]jk =
(
N j+k+4
pi2(j!)(k!)
)1/2 ∫
C
λ
j
λk|z − λ|2 exp(−N |λ|2) d2λ . (4.21)
By rotational invariance of all the terms in the integrand other than |z − λ|2, which
is only quadratic, it happens that DN(z) is a tridiagonal matrix. Hence, Chalker and
Mehlig point out that it is easy to derive a recursion relation for DN−1(z). It is easier
to define a new quantity DN−1(σ−2, z) = DN−1(σ−1N−1/2z). Then they show
Dn+1(σ
−2, z) = (σ−2|z|2 + n+ 1)Dn(σ−2, z)− σ−2n|z|2Dn−1(σ−2, z) , (4.22)
and D0(σ
−2, z) = 1, D1(σ−2, z) = 1 + σ−2|z|2. It turns out to be easy to solve this
recurrence relation, and Chalker and Mehlig give the formula
DN−1(σ−2, z) = (N − 1)!
N−1∑
n=0
(σ−2|z|2)n
n!
, (4.23)
which is the partial sum for the series for (N − 1)! exp(σ−2|z|2). In order to obtain
DN−1(z) one must take σ−2 = N . One sees that the dividing line is |z| < 1 versus |z| >
1, as to whether enough terms have been included in the partial sum to get essentially
exp(N |z|2) or not. From this it follows that the measure R(1)N (z) d2z converges weakly
to pi−11[0,1](|z|2) d2z, as N → ∞. The reason for going into so much detail in this
example is that the other examples are similar, but harder. In fact, some of the
formulas are so complicated that so far they have eluded any explicit, exact formula
(at least as far as we have been able to find in the literature).
Another easy result which follows from these explicit formulas, but which does
not appear in the paper of Chalker and Mehlig, is the scaling formula near the unit
circle. Let us record this for later reference.
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Lemma 4.3.1. For any u ∈ R,
R(1)N (1−N−1/2u) N→∞−→ pi−1Φ(2u) where Φ(x) =
1√
2pi
∫ x
−∞
e−z
2/2 dz . (4.24)
Proof. Given the exact formula,
R(1)N (1−N−1/2u) = pi−1 exp(−N +N1/2u)
N−1∑
n=0
(N −N1/2u)n
n!
, (4.25)
make the substitution n = N − N1/2x for x ∈ {N−1/2, 2N−1/2, . . . , N1/2} and use
Stirling’s formula. Then replace the sum by an appropriate integral in x (of which
it is a Riemann sum approximation with ∆x = N−1/2) by using the rigorous Euler-
Maclaurin summation formula.
We may note that using the Euler-Maclaurin summation formula, one may obtain
more terms as corrections of the leading-order term, just as one does for the asymp-
totic series in Stirling’s formula. Additionally, one may obtain formulas that are valid
for more values of u: one may obtain an asymptotic formula for R(1)N (z) − pi−1 as-
suming that |z| − 1 < CN−1/2 for some C, and another formula for R(1)N (z) assuming
that |z| − 1 > −CN−1/2 for some C: the difference in being whether one chooses to
asymptotically evaluate the terms which are present in the partial sum for exp(N |z|2)
or whether one chooses to asymptotically evaluate the terms which are absent in that
partial sum.
4.3.1 More Involved Formulas:
The formula for O(1)N is not much more complicated than the formula for R(1)N , and
Chalker and Mehlig gave the explicit answer. It turns out that one may write O(1)N
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similarly to R(1)N as
O(1)N (z) =
N
piN !
exp(−N |z|2)GN−1(z) where GN−1(z) = det[GN−1(z)] ,
∀j, k ∈ {0, . . . , N − 2} ,
[GN−1(z)]jk =
(
N j+k+4
pi2(j!)(k!)
)1/2 ∫
C
λ
j
λk(N−1 + |z − λ|2) exp(−N |λ|2) d2λ .
(4.26)
The matrix GN−1(z) is also tridiagonal for the same reason as DN−1(z). In par-
ticular, there is again a recursion relation for GN−1(z). Defining GN−1(σ−2, z) =
GN−1(σ−1N−1/2z), one may see the recursion formula
Gn+1(σ
−2, z)
= [Gn(σ−2, z)]nnGn(σ−2, z)− [Gn(σ−2, z)]n,n−1[Gn(σ−2, z)]n−1,nGn−1(σ−2, z)
= (σ−2 + n+ 2)Gn(σ−2, z)− σ−2n|z|2Gn−1(σ−2, z) ,
(4.27)
with G0(σ
−2, z) = 1 and G1(σ−2, z) = 2 + σ−2|z|2.
Lemma 4.3.2. The exact solution to the recursion relation when σ−2 = N is
GN(z) = (N − 1)!
N−1∑
n=0
(N − n) (N |z|
2)n
n!
. (4.28)
Using this formula, it is easy to see thatN−1ON(z) d2z converges weakly to pi−1(1−
|z|2)1[0,1](|z|2) d2z, which is precisely the behavior that Chalker and Mehlig found by
other techniques. We will return to their approach, shortly. For now, let us state the
analogue of Lemma 4.3.1.
Corollary 4.3.3. For any u ∈ R,
O(1)N (1−N−1/2u) ∼
N1/2
pi
[
e−2u
2
√
2pi
− 2uΦ(−2u)
]
, as N →∞. (4.29)
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Proof. The proof is perfectly analogous to the proof of Lemma 4.3.1, except we start
with Lemma 4.3.2 instead of equation (4.23).
One also needs the two point function O(2)N in order to obtain any interesting
moments. The two-point function for the eigenvalues is easier to start with since
its distribution is known exactly. Using ideas related to the theory of orthogonal
polynomials, one may see that R(2)N (z1, z2) is determinantal. The canonical general
reference for this is [Mehta, 2004]. One may write the formula as
R(2)N (z1, z2) = pi−2e−N |z1|
2
e−N |z2|
2
det (KN(zjzk))
2
j,k=1 for KN(z) =
N−1∑
n=0
(Nz)n
n!
.
(4.30)
From this one may determine the following asymptotics, proved in the same way as
before.
Lemma 4.3.4. Define C(2)N (z1, z2) = R(2)N (z1, z2) − R(1)N (z1)R(1)N (z2), the corrected
correlation function for the eigenvalues. Then for any fixed u1, u2 ∈ C
C(2)N (1−N−1/2u1, 1−N−1/2u2) ∼ pi−2e−|u1−u2|
2|Φ(−u1 − u2)| , (4.31)
where the definition of Φ is extended to the complex plane as
Φ(−u) = (2pi)−1/2e−u2/2
∫ ∞
0
e−x
2/2e−ux dx
We have stated a somewhat precise limit for R(2)N , but we do not know how to
get a precise limit for O(2)N . Let us state one of Chalker and Mehlig’s main results as
a conjecture. In other words, they give a good argument for the calculation of O(2)N
which is highly plausible on the basis of mathematical reasoning, but to the best of
our knowledge their result has not yet been fully rigorously proved.
Conjecture 4.3.5 (Chalker and Mehlig). (i) For any two points z1, z2 such that
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|z1| < 1, |z2| < 1 and |z1 − z2| > 0,
O(2)N (z1, z2) N→∞−→ −
1
pi2
· 1− z1z2|z1 − z2|4 . (4.32)
(ii) For any ω ∈ C and z such that |z| < 1,
N−2O(2)N
(
z +
1
2
N−1/2ω, z − 1
2
N−1/2ω
)
∼ −pi−2(1− |z|2) 1− (1 + |ω|
2)e−|ω|
2
|ω|4 ,
as N →∞. (4.33)
Importantly, there is no asymptotic formula for z1 and z2 near the boundary of
the circle. For all the other cases, this regime gives lower-order corrections, beyond
the leading order.
Chalker and Mehlig’s approach is beautiful and compelling. They calculated an
explicit formula for O(2)N (0, z). Note, for instance, that R(2)N (0, z) = pi−1(R(1)N (z) −
pi−1e−|z|
2
), so the formula simplifies when one of the arguments is 0. A similar fact
holds forO(2)N (z1, z2), even though it seems that it is not determinantal likeR(2)N (z1, z2).
Then, Chalker and Mehlig considered a universality-type argument to see how the
functional form should behave under transformations of the point 0 to other places on
the circle. Their argument is also a universal argument, applying to more ensembles
than just the complex Ginibre ensemble, but we will continue to consider just the
complex Ginibre ensemble, here.
The second part of their argument is the key to their formula. The function
O(2)N (z1, z2) may be expressed as the expectation of a non-local function of all the
eigenvalues of An. Chalker and Mehlig observe that the function depends mainly on
the eigenvalues in a core small area around z1 and z2. For this core, the distribution
of the eigenvalues should be universal, not depending on the proximity of z1 and
z2 to the boundary of the disk, as long as they are not near the boundary. Then
outside the core there is a self-averaging contribution of all the other eigenvalues,
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which may be reduced to a Riemann integral approximation, and calculated. That
part does depend on the geometry of the point configuration in the disk, but it is
easily calculated. Putting these two parts together with their formula for O(2)N (0, z),
they were able to arrive at (4.33).
The reader is advised most strongly to consult their beautiful paper.
Now we want to explain briefly the first part of their argument since it is a basis for
a different proposal we have for how to prove their conjecture. Chalker and Mehlig
point out that O(2)N (z1, z2) may be calculated as the determinant of a 5-diagonal
matrix. In fact, it is easier to start with R(2)N (z1, z2):
R(2)N (z1, z2) =
N3
pi2N !
|z1 − z2|2e−N |z1|2e−N |z2|2FN−2(z1, z2) , (4.34)
where FN−2(z1, z2) equals the determinant of the (N − 2)-dimensional square matrix
FN−2(z1, z2), where
[FN−2(z1, z2)]jk =
(
N j+k+6
pi2(j + 1)!(k + 1)!
)1/2 ∫
C
λ
j
λk|z1−λ|2|z2−λ|2 exp(−N |λ|2) d2λ ,
(4.35)
for j, k = 0, . . . , N − 3. Then the formula for O(2)N (z1, z2) is
O(2)N (z1, z2) = −
N2
pi2N !
e−N |z1|
2
e−N |z2|
2
HN−2(z1, z2) , (4.36)
where HN−2(z1, z2) equals the determinant of the (N − 2)-dimensional square matrix
HN−2(z1, z2), where
[HN−2(z1, z2)]jk =
(
N j+k+6
pi2(j + 1)!(k + 1)!
)1/2
∫
C
λ
j
λk
[
|z1 − λ|2|z2 − λ|2 +N−1
(
z1 − λ
)
(z2 − λ)
]
exp(−N |λ|2) d2λ , (4.37)
for j, k = 0, . . . , N−3. These are naturally 5-diagonal because of rotational invariance.
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However, notice that if z1 = 0 or z2 = 0 then they become tri-diagonal again. Hence,
they are more easily calculable in that case. That is why O(2)N (0, z) is calculable.
In a later section, we are going to propose another method to proceed. We will
write down the recursion relation for the 5-diagonal matrix, which is harder than
for a tridiagonal matrix. Then, even if the formula is not exactly solvable, we argue
that it should be asymptotically solvable. We give more details in a later section, in
particular carrying out the asymptotic approach for the easier problem of calculating
R(2)N (z) (which we may check against the exact solution).
4.4 Moments and Constraints on the Overlap Func-
tions
An ideal situation would be to find an explict sum-formula for O(2)N (z1, z2), just as
Lemma 4.3.2 provides for O(1)N (z), but so far, this has not been discovered. In the next
section, we will suggest a rigorous approach which may work to give the asymptotics,
even when no explicit formula is known. For now, let us state the constraints imposed
by the moment formula from before.
Recall from (4.19) for any nonnegative integers p and q,
mN((p); (q)) =
∫
C
zpzqO(1)N (z) d2z +
∫
C
∫
C
zpwqO(2)N (z, w) d2z d2w .
Moreover, from the discussion at the end of Section 4.1.1, mN((p); (q)) equals 0 unless
p = q, and as noted at the end of Section 4.2, this is already reflected in the rotational
invariance properties of O(1)N (z) and O(2)N (z1, z2). Therefore, specializing, we see that∫
C
|z|2pO(1)N (z) d2z +
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2 = 1 , (4.38)
for each nonnegative integer p. This is the constraint formula. Let us now analyze
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this formula, starting with the leading order terms, and going down in order.
4.4.1 Cancelling Divergences at Leading Order
For any fixed z with |z| < 1, we have
O(1)N (z) ∼ Npi−1(1− |z|2) , (4.39)
and the corrections are actually exponentially small in N (since they arise as the
deep part of the right tail of the series for the exponential). Therefore, integrating,
we obtain the leading-order part of the contribution from O(1)N (z) from the formula
above ∫
C
|z|2pO(1)N (z) d2z ∼ Npi−1
∫
C
|z|2p(1− |z|2)1[0,1)(|z|2) d2z . (4.40)
The corrections to this formula are not exponentially small, incidentally. This is
because the formula for O(1)N (z) is not exponentially close to the exact formula for all
z in the complex plane. For a fixed |z| > 1 it is easy to see thatO(1)N (z) is exponentially
small (hence exponentially close to the approximating function of 0 there). That is
because one only has the series for the exponential up to a small number of terms,
deep in the left tail. Near the circle, there are algebraic corrections, not exponential
ones.
Nevertheless, let us note that, by making a polar decomposition, z = reiθ, we
obtain
Npi−1
∫
C
|z|2p(1− |z|2)1[0,1)(|z|2) d2z = N
∫ 1
0
tp(1− t) dt = N
(p+ 1)(p+ 2)
. (4.41)
Let us see how this cancels with the leading-order part of the O(2)N integral.
We will use Chalker and Mehlig’s formula here for the leading-order part, even
though we do not yet know the corrections for the lower-order part near the circle.
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Then we get
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2
∼ −
∫
C
∫
C
(
z +
ω
2N1/2
)p(
z − ω
2N1/2
)p
N2pi−2(1− |z|2)1[0,1)(|z|2)
1− (1 + |ω|2)e−|ω|2
|ω|4 N
−1d2ω d2z , (4.42)
where the N−1 associated to the volume-element d2ω-times-d2z is to account for the
Jacobian of the transformation from (z1, z2) to (z, ω). Now we will begin to separate
this formula into even another decomposition into leading terms, and sub-leading
terms. This is because, in the formulas zp1 = (z+
1
2
N−1/2ω)p and zp2 = (z− 12N−1/2ω)p,
clearly the leading order arises by ignoring the contributions of ω which each are
accompanied by negative powers of N . We really obtain, what we might call the
“leading order, leading order” term:
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2 ∼
−Npi−2
∫
C
∫
C
|z|2p(1− |z|2)1[0,1)(|z|2) 1− (1 + |ω|
2)e−|ω|
2
|ω|4 N
−1d2ω d2z . (4.43)
Then it is easy to see that this splits. The integral over ω is
∫
C
1− (1 + |ω|2)e−|ω|2
|ω|4 d
2ω = pi
∫ ∞
0
1− (1 + t)e−t
t2
dt = pi
∫ ∞
0
1
t2
(∫ t
0
se−s ds
)
dt .
(4.44)
Integrating-by-parts, it is easy to see that this gives pi. Therefore, we end up with
the exact negative of the leading order contribution by O(1)N :
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2 ∼ −Npi−1
∫
C
|z|2p(1− |z|2)1[0,1)(|z|2) d2z
= − N
(p+ 1)(p+ 2)
. (4.45)
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The fact that these two terms cancel is good, because each diverges, separately;
whereas, according to the formula, the exact answer is supposed to be 1.
4.4.2 The Sub-Leading Contribution from O(1)N
For the first integral, we are fortunate that the exact correction is known near the
circle. We will not attempt to keep track of the exponentially-small corrections which
are present away from the circle. Near the circle, the exact corrections are relevant
because they are not exponentially small.
Using Corollary 4.3, we know that
∫
C
|z|2pO(1)N (z) d2z −
N
(p+ 1)(p+ 2)
=
N1/2
pi
∫
C
[
e−2u
2
√
2pi
− 2uΦ(−2u)
] ∣∣∣∣∣
u=N1/2(1−|z|)
|z|2p d2z + o(1) , (4.46)
where the small term o(1) means that the remainder converges to 0 as N →∞. This
remainder includes exponentially small corrections to O(1)N (z) away from the circle, as
well as the systematic correction terms to the leading-order behavior near the circle
that arise from the Euler-Maclaurin series. The reason that these correction terms
to the Euler-Maclaurin summation formula are o(1) will arise momentarily: even the
leading order term is only order-1, constant.
Making the polar decomposition of z and then rewriting r = 1 −N−1/2u so that
dr = N−1/2 du (and reversing orientation of the integral), we have∫
C
|z|2pO(1)N (z) d2z −
N
(p+ 1)(p+ 2)
= 2
∫ N1/2
−∞
[
e−2u
2
√
2pi
− 2uΦ(−2u)
]
(1−N−1/2u)2p+1 du+ o(1)
= 2
∫ ∞
−∞
[
e−2u
2
√
2pi
− 2uΦ(−2u)
]
du+ o(1) .
(4.47)
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In particular, this correction is independent of p, modulo vanishingly small remainder
terms which are accumulated in the o(1). Rewriting u = x/2 and integrating by parts
gives a constant which is equal to 3/2.
We will not be able to make it to the order-1, constant terms in the N → ∞
asymptotics series (in decreasing powers of N). The reason is that for O(2)N , we do
not have sufficiently precise asymptotics to get to that level. Instead, what we will
do next is to consider what constraints the formula for the moments imposes on O(2)N .
4.4.3 Sub-Leading Divergences in the O(2)N Term
We have now accounted for all the non-vanishing contributions from the O(1)N term.
The leading-order divergence cancels with the leading-order divergence of the O(2)N
term. The sub-leading order part of the O(1)N contribution to the moment is already
order-1, constant, and it is independent of p. It equals 3/2. Note that the moment
itself is also independent of p, it is 1.
Since we do not know the actual formula for O(2)N , our plan for this section is
to consider the proposed formula for O(2)N in the bulk. That still leads to one other
divergent contribution, diverging logarithmically in N . What this must mean is that
in the formula for O(2)N (z1, z2) for z1 and z2 close, and both near the circle, there must
be an edge correction, which leads to a counter-balancing divergence. This is what
we explain in some more detail, now. This subsection is detailed and technical.
We consider the proposed formula for O(2)N that Chalker and Mehlig derived. This
is the correct formula in the bulk, following the argument of their paper, although
there is a lower-order correction near the circle. We will not include the correction
on the circle. Instead our calculations will show constraints that must be satisfied for
this correction formula. We use z1 = z +
1
2
N−1/2ω and z2 = z − 12N−1/2ω so that
z1z2 = |z|2 + iIm[ωz]
N1/2
− |ω|
2
4N
. (4.48)
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Therefore, using the bulk formula we would have
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2
≈ −N
2
pi2
∫
C
∫
C
[
|z|2 + iIm[ωz]
N1/2
− |ω|
2
4N
]p(
1−
[
|z|2 + iIm[ωz]
N1/2
− |ω|
2
4N
])
· 1− (1 + |ω|
2)e−|ω|
2
|ω|4 1[0,1]
(∣∣∣z ± 1
2
N−1/2ω
∣∣∣2)N−1d2ω d2z , (4.49)
where we use the approximation symbol ≈ to remind ourselves that this is only one
part of the eventual formula. Simplifying this, and writing z = reiθ and ω = ρeit, we
have
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2
≈ −N
pi2
∫
C
∫
C
[
r2 +
irρ sin(θ − t)
N1/2
− ρ
2
4N
]p(
1−
[
r2 +
irρ sin(θ − t)
N1/2
− ρ
2
4N
])
· 1− (1 + ρ
2)e−ρ
2
ρ4
1[0,4N ]
(∣∣∣ρ± 2N1/2rei(t−θ)∣∣∣2) rρ dr dρ dθ dt . (4.50)
Let us denote φ = t − θ. Integrating over the extra angular variable, simplifying
the power of ρ in the second line, and simplifying the indicator in the second line, we
obtain
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2
≈ −2N
pi
∫
r∈[0,1]
∫
ρ>0
∫
φ∈[0,2pi)
[
r2 − irρ sin(φ)
N1/2
− ρ
2
4N
]p(
1−
[
r2 − irρ sin(φ)
N1/2
− ρ
2
4N
])
· 1− (1 + ρ
2)e−ρ
2
ρ3
1[0,N1/2R(r,φ)](ρ) rdr dρ dφ , (4.51)
for
R(r, φ) = 2
(√
1− r2 sin2(φ)− r| cos(φ)|
)
, (4.52)
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arising from the condition |ρ± 2N1/2reiφ| ≤ 2N1/2 ⇔ ρ ≤ R(r, φ)N1/2
Let us rewrite this once again, this time isolating different functional terms that
we wish to consider in more detail:
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2
≈ −2N
pi
∫
r∈[0,1]
∫
φ∈[0,2pi)
(∫ N1/2R(r,φ)
0
Fp(r, φ, ρ)W (ρ) dρ
)
r dr dφ , (4.53)
where
Fp(r, φ, ρ) =
[
r2 − irρ sin(φ)
N1/2
− ρ
2
4N
]p(
1−
[
r2 − irρ sin(φ)
N1/2
− ρ
2
4N
])
, (4.54)
and
W (ρ) =
1− (1 + ρ2)e−ρ2
ρ3
. (4.55)
Now we note that we can expand
Fp(r, φ, ρ) =
2p∑
k=0
f (k)p (r, φ)
ρk
Nk/2
. (4.56)
Odd powers of k have f
(k)
p (r, φ) which is an odd function of sin(φ). Since the rest
of the integral will contribute even factors, this means all odd powers will integrate
to zero, so we only keep track of even powers. We have already taken account of
f
(0)
p (r, φ) which is just f
(0)
p (r) = r2p(1− r2). This was what gave us the leading order
divergence we considered in a past subsection.
Moreover, starting from the even power k = 4, we have
− 2N
pi
∫
r∈[0,1]
∫
φ∈[0,2pi)
(∫ N1/2R(r,φ)
0
f (k)p (r, φ)
ρk
Nk/2
W (ρ) dρ
)
r dr dφ = O(1) . (4.57)
The reason is thatN ·N−k/2 = N−(k−2)/2 which is vanishing. This means that the lower
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limit of integration is actually contributing a negligible correction, asymptotically for
large N . Near the upper limit of integration, we may expand W (ρ) ∼ ρ−3. Therefore
we obtain near the upper limit, for k = 4, 6, . . . ,
− 2
piN (k−2)/2
∫
r∈[0,1]
∫
φ∈[0,2pi)
f (k)p (r, φ)
(∫ N1/2R(r,φ)
0
ρk−3 dρ
)
r dr dφ
= − 2
pi
∫
r∈[0,1]
∫
φ∈[0,2pi)
f (k)p (r, φ)
[R(r, φ)](k−2)/2
k − 2 r dr dφ+ o(1) = O(1) . (4.58)
This only leaves the term with k = 2 which might diverge. Indeed, for this, we
just have
− 2
pi
∫
r∈[0,1]
∫
φ∈[0,2pi)
f (2)p (r, φ)
(∫ N1/2R(r,φ)
0
1− (1 + ρ2)e−ρ2
ρ
dρ
)
r dr dφ .
The only divergent part of this arises near the upper limit for the ρ integral which
gives ln(N1/2R(r, φ)) = 1
2
ln(N) + ln(R(r, φ)), so the logarithmic divergence is
− 2
pi
∫
r∈[0,1]
∫
φ∈[0,2pi)
f (2)p (r, φ)
(∫ N1/2R(r,φ)
0
1− (1 + ρ2)e−ρ2
ρ
dρ
)
r dr dφ
= − ln(N)
pi
∫
r∈[0,1]
∫
φ∈[0,2pi)
rf (2)p (r, φ) dr dφ+O(1) . (4.59)
It is easy to see that
f (2)p (r, φ) =
1
4
r2p − p
4
r2p−2(1− r2)− p(p− 1)
2
r2p−2(1− r2) sin2(φ) + pr2p sin2(φ) .
(4.60)
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Therefore, we have
∫
φ∈[0,2pi]
f (2)p (r, φ) dφ = 2pi
(
1
4
r2p − p
4
r2p−2(1− r2)− p(p− 1)
4
r2p−2(1− r2) + p
2
r2p
)
=
pi
2
[
(p+ 1)2r2p − p2r2p−2] .
(4.61)
Therefore, the sub-leading order divergence is now
∫
C
∫
C
zp1z
p
2O(2)N (z1, z2) d2z1 d2z2 +
N
(p+ 1)(p+ 2)
= −1
4
ln(N) +O(1) . (4.62)
We may consider this particular form. It is independent of p. Near the circle, and for
z1 near z2, the form of z
p
1z
p
2, to leading order is just |z|2p which is just 1, because z is
near the circle. This is the same explanation for the reason that the order-1, constant
term coming from O(1)N term is independent of p. We also know that the moment
must be independent of p.
One could also try to calculate the order-1 contributions at this point, coming just
from the bulk formula for O(2)N (z1, z2). One could then check whether these combine
to a constant independent of p. That would be yet another strong check that Chalker
and Mehlig’s formula for O(2)N (z1, z2) is true to very high accuracy in the bulk, and
only needs an edge correction near the circle.
It would be best to have a sufficiently explict formula for O(2)N (z1, z2) to allow one
to see the correction near the circle. Then we could have an answer to settle this.
Next, we propose a method which we believe could potentially provide this.
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4.5 Proposal to Rigorously Approach Chalker and
Mehlig’s Result
There are various ways to try to prove Chalker and Mehlig’s formula for the bulk
behavior of O(2)N . One way is to try to fill in the details to make Chalker and Mehlig’s
argument rigorous. Their idea is to express O(2)N in terms of the expectation of a
function of the eigenvalues, and then use the known eigenvalue marginal for the
complex Ginibre ensemble.
Here we want to propose a second method. The formula for O(2)N (z1, z2) is the
determinant of a 5-diagonal matrix. One may express such a determinant through a
recursion relation, although the recursion relation is significantly more complicated
than in the tridiagonal case. It is higher order, and it is a vector valued recursion
relation for a vector with dimension greater than 1. We will not explicate this, here.
It is well-known, it just follows from Cramer’s rule, and it is widely used in numerical
codes.
Instead, what we want to advocate here is solving recursion relations, at least
asymptotically for large N , using adiabatic theory. We have not tried this yet for
O(2)N (z1, z2). There may be formidable difficulties which obstruct this approach, but
let us demonstrate the idea for an easier problem: re-deriving the formula for R(1)N (z).
This leads to an easier problem. The key trick for this particular problem is to realize
that R(1)N (z), at least for the leading-order asymptotic formula, is constant in z for
|z| < 1.
4.5.1 The Recurrence Relation for R(1)N (z) Using Matrices
We are treating the case of R(1)N (z) as a simpler toy model, in lieu of treating the real
problem of interest which is O(2)N (z1, z2). We hope to be able to handle O(2)N (z1, z2)
later, in another paper.
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Recall from (4.20) that R(1)N (z) = pi−1[(N − 1)!]−1 exp(−N |z|2)DN−1(z), which
means from Stirling’s formula that
R(1)N (z) ∼
1
pi
· 1√
2piN
e−(N−1) ln(N)+N(1−|z|
2)DN−1(z) . (4.63)
Moreover, recall that there is a recursion relation in (4.22). Namely, definingDN−1(σ−2, z) =
DN−1(σ−1N−1/2z), it happens that
Dn+1(σ
−2, z) = (σ−2|z|2 + n+ 1)Dn(σ−2, z)− σ−2n|z|2Dn−1(σ−2, z) .
Let us fix σ2 = N−1 as Chalker and Mehlig do. Then
Dn+1(N, z) = (N |z|2 + n+ 1)Dn(N, z)−Nn|z|2Dn−1(N, z) . (4.64)
Also, since the answer only depends on the magnitude of z, let us write r = |z| so
Dn+1(N, r) = (Nr
2 + n+ 1)Dn(N, r)−Nnr2Dn−1(N, r) . (4.65)
We want to calculate R(1)N (r) which is asymptotically given by
R(1)N (r) ∼
1
pi
· 1√
2piN
e−(N−1) ln(N)+N(1−r
2)DN−1(N, r) . (4.66)
Now since we have a second-order recursion relation, let us define a two-dimensional
vector vn = [Dn−1(N, r), Dn(N, r)]∗. (All our vectors and matrices will be real but
we use the adjoint instead of the transpose because we want to keep the symbol T
for other purposes.) Then the recursion relation says that
vn+1 = Anvn , An =
 0 1
−Nnr2 Nr2 + n+ 1
 , (4.67)
and we want DN−1(N, r) = e∗2vN−1, where {e1, e2} is the standard basis for R2. In
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order to have a simpler formula, we note that we can write v1 = A0e2, for A0 defined
as above. In seeking R(1)N (r), we really have
R(1)N (r) ∼
1
pi
· 1√
2piN
e−(N−1) ln(N)+N(1−r
2)e∗2AN−2 · · ·A1A0e2 . (4.68)
The idea is to try to express this using the spectral decomposition of the matrices
An, where we use the fact that the matrices An are varying slowly in n, as much as
possible. This is why we call this the adiabatic approach.
4.5.2 Spectral Formulas and Summary of Main Contribution
We may summarize the spectral information as
λ±n =
N
2
r2 + n+ 1
N
±
√(
n+ 1
N
− r2
)2
+ 4r2N−1
 ,
V ±n =
 1
λ±n
 , W±n = ± 1λ+n − λ−n
−λ±n
1
 ;
AnV
±
n = λ
±
nV
±
n , (W
±
n )
∗An = λ±n (W
±
n )
∗ , (W σn )
∗V τn = δσ,τ , for σ, τ ∈ {+1,−1}.
(4.69)
In particular, An = λ
+
nV
+
n (W
+
n )
∗ + λ−nV
−
n (W
−
n )
∗. Therefore, we can rewrite the con-
clusion of the recursion relation as
R(1)N (r) ∼
1
pi
· 1√
2piN
e−(N−1) ln(N)+N(1−r
2)e∗2AN−2 · · ·A1A0e2
=
1
pi
· 1√
2piN
e−(N−1) ln(N)+N(1−r
2)
∑
σ∈{+1,−1}N−1
(
N−2∏
n=0
λσ(n)n
)
([W
σ(0)
0 ]
∗e2)(e∗2V
σ(N−2)
N−2 )
·
(
N−1∏
n=0
[W
σ(n+1)
n+1 ]
∗V σ(n)n
)
.
(4.70)
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Anticipating that the main contribution to this sum will be σ(0) = · · · = σ(N − 1) =
+1, we may rewrite this as
R(1)N (r) ∼
1
pi
· 1√
2piN
e−(N−1) ln(N)+N(1−r
2)MN(r)PN(r) , (4.71)
where MN(r) is the “main term”
MN(r) =
(
N−2∏
n=0
λ+n
)
([W+0 ]
∗e2)(e∗2V
+
N−2) ·
(
N−1∏
n=0
[W+n+1]
∗V +n
)
, (4.72)
and PN(r) will be a series of perturbations
PN(r) =
∑
σ∈{+1,−1}N−1
(
N−2∏
n=0
λ
σ(n)
n
λ+n
)
([W
σ(0)
0 ]
∗e2)(e∗2V
σ(N−2)
N−2 )
([W+0 ]
∗e2)(e∗2V
+
N−2)
·
(
N−1∏
n=0
[W
σ(n+1)
n+1 ]
∗V σ(n)n
[W+n+1]
∗V +n
)
.
(4.73)
We know that we are trying to find that the leading order behavior of R(1)N (r) is
as follows: it is constant, equal to pi−1, for r < 1, and it is exponentially small for
r > 1. We will not try to recover the boundary behavior near r = 1 in this note. (In
fact, what we hope to be able to do in a later paper is to calculate O(2)N (z1, z2) in a
similar way, and especially to determine the edge behavior when z1 and z2 are near
the circle.) Let us quickly note how we may dispense with the r > 1 case so that we
may focus on r < 1.
The largest contribution to MN(r) comes from the product of eigenvalues
(
N−2∏
n=0
λ+n
)
= exp
[
N−2∑
n=0
ln(λ+n )
]
= e(N−1) ln(N) exp
N−2∑
n=0
ln
1
2
r2 + n+ 1
N
+
√(
n+ 1
N
− r2
)2
+ 4r2N−1
 .
(4.74)
Moreover, defining tn+1 = (n + 1)/N , the sum is (N − 1) times a Riemann sum
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approximation so that:
1
N
ln
[
e−(N−1) ln(N)
(
N−2∏
n=0
λ+n
)]
=
∫ 1
0
ln
(
1
2
(
r2 + t+
√
(t− r2)2 + 4r2N−1
))
dt+ o(1)
=
∫ 1
0
ln
(
1
2
(
r2 + t+
√
(t− r2)2
))
dt+ o(1)
=
∫ 1
0
ln(max{r2, t}) dt+ o(1) ,
(4.75)
where the remainder term o(1) is a quantity which converges to 0 as N →∞. Hence
we may see, by integrating, that
lim
N→∞
1
N
ln
[
e−(N−1) ln(N)
(
N−2∏
n=0
λ+n
)]
=
ln(r
2) if r ≥ 1,
r2 − 1 if r ∈ [0, 1].
(4.76)
This means that, incorporating the exponential part of the prefactor for R(1)N (r),
lim
N→∞
1
N
ln
[
e−(N−1) ln(N)+N(1−r
2)
(
N−2∏
n=0
λ+n
)]
=
0 if r ∈ [0, 1],ln(r2)− 1 + r2 if r > 1,
(4.77)
and it is easy to see that ln(x) ≤ x− 1 for all x ∈ (0,∞) by convexity of − ln(x). For
r > 1 this is exponentially small: to leading order eN [ln(r
2)−1+r2]. We claim that no
other factor is exponentially large, so that we obtain
lim
N→∞
N−1 ln(R(1)N (r)) =
0 if r ∈ [0, 1],ln(r2)− 1 + r2 if r > 1. (4.78)
Therefore, we will henceforth assume r < 1.
When r < 1, we claim that we need to do a more careful analysis of the product.
The time scale tn = n/N is too rough when tn is near r
2. The purely discrete scale n
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is too fine. Therefore, we use the intermediate time scale Tn = (tn− r2)N1/2, instead.
Then we may rewrite
λ+n = N exp(ψ
+(Tn+1)) ,
ψ+(Tn+1) = ln
(
r2 +
1
2
N−1/2Tn+1 +
1
2
N−1/2
√
T 2n+1 + 4r
2
)
(4.79)
so that (
N−2∏
n=0
λ+n
)
= NN−1 exp
(
N−1∑
n=0
ψ+(Tn+1)
)
. (4.80)
Then we use the Euler-Maclaurin summation formula to obtain all other terms in the
asymptotic series which are significant, including some boundary terms that come
with the Euler-Maclaurin formula. (To do an integral such that
∫ (1−r2)N1/2
−r2N1/2 ψ
+(T ) dT ,
one may find it useful to define T = 2r sinh(x) so that dT = 2r cosh(x) dx and
√
T 2 + 4r2 = 2r cosh(x), as well. Doing all this leads to
(
N−2∏
n=0
λ+n
)
∼ e · r(1− r2)eN ln(N)−N(1−r2) . (4.81)
It is also easy to use the definitions of V +n and W
+
n to show that
[W+0 ]
∗e2 ∼ N−1r−2 and e∗2V +N−2 ∼ N . (4.82)
Using the Euler-Maclaurin summation formula, one may also prove that
N−1∏
n=0
[W+n+1]
∗V +n ∼
r
1− r2 N
−1/2 . (4.83)
The details of the Euler-Maclaurin summation formula for this product as well as
for the product of the eigenvalues are not trivial. (The product of the eigenvalues is
harder than the product of the inner-products.) They may be done, in particular, by
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using the intermediate time-scale parameter Tn. Therefore, we obtain
MN(r) = e
√
N e(N−1) ln(N)−N(1−r
2) . (4.84)
Therefore, since
R(1)N (r) ∼ pi−1(2piN)−1/2 exp(−(N − 1) ln(N) +N(1− r2))MN(r)PN(r)
we see that
R(1)N (r) ∼ pi−1
e√
2pi
PN(r) . (4.85)
Now we will argue that PN(r) is actually independent of r, to leading order.
4.6 Invariance of the Perturbation Series PN(r)
Let us write
PN(r) =
∑
σ∈{+1,−1}N−1
PN(σ; r) , (4.86)
for
PN(σ; r) =
(
N−2∏
n=0
λ
σ(n)
n
λ+n
)
([W
σ(0)
0 ]
∗e2)(e∗2V
σ(N−2)
N−2 )
([W+0 ]
∗e2)(e∗2V
+
N−2)
·
(
N−1∏
n=0
[W
σ(n+1)
n+1 ]
∗V σ(n)n
[W+n+1]
∗V +n
)
. (4.87)
Let us think of σ as a sequence of switches, from the + state to the − state, or
vice-versa.
81
Using the notation tn = n/N and Tn = N
1/2(tn − r2), we may write
[W τn+1]
∗(V σn − V σn+1) = −
τN−1/2
2
√
T 2n+1 + 4r
2
(
1 + σ
Tn + Tn+1√
T 2n + 4r
2 +
√
T 2n+1 + 4r
2
)
= − τ
2
√
T 2n+1 + 4r
2
(
1 + σ
Tn + Tn+1√
T 2n + 4r
2 +
√
T 2n+1 + 4r
2
)
∆Tn ,
(4.88)
where we define ∆Tn = Tn+1 − Tn = N−1/2. This means that in a time ∆Tn there
is a factor proportional to ∆Tn contributing to PN(σ; r), if we switch from σ = +
to τ = − or from σ = − to τ = + because in these cases [W τn+1]∗V σn+1 = 0. This is
representative of a Poisson process of jumps.
Moreover, if at a one jumps from + to − and at b one jumps back to +, then for
all n ∈ {a, . . . , b− 1} there is a contribution to PN(σ; r) equal to
λ−n
λ+n
· [W
−
n+1]
∗V −n
[W+n+1]
∗V +n
=
r2 + 1
2
N−1/2Tn+1 − 12N−1/2
√
T 2n+1 + 4r
2
r2 + 1
2
N−1/2Tn+1 + 12N
−1/2√T 2n+1 + 4r2
·
1 + 1
2
√
T 2n+1+4r
2
(
1− Tn+Tn+1√
T 2n+4r
2+
√
T 2n+1+4r
2
)
∆Tn
1− 1
2
√
T 2n+1+4r
2
(
1 + Tn+Tn+1√
T 2n+4r
2+
√
T 2n+1+4r
2
)
∆Tn
,
(4.89)
and this quantity is asymptotic to exp
(
−
[ √
T 2n+1+4r
2
r2+ 1
2
N−1/2Tn+1
− 1√
T 2n+1+4r
2
]
∆Tn
)
, when
one takes N → ∞ if one also takes a sequence of TnN such that |TnN |/N1/2 → 0.
Moreover the product is decreasing very rapidly as |Tn| gets large on an order-1 scale.
Therefore, the correction to this asymptotic formula is neglible, for the purpose of
calculating the leading order behavior of PN(r). Therefore, defining P++N (r) to be
the sum of those PN(σ; r) with σ starting at + at the left endpoint and returning
to + at the right endpoint, with some number of intervals of − in between, we have
the effect of switching from + to −, staying at − for an interval, and then switching
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back. This gives
lim
N→∞
P++N (r) = 1 +
∞∑
K=1
∫
−∞<S1<···<S2K<∞
K∏
k=1
 1
2
√
S22k−1 + 4r2
1 + S2k−1√
S22k−1 + 4r2

exp
(
−
K∑
k=1
∫ S2k
S2k−1
[√
s2 + 4r2
r2
− 1√
s2 + 4r2
]
ds
)
K∏
k=1
[
− 1
2
√
S22k + 4r
2
(
1− S2k√
S22k + 4r
2
)]
dS1 · · · dS2n
= 1 +
∞∑
K=1
(−1)K
∫
−∞<x1<···<x2K<∞
K∏
k=1
(
1
[1 + exp(−2x2k−1)][1 + exp(2x2k)]
)
exp
(
−
K∑
k=1
∫ x2k
x2k−1
[4 cosh2(x)− 1] dx
)
dx1 · · · dx2K ,
(4.90)
where we made the change of variables Sk = 2r sinh(xk), which is useful, as we have
also mentioned before. Let us comment on where the r-dependence went. In fact the
limits of integration for S1 and S2K should be −r2N1/2 < S1 and S2K < (1− r2)N1/2.
Since the exponentials are negative (and growing in magnitude), the integrand is
converging rapidly. Therefore, we can replace the limits of integration, by allowing
integrals over all space, with a correction due to the tails of the integrals which are
exponentially small. Then the substitution we have made from Sk to xk eliminates
the r dependence, entirely. Finally, we mention that we can do the integral in the
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exponential to simplify the formula, a bit:
lim
N→∞
P++N (r)
= 1+
∞∑
K=1
(−1)K
∫
−∞<x1<···<x2K<∞
exp
(
K∑
k=1
[− ln (1 + e−2x2k−1)+ sinh(2x2k−1)− x2k−1])
exp
(
−
K∑
k=1
[
ln
(
1 + e2x2k
)
+ sinh(2x2k)− x2k
])
dx1 · · · dx2K
= 1 +
∞∑
K=1
(−1)K
·
∫
−∞<x1<···<x2K<∞
e−
∑K
k=1(ln[cosh(x2k−1)]+ln[cosh(x2k)]+sinh(2x2k)−sinh(2x2k−1)) dx1 · · · dx2K .
(4.91)
Again, note that this is rapidly decreasing as x1 → −∞ or x2K → ∞. To get
the analogous terms P+−N (r), P−+N (r) and P−−N (r), we can just alter this formula
essentially by taking x1 → −∞ or x2K → ∞ or both. (This is not entirely correct
because we lose terms corresponding to the density for crossing, but morally it is still
correct because the terms remaining are certainly going to 0.) Therefore
lim
N→∞
PN(r) = lim
N→∞
P++N (r) . (4.92)
Since we know that limN→∞R(1)N (r) must equal pi−1 on the disk (for instance because
the area of the disk is 1) this leaves the calculation to show that
1+
∞∑
K=1
(−1)K
∫
−∞<x1<···<x2K<∞
e−
∑K
k=1(ln[cosh(x2k−1)]+ln[cosh(x2k)]+sinh(2x2k)−sinh(2x2k−1))dx1 · · · dx2K
?
=
√
2pi
e
. (4.93)
At this time we cannot see a direct method to prove this, but we hope to explore it
in a later paper.
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4.7 Summary and Outlook
We have considered the complex Ginibre ensemble. We consider the problem of
calculating the mixed matrix moments to be a nice pedagogical problem. It may be
used to illustrate the method of using concentration of measure to derive nonlinear
recursion relations. This method is particularly important in spin glass theory, where
it led to the Ghirlanda-Guerra identities, which are critical to those models.
The most natural connection between spin glasses and random matrices are the
spherical spin glasses of [Kosterlitz et al., 1976] and [Crisanti and Sommers, 1995].
This has been studied vigorously with very detailed results. See for example [Auffinger
et al., 2013]. The relation we have drawn between the overlaps in spin glasses and
the moments in random matrix theory is mainly illustrative, to suggest the central
role of concentration-of-measure (COM). In addition to spin glass theory and random
matrix theory, the idea of using COM to derive low-dimensional nonlinear equations
to replace linear equations in high dimensions is helpful in a variety of contexts
[Chatterjee and Kirkpatrick, 2012].
The mixed matrix moments for the complex Ginibre ensemble are particularly nice
moments to consider because the combinatorics are as simple as possible. (Indeed it
is somewhat simpler than the usual Catalan numbers that arise in the GUE/GOE
moments or the bipartite Catalan numbers that arise in the Marcˇenko-Pastur law.)
Also, they are not as well-studied as the other moments for the classical Gaussian
matrix ensembles, but they are still well-studied. However, an interesting facet which
has not been exhaustively studied is their relation to the overlap functions defined by
Chalker and Mehlig.
Chalker and Mehlig’s papers are extremely interesting and introduce what cer-
tainly seems like a key object in random matrix theory that has not been taken up
sufficiently yet by mathematicians. It is recognized as a key result by theoretical and
mathematical physicists. See, for instance, the recent paper [Burda et al., 2014].
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Chalker and Mehlig did not consider the application of calculating the mixed ma-
trix moments from their overlap functions. Indeed, since the mixed matrix moments
are already known, the reverse problem seems more reasonable, but it would probably
be very difficult to calculate the overlap functions just from the mixed matrix mo-
ments. However, what is true is that, if one takes Chalker and Mehlig’s formula for
the bulk overlap functions, then the mixed matrix moments do place some constraints
on the edge behavior, as we have shown.
We have proposed a possible method for calculating O(2)N (z1, z2), asymptotically,
but we have not carried out this suggestion. We did illustrate it by re-deriving R(1)N (z)
by treating the second-order recursion formula as an adiabatic matrix evolution prob-
lem.
Now we would like to suggest another interesting direction for further study. Fy-
odorov and Mehlig, and Fyodorov and Sommers, calculated two very interesting ex-
amples of non-Hermitian random matrices for which they obtained exact expressions
for the overlap functions [Fyodorov and Mehlig, 2002; Fyodorov and Sommers, 2003].
They did not yet calculate the mixed matrix moments for these random variables.
It would be an ideal problem to do so, and check the formulas linking the overlap
functions and the mixed matrix moments.
In a private communication with Shannon Starr, Fyodorov has explained that the
eigenfunction non-orthogonality in the systems considered in [Fyodorov and Mehlig,
2002; Fyodorov and Sommers, 2003] has physical relevance. The overlap was shown
by Fyodorov and Savin to give the resonance shift if one perturbs a scattering system
[Fyodorov and Savin, 2012]. This was even experimentally verified recently [Gros
et al., 2014].
Finally, the first two overlap functions only help with calculating mixed matrix
moments of the Ginibre ensemble of the form tr[Ap(A∗)p] for p = 1, 2, . . . . In order
to calculate mixed matrix moments for more than two factors one needs higher order
overlap functions. Given the difficulty to calculate the first two, this is a formidable
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problem, but it might be a reasonable exact calculation for the matrix ensembles
considered by Fyodorov and his collaborators.
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5 Mallows Random Permutations
5.1 A q-Stirling’s Formula
Before we say anything about a q-deformed Stirling’s formula, recall that Stirling’s
formula says that
n! ∼
√
2pin
nn
en
This is an asymptotic formula. We use the ∼ symbol to denote that
lim
n→∞
n!√
2pinn
n
en
= 1
It is worthwhile to note that this formula can be proved using the Euler Maclaurin
formula discussed in chapter 2.
For fixed 0 < q < 1, we define
[n]q =
1− qn
1− q
We can then define a q-deformed factorial as
[n]q! = [n]q[n− 1]q . . . [1]q =
n∏
k=1
1− qk
1− q
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For notational convenience, we will denote [n]q by [n] and [n]q! as [n]!, suppressing the
dependence on q. In a work in progress with Shannon Starr, we require a Stirling type
formula (or asymptotic formula) for [n]!. A similar formula was first proved by Moak
[Moak, 1984]. At the time this formula was proved, we were unaware of his work.
As our methods and approximation are slightly different, we include our verison and
proof of the q-Stirling formula here.
Theorem 5.1.1. For β ∈ R, let q = exp(−β/n). Let [n]! denote [n]q! for this
particular q. Then we have
ln
(
[n]!
n!
)
= n
∫ 1
0
ln
(
1− e−βy
βy
)
dy +
β
2
+
1
2
ln
(
1− e−β
β
)
+Rn(β)
where Rn(β) is a remainder term and Rn(β)→ 0 as n→∞.
Proof. First consider
ln
(
[n]!
n!
)
As mentioned previously, we want q to be going to 1 as n→∞, so we are looking at
q = e−
β
n for fixed β. Notice that
ln
(
[n]!
n!
)
=
n∑
k=1
ln
(
1− qk
(1− q)k
)
To approximate this sum, we use the Euler-MacLaurin approach and compare the
sum to
∫ n
1
ln
(
1− qx
(1− q)x
)
dx
For ease of notation, let
f(x) = ln
(
1− qx
(1− q)x
)
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In order to make this comparison, we will first compare 1
2
f(k + 1) + 1
2
f(k) to
∫ k+1
k
f(x)dx
and then sum over the k’s. Using the fundamental theorem of calculus, we know that
f(k)+f(k+1)
2
is equal to
∫ k+1
k
d
dx
[
(x− k − 1
2
)(f(x))
]
dx (5.1)
Evaluating the derivative in the integrand of 5.1 gives
∫ k+1
k
f(x) +
(
x− k − 1
2
)
f ′(x) dx (5.2)
This can be broken up into two integrals,
∫ k+1
k
f(x) dx+
∫ k+1
k
(
x− k − 1
2
)
f ′(x) dx
where the first integral is exactly what we wanted to compare to and the second
integral is an error term. Consider now only this error term
∫ k+1
k
(
x− k − 1
2
)
f ′(x) dx (5.3)
Notice that ∫ k+1
k
(
x− k − 1
2
)
dx = 0
so we can add or subtract any constant from f ′(x) without changing the value of the
integral. Using this fact, 5.3 can be written as
∫ k+1
k
(
x− k − 1
2
)
[f ′(x)− f ′(0)] dx
Since this equation is true for any 1 ≤ k ≤ n− 1, we can simplify this and let k = 0
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and k + 1 = 1, which gives
∫ 1
0
(
x− 1
2
)
[f ′(x)− f ′(0)] dx (5.4)
This substitution will not cause any problems, because we can always replace f(x)
by f(x+ k) later. Since f ′(x)− f ′(0) can be rewritten as
∫ x
0
f ′′(y) dy
we can write 5.4 as the double integral
∫ 1
0
∫ x
0
(
x− 1
2
)
f ′′(y) dy dx
Switching the order of integration gives
∫ 1
0
∫ 1
y
(
x− 1
2
)
f ′′(y) dx dy
After integrating with respect to x we are left with
1
2
∫ 1
0
y(1− y)f ′′(y) dy
Using this combined with 5.2, we have shown that
1
2
f(0) +
1
2
f(1) =
∫ 1
0
f(x) dx+
∫ 1
0
x(1− x)f ′′(x) dx
At this point we can return our attention to the original problem, in which we need
to sum up all of these integrals.
n∑
k=1
f(k) =
1
2
f(n)− 1
2
f(1) +
n−1∑
k=1
1
2
(f(k) + f(k + 1)) (5.5)
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From the previous calculation,
n∑
k=1
1
2
(f(k) + f(k + 1)) =
∫ n
1
f(x) dx+
n∑
k=1
∫ 1
0
x(1− x)f ′′(k + x) dx
Since we can move the summation inside the integral, we now turn our attention to
f ′′(x) to see if this sum will converge. Calculating f ′′(x) gives
−(ln(q))2qx
(1− qx)2 +
1
x2
Substituting e−
β
n for q gives
−β2e−βxn
n2(1− e−βxn )2
+
1
x2
Multiplying top and bottom of the first fraction by e
βx
n
−β2
n2(e
βx
2n − e−βx2n )2
+
1
x2
Noticing that the bottom of the first fraction is equal to (2n sinh(βx
2n
))2 leaves
−β2
4n2 sinh2(βx
2n
)
+
1
x2
This term will converge pointwise to 0 by the dominated convergence theorem as
β
n
→ 0. Going back to (5.5) gives
ln
(
[n]!
n!
)
∼ 1
2
f(n) +
∫ n
1
f(x)dx+
1
2
n−1∑
k=1
∫ 1
0
x(1− x)f ′′(k + x)dx
where this last term will converge in the limit.
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If we take q = exp(−β/n) for some β ∈ R, then we obtain
ln
(
[n]!
n!
) ∣∣∣
q=e−β/n
=
1
2
ln
(
1− e−β
(1− e−β/n)n
)
+
∫ n
1
ln
(
1− e−βx/n
(1− e−β/n)x
)
dx
+
1
2
∫ 1
0
x(1− x)
n−1∑
k=1
[
1
(k + x)2
− β
2
4n2 sinh2(β[k + x]/n)
]
dx .
We can rewrite this as
ln
(
[n]!
n!
) ∣∣∣
q=e−β/n
= nA(β) +B(β) +Rn(β) ,
where A(β) and B(β) do not depend on n and Rn(β) is a “small” remainder term,
which vanishes for β fixed in the limit n→∞. More precisely,
A(β) =
1
n
∫ n
0
ln
(
1− e−βx/n
βx/n
)
dx ,
which can be seen to be independent of n, by making a change of variables, x = ny
so that dx = ndy:
A(β) =
∫ 1
0
ln
(
1− e−βy
βy
)
dy .
We can write
B(β) =
β
2
+
1
2
ln
(
1− e−β
β
)
.
We throw all of the error terms we accumulated into the last term. It is convenient
to break it into three parts:
Rn(β) = R
(1)
n (β) +R
(2)
n (β) +R
(3)
n (β) ,
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where
R(1)n (β) =
1
2
∫ 1
0
x(1− x)
n−1∑
k=1
[
1
(k + x)2
− β
2
4n2 sinh2(β[k + x]/n)
]
dx ,
R(2)n (β) =
∫ n
1
ln
(
1− e−βx/n
(1− e−β/n)x
)
dx− nA(β)− β
2
,
R(3)n (β) =
1
2
ln
(
1− e−β
(1− e−β/n)n
)
− 1
2
ln
(
1− e−β
β
)
.
At this point, the proof of our theorem is complete, provided that we prove the
following lemma.
Lemma 5.1.1. For β ∈ R fixed, we have
R(1)n (β) , R
(2)
n (β) , R
(3)
n (β) → 0 ,
as n→∞.
Proof. We immediately know that R
(1)
n (β) converges to 0, as n→∞, since
R(1)n (β) =
1
2
∫ 1
0
x(1− x)
n−1∑
k=1
[
1
(k + x)2
− β
2
4n2 sinh2(β[k + x]/n)
]
dx ,
and we may use the dominated convergence theorem.
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For the next term, we notice
R(2)n (β) =
∫ n
1
ln
(
1− e−βx/n
(1− e−β/n)x
)
dx− nA(β)− β
2
= n ln
(
β/n
1− e−β/n
)
− β
2
−
∫ 1
0
ln
(
1− e−βx/n
βx/n
)
dx
= −n ln
(
1− e−β/n
β/n
)
− β
2
−
∫ 1
0
ln
(
1− e−βx/n
βx/n
)
dx
= −n ln
(
1− e−β/n
β/n
· eβ/2n
)
−
∫ 1
0
ln
(
1− e−βx/n
βx/n
)
dx
= −n ln
(
2n
β
sinh
(
β
2n
))
−
∫ 1
0
ln
(
1− e−βx/n
βx/n
)
dx .
We know that the integrand converges to ln(1) = 0 pointwise, so that the integral
converges to 0 by DCT. For the other term, we know that
2n
β
sinh
(
β
2n
)
→ 1 ,
as n→∞. Moreover, we have the Taylor expansion
sinh(x) = x+
x3
3!
+
x5
5!
+ · · ·+ x
2n+1
(2n+ 1)!
+ . . . ,
which means that
sinh(x)
x
= 1 +
x2
6
+ . . . .
This gives
2n
β
sinh
(
β
2n
)
= 1 +
β2
24n2
+ . . . = 1 +O(n−2) , as n→∞,
where O(n−2) means that there is a function (which depends on β as well as n) which
may be bounded by a finite constant C (which is a function C(β) depending on β)
95
times n−2 for sufficiently large values of n. This means
ln
(
2n
β
sinh
(
β
2n
))
= O(n−2) , as n→∞,
since ln(1 + x) = x+O(x2), as x→ 0. Then
−n ln
(
2n
β
sinh
(
β
2n
))
= O(n−1) , as n→∞,
which means in particular that it converges to 0 as n → ∞, (since 1/n does). We
have seen that R
(2)
n (β) does indeed converges to 0 as n→∞.
Finally, we have
R(3)n (β) =
1
2
ln
(
1− e−β
(1− e−β/n)n
)
− 1
2
ln
(
1− e−β
β
)
=
1
2
ln
(
β
(1− e−β/n)n
)
= −1
2
ln
(
1− e−β/n
β/n
)
.
We know that
1− e−β/n
β/n
→ 1 ,
as n→∞. Therefore, the logarithm converges to 0.
5.2 The Mallows Measure
Given a permutation of n numbers pi ∈ Sn, we define the inversion number Inv(pi) to
be
Inv(pi) = #{(i, j) : i < j and pi(i) > pi(j)}
96
For each q ∈ (0, 1), the Mallows measure [Mallows, 1957] is defined by
µn,q(pi) =
qInv(pi)
Zn,q
where Zn,q is a normalization constant given by
Zn,q =
∑
pi∈Sn
qInv(pi) =
n∏
k=1
1− qk
1− q = [n]q!
where [n]q! is as stated in the previous chapter. The measure is related to the Iwahori-
Hecke algebra as shown by Diaconis and Ram [Diaconis et al., 2000]. Note that
for q = 1, the Mallows measure is just the uniform measure on Sn, with all n!
permutations equally likely.
5.3 Fisher-Yates Algorithm
The Fisher-Yates algorithm is a method of obtaining a uniform random permutation
from a finite set. The algorithm was first introduced by Fisher and Yates in [Fisher
et al., 1949]. Their original introduction of the algorithm was as a ”paper and pencil”
type algorithm for generating a random permutation of n numbers by hand. The
algorithm was first presented as a computer algorithm by Durstenfeld [Durstenfeld,
1964] and became more widely known in a work by Knuth [Knuth, 2014].
The algorithm consists of the following four steps:
Fisher Yates Algorithm.
1) Set a counting variable j to be equal to 1. Let n denote the length of the desired
sequence. We will let L be a sequence which holds our permutation. We will begin by
letting L = (1).
2) Let m = i + 1. Pick an integer uniformly at random between 1 and m. Call this
integer k.
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3) If k = m, then append k to the end of the list L. Otherwise, insert m into L at
position k.
4) Increase i by 1. If i < n, then return to step 2. Otherwise, the algorithm is
complete.
To see this algorithm in action, we will do an example for n = 4. To begin with,
i = 1 and L = (1). To generate our random integers for this example, we used the
Python generator random.randint().
Iteration 1
1) i = 1 and L = 1.
2) Since m = i + 1, m = 2. Generating a random integer between 1 and 2, we get
k = 2.
3) Since k = m, we append k to the end of L, giving L = (1, 2).
4) We increase i to 2, and since i < n, we go back to step 2 for another iteration.
Iteration 2
2) i = 2, so m = 3. Generating a random number between 1 and 3, we get k = 2.
3) Since k < m, we insert m into position k in the list. This gives L = (1, 3, 2).
4) Increasing i by 1, we have i = 3, which is still less than n, so we go on for another
iteration.
Iteration 3
2) i = 3, m = 4.
3) We generate a random number between 1 and 4 and get k = 3. Since k < m, we
insert 4 into position 3, which gives L = (1, 3, 4, 2).
4) Once we increase i by 1, we notice that i = 4, and so the algorithm terminates.
We end up with L = (1, 3, 4, 2) as our random permutation. A Python code for
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performing this algorithm on a computer is given in the appendix.
As mentioned, this algorithm shuffles the numbers (1, . . . , n) uniformly, so that each
permutation is equally likely. Since we are trying to simulate a Mallows random
permutation, we have adapted this algorithm to return a permutation distributed
according to the Mallows measure.
Fisher Yates Algorithm for a Mallows Permutation.
For a permutation of length n, with Mallows parameter q, we have the following al-
gorithm to generate a Mallows distributed random permutation.
1) Begin with i = 1 and L = (1).
2) Let m = i + 1 and let k be a random integer distributed according to a geometric
distribution with probability p = 1− q.
3) Let j = 1 + ((k − 1)%m), where by %m, we mean modulo m.
4) If j = 1, append m to the end of the list L. Otherwise, insert m into L at position
m+ 1− j.
5) Increment i by 1. If i < n, go back to step 2. Otherwise, the algorithm terminates.
We will not go through an example here, as this algorithm runs very similarly to
the uniform Fisher Yates algorithm. Since it may not be obvious, we will prove why
this modified algorithm generates a random permutation distributed according to the
Mallows measure.
Theorem 5.3.1. The modified Fisher Yates algorithm stated above does give a per-
mutation distributed according to the Mallows measure.
Proof. Recall that the Mallows measure is given by
Pn,q(pi) =
qInv(pi)
Zn,q
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where
Zn,q =
n∏
k=1
1− qk
1− q
We will prove the theorem by induction. We will start with the case n = 2. In
this case, the only possible permutations are (1, 2) and (2, 1). Based on the Mallows
measure,
P {(1, 2)} = 1− q
1− q2
and
P {(2, 1)} = q(1− q)
1− q2
Consider our algorithm. We always start with (1). In this case, we will either be
adding 2 at the end of the permutation, or we will be inserting 2 into slot 1, giving
us (2, 1). Given the algorithm above, if j = 1, then we will get (1, 2) and if j = 2 we
have (2, 1). j = 1 only if k = 1, 3, 5, .... Using the fact that k is a geometric random
variable, we have
P {(1, 2)} = P{j = 1} = P{k is odd}
=
∞∑
i=0
(1− q)q2i
=
1− q
1− q2
as desired. On the other hand
P{(2, 1)} = P{j = 2} = P{k is even}
=
∞∑
i=0
(1− q)q2k+1
=
q(1− q)
1− q2
This completes the proof of the base case.
For the inductive step, suppose that for a permutation of length n, the algorithm
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does in fact give a permutation distributed according to the Mallows measure. In
other words, letting pi be a permutation of length n, we know that
Pn,q(pi) =
qInv(pi)∏n
k=1
1−qk
1−q
Suppose now that pi′ is the same permutation as pi, except with the element n + 1
added in via the algorithm given. We need to prove that
Pn+1(pi) =
qInv(pi)qInvn+1(pi
′)∏n+1
k=1
1−qk
1−q
where Invn+1(pi
′) denotes the number of inversions caused by the element n+ 1. We
can assume that we have run our algorithm successfully up until n and just need
to perform the last step of the algorithm to add in n + 1. In this case, i = n and
m = n+ 1. If j = 1, we know that adding in n+ 1 will cause no additional inversions,
so qInvn+1(pi
′) = 1. j = 1 only if k− 1 is a multiple of n+ 1. Using the fact that k is a
geometric variable, we have
P{j = 1} = P{(k − 1)%(n+ 1) = 0}
=
∞∑
i=0
qi(n+1)(1− q) = 1− q
1− qn+1
This implies that
Pn+1(pi′) =
qInv(pi)∏n+1
k=1
1−qk
1−q
as desired (since adding in the last point did not cause any additional inversions).
Now suppose that j = 2. This implies that (k − 1)%(n + 1) = 1. This will occur
only if k = `(n+ 1) + 1 for some integer `. If j = 2, then Invn+1(pi
′) = 1, since n+ 1
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will only cause an inversion with an element in the nth position. We have
P{j = 2} =
∞∑
i=0
qi(n+1)+1(1− q) = q(1− q)
1− qn+1
and in this case, we have
Pn+1(pi) =
qInv(pi)q∏n+1
k=1
1−qk
1−q
as desired.
This pattern will continue in general. Suppose that adding in n + 1 causes I
inversions. Then, we know that it must have been added in at position n+1−I. From
the algorithm, this means that j = I + 1. This will occur only if (k− 1)%(n+ 1) = I.
In this case
P{j = I + 1} =
∞∑
i=0
qi(n+1)+I(1− q) = q
I(1− q)
1− qn+1
From this, we have
Pn+1(pi′) =
qInv(pi)qI∏n+1
k=1
1−qk
1−q
which completes the proof.
5.4 Length of the Longest Increasing Subsequence
Consider a permutation pi ∈ Sn. An increasing subsequence i1, i2, . . . , ik of a permuta-
tion i 7→ pi(i) is a subsequence such that i1 < · · · < ik and pi(i1) < pi(i2) < · · · < pi(ik).
We will be concerned with determining the length of the longest increasing subse-
quence in a given permutation. Denote the length of the longest increasing subse-
quence of pi by `(pi).
The following example is due to [Aldous and Diaconis, 1995]. Consider the per-
mutation given by
7 2 8 1 3 4 10 6 9 5
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where pi(1) = 4, pi(2) = 2, pi(3) = 5, etc. Then a longest increasing subsequence is
given by
1 3 4 6 9
In this case `(pi) = 5.
Notice that the longest increasing subsequence is not necessarily unique.
2 3 4 6 9
is also an increasing subsequence of length 5. The longest increasing subsequence
problem goes back to Ulam [Ulam, 1961]. Ulam asked what is the distribution of the
length of the longest monotone (increasing or decreasing) subsequence of a uniform
random permutation. While we will not go into the history here, a detailed account
of Ulam’s problem and Monte Carlo methods can be found in [Hammersley, 1972].
Quite a bit of progress has been made concerning the distribution of the length
of the longest increasing subsequence, provided that the permutation is uniformly
distributed. Hammersley [Hammersley, 1972] showed that E`(pi) ∼ c√n, where n is
the length of the permutation and c is a constant. Vershik and Kerov [Vershik and
Kerov, 1977] and Logan and Shepp [Logan and Shepp, 1977] proved that the constant
c is equal to 2. Their methods of proof relied on hard analysis of the asymptotics of
Young tableau. Aldous and Diaconis [Aldous and Diaconis, 1999] give an interacting
particle process argument for c = 2. In addition, Baik, Deift, and Johansson [Baik
et al., 1999] showed that the fluctuations of the length of the longest increasing
subsequence for a uniform permutation are Tracy-Widom, on the order of n1/6. More
specifically, they show that
`n − 2
√
n
n1/6
d−→ χ
where χ is a random variable with Tracy Widom distribution. The distribution
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function for the Tracy Widom distribution is
F (t) = exp
(
−
∫ ∞
t
(x− t)u2(x)dx
)
where u(x) is the solution of the Painleve´ equation
uxx = 2u
3 + xu
See [Baik et al., 1999] for more background on the Tracy Widom distribution.
Much less is known about the distribution of the length of the longest increasing
subsequence of a random permutation distributed according to the Mallows measure.
In [Mueller and Starr, 2013], Mueller and Starr proved a weak law of large numbers
result analogous to the Vershik-Kerov and Logan-Shepp results for the uniform case.
To continue this work, we would like to bound the fluctuations of the length of the
longest increasing subsequence of a Mallows permutation. As a first step in this
direction, we use the modified Fisher-Yates algorithm to generate a random Mallows
permutation, then use an algorithm called patience sorting to compute the length of
the longest increasing subsequence of the generated permutation.
5.5 Patience Sorting
The presentation of patience sorting that we describe here follows the algorithm as
given by Aldous and Diaconis in [Aldous and Diaconis, 1999]. Patience sorting is a
type of one person card game. Imagine that we have a deck of cards with the numbers
1, . . . , n on them. We shuffle the deck thoroughly, and put the cards in a pile face
down. We turn the cards face up one at a time and put them into a pile according
to the following rule:
A low card may be placed on top of a higher card (i.e. a 2 on top of a 7), but a higher
card must be placed into a new pile to the right of the current piles.
104
The object of the ”game” is to finish with the fewest piles.
As a short example, let suppose that we have a pile of cards labeled 1, . . . , 6.
Let us shuffle them (uniformly at random) and suppose that we end up with the
permutation
4 1 3 2 6 5
with the 4 on the top of the deck, and the 5 on the bottom. To begin the patience
sorting algorithm, we start with the card 4, which will be the beginning of our first
pile. The next card that we draw is a 1. Since this is less than 4, it can go on top of
the four in the first pile, so that our piles look like
1
4
Next we draw a 3. Since this is larger than 1, it cannot go to the top of the pile, it
must start a new pile. Now we have
1 3
4
We next add the 2 to the top of the second pile, since 2 > 3.
1 2
4 3
Adding in 6 requires us to make a new pile
1 2 6
4 3
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We can then place the last card, 5, on top of the third pile giving us
1 2 5
4 3 6
Notice that we end up with 3 piles. Notice also that the length of the longest increasing
subsequence of the permutation is 3. Once such subsequence is
1 3 6
and there are several more, but none of length more than 3. It turns out that this is
not a coincidence. The following theorem is due to Aldous and Diaconis [Aldous and
Diaconis, 1999]
Theorem 5.5.1. With a given deck pi, patience sorting played with the greedy strategy
ends with exactly `(pi) piles. In addition, the game played with any legal strategy ends
with at least `(pi) piles.
Proof. Suppose that we have cards a1 < a2 < · · · < ak an increasing subsequence
in our pile. Then under any legal strategy, each ai must be placed in a stack to the
right of ai−1, since any card placed on top of ai−1 must be less than the value on ai−1.
This implies that the final number of piles must be at least k, and since this is the
length of an arbitrary increasing subsequence, the number of piles must be at least
`(pi). Furthermore, suppose we choose the greedy strategy, where we only start a new
pile if we are forced to. Suppose each time we put a card a into any pile other than
the first pile, we place a pointer from that card to the card on the top of the pile
immediately to the left. Notice that this card will always be less than our current
card. At the end of the game, if we follow the pointers backward from the top card
on the last pile, we will have an increasing subsequence whose length is the number
of piles.
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Figure 5.1: Length of the longest increasing subsequence of a uniform permutation of length 10, 000
Using this theorem and the patience sorting algorithm, it is possible to have a
computer compute the longest increasing subsequence of a Mallows permutation.
The Python code for such a program is included in the appendix. The following
figures show a histogram for the length of the longest increasing subsequence of a
permutation of length n = 10, 000, run 200 times under the uniform distrubution and
the Mallows distribution for varying values of q.
Unfortunately, we were unable to get too much useful information out of our
simulations due to the fact that we did not have enough computing power to run
the algorithm for big enough permutations. We computed statistics (mean, variance,
skewness, kurtosis) for our permutations in hopes of matching the experimental data
to what was expected for a type of Tracy Widom distribution, but the results were
inconclusive.
5.6 Four Square Problem
We would now like to give an idea as to how the q-Stirling’s formula arises in the
problem of bounding the fluctuations of the length of the longest increasing subse-
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Figure 5.2: Length of the longest increasing subsequence of a Mallows permutation of length 10, 000
with q = 0.99
Figure 5.3: Length of the longest increasing subsequence of a Mallows permutation of length 10, 000
with q = 0.88
108
R11
R21
R12
R22
Figure 5.4: An example of a decomposition of [0, 1]2 into four rectangles R11, R12, R21, R22.
quence in a Mallows random permutation. This work is ongoing, but an important
step is discussed in this section. A random permutation (Mallows or otherwise), can
be viewed as a set of points in a rectangle, in the following way:
Consider n points (xi, yi) in the rectangle [0, 1]× [0, 1] in R2 with all coordinates
distinct. The set of points specifies a permutation pi ∈ Sn by the rule: ”The point with
the ith smallest y coordinate has the pi(i)th smallest x-coordinate”. Hence, given a
set of points in a box, we can obtain a permutation from these points. Depending on
how the points are distributed in the box, we can obtain permutations with different
distributions. As an example, if the points are uniformly distributed in the box, we
obtain a uniform random permutation.
To begin to bound the fluctuation of a Mallows random permutation, we assume
that we have n points in the unit square distributed so that they give a Mallows ran-
dom permutation. We then divide the square into a large number of small subsquares.
If the size of each subsquare is small enough, the points in the subsquare will be ap-
proximately uniformly distributed. We then hope to couple our model to a model of
Deuschel and Zeitouni [Deuschel and Zeitouni, 1999] to bound the fluctuations.
This argument will not be presented here. For now, we will simply look at the di-
vision of the unit square into four subrectangles to illustrate the use of the q-Stirling’s
formula. Suppose that we divide the unit square into four rectanges, which we refer
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to as R11, R12, R21, R22. See figure 5.4. Assuming that we have n total points in the
square, let n11 denote the number of points in R11, n12 denote the number of points in
R12, and so on. We then have n11 + n12 + n21 + n22 = n. Denote the area of rectange
Rij as pij. Consider the distribution of the points (x1, y1), (x2, y2), . . . , (xn, yn) in the
square. If the points are distributed uniformly (i.e. if q = 1), then the probability of
the event
∩ni,j=1{#{k : (Xk, Yk) ∈ Rij = nij}}
is given by the usual multinomial formula
n!
n11!n12!n21!n22!
pn1111 p
n12
12 p
n21
21 p
n22
22 (5.6)
For 0 < q < 1 and q 6= 1 (in other words, a Mallows random permutation), the correct
probability is obtained by multiplying the above expression by the factor
qn12n21
[n11 + n12]![n11 + n21]![n12 + n22]![n21 + n22]!
(n11 + n12)!(n11 + n21)!(n12 + n22)!(n21 + n22)!
· (n11)!(n12)!(n21)!(n22)!
[n11]![n12]![n21]![n22]!
· n!
[n]!
.
(5.7)
where [a]! denotes the q factorial as defined earlier. Combining 5.6 and 5.7 and using
the notation {n}! := [n]!/n!, we have
P
(∩ni,j=1{#{k : (Xk, Yk) ∈ Rij = nij}) =
n!∏2
i,j=1(nij)!
(
2∏
i,j=1
p
nij
ij
)
{n11 + n12}!{n11 + n21}!{n12 + n22}!{n21 + n22}!
{n11}!{n12}!{n21}!{n22}!{n11 + n12 + n21 + n22}! q
n21n12
(5.8)
This formula is somewhat involved, but it is explicit. By applying the q-Stirling’s
formula, we can obtain the exact asymptotics for the probability distribution in the
limit n→∞, with q = e−β/n.
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Recall that Stirling’s formula says that
n! ∼ en lnn−n
√
2pin
and the q-Stirling’s formula states that for q = e−β/n,
ln
(
[n]!
n!
)
= nA(β) +B(β) +Rn(β)
where
A(β) =
∫ 1
0
ln
(
1− e−βx
βx
)
dx
B(β) =
β
2
+
1
2
ln
(
1− e−βx
βx
)
and Rn(β) is a remainder term which goes to zero as n → ∞. Before we can apply
these asymptotics to equation 5.8, we need a preliminary lemma.
Lemma 5.6.1. For q = e−β/n,
ln({nij}!) = nijA
(nij
n
β
)
+B
(nij
n
β
)
+Rnij
(nij
n
β
)
This lemma is easily proved using the q-Stirling’s formula and rewriting q as
q = e−β
′/nij , where β′ = nijβ
n
.
To break down the asymptotics of 5.8 a bit, let
Wq =
{n11 + n12}!{n11 + n21}!{n12 + n22}!{n21 + n22}!
{n11}!{n12}!{n21}!{n22}!{n11 + n12 + n21 + n22}! q
n21n12
In addition, let νij =
nij
n
. For this analysis, we will assume that all νij are order 1,
so that we are not letting any of the squares be too small. If this is the case, we can
make the approximation
ln{nij}! ≈ nνijA(βvij)
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Using this assumption, we have the following lemma
Lemma 5.6.2. For ν11, ν12, ν21, ν22 > 0, we have
lim
n→∞
1
n
ln(Wq) = −βν12ν21 + (ν11 + ν12)A(β[ν11 + ν12]) + (ν11 + ν21)A(β[ν11 + ν21])
+ (ν12 + ν22)A(β[ν12 + ν22]) + (ν21 + ν22)A(β[ν21 + ν22])
− ν11A(βν11)− ν12A(βν12)− ν21A(βν21)− ν22A(βν22)− A(β) (5.9)
Proof. By definition,
lim
n→∞
1
n
ln(Wq)
= lim
n→∞
1
n
ln
(
qν12nν21n
{ν11n+ ν12n}!{ν11n+ ν21n}!{ν12n+ ν22n}!{ν21n+ ν22n}!
{ν11n}!{ν12n}!{ν21n}!{ν22}!{ν11n+ ν12n+ ν21n+ ν22n}!
)
Using the q-Stirling formula and the previous lemma, we get
= lim
n→∞
1
n
(ln (qν12nν21n)+(ν11n+ν12n)A(β(ν11+ν12))+· · ·+(ν21n+ν22n)A(β(ν21+ν22))
− ν11nA(βν11)− ν12nA(βν12)− ν21nA(βnu21)− ν22nA(βν22)
− (ν11n+ ν12n+ ν21n+ ν22n)A(β(ν11 + ν12 + ν21 + ν22))) (5.10)
Distributing the n and taking the limit immediately gives us what we need except for
the first and last terms. Consider just
lim
n→∞
ln(qν12nν21n)
Since q = e−β/n, this is
= lim
n→∞
1
n
e−β(ν12nν21)
=
1
n
(−βν12nν21) = −βν12ν21
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This gives us the first term in our lemma. The last term is equal to
lim
n→∞
1
n
(ν11n+ ν12n+ ν21n+ ν22n)A(β(ν11 + ν12 + ν21 + ν22))
= lim
n→∞
(ν11 + ν12 + ν21 + ν22)A(β(ν11 + ν12 + ν21 + ν22))
= A(β)
since
∑2
i,j=1 νij = 1. Putting all terms together proves the lemma.
It is worth noting that the asymptotics for
1
n
lnWq
given by this lemma give us an equation analogous (and very similar) to equation (6)
in [Starr and Walters, 2015].
Combining these asymptotics with the asymptotics for
n!∏2
i,j=1(nij)!
(
2∏
i,j=1
p
nij
ij
)
gives
P
(∩ni,j=1{#{k : (Xk, Yk) ∈ Rij = nij}) = √2pin∏2
i,j=1
√
2pinij
eA˜ (5.11)
where
A˜ = n(ln(n)−
n∑
i,j=1
νij ln(nij)
− βν12ν21 + (ν11 + ν12)A(β[ν11 + ν12]) + (ν11 + ν21)A(β[ν11 + ν21])
+ (ν12 + ν22)A(β[ν12 + ν22]) + (ν21 + ν22)A(β[ν21 + ν22])
− ν11A(βν11)− ν12A(βν12)− ν21A(βν21)− ν22A(βν22) (5.12)
113
5.7 Conclusion and Outlook
As previously mentioned, the results in this section are preliminary steps toward
bounding the fluctuations of the length of the longest increasing subsequence of a
Mallows permutation. The next step is to use the approach of the four square problem
to solve a nine square problem. Once the asymptotics are computed for that problem,
we can generalize to a large number of small squares and obtain a local central limit
theorem for the counts on small subsquares. After that, we hope to couple our model
to the model of Deuschel and Zeitouni [Deuschel and Zeitouni, 1999] and then use
Talagrand’s isoperimetric inequality to bound the fluctuations. These results will
appear in a future work.
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A Python code: Simulating a
Mallows Random Permutation
’ ’ ’ ’
permutat ion . py
@author : Meg Walters
’ ’ ’
import numpy as np
import random
import math
import b i s e c t
import matp lo t l i b . pyplot at p l t
def p a t i e n c e s o r t ( l i s t ) :
#This f u n c t i o n c r e a t e s a mu l t id imens iona l array
#c o n t a i n i n g a l l o f the s t a c k s
#of the p a t i e n c e s o r t i n g a l gor i thm
#Input :
# l i s t : l i s t o f numbers to s o r t
#Output :
# l e n ( s t a c k s ) : r e t u r n s the numbers o f s t a c k s
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#
s t a ck s = [ ]
l e n s t a c k s =[ ] #v a r i a b l e to keep t r a c k o f number o f s t a c k s
for x in l i s t : #i t e r a t e through l i s t o f numbers
temp stack = [ x ] #put number in a temporary s t a c k
i = b i s e c t . b i s e c t l e f t ( s tacks , temp stack )
#determines where number shou ld be i n s e r t e d i f
# i t was to be i n s e r t e d in order
i f i != l en ( s t a ck s ) :
#i f number i s not l a r g e r then a l l numbers on top
#of s t a c k s
s t a ck s [ i ] . i n s e r t (0 , x ) #put number on a p p r o p r i a t e s t a c k
l e n s t a c k s . append ( l en ( s t a ck s ) ) #update l e n g t h v a r i a b l e
else :
s t a ck s . append ( temp stack ) #c r e a t e new s t a c k
l e n s t a c k s . append ( l en ( s t a ck s ) ) #update l e n g t h v a r i a b l e
def f i s h e r y a t e s ( l ength ) :
#uses f i s h e r y a t e s a l gor i thm to c r e a t e random permutat ion
#Input :
# l e n g t h : d e s i r e d l e n g t h o f permutat ion
#Output :
# L : random permutat ion
L=[1] #beg in wi th on ly 1 in the l i s t
for i in xrange ( length −1):
#i t e r a t e to c r e a t e a l i s t o f l e n g t h ’ l e n g t h ’
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m=i+2 #i n i t i a l i z e / update m
k=random . rand int (1 ,m)
#genera te a random i n t e g e r between 1 and m.
i f k==m:
L . append (m) #append m to the end o f the l i s t
else :
L . i n s e r t (k−1,m) #i n s e r t m in k−1 p l a c e in l i s t
return L #return random permutat ion
def mallows ( length , q ) :
#uses the mallows measure to c r e a t e a permuta t io in
#Input :
# l e n g t h : d e s i r e d l e n g t h o f permutat ion
# q : 1−p r o b a b i l i t y
#Output :
# L : permutat ion
L=[1] #beg in wi th on ly 1 in the l i s t
for i in xrange ( length −1):
#i t e r a t e to c r e a t e l i s t o f l e n g t h ’ l e n g t h ’
m=i+2 #i n i t i a l i z e / update m
x=np . random . geometr ic (p=1−q , s i z e =1)
#genera te a geometr ic random i n t e g e r , p r o b a b i l i t y p
y=1+((x−1)%m) #f i n d y based on mallows
i f y==1:
L . append (m) #append m to end o f the l i s t
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else :
L . i n s e r t (m+1−y ,m)
#i n s e r t m at the m+1−y p o s i t i o n in the l i s t
return L
l e n g t h l i s t =10000 #change t h i s v a r i a b l e to change n
l eng th data =200 #change t h i s v a l u e to change
#number o f t imes program shou ld
#run to c o l l e c t data
data =[ ] #i n i t i a l i z e array to ho ld data
q=.8 #change t h i s v a l u e to change the Mallows q
#c r e a t e data
for i in xrange ( l ength data ) :
data . append ( p a t i e n c e s o r t ( mallows ( l e n g t h l i s t , q ) ) )
#c r e a t e his togram f o r g iven data
f i g=p l t . f i g u r e ( )
ax=f i g . add subplot (111)
n , bins , patches = ax . h i s t ( data , 3 0 , normed=False , . . .
. . . f a c e c o l o r=’ green ’ , h i s t t y p e=’ bar ’ , a l i g n=’ mid ’ )
ax . g r i d ( True )
p l t . t i t l e ( ’ LLIS o f a Mallows Permutation ’ )
p l t . x l a b e l ( ’ Length o f the Longest I n c r e a s i n g Subsequence ’ )
p l t . y l a b e l ( ’Number o f occurences ’ )
p l t . show ( )
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