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Abstract
Distributed representations of words, bet-
ter known as word embeddings, have be-
come important building blocks for nat-
ural language processing tasks. Numer-
ous studies are devoted to transferring the
success of unsupervised word embeddings
to sentence embeddings. In this paper,
we introduce a simple representation of
sentences in which a sentence embedding
is represented as a weighted average of
word vectors followed by a soft projection.
We demonstrate the effectiveness of this
proposed method on the clinical seman-
tic textual similarity task of the BioCre-
ative/OHNLP Challenge 2018.
1 Introduction
The success of unsupervised word embeddings
has motivated researchers to learn embeddings for
larger chunks of text such as sentences. Current
research in sentence embedding is mainly advanc-
ing along two lines. In one line, researchers use
powerful and complex models such as deep neural
networks and recurrent neural networks to capture
the semantics of sentences (Blunsom et al., 2014;
Iyyer et al., 2015; Yin and Schu¨tze, 2015; Cer
et al., 2018). In a complementary second line, re-
searchers have invented computationally cheap al-
ternatives to embed sentences using simple linear
algebraic operations (Wieting et al., 2016; Arora
et al., 2017; Mu et al., 2017a; Khodak et al.,
2018; Ethayarajh, 2018). Surprisingly, many sim-
ple methods yield comparable or even better re-
sults compared to complicated methods, particu-
larly in out-of-domain tasks (Wieting et al., 2016).
∗Research done while visiting University of Pennsylva-
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The current paper follows the second avenue of re-
search.
Among all methods for sentence embedding, ar-
guably the simplest one is to compute a sentence
embedding as the average of the sentence’s word
vectors. This naive approach has proven to be a
formidable baseline for many downstream natural
language processing (NLP) tasks (Faruqui et al.,
2014; Wieting et al., 2016). However, it comes
with a limitation: Since word vectors of a given
sentence are spanned by a few leading directions
(Mu et al., 2017b; Khodak et al., 2018), averaging
the word vectors amplify these leading directions
while diminishing the useful signals contained in
the trailing directions. We refer this problem as the
common direction bias in linear representations of
sentences.
To correct the common direction bias, re-
searchers have invented a “common component
removal” trick (Arora et al., 2017; Mu and
Viswanath, 2018). This technique removes the
top one or top few principal components from
the word vectors (Mu and Viswanath, 2018) or
the weighted average thereof (Arora et al., 2017).
Intuitively, since dominating directions of word
vectors tend to influence the additive composi-
tion in the same way, nulling out such direc-
tions ameliorates the effect. Post-processed with
such a technique, linear representations of sen-
tences usually deliver strong performances, some-
times outperforming sophisticated Deep-Learning
based methods including RNN’s and LSTM’s on
standard benchmarks (Arora et al., 2017; Mu and
Viswanath, 2018; Ethayarajh, 2018).
Although common component removal has
proven to be effective, the technique is liable ei-
ther to not remove enough noise or to cause too
much information loss (Khodak et al., 2018). In
this paper, we propose a novel and simple way to
address this issue. Our proposed method can be re-
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garded as a “soft” version of common component
removal. Specifically, given a sequence of word
vectors, we softly down-weight principal compo-
nents (PCs) with the assistance of a regularized
identity map called a Conceptor (Jaeger, 2017).
The rest of the paper is organized as follows.
We first review the linear representation of sen-
tences by Arora et al. (2017). We then introduce
the Conceptor approach for soft common compo-
nent removal, which is the main contribution of
this paper. After that, we demonstrate the effec-
tiveness of the proposed method on the Clinical
STS dataset of the BioCreative/OHNLP Challenge
2018.
2 Linear representation of sentences
We present a brief sketch of the sentence embed-
ding method by (Arora et al., 2017). In (Arora
et al., 2017), words in a sentence are assumed
to be generated by a “discourse” cs, which is
a vector-valued random variable taking values in
RN . Arora et al. (2017) further assume that there
exists a fixed common discourse vector c0 which
is orthogonal to all realizations of cs, i.e., c0⊥cs.
Given a discourse cs, the emitting probability for
a word w is assumed to be
p(w | cs) = γp(w) + (1− γ)exp(c˜
>
s vw)
Zc˜s
,
where vw is the word vector for the word w,
p(w) is the monogram probability for the word
w, Zc˜s :=
∑
w∈V exp(c˜
>
s vw) is the normaliz-
ing term, c˜s := βc0 + (1 − β)cs, and γ, β are
scalar hyper-parameters. As a result, this model
favors to produce two types of words: those words
with high monogram probability and those words
whose vector representation located close to both
c0 and cs (up to a balancing parameter β). Using
this model, (Arora et al., 2017) derived a sentence
algorithm which contains two steps. In the first
step, c˜s is approximated by ˆ˜cs, which has the form
ˆ˜cs :=
1
|s|
∑
w∈s
a
p(w) + a
vw (1)
for a scalar hyper-parameter a; in the second step,
the common discourse c0 is estimated as the first
PC u of a set of sentences {ˆ˜cs} via an uncentered
PCA. The final sentence embedding cˆs is conse-
quently obtained by removing its projection on the
first PC, i.e., by letting
cˆs := ˆ˜cs − uu>ˆ˜cs (2)
as an approximation of cs.
We now take a more abstract view on the com-
mon component removing step, i.e., Equation 2.
This step relies on a key assumption: There ex-
ists a single direction c0 which represents a syn-
tax (i.e. function word)-related “discourse”. As
a straightforward generalization, one can also as-
sume that there exists a proper d-dimensional lin-
ear subspace M ⊂ Rd, where d < N , such
that all discourses c′0 ∈ M are syntax-related dis-
courses. Under this assumption, one can define a
projection matrix PM : RN → M which char-
acterizes the subspace of common discourses. To
separate cˆs from ˆ˜cs, one projects ˆ˜cs to the orthogo-
nal complement ofM, written asM⊥, by letting
cˆs := PM⊥ ˆ˜cs = (I − PM)ˆ˜cs = ˆ˜cs − PMˆ˜cs,
where I is an identity matrix. In particular, choos-
ing PM = uu>, where u is the first PC of a set
of sentences {c˜s}, we recover the second step of
(Arora et al., 2017). As an alternative, we can also
choose PM = U1:DU>1:D, where U1:D is a matrix
whose columns are the first D PCs of a set of sen-
tences or a set of words. This alternative has been
investigated by Mu and Viswanath (2018).
As shown in Mu and Viswanath (2018), the
numberD plays a crucial role in the effect of com-
mon component(s) removal. In many situations, a
fixed integer D makes this approach liable to ei-
ther not remove enough noise or to cause too much
information loss (Khodak et al., 2018). We there-
fore propose an alternative method which removes
the common components in a “softer” manner.
Our starting point is a relaxation of the key
assumptions of Arora et al. (2017) and Mu and
Viswanath (2018). Instead of assuming that the
function words to be allocated along a single direc-
tion (Arora et al., 2017) or to be constrained in a
proper linear subspace (Mu and Viswanath, 2018),
we allow function and common words to span the
whole RN . This assumption admits a more realis-
tic modeling. Indeed, we find that the word vectors
of stop words (Stone et al., 2011) span the entire
space of RN .
Allowing function words to span the wholeRN ,
however, leads an obstacle: We can not project
the sentence embedding to the orthogonal com-
plement of such a space. To address this issue,
we use the Conceptor matrix (Jaeger, 2017) to ap-
proximate the space occupied by function words.
3 Conceptors as soft subspace projection
maps
In this section we briefly introduce matrix Con-
ceptors, sometimes using the wordings of Jaeger
(2017). Consider a set of vectors {x1, · · · , xn},
xi ∈ RN for all i ∈ {1, · · · , n}. A Concep-
tor matrix (under the assumption that data points
{x1, · · · , xn} are identically distributed) can be
defined as a regularized identity map C that mini-
mizes
1
n
n∑
i=1
‖xi − Cxi‖22 + α−2‖C‖2F. (3)
where ‖ · ‖F is the Frobenius norm and α−2 is a
scalar parameter called aperture.
It can be shown that C has a closed form solu-
tion:
C =
1
n
XX>(
1
n
XX> + α−2I)−1, (4)
where X is a N × n data collection matrix whose
i-th column is xi. Assuming that the singular
value decomposition (SVD) of 1nXX
> has the
form 1nXX
> = UΣU>, we can re-write C as
s USU>, where singular values si of C can be
written in terms of the singular values σi of R:
si = σi/(σi + α
−2) ∈ [0, 1). Applying Concep-
tors on the averaged word vectors {ˆ˜cs}, i.e., us-
ing {ˆ˜cs} in place of {x1, · · · , xn} in Equation 3,
we see that the columns of the matrix U are ex-
actly the PCs estimated via the un-centered PCA
of {ˆ˜cs}. In particular, the first column of U is the
first PC u used in Equation 2 by Arora et al. (2017)
introduced in the previous section.
We now study a matrixG := I−C. This matrix
characterizes a linear subspace that can be roughly
understood as the orthogonal complement of the
subspace characterized byC. This fact can be seen
via the following representation:
G := I− C = U

α−2
σ1+α−2
. . .
α−2
σN+α−2
U>.
(5)
Note that G can be considered as a soft pro-
jection matrix which down-weights the leading
PCs of {ˆ˜cs}: For vectors ˆ˜cs in the linear sub-
space spanned by the leading PCs with large vari-
ance, Gˆ˜cs ≈ 0; for vectors ˆ˜cs in the linear sub-
space spanned by trailing PCs with low variance,
Gˆ˜cs ≈ ˆ˜cs. The soft projection Gˆ˜cs has the fol-
lowing relationship with the hard projection in
Equation 2: It is clear that, if we modify G into
G′, where G′ = Udiag([0, 1, 1, · · · , 1])U> (c.f.
Equation 5), we recover the result in Equation 2:
G′ˆ˜cs = Udiag([0, 1, 1, · · · , 1])U>ˆ˜cs
= ˆ˜cs − uu>ˆ˜cs.
Besides applying Conceptors on the averaged
word vectors {ˆ˜cs}, another reasonable approach is
to directly apply ConceptorsC on all word vectors
{vw}which constituent sentences in a dataset. The
Conceptors learned in this way have a more trans-
parent interpretation: they characterize the shared
linear subspace of mainly two types of words (i)
function words that have little lexical meaning,
(ii) frequent but non-function words in a particular
dataset, which can be regarded as a shared back-
ground information of a dataset. In practice, we
find that learning Conceptors directly from words
vectors usually delivers better results than from
averaged word vectors, and therefore we use the
former method throughout the numerical experi-
ments presented below.
To help C capture the space spanned by the two
types of words introduced previously, we find that
we obtain better results if we estimate C not only
based on word vectors appearing in the set of ac-
tual sentences but also based on the word vec-
tors appearing in a predefined set of stop words.
Such a set of stop words can be thought of a prior
which describes the subspace of common words.
The overall sentence embedding procedure is dis-
played in Algorithm 1.
4 Evaluation
We apply our proposed method to the BioCre-
ative/OHNLP Challenge 2018 (Wang et al., 2018).
Similar to the SemEval STS challenge series (Cer
et al., 2017), the BioCreative/OHNLP Challenge
2018 offers a platform to evaluate the semantic
similarity between a pair of sentences and com-
pare the results with manual annotations. Con-
structing a dataset by gathering naturally occur-
ring pairs of sentences in the clinical context is
a challenging task on its own. For the detailed
Algorithm 1: Sentence Embedding with Con-
ceptors.
Input : Word embeddings {vw : w ∈ V }, a
set of sentences S , parameter a,
parameter α, a set of estimated
probabilities {p(w) : w ∈ V } of the
words, and a set of stop words Q.
1 for s ∈ S do
2 vs ← 1s
∑
w∈s
a
a+p(w)vw
3 end
4 Form a matrix X whose columns are word
vectors from the set
{vw,∀w ∈ s, s ∈ S} ∪ {vw′ , ∀vw′ ∈ Q} and
calculate the Conceptors G based on
Equation 3 and 5.
5 for s ∈ S do
6 vs ← Gvs
7 end
Output: Sentence embeddings {vs}.
description of the dataset, we refer the readers to
(Wang et al., 2018).
For preprocessing, we use the nltk Python
package (Bird et al., 2009) to tokenize the words
in the sentences. We discard all punctuations. To
estimate the monogram probabilities of words, we
use word frequencies collected from Wikipedia1.
We use two sets of pretrained word vectors, GloVe
(Pennington et al., 2014) and Paragram-SL999
(Wieting et al., 2015). For the hyper-parameters
in Algorithm 1, we use the set of stop words col-
lected by Stone et al. (2011); we fix the aper-
ture α−2 = 1 for the experiments; we choose
a = 0.001 as done in Arora et al. (2017). The
experimental results in the metric of Spearman’s
rank correlation coefficient for sentence similari-
ties are shown the figure 1, where the similarity
between two sentence vectors is evaluated using
cosine distance.
We see that the sentence embeddings processed
with Conceptors (red and orange bars in Figure
1) favorably outperform the sentences processed
with Smooth Inverse Frequency (SIF) (Arora et al.,
2017) approach, which removes the first PC of the
set of sentences in the training dataset.
1https://github.com/PrincetonML/SIF/
blob/master/auxiliary_data/enwiki_vocab_
min200.txt
Figure 1: Experimental results on the training
dataset.
5 Conclusion
In this paper, we described how to use a reg-
ularized identity map named Conceptors to cor-
rect the common component bias in linear sen-
tence embedding. The goal is to softly project
the sentence embeddings away from the princi-
pal components of word vectors which correspond
to high variances. Empirically, we find the pro-
posed method outperforms the baseline method of
(Arora et al., 2017). In future work, we will com-
bine this method with the recently proposed unsu-
pervised random walk sentence embedding (Etha-
yarajh, 2018).
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