The role of the Information and Communication Technology sector on productivity and economic growth is constantly increasing and, due to its pervasiveness, the ICT power consumption can no longer be ignored. Some energy-aware models and approaches have already been proposed for cellular networks, they aim at reducing power expenditures while decreasing network operators costs. However, the focus is on management issues such as switching on and off network elements based on traffic levels, not on considering that an effective energy-efficient operation largely depends on the decisions taken at the design stages. To fill this gap, we propose a joint design and management optimization approach, which tries to limit energy consumption while guaranteeing connection quality constraints for every user and minimizes operators Capex and Opex. We show that including energy costs in Opex and taking into account energy management strategies at the design stages produce more energy efficient and versatile topologies than when Capex only is considered.
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Capital Expenditures (Capex) and running costs, such as transmission, site rentals, marketing terminal subsidies and operation and maintenance ( Operational and Management Expenditures, Opex) [15] . The challenge in terms of energy-aware modeling is to be able to convey both type of costs and energy issues in a single modeling framework.
The objective of this paper is therefore to fill that gap and present, to the best of our knowledge for the first time, an energy-aware joint design and management problem aiming at maximally limiting energy consumption while reducing both Capex and Opex categories. Among other things, we want to evaluate the impact of having such a modeling approach when compared with more traditional Capex optimization at the planning stages.
This article is divided as follows. In Section II some general green networking papers and some of the most relevant articles that are specifically related to wireless green networking are surveyed. In Section III the relevant issues related to the design of energy efficient wireless networks are discussed and the general approach proposed is presented. The mathematical preliminaries to understand the proposed model and the assumptions made are also presented in Section III, where the propagation model, the traffic variations in time and the different types of Base Stations considered into the model are exposed and discussed. The model itself, based on mathematical programming, is presented in Section IV. The resolution approach and numerical results are presented in Section V.
Note that an important part of the presentation is to be able to test the model with appropriate instances, which is not a straightforward matter. Therefore, we have produced an instance generator that is also explained in this Section. Section VI concludes the paper and presents some ideas for further work.
II. RELATED WORK
The literature on general green networking is quickly expanding since the seminal work by Gupta and Singh [11] . Some authors have been concerned with virtualization, others with the development of energy-aware Ethernet, others with evaluating the Internet consumption and with proposals to reduce it (for a review see [21] ). However, must of the work has focused on wireline networks despite the fact that the wireless system is highly responsible for the increase in energy consumption.
It must be said that wireless systems engineers have always been concerned with energy issues, since the portability nature of the network, being cellular, ad-hoc or sensor oriented, made it a real challenge in terms of coverage and battery life. Therefore, there is a very large body of literature focused on energy-efficient devices or energy-aware protocols (an excellent report on the issues affecting wireless energy consumption can be found in [13] ). However, the literature on green networking planning and operation is recent and scant. Moreover, as briefly mentioned in the introduction, most articled have dealt with management rather than design issues.
In the area of Wireless Local Area Networks (WLANs) network management strategies based in the concept of resource on-demand (RoD) have been proposed [14] . An analytical model for evaluating the effectiveness of RoD strategies has been proposed in [19] . Management strategies for energy saving in solar powered wireless MESH networks based on IEEE 802.11 are presented in [24] .
As far as cellular networks are concerned, in [5] , given the network topology and a fixed traffic demand, the authors evaluate the possibility of switching off some nodes in order to minimize the total power consumption, always complying with connectivity and Quality of Service (QoS) constraints. However, in [5] no traffic variations in space or time were considered. Now, since cellular systems are often dimensioned to satisfy the QoS constraints under peak traffic conditions, the traffic reduction in some portions of the network can be exploited in order to allow further and substantial power savings. In [18] , deterministic traffic variations over time were taken into account, the purpose was to characterize the amount of energy saved by reducing the number of active access devices when they are not fully utilized. It is shown that energy savings of the order of 25 -30% are possible for several regular cell topologies. In [4] the authors show that it is possible to switch off some UMTS NodeBs in urban areas during low-traffic periods, while still guaranteeing quality of service constraints in terms of blocking probability and electromagnetic exposure limits.
In [9] , it is shown that merely controlling the transmitted power does not allow big energy savings since the energy consumption mainly depends on the on-off states of the BSs. Thus, the authors consider a random traffic distribution and dynamically minimize the number of active BSs to meet the traffic variations in both space and time dimensions. An optimization approach for dynamically managing the energy consumption of wireless networks switching on and off access stations in different periods of time (like different hours of the day) is proposed in [16] .
Differently from the papers mentioned above, our goal is not to manage the energy consumption of operating wireless networks, but rather defining a radio planning approach to design wireless networks where the efficiency of energy management can be maximized and the operational costs due to energy minimized.
The impact of several regular cell layouts on the power consumption of mobile radio networks considering varying numbers of micro base stations per cell in addition to conventional macro sites has been investigated in [22] . It is shown that on the considered layouts, the use of micro base stations has a limited effect on the power consumption.
Differently from this work, we do not limit our analysis to regular layouts and we propose an optimization approach that can be used with arbitrary topologies and propagation scenarios.
III. PRELIMINARIES
This section is devoted to preliminary modelling considerations that must be explained in order to properly introduce the model in Section IV. We first present the reasoning behind the joint design and management of energyaware cellular networks. Then, we present the models and assumptions we used for traffic variations, different types of base stations, and channel propagation. However, note that our optimization approach is general and not limited to these models since traffic values, base station characteristics and propagation coefficients are input parameters.
The models are used only for giving concrete examples through numerical results.
A. Joint Design and Management of Energy-aware Cellular Networks
From an energy saving point of view, a radio coverage obtained using small cells served by base stations with low power is considered more efficient than adopting macro cells with large radii created by high power base stations. This is because when decreasing the radius of the cell the energy consumption usually decreases faster than the increase of the number of base stations required to cover the area, even if differences may be observed in the devices depending on the wireless technology and the components adopted. On the other hand, from a deployment cost point of view, the effect is opposite since fixed costs per installation site tend to prevail.
We argue that, when energy management is considered, the level of flexibility offered by the network topology is also important for adapting the capacity of the cellular system to the varying traffic load, switching on and off some base stations or adapting their emission power. Indeed, providing enough network capacity is not the only constraint to be considered since the full coverage of the service area must be ensured at all time. Therefore, the availability of a potentially large number of network configurations consisting in a set of active base stations providing full coverage with different capacity and energy consumption levels is the key issue that enables energy management strategies in cellular networks. For this reason, a cellular coverage based on small cells only may not be the best option also from an energy efficiency point of view since all cells are necessary for proving full coverage and they cannot be switched off when traffic is low. On the other hand, a combination of cells with different sizes can potentially offer a flexible coverage topology able to adapt to different traffic scenarios. This is also in line with the need of most operators to use a mix of 2G (like GSM/GPRS) and 3G (like UMTS/HSPA) technologies, and soon also 4G (like LTE) with different frequencies and coverage ranges.
We believe that in order to take into account the important issue of energy management when planning the radio coverage of a cellular network, an optimization approach that jointly considers both the network design based on Capex and Opex costs as well as energy management according to different traffic distributions is absolutely necessary. These two issues are interdependent due to the fundamental role that the management mechanism has in defining the energy cost and hence the Opex.
Planning a wireless access network roughly deals with finding positions and configuration settings for network devices, while matching service requirements, possibly stated as given constraints (including budget ones). Consolidated models and solution methodologies have already been proposed for different wireless systems ranging from 2G [20] and 3G [1] cellular networks to Wireless LANs hot spots [2] .
A common approach to the coverage optimization problem resorts to discrete mathematical programming models [6] . A set of Test Points (TPs), representing end users, are identified in the service area. TPs can be considered as traffic centroids, where a given amount of traffic (usually expressed in Erlang or bit per second) is requested [25] . Instead of allowing the positioning of BSs anywhere in the service area, a set of Candidate Sites (CSs) where the BSs can be installed is identified. Since we can evaluate (or even measure in the field) the signal propagation between any pair of TP and CS, the subset of TPs covered by a sufficiently strong signal is assumed to be known for a BS installed in any CS. The coverage problem results in the classical minimum cost set covering problem [20] .
Let S denote the set of CSs, where a BS can be installed, For each CS j, j ∈ S, let the set K j index all the possible configurations of the BS that can be installed in j. Since the installation cost and the traffic capacity may vary with the BS configuration (e.g., its maximum emission power and device type), an installation cost γ jk and a traffic capacity c jk are associated with each pair of CS j and BS configuration k. Let I denote the set of TPs generating a traffic demand d i . The propagation information can be summarized in the coverage coefficient a ijk , which is equal to 1 if a BS installed in CS j with configuration k can cover TP i, and is equal to 0 otherwise. Such parameters can be gathered from a survey of the site to be planned, or using automatic tools for the prediction of the actual propagation conditions. Binary decision variables y jk are adopted to define if a BS with configuration k is actually installed in CS j (y jk = 1) or not (y jk = 0). Additional assignment variables x ijk define if a TP i is associated to a BS located in
A commonly adopted formulation of the radio planning problem with coverage constraints is:
x ij ∈ {0, 1} ∀i ∈ I, ∀j ∈ S.
Objective function (1) aims at minimizing total installation costs, while constraints (2) ensure that all TPs are 6 assigned to one BS, and constraints (3) that one configuration at most is selected in CS j. Obviously, crucial constraints are (4), stating that a TP i can be assigned to a CS j with configuration k only if it is covered by a BS that is actually installed, and capacity constraints (5) that limit the traffic assigned to installed base stations.
Starting from this radio planning model we introduce the following innovative features to produce an energy-aware design and management model:
• We modify the objective function to include not only base station installation costs (Capex) but also operational costs (Opex) assuming that their variable part is mainly due to the energy cost, which is largely confirmed by data available from mobile operators worldwide;
• We redefine variables and constraints to include in the model the energy management mechanism that, based on a set of traffic scenarios related to different time periods of the day, can switch on and off base stations and modify their emission power;
• We include the energy consumed by the management mechanism into the objective function component of the operational cost and use a tradeoff parameter to define the relative importance of Capex and Opex in the optimization process;
• We jointly consider radio planning and energy management in order to obtain the network planning that minimize deployment and operational costs.
We show that the proposed model can be solved to the optimum for realistic size networks and that it allows to get an interesting insight on the coverage and topology characteristics of energy-efficient wireless networks. The model proposed is presented in Section IV.
B. Traffic Variation Behavior
Intuitively it can be said that traffic intensity varies as a natural effect of users'daily habits. For example, it has been measured that mobile traffic presents its peak between noon and 4 pm. and that there is a significant decrease in the late evenings. Moreover, in a typical business area, the traffic pattern is almost the same from Monday to
Friday but it decreases during the weekend [12] .
In order to account for the main fluctuations, but neglecting the differences that occur between working and weekend days, we consider an approximated daily traffic pattern based on the measurements presented in [12] and [17] . According to this profile, the whole day is split in time periods, each one gathering smaller intervals (hours) in which the users behaviour can be assumed unchanged.
Let T be the ordered set of the different time periods. Let h(t) represent the length of period t ∈ T . Each period is expressed in hours and it lasts where e(t) and o(t) are, respectively, the end and the beginning times of period t ∈ T . Note that the end of the previous time period e(t − 1) is equal to the beginning of the new one o(t), so that there is no time gap between adjacent periods and the summed duration of all periods is equal to the number of hours in a day. In this paper, we have assumed a total of six time periods.
Observing Figure 1 , the progress of the approximated traffic profile defines active users percentages in every time instance. So, in order to comply with the outlined pattern, our traffic distribution is modelled as follows.
Let us recall the previously defined set of traffic aggregation points, called Test Points (TPs). We assumed that only a group of TPs can provide real traffic, while the others are only used in the network dimensioning phase. For each traffic centroid, we calculate a random traffic value ranging from 0 to 10 Erlangs. This value represents the maximum traffic (in Erlang) that the TP can generate. Then, depending on the time period, the maximum traffic value is multiplied by the normalized traffic (that is to say, the active users percentage) typical of every instance.
C. Base Station Categories
The discussion about which Base Station size deployment can offer much economic and energy saving is a common topic in literature [8], [15] . Each BS category has different performances in terms of cell range and reliability and consequently different impact on Capital and Operational and Management Expenditures. In light of that, the total cost structure of a radio access network is closely related to the quantity and types of different access points employed to obtain the required network capacity and coverage.
With respect to energy expenditures, it is often believed that efficiency improvements can be achieved through high density deployments of small and low power BSs, compared to network topologies featuring low density deployment of high power BSs. In fact, although micro sites cover smaller areas, these generally provide much higher Signal to Interference and Noise Ratios (SINR) due to shorter propagation distances; besides, accordingly to the coverage area sizes, micro BSs have lower energy consumption [8] .
From an economic standpoint, small BSs imply a low cost for equipment, site lease and installation, while macro BSs are clearly more expensive because of the higher output power, capacity and required reliability. On the other hand, the cost per user can be lower in case of bigger BSs due to fixed costs not directly related to the capacity of the BS, which can be divided between many users.
In this paper we allowed the joint low and high power Base Stations deployment, which can change in time in order to comply to traffic variations: thus, we tried to achieve the complete coverage of the interested area and limit the energy (and consequently, economic) waste due to low traffic periods. In order to limit unnecessary power expenditures, we introduced the possibility of using only a percentage (70%, 60% or 50%) of the maximum transmitted power allowed for the specific category. In our model we call configurations the different Base Stations types and power levels the percentages described above. Moreover, every BS can be switched off and enter in the stand-by mode in case of very low traffic profile.
As displayed in Table I , realistic values of consumed power and capacity are derived for every couple of BS configuration-power level. The former, measured in decibels, takes into account the mean power consumption of the equipment that occurs per sector, such as power amplifier, transceiver, signal generator and AC-DC converter, and the equipment that occurs only once, such as the air conditioning and the microwave link (responsible for communications with the backhaul network). The latter, expressed in Erlangs and computed by setting the desired blocking probability to 0.02, quantifies the maximum traffic volume which can be addressed by a single BS.
It is worth pointing out that the design approach we proposed is general and can be used with any mix of BS types and technologies. The example values above have been used only to obtain numerical results in realistic scenarios.
D. The Propagation Model
In real scenarios, deterioration of transmitted signal quality is commonly assumed to be due to three different causes: path loss, slow fading (also named shadowing) and fast fading. However, for the sake of simplicity, in this paper we concentrate on the effect of path loss and shadowing. 
where P L(d) is the mean path loss, n is the path loss exponent which indicates how fast path loss increases with distance, d 0 is a close-in reference distance and d is the transmitter-receiver separation distance. Average power path loss is defined as the power loss from the transmitter to the reference distance d 0
plus the additional path loss described by (9) in decibels:
where P t is the power of the transmitted signal. For our model a 1 m reference distance was chosen, and we assume P L(d 0 ) is due to free space propagation from the transmitter to that distance. According to [23] , considering antenna gains equal to system cable losses, leads to 31.5 dB path loss at 900 M Hz over a 1 m free space path.
Experimental measurements indicate that path loss is log-normally distributed about (11) . Hence, path loss at a separation of d meters is better described by
where X σ is a zero mean log-normally distributed random variable with standard deviation σ, which can be interpreted as representing the variability of power loss of transmitter-receiver configurations located at different places. Assuming that the distribution of large-scale path loss is log-normal for our data, we need to get the path loss exponent n and standard deviation σ as a function of the general surroundings. In [8] a linear regression was used to compute these values in a minimum mean square error sense for some measured data: from those results, we found that for our problem n = 2.7 and σ = 13 dB are the correct values. Once defined the path loss model, the received power at the distance d is calculated as
In order to verify wether or not a receiver is covered by a BS installed in a Candidate Site (CS), we need to know the power level required at the receiver that allows the connection between the two terminals. Chosen the most common GSM 900, constant receiver sensitivity level (P rth ) of −102 dBm is assumed for all mobile stations, according to ETSI GSM Technical Specification [7] .
IV. THE MATHEMATICAL MODEL

A. Notational Description
Having described the modeling philosophy as well as the physical details of the system we want to optimize, we need an additional notation to be able to set the mathematical model. For the sake of completeness, some of the notation that was first presented in Section III is also included here.
The notational presentation is divided in model parameters and decision variables:
Model Parameters:
I c : Set of TPs that need to be covered. We assume that they do not generate any traffic. This first subset of Test Points (Coverage Test Points) helps us provide a basic, fixed coverage of the network even in case of very low traffic profile.
Set of TPs that need to be covered and that generate variable traffic. This second subset of Test Points (Traffic Test Points) allows the network to "follow" the traffic variations in different time periods.
S :
Set of the available Candidate Sites for the Base Stations. β, ϑ : Weight parameters that will be used for trade-off in the objective function.
Finally, to conclude the model parameters, we need to introduce a binary one that summarizes the coverage information for each combination of Coverage or Traffic TP i, CS j, configuration k and power level l: 
Location and transmission characteristics of any installed BS are defined by the second binary variables:
1 if a BS installed in site j with configuration k has power level l in period t, 0 otherwise.
Binary decision variables are also used to explicitly indicate the assignment of Traffic TPs to the active BSs:
B. Joint Design and Management Energy Aware Model
Having defined all the parameters and variables, we can now describe the modelling objective and constraints.
The objective function:
The objective (18) is composed of three major terms: the installation costs (Capex), the price of the operational and maintenance expenditures (Opex) of the base stations installed in the area and a final term, introduced to guarantee a better connection quality between users and antennas, that induces the model to to try to assign every Test Point to the nearest available Base Station. Note that the model considers that there is a trade off between the three terms that is adjusted by playing with the values of parameters β and ϑ.
Coverage constraints:
j∈S k∈Kj l∈L
The two constraints above represent two different types of coverage constraints. (19) provide a minimal and constant (over all scenarios) coverage by ensuring that all the TPs are within the service area of at least one installed Base Station. On the other hand (20) insure that traffic TPs are only assigned to the Base Station they are covered by.
Capacity constraints:
The capacity constraints (21) insure that each active BS can satisfy the traffic demand of the covered traffic TP.
Assignment constraints:
The assignment constraints given by (22) impose that every traffic TP is assigned to only one Base Station.
Linking constraints:
(23) above are linking constraints between variables y and z.
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Configuration constraints:
Configuration constraints (24) impose that at most one configuration is chosen for every CS.
Binary constraints:
x ijt ∈ {0, 1} ∀i ∈ I t , j ∈ S, t ∈ T (26)
Finally, (25) , (27) and (26) impose the binary values for the decision variables.
V. RESOLUTION APPROACH
The mathematical model we propose has been programmed using the AMPL programming language and CPLEX solver. In order to test the effectiveness of the model, we needed to generate realistic cellular network instances so that the number of CSs and TPs are similar to the ones that can be found in real networks.
Therefore, an instance generator was designed, implemented in C++ and used as an input for the CPLEX solver.
In what follows, we explain the main features of the instance generator.
A. Instance Generator (IG)
IG input: The following is a list of the parameters that are used as an input to start the generation of instances. Now that we have stated all the elements that must be taken into account to produce the instance generator, we can present the algorithm.
Instance Generator Algorithm:
• Thus, the outcome of the instance generator is then a feasible set of traffic and coverage TPs as well as candidate sites that guarantee the feasibility of the instance. In other words, the instance algorithm allows us to find the appropriate a ijkl defined in (14) .
In the following subsection, we present results for some test scenarios. The optimization of energy consumption, installation and operational costs was performed using the mathematical model presented in Section IV. For every scenario, we tested different values of the weight parameters β and ϑ:
B. Experimental Results
by doing so, we strove to highlight the benefits achieved by jointly minimizing costs and power expenditures in the design and management phases, instead of limiting the optimization at the network planning stage.
Area length (km)
Area height (km) Given that with β = 0 the energy cost is not relevant, the energy management part of the model simply keeps base stations on at maximum power in all time periods. With β = 1, even if the energy-cost component of the objective function is much smaller than the installation cost and it does not impact on the selection of the number of base stations to be deployed, the energy management mechanism is encouraged to modify the topology according to the traffic level by switching on and off base stations and adjusting their power. The topology reported in Figure   2 shows the network topology in time period 2, when traffic is high and all 6 base stations are powered on. While Figure 3 shows the topology during time period 6 when traffic is low and only 2 base stations are kept on (the only two in the figure that have connected TPs).
Area height (km) Figure 4 reports the network designed using β = 100000 (ϑ = 100). With such a high value of β, the Opex component in the objective function is much higher than the Capex one and the optimization process is pushed to select the most energy efficient network topology, regardless of its installation cost. We can see that now more base stations (17) are installed and that several of them are small ones with short coverage range (types C2 and C3). Note also that, even if time period 2 corresponds to the peak traffic scenario, only 16 out of 17 base stations are powered on, which shows the importance of energy management.
In time period 6, which is the one with the lowest traffic load, only 3 out of 17 base stations are used to serve TPs while the others are switched off, as shown in Figure 5 . Notably, one of the on cells is a big one, while the other two are small ones.
In Table III 
For this scenario, computation time to solve the problem varies from a few minutes to one hour approximately.
We observe that increasing the value of β, the installation cost as well as the number of base stations increase, while the total energy consumed decreases. With respect to the case of β = 0 where only installation cost is considered and base stations are always powered on, the Capex increase is 79% with β = 100 and 131% with β = 100000, while energy decreases 70% with β = 100 and 71% with β = 100000. In this scenario, the value of β = 100 appears a reasonable compromise between installation cost and energy consumption. Increasing β further provides negligible improvements in energy saving at the price of a remarkable additional installation cost.
Obviously, in general the most appropriate value of β depends on many issues including the characteristics of the problem instance and base station types. Consider however, that β basically incorporates two important parameters:
i) the energy cost and, ii) the time period over which the network designer wants to compute the operational expenditures in order to compare them with the installation one. Therefore, an analysis of the Pareto optimal solutions with different values of β allows the network designers to select the best option according to the network development policies of the mobile operator. In Table IV we show the results for Scenario 2, which is a larger instance than the one presented in the first Scenario. Here it can be appreciated that the trend that was found in the results for Scenario1 is even more striking as increase of the energy management term more than double the number of installed BSs, the Capex cost, while producing important reductions in energy consumption.
VI. CONCLUSION
In this paper we have considered the problem of designing energy efficient wireless access networks. One of the main instruments available to mobile operators to save energy and reduce operational costs is that of dynamically managing the network in order to switch on and off base stations and adjust their emission power according to the varying traffic load in the service area. Therefore, we have proposed an optimization framework that selects base stations to be installed and their configuration and jointly considers this dynamic energy management. The goal of the optimization process is that of minimizing the sum of installation and operational expenditures, where these last ones are determined by energy consumption.
We have shown that varying the tradeoff parameter β between installation and operational expenditures, the network topologies that we get through the proposed models have quite different characteristics. Network with a low installation cost are not very efficient from an energy consumption point of view since that tend to use big cells.
On the other hand, the most energy efficient networks includes not only small cells with low energy consumption, but also big cells in order to provide to the energy management mechanism enough flexibility to adjust network capacity according to traffic load. 
