Abstract
Introduction
Imagine that you are an intelligence analyst when the following scenario begins to unfold. First you learn that a routine analysis of data collected at a small border crossing indicated that a suspected terrorist might have been able to enter the country at that location. Then, twelve days later you see a report that a large quantity of dynamite was stolen from a construction site in a mid-western city and a large truck was rented in the same city. A colleague tells you that monitoring of messages in an on-line chat room sometimes used by members of a terrorist cell to coordinate their activities revealed that they had all made hotel reservations in a certain city, which you know is located on a river with a large hydroelectric power dam. From these facts you might infer that the dam is likely to be a terrorist target.
Intelligence analysts must sift through volumes of data like that in the preceding narrative every day and they must be able to identify the relevant facts and link them into useful information. Often, as in the above example, the data is from disparate sources and the relevant facts are buried in masses of extraneous data. Although we are presently far from being able to automatically search files of data, extract the relevant information, analyze the data, and causally link such data in a meaningful way, an automated system to assist analysts in this regard would be very beneficial.
Other projects have investigated using Bayesian networks to link apparently unrelated events [1] ; our work is designed to create Bayesian networks automatically from causal relations extracted from text. Previously, the relationships necessary for building Bayesian networks had to be extracted by human analysts. We propose that natural language processing, specifically identifying causal relations in text, can be used to build useful Bayesian network fragments. If the process of building Bayesian networks could become mostly automated, the amount of time required to build such networks would be reduced, thereby increasing information throughput for intelligence analysts.
Previous Work
Much research is currently being conducted with the goal of developing tools and methods that will automatically extract the underlying semantic meaning of text. One such tool is Polaris, created by the Language Computer Corporation [2] . Polaris is able to detect several different semantic relations in text; however, the cause-effect relationship is not one of them. Research has also been conducted with the goal of identifying the cause-effect semantic relationship specifically, without regard for other semantic relationships.
Much of this research has produced methods that require domain-specific knowledge or machine learning techniques. Some of it is directed towards developing methods that identify cause-effect relationships in any text without any background knowledge [3, 4] ; this is the research that is most relevant to our project.
In [4] Khoo, et al identified five linguistic patterns which signify explicit cause-effect relationships.
The first pattern, the causal link pattern, consists of two distinct elements (phrases, clauses, etc.) with some causal-link joining them. For example, in the sentence "The daisies stayed bright because of frequent watering," "the daisies stayed bright" and "frequent watering" are the distinct elements joined by the causal link "because of." The second pattern consists of a subject-verb-object triple in which the verb is a synonym for "cause" or reflects a resulting effect in the object. The third pattern, referred to as a resultative construction, consists of the syntactic structure <Verb Phrase><Noun Phrase><Adjective>, where the adjective describes the effect of the verb. The fourth pattern consists of the conditional structure "if X, then Y", where X causes Y. The fifth pattern consists of causal relations within adjectives and adverbs, in which the adjective or adverb conveys an effect of a cause expressed in the element it modifies. All of these patterns are strictly syntactic and do not rely on machine-learned or domainspecific knowledge. Using these methods, Khoo achieved approximately 68% recall on a sample of Wall Street Journal texts [4] . Recall is the percentage of relations correctly found out of the total number of relations found by human analysts. Girju [3] has further investigated Khoo's second causal pattern-i.e., the subject-verb-object triple. Using the general semantic WordNet categories of the subjects and objects found in the sentence [5] , Girju formulated eight specific semantic patterns which can signify the presence or absence of additional causal relations in the syntactic structure <NP><VP><NP>. Using this method, Girju achieved approximately 66% recall on a test corpus generated from an archive of Los Angeles Times articles [3] .
Methods
Rather than trying to identify causal relations based on semantic information already identified by existing semantic systems, we chose to construct a syntactic framework from which to extract causal relations directly.
We used the Apple Pie syntactic parser [6] , which statistically analyzes grammar rules from the Penn Treebank [7] to determine the parts of speech in a sentence and the sentence's entire grammatical structure. Apple Pie parses one complete sentence at a time, and may make minor grammatical or punctuation corrections. In order to handle syntactically confusing elements such as verb phrases containing words normally functioning as prepositions, we manually replaced these elements with syntactically equivalent but simpler ones before sending them to the Apple Pie parser. After a sentence was parsed, the original elements were restored. From Apple Pie's parsed output, a tree representing the syntactic structure of the sentence was then constructed in memory. This tree served as the basis for our causal analysis, allowing syntactic cause-effect patterns to be matched against it. Figure 1 shows an example of the tree representation of a simple causal sentence. We restricted our efforts to identify only explicit causal relations, since inferred causal relations require background knowledge.
The primary causal relations we searched for were those involving subject-verb-object triples. These triples consist of the syntactic pattern <NP><VP><NP>. In finding all fragments of this structure, the tool finds all the subjectverb-object triples in all of a sentence's clauses. We then verified this method's accuracy by testing the machineextracted results against human analysis of a test document [8] .
Our primary criterion for determining whether a subjectverb-object triple is causal was that the verb phrase be synonymous with either "cause" or another verb indicating a change in the object, similar to Khoo's second pattern [4] . These verbs are maintained in an extensible list gathered primarily from an online thesaurus [9] .
Our secondary criterion for determining whether an SVO triple is causal was that the subject and object fit certain patterns identified by Girju [3] . Of the nine patterns of semantic categories Girju identified as signifying causal relations, we implemented the three that she found to have the highest reliability. Like Girju, we attempted no wordsense disambiguation when referencing the WordNet semantic categories of the words.
We also transformed some passive constructions into active voice subject-verb-objects so that our causal criteria could also be applied to sentences using passive voice. For example, the sentence "The flooding of the Mississippi was caused by heavy rain" generates the subject-verb-object triple <heavy rain><caused><the flooding>.
We tested the precision and recall of these criteria in the same way we tested our subject-verb-object extraction, namely by comparing the machine's output with human analysis of the causal relations extracted from two test documents. One document was a hypothetical intelligence report which represented the type of document this tool may eventually be used to analyze; the other was extracted from an article in the Wall Street Journal [10] . The Wall Street Journal article was selected mainly for its high number of explicit causal relations. The resulting machineextracted Bayesian network fragments are represented as nodes in XML-BIF format. These fragments could then be integrated into a full Bayesian network. An overview of the tool is shown in Figure 2 .
Results
The metrics we used to analyze our test results for subject-verb-object extraction and causal relation extraction were precision and recall. Precision is defined as the ratio of relations correctly extracted by the machine to the total number of relations it extracted, and recall is defined as the ratio of relations correctly found by the machine out the total number of relations extracted by human analysis.
These measures produced a high precision and recall for the subject-verb-object testing, but a low precision and recall for the causal relation testing, as seen in Figures 3 and 4 .
Discussion
We chose to base our causal relation tool on a lightweight, syntactic textual analysis rather than a full semantic analysis. The existing semantic analysis tools we investigated were insufficient for identifying cause/effect relationships.
While they identified many semantic relationships, they did not specifically address the cause/effect semantic relationship. Therefore, by building our own syntactic framework as a base, we were able to focus exclusively on the cause/effect relationship and customize our criteria for finding this relationship based on the syntactic structure itself or on additional semantic patterns.
We found that introducing the three WordNet criteria from Girju's research did not affect the recall percentage for the intelligence report, while it significantly increased the precision percentage. The only causal relation found in the Wall Street Journal article was found using the WordNet criteria, so removing these criteria reduced the precision and recall to 0%. Because of the nature of the future application of this tool, a higher precision seems more desirable than a higher recall-it is preferable for an analyst to have to spend time finding relations missed by the tool rather than spend additional time removing relations incorrectly found by the tool. Therefore, since removing the WordNet criteria reduced the number of incorrectly obtained relations by 54 for the intelligence report and 9 for the Wall Street Journal article, it seems that our tool was more useful without the WordNet criteria.
The recall percentage we obtained, 8.8% and 5.0% respectively, is low primarily because our tool was designed to handle causality within subject-verb-object triples, which accounted for a low percentage of the total causal relations in the documents we analyzed (see Figure  3) .
In these documents, subject-verb-object triples accounted for approximately 10% of total causal relations in the Wall Street Journal article and 18% in the intelligence report.
We suspect that the precision percentage we obtained is low primarily because many of the synonyms for "cause" Actual number 55
Number found 36
Number correct 34 Precision 94.44%
Recall 61.82% Figure 3 . Automatic subject-verb-object detection results. Actual number is the number of SVO triples identified by human analysis, number found is the total number of SVO triples extracted by the tool, and number correct is the number of SVO triples identified by both the tool and human analysis. that our system is designed to detect do not always mean "cause" in context, and our lightweight syntactic tool did not attempt to disambiguate these contexts. Girju's WordNet criteria are designed to partially solve this problem for a wider range of verbs by identifying general contexts in which an ambiguous verb is causal; however, because of their generality, all verbs and contexts cannot be disambiguated by them, and therefore many non-causal relations were still identified as causal. Another possible source of low precision was parsing errors from the Apple Pie syntactic parser. According to Sekine [6] , Apple Pie operates with a precision of 71.04% and a recall of 70.33%. Overall, our precision for finding causative verb relations was consistent with Khoo's 19% precision for these types of relations, indicating that to reliably identify causal relations, additional methods besides identifying causal verbs must be used. While we did not specifically determine a margin of error for our measured precision and recall, we suspect the margin of error to be significant because of the small number of texts analyzed. However, it seems that the trends of low precision and recall for causal analysis and high precision and recall for subject-verb-object extraction were strong enough that they would remain consistent over a large body of analyzed text as well.
Our tool does generate some useful Bayesian network fragments, though until precision can be improved, it seems only marginally useful as a practical, time-saving application. However, our tool does provide a foundation for building a more complete one by effectively building and storing the syntactic structure of a sentence. The ability to add new patterns for extracting causal relations makes the tool useful for further development.
Future Work
The work of this project in identifying causal relations can be expanded in two ways: improving the existing subject-verb-object causal identification pattern and expanding the causal identification criteria to include other patterns. As it exists now, our tool identifies subjects and objects that are noun phrases; handling of subjects and objects that are clauses and other types of phrases would improve its performance. Expansion of our tool beyond the subject-verb-object pattern could be accomplished by adding the other patterns described by Khoo, specifically the causal-link, resultative construction, and conditional patterns. These patterns, which also identify inter-sentence relationships in which a cause and effect are in adjacent sentences, would be especially helpful in analyzing a text like our Wall Street Journal article, which contained predominantly causal-link and conditional causal relations.
The work of this project could also be expanded in ways that would assist its specific application to Bayesian networks. In addition to simply detecting the presence of causal relations, our work could be further extended to support identification of different degrees of causality based on textual clues such as the modifiers "always", "often", "sometimes", "occasionally", and "never". This would generate more descriptive Bayesian network fragments, thus further reducing the workload of intelligence analysts. To produce less ambiguous Bayesian network fragments, our work could also be extended to include antecedent support, matching pronouns with the words they refer to.
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