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The purpose of these lectures is to give a gentle introduction to Frobenius splitting,
or more broadly “Frobenius techniques,” for beginners. Frobenius splitting has in-
spired a vast arsenal of techniques in commutative algebra, algebraic geometry, and
representation theory. Many related techniques have been developed by different
camps of researchers, often using different language and notation. Although there
are great number of technical papers and books written over the past forty years,
many of the most elegant ideas, and the connections between them, have coalesced
only in the past decade. We wish to bring this emerging simplicity to the uninitiated.
Our story of Frobenius splitting begins in the 1970s, with the proof of the cele-
brated Hochster-Roberts’ theorem on the Cohen-Macaulayness of rings of invariants
[HR74]. This proof, in turn, was inspired by Peskine and Spziro’s ingenious use of
the iterated Frobenius—or p-th power— map to prove a constellation of “intersection
conjectures” due to Serre [PS73]. Mehta and Ramanathan coined the term “Frobe-
nius splitting” a decade later in a beautiful paper which moved beyond the affine
case to prove theorems about Schubert varieties and other important topics in the
representation theory of algebraic groups [MR85]. Although these “characteristic p
techniques” are powerful also for proving theorems for algebras and varieties over
fields of characteristic zero, our lectures focus on the prime characteristic case, since
the technique of reduction to characteristic p has now become fairly standard.
The first lecture treats Frobenius splitting in the local algebraic spirit of Hochster
and Roberts, where it provides a tool for controlling the singularities of a local
ring. We prove the Hochster-Roberts’ theorem, giving what is essentially Hochster
and Huneke’s tight closure proof without explicitly mentioning tight closure [HH90].
Roughly the point is that a ring of invariants (of a linearly reductive group) is a
direct summand of a polynomial ring, and as such inherits a strong form of Frobenius
splitting called F-regularity, which in turn, implies Cohen-Macaulayness.
The second lecture considers Frobenius splitting for schemes in the spirit of Mehta
and Ramanathan, emphasizing how the Frobenius map can be used to study global
properties of a smooth projective scheme. For example, we show how Frobenius
splitting leads to powerful vanishing theorems for cohomology of line bundles, and
prove structure theorems for Frobenius split and globally F-regular projective vari-
eties. We explain how these local and global Frobenius tools are equivalent, despite
developing independently during the last decades of the twentieth century. (This sep-
arate development is evidenced by the surprising disjointness of the two monographs
“Tight Closure and its Applications” by Huneke in 1996 [Hun96], and “Frobenius
Splitting Methods in Geometry and Representation Theory” by Brion and Kumar,
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2005 [BK05]). The two schools independently discovered the same ideas, though of-
ten in language almost impenetrable to the other: Ramanathan’s notion of Frobenius
splitting along a divisor [Ram91] is closely related to Hochster and Huneke’s strong
F-regularity [HH89]; compatibly split subschemes turn out to be essentially dual to
modules with Frobenius action in commutative algebra; and criteria for Frobenius
splitting of projective varieties (in terms of pluri-canonical sections) amount to dual
criteria in terms of Frobenius actions on the injective hull of the residue field in a local
ring. Both points of view are enhanced by understanding the connections between
them.
The third and fourth lecture treat test ideals, special ideals (subschemes) carrying
information about the action of Frobenius. Although test ideals first arose on the
commutative algebra side as a technical component of local tight closure theory, more
recent work of Karl Schwede has led to deeper understanding of the test ideal in the
broader context of Frobenius splitting for schemes [Sch10a]. Test ideals can be viewed
as a prime characteristic analog of multiplier ideals ([Smi00c], [Har01]) and also of log-
canonical centers for complex varieties [Sch10a], depending on the context. Indeed in
recent years, this connection is of increasing interest in the minimal model program
in characteristic p. The third lecture develops the “absolute test ideal” as one ideal
in a distinguished lattice of ideals well-behaved with respect to the Frobenius map.
The fourth lecture develops test ideals for pairs in the important special case where
the ambient ring is regular. We present simple proofs of all the basic properties
in the setting of an regular ambient regular ring (much more technical proofs are
scattered throughout the literature as special cases of more general results due to
Hara, Watanabe, Takagi and Yoshida). We include a self-contained development of
an asymptotic theory of test ideals analogous to the story of asymptotic multiplier
ideals developed in [ELS01], including an application to the behavior of symbolic
powers of ideals in a regular ring.
This article is not in any way intended to compete with the excellent surveys
[ST12a] or [BS13], both of which contain a more technical and extensive survey of
recent ideas. There are also older surveys such as [Smi97b] which explain more about
reduction to characteristic p in this context and the connections between singularities
in the minimal model program and characteristic p techniques. Other possible surveys
of interest include Huneke’s lectures on Tight Closure [Hun96], Brion-Kumar’s text on
Mehta-Ramanathan’s Frobenius splitting [BK05], Swanson’s notes on Tight Closure
[Swa02], Huneke’s survey on F-signature and Hilbert-Kunz multiplicities [Hun13],
the surveys [BFS13] (more basic) or [Mus12] (more advanced) on log canonical and
F-threshold, or Holger Brenner’s survey on geometric methods in tight closure theory
[Bre08].
We are grateful to Angelica Benito, Daniel Herna´ndez, Greg Muller, Luis Nu´n˜ez,
Karl Schwede, Felipe Pe`rez, and Emily Witt for carefully reading a draft of this paper
and making suggestions to improve it.
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1. The Frobenius Map for Rings: the local theory.
Let R be any commutative ring of prime characteristic p. The Frobenius map is
the p-th power map:
F : R→ R; r 7→ rp.
Because (r+ s)p = rp+ sp in characteristic p, the Frobenius map is a ring homomor-
phism. Its image is the subring Rp of all elements of R that are p-th powers. We
thus have an inclusion of rings Rp →֒ R.
Our goal is to use the Frobenius map—or more precisely the Rp-module struc-
ture of R—to understand the singularities of the ring R. Typically, thankfully, this
module is finitely generated:
Definition 1.1. A ring R of positive characteristic p is said to be F-finite if R is a
finitely generated module over its subring Rp.
F-finiteness is a mild assumption, usually satisfied in “geometric” settings. For
example, a perfect field k is F-finite of course: by definition kp = k. Every ring
finitely generated over an F-finite ring is F-finite. In particular, finitely generated
algebras over perfect fields are F-finite. Moreover, it is easy to see that the class of
F-finite rings is closed under localization, surjective image, completion at a maximal
ideal, and finite extensions.
Already we can observe that one of the most basic singularities of the ring R can
be detected by Frobenius. Namely R is reduced (meaning that 0 is the only nilpotent)
if and only if the Frobenius map is injective.
A less trivial observation, and indeed the starting point for using Frobenius to
classify singularities, is the famous 1969 theorem of Ernst Kunz:
Theorem 1.2. [Kun69] An F-finite ring R is regular if and only if R is locally free
as an Rp-module.1
Example 1.3. Let R be the ring Fp[x, y]. Considered as a module over the subring
Rp = Fp[x
p, yp], it is easy to see that R is a free Rp-module. Indeed, the monomials
{xayb; 0 ≤ a, b < p}
form a free basis. Similarly, a polynomial ring R in d variables over Fp is a free-module
over Rp of rank pd.
As we will see, it is possible to classify the singularities of R according to how far
the Rp-module R is from free. This is one of the ways in which the local theory of
“Frobenius techniques” takes shape.
1More generally, even if R is not F-finite, Kunz shows that a ring of characteristic p > 0 is regular
if and only if its Frobenius map is flat.
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1.0.1. Notation. For simplicity, let us assume that R is a domain. In this case, the
inclusion of Rp-modules Rp →֒ R is entirely equivalent to the inclusion of R-modules
R →֒ R1/p, where R1/p is the subring of p-th roots of elements of R in an algebraic
closure of the fraction field of R (note that each r ∈ R has a unique p-th root). Thus
to understand the Rp module structure of R is to understand the R-module structure
of R1/p. Both are equivalent to viewing R as an R-module via restriction of scalars
by the Frobenius map F : R → R. When using this last point of view, it can be
useful to notationally distinguish the source and target copies of R; my favorite way
(because it is consistent with the standard notation used for maps of schemes as in
[Har77]) is to use F∗R for the target copy of R, so that the Frobenius map is denoted
F : R → F∗R. It is worth being open to any of these notations, since depending
on the situation, one may be more illuminating than another.2 On the other hand,
sometimes it is convenient not to notationally distinguish the source and target of
Frobenius; this point of view is at the heart of Blickle’s theory of Cartier modules.
Cf. Remark 3.15.
1.1. Splitting. Let R → S be any homomorphism of rings. Considering S as an
R-module via restriction of scalars, we can ask whether or not this map splits in the
category of R-modules.
Definition 1.4. We say that R→ S splits if there is an R-module map S
φ
→ R such
that the composition
R→ S
φ
→ R
is the identity map on R. Equivalently, R→ S splits if there exists φ ∈ HomR(S,R)
such that φ(1) = 1.
If R → S splits, then it is obviously injective, so we often restrict attention to
inclusions of rings. Given an inclusion R →֒ S, we also say “R is a direct summand
of S” to mean that the map splits. This concept is important because many nice
properties of rings pass to direct summands.
Example 1.5. Let G be a finite group acting on a ring S. Let SG denote the ring
of invariants, that is, the subring of elements of S that are fixed by the action of G.
The reader will easily show that the map
ϕ : S → SG ϕ(s) =
1
|G|
∑
g∈G
g · s
2In the tight closure literature, the notation F∗R is often replaced by
1R, so the Frobenius map
is written R → 1R, with the second copy of R denoting R as an abelian group with R-module
structure r · x = rpx where r ∈ R and x ∈ 1R. The notation R1/p can also be used to denote the
target copy of R in general; if R is reduced, each element has a unique p-th root inside the total
ring of quotients so that the Frobenius map beomes the inclusion R →֒ R1/p, but this notation can
be misleading if R is not reduced because then the Frobenius map R→ R1/p is not injective.
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gives a splitting of SG →֒ S, provided that |G| is invertible in S.
Definition 1.6. A ring R of characteristic p is Frobenius split (or F-split) if
the Frobenius map splits. Explicitly, a reduced ring R is Frobenius split if the ring
inclusion Rp →֒ R splits as a map of Rp-modules. Equivalently, a reduced ring R is
Frobenius split if there exists π ∈ HomR(R
1/p, R) such that π(1) = 1.
Example 1.7. The ring R = Fp[x, y] is Frobenius split. Indeed, we have seen that
R is free over the subring Rp = Fp[x
p, yp], with basis {xayb} where 0 ≤ a, b < p.
Any projection onto the summand generated by the basis element 1 = x0y0 gives a
splitting.
Frobenius splitting is a local condition on a ring3:
Lemma 1.8. Let R be any F-finite ring of prime characteristic. The locus of points
P in Spec R such that RP is Frobenius split is an open set. In particular, R is
Frobenius split if and only if for all maximal (respectively, prime) ideals P in Spec
R, the local ring RP is Frobenius split.
The proof of Lemma 1.8 is easy, following from the fact that R1/p is a finitely
generated R module, so we leave it to the reader. Using Lemma 1.8, it is not hard
to prove the following generalization of Example 1.7:
Proposition 1.9. Every F-finite regular ring is Frobenius split.
Indeed, for a local ring (R,m), we can think of regularity as the condition that
the R-module R1/p decomposes completely into a direct sum of copies of R, whereas
Frobenius splitting is the condition that R1/p contains at least one direct sum copy
of R.
The property of Frobenius splitting is passed on to direct summands:
Proposition 1.10. Let R ⊂ S be any inclusion of rings of characteristic p which
splits in the category of R-modules. If S is Frobenius split, then R is Frobenius split.
Proof. We have a commutative diagram:
R 
 // S
Rp
?
OO
  // Sp
?
OO
If we denote the splitting of R →֒ S by φ, then the map Rp →֒ Sp is also split, by
the map φp defined by taking the p-th powers of everything. Our assumption that S
3But use caution: on a non-affine scheme the Frobenius map can split locally at each point but
not globally! For example, a smooth projective curve is locally Frobenius split, but not globally
Frobenius split if the genus is greater than one; see Example 2.16.
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is Frobenius split amounts to the existence of an Sp-linear map π : S → Sp sending
1 to 1. The composition φp ◦ π, when restricted to R, gives an Rp-linear map from
R to Rp sending 1 to 1. Thus R is also Frobenius split. 
With Property 1.10 in hand, it is easy to construct examples of Frobenius split
rings which are not regular: a direct summand of a regular ring is always Frobenius
split but not usually regular. For example,
Example 1.11. For any graded ring R =
⊕
n∈NRn, the inclusion of any Veronese
subring
R(d) =
⊕
n∈N
Rdn →֒ R
splits. So a Veronese subring of a polynomial ring is Frobenius split in any character-
istic, although such a subring is rarely regular. For example, k[x,y,z]
(xz−y2)
∼= k[u2, uv, v2] ⊂
k[u, v] is the second Veronese subring of a polynomial ring, hence Frobenius split in
every characteristic (but never regular).
Remark 1.12. Frobenius splitting was first systematically studied by Hochster and
Roberts in the 1970s. See [HR74], [HR76]. The term Frobenius split however, was
introduced a decade later by Mehta and Ramanathan, in their beautiful paper [MR85]
which interpreted many of these ideas in a projective setting. Hochster and Roberts
actually introduced a slightly more technical notion called F-purity, which (as they
show) is equivalent to Frobenius splitting under the F-finite hypothesis. For non-
F-finite rings, the notion of F-purity is a priori weaker than Frobenius splitting;
however, we do not know a single (excellent) example of an F-pure ring which is not
Frobenius split.
1.2. Iterations of Frobenius and F-regularity. The real power of Frobenius
emerges when we iterate it. The composition of the Frobenius map with itself is
obviously a ring homomorphism sending each element r to (rp)p = rp
2
. More gen-
erally, for each natural number e, the iteration of Frobenius e times is the ring
homomorphism
F e : R→ R r 7→ rp
e
.
The images of each of these iterates produces an infinite descending chain of subrings
R ⊃ Rp ⊃ Rp
2
⊃ Rp
3
⊃ . . .
The original ring R can be viewed as a module over each of these subrings Rp
e
. Indeed,
assuming thatR is F-finite, then also R is finitely generated as anRp
e
-module for each
e. Again, understanding the Rp
e
-module structure of the Rp
e
-module R is essentially
the same as understanding the R-module structure of the R-module R1/p
e
(or F e∗R).
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If R is F-finite, Kunz’s theorem implies that R is regular if and only if the R-
modules R1/p
e
are all locally free. Classes of “F-singularities” can be defined depend-
ing on the extent to which the R1/p
e
fail to be locally free. The first of these are the
F-regular rings, which have many direct sum copies of R in R1/p
e
as e gets larger:
Definition 1.13. [HH89] An F-finite domain R is strongly F-regular4 if for ev-
ery non-zero element f ∈ R, there exists e ∈ N such that the R-module inclusion
Rf 1/p
e
→֒ R1/p
e
splits. Put differently, this means that for all non-zero f , there exists
e ∈ N and φ ∈ HomR(R
1/pe, R) such that φ(f 1/p
e
) = 1.
An F-regular ring therefore, may not be free when considered as a module over
Rp
e
, but it will have many summands isomorphic to Rp
e
. Indeed, every non-zero
element of R will generate an Rp
e
-module direct summand of R for sufficiently large
e.
Proposition 1.14. Every F -regular ring is Frobenius split.
Proof. Taking f to be 1, we know that there exists an e such that R →֒ R1/p
e
splits.
Restricting the splitting φ : R1/p
e
→ R to the subring R1/p, we have a splitting of
the inclusion R1/p →֒ R. Thus R is Frobenius split. 
The proof of the following lemma is a straight-forward exercise, using the fact that
R1/p
e
is a finitely generated R-module.
Lemma 1.15. [HH89, 3.1,3.2] Let R be an F-finite ring of characteristic p.
(1) R is F-regular if and only if Rm is F-regular for every maximal (equivalently,
prime) ideal m of R.
(2) A local ring (R,m) is F-regular if and only if the completion Rˆ of R at its
maximal ideal is F-regular.
Proposition 1.16. An F-finite regular domain5 is strongly F-regular.
Proof. Since F-regularity can be checked locally at each prime (Lemma 1.15), there
is no loss of generality in assuming that (R,m) is local.
4For brevity, we often drop the qualifier “strongly” in the text. Hochster and Huneke introduced
three flavors of F-regularity—weak F-regularity, F-regularity and strong F-regularity— and conjec-
tured all to be equivalent. This is still not known in general; however it is known for Gorenstein
rings [HH89], graded rings [LS99], and even more generally; Cf [Abe02], [Mac96]. In any case,
because our bias is that strong F-regularity is the central notion and these lectures treat only that
notion, we drop the clumsy modifier and frequently write “F-regular” instead of strongly F-regular,
begging forgiveness of Hochster and Huneke.
5An arbitrary F-finite ring (not a domain) can be defined as strongly F-regular if for every f not
in any minimal prime, there exists an e and an φ ∈ HomR(F
e
∗R,R) such that φ(f) = 1. However,
this is not an essential generalization of the theory: it is easy to check that an F-regular ring is a
product of F-regular domains; see [HH89].
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The proof is a simple application of Nakayama’s Lemma [AM69, Proposition 2.8].
What does Nakayama’s Lemma say about the finitely generated R-module M =
R1/p
e
? It says that an element f 1/p
e
is part of a minimal generating set of R1/p
e
as
an R-module if and only if it is not in mR1/p
e
, which in turn happens if and only
if f is not in the ideal m[p
e] in R, where m[p
e] denotes the ideal of R generated by
the pe-th powers of the elements of m. Since
⋂
em
[pe] ⊂
⋂
em
e = 0, this means that
for each fixed non-zero f ∈ R, we can always find an e such that f 1/p
e
is a part of a
set of minimal generators for R1/p
e
over R. This observation holds quite generally,
whether or not R is regular.
Now if R is regular, then R1/p
e
is a free R-module, so that such a minimal generator
f 1/p
e
for R1/p
e
over R will necessary be part of a free basis for R1/p
e
over R. This
means that f 1/p
e
spans a free R-module summand of R1/p
e
. Since this holds for every
non-zero f (with possibly larger e), we conclude that R is F-regular. 
The analog of Proposition 1.10 holds for F-regular rings, with essentially the same
proof:
Proposition 1.17. Let R ⊂ S be any inclusion of rings of characteristic p which
splits in the category of R-modules. If S is F-regular, then R is F-regular.
In particular, Veronese subrings of a polynomial ring are F-regular, as are rings of
invariants of finite groups whose order is coprime to the characteristic. Cf Example
1.11.
The power of Proposition 1.17 stems from the nice properties of F-regular rings:
Theorem 1.18. [HH89] F-regular rings are Cohen-Macaulay and normal.
For those not already enamored by Cohen-Macaulay singularities, we have included
an appendix discussing this crucially important if slightly technical condition.
Proof. Without loss of generality, we can assume that (R,m) is an F-regular local
domain. First we prove that R is Cohen-Macaulay, i.e. each system of parameters
of R is a regular sequence. By Lemma 1.15, we can assume that R is complete, and
therefore has a coefficient field, K. By the Cohen Structure Theorem, R is module
finite over the subring A of formal power series over K in any system of parameters
x1, . . . , xd.
Suppose we have a relation on our system of parameters, xiz ∈ (x1, . . . , xi−1)R.
Let B be the intermediate ring generated by z over A. Note that B ∼= A[t]/(g(t))),
where g is the minimal polynomial of z ∈ B over A, so that B is a hypersurface ring
and in particular, Cohen-Macaulay . To summarize, we have module finite extensions
A = K[[x1, . . . , xd]] →֒ B = A[z] →֒ R,
where B is Cohen-Macaulay with regular sequence x1, . . . , xd.
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Since B →֒ R is finite, there is a B-linear map ψ : R→ B sending 1 to, say, b 6= 0.
Raising our relation zxi ∈ (x1, . . . , xi−1)R to the p
e-th power, we have zp
e
xp
e
i ∈
(xp
e
1 , . . . , x
pe
i−1)R. Applying ψ to this relation, we have bz
pexp
e
i ∈ (x
pe
1 , . . . , x
pe
i−1)B
in B. But because B is Cohen-Macaulay, we can divide out the xp
e
i to get bz
pe ∈
(xp
e
1 , . . . , x
pe
i−1)B. Expanding to R, we have equivalently
(1.18.1) b1/p
e
z ∈ (x1, . . . , xi−1)R
1/pe.
Now using the F-regularity of R, there is an e and φ ∈ HomR(R
1/pe , R) such that
φ(b1/p
e
) = 1. Applying φ to (1.18.1) we have z ∈ (x1, . . . , xi−1)R. Thus R is Cohen-
Macaulay.6
Next, we tackle normality. Fix an element x/y in the fraction field of R integral
over R. We must show that y divides x in R. Since x/y is integral over R, there is
an equation
(x/y)m + r1(x/y)
m−1 + · · ·+ rm = 0,
where each rj is in R. Raising both sides of this equation to the p
e-th power, we
can see that (x/y)p
e
is also integral over R for all e ≥ 1. Since the integral closure
R of R is module-finite over R, there is a c ∈ R such that cR ⊆ R; in particular,
c(x/y)p
e
∈ R for all e ≥ 1, i.e. cxp
e
∈ (yp
e
) for all e ≥ 1. Hence cxp
e
= ryp
e
for some
r ∈ R. Therefore we have
(1.18.2) c1/p
e
x = r1/p
e
y
Since R is F-regular, there is an e and φe ∈ HomR(R
1/pe , R) such that φe(c
1/pe) = 1.
Applying φe to (1.18.2) we have that x ∈ (y). This shows that x/y ∈ R and finishes
the proof. 
To summarize, we now have proved the following implications among classes of
singularities:
{Regular} =⇒ {F-regular} =⇒ {Frobenius split, Cohen-Macaulay, Normal}.
In addition, we have shown that both Frobenius splitting and F-regularity descend to
direct summands. This is all that is needed to prove the Hochster-Roberts theorem,
at least in characteristic p.
1.3. The Hochster-Roberts Theorem.
Theorem 1.19 (1974). Fix any ground field k. Let G be a linearly reductive algebraic
group over k acting on a regular Noetherian k-algebra S. Then the ring of invariants
SG := {f ∈ S | f ◦ g = f for all g ∈ G};
is Cohen-Macaulay.
6For readers familiar with local cohomology, we leave as an exercise to find a slick local cohomol-
ogy proof that F-regular rings are Cohen-Macaulay.
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For example, let V be a finite dimensional representation of a linearly reductive
group G. The Hochster-Roberts theorem guarantees that the ring of invariants for
the induced action of G on the symmetric algebra of V is Cohen-Macaulay. From a
practical point of view, this means that the invariants form a graded finitely generated
free module over some polynomial subring.
Geometrically, the point of the Hochster-Roberts theorem is that when a reasonable
group acts on a smooth variety, the “quotient variety” will have reasonably nice
singularities. Indeed, let X be a smooth (affine) variety on which the group G acts
by regular maps. Then there is an induced action on the coordinate ring S, and
more or less by definition, the “quotient variety” is the unique variety X/G whose
coordinate ring is SG. The Cohen-Macaulayness of SG is a niceness condition on the
singularities of the quotient.7
1.3.1. Linear Reductive Groups. By definition, a linearly reductive group is an
algebraic group with the property that every finite dimensional representation is com-
pletely reducible, that is, it decomposes as a direct sum of irreducible representations.
In characteristic zero, linearly reductive is the same as reductive, so includes all semi-
simple algebraic groups. In particular, all finite groups, all tori, and all matrix groups
such as GLn and SLn are linearly reductive over a field of characteristic zero. Over
a field of positive characteristic p, linearly reductive groups are less abundant: tori
and finite groups whose order is not divisible by p, as well as extensions of these. See
[Nag62] for more information.
The point for us is this: if G is a linearly reductive group acting on a regular
k-algebra S, then the inclusion of the ring of invariants SG in S splits.
Using this, it is easy to prove the Hochster-Roberts’ theorem in the prime char-
acteristic case. We refer to the original paper [HR74] for the reduction to prime
characteristic.
Proof of the Hochster-Roberts’ Theorem in Prime Characteristic. Because SG is a di-
rect summand of the ring S, the Hochster-Roberts theorem follows immediately from
the following:
Theorem 1.20. Let R ⊂ S be a split inclusion of rings of positive characteristic. If
S is regular, then R is F-regular, hence Cohen-Macaulay.
7Some caution is in order here: one can not usually put the structure of a variety on the set
of G-orbits of X , although in a sense that can be made precise, Spec SG is the algebraic variety
“closest to being a quotient”— it behaves as a quotient in a categorical sense. If G is finite (and its
order is not divisible by p), the topological space Spec SG is the topological quotient of Spec S by
G. In the non-affine case, the situation is even more complicated, and there are several “quotients,”
which depend on a choice of linearization of the action. This is the huge and beautiful theory of
geometric invariant theory, or GIT [MFK94].
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This theorem in turn is simply a stringing together of Proposition 1.16, which
tells us S is F-regular, Proposition 1.17, which guarantees that the property of F-
regularity is passed on to the direct summand SG, and finally Proposition 1.18, which
tells us that SG is therefore Cohen-Macaulay and normal. 
While the Hochster-Roberts theorem is most interesting in characteristic zero
(since that is where the most interesting groups are found), its original proof fun-
damentally uses characteristic p. Later, Boutot gave a different proof of the charac-
teristic zero case, which does not use reduction to prime characteristic, although it
still exploits the philosophy of “splitting” we discuss here [Bou87]. This philosophy
is further expounded in [Kov00].
Example 1.21. Let G be the two-element group {±1} under multiplication. Let G
act on k2, where k is a field whose characteristic is not two, in the obvious way by
multiplication: −1 · (x, y) = (−x,−y). The induced action on the coordinate ring
k[x, y] is the same: −1 acts by multiplying both x and y by −1, so that a monomial
xayb is sent to (−1)a+bxayb. In particular, the invariant ring is the subring generated
by polynomials of even degree, or
k[x, y]G = k[x2, xy, y2] ∼= k[u, v, w]/(v2 − uw).
According to the Hochster-Roberts theorem and its proof, this ring is F-regular in
all finite characteristics, and hence Cohen-Macaulay. Standard “reduction to char-
acteristic p techniques” guarantee the ring is Cohen-Macaulay also when k has char-
acteristic zero.
Example 1.22. Let X be the variety of all 2×n complex matrices, so X ∼= C2n. Let
G = SL2 act onX by left multiplication. The ring of invariants for the induced action
of SL2 on C[x11, . . . , x1n, x21, . . . , x2n] is generated by all the 2 × 2 subdeterminants
of the matrix of indeterminates:(
x11 x12 . . . x1n
x21 x22 . . . x2n
)
.
This is the homogeneous coordinate ring for the Plu¨cker embedding of the Grassman-
nian of 2-dimensional subspaces of Cn. The Hochster-Roberts Theorem guarantees
that this ring is Cohen-Macaulay. More generally, the Plu¨cker ring of the Grass-
mannian of d-dimensional subspaces of Cn is Cohen-Macaulay, since it is the ring of
invariants for SLd acting on C
d×n by left multiplication. In characteristic p, the group
SL is not linearly reductive and the ring of invariants does not split. None-the-less,
this ring is F-regular in all prime characteristics[HH94], hence Cohen-Macaulay.
1.4. F-signature. A numerical refinement of F-regularity called the F-signature
sharpens the classification of F-singularities by measuring the growth rate of the
rank of a maximal free summand of the R-module R1/p
e
as e goes to infinity. This
was first studied in [SVdB97].
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Fix a local F-finite domain R. For each natural number e, we can decompose the R
module R1/p
e
as a direct sum of indecomposable modules, and count the number ae
of summands of R1/p
e
that are isomorphic to R. For a Frobenius split ring R, there
is always at least one. If R is regular, all summands are isomorphic to R, so ae is
equal to the rank of R1/p
e
over R. For arbitrary R, the (generic) rank of R1/p
e
over R
obviously bounds the number ae. For an F-regular ring, we expect many summands
of R1/p
e
isomorphic to R, so we expect ae to be relatively large, and to grow with e.
In fact, as it turns out, we can define the F-signature of R to be
s(R) = lim
e→∞
ae
δe
,
where δ is the generic rank of R over Rp, that is δ = [K : Kp] where K is the fraction
field of R. This limit exists [Tuc12], and is at most one.
The F-signature can be used to classify F-regular rings. Indeed, Huneke and
Leuschke proved that the F-signature is one if and only if R is regular in the paper
[HL02] that coined the term “F-signature.” Furthermore, the F-signature is positive
if and only if R is F-regular [AL03]. Thus each F-regular ring has an F-signature
strictly between zero and one; the closer the F-signature is to one, the “less singular”
the ring is. For example, for rational double points such xy = zn+1, the F-signature
is 1/(n + 1) [HL02], reflecting the fact that the singularity is “worse” for larger n.
Many more computations of this type can be found in [HL02] and later [Yao06].
Formulas for the F-signature of toric varieties are worked out in Von Korff’s PhD
thesis [VK12]; see also [WY04] and [Sin05]. Tucker vastly generalizes and simplifies
much of the literature on F-signature in [Tuc12].
There are many interesting open questions about the F-signature. No known
examples of non-rational F-signatures are known (though some expect that they
exist). Also, Florian Ensecu has suggested that there may be an upper bound on the
F -signature of a non-regular ring depending only on the dimension: for d ≥ 2, the
singularity defined by x20 + x
2
1 + · · ·+ x
2
d (characteristic 6= 2) has F-signature 1 −
1
d
,
and no d-dimensional singularities of larger F-signature are known [Ene14]. The F-
signature is closely related to the Hilbert-Kunz multiplicity, a subject pioneered by
Paul Monsky [Mon83]; see Huneke’s survey [Hun13] or Brenner’s paper [Bre13]. For
more developments, see the recent papers of Blickle, Schwede and Tucker [BST12]
and [BST13], which include generalizations of F-signature to pairs.
1.5. Frobenius splitting in characteristic zero and Connections with Sin-
gularities in Birational Geometry. We briefly recall the standard technique for
extending these ideas to algebras over fields of characteristic zero. Let C denote any
field of characteristic 0.
Let R be a finitely generated C-algebra. Fix a presentation
R ∼= C[x1, . . . , xn]/(f1, . . . , fr).
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Let A be the Z-subalgebra of C generated by all coefficients of the polynomials
f1, . . . , fr, and set
RA = A[x1, . . . , xn]/(f1, . . . , fr).
Since A is a finitely generated Z-algebra, the residue field of A at each of its maximal
ideals is finite. The map Spec RA → Spec A can be viewed as a “family of models”
of the original algebra R. The closed fibers of this map are characteristic p schemes
(of varying p) whereas the generic fiber is a flat base change from the original R.
Roughly speaking, R is F-regular or Frobenius split if most (or at least a dense set)
of the closed models have this property. More precisely,
Definition 1.23. Let R,A,RA be as above. The ring R is said to have Frobenius
split type (or F-regular type) if there is a Zariski dense set of maximal ideals µ in
Spec A such that A/µ⊗A RA is Frobenius split (or F-regular).
8
Although it is not completely obvious, Definition 1.23 does not depend on the
presentation of R, nor on the choice of A. See [HH06].
Example 1.24. (1) The ring C[x, y, z]/(y2 − xz) has F-regular type. As a mat-
ter of fact, taking A = Z, the closed fibers of the family are the rings
Fp[x, y, z]/(y
2 − xz), which are F-regular for every prime number p. Cf. Ex-
ample 1.11 and Proposition 1.17.
(2) The ring C[x, y, z]/(x3 + y3 + z3) has Frobenius split type, but not F-regular
type. Indeed, Fp[x, y, z]/(x
3 + y3 + z3) can be checked to be Frobenius split
after reduction mod p whenever p ≡ 1 mod 3, so that there is an infinite
set of prime numbers p (hence dense set of Spec Z) for which the “reduction
mod p” is Frobenius split.9 On the other hand, for every p ≥ 5 and every e,
one can show that there is no map sending x1/p
e
to 1. So this ring is not
F-regular type.
1.5.1. Connections with the Singularities in the Minimal Model Program. Amazingly,
the properties of Frobenius splitting and F-regularity in characteristic zero turn out
to be closely related to a number of important issues studied independently in alge-
braic geometry, including log canonical and log terminal singularities, and ultimately
positivity and multiplier ideals as well. For example,
Theorem 1.25. [Smi97a], [Har98] [MS97], [Elk81] Let R be a Gorenstein domain
finitely generated over a field of characteristic zero. Then
8In the literature, this is usually called dense F-split (F-regular) type. The related condition
that A/µ⊗A RA is F-split (F-regular) for a Zariski open set of maximal ideal µ in Spec A is called
open F-split (F-regular) type.
9If p ≡ 2mod 3, the ring is not Frobenius split, so R has dense F-split type, but not open F-split
type. Cf. Example 2.6. On the other hand, it is expected that dense and open F-regular type are
equivalent; this is known in Gorenstein rings and related settings; see [Smi97a] and [HW02].
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(1) R has F-regular type if and only if R has log terminal singularities.
(2) If R has Frobenius split type, then R has log canonical singularities.
We do not digress to discuss all the relevant definitions here, but refer instead
to the literature. For Gorenstein varieties, log terminal is equivalent to rational
singularities [Elk81], which may be more familiar.
Theorem 1.25 is proven more generally by Hara and Watanabe in [HW02]. State-
ment (1) is closely related to the equivalence of rational singularities with F-rational
type (proved by Smith [Smi97a] and Hara/Mehta-Srinivas [Har98] [MS97]). State-
ment (2) is closely related to the fact F-injective type implies Du Bois singularities
(due to Schwede [Sch09b]).
The converse of Statement (2) is conjectured to hold in general as well. This
long-standing open question related to an important conjecture linking the F-pure
threshold and the log canonical threshold, a very rich area of research with a huge
literature. While still wide open, it is worth pointing out that Mustata and Srinivas
[MS11] have reduced the question to an interesting conjecture with roots in Example
2.6. Although we cannot go into the F-pure threshold (or it generalization to the
“F-jumping numbers”) here, fortunately there are already extensive recent surveys,
including the survey for beginners [BFS13] and the more advanced research survey
[Mus12]. The F-pure threshold is very difficult to compute, often with complicated
fractal-like behavior; see, for example, the papers [Her11b], [HT14] and [Her11a] for
concrete computations of F-thresholds. There are few general results, but some can
be found in [BS13] and [HNBWZ14].
16 KAREN E. SMITH AND WENLIANG ZHANG
2. Frobenius for Schemes: the Global Theory
Let X denote the affine scheme SpecR, where R is a ring of prime characteristic
p. Like any map between rings, the Frobenius map induces a map of schemes, which
we also denote F . As a map of the underlying topological space, F : X → X is the
identity map, but the associated map of sheaves OX → F∗OX is induced by the p-th
power map of R.
Of course, the p-th power map is compatible with localization, so that the Frobe-
nius map on affine charts can be patched together to get a Frobenius map for any
scheme X of characteristic p. This Frobenius map is the identity map on the un-
derlying topological space of X while the corresponding map of sheaves of rings
OX → F∗OX is the p-th power map locally on sections.
The sheaf F∗OX is quasi-coherent on X . Consistent with the terminology for rings,
we say that a scheme X is F-finite if the sheaf F∗OX is coherent. Our main interest is
when X is a variety over a perfect field k of characteristic p; such a variety is always
F-finite.10
As in the affine case, the sheaf F∗OX carries a remarkable amount of information
about the scheme X . For example, Theorem 1.2 implies that an F-finite scheme X is
regular if and only if the coherent OX -module F∗OX is locally free. That is, a variety
over a perfect field is smooth if and only if the coherent sheaf F∗OX is a vector bundle
over X .
Similarly, we can define a scheme X to be locally Frobenius split if the map
OX → F∗OX splits locally in a neighborhood of each point, or equivalently, if the
corresponding map on stalks splits for each p ∈ X . Likewise, we can define X to
be locally F-regular if the stalks are all F-regular. Since Frobenius splitting and F-
regularity are local properties for affine schemes (by Lemmas 1.8 and 1.15), all the
results from the previous section give corresponding local results for an arbitrary
F-finite scheme of prime characteristic. For example, a locally F-regular scheme is
normal and Cohen-Macaulay by Theorem 1.18.
It is much stronger, of course, to require a global splitting of the Frobenius map
OX → F∗OX . Not surprisingly, a global splitting of Frobenius has strong conse-
quences for the global geometry of X . This is the topic of our second lecture.
Definition 2.1. The scheme X is Frobenius split11 if the Frobenius mapOX → F∗OX
splits as a map of OX -modules. This means that there exists a map of sheaves of
10The Frobenius map is always a scheme map, but not usually a morphism of varieties over k,
because it is not linear over k (unless, for example, k = Fp). If we insist on working with maps of
varieties, we can force the Frobenius map to be defined over k by changing base to make this so;
this is called the relative Frobenius map. See e.g. [MR85] [BK05].
11globally Frobenius split, if there is any possibility of confusion
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OX -modules, F∗OX
φ
−→ OX such that the composition
OX → F∗OX
φ
−→ OX
is the identity map.
The global consequences of splitting Frobenius, and indeed the term Frobenius
split, were first treated systematically by Mehta and Ramanathan in [MR85]; see
also [Hab80]. While inspired by Hochster and Roberts’ paper ten years prior, which
focused on the local case, Mehta and Ramanathan were motivated by the possibility
of understanding the global geometry of Schubert varieties and related objects in
algebro-geometric representation theory; see e.g. [MR85], or [RR85], [MR88]. This
idea was very fruitful, leading the Indian school of algebro-geometric representation
theory to many important results now chronicled in the book [BK05]. In Section 2.2,
we formally show how the local and global points of view converge by translating
global splittings of a projective variety X into local splittings “at the vertex of the
cone” over X .
Example 2.2. Projective space Pnk is Frobenius split in every positive character-
istic. Indeed, any (homogeneous) splitting of Frobenius for the polynomial ring
k[x0, . . . , xn] induces a splitting of the corresponding Frobenius map of sheaves OPn →
F∗OPn.
Frobenius split varieties satisfy strong vanishing theorems:
Theorem 2.3. Let X be a Frobenius split scheme. If L is an invertible sheaf on X
such that H i(X,Ln) = 0 for n≫ 0, then H i(X,L) = 0.
Corollary 2.4. Let L be a ample invertible sheaf on a Frobenius split projective
variety X. Then H i(X,L) vanishes for all i > 0, and if X is Cohen-Macaulay (e.g.
smooth), then also H i(X,ωX ⊗ L) vanishes for all i > 0.
Proof of Theorem 2.3 and its Corollaries. By definition, the mapOX → F
e
∗OX splits.
So tensoring with L, we also have a splitting of
L → F e∗OX ⊗ L = F
e
∗F
e∗L = F e∗L
pe.
Here, the first equality follows from the projection formula [Har77, Exercise II 5.2
(d)]; the second equality F e∗L = Lp
e
holds because pulling back under Frobenius
raises transition functions to the p-th power. Since L is a direct summand of F e∗L
pe,
it follows that the cohomology H i(X,L) is a direct summand of H i(X,F e∗L
pe) =
H i(X,Lp
e
) for all e. But H i(X,Lp
e
) = 0 for large e by our hypothesis, so that
H i(X,L) = 0.
The corollary follows by Serre vanishing [Har77, Prop III 5.3]: an ample invertible
sheaf L on a projective variety X satisfies H i(X,Ln) = 0 for large n and positive i.
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The second statement follows by Serre duality [Har77, III §7]: Serre vanishing ensures
H i(X,ωX ⊗ L
n) vanishes for large n, hence its dual HdimX−i(X,L−n) vanishes; by
the Theorem also HdimX−i(X,L−1) vanishes, and hence so does its dual H i(X,ωX ⊗
L). 
Proving a variety is Frobenius split is therefore a worthwhile endeavor. One useful
criterion is essentially due to Hochster and Roberts:
Proposition 2.5. A projective variety X is Frobenius split if and only if the induced
map HdimX(X,ωX)→ H
dimX(X,F ∗ωX) is injective.
Proof. Hochster and Roberts actually stated a local version of this proposition: to
check purity of any finite map of algebras R → S, where R is local, it is enough
to show that the map R ⊗ E → S ⊗ E remains injective after tensoring with the
injective hull E of the residue field of R. This statement reduces to the statement of
Proposition 2.5 by taking R to be the localization of a homogeneous coordinate ring
of R at the unique homogeneous maximal ideal. See [Smi97b, 4.10.2]. 
Example 2.6. An elliptic curve over a perfect field of prime characteristic is Frobe-
nius split if and only if it is ordinary. Indeed, ordinary means that the natural map
induced by Frobenius H1(X,OX) → H
1(X,F ∗OX) is injective, so the statement
follows from Proposition 2.5 since the canonical bundle of an elliptic curve is triv-
ial. Thus in genus one, there are infinitely many Frobenius split curves, as well as
infinitely many non-Frobenius split curves, depending on the Hasse-invariant of the
curve. See, for example, [Har77, IV §4 Exercise 4.14]. Cf. Example 1.24 (2).
2.1. Global F-regularity. We define a global analog of F-regularity for arbitrary
integral F-finite schemes of prime characteristic p. For any effective Weil divisor D
on a normal variety, there is an obvious inclusion OX →֒ OX(D). Thus for any e we
have an inclusion F e∗OX →֒ F
e
∗OX(D), which we can pre-compose with the iterated
Frobenius map to get a map
OX → F
e
∗OX →֒ F
e
∗OX(D).
Definition 2.7. [Smi00a] An F-finite normal12 scheme X is called globally F-regular
if, for all effective Weil divisors D, there is an e such that the composition
OX → F
e
∗OX →֒ F
e
∗OX(D)
splits as a map of OX-modules.
12If X is quasi projective, we can drop the normal from the definition and assume instead that
D is an effective Cartier divisor. This produces the same definition, because splitting along all
Cartier divisors will imply normality (by Theorem 1.18) as well as splitting along all Weil divisors
(since given an effective Weil divisor D, we can always find an effective Cartier divisor D′ such that
OX(D) ⊂ OX(D
′).))
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Globally F-regular varieties are strongly Frobenius split, in the sense that not only
are they Frobenius split but there are typically many splittings of Frobenius. Indeed,
suppose that X is globally F-regular. Then for any effective divisor D, there is an e
and a map F e∗OX(D)
φ
→ OX such that the composition
OX → F
e
∗OX
ι
→֒ F e∗OX(D)
φ
→ OX
is the identity map. Thus we can view the composition φ ◦ ι as a splitting of the
(iterated) Frobenius OX → F
e
∗OX , which just happens to factor through F
e
∗OX(D).
Thus there are actually many splittings of the (iterated) Frobenius, as these are
typically different maps for different D. Of course, the Frobenius itself splits as well
(not just its iterates): we have a factorization
OX →֒ F∗OX →֒ F
e
∗OX ,
so the splitting can be restricted to F∗OX .
Thus we have proved the following analog of Proposition 1.14:
Proposition 2.8. A globally F-regular scheme X is always Frobenius split.
Thus a globally F-regular variety can be viewed as belonging to a restricted class of
Frobenius split varieties, in which there are many different splittings of (the iterated)
Frobenius—indeed so many that, for every Weil divisor on X , we can find a splitting
factoring through F e∗OX(D). Such a Frobenius splitting is said to be a Frobenius
splitting along the divisor D [Ram91] [RR85].
Remark 2.9. The reader will easily verify that for affine schemes, the local and
global definitions of F-regularity are equivalent. Let us point out only this much:
given an effective Cartier divisor D, we can chose a sufficiently small affine chart so
that D has local defining equation f on Spec R. This means that OX(D) is the (sheaf
corresponding to the) invertible R-module R 1
f
. Then the map OX → F
e
∗OX(D) of
Definition 2.7 corresponds to the R-module map
R→ [R ·
1
f
]1/p
e
, sending 1 7→ 1,
which splits if and only if the map R → R1/p
e
sending 1 7→ f 1/p
e
splits. This is
Definition 1.13.
For a non-affine scheme X , the global splitting of the map OX → F
e
∗OX(D) is a
strong condition, which can not be checked locally at stalks. Thus X can fail to be
globally F-regular, and usually does, even when it is locally F-regular at each point:
globally F-regular varieties are rare even among smooth projective varieties. For
example, all smooth projective curves are locally F-regular (because all local rings
are regular), but the only smooth projective curve which is globally F-regular is P1.
This follows immediately from the vanishing theorem:
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Corollary 2.10. If L is a nef 13 invertible sheaf on a globally F-regular projective
variety, then H i(X,L) vanishes for all L and all i > 0.
Now to see that P1 is the only globally F-regular projective curve, note that the
degree of the canonical bundle on a curve of genus g is 2g−2 so the canonical bundle
is nef when the genus is positive. But since H1(X,ωX) = 1 for all connected curves,
Corollary 2.10 prohibits a curve of positive genus from being globally F-regular.
Proof. The proof is similar to the proof of Theorem 2.3, so we only sketch it, referring
to [Smi00b, Thm 4.2] for details. For any effective D, we can use the splitting of a
map OX → F
e
∗OX(D) to show that if L is any invertible sheaf such that H
i(X,Ln⊗
OX(D)) vanishes for all large n and some effective D, then also H
i(X,L) vanishes.
Now the corollary follows because if L is nef, there is an effective D such that all
Ln ⊗OX(D) are ample by [Laz04, Cor 1.4.10]. 
In practice, we do not have to check splitting for all divisors D to establish global
F-regularity:
Theorem 2.11. A projective variety X is globally F-regular if for some ample divisor
D′ containing the singular locus of X and all divisors D of the form mD′ for m≫ 0,
there is an e such that the map OX → F
e
∗OX(D) splits as a map of OX-modules.
Proof. This is a global adaptation, proved in [Smi00b], of the following local theorem
of Hochster and Huneke: If c is an element of an F-finite domain R such that Rc is
regular, then c has some power f such that R is F-regular if and only if there exists
an e and an R-linear map R1/p
e
→ R sending f 1/p
e
7→ 1. More general and more
effective versions of this theorem are proved in [Smi00b] and [SS10, Thm 3.9]. 
2.2. Local versus Global splitting. The precise relationship between local and
global Frobenius splitting is clarified by the following theorem, which states roughly
that a projective variety is Frobenius split or globally F-regular if and only if “its
affine cone” has that property:
Theorem 2.12. Let X ⊂ Pn be a normally embedded projective variety over a field
of characteristic p. Then X is Frobenius split (respectively, globally F-regular) if and
only if the corresponding homogenous coordinate ring is Frobenius split (respectively,
globally F-regular).
13By definition, an invertible sheaf on a curve is nef if it has non-negative degree; an invertible
sheaf on a higher dimensional variety is nef if its restriction to every algebraic curve in the variety
is nef. Ample line bundles are always nef. Nef line bundles play an important role in higher
dimensional birational geometry, being the “limits of ample divisors”. See Section 1.4 of [Laz04].
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Example 2.13. Grassmannian varieties of any dimensions and characteristic are
globally F-regular. Indeed, the homogeneous coordinate ring for the Plu¨cker embed-
ding of any Grassmannian is F-regular [HH94]. More generally, all Schubert varieties
are globally F-regular [LRPT06]. C.f. Example 1.22.
Example 2.14. A normal projective toric variety (of any characteristic) is globally F-
regular. The point is that there is a torus-invariant ample divisor, so some multiple of
it will give a normal embedding into projective space. The corresponding homogenous
coordinate ring is a normal domain generated by monomials. All finitely generated
normal rings generated by monomials are strongly F-regular since they are direct
summands of the corresponding polynomial ring [BH93, Exercise 6.1.10]. Since the
homogenous coordinate ring is F-regular, the projective toric variety is globally F-
regular by Theorem 2.15. See also Example 2.20.
The proof of Theorem 2.12 is clearest in the following context, which is only slightly
more general.
Theorem 2.15. Let X be any projective scheme over a perfect field. The following
are equivalent:
(1) X is Frobenius split;
(2) the ring SL =
⊕
n∈NH
0(X,Ln) is Frobenius split for all invertible sheaves L;
(3) the section ring SL =
⊕
n∈NH
0(X,Ln) is Frobenius split for some ample
invertible sheaf L.
Likewise, a projective variety X is globally F-regular if and only if some (equivalently,
every) section ring SL with respect to an ample invertible sheaf L is F-regular.
Proof of Theorem 2.15. If OX → F∗OX splits, then the same is true after tensoring
with any invertible sheaf L. So as in the proof of Theorem 2.3,
L → F∗OX ⊗ L = F∗F
∗L = F∗L
p,
splits. Likewise, we have a splitting after tensoring with the sheaf of algebras⊕
n∈NL
n. Taking global sections produces a Frobenius splitting for the ring SL. So
(1) implies (2). Also (2) obviously implies (3).
To see that (3) implies (1), we fix an ample invertible sheaf L on X . In particular,
this means that X is the scheme Proj SL, and coherent sheaves on X correspond
to finitely generated Z-graded SL-graded modules (up to agreement in large degree).
Now, if SL is Frobenius split, then we can find a homogeneous SL-linear splitting
S
1/p
L
π
→ SL such that the composition
(2.15.1) S →֒ S
1/p
L
π
→ SL
is the identity map. Note that S
1/p
L can be viewed as naturally
1
p
N-graded, by defining
the degree of s1/p to be 1
p
deg s. Consider the graded S-submodule [S1/p]N of S
1/p of
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elements of integer degree: this includes all the elements of S, but also elements of
the form (s)1/p, where s is not a p-th power in S but its degree is a multiple of p.
The graded map of S-modules
S →֒ [S1/p]N
corresponds to the Frobenius map of coherent sheaves OX → F∗OX on X . The point
now is that restricting the map S
1/p
L
π
→ SL to the subgroup [S
1/p]N, the composition
of maps of graded S-modules
S →֒ [S1/p]N
π
→ S
gives a graded splitting of S-modules, whose corresponding map of coherent sheaves
on X gives a splitting of Frobenius for X . The proof for global F-regularity is similar.
See [Smi00b] or [SS10] for details. 
2.3. Frobenius splittings and anticanonical divisors. Summarizing the situa-
tion for curves, we see that the existence of Frobenius splittings appears to be related
to positivity of the anti-canonical divisor:
Example 2.16. Among smooth projective curves over a perfect field of prime char-
acteristic:
(1) A genus zero curve is always globally F-regular.
(2) A genus one curve is never globally F-regular, and it is Frobenius split if and
only if it is an ordinary elliptic curve.
(3) Higher genus curves are never Frobenius split (hence nor globally F-regular).
Indeed, there is a natural sense in which the sheaf of “potential Frobenius split-
tings” is a sheaf of pluri-anticanonical forms. The following crucial fact, first appear-
ing in this guise in [MR85], is at the heart of many ideas in both the local and global
theories:
Lemma 2.17. Let X be a normal 14 projective variety over a perfect field. Then we
have
HomOX (F
e
∗OX ,OX)
∼= F e∗ω
1−pe
X .
Proof. First assume that X is smooth. We have a natural isomorphism
HomOX (F
e
∗OX ,OX)
∼= HomOX (F
e
∗OX , ωX)⊗ ω
−1
X .
By Grothendieck duality for the finite map F e : X → X , we also have a natural
isomorphism
HomOX (F
e
∗OX , ωX)
∼= F e∗HomOX (OX , ωX)
∼= F e∗ωX ,
14If X is not smooth, the notation ωnX denotes the unique reflexive sheaf which agrees with the
n-th tensor power of ωX on the smooth locus; equivalently, it is the double dual of the n-th tensor
power of ωX , or equivalently, OX(nKX) where KX is the Weil divisor agreeing with a canonical
divisor on the smooth locus.
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so that
HomOX (F
e
∗OX ,OX)
∼= F e∗ωX ⊗ ω
−1
X
∼= F e∗ (ωX ⊗ F
e∗ω−1X ),
with the last isomorphism coming from the projection formula. Finally we have
HomOX (F
e
∗OX ,OX)
∼= F e∗ (ω
1−pe
X ),
since pulling back an invertible sheaf under Frobenius amounts to raising it to the
p-th power.
Now, even if X is not smooth, this proof is essentially valid. Indeed, we can carry
out the same argument on the smooth locus of X , to produce the desired natural
isomorphism of sheaves there. Since both sheaves HomOX (F
e
∗OX ,OX) and F
e
∗ (ω
1−pe
X )
are reflexive sheaves on the normal variety X , this isomorphism extends uniquely to
an isomorphism of OX-modules over all X . 
Any Frobenius splitting is a map F∗OX → OX , and hence a non-zero global
section of HomOX (F∗OX ,OX)
∼= F∗(ω
1−p
X ), which in turn, is a non-zero section of
H0(X,ω1−pX ). Thus, if X is Frobenius split, we expect non-zero sections of ω
1−p
X .
If ωX is ample, then the sheaves ω
1−p
X are dual to ample, and can have no global
sections:
Corollary 2.18. A smooth projective variety X with ample canonical bundle is never
Frobenius split.
Even if ω1−pX has global sections, it is not so obvious which of these might correspond
to a splitting of Frobenius. Mehta and Ramanathan [MR85, Prop 6] found a nice
criterion:
Proposition 2.19. Let X be a normal projective variety. A section s ∈ H0(X,ω1−pX )
corresponds to a Frobenius splitting of X if and only if there exists a smooth point x ∈
X at which s has a non-zero residue. Explicitly, for a global section s ∈ H0(X,ω1−pX ),
we can write the germ of s at the point x as s = f(dx1∧· · ·∧dxn)
1−p where x1, . . . , xn
are a regular sequence of parameters at x and f ∈ OX,x. Now s is a splitting of
Frobenius if and only if the power series expansion of f in the coordinates xi has a
non-zero (x1x2 . . . xn)
p−1 term.
Summarizing this in the language of divisors: the non-zero mappings F∗OX → OX
correspond to effective divisors in the linear system |(1− p)KX |. Given a particular
divisor D in |(1− p)KX |, it is a splitting of Frobenius if and only if in local analytic
coordinates at some smooth point x ∈ X , the divisor D is (p − 1) times a simple
normal crossing divisor whose components intersect exactly in {x}.
Example 2.20. One easy case in which Frobenius splitting can be established using
Proposition 2.19 is when a smooth projective variety X of dimension n admits n
effective divisors D1, . . . , Dn meeting transversely at a point of X and whose sum is
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an anti canonical divisor. Projective space obviously has this property (taking −KX
to be the sum of the coordinate hyperplanes). Similarly, a projective toric variety
is Frobenius split as well, since −KX is the sum of all the torus invariant divisors
[Ful93, page 85]. Again, we recover that fact that smooth projective toric varieties
are Frobenius split. Cf. Example 2.20.
Similarly, if X is globally F-regular, we expect many global sections of ω1−p
e
X : for
each D, the splitting F e∗OX(D)
t
→ OX induces a different splitting F
e
∗OX → OX ,
so gives rise to a non-zero element global section of ω1−p
e
X . Varying D, we get many
sections of ω1−p
e
X — so many that they grow polynomially in p
e:
Corollary 2.21. If a smooth projective variety is globally F-regular, then its anti-
canonical bundle is big.15
Proof. For any Weil divisor D on a normal variety X , the proof of Lemma 2.17
immediately generalizes to give a natural isomorphism
HomOX (F
e
∗OX(D),OX)
∼= F e∗ (ω
1−pe
X (−D)).
Now, letX be globally F-regular, and let A be any ample effective Cartier divisor. By
definition, there exists an e and a global non-zero map t : F e∗OX(A)
t
→ OX splitting
the composition OX → F
e
∗OX(A). The map t can be viewed thus be viewed as a
non-zero global section of HomOX (F
e
∗OX(A),OX), hence a non-zero element of
H0(X,F e∗ (ω
1−pe
X (−A))) = H
0(X,ω1−p
e
X (−A)) ⊂ H
0(X,ω1−p
e
X ).
Let E be the effective divisor of the section t, so that E ∈ |(1−pe)KX−A|, whereby
E + A ∈ |(1− pe)KX |.
Finally, we see that −KX is Q-linearly equivalent to
1
pe−1
(A + E), so that −KX is
Q-linearly equivalent to “ample plus effective.” That is, −KX is big by Corollary
2.2.7 in [Laz04]. 
Unfortunately, bigness of ω1−p
e
X is not sufficient for global F-regularity. For ex-
ample, a ruled surface over an elliptic curve is never strongly F-regular, but its
anti-canonical divisor can be big. See [SS10, Example 6.7].
On the other hand, there is strengthened form of “almost amplitude of−KX” which
guarantees enough good sections of ω1−p
e
X to find lots of splittings of Frobenius:
Definition 2.22. A normal projective varietyX is log Fano if there exists an effective
Q-divisor ∆ on X such that
(1) −KX −∆ is ample; and
15A line bundle L on a projective variety X is big if the space of global sections H0(X,Ln) grows
as a polynomial of degree dimX in n; See [Laz04, Section 2.2].
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(2) the pair (X,∆) has (at worst) Kawamata log terminal singularities16.
If X is smooth and ω−1X ample (that is, if X is Fano), then X is log Fano: we can
take ∆ = 0. For log Fano varieties in general, −KX is not ample, but it is close to
ample in the sense that it is big and even more: it is “close” to the ample cone in
the sense that we can obtain it from the ample divisor (−KX − ∆) by adding only
the very small effective Q-divisor ∆ whose singularities are highly controlled.
We can now state a pair of theorems which can be viewed as a sort of geometric
characterization of globally F-regular varieties:
Theorem 2.23. [Smi00b] [SS10] If X is a globally F-regular projective variety of
characteristic p, then X is log Fano.
The converse isn’t quite true because of irregularities in small characteristic. For
example, the cubic hypersurface defined by x3 + y3 + z3 + z3 in P3 is obviously
a smooth Fano variety (hence log Fano) in every characteristic p 6= 3. But it is
not globally F-regular or even Frobenius split in characteristic two. However, it is
globally F-regular for all characteristics p ≥ 5. In general we have
Theorem 2.24. [Smi00b] [SS10] If X is a log Fano variety of characteristic zero,
then X has globally F-regular type.
Remarkably, the converse to Theorem 2.24 is open: we do not know whether a
globally F-regular type variety must be log Fano. This may seem surprising at first
glance. If X has globally F-regular type, then in each characteristic p model, the
proof of Theorem 2.23 constructs a “witness” divisor ∆p establishing that the pair
(Xp,∆p) is log Fano. But ∆p depends on p and there is no a priori reason that the
∆p all come from some divisor ∆ on the characteristic zero variety X .
Conjecture 2.25. A projective globally F-regular type variety (of characteristic zero)
is log Fano.
Gongyo, Okawa, Sannai and Takagi prove Conjecture 2.25 under the additional
hypothesis that the variety is a Q-factorial Mori Dream space, by applying the min-
imal model program [GOST12]. This gives urgency to another interesting question:
are globally F-regular type varieties (of characteristic zero) Mori Dream Spaces?
Moreover, since log Fano spaces (of characteristic zero) are Mori Dream spaces by
16Kawamata log terminal singularity is usually defined in characteristic 0, but it can be defined
in any characteristic by considering all birational proper maps as follows. Let X be a normal variety
and ∆ be an effective Q-divisor on X . Then (X,∆) is called Kawamata log terminal if
(a) KX +∆ is Q-Cartier; and
(b) for all birational proper maps π : Y → X , choosing KY so that π∗KY = KX , each coefficient
of π∗(KX +∆)−KY is strictly less than 1.
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[BCHM10, Cor 1.3.2], the answer is necessarily yes if Conjecture 2.25 is true. What
about in characteristic p?
Question 2.26. Assume that X is globally F-regular. Is it true that the Picard
group of X is finitely generated? Is it true that the Cox ring of X is always finitely
generated?
Similarly, there are related questions and results about the geometry of Frobenius
split projective varieties. For example,
Theorem 2.27. [SS10] If X is a normal Frobenius split projective variety of charac-
teristic p, then X is log Calabi-Yau. This means that X admits an effective Q-divisor
such that (X,∆) is log canonical 17 and KX +∆ is Q-linearly equivalent to the trivial
divisor.
Again, the converse fails because of irregularities in small characteristic. The
same cubic hypersurface defined by x3 + y3 + z3 + z3 in P3 is not Frobenius split in
characteristic two, but it is a smooth log Calabi Yau variety. However, we do expect
an analog of Theorem 2.24 to hold. We conjecture:
Conjecture 2.28. [SS10]. If X is a log Calabi Yau variety of characteristic zero,
then X has Frobenius split type.
2.4. Pairs. We have discussed Frobenius splitting and F-regularity in an absolute
setting: these were defined as properties of a scheme X . However, in the decade
since the last MSRI special year in commutative algebra, a theory of “F-singularities
of pairs” has flourished, inspired by the rich theory of pairs developed in birational
geometry [Kol97]. The idea to extend Frobenius splitting and F-regularity to pairs
was a major breakthrough, pioneered by Nobuo Hara and Kei-ichi Watanabe in
[HW02]. Although we do not have space to include a careful treatment of this
generalization here, we briefly outline the definitions and main ideas.
By pair in this context, we have in mind a normal irreducible scheme X of fi-
nite type over a perfect field, together with a Q-divisor ∆ on X . (Another variant
considers pairs (X, at) consisting of an ambient scheme X together with a sheaf
of ideals a and a rational exponent t.18) In the geometric setting, an additional
assumption—namely that KX +∆ is Q-Cartier—is usually imposed, because one of
the main techniques in birational geometry involves pulling back divisors to different
birational models (and only Q-Cartier divisors can be sensible pulled back). One pos-
sible advantage of the algebraic notion of pairs is that it is not necessary to assume
17Log canonical is usually defined in characteristic 0, but it can be defined in any characteristic
similarly to how we defined Kawamata log terminal singularities. We require instead that each
coefficient of π∗(KX +∆)−KY is at most 1.
18There are even triples (X,∆, at) incorporating aspects of both variants.
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that KX +∆ is Q-Cartier, although alternatives have also been proposed directly in
the world of birational geometry as well; see [dFH09].
2.4.1. What do pairs have to do with Frobenius splittings? Given an OX -linear map
φ : F e∗OX → OX , we have already seen how it gives rise to a global section of
F e∗ω
1−pe
X , hence an effective divisor D˜ linearly equivalent to (1 − p
e)KX . If we set
∆ = 1
pe−1
D˜, the pair (X,∆) can be interpreted as more or less equivalent to the
data of the map φ. If D is an effective Cartier divisor through which our map φ
factors, then (as in the proof of Corollary 2.21), we can view φ as a global section of
OX((1−p
e)KX+D), hence an effective divisor D˜ linearly equivalent to (1−p
e)KX+D.
Setting ∆ = 1
pe−1
D˜, we have that ∆ is a Q-divisor satisfying KX + ∆ is Q-Cartier,
since it is Q-linearly equivalent to the Cartier Q-divisor 1
pe−1
D. We refer to the
exceptionally clear exposition of this idea, with deep applications to understanding
the behavior of test ideals under finite morphisms, in the paper [ST10a].
The definition of (local or global) F-regularity and Frobenius splitting can be
generalized to pairs as follows:
Definition 2.29. Let X be a normal F-finite variety, and ∆ an effective Q-divisor
on X .
(1) The pair (X,∆) is sharply Frobenius split (respectively locally sharply Frobe-
nius split) if there exists an e ∈ N such that the natural map
OX → F
pe
∗ OX(⌈(p
e − 1)∆⌉)
splits as an map of sheaves of OX -modules (respectively, splits locally at each
stalk).
(2) The pair (X,∆) is globally (respectively, locally) F-regular if for all effective
divisors D, there exists an e ∈ N such that the natural map
OX → F
pe
∗ OX(⌈(p
e − 1)∆⌉+D)
splits as an map of sheaves of OX -modules (respectively, splits locally at each
stalk).
Remark 2.30. A slightly different definition of Frobenius splitting for a pair (X,∆)
was first given by Hara and Watanabe [HW02]. The variant here, which fits better
into our context, was introduced by Karl Schwede [Sch10b].
The local properties of F-regularity and F-purity for pairs turn out to be closely
related to the properties of log terminality and log canonicity that arose indepen-
dently, in the minimal model program, in the 1980’s. The absolute versions of the
following theorems were already mentioned at the end of the first Lecture.
Theorem 2.31. [HW02] Let (X,∆) be a pair where X is a normal variety of prime
characteristic and ∆ is a Q-divisor such that KX +∆ is Q-Cartier.
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(1) If (X,∆) is a locally F-regular pair, then (X,∆) is Kawamata Log terminal.
(2) If (X,∆) is a locally sharply Frobenius split pair, then (X,∆) is log canonical.
Similarly, there are global versions: Theorem 2.23 and 2.27 also hold for “pairs.”
See [SS10].
In characteristic zero, the discussion of Section 1.5 generalizes easily to pairs.
Given a pair (X,∆), where now X is normal and essentially finite type over a field
of characteristic zero, we can define the pair to be (locally or globally) F-regular
type or (locally or globally) sharply Frobenius split type as in Definition 1.23.
That is, we chose a ground ring A over which both X and ∆ are defined, which
gives rise to a pair (XA,∆A) over XA, and define the pair (X,∆) to be of (locally
or globally) F-regular-type if for a Zariski dense set of closed points in Spec A, the
pair (XA× SpecA/µ,∆A mod µ) is (locally or globally) F-regular, where ∆A mod µ
denotes the pullback of ∆A to the closed fiber XA × SpecA/µ. Similarly, we define
sharp Frobenius splitting type. For details of this reduction to prime characteristic,
see for example, [HW02].
With the definitions in place, Theorem 2.31 implies characteristic zero versions.
Let (X,∆) be a pair where X is a normal variety of prime characteristic zero and ∆
is a Q-divisor satisfying KX +∆ is Q-Cartier. Then if (X,∆) is of locally F-regular
type, then (X,∆) has klt singularities [HW02]. See the cited papers for details.
As in the absolute case, there are converses (some conjectured) to all these results
for pairs in characteristic zero. Hara and Watanabe show that klt pair (X,∆) of
characteristic zero has F-regular type [HW02]; this leans heavily on some injectivity
results for Frobenius acting on cohomology groups proved in [Har98]; see also [MS97].
In [SS10], these results used to prove a global version: a log Fano pair (X,∆) of
characteristic zero is of globally F-regular type. The log canonical property has
proved more elusive: it is conjectured that if a pair (X,∆) of characteristic zero is
log canonical, then it is of locally sharply Frobenius split type, but this questions has
remained open since its inception in the nineties. See [HW02]. If this local conjecture
holds, then the global analog follows: a Calabi-Yau pair (X,∆) of characteristic zero
is of globally sharply Frobenius split type; see [SS10].
We can think of F-regularity as a “characteristic p analog” of klt singularities,
and (at least conjecturally) F-splitting as a “characteristic p analog” of log canonical
singularities. The analogy runs deep: F-pure thresholds become “characteristic p
analogs” of log canonical thresholds, test ideals become “characteristic p analogs” of
multiplier ideals, centers of sharp F-purity become “characteristic p analogs” of log
canonicity, F-injectivity becomes a “characteristic p analog” of Du Bois singularities.
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3. The Test Ideal.
The test ideal is a distinguished ideal reflecting the Frobenius properties of a prime
characteristic ring. For example, the test ideal defines the closed locus of Spec R
consisting of points p at which Rp is not F-regular. Test ideals are “characteristic p
analogs” of multiplier ideals in birational algebraic geometry ([Smi00c] and [Har01]);
they define a distinguished “compatibly split subscheme” of a Frobenius split variety
([Vas98] and [Sch10a]).
Test ideals can be defined very generally for pairs on more or less arbitrary Noe-
therian schemes of characteristic p. However, the theory becomes most transparent
in two special cases, which are loosely the “classical commutative algebra case” and
the “classical algebraic geometry case.” In the classical commutative algebra case,
the scheme is the spectrum of a local ring R and we are interested in the “absolute”
test ideal. In this case, the test ideal τ(R) is essentially Hochster and Huneke’s test
ideal for tight closure.19 In the classical algebraic geometry case, we are interested
in the test ideal of a pair (X,∆), where X is a smooth ambient scheme and ∆ is an
effective Q-divisor on X (or ∆ = at where a is an ideal sheaf on X and t is a positive
rational number). In this case, the test ideal τ(X,∆) turns out to be a “characteristic
p analog” of the multiplier ideal in complex algebraic geometry, a subject described,
for example, in Rob Lazarsfeld’s MSRI introductory talks ten years ago [BL04].
In this lecture, we explain the test ideal in the “classical commutative algebra”
setting. We develop the test ideal as just one ideal in a lattice of ideals distinguished
with respect to the Frobenius map. Our definition is not the traditional one due to
Hochster and Huneke, but a newer twist (due essentially to Schwede [Sch10a]) which
is both illuminating and elegant, tying the ideas into Mehta and Ramanathan’s theory
of compatibly split ideals. The fourth lecture will treat test ideals in the “classical
algebro-geometric” setting.
3.1. Compatible Ideals. Let R be an F-finite reduced ring of characteristic p.
Definition 3.1. Fix any R-linear map ϕ : R1/p
e
→ R. An ideal J of R is called
ϕ-compatible if ϕ(J1/p
e
) ⊆ J .
Put differently, given an R-linear map ϕ : R1/p
e
→ R, consider the obvious diagram
R1/p
e ϕ //

R

(R/J)1/p
e // R/J,
19Our terminology differs slightly from the tight closure literature, where our test ideal would be
called the “big test ideal” for “non-finitistic tight closure;” also, it defines the non-strongly F-regular
locus.
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where the vertical arrows are the natural surjections. The bottom arrow can not be
filled in to make a commutative diagram in general: it can be filled in if and only
if J is ϕ-compatible. That is, an ideal J is ϕ-compatible if and only if the map
ϕ : R1/p
e
→ R descends to a map (R/J)1/p
e
→ R/J .
Example 3.2. Let R = Fp[x, y] and let φ : R
1/p → R be the R-linear splitting
defined by
φ(x
i
py
j
p ) =
{
x
i
py
j
p i
p
, j
p
∈ N
0 otherwise.
As an exercise, the reader should check that the ideals (0), (x), (y), (xy), and (x, y)
are all φ-compatible—in fact, they are the only φ-compatible ideals in R.
The following properties are straightforward:
Proposition 3.3. Fix an R-linear map ϕ : R1/p
e
→ R.
(1) The set of ϕ-compatible ideals is closed under sum and intersection.
(2) The minimal primes of a ϕ-compatible ideal are ϕ-compatible.
(3) If ϕ is a Frobenius splitting, then all ϕ-compatible ideals are radical.
Proof. We leave (1) as an easy exercise. For statement (2), let P be a minimal prime
of a ϕ-compatible ideal J . Take any w not in P but in the intersection of all other
primary components of J , that is, take w ∈ (J : P ) \ P . For any z ∈ P , we need to
show that ϕ(z1/p
e
) ∈ P . Now since wp
e
z ∈ J and J is φ-compatible, we have
wϕ(z1/p
e
) = ϕ(wz1/p
e
) ∈ ϕ(J1/p
e
) ⊂ J ⊂ P.
Since w /∈ P , we conclude that ϕ(z1/p
e
) ∈ P . So P is ϕ-compatible.
Statement (3) is also easy: if J is φ compatible, the commutative diagram
R1/p
e ϕ //

R

(R/J)1/p
e // R/J,
shows that if ϕ is a Frobenius splitting, so is the induced map on R/J . Since
Frobenius split rings are reduced, the ideal J is radical. 
3.1.1. Compatibly Split Subschemes. When ϕ is a Frobenius splitting, a ϕ-compatible
ideal is often called a ϕ-compatibly split ideal, or (suppressing the dependence on ϕ)
a compatibly split ideal. The subscheme it defines is called a compatibly split sub-
scheme. The notion of compatible Frobenius splitting was first introduced in [MR85].
In that language, a compatibly split ideal (sheaf) on a Frobenius split variety defines
a compatibly split subscheme—a subscheme to which the given splitting of Frobenius
restricts.
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For a fixed splitting ϕ of Frobenius, the set of ϕ-compatibly split ideals is always
a finite set of radical ideals. The finiteness is not obvious; see [Sch09a] or [KM09],
or [ST10b]. Also [EH08] and [Sha07] contains a related dual fact.
3.2. Uniformly Compatible Ideals. Of course, if R is Frobenius split, there may
be many different splittings of Frobenius. Different splittings produce different com-
patibly split ideals. For example, by linearly changing coordinates in Fp[x, y], we can
construct a different splitting of Frobenius, call it ϕab, much like the one in Example
3.2 but centered instead on the point (x − a, y − b). Its compatibly split ideals will
be the ideals (x− a, y− b), (x− a)(x− b), (x− a), (y− b), and the zero ideal. These
ideals are compatibly split with respect to ϕab but not with the ϕ from Example 3.2.
The ideals which are compatible with respect to every R-linear map R1/p
e
→ R
play an essential role in our story:
Definition 3.4. An ideal J in an F-finite ring is uniformly F compatible if it is
compatible with respect to every R-linear map R1/p
e
→ R, for all e.
The test ideal is a distinguished uniformly F compatible ideal:
Definition 3.5. The test ideal20 of an F-finite Noetherian domain R is the smallest
non-zero uniformly F compatible ideal. That is, the test ideal is the smallest non-zero
ideal J that satisfies
ϕ(J1/p
e
) ⊆ J
for all ϕ ∈ HomR(R
1/pe , R) and all e ≥ 1. More generally, if R is not a domain, we
define the test ideal as the smallest uniformly F compatible ideal not contained in
any minimal prime.
It is important to note in Definition 3.5 that it is not at all obvious that there
exists a smallest such ideal: why couldn’t the set of all compatible ideals include
an infinite descending chain of non-zero ideals? This is a deep result, essentially
relying on an important lemma of Hochster and Huneke crucial to their proof of the
existence of “completely stable test elements” (Cf. the proof of Theorem 2.11). For
a summary of the proof, see the survey [ST12a].
Remark 3.6. The set of uniformly F compatibly ideals forms a lattice closed under
sum and intersection, according to Proposition 3.3. This lattice has been studied
before: in the local Gorenstein case, it is the precisely the lattice of F-ideals dis-
cussed in [Smi94]; more generally, it is the lattice of annihilators of F(E)-modules in
20Again a reminder for experts in tight closure: this is equal to the “big” test ideal in the tight
closure terminology. If R is complete local, for example, the test ideal we define here is the same
as the annihilator of the non-finitistic tight closure of zero in the injective hull of the residue field
of R [LS01]. Of course, all versions of test ideals in the tight closure theory are conjectured to be
equal, and are known to be equal in many cases, including for Gorenstein R and graded R [LS99].
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[LS01]. However, those sources define the ideals as annihilators of certain Artinian
R-modules with Frobenius action. Schwede’s insight was that these ideals could be
defined directly (dually to the original emphasis), thereby producing a more straight-
forward and global theory which neatly ties in with Mehta and Ramanathan’s ideas
on compatible Frobenius splitting.
Remark 3.7. Experts in tight closure can see easily how the definition of the test
ideal here relates to the one in the literature, and why there is a unique smallest
uniformly F compatible ideal, at least in the Gorenstein local case. Let (R,m) be
a Gorenstein local domain of dimension d. As is well-known, the test ideal is the
annihilator of the tight closure of zero in Hdm(R). In [Smi97a], the Frobenius stable
submodules of Hdm(R) (including the tight closure of zero) are analyzed and their
annihilators in R are dubbed “F-ideals;” there it is shown (also using test elements!)
that there is a unique largest proper Frobenius stable submodule of Hdm(R), hence a
unique smallest non-zero F-ideal, namely test ideal of R. The uniformly F compatible
ideals are precisely the F-ideals—that is, annihilators of submodules of the top local
cohomology module Hdm(R) stable under Frobenius. This is not hard to check using
Lemma 3.13; see [Sch10a] or [EH08, Thm 4.1]. The non-Gorenstein case is treated in
[LS01]; the uniformly F compatible ideals are the annihilators of the F(E)-modules
there. Schwede includes a fairly comprehensive discussion of the connections between
his uniformly F compatible ideals and existing ideas in the literature; see [Sch10a].
Example 3.8. The test ideal of Fp[x, y] is the whole ring. Indeed, we have seen that
every non-zero c ∈ Fp[x, y] can be taken to 1 by some R
pe-linear map. So no non-zero
proper ideal is uniformly F-compatible.
Theorem 3.9. Let R be a reduced F-finite of characteristic p > 0.
(1) The test ideal behaves well under localization and completion: for any multi-
plicative set U , the ideals τ(RU−1) and τ(R)U−1 coincide in RU−1, and for
any prime ideal p, τ(Rˆp) = τ(R)Rˆp.
(2) R is F-regular if and only if its test ideal is trivial.
(3) The test ideal defines the closed locus of prime ideals p in Spec R such that
Rp fails to be F-regular.
The proof uses the following important lemma.
Lemma 3.10. Let c be an element of a reduced F-finite ring R. The ideal generated
by all elements φ(c1/p
e
) as we range over all e and all φ ∈ HomR(R
1/pe , R) is uniformly
F compatible. In particular, fixing any c ∈ τ(R) but not in any minimal prime of R,
the elements φ(c1/p
e
) generate τ .
Proof of Lemma. Let J be the ideal generated by the φ(c1/p
e
). We need to show that
elements of the form [rφ(c1/p
e
)]1/p
f
are taken into J by any ψ ∈ HomR(R
1/pf , R).
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But
ψ[r1/p
f
[φ(c1/p
e
)]1/p
f
] = ψ[r1/p
f
[φ1/p
f
(c1/p
e+f
)] = (ψ ◦ (φ ◦ r)1/p
f
)(c1/p
e+f
)
where ψ ◦ (φ ◦ r)1/p
f
is the R-linear map
R1/p
e+f r1/p
f
→ R1/p
e+f φ1/p
f
→ R1/p
f ψ
→ R.
The second equality above is satisfied because φ1/p
f
is R1/p
f
linear. The second
statement of the Lemma follows by the minimality of the test ideal. The lemma is
proved. 
Proof of Theorem. To prove (1), the point is that R1/p
e
is a finitely generated R-
module, so that
HomRU−1((RU
−1)1/p
e
, RU−1) ∼= HomR(R
1/pe , R)⊗R RU
−1.
Take any c ∈ R (not in any minimal prime) such that c ∈ τ(R) and c
1
∈ τ(RU−1).
By the Lemma above, both τ(RU−1) and τ(R)U−1 are ideals of RU−1 generated by
elements of the form φ(c
1/pe )
1
= φ
1
(( c
1
)1/p
e
) as we range through all φ ∈ HomR(R
1/pe , R)
and all e ∈ N. That is, the ideals τ(RU−1)) and τ(R)U−1 coincide. The second
statement follows similarly, since HomRˆp(Rˆ
1/pe
p , Rˆp) ∼= HomRp(Rp
1/pe, Rp)⊗Rp Rˆp.
For (2), assume for simplicity that R is a domain.21 If R is F-regular, then for any
non-zero c, there exists e and φ ∈ HomR(R
1/pe, R) such that φ(c1/p
e
) = 1. This means
that every uniformly F-compatible ideal contains 1. In particular, τ(R) is trivial.
Conversely, assume τ(R) is trivial. By (1), also τ(Rm) is trivial for each maximal
ideal m. For any non-zero element c ∈ Rm, the lemma implies that the elements
φ(c1/p
e
) can not be all contained in m as φ ranges over all HomRm(R
1/pe
m , Rm). Thus
there exists φ ∈ HomRm(R
1/pe
m , Rm) such that φ(c
1/pe) is a unit, and hence Rm is
F-regular. Since this holds for each maximal ideal, we conclude that R is F-regular
by Proposition 1.15.
Statement (3) follows from (1) and (2) together. 
The lattice of uniformly F compatible ideals is especially nice in a Frobenius split
ring. The following follows immediately from Proposition 3.3 (3).
Corollary 3.11. Every uniformly F compatible ideal in a Frobenius split ring is
radical. In particular, the test ideal in a Frobenius split ring is radical.
The converse is not true: the ring R = Fp[x,y,z]
(x3+y3+z3)
has test ideal (x, y, z) for all
characteristics p 6= 3, but R is not Frobenius split if p = 2mod 3. See [Smi95b,
Example 6.3].
21Else replace “non-zero” by “not in any minimal prime” throughout.
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3.3. Splitting Primes and Centers of F-purity. One might also wonder whether
the largest proper ideal compatible with respect to all φ might also be of interest?
We know a largest such exists by the Noetherian property of R, since the sum of
uniformly F compatible ideals is uniformly F compatible. For Frobenius split R,
this largest compatible ideal turns out to be the splitting prime of Aberbach and
Enescu [AE05]. It is also the minimal center of F-purity in the language of Schwede
[Sch10a]. The prime uniformly compatible ideals are what Schwede calls centers of
F-purity. He shows that they are “characteristic p analogs” of Kawamata’s centers of
log canonicity, and that they satisfy an analog Kawamata’s subadjunction [Kaw98].
See [Sch09a].
3.4. The Frobenius filtration of a Frobenius split ring. We have already ob-
served that when R is a Frobenius split ring, the set of uniformly F compatible ideals
forms a (finite) lattice of radical ideals closed under addition and intersection. An
interesting observation of Janet Vassilev [Vas98] creates a distinguished chain in this
lattice.
Lemma 3.12. If τ is a uniformly F compatible ideal of R, then the pre-image in R
of any compatibly split ideal of R/τ is compatibly split in R.
Proof. Let J be the preimage in R of a uniformly compatibly split ideal of R/τ . Let
R1/p
e φ
→ R be any R-module homomorphism. Because τ is uniformly F compatible
in R, there is an induced map of R/τ -modules (R/τ)1/p
e φ¯
→ R/τ, and because J/τ is
uniformly F compatible in R/τ, φ¯ descends to a map (R/J)1/p
e
→ R/J. But this is
exactly what it means that J is uniformly F compatible in R. 
To construct Vassilev’s chain, start with a Frobenius split ring R, with test ideal
τ0. Because τ0 is compatible with respect to some (indeed, every) Frobenius splitting,
the ring R/τ0 is also Frobenius split. Let τ1 be the preimage of the test ideal τ(R/τ0)
of R/τ0 in R. By the Lemma, τ1 is also uniformly F compatible, so R/τ1 is Frobenius
split, and so its test ideal lifts to an ideal τ2. Continuing in this way, we produce a
chain τ0 ⊂ τ1 ⊂ · · · ⊂ τt of radical ideals, all uniformly F compatible. Since the test
ideal is never contained in a minimal prime, each ideal in the chain has strictly larger
height than its predecessor, and since τ0 defines the non-F-regular locus of R, we see
that the length of Vassilev’s chain is bounded by the dimension of the non-F-regular
set of R.
3.5. Trace of Frobenius. To check that an ideal is uniformly F compatible, we
do not actually have to test compatibility with respect to all homomorphisms ϕ :
R1/p
e
→ R. Since HomR(R
1/pe , R) is a finitely generated R1/p
e
-module, it is enough
to check compatibility with respect to a finite set of R1/p
e
-generators for each e. In
the Gorenstein case, this takes an especially nice form:
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Lemma 3.13. If (R,m) is an F-finite Gorenstein local ring, then HomR(R
1/p, R)
is a cyclic R1/p-module. An ideal J is uniformally compatible if and only if it is
compatible with respect to an R1/p-module generator for HomR(R
1/p, R).
Proof. The point is that if R → S is a finite map of rings with canonical module,
there is an S-module isomorphism ωS ∼= HomR(S, ωR) [BH93, Thm 3.7.7]. If R is a
Gorenstein local ring, then R is a canonical module for R (and so of course R1/p is a
canonical module for R1/p), so the first statement follows.
By the same argument, each HomR(R
1/pe , R) is a cyclic R1/p
e
-module. Moreover,
if Ψ is a generator for HomR(R
1/p, R), one easily checks that the composition map
Ψe = Ψ ◦Ψ
1/p ◦ · · · ◦Ψ1/p
e−1
is a R1/p
e
generator for HomR(R
1/pe , R). [For example, it is easy to check that Ψe
is not in mR1/pe HomR(R
1/pe , R), so it must be a generator by Nakayama’s Lemma.]
For example, Ψ2 is the composition
R1/p
2 Ψ1/p
−→ R1/p
Ψ
−→ R
r1/p
2
7→ [Ψ(r1/p)]1/p 7→ Ψ([Ψ(r1/p)]1/p).
Now, consider an ideal J which is Ψ-compatible. Any ϕ ∈ HomR(R
1/pe , R), can
be written as Ψe ◦ r
1/pe. So
ϕ(J1/p
e
) = Ψe(r
1/peJ1/p
e
) ⊂ Ψe(J
1/pe),
which by definition of Ψe is the same as
Ψe−1(Ψ
1/pe−1(J1/p
e
)) = Ψe−1([(Ψ(J
1/p)]1/p
e−1
).
This is contained in Ψe−1(J
1/pe−1) because Ψ(J1/p) ⊂ J by Ψ-compatibility of J .
Finally, this is contained in J by induction on e. Thus any Ψ-compatible ideal is
uniformly F compatible. 
The generator in Lemma 3.13 is uniquely defined up to multiplication by a unit in
R1/p
e
. It is sometimes abusively called the “trace of the Frobenius map”.
For any F-finite22 ring R, we can dualize the Frobenius map R→ R1/p into ωR:
HomR(R
1/p, ωR) −→ HomR(R, ωR)
which produces an R-module map
F∗ωR1/p → ωR,
22F-finite rings always admit a canonical module [Gab04, 13.6].
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the trace of Frobenius.23 In notation more common in algebraic geometry: the dual
of the Frobenius map R→ F∗R is the trace map F∗ωR → ωR. For smooth projective
varieties, this is called the Cartier map. If R is local and Gorenstein, of course, this
can be identified with a map F∗R→ R, which will be a generator for HomR(R
1/pe , R).
Using ωX has the advantage of globalizing; we have already encountered this idea
in Section 2.3. See [ST10a] or [BK05] for more on the trace map.
Example 3.14. The trace of the Frobenius map is not usually a Frobenius splitting!
For example, if R = Fp[x, y], we recall that the monomials x
ayb where 0 ≤ a, b,≤ p−1
form a basis for F∗R over R. As the trace map, we can take the R-linear map
R1/p
Ψ
−→ R sending (xy)
p−1
p to 1 and all other monomials in the basis to zero. This
is clearly not a Frobenius splitting. The Frobenius splitting of Example 1.7 can be
obtained as Ψ ◦ (xy)
p−1
p .
Remark 3.15. Blickle’s Cartier algebras give another point of view on test ideals
and uniformly F compatible ideals [Bli13]. An R-module map R1/p
e
→ R can be
viewed as an additive map R
φ
−→ R satisfying φ(rp
e
x) = rφ(x) for any r, x ∈ R.
Blickle and Bo¨ckle dub this a p−e-linear map [BB11]. This point of view has the
advantage that composition is slicker— the source and target are always R—so we
can easily compose such maps. Indeed, the composition of p−e and p−f linear maps
is easily checked to be p−e−f -linear. The Cartier algebra24 C(R) is the subalgebra
of HomZ(R,R) generated by all p
−e-linear maps (as we range over all e). Clearly R
is a module over C(R), and clearly its C(R)-submodules are precisely the uniformly
F-compatible ideals. The trace map can also be easily interpreted in this language:
in the Gorenstein local case, the trace Ψe of Lemma 3.13 is literally the composition
of Ψ with itself e-times, so that Ψ generates C(R) as an R-algebra. Blickle develops
the ultimate generalization of test ideals in [Bli13] by looking at submodules of R and
other modules under various distinguished subalgebras of (variants of) the Cartier
algebra.
Remark 3.16. The uniformly F compatible ideals have been studied for many years
in the tight closure literature under many different names. They were first studied
by Smith in the local Gorenstein case [Smi97a] where they are called F-ideals, and
soon after for more general local rings in [LS01], where they are descriptively called
annihilators of F -submodules of E. Both these papers have a dual point of view to
our current perspective, which was first proposed by Schwede in [Sch10a], and it is not
obvious that the definitions there produce precisely the uniformly F compatible ideals
23This map is only as canonical as the choice of ωR, so the “the” is slightly misleading. Of
course in geometric situations where the canonical module is defined by differential forms, there is
a canonical choice.
24Here we assume that R is reduced and of dimension greater than zero. In general, the definition
of Cartier algebra is slightly more technical, but it reduces to this under very mild conditions. See
[Bli13].
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(see [EH08, Thm 4.1] for a proof). Schwede used the term uniformly F-compatible
ideals, in a nod to the connection with Mehta and Ramanathan’s notion of compatibly
Frobenius split subschemes. In [Sch10a], Schwede shows how the prime compatible
ideals (which he calls centers of sharp F-purity) can be viewed characteristic p analogs
of log canonical centers. The term φ-compatible is lifted from the survey [ST12a].
Generalizations of uniformly F compatible ideals also come up in the work of Blickle
(e.g. [Bli13]) under the name of Cartier-submodules and crystals; see the survey
[BS13].
4. Test Ideals for Pairs.
As deeper connections between Frobenius splitting and singularities in birational
geometry emerged, it was natural to look for generalizations of the characteristic p
story to “pairs,” the natural setting for much of the geometry. For example, with
the realization that the multiplier ideal “reduces mod p to the test ideal” (when
the former is defined; see [Smi00c], [Har01]), interest rose in defining test ideals for
pairs, since this was the main setting for multiplier ideals. After Hara and Watanabe
introduced Frobenius splitting for pairs [HW02], the theory of tight closure for pairs
quickly developed in a series of technical papers by the Japanese school of tight
closure, beginning about the time of the last decade’s special year in commutative
algebra at MSRI. In particular, a theory of test ideals for pairs was introduced by
Hara, Yoshida and Takagi [HY03] and [HT04a].
In this lecture, we introduce the theory of test ideals for pairs, focusing on the case
where the ambient variety is smooth and affine—the “classical algebro-geometric set-
ting.” We do not use the traditional tight closure definition, but rather an equivalent
definition first proposed in [BMS08]. By shunning the most general setting, and in-
stead working in the simplest useful setting, we hope to highlight the elegance of test
ideal arguments when the ambient ring is regular. In particular, we give elementary
proofs of all the basic properties, several of which do not seem to have been noticed
before. As an application, we include a self-contained proof of a well-known theorem
on the behavior of symbolic powers of ideals in a regular ring following the analogous
multiplier ideal proof in [ELS01]. Cf. [Har05].
Let R be an F-finite domain, and let a be an ideal of R. For each non-negative
real number t, we associate an ideal25
{t ∈ R≥0}  {τ(R, a
t)}R≥0 .
25If t is a natural number, the notation τ(R, at) could be interpreted to mean the test ideal of
the ideal at (with exponent 1) or to mean the test ideal of the ideal a with exponent t. Fortunately,
these ideals are the same (as will soon be revealed when we give the definition), so the danger of
confusion is minimal.
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In the classical commutative algebra case, a = R, and all τ(R, at) produce the same
ideal, τ(R), the test ideal discussed in the previous lecture. For many years, this
was the only test ideal in the literature. In the classical algebraic geometry setting,
multiplier ideals are much easier to handle in the case where the ambient variety is
smooth; indeed the emphasis has always been that case. So perhaps it should not
be surprising that, returning the commutative algebra to the case where the ambient
ring R is regular, arguments should simplify dramatically for test ideals as well.
4.1. Test ideals in ambient regular rings. Let R be an F-finite regular domain,
and a any ideal of R. We first define the test ideal of a pair τ(R, at) in the special
case where t is a positive rational number whose denominator is a power of p. The
case of arbitrary t will be obtained by approximating t by a sequence of rational
numbers whose denominators are powers of p. When R is clear from the context, we
will often write τ(at).
For each R-linear map φ : R1/p
e
→ R, we consider the image of a under φ. That
is, looking at the ideal a1/p
e
as an R-submodule of R1/p
e
, we consider its image
φ(a1/p
e
) ⊂ R, which is of course an ideal of R. Ranging over all φ ∈ HomR(R
1/pe , R),
we get the test ideal of a. Before stating this formally, we set up some notation:
a[1/p
e] :=
∑
φ∈HomR(R1/p
e
,R)
φ(a1/p
e
).
Lemma 4.1. For any ideal a in a Frobenius split ring R, we have
a[1/p
e] ⊂ (ap)[1/p
e+1],
with equality if a is principal.
Proof. Fix a Frobenius splitting π : R1/p → R. There is a corresponding splitting
π1/p
e
: R1/p
e+1
→ R1/p
e
defined by taking pe-th roots of everything in sight. For any R-linear map R1/p
e φ
→ R,
the composition
R1/p
e+1 π1/p
e
−→ R1/p
e φ
→ R
is an element of HomR(R
1/pe+1 , R). Now, the ideal a[1/p
e] is generated by elements of
the form φ(x1/p
e
), where x ∈ a. To see that all such elements are also in (ap)[1/p
e+1],
note simply that xp is in ap, and that the composition above sends (xp)1/p
e+1
to φ(x).
This completes the proof. 
Now, given a rational number t whose denominator is a power of p, we can write
t = n
pe
= np
pe+1
= np
2
pe+2
= · · · . The lemma implies a corresponding increasing sequence
of ideals:
(4.1.1) (an)[1/p
e] ⊂ (anp)[1/p
e+1] ⊂ (anp
2
)[1/p
e+2] ⊂ · · ·
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which must eventually stabilize by the Noetherian property of the ring. This sequence
stabilizes to the test ideal:
Definition 4.2. Let R be an F-finite regular ring of characteristic p and let a be an
ideal of R. Fix any positive rational number whose denominator is a power of p, say
n
pe
. The test ideal
τ(a
n
pe ) =
⋃
f
(anp
f
)[1/p
e+f ] =
∑
ϕ∈HomR(R1/p
e+f
,R)
ϕ((anp
f
)1/p
e+f
).
That is, if we write the number t = n/pe with a sufficiently high power of p in the
denominator, the test ideal τ(a
n
pe ) is the ideal (an)[1/p
e] of R generated by the images
of the ideal (an)1/p
e
⊂ R1/p
e
under all projections R1/p
e
→ R.
Remark 4.3. If R is Frobenius split and a is principal, the sequence 4.1.1 above
stabilizes immediately. That is, τ(a
n
pe ) := (an)[1/p
e] for any representation of the
fraction n
pe
.
Remark 4.4. Let R = Fp[[x, y]] and a = (x, y). Show that τ(a
n) = (x, y)n−1 for all
n ∈ N.
4.1.1. The case of arbitrary t. Fix a positive real number t. Choose a non-increasing
sequence of rational numbers {tn} whose denominators are p-th powers.
26 This allows
us to define the test ideal τ(at) because for tn sufficiently close to t, the ideals τ(a
tn)
will all coincide. Indeed, if n
pe
> m
pf
, then getting a common denominator, we have
that (anp
f
)[1/p
e+f ] ⊂ (amp
e
)[1/p
f+e]. So if n
pe
> m
pf
, then clearly
(4.4.1) τ(an/p
e
) ⊂ τ(am/p
f
).
Thus any decreasing sequence of positive rational numbers whose denominators are
p-th powers must produce an ascending chain of ideals, which stabilizes by the Noe-
therian property of the ring. If two such descending sequences converge to the same
real number t, it is clear again by property (4.4.1) that the corresponding chains of
ideals must stabilize to the same ideal. Thus we can define:
Definition 4.5. [BMS08] Let R be an F-finite regular ring of characteristic p and
let a be an ideal of R. For each t ∈ R≥0, we define
τ(at) :=
⋃
e∈N
τ(a
⌈tpe⌉
pe ).
The sequence ⌈tp
e⌉
pe
, as e runs through the natural numbers, is a decreasing sequence
converging to the real number t. We have picked it for the sake of definitiveness; any
26For example, we can take Hernandez’s sequence of successive truncations of a non-terminating
base p expansion for t; see [Her11a].
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such deceasing sequence can be used instead, they all produce the same ideal in light
of the inclusion 4.4.1.
4.2. Properties of Test Ideals. All the basic properties of test ideals for an ambi-
ent regular ring follow easily from the definition, using the flatness of Frobenius for
regular rings.
Theorem 4.6. Let R be an F-finite regular ring of characteristic p, with ideals a, b.
The following properties of the test ideal hold:
(1) a ⊆ b ⇒ τ(R, at) ⊆ τ(R, bt) for all t ∈ R>0.
(2) t ≥ t′ ⇒ τ(R, at) ⊆ τ(R, at
′
).
(3) τ((an)t) = τ(ant) for each positive integer n and each t ∈ R>0.
(4) Let W be a multiplicatively closed set in R, then
τ(R, at)RW−1 = τ(RW−1, (aRW−1)t).
(5) Let a denote the integral closure of a in R. Then
τ(at) = τ(at) for all t.
(6) For each t ∈ R>0, there exists an ε > 0 such that τ(a
t′) = τ(at) for all t′ ∈
[t, t+ ε).
(7) a ⊆ τ(a).
(8) (Brianc¸on-Skoda Theorem27 ) If a can be generated by r elements, then for each
integer ℓ ≥ r we have
τ(aℓ) = aτ(aℓ−1).
(9) (Restriction Theorem) Let x ∈ R be a regular parameter and a mod x denote
the image of a in R/(x), then
τ((a mod x)t) ⊆ τ(at) mod x.
(10) (Subadditivity Theorem) If R is essentially of finite type over a perfect field,
then τ(atn) ⊆ τ(at)n for all t ∈ R≥0 and all n ∈ N.
28
Remark 4.7. In fact, the first six properties above hold more generally; this is basic
for the first five, once the definitions have been made (see [ST12a]) and the sixth
is proved in [BSTZ10]. There are various versions of the other properties as well in
more general settings, but most require some sort of restriction on the singularities
of R and the proofs tend to be very technical; See e.g. [HY03], [TY08], [Tak06]. Our
proofs mostly follow [BMS08]. The simple proof of (9) here is new (hence so is the
27In geometry circles, it is typical to refer to this statement as Skoda’s Theorem; we adopt the
more generous tradition of commutative algebra. This type of statement has also been referred to
as a “Brianc¸on-Skoda theorem with coefficients.” See e.g. [AH96] or [AH11].
28More generally, our proof of the subadditivity property shows that for the mixed test ideal
τ(atbs) defined analogously as τ(a⌈sp
e⌉b⌈tp
e⌉)[1/p
e] for e ≫ 0, we have τ(atbs) ⊆ τ(at)τ(bs) for all
t, s ∈ R≥0.
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proof of the corollary (10)), although the statements can be viewed as (very) special
cases of much more technical results in [Tak08] and [HY03, Th 6.10(2)], respectively.
Proof. The first three properties follow immediately from the definitions, and the
fourth is also straightforward. These are left to the reader.
The fifth follows easily from the following basic property of integral closure (see
eg. [HS06, Cor 1.2.5]): there exists a natural number ℓ such that for all n ∈ N,
(a)n+ℓ ⊂ an. Fix this ℓ. We already know that τ(at) ⊂ τ(at) by property (1). For
the reverse inclusion, note that since ⌈tp
e⌉+ℓ
pe
is a decreasing sequence converging to t
as e gets large, we have that
τ(at) =
⋃
e∈N
τ(a
⌈tpe⌉+ℓ
pe ) =
⋃
e∈N
τ((a⌈tp
e⌉+ℓ)
1
pe ) ⊂
⋃
e∈N
τ((a⌈tp
e⌉)
1
pe ) =
⋃
e∈N
τ(a
⌈tpe⌉
pe ) = τ(at),
with the inclusion coming from property (1).
The sixth follows immediately from the Noetherian property of the ring. Since
⌈pet⌉+1
pe
is a decreasing sequence converging to t, we can fix e large enough that τ(at)
agrees with τ(a
⌈pet⌉+1
pe ). By Property (2), for all t′ in the interval [t, ⌈p
et⌉+1
pe
), we have
τ(a
⌈pet⌉+1
pe ) ⊂ τ(at
′
) ⊂ τ(at). In other words, all three ideals are the same.
The seventh property is easy too: since t = pe/pe for all e, we have τ(a) = (ap
e
)[1/p
e]
for e≫ 0, which contains a by Lemma 4.1.
The Briancon-Skoda property is also easy. Thinking of ℓ as ℓp
e
pe
for large e, we have
τ(aℓ) = (aℓp
e
)[
1
pe
]. But it is easy to see that aℓp
e
= a[p
e](a(ℓ−1)p
e
), where a[p
e] is the
ideal generated by the pe-th powers of the elements of a. [Indeed, if a is generated by
the elements a1, . . . , ar, then a
ℓpe is generated by the monomials ai11 . . . a
ir
r of degree
ℓpe; if all exponents ij ≤ p
e−1, then the peℓ ≤ rpe− r, contradicting our assumption
that ℓ ≥ r.] Now clearly
τ(aℓ) = (aℓp
e
)[
1
pe
] = (a[p
e]a(ℓ−1)p
e
)[
1
pe
] = a(a(ℓ−1)p
e
)[
1
pe
] = aτ(aℓ−1).
The third equality here holds since by definition, for any ideal b, we have b[1/p
e] is
the image of b1/p
e
under the R-linear maps R1/p
e
→ R. In particular, (a[p
e]b)[1/p
e] =
ab[1/p
e].
Now the restriction property (9). Let us denote R/(x) by R; its elements are
denoted r where r is any representative in R. Consider any R-linear map R
1/pe
−→ R.
We claim that this map lifts to a R-linear map φ : R1/p
e
→ R. Indeed, consider the
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diagram of R-modules
R1/p
e

// // R
1/pe

R // // R
where the horizontal arrows are the natural surjections, and the vertical arrow is the
one we are given. Because the bottom arrow is surjective and R1/p
e
is a projective
R module (by Kunz’s Theorem 1.2), the composition map R1/p
e
→ R lifts to some
φ : R1/p
e
→ R making the diagram commute. Thus it is reasonable to denote the
given map R
1/pe
−→ R by φ. For any r ∈ R, we have φ(r1/p
e
) = φ(r1/pe).
With this observation in place, the restriction theorem is easy. Take any y ∈ τ(at).
By definition, there is some φ : R
1/pe
→ R such that y = φ(r1/p
e
), where r ∈ at.
By the commutativity of the diagram, y = φ(r1/pe), for some r ∈ at. That is,
y ∈ τ(at) mod (x). The restriction theorem is proved.
Finally, we observe that the subadditivity property follows formally from the re-
striction property in exactly the same way as for multiplier ideals; Cf [BL04]. Let a
and b be ideals in a regular ring R essentially finitely generated over k. In S = R⊗kR,
which is also regular, we have the ideal a⊗R+R⊗ b. For any positive rational s, t,
it is easy to check that
τ(as ⊗ R +R ⊗ bt) = τ(as)⊗ R +R⊗ τ(bt).
Now, locally at each maximal ideal, the diagonal ideal ∆ ⊂ R⊗R is generated by a
sequence of regular parameters. By the restriction property, at each maximal ideal
we have
τ((as ⊗ R +R⊗ bt)mod∆) ⊂ [τ(as)⊗ R +R⊗ τ(bt)]mod∆.
Interpretting this in R⊗ R/∆ = R yields the inclusion τ(asbt) ⊂ τ(as)τ(bt). 
4.3. Asymptotic Test Ideals and an Application to Symbolic Powers. We
now introduce an asymptotic version of the test ideal, analogous to the asymptotic
multiplier ideal first defined in [ELS01]. We will use this concept to give a simple
proof of the following well-known theorem about the asymptotic behavior of symbolic
powers.
Theorem 4.8 (Ein-Lazasfeld-Smith; Hochster-Huneke). Let I be an unmixed (e.g.
prime) ideal in k[x1, . . . , xd]. Then
I(dn) ⊆ In for all n ∈ N.
Our proof here is a straightforward and self-contained adaptation of the original
multiplier ideal proof in [ELS01] in characteristic zero. Hara had also adapted that
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proof to prime characteristic using using test ideals in [Har05], although the defini-
tions and proofs are different and less self-contained than ours here. Hochster and
Huneke gave a tight closure proof and generalized this result in the characteristic p
case [HH02]. See also [TY08].
For a prime ideal p in a polynomial ring, the symbolic power p(n) is the ideal of
all functions vanishing to order n on the variety defined by a. Put differently, the
symbolic powers of a prime ideal p in any ring R are defined by p(n) = pnRp ∩R. For
arbitrary a, we take a primary decomposition aN = p1∩· · ·∩pn∩Q1∩· · ·∩Qm where
Pi’s are the minimal primary components and Qj ’s are the embedded components,
then define a(N) = p1 ∩ · · · ∩ pn.
Definition 4.9. A sequence of ideals {an}n∈N is called a graded sequence of ideals if
anam ⊆ an+m
for all n,m.
It is easy to check that the symbolic powers {a(n)}n∈N of any ideal a in any ring form
a graded sequence. Graded sequences arise naturally in many contexts in algebraic
geometry. For example, the sequence of base loci of the powers of a fixed line bundle
form a graded sequence of ideals on a variety. See [ELS01] [ELS03] or [BL04] for
many more examples.
Given any graded sequence of ideals {an}, it follows from the definition and Prop-
erty 4.6(1) that for any positive λ,
τ(aλn) = τ((a
λm
n )
1/m) ⊆ τ(aλ/mmn ).
In other words, the collection
{τ(aλ/mm )}m∈N
has the property that any two ideals are dominated by a third in the collection.
Since R is noetherian, this collection must have a maximal element; this stable ideal
is called the asymptotic test ideal:
Definition 4.10. The n-th asymptotic test ideal of the graded sequence {an}n∈N is
the ideal
τ∞(R, an) :=
∑
ℓ∈N
τ(R, a
1/ℓ
ℓn ),
which is equal to
τ(R, a1/mmn )
for sufficiently large and divisible m.
By definition, it is clear that τ∞(R, an) satisfies appropriate analogs of all the
properties listed in Properties 4.6— the asymptotic test ideal is a particular test
ideal, after all. Especially we point out a consequence of the subadditivity theorem:
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Corollary 4.11. For any graded sequence in an F-finite regular ring R, we have
τ∞(R, anm) ⊂ (τ∞(R, an))
m for all n,m ∈ N.
Proof. Since τ∞(R, anm) := τ(R, a
1
ℓ
nmℓ) for sufficiently divisible ℓ, we have
τ∞(R, anm) = τ(R, a
1
ℓ
nmℓ) = τ(R, a
m
mℓ
nmℓ) ⊂ τ(R, a
1
mℓ
nmℓ)
m,
with the inclusion following from the subadditivity property 4.6(10) for test ideals.
Since ℓ here can be taken arbitrarily large and divisible, we have that τ(R, a
1
mℓ
nmℓ) =
τ∞(R, an). Thus
τ∞(R, anm) ⊂ τ∞(R, an)
m.

Proof of Theorem 4.8. We consider the graded sequence of ideals {I(n)}n∈N. Accord-
ing to Properties 4.6(3), we have I(dN) ⊆ τ∞(I
(dN)). By Corollary 4.11, we have
τ∞(I
(dN)) ⊆ τ∞(I
(d))N
for all N . Hence it is enough to check that τ∞(I
(d)) ⊆ I. For this, we can check at
each associated prime p of I, which means essentially that we can assume that R is
local and that I is primary to the maximal ideal; that is, we need to show that
τ∞(Rp, (I
dRp)) ⊂ IRp.
In Rp, there is a reduction of I that can be generated by dim(Rp) ≤ d elements, and
hence according to Properties 4.6(5) we may assume that I itself can be generated
by d elements. Then the Briancon-Skoda property 4.6(8) tells us
τ∞(Rp, (I
dRp)) ⊆ I.
This finishes the proof of our theorem. 
4.4. The definition of the test ideal for a pair (R, at) in general. The definition
of the test ideal for a singular ambient ring can be adapted to the general case of
pairs. We include the definition for completeness without getting into details; see
Schwede [Sch10a] or [ST12a] for more, including generalizations to “triples.”
Definition 4.12. Let R be a reduced F-finite ring and let a be an ideal of R. The
test ideal τ(R, at) is defined to be the smallest ideal J not contained in any minimal
prime that satisfies
ϕ((a⌈t(p
e−1)⌉J)1/p
e
) ⊆ J
for all ϕ ∈ HomR(R
1/pe , R) (ranging over all e ≥ 1).
In particular, the test ideal τ(R, at) is defined to be the smallest non-zero ideal J
not contained in any minimal prime that satisfies
ϕ(J1/p
e
) ⊆ J
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for all ϕ ∈ HomR(R
1/pe , R) which are in the sub-module consisting of homomorphisms
obtained by first pre-composing with elements of in (a⌈t(p
e−1)⌉)1/p
e
, and all e ≥ 1.
Again, the existence of such smallest nonzero ideal is a non-trivial statement; see
[ST12a] and [HT04b] for the general proof.
Although it is not completely obvious, if R is regular, this gives the test ideal
that we have already discussed in the previous subsection. Indeed, both definitions
developed here are shown to agree with the tight closure definition of the test ideal
in [HY03] in their respective introductory papers, [BMS08] and [Sch10a].
4.4.1. Further Reading on Test Ideals. Much more is known about test ideals than
we can discuss here, and the story of test ideals is very much still a work in progress.
One notable paper is [ST12b] which discusses a framework under which test ideals
and multiplier ideals can be constructed in the same way, an idea begun in [BST11].
On the other hand, the paper [MY09] includes a cautionary result: every ideal in a
regular ring is the test ideal of some ideal with some coefficient. This indicates that
test ideals are in some ways very different from multiplier ideals, since multiplier
ideals are always integrally closed; see also [McD03].
A rich literature has evolved on the study of F-jumping numbers—analogs of the
jumping numbers for multiplier ideals of [ELSV04]. As with multiplier ideals, as
we increase the exponent t, the ideals τ(R, at) get deeper; the values of α such that
τ(R, aα−ǫ) strictly contains τ(R, aα) (for all positive ǫ) are called F-jumping numbers.
The smallest F-jumping number is called the F-pure threshold. First introduced in
[HY03], one of the main questions has been whether or not the F-jumping numbers
are always discrete and rational. The first major progress was the case of regular
ambient rings [BMS08]; the paper [ST12b] gives an exceptionally well-written account
of the state of the art. See also [BMS09], [BSTZ10], [KLZ09], [STZ12]. The F-
jumping numbers are notoriously difficult to compute; see [Her11a]. Just as jumping
numbers for multiplier ideals (in characteristic zero) are roots of the Bernstein Sato
polynomial [ELSV04], similar phenomena have been studied for F-jumping numbers;
see, for example, [MTW05], [BS14], or [Mus09].
The connection between the test ideal and differential operators was first pointed
out in [Smi95a], where it is shown that the test ideal is a D-module. There are deep
connections between the lattice of uniformly F-compatible ideals and intersection
homology D-module in characteristic p [Bli04], and other works of Blickle and his
collaborators. See also [SVdB97].
Appendix A. So what does Cohen-Macaulay mean?
The property of Cohen-Macaulayness is so central to commutative algebra that the
field has been jokingly called the “study of Cohen-Macaulayness.” Cohen-Macaulayness
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is also important in algebraic geometry, representation theory and combinatorics,
with many different characterizations. We briefly review three of these. See [BH93]
for a more in depth discussion.
First, Cohen-Macaulay is a local property—meaning that we can define a Noether-
ian ring R to be Cohen-Macaulay if all its local rings are Cohen-Macaulay. So we
focus only on what it means for a local ring (R,m) to be Cohen-Macaulay.
Alternatively, if the reader prefers graded rings, one can take (R,m) to mean an
N-graded ring R, finitely generated over its zero-th graded piece R0 (a field). In this
case, m denotes the unique homogenous maximal (or irrelevant) ideal of R.
The standard textbook definition: A local ring (R,m) is Cohen-Macaulay if it
admits a regular sequence29 of length equal to the dimension of R. A sequence of
elements x1, . . . , xd is regular if x1 is not a zero divisor of R, and the image of xi in
R/(x1, . . . , xi−1) is not a zero divisor for i = 2, 3, . . . , d. (cf. [BH93, Definition 1.1.1,
Definition 2.1.1]. ) Another point of view on regular sequences is this: the Koszul
complex on a set of elements {x1, . . . , xd} is exact if and only if the elements form a
regular sequence.
Regular sequences are useful for creating induction arguments using long exact
sequences induced from the short exact sequences
0→ R/(x1, . . . , xi−1)
·xi−→R/(x1, . . . , xi−1)→ R/(x1, . . . , xi)→ 0.
In algebraic geometry, say when R is the homogeneous coordinate ring of a projective
variety, this is the technique of “cutting down by hypersurface sections.” This works
best when the resulting intersections contain no embedded points—which is to say,
the defining equations of the hypersurfaces form a regular sequence.
A possibly more intuitive definition: Let R be an N-graded algebra which
is finitely generated over R0 = k. Recall that every such ring admits a Noether
Normalization: that is, R can be viewed as finite integral extension of some (graded)
polynomial subalgebra A. Then R is Cohen-Macaulay if and only if R is free as an A
module. For example, in the case of Example 1.21, the ring R = SG = C[x2, xy, y2]
can be viewed as an extension of the regular subring A = k[x2, y2]. As an A-module,
R is free with basis {1, xy}. That is, every element of R can be written uniquely as
a sum a+ bxy, where a and b are polynomials in x2, y2.
If (R,m) is not graded but is a complete algebra over a field, then an analog of
Noether Normalization called the “Cohen-Structure theorem” holds, which allows us
to write R as a finite extension of a power-series subring A. Again, R is Cohen-
Macaulay if and only if R is free as an A-module.
We remark that in both the graded and complete case, it is easy to find the regular
subring A. In the graded case, the k-algebra generated by any homogenous system
29homogenous in the graded case
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of parameters will be a Noether normalization. Likewise, in the complete case, the
power series sub algebra generated by any system of parameters will work.
Even if the local ring (R,m) is not complete, this criterion of Cohen-Macaulayness
can be adapted by completing R at its maximal ideal: it is not hard to prove that a
local ring (R,m) is Cohen-Macaulay if and only if its completion Rˆ at the maximal
ideal is Cohen-Macaulay. This follows immediately from the definition of regular
sequence: since Rˆ is a faithfully flat R-algebra, the sequence
0→ R/(x1, . . . , xi−1)
·xi−→R/(x1, . . . , xi−1)→ R/(x1, . . . , xi)→ 0
is exact if and only if the sequence
0→ Rˆ/(x1, . . . , xi−1)
·xi−→Rˆ/(x1, . . . , xi−1)→ Rˆ/(x1, . . . , xi)→ 0
is exact.
A cohomological definition well-loved by commutative algebraists: The
local or graded ring (R,m) is Cohen-Macaulay if and only if the local cohomology
modules H im(R) are all zero for i < dimR. We will not launch into a long discussion
of local cohomology here, which is well-known to all commutative algebraists (cf.
[BH93, §3.5]). It suffices to know that local cohomology has all the usual functorial
properties of any cohomology theory, so even if you don’t know the precise definition,
a passing familiarity with any kind of cohomology should suffice to follow the ideas
in arguments in many situations.
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