Abstract-The knowledge of the critical loading point of a power system is essential to assess its voltage stability condition. This point is conventionally obtained through continuation power flows which are relatively accurate but requires considerable processing time. In this work, the search for the critical loading point is formulated as a constrained optimization problem which is solved using a robust scheme known as the Dog-leg Trust Region. This technique is mainly characterized by its reliability and fast convergence as it combines the merits of classical optimization algorithms and removes their limitations. Moreover, equipment limits can be easily incorporated into the problem as constraints. The proposed method was examined on several IEEE test systems. Besides successfully identifying the maximum loading point of these systems, the algorithm achieved a considerable saving in processing time when compared to the continuation power flow analysis of a widely used toolbox.
I. INTRODUCTION
OLTAGE stability has become a major issue in today's highly developed power systems. Consequently, assessment tools are being developed to diagnose system conditions and come up with protective measures in order to eliminate problems associated with voltage instability [1] .
The maximum loading point (MLP) of a power system also referred to as the voltage collapse point (VCP) is considered as a principal voltage stability indicator which has received special attention in literature. Conventional schemes employed to estimate the VCP can be subdivided into two categories [2] ; continuation approaches and direct methods.
The continuation power flow (CPF) is essentially an iterative process that reformulates the load flow equations to guarantee a well-conditioned Jacobian matrix at all operating conditions. It involves two steps known as the predictor and the corrector. Despite its flexibility in solving power flow problems, CPF is considered expensive in terms of computation time. Recently, some publications suggested schemes that do not rely on the predictor-corrector approach.
The authors are with the University of Tennessee at Chattanooga, Chattanooga, TN 37403, USA For instance, [3] proposed a scheme which is based on standard Newton-Raphson power flow calculations with a modified Jacobian matrix around the VCP. Another scheme which takes advantage of a newly proposed approach for solving the load flow problem -referred to as Factored Load Flow (FLF)-is introduced in [4] . FLF is characterized by its ability to converge to complex solutions when exceeding the VCP. The suggested method makes advantage of this feature by employing a bisection search between feasible and infeasible load flow solutions. This method is relatively simple and fast; however as in the case of Newton-Raphson approach, FLF will also breakdown if the search passes into the neighborhood of the actual VCP where the Jacobian matrix is singular.
Direct methods for determining the VCP essentially formulate a set of nonlinear equations that characterizes the conditions of the system at that point and then tries to solve this set. For example, in [5] the maximum loadability problem is treated as a static nonlinear optimization where a Lagrangian function is formulated and solved using Newton method. The ease and systematic approach of incorporating equality and inequality constraints into the problem constitutes a huge advantage of optimization methods over those which are based on CPF. However, the convergence of the Newton method used in [5] is highly affected by the initial values of the parameters especially those of the Lagrange multipliers. Another direct method that formulates the calculation as a static constrained optimization is suggested in [6] . This algorithm also turned out to be strongly influenced by the initial values of the Lagrange multipliers.
In this paper the search for the maximum loading point of a power system is formulated as an optimization problem which is solved using the Dog-leg Trust Region Technique [7] . Section II of this work reviews the most commonly used optimization algorithms whereas section III describes the problem formulation adopted in this work. The simulation results when testing the algorithm on various benchmark systems are presented in section IV and the discussion is concluded in section V. Line search methods are widely used in optimization theory. They all specify a direction and a step length to move from one iteration to another. Assuming the direction to be and the step length to be , the upcoming iteration is defined as in (1) where is the parameter set of the solution space.
Line search strategies can be subdivided into two methods. The first is known as the Steepest Descent technique where is defined to be in the steepest descent direction of the objective function ( ) as is indicated by (2).
Choosing this direction guarantees a monotone decrease in the objective function. Nevertheless, this method faces computational difficulties when determining the step length. The other line search technique is referred to as the Newton Direction where the actual objective function ( ) is approximated around the current iterate using the secondorder Taylor expansion. The approximation is referred to as the model function and can be expressed as in (3) .
Where ( ) is the second derivative (Hessian) of the objective function. The Newton update is then found by obtaining ∆ which minimizes (∆ ). This is done by setting the first derivative of (∆ ) with respect to ∆ to zero which yields the expression in (4).
It must be noted however that if the similarity between the model function and the actual objective function is poor then the method might face troubles converging to the actual minimizer of the objective function. This is contrary to the Steepest Descent approach where the actual objective function experiences a monotone decrease from one iteration to the other; however the computational effort makes it slower when compared to the Newton line search.
A. Trust Region Optimization Method
Similar to the Newton Line Search, Trust Region methods simplifies the optimization problem by using a quadratic model function in place of the actual objective function. However, this technique first defines a neighborhood around the current iterate which is referred to as the trust region. The algorithm then searches for the minimizer of the model function inside that region. In mathematical terms, each iteration in this method involves the solution of the subproblem indicated in (5) .
where ∆ is the trust region radius at step . It is clear that the choice of the trust radius greatly affects the performance of the algorithm. A large radius might lead to the same issues encountered when deploying the classical Newton approach. On the other hand, within a small region the algorithm will proceed very slowly to the solution. As a consequence, most practical schemes start with an initial trust radius and update it based on the performance of the algorithm. More specifically, these algorithms calculate the ratio between the actual reduction in the objective function to the predicted reduction based on the improvement in the model function as shown in (6).
A ratio close to one indicates the presence of a strong agreement between the model function and the true objective function. The scheme is then encouraged to enlarge the trust region to speed up the solution process. On the other hand, if was negative or near zero the algorithm might consider rejecting the current update ∆ and shrinking the trust boundaries. A new update is then calculated based on the modified trust radius.
A common way to solve the trust region sub-problem in (5) uses the so-called Cauchy point which is defined as the minimizer of the model function along the steepest descent direction. This minimizer is however restricted to be within the trust region. The Cauchy step at the iteration can be calculated as indicated by (7) .
Where is the step length of the unrestricted minimizer of the model function as defined in (8).
It is worth mentioning that although this solution guarantees convergence, the algorithm doesn't making advantage of the fast convergence of the Newton method. A more robust scheme would incorporate the reliability of the Cauchy step together with the fast quadratic convergence of the Newton step. This is accomplished in the Dog-leg algorithm which compromises between the two steps based on the trust radius.
B. Dog-Leg Trust Region
Let us assume that is the current iterate, is the Cauchy point and is the Newton point. The dog-leg trajectory is then defined by the two line segments joining , and respectively. This is depicted in fig. 1 . The Dogleg scheme first tests if the Cauchy point lays at the boundary of the trust region in which case the Cauchy step will be considered as a solution. Otherwise, a second test is performed to check if the Newton point lays inside the trust region boundaries as in the situation of the region bounded by the solid line in fig. 1 . If this turns out to be the case, then the Newton step is considered as a solution. However, if the Newton point is outside the trust boundaries, the point of intersection between the dog-leg trajectory and the boundaries of the trust region is taken as the next step (dotted boundary case in fig. 1 ). It is clear that the intersection point will be closer to the Cauchy point in case of narrow trust boundaries whereas large trust regions bring this intersection closer to the Newton point. Computation of the Voltage Collapse Point
C. Problem Formulation
Bearing in mind that the active power injected to a certain load bus is by convention negative; the nose curve at that bus can be redrawn as shown in fig. 2 . The search for the VCP could now be regarded as an optimization problem which seeks system states that minimizes this curve. It must be noted however that for each load bus the V-P curve assumes a constant power factor. Moreover, the active power is assumed to increase at the same rate at all load and generation buses. These two conditions must be preserved when perusing a solution which implies that the problem is to be designed as a constrained optimization.
In mathematical terms, assuming an n-bus system, the active power at load bus is the objective function to be minimized.
= ( , )
Active and reactive power at load bus are constrained by the power factor as shown in (10). 
Likewise, active power at bus is related to active power at bus by a constant as in (11).
A Lagrange function could now be formulated to incorporate the objective function along with these two equality constraints as illustrated in (12).
where , are the Lagrange multipliers. It must be noted that in the case of a tie bus both and are defined to be zero. Setting to zero implies that is to be kept zero by the active power constraint in (11). Moreover, a zero will force to be zero via the power factor constraint given that is also zero. Hence, neither active nor reactive power injections are associated with the tie bus.
At the maximum loading point, all the partial derivatives of the Lagrange function of bus with respect to the independent variables are equal to zero.
The gradient function in (13) represents a set of nonlinear algebraic equations that are to be solved in order to find the system state variables ( , ) as well as the Lagrange multipliers ( , ) which drive ℒ to be minimum. Attempting to solve these equations numerically using the classical Newton approach might cause the solution to diverge since the maximum loading point is usually far from base case conditions. This is different from the load flow problem in which the solution lies closer to the flat start point. This explains the choice of the Dog-leg scheme to solve the optimization problem under study.
D. Application of the Dog-Leg Trust Region Scheme to Determine the Voltage Collapse Point
This section explains how the problem under study is conditioned to be solved using the dog-leg algorithm. For mathematical convenience, the objective function can be redefined as expressed in (14).
It can be noted that when the Lagrange function in (12) is at it is minimum, ( ) is zero. Hence, the objective of the optimization can be fulfilled by driving ( ) to zero. The model function can now be obtained using the second order Taylor approximation of ( ) as in (15).
Following the same reasoning explained in section II, both the Cauchy and the Newton steps can be evaluated to formulate the dog-leg trajectory at each iteration.
1) Breakdown of Complete Optimization Algorithm
The algorithm starts by evaluating the sets of constants and as defined by (10) and (11).Load flow data of current system conditions are utilized as initial values for system states ( , ) while all Lagrange multipliers are initialized to zero. Furthermore, a value of one is used as an initial trust radius whereas the maximum allowable radius is set to 10. These chosen limits are reasonable since consists of system states and Lagrange multipliers which are not expected to take steps larger than 10.
Following the initialization process, the scheme proceeds to calculate the gradient ℒ ( ) and the Hessian ( ) matrices. These two are in turn used to evaluate the Cauchy step. In case the Cauchy point was found to lay at the boundaries of the trust region, the algorithm will adopt the Cauchy step to modify the current point . Otherwise, the Newton step will be calculated. If the Newton point turns out to be inside the boundaries of the trust neighborhood then it will be considered as a valid solution. However, in the opposite case the algorithm will find a middle ground by evaluating the point of intersection between the Dog-leg path and the trust boundaries. Once the step size ∆ is determined, the algorithm examines whether the new point will introduce a satisfactory reduction in the actual objective function. As explained earlier, this is done by calculating in (6) . In cases where falls below 0.25, the algorithm rejects the current step ∆ , shrinks the trust region by modifying the trust radius to be 0.25 of the current radius and attempt to evaluate a new Cauchy point based on this updated radius. On the other hand, if exceeds 0.75, the algorithm sets the trust radius of the upcoming iteration to be 2.5 times the current radius. A reduction ratio between 0.25 and 0.75 signifies that the model function is trusted to mimic the objective function in the current trust boundaries and there is no need to modify the radius.
At the end of each iteration the algorithm checks if the value of the objective function falls below a specified tolerance in which case a solution is reached.
2) Generator Reactive Power Limits
The proposed algorithm could be easily modified to incorporate maximum reactive power limits of generation units. This is essentially accomplished by introducing a new constraint to the Lagrange function defined in (12) whenever a generator exceeds its limit. This constraint can be represented using the equality expressed in (16).
Where is the maximum reactive power limit at generator bus and is the reactive power load connected to generator bus .
III. SIMULATION RESULTS
A MATLAB prototype was developed to simulate the proposed algorithm. Table I summarizes the results obtained when testing this prototype on different benchmark networks. It must be noted that no equipment limit was imposed at this level and the tolerance value was set to 10 . Fig. 3 displays the value of the objective function at the end of each iteration in the case of the IEEE57-bus system. Additionally, the dynamics experienced by the trust radius through the entire iterative process are depicted in fig. 4 . It can be noted that the algorithm was triggered to expand and shrink the trust radius several times due to the multiple step rejections encountered in this scenario. Table II compares the results achieved using the proposed methodology with those obtained using the predictor-corrector CPF of PSAT. For reference, the solution times are obtained using an Intel(R) Xeon(R) CPU with 4GB of RAM running at 2.4GHz. Based on these results it is evident that the suggested method is both faster and more accurate when compared to PSAT. The results obtained when forcing generator reactive power limits are summarized in table III. It should be mentioned that in this case it was only possible to obtain results on PSAT after some tweaking, such as starting from loading parameter = 0, and setting minimum generator reactive power limits to large negative values, although should not normally affect the outcome. It should be stressed that for all trials, the Lagrange multipliers are initialized to zero. Unlike previous direct methods, the algorithm remained well behaved and exhibited no sensitivity to this choice. 
IV. CONCLUSIONS
In this work, a direct method to find the VCP was proposed. The method formulates the problem under study as a constrained optimization and employs the Dog-leg Trust Region algorithm to solve it. The performance of the method was examined using a variety of IEEE test systems and found to be both fast and accurate when compared to PSAT. Unlike other algorithms which are based on load flow techniques, the problem is not singular in the vicinity of the VCP which makes it possible to locate the VCP with high accuracy. Moreover, the method offers the opportunity to include any further constraints such as transmission line limits, voltage limits in addition to generator active and reactive power limits. produces an error message indicating that the base case is out of limit.
On the other hand, when compared to other direct techniques, this method is distinguished by its insensitivity to initial conditions particularly with respect to Lagrange multipliers. 
