• Background and Aims Functional-structural plant (FSP) models have been widely used to understand the complex interactions between plant architecture and underlying developmental mechanisms. However, to obtain evidence that a model captures these mechanisms correctly, a clear distinction must be made between model outputs used for calibration and thus verification, and outputs used for validation. In pattern-oriented modelling (POM), multiple verification patterns are used as filters for rejecting unrealistic model structures and parameter combinations, while a second, independent set of patterns is used for validation.
INTRODUCTION
Over the last two decades, functional-structural plant (FSP) models have been widely used to understand the complex interactions between plant architecture and the physical and biological processes driving plant growth at different spatial and temporal scales (Godin and Sinoquet, 2005; Vos et al., 2007 , 2010 , Evers, 2016 . FSP models are designed to describe explicitly the development of plant architecture over time in terms of internal physiological processes, which in turn are determined by environmental factors. Many of them have been used as a valuable tool to address different research questions for various plant species in agriculture and horticulture, e.g. for apple (Malus domestica) (Saudreau et al., 2011; Pallas et al., 2016) , cucumber (Cucumis sativus) Wiechers et al., 2011) , grapevine (Vitis vinifera) (Pallas et al., 2010) , kiwifruit (Actinidia deliciosa) (Cieslak et al., 2011a, b) , macadamia (Macadamia
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integrifolia, M. tetraphylla and various hybrids) (White and Hanan, 2016) , peach (Prunus persica) (Allen et al., 2005) , soybean (Glycine max) (Han et al., 2010 (Han et al., , 2011 and tomato (Solanum lycopersicum) (Sarlikioti et al., 2011) .
Since FSP models address biological questions, they should reflect the properties of their real-world counterparts. However, it is challenging to establish a close relationship between FSP models and real plants, due to the high variability of plant growth and complexity of interacting physical and biological processes (Godin and Sinoquet, 2005; DeJong et al., 2011) , and the lack of standard methods to test FSP models. For example, modelling plant growth usually requires many parameters describing each biological process (e.g. growth rate for each organ and differential allocation of carbon among individual organs) as well as parameters describing physical processes (e.g. the environmental conditions such as light and temperature). In general, it can be very difficult or impossible to collect all of the data needed to allow models to be developed, thus many assumptions must be made. This can lead to high levels of uncertainty in the resulting models.
In the past 20 years, efforts have been made to standardize the development of FSP models (Godin and Caraglio, 1998; Barczi et al., 2008; Hemmerling et al., 2008; Pradal et al., 2008; Henke et al., 2016) . However, there are few available frameworks or methods for testing FSP models in a systematic way (Cournède et al., 2013) . Consequently, some FSP models may appear realistic but still might reproduce the right patterns for the wrong reasons. Models of sufficient complexity can often be calibrated, in terms of both parameters and process representation (sub-models), to make model outputs appear highly realistic while the model's mechanisms do not necessarily correspond to the actual mechanisms. A famous example is Ptolemy's model explaining the planets' trajectories, which made precise predictions but did not reflect the underlying mechanism of gravity, as it was geocentric.
Modelling should try to achieve 'structural realism' by making testable and correct independent predictions, i.e. of features of the real system that were not used for model design or calibration. For example, the beech forest model BEFORE (Rademacher et al., 2004) correctly predicted the age structure of the canopy and the spatial distribution of large and old trees, both of which were unknown during model development. This indicated that the model, although being based on qualitative empirical rules and calibration, captured the internal organization of natural beech forests sufficiently well for predicting patterns beyond the patterns used for model development.
Pattern-oriented modelling (POM) (Grimm et al., 1996 Wiegand et al., 2003; Grimm and Railsback, 2012) has been suggested as a general strategy to achieve structural realism. It is defined as the multicriteria design, selection and calibration of models of complex systems, where the criteria comprise patterns observed at different scales and levels of organization. The basic idea is that patterns that are characteristic of a real system contain information about its internal organization, albeit in a coded form. The task of the modeller, or scientist in general, is to decode these patterns to identify the underlying mechanisms. With complex systems, however, a single pattern may not contain enough information to identify the mechanisms unambiguously. Several alternative mechanisms might give rise to the same pattern. For instance, a classic example can be demonstrated by the discovery of the structure of DNA. Initially, an X-ray diffraction pattern immediately suggested that the basic structure of DNA molecules is a helix, but many types of helical structures were compatible with this pattern. However, after considering more information (patterns), e.g. Chargaff's rule and the tautomeric properties of the purine and pyrimidine bases, to determine the right structure, only a single structure, i.e. the double helix, could explain all these three patterns simultaneously (Watson, 1968) .
A pattern refers to any observation that is beyond random variation and therefore contains information about underlying mechanisms. There are strong patterns, which contain a lot of information, and weak patterns. This distinction is qualitative at first and can only be quantified in terms of the power of a pattern to reject unsuitable parameter combinations. For example, cycles in abundance, and the specific shape and timing of peak abundances, are a strong pattern and can contain important information, but still might be reproduced by several alternative models; single values, on the other hand, such as mortality observed under certain conditions, are weak patterns and contain less information but still can be used in POM if several of them are combined. Wiegand et al. (2004) , for example, show that three weak patterns, which by themselves were inefficient filters, were in combination as efficient as one strong pattern characterizing the spread of brown bears from Slovenia into the Alps. Likewise, in our use of the POM strategy below, we used single values, for example the number of nodes, as patterns, which by themselves do not contain much information to narrow down possible model structures, but in combination turned out to be powerful filters for achieving structural realism. The more patterns a model can reproduce simultaneously, the more likely it is that it will reproduce the patterns for the right reasons, i.e. based on mechanisms which are also essential in the real system. Thereby structural realism is increased, which can be documented via correct independent predictions. Pattern-oriented modelling was originally formulated in the field of ecology and has been used widely to develop agentbased models (ABMs), also known as individual-based models (IBMs) (Grimm and Railsback, 2005) , but it is not restricted to a specific type of model. It has been applied in many fields in addition to ecology (Bauduin et al., 2016; Wang et al., 2016) , including engineering (Jensen et al., 2016) , environmental science (Arnold et al., 2015) , geography (Magliocca and Ellis, 2013) , microbiology (Hellweger et al., 2016) and social science (Janssen et al., 2009; Yang et al., 2012) . For plant science, FSP models can be identified as ABMs if the organs of a plant are considered as individual entities that have certain behaviours. That is, FSP models use simple rules to simulate the behaviour of these entities, the interactions among and between them in a branching structure and the interactions between them and their abiotic environment.
In this study, we are going to demonstrate how the general strategy of POM can be used to organize the verification and validation of FSP models in a systematic and robust way. First, we will describe the elements of POM in more detail and refer to corresponding examples and reviews from the literature. Then, we use modelling of avocado (Persea americana 'Hass') as a demonstration. We chose avocado, because of its economic significance to sub-tropical and tropical horticulture throughout the world (Bost et al., 2013) .
Generally, avocado trees grow in a rhythmic pattern with periodic shoot extension in which a spring flush (mixed reproductive and vegetative), a summer flush (vegetative) and an autumn flush (vegetative) occur over an annual growing period, and the canopy is made up of a mix of proleptic and sylleptic shoot modules (Thorp and Sedgley, 1993a) . Proleptic shoots develop from dormant or resting buds after their parent shoots have stopped growing. In avocado, they can be identified by buds or a bud-scar ring at their base and they can be vegetative or reproductive. In contrast, sylleptic shoots develop from axillary buds while the subtending parent shoots are still extending. Cultivar differences can be clearly seen in the relative frequency and dimensions of these shoot types, which ultimately determine the structure and shape of the mature tree. Understanding these relationships and the natural growth habit of trees, i.e. their architecture, is fundamental to the development of more intensive growing systems for many fruit crops including avocado (Menzel and Le Lagadec, 2014) . Additional insight into architecture and growth patterns could translate into applied outcomes, so that better canopy management strategies can be conducted more effectively in avocado orchards. Thus, development of such an avocado architecture model is timely.
The aim of this paper is to present our avocado model and its evaluation. Our goal is to demonstrate how POM can lead to structurally realistic FSP models, thereby ensuring that the model captures the mechanisms determining the development of a plant sufficiently well.
MATERIALS AND METHODS

Pattern-oriented modelling
To better understand why and how we used multiple patterns for verification and validation for our avocado model, we here describe the elements of POM, which was formulated by Grimm et al. (1996) , Grimm and Berger (2003) and Wiegand et al. (2003) . A textbook introduction to POM is provided in Railsback and Grimm (2012) , while and Grimm and Railsback (2012) review applications and developments of the approach. A review of the analogy between patternoriented calibration and Approximate Bayesian Computing is given in Hartig et al. (2011) , and a recent demonstration of the power of combining weak patterns into a strong filter is given by Jakoby et al. (2014) . POM is not a specific technique or invention, but summarizes the experience gained from models that were developed with multiple observed patterns in mind. Many experienced modellers have used this approach, including for FSP modelling, but usually not explicitly. POM was therefore formulated as an explicit, coherent and effective strategy for developing models that are structurally realistic, which implies that they are neither too simple nor too complex.
Pattern-oriented modelling includes three elements. First, multiple patterns can guide model design. If we consider the characteristics of certain patterns of a studied system and want our model to reproduce them, we must choose a model structure accordingly so that those patterns can also emerge in the model, once we have found the right representation and combination of processes. For example, natural beech forests are characterized by (1) a horizontal mosaic of small areas which are in different developmental stages; (2) vertical patterns characterizing the developmental stage; and (3) locally by cyclic succession of these stages, i.e. a temporal pattern. Thus a 3-D model structure is required where not only the position of trees but also their size-dependent vertical structure is considered (Rademacher et al., 2004) , with the inclusion of processes from which cyclic succession can emerge, such as tree growth, senescence and recruitment, as well as windfalls. Likewise, if the response of a population of water fleas (Daphnia magna) to exposure to a toxicant is determined by changes in its size structure, the model must include not only population abundance, but also use size as a state variable, since this implies that growth and size-specific mortality must be represented (Gergs et al., 2013) . Railsback and Johnson (2011) identified nine patterns, all of them weak, characterizing the interaction of blue warblers (Dendroica caerulescens) and a pest species, the coffee borer beetle (Hypothenemus hampei), on coffee farms. These patterns determined model structure. The model was then used to devise strategies for habitat management that improves pest control by the birds (Railsback and Johnson, 2014) . This first element of POM is well represented in FSP modelling, because the modular structure of plant architecture guides the design of the conceptual framework of FSP models.
Secondly, multiple patterns can be used simultaneously to determine entire sets of unknown parameters by running the model for large numbers of possible parameter sets and using each pattern as a 'filter'. In contrast to best-fit calibration, this approach is based on categorical calibration, i.e. looking for parameter values that make model results lie within a category or range that we define as acceptably close to the data (Railsback and Grimm, 2012, p. 259) . For example, if for trees in a certain forest mean age is 135 years and a mean height is 23 m, we might define acceptable ranges of 120-150 years for age and 21-25 m for height. The choice of these ranges requires finding the right balance between not being too narrow, so that we do not reject too many parameter sets, and not being too wide, which would render model outputs too uncertain and less useful. Often, we can use the uncertainty in our data to define acceptance intervals, as we did in our avocado model. We specified that the results of comparisons on means between model outputs and observations should be able to satisfy the statistical test (P ≥ 0.05), and the absolute value of relative difference between model outputs and observations should be ≤20 % or the model outputs (mean ± s.d.) should encompass the observations (mean).
Next, for each of the parameters that we want to calibrate, we define their range of possible values, and the number of values within this range that we want to consider. In principle, we could then run the model for all possible combinations of parameter values, but the resulting number of parameter sets would be prohibitively high; sub-sampling techniques are therefore used, which scan parameter space in a systematic way, such as Latin Hypercube Sampling (Thiele et al., 2014) , leading to a much smaller number of parameter sets. Finally, the model is run for all these parameter sets, and model outputs compared with the specified acceptable ranges. Only parameter sets that lead to model outputs falling into the ranges of all calibration patterns will be accepted for further analyses.
The result of this pattern-oriented calibration, which can also be referred to as Monte Carlo filtering and is called inverse modelling in other disciplines, is usually a few parameter sets that passed all filters, or calibration patterns. The values of single parameters within this set can vary widely because of interaction between parameters or the processes they represent. Subsequent simulations are therefore run for the remaining parameter sets, with model outputs comprising the average of these simulations. Studies using this approach are reviewed in Grimm and Railsback (2012) . Rossmanith et al. (2007) used it to determine one unknown parameter, pre-breeding survival rate of a woodpecker species, while Wiegand et al. (2004) used it to calibrate 13 parameters simultaneously. Wiegand et al. (2004) found that one of the five patterns used for calibration was a strong pattern: only a small number of parameter sets were able to reproduce this pattern; it thus contained a large amount of information about underlying processes. Interestingly, by combining the other four patterns, which individually were very weak, the filtering was as effective as with the one strong pattern. In our avocado example, we did use multiple patterns for categorical calibration, but did not need to use the Monte Carlo filtering approach because manual calibration was sufficiently effective, probably because in our case parameters did not interact. In a follow-up study, we are going to compare this manual calibration with the systematic filtering approach described here.
Thirdly, multiple patterns can also be used to select the best of a set of alternative sub-models representing certain processes in a manner very similar to pattern-oriented calibration. Kramer-Schadt et al. (2007) , for example, used four patterns on dispersal of European lynx to select the most appropriate one from four different dispersal models. Again, we are not including this element of POM in this study, but it would be worthwhile doing so in the future, e.g. when considering sub-models of photosynthesis or carbon allocation.
All three elements of POM have in common that they are based on using multiple patterns. The resulting models are characterized by a high level of structural realism, which can be tested by devising and testing independent predictions. Our avocado model was not explicitly developed according to POM, but implicitly, as for many other well-designed models, model development and parameterization followed the pattern-oriented approach. We can thus expect a high level of structural realism, but without using POM it would be difficult to demonstrate this realism in a systematic way. We will demonstrate how using patterns can make model verification and validation more rigorous, thereby confirming, or improving, the structural realism of existing or new models.
Model description
This model description follows the ODD (Overview, Design concepts, Details) protocol for describing individual and agent-based models (Grimm et al., 2006 (Grimm et al., , 2010 . L-systems (Prusinkiewicz et al., 1997) were used to formulate a virtual plant representation (Room et al., 1996; Hanan, 1997) of the annual growth module (AGM), and our FSP model was implemented using the L + C modelling language (Karwowski and Prusinkiewicz, 2003; Prusinkiewicz et al., 2007b) in L-studio (Prusinkiewicz et al., 2000; Karwowski and Prusinkiewicz, 2004) . Thus, we use some L-systems terms here, such as using 'module' to describe individual biological components. Purpose. The purpose of the model is to simulate the development of architecture and growth patterns of an AGM in the absence of fruit set for a young 'Hass' avocado tree in Australian orchards. The AGM in the model is formed from an indeterminate compound inflorescence (thyrse) that does not set fruit over an annual growing period, which comprises one mixed reproductive and vegetative (spring) and two vegetative (summer and autumn) growth flushes (Fig. 1) . Entities, state variables and scales. The entities in the model are the environment and the individual organs [apices (terminal buds), leaves, internodes, axillary buds and compound inflorescence] represented as modules in the L-system (Table 1) .
The selection of the entities, state variables and scales was, in line with current practice in FSP modelling, based on a set of observed patterns at different spatial and temporal scales that characterize the key architectural components of an AGM in the absence of fruit set (Thorp and Sedgley, 1993a) . The patterns used were: (1) the number of sylleptic shoots on the primary growth axis (PGA); (2) the number of proleptic shoots on the PGA; (3) the number of growth units (GUs); , that forms from an indeterminate compound inflorescence over an annual growing period, comprising one mixed reproductive and vegetative growth flush (spring, dark brown) and two vegetative growth flushes (summer, brown, and autumn, light brown). The AGM contains a primary growth axis, and second-and third-order growth axes that can be either proleptic shoots (shown with a bud-scar ring at their base) or sylleptic shoots. The current season's shoot growth develops from a terminal bud from the previous season, with the shoot initially producing lateral inflorescences without internode extension. Vegetative growth then occurs in three flushes with the formation of a terminal bud between each flush. The remains of the terminal buds turn into a bud-scar ring which becomes visible between each flush later in the season. Growth unit (GU) refers to the portion of an axis (shoot) that develops during an uninterrupted period of extension, i.e. during a single flush, while a shoot describes an axis that consists of one or more GUs (Jaeger and De Reffye, 1992; Room et al., 1994) . This figure is a modification of a free vector image from all-freedownload.com.
(4) the number of GUs per axillary shoot; (5) the number of terminal GUs; (6) the number of flushes per year; and (7) flush growth timing.
As mentioned in the Introduction, in FSP modelling we implicitly follow the first element of POM, using patterns observed in nature as the starting points and guide for model Apex Location The node number on the growth axis (mean ± s.d.)
1 to 9.2 ± 2.56 (excluding nodes for bud scales or inflorescences) for primary growth axis in the spring flush; 1 to 14.1 ± 2.16 for the primary growth axis in summer or autumn flushes; 1 to 11.9 ± 1.44 for the second-and third-order growth axes including proleptic shoots and extension shoot axes in summer or autumn flushes; 1 to 5.9 ± 6.49 for sylleptic shoots in spring, summer or autumn flushes Order
The growth axis order: primary growth axis (0), second-order growth axis (1) and third-order growth axis (2) 0-2 Age Age in thermal time using degree-days to track the age design. For example, we used observed rhythmic growth patterns to initiate the fundamental structure of the model, and then refined it by adding each biological component (e.g. primary growth axis, second-/third-order growth axis and shoot types) to the model in terms of multiple observed patterns of branching architecture. We did not know the extent of branching in a non-fruit-bearing AGM. In order for the model to reproduce patterns on the number of terminal growth units and growth units observed by Thorp and Sedgley (1993a) , the third-order growth axes had to be considered in the model. The model is not spatially explicit as it does not contain spatial state variables. However, the given state variables are translated into a spatially explicit visualization of the module's architecture via L-studio. The model runs with daily time steps for 364 d in total to represent an annual growth cycle. The time period represents the period of three growth flushes -spring flush (1 September to 30 November), summer flush (1 December to 28 February) and autumn flush (1 March to 31 May) -as a simplification of flush patterns experienced in Australia, plus winter, during which there is no growth flush. Process overview and scheduling. In each time step, the following sequence of sub-models is executed; each sub-model represents a certain process. However, in L-systems, the biological component (organ type) 'productions' are conceptually applied in parallel in each time step, which corresponds to synchronous updating of state variables; this creates no artefacts as the productions of the different organs are independent of each other. The elements of the following schedule correspond to sub-models, which are described in detail in the section 'Submodels' below. The sub-models are as follows.
Day-length calculation. The length of the day is calculated based on the day of year from the environmental input file. It will be used to convert the daily radiation. Radiation conversion: the daily radiation in MJ m -2 d -1 is converted to μmol m -2 s -1 assuming 80 % of light is intercepted due to variation in leaf orientation. Degree-days calculation: the daily degree-days are calculated based on the daily maximum and minimum temperature from the environmental input file minus the base temperature below which no growth occurs. Photosynthetic production rate calculation: the daily photosynthetic production rate (μmol CO 2 m -2 s -1 ), i.e. net assimilation rate, is calculated based on the daily radiation. Internode production: growth of an internode (stem). Inflorescence production: development of an indeterminate compound inflorescence. Leaf production: growth of a leaf. Axillary bud production: transition of an axillary bud into a developing apex under the correct conditions. Apex production: development of a stem by addition of a new internode, leaf, axillary bud and ongoing apex. Carbon allocation: total carbon supply is gathered on each day and is distributed to biological components the next day. Observer updates: update of model visualizsation and outputs.
Design concepts.
Basic principles: carbon resulting from photosynthesis dependent on light captured by the leaves is considered as a major factor determining the development of the AGM in the model, since it is unlikely that there will be lack of water or nitrogen in commercial avocado orchards. In general, AGMs develop at the periphery of the canopy. Therefore, we assumed that the AGM can get enough light to produce carbon, and it is not shaded by other parts of the tree. For simplicity, the actual angles of axillary shoots and leaves are ignored. In that sense, the model is conceptualized as a 3-D model, although it is modelled in 2-D. Moreover, the Queensland Department of Agriculture and Fisheries (DAF) data recorded a thickening in non-fruit-bearing shoots of approx. 1 mm in diameter from 10-20 nodes in a sample of 16 branches on 4-year-old 'Hass' growing in a commercial orchard in Childers, central Queensland, Australia, in December 2015 (DAF, unpubl. res.) . For the purposes of this model, it was considered that this secondary thickening did not represent a significant carbon sink and was not included in the model.
The basic principle of the model is that plant growth is dynamically driven by both environmental factors (light and temperature) and differential allocation of carbon among individual organs (Evers, 2016) . The approach used for carbon allocation is based on the sink regulation approach (Marcelis and Heuvelink, 2007 ). In our model, carbon allocation among plant organs is primarily determined by the sink strength of the organs, which is quantified by their potential relative growth rate, and by organ biomass (sink size). The potential relative growth rate has been successfully used previously to study horticultural tree crops (Grossman and DeJong, 1994; Allen et al., 2005; Cieslak et al., 2011a) .
Emergence: growth patterns (e.g. the length of growth flush) emerge from mechanistic representation of the individual organs competing for carbon, which are not imposed by rules that force the model to produce certain patterns. In contrast, parameters affecting architectural patterns are partially imposed, reflecting observations. To represent observed variation in these parameters, they are drawn from probability distributions. However, architectural patterns are not fully imposed. In a sense, they are emergent properties from the model, because the production of metamers by independent apical meristems is the basic mechanism driving the development of architecture, depending on quantitative inputs in terms of degree-days and carbon availability.
Sensing: leaves are assumed to be able to sense the source of light perfectly, because the AGM is located at the periphery of the canopy.
Interaction: there are no direct interactions among organs. However, organs indirectly interact with each other through differential allocation of carbon.
Stochasticity: stochasticity is used in initializing the model to generate the number of pre-formed and neoformed nodes for different biological components. During a simulation, the main uses of stochasticity are: (1) to determine if sylleptic shoots will develop from axillary buds on the primary and secondorder growth axes; and (2) to determine if a proleptic shoot will develop from axillary buds on the primary and secondary growth axes. All these probabilities reflect stochastic variation that is relevant to capture realistic architectures, while it is not needed to represent explicitly the reasons underlying this variation.
Observation: graphical output produced by the 'lpfg' simulator in L-studio shows the detailed architecture and growth patterns with different colours for each flush (Fig. 2) . Data are also written to output files. This allows for comparisons between runs of the model using different parameter settings for testing, understanding and analysing patterns of plant development. Initialization. The model world has an apex pre-formed in the previous growing season and its initial development is supported by a carbon allocation of 10 000 mg that is assumed to be available from carbon storage or current photosynthesis elsewhere in the tree (Scholefield et al., 1985; Whiley et al., 1996; Liu et al., 1999b) . The implicit spatial extent of the model is a continuous physical space, which is one thousand times as big as the size of the apex. Simulations starts on 1 September 1987 using temperature and radiation data for Maleny, Queensland (26.51°S, 152.51°E), Australia, to be consistent with the experiments conducted by Thorp and Sedgley (1993a) . The model reads the environmental input file to retrieve climatic data of the first simulation day (1 September 1987). The number of preformed nodes and neoformed nodes for each biological component is generated by the normal distribution function/process using the mean value and its standard deviation from Table 2 in the 'Sub-models' section. Input data. The model includes as drivers the environmental variables daily maximum and minimum temperature and radiation that are read into the model from a text file. These data were from the Maleny Automatic Weather Station (station no. 40121). This was sourced via the patched-point data set maintained by the Queensland Department of Science, Information Technology and Innovation. During this period, only rainfall was recorded at the station so radiation and temperature have been interpolated from a daily raster using the methodology in Jeffrey et al. (2001) and Zajaczkowski et al. (2013) .
Sub-models.
This section provides full detail on how model main processes are simulated. For a better understanding of some of these processes, we used 'pseudo-code' in the descriptions below to describe how they function (note that variables names in the 'pseudo-code' contain blanks for better readability). All model parameters are listed in Table 2 .
Day-length calculation: the length of the day is calculated based on the day of year from the environmental input file. The equations used for calculating the day-length from Forsythe et al. (1995) Number of nodes for the second-and third-order growth axes including proleptic shoots and extension shoot axes in summer or autumn flushes (mean ± s.d.)
11.9 ± 1.44 Based on Thorp et al. (1994) Neoformed node number SyllepticNodes Number of nodes for sylleptic shoots in spring, summer or autumn flushes (mean ± s.d.)
5.9 ± 6.49 Based on Thorp et al. (1994) Axillary shoot location SyllepticShootsLocation Location of sylleptic shoots -the sylleptic shoots appear in an acropetal direction starting from the first three basal nodes excluding nodes for bud scales or inflorescences 3 Based on Thorp et al. (1994) and model calibration ProlepticShootsLocation
Location of proleptic shoots -the proleptic shoots appear in a basipetal direction starting from the last seven nodes closest to the apex 7 Based on Thorp et al. (1994) Thorp and Sedgley (1993a) The day-length calculation is then used to calculate the daily total short-wave radiation. Radiation conversion: the daily radiation in MJ m -2 d -1 is converted to μmol m -2 s -1 with a conversion factor of 2.07 μmol J -1 based on Ting and Giacomelli (1987) . . We assume that only 80 % of the global radiation is received by the leaves due to orientation. p -conversion factor (2.07) c -coefficient (10 6 ) used to convert from mol to µmol D -the length of the day (daylight hours) S -3600 s h -1 . Degree-days calculation: the daily degree-days are calculated based on the daily maximum and minimum temperature from the environmental input file with the base temperature below which no growth occurs.
DD -the daily degree days (°C d) T max -the daily maximum temperature (°C) T min -the daily minimum temperature (°C) B -the base temperature (°C) Photosynthetic production rate calculation: the daily photosynthetic production rate (μmol CO 2 m -2 s -1 ), i.e. net assimilation rate, is calculated based on the daily radiation (Greer et al., 2004) . It then updates its current biomass based on the allocated carbon for growth, and converts its new biomass to the length of the internode using an empirical relationship between internode biomass and length (Fig. 3) , obtained from our analysis and estimation based on a field study (I. Auzmendi, The University of Queensland, Brisbane, Australia, unpubl. res.) conducted in a commercial orchard on 2-year-old 'Hass' trees in Alstonville, New South Wales, Australia in January 2016. Finally, it calculates the carbon demand for maintenance and growth for the next day. The carbon demand for maintenance is calculated based on the new biomass and the internode maintenance coefficient, while the carbon demand for growth is calculated in terms of the new biomass, the internode potential relative growth rate (PRGR) and the daily degree-day value. Ting and Giacomelli (1987) *The value of the parameter was obtained from our analysis and estimation based on a field study (I. Auzmendi, The University of Queensland, Brisbane, Australia, unpubl. res.) conducted in a commercial orchard on 2-year-old 'Hass' trees in Alstonville, New South Wales, Australia in January 2016.
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The internode PRGR is calculated from an exponential growth equation (Fig. 4) , obtained from our analysis and estimation based on a field study (I. Auzmendi, The University of Queensland, Brisbane, Australia, unpubl. res.) conducted in a commercial orchard on 2-year-old 'Hass' trees in Alstonville, New South Wales, Australia in January 2016, based on degreedays of the internode's existence.
Inflorescence production: the inflorescence production captures the development of an indeterminate compound inflorescence, which only happens at the beginning of the spring flush. The development of an indeterminate compound inflorescence is assumed to take 17 d from the first day of simulation (1 September) because the vegetative growth of spring flush from the apex of the indeterminate inflorescence generally occurs in the middle of September in south-east Queensland (DAF, unpubl. res.), and is also assumed to consume an amount of carbon approximately equivalent to the maximum biomass of two leaves (850 mg). This process is imposed/fixed, as our study aims to focus on the development of vegetative components, and we thus did not model the whole development stage of an indeterminate compound inflorescence that starts forming from an apex in winter.
Leaf production: leaf production captures the development of a leaf. The leaf module updates its state variables, if degreedays of the leaf's existence are less than the leaf senescence time. It calculates how much carbon is allocated for maintenance and growth in terms of its demand. It then updates its current biomass based on the allocated carbon for growth, and converts its new biomass to the leaf area using an empirical relationship between leaf biomass and area (Fig. 5) , obtained from our analysis and estimation based on a field study (DAF, unpubl. res.) conducted in central Queensland, Australia. Finally, it calculates the carbon demand for maintenance and growth, and the carbon that a leaf produces for the next day. The carbon demand for maintenance is calculated based on the new biomass and the leaf maintenance coefficient, whereas the carbon demand for growth is calculated based on the new biomass, the leaf PRGR and the daily degree-day value. The leaf PRGR is calculated from an exponential growth equation (Fig. 6) , obtained from our analysis and estimation based on field studies (DAF, unpubl. res.; I.Auzmendi, The University of Queensland, Brisbane, Australia, unpubl. res.), based on degree-days of the leaf's existence.
The carbon that a leaf produces is calculated in terms of leaf area and photosynthetic production rate.
Leaf Supply Carbon = Area * Photosynthetic Production Rate Axillary bud production: the axillary bud production captures the development of an axillary bud. Axillary buds in certain locations may form axillary shoots during the simulation. An axillary bud will turn into either a sylleptic shoot or a proleptic shoot, if the probability of a sylleptic/proleptic shoot developing from an axillary bud is less than its pre-defined value. Axillary buds in the first three basal nodes excluding nodes for bud scales or inflorescences may become sylleptic shoots, while axillary buds in the last seven nodes -closest to the apex -may become proleptic shoots.
Apex production: the apex production describes the development of a stem. If an apex accumulates enough degree-days to reach its phyllochron, it will form a new metamer consisting of an internode, a leaf, an axillary bud and a continuing apex. The apex includes the initial biomass of the internode and leaf for calculating their demand of maintenance and growth in the early development stage of a metamer.
Carbon allocation: total carbon supply is gathered each day and will be distributed to biological components the next day. At the end of each day, total demand (total maintenance and growth demand) is calculated from internode and leaf components. Total supply is the daily sum of the carbon in storage, plus the additional carbon produced by all existing leaves based on their current area (Leaf Supply Carbon). The total available carbon is then ready to be allocated to biological components next day in terms of partitioning priority. First, if the total carbon supply is greater than the total maintenance demand, the total maintenance demand for carbon will be fully satisfied. Otherwise, the total maintenance demand will consume the total carbon supply. Secondly, the total carbon supply will be updated to see how much carbon is left to allocate for step (2) -partitioning of supply for growth. The supply ratio is then calculated. If the total maintenance demand is 0 in the model, the supply ratio will be 0. Otherwise, the supply ratio is calculated by carbon supply divided by total maintenance demand. Finally, the amount of carbon allocated to the leaf or internode components for maintenance was calculated by the supply ratio multiplied by their maintenance demand. First, if the total carbon supply left from step (1) is still more than the total growth demand, the total growth demand for carbon will be fully satisfied. Otherwise, the total growth demand will consume the total carbon supply. Secondly, the total carbon supply will be updated to see how much carbon is left to allocate for step (3) -partitioning of supply for the development of the apex to the next metamer. The supply ratio is then calculated. If the total growth demand is 0 in the model, the supply ratio will be 0. Otherwise, the supply ratio is calculated by carbon supply divided by total growth demand. Finally, the amount of carbon allocated to the leaf or internode components for growth is calculated by the supply ratio multiplied by their growth demand. First, if there is still enough carbon left from the total carbon supply in step (2) for the demand of apex component development, the apex development demand for carbon will be fully satisfied. Otherwise, the apex development demand will consume the total carbon supply. The total carbon supply will then be updated to see how much carbon is left to allocate for step (4) -remainder to storage. If there is still any carbon left in the total carbon supply pool, the remainder is allocated to the storage.
Observer updates: an interpretation of the model is performed at each time step to update model visualization and produce outputs. The interface graphic shows architecture and growth patterns with different colours for each flush, and model outputs are written to an output file (.csv file) for further analysis. These model outputs can then be compared with field studies.
Model verification
Following Augusiak et al. (2014) , we define 'verification' as the comparison of model outputs with patterns that guided model design and were possibly used for calibration. Multiple observed patterns that characterize the key architectural components of an AGM in the absence of fruit set were used to verify our model (Table 3) .
Most model parameters were known from the published literature or our analysis and estimation based on field studies. However, six out of 34 parameters listed in Table 2 were unknown or uncertain. Wiegand et al. (2004) present an automated procedure to use multiple patterns to determine entire sets of unknown parameters simultaneously. We instead used manual calibration because in our case this was possible with moderate effort.
Model validation
The term 'validation' refers to the comparison of model predictions with independent patterns that were not used, and preferably not even known, when the model was developed, parameterized and verified (Augusiak et al., 2014) . Such secondary or independent predictions can be strong indicators that the model is structurally realistic. By comparing model predictions with multiple patterns observed in the field or laboratory experiments, we can increase our confidence that the model captured the right mechanisms .
Data analysis
Statistical analysis of the comparison of model outputs with multiple observed patterns was undertaken for both model verification and model validation. To compare simulation results with the experimental data where the standard deviation or standard error is available, the independent samples t-test was used. The model was run 50 times, which is a sufficiently large sample size for t-tests. Each run was set to stop when the time step reached 364 d.
RESULTS
Model verification
Seven patterns observed by Thorp and Sedgley (1993a) were used for model calibration and hence verification (Table 3) . After calibration, the model simultaneously reproduced these seven patterns well, whereby there was no significant difference between model outputs and observations (Table 3) , with the maximum absolute value of the relative difference between them being 20 % (Fig. 7) . For most verification patterns, the absolute value of the relative difference was <5 %, except P2.
Model validation
After model verification, our model then successfully predicted, without further calibration, the validation patterns (Table 4) . For validation, we used nine patterns; six of them (Pattern 8-Pattern 13) are quantitative, specifying specific mean values and variances, while three (Pattern 14-Pattern 16) are qualitative as they only specify ranges of certain variables. These validation patterns were derived from independently generated findings of different studies. Nine observed patterns at different scales have been used to compare against model-independent predictions for model validation. Because FSP models aim to simulate dynamically the development of plants under the influence of external and internal factors, the rates and duration (days) of growth and organ size should emerge from the physical and biological processes occurring in the model (Evers, 2016) . Our model was constructed to operate at the organ level, thus Patterns 8-16 are secondary Table 3 . Overview of seven patterns used for model verification (Thorp and Sedgley, 1993a) or independent predictions (emergent properties at the system level). Although Pattern 13 is an architectural pattern, it is an emergent property of the model, because the production of metamers by independent apical meristems is the basic mechanism driving the development of architecture, depending on quantitative inputs in terms of degree-days and carbon availability. These validation patterns can be used to measure the quality of the model to see whether model predictions were consistent with those observed validation patterns.
Pattern 8-Pattern 13: comparing model outputs with quantitative patterns. Our model simultaneously reproduced the quantitative patterns as shown in Table 5 , with model predictions similar to observations with a maximum absolute value of relative difference between them of 25 %, because for Pattern 8 we did not know whether the length of the spring growth flush from the cited article included a reproductive zone. Therefore, we compared our model prediction with two scenarios, spring growth flush including a reproductive zone and spring growth flush excluding a reproductive zone, to see how they differed. The relative difference of 25 % refers to the predicted and observed lengths of the spring growth flush including a reproductive zone. On the other hand, the predicted length of spring growth flush excluding a reproductive zone was very similar to the observed length, with the relative difference being 3 %. Although the relative difference between predicted and observed spring growth flush including a reproductive zone was 25 %, the mean observed value (191.9) is still in the range of model prediction (mean ± s.d.), 239.93 ± 52.09, and can be considered similar. For most quantitative patterns, the absolute value of relative difference was ≤10 %, except P8I and P9. 
P8
The mean length (mm) of spring growth flush on the PGA on non-fruit-bearing shoots in south-east Queensland, Australia was 191.9. Wolstenholme et al. (1990, p. 318) 
P9
The mean length (mm) of summer growth flush on the PGA on non-fruit-bearing shoots in south-east Queensland, Australia was 238.2. Whiley et al. (1991, p. 594) 
P10
The mean length (mm) of autumn growth flush on the PGA on non-fruiting shoots in a commercial orchard in South Australia, Australia was 193 ± 66 (mean ± s.e.; n = 15). Thorp and Sedgley (1993b, p. 152) 
P11
The mean length (mm) of the PGA over a 1 year growing period on non-fruiting shoots on 2-year-old 'Hass' trees in south-east Queensland, Australia was 720 ± 131 (mean ± s.e.; n = 5). Thorp and Sedgley (1993a, p. 92) 
P12
The mean leaf area (mm 2 ) per shoot on non-fruit-bearing shoots in south-east Queensland, Australia, was 4060. Wolstenholme et al. (1990, p. 318 
The mean number of nodes (leaf nodes only) per GU on non-fruit-bearing shoots found on 4-year-old 'Hass' trees in a commercial orchard in central Queensland, Australia was 6.5 ± 0.24 (mean ± s.e.; n = 16). *Individual leaf sink-source transition refers to the transition from being a sink to being a source, and duration (d) of leaf expansion and peak vegetative flush is the total days from initiation to the time at which a leaf or flush stops growing.
Note: there are only two validation patterns (P14 and P15) out of the total nine patterns that were observed in Florida, USA, Nelspruit, South Africa and Irvine, CA, USA. All these places are sub-tropical, 'dry-summer sub-tropical' often referred to as 'Mediterranean' or tropical climates. Their climate regimes are very similar to Australian conditions and are considered to be comparable sites. Comparison of the mean length (mm) of growth flush between model predictions (n = 50 simulations) and observations showed that they were similar (Fig. 8A) . The mean ± s.d. length of spring growth flush on the PGA was 196.85 ± 52.09 excluding the reproductive zone and 239.93 ± 52.09 including the reproductive zone, respectively, which was similar to 191.9 mm found on non-fruit-bearing shoots in south-east Queensland, Australia. For the summer growth flush on the PGA, the mean ± s.d. length was 200.53 ± 69.41, which was similar to 238.2 mm found on non-fruit-bearing shoots in south-east Queensland, Australia. In autumn, the mean length (mean ± s.e.) of growth flush on the PGA was 204.88 ± 9.7, which was similar to 193 ± 66 (n = 15) found on non-fruiting shoots in a commercial orchard in South Australia, Australia (t = 0.3, d.f. = 63, P = 0.77). Over a 1 year growing period, the mean length (mean ± s.e.) of the PGA was 645.33 ± 20.75, which was similar to 720 ± 131 (n = 5) found on non-fruiting shoots on 2-year-old 'Hass' trees in south-east Queensland, Australia (t = 0.98, d.f. = 53, P = 0.33).
For the mean leaf area (mm 2 ) per shoot (Fig. 8B) , the model showed 4299.75 ± 26.89 (mean ± s.d.; n = 50 simulations), which was similar to an average of 4060 mm 2 found on nonfruit-bearing shoots in south-east Queensland, Australia. For comparison of the number of nodes (leaf nodes only) per GU between model predictions and observations (Fig. 8C) , the number (mean ± s.e.) of nodes from the model was 6.38 ± 0.3 (n = 50 simulations), which was similar to 6.5 ± 0.24 (n = 16) on non-fruit-bearing shoots found on 4-year-old 'Hass' trees in a commercial orchard in central Queensland, Australia (t = 0.22, d.f. = 64, P = 0.83). Figure 8D showed that model predictions matched with those quantitative patterns well, with the maximum absolute value of relative difference between model predictions and observations being 25 %. Pattern 14-Pattern 16: comparing model outputs with qualitative patterns. Other emergent properties were also calculated during the simulations, e.g. sink-source transition of individual leaves refers to the transition from being a sink to being a source, and duration (days) of leaf expansion and peak vegetative flush are the total days from initiation to the time at which a leaf or flush stops growing.
The model indicated that the sink-source transition of individual leaves occurred at around 25 % leaf expansion (Fig. 9) , which was similar to the finding that the leaf sink-source transition was at approx. 35 % of final leaf length found in Florida, USA.
The model also indicated that leaf expansion duration (days) was 42.38 ± 11.56 (mean ± s.d.; n = 50 leaves), which was similar to about 30-40 d found in Nelspruit, South Africa and Irvine, CA, USA.
For vegetative flush growth duration (days), the model showed that the peak vegetative flush growth duration was about 40 d (Fig. 10) , which was similar to about 6 weeks observed in commercial orchards in central Queensland, Australia. 
DISCUSSION
We used the principles of POM to construct, calibrate and validate an FSP model of an avocado AGM that was dynamically driven by both external factors (e.g. light and temperature) and physiological processes such as differential allocation of carbon among individual organs. We showed how POM can help improve and demonstrate the 'structural realism' of FSP models, i.e. the likelihood that a model reproduces observed patterns for the right reasons. To achieve 'structural realism', a clear and explicit distinction between verification and validation was established to ensure our FSP model makes reliable predictions. First, we used multiple verification patterns that characterize key architectural components of an AGM as 'filters' to determine the appropriate values for each unknown or uncertain parameter. After calibration, the model successfully reproduced all verification patterns at the same time, i.e. model outputs were consistent with observations in south-east Queensland, Australia.
Then, the resulting FSP model was explicitly validated by comparing model predictions with a second set of validation patterns at different scales from various field studies. Our model predicted the validation patterns well, without further calibration. These model predictions were emergent properties of the model.
The aim of FSP models is to simulate the development of plants driven dynamically by external and internal factors, thus rates and duration of growth and organ size should emerge from the physical and biological processes occurring in the model (Evers, 2016) . Such secondary or independent predictions can be strong indicators that our model is structurally realistic . Therefore, the more patterns an FSP model simultaneously reproduces, the greater the chance that those patterns are reproduced for the right reasons (i.e. appropriate underlying mechanisms), instead of having the model tuned through calibration to appear realistic.
Our model also generated specific predictions of the developmental stage of leaf sink-source transition: the transition of leaf from sink to source occurred at around 25 % leaf expansion in the model. This is not dissimilar to results from a study in Florida, USA, for cultivar 'Peterson', which showed net export of photoassimilates from individual leaves when they reached approx. 35 % of their final leaf length (Finazzo et al., 1994) ; due to the non-linear relationship between length and area, this corresponds to a leaf area somewhat less than 35 %. However, there is substantial variation in developing avocado leaf sinksource transition reported in the literature. For 'Hass', individual leaves showed a net gain in CO 2 assimilation after reaching 80 % of their full expansion (Whiley, 1990) , whereas a net carbon loss was found in 'Booth-8' leaves until they reached about 72 % of full size (Schaffer et al., 1991) . The leaf sink-source transition occurring at the low end of this leaf development range in our model, may be at least partly due to our use of a maximum leaf photosynthetic rate appropriate for fully developed leaves, whereas leaf photosynthetic rates in avocado have been reported to increase from low levels throughout development (Whiley, 1990; Schaffer et al., 1991) .
Studies have suggested that carbon allocation in a plant can be modelled as being dependent on current organ biomass and sink strength of each organ type (Marcelis, 1996; Lacointe, 2000; Marcelis and Heuvelink, 2007) . This argument is supported by our model, since the approach used for carbon partitioning is based on the sink regulation approach without partitioning priority for different organ types (internodes and leaves). Moreover, our model also supports the finding that overall carbon distribution in an AGM is based on biomass of tissues, regardless of organ type (Finazzo et al., 1994) , because there is no partitioning priority for different organ types (internodes and leaves) in the model. The strength of POM is that pattern-oriented models produce predictions that can be tested in the field (Wiegand et al., 2003; Grimm and Railsback, 2012) . This allows field studies and experiments to be focused on observations that have the potential to confirm or falsify theory, thereby leading to theory development. Our model could be developed further to investigate other factors that influence interactions between fruit and vegetative growth, and key management issues such as biennial bearing patterns and branching architecture. Flowering, fruiting and shoot growth have complex inter-relationships that span more than one growth season and involve not only carbon allocation and storage but also hormonal and possibly sugar signalling, mediated by many external factors including light and temperature. Future model development could also incorporate patterns of gene expression associated with vegetative growth and floral development (Lovatt, 2010; Samach and Smith, 2013; Smith and Samach, 2013; Ziv et al., 2014) .
The key feature of POM is the multicriteria assessment of models, which is in contrast to fitting a model to a certain, single observation. In POM, the point is not to obtain an optimally fitted single pattern, but to make the model reproduce an entire set of patterns sufficiently well. The reason is that, as has been confirmed in many cases, a set of multiple, weak patterns, which are not necessarily matched precisely, can be a more powerful filter to identify the most appropriate parameterization and model structure than a single optimally fitted pattern. In this context, 'most appropriate' means the maximal possible likelihood that the model is structurally realistic, i.e. reproduces observed patterns for the right reasons. A model that is capable of reproducing multiple observed patterns at different scales will be most likely to contain the appropriate mechanisms to describe the studied system and reveal emergent patterns. That is the critical difference between POM and a traditional/classic model assessment approach.
Furthermore, POM is used not only to calibrate the values of uncertain parameters, but also to determine sub-models that represent processes. To do that, alternative sub-models can be implemented within the full model, and then tested for their potential to reproduce a set of first verification and then validation patterns. In this way, POM can be used to test alternative hypotheses or theories of certain processes. Examples of this 'pattern-oriented theory development' are provided in Grimm and Railsback (2012) and Railsback and Johnson (2011) . In our case, there are two main concepts of mechanistically modelling carbon allocation among plant organs (sink regulation approach and transport resistance approach) in the plant growth modelling field (Marcelis and Heuvelink, 2007) . In the present study, we applied the sink regulation approach to deal with carbon allocation, because, for a transport resistance approach, it is difficult to measure the relevant parameters such as transport resistance and labile carbon concentrations or potentials (Reynolds and Thornley, 1982; Lacointe, 2000) . However, an alternative model version can be constructed by using the transport resistance approach (Prusinkiewicz et al., 2007a) . For future research, POM could be used to determine the most suitable approach for modelling carbon allocation in avocado, by systematically comparing our sink regulation model with its alternative version, i.e. the transport resistance model.
We believe that elements of POM could easily be included in FSP modelling in general. In summary, our findings suggest that using POM can help to improve the 'structural realism' of FSP models. Structural realism increases predictive power so that the response of an AGM to changing environmental conditions can be predicted. Accordingly, our FSP model provides a better but still parsimonious understanding of some of the mechanisms underlying known patterns of AGM growth. POM cannot, of course, solve everything for the FSP modelling research field, but it is a practical and powerful way to develop and test an FSP model.
