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Abstract 
Kamareddine, F., A system at the cross-roads of functional and logic programming, Science of 
Computer Programming 19 (1992) 239-279. 
The type-free A-calculus is powerful enough to contain all the polymorphic and higher-order 
nature of functional programming and furthermore types could be constructed inside it. However, 
mixing the type-free A-calculus with logic is not very straightforward (see Aczel [l] and Scott 
[15]). In this paper, a system that combines polymorphism and higher-order functions with logic 
is presented. The system is suitable for both the functional and the logical paradigms of program- 
ming as from the functional paradigm’s point of view, the system enables one to have all the 
polymorphism and higher order that exist in functional languages and much more. In fact even 
the fixed point operator Y which is defined as AjY(Arf(xx))(Ax.f(xx)) can be type-checked to 
((o--f a) + o)) where o is a variable type. (Ax.xx)(~x.xx) can be type-checked too, something not 
allowed in functional languages. From the point of view of theorem proving, the system is 
expressive enough to allow self-referential sentences and those sentences that lead to Russell’s 
and Curry’s paradoxes. However, the paradoxes do not hold due to the notion of circular types 
which contain the type of propositions. In fact both sentences Ax.lxx and Ax.xx + I are ill-typed 
according to the system, because their resulting types are circular. Hence the application of either 
sentence to itself will not result in a proposition. The system is implemented in Mimer’s ML and 
can be seen as extending ML in two important ways. First, it extends the part related to the 
functional paradigm in that it can type terms that could not be typed in ML, namely, the terms 
that contain self-application such as the Y term above. Second, our system extends ML by adding 
logic to it in a consistent way. 
1. Introduction 
1.1. Type-freeness and logic 
It is well known that mixing type-freeness and logic leads to contradictions. For 
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example, by taking the following syntax of terms: 
E := xlE’E”\Ax.E’(lE”$!?+ E” 
and applying the term AX.JXX to itself one gets a contradiction (known as Russell’s 
paradox).’ Church was aware of the problem when he started the A-calculus which 
he intended to be a theory of functions and logic. But his first theory of the A-calculus 
was type-free and so was inconsistent. The paradox could be described as follows: 
The system has the following three concepts: 
l Modus ponens (MP): From E + E’ and E, deduce E’. 
l Deduction theorem (DT): If r is a context and r u {E} t E’, then r E E + E’. 
l p-conversion (p): (hx.E)E’= E[x:= E’]. 
Now let a = Ax.(xx + I) where I is an equality between two terms that cannot be 
possibly equal, such as: true = false, where true and false are both A-terms defined 
in Church’s system. Moreover I has the characteristic that it should never be 
derivable. Now, from (MP), (DT), and (p), we could derive Curry’s paradox: 
(I) aa=aa+_L (P) 
(2) au t-au Definition of /- 
(3) aat- (MP)+(l)+(z) 
(4) taa+1 (DT) + (3) 
(5) taa (1) 
(6) El @W + (4) + (5) 
The presence of these foundational difficulties led to the creation of two routes 
of research. The first route placed a big emphasis on logic and deduction systems, 
but avoided the difficulty by restricting the language used to first or higher order 
without allowing any self-reference or polymorphism. The second route placed the 
emphasis on the expressiveness of the language and the richness of functional 
application and self-reference, but at the expense of including logic in the language 
except if restrictions are made (such as using non-classical logics). Church, for 
example, followed Russell and introduced the simply typed A-calculus. However, 
it became obvious that the theory had many unattractive features. Of these features 
we mention that at each level we should have a natural number system, such that 
the numbers at each level n, say, are different from those at level n + 1. Moreover, 
polymorphic functions (that is functions which take arguments from many levels 
such as the polymorphic identity function) do not exist. Church and others then 
decided to enrich the syntax and the language but to avoid or restrict logic, hence 
the type-free A -calculus. 
These two routes resulted in a gap between well worked out logics (where we 
have a sophisticated body of axioms and rules) and fully expressive languages (which 
’ Of course here it might be questioned whether this is actually a contradiction. In fact, in the type-free 
A-calculus, every term has a fixed point. In particular, the term 7 has a fixed point E such that E = TE. 
Once we allow propositions to be a part of our terms however, we have to explain this phenomenon of 
E = TE. We may run to three-valued logic, but if we wanted to keep to two-valued logic, we have to 
find a persuasive explanation that there is no paradox. 
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allow the presence of a rich variety of terms including the self-referential ones). 
The need to remove the gap created various theories such as Martin-LGfs type 
theory [13] and Feferman’s r, [6] which were polymorphic, allowed self-reference, 
and contained a big fragment of logic. 
While the polymorphically typed languages which contained logic (such as Martin- 
LGfs and Feferman’s) were being developed (we call this route 3 in the history of 
foundation), two disciplines in programming were already doing well producing 
implemented systems based on routes 1 and 2 above. The first discipline, logic 
programming, concentrated on theorem proving and Prolog, where the foundation 
was taken from route 1 but in the least courageous way by using the bare minimum 
language (first-order) which assures safety from the paradoxes. The second disci- 
pline, functional programming, concentrated on implementing polymorphism and 
self-reference where the foundation was taken from route 2, but at the expense of 
logic and deductions. 
The above history does not include the semantics of type-free theories which 
combine expressiveness and logic. In fact, the models of the type-free A-calculus 
alone were not obvious and it was in an attempt to prove their non-existence that 
Scott [15] managed to construct such a model. Since then a variety of such models 
were constructed. These models however cannot model the addition of logic to the 
type-free A-calculus. The reason for this is that even though 1, v, and V are 
continuous, the presence of V will trivialize the model. For we would get that 
(Vd E ~)(K~ll,[d,x1= 1) @ u~l1,ru/x1= 1 
where u is the bottom element of the domain. In other words, the ordering relation 
on Scott domains makes prediction trivial. For a predicate P is true of all the objects 
in the model iff it is true of the bottom element. Both semanticians and computing 
scientists, however, share an interest in quantification and hence this problem of 
prediction that faced Turner (in [16]) . IS a major issue for those who are interested 
in the semantics of either computer or natural languages and who base their work 
on Scott domains. The problem can be described as follows: Assume a language 
which has both objects and functions and assume that wffs are built out of other 
ones using A, v, V, 3 . . . . If the model is a Scott domain E,, then there is no 
problem interpreting anything which is not a quantified sentence, as the interpreta- 
tions of all such things are continuous functions and hence belong to the model. 
The interpretation of the quantifiers however will be problematic. This is because, 
if we take the following interpretation for the quantifiers V and 3 
( 
1, if for each d in 0, [[4]]srd,Xl = 1, 
[[VX$J]], = 0, if for some d in 0, [[$J]]~,~,~, = 0, 
I, otherwise, 
1, if for some d in 0, [[+]]gIdlxl= 1, 
[[3x411, = 0, if for each d in D, [[+]]srd,XI = 0, 
4 otherwise, 
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then the following is a proof of the continuity of the quantifier clause for V: Assume 
by induction that we have that [[+]I . IS continuous where # does not involve 
quantifiers. To prove the continuity of [[VX~]] (i.e. to prove it is in [ASG+ Em] 
where ASG is the collection of assignment functions), we prove it separately in 
each of its arguments, according to a theorem related to semantic domains. 
Let us prove the continuity of [[VX~]] for g in ASG. Take an w-sequence (g,), 
and prove that UY~dfllug,, = u W~sbll,,~. 
* Assume [[Vx~]]_ = 0. 
wx#II”*,, =o 
e (by definition) 
(3d E ~)(r[~ll”,,[d,x, =0) 
e (by induction) 
(ad E D)(” [[~llg,[d,x, =0) 
G (by the structure of booleans) 
W E D)Pn E w)m~ll,,rd,x, =0) 
e (by logical laws) 
(3n E w)W E ~)([[~I]*,~~~,~, = 0) 
@ (by definition) 
(Zn E W)(~X[[~ll~,~~~,~, = 0) 
e (by the structure of booleans) 
” we’ll,. = 0. 
l Assume [[Vx$]],,,, = 1. 
Wx~ll vg,, = 1 
e (by definition) 
(vd E D)([[+llu,,,rd/x, = 1) 
@ (by induction) 
(Vd E D)(” K~lls,,rd,x,= 11 
~3 (by the structure of booleans) 
(Vd E D)@n E W)([[~ll~,,~~,~, = 11 
e (u c d and monotonicity) 
(3n E w)m4llg,Ju,x, =I> 
U (monotonicity~ 
(an E w)(Vd E D)([[5f’llg,,[d,x, = 1) 
@ (by definition) 
(Jn E w)wxtf~llg,,[d,xI= 1) 
ti (by the structure of booleans) 
” wx411,,, = 1. 
Therefore [[VX~]] is continuous. 
By adopting this definition, we have: 
[[Vxd]], = 1 iff (Vd E ~)([[+llg[d/x]= 1). 
A system for functional and logic programming 243 
Since [[+]I is continuous-thus monotonic-and since u c d (where, as noted 
above, u is the undefined) for each d in D, we get: 
This clause has serious consequences. I shall illustrate this by taking in the formal 
language an element U’ which names u (i.e. [[u’]]~ = u always). Now see what 
happens if we take 4 to be x = u’. Applying the above clause we get: 
rrx = ~‘l1,[u,xl = 1 iff (Vd E D)([[x = u’]],[~,~, = 1) 
which implies: 
U=U iff (VIE D)(d=u). 
That is absurd. Hence, even from the model theoretical point of view we have a 
problem combining type-freeness and logic. Of course, models of the type-free 
A-calculus with logic exist and we mention two of them: Aczel [l] and Scott [15]. 
In summary, theories and models for the type-free A-calculus with logic are 
needed. Such theories and models have been offered by various people and in 
various ways. Of the contributions to the model problem solution, we mention the 
work of Scott on combinators and classes, Feferman on recursive models of T, and 
Aczel on Frege structures. There is also the famous method of constructing models 
using the stabilization ordinal theorems of Gupta and Herzberger. Solutions to the 
theory were proposed by Aczel, Feferman, Scott, Flagg and Myhill, Fitch, Girard, 
Gilmore, Turner, Skolem, Ackerman and infinitely more. Those solutions restricted 
one or more of the three concepts which led to Curry’s paradox. That is, the solutions 
restricted either @conversion or (MP) or (DT). From the programming paradigm’s 
point of view, very few attempts have been made at combining expressiveness with 
logic. The need, however, for the combination of expressive languages and strong 
logics is unquestionable (see [7]). In fact, there is no doubt that we need full 
expressiveness in computing science and that we need to express self-referential 
terms. If is well known for example, how important it is to discuss the semantics 
of recursion using the presence of the fixed point operators. Logic moreover is at 
the heart of programming language semantics and of theorem proving. How can 
we hence push away logic only because we need expressiveness and because 
expressiveness and logic lead to paradoxes? 
Therefore, this paper aims at providing a very clear system which extends ML in 
exactly those two areas of expressiveness and logic and which is consistent. The 
solution should of course be to keep as much as possible of expressivity and logic 
without facing the paradoxes. Of course we will face the question of whether there 
are other systems which are expressive and have logic in them. Paulson’s HOL is 
such a system. Our reply is that, yes HOL is expressive and has logic in it but its 
expressivity in terms of self-referential terms is similar to that of Milner’s ML. In 
fact the originality of HOL is that it combines logic with a system that is as expressive 
as ML. Our system on the other hand combines logic with a system that is more 
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expressive than ML. So not only do we have logic, but we also have self-referential 
terms that could not exist in ML, such as hx.xx and Af.‘(Ax.f(xx))(Ax.f(xx)). 
1.2. Type-freeness and polymorphism 
Before we dive into this section, let us attempt to explain what we mean by 
type-freeness and polymorphism. We understand by a type-free theory, a theory 
where terms are well structured but all information about types is unimportant. In 
such a theory, any two terms can be combined to result in a term. This is something 
not accepted in some type theories where two terms can only be combined if their 
types match. 
Example 1.1. Ax.x is a type-free term and the term (Ax.x)(~x.x) is a legal one. In 
some type theories, however, we have to say what is the type of x in Ax.x. For 
example, Ax: e.x, where e is the type of objects, is of type e + e. In such a theory, 
Ax: e.x cannot be applied to itself, but only to things of type e. 
The notion of polymorphism however is quite different from that of type-freeness. 
We say that a theory is polymorphic if functions are not statically typed and the 
concept of function is defined by what the function does independently of the 
specific domains on which it operates. 
Example 1.2. A theory where the identity function Ax.x has type LY + (Y, where (Y is 
a variable type, is polymorphic in that (Y can be instantiated to any type, such as 
integers, booleans and so on. In a statically typed language, however, the identity 
function has to be given its type at the start and so we speak of the identity function 
over the integers, the identity function over the booleans and so on. 
Of course there are levels of polymorphism. A theory may allow some functions 
to be polymorphic and others not. A type-free theory on the other hand may result 
in different notions of polymorphism depending on the concept of type built on 
top of it. 
Example 1.3. The language ML of Milner is based on Curry’s language A,Curry 
(see Section 2.1). This language has the type-free A-calculus as the syntax of 
expressions, yet this language is not polymorphic enough to allow terms such as 
Ax.xx to be type-checked. This is due to the poor notion of type built on it. 
So far we have only talked about the concepts of type-freeness and polymorphism 
without talking about their relation to programming languages. Programming 
languages however, whether functional, logic, or object-oriented, are facing the 
problem that their underlying formalism is not polymorphic or type-free enough. 
In fact, imperative languages such as Pascal are based on the idea that functions, 
procedures, and hence their operands have a unique type (such languages are said 
A system for functional and logic programming 245 
to be monomorphic). Such a problem of strict typing is faced by many programming 
languages and attempts have been made to avoid the problem. In fact now, one 
finds functional languages (such as Milner’s ML) which are polymorphic. 
Example 1.4. The function Zen, which finds the length of a list, can be defined in 
ML as follows: 
ret 
Zen [] =0 
11 len (ax) = len x + 1 
end 
where the only important fact about the function Een is that its argument is a list 
which could be a list of integers, characters, booleans, or a list of lists. That is: 
Zen : (list *a) + integer, 
where *a refers to type variables. 
If a user wanted to find the length of a list of integers then *a would be specialized 
or instantiated to integer and the function len would now possess the type [integer] + 
integer. 
Object-oriented languages too are beginning to accommodate polymorphism. This 
is because in object-oriented languages, the notion of data type is very important 
and in these data types there are definite sets of operations which need to be 
instantiated with different instances. Therefore, these sets of operations will need 
to be defined polymorphically. Moreover, the notion of inheritance in these 
languages is also very important and an object inherits the properties of other objects 
above it in the graph. In this inheritance process properties too will have to be 
instantiated; this instantiation is nothing more than a specialization of a polymorphic 
object. 
However, the polymorphism used so far in programming languages is still not 
strong enough to allow self-referential terms such as the fixed point operator Y 
which is defined as AJ.‘(Ax.f(xx))(Ax.f(xx)). Such a Y cannot be given a type in 
languages such as ML and hence cannot be used for expressions in those languages. 
The terms w = (Ax.xx)(Ax.xx) and R = (AX.FIXX)(~X.TXX) face the same problem as 
Y. However, we think it is important that terms like Ax.xx and Y exist in any 
formulation of programming languages if only because of the self-reference and 
self-application that exist in such languages. 
It might be argued that Ax.xx and Y are not needed, by saying that instead of 
(Ax.xx)f one can use (Ax.Apxy)ff; and Y can be defined by its characteristic equation 
YE = E( YE). We disagree with this opinion because in languages like ML, even 
though f in (Ax.AJLxJJ)~~ gets applied to L the first f is of a different type than the 
second one. In fact the two functions fare different functions (for they have different 
types) even though they do the same thing. Hence in languages like ML, we do not 
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have real self-application. Furthermore, in such languages, it is impossible to 
type-check Ax.xx or (Ax.xx)f: On the other hand, assume that we work with a 
language which actually does have real self-application, and in which (hx.Ay.xy)ff 
actually applies f to itself, this means that f (even though polymorphic) takes an 
element of its whole type as an argument. We agree with this approach, and even 
though Ax.Ay.xy and Ax.xx work in a similar way for f; they are still different 
functions. In other words, here type-checking usually assumes the following two 
principles: 
(1) All occurrences of a variable which are bound by a given A must be assigned 
the same type. 
(2) Distinct occurrences of a given free variable are allowed to be assigned 
different types. 
Example 1.5. In (Ax.xx)f both occurrences of x in xx have the same type, whereas 
in (Ax.Ay.xy))ff the two occurrences off have distinct types. 
According to ML’s approach, which assumes those two principles, Ax.xx cannot 
be type-checked because types don’t usually contain their arrow types. Hence if x 
is of type CY + p, how do we know that this x accepts an object of type CY + /3 as an 
argument? Our approach, on the other hand, assumes these two principles too, but 
there is the extra condition that always (a + /3) c CL Hence if x is of type LY + p, it 
is also of type CL So x has two types LY and (Y + /3. Moreover, xx is well defined and 
of type p. Also, in (A~.Ay.xy)ff, according to our approach, the two occurrences of 
f have the same type cr +/I, with (Y + p G (Y. Hence f has two types, (Y and cx + p. 
In the system offered in this paper, we start from the type-free A-calculus. Hence 
everything starts without a type, and all combinations of terms are allowed. In fact, 
anything can be applied to anything else and the result is a term. If we come to 
type-check any term which does not contain free variables, then its type is given if 
it exists. For example, Ax.xx is type-checked to (cq,+ CY~) + a,. However, if we ask 
to type-check x in an environment where the type of x is undefined, then an “error 
message” will result. We should type-check x in an environment in which x is 
declared to be of a particular type. Now if we type-check (Ax : p.x)y in an environ- 
ment where y is an object (we write y : e) and where p is the type of propositions, 
then an “error message” will result informing us that p and e mismatch as types. 
This is of course the case because e is not subsumed by p, and the system deduces 
that (Ax : px), which is of type p + p, cannot apply to arguments of type e but can 
only apply to terms whose type is subsumed by p (i.e. who are contained in p). If 
however we type-check (Ax : q,.x)y, where y : aI and CQ, cri are type variables, then 
the system will deduce that the type of (Ax : a,,.~) is CQ+ CQ and it will try to check 
and see if aOc (Y, but, as (Ye is a variable, the system makes (Ye become a0 and 
returns czo as the result. Of course in this section we have mixed the mathematical 
activity of attributing a type to a term and the mechanical activity of type-checking 
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a term. These two activities are unquestionably different things but our paper is 
concerned with both. 
1.3. The paradise of the type-free h-calculus 
Let us start by asking a few questions and attempting to answer them. These 
questions concern the notions of “types”, and of “typed” and “type-free” theories. 
“Type” is the construct that we associate to a term in a typed theory so that we can 
make sense of some term combination. In a type-free theory on the other hand, any 
combination is allowed. 
Question 1. Are types or levels necessary for avoiding paradoxes? 
Answer. Not necessarily. For example, ZF is another solution to the paradox where 
we don’t need to classify sets iteratively (Boolos [5]); yet the Foundation Axiom 
FA is included in ZF despite the fact that it was shown that antifoundation axioms 
are consistent with ZF (see [2] for such a discussion). The Foundation Axiom FA 
is 
As a corollary to it, we do not get solutions to x = {x}, or x = {{x}}. Moreover, the 
inclusion of FA was unnecessary and it was not the responsible axiom for avoiding 
the paradox. 
Question 2. Are types needed? 
Answer. Yes of course. The fact that we ask for the full expressive power of the 
type-free A-calculus does not mean that types are not needed. In fact when we ask 
for a type-free set theory, or a set theory where the definition of a set may be 
impredicative, we don’t go and forget completely about sets. In type-free theories, 
one asks for the most expressive power so that we can live with self-reference and 
impredicativity but without paradoxes. The better such an expressive system is, the 
more we are moving towards type-freeness. It is enough to just remember that up 
to the construction of the paradoxes, the ideal system was of course type-free. Due 
to the paradoxes, alas, this type-free paradise had to be abandoned. Types too found 
an attractive place in the history of foundation and in most areas of applications 
of logic. For after all types help in the classification of programs, in the mixing of 
terms, and so on. Moreover they play an important role in explaining the paradoxes 
(if such an explanation is actually possible). For example, Girard’s system F [8] is 
no less type-free than Feferman’s theory TO, yet types play a valuable role in that 
system with respect to impredicativity. The difference between F and TO might be 
in the explicitness or implicitness of the typing scheme. Now even though one works 
in a type-free system such as that of Feferman, one needs to introduce types such 
as recursive types, dependent types, and the like. After all many of our proofs are 
248 F. Kamareddine 
for a particular collection of objects and not for all possible objects. Exactly as in 
set theory, intersection, union and so on are absolute necessity. Note also that a 
fully type-free language cannot accommodate an unrestricted logic together with 
an unrestricted /?-conversion. 
Question 3. So if types are needed why talk about type-free theories? Why not 
ignore type-freeness? 
Answer. The reason is that we may not want to be inflexible from the start if we 
can afford to be flexible. Type-free theories are very elegant and simple, so we can 
have a clear picture of how much we have and how the paradox is avoided. Then 
the detail of constructing types, if followed, will produce all the polymorphic 
higher-order types that are needed. So a lot of unnecessary details (like constructing 
types) are left till later which will make it easier to prove results about the strength 
of the system, the expressive power, completeness, and so on. Also from the point 
of view of computation, type-free theories can be regarded as first-order theories 
and hence are computationally more tractable than typed theories. Completeness 
also holds for first-order logics but has to be forced for higher-order ones. Hence 
what I am arguing for is the use of type-freeness followed by the construction of 
flexible polymorphic types. It is also the case that the self-referentiality of a language 
requires type-freeness. So we can talk about a property having itself as a property. 
For example, the property of things being equal to themselves has itself as a property. 
The facts that programming language theory needs a type-free background to 
capture polymorphism and self-reference and that programming languages are 
implicitly typed make it desirable to have a type-checking algorithm. Type-checking 
ensures that the application of a function to its arguments is done properly. The 
purpose of type-checking is to avoid nonsensical operations like adding a character 
to a truth value. More precisely a type error occurs if a function F, of type T+ T’, 
is applied to an argument which is not of type T. In this paper, self-reference is 
allowed and paradoxes are avoided in our theory which starts type-free but where 
the type-checker finds those types that are legitimate. In fact, we do not work with 
and construct types inside the A-calculus as a theory of functions only, but aim for 
the most expressive part which contains logic yet remains consistent. This is done 
in the system where everything starts by being a term of the type-free A-calculus. 
Hence everything starts without a type, and all combinations of terms are allowed. 
In fact, anything can be applied to anything else and the result is a term. However 
only the typable terms can be type-checked and the result of type-checking is their 
type. For example, the self-application function Ax.xx, which takes a function and 
applies it to itself is typable and is type-checked to (a,,+ a,) + a,, according to our 
typing system, where cr, and (Y, are variable types. Our way of avoiding the paradox 
is by disallowing a special kind of types, the circular types. Those circular types 
have the form (CQ+ (Y,)+ (Y, where cy , G p, where p is the type of propositions. Hence 
above even though we said that Ax.xx is typable, the type of its abstracted variable 
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x cannot be ( CQ+ cr,) where (Y , up. This system is the type-free system where all 
types except circular ones can be constructed. 
2. Type theory and polymorphism 
In type theory, various formulations of the typing systems have been provided, 
some of which can type-check Ax.xx and/or Y and some cannot (see Barendregt 
and Hemerik [3]). All these type systems use the following as their underlying syntax 
of types s::=x(cIs + s which says that a type is either a variable or a constant or an 
arrow. Type systems such as AI, A,, and A, (see [3]) add other types to this set of 
types in order to type-check more terms such as Y and Ax.xx; those which use only 
the above syntax of types, even though they can be polymorphic, cannot type-check 
Y or Ax.xx. Milner’s ML is such an example; it is based on the system A, of Curry 
[3] which uses the simple syntax of types T::= mIcIT+ T, and it is unable to type 
Y or any term which involves self-application except in an ad hoc way. 
Let us here overview A,, AZ, A,, and A, and see what they can do for Ax.xx and 
Y. In these systems we understand by an environment r a partial function from 
term variables to the set of types. This is given by the following definiton: 
Definition 2.1. An environment is a set of type assignments (V: T) which assigns 
the type T to the variable V, such that a variable is not assigned two different types. 
We let r range over environments. 
Notation 2.2. When (V: T) E I’, we say that the type of V in the environment r is 
T. Moreover, we define the free variables of a term T, FV( T), in the usual way and 
say that VE FV(T) iff V E FV( T’) for some ( V’, T’) E L Moreover, the notation 
r+ E : T means that from the environment r we can deduce that the expression E 
has type T. 
2.1. The system A,Curry 
Definition 2.3 (Expressions and types of A-Curry). 
l Expressions are E ::= VIE,EzlAVE. 
l Types are T::=aIcIT+ T. 
Definition 2.4 (Rules of A-Curry). The rules of h,Curry are defined as follows: 
(V: T)Er 
rI-V:T' (1) 
r+E,:T+T" r+E,:T 
rtE,E,:T" ’ (2) 
(V: T)urk E: T' 
rk-hVE:T+T' ’ (3) 
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Example 2.5. In A-Curry, Ax.Ay.xy can be seen to be of type (T+ T’) + T + T’ as 
follows: 
(9 x: T-+ T’ hYP> 
(ii) y: T hw> 
(iii) x: T-+ T’ (i), reit, 
(iv) xy: T’ (ii), (iii), (2), 
(v) hy.xy : T + T’ (i)-(iv), (3), 
(vi) hx.Ay.xy:(T+ T’)+ T+ T’ (i)-(v), (3). 
In A,, we cannot type-check Ax.xx nor Y. 
2.2. The system AZ 
Definition 2.6 (Expressions and types of A*). 
l Expressions are E ::= VIE, EzlA V. E. 
l Types are T::= alclT+ T1tla.T. 
Definition 2.7 (Rules ofA2). The rules of A2 are (l), (2), (3), (4), and (5) where: 
l-k E, :Va.T 
rt-E,:T[cu:= T’]’ 
(4) 
TFE:T acZFV(T) 
rr-E:Va.T 
(5) 
Example 2.8. In AZ, that Ax.xx is of type V(Y.(V@)+ (Y can be seen as follows: 
(i) x : vp.p bm 
(ii) x:p+LY (i), (4), 
(iii) x:/3 (9, (4), 
(iv) xx:(Y (ii), (iii), (2), 
(v) Ax.xx : (Vp.p) + a (i)-(iv), (3), 
(vi) Ax.xx:Vcu.(~/3.P) + (Y (v), (5). 
However, the fixed point term Y is not typable in A2 nor is (Ax.xx)(Ax.xx). 
2.3. The system A, 
Definition 2.9 (Expressions and types of A,). 
l Expressions are E ::= VIE, E21A V. E. 
l Types are T::=aIcIT+ TI/.MLT. 
Moreover, in A, we need the following concept: 
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Definition 2.10 (Approximation oftypes). We say that T = T’ iff 9(T) = F( T’) where 
9(T) is a tree defined as follows: 
5((Y) = (Y, F(c) = c, 
F(T+ T’)= 
/\ 
T_( T) 5( T’) 
F(pu(y. T) = Y( T[ a := pa. T]) if “defined”, else 0. 
Example 2.11. Here are two terms and their corresponding images by 9. 
9(/_uxa) = 0, 
Definition 2.12 (Rules ofA,). The rules are (l), (2), (3), and (6) where 
I-cE,:T T-T 
rkE,:T’ ’ 
(6) 
Example 2.13. Let T’ = ~a.( a + T), then T’ = T’+ T. Now, Ax.xx gets the type T’+ T 
as follows: 
(i) x: T’ hm 
(ii) x:T’+T (9, ((9, 
(iii) xx:T (i), (ii), (2), 
(iv) Ax.xx: T’+ T (i)-(iii) (3). 
Example 2.14. That Y is of type ( T + T) + T can be seen as follows: 
(9 f:T+T 
(ii) x : T’ 
(iii) x:T’-+T 
(iv) xx: T 
(v) f(xx) : T 
(vi) Ax.f(xx) : T’+ T 
(vii) Ax.f(xx) : T 
(viii) (Ax.~(xx))~x.~(xx) : T 
(ix) A$(Ax.f(xx))Ax.f(xx) : (T+ T) + T 
hw, 
hm 
(ii), (61, 
(ii), (iii), (2), 
(9, (iv), (2), 
(i)-(v), (3), 
(vi), (6), 
(vi), (4, (2), 
(i)-(viii), (3). 
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(Ax.xx)(Ax.xx) can be type-checked to T. Moreover, if we start with T’ = ,UCK.LX + cx 
then we can type-check Y(hx.xx) to T'. 
2.4. 5%e system A, 
Definition 2.15 (Expressions and types of An). 
l Expressions are E::= V/E,E21AV.E. 
l Types are T::= alcl T--F- TIT n T with u a constant type. 
Types are ordered by G where T s w for every type T. Moreover, s is symmetric, 
transitive, closed under intersection, and satisfies amongst other things that 
Tn T's T'. 
Definition 2.16 (Rufes @“A,). The rules are (l), (2), (3), (6), (7), (S), (9), and (10) 
where 
rk-E,:TnT' 
I't-E,:T TtE,:T" 
I'+-E,:T l-tE,:T 
~FE,:T~T' ’ 
ri--E,:T Ts T' 
l-k-E,:T ’ 
FtE,:w' 
(8) 
(9) 
(10) 
Example 2.17. That Ax.xx has type ( T n ( T + T')) + T' can be seen as follows: 
6) x:Tn(T-,T') hw, 
(ii) x:T+T' (9, (71, 
(iii) x: T (9, (7), 
(iv) xx:T (ii), (iii), (2), 
(v) hx.xx:(Tn(T+ T'))+ T' (i)-(iv),(3). 
In A,, however, (hx.xx)(hx.xx) gets the type w due to the failure of the system 
to find a more specific type for it. Moreover, Y is not typable in A,. 
Our aim in this paper is not to extend the syntax of types by allowing forall, 
recursive, or intersection types as in AZ, A,, and A,,, but to provide a typing system 
similar to ML, except that the matching between types takes a different form than 
in ML. The reason why ML cannot type-check Ax.xx and Y is that even though 
ML is based on the type-free A-calculus, its typing principles leave *a + *b and *a 
(where *a and *b are any types) incomparable. On the other hand, the structure 
of the models of the type-free A-calculus demands that (*a+ *b)~ *a, and this 
ordering is the basis for applying functions to themselves. Take, for example, Ax.xx. 
The operator occurrence of x requires that x be of type *a +*b, and for this 
occurrence to apply to x, x must also be of type *a. 
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Like ML we will construct a polymorphic type system based on the type-free 
A-calculus. Unlike ML however, the relation between types will include that every 
arrow type is included in its domain space. This system will allow typing the 
self-referential term Y = A$(Ax.f(xx))(Ax.f(xx)), the self-application function Ax.xx, 
and all the possible mixtures of Y and Ax.xx. 
3. The system L,, 
3.1. Expressions 
Let our term variables be x, x’, y, y’, z, z’ . . .; let V, V’, v”, . . . range over these 
variables; let aO, CY, , . . . be our type variables and let p, PO, pi . . . range over these 
variables. We let E, E’, E”, . . , E,, EZ, . . . , Qi, !P, . . . range over expressions and 
T, T’, T,, T,, _ . . range over type expressions. 
Definition 3.1 (Types). We will construct types inside this language as follows: 
l T::=pIBasicI( T, + T2). 
l Basic::=pltle. 
Here p is the type of propositions, t is the type of truths (that is, of all the true 
propositions), and e is the type of objects. In fact e contains everything; variable 
types, basic types, and arrow types. This is the case due to the subsumption relation 
s on the types defined in Definition 3.8. 
Definition 3.2 (Expressions). We assume the following syntax of terms: 
E = VI(E,E,)I(AKE,)~f2EI(AV: T.E,)I 
(E, A E&E,+ E,)l(lE,)I(VV.E,)I(VV: T.EI). 
Hence as seen from the syntax, we work inside the type-free A-calculus with logic 
but we also allow types. All the above terms should be obvious except for f2E. This 
is to be understood as saying that E is a proposition. It is needed to make the 
construction of logic inside the type-free A-calculus non-paradoxical (see [1,4,9]). 
More precisely, even though 
(AX.TXX)(AX.TXX) = ~(Ax.ixx)(Ax.ixx), 
the paradox does not arise because there is no way to prove that O(Ax.~xx).~ 
Finally, we assume the usual conventions for dropping parentheses when no con- 
fusion occurs and say that E = E’ iff E and E’ are exactly the same. 
* Our syntax of terms (excluding those that involve logic) is similar to that of Milner except that we 
do not include the iL let, and jix constructs; these can however be built out of other ones. 
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Definition 3.3 (Substitution).3 We define E[E’/ V] the result of substituting E’ for 
each free occurrence of V in E as follows: 
(Sl) V[E’/ V] = E’. 
(S2) V’[E’/ V] = V’ if not (V’- V), 
(S3) (E,EdE’I VI = (ME’/ VI)(E,[E’I VI). 
(6 A &NE’/ VI = (-NE’/ VI) A (E,[E’I VI). 
(6 + EAE’I VI = (EJE’I VI>+ (E,[E’I VI). 
(lE,)[E’/ VI- l(E,[E’/ VI). 
(S4) If M is V or M is V: T then 
(hM.E,)[E’/ V] = AM.E,, 
(VM.E,)[E’/V]-VM.E,. 
(S5) If M’ is V’ or M’ is V’: T then 
(AM’.E,)[E’/ V] = AM’.E,[E’/ V] 
if not (V’= V) and V’afree(E’) or Vafiee(E,), 
(VM’.E,)[E’/ V] = VM’.E,[E’/ V] 
if not (V’= V) and V’gfree(E’) or V&free(E,). 
(S6) If (M’ is V’ or M’ is V’ : T) and (M” is V” or V”: T) then 
(AM’.E,)[E’/ V] = AM”.E,[ V”/ V’][E’/ V] 
if not (V’s V) and V’Efree(E’), 
and VEfree(E,) and V”sZfree(E’E,), 
(VM’.E,)[E’/ V] -VM”.E,[ VI’/ V’][E’/ V] 
if not (V’= V) and V’Efiee(E’), 
and VEfree(E,) and V”afiee(E’E,). 
As we said before, the typed terms are built out of the type-free ones. Hence, we 
will restrict attention to the untyped fragment. We assume the well-known three 
axioms of the type-free A-calculus (there are of course other axioms and rules which 
will be gradually introduced below): 
Definition 3.4 (Axioms of the type-free A-cakdus). The following three axioms are 
assumed in our system: 
(CK) AV.E +*a AV’.E[ V’/ V] if V’&free(E). 
(/3) (AE.E)E’ -+p E[E’/ V]. 
(7) AV.EV+, E if Vafree(E). 
We write E +p E’ (respectively E +ol E’ and E +1) E’) iII E’ is obtained from E 
by reducing any subterm of E using (p) (respectively (CX) and (7)). 
If E -+@ E’ (respectively E +a E’ and E +T) E’), then we say E P-reduces 
(respectively a-reduces and n-reduces) to E’. 
3 These rules are used in the implementation in Section 7 
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If an expression may be reduced by (/3) or (q), we say that it contains a P-redex 
or an T-redex. An expression of the form (AV.E)E’ is called a P-redex and the 
corresponding term E[E’/ V] is called its contractum. An expression of the form 
hx.Ex where xg free(E) is called an v-redex. Its contractum is E. 
Definition 3.5 (Reduction). We define < to be the reflective and transitive closure 
of+,whereE+E @ E+pEorE+,EorE+,E.WhenE<E’,wesaythatE 
reduces to E’. 
Definition 3.6 (Equality). We define equality to be the smallest equivalence relation 
containing <. If E = E’, we say that E equals E’. 
Definition 3.7 (Normalform). An expression is in normal form if it does not contain 
an q-redex or a P-redex; an expression E has a normal form if E = E’ for some 
E’ in normal form. 
3.2. Types and their semantic justiJcation 
As explained at the end of Section 2, the reason why ML cannot type-check hx.xx 
and Y is that even though Milner’s ML is based on the type-free A-calculus, its 
typing principles leave *a + *b and *a (where *a and *b are any types) incompar- 
able. On the other hand, the structure of the models of the type-free A-calculus 
demands that (*a-+*6)< *a, and this ordering is the basis for applying functions 
to themselves. Based on this observation, the relation between types will include 
that every arrow type is included in its domain space. The relation < is defined as 
follows: 
Definition 3.8 (Subsumption relation). The ordering/subsumption relation on types 
is given by the following rules: 
(i) TG e, 
(ii) Tsp, 
(iii) (T + T’) < T, 
(iv) TG T, 
(v) if T c T’ and T’s T, then T = T’, 
(vi) if T< T’ and T’s T”, then Ts T”, 
(vii) if T c T’, then (T, + T) G ( Ti + T’). 
In other words, everything is an object, true propositions are propositions, 6 is 
a partial order, and (T +) is monotonic. Moreover, it is mainly clause (iii) which 
enables us to have self-application in the system. 
We say that by (T G T’), T subsumes T’; intuitively it means that any expression 
which is of type T is also of type T’. 
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Due to the presence of logic and self-application, we will use the notion of circular 
types, defined in Definition 4.14, to avoid the paradoxes. When an expression E 
has type T we write E : T. In particular we write @ : p for Q, a proposition and @ : t 
for @ true. We write T= T’ if the types T and T’ are syntactically the same. Our 
syntax of types is very similar to that of Milner [ 141 except that we restrict attention 
to the domain e which is a mode1 of the type-free A-calculus. We follow Milner in 
defining monotypes to be types which contain no type variables and use p, v, and 
U to range over monotypes. As Milner we use the word polytype to describe that 
a type may contain type variables. 
3.3. Typing rules with respect o the new ordering and the typing of Yand self-application 
We carry over here the definition of an environment and the notation rk E : T 
as given in Definition 2.1 and Notation 2.2. The following rules associate types to 
the expressions of the type-free part. Expressions involving logic will be type-checked 
later. 
Definition 3.9 (Typing h-expressions). The following typing rules accommodate in 
the usual typing rules the notion of ordering: 
(V: T)E~ 
TtV:T’ 
TiE:T TsT’ 
TFE:T’ ’ 
rtE,: T+ T’ l-FE,: T 
Tt E,E2: T’ ’ 
{(V: T)}uTtE: T’ 
TthV.E: T+ T’ . 
(11) 
(12) 
(13) 
(14) 
From the above, it is obvious that some expressions have many types. For example, 
Ax.x is of type (Y + (Y for any type variable CL 
Now let us illustrate this by typing Ax.xx and Y. 
Example 3.10. hx.xx has type (q+ (Y,) -+ aI: 
(i) x: (Ye+ LY, assumption, 
(ii) LYE+ LYE G (Ye clause (iii) of S, 
(iii) x: cr, (9, (ii), (I2), 
(iv) xx:ar (9, (iii), (l3), 
(v) Ax.xx:(a,+(~,)+(~, (i)-(iv), (14). 
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Example 3.11. AjI(Ax.f(xx))(hx.f(xx)) has type (a,--+ q)-+ a2: 
(i) f: cz2+ LYE assumption, 
(ii) x:(a,+cu,)+~u, assumption, 
(iii) (LYE + ff2)+ cyzs LY, -+ cyz clause (iii) of St 
(iv) x : cy, + a2 (ii), (iii), (12), 
(v) xx: cy2 (ii), (iv>, (131, 
(vi) f(xx) : ffz W, (~1, (131, 
(vii) Ax.S(xx):((cu,~~~)~(~~)-)cy~ (ii)-( (14), 
(viii) (((~,~ff~)~Ly~)~~y~~((cy~-fcy~)-,cll~ clause (iii) of G, 
(ix) hx.f(xx) : (as -f aJ + a2 (vii), (viii), (12), 
(x) (hx.f(xx))(hx.f(xx)): a2 (iii), (ix), (13), 
(xi) Af.‘(Ax.f(xx))(hx.f(x-w)) : (a2 -+ aZ) -+ a2 (i>-(x), (14). 
Example 3.12. As another example, (hx : ao.x)y, where y : a1 and CX,, and (Y, are type 
variables, is also typable, the system will deduce that the type of (Ax : ao.x) is CQ-, (Ye 
and it will try to check and see if cyo~ (Y, but as a), is a variable, the system makes 
LY, become CY, and returns cyO as the result. 
4. Type-checking 
The type-checker is straightforward, yet it allows for better polymorphism than 
other systems because of the subsumption relation that is used. The algorithm for 
type-checking is implemented using checkexpr where chetkexpr is a function with 
the following functionality: 
environments x heap-variables x terms 
+ (substitutions x types x heap-variables) + error. 
Before we explain the type-checker we need to describe how we implement the 
various data types and the various relations on them. 
4.1. The A-reducer 
The implementation of the terms, types, and their properties is straightforward 
except when we come to the reducer. This is because we are using the type-free 
h-calculus as our basis and hence many reductions will not end in normal forms. 
The following example illustrates the point: 
Example 4.1. 
(Ax:e+p.xx)(Ax:e-+p.xx) 
=(Ax:e-+p.xx)(Ax:e+p.xx) as (e+pSe) 
=(Ax:e-+p.xx)(Ax:e+p.xx) as (e+pSe) 
=... 
=(Ax:e+p.xx)(Ax:e+p.xx) as (e+yCe) 
=. . . . 
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To be able to implement the reducer of the expressions, we have to be able to 
deal with such a problem. Because normal order reduction is safe, that is if a term 
has a normal form then it finds it, we are going to use normal order reduction which 
works on the leftmost outermost reductions of the terms. Of course normal order 
reduction will not deal with the above problem of (Ax : e -+ p.xx)(Ax : e + p.xx). For 
this we will need an ad hoc mechanism because of the undecidability of reduction. 
In fact there are much better A-reducers than our own and better mechanisms such 
as head and weak normal forms. For this paper, we take the approach of checking 
if, when reducing E, we get an expression which contains E. If so, we stop and 
return the new expression. Not only reduction is undecidable but equality between 
terms is undecidable too. In this paper, the equality relation is implemented in terms 
of reduction and equivalence, so 
E = E’ iff (reduceE) = (reduceE’). 
There are expressions that the reducer or equality checker don’t deal with. The 
following is an example of such an expression: 
Example 4.2. If we take Y to be Af.‘(Ax.f(xx))(Ax.S(xx)), i.e. Y is a fixed point 
operator, then reduce( Y(Ax.x)) would lead to 
(Ax.x)((Ax.(Ax.x)(xx))(Ax.(Ax.x)(xx))) 
whereas we would have liked to get: (Ax.xx)(~x.xx). The system will deduce that 
Y(Ax.x) = (Ax.x)( Y(Ax.x)) and this is trivial because (Ax.x) E = E for any E. 
However, the system will not be able to deduce that Y(Ax.xx) = (A.xx)( Y(Ax.xx)). 
In fact it deduces that they are not equal because when it checks reduce( Y(Ax.xx)) 
and reduce(Ax.xx)( Y(Ax.xx)) it finds two different expressions. 
This of course should not be seen as a deficiency of the system, in fact this is the 
norm of A-reducers. 
4.2. Subsumption and un$cation of types 
Like Milner’s S, our subsumption relation G is transitive and reflexive. Unlike 
Milner, our c gives us that 
and there is no way to unify the type variable (Y with another type variable (Y’. 
To replace (Y’S by CY”S as in Milner’s system, we would need to unify the (Y’S and 
cy”s. For this we need unification on types which saves the binding of types, so we 
can say that if CY and (Y’ can be unified, we have: 
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All the clauses for the subsumption relation given in Definition 3.8 are straightfor- 
ward to implement except if the types involved contain variable types. Then 
unification will come in and some variable types will be instantiated to other types. 
For example, /3 G T will result in a substitution of types where p is bound to T. 
We will change < to deal with substitutions so that when we write T c T’, we don’t 
only get a truth value, but a form of unification takes place. This sort of unification 
will be saved in a substitution function. Due to recursion needs, we start from a 
type substitution s when we ask the question T s T’ and we obtain a (possibly) 
new type substitution s’. This is written as T ss T’ = s’. Hence, T s r T’ = s’ will move 
from substitution s to substitution s’ which takes into account some type unification 
during the process of comparing T and T’. 
Before we define 6,, we need a few auxiliary definitions: 
Definition 4.3 (Type substitution). We define a type substitution to be a function 
from types to types which assigns types to type variables. We let SUB be the set of 
substitutions and let s range over it. Hence each s is a set of elements of the form 
(/3, T), where no two different elements have p as their first component. For a type 
T and a substitution s, we let ST be the type obtained by replacing all the type 
variables in T that appear as first projections in s by their values in s. 
Example 4.4. For example, if s = {(p, e)} and T is /3 + p, then ST is e + e. 
Notation 4.5. In the implementation, in Section 7, we take ob, pr, and tr to represent 
the types e, p, and t respectively. 
Definition 4.6 (subsumeset). subsumeset takes a type and fmds those types that 
subsume it. The implementation of such a function is item 1 in Section 7.4. It is 
very straightforward and will not be explained further. 
Example 4.7. subsumeset p = [e; p] and subsumeset p + t = [p + e; p + p; p + t]. 
Now we come to the subsumption relation itself; it is implemented by the function 
subsume given as item 4 in Section 7.4. Note the use of the option type (item 7 in 
Section 7.1): 
type option *a *b = N*a + Y*b. 
It is so that in case the subsumption fails, we get an error message to this effect. If 
the subsumption succeeds, we get a substitution. In fact many of our functions will 
give us results in the type option. If the result of a function f is N1, then f fails and 
I contains a message explaining why the failure occurred. If the result off is Yl, 
then f succeeds and I is the desired result of J: 
occurs, isarrow, domain, range, stomp, addrem, id_subst, and sub-type appear in 
the implementation of subsumption (item 4, Section 7.4). They are to be understood 
as follows: 
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occurs T returns true if there are type variables in T, else it returns false; isarrow 
tests whether a type is an arrow type (such as (Y + p); domain T and range T find 
the domain and range of an arrow type T; stomp is the composition function which 
composes two substitutions, id-subst is the identity substitution and addrem gxy = g 
everywhere except for x where it gives the values y; we use sub-type to apply a 
substitution to a type. Of course here we will not repeat the implementation of 
subsume from item 4 of Section 7.4, but note that this function can be roughly 
translated by the following definition: 
Definition 4.8 (An algorithm for subsume). 
(i) p <,v =df~ if p E (subsumeset v). 
(ii) (T+ Tz) s.~ T =df~. 
(iii) Ts, T =df~. 
(iv) P~sT=d~dTIP1. 
(v) Ts~T~=~~s if (sT=p) and (sT,=v) and ((~G.v)=s). 
(vi) Ts,Tz fails if (ST= p) and (ST, = v) and p G,V fails. 
(vii) Ts, T, =df( T, s,t_~) if ST = p. 
(viii) ((T,+ T2)sS(T,+ T;))=,,-(T,s.T;). 
(ix) (T~,T’)=,,find T” such that TG,T” and T”G,~T’. 
T” is found by the call subsumed-by T where subsumed-by is defined as item 5 
in Section 7.4. Note here that we have used the concept subsumed-by to accommodate 
the transitivity clause of Definition 3.8. In fact, subsumed-by accommodates transitiv- 
ity through clause (ix) of Definition 4.8. 
Example 4.9. subsume takes three arguments; the type substitution and the two 
types to be compared. For instance, 
(1) subsume id_subst ep = N (“no”) from line 4 of the implementation of subsume 
(item 4 in Section 7.4) 
(2) If ( CY :p) E phi, then subsume phi a e = Y(phi), from line 3 of the implementa- 
tion of subsume. 
Definition 4.10. We say that a polytope T which contains type variables is cyclic 
according to a type substitution s iff 
(1) sTf T, 
(2) sT=s,T. 
This notion of a cyclic type is implemented as item 14 in Section 7.4. 
Example 4.11. p is cyclic according to (p, p + pi). 
Now we define unification of types as follows: 
Definition 4.12 ( Unzjication). 
6) t4 zSp2 = s if t4 4~~. 
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(ii) p z5 T = s[ T/p] if @ = /3 and (cyclic sT). 
(iii) /3 zs T = s[sT//3] if sp = p and ST- T. 
(iv) /3 =X T = sp c,sT. 
(v) T=,j3 =sT~,sp. 
(vi) ((T,+Tz)=v(T3+T4))=(Tz--,,T4) where s,=T,=,T,. 
The ML function for this unification is to be found as item 11 in Section 7.7. 
Example 4.13. (unify id_subst (/3, /3 + p’)) returns Y( id_subst [p + @‘/PI), by clause 
(ii) of Definition 4.12. In other words when you unify /3 with p + /3’ in the identity 
substitution, you succeed (you obtain the Y part of the type option) and you obtain 
a substitution which is exactly the same as id-subst except that for p it gives p + /3’. 
4.3. Type-checking expressions 
An important concept for type-checking expressions of the type-free A-calculus 
with logic is that of circular type. This is implemented as item 15 in Section 7.4, and 
it can be formally defined as follows: 
Definition 4.14 (Circular type). We say that a type ( T + T’) + T” is circular iff 
(1) T’ and T” are both monotypes, 
(2) T’sp and T”ap. 
Example 4.15. ( p + p) + t and (e + p) + ( p + p) are circular types. 
We are ready now to describe our type-checking algorithm which will be imple- 
mented in Section 7.9. This algorithm will start from the rules given in Definition 
3.9, but takes also into account logic, subsumption and unification of types, and 
our concept of circular types which avoids the paradoxes. The notation Tt E : T 
means that from the environment r we can deduce that the expression E has type 
T. The following rules associate types with expressions, however they are supposed 
to be understood in a procedural way, that is (16) is tried first then (17) and so on. 
Also when we invoke Tt a,, r~ a2, then it is to be understood that r+ a, is 
executed first and if it succeeds then r F a2 is invoked but with r changed as a 
result of Tt a,. All rules have the form 
hypotheses h,, h,, . . . , h, 
conclusion C ’ (15) 
and if we are at rule Ri testing its hypotheses, h, , h2, . . . , h,, and one of the hi fails, 
we abandon R, and go to Ri+, but all changes to the environment which happened 
during execution of h,, h,, . . . , h, are now undone. In the following, equations 
(16), . . . , (29) explain how the type-checker as implemented in checkexpr (item 1 
of Section 7.9) has been derived. Basically we start from equations (ll), . . . , (14) 
and accommodate logic, subsumption and unification of types, and reduction of terms. 
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Also we must use our notation of circular type to avoid the paradoxes. Note that 
checkexpr takes three arguments: the environment in which the expression must be 
checked, the first free variable from the heap, and the expression to be type-checked. 
Now we go to equations (ll), . . . , (14) and expand them in an algorithm upon 
which the implementation ofthe type-checker will be based. Equations (16), . . . , (23) 
will replace equations (1 l), . . . , (14). I.e. equations which accommodate circular 
types, subsumption, and unification in the usual typing schemes. Equations 
(24), . . . , (29) accommodate the logical types. Here are these equations, their relation 
to equations (ll), . . . , (14) and to their implementation in checkexpr. 
(16) 
As we see, equation (11) remains unchanged and this is implemented as clause 2 
of checkexpr. Clause 1 of checkexpr implements that the type of bot (the bottom 
element I) is p. 
l-k AKE, : T+ T”, TEE,: T’, r~ct(T’), 
rt-ct(T+ T”), rF T’S T, rt-reduce((hKE,)E,): T”’ 
If ((AVIE,)&) is not a subexpression of reduce((AVE,)E,) 
r+((AVE,)E,): T” 
(17) 
TtAV.E,:T+T”, I-+E,:T’, rtunifyT’T 
I-F((AVE,)E,): T” 
(18) 
The above two equations type-check terms of the form ((A V E,) E2). The first equation 
deals with the case where both types of AVE, and E2 are constant types, and where 
the result of ((A KE,)EJ has a more specific type than that of the range of A KEI. 
The resulting type is the more specific one rather than the general one. The second 
equation is used in case it is difficult to calculate the more specific type, then the 
most general one (the range of AKE,) is given. These two equations are implemented 
as clause 3 of checkexpr. Note here that the two equations might not sound so 
compatible with one unique clause. All the other details however, such as ct, reduce, 
and subexpression are tested inside the calls check-list, list-types, and so on. 
TFAV: T,.E,: T+T”, rF-EE,: T’, rkct(T’), I’+ct(T+T”) 
Tt T’c T, r+reduce((AV.E,)E,): T”’ 
If ((AKE,)E,) is not a subexpression of reduce((AV.E,)E,) 
S((AV: T,.E,)E,): T”’ 
. (19) 
TEAV: T,.E,: T-+ T”, l-FEE,: T’, TtunifVT’T 
Tt((AV: T,.EJEJ: T” 
(20) 
These two equations are similar to (17) and (18) but here the abstracted variable 
is typed. They are implemented as clause 4 of checkexpr. 
r+E,: T, TEE,: T’, I’FunifvT(T’+p) 
rt-E,E,:p 
(21) 
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This equation deals with the case where the first term E, does not have the form 
of a h term. For example, in xx, the first x is not a h term, yet we would like to 
apply it to the second x. In this case, the first term is given an arrow type and 
everything is made to fit. This equation is implemented as clause 5 to checkexpr. 
Note that we take five equations, (37), . . . , (21) to accommodate equation (13). 
(V:/3)ur+E:Tif(p+T’)non-circularinr 
rkhV.E:p+T 
(22) 
(V: T)urkE: T’if(T+ T’) is non-circular in r 
TFAV: T.E: T+ T’ 
(23) 
These two equations replace equation (14). Equation (22) deals with the case where 
the abstracted variable is untyped and equation (23) deals with the case where the 
abstracted variable is typed. Those two equations are implemented as clauses 6 and 
7 of checkexpr. 
TFAV.E:T, r+uunifyTp 
ri-tlV.E:p . 
l-t-AV: T.E: T’, rt-unify T’p 
rkvv: TE:p . 
(24) 
(25) 
The above two equations type-check forall terms, by first type-checking a A term 
which corresponds to it and unifying the type of the A term with p. They are 
implemented as clauses 9 and 8 of checkexpr respectively. 
Tr-E: T, r+uunifyTp 
rtnE:p . 
rtE:T, rFunifyTp 
r+lE:p . 
I-FE,: T,, rFunifvT,p, rtE,:T,, r+unijvT,p 
I-E E, A E,:p 
rkE,: T,, r+unifvT,p, rtE,:T,, r+unifyT,p 
rtE,+ E,:p 
(26) 
(27) 
(28) 
(29) 
The above four equations are now obvious. They are implemented as clauses 
lo,..., 13 respectively. 
Example 4.16. Now let us see how hx.xx is type-checked by the system. In summary 
the method is as follows: 
(i) [x: 4 hm 
(ii) (Ye-- czO+ (Y, from unification, 
(iii) xx : a1 from (i), (ii), (21), 
(iv) hx.xx:(~,+a,)+a, from (22). 
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The system however, when asked to type-check LXXX (by calling typecheck 
[AX.XX]) will follow the steps below (note that check_list[(“x”, ao)][x; X]CY, = 
Y( id_subst [a,; (~~1, aI) and that unijy id_subst ( CQ, a0 + cy ,) = Y( id_subst 
[%‘~1/%1)): 
(1) checks [hx.xx] [] a0 1. 
(1.1) checkexpr [] a0 hxxx. 
(1.1.1) typecheckbodyabsa, (checkexpr [(“x”, ao)] aI xx). 
To checkexpr [(“x”, ao)] a, xx, one has to 
typecheckupp (check-list [(“x”, CQ)] [x; x] aI). 
I.e. typecheckapp ( Y( id-subst [a,; (~~1, a,)) which is 
typecheckuppl a, (unify id_subst (czo, ao+ a,)). 
This is typecheckuppl aI Y(id_subst [a,+ a,/cr,]) which is 
Y(id_subst [ao+ cu,/ao], (Y,, a2). 
Now, typecheckbodyabs a0 (checkexpr [(“x”, aO)] a, xx) returns ( ao+ aI) + ao, 
the type of Ax.xx. 
Example 4.17. Y is type-checked by the system as follows 
(3 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
(vii) 
Lf: a01 
rx: 4 
a1 =ff,+cY* 
xx:CQ 
ff0 =(Y2+,3 
f(=): a3 
Ax.f(xx) : (a, -f a2) + a3 
Lx: 4 
q=cYq’cY~ 
xx:cXs 
Crg=(Y2 
xx:(Yz 
J-(xX): a3 
Ax.f( XX) : ( a4 + a2) + a3 
hyp, 
hm 
from unification, 
from (ii), (iii), (17), 
from unification, 
from (i), (iv), (VI, (211, 
From (ii)-( (22), 
unification, 
hm 
from 
from 
from 
from 
from 
from 
(viii) 
(ix) 
(x) 
(xi) 
(xii) 
(xiii) 
(xiv) 
(xv) 
(xvi) 
(xvii) 
(xviii) 
Example 
the kind 
get back. 
unification, 
(viii), (ix), (21). 
unification, 
(x), (xi), unification, 
(i), (xii), (v), (2I), 
(viii)-(xiii), (22), 
unification, 
lY3=ffs from unification, 
((Yq + Lyz) + (Y3 = CX, + (Y2 from unification, 
(Ax.~(xx))(Ax.~(xx)) : ff2 from (xv), (xvi), (21), 
Af.‘(Ax.f(xx))(Ax.f(xx)) : (a2+ a*) + CY~ from (i)-(xvii). 
4.18. Table 1 will give a feel how the system works. It lists examples of 
of expressions we give the system and the kind of messages or types we 
Table 1 
Expressions 
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1 hx.x “0 + a,, 
2 Ax : e.x e+e 
3 A.xx (%+a,)+@, 
4 (A.xx)(hx.xx) aI 
5 Ax : p.xx 
6 Ax:e+p.xx 
7 Vs:(a,+a,).xy 
8 Hx: e.x 
9 Vx:(e+a,).x)~ 
10 vx.xx 
11 hx:(ao’a,).xy 
12 A~(hs:e~pf(ss))(As:e~-pf(ss)) 
13 Af:e~p.(As:ejpf(ss))(As:e-,Pf(ss)) 
14 Aj:(Ax.f(xx))(Ax.f(xx)) 
15 (A~(Ax.f(xx))(Ax.f(xx)))(Ax:p.wx) 
16 (Af:(hx.Mx~))(A.~.f(~x)))(A.~(Ax.f(~~))(Ax..~(xx))) 
17 (Aj(Ax.f(xx))(Ax.f(xx)))(Ax.xx) 
18 (Ax.xx)(Aj(Ax.f(xx))(Ax.f(xx))) 
19 AX.JXX 
20 Ax:(n,+f).--ixx 
21 Ax:(a,+p).-~x 
22 Azxx --f I 
P’% 
error: (e -3 p) + p is circular 
P 
error, not a proposition 
P 
P 
(ao- a,)-+ @I 
error: ( p -) p) + p is circular 
error: (e + p) --f p is circular 
(a? + a,) + a2 
P 
a2 
a2 
a1 
error, circular type 
error, circular type 
error, circular type 
error, circular type 
5. Theorem proving in the system 
Now let us see that the paradoxical sentences do not lead us to problems. Take 
the following paradoxical sentences: 
Russell = XX.-NX. 
AnotherRussell = Ax : (a, + t ).1Xx. 
TypedRussell = Ax : (a, + p f .lxx. 
Curry = Axxx + I. 
typecheck x, where x is any of the above terms, returns an error message informing 
us that the term has a circular type. So the system does not allow the typing of the 
paradoxical sentences. However as we have seen in the section on polymorphism 
above, the system allows and type-checks all self-referential terms which are safe. 
I.e. whereas the system type-checks Ax.xx, it does not allow Ax.lxx. This is because 
it knows that for 1 to make sense, it should apply to a proposition but it cannot 
make xx a proposition. 
It might be thought that this theory would fall foul of Russell’s paradox, due to 
the fact that xx is a well-formed formula for x of any type Tl + Tz; and hence by 
abstracting over lxx, we could obtain au = laa where a is hx.~xx. In particular, 
if one took x to be of type e -+ p, then a = hx.--ixx would be of type (e + p) + p and 
hence au would be of type p, leading to a contradiction from the above equality. 
The careful reader however would realize that one of our steps was wrong. That is, 
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even if x is of type e +p, and even though lxx is a proposition, hx.lxx is not 
well-formed. More specifically, its type, (e + p) +p, is circular. In fact we have a 
more general result: the paradox does not arise for x of any type T + p. This follows 
from the following lemma: 
Lemma 5.1. If x is of type T + p, then hx.lxx of type (T + p) + p is not well-formed. 
Proof. 
(i) x: T+p W, 
(ii) T+p<p from S, 
(iii) xx : p from (21), 
(iv) ixx : p from (27). 
But as (T -+p) +p is circular, we cannot apply (23) to get that hx.lxx has type 
( T + p) + p. In fact we cannot type Ax.lxx. The system comes back and tells us that 
the type is circular (see term 19 in Table 1). 0 
This might still be unpersuasive however, for the paradox can arise in other ways. 
For example, take x of type T + T’, where T’s p. Then xx is of type T’sp, hence 
lxx is of type p. Now, if hx.-txx is a well-formed expression (call it a), then aa is 
of type p and is equal to aa. Contradiction. In view of this, we have to prove 
something stronger than Lemma 5.1. This we do via the following lemma: 
Lemma 5.2. If x is of type T + T’, where T’S p, then AX.FIXX of type ( T + T’) + p is 
not well-formed. 
Proof. 
(i) x:T+T’ hm 
(ii) T+ T’S T from S, 
(iii) xx : T’ from (21), 
(iv) ixx:p from (27), as T’<p. 
But as (T + T’) + p is circular, we cannot apply (23) to get that hx.lxx has type 
(T + T’) +p. In fact we cannot type hx.lxx. The system comes back and tells us 
that the type is circular (see terms 20 and 21 in Table 1). 0 
Up to here, we have only used the type p to express logic, and t has been ignored. 
We shall show here how type t is used and demonstrate the idea by showing that 
we do not face Curry’s paradox. 
Our version of the Deduction Theorem (DT) has the following form: 
(DT) Tu@: tc!P: t implies Tu @:pE(@+ P): t. 
Modus Ponens (MP) has also the following form: 
(MP) Tk(@+!P):t and TkO:t implies rE!P:t. 
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If we take a to be the formula Ax.(xx+ I), then by /?-conversion, 
aff =fZa+1. 
Now, it holds trivially that 
(30) 
aa: tt-au: t. 
By (30) we derive 
(31) 
au: t+aa+J_: t. 
By Modus Ponens applied to (31) and (32) we get 
(32) 
au: tk_L: t. 
By (DT) we can now derive aa : p C (aa + I) : t. Then also aa : p I- au : C. Given the 
last two steps, we can again apply Modus Ponens to get 
aa:p+-1: t. 
However, we cannot show that aa :p. In fact hx.(xx+ I) is not well-formed due 
to Lemma 5.1 above as its type is (T’+ p) + p. This is because if x is of some type 
T, since XX has to be of type p, we can infer that T must be of the form T’+p. 
From this it follows that a is of type ( T’+p) +p, which is circular. Hence we do 
not face Curry’s paradox. 
This is all the proof theory that we mention about this system in this paper, for 
more results and properties about the logical properties and the proof theory of the 
system refer to [lo]. Also, [ 11,121 present other systems of the type-free A-calculus 
with logic. 
6. Conclusion 
The system provided in this paper has powerful properties. First it is type-free. 
That is, anything structured is an expression and anything non-problematic will 
have a type. These types are polymorphic in the sense that expressions can have 
many variable types and these variable types may be instantiated to anything. For 
example, the identity function has type cyO+ (Ye, and the identity function applied 
to objects of type e will result in elements of type e. The polymorphic power of the 
system comes from the ability to type-check all polymorphic functions, even those 
which are problematic in other systems. For example, the fixed point operator, 
Y = AJ.‘(Ax.f(xx))(Ax.f(xx)) is type-checked to (LYE+ CYJ -+ a2 and even can apply 
to itself. Even YY is type-checked to az. f = hxxx is type-checked to (LY, + (Ye) + (Ye 
and f applied to itself is type-checked to cy,. As said earlier, these types can be 
instantiated so that gg, where g is the identity function over e (i.e. g = Ax : e.x), is 
type-checked to e naturally. We believe this system is one of the first which can 
type-check all the above while remaining a very expressive and simple one. Other 
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polymorphic systems like ML do not have this polymorphic power. In fact, Y cannot 
be type-checked in ML. Instead, the fixed point operator is defined trivially by the 
equation: letrec YE = E( YE), and then this Y is type-checked to ( o2 + a2) -+ ayz. 
But this is not good enough as one cannot define Y by its A-expression. Another 
nice characteristic of the system is its ability to combine logic and the type-free 
A-calculus while remaining consistent. So even though the Russell sentence 
(Ax.-l(xx)) is a well-formed sentence of the system, its type cannot be found. In 
fact, the system returns an error message explaining that this sentence has a circular 
type. The same thing applies to Curry’s sentence (hx.xx+ I). Of course here, one 
may wonder if the paradox is really avoided, and may give as an example F = 
A$( Ax.f(xx)) which is type-checked to ( CQ + cr2) + ((a2 + 1~~) -+ cu,), and then instanti- 
ate it to Fl which would be of type ( p + p) + p. This does not hold however because 
(p +p) +p is circular and the system does not accept such instantiation. Finally, 
the system also has error messages which convey the reasons of failure in type- 
checking and where the failure occurred. 
7. Program listing 
“-‘-*e. module infixr , 
export typevar, tterm, ob, pr, tr, show-type, show-&t, subsume, ctsubsume, circular- 
type, change, mysub_type, equaltype, subsumeset, makearrows, subsumed-by, 
isbasictype, isarrow, domain, range, istlambda, term, free, out, substitute, isin, 
newvar, rename, show-term, len, betaconverge, etaconverge, alphaconverge, 
reduceoutermost, reduce, occur, subexpression, equiv, islambda, isinnf, betacon- 
verts, etaconverts, isapp, hasnf, subexp, nodupappend, operator, operand, propconj, 
propneg, propimpl, propbot, anothereq, cyclictype, fvars, occurs, mem, zip, option, 
I__ 
next, getsub, gettype, gettvn, print, printerror, iserror, istvar, IookupYN, 
sub-type: stomp, id-subst, delta, extend, unify, unify-list, addrem, makeprop, 
composesubs, app_sub_env, typecheckapp, seeprop, occurtype, typecheckbodyabs, 
checkexpr, check-list, listtypes, typecheckprop, getphi, typechecklapp, checkexpr, 
checks, typecheck,typecheckappl; 
7.1. Terms, types, and options de~~~~~tio~s 
1. ret type typevar = alpha Int 
2. and type tterm = tvar typevar+ top (List Char) (List tterm) 
3. and ob = top “OB” [] 
4. and pr = top “PR” [] 
5. and tr = top “TR” [] 
6. and type term = bot + var (List Char) + app term term + lambda (List Char) term 
+ tlambda (List Char) tterm term 4 prop term + conj term term + neg term + 
imp1 term term + forall (List Char) term + tforall (List Char) tterm term 
7. and type option *a, *b = N*a+ Y*b 
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7.2. Printing 
1. and show-type (tvar (alpha x)) = itos x 
11 show-type (top s 1) = if s = “arrow” then show_tlist 1 else s 
2. and show_tIist ([tl;t2]) = 
“(“@show_type tl@ ?f “@W_“@M > “a.3 “@show_type t2 @,v)“@H $3 
3. and show-term bot = “hot” 
I] show-term (var v) = “(var “@v@“)” 
I/ show-term (app E E’) = “(app “@show_term E@” “@show_type E’@“)” 
// show-term (lambda v E) = “(lambda “@v@” “@show-term ,@I”)” 
I] show-term (tlambda v t E) = 
“(tlambda “@v@” “@show_type t@” “@show_term E@“)” 
// show-term (conj E E’) = “(conj “@show_term E@” “@show_term ,‘a”)” 
11 show-term (neg E) = “(neg “@show-term E@“)” 
]I show-term (imp1 E E’) = “(imply “@show-term E@” “@show_term ET!?,“)” 
I/ show-term (prop E) = “(prop ‘“@show_term E&9”)‘” 
II show-term (forall v E) = “(forall “@v@” “@show_term E@“)” 
II show-term (tforall v t E) = 
“(tforall “@v@” “@show_type t@” “@show_term E@“)” 
7.3. Properties qf terms 
1. and len bot = 1 
// len (var v) = 1 
11 len (app E E’) = (len E)+ (len E’) 
II len (lambda v E) = 1+ (len E) 
// len (tlambda v t E) = 1-t (len E) 
/I len (prop E)=(len E) 
11 len (conj E E’) = (len E)+ (len E’) 
I] len (imp1 E E’) = (len E) + (len E’) 
// len (neg E) = (ien E) 
/I len (forall v E) = 1+ (len E) 
11 len (tforall v t E) = 1 + (len E) 
2. and occur E E’ & (equiv E E’) = 1 
I/ occur E (app El E2) = (occur E El)+(occur E E2) 
II occur (var v’) (lambda v El) & (v=v’) = 1 +(occur (var v’) El) 
II occur E (lambda v El)=(occur E El) 
/I occur (var v’) ftlambde v t El) & (v=v’) = 1 +(occur (var v’) El) 
I/ occur E (tlambda v t El) = (occur E El) 
11 occur E (prop E’) = (occur E E’) 
// occur E (conj El E2) = (occur E El)+(occur E E2) 
I] occur E (imp1 El E2) = ( occur E Elf + (occur E E2) 
1) occur E (neg E’) = (occur E E’) 
)I occur (var v’) (forall v El) & (v = v’) = 1 +(occur (var v’) El) 
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11 occur E (forall v El) = (occur E El) 
(1 occur (var v’) (tforall v t El) & (v = v’) = 1+ (occur (var v’) El) 
11 occur E (tforall v t El) = (occur E El) 
11 occur E E’ = 0 
3. and free bot = [] 
(( free (var v) = [v] 
11 free (app E E’) = (free E) @ (free E’) 
1) free (lambda v E) = out v (free E) 
I( free (tlambda v t E) = out v (free E) 
11 free (conj E E’) = (free E) @ (free E’) 
)I free (imp1 E E’) = (free E) @ (free E’) 
)( free (prop E) = (free E) 
11 free (neg E) = (free E) 
11 free (forall v E) = out v (free E) 
I( free (tforall v t E) = out v (free E) 
4. and subexpression E E’ & (equiv E E’) = true 
II subexpression E (app El E2) = (subexpression E El) 1 (subexpression E E2) 
11 subexpression E (conj El E2) = (subexpression E El) 1 (subexpression E E2) 
I( subexpression E (imp1 El E2) = (subexpression E El) 1 (subexpression E E2) 
(( subexpression E (prop El) = (subexpression E El) 
II subexpression E (neg El) = (subexpression E El) 
)I subexpression (var v’) (lambda v El) = (v’= v) 1 (subexpression (var v’) El) 
II subexpression (var v’) (tlambda v t El) = (v’= v) ) (subexpression (var v’) El) 
)( subexpression E (lambda v El) = (subexpression E El) 
II subexpression E (tlambda v t El) = (subexpression E El) 
1) subexpression E (forall v El) = (subexpression E El) 
II subexpression E (tforall v t El) = (subexpression E El) 
1) subexpression E E’ = false 
5. and equiv bot bot = true 
11 equiv (var v) (var v’) = (v = v’) 
(I equiv (app El E2) (app E’l E’2) = ((equiv El E’l) & (equiv E2 E’2)) 
II equiv (conj El E2) (conj E’l E’2) = ((equiv El E’l) & (equiv E2 E’2)) 
(( equiv (imp1 El E2) (imp1 E’l E’2) = ((equiv El E’l) & (equiv E2 E’2)) 
1) equiv (prop El) (prop E’l) = (equiv El E’l) 
11 equiv (neg El) ( neg E’l) = (equiv El E’l) 
11 equiv (lambda v E) (lambda v’ E’) = ((v = v’) & (equiv E E’)) 
11 equiv (tlambda v t E) (tlambda v’ t’ E’) = ((v = v’) & (t = t’) & (equiv E E’)) 
1) equiv (forall v E) (f ora 11 v’ E’) = ((v=v’) & (equiv E E’)) 
11 equiv (tforall v t E) (tforall v’ t’ E’) = ((v = v’) & (equiv E E’)) 
1) equiv E E’= false 
6. and subexp bot =[bot] 
II subexp (var v) = [(var v)] 
(( subexp (app El E2) = (app El E2).(nodupappend (subexp El) (subexp E2)) 
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11 subexp (lambda v El) = 
(nodupappend [(var v)] ((lambda v El).(subexp El))) 
(1 subexp (tlambda v t El) = 
(nodupappend [(var v)] ((tlambda v t El).(subexp El))) 
11 subexp (conj El E2) = (conj El E2).(nodupappend (subexp El) (subexp E2)) 
11 subexp (imp1 El E2) = (imp1 El E2).(nodupappend (subexp El) (subexp E2)) 
]I subexp (prop E) = (prop E).(subexp E) 
I] subexp (neg E) = (neg E).(subexp E) 
I] subexp (forall v El) = (nodupappend [(var v)] ((forall v El).(subexp El))) 
I] subexp (tforall v t El) = 
(nodupappend [(var v)] ((tforall v t El).(subexp El))) 
7. and islambda (lambda v E) = true 
I/ islambda other = false 
8. and istlambda (tlambda v t E) = true 
II istlambda other = false 
9. and isapp (app E E’) = true 
II isapp other = false 
10. and operator (app E E’) = E 
11. and operand (app E E’) = E’ 
7.4. Properties of types 
1. 
2. 
3. 
4. 
and subsumeset x & (x = ob) = [ob] 
II subsumeset x & (x = pr) = [ob; pr] 
II subsumeset x & (x = tr) = [ob; pr; tr] 
I( subsumeset x & (istvar x) = [x] 
11 subsumeset x & (isarrow x) = 
makearrows (domain x) (subsumeset (range x)) 
and makearrows x [] = [] 
)I makearrows x (y.ys) = (top “arrow” [x;y]).(makearrows x ys) 
and ctsubsume x y & (S(occurs x) & -(occurs y)) = isin x (subsumeset y) 
II ctsubsume x y = false 
and subsume phi x y & 
((ctsubsume x y) I ((isarrow x) & ((domain x) = y)) I (x = y)) = Y(phi) 
II subsume phi (tvar x) y = Y(scomp (addrem id-subst x y) phi) 
11 subsume phi x y & (ctsubsume (sub-type phi x) (sub-type phi y)) = Y(phi) 
)I subsume phi x y & 
((‘(occurs (sub-type phi x))) & (-( occurs (sub-type phi y)))) = N (“no”) 
II subsume phi x y & (“(occurs (sub-type phi x))) = subsume phi y x 
/I subsume phi x y= 
if ((isarrow x) & (isarrow y) & ((domain x) = (domain y)) & 
(-(iserror (subsume phi (range x) (range y))))) 
then (subsume phi (range x) (range y)) else 
if (“(iserror (subsumed-by (sub-type phi x)))) 
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then subsume phi (getsub (subsumed-by x)) y 
else 
N (“Cannot unify: 
“@“types mismatch”@” n “@show_type x@” n “@show_type y@” n”) 
5. and subsumed-by x & (x = tr) = Y(pr) 
1) subsumed-by x & (x = pr) = Y(ob) 
11 subsumed-by (top “arrow” 1) = Y(hd 1) 
11 subsumed-by x = N “error” 
6. and isbasictype x=x = “OB” 1 x = “PR” 1 x = “TR” 
7. and isarrow (top “arrow” 1) = true 
11 isarrow other = false 
8. and istvar (tvar x) = true 
II istvar other = false 
9. and domain (top “arrow” (x.xs)) =x 
10. and range (top “arrow” [x;y]) = y 
11. and occurs (tvar x) = true 
II occurs (top s tlist) = exists (occurs) tlist 
12. and fvars (tvar x) = [x] 
)I fvars (top s 1) = concmap fvars 1 
13. and equaltype x y = 
x=y 1 “(iserror (subsume id_subst x y)) & -(iserror (subsume id_subst y x)) 
14. and cyclictype phi t = 
(occurs t) & -((sub-type phi t) = t) & “(iserror(subsume phi (sub-type phi t) t)) 
15. and circulartype (top “arrow” [(top “arrow” [t’; tl]);t2]) & 
(W(occurs tl) & “(occurs t2)) = 
(-(iserror(subsume id-subst tl pr)) & “(iserror(subsume id_subst t2 pr))) 
II circulartype other = false 
7.5. Substitution of terms 
1. and substitute bot E’ v = bot 
(I substitute (var v’) E’ v & (v = v’) = E’ 
II substitute (var v’) E’ v = var v’ 
II substitute (app El E2) E’ v = app (substitute El E’ v) (substitute E2 E’ v) 
II substitute (lambda v’ El) E’ v & (v = v’) = lambda v’ El 
II substitute (tlambda v’ t El) E’ v & (v = v’) = tlambda v’ t El 
(I substitute (tforall v’ t El) E’ v & (v = v’) = tforall v’ t El 
II substitute (lambda v’ El) E’ v & (“(isin v’ (free E’)) ( “(isin v (free El)))= 
(lambda v’ (substitute El E’ v)) 
II substitute (tlambda v’ t El) E’ v & (-(isin v’ (free E’)) 1 “(isin v (free El))) = 
(tlambda v’ t (substitute El E’ v)) 
(1 substitute (tforall v’ t El) E’ v & (“(isin v’ (free E’)) 1 “(isin v (free El))) = 
(tforall v’ t (substitute El E’ v)) 
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11 substitute (lambda v’ El) E’ v & ((isin v’ (free E’)) & (kin v (free El))) = 
let new_var = newvar v’ (free (app E’ El)) in 
(lambda new_var (substitute (substitute El (var new_var) v’) E’ v)) 
11 substitute (tlambda v’ t El) E’ v & ((kin v’ (free E’)) & (isin v (free El))) = 
let new_var=newvar v’ (free (app E’ El)) in 
(tlambda new_var t (substitute (substitute El (var new-var) v’) E’ v)) 
I/ substitute (tforalt v’ t El) E’ v & ((isin v’ (free E’)) & (kin v (free El))) = 
let new_var = newvar v’ (free (app E’ El)) in 
(tforall new_var t (substitute (substitute Et (var new_var) v’) E’ var)) 
11 substitute (prop E) E’ v = prop (substitute E E’ v) 
11 substitute (conj El E2) E’ v = conj (substitute El E’ v) (substitute E2 E’ v) 
jj substitute (imp1 El E2) E’ v=impl (substitute El E’ v) (substitute E2 E’ v) 
11 substitute (neg E) E’ v = neg (substitute E E’ v) 
// substitute (forall v’ El) E’ v & (v = v’) = forall v’ El 
1) substitute (forall v’ El) E’ v & (“(isin v’ (free E’)) 1 -(isin v (free El))) = 
(forall v’ (substitute El E’ v)) 
11 substitute (forall v’ El) E’ v & ((isin v’ (free E’)) & (isin v (free El))) = 
let new-var = newvar v’ (free (app E’ El)) in 
(forall new_var (substitute (substitute El (var new_var) v’) E’ v)) 
1.4. Reduction of terms 
1. and betaconverge (app (lambda v E) E’) = (true, substitute E E’ v) 
11 betaconverge (app (tlambda v t E) E’) = (true, substitute E E’ v) 
\I betaconverge other = (false, other) 
2. and etaconverge (lambda v (app E E’)) & 
((E’= (var v)) & “(isin v (free E))) = {true, E) 
11 etaconverge (tlambda v t (app E E’)) & 
((E’ = (var v)) & “(isin v (free E))) = (true, E) 
I/ etaconverge other = (false, other) 
3. and alphaconverge (lambda v E) = 
(true, let new-var = newvar (rename v) (free E) in 
(lambda new-var (substitute E (var new_var) v))) 
11 alphaconverge (tlambda v t E) = 
(true, let new_var = newvar (rename v) (free E) in 
(tlambda new-var t (substitute E (var new_var) v))) 
\\alphaconverge other = (false, other) 
4. and reduce E = reduceoutermost (snd (etaconverge E)) 
5. and reduceoutermost bot = bot 
II reduceoutermost (var v) = (var v) 
/I reduceou~ermost (app El E2) & (islambda El) = let E = (app El E2) in 
let E’= (snd (betaconverge E)) in if (subexpression E E’) then E’else (reduce E’) 
/I reduceoutermost (app El E2) & (istlambda El) = let E = (app El E2) in 
let E’= (snd (betaconverge E)) in if (subexpression E E’) then E’ else (reduce E’) 
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11 reduceoutermost (app El E2) = let E’= (reduce El) in 
if (subexpression El E’) then (app El (reduce E2)) else (reduce (app E’ E2)) 
)( reduceoutermost (lambda v E) = (snd (etaconverge (lambda v (reduce E)))) 
11 reduceoutermost (tlambda v t E) = (snd (etaconverge (tlambda v t (reduce E)))) 
1) reduceoutermost (prop E) = prop (reduce (snd (etaconverge E))) 
I] reduceoutermost (neg E) = neg (reduce (snd (etaconverge E))) 
11 reduceoutermost (conj E E’) = 
conj (reduce (snd (etaconverge E))) (reduce (snd (etaconverge E’))) 
II reduceoutermost (imp1 E E’) = 
imp1 (reduce (snd (etaconverge E))) (reduce (snd (etaconverge E’))) 
II reduceoutermost (forall v E) = forall v (reduce (snd (etaconverge E))) 
(( reduceoutermost (tforall v t E) = tforall v t (reduce (snd (etaconverge E))) 
6. and anothereq E E’= (equiv (reduce E) (reduce E’)) 
7. and isinnf E = let E’= 
[El;; El+(subexp E)] in 
((null (filter betaconverts E’)) & (null (filter etaconverts E’))) 
8. and hasnf E = isinnf (reduce E) 
9. and betaconverts E = fst (betaconverge E) 
10. and etaconverts E = fst (etaconverge E) 
7.7. Substitution and uni$cation of types 
1. and sub-type phi t = mysub-type phi [] 
2. and mysub_type phi t 1 & (isin t 1) = t 
II mysub_type phi (tvar tvn) 1= 
let a = phi tvn in if ((a = (tvar tvn)) 1 (a = ob) 1 (a = pr) 1 (a = tr)) then a else 
if (istvar a) then (sub-type phi a) else 
(top “arrow” [mysub-type phi (domain a) ((tvar tvn).l); 
mysub-type phi (range a) ((tvar tvn).l)]) 
II mysub-type phi (top ten 1) l’= top ten (map (\u.mysub_type phi u 1’) 1) 
3. and stomp sub2 sub1 tvn = sub-type sub2 (sub1 tvn) 
4. and id-subst tvn = tvar tvn 
5. and delta tvn t tvnl = if tvn = tvnl then t else tvar tvnl 
6. and composesubs sub t (N w) = N w 
11 composesubs sub t (Y (sub’,t’,tvn)) = Y (stomp sub’sub,(sub_type sub’t).t’,tvn) 
7. and app-sub-env phi env = map ((x,y).(x,sub_type phi y)) env 
8. and addrem phi tvn t tvn = if tvn = tvnl then t else phi tvnl 
9. and change phi tvn t tvnl = sub-type (addrem phi tvn t) (tvar tvnl) 
10. and extend phi tvn t = if t = tvar tvn then Y phi else Y (stomp (delta tvn t) phi) 
11. and unify phi ((tvar tvn), t) = 
if cyclictype phi t then Y(addrem phi tvn t) else 
let ret phitvn = phi tvn and phit = sub-type phi t in 
if phitvn = tvar tvn then extend phi tvn phit else unify phi (phitvn, phit) 
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12. 
I] unify phi ((top ten ts), (tvar tvn)) = 
subsume phi (sub-type phi (top ten ts)) (sub-type phi (tvar tvn)) 
I] unify phi ((top sl tlistl), (top s2 tlist2)) = 
if (“(occurs (top sl tlistl))) & (“(occurs (top s2 tlist2))) then 
if “(iserror (subsume phi (top sl tlistl) (top s2 tlist2))) then Y phi else 
N (“Cannot unify: 
“@“types mismatch”@” n “@show-type (top s2 tlist2)@” n 
“@show-type (top sl tlistl)@” n”) 
else unify-list phi (zip tlistl tlist2) 
and unify-list phi [] = Y phi 
I( unify-list phi ((s,t).sts) = unify phi (s,t) * * * (\u.unify_list u sts) 
7.8. Logic 
1. and propconj (prop El) (prop E2) = prop (conj El E2) 
2. and propimpl (prop El) (prop E2) = prop (imp1 El E2) 
3. and propneg (prop E) = prop (neg E) 
4. and propbot bot = prop bot 
7.9. Type-checking 
1. and checkexpr env tvn bot = Y (id_subst,pr,tvn) 
(( checkexpr env tvn (var x) = let a = (1ookupYN env x) in 
if iserror a then N (x@ “:“@(printerror a)) else Y (id_subst,getsub a,tvn) 
11 checkexpr env tvn (app (lambda x e) el) = 
typechecklapp env (lambda x e) el (check-list env [(lambda x e); el] tvn) 
]I checkexpr env tvn (app (tlambda x t e) el) = 
typechecklapp env (tlambda x t e) el (check-list env [(tlambda x t e); el] tvn) 
I( checkexpr env tvn (app el e2) = typecheckapp (check-list env [el; e2] tvn) 
11 checkexpr env tvn (lambda x e) = 
let a = typecheckbodyabs (tvar tvn) (checkexpr ((x,tvar tvn).env) (next tvn) e) in 
if iserror a then a else if (circulartype (gettype a)) then N “circular type” else a 
(( checkexpr env tvn (tlambda x t e) = 
let a= typecheckbodyabs t (checkexpr ((x, t).env) tvn e) in 
if iserror a then a else if (circulartype (gettype a)) then N “circular type” else a 
)I checkexpr env tvn (tforall x t e) = typecheckprop(checkexpr ((x,t).env) tvn e) 
II checkexpr env tvn (forall x e) = 
typecheckprop(checkexpr ((x,tvar tvn).env) (next tvn) e 
1) checkexpr env tvn (prop e) = typecheckprop(checkexpr env tvn e) 
1) checkexpr env tvn (neg e) = typecheckprop(checkexpr env tvn e) 
(( checkexpr env tvn (conj el e2) = 
let ret a = typecheckprop(checkexpr env tvn el) in 
if (“(iserror a)) then let ret b = 
typecheckprop(checkexpr (app-sub_env (getphi a) env)(gettvn a) e2) 
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in if (-(iserror b)) then Y (stomp (getphi a)(getphi b), gettype b, gettvn b) 
else b else a 
1) checkexpr env tvn (imp1 el e2) = 
let ret a = typecheckprop(checkexpr env tvn el) in 
if (-(iserror a)) then let ret b = 
typecheckprop(checkexpr (app-sub-env (getphi a) env) (gettvn a) e2) 
in if (-(iserror b)) then Y (stomp (getphi a)(getphi b), gettype b, gettvn b) 
else b else a 
2. and typecheckprop a = if (“(iserror a)) then 
let b = (gettype a) in if occurs b then 
makeprop (seeprop (getphi a) b) (gettvn a) b else 
if (iserror (subsume id-subst b pr)) then N “not a proposition” else a else a 
3. and typechecklapp env el e2 (N w) = N w 
11 typechecklapp env el e2 (Y (phi,[tl;t2],tvn)) = 
if “(occurs t2) & W(occurs (domain tl)) & 
-(iserror (subsume id-subst t2 (domain tl))) 
& “(subexpression (app el e2) (reduce (app el e2))) then 
checkexpr env tvn (reduce (app el e2)) else 
if (occurs t2 1 occurs (domain tl) 1 
(subexpression (app el e2) (reduce (app el e2)))) then 
let ret a= 
(unify phi (t2, domain tl)) in Y (getsub a, sub-type (getsub a) (range tl), tvn) 
else N “can’t do it” 
4. and check-list env [] tvn = Y (id_subst,[],tvn) 
1) check-list env (e.es) tvn=listtypes env e es (checkexpr env tvn e) 
5. and listtypes env e es (N w) = N (w@“at “@” “@show-term e@” n”) 
11 listtypes env e es (Y (sub,t,tvn)) = 
composesubs sub t (check-list (app_sub-env sub env) es tvn) 
6. and typecheckapp (N w) = N w 
(1 typecheckapp (Y (phi,[tl;t2],tvn)) = 
if (isarrow tl) & “(iserror (subsume id_subst t2 (domain tl))) then 
let a= (getsub (subsume id_subst t2 (domain tl))) in 
Y (stomp a phi, sub-type (stomp a phi) (range tl), tvn) else 
if (isarrow tl) & “(occurs tl) & “(occurs t2) then N (“Cannot unify: 
“@“types mismatch”@” n “@show-type (domain tl)@” n 
“@show-type t2@” n”) else 
typecheckappl tvn (unify phi (tl,top “arrow” [t2; (tvar tvn)])) 
7. and typecheckappl tvn (N w) = N w 
II typecheckappl tvn (Y phi) = Y (phi, phi tvn, next tvn) 
8. and typecheckbodyabs e (N w) = N w 
II typecheckbodyabs (tvar tvn) (Y (phi,t,tn’)) = 
Y (phi, top “arrow” [(phi tvn);t],tvn’) 
(1 typecheckbodyabs e (Y (phit,tvn’)) = 
Y (phi, top “arrow” [(sub-type phi e); t], tvn’) 
A sy.stem ,for,function~l and logic progrumming 277 
9. and typecheck exp = checks exp [] (alpha 0) 1 
10. and checks [] env tvn n = [] 
11 checks (x.xs) env tvn n = let ret a = checkexpr env tvn x in if (“(iserror a)) then 
(itos n @“. “@print a@” n”).checks xs env (gettvn a) (n+ 1) else 
[printerror a @“n ‘Q” in “a” “@show-term x@” n” 
“at “@ ‘) “~“li*e”@” “@itos no” n”] 
7.10. Needed functions 
1. and out x []= [] 
11 out x (y.xs) & (x = y) = xs 
// out x (y.xs) = y.(out x xs) 
2. and nodupappend [] x=x 
/I nodupappend (x.xs) y & (isin x yj = nodupapp~nd xs y 
I/ nodupappend (x.xs) y = x.(nodupappend xs y) 
3. and isin x I] = false 
/j isin x (y.xs) = (x = y) / (isin x xs) 
4. and newvar x I = if (isin x 1) then newvar (rename x) I else x 
5. and rename x = x@“ ” 
6. and(Nw)” I * f=Nw 
11 (Yx)_ - - f=fx 
7. and next (alpha n) = alpha (n+ if 
8. and zip [] xs = [] 
II zip (x.xs) Cl = [I 
/j zip (x.xs) (y.ys) = (x,y).(zip xs ys) 
9. and mem x [] = false 
Jj mem x (y.ys)=x=y 1 mem x ys 
10. and getsub (Y x) = x 
11. and print (Y (a,b,c)) = show-type b 
12. and printerror (N w) = w 
13. and iserror (N w) = true 
11 iserror other = false 
14. and gettvn (Y (a,b,c)) = c 
15. and gettype (Y (a,b,c)j = b 
16. and getphi (Y (a,b,c)j = a 
17. and IookupYN [] a = N “variable not found” 
II 1ookupYN ((k, v .env) a = if a = k then Y v else IookupYN env a > 
18. and makeprop (N w) tvn t = (N w) 
// makeprop (Y phi) tvn t = Y (phi, sub-type phi t, tvn) 
19. and seeprop phi (tvar x) = 
if phi x = tvar x then Y (change phi x pr) else subsume phi (phi x) pr 
II seeprop phi x & (x = pr 1 x = tr) = Y (id_subst) 
11 seeprop phi (top “arrow” [x; y]) = seeprop phi x * * * (\u.seeprop u y) 
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20. and occurtype x & (x = y) = true 
11 occurtype x (tvar y) = false 
11 occurtype x (top ten 1) = exists (occurtype x) 1 end 
7.11. Index of the various functions 
The index in Table 2 is in alphabetical order where we go first through the three 
items on one line and then go to the next line. (i, 7.j means item i in Section 7.j.) 
Table 2 
functions, where functions, where functions, where 
..---,1 , 6, 7.10 
anothereq, 6, 7.6 
betaconverts, 9, 7.6 
check-list, 4, 7.9 
composesubs, 6, 7.7 
delta, 5, 7.7 
equiv, 5, 7.3 
extend, 10, 7.7 
getphi, 16, 7.10 
gettype, 15, 7.10 
isapp, 9, 7.3 
iserror, 13, 7.10 
islambda, 7, 7.3 
len, 1, 7.3 
makeprop, 18, 7.10 
mysub_type, 2, 7.7 
nodupappend, 2, 7.10 
occur, 11, 7.4 
operator, 10, 7.3 
pr, 4, 7.1 
propconj, 1, 7.8 
propneg, 3, 7.8 
reduceoutermost, 5, 7.6 
seeprop, 19, 7.10 
show-type, 1, 7.2 
substitute, 1, 7.5 
subsumeset, 1, 7.4 
tr, 5, 7.1 
typecheckapp, 6, 7.9 
typechecklapp, 3, 7.9 
unify, 11, 7.7 
addrem, 8, 7.7 
app_sub_env, 7, 7.7 
change, 9, 7.7 
checks, 10, 7.9 
ctsubsume, 3, 7.4 
domain, 9, 7.4 
etaconverge, 2, 7.6 
free, 3, 7.3 
getsub, 10, 7.10 
hasnf, 8, 7.6 
isarrow, 7, 7.4 
isin, 3, 7.10 
istlambda, 8, 7.3 
listtypes, 5, 7.9 
makearrows, 2, 7.4 
newvar, 4, 7.10 
ob, 3, 7.1 
occurtype, 20, 7.10 
option, 7, 7.1 
print, 11, 7.10 
propbot, 4, 7.8 
range, 10, 7.4 
rename, 5, 7.10 
show-term, 3, 7.2 
subexp, 6, 7.3 
subsume, 4, 7.4 
sub-type, 1, 7.7 
tterm, 2, 7.1 
typecheckappl, 7, 7.9 
typecheckprop, 2, 7.9 
unify-list, 12, 7.7 
alphaconverge, 3, 7.6 
betaconverge, 1, 7.6 
checkexpr, 1, 7.9 
circulartype, 15, 7.4 
cyclictype, 14, 7.4 
equaltype, 13, 7.4 
etaconverts, 10, 7.6 
fvars, 12, 7.4 
gettvn, 14, 7.10 
id_subst, 4, 7.7 
isbasictype, 6, 7.4 
isinnf, 7, 7.6 
istvar, 8, 7.4 
IookupYN, 17, 7.10 
mem, 9, 7.10 
next, 7, 7.10 
occur, 2, 7.3 
operand, 11, 7.3 
out, 1, 7.10 
printerror, 12, 7.10 
propimpl, 2, 7.8 
reduce, 4, 7.6 
stomp, 3, 7.7 
show_tlist, 2, 7.2 
subexpression, 4, 7.3 
subsumed-by, 5, 7.4 
term, 6, 7.1 
typecheck, 9, 7.9 
typecheckbodyabs, 8, 7.9 
typevar, 1, 7.1 
zip, 8, 7.10 
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