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LOW REGULARITY SOLUTIONS TO THE CHERN-SIMONS-DIRAC AND
THE CHERN-SIMONS-HIGGS EQUATIONS IN THE LORENZ GAUGE
HYUNGJIN HUH AND SUNG-JIN OH
Abstract. In this paper, we address the problem of local well-posedness of the Chern-Simons-
Dirac (CSD) and the Chern-Simons-Higgs (CSH) equations in the Lorenz gauge for low regularity
initial data. One of our main contributions is the uncovering of a null structure of (CSD). Com-
bined with the standard machinery of Xs,b spaces, we obtain local well-posedness of (CSD) for ini-
tial data aµ, ψ ∈ H
1/4+ǫ
x . Moreover, it is observed that the same techniques applied to (CSH) lead
to a quick proof of local-wellposedness for initial data aµ ∈ H
1/4+ǫ
x , (φ, ∂tφ) ∈ H
3/4+ǫ
x ×H
−1/4+ǫ
x ,
which improves the previous result of [18].
1. Introduction
In this paper, we continue to study the initial value problem for the Chern-Simons-Dirac (CSD)
equations
(CSD)
Fµν = −
2
κ
ǫµνλ(ψγ
λψ),
iγµDµψ −mψ = 0,
and the Chern-Simons-Higgs (CSH) equations
(CSH)
Fµν =
2
κ
ǫµνλIm(φD
λφ),
DµDµφ = 0,
on the Minkowski space R1+2. We remark that, for the sake of simplicity, the potential term
φV ′(|φ|2) on the right-hand side of the Higgs equation1 is omitted.
Here, the 1-form Aµ is to be interpreted as defining a connection; accordingly, F := dA is the
curvature 2-form, and Dµ := ∂µ − iAµ is the associated covariant derivative. The spinor field ψ is
represented by a column vector with 2 complex components. The notation ψ† refers to the complex
conjugate transpose of ψ, whereas ψ is defined by ψ = ψ†γ0. For the definition of the gamma
matrices γµ, we refer the reader to §2.3. The totally skew-symmetric tensor ǫµνλ is characterized by
ǫ012 = 1, κ > 0 is the Chern-Simons coupling constant and the nonnegative constant m is the mass
of the spinor field ψ. The scalar field φ is a complex-valued function.
We will work on the Minkowski space R1+2 equipped with the Minkowski metric of signature
(+ − −). Greek indices, such as µ, ν, will refer to all indices 0, 1, 2, whereas latin indices, such
as i, j, k, ℓ, will refer only to the spatial indices 1, 2, unless otherwise specified. We will use the
Minkowski metric to raise and lower the indices. Moreover, we will adopt the Einstein summation
convention of summing up repeated upper and lower indices.
The (CSD) and (CSH) systems were introduced in [6, 16] and [8, 13] respectively to deal with
the electromagnetic phenomena in planar domains such as fractional quantum Hall effect or high
temperature super conductivity. We refer to [7, 9] for more physical information.
1 We remark that a polynomial-type potential V (r), with an appropriate restriction on the degree, can also be
incorporated in our main theorem for (CSH) (Theorem 1.2), using the techniques of [18].
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The (CSD) system exhibits the conservation of charge2
(1.1) Q(t) =
∫
R2
|ψ(t, x)|2dx = Q(0),
whereas the (CSH) system obeys the conservation of the total energy
(1.2) E(t) =
∑
µ=0,1,2
1
2
∫
R2
|Dµφ(t, x)|2 dx = E(0).
In order to figure out the optimal regularity for the (CSD) system, observe that in the case of
zero mass m = 0, this system is invariant under the scaling
ψ(λ)(t, x) = λψ(λt, λx), A(λ)µ (t, x) = λAµ(λt, λx).
From this, we can derive the scaling critical Sobolev exponent sc = 0 for ψ and Aµ. In view of (1.1)
we can say that the initial-value problem of (CSD) is charge critical. On the other hand, the (CSH)
equations is invariant under
φ(λ)(t, x) = λ1/2φ(λt, λx), A(λ)µ (t, x) = λAµ(λt, λx).
Therefore, the scaling critical Sobolev exponents are sc = 1/2 for φ and sc = 0 for Aµ. In comparison
with (1.2), the Cauchy problem of (CSH) is said to be energy sub-critical.
Another important property of the systems (CSD) and (CSH) is the gauge invariance. As such,
a solution to the equations (CSD) and (CSH) is formed by a class of gauge equivalent pairs (Aµ, ψ)
and (Aµ, φ), respectively. In this work, we will fix the gauge by imposing the Lorenz gauge condition
∂µAµ = 0.
1.1. Previous work. The Cauchy problem for (CSD) has been studied in [10] by one of the authors
(H. Huh) in the Lorenz, Coulomb and temporal gauges. Depending on the gauge choice, the (CSD)
system showed different features which were crucial in the study. Under the Lorenz gauge condition,
in particular, local well-posedness of (CSD) was established for initial data with regularity
Aµ(0, x) ∈ H1/2x , ψ(0, x) ∈ H5/8x .
It is of interest to lower the regularity condition on the spinor field3 ψ(0, x) to L2x, in view of the
fact that the conserved charge of (CSD) is exactly the L2x norm of ψ(0, x). In this aspect, the best
result so far, also proved in [10], is the local well-posedness result for initial data satisfying
Aµ(0, x) ∈ L2x, ψ(0, x) ∈ H1/2+ǫx ,
for arbitrarily small ǫ > 0, which was proved under the Coulomb gauge condition ∂ℓAℓ = 0.
On the other hand, the Cauchy problem for (CSH) has been investigated in [5, 11, 12, 18]. Global
existence of solutions to (CSH) with initial data Aµ(0, x) ∈ Hsx, φ(0, x) ∈ Hs+1x , ∂tφ(0, x) ∈ Hsx for
s ≥ 1 was shown by D. Chae and K. Choe [5], under the Coulomb gauge condition. The regularity
condition on the initial data has been improved by S. Selberg and A. Tesfahun [18], under the Lorenz
gauge, to Aµ(0, x) ∈ H˙1/2x , φ(0, x) ∈ H1x, ∂tφ(0, x) ∈ L2x. Note that this is the energy regularity.
The authors of [18] also constructed a low regularity local-in-time solution satisfying
Aµ ∈ Ct((−T, T ), H3/8+ǫx ), φ ∈ Ct((−T, T ), H7/8+ǫx ) ∩C1t ((−T, T ), H−1/8+ǫx ),
for arbitrarily small ǫ > 0, which is below the energy regularity.
2We remark that (CSD) also possesses a conserved energy, but the energy density is not positive, and hence
difficult to utilize.
3The regularity required for the connection 1-formAµ, on the other hand, may be viewed as having less importance.
The reason is because the (CSD) system allows one to control the curvature Fµν in terms of ψ, from which Aµ can
be recovered under a suitable gauge choice.
31.2. Main results. In this paper, we make progress in establishing local well-posedness of both
(CSD) and (CSH) systems, in the Lorenz gauge, for initial data with low regularity.
Let us begin with our result on (CSD). In general, an initial data set for this system consists of
(a0, a1, a2, ψ0), where Aµ(0, x) = aµ(x) is a real-valued 1-form restricted to {0} ×R2 and ψ(0, x) =
ψ0(x) is a spinor field (i.e. a C
2-valued function) on {0} × R2. Note that the equation for F12 =
∂1A2 − ∂2A1 imposes a constraint for the initial data, which is that it should satisfy
(1.3) ∂1a2 − ∂2a1 = − 2
κ
(ψ†0ψ0).
Wewill say that (a0, a1, a2, ψ0) is anH
s initial data set for (CSD) if (1.3) is satisfied and aµ, ψ0 ∈ Hsx.
Our first main theorem is that the (CSD) system is well-posed for H1/4+ǫ initial data in the Lorenz
gauge, which is an improvement over the previous results of one of the authors [10].
Theorem 1.1 (Local well-posedness for H1/4+ǫ data). Suppose that (a0, a1, a2, ψ0) is an H
1/4+ǫ
initial data set for the Chern-Simons-Dirac equations, where 0 < ǫ ≪ 1. Then there exists T =
T (‖aµ‖H1/4+ǫ , ‖ψ0‖H1/4+ǫ ,m) > 0 such that a solution (Aµ, ψ) to (CSD) under the Lorenz gauge
condition ∂µAµ = 0 with the prescribed initial data exists on the time interval (−T, T ), which
satisfies
(Aµ, ψ) ∈ Ct((−T, T ), H1/4+ǫx ).
Remark. The proof of Theorem 1.1 will proceed by a Picard iteration argument; other standard
statements of local well-posedness (such as uniqueness in the iteration space, continuous dependence
on the data and persistence of regularity) follow easily. We omit the precise statements for the sake
of brevity.
Note that Theorem 1.1 improves the result of [10] in the Lorenz gauge, in terms of the regularity
condition on both aµ and ψ0. Moreover, even compared to the results of [10] in other gauges (in
particular the Coulomb gauge), the regularity required for the spinor field ψ0 is lower.
Key to our proof of Theorem 1.1 is the uncovering of a null structure of (CSD) in the Lorenz
gauge, which is different from that exhibited in [10]. In particular, the null structure for the wave
equations for Aµ seems new. Another novelty of our proof, which we were not able to find in the
existing literature, is a simple variant of the Duhamel’s formula (Lemma 2.1) via integration-by-
parts which cancels the cumbersome singularity |∇|−1 in the wave kernel, yet retains ‘structure’ so
that null structure can be revealed.
It turns out that our techniques for (CSD) can be easily applied to (CSH) in the Lorenz gauge
as well. Let us denote an initial data set for this system by (aµ, f, g), where Aµ(0, x) = aµ is a
real-valued 1-form restricted to {0} × R2 and (φ, ∂tφ)(0, x) = (f, g) is a pair of complex-valued
functions on {0}×R2. As in the case of (CSD), we will say that (aµ, f, g) is an Hs+1/2 initial data
set for (CSH) if aµ ∈ Hsx, (f, g) ∈ Hs+1/2x ×Hs−1/2x and the following constraint equation is satisfied.
(1.4) ∂1a2 − ∂2a1 = 2
κ
Im
(
f(g − ia0f)
)
.
In the last section of this paper, we will establish the following local well-posedness result, which is
an improvement over the previous result of Selberg and Tesfahun [18] in terms of regularity required
for φ and Aµ. This is our second main theorem.
Theorem 1.2 (Local well-posedness for H3/4+ǫ data). Suppose that (a0, a1, a2, f, g) is an H
3/4+ǫ
initial data set for the Chern-Simons-Higgs equations, where 0 < ǫ ≪ 1. Then there exists T =
T (‖aµ‖H1/4+ǫ , ‖(f, g)‖H3/4+ǫ×H−1/4+ǫ) > 0 such that a solution (Aµ, φ) to (CSH) under the Lorenz
gauge condition ∂µAµ = 0 with the prescribed initial data exists on the time interval (−T, T ), which
satisfies
Aµ ∈ Ct((−T, T ), H1/4+ǫx ), φ ∈ Ct((−T, T ), H3/4+ǫx ) ∩C1t ((−T, T ), H−1/4+ǫx ).
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2. Preliminaries
2.1. Notations and conventions. We collect here a few notations and conventions used in this
paper.
• We will use the convention of writing A . B as a shorthand for |A| ≤ CB for some C > 0.
• Given a nice (say Schwartz) function on R1+2, we will use the notation F [φ] to refer to the
space-time Fourier transform of φ. Alternatively, we may also write φ˜ = F [φ].
• Given two functions φ, ψ on R1+2, we will use the notation φ  ψ to denote |F [φ] | . F [ψ].
2.2. Half-wave decomposition of the d’Alembertian. Following our sign convention, the d’Alembertian
is defined as  = ∂2t −△, where △ =
∑
j ∂
2
j . In order to make the dispersive properties of the wave
equation more clear, it is useful to write the wave equation φ = F as a first order system
∂
∂t
(
φ
φt
)
=
(
0 1
△ 0
)(
φ
φt
)
+
(
0
F
)
,
and diagonalize the symbol, by conjugating with the Fourier transform. We are then led to the
transform (φ, φt)→ (φ+, φ−) and (0, F )→ (F+, F−), where
φ± =
1
2
(φ ∓ 1
i|∇|φt), and F± = ∓
1
2i|∇|F,
with |∇| = √−△ as usual. We then obtain the following diagonal first order system
∂
∂t
(
φ+
φ−
)
=
( −i|∇| 0
0 +i|∇|
)(
φ+
φ−
)
+
(
F+
F−
)
,
or equivalently, the following pair of half-wave equations
(2.1) (−i∂t ± |∇|)φ± = ± 1
2|∇|F.
For the purpose of revealing null structures, it is useful to introduce the modified Riesz transforms
R
µ, which are self-adjoint operators defined as follows.
R
0
± = R±,0 := −1,
R
j
± = −R±,j := ∓
( ∂j
i|∇|
)
.
The modified Riesz transformR±,µ models the usual Riesz transform applied to a free (±)-half-wave
(up to a sign). Indeed, let φhom± be a solution to (−i∂0 ± |∇|)φhom± = 0. Then we have
∂µ
i|∇|φ
hom
± = ±R±,µφhom± .
The following lemma is a variant of the usual Duhamel’s formula when φ is of a divergence
form; it is essentially an integration by parts in time.
Lemma 2.1. Let φ, Fµ (µ = 0, 1, 2) be Schwartz functions, such that
4
φ = ∂µFµ.
Then the half-waves φ± are given by the Duhamel’s formula
φ±(t, x) = φ
hom
± (t, x)−
1
2
∫ t
0
e±(−i)(t−s)|∇|Rµ±Fµ(s, x) ds,
where φhom± (t, x) are the free half-waves given by
φhom± (t, x) :=
1
2
e±(−i)t|∇|
(
φ(0, x)± 1
i|∇| (F0(0, x)− ∂0φ(0, x))
)
.
4We remark that the Einstein summation convention of summing up repeated upper and lower indices is in order.
5Proof. Let us start with the usual Duhamel’s formula
φ(t, x) = φhom(t, x) +
∫ t
0
sin(t− s)|∇|
|∇| ∂0F0(s, x) ds+
∫ t
0
sin(t− s)|∇|
|∇| ∂
jFj(s, x) ds.
where
φhom(t, x) =
1
2
∑
±
e±(−i)t|∇|
(
φ(0, x)∓ 1
i|∇|∂0φ(0, x)
)
.
Expanding out sin(t− s)|∇| of the last term in terms of exponentials, we easily see that∫ t
0
sin(t− s)|∇|
|∇| ∂
jFj(s, x) ds = −
∑
±
1
2
∫ t
0
e±(−i)(t−s)|∇|Rj±Fj(s, x) ds.
On the other hand, for the second term we proceed as follows.∫ t
0
sin(t− s)|∇|
|∇| ∂0F0(s, x) ds
=
∫ t
0
cos((t− s)|∇|)F0(s, x) ds− sin t|∇||∇| F0(0, x)
=
∑
±
(
± e±(−i)t|∇| 1
2i|∇|F0(0, x)−
1
2
∫ t
0
e±(−i)(t−s)|∇|R0±F0(s, x) ds
)
,
from which the lemma follows. We remind the reader that ∂0 = ∂0 = ∂t. The first equality may be
justified rigorously by, say, using the Fourier transform. 
This lemma is useful because the operator |∇|−1 (which is unfavorable for low frequencies, es-
pecially on R2) in the wave kernel is canceled, whereas Rµ± remains; the latter is important for
revealing a null structure after a duality argument.
We will also consider a massive Klein-Gordon equation
(2.2) ( + 1)φ = F.
For this equation, the (±)-half-wave decomposition takes the form
(2.3) φ± =
1
2
(φ∓ 1
i〈∇〉φt),
where 〈∇〉 := (1−△)1/2, and (2.2) becomes
(2.4) (−i∂t ± 〈∇〉)φ± = ± 1
2〈∇〉F.
2.3. Dirac operator. Let ηµν be the Minkowski metric on R
1+2 with signature (+,−,−). Consider
the gamma matrices γµ (µ = 0, 1, 2) which are defined as follows:
γ0 = σ3, γ1 = iσ2, γ2 = −iσ1.
Here, σj (j = 1, 2, 3) are the Pauli matrices, which are 2× 2-matrices of the form
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
Note that σj satisfy the following algebraic properties (for j, k = 1, 2, 3):
1
2
(σjσk + σkσj) = δjkI2×2, σ
1σ2σ3 = iI2×2.
Furthermore, γµ obey the following multiplication law:
1
2
(γµγν + γµγν) = ηµνI2×2.
Let ψ be a 2-spinor field, i.e. C2-valued function on R1+2. The massive Dirac operator of mass
m (m ≥ 0) is defined by
Dψ := (iγµ∂µ −m)ψ.
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The equation Dψ = 0 is called the Dirac equation. The Dirac equation is a Lagrangian field theory;
i.e. Dψ = 0 is the Euler-Lagrange equation of an action functional given by a Lagrangian, which
we shall describe below. Given a spinor ψ, we define its Dirac adjoint to be ψ = ψ†γ0. The Dirac
Lagrangian is defined to be
LD[ψ] = iψ γµ∂µψ −mψψ.
In what follows, we will outline the approach to study the Dirac equation taken in [1]. Since γ0
acts differently on components, in practice it is often convenient to use the original β, αi formulation
of the Dirac operator, which goes back to P. M. Dirac. For this purpose, we multiply the Dirac
operator by γ0 on the left and define
β := γ0, α1 := γ0γ1 = σ1, α2 := γ0γ2 = σ2.
For convenience, we also define α0 := I2×2. Then the following relations hold:
βαi + αiβ = 0,
1
2
(αiαj + αjαi) = δijI2×2.
We then have
βDψ = i∂0ψ + iαj∂jψ −mβψ.
In order to study this first order PDE, it is natural to rewrite the above equation in the eigenbasis
of the spatial operator −iαj∂j . Using the Fourier transform, this operator is conjugated to ξjαj .
Since (ξjα
j)2 = |ξ|2I2×2, the only possible eigenvalues of ξjαj are ±|ξ|; by symmetry, we can easily
infer that each eigenvalue corresponds to one eigenvector. Now consider the 2× 2-matrrix Π = Π(ξ)
defined by
Π(ξ) :=
1
2
(
I2×2 +
ξjα
j
|ξ|
)
,
and define Π±(ξ) := Π(±ξ). It is easy to verify that Π± is the projection to the eigenspace
corresponding to ±|ξ|, respectively. Equivalently, the following algebraic relations hold.
Π±(ξ)
2 = Π±(ξ), Π+(ξ)Π−(ξ) = 0,
I2×2 = Π+(ξ) + Π−(ξ), ξjα
j = |ξ|Π+(ξ)− |ξ|Π−(ξ).
Note, furthermore, that Π satisfy the following laws.
Π±(ξ) = Π∓(−ξ) = Π(±ξ), βΠ(ξ) = Π(−ξ)β,(2.5)
αiΠ(ξ) = Π(−ξ)αi + ξi|ξ|I2×2.(2.6)
We will use the notation Π± := Π±(∇/i), and define ψ± := Π±ψ. Applying Π±, the Dirac
operator becomes
Π±(βDψ) = −(−i∂0 ± |∇|)ψ± −mβψ∓,
whose principal term is nothing but the half-wave operator. In particular, when m = 0 and Dψ = 0,
then ψ± is a free (±)-half-wave. This will be the basis of the Fourier analytic study of the Dirac
operator.
Utilizing the modified Riesz transforms Rµ±, the quantization ξ
j → −i∂j of the relation (2.6)
may be rewritten concisely as
(2.7) αµΠ± = Π∓α
µΠ± −Rµ±Π±,
where we remark that the case µ = 0 is rather trivial.
72.4. Xs,b± and H
s,b spaces. The key technical tool that we shall use to prove low regularity local
well-posedness is the Xs,b-type spaces, which was introduced by Klainerman-Machedon [15] in the
context of nonlinear wave equations and Bourgain [3], [4] for NLS and KdV. In this subsection, we
briefly summarize the portion of the theory that will be used in this paper.
Let φ be a Schwartz function on R1+2. For s, b ∈ R and a sign ±, we define the Xs,b± norm of φ
by
‖φ‖Xs,b± := ‖(1 + |ξ|)
s(1 + |τ ± |ξ||)bφ˜(τ, ξ)‖L2τ,ξ .
We also define the Hs,b norm as follows.
‖φ‖Hs,b := ‖(1 + |ξ|)s(1 + ||τ | − |ξ||)bφ˜(τ, ξ)‖L2τ,ξ .
The Banach spaces Xs,b± and H
s,b are defined by taking the closure of S(R1+2) with respect to each
norm. For an arbitrary sign ± and s, b ∈ R, note that the norms Xs,b± , Hs,b of φ ∈ S(R1+2) depend
only on the size of its space-time Fourier transform; i.e. for φ  ψ, we have
‖φ‖Xs,b± . ‖ψ‖Xs,b± , ‖φ‖Hs,b . ‖ψ‖Hs,b ,
where we remind the reader that φ  ψ is the shorthand for |φ˜| . ψ˜. Moreover, for b ≥ 0, observe
that the following inclusion relations hold.
Xs,b± ⊂ Hs,b ⊂ Hs,−b ⊂ Xs,−b± .
Note that the spaces Xs,b± are, by nature, defined globally on R
1+2. In order to utilize these spaces
in the local-in-time setting, we will introduce the notion of the restriction space. Given T > 0,
consider the subset ST := (−T, T ) × R2 of R1+2. We define the restriction norm Xs,b± (ST ) for a
function φ on ST by
‖φ‖Xs,b± (ST ) := inf{‖ψ‖Xs,b± : ψ ∈ X
s,b
± , ψ = φ on ST }.
Let us state a few lemmas regarding Xs,b± spaces; for proofs, we refer the reader to [1, Section 4]
or [19, §2.6].
Lemma 2.2 (Embedding into CtH
s
x). For T > 0 and b > 1/2, the following embedding holds.
Xs,b± (ST ) ⊂ Ct((−T, T ), Hsx).
Lemma 2.3 (Estimate for homogeneous waves). For every T > 0, s ∈ R, b > 1/2 and φ0 ∈ Hsx,
the following estimate holds.
‖e±(−i)t|∇|φ0‖Xs,b± (ST ) . ‖φ0‖Hsx , ‖e
±(−i)t〈∇〉φ0‖Xs,b± (ST ) . ‖φ0‖Hsx .
Lemma 2.4 (Estimate for inhomogeneous waves). Let −1/2 < b < b′, and consider an inhomoge-
neous half-wave equation (−i∂t ± |∇|)φ± = F± with zero data at t = 0. If F ∈ Xs,b
′−1
± , then there
exists a unique solution φ± ∈ Xs,b± to this equations such that for every T > 0 the following estimate
holds.
‖φ±‖Xs,b± (ST ) . T
b′−b‖F±‖Xs,b′−1± (ST ).
The same statement holds for the equation (−i∂t ± 〈∇〉)φ± = F± as well.
Finally, we end this subsection with a simple yet useful observation. Suppose that N(φ1, · · · , φk)
is a k-linear form such that if φj = φ
′
j on ST , then N(φ1, · · · , φk) = N(φ′1, · · · , φ′k). Then for any
choice of signs, s’s and b’s, it is clear, by the definition of Xs,b± (ST ) and an approximation argument,
that a global estimate
‖N(φ1, · · · , φk)‖Xs0,b0±0 ≤ C
k∏
j=1
‖φj‖
X
sj,bj
±j
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for Schwartz φ1, · · · , φk ∈ S(R1+d) implies the local-in-time estimate
‖N(φ1, · · · , φk)‖Xs0,b0±0 (ST ) ≤ C
k∏
j=1
‖φj‖Xsj,bj±j (ST )
for φj ∈ Xsj ,bj± (ST ), with the same constant C. Thus, for the purpose of proving nonlinear estimates,
it is usually possible to work just with the original Xs,b± , H
s,b norms and Schwartz functions.
2.5. Bilinear null forms. Given a bilinear form of two half-waves φ1, φ2 (henceforth referred to as
the inputs) on the right-hand side of a wave equation (the left-hand side being φ or (i∂t ± |∇|)φ),
the most dangerous interaction happens when the two inputs give rise to an output which is close
to the light cone in the space-time Fourier space; such an interaction is referred to as a resonant
interaction.
As the space-time Fourier transform of a half-wave is supported on the light cone, we see that this
happens if and only if the two inputs are collinear. This means that if a bilinear form B(φ1, φ2) pos-
sesses cancellation in the angle between the two inputs, then we expect it to exhibit better regularity
properties. This notion goes under the name of null structure, due to Klainerman-Machedon [14],
and a bilinear form which has such structure is called a null form. Note that if the two half-waves
are of different signs, then the relevant angle is ∠(ξ1,−ξ2), not ∠(ξ1, ξ2). With these considerations
in mind, we make the following definition, which is useful for treating different null forms in a unified
fashion.
Definition 2.5 (Abstract bilinear null form). Given ξ1, ξ2 ∈ R2, let us denote the (smaller) angle
between ξ1, ξ2 by ∠(ξ1, ξ2). For arbitrary signs ±1,±2 and ℓ ∈ R, we define the abstract bilinear
null form of order ℓ, denoted by Bℓ±1,±2 , by the following formula.
F [Bℓ±1,±2(φ1, φ2)] (τ0, ξ0) := ∫
τ0=τ1+τ2,ξ0=ξ1+ξ2
|∠(±1ξ1,±2ξ2)|ℓ |φ˜1|(τ1, ξ1)|φ˜2|(τ2, ξ2) dτ1dξ1.
The inputs φ1, φ2 may be any C
n-valued functions.
The order ℓ refers to the power of the angle between the two inputs in the symbol of Bℓ±1,±2 .
Thus the higher the order, the ‘better’ the cancellation is, in the sense that
Bℓ±1,±2(φ1, φ2)  Bk±1,±2(φ1, φ2)
provided that k ≤ ℓ.
Let us consider bilinear forms Qµν±1,±2 ,Q0±1,±2 defined by
Qµν±1,±2(φ1,±1 , φ2,±2) := Rµ±1φ1,±1Rν±2φ2,±2 −Rν±1φ1,±1Rµ±2φ2,±2 ,
Q0±1,±2(φ1,±1 , φ2,±2) := R±1,µφ1,±1Rµ±2φ2,±2 .
The notation is chosen according to the similarity of these two bilinear forms to the standard null
forms Qµν , Q0 (see [14]), which are defined by replacing the modified Riesz transforms R
µ
± by ∂
µ.
The following lemma states that Qµν±1,±2 , Q0±1,±2 , as well as a certain bilinear form of two spinors,
have null structure in the sense that they are dominated by a abstract null form Bℓ±1,±2 in the
space-time Fourier space. These encompass, in fact, all null forms which arise in this work.
Lemma 2.6. Let φ1, φ2 be complex-valued Schwartz functions, and ψ1, ψ2 Schwartz spinor fields
(i.e. C2-valued functions). Then the following statements hold.
(1) Qµν±1,±2(φ1, φ2)  B1±1,±2(φ1, φ2).
(2) Q0±1,±2(φ1, φ2)  B2±1,±2(φ1, φ2).
(3) (Π±1ψ1)
†(Π∓2α
µΠ±2ψ2)  B1±1,±2(ψ1, ψ2).
9Proof. Let us begin with (1). In the case µ = 0, ν = i (where i runs over 1, 2), we compute
F [Q0i±1,±2(φ1,±1 , φ2,±2)] (τ0, ξ0)
=
∫
τ0=τ1+τ2,ξ0=ξ1+ξ2
(±1ξi1
|ξ1| −
±2ξi2
|ξ2|
)
︸ ︷︷ ︸
O(∠(±1ξ1,±2ξ2))
φ˜1,±1(τ1, ξ1)φ˜2,±2(τ2, ξ2) dτ1dξ1,
whereas in the case µ = i, ν = j (i, j run over 1, 2),
F
[
Qij±1,±2(φ1,±1 , φ2,±2)
]
(τ0, ξ0)
=
∫
τ0=τ1+τ2,ξ0=ξ1+ξ2
( (±1ξi1)(±2ξj2)− (±1ξj1)(±2ξi2)
|ξ1||ξ2|
)
︸ ︷︷ ︸
O(∠(±1ξ1,±2ξ2))
φ˜1,±1(τ1, ξ1)φ˜2,±2(τ2, ξ2) dτ1dξ1.
This proves (1). For (2), we compute
F [Q0±1,±2(φ1,±1 , φ2,±2)] (τ0, ξ0)
=
∫
τ0=τ1+τ2,ξ0=ξ1+ξ2
(
1− (±1ξ1) · (±2ξ2)|ξ1||ξ2|
)
︸ ︷︷ ︸
O(∠(±1ξ1,±2ξ2)2)
φ˜1,±1(τ1, ξ1)φ˜2,±2(τ2, ξ2) dτ1dξ1.
In order to prove (3), we need the following computation due to D’Ancona-Foschi-Selberg.
Lemma 2.7 ([1, Lemma 2]). Let z ∈ C2 and ξ1, ξ2 ∈ R2. Then the following inequality holds.
|Π(ξ1)Π(−ξ2)z| ≤ C|z|∠(ξ1, ξ2).
With this lemma in hand, we compute
F
[
(Π±1ψ
†
1Π∓2α
µΠ±2ψ2)
]
(τ0, ξ0)
=
∫
τ0=τ1+τ2,ξ0=ξ1+ξ2
(Π(±1ξ1)ψ˜1(τ1, ξ1))†(Π(∓2ξ2)αµΠ(±2ξ2)ψ˜2(τ2, ξ2)) dτ1dξ1
=
∫
τ0=τ1+τ2,ξ0=ξ1+ξ2
(ψ˜1(τ1, ξ1))
†(Π(±1ξ1)Π(∓2ξ2)αµΠ(±2ξ2)︸ ︷︷ ︸
O(∠(±1ξ1,±2ξ2))
ψ˜2(τ2, ξ2)) dτ1dξ1.
where on the last line, we used Lemma 2.7. 
We remark that the null form (3) of Lemma 2.6 has been first introduced by P. D’Ancona, D.
Foschi and S. Selberg [1] in the context of the Dirac-Klein-Gordon equations.
3. Chern-Simon-Dirac equations: Proof of Theorem 1.1
In this section, we will prove our main theorem for the Chern-Simons-Dirac equations (CSD),
which is Theorem 1.1. For simplicity, we set κ = 1 in (CSD). Writing out Fµν , Dµ in terms of Aµ
and using the β, αµ matrices, we can reformulate the (CSD) system as follows.
(3.1)
{
∂µAν − ∂νAµ = −2ǫµνλψ†αλψ,
i∂0ψ + iα
j∂jψ = mβψ − αµAµψ.
Let us furthermore impose the Lorenz gauge condition
(3.2) ∂µAµ = 0.
Taking ∂µ of the first equation in (3.1), we arrive at the following system of coupled wave and Dirac
equations which describes the time evolution of the variables (Aµ, ψ).
(3.3)
{
Aν = ∂
µ
Nµν(ψ, ψ),
i∂0ψ + iα
j∂jψ = mβψ +M(ψ,A),
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where
Nµν(ψ1, ψ2) := −2ǫµνλ(ψ†1αλψ2), M(ψ,A) := −αµAµψ.
The initial data for the system (3.3) at t = 0 is given in terms of (a0, a1, a2, ψ0) as follows.
(3.4)
{
Aµ(0, x) = aµ(x), ψ(0, x) = ψ0(x),
∂tA0(0, x) = −∂ℓaℓ(x), ∂tAj(0, x) = ∂ja0(x)− 2ǫ0jkψ†0αkψ0.
Note that (3.4) is satisfied for an initial data set for the original (CSD) system in the Lorenz gauge.
Furthermore, in the converse direction, it can be easily verified that a sufficiently smooth5 solution
(Aν , ψ) to (3.3), where (aµ, ψ0) satisfies the constraint equation (1.3) and the initial data are given
by (3.4), is a solution to the (CSD) system in the Lorenz gauge. Therefore, in order to prove local
well-posedness of (CSD) under the Lorenz gauge condition, it suffices to study the system (3.3).
3.1. Set-up. In this subsection, we will set up a Picard iteration in the space of type Xs,b± (ST ) to
prove Theorem 1.1.
We shall begin by reformulating (3.3) in an integral form. First, projecting the equation for ψ
using Π±, we obtain
−(−i∂0 ± |∇|)ψ± = mβψ∓ +Π±M(ψ,A).
Then it is clear, by applying Lemma 2.1 to the equation for Aν and Duhamel’s principle to the
preceding equation, that (3.3) is equivalent to the following system of integral equations (for both
choices of sign):
(3.5)

Aν,±(t, x) = A
hom
ν,± (t, x)−
1
2
∫ t
0
e±(−i)(t−s)|∇|Rµ±Nµν(ψ, ψ)(s, x) ds,
ψ±(t, x) = ψ
hom
± (t, x) − i
∫ t
0
e±(−i)(t−s)|∇|(mβψ∓ +Π±M(ψ,A))(s, x) ds,
where Aν =
∑
±Aν,±, ψ =
∑
± ψ±. The homogeneous parts A
hom
ν,± , ψ
hom
± are given by
Ahomν,± (t, x) =
1
2
e±(−i)t|∇|
(
Aν(0, x)± 1
i|∇|(−ǫ0νλψ
†αλψ − ∂0Aν)(0, x)
)
,
ψhom± (t, x) = e
±(−i)t|∇|ψ(0, x).
Considering (3.4), these are given in terms of (a0, a1, a2, ψ0) by
(3.6)

Ahom0,± (t, x) =
1
2
e±(−i)t|∇|
(
a0 ± ∂
ℓ
i|∇|aℓ
)
(x),
Ahomj,± (t, x) =
1
2
e±(−i)t|∇|
(
aj ∓ ∂j
i|∇|a0
)
(x),
ψhom± (t, x) = e
±(−i)t|∇|ψ0(x).
We are now ready to set up our Picard iteration. Set A
(0)
± := A
hom
± , ψ
(0)
± := ψ
hom
± , and for n ≥ 1
define A
(n)
± , ψ
(n)
± as
A
(n)
ν,±(t, x) = A
hom
ν,± (t, x)−
1
2
∫ t
0
e±(−i)(t−s)|∇|Rµ±Nµν(ψ
(n−1), ψ(n−1))(s, x) ds,
ψ
(n)
± (t, x) = ψ
hom
± (t, x) − i
∫ t
0
e±(−i)(t−s)|∇|(mβψ∓ +Π±M(ψ
(n−1), A(n−1)))(s, x) ds,
where A
(n)
ν =
∑
±A
(n)
ν,±, ψ
(n) =
∑
± ψ
(n)
± . The aim is to show that (A
(n)
+ , A
(n)
− , ψ
(n)
+ , ψ
(n)
− ) is a
Cauchy sequence in the space Xs,b+ ×Xs,b− ×Xs,b+ ×Xs,b− .
5We remark that this statement can be extended to CtHsx solutions considered in Theorem 1.1 by continuous
dependence on the initial data, which follows from the Picard iteration scheme we set up below.
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As a first step, let us estimate the homogeneous parts (or the zeroth iterate) Ahomµ,± and ψ
hom
± .
Since the Riesz transform ∂j/i|∇| is obvious bounded on Hsx, it follows from Lemma 2.3 and (3.6)
that for any s ∈ R and b > 1/2,
‖Ahomν,± ‖Xs,b± (ST ) .
∑
µ
‖aµ‖Hsx , ‖ψhom± ‖Xs,b± (ST ) . ‖ψ0‖Hsx ,
where we note that the implicit constants do not depend on T > 0.
Next, in order to prove that the above Picard iteration converges, by standard arguments, it
suffices to establish the following estimates, for some ǫ0 > 0 and arbitrary spinor fields ψ1, ψ2, ψ
and 1-form Aν , all of which are Schwartz:
‖Rν±0Nµν(ψ1, ψ2)‖Xs,b−1+ǫ0±0 .
∑
±1,±2
‖ψ1,±1‖Xs,b±1 ‖ψ2,±2‖Xs,b±2 ,(3.7)
‖mβψ∓‖Xs,b−1+ǫ0±0 . m‖ψ∓‖Xs,b∓ ,(3.8)
‖Π±0M(ψ,Aν)‖Xs,b−1+ǫ0±0 .
∑
±1,±2
‖ψ±1‖Xs,b±1 ‖A±2‖Xs,b±2 ,(3.9)
where ‖A±‖Xs,b± is a shorthand for
∑
ν=0,1,2 ‖Aν,±‖Xs,b± .
Note that the above global estimates actually immediately imply the corresponding estimates
for the restriction spaces Xs,b± (ST ); see the remark at the end of §2.4. Moreover, thanks to the
presence of ǫ0 > 0, we gain a factor of |T | when applying Lemma 2.4 to estimate the Xs,b± norm of
the inhomogeneous parts, which can be used to obtain the necessary smallness to make the Picard
iterates (A
(n)
+ , A
(n)
− , ψ
(n)
+ , ψ
(n)
− ) form a Cauchy sequence. Finally, note that Lemma 2.2 ensures that
the solution that we obtain belongs to Ct((−T, T ), Hsx), as desired. As the arguments from this point
to Hs-local well-posedness (Theorem 1.1) are quite standard, we will omit the details. Henceforth,
our focus will be to establish the global estimates (3.7)–(3.9).
3.2. Null structure of the Chern-Simons-Dirac in the Lorenz gauge. In this subsection, we
will reveal the null structure of the quadratic nonlinearities of (CSD) in the Lorenz gauge.
Wave equation for Aµ. Applying the commutator identity (2.7), Nµν may be written as
Nµν(ψ1, ψ2) = Nµν,1(ψ1, ψ2) +Nµν,2(ψ1, ψ2),
where
Nµν,1(ψ1, ψ2) := −2
∑
±1,±2
ǫµνλ(ψ
†
1,±1
Π∓2(α
λψ2,±2)),
Nµν,2(ψ1, ψ2) := 2
∑
±1,±2
ǫµνλ(ψ
†
1,±1
R
λ
±2ψ2,±2).
For the term Nµν,1, we will prove
(3.10) ‖ǫµνλRν±0(ψ†1,±1Π∓2(αλψ2,±2))‖Xs,b−1+ǫ0±0 . ‖ψ1,±1‖Xs,b±1 ‖ψ2,±2‖Xs,b±2
for arbitrary signs (±0, ±1, ±2) and spinor fields ψ1,±1 , ψ2,±2 , both of which are Schwartz. Note
that Part (3) of Lemma 2.6 applies to this bilinear form.
On the other hand, the null form of the second term Nµν,2 is most easily seen after a duality
argument. For this term, we will prove
(3.11)
∣∣∣ ∫ ǫµνλ(ψ†1,±1Rλ±2ψ2,±2)Rν±0φ±0 dtdx∣∣∣ . ‖ψ1,±1‖Xs,b±1 ‖ψ2,±2‖Xs,b±2 ‖φ±0‖X−s,1−b−ǫ0±0
for every combination (±0, ±1, ±2) of signs, Schwartz spinor fields ψ1,±1 , ψ2,±2 and φ±0 ∈ S(R1+2).
Note thatRν±0 has been moved to the factor φ±0 using self-adjointness. We remark that the left-hand
side of (3.11) possesses a Qλν -type null form between ψ2,±2 and φ±0 .
12 HYUNGJIN HUH AND SUNG-JIN OH
Dirac equation for ψ. Let us focus on the bilinear estimate (3.9). Using the commutator formula
(2.7), we have −Π±(Aµαµψ) = M±,1(ψ,A) +M±,2(ψ,A), where
M±0,1(ψ,A) := −
∑
±
Π±0(AµΠ∓α
µψ±),
M±0,2(ψ,A) :=
∑
±
Π±0(AµR
µ
±ψ±).
The null structure of the first term M±,1 may be exhibited via a duality argument, as in [1]. For
this term, we will establish
(3.12)
∣∣∣ ∫ Aµ,±2(ψ†0,±0Π∓1αµψ1,±1) dtdx∣∣∣ . ‖ψ0,±0‖X−s,1−b−ǫ0±0 ‖ψ1,±1‖Xs,b±1 ‖A±2‖Xs,b±2
for arbitrary signs (±0, ±1, ±2), spinor fields ψ0,±0 , ψ1,±1 and 1-form Aµ,±2 , all of which are
Schwartz. Note that the bilinear form involving ψ0,±0 and ψ1,±1 is a null form according to Part
(3) of Lemma 2.6.
Finally, in order to reveal the null structure of the second term M±0,2, we proceed as in [17].
The first step is to divide Aj = A
df
j + A
cf
j according to the Hodge decomposition. To describe this
decomposition, let us consider a 1-form A which is Schwartz in space, and recall the definitions
curlA := ∂1A2 − ∂2A1 and divA := −∂1A1 − ∂2A2. Then the Hodge decomposition theorem states
that Ai may be (uniquely) written as a sum of divergence- and curl-free parts A
df
i +A
cf
i which vanish
sufficiently fast at the spatial infinity. The latter two 1-forms are given by the formulae
Adf1 dx
1 +Adf2 dx
2 :=(−△)−1(∂2(curlA) dx1 − ∂1(curlA) dx2),
Acf1 dx
1 +Acf2 dx
2 :=(−△)−1(∂1(divA) dx1 + ∂2(divA) dx2).
The above statements can be readily verified using the Fourier transform. It is then a well-known
fact that Adfℓ R
ℓ
±ψ± possesses a null structure. Indeed, we have the component-wise formula∑
±1
Adfℓ R
ℓ
±1ψ±1 =
∑
±1,±2
Q12±2,±1(B±2 , ψ±1),
where
B± := R±,1A2,± −R±,2A1,±.
On the other hand, using the fact that ∂ℓAℓ = −∂0A0 = i(|∇|A0,+ − |∇|A0,−), we have
A0 = −(R+,0A0,+ +R−,0A0,−),
Acfj = −(R+,jA0,+ +R−,jA0,−).
Therefore, we obtain a component-wise formula∑
±1
(
A0 R
0
±1ψ±1 +A
cf
ℓ R
ℓ
±1ψ±1
)
=
∑
±1,±2
Q0±1,±2(ψ±1 , A0,±2).
In sum, we will establish
‖Π±0(Q12±2,±1(B±2 , ψ±1))‖Xs,b−1+ǫ0±0 .‖ψ±1‖Xs,b±1‖B±2‖Xs,b±2 ,(3.13)
‖Π±0(Q0±1,±2(ψ±1 , A0,±2))‖Xs,b−1+ǫ0±0 .‖ψ±1‖Xs,b±1‖A0,±2‖Xs,b±2(3.14)
for all combinations of signs (±0,±1,±2) and Schwartz inputs.
3.3. Proof of the global estimates. Based on the null structure revealed in the previous subsec-
tion, we will find sufficient conditions on (s, b) to rigorously establish (3.7)–(3.9).
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Linear estimate. Let us begin by proving (3.8), which is the (linear) mass term for the Dirac
equation. Provided that
(3.15) 0 < b < 1,
and ǫ0 is small enough, we simply compute
‖Π±0(mβψ∓)‖Xs,b−1+ǫ0±0 ≤ m‖ψ∓‖Xs,b−1+ǫ0±0 ≤ m‖〈∇〉
sψ∓‖L2t,x ≤ m‖ψ∓‖Xs,b∓ .
Bilinear estimates. Next, we will prove (3.7) and (3.9), which have been reduced to proving (3.10),
(3.11), (3.12), (3.13) and (3.14) for every combination of signs (±0,±1,±2) and Schwartz inputs.
Applying Lemma 2.6, we see that all of these estimates would follow if we establish
‖B1±1,±2(φ1, φ2)‖Xs,b−1+ǫ0±0 . ‖φ1‖Xs,b±1 ‖φ2‖Xs,b±2 ,(3.16)
‖B1±1,±2(φ1, φ2)‖X−s,−b±0 . ‖φ1‖Xs,b±1 ‖φ2‖X−s,1−b−ǫ0±2(3.17)
for every combination of signs (±0,±1,±2) and Schwartz functions φ1, φ2. Note that Xs,b± ⊂ Hs,b ⊂
Hs,−b ⊂ Xs,−b± for s ∈ R and b ≥ 0. Therefore, (3.16) and (3.19) would follow from the analogous
estimates in which Xs,b± are replaced by H
s,b, provided that (3.15) holds and ǫ0 is sufficiently small.
In order to quantify the effect of the angular cancellation present in the abstract null formB1±1,±2 ,
we will borrow the following lemma from [18].
Lemma 3.1. Consider arbitrary signs (±1,±2), τ1, τ2 ∈ R, and ξ1, ξ2 ∈ R2. For τ0 := τ1 + τ2 and
ξ0 := ξ1 + ξ2, the following inequality holds.
(3.18) ∠(±1ξ1,±2ξ2) .
(〈|τ0| − |ξ0|〉+ 〈τ1 ±1 |ξ1|〉+ 〈τ2 ±2 |ξ2|〉
min{〈ξ1〉, 〈ξ2〉}
)1/2
.
Proof. This is equivalent to [18, Lemma 3.2]. 
In view of Lemma 3.1, to prove (3.16), it suffices to establish
(3.19)

‖φ1φ2‖Hs,b−1/2+ǫ0 . ‖φ1‖Hs+1/2,b‖φ2‖Hs,b ,
‖φ1φ2‖Hs,b−1+ǫ0 . ‖φ1‖Hs+1/2,b−1/2‖φ2‖Hs,b ,
‖φ1φ2‖Hs,b−1+ǫ0 . ‖φ1‖Hs+1/2,b‖φ2‖Hs,b−1/2 ,
whereas for (3.17), it is enough to prove
(3.20)

‖φ1φ2‖H−s,−b+1/2 . ‖φ1‖Hs+1/2,b‖φ2‖H−s,1−b−ǫ0 ,
‖φ1φ2‖H−s,−b+1/2 . ‖φ1‖Hs,b‖φ2‖H−s+1/2,1−b−ǫ0 ,
‖φ1φ2‖H−s,−b . ‖φ1‖Hs+1/2,b−1/2‖φ2‖H−s,1−b−ǫ0 ,
‖φ1φ2‖H−s,−b . ‖φ1‖Hs,b−1/2‖φ2‖H−s+1/2,1−b−ǫ0 ,
‖φ1φ2‖H−s,−b . ‖φ1‖Hs+1/2,b‖φ2‖H−s,1/2−b−ǫ0 ,
‖φ1φ2‖H−s,−b . ‖φ1‖Hs,b‖φ2‖H−s+1/2,1/2−b−ǫ0 .
By duality, (3.19) is subsumed to (3.20); therefore, we are reduced to proving (3.20).
Quite conveniently, the necessary and sufficient conditions6 for such product estimates to hold
are already available in the work of d’Ancona, Foschi and Selberg [2]. We summarize the result that
we need in the following theorem.
Theorem 3.2 (d’Ancona, Foschi and Selberg [2]). Let s0, s1, s2, b0, b1, b2 ∈ R, and φ1, φ2 Schwartz
functions on R1+2. The product estimate
‖φ1φ2‖H−s0,−b0 ≤ C‖φ1‖Hs1,b1 ‖φ2‖Hs2,b2
6There are still some endpoint cases missing; see [2] for more detail.
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holds for some C > 0 if the following conditions are satisfied.
b0 + b1 + b2 > 1/2,
b0 + b1 + b2 ≥ max{b0, b1, b2},
s0 + s1 + s2 > 3/2− (b0 + b1 + b2),
s0 + s1 + s2 > 1−min{b0 + b1, b1 + b2, b2 + b0},
s0 + s1 + s2 > 1/2−min{b0, b1, b2},
s0 + s1 + s2 > 3/4,
(s0 + b0) + 2s1 + 2s2 > 1,
2s0 + (s1 + b1) + 2s2 > 1,
2s0 + 2s1 + (s2 + b2) > 1,
s0 + s1 + s2 ≥ max{s0, s1, s2},
b0 + s1 + s2 ≥ 0,
s0 + b1 + s2 ≥ 0,
s0 + s1 + b2 ≥ 0.
Using Theorem 3.2, it is not difficult to check that (3.20) holds provided that
(3.21)
1
2
< b < 1, s > max
{1
4
,
b
2
− 1
4
, 1− b, b
3
}
and ǫ0 > 0 is small enough.
Conclusion. Choosing s = 1/4 + ǫ and b = 3/4 − 2ǫ for an arbitrary ǫ satisfying 0 < ǫ ≪ 1, and
choosing ǫ0 small enough, one may verify that all of the conditions (3.15), (3.21) are satisfied. This
proves Theorem 1.1.
4. Chern-Simons-Higgs equations: Proof of Theorem 1.2
In this final section, we apply our techniques to the Chern-Simons-Higgs equations (CSH) in the
Lorenz gauge, which leads to an improvement over the low regularity local well-posedness result in
[18]. Before we begin, let us briefly indicate the new idea that is being added here. In [18], the
bottleneck for the restriction s > 3/8 (s denotes the regularity of Aµ, whereas φ has the regularity
s + 1/2) was the bilinear estimate7 for ǫµνλ
−1Im(∂νφ∂λφ). The idea is to simply use Lemma
2.1, instead of using the product rule for ∂ν , to deal with the equation Aµ = ǫµνλ∂
ν2Im(φDλφ).
Then the unfavorable operator |∇|−1 in the wave kernel is canceled (which had been the source of
trouble), leading to the improvement s > 1/4.
4.1. Set-up. Consider the system (CSH) under the Lorenz gauge condition ∂µAµ = 0, along with
an Hs initial data set (aµ, f, g). We will take κ = 1 for simplicity. In order to prove Theorem 1.2,
we will set up a Picard iteration, using the system
(4.1)
{
Aν = 2ǫµνλ∂
µIm(φDλφ),
( + 1)φ = 2iAµ∂µφ+A
µAµφ+ φ,
with the initial data
(4.2)

Aµ(0, x) = aµ(x), ∂tA0(0, x) = −∂ℓaℓ(x),
∂tAj(0, x) = ∂ja0(x) + 2ǫ0jkIm(f(∂
k − iak)f)(x),
φ(0, x) = f(x), ∂tφ(0, x) = g(x).
Indeed, (4.1) is easily derived from (CSH) by taking ∂µFµν and utilizing the Lorenz gauge condition,
as in the case of (CSD). Moreover, a (sufficiently smooth) solution to (4.1), where (aµ, f, g) satisfies
the constraint equation (1.4) and the initial data are given by (4.2), also solves the original (CSH)
7More precisely, the high × high → low interaction of ǫµνλ
−1Im(∂νφ∂λφ).
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system in the Lorenz gauge. Thus, to prove local well-posedness of the (CSH) under the Lorenz
gauge condition, it suffices to study (4.1).
Note that, as in [18], we have added φ to both sides of the wave equation for φ, thereby introducing
an artificial mass. This is to avoid the operator |∇|−1 in the half-wave decomposition (see (2.3),
(2.4)), which is cumbersome for low frequency.
As before, we will apply Lemma 2.1 to the equation for Aν . Moreover, applying (2.4) and
Duhamel’s formula for the equation for φ, we arrive at the following integral formulation of (4.1).
Aν,±(t, x) = A
hom
ν,± (t, x) −
∫ t
0
e±(−i)(t−s)|∇|Rµ±(ǫµνλIm(φD
λφ))(s, x) ds,
φ±(t, x) = φ
hom
± ± i
∫ t
0
e±(−i)(t−s)〈∇〉
2i〈∇〉 (2iA
µ∂µφ+A
µAµφ+ φ)(s, x) ds,
where Aν =
∑
±Aν,±, φ =
∑
± φ±. By (4.2), the homogeneous parts are given in terms of (aµ, f, g)
by 
Ahom0,± (t, x) =
1
2
e±(−i)t|∇|
(
a0 ± ∂
ℓ
i|∇|aℓ
)
(x),
Ahomj,± (t, x) =
1
2
e±(−i)t|∇|
(
aj ∓ ∂j
i|∇|a0
)
(x),
φhom± (t, x) =
1
2
e±(−i)t〈∇〉
(
f ± 1
i〈∇〉g
)
(x).
With these equations, we may now set up a Picard iteration scheme in the space
(Aν,+, Aν,−, φ+, φ−) ∈ Xs,b+ ×Xs,b− ×Xs+1/2,b+ ×Xs+1/2,b−
as in §3.1. Using Lemma 2.3, the homogeneous parts can be treated as before. By the same reduction
as sketched in §3.1, the convergence of the Picard iteration scheme (and thus Theorem 1.2 itself)
would be a consequence of the following global estimates on R1+2 for Schwartz inputs.
‖ǫµνλRν±(Im(φ1∂λφ2))‖Xs,b−1+ǫ0± .
∑
±1,±2
‖φ1,±1‖Xs+1/2,b±1 ‖φ2,±2‖Xs+1/2,b±2 ,(4.3)
‖ǫµνλRν±(Im(φ1Aλφ2))‖Xs,b−1+ǫ0± .
∑
±1,±2,±3
‖φ1,±1‖Xs+1/2,b±1 ‖φ2,±2‖Xs+1/2,b±2 ‖A±3‖Xs,b±3 ,(4.4)
‖φ‖
X
s−1/2,b−1+ǫ0
±
.
∑
±1
‖φ±1‖Xs+1/2,b± ,(4.5)
‖Aµ∂µφ‖Xs−1/2,b−1+ǫ0± .
∑
±1,±2
‖A±1‖Xs,b±1 ‖φ±2‖Xs+1/2,b±2 ,(4.6)
‖AµA′µφ‖Xs−1/2,b−1+ǫ0± .
∑
±1,±2,±3
‖A±1‖Xs,b±1 ‖A
′
±2‖Xs,b±2 ‖φ±3‖Xs+1/2,b±3 ,(4.7)
where we remind the reader that ‖A±‖Xs,b± is a shorthand for
∑
ν=0,1,2 ‖Aν,±‖Xs,b± .
4.2. Null structure of the Chern-Simons-Higgs equations in the Lorenz gauge. In this
subsection, we will reveal the null structure of the quadratic nonlinearities of (4.1), essentially as in
[18], but cast in the language of the present paper.
In order to imitate the arguments in §3.2, we will use the formula
(4.8) ∂µφ =
∑
±
(±i)R±,µ|∇|φ± −
∑
±
(±i)Eµφ±,
where the error operator Eµ is defined by E0 := 〈∇〉 − |∇|, Ej = 0. The error term (±i)Eµφ± arises
due to our introduction of the (artificial) mass to the wave equation for φ; however, observe that
for each µ = 0, 1, 2 and φ  0, we have
(4.9) 0  Eµφ  φ.
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This indicates that Eµ can essentially be ignored; i.e. the extra error terms should be of lower
order and thus benign.
Wave equation for Aν . Consider the estimate (4.3) for the quadratic nonlinearity of the wave equa-
tion for Aν . Decomposing φ1 into half-waves and applying the formula (4.8) to φ2, this estimate is
reduced to the following estimates, for all combination of signs (±0,±1,±2):
‖ǫµνλRν±0(Im(φ1,±1Rλ±2 |∇|φ2,±2))‖Xs,b−1+ǫ0±0 .‖φ1,±1‖Xs+1/2,b±1 ‖φ2,±2‖Xs+1/2,b±2 ,(4.10)
‖ǫµνλRν±0(Im(φ1,±1Eλφ2,±2))‖Xs,b−1+ǫ0±0 .‖φ1,±1‖Xs+1/2,b±1 ‖φ2,±2‖Xs+1/2,b±2 .(4.11)
By duality and self-adjointness of Rν±0 , (4.10) follows from
(4.12)
|
∫
ǫµνλIm(φ1,±1R
λ
±2φ2,±2)R
ν
±0φ0,±0 dtdx|
. ‖φ0,±0‖X−s,1−b+ǫ0±0 ‖φ1,±1‖Xs+1/2,b±1 ‖φ2,±2‖Xs−1/2,b±2
for all combinations of signs and Schwartz φ1,±1 , φ2,±2 , φ3,±3 . As in (3.11), the Qλν±2,±0 null form
between φ2, φ0 is evident.
Wave equation for φ. Decomposing Aµ into half-waves and applying the formula (4.8) to φ, (4.6)
is reduced to showing
‖Aµ±1R±2,µ|∇|φ±2‖Xs−1/2,b−1+ǫ0±0 .‖A±1‖Xs,b±1 ‖φ±2‖Xs+1/2,b±2 ,(4.13)
‖Aµ±1Eµφ±2‖Xs−1/2,b−1+ǫ0±0 .‖A±1‖Xs,b±1 ‖φ±2‖Xs+1/2,b±2(4.14)
for all combinations of signs (±0,±1,±2) and Schwartz Aν,±1 , φ±2 . Proceeding as in the last part
of §3.2, (4.13) follows once we prove the null form estimates
‖Q12±1,±2(B±1 , φ±2)‖Xs−1/2,b−1+ǫ0±0 .‖B±1‖Xs,b±1 ‖φ±2‖Xs−1/2,b±2 ,(4.15)
‖Q0±1,±2(A0,±1 , φ±2)‖Xs−1/2,b−1+ǫ0±0 .‖A0,±1‖Xs,b±1 ‖φ±2‖Xs−1/2,b±2(4.16)
for all combinations of signs (±0,±1,±2) and Schwartz inputs.
4.3. Proof of the global estimates. In this subsection, we will finally find conditions on (s, b)
required to establish (4.3)–(4.7).
Linear estimate. Let us establish the linear estimate (4.5). Given that
(4.17) 0 < b < 1,
and ǫ0 is small enough, we have for each sign ±
‖φ‖
X
s−1/2,b−1+ǫ0
±
≤ ‖〈∇〉s−1/2φ‖L2t,x ≤
∑
±1
‖φ±1‖Xs+1/2,b±1 .
Bilinear estimates. Here we shall prove (4.3), (4.6), which have been reduced in §4.2 to (4.11),
(4.12), (4.14), (4.15) and (4.16). As Xs,b± ⊂ Hs,b ⊂ Hs,−b ⊂ Xs,−b± for s ∈ R and b ≥ 0, it suffices to
establish the analogous estimates with Xs,b± replaced by H
s,b, provided that (4.17) holds and ǫ0 > 0
is sufficiently small.
Let us first get the estimates (4.11), (4.14) (which involve the error operator Eµ) out of the way.
As all the norms involved depend only on the size of the space-time Fourier transform, we may
throw away Rν±0 , Eµ; then it suffices to establish
(4.18)
{ ‖φ1φ2‖Hs,1−b . ‖φ1‖Hs+1/2,b‖φ2‖Hs+1/2,b ,
‖φ1φ2‖Hs−1/2,1−b . ‖φ1‖Hs,b‖φ2‖Hs+1/2,b
for Schwartz φ1, φ2. Assuming
(4.19) 1/2 < b < 1, s ≥ 0,
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and ǫ0 is sufficiently small, we can readily verify that (4.18) holds by Theorem 3.2.
Next, let us turn to the null form estimates (4.12), (4.15) and (4.16). Applying Lemma 2.6, we
see that all of these estimates would follow if we prove
‖B1±1,±2(φ1, φ2)‖Hs−1/2,b−1+ǫ0 . ‖φ1‖Hs,b‖φ2‖Hs−1/2,b ,(4.20)
‖B1±1,±2(φ1, φ2)‖H−s−1/2,−b . ‖φ1‖H−s,1−b+ǫ0 ‖φ2‖Hs−1/2,b(4.21)
for Schwartz φ1, φ2. By Lemma 3.1, to prove (4.20), it suffices to show
(4.22)

‖φ1φ2‖Hs−1/2,b−1/2+ǫ0 . ‖φ1‖Hs+1/2,b‖φ2‖Hs−1/2,b ,
‖φ1φ2‖Hs−1/2,b−1/2+ǫ0 . ‖φ1‖Hs,b‖φ2‖Hs,b ,
‖φ1φ2‖Hs−1/2,b−1+ǫ0 . ‖φ1‖Hs+1/2,b−1/2‖φ2‖Hs−1/2,b ,
‖φ1φ2‖Hs−1/2,b−1+ǫ0 . ‖φ1‖Hs,b−1/2‖φ2‖Hs,b ,
‖φ1φ2‖Hs−1/2,b−1+ǫ0 . ‖φ1‖Hs+1/2,b‖φ2‖Hs−1/2,b−1/2 ,
and for (4.21), it is enough to prove
(4.23)

‖φ1φ2‖H−s−1/2,−b+1/2 . ‖φ1‖H−s+1/2,1−b+ǫ0 ‖φ2‖Hs−1/2,b ,
‖φ1φ2‖H−s−1/2,−b+1/2 . ‖φ1‖H−s,1−b+ǫ0 ‖φ2‖Hs,b ,
‖φ1φ2‖H−s−1/2,−b . ‖φ1‖H−s+1/2,1/2−b+ǫ0 ‖φ2‖Hs−1/2,b ,
‖φ1φ2‖H−s−1/2,−b . ‖φ1‖H−s,1/2−b+ǫ0 ‖φ2‖Hs,b ,
‖φ1φ2‖H−s−1/2,−b . ‖φ1‖H−s+1/2,1−b+ǫ0 ‖φ2‖Hs−1/2,b−1/2 ,
‖φ1φ2‖H−s−1/2,−b . ‖φ1‖H−s,1−b+ǫ0 ‖φ2‖Hs,b−1/2 .
By Theorem 3.2, we can verify that (4.22) and (4.23) hold provided that
(4.24) 1/2 < b < 1, s > max
{1
4
, b− 1
2
, 1− b, b
3
}
,
and ǫ0 is sufficiently small.
Cubic estimates. In order to prove the cubic estimates (4.4) and (4.7), it is enough to show that
(again throwing away Rν±)
‖φ1φ2φ3‖Hs,b−1+ǫ0 . ‖φ1‖Hs+1/2,b‖φ2‖Hs+1/2,b‖φ3‖Hs,b ,(4.25)
‖φ1φ2φ3‖Hs−1/2,b−1+ǫ0 . ‖φ1‖Hs+1/2,b‖φ2‖Hs,b‖φ3‖Hs,b(4.26)
hold for Schwartz φ1, φ2, φ3. Assuming that (4.24) holds and ǫ0 is small enough, then by Theorem
3.2, we prove (4.25) and (4.26) as follows.
‖φ1φ2φ3‖Hs,b−1+ǫ0 . ‖φ1‖Hs+1/2,b‖φ2φ3‖Hs,0 . ‖φ1‖Hs+1/2,b‖φ2‖Hs+1/2,b‖φ3‖Hs,b ,
‖φ1φ2φ3‖Hs−1/2,b−1+ǫ0 . ‖φ1φ2‖Hs,0‖φ3‖Hs,b . ‖φ1‖Hs,b‖φ2‖Hs+1/2,b‖φ3‖Hs,b .
Conclusion. Observe that for s = 1/4 + ǫ and b = 3/4− 2ǫ for an arbitrary ǫ satisfying 0 < ǫ≪ 1,
and choosing ǫ0 small enough, the conditions (4.17), (4.19) and (4.24) are satisfied. This proves
Theorem 1.2.
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