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Eörs Szathmáry
Billions of years of evolution have
produced organisms of stunning
diversity. Some of these are
relatively simple, like the bacteria;
others show impressive
complexity. For two decades, I
have worked on a theoretical
reconstruction and understanding
of the major transitions that
generated the levels of biological
organisation that we see today.
Many in biology have an antipathy
to mathematics, but I simply
cannot live without it. A large part
of my research consists of making
models of intermediate stages of
organisation and the evolutionary
transitions between them.
Although theoretical biology is
avoided by many because of their
formulae phobia, it is not
necessarily mathematical, at least
not when important ideas and
concepts are conceived for the first
time. Darwin’s theory, as he
presented it, was not mathematical
(although later he commented that
his reluctance to embrace
mathematics was foolish, as
mathematically minded persons
seem to have an ‘extra sense’). But
neither was Faraday’s
conceptualisation of the
electromagnetic field: the
mathematical structure was built
later by Maxwell. Weismann was
often more rigorous than Darwin,
but still not mathematical. 
The Golden Age of theoretical
biology was the first half of the
twentieth century, when Fisher,
Haldane and Wright founded
population genetics and Lotka,
Volterra and Kostitzin started to
build up theoretical ecology. These
seeds have born many fruits since
then. Take evolutionary biology, for
example. A few decades after the
Golden Age, evolutionary biologists
started to tackle (ultimately with
considerable success) questions
where the Darwinian answer is far
from obvious. Why do we age?
Why are there sterile insect
castes? At first it does not seem to
make much sense to argue that
your death or sterility increases
your fitness. But evolutionary
theory can provide satisfactory
resolutions of these conundrums.
In some cases even the question
itself cannot be formulated well
enough without some modelling:
the problem of the evolutionary
maintenance of sex is a case in
point. Whole sub-disciplines, like
evolutionary game theory, have
been set up to meet such
challenges.
The problems become a lot
harder when we come to the large-
scale dynamics of evolution.
Imagine, say, a thousand Earth-like
planets with exactly the same initial
conditions of planetary
development. After one, two, three
billion years (and so on), how many
of them would still have living
creatures? And would they be like
the eukaryotes? We have simply no
knowledge about the time
evolution of this distribution, and
‘educated’ guesses differ widely.
Undoubtedly, the origin of life
remains a major challenge for at
least two disciplines: chemistry
and biology. The year 1953 was
remarkable, in that the world saw
the Miller experiments and the
Watson-Crick model of DNA:
neither was ‘theoretical’ in the
traditional sense of theoretical
biology. Miller, following the advice
of Nobelist Harold Urey, simulated
experimentally the primordial
circulation of water, assuming an
atmosphere of reducing gases. It
turned out that, in his ridiculously
simple system, several organic
molecules of biological importance
were created, including some
amino acids. 
Still, when contemplating life’s
origins, the gap between Miller’s
world and the DNA world is
discouragingly enormous. How do
you get from the primordial soup to
the genetic code? The snag is that,
in contemporary biological
systems, there is a division of
labour between nucleic acids and
proteins: the former store genetic
information and the latter exert
function. Genetic information is
expressed with the help of
proteins, which are encoded by
nucleic acids. We seemed to be at
an impasse: no genes without
proteins and no proteins without
genes — the classic ‘chicken and
egg’ problem. But it now seems
that the primordial soup may not
have been that important, and that
we may not need a genetic code
for early life. 
Speculations about enzymatic
RNA by Woese, Orgel and Crick in
the late sixties were largely ignored
until the discovery of ribozymes in
the early eighties. They suggested,
in essence, that RNA may have
been informatic as well as
enzymatic, avoiding the ‘chicken-
an-egg’ paradox. Had their
arguments been taken seriously,
the RNA world — functioning
without encoded proteins —
movement might have taken off a
lot sooner. It is rewarding to
mention two exceptions to this
neglect: Harold B. White and Tibor
Gánti. White argued that
coenzymes harbouring a
nucleotide moiety might be fossils
of an earlier metabolic stage. The
RNA world was present in Gánti’s
work in 1979, published in a
Hungarian journal (Biológia), in the
context of metabolising and
dividing theoretical units called
chemotons.
The chemoton is an abstract
model of a minimal biological
system comprising three sub-
systems: a metabolic cycle
producing the materials for all
three sub-systems at the expense
of nutrients; a replicating template;
and a boundary membrane. All
three systems are autocatalytic,
and the system as a whole can
also divide in space within a certain
parameter range.
Important advances often come
from appropriate abstraction and
idealisation, neglecting
unnecessary detail. This neglect
cannot, unfortunately, be
automated: science remains the art
of the soluble. When Galileo
experimented with a smooth ball
rolling down a smooth slope, he
had made a kind of minimal system
for analysing certain phenomena.
The properties of crystals result
from the organisation of their
constituents into elementary cells,
although one such cell by itself is
usually unstable. Examples like
these prompted Gánti to think
about the ‘smooth ball’ of biology.
This would have been impossible
without taking evolution into
account.
The simplest autonomous living
systems today are prokaryotes, the
results of billions of years of
evolution. There is just no way that
a prokaryote with its genetic code
could have self-assembled in the
primordial soup. There must have
been a long phase of evolution by
natural selection from the first
living entities to bacteria, as Gánti
recognized in 1971. But how can
one think of these earliest
systems? Chemoton theory offers
such a conceptual breakthrough.
The abstract systems are
characterized mathematically;
Gánti even had to invent cyclic
stoichiometry to deal with
chemical cycles in an
unambiguous manner. 
A conceptual framework of this
kind has many potential uses;
helping to understand the origin of
life is just one of them. Synthetic
biology is taking off in front of our
eyes: its main goal is to implement
a biomimetic, artificial and
evolvable chemistry. For example,
the EU has agreed to support an
integrated project with the self-
explanatory title ‘programmable
artificial cells’ (PACE). Gánti knew
in 1978 that chemoton theory
would be useful for such an effort.
Synthetic biology will no doubt
deliver technological benefits. But
its main intellectual ‘deliverable’
will be to show that we have
understood some basic biology;
just as the total synthesis of a
molecule proves that the chemist
knew what he was doing.
Theoretical biology goes well
beyond fitting curves and
crunching numbers. 
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The colour black is found
widely amongst the array of
others used in a variety of
biological species. In fact for
those that use colours for
sexual display or for other
reasons of attracting attention,
a black border or contrast
heightens the visual impact of
the coloured regions. The
appearance of blackness has
typically occurred as a feature
of surfaces of low reflectivity
and attributed to pigments
strongly able to absorb
incoming light of all
wavelengths. So traditional
studies of black coloration have
focussed on the pigments
involved. 
But new work suggests there
may be more to blackness in
animals than light-absorbing
pigments. In some butterflies, at
least, P. Vukusic and J. Sambles
at the University of Exeter and
C. Lawrence at DERA in
Farnborough, UK, report in the
latest edition of the Proceedings
of the Royal Society of London,
Series B (published online), that
the minute details of the
structure of the scales
displaying the black colour may
have additional light-absorbing
properties to enhance the black
effect. The researchers studied
individual scales from the wing
of a preserved male specimen
of the butterfly species Papilio
ulysses to test its light-
absorbing properties. This
butterfly displays two sorts of
black on its wings; one a matt
black, and the other a lustrous
black. They found that both
types of scales were able to
absorb between 90 and 95 per
cent of all normally incident light
at each wavelength tested. They
then tested them in a liquid
which eliminated any structural
involvement in light absorption
so that light reaching the scale
would only be subject to the
absorption within it, and not to
any interference, scattering or
diffraction effects associated
with the scale structure.
Under these conditions, the
researchers found that there
was a 40 per cent decrease in
the optical absorption of the
scale from the matt black part
of the wing but only 20 per cent
from the lustrous parts. 
The researchers show that the
detailed scale structure
differences between the two
types is responsible for the
difference in visible blackness
so that, in this case at least,
pigments are not the whole
story.
Blacker than black
Dark issues: A male of the species Papilio ulysses displays a structurally assisted
blackness to the iridescent blue of his wings. (Picture: Oxford Scientific Films.)
