Abstract-Spectral computed tomography (CT) has great potential in material identification and decomposition. To achieve high-quality material composition images and further suppress the x-ray beam hardening artifacts, we first propose a one-step material reconstruction model based on Taylor's first-order expansion. Then, we develop a basic material reconstruction method named material simultaneous algebraic reconstruction technique (MSART). Considering the local similarity of each material image, we incorporate a powerful block matching frame (BMF) into the material reconstruction (MR) model and generate a BMF based MR (BMFMR) method. Because the BMFMR model contains the L0-norm problem, we adopt a split-Bregman method for optimization. The numerical simulation and physical phantom experiment results validate the correctness of the material reconstruction algorithms and demonstrate that the BMF regularization outperforms the total variation and no-local mean regularizations.
energy can be distinguished by thresholding the amplitude of quanta, the transmitted perturbative photon flux can be synchronously recorded within some small energy windows [5] . Theoretically, the measured data of different small energy-windows can be utilized to reconstruct different attenuation maps for the same object [6] [7] [8] . Until now, the spectral CT scanners, which are equipped with PCDs whose energy windows are three or greater, have achieved great successes in contrast agent imaging and K-edge imaging [9] .
It is very common to use the energy information in the x-ray CT field [10] . For example, the DECT acquires two attenuation intensities using either two different x-ray spectra or two energy windows, and it reconstructs transmission intensity or material images using the collected datasets. Although only limited material component maps can be obtained from the DECT measurements [2] , the technique is still of great significance because many materials to be reconstructed only contain two physical processes, i.e., photoelectric effect and Compton scattering. As for the material decomposition of DECT, it usually adopts two or three basis materials [2] . Because the spectral CT utilizes multi-channel projection datasets, it can distinguish more basis materials [11] . The decomposition methods can be mainly divided into two categories: indirect and direct methods.
The indirect material decomposition methods can further be divided into image-based and projection-based methods [12] . For the image-based methods, an intermediate step is performed to reconstruct the channel images from projections [11, 13] . Then, the material decomposition operates on the energy-channel images to obtain the final material maps. For the projection-based methods, the multi-energy projections are first decomposed to the sinograms for basis materials. Then, a conventional FBP or BPF method [14, 15] is employed to reconstruct the material maps. As for the intermediate step of image-based methods, lots of iterative optimization techniques have been proposed [16] , such as channel-by-channel reconstruction [17] and joint spatial-spectral correlation reconstruction, tight frame sparsity [18] , patch-based low-rank model [1] , HighlY constrained backPRojection (HYPR) algorithm [19] , spectral prior image constraint compressed sensing (spectral PICCS) technique [20] , prior rank and sparsity model [21] , tensor dictionary learning (TDL) model [11] and its improved version (L0TDL) [13] , nonlocal lowrank and sparse matrix decomposition [22] , spatial-spectral cube matching frame (SSCMF) [23] , and non-local low-rank cube-based tensor factorization (NLCTF) [24] . Although the intensities of different energy channel images are different, they share the same structure of the scanned object. Thus, global low-rank, sparsity and tensor dictionary are efficient to characterize the structure similarity, leading to better reconstruction results. However, for the image domain T material decomposition, there are two major unavoidable limitations: (1) because the weighted energy-averaged projections are used to reconstruct channel images, it fails to elaborate the real nonlinear relationship between the polychromatic projections and basic materials, resulting in reduced accuracy of the material decomposition [25] ; (2) since the number of energy channels are often smaller than the material types for spectral CT, which means the reconstructed spectral channel images would be decomposed into a greater number of material categories, it may have no unique solutions for material decomposition [26] . For the projection domain material decomposition, the errors in the decomposed basis material sinograms will be magnified in the final material maps, causing serious artifacts. A direct material decomposition method, i.e., the one-step material reconstruction method [5, [26] [27] [28] , can directly reconstruct material maps from the multi-energy datasets. For such one-step material reconstruction methods, the energydependent material intensity and the proportion of basis material or their product can be linearly modeled [27] . There are two advantages. First, it can exactly describe the spectral imaging process to suppress x-ray beam hardening artifacts in the reconstructed images. Second, the optimization regularization penalty can be directly incorporated into the basis map reconstructions. However, the complexity of the energy spectral transmission model makes the decomposition process unstable, and the results are noticeably sensitive to noise. To improve the signal-to-noise rate (SNR) of reconstructed material maps, the regularizations were incorporated into the one-step material decomposition model, such as total variation (TV) [5] , nonlocal TV [26] , etc.
Because the image structure has self-similarity within a nonlocal region, a Block Matching 3D (BM3D) image model was proposed to characterize such self-similarity by grouping small similar image patches in a given search window [29] . The BM3D algorithm was first introduced for image denoising [30] . Due to its outstanding performance, it was later extended for image deblurring and inpainting [31] , etc. Regarding image reconstruction, the BM3D was mainly considered as a post-processing procedure [32] . Recently, the BM3D frame was introduced to the MRI image reconstruction field as a powerful regularizer [33] .
In this paper, we focus on direct material reconstruction and propose a new one-step material simultaneous algebraic algebraic reconstruction technique (MSART) based on the first-order Taylor's expansion for spectral CT. Noting that the same material maps within nonlocal windows may share similar structures, we can improve the accuracy of material reconstruction by considering the structural similarities of material maps. Thus, to incorporate the similarity of material component maps and improve the robustness of the proposed material reconstruction model, the 3D block matching frame [31] is employed as a regularizer for material reconstruction, leading to a Block Matching Frame Material Reconstruction (BMFMR) method. The contributions of this study are threefold. First, to implement material reconstruction with the onestep procedure, we propose a direct material reconstruction model and develop the MSART based on Taylor's expansion. Second, to obtain better reconstruction results and improve the anti-noising ability of MSART, we incorporate the BMF regularizer into the MSART model and generate the BMFMR algorithm. Third, to deal with the L0-norm optimization problem in the BMFMR model, we adopt the split-Bregman method. The advantages of BMFMR method are mainly demonstrated in the following three aspects: i) directly obtaining the proportion of each basis material with a one step procedure; ii) having a strong robustness and reducing image artifacts; iii) outperforming TV and non-local mean based material reconstruction methods in terms of image edge information preservation.
The rest of this paper is organized as follows. In section II, we present the model and solution of MSART for spectral CT. In section III, we briefly review the BM3D frame, establish the BMFMR model and adopt the split-Bregman to optimize our objective function. The algorithms and implementation details for comparison are also presented. In section IV, numerical simulations and physical phantom experiments are performed to evaluate the proposed algorithms. In section V, we discuss some related issues and make a conclusion.
II. MATERIAL MAP RECONSTRUCTION FOR SPECTRAL CT
Let us consider a basic spectral imaging model. The photon number of an x-ray path ℓ from the th energy window measured by a detector cell can be expressed as
(1)
Here ∫ dE integrates over the range of th energy channel and ∫ ∈ℓ indicates integral over the x-ray path ℓ . In this work, we assume the imaging object only contains N materials, ( , ) denotes the th material linear attenuation coefficient for energy E at position , and ∑ ( , )
=1
corresponds to the summation of material attenuation at position . ℓ ( ) represents the original x-ray photon intensity emitting from the x-ray source for energy .
To simplify Eq. (1), we can separate the summation of x-ray attenuation coefficient ∑ ( , )
with a low-dimensional expansion. Here, we consider the basis material expansion
where ( ) is the mass-attenuation coefficient of the th material at energy which can be determined by searching the tables in the national institute of standards and technology (NIST) report [34] , and ρ ( ) is the fraction of the th material component at location . In this work, we will focus on reconstructing ρ ( ) which is referred to as material component maps. We denote the original x-ray photon flux as ℓ (0) which can be expressed as
Substituting Eqs. (2) and (3) into Eq. (1), we have
where ℓ = ℓ / ℓ (0) , and ℓ ( ) represents the normalized energy spectrum distribution of x-ray intensity and detector sensitivity
. Considering the orders of integral and summation in the exponential function in Eq. (4) are exchangeable, there will be
Proceeding with a multi-energy CT model, we discretize Eq. (5) over the energy spectrum
where ℓ = ℓ# = ∫ ( ) ∈ℓ , is the vectorization of the reconstructed ℎ material map, presents projection matrix in × with = 1 × 2 , 1 and 2 represent width and height of the material maps, is the number of total x-ray paths, and ℓ# presents the ℓ ℎ row of . Then, we perform a logarithm operation on both sides of Eq. (6) and obtain
Because the summation locates inside of the logarithm operation, it is difficult to solve this problem. Inspired by the E-ART reconstruction algorithm for dual-energy CT [27] , we unfold the right hand of Eq. (7) with the first-order of Taylor's expansion at the current point ℓ
where ( ℓ − ℓ ( ) ) presents Taylor's 2 nd order infinitesimal and indicates the current iteration step. Thus, Eq. (8) can be simplified as
Now, considering all energy channels, the vector form of Eq. (9a) can be expressed as
. (10) Eq. (10) is equivalent to
where ℓ ( ) ( = 1, … , ) is a constant. To provide a better estimation for ℓ from the measurement ℓ based on Eq. (8), we need to minimize the error term which is equivalent to the right side of Eq. (11). That is,
} , (12) where #ℓ is ℓ th column of
and represents the measured projection data over the full energy spectrum for the ℓ th x-ray path,
Substituting ℓ = ℓ# into Eq. (12), we have
, and ( ) represents the material component maps at the th iteration. Eq. (13) can be directly used to reconstruct material maps, and it can be considered as a material reconstruction model. To solve the optimization problem of Eq. (13), we employ the constraint = ( ) ,
Eq. (14) is a constrained optimization problem, and it can be converted into an unconstrained one
where > 0 is a constant to balance the two terms. Eq. (15) is equal to solving the following two sub-problems:
The goal of Eq. (16a) is to decompose the measured projection dataset to all material components, which can be considered as a projection decomposition model. To solve Eq. (16a), let us denote
According to the Theorem 1 in the Appendix A.1, Y( ) can be minimized in the following iterative format
, (18) where 1 and are constant parameters, and is an identity transform. Particularly, #ℓ ( +1) can be updated as
Now, we consider Eq. (16b), which is equivalent to
Eq. (20) can be viewed as a material map reconstruction model. Note that Eq. (20) is a convex quadratic optimization, it can be solved by the steepest descent method
Where 2 is a relaxation factor in (0,2). If the projections are sufficient, we can also employ the classical analytic reconstruction methods to directly solve Eq. (20) . From Eqs. (19) and (21), we can observe that the proposed material reconstruction algorithm can be divided into projection data decomposition and map reconstruction procedures. Because this algorithm can directly reconstruct the material maps instead of decomposing the reconstructed spectral image, we name it material simultaneous algebraic reconstruction technique (MSART). The major steps of the proposed MSART can be summarized as the following Algorithm I. 
III. BLOCK MATCHING FRAME MATERIAL RECONSTRUCTION (BMFMR) METHOD

A. Block Matching Filtering Frame
The BM3D was proposed in [30] as a nonlocal image denoising tool based on adaptive high-order groupwise models. For better understanding of the BM3D model, we first review the BM3D flowchart, which can be divided into three steps: i) Grouping by Matching. Similar small blocks in a given image window are collected to form a group. These Blocks in each group are stacked together to build 3D data arrays. ii) Collaborative hard-threshold filtering. The noise in 3D data arrays are suppressed by a hard-threshold filtering on the groupwise spectrum coefficients in a transform domain. The invertible transform is performed on spectral coefficients to estimate all the grouped blocks, and then the estimated blocks are re-arranged into the original image positions. iii) Aggregation. The final image is obtained by weighting all blockwise estimations. The theorem of BM3D frame based matrix representation was introduced in [31] . Assuming there is a vectorized image ∈ , the analysis equation for the BM3D image model can be formulated as = ( ). (22) Here, ∈ is the 3D groupwise spectrum to store the 3D transform domain coefficients for each group extracted from the image. ∈ × ( ≫ ) represents a frame, which transforms the image into groupwise spectrum space and provides an explicit expression of the BM3D analysis operation. The inverse transform matrix, which converts the groupwise spectrum coefficients into the image space, can be considered as another transform frame. Moreover, it can be implemented by a frame ∈ × and thus the original signal can be recovered by = ( ).
(23) The product should be B×B . Both and mean operating the particular 3D transform on each extracted group. The 3D transform form can be chosen such that it can be divided into a pair of 2D-intrablock and 1D-interblock subtransforms. These separable transforms can not only efficiently exploit the data structure of the 3D patch-based groups, but also greatly reduce the computational complexity compared to a non-separable transform. For more details, refer to [31] .
B. Algorithm model
Although the BM3D frame was originally proposed for image denoising and deblurring [31] , it has been widely applied for other applications. For example, the BM3D was introduced to MRI reconstruction and obtained satisfied results compared with other competing methods [33] . Considering the similarity of nonlocal structures from each material component map, we introduce the BM3D frame into the MSART model to enhance the anti-noising ability, leading to the BMFMR algorithm. Based on Eq. (13), the BMFMR can be modeled as
where ‖•‖ p represents the p-norm (0 ≤ p ≤ 1), represents the regularization vector and represents the regularization parameter of ℎ material reconstruction. In this work, we only consider the case p = 0, and is selected as a constant vector. The solution of Eq. (24) can be obtained by adopting a similar procedure of Eq. (13) except for the material map reconstruction step. That is, Eq. (24) can be converted into two sub-problems
where = / and can be expressed as / . Eq. (25a) is exactly the same as Eq. (16a), which has been solved in the previous section. Eq. (25b) contains the L0-norm of 3D transform domain coefficients and it is an NP hard problem. Here, we introduce an auxiliary matrix ∈ 1 × 2 , which is a cell of the 3 rd tensor . Then, Eq. (25b) can be read as
Now, Eq. (27) is a linear optimization problem with equality constraints. This can be further converted into an unconstrained linear optimization problem:
Here, ∈ 1 × 2 represents a cell of the 3 rd error-feedback tensor , and is the coupling parameter of th material component between the data fidelity and difference terms. Because Eq. (28) contains three variable matrixes, it can be further divided into three steps using an alternating iterative strategy:
Because Eqs. (29a) and (29c) are convex quadratic optimization problems, their solution can be given by Eqs. (30) and (31),
Eq. (29b) is to update with respect to fixed ( +1) and ( ) , which can be treated as a denoising problem with an attenuation operation over the frame . Because Eq. (29b) contains the L0-norm of 3D transform domain coefficients, a hard thresholding method is employed. Thus, the update of can be given as
where the operator ⌊•⌋ denotes the hard thresholding operation, which can be calculated as follow [35] ⌊ (
In fact, Eq. (33) can be simply treated as the BM3D denoising algorithm formulated by the frame notations [31] . For the proposed BMFMR technique, we utilize the shrinkage method Eq. (32) as an approximate solution for (29b).
C. Algorithm comparison
To demonstrate the advantages of BMF regularization term in image reconstruction, the total variation (TV) and non-local mean (NLM) regularizations are introduced into the model Eq. (13) . As a result, we formulate TV based and NLM based material reconstruction methods, named as TVMR and NLMMR. The mathematic model of TVMR can be written as
where is an element of vector and it represents the regularization parameter of the th material reconstruction. To solve Eq. (34), we adopt the same procedure of BMFMR except for the material map reconstruction step. For the material map reconstruction, a similar strategy reported in [36] is employed.
D. Algorithm implementation details
The BMFMR method can be divided into two main procedures: projection decomposition and image reconstruction. Because the projection decomposition steps in BMFMR, NLMMR and TVMR are the same as the MSART method, we only summarized the material image reconstruction steps. The workflow of the BMFMR algorithm is summarized as Algorithm II. First, the projection data from different energy channels are decomposed into different material projection datasets. Then, each material map can be obtained from the corresponding material projection. Because different material components have different levels of noise, parameters should be optimized and selected to reconstruct different materials. The steps 11-16 are to reconstruct the material maps one by one. Regarding the update of step 12, the projection matrix is too large to calculate directly. Thus, it is necessary to divide it into two substeps: These hard thresholding steps can be implemented by using a highly available online optimized BM3D denoising toolbox [29] . However, we only employ the 3D transform shrinkage step and avoid the wiener collaborative step in the BM3D denoising filtering. To accurately generate the two frames and for the th material reconstruction, the noise level is estimated from the current map. Because different material images correspond to different noise levels, different thresholds can effectively improve the denoising ability for Algorithm II. In our all experiments, except the hard thresholding coefficient column vector , other parameters are the same as the openly available BM3D denoising toolbox. 
IV. EXPERIMENTS AND RESULTS
In this study, we first perform extensive numerical simulations to validate the correctness of our theory and the proposed algorithms. Then, physical phantom experiments are carried out to demonstrate their applications. The advantages of BMFMR method in terms of material map reconstruction are shown by comparing with the MSART, TVMR and NLMMR methods. To quantitatively evaluate the performance of all material reconstruction methods, the root means square error (RMSE), peak-signal-to-noise ratio (PSNR) and structural similarity (SSIM) are calculated.
A. Numerical Simulations A.1). Experiment preparation
A realistic mouse thorax phantom, containing three basic material: bone, soft tissue and iodine (Fig. 1) , is utilized in this study. As shown in Fig. 1, 1 .2% iodine is introduced as a contrast agent. A polychromatic 50KVp x-ray source is employed. Fig. 2(a) illustrates the corresponding normalized x-ray spectrum for this study. 341 uniform samples (from 16 KeV to 50 KeV) are extracted and divided into eight different energy channels: [16, 22) keV, [22, 25) keV, [25, 28) keV, [28, 31) keV, [31, 34) keV, [34, 37) keV, [37, 41) keV, [41, 50) keV. To evaluate the proposed algorithms, the attenuation curves of basic materials are given in Fig. 2(b) . From Fig. 2(b) , we can observe that there is only one k-edge among the material attenuation curves around 33.7 KeV for iodine. As for the scan geometry, the distances from source to PCD and rotation center are 180mm and 132mm, respectively. The PCD contains 512 detector cells, each of which covers a length of 0.1mm. 640 projections are uniformly collected over a full scan. To simulate Poisson noise, the photon numbers of each x-ray path are set as 10 5 . The higher the photon number is, the lower the noise level is. The noisy projection datasets in Radon space are obtained by a post-logarithmic operation on the received photon numbers. All the reconstructed material component images are 512×512 matrixes, and each pixel covers an area of 0.075×0.075 mm 2 . All the iterative algorithms are stopped after 40 iterations. The parameter selection is a challenging problem for iterative image reconstruction algorithms. In this study, both 1 and 2 are relaxation factors and they are set as 0.2. The Lagrangian multiplier is fixed as 0.002 in all the algorithms. To make it clear for the parameter selection of all the algorithms, other parameters are summarized in table 1. Fig. 3 shows three basis material reconstructions. From Fig.  3 , on one hand, we can observe that the proposed algorithms can reconstruct material maps directly from projection datasets, validating the correctness of our theoretical results. On the other hand, the BMFMR method obtains the best image quality compared with the MSART, TVMR and NLMMR algorithms. Because we decompose the projections into different material components, the noise levels can be easily magnified, resulting in magnified artifacts in the reconstructed material maps. Fortunately, these artifacts can be effectively reduced by certain prior regularization information, such as TV, NLM or BMF. However, the images are blocky and some edge information is lost in the results of TV regularization. As for the NLMMR results, the bony edge indicated by arrows in the 3 rd row of Fig. 3 are blurry. Interestingly, the BMFMR algorithm can well preserve the edge information and recover clear structures, which can be observed by the magnified regions of bone and water materials in Fig. 3 . Regarding the color rendering images, the magnified regions marked with "C" further confirm the outstanding performance of the BMFMR method in terms of image edge preservation. To further demonstrate the advantages of the BMFMR method in material decomposition, in Fig. 4 we show the reconstructed difference images with respect to the ground truths. From Fig. 4 , one can see the MSART reconstructions are strongly affected by noise. The TVMR reduces the artifacts, but the profiles of iodine are clearer. Compared with the NLMMR, the results from BMFMR are closer to the ground truths, and it is more obvious in the bone and iodine maps. To quantitatively evaluate the accuracy of material reconstruction of all algorithms, we compute the RMSE, SSIM and PSNR as listed in table 2. One can see that the BMFMR method has the smallest RMSEs in all material reconstruction (bone, water and iodine) for different photon numbers, followed by the NLMMR method which has smaller RMSEs than the MSART algorithm. For the index of SSIM, which usually measures the similarity between two images, the material component maps from the BMFMR almost always have higher similarity with respect to the ground truths. Regarding the PSNR, the proposed BMFMR algorithm can obtain higher values. All of these quantitative results further confirm the advantages of our proposed BMFMR algorithm. 
A.2). Reconstruction results a). Material reconstruction
b). Parameters analysis
The parameters of BMFMR mainly include a pair of relaxation factors ( 1 , 2 ), two regularization factors ( , ) and one hard-threshold vector and the noise estimation vector . Regarding the relaxation pair ( 1 , 2 ), both of them are set as 0.2 in this study [36] . is to balance the data fidelity and regularization terms, and it depends on the material composition. Similarly, is also to balance the data fidelity and regularization terms. Regarding the hardthreshold vector , it can be determined by the noise level of the corresponding material component. In this study, is fixed as a constant and is set as a constant vector. To investigate the performance of the BMFMR algorithm with respect to different parameters, we quantitatively analyze the image quality of water with full-scan in the case of 10 5 photons by relaxing one or two free parameters and fixing others. In this part, all algorithms are stopped after 40 iterations, and the RMSE and PSNR are computed for analysis.
Regularization parameters ( , ): As aforementioned, is set as a constant vector. Fig. 5(a) shows the quantitative results with respect to different constants for . We can see that an appropriate value of 2 (i.e., 2 =0.6) can obtain satisfied quantitative results. Regarding the parameter , it is to balance the decomposed projection and image reconstruction terms. . Therefore, after balancing these two factors, we fix a value of 0.002 in our experiments. Hard-threshold 2 ; The value of 2 is employed to suppress noise by removing small coefficients in the 3D transform domain. On one hand, a great value of 2 will increase the anti-noising capability and smear the details in the reconstructed images. On the other hand, a small value of 2 will decrease the anti-noising capability and keep more details. Therefore, the optimal value of 2 should match the noise level. Fig. 6(a) shows the RMSE curves with respect to different 2 . For this case, the optimal 2 is around 0.01. 2 : In this study, we investigate the effects of different estimated noise level on the image quality. Fig. 6(b) are the RMSE curves of water with respect to the iteration number for different 2 values. Note that we only analyze one parameter one time and fix other parameters. From Fig. 6(b) , one can see that better results can be obtained when 2 is around 25. Here, 2 is set as 35.
Estimated noise level
A.3). Convergence analysis
To investigate the convergences of the proposed algorithms, the convergence curves in terms of RMSEs of water vs. iteration number are given in Fig. 7 . One can see that all the optimized BMFMR can converge to a stable solution with a given RMSE. In fact, for the BMFMR material reconstruction methods, the RMSE decreases rapidly at first, and then it is subsequently stable after 15 iterations. More rigid theoretical analysis is provided in Appendix A.2. 
A.4). Computational cost
As far as the computational cost is concerned, the proposed algorithms mainly divide into three subroutines: the multienergy projection dataset decomposition, back-projection reconstruction and regularization. The whole computational cost depends on the number of materials. The higher the number of the materials is, the larger the time consumption is. Regarding the regularization term BMF, the computational cost depends on a series of parameter settings such as the patch size, search neighborhood size, the patch sliding step, etc. In this study, all the algorithms are programmed by Matlab (version 2017b) on a PC (i7-6700, 32.0 GB memory). Here, the multi-energy projection dataset decomposition and backprojection reconstruction steps consume 77.56 and 23.90 seconds, respectively. For the TV, NLM and BMF regularization terms, they cost 0.95, 379.27 and 13.5 seconds, respectively. Obviously, the NLM regularization term requires more time than the TV and BMF regularizations.
B. Physical Phantom Experiments
A physical phantom containing three basis materials (i.e., water, iodine and aluminum) is scanned by an experimental spectral CT system in Capital Normal University (CNU). As shown in Fig. 8 , the spectral CT system includes a microfocus x-ray source (YXLON, 225Kv) and a flat-panel PCD (Xcounter, XC-Hydra FX20). Here, the PCD consists of 2048 detector cells and each of them covers 0.1 mm. To reduce noise, every 4 cells are combined to a form a low resolution detector with 512 cells. Because the PCD only has two energy channels, the projections containing 4 different energy bins with 360 views are obtained by scanning the phantom multiple times and the voltage settings of the x-ray source is 137kV.
The distances starting from the x-ray source to object center and the PCD are 182.68 mm and 440.50 mm, respectively. Thus, the radius of FOV is 41.3 mm. In this study, the size of each reconstructed material image is 512×512 and each pixel covers an area of 0.162×0.162 mm The x-ray energy spectrum plays an important role in our proposed methods and the error between the estimated and ground truth may compromise the material reconstruction results. In this study, the spectrum is estimated by manually adjusting the threshold with a small step and appropriate postprocessing techniques (see Fig. 9 ). From Fig. 9 , the x-ray spectrum starting from 13KeV to 137KeV is divided into 4 energy channels, i.e., [13, 25] , (25, 33] , (33, 48] , (48, 137] . Note that the accuracy of spectrum distribution can directly affect the accuracy of the final reconstructed results. Again, the closer the estimated spectrum to the truth is, the higher the accuracy of reconstructed materials is. Fig. 10 shows the reconstructed three basis materials. From Fig. 10 , it can be seen that some of the aluminum is wrongly classified as water. Compared with the results of MSART, TVMR and NLMMR, the BMFMR may obtain the best visual evaluation. To validate this conclusion, the ROIs 1 and 2 are further extracted to compute the index of RMSE. Here, note that the ground truth of ROIs 1 and 2 are 1 and 0 in theoretic. The quantitative evaluation results are listed in table 3. From table 3, the BMFMR can always obtain the smallest RMSE value. The RMSE values for ROI 2 are large. This is because the energy spectrum used in this study is not accurate and then it compromises the final material reconstruction results. On the other hand, there is x-ray beam hardening in this case. Similarly, due to the inaccuracy of energy spectrum, 1.5% and 1.0% iodine concentrations can be observed in all methods, but 0.5% iodine concentration is difficult to see in all reconstructed results. 
V. CONCLUSIONS AND DISCUSSIONS
To reconstruct basis material images directly from the spectral CT projection datasets, we first propose an MSART algorithm. Compared with the E-ART method for DECT [27] , the innovations of MSART are demonstrated in the following three ways. First, the MSART method is proposed by considering the spectral CT imaging model and Taylor's firstorder expansion rather than the basic idea of ART. Second, the E-ART ignores the implicate relationship between projection decomposition and image reconstruction. The MSART method elaborates this relationship by introducing image constraint = ( ) in Eq. (14) . Third, the MSART model is strictly deduced by minimizing a higher-order Taylor expansion rather than by a simple analysis for E-ART, which can refer to Eqs. (8)- (12) and Theorem 1 in the Appendix A.1. Next, we incorporate the TV, NLM and BMF regularizations into the MSART model to generate the TVMR, NLMMR and BMFMR algorithms. This can help to improve the robustness of the MSART method and preserve the material image edge information. Both numerical simulation and physical phantom experiment results demonstrate that the reconstructed material images by the BMFMR method have less noise and higher accuracy compared with those reconstructed by the MSART, TVMR and NLMMR methods.
Since the accuracy of the energy spectrum can compromise the accuracy of the final material reconstructions, estimation of the energy spectrum is the largest limitation of the proposed methods in practical applications. To further analyze the effects of the energy spectrum on the final results, a numerical phantom, which is similar to the physical phantom shown in Fig. (8b) , is employed. Fig. 11 shows the MSART reconstruction results in the cases of accurate and inaccurate energy spectra. From Fig. 11 , it can be seen that the MSART can exactly reconstruct three basis materials with accurate spectrum distribution. While for the inaccurate spectrum, most pixels of the aluminum are wrongly classified as water and the pixels of iodine are also difficult to observe. How to improve the accuracy of the estimated spectrum is a key in our followup work. Because the material reconstruction methods consider each x-ray path independently, they can suppress beam-hardening artifacts in the reconstructed material images [5] . However, the noise levels will be magnified by decomposing the average projection dataset into independent basis material contributions. Although exciting results have been achieved by incorporating the TV, NLM and BMF regularizations into the MSART model, there is still some room for improvement. For example, the quality of the reconstructed material images by the BMFMR method is still poor in the case of 10 5 photons per x-ray path although it is much better than that obtained by the TVMR and NLMMR methods. To further improve the accuracy of material reconstruction, in the future we will consider more constraints to optimize the solution. In our study, the parameters are selected empirically based on extensive experiments. A comprehensive evaluation to further optimize the parameters in the BMFMR method (e.g. regularization and BMF hard-thresholding parameters) is listed in our follow-up work. We will also try some automatic schemes for parameter optimization.
In conclusion, based on Taylor's first order expansion theory, we first propose an original one-step material reconstruction algorithm MSART for spectral CT. An optimized BMFMR method is further developed to well preserve image edges and improve the robustness of MSART. This will be extremely useful for basis material reconstruction for spectral CT application.
