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THE GENERALIZED LINEAR PERIODS
HENGFEI LU
Abstract. Let F be a non-archimedean local field of characteristic zero. We study the linear period problem
for the pair (G,Hp,p+1) = (GL2p+1(F ),GLp(F ) × GLp+1(F )) and we prove that any bi-Hp,p+1-invariant
generalized function on G is invariant under the matrix transpose. We also show that any P∩Hp,p+1-invariant
linear functional on an Hp,p+1-distinguished irreducible smooth representation of G is also Hp,p+1-invariant,
where P is a standard mirabolic subgroup of G with last row vector (0, · · · , 0, 1).
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1. Introduction
Let F be a nonarchimedean local field of characteristic zero. Let p, q, n be positive integers and n = p+ q.
Let θp,q be the involution defined on GLn(F ) given by
θp,q(g) = ωp,q · g · ωp,q
for g ∈ GLn(F ) where ωp,q =
(
1p
−1q
)
and 1p (resp. 1q) is the identity matrix in the p × p (resp.
q × q) matrix space Matp,p(F ) (resp. Matq,q(F )). Let Hp,q be the fixed points of θp,q in GLn(F ). Then
Hp,q ∼= GLp(F )×GLq(F ). It is well known that the pair (GLn(F ),GLp(F )×GLq(F )) satisfies the Gelfand-
Kazhdan criterion [AG09, §7] with respect to the inverse map; see [JR96] or [AG09, Theorem 7.1.3]. It implies
that dimHomHp,q (π,C) ≤ 1 for all irreducible admissible smooth representation π of GLn(F ). Jacquet-Rallis
[JR96] proved that if dimHomHp,q (π,C) = 1, then π
∼= π∨ where π∨ denotes the representation of GLn(F )
contragredient to π. When p = q, it is closely related to the Shalika period problems (see [CS20]).
From now on, we assume that q = p+1 throughout this paper, unless otherwise specified. The main result
in this paper is the following:
Theorem 1.1. Suppose that n = 2p+1. Let f be a generalized function on GLn(F ). If for every h ∈ Hp,p+1,
f(hx) = f(xh) = f(x)
for x ∈ GLn(F ), as generalized functions on GLn(F ), then
f(x) = f(xt).
2010 Mathematics Subject Classification. 22E50.
Key words and phrases. distinction problems, invariant generalized functions, Weil representation.
1
2 HENGFEI LU
Here and as usual, a superscript ”t” indicates the transpose of a matrix. Then the pair (GL2p+1(F ),GLp(F )×
GLp+1(F )) satisfies the Gelfand-Kazhdan criterion (see [AG09, §7]) with respect to the matrix transpose,
which implies that
dimHomGLp(F )×GLp+1(F )(π,C) ≤ 1
for any irreducible smooth representation π of GL2p+1(F ) (see [AG09, Theorem 8.1.5]). The analogue for
the pair (GL2p(F ),GLp(F ) × GLp(F )) has been proved by Chen-Sun in [CS20]. We will use a similar idea
appearing in [CS20] to prove Theorem 1.1.
Define Ip,p+1 :=Matp,p+1(F )⊕Matp+1,p(F ) and Np,p+1 := {(x, y) ∈ Ip,p+1|(xy)p = 0}. By linearization,
Theorem 1.1 is reduced to the following theorem.
Theorem 1.2. Let f be a generalized function on Ip,p+1 supported on the nilpotent cone Np,p+1 such that
for h =
(
a
b
)
∈ Hp,p+1,
f(axb−1, bya−1) = f(x, y)
holds for any (x, y) ∈ Ip,p+1. Then f(x, y) = f(yt, xt).
There is a brief introduction to the proof of Theorem 1.2. We will regard the n-dimensional vector space as
a graded sl2(F )-module. Chen-Sun [CS20] used the graded modules and Fourier transform to prove that there
does not exist any Hp,p-invariant generalized function f on Matp,p(F )×Matp,p(F ) such that both f and its
Fourier transform F(f) are supported on the nilpotent cone of Matp,p(F )×Matp,p(F ). However, there may
exist Hp,p+1-invariant generalized functions f0 on Ip,p+1 such that both f0 and its Fourier transform F(f0)
are supported on the orbit Hp,p+1e, where e
2p+1 = 0. There is a key observation due to Dmitry Gourevitch
that et ∈ Hp,p+1e and so if f0 ∈ C (Np,p+1)H˜p,p+1,χ (see Theorem 3.1) then f0 = 0. Therefore,
C (Np,p+1)
H˜p,p+1,χ = 0
i.e. Theorem 1.2 holds. (All the techniques in this paper work for the pair (GL2p+1(F ),GLp+1(F )×GLp(F ))
as well. But they do not work for the pair (GL2p+2(F ),GLp(F )×GLp+2(F )) because Proposition 3.10 fails;
see Remark 3.11.) In fact, we will prove a stronger result that any Hp,p-invaraint generalized function on
Ip,p+1 is also invariant under transposition, where Hp,p is a proper subgroup of Hp,p+1. (See the proof of
Theorem 6.3.)
In a similar way, we can prove the following.
Theorem 1.3. Let f be a generalized function on GLn(F ). If for every h ∈ H1,n−1,
f(hx) = f(xh) = f(x)
for x ∈ GLn(F ), as generalized functions on GLn(F ), then
f(x) = f(xt).
Remark 1.4. In [AGS08], Aizenbud-Gourevitch-Sayag use a different method to show that any bi-GLn−1(F )-
invariant generalized function on GLn(F ) is invariant with repect to transposition for any local field F , which
is much stronger than the statement here that any bi-Hn−1,1-invariant generalized function on GLn(F ) is
invariant under transposition. Here GLn−1(F ) is regarded as a proper subgroup of Hn−1,1. Inspired by their
results [AGS08], we have Theorem 6.3.
Finally, we give one application to the vanishing of certain distributions which are equivariant under
transposition, i.e. if f t = −f for some generalized functions which are invariant under a group action, then f
is zero. More precisely, we have shown that any Hp,p-invariant generalized function on Ip,p+1 is also invariant
under transposition, which implies any P ∩ Hp,p+1-invariant linear functional on an Hp,p+1-distinguished
irreducible smooth representation of GL2p+1(F ) is also Hp,p+1-invariant, where P is a standard mirabolic
subgroup of GL2p+1(F ). (See Theorem 6.3.)
The paper is organized as follows. In §2, we introduce some notation about the algebraic geometry. Then
we will use Chen-Sun’s method to prove Theorem 1.2 in §3. The proof of Theorem 1.1 will be given in §4. We
shall prove Theorem 1.3 in §5. The last section studies the role of the mirabolic subgroup on the spherical
variety GLn(F )/GLp(F )×GLn−p(F ) following Maxim Gurevich in [Gur17].
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2. Preliminaries and notation
Let X be an ℓ-space (i.e. locally compact totally disconnected topological spaces). Let C (X) denotes the
generalized functions on X . Let a reductive group G(F ) act on an affine variety X . Let x ∈ X such that its
orbit G(F )x is closed in X . We denote the normal bundle by NXG(F )x,x. Let
Gx := {g ∈ G(F )|gx = x}
be the stalizer subgroup of x.
Theorem 2.1. [AG09, Theorem 3.1.1] Let G(F ) act on a smooth affine variety X. Let χ be a character of
G(F ). Suppose that for any closed orbit Gx in X, we have
C (NXG(F )x,x)
Gx,χ = 0.
Then
C (X)G(F ),χ = 0.
If V is a finite dimensional representation of G(F ), then we denote the nilpotent cone in V by
Γ(V ) := {x ∈ V |G(F )x ∋ 0}.
Let QG(V ) := V/V
G and RG(V ) := Q(V ) \ Γ(V ). There is a stronger version of Theorem 2.1.
Theorem 2.2. Let X be a smooth affine variety. Let G(F ) act on X. Let K ⊂ G(F ) be an open subgroup
and let χ be a character of K. Suppose that for any closed orbit G(F )x such that
C (RGx(N
X
G(F )x,x))
Kx,χ = 0
we have
C (QGx(N
X
G(F )x,x))
Kx,χ = 0.
Then C (X)K,χ = 0.
Proof. See [AG09, Corollary 3.2.2]. 
3. A vanishing result of generalized functions
In this section, we shall use q to denote p+ 1. Let
Ip,q =Matp,q(F )⊕Matq,p(F ) =
{(0 x
y 0
)
: x ∈Matp,q(F ), y ∈Matq,p(F )
}
⊂ gln(F ).
Denote by
Np,q := {(x, y) ∈ Ip,q|xy is a nilpotent matrix in Matp,p(F )}
the nilpotent cone in Ip,q. Denote H˜p,q := Hp,q ⋊ 〈σ〉 where σ acts on Hp,q by the involution(
a
b
)
7→
(
(a−1)t
(b−1)t
)
.
The group H˜p,q acts on Ip,q by (
a
b
)
· (x, y) = (axb−1, bya−1)
and
σ · (x, y) = (yt, xt)
for (x, y) ∈ Ip,q. Let χ be the sign character of H˜p,q, i.e. χ|Hp,q is trivial and
χ(σ) = −1.
Theorem 3.1. We have C (Γ(Ip,q))H˜p,q
,χ = 0.
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The rest part of this section is devoted to proving Theorem 3.1. Then Theorem 1.2 follows from Theorem
3.1 directly by definition.
Define a non-degenerate summetric F -bilinear form on gln(F ) by
〈z, w〉gln(F ) := the trace of zw as a F -linear operator.
Note that the restriction of this bilinear form on Ip,q is still non-degenerate. Fix a non-trivial unitary character
ψ of F . Denote by
F : C (Ip,q) −→ C (Ip,q)
the Fourier transform which is normalized such that for every Schwartz function ϕ on Ip,q,
F(ϕ)(z) =
∫
Ip,q
ϕ(w)ψ(〈z, w〉gln(F ))dw
for z ∈ Ip,q, where dw is the self-dual Haar measure on Ip,q. If Ip,q can be decomposed into a direct sum of
two quadratic subspaces U1⊕U2 such that each Ui is non-degenerate with respect to 〈−,−〉|Ui , then we may
define the partial Fourier transform
FU1(ϕ)(x, y) =
∫
U1
ϕ(z, y)〈x, z〉|U1dz
for x ∈ U1, y ∈ U2 and ϕ ∈ C (U1 ⊕ U2). Similarly for FU2(ϕ). It is clear that the Fourier transform F
intertwines the action of H˜p,q. Thus we have the following lemma.
Lemma 3.2. The Fourier transform F preserves the space CNp,q (Ip,q)
H˜p,q ,χ.
3.1. Reduction within the null cone. Recall
Np,q = {(x, y) ∈ Ip,q|xy is a nilpotent matrix in Matp,p(F )}.
Let O be an Hp,q-orbit in Np,q. Recall that every e ∈ O can be extended to a graded sl2-triple {h, e, f} (see
[KR71, Proposition 4]) in the sense that
(3.1) [h, e] = 2e, [h, f ] = −2f and [e, f ] = h
where f ∈ Np,q and h ∈ hp,q, where hp,q = glp(F ) ⊕ glq(F ) is the Lie algebra of Hp,q. Let I
f
p,q denote the
elements in Ip,q annihilated by f under the adjoint action of the triple {h, e, f} on Ip,q ⊂ gln(F ). Then
Ip,q = [hp,q, e] + I
f
p,q.
Following [CS20, Proposition 3.9], we shall prove the following proposition in this subsection.
Proposition 3.3. Let f be a Hp,q-invariant generalized function on Ip,q such that f and its Fourier trans-
forms F(f) are all supported on an orbit O = Hp,qe ⊂ Np,q. If tr(2 − h)|Ifp,q 6= 2pq, then f = 0.
Denote by CO(Ip,q) the space of generalized functions on Ip,q \ (∂O) with support in O, where ∂O is the
complement of O in its closure in Ip,q. (See [AG09, Notation 2.5.3].) We will use similar notation without
further explaination.
Let F× act on C (Ip,q) by
(t · f)(x, y) = f(t−1x, t−1y)
for t ∈ F×, (x, y) ∈ Ip,q and f ∈ C (Ip,q). The orbit O is invariant under dilation and so F× acts on
CO(Ip,q)
Hp,q as well.
Lemma 3.4. [CS20, Lemma 3.13] Let η : F× → C× be an eigenvector for the action of F× on CO(Ip,q)Hp,q .
Then η2 = | − |
tr(2−h)|
Ifp,q , where | − | denotes the absolute value of F×.
Let Q be a quadratic form on Ip,q defined by
Q(x, y) = tr(x ◦ y) + tr(y ◦ x)
for (x, y) ∈ Ip,q. Denote by Z(Q) the zero locus of Q in Ip,q(F ). Then Np,q ⊂ Z(Q) ⊂ Ip,q. Recall the
following homogeneity result on tempered generalized functions.
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Theorem 3.5. [AG09, Theorem 5.1.7] Let L be a non-zero subspace of CZ(Q)(Ip,q) such that for every f ∈ L,
one has that F(f) ∈ L and (ψ ◦Q) · f ∈ L for all unitary character ψ of F . Then L is a completely reducible
F×-subrepresentation of C (Ip,q), and it has an eigenvalue of the form
| − |
1
2
dim Ip,q .
Now we are prepared to prove Proposition 3.3. The basic idea is due to Chen-Sun in [CS20].
Proof of Proposition 3.3. Denote by L the space of all generalized functions f on Ip,q with the properties in
Proposition 3.3. Assume by contradiction that L is nonzero. Then by Lemma 3.4 and Theorem 3.5, one has
| − |dim Ip,q = η2 = | − |
tr(2−h)|
Ifp,q .
This finishes the proof. 
3.2. Proof of Theorem 3.1. In this subsection, we will give the proof of Theorem 3.1. We need the
following definition and lemmas.
Definition 3.6. We fix a grading on sl2(F ) given by h ∈ sl2(F )0 and e, f ∈ sl2(F )1 where {h, e, f} is the
sl2-triple defined in (3.1). A graded representation of sl2(F ) is a representation of sl2(F ) on a graded vector
space V = V0 ⊕ V1 such that
sl2(F )i(Vj) ⊂ Vi+j
for i, j ∈ Z/2Z. Then V0 (resp. V1) is called the even (resp. odd) part of V .
Lemma 3.7. Every irreducible graded representation of sl2(F ) is irreducible (as a usual representation of
sl2(F )).
Denote by V ωλ the irreducible graded representation of sl2(F ) with highest weight λ and highest weight
vector of parity ω ∈ Z/2Z. Let V = V0 ⊕ V1 such that dimV0 = p and dimV1 = q = p+ 1. Consider V as a
graded representation of sl2(F ).
Lemma 3.8. If V = V0 ⊕ V1 is irreducible as a graded representation of sl2(F ), then e is regular nilpotent,
i.e., dimO is the biggest dimension among the nilpotent orbits of Ip,p+1.
In general, there is a decomposition of sl2(F )-graded modules
V = V ω1λ1 ⊕ V
ω2
λ2
⊕ · · · ⊕ V ωdλd
for d ≥ 1. (See [CS20].) There is an isomorphism
Ip,q = Hom(V0, V1)⊕Hom(V1, V0) ∼= Hom(V0 ⊕ V1, V0 ⊕ V1)1
of F -vector spaces, where Hom(V, V )1 is the odd part of Hom(V, V ) as a graded sl2(F )-module.
Lemma 3.9. [CS20, Lemma 3.1] Let
mi,j := tr(2 − h)|Hom(V ωi
λi
,V
ωj
λj
)f
1
+ tr(2 − h)|
Hom(V
ωj
λj
,V
ωi
λi
)f
1
− dimV ωiλi dimV
ωj
λj
for i, j ∈ {1, 2, · · · , d}. Then
tr(2 − h)|Ifp,q − dim Ip,q =
1
2
∑
1≤i≤d
1≤j≤d
mi,j +
1
2
(p− q)2
and
mi,j =


min{λi, λj}+ 1, if λi 6≡ λj (mod 2);
2min{λi, λj}+ 2, if λi ≡ λj ≡ 1 (mod 2) and ωi = ωj ;
0, if λi ≡ λj ≡ 1 (mod 2) and ωi 6= ωj ;
−|λi − λj | − 1, if λi ≡ λj ≡ 0 (mod 2) and ωi = ωj ;
λi + λj + 3, if λi ≡ λj ≡ 0 (mod 2) and ωi 6= ωj .
Proposition 3.10. If tr(2 − h)|Ifp,p+1 = 2p(p+ 1), then there exists an h ∈ Hp,p+1 such that σ · e = heh
−1.
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Proof. Suppose V = ⊕di=1V
ωi
λi
with d ≥ 1. If λi is odd, then dimV
ωi
λi
∩ V0 = dimV
ωi
λi
∩ V1. If λi is even, then
dimV ωiλi ∩V0 = dimV
ωi
λi
∩V1+(−1)
ωi . Since dimV1 = dimV0+1, we obtain that the number of indices i such
that λi is even and ωi = 1 minutes the number of indices i such that λi is even and ωi = 0 equals to 1. We
denote the number of indices i such that λi is even and ωi = 0 by t. Assume that tr(2−h)|If
p,p+1
= 2p(p+1).
It is easy to see that e =

 0 1p 00 0 0
1p 0 0

 and h = (ωp
ωp+1
)
where ω1 =
(
1
)
is the 1 × 1 matrix and
ωi+1 :=
(
0 1
ωi 0
)
for i = 1, 2, · · · , p. In this case, V is irreducible as a sl2(F )-graded representation.
In general, if V is reducible, then (q − p)2 +
∑
1≤i≤d
1≤j≤d
mi,j > 0. The following proof is similar to [AG09,
Lemma 7.7.5]. Reorder the space V ωiλi so that ωi = 0 for 1 ≤ i ≤ t and ωi = 1 for i > t. Furthermore, we
require that λ1 ≥ λ2 ≥ · · · ≥ λt and λt+1 ≥ λt+2 ≥ · · · ≥ λ2t+1 = λd. Then
(q − p)2 +
∑
1≤i≤d
1≤j≤d
mi,j =1 +
∑
1≤i≤t
1≤j≤t
(−|λi − λj | − 1) +
∑
t+1≤i≤2t+1
1≤j≤t
(λi + λj + 3)
+
∑
1≤i≤t
t+1≤j≤2t+1
(λi + λj + 3) +
∑
t+1≤i≤2t+1
t+1≤j≤2t+1
(−|λi − λj | − 1)
=4t(t+ 1)−
∑
1≤i≤t
1≤j≤t
|λi − λj |+ 2
∑
t+1≤i≤2t+1
1≤j≤t
(λi + λj)−
∑
t+1≤i≤2t+1
t+1≤j≤2t+1
|λi − λj |
=4t(t+ 1) + 4
t∑
i=1
(λi + λt+1+i)i
which is positive unless t = 0.
If there is an another sl2(F )-triple {h′, e′, f ′} such that V is irreducible, then Lemma 3.8 implies that both
e and e′ are regular nilpotent and so they are Hp,p+1-conjugate due to Kostant-Rallis’ result that the regular
nilpotent elements are in the same Hp,p+1-orbit (see [KR71, Theorem 6]). This finishes the proof. 
Remark 3.11. The above proposition does not hold for general p and q. For instance, let (p, q) = (6, 8).
There does exist a unipotent element e = (x, y) such that∑
1≤i≤d
1≤j≤d
mi,j + 4 = 0
where d = 3, V = V 11 ⊕V
1
2 ⊕V
1
8 is the decomposition of sl2(F )-graded modules, rank(x) = 6 and rank(y) = 5.
Therefore σ · e /∈ H6,8e.
Finally, we can give a proof of Theorem 3.1. Let Np,q be the nilpotent cone of Ip,q .
Proof of Theorem 3.1. It suffices to show that CNp,q (Ip,q)
H˜p,q ,χ = 0. Due to Proposition 3.3, we may assume
that tr(2− h)|Ifp,q = 2pq. Suppose that f ∈ CO(Ip,q)
H˜p,q ,χ is a generalized function on Ip,q supported on the
orbit O = Hp,qe ⊂ Np,q. Then its Fourier transform F(f) is supported on O due to Lemma 3.2. Thanks to
Proposition 3.10
σ · e ∈ O,
it implies that f = 0 which means that every element in CNp,q (Ip,q)
H˜p,q ,χ is zero, as required.

4. Proof of Theorem 1.1
Recall that n = p+ q and q = p+ 1. Let Hp,q := Hp,q ×Hp,q be a reductive group. Define
H˜p,q := Hp,q ⋊ 〈σ〉
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where σ acts on Hp,q by the involution (h1, h2) 7→ ((h
−1
2 )
t, (h−11 )
t). Let H˜p,q act on GLn(F ) by
(h1, h2) · g = h1gh
−1
2
and σ · g = gt for hi ∈ Hp,q and g ∈ GLn(F ). Let χ be the sign character of H˜p,q.
This section is devoted to a proof of the following theorem.
Theorem 4.1. We have
C (GLn(F ))
H˜p,q,χ = 0.
Then Theorem 1.1 will follow from Theorem 4.1 immediately.
Suppose that
(4.1) xk =


1k
1p−k
1k
1q−k


k = 0, 1, · · · , p. Then the orbits H˜p,qxk are closed orbits in GLn(F ) (see [JR96, Proposition 4.1]).
Lemma 4.2. [JR96, proposition 4.1] The following double cosets
Hp+ν,q+ν

g11 0 g120 xk 0
g21 0 g22

Hp+ν,q+ν
are closed in GLn+2ν(F ), where xk is defined in (4.1), g =
(
g11 g12
g21 g22
)
satisfies
g
(
1ν
−1ν
)
g−1
(
1ν
−1ν
)
=
(
A 1ν
A2 − 1ν A
)
and A ∈Matν,ν(F ) is a semisimple matrix without eigenvalues ±1.
Proof. See [Car15, Theorem 4.13]. 
Thanks to Theorem 2.2, if
C (R(N
GLn(F )
O,x ))
H˜p,q,x,χ = 0
implies
C (Q(N
GLn(F )
O,x ))
H˜p,q,x,χ = 0
for any H˜p,q-closed orbit O = H˜p,qx, where H˜p,q,x is the stabilizer of x, then Theorem 4.1 holds.
We will divide the proof of Theorem 4.1 into two cases: ν = 0 and k = 0.
Lemma 4.3. We have
C (R(N
GLn(F )
H˜p,qxk,xk
))H˜p,q,xk ,χ = 0 =⇒ C (Q(N
GLn(F )
H˜p,qxk,xk
))H˜p,q,xk ,χ = 0
where H˜p,q,xk = {h ∈ H˜p,q|h · xk = xk} is the stabilizer of xk in H˜p,q.
Proof. By easy computation, we have H˜p,q,xk
∼= (GLk(F ) × GLk(F ) × Hp−k,q−k) ⋊ 〈σ〉, where σ acts on
GLk(F )×GLk(F )×Hp−k,q−k by the involution
(g1, g2, h) 7→ ((g
−1
2 )
t, (g−11 )
t, (h−12 )
t)
for gi ∈ GLk(F ) and h ∈ Hp,q. The normal bundle (see [CS20, Lemma 4.3]) is given by
N
GLn(F )
H˜p,qxk,xk
=
gln(F )
hp,q +Adxkhp,q
∼= Matk,k(F )⊕Matk,k(F )⊕ Ip−k,q−k.
The action of H˜p,q,xk on N
GLn(F )
H˜p,qxk,xk
is given by
(g1, g2, h) · (x, y, z) = (g1xg
−1
1 , g2yg
−1
2 , hzh
−1)
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and σ · (x, y, z) = (yt, xt, zt) for gi ∈ GLk(F ), h ∈ Hp−k,q−k, x, y ∈ Matk,k(F ) and z ∈ Ip−k,q−k. By [AG09,
Proposition 2.5.8],
C (N
GLn(F )
H˜p,qxk,xk
)H˜p,q,xk ,χ = C (Ik,k)
(GLk(F )×GLk(F ))⋊〈σ〉,χ × C (Ip−k,q−k)
H˜p−k,q−k,χ.
Thanks to Theorem 3.1, CNp−k,q−k(Ip−k,q−k)
H˜p−k,q−k,χ = 0. Thus it suffices to show that
CS0(Ik,k)
(GLk(F )×GLk(F ))⋊〈σ〉,χ = 0
where
S0 := {(x, y) ∈ Ik,k|x
k = 0 = yk}
is the nilpotent cone in Ik,k. Suppose that O is any GLk(F ) × GLk(F )-orbit inside the nilpotent cone S0
of Ik,k. Due to [CS20, Theorem D(i)], if a generalized function on Matk,k(F ) is invariant under the inner
conjugation by GLk(F ), then it is invariant under transpose. Therefore, if
f = f1 ⊗ f2 ∈ CO(Ik,k)
(GLk(F )×GLk(F ))⋊〈σ〉,χ
for fi ∈ C (Matk,k(F ))GLk(F ) supported on the nilpotent cone, then fi(xt) = fi(x) and f(x, y)+f(yt, xt) = 0
for all x, y ∈Matk,k(F ), i.e.,
f1(x)f2(y) + f1(y
t)f2(x
t) = 0.
Thus f1(x)f2(y) + f1(y)f2(x) = 0 for all x, y. Taking x = x0 such that f1(x0) 6= 0 and f2(x0) 6= 0, then
f1(x0)f2(y)+ f1(y)f2(x0) = 0 for any y ∈Matk,k(F ). (If there does not exist such x0, then the support of f1
and f2 are distjoint. Take arbitrary x ∈ Supp(f1) and y ∈ Supp(f2) and then f1(x)f2(y) = 0 which means
that either f1 = 0 or f2 = 0 and so f = 0.) Then f1 = cf2 for a nonzero constant c. Therefore
f(x, y) = cf2(x)f2(y) =
1
2
(f1(x)f2(y) + f1(y)f2(x)) = 0
and so f = 0. We have finished the proof. 
Remark 4.4. If x ∈ Hp,q, then O = H˜p,qx = Hp,q is a closed orbit in GLn(F ). The group embedding from
the stabilizer subgroup H˜p,q,x ∼= H˜p,q of x to H˜p,q is given by
(h, δ) 7→
{
(h, x−1hx) if δ = 1;
(h, x−1hxt)σ if δ = σ.
(See [CS20, Page 12].) Similarly, we have C (Γ(N
GLn(F )
O,x ))
H˜p,q,x,χ = 0 for x ∈ Hp,q.
Now we can give a proof of Theorem 4.1.
Proof of Theorem 4.1 . Applying Theorem 2.2, we only need to prove that there does not exist any (H˜p,q, χ)-
equivariant generalized function on the normal bundle of H˜p,q-closed orbits. Thanks to Lemma 4.3, we have
proved Theorem 4.1 if ν = 0. Thus applying Lemma 4.2, it is reduced to prove that
(4.2) C (Γ(N
GLn(F )
H˜p,qx,x
))H˜p,q,x,χ = 0
for the closed orbit H˜p,qx, where
x =

g11 g121n−2ν
g21 g22

 ∈ GLn(F )
and xθp,q(x
−1) =

 A 1ν1n−2ν
A2 − 1ν A

, A is a semisimple element in Matν,ν(F ) for ν = 1, 2, · · · p,
without eigenvalues ±1. Futhermore, we may assume that xθp,q(x) = θp,q(x)x (where x is called normal in
the sense of [AG09, §7.4]), A is a scalar matrix and A2 6= 1ν . Then
H˜p,q,x ∼= (GLν(F )×Hp−ν,q−ν)⋊ 〈σ〉 ∼= (GLν(F )⋊ 〈σ〉) × H˜p−ν,q−ν
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and N
GLn(F )
H˜p,qx,x
∼= Matν,ν(F )⊕ Ip−ν,q−ν , where GLν(F ) acts on Matν,ν(F ) by inner conjugation and σ acts on
Matν,ν(F ) by the matrix transpose. Therefore (4.2) follows from
C (Matν,ν(F ))
GLν(F )⋊〈σ〉,χ = 0 = CNp−ν,q−ν (Ip−ν,q−ν )
H˜p−ν,q−ν ,χ.
(See [CS20, Theorem D] and Theorem 3.1.) This finishes the proof. 
5. Proof of Theorem 1.3
The method in this paper does not work for arbitrary p and q (see Remark 3.11). However, we can still
prove several cases if p is small, such as p = 1. The main purpose in this section is to study the case
for the pair (GLn(F ),GL1(F ) × GLn−1(F )). Recall that H1,n−1 = GL1(F ) × GLn−1(F ). We can define
I1,n−1,N1,n−1, H˜1,n−1,H1,n−1 and H˜1,n−1 similarly. Given a closed orbit H˜1,n−1x in GLn(F ), we denote
H˜1,n−1,x the stabilizer of x in H˜1,n−1.
We follow the method in the previous section to give a proof of Theorem 1.3
Proof of Thoerem 1.3. Applying Theorem 2.2 and Lemma 4.2, we only need to prove that
C (Γ(N
GLn(F )
H˜1,n−1x,x
))H˜1,n−1,x,χ = 0
for x =

 11
1n−2


k
(k = 0, 1) or x satisfying
xω1,n−1x
−1ω1,n−1 =

 A 11n−2
A2 − 1 A


where A is a scalar in F and A2 6= 1, which corresponds to the cases ν = 0 and k = 0 respectively. Now we
separate them into three cases.
• Assume ν = 0 and k = 0. Then N
GLn(F )
H˜1,n−1x,x
∼= I1,n−1 and the stabilizer of x = 1n is isomorphic to
H˜1,n−1. Then it is enough to show that
CN1,n−1(I1,n−1)
H˜1,n−1,χ = 0.
Take a nonzero element e ∈ N1,n−1 and formulate a sl2(F )-triple {e, f ,h} (see (3.1)). Suppose that
the generalized function f is (H˜1,n−1, χ)-equivariant and its support supp(f) contains e. We will
prove that f = 0. Since e is arbitrary, it implies that
CN1,n−1(I1,n−1)
H˜1,n−1,χ = 0.
If n = 2 or 3, then
CN1,n−1(I1,n−1)
H˜1,n−1,χ = 0
due to [CS20, Proposition 3.9] and Theorem 3.1. Thus f = 0.
Assume n ≥ 4. We give a proof by contradiction. Suppose f 6= 0. Thanks to Lemma 3.4, f 6= 0
implies that
tr(2 − h)|If
1,n−1
= 2(n− 1).
If rank(e) = 1, then tr(2 − h)|If
1,n−1
= 2(n − 1) + n > 2(n − 1). So e =

0 1 00 0 0
v 0 0

 with v 6= 0.
Then dim If1,n−1 = 1 and tr(2 − h)|If
1,n−1
= 4 < 2(n − 1) when n ≥ 4. In a short summary,
tr(2 − h)|If
1,n−1
6= 2(n− 1) if n ≥ 4. Hence f = 0 by Lemma 3.4.
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• Assume ν = 0 and k = 1. Then N
GLn(F )
H˜1,n−1x,x
∼= F ⊕ F and
H˜1,n−1,x ∼= (GL1(F )×GL1(F )×GLn−2(F ))⋊ 〈σ〉.
The action of H˜1,n−1,x on F ⊕ F is given by
(g1, g2, h) · (x, y) = (g1xg
−1
1 , g2yg
−1
2 ) = (x, y)
and σ · (x, y) = (y, x) for gi ∈ GL1(F ), h ∈ GLn−2(F ) and x, y ∈ F . Moreover,
C (Γ(N
GLn(F )
H˜1,n−1x,x
))H˜1,n−1,x,χ ∼= C(0,0)(I1,1)
〈σ〉,χ = 0
since the nontrivial element σ preserves the point {(0, 0)}.
• Assume k = 0 and ν = 1. Then N
GLn(F )
H˜1,n−1x,x
∼= F and H˜1,n−1,x ∼= (GL1(F ) ×GLn−2(F )) ⋊ 〈σ〉. The
action on F is trivial. Hence C (Γ(N
GLn(F )
H˜1,n−1x,x
))H˜1,n−1,x,χ = 0.
We have finished the proof of Theorem 1.3. 
6. Applications
In this section, we use a similar idea to give an another application in the representation theory.
In [Gur17], Gurevich investigated the role of the mirabolic subgroup on the spherical variety GLn(F )/Hp,n−p
where Hp,n−p = GLp(F ) × GLn−p(F ). More precisely, let P be a mirabolic subgroup of GLn(F ) with last
row vector (0, · · · , 0, 1). Let GLn(F ) act on Matn,n(F ) by inner conjugation. Bernstein [Ber84] proved that
any P -invariant generalized function on Matn,n(F ) must be GLn(F )-invariant. We expect that there is a
more general phenomenon related to the mirabolic subgroup P .
Define Ip,n−p and Np,n−p as before. Let P ∩ Hp,n−p act on Ip,n−p by inner conjugation. It is expected
that any P ∩ Hp,n−p-invariant generalized function on Np,n−p is also Hp,n−p-invariant. The following is a
baby case.
Lemma 6.1. Any P ∩Hn−1,1-invariant generalized function on Nn−1,1 is also Hn−1,1-invariant.
Proof. Note that Hn−1,1 = GLn−1(F )×GL1(F ) and P ∩Hn−1,1 ∼= GLn−1(F ). Let f ∈ C (Nn−1,1)P∩Hn−1,1 .
Given arbitrary h =
(
a
b
)
∈ Hn−1,1 for a ∈ GLn−1(F ) and b ∈ F×,
f(h · (x, y)) = f(a−1xb, b−1ya) = f(ba−1x, yab−1) = f(x, y)
for any (x, y) ∈ Nn−1,1. Thus f is Hn−1,1-invariant. 
Gurevich proved that any P ∩ H1,n−1-invariant generalized function on N1,n−1 is also H1,n−1-invariant
(see [Gur17, Theorem 4.2]). Then by [Gur17, Theorem 3.9] and [Gur17, Corollary 5.1], he proved that
any P ∩H1,n−1-invariant linear functional on an H1,n−1-distinguished irreducible smooth representation of
GLn(F ) is also H1,n−1-invariant (see [Gur17, Theorem 1.1]). We will give a new and shorter proof to [Gur17,
Theorem 4.2] here.
Proposition 6.2. [Gur17, Theorem 4.2] Let P be a standard mirabolic subgroup of GLn(F ) with last row
vector (0, · · · , 0, 1). Let Ip,n−p,Np,n−p and CNp,n−p(Ip,n−p) be as before. Then
CN1,n−1(I1,n−1)
P∩H1,n−1 = CN1,n−1(I1,n−1)
H1,n−1 .
Proof. Assume n− 1 ≥ 2. We will prove that any generalized function f ∈ CN1,n−1(I1,n−1)
P∩H1,n−1 satisfies
f(x) = f(xt) for all x ∈ I1,n−1. Then f is invariant with respect to P t ∩Ht1,n−1 and so f is invariant under
〈P ∩H1,n−1, P
t ∩Ht1,n−1〉 = H1,n−1.
It is known that H1,n−2 is a proper subgroup in P ∩ H1,n−1. Let H˜1,n−1 be as usual and χ be its sign
character. We will show that
CN1,n−1(I1,n−1)
H˜1,n−2,χ = 0.
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Note that I1,n−1 = I1,n−2⊕V ⊕V ∗ with dimV = 1. Let (e, v, v∗) ∈ I1,n−2⊕V ⊕V ∗ be a unipotent element in
N1,n−1. Then v∗(v) = 0 (see [Aiz13, §6.1]). Thus either v = 0 or v∗ = 0. Without loss of generality, assume
v = 0. Take any f ∈ CN1,n−1 (I1,n−2⊕V ⊕V
∗)H˜1,n−2,χ such that (e, 0, v∗) ∈ supp(f). Then the partial Fourier
transform FV×V ∗(f) is also supported on H˜1,n−2(e, 0, v
∗); see [Aiz13, §4.2]. Thanks to [Aiz13, Lemma 6.3.4],
f = 0. Then any H˜1,n−2-invariant generalized function on I1,n−1 is invariant under transposition. This
finishes the proof. 
In fact, we can prove a bit more. Let P be a standard mirabolic subgroup of GL2p+1(F ) with last row
vector (0, · · · , 0, 1). Then Hp,p is a proper subgroup of P ∩Hp,p+1.
Theorem 6.3. Any P ∩ Hp,p+1-invariant linear functional on an Hp,p+1-distinguished irreducible smooth
representation of GL2p+1(F ) is also Hp,p+1-invariant.
The rest of this section is devoted to a proof of Theorem 6.3. The basic ideas come from [Sun12, CS20].
The generalized function f will be restricted to a smaller open subset which can be handled easily. It will
give us a very strict condition for the support of f . Then we will show that any Hp,p-invariant generalized
function on Ip,p+1 is invariant under transposition, which will imply Theorem 6.3.
From Proposition 6.2, we have seen that
Ip,p+1 = Ip,p ⊕ V ⊕ V
∗
where V ⊕ V ∗ is equipped with a natural non-degenerate quadratic form
(v, v∗) 7→ v∗(v)
for v ∈ V and v∗ ∈ V ∗, which induces a symmetric bilinear form 〈−,−〉. Let F× act on CNp,p+1(Ip,p+1) by
t · f(x, y, v, v∗) = f(t−1x, t−1y, t−1v, t−1v∗)
for (x, y) ∈ Ip,p, v ∈ V and v∗ ∈ V ∗. Recall that(
a 0
0 b
)
· f(x, y, v, v∗) = f(a−1xb, b−1ya, a−1v, v∗a)
for a, b ∈ GLp(F ) and
σ · f(x, y, v, v∗) = f(yt, xt, (v∗)t, vt).
Let (e, v0, v
∗
0) ∈ Np,p+1 and O = (Hp,p×F
×)(e, v0, v
∗
0) be a Hp,p×F
×-orbit in Np,p+1. Then e =
(
0 x0
y0 0
)
∈
Np,p and vk0 (x0 ◦ y0)
kv0 = 0 for any non-negative integer k. (See [Aiz13, §6.1].)
Let {h, e, f} be a sl2(F )-triple (see (3.1)) related to Ip,p, which integrates to an algebraic homomorphism
SL2(F ) −→ GL2p(F ).
Denote Dt the image of
(
t
t−1
)
in Hp,p. Let
T := {(Dt, t
−2) ∈ Hp,p × F
×|t ∈ F×}
be a closed subgroup in Hp,p × F× which fixes the element e. Define
E(e) :=
{
(v, v∗) ∈ V × V ∗
∣∣v∗(x0 ◦ y0)kv = 0 for all non-negative integers k}.
and
V (e) := {(v, v∗) ∈ E(e)|〈h · (v, v∗), (v, v∗)〉 = 0 for any h ∈ 〈Dt〉}.
The following lemma is similar to [CS20, Lemma 3.13].
Lemma 6.4. Let η be an eigenvalue for the action of F× on CO(Ip,p+1)
Hp,p . Then
η2 = | − |
tr(2−h)|
Ifp,p
+2p
.
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Proof. Consider the map
(6.1) Hp,p × F
× × (Ifp,p ⊕ V ⊕ V
∗) −→ Ip,p ⊕ V ⊕ V
∗
via (h, ξ, v, v∗) 7→ h.(e+ ξ + v + v∗) for ξ ∈ Ifp,p, h ∈ Hp,p × F
×, v ∈ V and v∗ ∈ V ∗, which is submersive at
every point of Hp,p × F× × {(0, v0, v∗0)}. Moreover, Hp,p × F
× × {(0, v0, v∗0)} is open in the inverse image of
O = (Hp,p ×F×).(e, v0, v∗0) under the map (6.1). (See [CS20, Page 18].) Thanks to [JSZ11, Lemma 2.7], the
restriction map yields an injective linear map
CO(Ip,p ⊕ V ⊕ V
∗)Hp,p×F
×,1×η → C{0}×E(e)(I
f
p,p ⊕ V ⊕ V
∗)T,1×η|T
where 1 × η|T ((Dt, t−2)) = η(t)−2. It is easy to see that the representation C{0}(I
f
p,p) of T is complete
reducible and every eigenvalue has the form
(Dt, t
−2) 7→ |t|
tr(h−2)|
Ifp,p .
Thus
η(t)2 = |t|
tr(2−h)|
Ifp,pκ−1(t)
for any t ∈ F×, where κ is an eigenvalue for the action of T on CE(e)(V ⊕ V
∗). In order to compute κ, we
will restrict κ to a smaller subspace CV (e)(V ⊕ V
∗) of CE(e)(V ⊕ V
∗).
Define a symplectic form on (V ⊕ V ∗)× (V ⊕ V ∗) as follow
< (x1, y1), (x2, y2) >:= 〈x1, y2〉 − 〈y1, x2〉
where xi, yi ∈ V ⊕ V ∗. Then V ⊕ V ∗ is a maximal isotropic subspace. Consider the Weil representation on
Mp4p(F ) = Mp((V ⊕ V
∗)× (V ⊕ V ∗), < −,− >). Under the Weil representation ωψ,

ωψ
(
A
(At)−1
)
ϕ(x) = | detA|1/2ϕ(A−1x), for A ∈ GL2p(F ),
ωψ
(
12p N
12p
)
ϕ(x) = ψ(〈Nx, x〉)ϕ(x), for N = N t ∈Mat2p,2p(F ),
for ϕ ∈ S(V ⊕V ∗) and x ∈ V ⊕V ∗. We may extend ωψ from the Schwartz space S(V ⊕V
∗) to the generalized
function space C (V ⊕ V ∗). Note that(
X
X−1
)
=
(
1n −X
1n
)(
1n
X−1 1n
)(
1n 1−X
1n
)(
1n
−1n 1n
)(
1n 1n
1n
)
holds for any X ∈ GLn(F ). Here we only need the case that X is a diagonal matrix. Denote Dt =
(
At
Bt
)
and Xt =
(
At
A−1t
)
. Then the action of Dt on V ⊕ V ∗ is given by
(v, v∗) 7→ (Atv, v
∗A−1t ).
It is obvious that
ωψ
(
12p Xt
12p
)
f(v, v∗) = ψ(〈(Atv, v
∗A−1t ), (v, v
∗)〉)f(v, v∗)
= f(v, v∗)
for any f ∈ CV (e)(V ⊕V
∗). Then
(
12p Xt
12p
)
acts on CV (e)(V ⊕V
∗) trivially and so is
(
12p
X−1t 12p
)
. Thus
Dt does not contribute to κ. Therefore κ has the form
(Dt, t
−2) 7→ |t−2|·
1
2
dim(V⊕V ∗) = |t|−2p
and so η(t)2 = |t|
tr(2−h)|
Ifp,p
+2p
for any t ∈ F×. 
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Let e be a nilpotent element in Ip,p. Let {h, e, f} be the sl2(F )-triple (see (3.1)). Then Chen-Sun [CS20,
Lemma 3.12] proved
(6.2) 2p2 < tr(2 − h)|Ifp,p ≤ 4p
2.
Now we can give a proof of Theorem 6.3
Proof of Theorem 6.3. Following [Gur17, Corollary 5.1], it suffices to show that
C (GL2p+1(F ))
P×Hp,p+1 = C (GL2p+1(F ))
Hp,p+1×Hp,p+1 .
Applying Theorem 2.2 and Lemma 4.2, it is enough to show that
(6.3) C (Γ(Ip,p ⊕ V ⊕ V
∗))P∩Hp,p+1 = C (Γ(Ip,p ⊕ V ⊕ V
∗))Hp,p+1
with dimV = dimV ∗ = p, where Γ(Ip,p ⊕ V ⊕ V ∗) = Np,p+1. We shall show that any Hp,p-invariant
generalized function f on Γ(Ip,p ⊕ V ⊕ V ∗) is also invariant under transposition. Then the identity (6.3)
follows from the fact that P ∩Hp,p+1 and its transposition generate the whole group Hp,p+1.
Now the rest of this part is devoted to proving
CNp,p+1(Ip,p ⊕ V ⊕ V
∗)H˜p,p,χ = 0.
Take (e, v0, v
∗
0) ∈ Np,p+1 and the sl2(F )-triple {h, e, f} related to Ip,p. Denote O := Hp,p(e, v0, v
∗
0) ⊂ Np,p+1.
Recall that F× acts on CO(Ip,p ⊕ V ⊕ V ∗) by
t.f(x, y, v, v∗) = f(t−1x, t−1y, t−1v, t−1v∗)
for t ∈ F×, (x, y) ∈ Ip,p and f ∈ CO(Ip,p ⊕ V ⊕ V ∗). Let η be an eigenvalue for the action of F× on
CO(Ip,p ⊕V ⊕V ∗). By Lemma 6.4, η2 = | − |
tr(2−h)|
Ifp,p
+2p
. By Theorem 3.5, one has η2 = | − |dim Ip,p+1 and
so
tr(2 − h)|Ifp,p + 2p = 2p(p+ 1),
which contradicts the inequality (6.2). Thus
CNp,p+1(Ip,p ⊕ V ⊕ V
∗)H˜p,p,χ = 0.
This finishes the proof. 
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