Abstract-Designing efficient algorithms for difficult multiobjective optimization problems is a very challenging problem. In this paper a new clustering multi-objective evolutionary algorithm based on orthogonal and uniform design is proposed. First, the orthogonal design is used to generate initial population of points that are scattered uniformly over the feasible solution space, so that the algorithm can evenly scan the feasible solution space once to locate good points for further exploration in subsequent iterations. Second, to explore the search space efficiently and get uniformly distributed and widely spread solutions in objective space, a new crossover operator is designed. Its exploration focus is mainly put on the sparse part and the boundary part of the obtained non-dominated solutions in objective space. Third, to get desired number of well distributed solutions in objective space, a new clustering method is proposed to select the non-dominated solutions. Finally, experiments on thirteen very difficult benchmark problems were made, and the results indicate the proposed algorithm is efficient.
I. INTRODUCTION
Many real-world problems involve simultaneous optimization of several incommensurable and often competing objectives. They usually can be written as min x∈Ω {f 1 (X), f 2 (X), ..., f s (X)} ,
where X = (x 1 , x 2 , ..., x n ) ∈ R n and Ω is the feasible solution space.
Evolutionary algorithms (EAs) have become well-known methods for exploring the Pareto front in multi-objective optimization problems that are too complex to be solved by exact methods such as nonlinear programming approaches. After the first pioneering studies on evolutionary multiobjective optimization appeared in the middle of 1980's, many EAs were proposed in 1990's and the beginning of 2000's (e.g., [1] ∼ [8] ). These approaches and their variants have been successfully applied to various multi-objective optimization problems. However, they still can not successfully solve very difficult problems ( [9] ∼ [11] ). Recently, some new algorithms have been proposed for these difficult problems and the results seem very encouraging( [9] ∼ [11] ).
In this paper, a new evolutionary algorithm is proposed for these very difficult problems. First, the orthogonal design is used to generate initial population of points. Second, a new crossover operator is designed based on uniform design. Its exploration focus is mainly put on the sparse part and the boundary part of the obtained non-dominated solutions in objective space. Third, a new clustering method is proposed to select the non-dominated solutions. The experiments on thirteen very difficult benchmark problems were made, and the results indicate the proposed algorithm is efficient.
II. EXPERIMENTAL DESIGN METHODS
In this section, we briefly introduce two experimental design methods: uniform design method and orthogonal design method. The main objective of uniform design and orthogonal design is to sample a small set of points from a given closed and bounded set G ⊂ R M such that the sampled points are uniformly scattered on G. In the following, we consider only two specific cases of uniform design and orthogonal design, and describe the main features of uniform and orthogonal designs. For more details, please refer to ( [12] )- [16] ).
A. A Uniform Design Method
We first explain the meaning of uniformly scattered points on an M-dimensional unit hypercube C ( [12] ):
For any given point in C, say r = (r 1 , r 2 , ..., r M ), a hyperrectangle between 0 and r, denoted by C(r), is defined by
For a given set of q points in C, suppose that q(r) of these points fall in the hyper-rectangle C(r). Then the fraction of the points falling in the hyper-rectangle C(r) is given by q(r)/q. Since the volume of the unit hypercube is 1, hence, the fraction of the volume of this hyper-rectangle is given by r 1 r 2 · · · r M . The uniform design on C is then defined as determining q points in C such that the following discrepancy is minimized:
Let l = (l 1 , ..., l n ) and u = (u 1 , ..., u n ) be two points of R n , where
Finding a set of exactly uniformly scattered points on [l, u] and C is, in general, very difficult, but there are some efficient methods to look for a set of well approximately uniformly scattered points on [l, u] and C. One of such simple and efficient methods is the Good-Lattice-Point method (GLP) ( [12] ), which generates a set of q approximately uniformly scattered points on [l, u], denoted by O(n, q), as follows:
• Given q and M , determine a number σ (In this paper, we take q = 5, M = q − 1 and σ = 2).
• Generate a q × M integer matrix called uniform array denoted by
Randomly divide l and u into M blocks of sub-vectors, respectively, :
where A j and B j are sub-vectors of l and u in the same dimension. Then the k-th point
is generated by
B. An Orthogonal Design Method
We use an example to introduce the basic concept of experimental design methods. For more details, see [13] - [16] . The yield of a vegetable depends on: 1) the temperature, 2) the amount of fertilizer, and 3) the pH value of the soil. These three quantities are called the factors of the experiment. Each factor has three possible values, and we say that each factor has three levels ( [15] , [16] ).
To find the best combination of levels for a maximum yield, we can do one experiment for each combination, and then select the best one. In the above example, there are 3 × 3×3 = 27 combinations, and hence there are 27 experiments. In general, when there are N factors and Q levels per factor, there are Q N combinations. When N and Q are large, it may not be possible to do all Q N experiments. Therefore, it is desirable to sample a small, but representative set of combinations for experimentation.
The orthogonal design was developed for this purpose. It provides a series of orthogonal arrays for different N and Q. We let L M (Q N ) be an orthogonal array for N factors and Q levels, where "L" denotes a Latin square and M is the number of combinations of levels. It has M rows, where every row represents a combination of levels. For convenience, we denote L M (Q N ) = [a i,j ] M×N where the jth factor in the ith combination has level a i,j and a i,j ∈ {1, 2, · · · , Q}.
In general, the orthogonal array L M (Q N ) has the following properties ( [15] , [16] ). 1) For the factor in any column, every level occurs M/Q times. 2) For the two factors in any two columns, every combination of two levels occurs M/Q 2 times. 3) For the two factors in any two columns, the M combinations contain the following combinations of levels:
If any two columns of an orthogonal array are swapped, the resulting array is still an orthogonal array. 5) If some columns are taken away from an orthogonal array, the resulting array is still an orthogonal array with a smaller number of factors. Consequently, the selected combinations are scattered uniformly over the space of all possible combinations and their good representatives.
C. Construction of Orthogonal Array
As we will explain, the proposed algorithm may require different orthogonal arrays for different optimization problems. Although many orthogonal arrays have been tabulated in the literature (e.g., [12] ∼ [16] )), it is impossible to store all of them for the proposed algorithm. We will only need a special class of orthogonal arrays L M (Q N ), where Q is odd and M = Q J , where J is a positive integer fulfilling
In this subsection, we design a simple permutation method to construct orthogonal arrays of this class.
We denote the jth column of the orthogonal array 
2. Construct the nonbasic columns as follows:
3. Increment a i,j by one for all 1 ≤ i ≤ M and 1 ≤ j ≤ N .
III. A CLUSTERING MULTI-OBJECTIVE EVOLUTIONARY ALGORITHM
Before an optimization is solved, we may have no information about the Pareto optimal solutions. It is reasonable that the individuals of initial population should be uniformly scattered over whole search space, so that the algorithm can explore the whole search space evenly.
A. Generation of Initial Population by Using Orthogonal Design
Note that an orthogonal array specifies a small number of combinations that are scattered uniformly over the space of all the possible combinations. Therefore, it is potential and possible for orthogonal design methods to generate a good initial population.
We define x i to be the i-th factor, so that each chromosome has n factors. These factors are continuous, but the orthogonal design is applicable to discrete factors only. To overcome this issue, we use the similar idea as that in [16] to quantize each factor into a finite number of values. In particular, we quantize the domain
, where the design parameter Q is odd and α i,j is given by
For convenience, we call α i,j the j-th level of the i-th factor, and we denote α i = (α i,1 , · · · , α i,Q ).
Note that Algorithm 1 can only construct L M (Q n ), where M = Q J and J is a positive integer fulfilling (Q J −1)/(Q− 1) ≥ n. Since the problem dimension n is given, we can choose proper Q and the smallest J = 2 such that
We execute Algorithm 1 to construct an orthogonal array with N = (Q J − 1)/(Q − 1) = (Q + 1) factors, and then delete the last N −n columns to get an orthogonal array with N factors. The details are given in the following algorithm.
After constructing 1, 2, 3) , we get a sample of M i = Q 2 i combinations out of Q n i combinations for i = 1 ∼ 3. We apply these M i combinations to generate the following M i chromosomes as a part of initial population
Then the initial population size is (M 1 + M 2 + M 3 ) and we select the non-dominated solutions of the initial population as the first generation population. Note that the non-dominated solutions at the beginning of each generation will be as the current population of this generation in the proposed algorithm.
B. Crossover Operator
To explore the search space effectively and efficiently, we shall have two phases to do crossover. In the first phase, we find the non-dominated solutions in the sparse parts of the non-dominated front (i.e., the non-dominated solutions in the objective space) and do the crossover among them. So that some new solutions will be generated in these sparse parts.
In the second phase, we find the boundary non-dominated solutions along the non-dominated front and do the crossover among them. So that some new boundary solutions can be generated and these new boundary solutions can make the non-dominated front wider spread. The detail is as follows:
Algorithm 3 (Crossover)
1. Select the non-dominated solutions in the sparse parts of the non-dominated front from the current population.
Match each selected solution with its neighbor solution
as a pair and use formulas (8) to (9) to generate offspring of each pair of matched solutions. 3. Select the boundary non-dominated solutions. For any boundary solution x, suppose that its neighbor solution is y. Find the intersect point z of the boundary of search space and the line starting at x along the direction x − y. 4. Match boundary solution x and z as a pair and use formulas (8) to (9) to generate offspring of each pair of matched solutions. 5. The set of all offspring is denoted as O.
C. Mutation Operator
Suppose that the probability of mutation is p m > 0 and current population is denoted as P OP (t) = {x 1 , x 2 , · · · , x θ }, where θ is the population size at current generation t.
Algorithm 4 (Mutation)
1. Select the solutions to take part in the mutation in the the current population based on the mutation probability p m > 0: randomly generate θ real numbers r 1 , r 2 , · · · , r θ ∈ [0, 1]. If r i ≤ p m , then select x i to undergo mutation. 2. Suppose that x k1 , x k2 , · · · , x ks are selected to undergo the mutation. For each selected point x ki , randomly choose one of its component, say, the j-th component, and randomly generate a number r ∈ [0, 1].
Then the offspring of x ki is generated by replacing its j-th component by
The set of all offspring is denoted as O1.
D. Select the next generation population by a new clustering method
Suppose that the required number of solutions is nT . To make the non-dominated solutions found in objective space uniformly distributed, we shall use a new clustering method to delete the additional solutions if the population size is great than nT . The detail is as follows;
Algorithm 5 (Selection Based on A New Clustering Method)
1.
Find the set of non-dominated solutions of set P OP (t) ∪ O ∪ O1 and denoted as T 1. Find the two boundary solutions along the direction of each objective function. Select these boundary solutions and suppose that the number of these boundary solutions is n1. 2. Let T denote the set of solutions obtained by delete these boundary solutions from T 1, and suppose that T contains |T | solutions. 3. If T contains more than nT − n1 solutions, go to step 4, otherwise, let P OP (t + 1) = T , t = t + 1.
Use new clustering method to delete |T | − (nT − n1)
solutions from T by following clustering method. Calculate the mean distance of all these distances D mean . 3. For each solution x ∈ T , define its neighborhood with radius D mean called the cluster with respect to x, and find the number of solutions belonging to this cluster. Find the solution whose neighborhood contains the largest number of solutions. Delete this solution from T . Repeat Step 3 until T contains nT solutions.
E. A Clustering Multi-objective Evolutionary Algorithm
Algorithm 7 (A Clustering Multi-objective Evolutionary Algorithm) 1. Given mutation probability p M > 0, the number of required solutions nT and a relative large integer N T > nT . Choose odd integers Q 1 ∼ Q 5 such that Q i > n for i = 1 ∼ 5. Generate a part of initial population by taking Q = Q i in method of Section 3.1 for each i = 1 ∼ 5. The union of these parts is the initial population P OP (0). Let t = 0. 2. Find the set of non-dominated solutions of P OP (t)
as P OP (t + 1). 3. Crossover: Use Algorithm 3 to do the crossover and the set of offspring is denoted as O. 4. Mutation: Use Algorithm 4 to do the mutation and the set of offspring is denoted as O1.
Selection of next generation population:
Find the set of non-dominated solutions of set P OP (t) ∪ O ∪ O1 and denoted as T 1. If |T 1| ≤ N T , let P OP (t + 1) = T 1, t = t + 1, go to Step 3; otherwise, use Algorithm 5 to select the next generation population P OP (t + 1). Let t = t + 1, go to Step 3. 6. If stop criterion is satisfied, stop.
IV. EXPERIMENTAL RESULTS

A. Test Problems
Thirteen unconstrained test problems UF1 to UF10, R2-DTLZ2, R3-DTLZ3 and WFG1 are chosen from [17] , where U F 1 to U F 7 are two objective function problems, U F 8 to U F 10 are three objective function problems, and R2-DTLZ2, R3-DTLZ3 and WFG1 are five objective function problems. These test problems are much more difficult than the existing well-known test problems such as the test problems proposed in [18] . Thus they are challenging enough to test the performance of the proposed algorithm. For more details please refer to [9] and [17] .
B. Parameter Values
In the experiments, we adopt the following parameter values:
• Parameters used for generating initial population: Q 1 = 32, Q 2 = 33, Q 3 = 34.
• Mutation probability: 0.02 • Number of offspring of each pair of parents: q = 5
• Maximum number of the expected non-dominated solutions found: nT = 100, 150, 800 for two, three and five objectives, respectively.
• Stop criterion: Maximum number of function evaluations: 300000.
C. Experimental Results
For each test problem the proposed algorithm has been executed 30 independent times. All problems were run using matlab on a Pentium(R) 4 PC computer with CPU 3.00GHz and 480MB. On each run, the outcome of the simulation is a non-dominated front (i.e., the non-dominated solutions in the objective space). These outcomes have been used to compute the values of performance measure, where the performance metric adopted in this paper is IGD [17] and IGD is the mean distance from a set of uniformly distributed solutions taken from the true Pareto front to the set of solutions obtained by an algorithm in objective space. The smaller the IGD value for the set of obtained solutions is, the better of the performance of the corresponding algorithm will be. The results are given in Tables 1 to 2, and Figures 1 to 10,  respectively. For all two objective function problems UF1 to UF7 except for problem UF5, it can be seen from Table 1 that the best, mean and worst IGD values of obtained solution sets found by the proposed algorithm are all small. This indicates that the proposed algorithm can find the high quality and well distributed solution sets in objective space for almost all two objective function problems. Although the best, mean and worst IGD values of obtained solution set found by the proposed algorithm for UF5 are relatively larger than those found for other two objective function problems, they are still not big because UF5 has a discrete and uniformly distributed Pareto front and it is hard for an algorithm to deal with. Thus the proposed algorithm can find the high quality and well distributed solution sets for two objective function problems. Moreover, it can be seen from Table 2 that the values of standard deviation for all two objective function problems are all very small. This illustrates the proposed algorithm is robust.
For three objective function problems UF8 to UF10, it can be seen from Table 1 that the best, mean and worst IGD values of obtained solution sets found by the proposed algorithm are also relatively small. This indicates that the proposed algorithm can find the high quality and well distributed solution sets in objective space for three objective function problems. Also the values of standard deviation for these problems are very small. Thus the proposed algorithm is robust.
For five objective function problems R2-DTLZ2 and WFG1, it can be seen from Tables 1 and 2 that small. Thus the proposed algorithm can find high quality and well distributed solution sets for these two problems. However, it also can be seen from Tables 1 and 2 that the proposed algorithm is difficult to find high quality and well spread solution set for problem R3-DTLZ3.
Figures 1 to 10 demonstrate the non-dominated fronts which were represented by star in objective space and found by the proposed algorithm for two and three objective problems UF1 to UF10, respectively. The true Pareto fronts are represented by dot. It can be seen from these Figures that the proposed algorithm can find well distributed and high quality non-dominated fronts for UF1-UF4, UF7, UF8 and UF10, but can not find well distributed non-dominated fronts only for UF5, UF6 and UF9. Thus the proposed algorithm can find well distributed non-dominated fronts for most test problems.
By summary, the proposed algorithm can find high quality and well distributed solution sets in objective space for almost test problems, and is difficult to find high quality solution sets for two problems UF5 and R3-DTLZ3.
V. CONCLUSIONS
In this paper a new clustering multi-objective evolutionary algorithm based on orthogonal and uniform design is proposed. In each generation, the exploration focus is mainly put on the sparse part and the boundary part of the obtained non-dominated solutions in objective space, and to get desired number of well distributed solutions in objective space, a new clustering method is proposed to select the non-dominated solutions. The experiments on thirteen very difficult benchmark problems were made, and the results indicate the proposed algorithm is efficient.
