In this paper, we present a weighted ENO (essentially non-oscillatory) scheme to approximate the viscosity solution of the Hamilton-Jacobi equation:
Introduction
The Hamilton-Jacobi equation:
t + H(x; t; ; D ) = 0; (x; 0) = 0 (x) (1.1) where x 2 R d ; t > 0, arises in many applications such as variational calculus, optimal control, di erential games, geometric optics and image processing. It is well known that the solutions to (1.1) typically are continuous but with discontinuous derivatives even when the initial condition 0 (x) is smooth, and such solutions are in general not unique. In the celebrated work of Crandall and Lions 3] , the notion of viscosity solution, which generalizes the classical solution, was introduced. Under mild assumptions on the Hamiltonian H and the initial function 0 , the authors proved the existence, uniqueness and stability of the viscosity solution for (1.1). Since then, Hamilton-Jacobi equations have been intensively studied. Interested readers can consult the review paper by Crandall et al. 2] for references to recent developments. The study of numerical approximations to the viscosity solution of (1.1) was started also by Crandall and Lions. In 4], they introduced an important class of monotone schemes for a simpli ed form of equation (1.1):
t + H(D ) = 0; (x; 0) = 0 (x) (1.2) and proved that these schemes converge to the viscosity solution. Unfortunately monotone schemes can be at most rst order accurate, thus are too dissipative for most practical applications. Nevertheless, they can serve as building blocks for high order schemes. In 10], Osher and Sethian constructed a class of high order upwinding type schemes for equation (1.2) , mimicking high order ENO(essentially non-oscillatory) schemes developed by Harten et al. 5, 15] for approximating conservation laws. Their construction was based on the observation that Hamilton-Jacobi equations are closely related to conservation laws. To see this, let be a solution to the 1D Hamilton-Jacobi equation t + H( x ) = 0, then u = x becomes a solution to the 1D conservation law u t +H(u) x = 0. Although such a relation does not exist in multi-dimensions, numerical schemes can be constructed through a dimension by dimension extension of the one dimensional scheme. The above idea was pursued further by Osher and Shu 11] , where a general framework for constructing high order ENO schemes for (1.2) was given, together with several \building blocks" or monotone uxes such as the global Lax-Friedrichs ux, the Godunov ux and the Roe ux with entropy x. We want to point out that all the schemes above can be generalized in a straight-forward manner to solve the general equation (1.1). A little caution, however, needs to be taken due to the presence of in the Hamiltonian H. See Souganidis 16] for details.
In this paper, we construct a high order accurate weighted ENO (WENO) scheme for approximating the general Hamilton-Jacobi equation (1.1), following a similar approach of 11]. WENO schemes were initiated by Liu et al. 8] and later improved by Jiang and Shu 6] , both for the approximation of hyperbolic conservation laws. Roughly speaking, WENO schemes are central schemes in regions where the solution is smooth but emulate ENO schemes near the singularities of the solution. This is achieved by weighting the substencils of the base ENO scheme with the weights adapted to the relative smoothness of the solution on these substencils. The weights vary smoothly with respect to some smoothness measurements of the solution on each substencils, thus eliminate or alleviate the problems(e.g. linear instability, accuracy degeneracy, see 13]) caused by abrupt stencil changes in ENO schemes. Extensive shock calculations have demonstrated that WENO schemes are more accurate and robust than the base ENO schemes and enjoy a compact stencil relative to the order of accuracy, which may be very desirable for certain boundary treatments.
The paper is organized as follows: In Section 2, we present the WENO schemes in two steps: rst, in Section 2.1, we compare the core idea of WENO schemes with that of ENO schemes in the context of approximating the rst derivative of a function in one space dimension. Then in Section 2.2, we present the complete WENO scheme for the HamiltonJacobi equation in two space dimensions. The generalization to high space dimensions is straight forward. In Section 3, we apply the WENO scheme on a set of model problems, drawn from several areas of applications such as image processing, optimal control and recent level set calculations. Some remarks are made in Section 4. Figure 1 x (2.5) which is the 5 th order approximation to x (x i ) and is known to provide the smallest truncation error on such a six-point stencil. If we set the weight for the ENO chosen stencil to be unity and the remaining two weights to be zero, then (2.4) recovers the 3 rd order ENO approximation to x (x i ). In case that there is a discontinuity inside the stencil, the ENO scheme can e ectively choose relatively the \smoothest" stencil for the approximation thus avoid undue oscillations. To sustain both accuracy and essentially non-oscillatory property, we de ne the weights according to the following two principles: (1) Here is used to prevent the denominators from becoming zero. In our computation, we shall use = 10 ?6 . One can check that the above de nition of weights satis es the two principles we mentioned in the previous paragraph. See 6] for details.
We can put the 3 rd ENO approximation (2.3) in a similar form as (2.6) with WENO replaced by ENO x ;
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where is either ENO or WENO , corresponding to either ENO or WENO approximation.
To illustrate the di erences between ENO and WENO schemes, we compute the weights in the approximation of x (x i ) by ? x;i , where is given by (x) = Remark: Based on the 2 nd order ENO approximation, one can construct a 3 rd WENO approximation. This WENO approximation has a much simpler form than the 5 th order WENO one de ned above. Here we provide the corresponding formulas for approximating x (x i ). Interested readers can follow the approach described in the next subsection to obtain the 3 rd order WENO scheme. The approximation to x (x i ) on the right-biased stencil fx k ; k = i ? 1; i; i + 1; i + 2g is 2.2 The WENO scheme in 2D
In this subsection, we use the 2D Hamilton-Jacobi equation t + H(x; y; t; ; x ; y ) = 0 (2.10)
as an example to describe the WENO scheme for multi-dimensional Hamilton-Jacobi equations. Let x i ; y j be the (i; j) node of a 2D lattice grid with the uniform spacing x in x-direction and y in y-direction. Similar to the notations in (2.1), we introduce Here, x;i;j are WENO approximations to @ @x (x i ; y j ) similar to the 1D approximations (2.6) and (2.9), i.e. 
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= (2) + t 12 (?L( (0) ) ? L( (1) ) + 8L( (2) )) with (0) = n and n+1 = (3) . The fourth order non-TVD Runge-Kutta scheme is:
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) + 2L( (1) ) ? 4L( (2) ) + L( (3) )) with (0) = n and n+1 = (4) .
Numerical Results
In this section, we apply the 5 th order WENO scheme to a set of model problems. We also compare the results with those obtained by the base 3 rd order ENO scheme. We use WENO-x to refer to the 5 th order WENO scheme and similarly ENO-x to refer to the 3 rd order base ENO scheme, where \x" could be \LF" (global Lax-Friedrichs ux), \LLF" (local Lax-Friedrichs ux) and \RF" (Roe's ux with entropy x). Unless stated otherwise, we shall use the 3 rd order Runge-Kutta scheme for the ENO schemes and the 4 th order RungeKutta scheme for the WENO schemes. For all compuations, the CFL number is taken as 0:6. 3) We take = 1 in our calculation. In both cases, the solution is smooth at t = t 1 = 0:5= 2 and has discontinuous rst order derivatives at t = t 2 = 1:5= 2 . In Table 1 and 2, we list the L 1 and L 1 errors of the schemes WENO-RF and ENO-RF. At t = t 2 , the errors are computed at a distance of 0:1 away from any discontinuities in the derivatives of the solution. We note that the exact solution can be obtained using characteristic methods for both cases. For both schemes, we use the 3 th order Runge-Kutta scheme in time. To realize 5 th order in time, we take t x 5=3 in the case of WENO-RF. Such restrictive time step is only used for accuracy test purpose and will not be used in later examples. From Table 1 and 2, we can see that for both the convex and nonconvex ux, the ENO scheme achieves about 3 rd order accuracy while the WENO scheme achieves about 5 th order accuracy. . We shift the function to position the singular points of g inside the interval. The results at t = 2; 8; 16; 32 are displayed in Figure 3 . We observe that, as the time increases, both the ENO scheme and the WENO scheme smooth out the corners in the graph of g. However, the WENO scheme performs much better at the smooth part of g. In fact even at the corners, the smoothing by the WENO scheme is less severe than that by the ENO scheme. using ENO-RF and WENO-RF. The results are displayed in Figure 4 . We can see that both schemes capture the viscosity solution of the Riemann problem. For this problem, the advantage of the high accuracy of the WENO scheme is less obvious due to the almost piecewise linear structure of the solution. in (x; y) 2 ? ; ] ? ; ] with periodic boundary condition. The results at t = 1 are displayed in Figure 5 . The di erence between two schemes is hard to tell from the plots. The is partly because of the limitation of the graphical presentation and partly because of the short evolution time.
WENO-LLF (ENO-LLF) obtains similar accuracy as WENO-RF (ENO-RF) for both cases. WENO-LF (ENO-LF) is slightly less accurate than WENO-RF (ENO-RF). Similar accuracy was observed for the two dimensional model problems in
Example 5 (Shape from shading) We solve the following shape from shading problem: and (x; y; t) = 0 at the boundary of the unit square. The steady state solution of (3.8) is the shape function, which has the brightness I under vertical lighting. See 12] . According to Lions et al. 7] , there are multiple solutions to (3.8) and (3.9) and all satisfy the homogeneous boundary condition. In our problem, we need to prescribe additional \boundary conditions" at points where I(x; y) = 1. We consider two such boundary conditions 12]:
(a) ( We initialize the evolution by (x; y; 0) = 4 min(min(x; 1 ? x); min(y; 1 ? y)). The results are displayed in Figure 7 .
We observe that for case (a), where the solution is smooth, WENO-LF converges to steady state rapidly and the steady state solution is more accurate than that obtained by ENO-LF. ENO-LF can not converge to steady state even in this smooth case. For case (b), the exact solution is no longer smooth. WENO-LF is slightly more accurate than ENO-LF. However, neither scheme converges in this case. We believe this is due to the interesting extra boundary condition inside the domain. Special techniques may be needed to achieve convergence to the steady solution. We will investigate this issue elsewhere. Nevertheless, the numerical solution for both cases look smooth with no noticeable kinks, when compared to the results in 12].
Example 6 (Level set reinitialization) Consider Notice that the solution to (3.10) has the same zero level curve as that of 0 at all time, and it converges to the distance function to the zero level curve of 0 as t goes to in nity. In the level set formulation, 0 itself is governed by some evolution equation and its zero level curve is of critical importance. To accurately detect the zero level curve, it is necessary to keep 0 from being too at or too steep. To compute the curvature of the level curves f = constantg from 0 , which is often needed in physical applications, it is also important to keep 0 from being polluted by numerical noise. Ideally one would like to have 0 being the distance function to its zero level curve all the time. However, this is usually not guaranteed by the evolution equation for 0 . Thus one periodically solves equation (3.10) and reset 0 to the steady state solution.
In our computation, we choose 0 to be the distance function to the circle centered at the origin with radius 1 2 , plus some small perturbation in both radial and angular directions near the circle: 0 (x; y) = + to approximate sign( 0 ) with comparable to the spatial step size. It is worth pointing out that the Godunov ux is usually complicated for general Hamilton-Jacobi equations(see 1, 11] ), but it has the above simple form for equation (3.10) .
For both the ENO and WENO scheme, we use the 3 rd order Runge-Kutta scheme in time. We plot the level set function in Figure 8 . To demonstrate the di erence between the ENO and WENO scheme, we compute the curvature r r jr j of the level curve f = costantg by central di erence. The results are shown in Figure 9 . From the numerical results, we observe the following:
There is no distinguishable di erence in before and after the reinitialization using either ENO or WENO scheme. However,
There is signi cant di erence between the curvature before and after the reinitialization. The latter is considerably smoother than the former for both ENO and WENO schemes.
The curvature computed from the reinitialized data of by the WENO scheme is less noisy than that by the ENO scheme. Moreover, the WENO scheme does not deteriorate the level curves, which happens to the ENO scheme, as we continue the iteration further. We believe this is due to fact that WENO scheme smoothly weights the candidate stencils in contrast to the ENO scheme which jumps from one stencil to another abruptly even in the smooth part of the solution.
Although the WENO scheme does not remove the noise completely in the curvature, it is superior in this case than the ENO scheme. For problems sensitive to the curvature, the WENO scheme seems to be a better one to use.
Conclusion
We have presented a WENO scheme which is constructed upon the 3 rd order ENO scheme. This WENO scheme is uniformly 5 th order accurate in smooth regions but has the same stencil as the 3 rd order ENO scheme. Near singularities of the solution, the two schemes function similarly. The numerical experiments demonstrate that the gain of this accuracy does help long time integration. Moreover, the smooth weighting of the substencils in the WENO scheme helps prohibiting noises to be created in the solution. We believe that this smooth weighting accounts most for the better performance of the WENO scheme over its base ENO scheme.
Based on the 2 nd order ENO scheme, one can also construct a 3 rd order WENO scheme. See the remark after Section 2.1.
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