ABSTRACT Conventional invoice reimbursement methods often require excessive human resources. Intelligent invoice reimbursement (IIR) has been received strongly attentions since it can improve process efficiency and also save manpower cost. Among these procedures, invoice classification is considered one of most important steps. This paper aims to improve IIR performance capabilities by proposing a deep learning based method to intelligently classify invoices photographed by smart phones. The end-to-end method can directly identify the category of input various invoice images in a short time. Experimental results indicate that the proposed method can achieve both high classification accuracy 99.05 % and fast running speed 18.16 seconds for 105 invoice images.
I. INTRODUCTION
The accelerated development of the economy has created a dramatic increase in the number of transactions annually. As transactions standardize, the use of invoices is becoming increasingly common. Conventional invoice reimbursement is an inefficient form of labor that required excessive manpower and material resources. To solve the inefficiency of invoice reimbursement, intelligent invoice reimbursement (IIR) techniques have received much research attention recently.
Along with the recent rapid developments in deep learning [1] , many classic problems in computer vision [2] have been studied, such as image classification [3] , [4] , face recognition [5] , water level observing [6] , object detection [7] , and intelligent energy networks [8] , [9] . In addition, deep learning has also make great progress in cognitive radio [10] , [11] , speech language identification [12] , [13] , Internet of Things (IoT) [14] , [15] , non-orthogonal multiple
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Zhu et al. studied the faster region-based convolutional network method (R-CNN) [27] , and proposed a method [28] for automatically detecting and positioning books. The method utilized the region proposal network to obtain a set of object proposals, and estimated the probability of an existing object. The object detection network R-CNN was then trained to judge the category and calculate the positions of books, and it was found that the proposed method could achieve good detection with high accuracy and speed.
Shi et al. [29] proposed an end-to-end method based on neural networks to recognize sequences that are based on images. The proposed method was superior to the previous methods due to its end-to-end system, arbitrary input lengths, high robustness, and much smaller model size. Experimental results indicated that this method performed well for text datasets as well as music score recognition.
To carry out the classification of images with deep learning, Roth et al. [30] presented a method based on convolutional neural networks [31] . This work could be applied to determine the classification of medical images automatically, and contained five convolutional layers and three fully connected layers in turn. Experimental results indicated that the proposed classifier could be trained as the initialization step for the subsequent detail analysis.
Liu et al. [32] proposed the RS-VGG Net to undertake the classification of remote sensing (RS) images. The wellknown VGG Net was first trained on ImageNet and then RS samples with labels were used to fine-tune the higher layers in VGG Net. Experimental results demonstrated that the proposed RS-VGG Net could achieve higher accuracy with less computational complexity and training time.
To achieve high performance in image classification tasks, Alex Net [33] was proposed, and it made researchers realize the importance of convolutional neural networks. The proposed Alex Net contained eight layers, five of which were convolutional layers, and three of which were fully connected layers.
Zeiler et al. proposed a visualization technique to realize the operator of the feature layers and classifiers. Their proposed ZF Net [34] was an improvement of Alex Net, and its model structure is optimized. In order to achieve more features, the size of the filter in the first convolutional layer was reduced to seven, and the stride was reduced to two. The greatest contribution of the model is to visualize the convolutional neural networks.
Simonyan et al. proposed famous VGG Net [35] for largescale image recognition tasks. They studied the effect of the depth of convolutional network, and their proposed model with 16 layers achieved high performance, which benefits from its stacked 3×3 convolutional layers.
In order to solve the problem of gradient explosion and vanish, He et al. proposed their residual learning framework [36] based on residual units. The proposed models won the 1st places on the tasks of ImageNet detection, ImageNet localization, etc. However, the introduction of residual units increased complexity and depth of the model, which reduced the speed of the model. To achieve IIR, the essential step is to judge the category of the invoices, with paper invoices and electronic invoices as the two most common forms. Electronic invoices tend to be regular enough so that their categories can be easily detected. Conversely, paper invoices are photographed by various types of mobile phones, so that the invoice images may have different shapes according to the type of mobile phone and habit of photographer. As a result, electronic invoices can be easily classified according to the regular forms. However, the images photographed by phones cannot be classified accurately due to their irregular forms.
In order to increase the efficiency, before the invoice reimbursement process, the invoices to be reimbursed should be classified. The traditional method is to manually classify and archive the invoices by the staff. Then, each type of invoices can be reimbursed using the appropriate template. However, the manual classification of invoices wastes much human and material resources. Compared to the automatic classification by computers, manual classification is much slower. As a result, it is necessary to establish an intelligent invoice classification method to increase the efficiency.
This paper proposes a deep learning based method to intelligently classify invoice images photographed by mobile phones. The model is then improved on the basis of VGG-16 Net. Considering this classification problem is simpler than ImageNet Large Scale Visual Recognition Challenge (ILSVRC), the width and depth of the model are reduced appropriately, as well as the training set.
The reminder of the paper is organized as follows. In Section II, the model structure and its difference from VGG-16 Net are explained. Experimental results are presented in Section III, to verify the superiority of the proposed model. Finally, Section IV presents the conclusions of the paper.
II. EXPLANATION OF MODEL STRUCTURE
In this section, the model structure is explained and improvements on VGG-16 Net are also analyzed.
A. COMPARSION OF MODEL STRUCTURE
The differences of model structure between VGG-16 Net and ours are explained in the following part. The classic model structure of VGG-16 Net is provided in Fig. 1 .
The network VGG-16 Net has demonstrated convincing performance in many classification tasks and benefits from its particular design structure. In VGG-16 Net, every two or three convolutional layers are followed by a pooling layer, and it makes full use of the convolution kernels with smaller size of 3×3. However, the huge amount of parameters required rely on massive amounts of training data. In our invoice classification task, the scale of training data cannot reach that of ImageNet. As a result, the model is too large to converge, meaning it cannot achieve the classification task. This paper takes advantage of VGG-16 Net and proposes a new model structure with a selection of improvements. The structure is described in Fig. 2 .
It can be seen in Fig. 2 that the proposed model contains 11 layers, eight of which are convolutional layers and three of which are fully connected layers. Similarly, the same layers outlined in Fig. 1 are the same colors in Fig. 2 . The added batch normalization (BN) layers, which are colored orange, are added to avoid gradient vanish and explosion problems in the training phase, and to speed up convergence.
Considering the performance of the practical invoice classification task, a selection of convolutional layers is removed and the size of layers is reduced. The size of fully connected layers are also reduced from 4096 to 32 or 16, and the size of the third layer is reduced to three according to the number of invoice categories. In addition, to increase the receptive field of the convolution kernel, the first kernel size is set to 5×5. 
B. DETAILED EXPLANATION 1) CONVOLUTION LAYER
The role of the convolutional layer in our proposed model is to extract image features, which is used to judge the category of the invoice image in this paper. In computer vision, the input images and convolution kernel are represented by matrices, as shown in Fig. 3 .
The convolution operation is the process of obtaining a new image by traversing the input image with a filter. During the traversal, the filter extracts the features of the input image to generate a new image. The convolution operator is described as Fig. 4 . Each convolutional layer is followed by an activation function, which will be explained in the next part. According to the experience of designing VGG-16 Net, multi-layer convolution extracts more image features than single-layer convolution. However, due to the complex model structure leading to the difficulty for training, double-layer convolution are used in this paper.
During the convolution operator, the parameter stride determines the distance the filter slides at a time. The larger stride is set, the smaller image size becomes. The parameter padding is set to solve the problem of constantly smaller size. This operator is to add a selection of 0 pixel values around the input image, so as to offset the impact of convolution operator. The padding operator is provided in Fig. 5 . As the number of model layers increases, the general convolution operation will reduce the size of the image. In this case, as the number of convolution operations increases, the size of the output image in each layer will be reduced, which is presented as
where I and O denote the size of the input and output image, and f , p, and s represent the size of convolution kernel, number of padding, and convolution stride, respectively.
To avoid obtaining the smaller and smaller images, the padding operator in each layer is set to ensure that O is equal to I . The principle of setting is described as
In this paper, to maintain the size of the image, s is set to 1, which means the convolution kernel moves only one pixel at a time.
2) BATCH NORMALIZATION LAYER
To speed up convergence and solve the problem of overfitting, BN layers are added. The operator of BN is described as
where z denotes the sample, m is the number of samples in a training batch, and the superscript i represents the serial number of one sample. Subscript µ and σ 2 denote the mean and variance of one batch of samples, norm denotes the normalization format, and γ and β are the learnable parameters to maintain the distribution of data features. Among these four formulas, formula (3) and formula (4) calculate the mean and the variance of the samples in a batch respectively. Formula (5) calculates the corresponding normalized results, and formula (6) determines the transformation form in order to maintain the distribution of data features.
L2 regularization constraint is another method to solve the problem of overfitting, which can effectively alleviate overfitting by adding a constraint on the weights. The operator is described as in formula (7)
where w represents the weight parameter, n denotes the number of samples. C 0 is the current loss function, and C represents the loss function with regularization. The parameter λ is set in advance to control the proportion of regularization. When in the backpropagation phase, w with regularization is calculated as
where η represents the learning rate in the training phase, w BN denotes the weight with regularization, and other parameters have the same meanings as those detailed in formula (7) . Note that the parameter η and λ are both greater than 0, so it is clear that the weight parameter w BN will become smaller. However, when overfitting, the weight usually has a large enough value so that the model can fit all dates. Therefore, the added regularization can make the weight value smaller to suppress the problem of overfitting.
3) POOLING LAYER
The size of the images in training phase tend to be large, which requires much computing power.
Since the convolutional layer has extracted a lot of features, it is unnecessary to waste the computer power. In this case, pooling layer is added to the model.
The role of pooling layer is to fuse the features extracted by the previous convolution layers and reduce the amount of calculation in the subsequent convolutional layers.
The pooling layer operates on a small region of the image, and only one pixel value is reserved as part of the output image. The traversal of the pooling operator is similar to a sliding filter, and two main pooling methods are meanpooling and max-pooling.
An example of mean-pooling and max-pooling operators is provided in Fig. 6 . For mean-pooling operator, it calculates the average of the pixel values in a relatively small region as a new pixel value in the output image. Then it traverses the entire image to obtain the output image by sliding the small region. For max-pooling operator, it only leaves the largest pixel value in a small region, while it discards other relatively small pixel values. Then it traverses the entire image to obtain the output image in the same way. Assume that the pixel values in the small region are represented as x 1 , x 2 , x 3 · · · x n , the output pixel value with meanpooling and max-pooling operators can be calculated by
where x mean and x max denote the output pixel values with mean-pooling and max-pooling operators, respectively. n and max represent the number of pixel values to be calculated and the function for finding the maximum value, respectively. It can be concluded from the calculation principle that the output images with mean-pooling operator tend to be smooth due to the average of the pixel values. On the other hand, the images with max-pooling operator tend to contain more texture information.
Invoice images contain more texture information than natural images. In our intelligent invoice classification task, the texture information is relatively more important. Therefore, max-pooling operator is utilized in our proposed model, and the dimension of small regions and stride are set to 2×2 and 2, respectively.
4) FULLY CONNECTED LAYER
The output images operated by convolution layers and pooling layers tend to contain enough features. However, the extracted features are too partial to classify the entire image. The role of fully connected layers is to map the extracted features to the sample mark space, which means that it fuses the features to obtain a value corresponding to the image category. Then the category of the image is determined according to the corresponding value. The number of neurons in the last layer is equal to the number of categories in image classification problems.
A simple example of fully connected layers are depicted in Fig. 7 . It is just a three-layer model, including an input layer, a hidden layer, and an output layer. There are several neurons in each layer, and each line contains a weight value for fusing the features. As same as convolution layers, fully connected layers are also followed by specific activation functions.
The capability of fully connected layers for image classification depends on the number of layers, the number of neurons in each layer, and the following activation functions. And in general, the fully connected layers with more complicated structure, such as increased depth and width, tend to have a stronger capability for image classification.
However, everything has its limitation. The complicated structure will increase the difficulty for training the models, and waste plenty of computing resources. Its unnecessary complexity easily causes the problem of overfitting, and reduces the efficiency of classification.
Therefore, the parameters that affect classification in fully connected layers are the number of layers and number of neurons in each layer, that is, the depth and width of the models.
In our intelligent invoice classification task, the training set is photographed by mobile phones, and its scale is far less than ILSVRC. Therefore, to increase the efficiency of training models and relieve the problem of overfitting, the depth and width of fully connected layers are greatly reduced. Specifically, three fully connected layers are added to the model, and the number of neurons in each layer is 32, 16, and 3, respectively.
5) ACTIVATION LAYER
The operators in convolution layers and fully connected layers are all linear. In order to improve the capability of nonlinear expression, convolution layers and fully connected layers are both followed by an activation layer, respectively
Rectified linear unit (ReLU), sigmoid, and softmax are three common activation functions, and the operators are described as
where x and f (x) denote the input and output of the functions, and max represents the function for finding the maximum value. The adding function ReLU is nonlinear, which makes the original linear model fit any function. In addition, the principle of ReLU is just a function to find the maximum value, that is, ReLU will not add too many extra calculations. The characteristic that the negative value is set to zero makes the model sparse, which reduces the close relationship of the model to prevent the problem of overfitting.
ReLU is mainly used to improve the nonlinear expression capability of the model, while sigmoid and softmax are used to realize image classification.
Comparison of sigmoid and ReLU is depicted in Fig. 8 . It is clear that the calculation of sigmoid is more complicated, and its extreme values tend to 0 and 1. In the binary classification task, such as judging whether an image depicts a cat or not, sigmoid is a good choice as an activation function. However, in our invoice multi-classification task, sigmoid is not suitable.
Softmax is added to solve the multi-classification problem. It calculates a value for each category, ranging from 0 to 1. And the sum of the values of all categories is equal to 1. These two characteristics of calculated value is similar to probability. In this case, the calculated value corresponding to each category can be seen as its probability. Then the category corresponding to the maximum probability is considered as what the image depicts.
Therefore, in our invoice classification task, ReLU is added for nonlinear expression following each convolution layer and fully connected layer, while softmax is used for invoice classification, and it is added in the last layer.
III. EXPERIMENTAL RESULTS
In this section, a selection of experimental results are displayed to compare the performance and speed of the proposed model with other methods.
A. DATA SET
To classify the categories of the invoice images photographed by mobile phones automatically, it is necessary to prepare enough data to train the models.
In this invoice classification task, a total of 1200 invoice images are used in the training phase. At each epoch, the proportion of training data is set to 0.7, meaning that 840 invoice images are used for training and the remaining 360 images are for verifying. In order to examine the generalization of the models, 105 images that are different from those in the training and validation set are used in the test phase.
Among the 1200 invoice images, one third of the images are value-added tax invoices, one third of the images are train invoices, and the remaining one third are taxi invoices. Thus, the training set is evenly distributed to ensure balance of images. A selection of training images is provided in Fig. 9 , which contains value-added tax invoices, train invoices, and taxi invoices.
For the balance of the tests, the images in the testing phase are also evenly distributed, and each category contains seven different images. Considering the robustness of the models, the images for training are enhanced by rotation, flip, and noise addition. Three of the testing images are provided in Fig. 10 , which contains a value-added tax invoice, a train invoice, and a taxi invoice. 
B. COMPARISON OF MODELS IN ACCURACY AND SPEED
To compare the performance of the models, experiments on accuracy and speed are undertaken. The experiments are all run on one GPU GeForce GTX 1080Ti which contains approximately 11 G memory.
Five models are trained and compared in this paper, including Alex Net, ZF Net, VGG-16 without BN, VGG-16 with BN, and Ours. The details of the comparison of these models are displayed in Table 1 .
All models are tested under the same conditions, including the same device, operator system and testing images.
It is clear that the proposed model in this paper achieves the best performance in accuracy, training time, and testing time. In terms of accuracy, the proposed model has the highest score of 99.05 % on 105 testing images. In terms of training time, Alex Net has the fastest training speed among these five models. The proposed model is a little slower, and it is acceptable in the training phase. Compared to the original VGG Net, the training speed of the proposed model is much faster due to the simplification of the model. In terms of testing time, our proposed model has fast testing speed on 105 testing invoice images taken by smart phones. Though ZF Net achieves the fastest testing speed, the accuracy of ZF Net is far worse than ours. As a result, in general, the proposed model has the best performance. Intuitive comparison of five models is presented in Fig. 11 . It takes into account the performance of both accuracy and speed. A model with high accuracy tends to be in the top half of the figure, while a model with fast speed tends to be in the left half of the figure. In this case, the best model is the one that appears in the upper left corner of the figure. It can be intuitively seen that our proposed model is superior to the other four models. The comparison of the VGG-16 models with and without BN reveals that the great impact of BN.
In summary, the proposed model has the best performance and the fastest running speed compared to other models. Though training speed is a little slower, it is not too slow compared to the other models. Therefore, the proposed model is superior to others for the invoice classification task.
IV. CONCLUSION
This paper proposed a deep learning based model to intelligently classify invoices, such as value-added tax, train, and taxi invoices, photographed by mobile phones. The model mainly contains eight convolutional layers, and three fully connected layers. The network VGG-16 Net was enhanced in this paper by modifying the model structure and scale, and BN and regularization constraint were added to the model to prevent overfitting. Experimental results indicate that, compared to other classification models, the proposed model has the highest accuracy, fastest running speed, and is the best choice for this invoice classification task. In the future study, the type and quantity of the invoices should be increased, and the model structure could also be further improved.
YINGYI SUN (S'18) received the B.S. degree in mathematics from the Nanjing University of Posts and Telecommunications (NJUPT), in 2017, where he is currently pursuing the master's degree. His research interests include deep learning, optimization, and its application in image processing.
JIANING ZHANG is currently pursuing the bachelor's degree from the School of Computer Science, Nanjing University of Posts and Telecommunications (NJUPT), where she has been a member of Focus Lab, since 2018. Her research interest includes deep learning for wireless communication. VOLUME 7, 2019 
