We show that
Introduction and results
Since the appearance of the paper [3] , monotonicity properties of the functions F a (x) = ln Γ(x + 1) x ln(ax) , x > 0, a > 0
have attracted the attention of several authors in connection with monotonicity properties of the volume Ω n of the unit ball in Euclidean n-space. A recent paper about inequalities involving Ω n is [2] . Let us first consider the case a = 1. In [9] the authors proved that F 1 is a Bernstein function, which means that it is positive and has a completely monotonic derivative, i.e.,
This extended monotonicity and concavity proved in [4] and [12] respectively. We actually proved a stronger statement than (2) , namely that the reciprocal function x ln x/ ln Γ(x + 1) is a Stieltjes transform, i.e. belongs to the Stieltjes cone S of functions of the form
where c ≥ 0 and µ is a non-negative measure on [0, ∞[ satisfying ∞ 0 dµ(t) 1 + t < ∞.
The result was obtained using the holomorphic extension of the function F 1 to the cut plane A = C\] − ∞, 0], leading to an explicit formula for the measure µ in (3). Our derivation used the fact that the holomorphic function log Γ(z) only vanishes in A at the points z = 1 and z = 2, a result interesting in itself and included as an appendix in [9] . A simpler proof of the non-vanishing of log Γ(z) appeared in [10] .
In a subsequent paper [10] we proved an almost equivalent result, namely that F 1 is a Pick function, and obtained the following representation formula
where
and d 1 (t) tends to infinity when t approaches 1, 2, . . ..
is an immediate consequence of (4).
We recall that a Pick function is holomorphic function ϕ in the upper halfplane H = {z = x + iy ∈ C | y > 0} satisfying ℑϕ(z) ≥ 0 for z ∈ H, cf. [11] .
For a = 2 Anderson and Qiu proved in [4] that F 2 is strictly increasing on [1, ∞[, thereby proving a conjecture from [3] . Alzer proved in [2] that F 2 is concave on [46, ∞[. In [14] the concavity was extended to the optimal interval ] , ∞[. We will now describe the main results of the present paper. We also denote by F a the holomorphic extension of (1) to A with an isolated singularity at z = 1/a, which is a simple pole with residue ln Γ(1 + 1/a) assuming a = 1, while z = 1 is a removable singularity for F 1 . For details about this extension see the beginning of section 2. Using the residue theorem we obtain: Theorem 1.1 For a > 0 the function F a has the integral representation
and
and F a is a Pick function for a ≥ 1 but not for 0 < a < 1.
From this follows the monotonicity property conjectured in [14] :
In particular, F a is strictly increasing and strictly concave on the interval ]1/a, ∞[. The function
has been studied because the volume Ω n of the unit ball in R n is
We prove the following integral representation of the extension of ln f (x + 1) to the cut plane A.
In particular 1/2 + log f (x + 1) is a Stieltjes function and f (x + 1) is completely monotonic.
We recall that completely monotonic functions ϕ : ]0, ∞[ → R are characterized by Bernstein's theorem as
where µ is a positive measure on [0, ∞[ such that the integrals above make sense for all x > 0. We also recall that a sequence {a n } n≥0 of positive numbers is a Hausdorff moment sequence if it has the form
where σ is a positive measure on the unit interval. Note that lim n→∞ a n = σ({1}). For a discussion of these concepts see [7] or [17] . It is clear that if ϕ is completely monotonic with the integral representation (11), then a n = ϕ(n + 1), n ≥ 0 is a Hausdorff moment sequence, because
where σ is the image measure of e −t dµ(t) under e −t . Since lim x→∞ f (x + 1) = e −1/2 we get
, n = 0, 1, . . .
is a Hausdorff moment sequence tending to e −1/2 .
A Hausdorff moment sequence is clearly decreasing and convex and by the Cauchy-Schwarz inequality is is even logarithmically convex, meaning that a 2 n ≤ a n−1 a n+1 , n ≥ 1. The latter property was obtained in [14] in a different way.
Properties of the function F a
In this section we will study the holomorphic extension of the function F a defined in (1) . First a few words about notation. We use ln for the natural logarithm but only applied to positive numbers. The holomorphic extension of ln from the open half-line ]0, ∞[ to the cut plane A = C\]−∞, 0] is denoted Log z = ln |z|+i Arg z, where −π < Arg z < π is the principal argument. The holomorphic branch of the logarithm of Γ(z) for z in the simply connected domain A which equals ln Γ(x) for x > 0 is denoted log Γ(z). The imaginary part of log Γ(z) is a continuous branch of argument of Γ(z) which we denote arg Γ(z), i.e.,
We shall use the following property of log Γ(z), cf. [9, Lemma 2.1]
The expression
clearly defines a holomorphic function in A \ {1/a}, and z = 1/a is a simple pole unless a = 1, where the residue ln Γ(1 + 1/a) vanishes.
Lemma 2.2 For a > 0 and t ≤ 0 we have
where d a is given by (7).
Proof. For −1 < t < 0 we get
,
hence lim y→0 + ℑF a (t + iy) = πd a (−t) also in this case.
for y → 0 + because Γ(z) has poles at z = 0, −1, . . .. Finally, for t = 0 we get (14) from the next Lemma. Proof. Since log Γ(z + 1)/z has a removable singularity for z = 0 the result
Lemma 2.4 For a > 0 we have the radial behaviour
and there exists a constant C a > 0 such that for k = 1, 2, . . . and −π < θ < π
Proof. We first note that
and since lim |z|→∞,z∈A
it is enough to prove the results for a = 1. We do this by using a method introduced in [9, Prop. 2.4] . Define
for each k = 1, 2, . . ., so it is enough to prove that M k is bounded for k → ∞.
Stieltjes ([16, formula 20]) found the following formula for log Γ(z) for z in the cut plane A log Γ(z + 1) = ln
Here
where h(z) = (z + 1/2) Log(1 + 1/z) − 1 and P is periodic with period 1 and P (t) = 1/2 − t for t ∈ [0, 1[. A derivation of these formulas can also be found in [5] . The integral above is improper, and integration by parts yields
where Q is periodic with period 1 and Q(t) = t − t 2 for t ∈ [0, 1[. Note that by (20) µ is a completely monotonic function. For further properties of Binet's function µ see [13] .
We claim that |µ(z)| ≤ π 8 for z ∈ A \ S.
In fact, since 0 ≤ Q(t) ≤ 1/4, we get for z = x + iy ∈ A |µ(z)| ≤ 1 8
and for x ≤ 1, |y| ≥ 1 we have
Since
for z ∈ A, we immediately get (15) and
for all z ∈ A \ S for which |z| is sufficiently large. In particular, there exists N 0 ∈ N such that
By continuity the quantity
is finite.
We will now estimate the quantity |F 1 ((k +
)e iθ ∈ S, and since F 1 (z) = F 1 (z), it is enough to consider the case when (k +
for z ∈ A and k ∈ N. Equation (24) follows from the fact that the functions on both sides of the equality sign are holomorphic functions in A, and they agree on the positive half-line by repeated applications of the functional equation for the Gamma function.
)e iθ ∈ R k+1 we get | log Γ(z + k + 1)| ≤ c by (23), and hence by (24)
For l = 1, . . . , k − 1 we have k − l < |z + l| < k + 2 − l, hence 0 < ln |z + l| < ln(k+2−l). Furthermore, 1/2 ≤ |z+k| ≤ √ 2, hence − ln 2 < ln |z+k| ≤ (ln 2)/2. Inserting this we get | log Γ(z + 1)| ≤ c + kπ + k+1 j=2 ln j < c + kπ + k ln(k + 1).
From this we get for
which tends to 1 for k → ∞. Combined with (22) we see that there exists
which shows that M k from (18) is a bounded sequence.
Lemma 2.5 Let a > 0. For k = 1, 2, . . . there exists an integrable function
Proof. For z = x + iy as above we get using (24)
where L is the maximum of | log Γ(z)| for z ∈ R −1 . We only treat the case k ≥ 2 because the case k = 1 is a simple modification combined with Lemma 2.3. For l = 1, . . . , k − 2 we have 1 < |z + l| < 1 + k − l, and for l = k − 1, k ln |x + l| ≤ ln |z + l| ≤ (1/2) ln 2, so we find
so as f k,1 we can use the right-hand side of (27) divided by (k − 1) ln(k − 1).
Using (17) we next define
Proof of Theorem 1.1 For fixed w ∈ A \ {1/a} we choose ε > 0, k ∈ N such that ε < |w|, 1/a < k + ] and the half-lines z = x ± iε, x ≤ 0 until they cut the circle |z| = k + 1 2 , which closes the contour. By the residue theorem we find
We now let ε → 0 in the contour integration. By Lemma 2.3 the contribution from the half-circle with radius ε will tend to zero, and by Lemma 2.2 and Lemma 2.5 we get
For k → ∞ the integrand in the first integral converges to 1 for each θ ∈ ]−π, π[ and by Lemma 2.4 Lebesgue's theorem on dominated convergence can be applied, so we finally get
The last integral above appears as an improper integral, but we shall see that the integrand is Lebesgue integrable. We show below that d a (t) ≥ 0 when a ≥ 1/2 and for these values of a the integrability is obvious. The function d a tends to 0 for t → 0 and has a logarithmic singularity at t = 1 so d a is integrable over ]0, 1[. For k − 1 < t < k, k ≥ 2 we have
and the factor in front of d 1 (t) is a bounded continuous function with limit 1 at 0 and at infinity. Therefore
follows from the finiteness of the corresponding integral for a = 1 provided that we establish
Choosing N ∈ N such that aN > 1, we can estimate
We next examine positivity of d a . For 0 < t < 1 we have
where we have used the functional equation for Γ, hence
and in particular for k = 2
Using (29) we find For a ≥ 1/2 and k − 1 < t < k with k ≥ 2 we then get
because the sequence c k , k ≥ 2 on the right-hand side is increasing with c 2 = 0.
We also see that d a (t) tends to infinity for t approaching the end points of the interval ]k − 1, k[. For z = 1/a + iy, y > 0 we get from (6)
The last term tends to 0 for y → 0 while the first term tends to −∞ when 0 < a < 1. This shows that F a is not a Pick function for these values of a.
Remark 2.6
We proved in Theorem 1.1 that d a (t) is non-negative on [0, ∞[ for a ≥ 1/2. This is not best possible, and we shall explain that the smallest value of a for which d a (t) is non-negative is a 0 = 0.3681154742...
Replacing k by k + 1 in the numerator N a for d a given by (7), we see that
is non-negative if and only if
and using the reflection formula for Γ this is equivalent to ln(1/a) ≤ ρ(k, s) for all 0 < s < 1 and all k = 1, 2, . . ., where
Using Stieltjes' formula (19), we find that clearly has a meromorphic extension to A \ 1 with a simple pole at z = 1 with residue ln 2. We denote this meromorphic extension log f (z) and have
Using the representation (6), we immediately get (10). It is well-known that 1/ Log(z + 1) is a Stieltjes function, cf. [8, p.130] , and the integral representation is 1 Log(z + 1) =
It follows that ln( √ ef (x + 1)) is a Stieltjes function, in particular completely monotonic, showing that √ ef (x + 1) belongs to the class L of logarithmically completely monotonic functions studied in [15] and in [6] . Therefore also f (x + 1) is completely monotonic.
Representation of 1/F a
For a > 0 we consider the function
which is holomorphic in A with an isolated singularity at z = 1, which is a simple pole with residue ln a/Ψ(2) = ln a/(1 − γ) if a = 1, while it is a removable singularity when a = 1. Here Ψ(z) = Γ ′ (z)/Γ(z) and γ is Euler's constant. and ρ a (0) = 1/γ, ρ a (k) = 0, k = 1, 2, . . ., which makes ρ a continuous on [0, ∞[. We have ρ a (t) ≥ 0 for t ≥ 0, a ≥ a 0 = 0.3681154742.., cf. Remark 2.6, and G a (x + 1) is a Stieltjes function for a ≥ 1 but not for 0 < a < 1.
Proof. We notice that for −k < t < −k + 1, k = 1, 2, . . . we get using Lemma 2.1 lim because of the poles of Γ, hence lim y→0 + ℑG a (t + iy) = −πρ a (−t) for t < 0. For fixed w ∈ A \ {1} we choose ε > 0, k ∈ N such that ε < |w|, 1 < k + and consider the positively oriented contour γ(k, ε) in A which was used in the proof of Theorem 1.1. By the residue theorem we find 1 2πi γ(k,ε)
G a (z) z − w dz = G a (w) + ln a (1 − γ)(1 − w)
.
We now let ε → 0 in the contour integration. The contribution from the ε-half circle tends to 0 and we get ρ a (−t) t − w dt = G a (w) + ln a (1 − γ) (1 − w) .
