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Abstract
Mental fatigue is a form of fatigue, induced by continuous task performance. Mentally fatigued people often report having a
hard time keeping their attention focussed and being easily distracted. In this study, we examined the relation between
mental fatigue, as induced by time on task, and attention-related changes in event-related potentials (ERPs). EEG, reaction
times and response accuracies were obtained from 17 healthy volunteers during two hours of task performance on an
adapted Eriksen flanker task. In this task, the size of targets and flankers was manipulated to discern neuronal processes that
are related to processing of relevant information from processes related to the processing of irrelevant information. The ERP
data showed that effects induced by target size manipulation were not affected by time on task, while an initial effect of
flanker size manipulation decreased gradually with increasing time on task. We conclude that attention was affected by
mental fatigue, in the form of a decrease in the ability to suppress irrelevant information. In behavioural results, this was
reflected by a tendency of participants to increasingly base their response decision on irrelevant information, resulting in
decreased response accuracies.
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Introduction
When people are working on a cognitively demanding task for a
prolonged period of time, they will often experience mental or
cognitive fatigue, reflected in deteriorated task performance and
reduced motivation to continue to work on the task at hand [1–3].
Moreover, an increase in the amount and severity of errors being
made can generally be observed. An important observation is that
mentally fatigued people often report having a hard time keeping
their attention focused and that they are easily distracted (e.g., [4]),
indicating that mental fatigue could have effects on selective
attention.
Several studies have examined the relation between mental
fatigue and selective attention. For example, van der Linden and
Eling [5] looked at the effects of mental fatigue on local versus
global processing in a local-global task. They found that during
conditions of mental fatigue, global shape processing suffers less
from mental fatigue than local shape processing, which relies more
strongly on top-down – attention-guided – processing. In addition,
Boksem et al., [6] showed that several attention-related ERP
components were affected by mental fatigue. In their experiment,
participants had to detect a target, if it was presented on a relevant
diagonal. An interesting effect they found was that the N2b
showed an increased negativity with time on task and that an
initial N2b difference they observed between stimulus presenta-
tions on the relevant and irrelevant diagonal decreased with time
on task.
These studies deliver clear indications that selective attention is
indeed influenced by mental fatigue. The present study further
investigates the influence of mental fatigue on the selection of
relevant versus irrelevant information by examining both changes
in the processing of relevant stimulus information as well as in the
processing of irrelevant stimulus information. To accomplish this,
we used a method that allows separating the effects of mental
fatigue on both types of information, while presenting them
simultaneously.
We applied the principle that selective attention can be
considered a top-down controlled neuronal gain mechanism,
boosting relevant signals, while at the same time attenuating
irrelevant signals [7–12]. This top-down mechanism feeds back
into visual processing areas as far back as area V1, as has been
shown by single cell recordings in macaques [13–18], fMRI
research [19–23] and EEG experiments in humans [24,25]. In
lower visual processing areas, attention has a fill-in effect, meaning
that after the initial response to a stimulus presentation, neurons
with a receptive field within the area occupied by an attended
stimulus, after a relatively long delay, will become more strongly
activated due to attention-related top-down modulations, while
activity levels of neurons which have a receptive field within the
area occupied by unattended stimuli become attenuated [26–29].
We combined this with the principle that in lower visual
processing areas, neurons have smaller receptive fields than in
higher visual processing areas [30]. Therefore, in a lower visual
processing area, the size of a stimulus is more strongly reflected in
the number of neurons that become excited by the stimulus than
in higher visual processing areas of the brain.
Based on these properties of the visual processing system, we
can predict that besides an early direct modulation of activity in
the EEG, caused by the size of the stimulus (i.e. larger stimuli
activate more neurons and more pronounced EEG activity), the
size of a stimulus will also elicit a late, indirect effect. The initial
direct effect is elicited by the processing of feed-forward activations
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from the lateral geniculate nucleus of the thalamus (LGN), caused
by stimulus onset. The late indirect effect is caused by the number
of neurons being disinhibited and inhibited by attention in visual
processing areas, as shown by Scholte et al., [31] in an ERP study
of figure-ground segregation in which figure size was manipulated.
Scholte et al. found an early effect of surface segmentation after
112 ms on temporal electrodes, reflecting high-level visual
processing. After 172 ms effects of surface segmentation were
found on occipital electrodes, which reflect activation in those
areas that are lowest in the visual processing hierarchy. Based on
these sequential ERP effects they concluded that surface segrega-
tion effects concerns a feedback process; first taking place in higher
order brain areas and then propagate backwards along the visual
processing stream.
In the current experiment we used an adapted version of the
Eriksen flanker task [32], in which we varied the size of both the
relevant targets and the irrelevant flankers. An important
difference between the current experiment and figure-ground
segregation experiments is that in the figure-ground segregation
paradigm, the stimulus as a whole does not vary in size. Therefore,
in a figure-ground segregation paradigm, there is little or no direct
effect of size on early ERP components, caused by differences in
unmodulated feedforward activations. Only the indirect effect
caused by top-down neuronal disinhibition will show in the ERP.
Instead, in the current experiment we compare size manipulations
of both the target (relevant information) and the flankers
(irrelevant information), though in separate trials.
Manipulating stimulus sizes globally, as is done in the present
study, will cause direct effects, due to differences in the initial feed-
forward response to (retinal) signals from the LGN. These direct
effects will be reflected in early ERP components, such as the P1,
known to reflect qualitative properties of stimuli [33]. Our
manipulation also allows us to distinguish between the enhancing
effect that selective attention has on relevant signals and the
attenuating effect it has on irrelevant signals. These effects should
be reflected later in the ERP than the direct effects, because they
are dependent on feedback from higher brain areas [34].
We expect that changes in selective attention due to mental
fatigue, will be reflected in gradual changes in the indirect effect.
Thus we expect the difference in the late ERP elicited by the target
size manipulation to show a different pattern through time than
the difference elicited by the flanker size manipulation. Note that
behavioural results cannot be interpreted in the same manner as
ERPs. Overt responses are the end product of a series of processes,
leading to the accumulation of evidence [35], resulting in a
decision which response is executed. Although behaviour is,
among others, depend on selective attention mechanisms; it does
not exclusively reflect these processes. ERPs provide a more direct
reflection of the specific processes executed in the brain than
behaviour. Because we are specifically interested in differential
effects of target processing versus flanker processing in the present




The study was approved by the Medical Ethical Committee of
the University Medical Center Groningen (METc 2008/323) and
the experiment was undertaken in compliance with national
legislation and the Declaration of Helsinki. Participants gave
written informed consent prior to the measurements.
Participants
Seventeen healthy volunteers (10 females, mean age: 20.4, SD:
2.9) participated in the study. All participants had normal sleeping
patterns, had normal or corrected to normal vision and were right
handed. Volunteers were excluded from participation if they had
neurological or psychiatric complaints, or if they used medication
or drugs that might affect task performance.
Procedure
Participants came to the laboratory on two consecutive days.
On the first day each participant received a training session
consisting of six practice blocks of five minutes of the experimental
task. After each practice block, the participants received feedback
about their performance level. If they performed within the range
of 85–95% correct responses, the feedback would be that their
performance was sufficient. If the percentage of correct trials was
lower than 85%, they were asked to increase their accuracy and if
the percentage of correct trials was above 95% they were asked to
react faster.
On the second day the experimental session took place.
Participants were instructed to abstain from coffee and other
caffeine containing substances for eight hours preceding the
experiment and from alcohol 24 hours preceding the experiment.
After arrival at the laboratory at 9:30 AM, participants handed
over their watches and cell phones. They had no knowledge of the
length of the experiment or the experimental blocks, other than
that it would not take longer than 3.5 h in total. After the
application of the electrodes, participants were seated 75 cm from
the screen, inside a sound attenuated dimly lit (,15 lux, measured
in front of the display) room.
Experimental Task and Stimuli
The experiment consisted of six blocks of 20 minutes, during
which the participant had to perform a reaction time task, which
was a variation of the Eriksen flanker task [32]. A target letter was
placed between distracter letters or flankers, two on either side.
The letters used in the flanker task were the letters ‘H’ and ‘O’,
presented in white on a black background for 70 ms. Stimuli could
be congruent, meaning that all stimulus letters had the same
identity (i.e. HHHHH) or incongruent, meaning that flanker
letters had another identity than the target (i.e. OOHOO). Stimuli
were presented on a CRT computer monitor running at
10246768 px @ 85 Hz. The inter-stimulus intervals were
randomly chosen between 2000 and 2500 ms.
We are interested in signals from the lower cortical visual
processing areas; in these processing areas neuronal receptive field
sizes are smaller compared to higher level visual processing areas,
and therefore stimulus size is expected to be most strongly reflected
in neuronal activation in these areas. However, some early visual
processing areas lie in the posterior part of the brain, surrounding
the calcarine and medial fissures. Stimuli from each quadrant of
the retinal image are projected on opposing banks of these fissures.
The neurons in the cortical sheet on the opposing banks are
oriented in opposing directions, causing electrical potentials, which
can largely cancel out each other, when they occur simultaneously
[36,37]. Therefore in the present study each stimulus will be
presented inside a single quadrant of the visual field [24,25]. To
make sure that participants fixate on the fixation cross and not on
the location where the stimulus appears, two locations for stimulus
presentation were chosen. Evidence exists that the horizontal
midline, like the upper hemifield, is projected onto the lower bank
of the calcarine fissure [36,37]. To avoid having parts of the lower
hemifield stimuli projected onto the lower bank, only upper
hemifield stimuli were used.
Mental Fatigue and Visual Attention
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The letters used in the flanker task were presented in a bold
Arial font and all letters in each stimulus presentation were
arranged in a quarter circular arrangement in the left upper or
right upper quarter of the screen, equidistant at 3.4u visual angle
from the fixation cross and equally spaced from each other at
angles of 15u, 30u, 45u, 60u and 75u from the horizontal midline
(see Figure 1). The fixation cross was constantly visible in the
centre of the screen during the experimental blocks and
participants were instructed to keep their eyes focussed on it. On
the inside and outside of the two possible target locations, small
grey dots were placed, in order to make it easier for participants to
identify the location of the target.
Stimulus letters were presented in three possible sizes, small,
medium or large, of 0.36u, 0.52u or 0.72u visual angle, respectively.
Trials were divided into target trials and flanker trials. In the target
trials, used to examine effects of selective attention on the
processing of relevant information, the size of the target stimulus
was manipulated and thus presented as small or large sized and all
flankers were presented medium sized. In flanker trials, used to
examine effects of processing of irrelevant information, the size of
the flankers was manipulated and they were either all small or all
large sized, while the target was presented medium sized in these
trials. Note that in all trials there were size differences between
flankers and targets, in order to avoid differences in the pop-up
effect between trials. Each stimulus type was chosen randomly
with equal probability.
Participants had to report the identity of the target letter, by
pressing a corresponding button; e.g. left button press with the left
index finger for an ‘H’ and right button press with the right index
finger for an ‘O’. The assignment of buttons to letters was pseudo
randomised per participant. Subjects were told to do this as fast as
possible while maintaining high accuracy similar to how they were
trained the day before. The participants’ reactions were recorded
by means of a response box, connected to the serial port of the
stimulus computer.
Before each 20 minute block, participants had to answer the
question, ‘‘How much resistance do you feel towards performing
on the upcoming task?’’ on a scale from 0 (‘None at all’) to 9
(‘Extremely much’) (adapted from [38]) via a keyboard. They had
at most five seconds to give a rating (indicated by an audible
signal). Immediately after the rating the experimental task would
continue, giving an effective break of approximately five seconds,
making the task nearly continuous.
EEG Recordings
EEG data were recorded using a 62-channel electrode cap from
Electro Cap International with Sn electrodes placed according to
the 10–10 system. Signals were recorded using a TMSI Refa
common reference amplifier with 20-bit resolution. Signals from
separate Sn electrodes placed on the left and right mastoids were
recorded for off-line referencing. The electro-oculogram was
recorded bipolarly, using Sn electrodes placed on the outer canthi
of both eyes and above and below the left eye. Participants were
grounded by a Sn electrode placed on the sternum. All
impedances were kept below 5 KV. Signals were sampled at
500 Hz using Brain Vision Recorder (Brain Products GmbH)
software.
Data Analysis
Statistical analyses of subjective ratings, mean reaction times,
mean proportions accurate responses, and mean ERP deflections
were performed using a repeated measures ANOVA with the
factors time-on-task (intervals of 20 min), congruency (congruent/
incongruent), relevance (target versus flanker manipulation) and
size (large/small). When the sphericity assumption was not met, a
Huyn Feldt correction was applied when epsilon was larger than
0.75 and a Greenhouse Geisser correction was applied otherwise.
Figure 1. Stimulus screen layout with an example of a right side stimulus. All letters of the stimulus are placed equidistant from the fixation
cross, equally spaced from each other.
doi:10.1371/journal.pone.0048073.g001
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Polynomial within subjects contrasts were computed to analyse
trends in time-on-task effects. When (post hoc) multiple compar-
isons were performed, Bonferroni corrections were applied. A
significance level of a= 0.05 was assumed.
In this experiment, the size manipulation is used to investigate
effects of stimulus processing on low-level visual processing areas.
The factor relevance reflects no qualitative stimulus aspects, but
refers to which part of the total stimulus – relevant or irrelevant –
the size manipulation refers to. It is therefore not very meaningful
to study relevance effects, without considering its interaction with
size manipulation. Therefore, main effects of relevance or any
interactions that contain relevance as a factor in which size is not
included as factor as well are not included in the statistical model.
These interactions will also not be mentioned in tables.
Behavioural Data
Average accuracy and reaction times of correct responses were
computed for each participant in each condition in each block.
Responses were considered correct if the correct button response
was hit between 150 and 1400 ms after stimulus onset. All other
responses were considered incorrect.
Event-related Potentials
ERP analyses were performed using Brain Vision Analyzer
(Brain Products GmbH). Raw EEG was referenced to averaged
mastoids and then band pass filtered, using a high-pass Butter-
worth filter at 0.16 Hz, 48 dB/Oct and a low pass filter at 40 Hz,
48 dB/Oct. Continuous data were segmented into epochs from
200 ms pre-stimulus to 1000 ms post-stimulus. Epochs in which
participants made premature responses (,150 ms), late responses
(.1400 ms) or incorrect button presses were discarded. Next,
artefact rejection (maximal allowed voltage step/sampling point:
50 mV, maximal allowed absolute difference between any two
values in the segment: 300 mV, maximal allowed amplitude: +/
2200 mV, maximal amplitude EOG channels: +/21200 mV) and
ocular correction [39] were applied. Finally, epochs were averaged
separately for each experimental condition and a baseline
correction was applied. The factors time-on-task (20 minute
blocks), congruency, relevance (target-versus-flanker trial manip-
ulation) and size were analysed. Because behavioural results
revealed a remaining learning effect during the first 20-minute
block, the first block was excluded from the ERP analysis.
Statistical analyses of the ERPs were performed on mean
amplitudes in fixed intervals. Based on visual inspection of grand
average ERPs, mean amplitudes for different components were
calculated in the following intervals at the following electrode
positions: for the contralateral P1 between 90 and 130 ms (O1 and
O2), for the ipsilateral P1 between 120 and 160 ms (O1 and O2),
for the contralateral N1 between 140 and 190 ms (P7 and P8), for
the P2 between 210 and 250 ms (PO3 and PO4), for the N2b
between 260 and 300 ms (Cz) and for the P3b between 400 and
480 ms (Pz) for each subject and each condition. Lateralised effects
were analysed by averaging the ERPs from homologue electrode
pairs (e.g. P7, P8), where ipsilateral and contralateral refers to
scalp positions at electrodes ipsilateral and contralateral, respec-
tively, to the side where the stimulus was presented. Visual
inspection indicated that the ascending flank of the P3b in the
300–400 ms interval was modulated by task manipulations,
therefore an additional statistical analysis was performed on the




Subjective fatigue as measured by the resistance questionnaire
showed a significant increase from 1.7 (SD = 2.3) before the first
experimental block to 7.3 (SD = 2.2) before the last experimental
block (F(5, 85) = 30.00, P,.001).
Behavioural Measures
Reaction times (RTs) increased with time-on-task (F(5,
80) = 5.780, p = .007), as is shown in Figure 2A, though besides
a linear increase (F(1, 16) = 6.51, p = .021) a U-shaped quadratic
trend can also be observed (F(1, 16) = 6.349, p = .023), due to a
decrease in reaction times during the first 20 minutes. Because of
this, the first 20-min block was excluded from the ERP analyses.
The mean proportion of accurate responses decreased with time-
on-task from.891 to.864 (F(5, 80) = 3.91, p = .025) in a linear
fashion (F(1, 16) = 5.51, p = .032; Figure 2B).
Participants reacted faster and more accurately to congruent
stimuli (RT = 464 ms, SD = 60.6; accuracy = .937, SD = .029)
than to incongruent stimuli (RT = 504, SD = 71.9; accuracy = .83,
SD = .062; F(1, 16) = 56.84, p,.001 and F(1, 16) = 37.64, p,.001
for RT and accuracy, respectively). The increase in reaction times
and decrease in accuracy with time on task on reaction times were
similar for congruent and incongruent stimuli (time on task 6
congruency: F(5, 80) = 1.416, n.s.). The difference in accuracy
between congruent and incongruent trials increased over time
(time on task6 congruency: F(5, 80) = 4.55, p = .001). Additional
analyses showed that time on task effects negatively affected
accuracy on incongruent trials (F(5, 80) = 4.57, p = .011), but not
on congruent trials (F(5, 80) = 2.52, n.s.).
In general, we observed that if targets were relatively large
compared to the flanker letters, responses were faster (target
manipulation trials: F(1, 16) = 383.26, p,.001; flanker manipula-
tion trials: F(1, 16) = 52.04, p,.001) and more accurate (target
manipulation trials: F(1, 16) = 102.11, p,.001; flanker manipula-
tion trials: F(1, 16) = 37.92, p,.001) compared to the conditions in
which targets were smaller than the flankers (see Figure 3). More
specific, the effect of the size manipulation is opposite for trials in
which the size of the flankers was manipulated compared to trials
in which the target size was manipulated for both reaction times
(F(1, 16) = 227.85, p,.001) and accuracy (F(1, 16) = 89.18,
p,.001). In the flanker size manipulation condition people
reacted faster (F(1, 16) = 52.04, p,.001) and more accurately
(F(1, 16) = 37.92, p,.001) in trials with small flankers than in trails
with large flankers. In the target size manipulation condition
people reacted faster (F(1, 16) = 383.26, p,.001) and more
accurately (F(1, 16) = 102.11, p,.001) to large targets than to
small targets. As shown in Figure 3, differences in accuracy and
RTs between congruent and incongruent trials were found to be
more pronounced if targets were relatively small compared to the
flankers (F(1, 16) = 49.50, p,.001 and (F(1, 16) = 34.30, p,.001,
for reaction times and accuracy, respectively). Post-hoc analyses
showed that when targets were relatively large, accuracy and RT
differences between congruent and incongruent stimuli did remain
significant (small flankers RT: F(1, 16) = 35.52, p,.001; small
flankers accuracy: F(1, 16) = 58.85, p,.001; large targets RT: F(1,
16) = 43.12; p,.001; large targets accuracy: F(1, 16) = 6.53;
p = .021). Alternatively, this effect can be interpreted as a reduced
size effect in the congruent condition compared to the incongruent
condition; size differences in the congruent condition were
significant (RT: F(1, 16) = 43.77, p,.001; accuracy:
F(1,16) = 28.98, p,.001). On congruent flanker manipulation
Mental Fatigue and Visual Attention
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trials an effect of size manipulation was absent (RT: F(1,
16) = 5.46, n.s.; accuracy: F(1, 16) = .02, n.s.).
For accuracies, the difference in the size effect between
congruent and incongruent trial increased with time on task (time
on task 6 congruency 6 relevance 6 size: F(5, 80) = 6.69,
p,.001). A more simple way to describe this four-way interaction
is as a three-way interaction between time on task, congruency,
and relative target size (F(5, 80) = 6.69, p,.001), since the two
relevance conditions of this four-way interaction produce similar
effects at opposite sides of the horizontal axis. As is shown in
Figure 4, the difference in accuracy between relatively large and
small targets increased for incongruent stimuli on both the target-
and the flanker size manipulation trials (F(5, 80) = 4.17, p = .002;
F(5, 80) = 2.82, p = .021, respectively), while no significant size-
related changes were observed for congruent stimuli (target
manipulation trials: F(5,80) = 1.39, n.s.; flanker manipulation
trials: F(5, 80) = 1.33, n.s.).
An overview of the behavioural results can be found in Table 1.
Event-related Potentials
P1. The contralateral P1 peaked somewhat earlier (120 ms)
than the ipsilateral P1 (135 ms; (Figures 5A and 5B, respectively).
Stimuli containing large letters (i.e. large flanker trials or large
target trials), elicited a more positive P1 than stimuli containing
small letters (F(1, 15) = 5.29, p = .036 and F(1, 15) = 13.58,
p = .002, for the contra- and ipsilateral P1, respectively), reflecting
the direct effect of stimulus size. No significant interactions were
observed.
N1. The contralateral N1 peaked approximately 160 ms after
stimulus onset (Figure 5C). The amplitude of the N1 decreased
with increasing time on task (F(4, 60) = 5.66, p = .001). Further-
more, we observed a smaller N1 peak for large compared to small
stimuli (F(1, 15) = 12.51, p = .002), still indicative of the direct
effect. Furthermore, a smaller N1 peak for incongruent than for
congruent stimuli (F(1, 15) = 10.53, p = .005). No significant
interactions were observed.
P2. The P2 was most pronounced at PO3 and PO4,
contralateral to stimulus presentation location, where it peaked
around 230 ms after stimulus onset. The amplitude of the P2 was
affected by stimulus congruency (F(1, 15) = 5.13, p = .039),
resulting in a more positive peak for incongruent stimuli than
for congruent stimuli. No main effects were observed for the
factors time on task or size and no significant interactions were
observed.
N2b. In the present experiment, the N2b peaked at Cz
around 280 ms. No significant main effects or interaction effects
were observed for the involved factors on this ERP.
P3b. The P3b peaked around 440 ms. The amplitude of the
P3b was neither modulated by time on task (F(4, 60) = 2.45, n.s.),
nor by congruency (F(1, 15) = .01, n.s.). However, there was an
effect of stimulus size (F(1, 15) = 34.17, p,.001), reflected in a
more positive deflection for large stimuli. This effect was more
pronounced when the target size was manipulated than when the
flanker size was manipulated (F(1, 15) = 39.10, p,.001), suggesting
attention towards relevant information. The three-way interaction
between relevance, size and congruency, which was observed in
the behaviouralmeasurements, was not found on this ERP
component (F(1, 15) = 1.81, n.s.). An overview of all observed
effects on this component can be found in Table 2.
300–400 ms interval. Visual inspection indicated that time
on task had an effect on the ascending flank of the P3b,
approximately between 300 and 400 ms at CPz (Figure 5D).
Because Boksem et al. [6] found their N2b effects in approximately
the same latency range, we decided to include mean amplitudes
within this range in our analyses. To check whether modulation of
attention on the ERP occurred in this interval, we investigated the
three-way interaction between time on task, relevance and size.
Statistical analysis revealed a significant interaction (F(4,
60) = 3.61, p = .011, see Figure 6). To seek confirmation that this
effect was due to mental fatigue, we checked whether the effect
was linear over time, which it was (F(1, 15) = 17.76, p = .001). On
trials in which target size was manipulated, large targets generated
a more positive deflection (F(1, 15) = 5.40, p = .035), however, this
effect did not interact with time on task (F(4, 60) = .92, n.s.). On
trials in which the size of the flankers was manipulated, there was
an interaction between size and time on task where large flankers
initially generated a more negative deflection, while they
Figure 2. Mean reaction times (A) and accuracies (B) for each 20 min block. Error bars represent standard errors.
doi:10.1371/journal.pone.0048073.g002
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generated a more positive deflection than small flankers with
increasing mental fatigue (F(4, 60) = 4.80, p = .002).
In addition, large targets generated a more positive deflection
than small targets (F(1, 15) = 5.85, p = .029), while no size
difference was observed for differences in flanker size (F(1, 15)
,.01, n.s.). Furthermore, a main effect of time on task (F(4,
60) = 5.85, p = .006) was reflected in a decreased amplitude in this
latency area from 8.42 mV (SD = 5.54) to 6.48 mV (SD = 4.62) and
incongruent stimuli generated a more positive deflection
(M = 7.68 mV, SD = 4.93) than congruent stimuli (M = 6.95 mV,
SD = 4.78) (F(1, 15) = 6.14, p = .026). No main effect of stimulus
size was observed. An overview of all observed effects in this
interval can be found in Table 2.
Discussion
In this study we investigated whether and how mental fatigue
affects selective attention in visual processing by examining
differences in processing of task relevant versus task irrelevant
information. We studied how this influences event-related
potentials, as well as behavioural measures. We used an adapted
version of the Eriksen flanker task, which continued for two hours
to induce mental fatigue. The observed decrease in accuracies and
increase in reaction times and resistance to continue task
performance, are in line with the typical time on task effects
observed in studies of mental fatigue [40]. Therefore we conclude
that the experimental paradigm succeeded in inducing mental
fatigue. In addition to the observed effects of mental fatigue, the
behavioural results showed congruency effects, typically observed
in flanker tasks, which consist of slower and less accurate responses
for incongruent than for congruent trials [32].
An important finding of this experiment was observed in the
ERP of midline parieto-central locations, between 300 and 400 ms
after stimulus onset. Here, an interaction between relevance –
target versus flanker manipulation – and size was present. This
effect indicated that at this stage the brain has made a selection of
which visual information was relevant to the task and which was
not, and is attempting to suppress the irrelevant signals, while
relevant signals are being enhanced. With increasing mental
fatigue, induced by continuous task performance, we observed
Figure 3. Interaction plot of size 6 relevance 6 congruency. Three way interactions between size, relevance (target versus flanker
manipulation) and congruency, on reaction times and response accuracies are illustrated. The solid lines with the squares represent the congruent
condition and the dotted lines with the diamonds represent the incongruent condition.
doi:10.1371/journal.pone.0048073.g003
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changes in this interaction, suggesting changes in attentional
modulations in stimulus processing. These changes were mainly
related to the processing of irrelevant information; whereas for the
relevant targets no changes were observed in brain activity with
increasing time on task, for the irrelevant flankers the difference in
brain activity elicited by large and small flankers changed
gradually from negative to positive. This change might reflect a
reduction of the suppression of irrelevant information, indicating
that our information processing system seems to become less able
to block out irrelevant information with increasing mental fatigue.
However, the fatigued brain seems to have no problems processing
the relevant information.
This interaction between time on task, relevance and size may
at first glance seem to be driven solely by the absence of an effect
of time on task in the large distracter condition. However, this is
purely because a main effect of time on task coincides with the
observed three-way interaction. Because reduced peak sizes with
time on task were also present on the N1, this main effect of time
on task may reflect an overall down-regulation of neural activity,
perhaps due to decreased arousal, which would be in line with
norepiniphrine models of mental fatigue (e.g. [2]). However, this
main effect may also be due to a shift in response latencies, on
which later more.
If indeed suppression of irrelevant information is hampered with
increasing mental fatigue, one can expect that responses will
increasingly be based on irrelevant information. According to so-
called dual route models [41–42], this will have an effect on the
amount of conflict at the response level. In the incongruent
condition, less suppression of irrelevant information with increas-
ing time on task will lead to increased response conflict. In the
congruent condition, this effect may lead only to a slight
facilitation. Besides by the ability to suppress irrelevant informa-
tion, the amount of response conflict is also determined by the
proportion of relevant versus irrelevant information arriving at the
response stage and thus it will rely on the relative size of the target,
compared to the flankers. This relative target size effect can be
expected to be additive to the congruency effect, resulting in
increased detrimental effects of incongruent stimuli with increasing
Figure 4. for incongruent stimuli (dotted lines) and decrease or remain constant for congruent stimuli (solid lines). Note that
directions of the target size manipulation condition (positive) are opposite to those of the flanker size manipulation condition (negative or neutral).
From the perspective of relative target to flanker size, they would be in the same direction. Error bars represent standard errors.
doi:10.1371/journal.pone.0048073.g004
Table 1. Main and interaction effects on reaction times and
accuracies.
Reaction times Accuracy
Factors df F p F p
TOT 5, 80 5.780 .007 3.905 .025
Cong 1, 16 56.836 ,.001 37.637 ,.001
Size 1, 16 195.724 ,.001 77.976 ,.001
TOT6Cong 5, 80 1,416 4.552 .001
TOT6Size 5, 80 1.519 .914
Cong6Size 1, 16 1.739 16.146 ,.001
TOT6Cong6Size 5, 80 0.231 1.145
Rel6Size 1, 16 227.845 ,.001 89.176 ,.001
TOT6Rel6Size 5, 80 .490 1.791
Cong6Rel6Size 1, 16 49.5 ,.001 34.300 ,.001
TOT6Cong6Rel6Size 5, 80 .672 6.692 ,.001
TOT = time on task, Cong = congruency, Rel = relevance. Only significant p-
values are listed.
doi:10.1371/journal.pone.0048073.t001
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time on task when the flankers are relatively large, compared to
when they are relatively small.
What we observed in behaviour is that when relevant
information was presented in a larger font than distracting
information, people reacted faster and more accurately than if
relevant information was presented in a smaller font. This effect
was especially clear in incongruent trials. The size-related effects
on accuracy levels observed in incongruent trials increased with
time on task, while for congruent trials they remained similar
(flanker size manipulation) or even decreased (target size
manipulation) during the experimental session. This suggests, in
line with the ERP findings, that with increasing mental fatigue,
irrelevant information is interfering more strongly with response
decision processes. The fact that these changes were only found for
accuracy measures and not for reaction times, suggests that fatigue
induced attentional modulations are primarily related to the
suppression of irrelevant signals and prevention of errors.
Besides these interactions, a main effect of stimulus size was
observed as early as 120 ms in the form of modulations of early
ERP components (e.g., the contralateral and ipsilateral P1). These
early components were not modulated by time on task. The
earliest component that did show time on task effects was the N1.
An interaction between size and stimulus relevance was not
observed until 300 ms post-stimulus. We can thus conclude that,
as expected, stimulus size indeed modulated early ERP compo-
nents directly, while indirect size effects related to modulations of
neural activation by attention become apparent later in time.
The fact that the selection of the 300 to 400 ms interval was
based on visual inspection raises the concern for a selection bias.
However, this selection was performed based on a main effect of
time-on-task only. Therefore, it might be argued that the selection
bias is only applicable to this main effect and not to the interaction
on which we base our conclusions. Furthermore, there were
theoretical grounds to choose the interval, because of the temporal
overlap with Boksem et al.’s [6] N2b interval, which ran from 320
to 410 ms post-stimulus. Actual comparisons of our time on task
effects on the ERPs brain activation with the results of Boksem et
al. [6], showed similar effects of mental fatigue in both studies. In
both studies attention related changes with time on task were
observed within approximately the same interval and on
Figure 5. ERPs in time on task intervals. A) ERPs of experimental blocks, averaged over electrode positions O1 and O2 contralateral to stimulus
presentations. B) ERPs of experimental blocks, averaged over electrode positions O1 and O2 ipsilateral to stimulus presentations. C) ERPs of
experimental blocks averaged over electrode positions P7 and P8 contralateral to stimulus presentations. D) ERPs of experimental blocks at CPz.
doi:10.1371/journal.pone.0048073.g005
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comparable electrode positions. However, the peak latencies of
identified ERP components in their study are different from ours.
For example, they found a main effect of time on task on the N2b,
which was not observed on the N2b peak in the current
experiment, but did occur in the same time range. The question
is whether the observed effects are indeed reflecting specific
modulations of the N2b or whether they are coincidentally
overlaying this ERP component in time.
An issue concerning the observed ERP effect in the 300 to
400 ms interval is that it is positioned on the rising flank of the P3b
and therefore is sensitive to latency effects of the P3b peak. If the
P3b peak latency increases, the steepness of the rising flank
decreases, and hence the mean amplitude also decreases. P3
latency has since long been reported to be linked to response
latencies (e.g. [43–44]), and Figure 5D does show an increase in
peak latencies with increasing time on task, while response
latencies also increase (Figure 2A). However, the ERP results
show a three way interaction between time on task, relevance and
size, which cannot be observed in the reaction times, thus the
observed ERP effect, on which the conclusions are based, is not
linked to response latencies and therefore more likely reflect an
inherently different brain process. Furthermore, in the paradigm
used in the present experiment, the target-manipulation-trials and
flanker-manipulation-trials are qualitatively the same; relevant
letters within the stimuli are either larger or smaller than irrelevant
letters. Whether or not ERP effects in the 300 to 400 ms interval
are caused by P300 peak latency effects, the interaction between
relevance and size can only be explained as an attention effect,
because there is clearly a selection of relevant versus irrelevant
information. The observed ERP-effects must therefore be caused
by modulation of attention.
To summarise: our experiment shows both the expected early
effect of the size manipulation as well as the late effect, which
indicated that a selection of relevant versus irrelevant information
has been made. This late effect was influenced by mental fatigue,
confirming that mental fatigue indeed causes changes selective
attention and furthermore that this is not so much due to changes
in the processing of relevant signals, but to changes in the
suppression of irrelevant signals. Mentally fatigued individuals
were shown to have problems blocking out distracting stimuli,
leading to an increase in the number of errors. Changes in reaction
times, however, seem to be caused by other, non-attention-related
processes.
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Table 2. Main and interaction effect on mean ERP amplitudes
on CPz in the 300–400 ms interval and on the P3b.
Reaction times Accuracy
Factors df F p F p
TOT 4, 60 5.854 .006 2.449
Cong 1, 15 6.136 .026 .005
Size 1, 15 3.376 34.166 ,.001
TOT6Cong 4, 60 .063 1.492
TOT6Size 4, 60 1.957 2.054
Cong6Size 1, 15 .002 4.085
TOT6Cong6Size 4, 60 1.754 1.179
Rel6Size 1, 15 4.949 .042 39.101 ,.001
TOT6Rel6Size 4, 60 3.608 .011 2.111
Cong6Rel6Size 1, 15 .442 1.810
TOT6Cong6Rel6Size 4, 60 1.303 1.418
TOT = time on task, Cong = congruency, Rel = relevance. Only significant p-
values are listed.
doi:10.1371/journal.pone.0048073.t002
Figure 6. Interaction plots of the averaged voltage at the ascending flank of the P3b at CPz. These plots show a relatively constant
difference in the ERP deflection for large versus small targets, while the ERP deflection for flankers changes from a smaller deflection for larger stimuli
at the beginning to a larger deflection for the same stimuli at the end. Error bars represent standard errors.
doi:10.1371/journal.pone.0048073.g006
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