In this paper, we study the entropy estimates of radially symmetric solutions to a fourth order nonlinear degenerate problem related to image processing in higher dimensions. The entropy and entropy dissipated inequalities are obtained by using the algebraic approach, which improve and extend some previous results. For some spatial dimensions, counterexamples show that our entropy results are partial optimal. We remark that the derivations of the entropy estimates are substantially more difficult than the situation for one dimensional case discussed before, due to the appearance explicitly of radial variable in the equation.
Introduction
This paper is a sequel to [9, 10] , we continue to give some theoretical analysis to the following fourth order nonlinear degenerate equation in higher dimensions:
The equation (1) has backgrounds in image processing: the solution u represents the gray level of a picture and the diffusivity function g(u) = u −n corresponds to the TV diffusivity if n = 1 [4, 12] , while it is the BFB diffusivity for n = 2 [7] . In [10] , We gave some numerical results to show the effectiveness of the model (1) for noise removal, and made some comparison with the second order PM equation and YK equation which are two famous models in image processing.
The initial boundary value problem for equation (1) in dimensional one:
was investigated in [9, 10] recently, where Ω is a bounded interval and u 0 is a positive function in H 1 (Ω). In [9] , under the assumption of existence of classical solutions to the equation, we discussed the asymptotic behavior of solutions to (2) by using the entropy dissipation method. For E α u(x, t) = Ω e u(x, t) dx,
where e(u) > 0 and e (u) = u α−2 (α = 0) for u > 0, we firstly proved that E α is an entropy if α ∈ [ 3−n 2 , 3 + n] (α = 0), and derived some entropy estimates. Based on these estimates, we showed that the solution u(x, t) to (2) decays to its mean value uniformly in x, in an order like t − 1 4 for long time. Later, using the approximation method combined with the entropy estimates, we investigated the well-posedness theory of the problem (2) in reference [10] , and proved the global existence and uniqueness of classical solution for suitable u 0 .
Up to now, a natural question to ask is whether the similar results hold for higher dimensional case? It is the purpose of this paper to build some results for this problem. Here, homogeneous Neumann and no-flux boundary conditions are also considered (see [5] ). More precisely, we consider the following fourth order nonlinear degenerate problem
where n is a positive real number, U = U (x, t), B N is a unit ball in R N (N ≥ 1) and ν is the outer normal vector at the boundary of the unit sphere.
We are mainly concerned with the entropy estimates of solutions to problem (4). It is well known that higher-order equations are different from secondorder equations mainly in the lack of maximum principles, and indeed demand some different theoretic techniques in order to obtain a priori estimates and the nonnegativity or positivity of solution. Entropy and entropy dissipation methods have been demonstrated to be efficient for the understanding of the structure of physical models and the qualitative behavior of their solutions (see [1, 3, 8, 9] etc.). Among many interesting papers about higher order equations, [1] is one of the first that uses entropies to study nonlinear higher order problems. On the other hand, the test function method [11] is also a useful tool for the study on solutions of higher order problems.
The radially symmetric solution is considered in the paper. We remark that the derivations of the entropy estimates of radial solutions are substantially more difficult than the situation for one dimensional case, due to the appearance explicitly of radial variable in the equation. Since we concentrate on a priori estimates of solutions, similarly as the research for one dimensional case, we study the entropy estimates of solutions to (4) under the assumption of existence and sufficient regularity of positive solutions to the equation.
The rest of the paper is organized as follows. In Section 2, we introduce some preliminaries and state the main results. The specific range of α, for which E α (u) defined in (3) is (or not) an entropy for n = 1 in higher dimensions, are established in Theorem 2.1 via an algebraic approach. We prove that the lower bound of α obtained is sharp for N ≥ 8, at least for nonnegative α. Section 3 are devoted to the proofs of our main results.
Preliminaries and Main Results
The objects of this paper are to find possible entropy for the radially symmetric solutions of (4) and derive some entropy dissipation estimates. The term "entropy" is used for a positive Lyapunov functional. The idea of entropy dissipation we use here is as follows (we may refer to [6, 9] etc.). Suppose that a PDE for the variable U (x, t) possesses positive functional E(U ), such that
for a positive constant δ, then functional E U (x, t) is called an entropy with P ≥ 0 which is the corresponding entropy production. Let U (x, t) = u(r, t), with r = |x|, x ∈ Ω, be a smooth radially symmetric solution of (4), then the solution u(r, t) satisfies
where
here we have identified (
for simplification. Hence, we get
and
It is worth mentioning that the boundary condition r N −1 F (r) = 0 in (9) at r = 0 means that lim
since F (r) involve terms with negative powers of r. We denote
In this paper, we continue to study the specific range of α, for which E α (u) defined in (3) is an entropy for higher dimensions. By (3), the expression of E α (u) indeed is known :
where the constants c 1 and c 2 are chosen such that e(u) > 0 for u > 0. For the radially symmetric solution U (x, t) = u(r, t), entropy functional in (3) becomes
where ω N is the surface area of the unit sphere in R N . In the sequel, we will denote E α (t) := E α U (x, t) for simplicity. As stated in the introduction, we shall be working with positive classical solutions where the formula can be taken literally.
To facilitate the readers' understanding of the entropy dissipation estimates and to keep the formulae both simple and explicit, we focus on the TV diffusion case n = 1.
With these notations and assumptions, the following proposition gives the specific range of α, for which E α (t) defined in (3) is (or not) an entropy for TV diffusion n = 1 in higher dimensions.
Theorem 2.1. If a positive solution U (x, t) = u(r, t) of problem (4) with n = 1 exists and is continuously differentiable in the time variable t and four times continuously differentiable in the radial variable r ∈ (0, 1) for any positive smooth initial value, then (12) is an entropy which is nonincreasing in time t (along the radial solution U ) if
, and
≤ α ≤ 4, N = 4, 5, 6, 7, and
ii) The bounds for α in i) for N = 1 are optimal, and the lower bound α = 2(N − 3)/(N − 2) is sharp for N ≥ 8, at least for nonnegative α.
In fact, counterexamples show that E α (U ) (α = 0, 1) is increasing and is not an entropy if
Now we give some comments on the conclusions of the theorem. Remark 2.3. If N = 1, we obtain the optimal bounds for α, being in [1, 4] for n = 1 in (13), which is consistent with that in [9] . For higher dimensional case, (14) does not present any information for N = 4, and our sharpness results are partial. However, if n = 1 and N = 2, (14) gives that there are no entropies for α < 1, which is not far from the lower bound α = 5−2 √ 2 2 ≈ 1.08579.
In the following we list two elementary algebraic lemmas that will be used in the later section. 
The Proofs of Theorems
In this section, we use the ideas from [9, 2] to prove our main results. Some complicated details are computed by the software mathematica. Following the notations in [9, 2] , let Σ k be the linear span of all real monomials ξ s η
Proof of Theorem 2.1 Recall u(r, t) satisfies the equation (8) and the boundary condition (9), where
For α = 0, we wish to identify those entropy E α which are decreasing in time along all smooth radially symmetric solutions. Applying the homogeneous Neumann and no-flux boundary conditions (9), we get
. . , 4), and
In order to prove the nonnegativity of S(ξ, η), we will add some appropriate "zero" terms in the expression (see (21) below), this allows us to modify the coefficients of the polynomials, and then the lemmas can be used opportunely.
Notice that
we set B 1 , B 2 , B 3 the left hand sides of the above equalities respectively, then 
So for any constants c 1 , c 2 , we have
Here we take one as the coefficient of R 3 (ξ, η) in order to cancel out the first term in S(ξ, η). In fact, for fixed a 1 , a 2 , η 1 , η 2 , ξ, the polynomial
In the following, we aim to determine those values of α for which there exist c 1 and c 2 , making
, where
By Lemma 2.4, this problem is equivalent to either
and 
We solve (24)- (26) firstly. Note that (24) gives either c 2 = −1 or c 2 = N −1.
In this case, (25) yields
. Then (26) is equivalent to
which is solved for the unknown α by for (26):
which is satisfied if and only if 1 ≤ α ≤ 4. In the latter case, if N > 1, (26) becomes −(α − 2) 2 ≥ 0 which is satisfied if and only if α = 2 . So we have concluded that (24)-(26) is solvable if
holds, N ≥ 17, α = 2 or (27) holds.
Next we solve (22)- (23). (22) yields that −1 < c 2 < N − 1. In view of M < 0, for fixed c 2 , p(c 1 , c 2 ) is a quadratic polynomial in c 1 with a strictly negative leading coefficient. Therefore, there exists c 1 ∈ R such that p(c 1 , c 2 ) ≥ 0 if and only if p(c 1 , c 2 ) has a nonnegative discriminant:
We next determine those values of α, for which there exists −1 < c 2 < N − 1 making ∆(c 2 ) a nonpositive polynomial. According to Lemma 2.5, this is true if 
we omit the complicated but elementary details.
Hence, we get E α is an entropy for n = 1, if
and the first part of Theorem 2.1 has been proved.
Finally, we prove (14).
Similarly as the proofs in [9, 2] , we define an operator as follows : 
On the other hand, q 1 = ξ 3 , q 2 = ξ 2 η 1 , q 3 = ξη 2 , q 4 = ξη 2 1 , q 5 = η 3 , q 6 = η 1 η 2 , q 7 = η 3 1 form a basis of the space Σ 3 . Simple calculations show that O(q i )(ξ,η) = 0 (i = 1, · · · , 7), so we get for any q ∈ Σ 3 , there holds O(q)(ξ,η) = 0. That is to say, the method used in (21) does not work any more at (ξ,η), the α−production term is determined uniquely by S(ξ,η). So if S(ξ,η) < 0, E α u(x, t) is not an entropy (Indeed, there exists initial valuē u 0 such that E α (u) for the corresponding solution u is increasing. Interested readers may refer to [2] for the construction of functionū 0 ). Now we recall S(ξ, η) = −η 1 η 3 + η 
we complete the proof of Theorem 2.1.
