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Abstract
We provide several characterizations to identify Strong envelop (for bounded mea-
surable process) and Strong super-martingale (for non-negative right upper semi-
continuous process of the class D). As examples of application, we prove existence
and uniqueness of reflected backward stochastic differential equation with lower bar-
rier (RBSDB in short) in two cases: i). the obstacle is a measurable bounded process;
ii). the obstacle is a right upper semicontinuous optional process of class D.
Key words : Strong envelope; Strong supermartingal; Snell envelope; Stochastic variational
inequality (SVI).
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1 Introduction and preliminary proposition
The Snell envelop is one of the fundamental concept used to solve the optimal stopping
problem and reflected backward stochastic differential equation (RBSDE in short). But
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recently, it has been pointed out by Peng and Xo [13], Essaky et al. [8] and Grigorova et
al. [9] that a more generalized versions of Snell envelop solve RBSDE with irregular barrier.
Hence the interest to study these generalizations and provide theme applications.
To the best of our knowledge, the most generalizations of Snell envelop of c¨ı¿1
2
dl¨ı¿1
2
g process
are: Strong supermartingale of nonnegatif l¨ı¿1
2
dl¨ı¿1
2
g optional process of class D introduced
by Mertens [12] and Strong envelop of measurable bounded process introduced by Stettner
and Zabczyka [18].
The present work is divided in three parts. In the first part, we provide an important
characterization of Strong supermartingale, which is defined according to Mertens [12] as the
smallest supermartingale majoring a given l¨ı¿1
2
dl¨ı¿1
2
g non-negative optional process. Here,
in our setting, we are concerned by the framework of Kobylanski and Quenez [10] of non-
negative right upper semicontinous (USC in short) process Z, and we will show that the
process Y is the Strong supermartingale of Z, if and only if the following inequality and
Skorohod conditions hold true:

Z ≥ Y, up to an evanescent set∫ T
0
1{Zt>Yt}dA
c
s = 0, a.s.,
△Ct = △Ct1{Zt=Yt} = (Zt − Z
+
t )1{Zt=Yt} a.s.,
△Adt = △A
d
t1{Zt−=Y¯t} a.s.,
where A and C are the increasing processes appearing in Mertens decomposition of Y , and
Y¯t = lim sups→t,s<t Ys, 0 ≤ t ≤ T, a.s.
In the second part, we give two characterization of Strong envelop defined as the smallest
supermartingale majoring a given measurable bounded process, using the general Skorohod
condition. Indeed, let X be a measurable bounded process, X∗ be a measurable c¨ı¿1
2
dl¨ı¿1
2
g
process such that E sup0≤t≤T |X
∗
t |
2 < ∞, and U a Strong envelop, such that X ≤ X∗ ≤ U
a.s., a.e.. Then we show that U is the strong envelop of X if and only if∫ T
0
(Us− −X
∗
s−)dAs = 0, a.s..
The second characterization of Strong envelop claims that the unique solution of stochastic
variational inequality (SVI in short) is given by Strong envelop U of the process X . In fact,
let define a convex subset of the space of c¨ı¿1
2
dl¨ı¿1
2
g process V such that E sup0≤t≤T |Vt|
2 <∞,
and taking the following form
K = {V ∈ S2 : V ≥ X dt⊗ dP− a.e. and VT = 0 a.s. },
and let for any t ∈ [0, T ], Xt ≤ K a.s., where K is a positive constant. Then, we will prove
that the unique solution of the following SVI
E
[∫ τ2
τ1
(Us− − Vs−)dUs/Fτ1
]
≥ 0 a.s.
2
is U the Strong envelop of X . Hence, we provide new estimate for the increment of the
predictable component of the Strong envelope on an arbitrary stochastic interval through
the supremum of the increments of the given process X on the same time interval
The third and last part of this paper, deals with two applications of the above charac-
terization on RBSDE. We will extend the recent work of Grigorova et al. [9] and we will
establish existence and uniqueness of a RBSDE with jump taking the form

Yτ = ξT +
∫ T
τ
f(t, Yt, Zt)dt−
∫ T
τ
ZtdWt −
∫ T
τ
∫
U
ks(u)N˜(ds, du) + AT −Aτ + CT− − Cτ−
a.s. for all τ ∈ T0,T ,
Yt ≥ ξt for all t ∈ [0, T ] a.s.,
A is a nondecreasing right-continuous predictable process with A0 = 0, E(AT ) <∞ and
such that∫ T
0
1{Yt>ξt}dA
c
t = 0 a.s. and (Yτ− − ξ¯τ )(A
d
τ −A
d
τ−) = 0 a.s. for all (predictable) τ ∈ T0,T ,
where ξ¯t := lim sups↑t,s<t ξs.
C is a nondecreasing right-continuous adapted purely discontinuous process
with C0− = 0, E(CT ) <∞ and such that (Yτ − ξτ )(Cτ − Cτ−) = 0 a.s. for all τ ∈ T0,T .
where the obstacle ξ is an optional right USC process of class D. We also make the link
between our BSDE and optimal stopping with f -conditional expectation. We then charac-
terize the value of the problem in terms of the unique solution of RBSDE associated to ξ
and the driver f .
In the second application, we are concerned by proving existence and uniqueness of a
RBSDE where the obstacle is not regular, in the spirit of the problem treated in the paper
of Peng and Xu [13] and also in Essakey et al. [8]. In our setting, we will show in Theorem
4.5 that Y is the minimal solution of the following RBSDE with lower barrier L

Yt = −
∫ t
0
f(s, Ys, Zs)ds+
∫ T
t
dKs −
∫ T
t
ZsdBs;
Y ≥ L a.s. a.e.;∫ T
0
(Ys− − L
∗
s−)dKs = 0, ∀L
∗ ∈ DF such that L ≤ L
∗ ≤ Y a.s. a.e.
(1.2)
Furthermore, we show that
(
Yt+
∫ t
0
f(s)ds
)
0≤t≤T
is the Strong envelope of
(
Lt+
∫ t
0
f(s)ds
)
0≤t≤T
.
In section 2 we characterize the solution of Strong super-martingale using Mertens de-
composition and Skorohod condition. In section 3, we characterise the solution of Strong
envelope using Doob-Meyer decomposition and the generalized Skorohod condition. In The-
orem 3.2, we prove that the unique solution of the SVI is given by the Strong envelope U
of the given measurable bounded process X . In section 3.2 we formulate and prove the
estimate for the increment of the predictable process component of the Strong envelope on
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an arbitrary stochastic interval through the supremum of the increment of the given process
X on the same interval. We also provide an estimate on the square bracket of the differ-
ence of two Strong envelope. Finally, in section 4, we show how we can use the notion of
Strong envelope and Strong super-martingale to prove existence and uniqueness of reflected
backward stochastic differential equation with a lower barrier.
2 Strong super-martingale
The notion of Strong super-martingale was developed by Mertens [12] to define the smallest
supermartingale of an optional process Y , this result was generalized by Elkaroui [4] to
prove the existence of an optimal stopping time when the reward is given by an upper semi-
continuous non negative process of class D. Recently, Kobylanski and Quenez [10] resolved
the problem under week assumption in term of integrability and regularity of the reward
family, supposing that that reward family is upper semicontinous along stopping times in
expectation.
We recall some important properties proved by Maingueneau [11], which will be used later
in the paper.
Proposition 2.2 Let Y = (Yt)0≤t≤T be an optional positive process, that belongs to the class
D. Then there exist a unique, optional process Z = (Zt)0≤t≤T such that Z is the smallest
strong super-martingale which dominate Y , the process Z is called the Snell envelope of Y
and it has the following properties:
1. For any stopping time θ, we have
Zθ = SN(Y )θ = ess sup
τ∈Tθ
E[Yτ/Fθ], ZT = YT . (2.3)
2. Mertens decomposition: There exist a uniform c¨ı¿1
2
dl¨ı¿1
2
g martingale M and unique
predictable right continuous non decreasing process (At) with A0 = 0 and E[AT ] < ∞
and a unique right continuous adapted non decreasing process (Ct), which is purely
discontinuous with C0 = 0 and E[CT ] <∞, such that
Zt =Mt − At − Ct−, 0 ≤ t ≤ T, a.s. (2.4)
We have △Ct = Zt−Zt+. And recall that the process (At) admits the following unique
decomposition: At = A
c
t + A
d
t , where (A
c
t) is the continuous part of (At) and (A
d
t ) is
its purely discontinuous part.
3. A stopping time θ is said to be optimal if we have Zθ = Yθ a.s. and Zt∧θ is a martingale;
4. Let λ ∈ [0, 1[, and denote Jλ = {(ω, t)/Yt(ω) > λZt(ω)} and
Dλt (ω) = inf{s ≥ t/(ω, s) ∈ J
λ} ∧ T, (we write Dλ0 = D
λ);
4
Then, for any stopping time θ, we have a.s.
Zθ = E[ZDλ
θ
/Fθ]; (2.5)
5. We have λZDλ
θ
≤ YDλ
θ
∨ Y +
Dλ
θ
;
Note that according to the result of General Theory of processes in El Karoui [3], for each
adapted process (Yt), there exists a predictable process (Y¯t) such that
Y¯t = lim sup
s→t,s<t
Ys, 0 ≤ t ≤ T, a.s.
By the following proposition, we characterise Strong super-martingale of a given process
using Skorohod condition
Proposition 2.3 Let Z be a Strong super-martingale and Y a right upper semi-continuous
process (USC for short) process of the class D, we then have the following equivalence:
1. Z is the Strong Snell envelope of Y .
2. a.) Z ≥ Y , up to an evanescent set;
b.) The following Skorohod condition holds true:∫ T
0
1{Zt>Yt}dA
c
s = 0, a.s., (2.6)
c.) △Ct = △Ct1{Zt=Yt} = (Zt − Z
+
t )1{Zt=Yt} a.s.
d.) △Adt = △A
d
t1{Zt−=Y¯t} a.s.
where A is the increasing process appearing in Doob-Meyer decomposition of U .
Proof.
To prove 1 =⇒ 2. we send the reader to Proposition B.11 in [10]
To prove 2 =⇒ 1. Let us consider the stopping time for each ω by τλθ (ω) = inf{t ≥
θ(ω)/Yτ(ω) > λZτ(ω)}. Hence, from Proposition B.5 in [10] we have
λZτλ
θ
≤ Yτλ
θ
a.s. (2.7)
Taking conditional expectation in both hand side in the above inequality combined with the
fourth point of Proposition 2.2, we get
λZθ ≤ E[Yτλ
θ
/Fθ] (2.8)
≤ SN(Y )θ (2.9)
By sending λ to 1, we obtain Zθ ≤ SN(Y )θ, then Z ≤ SN(Y ) up to an evanescent set (u.e.s.
in short). From other side, we have Y ≤ Z u.e.s. which implies that SN(Y ) ≤ Z u.e.s.
since SN(Y ) is the smallest super-martingale majoring Y . Hence, we deduce from the last
inequalities that Z = SN(Y ) u.e.s. which conclude the proof. ✷
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3 Strong envelope
Let T be a fixed positive real number, Let (Ω,F , (Ft)0≤t≤T ,P) be a probability space, sat-
isfying the usual conditions, where (Ft)0≤t≤T is an increasing right-continuous family of
complete σ-fields. We introduce the following notation:
[B] : the class of bounded progressive measurable process X .
S2 : the Banach space of all c¨ı¿1
2
dl¨ı¿1
2
g process Y such that
‖Y ‖S2 :=
(
E
[
sup
0≤t≤T
|Yt|
2
]) 1
2
<∞, (3.10)
Hp : 1 ≤ p <∞, the space of semimartingales Y (see [2]) such that
‖Y ‖Hp = inf
X=M+A
(∥∥∥∥[M ] 12T +
∫ T
0
|dAs|
∥∥∥∥
Lp
)
<∞, (3.11)
where the infimum is taken over all decompositions of Y into local martingale and the process
of bounded variation.
Let (Xt)0≤t≤T be a bounded progressively measurable process. A right-continuous super-
martingale U := (Ut)0≤t≤T is called the Strong envelope of X := (Xt)0≤t≤T if it is the
smallest right-continuous, non-negative super-martingale such that U ≥ X, dt⊗dP-a.e.; i.e.,
if (U¯t)0≤t≤T is another super-martingale such that U¯ ≥ X, dt ⊗ dP-a.e., then U¯t ≥ Ut, a.s.
for any t ∈ [0, T ] and we write U = SE(X).
The problem of Strong envelope is formulated as the following: For an arbitrary β > 0 find
a right-continuous process Uβ such that for all t ∈ [0, T ]
Uβt := βE
(∫ T
t
(Xs − U
β
s )
+ds/Ft
)
P− a.e. (3.12)
If we assume tat X is a bounded, progressively measurable process, then according to The-
orem 9 in [19], there is a solution of (3.12) and is unique, up to indistinguishable process. It
increases with β ր +∞ and the limit process
Ut := lim
βր+∞
Uβt , 0 ≤ t ≤ T, (3.13)
is the Strong envelope of X .
3.1 Characterization of Strong envelope
In what follow, we give the main tools to characterize the Strong envelope of a given process.
Indeed, we provide in the following proposition the first characterization of Strong envelope.
Proposition 3.4 Let U be a super-martingale and X a process of the class [B], then we
have the following equivalence:
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1. U is the Strong envelope of X.
2. a.) U ≥ X, a.s. a.e., and UT = 0 a.s.;
b.) The following (generalized) Skorohod condition (cf. [17]) holds true:∫ T
0
(Us− −X
∗
s−)dAs = 0, a.s., ∀X
∗ ∈ S2 s.t. U ≥ X∗ ≥ X a.s., a.e. (3.14)
where A is the increasing process appearing in Doob-Meyer decomposition of U .
Moreover, if X∗T = 0 a.s. then, we have (a.s.)
Ut = E
[
Uτε∗t /Ft
]
. (3.15)
for any ε > 0 and t ≤ T , where the stopping time τ ε∗t is given by
τ ε∗t = inf{s ≥ t, s.t. X
∗
s ≥ Us − ε} ∧ T, (3.16)
Proof.
We prove 1 =⇒ 2.
Let U = SE(X), then (2.a) is obvious.
Let X∗ be a c¨ı¿1
2
dl¨ı¿1
2
g process such that U ≥ X∗ ≥ X a.s. a.e., then U− ≥ X
∗
− a.s. and
U ≥ SN(X∗) ≥ X a.s., a.e., where SN(X∗) is the Snell envelope of X∗. However, U is
the smallest super-martingale that majors X then U ≤ SN(X∗) a.s., combining this with
inverse inequality we have U = SN(X∗). By the uniqueness of Doob-Meyer decomposition
of Ut =Mt − At and SN(X
∗
t ) =M
∗
t − A
∗
t , we have M
∗
t =Mt and A
∗
t = At, which leads to∫ .
0
1{Ut−>X∗t −}dAs =
∫ .
0
1{SN(X∗)t−>X∗t −}dA
∗
s = 0.
To prove the inverse inequality, we consider a c¨ı¿1
2
dl¨ı¿1
2
g process X∗ such that X ≤ X∗ ≤
U ∧ SE(X), and let the stopping time τ ε∗t be such that
τ ε∗t = inf{s ≥ t, s.t. X
∗
s ≥ Us − ε}.
Then
E
[
Uτε∗t − Ut/Ft
]
= −E
[∫
1t<s≤τε∗t dAs/Ft
]
≤ 0.
Notice that
(t, τ ε∗t ] = {(s, ω)/ t < s ≤ τ
ε∗
t (ω)} ⊂ {(s, ω)/ s > t and X
∗
s− < Us−},
which leads to
E
[∫
1t≤s<τε∗t dAs/Ft
]
≤ E
[
1Us−>X∗s−dAs/Ft
]
= 0.
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Combining this with the latest above inequality, we conclude the martingale property of U
and we have
Ut = E
[
Uτε∗t /Ft
]
. (3.17)
From other side, Uτε∗t ≤ X
∗
τεt
+ ε taking the conditional expectation in both side
Ut ≤ E
[
X∗τε∗t /Ft
]
+ ε
≤ SN(X∗t ) + ε.
By sending ε to 0, we get SN(X∗) = SE(X) = U . ✷
Remark 3.2 If we assume furthermore that X is a c¨ı¿1
2
dl¨ı¿1
2
g process, then U is the snell
envelope of X and the Skorohod condition (3.14) becomes∫ T
0
(Us− −Xs−)dAs = 0.
Remark 3.3 If there exists a process X∗ ∈ S2 such that X ≤ X∗ ≤ U := SE(X) a.s. a.e.
Then U ∈ S2.
The second characterization of Strong envelope states that the unique solution of the stochas-
tic variational inequality (SVI in short) is given by the Strong envelope U of the given process
X . Indeed, let formulate the SVI related to optimal stopping problem, and Let the process
X be in [B] and K be a convex subset of the space S2, taking the following form
K = {V ∈ S2 : V ≥ X dt⊗ dP− a.e. and VT = 0 a.s. }. (3.18)
The problem of stochastic variational inequality associated to optimal stopping time, consists
to find an element U ∈ K∩H2 such that for any element V ∈ K, any pair of stopping times
(τ1, τ2) where 0 ≤ τ1 ≤ τ2, the following inequality holds
E
[∫ τ2
τ1
(Us− − Vs−)dUs/Fτ1
]
≥ 0 a.s. (3.19)
The conditional expectation in the above inequality is well defined, in fact, using Emery’s
inequality (See [14], Chapter V, Theorem 3) we obtain∥∥∥∥
∫ τ2
τ1
(Us− − Vs−)dUs
∥∥∥∥
H1
=
∥∥∥∥
∫ T
0
1τ1<s≤τ2(Us− − Vs−)dUs
∥∥∥∥
H1
≤ ‖U − V ‖S2 · ‖U‖H2 <∞.
We are now in the position to provide the second characterization of the Strong envelope:
Theorem 3.2 Let X be a bounded progressive measurable process such that for any t ∈ [0, T ]
we have Xt ≤ K a.s. where K is a positive constant. Then, there exists a unique solution
U of the SVI (3.19), which is the Strong envelope of X.
8
Proof. Let us check that U = SE(X) is a solution of above SVI.
we have U ∈ K∩H2. In fact, since X is bounded by K it follows that U is also bounded by
K (c.f. definition (3.12)). From other side, by Proposition 3.5, we know that Ut =Mt−At,
which leads to
E(AT −At/Ft) = Ut ≤ K.
Hence,
‖AT |‖Lp ≤ K. (3.20)
Combining this with the following consequence
sup
0≤t≤T
|Mt| ≤ sup
0≤t≤T
|Ut|+ AT .
Finally, ∥∥∥∥ sup
0≤t≤T
|Mt|
∥∥∥∥
Lp
≤ 2K. (3.21)
From (3.20) and (3.21) we deduce that ‖U‖H2 <∞ and since U ≥ X-a.s. a.e. and UT = 0-
a.s, then we have U ∈ K ∩H2.
Taking V ∈ K, and consider the stochastic integral∫ τ2
τ1
[Us− − Vs−]dUs.
Since this stochastic integral belongs to the class H1, then its martingale part vanishes after
taking conditional expectation. From other side, since we have U ≤ SN(V ), it follows by
adding and subtracting SN(V ) in the above stochastic integral that
E
[∫ τ2
τ1
[Us− − Vs−]dUs/Fτ1
]
= −E
[∫ τ2
τ1
[SN(V )s− − Us−]dAs/Fτ1
]
+E
[∫ τ2
τ1
[SN(V )s− − Vs−]dAs/Fτ1
]
≥ 0.
To conclude the proof, we need the uniqueness of the solution. Let U , U ′ ∈ K ∩ H2 two
solutions of SVI (3.19). Then
E
[∫ τ2
τ1
(Us− − U
′
s−)d(Us − U
′
s)/Fτ1
]
≥ 0.
Taking τ1 = t , τ2 = T , and using It¨ı¿
1
2
formula on (U − U ′)2 leads to
−(Ut − U
′
t)
2 = 2
∫ T
t
(Us− − U
′
s−)d(Us − U
′
s) + [U − U
′]T − [U − U
′]t.
9
Taking the conditional expectation, we obtain
−(Ut − U
′
t)
2 = 2E
[∫ T
t
(Us− − U
′
s−)d(Us − U
′
s)/Fτ1
]
+E [[U − U ′]T − [U − U
′]t/Fτ1 ] ≥ 0.
Hence, for all t ∈ [0, T ], Ut = U
′
t a.s. ✷
In the following proposition, we give the main convergence property of Strong envelope.
Proposition 3.5 The process U := SE(X) enjoys the following properties:
(i) The Doob-Meyer decomposition of the super-martingale U implies the existence of a
martingale (Mt)0≤t≤T and a non-decreasing processes (At)0≤t≤T which is and predictable
such that, Ut =Mt − At, 0 ≤ t ≤ T.
(ii) If (Xn)n≥0 and X are a bounded progressively measurable processes such that the se-
quence (Xn)n≥0 is increasing and converges pointwisely to X, then SE(X
n)n≥0 is also
increasing and converges pointwisely to SE(X).
Proof. The first assertion is obvious, we then prove (ii).
Since Xn converges increasingly to X , it follows that for all 0 ≤ t ≤ T , SE(Xn) ≤ SE(X)-
a.s..
Furthermore,
lim
n→∞
SE(Xn) ≤ SE(X) a.s. (3.22)
Then limn→∞ SE(X
n) is c¨ı¿1
2
dl¨ı¿1
2
g super-martingale (see e.g., Delacherie and Meyer [2]
p. 86). From other side, Xn ≤ SE(Xn) a.s., a.e., implies that dt ⊗ dP-a.e. X ≤
limn→∞ SE(X
n). However, since SE(X) is the smallest super-martingale which dominate
X then SE(X) ≤ limn→∞ SE(X
n)-a.s., together with (3.22) we get the required result. ✷
3.2 A priori estimate
In this section, we provide an interesting a priori estimate, mainly based on the above
characterization of Srong envelope. On an arbitrary stochastic interval (σ1, σ2], where σ1
and σ2 are two stopping times, we are going to formulate and prove a priori estimate for the
increment of the predictable process A component of Strong envelope. We adapt the proof
of [1] to our setting
Theorem 3.3 Let X be a bounded progressively measurable process, and U its Strong en-
velope. Then, for any c¨ı¿1
2
dl¨ı¿1
2
g process X∗ such that
X ≤ X∗ ≤ U, a.s., a.e.,
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we have the following inequality for the increasing process A component of the Strong envelope
U :
E
(
Aσ2 − Aσ1/Fσ1
)
≤ E
(
X∗τε∗σ1∧σ2
−X∗σ2/Fσ1
)
+ ε, (3.23)
for arbitrary ε > 0, where τ ε∗σ1 is defined in (3.16). Moreover, for any p ≥ 1:
‖Aσ2 − Aσ1‖Lp ≤ p
∥∥∥ sup
σ1≤s≤σ2
|X∗s −X
∗
σ2
|
∥∥∥
Lp
. (3.24)
Proof. Denote
σ(u) = (σ1 + u) ∧ σ2, u ≥ 0,
with σ(0) = σ1 and σ(T ) = σ2. It follows that for 0 ≤ u ≤ t ≤ T :
E(Aσ(t) − Aσ(u)/Fσ(u)) = E(Uσ(u) − Uσ(t)/Fσ(u)).
Combining this with (3.17), we obtain
Uσ(u) = E(Uτε∗
σ(u)
/Fσ(u)).
And by super-martingale property od U we have
Uσ(u) = E(Uτε∗
σ(u)
∧σ(t)/Fσ(u)).
Hence
E(Aσ(t) − Aσ(u)/Fσ(u)) = E(Uτε∗
σ(u)
∧σ(t) − Uσ(t)/Fσ(u))
= E(1τε∗
σ(u)
<σ(t) · (Uτε∗
σ(u)
− Uσ(t))/Fσ(u))
≤ E(1τε∗
σ(u)
<σ(t) · (X
∗
τε∗
σ(u)
+ ε− Uσ(t))/Fσ(u))
≤ E(X∗τε∗
σ(u)
∧σ(t) −X
∗
σ(t)/Fσ(u)) + ε.
Taking u = 0, t = T , we conclude estimate (3.23). Taking t = T in the above inequality
and having in mind the following
|X∗τε∗
σ(u)
∧σ2
−X∗σ2 | ≤ sup
σ1≤s≤σ2
|X∗s −X
∗
σ2
|,
we conclude by sending ε to 0 that
E(Aσ2 − Aσ1 − (Aσ(u) − Aσ1)/Fσ(u)) = E
(
sup
σ1≤s≤σ2
|X∗s −X
∗
σ2
|/Fσ(u)
)
.
Applying Garsia’s inequality to the non-decreasing process Aˆu = Aσ(u) −Aσ1 we deduce the
estimate (3.24). ✷
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Corollary 3.2 Let U i, i=1, 2, be the Strong envelope of X i with X i ∈ [B]. Then for any
arbitrary stochastic interval (τ1, τ2] the following estimate hold:
E
(
(U2τ1 − U
1
τ1
)2 + [U2 − U1]τ2 − [U
2 − U1]τ1
)
≤ 4
∥∥∥ sup
τ1≤t≤τ2
|X2t −X
1
t |
∥∥∥
L2
·
(∥∥∥ sup
τ1≤t≤τ2
|X1t −X
1
τ2
|
∥∥∥
L2
+
∥∥∥ sup
τ1≤t≤τ2
|X2t −X
2
τ2
|
∥∥∥
L2
)
+E(U2τ2 − U
1
τ2
)2.
In particular:
E[U2 − U1]T ≤ 4
∥∥∥ sup
0≤t≤T
|X2t −X
1
t |
∥∥∥
L2
×
(∥∥∥ sup
0≤t≤T
|X1t −X
1
T |
∥∥∥
L2
+
∥∥∥ sup
0≤t≤T
|X2t −X
2
T |
∥∥∥
L2
)
+ E(X2T −X
1
T )
2.
Proof. The proof is similar to Theorem 2.3 in [1] using result of stochastic variational
inequality. ✷
4 Applications on Backward stochastic differential equa-
tions
4.1 Reflected BSDE with right USC barrier
This application extend the framework of [9] to BSDEs with jumps, discussed in [9, Section
6].
Let (Ω,F ,P) be a probability space equipped with a one-dimensional Brownian motion B
and an independent Poisson random measure N(dt, du) defined on (U,U) whose compensator
is the measure dt⊗µ(du), where (U,U) is a measurable space equipped with a σ-finite positive
measure µ. Let N˜ be its compensated measure. The filtration F = {Ft, t ≥ 0} corresponds
to the complete natural filtration associated with B and N . Fot t ∈ [0, T ], we denote T0,T
the set of stopping times τ such that P(t ≤ τ ≤ T ) = 1. More generally, for a given stopping
time ν ∈ T0,T , we denote Tν,T the set of stopping times τ such that P(ν ≤ τ ≤ T ) = 1.
We mean by P the σ-algebra of predictable set Ω× [0, T ].
We use the following notation
• L2(FT ) is the set of random variables which are FT -measurable and square integrable.
• L2µ is a Hilbert space equipped with the scalar product
〈δ, l〉µ :=
∫
R∗
δ(u)l(u)µ(du), for all δ, l ∈ L2µ × L
2
µ,
and the norm ‖l‖2µ :=
∫
R∗
|l(u)|2µ(du) <∞.
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• H2 is the set of real-valued predictable processes φ such that
‖φ‖2
H2
:= E
[∫ T
0
|φt|
2dt
]
<∞.
• H2µ is the set of processes l which are predictable, that is, measurable,
l : (Ω× [0, T ]× U,P ⊗ U)→ (R,B(R)); (ω, t, u) 7→ lt(ω, u) with
‖l‖2
H2µ
:= E
[∫ T
0
‖lt‖
2
µdt
]
<∞.
• S2 is the set of real-valued optional processes φ such that
|||φ|||2S2 := E(ess supτ∈T0,T |φτ |
2) <∞.
Definition 4.2 (Driver, Lipschitz driver) A function f is said to be a driver if
• f : Ω× [0, T ]× R2 × L2µ → R
(ω, t, y, z, k) 7→ f(ω, t, y, z, k) is P ⊗ B(R2)⊗B(L2µ)-measurable,
• E
[
(
∫ T
0
|f(t, 0, 0, 0)|2dt)
]
<∞.
A driver f is called a Lipschitz driver if moreover there exists a constant K ≥ 0 such that
dP⊗ dt-a.e. , for each (y1, z1, k1), (y2, z2, k2),
|f(ω, t, y1, z1, k1)− f(ω, t, y2, z2, k2)| ≤ K(|y1 − y2|+ |z1 − z2|+ ‖k1 − k2‖µ).
Assumption 4.2 Assume that dP ⊗ dt-a.s for each (y, z, k1, k2) ∈ R
2 × (L2µ)
2,
f(t, y, z, k1)− f(t, y, z, k2) ≥ 〈γ
y,z,k1,k2
t , k1 − k2〉µ, (4.25)
with
γ : Ω× [0, T ]× R2 × (L2µ)
2 → L2µ ; (ω, t, y, z, k1, k2) 7→ γ
y,z,k1,k2
t (ω, ·)
P ⊗ B(R2) ⊗ B((L2µ)
2)-measurable, bounded, and satisfying dP ⊗ dt ⊗ ν(du)-a.s. , for each
(y, z, k1, k2) ∈ R
2 × (L2µ)
2,
γy,z,k1,k2t (u) ≥ −1 and |γ
y,z,k1,k2
t (u)| ≤ ψ(u), (4.26)
where ψ ∈ L2µ.
Hereafter, we denote for simplicity γt and we means γ
y,z,k1,k2
t .
Let T > 0 be a fixed terminal time. Let f be a driver. Let ξ = (ξt)t∈[0,T ] be in S
2.
We suppose moreover that the process ξ is right USC. A process ξ satisfying the previous
properties will be called a barrier, or an obstacle.
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Definition 4.3 A process (Y, Z, k, A, C) is said to be a solution to the reflected BSDE with
parameters (f, ξ), where f is a driver and ξ is a terminal value, if
(Y, Z, k(·), A, C) ∈ S2 ×H2 ×H2ν × S
2 × S2
Yτ = ξT +
∫ T
τ
f(t, Yt, Zt)dt−
∫ T
τ
ZtdWt −
∫ T
τ
∫
U
ks(u)N˜(ds, du) + AT − Aτ + CT− − Cτ−
a.s. for all τ ∈ T0,T , (4.27)
Yt ≥ ξt for all t ∈ [0, T ] a.s., (4.28)
A is a nondecreasing right-continuous predictable process with A0 = 0, E(AT ) <∞ and such that∫ T
0
1{Yt>ξt}dA
c
t = 0 a.s. and (Yτ− − ξ¯τ )(A
d
τ − A
d
τ−) = 0 a.s. for all (predictable) τ ∈ T0,T ,
(4.29)
where ξ¯t := lim sup
s↑t,s<t
ξs.
C is a nondecreasing right-continuous adapted purely discontinuous process with C0− = 0, E(CT ) <∞
and such that (Yτ − ξτ)(Cτ − Cτ−) = 0 a.s. for all τ ∈ T0,T . (4.30)
We will use the following notation: Let β > 0. For φ ∈ H2, ‖φ‖2β := E[
∫ T
0
eβsφ2sds]. For
φ ∈ S2, |||φ|||2β := E[ess supτ∈T0,T e
βτφ2τ ]. For φ ∈ H
2
µ, ‖φ‖
2
β,µ := E[
∫ T
0
∫
U
eβs|φs(u)|
2µ(du)ds].
In order to prove existence and uniqueness of the above reflected BSDE, we first investigate
the case where the driver f does not depend on y, , z and k. In what follows, we adapt the
proof of Grigorova et al. [9] to our setting. We first proof the a-priori estimate
Lemma 4.2 (A priori estimates) Let (Y 1, Z1, k1(·), A1, C1) ∈ S2 × H2 × H2µ × S
2 × S2
(resp. (Y 2, Z2, k2(·), A2, C2) ∈ S2×H2×H2µ×S
2×S2) be a solution to the RBSDE associated
with obstacle ξ and driver f 1(ω, t) (resp. f 2(ω, t)). There exists a positif constant c > 0
such that for all ε > 0, for all β ≥ 1
ε2
we have
‖Z1 − Z2‖2β + ‖k
1 − k2‖2β,µ ≤ ε
2‖f 1 − f 2‖2β
|||Y 1 − Y 2|||
2
β ≤ 2ε
2(1 + 4c2)‖f 1 − f 2‖2β.
(4.31)
Proof. Let β and ε be two nonnegative real numbers such that β ≥ 1
ε2
, and set
Y˜ := Y 1 − Y 2,
Z˜ := Z1 − Z2,
k˜ := k1 − k2,
A˜ := A1 − A2,
C˜ := C1 − C2,
f˜(ω, t) := f 1(ω, t)− f 2(ω, t).
Y˜T = ξT − ξT = 0,
So that, we have
Y˜τ =
∫ T
τ
f˜(t)dt−
∫ T
τ
Z˜tdWt−
∫ T
τ
∫
U
k˜t(u)N˜(du, dt)+A˜T−A˜τ+C˜T−−C˜τ− a.s. for all τ ∈ T0,T .
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According to Theorem A.3 and Corollary A.2 in [9], and by noticing the decomposition
Y˜ = Y˜0+M +A+B, where Mt :=
∫ t
0
Z˜sdWs+
∫ t
0
∫
U
k˜s(u)N˜(du, ds), At := −
∫ t
0
f˜(s)ds− A˜t
and Bt := −C˜t−, it is clear that Y˜ is an optional (strong) semimartingale.
Applying now [9, Corollary A.2 ] to Y˜ we obtain almost surely, for all t ∈ [0, T ],
eβtY˜ 2t +
∫
]t,T ]
eβsZ˜2sds+
∫
]t,T ]
∫
U
eβsk˜2s(u)µ(du)ds ≤ −
∫
]t,T ]
βeβs(Y˜s)
2ds+ 2
∫
]t,T ]
eβsY˜sf˜(s)ds
+ 2
∫
]t,T ]
eβsY˜s−dA˜s + 2
∫
[t,T [
eβsY˜sd(C˜)s+
− 2
∫
]t,T ]
eβsY˜s−Z˜sdWs
− 2
∫
]t,T ]
∫
U
eβsY˜s−k˜sN˜(du, ds).
(4.32)
From one side, we know that for any a, b ∈ R we have 2ab ≤ (a
ε
)2 + ε2b2, is follows a.e. for
all t ∈ [0, T ],
−
∫
]t,T ]
βeβs(Y˜s)
2ds+ 2
∫
]t,T ]
eβsY˜sf˜(s)ds ≤ (
1
ε2
− β)
∫
]t,T ]
eβs(Y˜s)
2ds+ ε2
∫
]t,T ]
eβsf˜ 2(s)ds.
From other side, since β ≥ 1
ε2
, we have ( 1
ε2
− β)
∫
]t,T ]
eβs(Y˜s)
2ds ≤ 0, for all t ∈ [0, T ] a.s.
Now, following the same computation as in [9] leads to a.s. for all t ∈ [0, T ]∫
[t,T [
eβsY˜sd(C˜)s+ ≤ 0 and
∫
]t,T ]
eβsY˜s−dA˜s ≤ 0
The above observations, combined with equation (4.32), lead to a.s. for all t ∈ [0, T ]:
eβtY˜ 2t +
∫
]t,T ]
eβsZ˜2sds ≤ ε
2
∫
]t,T ]
eβsf˜ 2(s)ds− 2
∫
]t,T ]
eβsY˜s−Z˜sdWs − 2
∫
]t,T ]
∫
U
eβsY˜s−k˜sN˜(du, ds),
(4.33)
Next, we show that the two last terms on the r.h.s. of the previous inequality (4.33) have
zero expectation. Using the left-continuity of a.e. trajectory of the process (Y˜s−), we have
(Y˜s−)
2(ω) ≤ sup
t∈Q
(Y˜t−)
2(ω), for all s ∈ (0, T ], for a.e. ω ∈ Ω. (4.34)
On the other hand, for all t ∈ (0, T ], (Y˜t−)
2 ≤ ess supτ∈T0,T (Y˜τ)
2 a.s.; hence,
sup
t∈Q
(Y˜t−)
2 ≤ ess sup
τ∈T0,T
(Y˜τ )
2 a.s. (4.35)
From equations (4.34) and (4.35) together with Cauchy-Schwarz inequality, gives
E


√∫ T
0
e2βsY˜ 2s−Z˜
2
sds

 ≤ E

√ess sup
τ∈T0,T
(˜Yτ)2
√∫ T
0
e2βsZ˜2sds

 ≤ |||Y˜ |||S2‖Z˜‖2β,
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it follows that |||Y˜ |||S2 < ∞ since |||Y˜ |||S2 ≤ |||Y
1|||S2 + |||Y
2|||S2 and to Y
1 and Y 2 being in
S2. We also have that ‖Z˜‖2β <∞, due to the fact that Z
1, Z2 ∈ H2 and to the equivalence
of the norms ‖ · ‖2β and ‖ · ‖H2 (see the proof of Proposition 2.1 in [9]). We conclude that
E
[√∫ T
0
e2βsY˜ 2s−Z˜
2
sds
]
<∞; whence, by standard arguments, we get E
[∫ T
0
eβsY˜s−Z˜sdWs
]
=
0.
Similarly,
E


√∫ T
0
∫
U
e2βsY˜ 2s−k˜
2
s(u)µ(du)ds

 ≤ E

√ess sup
τ∈T0,T
(˜Yτ)2
√∫ T
0
e2βs‖k˜s‖2µds

 ≤ |||Y˜ |||S2 · ‖k˜‖2β,µ,
Since ‖k˜‖2β,µ < ∞, due to the fact that k
1, k2 ∈ H2µ and to the equivalence of the norms
‖ · ‖2β,µ and ‖ · ‖H2µ. We conclude that E
[√∫ T
0
∫
U
e2βsY˜ 2s−k˜
2
s(u)µ(du)ds
]
< ∞; so that we
conclude whence, by standard arguments, we get E
[∫
]t,T ]
∫
U
eβsY˜s−k˜s(u)N˜(du, ds)
]
= 0.
Taking expectations on both sides of the inequality (4.33) with t = 0, we get
Y˜ 20 + ‖Z˜‖
2
β + ‖k˜‖
2
β,µ ≤ ε
2‖f˜‖2β.
Hence,
‖Z˜‖2β + ‖k˜‖
2
β,µ ≤ ε
2‖f˜‖2β. (4.36)
Again from the same inequality we have, for all τ ∈ T0,T ,
eβτ Y˜ 2τ ≤ε
2
∫
]0,T ]
eβsf˜ 2(s)ds− 2
∫
]0,T ]
eβsY˜s−Z˜sdWs + 2
∫
]0,τ ]
eβsY˜s−Z˜sdWs
− 2
∫
]0,T ]
∫
U
eβsY˜s−k˜s(u)N˜(du, ds) + 2
∫
]0,τ ]
∫
U
eβsY˜s−k˜s(u)N˜(du, ds) a.s.
By taking first the essential supremum over τ ∈ T0,T and then the expectation on both sides
of the above inequality, we obtain
E[ess sup
τ∈T0,T
eβτ Y˜ 2τ ] ≤ε
2‖f˜‖2β + 2E[ess sup
τ∈T0,T
|
∫ τ
0
eβsY˜s−Z˜sdWs|]
+ 2E[ess sup
τ∈T0,T
|
∫
]0,τ ]
∫
U
eβsY˜s−k˜s(u)N˜(du, ds)|].
(4.37)
By using the continuity of a.e. trajectory of the process (
∫ t
0
eβsY˜s−Z˜sdWs)t∈[0,T ] and
(
∫
]0,τ ]
∫
U
eβsY˜s−k˜s(u)N˜(du, ds))t∈[0,T ] and Burkholder-Davis-Gundy inequalities (applied with
p = 1), we get
2E[ess sup
τ∈T0,T
|
∫ τ
0
eβsY˜s−Z˜sdWs|] = 2E[ sup
t∈[0,T ]
|
∫ t
0
eβsY˜s−Z˜sdWs|] ≤ 2cE


√∫ T
0
e2βsY˜ 2s−Z˜
2
sds

 ,
(4.38)
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and
2E[ess sup
τ∈T0,T
|
∫ τ
0
∫
U
eβsY˜s−k˜s(u)N˜(du, ds)|] = 2E[ sup
t∈[0,T ]
|
∫ t
0
∫
U
eβsY˜s−k˜s(u)N˜(du, ds)|]
≤ 2cE


√∫ T
0
∫
U
e2βsY˜ 2s−k˜
2
s(u)µ(du)ds

 ,
(4.39)
where c is a positive ”universal” constant (which does not depend on the other parameters).
Following the same above reasoning we get:√∫ T
0
e2βsY˜ 2s−Z˜
2
sds ≤
√
ess sup
τ∈T0,T
eβτ (Y˜τ)2
∫ T
0
eβsZ˜2sds a.s.
and √∫ T
0
∫
U
e2βsY˜ 2s−k˜
2
sµ(du)ds ≤
√
ess sup
τ∈T0,T
eβτ (Y˜τ )2
∫ T
0
∫
U
eβsk˜2s(u)µ(du)ds a.s.
Those inequalities with the the fact that ab ≤ 1
2
a2 + 1
2
b2 leads to
2E[ess sup
τ∈T0,T
∫ τ
0
eβsY˜s−Z˜sdWs] ≤
1
2
E[ess sup
τ∈T0,T
eβτ (Y˜τ )
2] + 2c2E[
∫ T
0
eβsZ˜2sds].
and
2E[ess sup
τ∈T0,T
|
∫ τ
0
∫
U
eβsY˜s−k˜s(u)N˜(du, ds)|] ≤
1
2
E[ess sup
τ∈T0,T
eβτ (Y˜τ )
2]+2c2E[
∫ T
0
∫
U
eβsk˜2s(u)µ(du)ds].
From this, together with (4.37), we get
1
2
|||Y˜ |||
2
β ≤ ε
2‖f˜‖2β + 2c
2‖Z˜‖2β + 2c
2‖k˜‖2µ,β.
This inequality, combined with the estimate (4.36) on ‖Z˜‖2β and ‖k˜‖
2
β,µ, gives
|||Y˜ |||
2
β ≤ 2ε
2(1 + 4c2)‖f˜‖2β.
✷
We omit the proof of the following lemma since the proof is similar to [9, Lemma 3.3]
Lemma 4.3 Suppose that f does not depend on y, z, that is f(ω, t, y, z) = f(ω, t), where f
is a process in H2. Let (ξt) be an obstacle. Then, the RBSDE from Definition 4.3 admits a
unique solution (Y, Z, k(·), A, C) ∈ S2 ×H2 ×H2µ ×S
2 ×S2, and for each S ∈ T0,T , we have
YS = ess sup
τ∈TS,T
E[ξτ +
∫ τ
S
f(t)dt | FS] a.s. (4.40)
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We are going now to prove existence and uniqueness of RBSDE in Definition 4.3, for general
driver using the fixed-point theorem
Theorem 4.4 Let ξ be a left-limited and r.u.s.c. process in S2 and let f be a Lipschitz
driver.
The RBSDE with parameters (f, ξ) from Definition 4.3 admits a unique solution (Y, Z, k(·), A, C) ∈
S2 ×H2 ×H2µ × S
2 × S2.
Moreover, if (ξt) is assumed l.u.s.c. along stopping times, then (At) is continuous.
Proof.
Let prove the uniqueness of the above RBSDE which will be obtained by via a fixed point
of contraction of the function φ defined as follows: Let: B2β := S
2 ×H2 ×H2µ endowed with
the norm:
‖(Y, Z, k)‖2B2
β
:= |||Y |||2β + ‖Z‖
2
β + ‖k‖
2
β,µ,
for all (Y, Z, k(·)) ∈ S2 ×H2 ×H2µ.
Let Φ be the map from B2β into itself which with (Y, Z, k) associates (Y, Z, k) = Φ(y, z, k),
where (y, z, k) is the solution of RBSDE associated with with driver f(s) := f(s, ys, zs, ks)
and with obstacle ξ. Let (A,C) be the associated Mertens process, constructed as in Lemma
4.3. The mapping Φ is well-defined by Lemma 4.3.
Let (y, z, k) and (y′, z′, k′) be two elements of B2β . We set (Y, Z, k) = Φ(y, z, k) and
(Y ′, Z ′, k′) = Φ(y′, z′k′). We also set Y˜ := Y − Y ′, Z˜ := Z − Z ′, k˜ := k − k′, y˜ := y − y′ and
z˜ := z − z′, k˜ := k− k′.
According to Lemma 4.2, we have
|||Y˜ |||
2
β + ‖Z˜‖
2
β + ‖k˜‖
2
µ,β ≤ ε
2(3 + 8c2)‖f(y, z, k)− f(y′, z′, k′)‖2β,
for all ε > 0, for all β ≥ 1
ε2
. By using the Lipschitz property of f and the convex property
of square function we obtain
‖f(y, z, k)− f(y′, z′, k′)‖2β ≤ CK(‖y˜‖
2
β + ‖z˜‖
2
β + ‖k˜‖
2
β,µ),
where CK is a positive constant depending on K. Which implies for all ε > 0, for all β ≥
1
ε2
,
that
|||Y˜ |||
2
β + ‖Z˜‖
2
β + ‖k˜‖
2
β,µ ≤ ε
2CK(3 + 8c
2)(‖y˜‖2β + ‖z˜‖
2
β + ‖k˜‖
2
β,µ).
The previous inequality, combined with [9, Remark 3.7], gives
|||Y˜ |||
2
β + ‖Z˜‖
2
β + ‖k˜‖
2
β,µ ≤ ε
2CK(3 + 8c
2)(T + 1)(|||y˜|||2β + ‖z˜‖
2
β + ‖k˜‖
2
β,µ).
Now, Let ε > 0 be such that ε2CK(3 + 8c
2)(T + 1) < 1 and β > 0 such that β ≥ 1
ε2
the mapping Φ is a contraction on B2β. Henceforth, there exist a triplet (Y, Z, k) such that
φ(Y, Z, k) = (Y, Z, k) which is the unique solution of the reflected RBSDE. ✷
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4.1.1 Dynamic risk measure induced by BSDEs with jumps
In this subsection, we extend Proposition A.5 in [9] to our setting, and we omit the proof of
our Characterisation Theorem, since its proof has the similar computation as in [9, Theorem
4.2 ] based mainly on Proposition 4.6.
Let T be a time horizon and T ′ ∈ [0, T ] a fixed instant before the terminal time T . Let f
be a Lipschitz driver. Define the following functional: for each stopping time τ ∈ T0,T and
ξ ∈ S2. Set
v(S) = − ess sup
τ∈TS,T
EfS,τ(ξτ ),
where S ∈ T0,T , v is the dynamic risk measure, ξT ′ is the gain of the position at time T
′ and
−Eft,T ′(ξT ′) is the f -conditional expectation of ξτ modelling the the risk at time t, where t
runs through interval [0, T ′]. We are concerned to show that the minimal risk measure v
defined above coincide with −Y , where Y is the solution of the reflected BSDE associated
to (f, ξ)
Proposition 4.6 Let f be a Lipschitz driver. Let A be a nondecreasing right-continuous
predictable process in S2 with A0 = 0 and let C be a nondecreasing right-continuous adapted
purely discontinuous process in S2 with C0− = 0.
Let (Y, Z, k) ∈ S2 ×H2 ×H2µ satisfy
− dYt = f(t, Yt, Zt, kt)dt+ dAt + dCt− − ZtdWt −
∫
U
kt(u)N˜(du, dt), (4.41)
in the sense that, for each τ ∈ T0,T , the equality
Yτ = YT +
∫ T
τ
f(s, Ys, Zs, ks)ds+ AT − Aτ + CT− − Cτ− −
∫ T
τ
ZsdWs −
∫ T
τ
∫
U
ks(u)N˜(du, ds)
holds almost-surely. Then the process (Yt) is a strong E
f -super-martingale (resp Ef -submartingale).
Proof. Let τ, θ ∈ T0 be such that τ ≤ θ a.s. Let us show that Yτ ≥ E
f
τ,θ(Yθ) a.s.
We denote by (X, pi, l) the solution to the BSDE associated with driver f , terminal time θ,
and terminal condition Yθ; then E
f
τ,θ(Yθ) = Xτ a.s. (by definition of E
f). Set Y¯t = Yt −Xt,
Z¯t = Zt − pit, k¯t(u) = kt(u)− lt(u). Then
−dY¯t = htdt + dAt + dCt− − Z¯tdWt −
∫
U
k¯t(u)N˜(du, dt), Y¯θ = 0,
where ht := f(t, Yt−, Zt, k(·))− f(t, Xt−, pit, l(·)).
By the same arguments as those of the proof of the comparison theorem for BSDEs (c.f.
[15, Lemma 4.1]), we have by assumption (4.25)
ht ≥ ϕt + δtY¯t− + βtZ¯t + 〈γt, k¯t〉µ, 0 < t ≤ T, dP ⊗ dt− a.e., (4.42)
where δ and β are predictable bounded processes and γ ≥ −1 dt⊗ dP⊗ µ(du)-a.s.
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Let Γ be the unique solution to the following forward SDE with jumps
dΓs = Γs
[
δsds+ βsdWs +
∫
U
γs(u)N˜(du, ds)
]
, Γ0 = 1. (4.43)
Using the fact that Y¯ is a strong optional semimartingale with decomposition Y¯ =M1+A1+
B1, where M1t =
∫ t
0
Z¯sdWs +
∫ t
0
∫
U
k˜s(u)N˜(du, ds), A
1
t := −
∫ t
0
hsds− As, and B
1
t := −Ct−,
and applying the generalized change of variables formula from [9, Theorem A.3] with n := 2,
X1 := Y¯ , X2 := Γ, and F (x1, x2) := x1x2. We obtain
d(Y¯sΓs) =Γs(Z¯s + Y¯s−βs)dWs + Γs
∫
U
(
k¯s(u) + Y¯sγs(u)
)
N˜(du, ds)
+ Γ
∫
U
γs(u)k¯s(u)N(du, ds)− Γs(dAs + dCs).
Using inequality (4.42) together with the nonnegetivity of Γ and doing the same computation
as in [15, Theorem 4.2 ] we obtain
Y¯τΓτ ≥ E
[∫ θ
τ
Γs (dAs + dCs) | Fτ
]
, a.s. (4.44)
Then, since Γs ≥ 0, we have Y¯τΓτ ≥ 0 a.s. Since Γτ > 0 a.s., we have Y¯τ ≥ 0, that is
Yτ ≥ Xτ = Eτ,θ(Yθ) a.s. ,The proof is thus complete. ✷
4.2 Refected BSDE with irregular barrier
On a given complete probability space (Ω,F ,P), let (Bt)0≤t≤T be a standard d-Brownian
motion defined on a finite time interval [0, T ]. Denote by F = {Ft}0≤t≤T the augmentation
of the natural filtration FB = {FBt }0≤t≤T with F
B
t := σ{Bs; 0 ≤ s ≤ t} generated by B. We
mean by P the σ-algebra of predictable set Ω× [0, T ]. For each t ∈ [0, T ] let introduce the
following notations:
• S2: the Banach space of all cA˜ dlA˜ g process Y such that
‖Y ‖S2 :=
(
E
(
sup
0≤t≤T
Y 2t
])
• D2F := {vt, 0 ≤ t ≤ T, is an Ft − progressively measurable c¨ı¿
1
2
dl¨ı¿1
2
g processes with
E[sup0≤t≤T |vt|
2] <∞};
• L2F := {L : Ω× [0, T ]→ R,F− predictable bounded process};
• H2 := {vt, 0 ≤ t ≤ T, is an Ft − adapted process such that E
∫ T
0
|vt|
2dt <∞};
The generator f : Ω × [0, T ] × R1+d → R+ is a given P
⊗
B(R1+d)-measurable bounded
function, and it satisfies:
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• The uniformly Lipschitz property w.r.t. (y, z), i.e., there exists a constant k ≥ 0 such
that for any y, y′ ∈ R z, z′ ∈ Rd:
|f(·, y, z)− f(·, y′, z′)| ≤ k (|y − y′|+ |z − z′|) P− a.s.. (4.45)
• E[
∫ T
0
f(ω, t, 0, 0)2dt] <∞.
Consider the following reflected BSDE with [B]–obstacle associated to (f, L). A solution is
a triplet (Y, Z,K) := (Yt, Zt, Kt)t≤T of processes with value in R
1+d × R+, which satisfies :

Yt = −
∫ t
0
f(s, Ys, Zs)ds+
∫ T
t
dKs −
∫ T
t
ZsdBs;
Y ≥ L a.s. a.e.;∫ T
0
(Ys− − L
∗
s−)dKs = 0, ∀L
∗ ∈ DF such that L ≤ L
∗ ≤ Y a.s. a.e.
(4.46)
It is worth mentioning here, that a similar kind of RBSDE was first studied in Peng and
Xu [13] using penalization method and in Essaky et al. [8] using generalized Snell envelop.
And recently, a more general setting was studied by Grigorova et al. [9] using Strong
supermartinglae and the theory of optional process. First, let us assume the map f does
not depend on (y, z), i.e., P-a.s., f(ω, t, y, z) = g(ω, t), for any t, y and z. In the following
we establish the existence of the solution of the RBSDE associated to (g, L).
Theorem 4.5 We assume that the lower obstacle L ∈ [B]. Then the reflected BSDE (4.46)
has a unique minimal solution (Y, Z,K) ∈ D2F × H
2 × D2F associated to (g, L). Moreover,(
Yt +
∫ t
0
g(s)ds
)
0≤t≤T
is the Strong envelope of
(
Lt +
∫ t
0
g(s)ds
)
0≤t≤T
.
Proof.
Let Y¯ be the Strong envelope of L¯ := L +
∫ ·
0
g(s)ds, then dt ⊗ dP-a.e. Y¯ ≥ L¯. By Doob-
Meyer decomposition of the super-martingale Y¯ , there exist an increasing c¨ı¿1
2
dl¨ı¿1
2
g process
K¯ with K¯0 = 0 and a continuous uniformly integrable martingale M¯ such that Y¯t = M¯t−K¯t.
From Proposition 3.4, for any L¯∗ ∈ S2 such that Y¯ ≥ L¯∗ ≥ L¯ a.s. a.e. we have:∫ T
0
(Y¯s− − L¯
∗
s−)dK¯s = 0. (4.47)
Denoting Y := Y¯ −
∫ ·
0
g(s)ds, it follows that
Y ≥ L∗ := L¯∗ −
∫ ·
0
g(s)ds ≥ L, a.s. a.e.
From other side, for any L¯∗ ∈ S2, we have L∗ ∈ S2, this with (4.47) leads to∫ T
0
(Ys− − L
∗
s−)dK¯s = 0.
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Since (Y¯t)0≤t≤T is a square integrable super-martingale, thanks to Remark 3.3. we have
E[K¯2T ] <∞ (Dellacherie and Meyer [2]). Hence the following martingale
M¯t = E
[
M¯T/Ft
]
= E
[
K¯T/Ft
]
,
is also a square integrable, and by martingale representation theorem, there exists a unique
predictable process Z such that
M¯t = K¯T −
∫ T
t
ZsdBs,
where E
∫ T
0
|Zt|
2dt <∞, i.e. Z ∈ H2. It follows that
Yt = −
∫ t
0
g(s)ds−
∫ T
t
ZsdBs + K¯T − K¯t
≥ Lt, dt⊗ dP− a.e.
Hence, the existence of solution (Y, Z,K) for RBSDE (4.46).
Now, we return to show uniqueness of the solution. We suppose the existence of two solutions
(Y, Z,K) and (Y ′, Z ′, K ′) of RBSDE (4.46), s.t Y ′ ≥ L a.s. a.e. and YT = Y
′
T = 0 a.s. Then
Y ′t +
∫ t
0
g(s)ds = E [K ′T/Ft]−K
′
t
≥ Lt +
∫ t
0
g(s)ds, dt⊗ dP− a.s..
According to Proposition 3.4, we have
Y ′t +
∫ t
0
g(s)ds ≥ SE
(
Lt +
∫ t
0
g(s)ds
)
≥ Yt +
∫ t
0
g(s)ds, P− a.s.,
which leads to the minimality of the solution. ✷
We are now ready to give the main result of this section
Theorem 4.6 The reflected BSDE (4.46) associated to (f, L) has a unique minimal solution
(Y, Z,K).
Proof. We show existence, which will be obtained via a fixed point of the contraction of
the function l defined as follows:
Let D := D2F ×H
2 endowed with the norm,
‖(Y, Z)‖β =
{
E
[∫ T
0
eβs|Ys|
2 + eβs|Zs|
2ds
]} 1
2
; β > 0. (4.48)
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Let l be the map from D to itself which with (Y, Z) associates l(Y, Z) = (Y¯ , Z¯) where (Y¯ , Z¯)
is the solution of the reflected BSDE associated with (f(·, Y, Z), L). Let (Y ′, Z ′) be another
couple of D and l(Y,′ Z ′) = (Y¯ ′, Z¯ ′), then using It¨ı¿1
2
’s formula we obtain, for any t ≤ T ,
eβt(Y t − Y
′
t)
2 + β
∫ T
t
eβs(Y s − Y
′
s)
2ds+
∫ T
t
eβs(Zs − Z
′
s)
2ds
= (MT −Mt) + 2
∫ T
t
eβs(Y s − Y
′
s)(dK¯s − dK¯
′
s)
−2
∫ t
0
eβs(Y s − Y
′
s)(f(s, Ys, Zs)− f(s, Y
′
s , Z
′
s))ds
where M is the martingale part. We set L∗t = Y t ∧ Y
′
t, is follows that L
∗ ∈ D2F satisfies
Lt ≤ L
∗
t ≤ Y and Lt ≤ L
∗
t ≤ Y
′
. So that the general Skorohod condition is satisfied∫ T
0
(Y s− − L
∗
s−)dK¯s =
∫ T
0
(Y
′
s− − L
∗
s−)dK¯
′
s = 0.
Consequently,
∫ T
t
eβs(Y s − Y
′
s)(dK¯s − dK¯
′
s) ≤ 0. Then
βE[
∫ T
0
eβs(Y s − Y
′
s)
2ds] + E[
∫ T
0
eβs(Zs − Z
′
s)
2ds]
≤ 2E[
∫ T
0
eβs|Y s − Y
′
s| · |f(s, Ys, Zs)− f(s, Y
′
s , Z
′
s)|ds]
≤ kεE[
∫ T
0
eβs(Y s − Y
′
s)
2ds] +
k
ε
E[
∫ T
0
eβs{|Ys − Y
′
s |
2 + |Zs − Z
′
s|
2}ds].
Hence
(β − kε)E[
∫ T
0
eβs(Y s − Y
′
s)
2ds] + E[
∫ T
0
eβs(Zs − Z
′
s)
2ds]
≤
k
ε
E[
∫ T
0
eβs{|Ys − Y
′
s |
2 + |Zs − Z
′
s|
2}ds].
For β bigger enough and ε such that k ≤ ε ≤ β−1
k
, then l is a contraction on D, so that ther
exists a couple (Y, Z) such that l(Y, Z) = (Y, Z) which, with K, is the unique solution of
the reflected BSDE associated to (f, L). ✷
References
[1] Danelia A., Dochviri B. and Shashiashvili M. (2003). Stochastic variational inequali-
ties and optimal stopping: applications to the robustness of the portfolio/consumption
processes, Stochastics and Stochastic Reports Volume 75, Issue 6.
[2] Dellacherie C. and Meyer P.A. (1982) Probabilities and potential B. Theory of martin-
gales (North-Holland Mathematics Studies, Amsterdam).
23
[3] El Karoui N.(1980) Les aspects probabilistes du contr¨ı¿1
2
le stochastique, in Ninth Saint
Flour Probability Summer School-1979 (Saint Flour, 1979), 73-238, Lecture Notes in
Math., 876 Springer, Berlin. MR-0637471
[4] El Karoui N.(1981) Les Aspects Probabilistes du Controle Stochastique Lect. Notes in
Math.876 (Springer) pp 74 - 238.
[5] El Karoui N., Kapoudjian C., Pardoux E., Peng S. and Quenez M. C. (1997), Reflected
solutions of backward SDE’s, and related obstacle problems for PDE’s, Ann. Probab.
25, no. 2, 702-737. MR 1434123 (98k:60096)
[6] El Karoui N., Peng S. and Quenez M. C. (1997). Backward stochastic differential equation
in finance, Mathematical Finance, vol. 7, issue 1, pages 1-71.
[7] Essaky E.H. (2008). Reflected backward stochastic differential equation with jumps and
RCLL obstacle, Bulletin des Sciences Math¨ı¿1
2
matiques, Volume 132, Issue 8, Pages
690-710
[8] Essaky E.H., Hassani M., Ouknine Y.(2013), Generalized Snell envelope as a minimal
solution of BSDE with lower barriers, Bulletin des Sciences Math¨ı¿1
2
matiques, Volume
137, Issue 4, Pages 498-508
[9] Grigorova M., Imkeller P., Offen E., Ouknine Y., Quenez M-C (2015). Reflected BSDEs
when the obstacle is not right-continuous and optimal stopping. Arxiv: 1504.06094
[10] Kobylanski M. and Quenez M.C. (2012). Optimal stopping in a general framework,
Electronic Journal of Probability 17, 72 1-28
[11] Maingueneau M.A. (1978). Temps d’arr¨ı¿1
2
t optimaux et th¨ı¿1
2
orie g¨ı¿1
2
n¨ı¿1
2
rale.
S¨ı¿1
2
minaire de probabilit¨ı¿1
2
s (Strasbourg), 12:457-467.
[12] Mertens J-F (1972). Th¨ı¿1
2
orie des processus stochastiques g¨ı¿1
2
n¨ı¿1
2
raux applications
aux surmartingales, Zeitschrift f¨ı¿1
2
r Wahrscheinlichkeitstheorie und Verwandte Gebiete
, Volume 22, Issue 1, pp 45-68
[13] Peng S., Xu M. (2005). The smallest g-super-martingale and reflected BSDE with single
and double L2 obstacles, Ann. I. H. Poincar¨ı¿1
2
- PR 41 605-630
[14] Protter Ph. (1990) Stochastic integration and differential equations (Springer-Verlag).
[15] Quenez M-C. and Sulem A. (2013): BSDEs with jumps, optimization and applications
to dynamic risk measures. Stochastic Processes and Their Applications 123, 0-29.
[16] Shashtashvili M. (1993). Semimartingale Inequalities for The Snell En-
velopes,Stochastics and Stochastic ReportsVolume 43, Issue 1-2, 65-72
24
[17] Shorokhod A. V. (1965). Studies in the theory of the random processes, Addison-Wesley,
New York.
[18] Stettner L. and Zabczyka J. (1981). Strong envelopes of stochastic processes and a
penalty method, Stochastics, Volume 4, Issue 4.
[19] Zabczyka J. (1981). Stopping problems in stochastic control, Proceedings of the Inter-
national Congress of Mathematicians August 16-24, 1983, Warszawa
25
