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Abstract
We consider the Zakharov system in two space dimension with periodic
boundary condition:{
i∂tu = −∆u+ nu,
∂ttn = ∆n+∆|u|
2
, (t, x) ∈ [0, T )× T2.
(Z)
We prove the existence of finite time blow-up solutions of (Z). Further,
we show there exists no minimal mass blow-up solution.
1 Introduction
In this paper, we consider the Zakharov system on T2 = (R/2πZ)2:
i∂tu = −∆u+ nu,
1
c20
∂ttn = ∆n+∆|u|
2,
u(0) = u0, n(0) = n0, nt(0) = n1,
(Z)
where c0 > 0, u : [0, T )×T
2 → C, n : [0, T )×T2 → R and u0, n0, n1 are initial
data. Further, in our results, we fix c0 = 1.
Zakharov system was introduced in [36] to describe the collapse of Langmuir
wave (or electron plasma waves) in a non-magnetized plasma. In the context of
the dynamics of Langmuir wave, u represents the slowly varying envelope of the
electric field and n denotes the deviation of the ion density from its mean value.
From the physical point of view, the evolution of (Z) leads to the formation
of a cavity of ion density and an amplification of the amplitude of the electric
field. Further, the collapse of cavity gives an explanation for the mechanism of
the dissipation of long-wavelength plasma waves. Therefore, the wave collapse,
which is the finite time blowup of the solution of (Z), plays a central role in the
strong turbulence of Langmuir waves. See, for example [31, 33].
Note that the subsonic limit of Zakharov system (c0 → ∞) formally gives
us the nonlinear Schro¨dinger equation with critical exponent:{
i∂tu = −∆u− |u|
2u,
u(0) = u0.
(NLS)
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We say critical because it is the smallest power that admits blowup in finite
time for initial data in the energy class (u0 ∈ H
1).
The local-in-time well-posedness for these equations have been extensively
studied. For a moment we use X to denote R2 or T2. For (NLS), it is known
for initial data in Hs(X), with s ≥ 0 for the case R2 ([8]) and with s > 0 for the
case T2 ([4]). See [34] for a result on R × T. Moreover, for the strong solution
u ∈ C([0, T ];Hs(X)) obtained, we have the conservation of mass
‖u(t)‖L2 = ‖u0‖L2 , ∀t ∈ [0, T ]
and, if s ≥ 1, the conservation of energy
1
2
‖∇u(t)‖
2
L2 −
1
4
‖u(t)‖
4
L4 =
1
2
‖∇u0‖
2
L2 −
1
4
‖u0‖
4
L4 , ∀t ∈ [0, T ].
The Zakharov system (Z) has similar conservation laws. First, the mass of
u(t) is also conserved. In addition, assume n1 ∈ Hˆ
−1(X ;R), where
Hˆ−1(X ;R) :=
{
φ ∈ H−1(X ;R)| ∃ψ ∈ L2(X ;R2) s.t. φ = −∇ψ
}
(see also Remark 1 below). Then, ∂tn(t) ∈ Hˆ
−1 for all t and the wave part of
(Z) may be written in the form
∂tn+∇v = 0;
1
c20
∂tv +∇n = −∇(|u|
2),
for some v(t) ∈ L2(X ;R2). In this case, we have the conservation of energy
E(t) = E(0), where E is defined by
E = E(u, n, v) := ‖∇u‖2L2 +
1
2
(
‖n‖2L2 + ‖v‖
2
L2
)
+
∫
X
n|u|2 dx. (1)
The local well-posedness of (Z) on R2 in the energy spaceH1×L2×Hˆ−1 was first
obtained by Bourgain and Colliander [5], which was improved to H1×L2×H−1
and wider spaces by Ginibre, Tsutsumi, and Velo [11]. The lowest regularity
in which the local well-posedness is known so far is L2 ×H−1/2 ×H−3/2 ([3]).
The case T2 is more involved, but the local well-posedness in the energy space
(actually in H1 × L2 × H−1 and some wider spaces) was recently proved, see
[17].
Remark 1. The definition of the Hˆ−1 norm of φ = −∇~ψ is a bit tricky. It
would not be well-defined if we used simply the L2 norm of ~ψ. For example,
consider
~ˆ
ψ = (χB,−
ξ2
ξ1
χB) for X = R
2, where B := [1, 2]2 ∪ [−2,−1]2 and χB
is the characteristic function of B, and ~ψ = (cos(x1 + x2),− cos(x1 + x2)) for
X = T2. Then, ||~ψ||L2 > 0 but φ = −∇~ψ = 0.
Before the definition we recall the Helmholtz decomposition L2(X ;R)2 =
L2σ⊕
⊥G into the solenoidal space L2σ = {
~ψ : ∇~ψ = 0} and the gradient space G =
{∇η : η ∈ H˙1(X ;R)}. Let PG : L
2(X ;R)2 → G be the orthogonal projection
onto G. We now define ||φ||Hˆ−1 := ||PG
~ψ||L2 for φ = −∇~ψ, which is a well-
defined norm on Hˆ−1.
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The time global existence and blow-up problem of (NLS) on R2 and T2 have
also been studied by many authors [14, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
35]. It is well known that if u0 ∈ H
1(R2) and ||u0||L2(R2) < ||Q||L2(R2), then the
solution of (NLS) on R2 exists globally in time. (In fact, it was recently shown
by Dodson [10] that the assumption u0 ∈ H
1 can be replaced with u0 ∈ L
2.)
Here, Q is the unique positive radial solution of
−∆Q+Q−Q3 = 0, x ∈ R2. (2)
This also holds for the case T2. That is, if u0 ∈ H
1(T2) and ||u0||L2(T2) <
||Q||L2(R2), then the solution of (NLS) on T
2 exists globally in time. On the
other hand, if M ≥ ||Q||2L2(R2), it is known that there exists u0 ∈ H
1(X)
such that ||u0||
2
L2(X) = M and the solution of (NLS) on X blows up in finite
time (for the case T2 see [2]). In this sense, ||Q||L2(R2) is the sharp threshold
for the global existence and blowup of (NLS) both on R2 and on T2. For
the blow-up problem of (Z) on R2, Glangetas and Merle [13] constructed a
blow-up solution with ||u0||L2(R2) arbitrarily near ||Q||L2 . Further, in [12] they
showed that if ||u0||L2(R2) ≤ ||Q||L2(R2), then the solution of (Z) on R
2 with
(u(0), n(0), nt(0)) = (u0, n0, n1) ∈ H
1(R2) × L2(R2) ×H−1(R2) exists globally
in time. However, it seems there is no counterpart of the results of Glangetas
and Merle for T2 as far as the authors know.
In this paper, we construct a blow-up solution of (Z) by using the fixed point
argument. Further, as in the R2 case, we show that if ||u0||L2(T2) ≤ ||Q||L2(R2),
then the solution of (Z) exists globally in time. For (NLS), Burq, Ge´rard, and
Tzvetkov [6] constructed a blow-up solution on T2 by adapting an idea of Ogawa
and Tsutsumi [27], who treated a similar problem on T. In [6] they cut off the
explicit blow-up solution on R2 and solved the perturbed equation. Thus we
use the blow-up solution of (Z) on R2 which was constructed by Glangetas and
Merle. However, in contrast to (NLS), (Z) has a derivative in the nonlinearity.
Therefore, we cannot directly apply the argument of [6] because of the so-called
“loss of derivative.” To overcome this difficulty, we introduce the modified
energy and derive an a priori estimate for the approximate solutions. Our main
result is as follows.
Theorem 1. For arbitrary M > ||Q||2L2(R2), there exists T = T (M) > 0 and
a solution (u, n) of (Z) in the class (u, n, nt) ∈ C([0, T );H
1(T2) × L2(T2) ×
Hˆ−1(T2)) with the following properties.
(i) ||u(t)||2L2(T2) < M .
(ii) C1(T − t)
−1 ≤ ||u(t)||H1(T2)+ ||n(t)||L2(T2)+ ||nt(t)||Hˆ−1(T2) ≤ C2(T − t)
−1
for some C1, C2 > 0.
(iii) lim
t→T
||∇u(t)||L2(T2\B(0,r)) = 0, lim
t→T
||n(t)||L2(T2\B(0,r)) = 0 for any r > 0
sufficiently small, where B(a, r) := {x ∈ T2| |x− a| < r}.
Our approach is easily generalized to the case of exactly p blow-up points.
A similar generalization was mentioned by Godet [15] for (NLS).
Corollary 1. Let {x1, . . . , xp} be distinct points in T
2. For arbitrary M >
p||Q||2L2(R2), there exists T = T (M) > 0 and a solution (u, n) of (Z) in the class
(u, n, nt) ∈ C([0, T );H
1(T2)×L2(T2)× Hˆ−1(T2)) with the following properties.
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(i) ||u(t)||2L2(T2) < M .
(ii) C1(T − t)
−1 ≤ ||u(t)||H1(T2)+ ||n(t)||L2(T2)+ ||nt(t)||Hˆ−1(T2) ≤ C2(T − t)
−1
for some C1, C2 > 0.
(iii) lim
t→T
(T − t)||∇u(t)||L2(B(xj ,r)) > 0, lim
t→T
(T − t)||n(t)||L2(B(xj ,r)) > 0, and
lim
t→T
||∇u(t)||L2(T2\∪pj=1B(xj ,r)) = 0, limt→T
||n(t)||L2(T2\∪pj=1B(xj ,r)) = 0 for
any r > 0 sufficiently small and any 1 ≤ j ≤ p.
The global existence of the solution for the case ||u0||L2(T2) ≤ ||Q||L2(R2) is
a corollary of the following mass concentration result.
Theorem 2. Suppose (u, n) is the solution of (Z) which blows up at t = T ∈
(0,∞). Then, there exists tn → T and yn ∈ T
2 such that
lim inf
n→∞
∫
|x−yn|<R
|u(tn, x)|
2 dx ≥ ||Q||2L2(R2)
for any R > 0.
Corollary 2. If (u0, n0, n1) ∈ H
1(T2)×L2(T2)×H−1(T2) satisfies ||u0||L2(T2) ≤
||Q||L2(R2), then the corresponding solution of (Z) exists globally in time.
Corollary 2 can be derived by using the same argument as Glangetas and
Merle with a sharp Gagliardo-Nirenberg inequality on T2 by Ceccon andMontenegro
[9]. However, for the proof of Theorem 2, it is not sufficient by itself to replace
the sharp Gagliardo-Nirenberg inequality on R2 with that on T2. This is because
the terms ||∇u||2L2 and ||u||
2
L2 appearing in the Gagliardo-Nirenberg inequality
on T2 have different scalings. Therefore, we use a concentration compactness
argument and split u in many pieces so that we can use the Gagliardo-Nirenberg
inequality on R2.
This paper is organized as follows. In section 2, we formulate the perturbed
equation which we have to solve to construct a finite time blow-up solution. In
section 3, we construct an approximate solution by regularizing the perturbed
equation. In section 4, we introduce a modified energy and derive an a priori
estimate for the approximate solution. This estimate will allow us to construct
a solution to the perturbed equation. Also, the idea for multi-point blowup is
given in section 4. In section 5, we prove Theorem 2 and Corollary 2. In the
appendix of this paper, for the readers convenience, we give a brief sketch of
the proof of the modified concentration compactness lemma which we will use
for the proof of Theorem 2.
We define some notations which we use in the following. We denote the
Fourier series of u(t, x) in the spatial variable as
u(t, x) =
∑
m∈Z2
eimxuˆ(t,m).
We define the Sobolev spaces Hk(T2) for k ∈ R as
Hk(T2) := {u ∈ D′(T2) | ||u||Hk <∞},
||u||2Hk :=
∑
m∈Z2
〈m〉
2k
|uˆ(m)|2,
4
where 〈x〉 := (1 + |x|2)1/2. We write A . B to denote the estimate A ≤ CB
with a constant C > 0, which may depend on some parameters in a harmless
way, and write A ∼ B if A . B . A. We use the notations like .ε,λ when we
need to emphasize the dependence of constants on some parameters.
2 Formulation
First of all, we recall the result by Burq, Ge´rard, and Tzvetkov [6], which
constructed blow-up solutions to (NLS) on T2. (NLS) on R2 has a family of
explicit blow-up solutions {R˜λ}λ>0 which blow up at t = T , where
R˜λ(t, x) =
1
λ(T − t)
e
i
(
1
λ2(T−t)
− |x|
2
4(T−t)
)
Q
(
x
λ(T − t)
)
,
and Q is given in (2). Let ψ ∈ C∞0,r(R
2) be such that 0 ≤ ψ ≤ 1, suppψ ⊂
{|x| < 2} and ψ(x) = 1 for |x| < 1, then the function ψR˜λ(t), which is restricted
on a ball B(0, 2) ⊂ [−π, π]2, can be regarded as a function on T2. Consider the
function
u(t, x) = ψ(x)R˜λ(t, x) + v(t, x)
with v : [0, T ] × T2 → C. Then, u is a blow-up solution to (NLS) on T2 if v
solves the equation
(i∂t +∆)v = Q2,3(v)− ψ
2(R˜2λv¯ + |R˜λ|
2v)
+ (1− ψ2)ψ|R˜λ|
2R˜λ − 2∇ψ∇R˜λ −∆ψR˜λ,
v(t)→ 0 as t→ T,
(3)
where quadratic and cubic terms with respect to v have been written as Q2,3(v).
Applying the fixed point argument to the associated integral equation, one
can solve (3), for example, in H2(T2). First, notice that the external force in
(3) decays exponentially as t→ T , namely∥∥∥(1 − ψ2)ψ|R˜λ(t)|2R˜λ(t)− 2∇ψ∇R˜λ(t)−∆ψR˜λ(t)∥∥∥
H2
. e−
δ
λ(T−t)
for some δ > 0. Thus, we can expect that the solution v also decays exponen-
tially as t→ T .
This decay of exponential order is essential for the treatment of the linear
terms ψ2(R˜2λv¯ + |R˜λ|
2v) in the fixed point argument. To see this, we assume
‖v(t)‖L2 ∼ e
− µ
λ(T−t) for some µ > 0 and consider the estimate for the L2 norm
of the Duhamel integral term, then∥∥∥∥∥
∫ T
t
ei(t−s)∆
[
(ψR˜λ)
2v
]
(s) ds
∥∥∥∥∥
L2
≤
∫ T
t
∥∥∥ψR˜λ(s)∥∥∥2
L∞
‖v(s)‖L2 ds
∼
∫ T
t
1
λ2(T − s)2
e−
µ
λ(T−s) ds
=
1
µλ
e−
µ
λ(T−t) ∼
1
µλ
‖v(t)‖L2 .
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From the above estimate, the linear terms seem to be harmless (at least in L2)
whenever µλ is sufficiently large. In fact, under the assumption that λ is suffi-
ciently large, Burq, Ge´rard, and Tzvetkov obtained an exponentially decaying
solution by performing the fixed point argument in the space C([0, T );H2) with
an appropriate weight in t which grows exponentially as t→ T . Note that any
polynomial decay in T − t of solution will not be sufficient for us to close the
fixed point argument.
Let us return to the Zakharov system (Z) and take the same approach as
(NLS). Let (Pλ, Nλ) : R
2 → R2 be a radially symmetric solution of{
−∆Pλ + Pλ = NλPλ,
λ2(r2∂rrNλ + 6r∂rNλ + 6Nλ)−∆Nλ = ∆|Pλ|
2,
(4)
where r = |x|. Then it is easy to check that (u, n) defined as
u(t, x) =
1
λ(T − t)
e
i
(
1
λ2(T−t)
− |x|
2
4(T−t)
)
Pλ
(
x
λ(T − t)
)
,
n(t, x) =
(
1
λ(T − t)
)2
Nλ
(
x
λ(T − t)
)
is a solution of (Z) in R2 which blows up as t→ T . It was shown by Glangetas
and Merle [13] that for λ > 0 sufficiently small the equation (4) actually has a
solution with the following properties.
Proposition 1 ([13]). There exists a family of radially symmetric solutions
{(Pλ, Nλ)}0<λ≪1 to (4) such that (Pλ, Nλ)→ (Q,−Q
2) in H1(R2)×L2(R2) as
λ→ 0. Further, (Pλ, Nλ) ∈ H
k ×Hk for all k ∈ N ∪ {0} and
|P
(k)
λ (x)| .k e
−δ|x|, |N
(k)
λ (x)| .k 〈x〉
−(3+k)
for some δ > 0.
These blow-up solutions are similar to the solutions R˜λ of (NLS), but dif-
ferent from them in the following two points:
— A large λ is not allowed.
— The solutions for the wave part decay only polynomially in t.
From time reversal symmetry, it suffices to consider solutions which blow up
backward in time at t = 0. For small λ > 0, let
U˜λ(t, x) :=
1
λt
e
−i
(
1
λ2t
− |x|
2
4t
)
Pλ
( x
λt
)
,
W˜λ(t, x) :=
1
(λt)
2Nλ
( x
λt
)
be the blow-up solution of (Z) in R2 constructed in [13]. With the cut function
ψ defined above, set
Uλ(t, x) := ψ(x)U˜λ(t, x),
Wλ(t, x) := ψ(x)W˜λ(t, x), (t, x) ∈ R× [−π, π]
2 ≃ R× T2.
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We construct a blow-up solution of the form (Uλ+ u,Wλ+w), where (u,w)
does not blow up in the energy space as t→ 0. Assuming that (Uλ+u,Wλ+w)
solves (Z), we obtain (i∂t +∆)u = uw + (Wλu+ Uλw) +
(
(ψ − 1)ψU˜λW˜λ − 2∇ψ∇U˜λ −∆ψU˜λ
)
,
(∂tt −∆)w = ∆|u|
2 +∆(U¯λu+ Uλu¯) + Fλ,
(5)
where
Fλ := ∆(|Uλ|
2)− ψ∆(|U˜λ|
2) + 2∇ψ∇W˜λ +∆ψW˜λ
= (ψ − 1)ψ∆(|U˜λ|
2) + 2∇(ψ2)∇(|U˜λ|
2) + ∆(ψ2)|U˜λ|
2 + 2∇ψ∇W˜λ +∆ψW˜λ.
Here, the first difficulty arises due to the fact that the external force term
Fλ(t) only decays polynomially. We can thus expect only polynomial decay for
w, then the same for Uλw in the Schro¨dinger part, then the same for u, which
would not be enough to remove the singularity in the term Wλu.
The idea to overcome this difficulty is to decompose w into polynomially
decaying part and exponentially decaying part. Note that the slowly-decaying
external force Fλ(t) is restricted outside a ball B(0, 1). The finite speed of
propagation then suggests that the slowly-decaying part of w(t) also vanishes
around the origin for a short time. Since Uλ has an exponential decay outside
a neighborhood of the origin, we can still expect the exponential decay for the
product Uλw.
To make this argument rigorous, let Zλ,a(t, x) be the solution of the following
inhomogeneous linear wave equation for a ∈ R:{
(∂tt −∆)Zλ,a = Fλ,
Zλ,a(0, x) = 0, ∂tZλ,a(0, x) = aψ(x)(1 − ψ(x)).
(6)
Note that Zλ,a is explicitly written as
Zλ,a(t, x) =
sin(t|∇|)
|∇|
[
aψ(1− ψ)
]
(x) −
∫ t
0
sin((t− s)|∇|)
|∇|
Fλ(s, x) ds
=: Ψa(t, x) + Zλ(t, x).
A direct calculation using Proposition 1 shows that Zλ,a ∈ C
1([0,∞);Hk(T2))
for any k ≥ 0 and
sup
0<t<T
(
t−1 ‖Zλ,a(t)‖Hk(T2) + ‖∂tZλ,a(t)‖Hk(T2)
)
.k,T,λ,a 1 (7)
for T > 0. Moreover, both the external force term and the initial data in
(6) vanish in a ball B(0, 1), which together with the finite speed of propagation
yields that Zλ,a(t, x) ≡ 0 on a ball B(0, 1/2) for 0 < t < 1/2. Actually any initial
data that vanish around the origin may be sufficient for the fixed point argument,
but we have selected the above ones for another reason to be mentioned below.
We shall construct a blow up solution of the form (Uλ + u,Wλ + Zλ,a + z),
where (u, z) converges to 0 as t→ 0, solving
(i∂t +∆)u = uz + (Wλ + Zλ,a)u + Uλz
+
(
UλZλ,a + (ψ − 1)ψU˜λW˜λ − 2∇ψ∇U˜λ −∆ψU˜λ
)
,
(∂tt −∆)z = ∆|u|
2 +∆(U¯λu+ Uλu¯).
(8)
7
We notice that the external force in the Schro¨dinger part decays exponentially
as t→ 0.
It is easy to see that a solution (u, z) to the above problem satisfies∫
T2
zt(t, x) dx = czˆt(t, 0) ≡ 0
for all t. Thus, |∇|−1zt can be defined by
∑
m 6=(0,0) e
imx|m|−1zˆt(t,m). Set
r = z + i|∇|−1zt.
Then, if (u, z) solves (8), (u, r) satisfies
(i∂t +∆)u = uRe r + (Wλ + Zλ,a)u + UλRe r
+
(
UλZλ,a + (ψ − 1)ψU˜λW˜λ − 2∇ψ∇U˜λ −∆ψU˜λ
)
,
(i∂t − |∇|)r = |∇|
(
|u|2 + U¯λu+ Uλu¯
)
.
(9)
Since z is real valued, we can recover the solution of (8) from that of (9) by
z := Re r. In this case zt = |∇|(Im r) holds, and (z, zt) ∈ C((0, T ];L
2(T2;R) ×
Hˆ−1(T2;R)) if and only if r ∈ C((0, T ];L2(T2;C)).
We will construct a local solution to this problem (9) that decays exponen-
tially in H1(T2)× L2(T2) as t→ 0.
Theorem 3. For any a ∈ R and sufficiently small λ > 0, there exists T =
T (λ, a) > 0 such that the equation (9) has a solution (u, r) ∈ C((0, T ], H1(T2)×
L2(T2)) which decays exponentially as t→ 0.
Here, a solution of (9) means a distributional solution of the associated
integral equation of (9).
Now, we admit Theorem 3 for a moment and show Theorem 1.
Proof of Theorem 1. Recall that we have replaced the forward blowup at t = T
with the backward blowup at t = 0. For givenM > ||Q||2L2(R2), we choose λ > 0
so that ||Pλ||
2
L2(R2) < M , which is possible from Proposition 1. Next, in the
following way, we choose a ∈ R so that (Wλ + Zλ,a)t ∈ Hˆ
−1. We first notice
that
Ψˆa,t(t, 0) ≡ a[ψ(1 − ψ)]ˆ (0)
and [ψ(1 − ψ)]ˆ (0) = c
∫
ψ(1 − ψ) dx > 0. We also see from the equation
that [(Wλ + Zλ)t ]ˆ (t, 0) is conserved. Then, we choose a ∈ R so that [(Wλ +
Zλ)t ]ˆ (t, 0)+a[ψ(1−ψ)]ˆ (0) = 0. With this choice of λ and a, we set our blow-up
solution of (Z) as (u, n) = (Uλ+v,Wλ+Zλ,a+Re r), where (v, r) is the solution
of (9) (with u replaced by v) obtained in Theorem 3. Note that this solution
belongs to the energy space.
It is easily verified by the L2 conservation law for (Z) and the monotone
convergence theorem that∫
T2
|u(t, x)|2 dx = lim
t→0
∫
R2
|ψ(x)U˜λ(t, x)|
2 dx =
∫
R2
|Pλ(x)|
2 dx < M. (10)
Hence, we have proved (i).
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To prove (ii) we claim the following stronger estimates: for 0 < t≪ 1,
||∇u(t)||L2(T2) ∼ t
−1, (11)
||n(t)||L2(T2) ∼ t
−1, (12)
||nt(t)||Hˆ−1(T2) ∼ t
−1. (13)
For (11) and (12) it is sufficient to consider the main parts Uλ(t) and Wλ(t),
respectively. Similarly to (10), we have
lim
t→0
(λt)2
∫
T2
|Wλ(t, x)|
2 dx =
∫
R2
|Nλ(x)|
2 dx > 0,
which implies (12). Also, we have
|∇Uλ(t, x)|
2
=
∣∣∣∣ψ(x)(λt)2 e−i( 1λ2t− |x|24t )(∇Pλ)( xλt ) + iψ(x)x2λt2 e−i( 1λ2t− |x|24t )Pλ( xλt ) + (∇ψ)U˜λ
∣∣∣∣2 .
Since
lim
t→0
(λt)2
∫
T2
∣∣∣∣ψ(x)(λt)2 (∇Pλ)( xλt )
∣∣∣∣2 dx = ∫
R2
|∇Pλ(x)|
2 dx
and ∫
T2
∣∣∣∣ψ(x)x2λt2 Pλ( xλt )
∣∣∣∣2 dx ≤ (λ2 )2
∫
R2
∣∣∣∣ 1λt xλtPλ( xλt )
∣∣∣∣2 dx = (λ2 )2||xPλ||2L2 ,∫
T2
|(∇ψ)(x)U˜λ(t, x)|
2 dx ≤ ||∇ψ||2L∞ ||U˜λ(t)||
2
L2 = ||∇ψ||
2
L∞ ||Pλ||
2
L2 ,
we conclude that
lim
t→0
(λt)2
∫
T2
|∇Uλ(t, x)|
2 dx =
∫
R2
|∇Pλ(x)|
2 dx > 0,
which implies (11).
For (13), it suffices to consider (Wλ+Zλ,a)t(t) instead of nt(t). We see that
(Wλ)t(t, x) = −
2ψ(x)
λ2t3
Nλ(
x
λt
)−
ψ(x)x
λ3t4
(∇Nλ)(
x
λt
) = −ψ(x)∇
[
1
λt2
x
λt
Nλ(
x
λt
)
]
= (∇ψ)(x)
[
1
λt2
x
λt
Nλ(
x
λt
)
]
−∇
[
ψ(x)
λt2
x
λt
Nλ(
x
λt
)
]
.
Note that the second term is in Hˆ−1, then
‖(Wλ + Zλ,a)t(t)‖Hˆ−1 =
∥∥∥∥∇ [ψ(x)λt2 xλtNλ( xλt )
]∥∥∥∥
Hˆ−1
+O
(∥∥∥∥∇ψ · [ 1λt2 xλtNλ( xλt )
]∥∥∥∥
L2
+ ||(Zλ,a)t(t)||L2
)
.
Since ∇ψ(x) ≡ 0 for |x| < 1, we have
t2
∫
T2
∣∣∣∣(∇ψ)(x) [ 1λt2 xλtNλ( xλt )
]∣∣∣∣2 dx ≤ t2 ∫
R2
∣∣∣∣ 1λ1/2t3/2 ( |x|λt ) 32Nλ( xλt )
∣∣∣∣2 dx
= λt‖|x|
3
2Nλ‖
2
L2 → 0 (t→ 0).
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Recalling the definition of the Hˆ−1 norm (Remark 1), we also have
lim
t→0
t
∥∥∥∥∇ [ψ(x)λt2 xλtNλ( xλt )
]∥∥∥∥
Hˆ−1
= lim
t→0
∥∥∥∥ψ(x)λt xλtNλ( xλt )
∥∥∥∥
L2(T2)
= ‖xNλ‖L2(R2) ,
where the first equality follows from the fact that ψ(x)λt2
x
λtNλ(
x
λt ) ∈ G for all
t > 0, which is verified by observing that ψ(x)λ2t3Nλ(
x
λt ) =: f(|x|) is spherically
symmetric and xf(|x|) = ∇(
∫ |x|
0
rf(r) dr + C). This concludes (13).
(iii) follows from a similar argument to the proof of (11) and (12). For
instance,∫
T2\B(0,r)
∣∣∣∣ψ(x)(λt)2 (∇Pλ)( xλt )
∣∣∣∣2 dx ≤ ∫
T2
∣∣∣∣ψ(x)(1 − ψ(2x/r))λtr |x|λt (∇Pλ)( xλt )
∣∣∣∣2 dx,
which goes to 0 as t → 0 by the dominated convergence theorem, giving the
claim for ∇u. We make a similar argument for n and obtain (iii).
All we have to do is to solve (9). However, compared to the case of (NLS),
there are two major difficulties left: (i) the loss of one derivative in the equation,
and (ii) how to control the linear term Wλu (∼ (λt)
−2u) without assuming λ to
be large.
When we construct solutions in the space Hk×Hk−1, the loss of one deriva-
tive appears in the Schro¨dinger part and prevents us from applying the usual
fixed point argument. We shall employ the method of parabolic regularization
to overcome this issue. This method is also helpful in treating another issue
(ii), because the viscosity effect will ease the singularity of Wλ and give an ex-
tra small factor T 0+ to the corresponding term in the estimate. The details will
be discussed in Section 3.
What is the most important is then the a priori estimate for the approximate
solutions constructed via the parabolic regularization. We meet the difficulties
(i) and (ii) here again.
If we use the standard energy estimate, we will have only the estimate of
d
dt ‖u(t)‖
2
Hk in terms of ‖u(t)‖Hk and ‖r(t)‖Hk , which forces us to assume one
more regularity for r(t). To obtain the a priori estimate in Hk×Hk−1, we shall
introduce a “modified energy.” More precisely, we modify the standard energy
(the Hk×Hk−1 norm of solutions) with harmless terms so that in the estimate
of the time derivative of them the term including ∇kr(t) will be canceled (see
Section 4 for details). This approach was recently taken by Kwon [18] and
by Segata [32] for the fifth order KdV equation and the fourth order nonlinear
Schro¨dinger equations with a derivative in the nonlinear term, respectively. Note
that this kind of modification on energy has a lot of ideas in common with the
concept of “correction terms” in the context of the I-method introduced in a
series of papers by Colliander, Keel, Staffilani, Takaoka, Tao.
Concerning (ii), the fact Wλ(t, x) ∈ R will be essential. For instance, when
we derive the identity for ddt ‖u(t)‖
2
L2 the term corresponding to Wλu will not
appear. Similarly, in the estimate of ddt
∥∥∇ku(t)∥∥2
L2
, there will be the terms like∫
T2
∇lWλ(t)∇
k−lu(t)∇ku¯(t) dx (14)
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for l = 1, 2, . . . , k, but the term corresponding to l = 0 will vanish. On the
other hand, note that
∥∥∇lWλ∥∥L∞ . (λt)−2−l. Then, if ∥∥∇k−lu(t)∥∥L2 has a
decay faster than tl
∥∥∇ku(t)∥∥
L2
for each l = 1, 2, . . . , k, we can obtain the extra
small factor again and control (14) by shrinking the time interval. We will
actually construct solutions with such a property, by carefully choosing the
weight function in the norm for fixed point argument. The precise definition of
the norm will be given in Section 3.
Remark 2. In [30], Ozawa and Tsutsumi proved the local well-posedness of the
initial value problem for the Zakharov system on Rd (d = 1, 2, 3) in the space
H2×H1×L2. They pointed out that the loss of derivative does not occur when
the Zakharov system is considered as the system of equations for ∂tu and n. This
technique may be a solution to our difficulty (i), but it seems difficult to settle
another issue (ii) by this idea. That is why we employ the method of parabolic
regularization.
3 Parabolic Regularization
We first look for solutions (uε, rε) to a regularized equation
(i∂t +∆+ iε∆
2)u = uRe r + (Wλ + Zλ,a)u+ UλRe r
+
(
UλZλ,a + (ψ − 1)ψU˜λW˜λ − 2∇ψ∇U˜λ −∆ψU˜λ
)
,
(i∂t − |∇|+ iε∆
2)r = |∇|
(
|u|2 + U¯λu+ Uλu¯
)
,
(15)
for ε > 0 in the space
XTε =
{
(u, r) ∈ C((0, Tε];H
3(T2))× C((0, Tε];H
2(T2)) : ‖(u, r)‖XTε <∞
}
,
‖(u, r)‖XTε = sup
t∈(0,Tε]
H[u, r](t),
H[u, r](t)2 :=
(
e
µ
2λt ‖u(t)‖H˙3(T2)
)2
+
(
t−4e
µ
2λt ‖u(t)‖L2(T2)
)2
+
(
t−
2
3 e
µ
2λt ‖r(t)‖H˙2(T2)
)2
+
(
t−
10
3 e
µ
2λt ‖r(t)‖L2(T2)
)2
,
where µ > 0 is the constant to be given in Lemma 3.
Remark 3. Note that by a simple interpolation, we have
sup
t∈(0,Tε]
e
µ
2λt
(
t−
8
3 ||u||H1 + t
− 43 ||u||H2 + t
−2||r||H1
)
≤ C||(u, r)||XTε .
We prepare several lemmas.
Lemma 1. Let Vε(t)u0 be the solution of
(i∂t +∆+ iε∆
2)u = 0, u(0) = u0.
Then, we have
||
∫ t
0
Vε(t− s)u(s) ds||Hk . ε
− l4
∫ t
0
(t− s)−
l
4 ||u||Hk−l .
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Proof. From the definition of Vε, we have∫ t
0
Vε(t− s)u(s) ds =
∫ t
0
∑
m∈Z2
eimx−i|m|
2(t−s)−ε|m|4(t−s)uˆm(s) ds.
Therefore, we have
||
∫ t
0
Vε(t− s)u(s) ds||Hk
≤
∫ t
0
( ∑
m∈Z2
〈m〉
2k
e−ε|m|
4(t−s)|uˆm(s)|
2
) 1
2
ds
≤
∫ t
0
sup
m˜∈Z2
〈m˜〉
l
e−ε|m˜|
4(t−s)
(∑
m∈Z2
〈m〉
2(k−l)
|uˆm(s)|
2
) 1
2
ds
. ε−
l
4
∫ t
0
(t− s)−
l
4 ||u||Hk−l ,
where we have used
sup
m˜∈Z2
〈m˜〉
l
e−ε|m˜|
4(t−s) . ε−
l
4 (t− s)−
l
4 .
We estimate the Lp norms of ∇kUλ and ∇
kWλ.
Lemma 2. Let k ≥ 0, λ sufficiently small and p ∈ [1,∞]. Then we have
||∇kUλ||Lp . (λt)
−k−1+ 2p ,
||∇kWλ||Lp . (λt)
−k−2+ 2p .
Proof. By direct calculation using the definition of Uλ, Wλ and Proposition 1,
we have the conclusion.
We next estimate the inhomogeneous term of the Schro¨dinger part of (15).
Lemma 3. For any k ≥ 0, there exist C = C(k) > 0 and µ > 0 independent of
0 < λ, t < 1 such that∥∥∥Uλ(t)Zλ,a(t) + (ψ − 1)ψU˜λ(t)W˜λ(t)− 2∇ψ∇U˜λ(t)−∆ψU˜λ(t)∥∥∥
Hk
≤ Ce−
µ
λt .
Proof. Since all the functions are supported away from 0, the above estimate
follows easily from the properties of U˜λ, W˜λ, and (7).
Now, we construct a solution of (15).
Proposition 2. Let 0 < ε ≤ 1, and let λ > 0 sufficiently small so that (Z)
on R2 may have a blow-up solution (U˜λ, W˜λ) defined above. Then, there exists
a unique solution (u, r) of (15) in XTε , where Tε ∼λ ε
3
2 . Further, we have
H[u, r](t)→ 0 as t→ 0.
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Proof. Set
QS,0 := UλZλ,a + (ψ − 1)ψU˜λW˜λ − 2∇ψ∇U˜λ −∆ψU˜λ
QS,1 := (Wλ + Zλ,a)u + UλRe r
QS,2 := uRe r
QW,1 := |∇|(U¯λu+ Uλu¯)
QW,2 := |∇|(|u|
2),
and
IS,j(t) :=
∫ t
0
Vε(t− s)QS,j(s) ds, j = 0, 1, 2,
IW,j(t) :=
∫ t
0
Uε(t− s)QW,j(s) ds, j = 1, 2.
Set
Φε(u, r) :=
 2∑
j=0
IS,j ,
2∑
l=1
IW,l
 .
It suffices to show that Φε is a contraction mapping in XTε .
Estimate for IS,0.
||IS,0||H3 ≤
∫ t
0
||QS,0||H3 ds .
∫ t
0
e−
µ
λs ds
. λt2e−
µ
λt .
Therefore,
sup
t∈(0,Tε]
e
µ
2λt t−4||IS,0||H3 . λT
−2
ε e
− µ2λTε .
Estimate for IS,1.
||
∫ t
0 Vε(t− s)Wλ(s)u(s) ds||L2 . ε
− 14
∫ t
0 (t− s)
− 14 ||Wλu||H−1 ds
. ε−
1
4
∫ t
0 (t− s)
− 14 ||Wλu||L1+ ds
. ε−
1
4
∫ t
0 (t− s)
− 14 ||Wλ||L2+ ||u||L2 ds
. ε−
1
4 λ−1−
∫ t
0
(t− s)−
1
4 s3−e−
µ
2λs ds||(u, r)||XTε
. ε−
1
4λ−1−
(∫ t−t2
0
· · · ds+
∫ t
t−t2
· · · ds
)
||(u, r)||XTε ,
where we have used Lemma 1 for the first inequality and Lemma 2 for the fourth
inequality. Now, by∫ t−t2
0
(t− s)−
1
4 s3−e−
µ
2λs ds . t−
1
2
∫ t−t2
0
s3−e−
µ
2λs ds
. t
9
2−e−
µ
2λt ,
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and ∫ t
t−t2
(t− s)−
1
4 s3−e−
µ
2λs ds . t−3−e−
µ
2λt
∫ t
t−t2
(t− s)−
1
4 ds
. t
9
2−e−
µ
2λt ,
we have
||
∫ t
0
Vε(t− s)Wλ(s)u(s) ds||L2 . ε
− 14 λ−1−e−
µ
2λt t
9
2−||(u, r)||XTε .
Therefore,
sup
t∈(0,Tε]
e
µ
2λt t−4||
∫ t
0
Vε,α(t− s)Wλ(s)u(s) ds||L2 . ε
− 14λ−1−T
1
2−
ε ||(u, r)||XTε .
Next, we estimate
||
∫ t
0
Vε(t− s)Wλ(s)u(s) ds||H3 . ε
− 12
∫ t
0
(t− s)−
1
2 ||Wλ(s)u(s)||H1 ds
. ε−
1
2
∫ t
0
(t− s)−
1
2 (||∇W ||L2 ||u||H1+ + ||Wλ||L2 ||u||H2+) ds
. ε−
1
2
∫ t
0
(t− s)−
1
2
(
(λs)−2s
8
3−e−
µ
2λs + (λs)−1s
4
3−e−
µ
2λs
)
ds||(u, r)||XTε
. ε−
1
2λ−2t
4
3−e−
λ
2µt ||(u, r)||XTε .
Therefore,
sup
t∈(0,Tε]
e
µ
2λt ||
∫ t
0
Vε(t− s)Wλ(s)u(s) ds||H3 . ε
− 12 λ−2T
4
3−
ε ||(u, r)||XTε .
We estimate the second term of IS,1.
||
∫ t
0
Vε(t− s)Zλ,a(s)u(s) ds||L2 ≤
∫ t
0
||Zλ,a(s)||H3 ||u||L2 ds
. λt7e−
µ
2λt ||(u, r)||XTε .
Therefore,
sup
t∈(0,Tε]
t−4e
µ
2λt ||
∫ t
0
Vε,α(t− s)Zλ,a(s)u(s) ds||L2 . λT
3
ε ||(u, r)||XTε .
||
∫ t
0
Vε,α(t− s)Zλ,a(s)u(s) ds||H3 ≤
∫ t
0
||Zλ,a(s)||H3 ||u||H3 ds
. λt3e−
µ
2λt ||(u, r)||XTε
Therefore,
sup
t∈(0,Tε]
e
µ
2λt ||
∫ t
0
Vε,α(t− s)Zλ,a(s)u(s) ds||H3 . λT
3
ε ||(u, r)||XTε
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We estimate the third term of IS,1.
||
∫ t
0
Vε(t− s)Uλ(s)Re r(s) ds||L2 .
∫ t
0
(λs)−1s
10
3 e−
µ
2λs ds||(u, r)||XTε
. t
13
3 e−
µ
2λt ||(u, r)||XTε
Therefore,
sup
t∈(0,Tε]
t−4e
µ
2λt ||
∫ t
0
Vε,α(t− s)Uλ(s)Re r(s) ds||L2 . T
1
3
ε ||(u, r)||XTε .
||
∫ t
0
Vε(t− s)Uλ(s)Re r(s) ds||H3 . ε
− 14
∫ t
0
(t− s)−
1
4 ||UλRe r||H2 ds
. ε−
1
4
∫ t
0
(t− s)−
1
4
(
||∇2Uλ||L∞ ||Re r||L2 + ||Uλ||L∞ ||Re r||H2
)
ds
. ε−
1
4
∫ t
0
(t− s)−
1
4
(
(λs)−3s
10
3 e−
µ
2λs + (λs)−1s
2
3 e−
µ
2λs
)
ds||(u, r)||XTε
. ε−
1
4
(
λ−3t
11
6 + λ−1t
7
6
)
e−
µ
2λt ||(u, r)||XTε .
Therefore,
sup
t∈(0,Tε]
e
µ
2λt ||
∫ t
0
Vε(t− s)Uλ(s)Re r(s) ds||H3 . ε
− 14 λ−3T
6
7
ε ||(u, r)||XTε .
Collecting the above estimates, we have
sup
t∈(0,Tε]
e
µ
2λt
(
||IS,1||H3 + t
−4||IS,1||L2
)
. ε−
1
2λ−3T
1
3 ||(u, r)||XTε .
Estimate for IS,2.
||
∫ t
0
Vε(t− s)u(s)Re r(s) ds||H3 . ε
− 14
∫ t
0
(t− s)−
1
4 ||u||H2 ||r||H2 ds
. ε−
1
4
∫ t
0
(t− s)−
1
4 s2e−
µ
λs ds||(u, r)||2XTε
. ε−
1
4 t
7
2 e−
µ
λt ||(u, r)||2XTε
Therefore,
sup
t∈(0,Tε]
t−4e
µ
2λt ||
∫ t
0
Vε,4(t− s)u(s)Re r(s) ds||H3 . ε
− 14 T
− 12
ε e
− µ2λTε ||(u, r)||2XTε .
Estimate for IW,1.
||IW,1||L2 .
∫ t
0
||Uλu||H1 ds
.
∫ t
0
||∇Uλ||L∞ ||u||L2 + ||Uλ||L∞ ||u||H1 ds
.
∫
e−
µ
2λs
(
λ−2s2 + λ−1s
5
3
)
ds||(u, r)||XTε
. λ−2t
11
3 e−
µ
2λt ||(u, r)||XTε .
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Therefore,
sup
t∈(0,Tε]
e
µ
2λt t−
10
3 ||IW,1||L2 . λ
−2T
1
3
ε ||(u, r)||XTε .
Next,
||IW,1||H2 .
∫ t
0
||Uλu||H3 ds
.
∫ t
0
||∇3Uλ||L∞ ||u||L2 + ||Uλ||L∞ ||u||H3 ds
.
∫
e−
µ
2λs
(
(λs)−4s4 + (λs)−1
)
ds||(u, r)||XTε
. λ−3te−
µ
2λt ||(u, r)||XTε
Therefore,
sup
t∈(0,Tε]
e
µ
2λt t−
2
3 ||IW,1||H2 . λ
−3T
1
3
ε ||(u, r)||XTε .
Estimate for IW,2.
||IW,2||H2 .
∫ t
0
||u||H2 ||u||H3 ds
.
∫ t
0
s
4
3 e−
µ
λs ds||(u, r)||2XTε
. λt
10
3 e−
µ
λt ||(u, r)||2XTε .
Therefore, we have
sup
t∈(0,Tε]
e
µ
2λt t−
10
3 ||IW,2||H2 . λe
− µ2λTε ||(u, r)||2XTε .
So far, we have shown that
||Φε(u, r)||XTε .λ,µ ε
1
2T
1
3
ε ||(u, r)||XTε + (1 + ε
1
4T
1
6
ε )e
− µ4λTε ||(u, r)||2XTε + e
− µ4λTε .
In the same manner, we have
||Φε(u1, r1)− Φε(u2, r2)||XTε
.λ,µ ε
1
2T
1
3
ε ||(u1, r1)− (u2, r2)||XTε
+(1 + ε
1
4T
1
6
ε )e
− µ4λTε
(
||(u1, r1)||XTε + ||(u2, r2)||XTε
)
||(u1, r1)− (u2, r2)||XTε .
Now, we choose Tε ∼λ,µ ε
3
2 so small that
||Φε(u, r)||XTε ≤
1
2
||(u, r)||XTε + C0e
− µ4λTε
(
||(u, r)||2XTε + 1
)
,
||Φε(u1, r1)− Φε(u2, r2)||XTε ≤
1
2
||(u1, r1)− (u2, r2)||XTε
+C0e
− µ4λTε
(
||(u1, r1)||XTε + ||(u2, r2)||XTε
)
||(u1, r1)− (u2, r2)||XTε .
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for some C0 = C0(λ, µ) > 0. We may also assume (4C0e
− µ4λTε )2 ≤ 12 . Then,
these estimates are sufficient for us to conclude that Φε is a contraction mapping
on a closed ball {
(u, r) ∈ XTε
∣∣∣ ||(u, r)||XTε ≤ (8C0)−1e µ4λTε } , (16)
and also on another ball{
(u, r) ∈ XTε
∣∣∣ ||(u, r)||XTε ≤ 4C0e− µ4λTε } , (17)
from which the existence of a solution follows.
For the uniqueness in XTε , let us assume that (u
′, r′) ∈ XTε is another
solution to (15). Then, the uniqueness of solution in a ball (16) (with Tε replaced
by a smaller t0) shows that these two solutions coincide with each other on a
sufficiently small time interval [0, t0]. The coincidence on the whole interval
[0, Tε] then follows from the uniqueness of solution for the initial value problem
(see Remark 4 below) and a standard continuity argument.
Finally, since the unique solution must coincide with a solution constructed
in a small ball (17) (with Tε replaced by a smaller t1) , we have
||(u, r)||Xt1 = sup
t∈(0,t1]
H[u, r](t)→ 0 as t1 → 0,
which implies that H[u, r](t)→ 0 as t→ 0.
This completes the proof of Proposition 2.
Remark 4. It is much easier to solve the initial value problem
(i∂t +∆+ iε∆
2)u = uRe r + (Wλ + Zλ,a)u+ UλRe r
+
(
UλZλ,a + (ψ − 1)ψU˜λW˜λ − 2∇ψ∇U˜λ −∆ψU˜λ
)
,
(i∂t − |∇|+ iε∆
2)r = |∇|
(
|u|2 + U¯λu+ Uλu¯
)
, (t, x) ∈ [t0, t0 + T ]× T
2,
(u(t0, x), r(t0, x)) ∈ H
3(T2)×H2(T2),
starting from t = t0 > 0. By a standard argument, we obtain a unique solution
(u, r) ∈ C([t0, t0 + T ];H
3(T2)×H2(T2)) with T > 0 depending on
||u(t0, ·)||H3 , ||r(t0, ·)||H2 , sup
t≥t0
||Uλ,Wλ, Zλ,a, external force terms||H3 .
4 Modified Energy
In this section we are devoted to giving an a priori estimate on the XT norm of
solutions to (15) which is uniform in ε ∈ (0, 1].
Recall some inequalities that will be frequently used below.
Lemma 4 (Gagliardo-Nirenberg). Let k > k0 ≥ 0 and k0 ≤ l ≤ k − 1. Then,
we have
∥∥∇lφ∥∥
L4(T2)
.

‖φ‖
1− 12k
L2(T2)
∥∥∇kφ∥∥ 12k
L2(T2)
+ ‖φ‖L2(T2) , if k0 = l = 0,∥∥∇k0φ∥∥ 1k−k0 (k−l− 12 )L2(T2) ∥∥∇kφ∥∥ 1k−k0 (l−k0+ 12 )L2(T2) , otherwise.
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Proof. By an easy interpolation argument, it suffices to show the following sim-
ple estimate:
‖φ‖L4(T2) . ‖φ‖
1
2
L2(T2) ‖∇φ‖
1
2
L2(T2)
for φ ∈ H1 such that φˆ(0) = 0.
Using the Hausdorff-Young inequality to go to the frequency space and ap-
plying the Ho¨lder inequality, we have
‖φ‖L4(T2) . ‖φˆ‖ℓ4/3(Z2) ≤
∞∑
j=0
‖φˆ‖ℓ4/3(2j≤|k|<2j+1)
.
∑
j<J0
2
j
2 ‖φˆ‖ℓ2(Z2) +
∑
j≥J0
2−
j
2 ‖̂|∇|φ‖ℓ2(Z2),
where J0 ≥ 0 will be chosen in a moment. If ‖φ‖L2(T2) > ‖∇φ‖L2(T2), we choose
J0 = 0 to obtain the claim. Otherwise, the last line is estimated by
2
J0
2 ‖φ‖L2(T2) + 2
−
J0
2 ‖∇φ‖L2(T2) .
We choose J0 such that 2
J0 ≤ ‖∇φ‖L2(T2) / ‖φ‖L2(T2) < 2
J0+1, then the claim
follows.
Lemma 5 (Young). Let a, b ≥ 0 and 1 < p, q <∞, 1p +
1
q = 1. Then, we have
ab ≤
1
p
ap +
1
q
bq.
Let us fix ε > 0 and a solution (u, r) ∈ XT to (15) arbitrarily. Write H(t)
to denote H[u, r](t) for simplicity. In the following, constants may depend on
λ, a, µ, but not on ε and t. The desired a priori estimate will be given in
Corollary 3 at the end of this section.
We begin with a standard energy estimate.
Proposition 3. There exists T0 > 0 independent of ε such that we have
d
dt
H(t)2 +
µ
λt2
H(t)2 + 2εe
µ
λt ‖u(t)‖
2
H˙5 + 2εt
− 43 e
µ
λt ‖r(t)‖
2
H˙4
≤ 2e
µ
λt Im
∫
(u+ Uλ)∇∆(Re r)∇∆u¯ + Ct
− 53H(t)2 + C(H(t) +H(t)3)
for any t ∈ (0,min{T0, T }).
Remark 5. (i) The first term in the right hand side is unfavorable, because
it contains the third derivative of r and thus cannot be controlled by H(t). In
order to cancel this term, we will introduce a modified energy later.
(ii) We do not neglect beneficial ε terms in the left hand side, which will
be exploited later. Also, the term t−2H(t)2 will be used to absorb the diverging
quadratic term in the right hand side.
Proof. Recall the definition of H(t).
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Estimate for t−8e
µ
λt ‖u(t)‖2L2 . Using the equation, we have
d
dt
(
t−8e
µ
λt ‖u(t)‖2L2
)
+
(
8
t
+
µ
λt2
)
t−8e
µ
λt ‖u(t)‖2L2
= 2t−8e
µ
λt Re
∫ (
−ε∆2u− i (−∆u+ uRe r + (Wλ + Zλ,a)u+ UλRe r +QS,0)
)
u¯
= −2εt−8e
µ
λt ‖u(t)‖
2
H˙2 + 2t
−8e
µ
λt Im
∫
(Uλ(Re r)u¯ +QS,0u¯) .
We discard the first term and estimate the integral by
t−8e
µ
λt
(
‖Uλ‖L∞ ‖r‖L2 ‖u‖L2 + ‖QS,0‖L2 ‖u‖L2
)
. t−8e
µ
λt
(
t−1t
10
3 e−
µ
2λt t4e−
µ
2λtH(t)2 + e−
µ
λt t4e−
µ
2λtH(t)
)
. t−
5
3H(t)2 +H(t)
for sufficiently small t. Consequently, we obtain
d
dt
(
t−8e
µ
λt ‖u(t)‖
2
L2
)
+
µ
λt2
t−8e
µ
λt ‖u(t)‖
2
L2 ≤ C
(
t−
5
3H(t)2 +H(t)
)
. (18)
Estimate for e
µ
λt ‖u(t)‖2H˙3 . We have
d
dt
(
e
µ
λt ‖u(t)‖
2
H˙3
)
+
µ
λt2
e
µ
λt
∥∥∇3u(t)∥∥2
L2
= 2e
µ
λt Re
∫
∇∆
(
− ε∆2u
−i (−∆u+ (u+ Uλ)Re r + (Wλ + Zλ,a)u+QS,0)
)
∇∆u¯
≤ −2εe
µ
λt ‖u(t)‖
2
H˙5 + 2e
µ
λt Im
∫
(u+ Uλ)∇∆(Re r)∇∆u¯
+Ce
µ
λt
3∑
l=1
(∥∥∇lu∇3−lr∥∥
L2
+
∥∥∇lUλ∇3−lr∥∥L2) ∥∥∇3u∥∥L2
+Ce
µ
λt
3∑
l=1
∥∥∇l(Wλ + Zλ,a)∇3−lu∥∥L2 ∥∥∇3u∥∥L2
+Ce
µ
λt
∥∥∇3QS,0∥∥L2 ∥∥∇3u∥∥L2 .
Note that the integral of (Wλ+Zλ,a)∇∆u∇∆u¯ vanishes. We keep the first line
and estimate the others. For the second line,
3∑
l=1
∥∥∇lu∇3−lr∥∥
L2
≤
∥∥∇3u∥∥
L2
‖r‖L∞ +
∥∥∇2u∥∥
L4
‖∇r‖L4 + ‖∇u‖L∞
∥∥∇2r∥∥
L2
.
∥∥∇3u∥∥
L2
‖r‖H1+ +
∥∥∇3u∥∥ 12
L2
∥∥∇2u∥∥ 12
L2
∥∥∇2r∥∥ 12
L2
∥∥∇1r∥∥ 12
L2
+ ‖u‖H2+
∥∥∇2r∥∥
L2
.
(
t2− + t
2
3 t
1
3 t1 + t
4
3−t
2
3
)
e−
µ
λtH(t)2 ∼ t2−e−
µ
λtH(t)2,
3∑
l=1
∥∥∇lUλ∇3−lr∥∥L2 ≤ 3∑
l=1
∥∥∇lUλ∥∥L∞ ‖r‖H˙3−l . 3∑
l=1
t−1−lt
4
3 l−
2
3 e−
µ
2λtH(t)
. t−
4
3 e−
µ
2λtH(t).
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For the third line, we have
3∑
l=1
∥∥∇l(Wλ + Zλ,a)∇3−lu∥∥L2 ≤ 3∑
l=1
∥∥∇l(Wλ + Zλ,a)∥∥L∞ ‖u‖H˙3−l
.
3∑
l=1
t−2−lt
4
3 le−
µ
2λtH(t) . t−
5
3 e−
µ
2λtH(t).
Finally,
e
µ
λt
∥∥∇3QS,0∥∥L2 ∥∥∇3u∥∥L2 . e− µ2λtH(t).
Consequently, we obtain the following bound for small t:
d
dt
(
e
µ
λt ‖u(t)‖
2
H˙3
)
+
µ
λt2
e
µ
λt
∥∥∇3u(t)∥∥2
L2
+ 2εe
µ
λt ‖u(t)‖
2
H˙5
≤ 2e
µ
λt Im
∫
(u+ Uλ)∇∆(Re r)∇∆u¯ + C
(
H(t)3 + t−
5
3H(t)2 +H(t)
)
.
(19)
Estimate for t−
20
3 e
µ
λt ‖r(t)‖
2
L2 .
d
dt
(
t−
20
3 e
µ
λt ‖r(t)‖
2
L2
)
+
(
20
3t
+
µ
λt2
)
t−
20
3 e
µ
λt ‖r(t)‖
2
L2
= 2t−
20
3 e
µ
λt Re
∫ (
−ε∆2r − i|∇|
(
r + |u|2 + U¯λu+ Uλu¯
))
r¯
= −2εt−
20
3 e
µ
λt ‖r(t)‖
2
H˙2 + 2t
− 203 e
µ
λt Im
∫ (
|u|2 + U¯λu+ Uλu¯
)
|∇|r¯.
For the estimate of the integral, we use the following:∥∥|u|2 + U¯λu+ Uλu¯∥∥L2 . ‖u‖H1+ ‖u‖L2 + ‖Uλ‖L∞ ‖u‖L2
. t
20
3 −e−
µ
λtH(t)2 + t3e−
µ
2λtH(t).
Discarding the ε term, we have
d
dt
(
t−
20
3 e
µ
λt ‖r(t)‖
2
L2
)
+
µ
λt2
t−
20
3 e
µ
λt ‖r(t)‖
2
L2 ≤ C
(
H(t)3 + t−
5
3H(t)2
)
(20)
for small t.
Estimate for t−
4
3 e
µ
λt ‖r(t)‖
2
H˙2 .
d
dt
(
t−
4
3 e
µ
λt ‖r(t)‖
2
H˙2
)
+
(
4
3t
+
µ
λt2
)
t−
4
3 e
µ
λt ‖r(t)‖
2
H˙2
= 2t−
4
3 e
µ
λt Re
∫
∆
(
−ε∆2r − i|∇|
(
r + |u|2 + U¯λu+ Uλu¯
))
∆r¯
= −2εt−
4
3 e
µ
λt ‖r(t)‖
2
H˙4 + 2t
− 43 e
µ
λt Im
∫
∆|∇|
(
|u|2 + U¯λu+ Uλu¯
)
∆r¯.
Noticing that
∥∥∆|∇| (|u|2 + U¯λu+ Uλu¯)∥∥L2 . ‖u‖2H3 + 3∑
l=0
∥∥∇lUλ∥∥L∞ ∥∥∇3−lu∥∥L2
. e−
µ
λtH(t)2 + t−1e−
µ
2λtH(t),
20
we obtain
d
dt
(
t−
4
3 e
µ
λt ‖r(t)‖2H˙2
)
+
µ
λt2
t−
4
3 e
µ
λt ‖r(t)‖2H˙2 + 2εt
− 43 e
µ
λt ‖r(t)‖2H˙4
≤ C
(
H(t)3 + t−
5
3H(t)2
) (21)
for small t.
We conclude the proof by collecting (18)–(21).
We introduce some additional terms into the energy so that the worst term
will be cancelled out. Define the modified energy E(t) = E[u, r](t) by
E(t) := H(t)2 + 2e
µ
λt Re
∫
T2
(u+ Uλ)∆u¯∆Re r + e
µ
λt ‖u(t)‖10H1 .
In the energy estimate, the second term of E(t) will produce an unfavorable
term, which is exactly the same as that coming from H(t)2, except for the sign.
Therefore, we can eliminate the term including ∇3r(t) and close the energy
estimate. The last term in E(t) ensures the positivity of the modified energy,
as we will see in the next lemma.
Lemma 6. we have
E(t) ∼ H(t)2 + e
µ
λt ‖u(t)‖
10
H1
for any sufficiently small t > 0.
Proof. By the Ho¨lder inequality,∣∣∣∣2e µλt Re ∫ (u+ Uλ)∆u¯∆Re r∣∣∣∣
≤ Ce
µ
λt
(
‖u‖L4 ‖∆u‖L4 ‖∆r‖L2 + t
−1 ‖∆u‖L2 ‖∆r‖L2
)
.
Using the Gagliardo-Nirenberg and the Young inequalities, we have
Ce
µ
λt ‖u‖L4 ‖∆u‖L4 ‖∆r‖L2
≤ Ce
µ
λt
(
‖u‖
1/2
L2 ‖∇u‖
1/2
L2 + ‖u‖L2
)
‖∇u‖
1/4
L2
∥∥∇3u∥∥3/4
L2
‖∆r‖L2
≤ Ce
µ
λt ‖u‖
5/4
H1
∥∥∇3u∥∥3/4
L2
‖∆r‖L2
≤
1
2
e
µ
λt
(
‖u‖
5/4
H1
)8
+
1
4
e
µ
λt
(∥∥∇3u∥∥ 34
L2
) 8
3
+ Ct
4
3 · t−
4
3 e
µ
λt ‖∆r‖2L2
≤
1
2
e
µ
λt ‖u‖
10
H1 +
1
4
H(t)2
if t > 0 is sufficiently small. Also,
Ct−1e
µ
λt ‖∆u‖L2 ‖∆r‖L2 ≤ Ct · t
− 43 e
µ
2λt ‖∆u‖L2 · t
− 23 e
µ
2λt ‖∆r‖L2 ≤
1
4
H(t)2
if t > 0 is sufficiently small, which implies the claim.
Now, we state the key estimate.
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Proposition 4. There exists T0 > 0 independent of ε such that we have
d
dt
E(t) + εe
µ
λt ‖u(t)‖
2
H˙5 + εt
− 43 e
µ
λt ‖r(t)‖
2
H˙4 ≤ C(1 + E(t))
3
for t ∈ (0,min{T0, T }).
Proof. We start the proof with the estimate for e
µ
λt ‖u(t)‖
10
H1 ,
d
dt
(
e
µ
λt ‖u(t)‖
10
H1
)
+
µ
λt2
e
µ
λt ‖u(t)‖
10
H1 = 5e
µ
λt ‖u(t)‖
8
H1
d
dt
(
‖u(t)‖
2
H1
)
= 5e
µ
λt ‖u(t)‖
8
H1 · 2Re
∫
〈∇〉
(
−ε∆2u− i (−∆u+ (u + Uλ)Re r + (Wλ + Zλ,a)u+QS,0)
)
〈∇〉 u¯
≤ Ce
µ
λt ‖u(t)‖
8
H1 ‖(u+ Uλ)Re r + (Wλ + Zλ,a)u+QS,0‖L2 ‖u‖H2 .
In the last inequality we have discarded the ε term. Since we have
‖(u+ Uλ)Re r + (Wλ + Zλ,a)u+QS,0‖L2
.
(
‖u‖H1+ + t
−1
)
‖r‖L2 + t
−2 ‖u‖L2 + ‖QS,0‖L2
. t6−e−
µ
λtH(t)2 + t2e−
µ
2λtH(t) + e−
µ
λt ,
the last line is estimated by C
(
1 + ‖u(t)‖
10
H1
) (
H(t)3 +H(t)
)
. In particular,
d
dt
(
e
µ
λt ‖u(t)‖10H1
)
≤ C
(
1 + e
µ
λt ‖u(t)‖10H1
) (
H(t)3 +H(t)
)
. (22)
Next, we estimate
d
dt
(
2e
µ
λt Re
∫
(u+ Uλ)∆u¯∆Re r
)
=−
2µ
λt2
e
µ
λt Re
∫
(u+ Uλ)∆u¯∆Re r (23)
+ 2e
µ
λt Re
∫
∂tu∆u¯∆Re r (24)
+ 2e
µ
λt Re
∫
∂tUλ∆u¯∆Re r (25)
+ 2e
µ
λt Re
∫
(u + Uλ)∆∂tu¯∆Re r (26)
+ 2e
µ
λt Re
∫
(u + Uλ)∆u¯∆∂tRe r. (27)
Estimate for (23) and (25) is easy. Note that a direct calculation implies
‖∂tUλ(t)‖L∞ . t
−3. We have
|(23)+(25)| . e
µ
λt
(
t−2 ‖u‖L∞ + t
−3
)
‖∆u‖L2 ‖∆r‖L2 . H(t)
3+t−1H(t)2. (28)
Estimate for (24). From the equation, (24) becomes
2e
µ
λt Re
∫ [
−ε∆2u−i (−∆u+ (u+ Uλ)Re r + (Wλ + Zλ,a)u+QS,0)
]
∆u¯∆Re r.
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Only the first term is a bit tricky, since it contains ∇4u. Using the Gagliardo-
Nirenberg inequality followed by the Young, we evaluate it as
2εe
µ
λt
∣∣∣∣∫ ∆2u∆u¯∆Re r∣∣∣∣ ≤ 2εe µλt ∥∥∆2u∥∥L4 ‖∆u‖L4 ‖∆r‖L2
≤ Cεe
µ
λt
∥∥∇5u∥∥ 34
L2
∥∥∇3u∥∥ 34
L2
∥∥∇2u∥∥ 12
L2
‖∆r‖L2
≤
ε
2
e
µ
λt ‖u(t)‖
2
H˙5 + Cεe
µ
λt
∥∥∇3u∥∥ 65
L2
∥∥∇2u∥∥ 45
L2
‖∆r‖
8
5
L2
≤
ε
2
e
µ
λt ‖u(t)‖
2
H˙5 + CH(t)
18
5 .
The next term with ∆u vanishes. The other parts are treated as usual,
2e
µ
λt
∣∣∣∣∫ [(u + Uλ)Re r + (Wλ + Zλ,a)u+QS,0]∆u¯∆Re r∣∣∣∣
. e
µ
λt ‖(u+ Uλ)Re r + (Wλ + Zλ,a)u+QS,0‖L∞ ‖∆u‖L2 ‖∆r‖L2
. H(t)4 +H(t)3 +H(t)2.
Collecting them, we have
|(24)| ≤
ε
2
e
µ
λt ‖u(t)‖2H˙5 + C
(
H(t)4 +H(t)2
)
. (29)
The ε term will be absorbed into the similar one appearing in the energy estimate
for H(t)2 (Proposition 3).
Estimate for (26). This is equal to
2e
µ
λt Re
∫
(u+ Uλ)∆
[
− ε∆2u¯
]
∆Re r
+ 2e
µ
λt Re
∫
(u+ Uλ)∆
[
− i∆u¯
]
∆Re r
+ 2e
µ
λt Re
∫
(u+ Uλ)∆
[
i
(
(u¯+ U¯λ)Re r + (Wλ + Zλ,a)u¯+ Q¯S,0
) ]
∆Re r
=: (26a) + (26b) + (26c).
(26a) contains the highest derivative. For this, we first reduce derivatives on
u¯ by an integration by parts, and then make an argument similar to the case
(24),
2εe
µ
λt
∣∣∣∣∫ (u+ Uλ)∆3u¯∆Re r∣∣∣∣
≤ 2εe
µ
λt
∣∣∣∣∫ ∇(u + Uλ)∇∆2u¯∆Re r∣∣∣∣+ 2εe µλt ∣∣∣∣∫ (u+ Uλ)∇∆2u¯∇∆Re r∣∣∣∣
≤ 2εe
µ
λt
∥∥∇∆2u∥∥
L2
(‖∇(u+ Uλ)‖L∞ ‖∆r‖L2 + ‖u+ Uλ‖L∞ ‖∇∆r‖L2)
≤
ε
4
e
µ
λt ‖u(t)‖2H˙5 + Cεe
µ
λt
(
‖∇(u+ Uλ)‖
2
L∞ ‖∆r‖
2
L2 + ‖u+ Uλ‖
2
L∞ ‖∇∆r‖
2
L2
)
.
Again, the first term will be absorbed. However, the remaining parts are still
beyond the control of H(t). For these terms, we have to exploit another gain of
2εt−
4
3 e
µ
λt ‖r(t)‖
2
H˙4 in the energy estimate for H(t)
2. That’s exactly why in the
23
previous section we have also added the same amount of viscosity to the wave
equation as to the Schro¨dinger part, in spite of no loss of derivative in the wave
part. We estimate them as follows:
Cεe
µ
λt ‖∇(u + Uλ)‖
2
L∞ ‖∆r‖
2
L2
≤ Cεe
µ
λt
(
‖u‖H2+ + t
−2
)2 ∥∥∇4r∥∥
L2
‖r‖L2
≤
ε
4
t−
4
3 e
µ
λt ‖r(t)‖2H˙4 + Cεt
4
3 e
µ
λt
(
‖u‖H2+ + t
−2
)4
‖r‖2L2
≤
ε
4
t−
4
3 e
µ
λt ‖r(t)‖
2
H˙4 + C
(
H(t)6 +H(t)2
)
,
Cεe
µ
λt ‖u+ Uλ‖
2
L∞ ‖∇∆r‖
2
L2
≤ Cεe
µ
λt
(
‖u‖H1+ + t
−1
)2 ∥∥∇4r∥∥
L2
∥∥∇2r∥∥
L2
≤
ε
4
t−
4
3 e
µ
λt ‖r(t)‖2H˙4 + Cεt
4
3 e
µ
λt
(
‖u‖H1+ + t
−1
)4 ∥∥∇2r∥∥2
L2
≤
ε
4
t−
4
3 e
µ
λt ‖r(t)‖
2
H˙4 + C
(
H(t)6 + t−
4
3H(t)2
)
.
Consequently, we have
|(26a)| ≤
ε
4
e
µ
λt ‖u(t)‖
2
H˙5 +
ε
2
t−
4
3 e
µ
λt ‖r(t)‖
2
H˙4 + C
(
H(t)6 + t−
4
3H(t)2
)
.
By an integration by parts, (26b) is equal to
−2e
µ
λt Im
∫
∇(u+ Uλ)∇∆u¯∆Re r − 2e
µ
λt Im
∫
(u + Uλ)∇∆u¯∇∆Re r.
The first term is easily estimated, while the second one is unfavorable because
of ∇3r and no ε. In fact, it is this term that cancels with the similar term
occurring in the energy estimate for H(t)2. We have
(26b) ≤ 2e
µ
λt ‖∇(u + Uλ)‖L∞ ‖u‖H3 ‖r‖H2 − 2e
µ
λt Im
∫
(u+ Uλ)∇∆u¯∇∆Re r
≤ C
(
H(t)3 + t−
4
3H(t)2
)
− 2e
µ
λt Im
∫
(u+ Uλ)∇∆u¯ · ∇∆Re r.
For the third one, we see that
|(26c)| ≤ 2e
µ
λt
∣∣∣∣∫ (u+ Uλ)∆[u¯Re r + Q¯S,0]∆Re r∣∣∣∣
+ 2e
µ
λt
∣∣∣∣∫ u∆[U¯λRe r + (Wλ + Zλ,a)u¯]∆Re r∣∣∣∣
+ 2e
µ
λt
∣∣∣∣∫ Uλ∆[U¯λRe r + (Wλ + Zλ,a)u¯]∆Re r∣∣∣∣
. e
µ
λt ‖u+ Uλ‖L∞
(
‖u‖H2 ‖r‖H2 + ‖QS,0‖H2
)
‖∆r‖L2
+ e
µ
λt ‖u‖L∞
(
‖Uλ‖H2 ‖r‖H2 + ‖Wλ + Zλ,a‖H2 ‖u‖H2
)
‖∆r‖L2
+ e
µ
λt ‖Uλ‖L∞ ‖∆r‖L2
×
2∑
l=0
(∥∥∇lUλ∥∥L∞ ∥∥∇2−lr∥∥L2 + ∥∥∇l(Wλ + Zλ,a)∥∥L∞ ∥∥∇2−lu∥∥L2)
. H(t)4 +H(t)3 + t−1H(t)2 +H(t).
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Finally, we have
(26) ≤
ε
4
e
µ
λt ‖u(t)‖
2
H˙5 +
ε
2
t−
4
3 e
µ
λt ‖r(t)‖
2
H˙4
− 2e
µ
λt Im
∫
(u+ Uλ)∇∆u¯ · ∇∆Re r
+ C
(
H(t)6 + t−
4
3H(t)2 +H(t)
)
.
(30)
Estimate for (27) is similar to that for (26). We see that
(27) = 2e
µ
λt Re
∫
(u+ Uλ)∆u¯∆
[
− ε∆2Re r + |∇| Im r
]
= − 2εe
µ
λt Re
∫
∆
[
(u+ Uλ)∆u¯
]
∆2Re r
− 2e
µ
λt Re
∫
∇
[
(u+ Uλ)∆u¯
]
∇|∇| Im r
=: (27a) + (27b).
It is easy to bound (27b) by C(H(t)3 + t−1/3H(t)2). On the other hand,
|(27a)| ≤ 2εe
µ
λt
∥∥∆[(u+ Uλ)∆u¯]∥∥L2 ∥∥∆2Re r∥∥L2
≤
ε
2
t−
4
3 e
µ
λt ‖r‖
2
H˙4 + Cεt
4
3 e
µ
λt
∥∥∆[(u + Uλ)∆u¯]∥∥2L2 .
For the estimate of the last term, we see that
Cεt
4
3 e
µ
λt ‖∆(u + Uλ)‖
2
L4 ‖∆u‖
2
L4
≤ Cεt
4
3 e
µ
λt
(∥∥∇3u∥∥ 12
L2
∥∥∇2u∥∥ 12
L2
+ t−
5
2
)2 ∥∥∇5u∥∥
L2
‖u‖L2
≤
ε
12
e
µ
λt ‖u(t)‖
2
H˙5 + Cεt
8
3 e
µ
λt
(∥∥∇3u∥∥ 12
L2
∥∥∇2u∥∥ 12
L2
+ t−
5
2
)4
‖u‖
2
L2
≤
ε
12
e
µ
λt ‖u(t)‖
2
H˙5 + C
(
H(t)6 +H(t)2
)
,
2Cεt
4
3 e
µ
λt ‖∇(u + Uλ)‖
2
L∞
∥∥∇∆2u∥∥2
L2
≤ 2Cεt
4
3 e
µ
λt
(
‖u‖H2+ + t
−2
)2 ∥∥∇5u∥∥
L2
‖∇u‖L2
≤
ε
12
e
µ
λt ‖u(t)‖
2
H˙5 + Cεt
8
3 e
µ
λt
(
‖u‖H2+ + t
−2
)4
‖∇u‖
2
L2
≤
ε
12
e
µ
λt ‖u(t)‖
2
H˙5 + C
(
H(t)6 +H(t)2
)
,
Cεt
4
3 e
µ
λt ‖u+ Uλ‖
2
L∞
∥∥∆2u∥∥2
L2
≤ Cεt
4
3 e
µ
λt
(
‖u‖H1+ + t
−1
)2 ∥∥∇5u∥∥
L2
∥∥∇3u∥∥
L2
≤
ε
12
e
µ
λt ‖u(t)‖
2
H˙5 + Cεt
8
3 e
µ
λt
(
‖u‖H1+ + t
−1
)4 ∥∥∇3u∥∥2
L2
≤
ε
12
e
µ
λt ‖u(t)‖
2
H˙5 + C
(
H(t)6 + t−
4
3H(t)2
)
.
Hence, we have
|(27)| ≤
ε
2
t−
4
3 e
µ
λt ‖r(t)‖
2
H˙4 +
ε
4
e
µ
λt ‖u(t)‖
2
H˙5 + C
(
H(t)6 + t−
4
3H(t)2
)
. (31)
Finally, we collect (28)–(31) to obtain
d
dt
(
2e
µ
λt Re
∫
(u + Uλ)∆u¯∆Re r
)
≤ εe
µ
λt ‖u(t)‖
2
H˙5 + εt
− 43 e
µ
λt ‖r(t)‖
2
H˙4 − 2e
µ
λt Im
∫
(u+ Uλ)∇∆u¯ · ∇∆Re r
+ C
(
H(t)6 + t−
4
3H(t)2 +H(t)
)
,
(32)
and combine Proposition 3 with (22), (32) to obtain
d
dt
E(t) +
µ
λt2
H(t)2 + εe
µ
λt ‖u(t)‖
2
H˙5 + εt
− 43 e
µ
λt ‖r(t)‖
2
H˙4
≤ Ct−
5
3H(t)2 + C
(
1 +H(t)2 + e
µ
λt ‖u(t)‖10H1
)3
.
At the end, we take t > 0 sufficiently small and use Lemma 6 to conclude
the proof.
Corollary 3. There exist T0 > 0 and C0 > 0 independent of ε such that any
solution (u, r) ∈ XT to (15) on a time interval (0, T ] with 0 < T < T0 satisfies
||(u, r)||XT ≤ C0.
Proof. Since (u, r) ∈ XT , we see from Proposition 2 that H(t) → 0 and thus
0 ≤ E(t) . H(t)2 +H(t)10 → 0 as t→ 0. By Proposition 4, we have
d
dt
(
−
1
(1 + E(t))2
)
=
2
(1 + E(t))3
d
dt
E(t) ≤ 2C
for 0 < t < T , where C > 0 is the constant appearing in Proposition 4. Inte-
grating it on (0, t), we have
1−
1
(1 + E(t))2
≤ 2Ct.
Thus, we have
E(t) ≤
1
(1− 2Ct)1/2
− 1
for 0 < t < (2C)−1. In particular, we have H(t)2 . E(t) ≤ 1 for 0 < t <
3/(8C).
We are now in a position to prove Theorem 3. We will use the Ascoli-Arzela`
theorem (see, for instance, [16]) to obtain a solution of (9) from approximate
solutions.
Theorem 4 (Ascoli-Arzela`). Let X be a compact Hausdorff space and Y a
metric space. Then a subset F of C(X ;Y ) is compact in the topology of uniform
convergence if and only if it is equicontinuous, pointwise relatively compact and
closed.
26
Proof of Theorem 3. For any 0 < ε ≤ 1, the solution (uε, rε) of (15) on (0, Tε]
constructed in Proposition 2 is, by the solvability of the initial value problem
(Remark 4) and the a priori estimate (Corollary 3), uniquely extended to the
solution on (0, T0] belonging to XT0 and satisfying ||(u
ε, rε)||XT0 ≤ C0. Then,
for any (sufficiently small) δ0 > 0, the family of functions {(u
ε, rε)}0<ε≤1 is
uniformly bounded in C([δ0, T0];H
3 ×H2). Therefore, the Rellich-Kondrachov
compactness theorem (see [1], for instance) implies that it is pointwise relatively
compact in C([δ0, T0];H
1 × L2).
Let δ0 ≤ t < s ≤ T0 and 0 < ε ≤ 1. Using the equation, we see that
‖uε(s)− uε(t)‖H1 ≤
∫ s
t
‖∂tu
ε(τ)‖H1 dτ
≤
∫ s
t
(
‖uε(τ)‖H3 + ε ‖u
ε(τ)‖H5 + ‖u
ε(τ)rε(τ)‖H1
+ ‖(Wλ + Zλ,a)(τ)u
ε(τ)‖H1 + ‖Uλ(τ)r
ε(τ)‖H1 + ‖QS,0(τ)‖H1
)
dτ.
We apply the a priori estimate for (uε, rε) in XT0 to bound the above integral
by Cδ0(s − t), except for the term ε
∫ s
t
||uε(τ)||H5 dτ . To evaluate this one, we
integrate the estimate in Proposition 4 to obtain
ε
∫ s
t
e
µ
λτ ‖uε(τ)‖
2
H˙5 dτ .
∫ s
t
(1 + E[uε, rε](τ))3dτ + max
τ=t,s
|E[uε, rε](τ)| . 1,
where we have used E(t) . 1 which was shown in the proof of Corollary 3.
Therefore, by the Cauchy-Schwarz inequality, we have
ε
∫ s
t
‖uε(τ)‖H˙5 dτ ≤ ε
1
2 (s− t)
1
2
(
ε
∫ s
t
‖uε(τ)‖
2
H˙5 dτ
) 1
2
. (s− t)
1
2 ,
thus obtain
‖uε(s)− uε(t)‖H1 . (s− t)
1
2 .
In the same manner, we also have
‖rε(s)− rε(t)‖L2 . (s− t)
1
2 ,
concluding that {(uε, rε)}0<ε≤1 is equicontinuous in C([δ0, T0];H
1 × L2).
Applying Theorem 4, we find a sequence εn → 0 such that (u
εn , rεn) con-
verges strongly in C([δ0, T0];H
1 × L2). Since δ0 > 0 is arbitrary, writing the
limit as (u, r) ∈ C((0, T0];H
1 × L2), we have the a priori estimate for (u, r):
sup
0<t<T0
(
t−
8
3 e
µ
2λt ‖u(t)‖H1 + t
− 103 e
µ
2λt ‖r(t)‖L2
)
. 1,
namely, (u, r)(t) decays exponentially in H1 × L2 as t→ 0.
It then suffices to show that the limit (u, r) constructed above satisfies the
integral equation associated to (9) on (δ0, T0)×T
2 for any δ0 > 0 in the sense of
distribution. Let Vα(t) := e
it∆−αt∆2 be as in Lemma 1. Since ||Vα(t)||Hs→Hs ≤
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1 for α ≥ 0 and s ∈ R, we see that∥∥∥∥∫ t
δ0
Vεn(t− t
′)[uεnrεnR ](t
′) dt′ −
∫ t
δ0
V0(t− t
′)[uRe r](t′) dt′
∥∥∥∥
L∞((0,T0);H−1)
≤
∫ T0
δ0
‖[uεnrεnR ](t
′)− [uRe r](t′)‖H−1 dt
′
+ sup
δ0<t<T0
∫ t
δ0
‖(Vεn(t− t
′)− V0(t− t
′))[uRe r](t′)‖H−1 dt
′.
The first line in the right hand side tends to 0 as n → ∞ because of the
convergence (uεn − u, rεn − r)→ (0, 0) in H1 × L2 and the estimate
||fg||H−1(T2) . ||f ||H1(T2)||g||L2(T2),
which follows from the Sobolev embedding. The second line also converges to
0, since Vα(t) : H
−1 → H−1 converges to V0(t) as α→ 0 in the strong operator
topology uniformly in t ∈ (0, T0). Consequently, we have∫∫
(δ0,T0)×T2
∫ t
δ0
Vεn(t− t
′)[uεnrεnR ](t
′, x) dt′ ϕ(t, x) dxdt
→
∫∫
(δ0,T0)×T2
∫ t
δ0
V0(t− t
′)[uRe r](t′, x) dt′ ϕ(t, x) dxdt
as n→∞ for any ϕ ∈ C∞0 ((δ0, T0)× T
2). It is easier to show the convergences
for the nonlinearity (Wλ + Zλ,a)u+ UλRe r. Similarly, we see that
Vε(t− δ0)u
ε(δ0) → V0(t− δ0)u(δ0) in C([δ0, T0];H
1)
as ε→ 0. We can show that r satisfies the equation in the same manner.
We conclude this section by explaining the idea for the multi-point blow-up
problem. By a space translation, we may assume that all of given p points in T2
are actually in (−π, π)2. Following the idea of Godet [15] for the case of (NLS),
we set our blow-up solution (u, n) to (Z) as
u :=
p∑
j=1
Uj + v, n :=
p∑
j=1
Wj + w,
Uj(t, x) := ψj(x)U˜λ(t, x− xj), Wj(t, x) := ψj(x)W˜λ(t, x− xj),
where 0 < λ≪ 1, ψj(x) := ψ(
x−xj
R ), and R > 0 is taken to be sufficiently small
so that the p balls B(xj , 2R), the support of ψj , may be mutually disjoint and
∪pj=1B(xj , 2R) ⊂ (−π, π)
2. Thanks to the support property that ψiψj ≡ 0 for
1 ≤ i 6= j ≤ p, there is no interaction between different blow-up portions, and
we may treat the multi-point blow-up problem just like the one-point blowup.
In fact, if (u, n) solves (Z), then (v, w) will be a solution of{
(i∂t +∆)v = vw + (
∑
jWjv +
∑
j Ujw) + F1,
(∂tt −∆)w = ∆|v|
2 +∆(
∑
j U¯jv +
∑
j Uj v¯) + F2,
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where
F1 :=
∑
j(ψj − 1)ψjU˜λ(t, x − xj)W˜λ(t, x− xj)
−
∑
j
(
2∇ψj∇U˜λ(t, x− xj) + ∆ψjU˜λ(t, x− xj)
)
,
F2 :=
∑
j
(
∆(|ψj U˜λ(t, x− xj)|
2)− ψj∆(|U˜λ(t, x− xj)|
2)
)
+
∑
j
(
2∇ψj∇W˜λ(t, x− xj) + ∆ψjW˜λ(t, x− xj)
)
,
in which there is no interacting term like U˜λ(t, x − xi)W˜λ(t, x − xj). Since F2
vanishes around blow-up points, the solution Z = Zλ,a to the problem{
(∂tt −∆)Z = F2,
Z(0, x) = 0, ∂tZ(0, x) = a
∑
j ψj(x)(1 − ψj(x))
also vanishes on a neighborhood of each xj for a small time and satisfies the
estimate like (7). Imitating the argument in section 2, we consider blow-up
solutions of the form (
∑
j Uj + v,
∑
jWj + Z +Re r), with (v, r) satisfying
(i∂t +∆)v = vRe r + (
∑
jWj + Z)v +
∑
j Uj Re r +
∑
j UjZ + F1,
(i∂t − |∇|)r = |∇|
(
|v|2 +
∑
j U¯jv +
∑
j Uj v¯
)
,
(v(t), r(t)) → (0, 0) in H1 × L2.
Note that the external force term
∑
j UjZ + F1 decays exponentially as t →
0, which allows us to show by following the estimates in section 3 that the
regularized version of the above problem has an exponentially-decaying solution.
For the a priori estimate, we introduce the modified energy
E[v, r](t) := H[v, r](t)2 + 2e
µ
λt Re
∫
T2
(v +
p∑
j=1
Uj)∆v¯∆Re r + e
µ
λt ‖v(t)‖
10
H1
and just follow the proof in this section. Consequently, we can construct a
solution (v, r) of the above problem, which gives a finite time blow-up solution
(u, n) of (Z). This solution (u, n) belongs to the energy class if we choose
appropriate a ∈ R.
Similarly to the proof of Theorem 1 in section 2, we can verify that∫
T2
|u(t, x)|2 dx ≡ p
∫
R2
|Pλ(x)|
2 dx,
lim
t→0
(λt)2
∫
T2
|∇u(t, x)|2 dx = p
∫
R2
|∇Pλ(x)|
2 dx,
lim
t→0
(λt)2
∫
T2
|n(t, x)|2 dx = p
∫
R2
|Nλ(x)|
2 dx,
and
lim
t→0
t2 ‖nt(t)‖
2
Hˆ−1(T2) = p ‖xNλ‖
2
L2(R2) ,
thus obtaining (i) and (ii) of Corollary 1. Proof for (iii) is also a trivial modifi-
cation of the one-point blow-up case.
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5 L2 concentration and nonexistence of minimal
mass blow-up solution
In this section, we prove Theorem 2 and Corollary 2. We first observe that if
the solution (u, n) of (Z) blows up in finite time, then ||∇u||L2 must diverge.
Lemma 7. Suppose (u, n) be a solution of (Z) which blows up at T ∈ (0,∞).
Then, ||∇u(t)||L2 →∞ as t→ T .
Proof. First, by the local well-posedness and conservation of ||u||L2 , we have
||∇u(t)||L2 + ||n(t)||L2 + ||v(t)||L2 →∞, as t→ T, (33)
where v = −∇−1 (∂tn− nˆ1(0)). Since the energy E satisfies
d
dt
E(u(t), n(t), v(t)) =
∫
T2
nˆ1(0)(n(t) + |u(t)|
2) . 1 + E(u(t), n(t), v(t)),
the Gronwall inequality imply
E(u(t), n(t), v(t)) .T 1, t ∈ [0, T ).
Now, suppose there exists tn → T such that ||∇u(tn)||L2 . 1. Then, we have
1 & E(u(tn), n(tn), v(tn))
= ||∇u(tn)||
2
L2 −
1
2
||u(tn)||
4
L4 +
1
2
∫
T2
(
n(tn) + |u(tn)|
2
)2
+
1
2
||v(tn)||
2
L2
& −1 +
1
2
||v(tn)||
2
L2 .
Therefore, we see ||v(tn)||
2
L2 is bounded. Further, by the Ho¨lder inequality, we
have
1 & E(u(tn), n(tn), v(tn))
& 1 +
1
2
||n(tn)||L2 (||n(tn)||L2 − 1) .
Therefore, we have ||n(tn)||
2
L2 bounded. However, this contradicts with (33).
Therefore, we have the conclusion.
We next introduce a modification of the well known concentration compact-
ness lemma.
Proposition 5 (Modification of Proposition 1.7.6 of [7]). Let λn →∞ and set
T2n := (R/2πλnZ)
2. Let un ∈ H
1(T2n), ||un||
2
L2(T2n)
→ M , ||∇un||L2(T2n) . 1.
Set
µ := lim
R→∞
lim inf
n→∞
sup
y∈T2n
∫
|x−y|<R
|un(x)|
2 dx.
Then, there exists a subsequence {uk} ⊂ {un} with the following properties.
(i) If µ = 0, then
∫
T
2
k
|uk|
4 → 0 as k → 0.
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(ii) For arbitrary l ≥ 1, there exist vj,k for j = 1, · · · , l and wl,k such that
(a) For j = 1, · · · , l, there exists yj,k such that suppvj,k ⊂ {x ∈ T
2
k||x −
yj,k| < λk/4}. Further, considering vj,k as a function on R
2, we have
vj,k ⇀ vj weakly in H
1(R2) and vj,k → vj in L
2∩L4(R2) as k →∞.
(b) suppvj,k and suppwl,k are pairwise disjoint. Further,
∑l
j=1 |vj,k| +
|wl,k| ≤ |uk| and
∑l
j=1 ||vk||H1 + ||wk||H1 .l ||uk||H1 .
(c) ||vj,k||
2
L2 → µj and ||wl,k||
2
L2 → M −
∑l
j=1 µj, where µ1 = µ and
µj = limR→∞ lim infn→∞ supy∈T2k
∫
|x−y|<R |wj−1,k(x)|
2 dx for j ≥ 2.
Further, µj is monotonically nonincreasing and µl → 0 as l→∞.
(d)
∫
T
2
k
|uk|
r −
∑l
j=1 |vj,k|
r − |wl,k|
r dx→ 0, r = 2, 4.
(e) lim infk→∞
∫
T
2
k
|∇uk|
2 −
∑l
j=1 |∇vk|
2 − |∇wk|
2 dx ≥ 0.
(f)
∫
T
2
k
|wl,k|
4 . µl for sufficiently large k.
We are now in a position to prove Theorem 2.
Proof of Theorem 2. Let (u, n) be a solution of (Z) and suppose that it blows
up at time T ∈ (0,∞). By Lemma 7, we have ||∇u(t)||L2(T2) → ∞ as t → T .
Set
E0(u, n) :=
∫
T2
|∇u|2 +
1
2
∫
T2
n2 +
∫
T2
n|u|2,
E˜(u) :=
∫
T2
|∇u|2 −
1
2
∫
T2
|u|4.
Then, we have
E˜(u) ≤ E˜(u) +
1
2
∫
T2
(|u|2 + n)2 = E0(u, n).
Take tn → T and set λn := ||∇u(tn)||L2(T2). Then, we have λn →∞. Set
Un(x) := λ
−1
n u(tn, λ
−1
n x),
Nn(x) := λ
−2
n n(tn, λ
−1
n x).
Then, we have ||Un||L2(T2n) = ||u0||L2(T2) and ||∇Un||L2(T2n) = 1, where T
2
n =
(R/2πλnZ)
2. Further, since E0 ≤ E . 1, we have
E0n(Un, Nn) = λ
−2
n E0(u(tn), n(tn))→ 0,
where E0n(Un, Nn) =
∫
T2n
|∇Un|
2 + 12N
2
n +Nn|Un|
2. Therefore, we have
lim sup
n→∞
E˜n(Un) ≤ lim sup
n→∞
E0n(Un, Nn) = 0,
where E˜n(Un) =
∫
T2n
|∇Un|
2 − 12 |Un|
4.
We prove the theorem by contradiction. So, we assume there exist R0, δ0
and n0 such that for n ≥ n0, we have
sup
y∈T2
∫
|x−y|<R0
|u(tn, x)|
2 dx ≤M0 − δ0.
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We now apply Proposition 5 to Un. First,
µ = lim
R→∞
lim inf
n→∞
sup
y∈T2n
∫
|x−y|<R
|Un(x)|
2 dx
= lim
R→∞
lim inf
n→∞
sup
y∈T2n
∫
|x−y|<R/λ2n
|u(tn, x)|
2 dx
≤ M0 − δ0.
Therefore, we have µ ∈ [0,M0 − δ0]. Let Uk be the subsequences given by
Proposition 5. Now, suppose µ = 0, then we have
0 = lim inf
k→∞
∫
T2n
|Uk|
4 dx
= 2 lim inf
k→∞
(∫
T2n
|∇Uk|
2 dx− E˜n(Un)
)
= 2− lim sup
k→∞
E˜n(Un) ≥ 2.
Therefore, this is a contradiction. So, we have µ ∈ (0,M0 − δ0]. We now use
Proposition 5. Thus, for every l ∈ N, we have v1,k, · · · , vl,k and wl,k which
satisfy the properties of Proposition 5. Since ||vj,k||
2
L2 → µj ≤M0− δ0, we have
by the Gagliardo-Nirenberg inequality on R2 that∫
R2
|∇vj,k|
2 −
1
2
|vj,k|
4 ≥ c
∫
R2
|∇vj,k|
2,
for some c > 0. Take l1 sufficiently large such that c||∇v1||
2
L2 > ||wl1,k||
4
L4(T2k)
for sufficiently large k. Then we have
0 ≥ lim sup
k→∞
E˜n(Un)
≥ lim sup
k→∞
 l1∑
j=1
E˜n(vj,k) + E˜n(wl1,k)

≥ lim sup
k→∞
c l1∑
j=1
||∇vj,k||
2
L2 − ||wl1,k||
4
L4(T2k)

≥ c||∇v0||
2
L2 − ||wl1,k||
4
L4(T2k)
> 0.
This is a contradiction. Therefore, we have the conclusion of the Theorem.
Using Theorem 2, we can show Corollary 2 by following the argument by
Glangetas and Merle [12]. Before proving Corollary 2, we introduce a sharp
Gagliardo-Nirenberg inequality on T2.
Theorem 5 ([9]). Let u ∈ H1(T2). Then there exists B > 0 such that∫
T2
|u|4 ≤
(
2M−10
∫
T2
|∇u|2 dx +B
∫
T2
|u|2 dx
)(∫
T2
|u|2 dx
)
.
Using Theorem 5, we have the following lemma.
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Lemma 8. Let E be the energy defined in (1) and let B given in Theorem 5.
Then, we have the following.
(i) If ||u0||
2
L2(T2) =M0 − ε0, ε0 > 0, then
E(u, n, v) +M0B||u||
2
L2 ∼ε0 ||u||
2
H1 + ||n||
2
L2 + ||v||
2
L2 .
(ii) If ||u0||
2
L2(T2) =M0, then∫
T2
(
|u|2 + n
)2
dx+ ||v||2L2 . E(u, n, v) +
M20B
2
. ||u||2H1 + ||n||
2
L2 + ||v||
2
L2 .
Proof. (i): First, by Theorem 5, we have∣∣∣∣∫
T2
n|u|2 dx
∣∣∣∣ ≤ ||n||L2 ||u||2L4
≤
||n||2L2
2(1 + 2δ)
+
(
1
2
+ δ
)
(M0 − ε0)
(
2||∇u||2L2
M0
+B||u||2L2
)
.
By taking δ > 0 sufficiently small, we have∣∣∣∣∫
T2
n|u|2 dx
∣∣∣∣ ≤ (12 − ε02
)
||n||2L2 +
(
1−
ε0
2
)∫
T2
|∇u|2 dx+
M0B
2
||u||2L2 .
Therefore, we have
E(u, n, v) +M0B||u||
2
L2 ≥
ε0
2
‖∇u‖
2
L2 +
M0B
2
||u||2L2 +
ε0
2
‖n‖
2
L2 +
1
2
‖v‖
2
L2 .
This implies that E(u, n, v)+M0B||u||
2
L2 is equivalent to the square of the norm
of H1 × L2 × L2.
(ii): By Theorem 5, we have
||∇u||2L2 −
1
2
||u||4L4 +
M20B
2
≥ 0.
Therefore, by the following identity, we have the conclusion.
E(u, n, v) = ||∇u||2L2 −
1
2
||u||4L4 +
1
2
∫
T2
(
|u|2 + n
)2
dx+
1
2
||v||2L2 .
Proof of Corollary 2. We first consider the case ||u0||L2(T2) < ||Q||L2(R2), Since
the energy E satisfies
d
dt
E(u, n, v) =
∫
T2
nˆ1(0)(n+ |u|
2) . 1 + E(u, n, v),
where v = −∇−1 (∂tn− nˆ1(0)). By Gronwall’s inequality, we have
E(u(t), n(t), v(t)) .T 1, t ∈ [0, T ).
Therefore, by Lemma 8, we have the conclusion.
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For the case ||u0||L2(T2) = ||Q||L2(R2), following Glangetas and Merle [12],
we argue by contradiction. So, we assume there exists T > 0 such that
||u(t)||H1 + ||n(t)||L2 + ||v(t)||L2 →∞, t→ T.
Now, as the previous case, we have
E(u(t), n(t), v(t)) .T 1, t ∈ [0, T ).
Therefore, we have
||u(t)||2L2 +
∫
T2
(n(t) + |u(t)|2)2 + ||v(t)||2L2 .T 1, t ∈ [0, T ).
Next, for t ∈ [0, T ),
||n||H−1 . 1 +
∫ t
0
||nt(s)||H−1 ds
. 1 +
∫ t
0
||∇v(s)||H−1 ds
. 1 +
∫ t
0
||v(s)||L2 ds . 1.
Therefore, we have
|||u(t)|2||H−1 ≤ ||n(t)||H−1 + ||n(t) + |u(t)|
2||H−1
. 1 + ||n(t) + |u(t)|2||L2 . 1.
Finally, by Theorem 2, we have |u(tn, x − xn)|
2 ⇀ M0δx=0 as tn → T in the
distribution sense, where δx=0 is a delta function. On the other hand, |u(tn, x−
xn)|
2 is bounded in H−1. So, by taking a subsequence of |u(tn, x− xn)|
2, it has
a weak limit. This implies M0δx=0 ∈ H
−1. However since δx=0 /∈ H
−1, this is
a contradiction.
In the case ||u0||L2 < M0 and n1 ∈ Hˆ
−1, we have the conservation of energy.
This implies that ||(u, n, nt)||H1×L2×Hˆ−1 is bounded globally in time. However,
in the case ||u0||L2 < M0 and n1 ∈ H
−1 \ Hˆ−1, there exists a global grow-up
solution.
Proposition 6. For arbitrary M , there exists a time global solution (u, n) of
(Z) with ||u||2L2 =M such that ||(u(t), n(t), nt(t))||H1×L2×H−1 →∞ as t→∞.
Proof. One can easily check that (u(t), n(t)) = (ae−
iat2
2 , bt) is the solution of (Z)
for any a, b ∈ R. Since ||n(t)||L2 ∼ t, we have the conclusion of the Proposition.
A Proof of Proposition 5
Proposition 5 is a small modification of Proposition 1.7.6 of [7]. However, for
the readers convenience, we give a sketch of the proof here.
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In this section, we assume that un, λn always satisfy the assumption of
Proposition 5. Set
ρn(un, R) := sup
y∈T2n
∫
|x−y|<R
|u(x)|2 dx.
Lemma 9. There exists a subsequence of un (which we also denote as un) such
that there exists Rn →∞ such that Rn < λn/4 and
µ = lim
n→∞
ρn(un, Rn) = lim
n→∞
ρn(un, Rn/2).
Proof. We only show that we can take Rn < λn/4. The rest of the proof is same
as the proof of Lemma 1.7.5 of [7].
First, set
ρ˜n(un, R) := sup
y∈T2n
∫
|x−y|∞<R
|u(x)|2 dx,
where |x|∞ = max{|x1|, |x2|} for x = (x1, x2). Then, from the assumption of
un, we have ρ˜n(un, λn)→M . Therefore, following the proof of Lemma 1.7.5 of
[7], we can show that there exists R˜n such that
µ = lim
n→∞
ρ˜n(un, R˜n) = lim
n→∞
ρ˜n(un, R˜n/8).
So, since {|x|∞ < R˜n/8} ⊂ {|x| < R˜n/4} ⊂ {|x|∞ < R˜n/4}, we have µ =
limn→∞ ρn(un, R˜n/4). Therefore, taking Rn := R˜n/4, we have the conclusion.
Lemma 10. There exists a constant K which is independent of n such that∫
T2n
|un|
4 ≤ Kρn(un, 1)||u||
2
H1(T2n)
.
Proof. See the proof of Lemma 1.7.7 of [7].
Proof of Proposition 5. (i) follows from Lemma 10. We show (ii). Let θ ∈
C∞(T2) such that 0 ≤ θ ≤ 1 and θ(x) = 1 for 0 ≤ |x|∞ ≤ 1/2 and θ(x) = 0 for
|x|∞ ≥ 3/4. Further, define θn, ϕn ∈ C
∞(T2n) as
θn(x) = θ
(
|x− yn(Rn/2)|
Rn
)
, ϕn(x) = 1− θn(x/2).
Then, following the proof of Proposition 1.7.6 of [7], we see that v1,n = θnun,
w1,n = ϕnun satisfies (ii) (b-f) for the case l = 1. By using the same argument
to w1,n we have (ii) (b-f) for the case l = 2. So, iteratively, we have (ii) (b-f)
for all l ≥ 1.
We only have to prove (ii) (a). Now, since vj,k ⊂ {x ∈ T
2
n ||x− yn(Rn/2)| <
Rn} ⊂ {x ∈ T
2
n ||x − yn(Rn/2)| < λn/4}, so we can consider vj,n as a function
on R2. Therefore, by a direct application of Proposition 1.7.6 of [7], it suffices
to show that
µ˜j := lim
R→∞
lim inf
n→∞
sup
y∈T2n
∫
|x−y|<R
|vj,k(x)|
2 = µj .
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We only show this for the case j = 1. Suppose µ˜1 < µ. By taking l ≥ 1
sufficiently large, we have µ > µl. If there exists 2 ≤ j ≤ l such that µ˜j = µ,
then just rename vj,k as v1,k. Therefore, we have µ > µ˜j for j = 1, · · · , l. Let
ε := (µ−maxj=1,··· ,l{µ˜j , µl})/2. Then, for sufficiently large R, we have
µ− ε < lim inf
n→∞
sup
y∈T2n
∫
|x−y|<R
|un|
2
= lim inf
n→∞
sup
y∈T2n
∫
|x−y|<R
l∑
j=1
|vj,n|
2 + |wl,n|
2
= max
j=1,··· ,l
{µ˜j , µl},
where the second equality follows from (ii) (d) and the third equality follows
from the fact that
dist(suppvj,n, suppvj′,n) > 3R
for j 6= j′ and
dist(suppvj,n, suppwl,n) > 3R
for sufficiently large n. This inequality implies 2ε < ε. This is a contradiction
and we have the conclusion.
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