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ANALYTIC INVERSION OF ADJUNCTION:
L2 EXTENSION THEOREMS WITH GAIN
JEFFERY D. MCNEAL† AND DROR VAROLIN‡
Introduction
The goal of this paper is to establish new results on L2-extension of holo-
morphic forms of top degree with values in a holomorphic line bundle, from
an n-dimensional submanifold to an (n + 1)-dimensional manifold. Moti-
vated by the use of extension results
(i) in obtaining estimates for Bergman kernels, and
(ii) in the study of multiplier ideals in algebraic geometry,
we consider the situation where the L2-norms on the submanifold are differ-
ent from those on the ambient manifold.
We make precise the setting for our work. Let X be a Ka¨hler manifold of
complex dimension n+1. Assume there exists a holomorphic function w on
X , such that supX |w| = 1 and, on the set Z = {w = 0}, dw is never zero.
Thus Z is a smooth hypersurface in X . Assume there exists an analytic
subvariety V ⊂ X such that Z 6⊂ V and X − V is Stein. Thus there are
relatively compact subsets Ωj ⊂⊂ X − V such that
Ωj ⊂⊂ Ωj+1 and
⋃
j
Ωj = X − V.
These hypotheses are satisfied, for example, if X is a Stein manifold, or if
X is a holomorphic family of projective algebraic manifolds fibered over the
unit disk.
We assume that X carries a holomorphic line bundle H → X together
with a singular Hermitian metric, given locally by functions e−κ, whose cur-
vature current is
√−1∂∂¯κ. Recall that a Hermitian metric is singular if with
respect to smooth local trivializations, the functions κ are locally integrable.
Thus the curvature of a singular Hermitian metric is a well defined current.
We mention that, by this odd but standard terminology (see, for example,
[L-04]), smooth Hermitian metrics are singular. Let R : X → [−∞,∞] be a
locally integrable function such that for any local representative e−κ of our
†Partially supported by NSF grant DMS-0300510.
‡Partially supported by NSF grant DMS-0400909.
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singular Hermitian mertic over an open set U , the function R + κ is not
identically +∞ or −∞ on Z ∩ U . We always assume that
(1)
√−1∂∂¯(κ+R + log |w|2) ≥ 0
in the sense of currents.
Let f ∈ H0(Z,H ⊗KZ) be a holomorphic n-form on Z with values in H .
Following Siu [S-98], we say that F ∈ H0(X,H ⊗KX) is an extension of f
if
F |Z = f ∧ dw.
We consider the L2-norms
(2) NF =
1
2π
∫
X
|F |2e−κ
|w|2g
(
log e
|w|2
) and νf =
∫
Z
|f |2e−(R+κ)
for sections of H ⊗ KX and (H|Z) ⊗ KZ respectively. (Note that if σ is
a canonical section, then |σ|2 is a measure, and can be integrated without
reference to a volume form.)
We will formulate conditions on classes of functions g and R that guaran-
tee the existence of an extension F of f satisfying the estimate
NF ≤ Cνf ,
for any choices of g and R in the conditioned classes, where C is a constant
independent of the section f . We have written the norms involved in the
form (2) in order to easily compare our result with previous results. However,
it is also true that the function g, in the norm NF , plays a different role in
this problem than that played by e−R, in the norm νf . Thus we separate
these roles by the asymmetric notation in (2).
Definition 1.1. The class D consists of nonnegative functions with the
following three properties.
(i) Each g ∈ D is continuous and increasing.
(ii) For each g ∈ D the improper integral
C(g) :=
∫ ∞
1
dt
g(t)
is finite.
For δ > 0, set
Gδ(x) =
1
1 + δ
(
1 +
δ
C(g)
∫ x
1
dt
g(t)
)
,
and note that this function takes values in (0, 1]. Let
hδ(x) :=
∫ x
1
1−Gδ(y)
Gδ(y)
dy.
L
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(iii) For each g ∈ D there exists a constant δ > 0 such that
Kδ(g) := sup
x≥1
x+ hδ(x)
g(x)
is finite.
The conditions on R depend on the choice of the function g, and we state
these conditions in the hypotheses of the following Theorem, which is the
main result of this paper.
Theorem 1. Let g be a function in D. Suppose R is a function such that
for all γ > 1, and ε > 0 sufficiently small (depending on γ − 1),
α− g−1 (e−Rg(α)) is subharmonic, and(3a)
g−1
(
e−Rg(1− log |w|2)) ≥ 1,(3b)
where α = γ − log(|w|2 + ε2). Then for every holomorphic n-form f with
values in H such that ∫
Z
|f |2e−(R+κ) < +∞,
there is a holomorphic (n+ 1)-form F with values in H such that
F |Z = f ∧ dw
and
(4)
1
2π
∫
X
|F |2e−κ
|w|2g
(
log e
|w|2
) ≤ 4(Kδ(g) + 1 + δ
δ
C(g)
)∫
Z
|f |2e−(R+κ).
Remark. For any λ > 0, Kδ(λg) = λ
−1Kδ(g) and C(λg) = λ
−1C(g). We
thus assume from here on that
∫∞
1
dt
g(t)
= 1. With this particular normaliza-
tion, we have
1
2π
∫
|w|<1
√−1dw ∧ dw¯
|w|2g
(
log e
|w|2
) = 2 ∫ 1
0
dr
rg
(
log e
r2
) = 1
Observe that the function R ≡ 0 clearly satisfies the hypotheses (3). In
this situation, we say that Theorem 1 is a theorem on Analytic Inversion of
Adjunction. For more on Inversion of Adjunction, we refer the reader to the
book [L-04] of R. Lazarsfeld or the notes [K-97] of J. Kolla´r.
The presence of the function R allows us to extend more singular sections
on Z to X . Doing so then allows one to get improved estimates for the
Bergman kernel. The type of function R that should be used for good
estimates depends on the geometry of the space X and on the way in which
Z sits inside X .
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The seemingly complicated condition (iii) in Definition 1.1 is not compli-
cated in practice. We illustrate this point with examples. Let g : [1,∞] →
[0,∞] be one of the functions
(fn1)
g(x) = s−1es(x−1), s ∈ (0, 1]
(fn2)
g(x) = x2
(fn3)
g(x) = s−1x1+s, s ∈ (0, 1]
(fn4)
g(x) = s−1xL1(x)L2(x) · · ·LN−2(x)(LN−1(x))1+s, s ∈ (0, 1],
where
Ej = exp
(j)(1) and Lj(x) = log
(j)(Ejx).
As we shall show in Section 3, the functions (fn1)-(fn4) all satisfy the con-
ditions in Definition 1.1, as well as the normalization∫ ∞
1
dt
g(t)
= 1.
Studying these example denominators led us to Theorem 1. The cases of
Theorem 1 to which they correspond appear ripe for application, and in
anticipation we compute bounds on the constants for these examples later in
the paper. The special cases of Theorem 1 corresponding to g ∈ (fn1), (fn2)
are already known through previous work. (This is in part why we have
separated (fn2) from (fn3).) We now recall some of the known results, and
compare them with results following from Theorem 1.
The Ohsawa-Takegoshi Extension Theorem: If in Theorem 1 we take
R = 0 and g(x) = ex−1, we obtain the celebrated Ohsawa-Takegoshi theorem
[OT-87], as phrased by Siu in [S-02]: For any section f of KZ ⊗H|Z there
exists a section F of KX ⊗H such that
F |Z = f ∧ dw and
∫
X
|F |2e−κ ≤ C
∫
Z
|f |2e−κ.
We mention that Berndtsson [B-96] showed that C could be taken to be
8π (the constant is written as 4π in [B-96] because of a slightly different
normalization of w-area form there).
Ohsawa’s negligible weights theorem: In the case where g(x) = ex−1,
we obtain an extension F of f satisfying the estimate∫
X
|F |2e−κ ≤ C
∫
Z
|f |2e−(R+κ)
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under the hypotheses
R + log |w|2 ≤ 0,(5a) √−1∂∂¯R ≥ 0, and(5b) √−1∂∂¯(R + κ + log |w|2) ≥ 0.(5c)
This result was essentially proved by Ohsawa [O-95] under the stronger
assumption that, in addition to (5a), R and κ are both plurisubharmonic.
(Ohsawa considered functions on domains in Cn, which can be identified
with canonical sections in that setting.)
In our situation κ need not be plurisubharmonic. Said another way, we
can add L to R and subtract L from κ to obtain an estimate∫
X
|F |2eL−κ ≤ C
∫
Z
|f |2e−(R+κ)
for an extension F of f , under the hypotheses
L+R + log |w|2 ≤ 0,√−1∂∂¯(L+R) ≥ 0, and√−1∂∂¯(R + κ + log |w|2) ≥ 0.
Demailly’s logarithmic extension theorem: In the case R = 0 and
g = x2, we obtain the following result of Demailly [D-00, Theorem 12.6].
Theorem 1.1 (Demailly). For any holomorphic section f of KZ⊗H|Z such
that ∫
Z
|f |2e−κ < +∞
there exists a section F of KX ⊗H such that
F |Z = f ∧ dw and
∫
X
|F |2e−κ
|w|2
(
log e
|w|2
)2 ≤ C
∫
Z
|f |2e−κ.
Demailly proved Theorem 1.1 by somewhat different methods. Demailly’s
proof is more complicated than our proof of Theorem 1 below, perhaps in
part because he considers the more general case in which w is a section of
some vector bundle E → X , and the zero locus Z is only generically smooth.
Demailly points out that the trivial estimate
s log
e
x
≤ 1
xs
implies that the extension F satisfies∫
X
|F |2e−κ
|w|2−2s ≤
C
s2
∫
Z
|f |2e−κ.
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As we will show in section 3, Theorem 1, applied to the function g(x) =
s−1es(x−1), gives an extension F˜ with the better estimate
(6)
∫
X
|F˜ |2e−κ
|w|2−2s ≤
C
s
∫
Z
|f |2e−κ.
Moreover, for any extension Fˆ of f such that∫
X
|Fˆ |2e−κ
|w|2−2s < +∞
the function
s 7→
∫
X
|Fˆ |2e−κ
|w|2−2s
extends to a meromorphic function with a simple pole at 0. Thus the order
of growth of the coefficient in the bound obtained for F˜ is the best possible.
Logarithms in the estimates: We point out that the cases when g ∈
(fn3), (fn4) in Theorem 1 give significantly refined estimates on the extension
F as compared with (6). For example, if g ∈ (fn3) and R = 0, Theorem 1
gives an extension satisfying the estimate∫
X
|F |2e−κ
|w|2
(
log
(
e
|w|2
))1+s ≤
(
1
s
+ 1
)
8π
∫
Z
|f |2e−κ as sց 0.
The ability to hold the power of |w| at 2 in the denominator on the left-
hand side in this estimate, while pushing the integrand on the left-hand
side towards non-integrability by letting s → 0, opens new possibilities of
obtaining extensions which satisfy additional side properties.
We give the proof of Theorem 1 in the next section. In section 3, we
consider the special cases g ∈ (fn1)-(fn4).
2. The general framework
2.1. Twisted Bochner-Kodaira Identity and Basic Estimate. We be-
gin by reviewing the now standard twisted Bochner-Kodaira identity.
Let Ω be a smoothly bounded pseudoconvex domain in our Ka¨hler mani-
foldX . Consider the usual Bochner-Kodaira identity forH-valued (n+1, 1)-
forms u. If u is such a form that is also in Dom (∂¯∗ϕ) and has components
in C∞(Ω), in which case we shall write u ∈ D, then:∫
Ω
∣∣∂¯∗ϕu∣∣2 e−ϕ +
∫
Ω
∣∣∂¯u∣∣2 e−ϕ = ∫
Ω
√−1∂∂¯ϕ(u, u)e−ϕ(7)
+
∫
Ω
∣∣∇u∣∣2 e−ϕ + ∫
∂Ω
√−1∂∂¯ρ(u, u)e−ϕ
L
2
EXTENSION WITH GAIN 7
Note that the last two terms of the right-hand side are non-negative, the
last since Ω is pseudoconvex. We mention that u ∈ D forces a boundary
condition on u which allows (7) to take the stated form.
Next we pass the the twisted estimates. The main philosophical idea is
to consider a twist of the original metric for H . That is to say, we consider
a metric e−ψ for H . For any such metric, there exists a positive function τ
such that
e−ϕ = τe−ψ.
Now,
∂∂¯ϕ = ∂∂¯ψ − τ−1∂∂¯τ + τ−2∂τ ∧ ∂¯τ.
Also, using the formula
∂¯∗ϕu = −
∑
j
eϕ
∂
∂zj
(e−ϕuj¯),
where locally u =
∑
uj¯dz¯
j with uj¯ canonical sections, we have the formula
∂¯∗ϕu = −τ−1∂τ(u) + ∂¯∗ψu.
Substitution of these identities into (7) then gives, after a certain amount
of educated manipulation, the so-called twisted Bochner-Kodaira identity:
if u ∈ D then∫
Ω
τ
∣∣∂¯∗ψu∣∣2 e−ψ +
∫
Ω
∣∣∂¯u∣∣2 e−ϕ(8)
=
∫
Ω
(
τ
√−1∂∂¯ψ −√−1∂∂¯τ) (u, u)e−ψ + 2Re ∫
Ω
∂τ(u)∂¯∗ψue
−ψ
+
∫
Ω
τ
∣∣∇u∣∣2 e−ψ + ∫
∂Ω
√−1∂∂¯ρ(u, u)e−ϕ
This identity was obtained in [OT-87] for forms u with compact support in
Ω. For u ∈ D, the identity was obtained independently by [B-96], [Mc-96],
and [S-96].
By using the positivity of the terms on the last line of (8) and applying the
Cauchy-Schwarz inequality to the third term in the second line, we obtain
this lemma.
Lemma 2.1. For any (n + 1, 1)-form u in the domain of the adjoint of ∂¯∗ψ,
the following inequality holds.∫
Ω
(τ + A)
∣∣∂¯∗ψu∣∣2 e−ψ +
∫
Ω
τ
∣∣∂¯u∣∣2 e−ψ(9)
≥
∫
Ω
(
τ
√−1∂∂¯ψ −√−1∂∂¯τ − 1
A
√−1∂τ ∧ ∂¯τ
)
(u, u)e−ψ.
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To obtain 2.1 from (8), one also needs that D is dense in Dom (∂¯∗ψ) in the
graph norm given by the left-hand side of (8). We refer to [D-00] for this
fact.
2.2. Choices for τ , A and ψ, and an a priori estimate. Fix a constant
γ > 1. (Eventually we will let γ → 1.) We define the function a to be
(10) a := g−1
(
e−Rg
(
γ − log(|w|2 + ε2))) ,
where g ∈ D. We note that, by Condition (3b), a > 1 if ε > 0 is sufficiently
small. In view of property (3a), a straightforward calculation shows that
−√−1∂∂¯a ≥ ε
2
(|w|2 + ε2)2
√−1∂w ∧ dw¯.
Suppose h : [1,∞) → R is a function such that for all x > 1 and some
constant M > 0,
x+ h(x) ≥ 1,(11a)
1 + h′(x) ≥ 1, and(11b)
h′′(x) < 0.(11c)
We then take
(12) τ = (a+ h(a)) and A =
(1 + h′(a))2
−h′′(a) .
With these choices, one calculates that
(13)
−√−1∂∂¯τ−
√−1
A
∂τ∧∂¯τ = (1+h′(a))(−√−1∂∂¯a) ≥ ε
2
(|w|2 + ε2)2
√−1dw∧dw¯.
Before proceeding, we show how to choose h, and, hence τ and A, from
the given function g ∈ D.
Lemma 2.2. If g ∈ D and ∫∞
1
dt
g(t)
= 1, then there exists an h satisfying
conditions (11a)-(11c) and the ODE
(14) h′′(x) +
δ
(1 + δ)g(x)
(1 + h′(x))
2
= 0, x ≥ 1,
where δ is a positive number whose existence is guaranteed by Definition 1.1.
Proof. For the given g ∈ D, let h = hδ be the function given by Definition
1.1, i.e.
h(x) =
∫ x
1
1−Gδ(y)
Gδ(y)
dy,
where Gδ is given by
Gδ(x) =
1
1 + δ
(
1 + δ
∫ x
1
dt
g(t)
)
.
L
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It is straightforward to check that h satisfies (14), and that condition (11c)
is satisfied. For the remaining conditions, note that 1 + h′(x) = 1
Gδ(x)
, so
(11b) follows from the inequality Gδ(x) ≤ 1. Next,
x+ h(x) =
∫ x
1
1 +
1−Gδ(y)
Gδ(y)
dy + 1 ≥ 1,
since Gδ > 0, which shows that (11a) holds. 
Finally, we take
ψ = κ +R + log |w|2.
With these choices, substitution into Lemma 2.1 gives us the following a
priori estimate:
(15)
∫
Ω
ε2
(|w|2 + ε2)2 | 〈u, dw¯〉 |
2e−ψ ≤ ||T ∗u||2ψ + ||Su||2ψ,
where
Tβ = ∂¯
(√
τ + Aβ
)
and Su =
√
τ
(
∂¯u
)
.
2.3. A smooth extension and its holomorphic correction. Since Ω
is Stein, we can extend f to an H-valued holomorphic n-form f˜ on Ω. By
extending to a Stein neighborhood of Ω (which exists by hypothesis) we may
also assume that ∫
Ω
∣∣∣f˜ ∧ dw∣∣∣2 < +∞.
Of course, we have no better estimate on this f˜ . In particular, the estimate
would degenerate as Ω grows.
In order to tame the growth of this extension f˜ , we first modify it to a
smooth extension. To this end, let δ > 0 and let χ ∈ C∞0 ([0, 1)) be a cutoff
function with values in [0, 1] such that
χ ≡ 1 on [0, δ] and |χ′| ≤ 1 + δ.
We write
χε := χ
( |w|2
ε2
)
.
We distinguish the (n+ 1, 1)-form
αε := ∂¯χεf˜ ∧ dw.
10 JEFFERY D. MCNEAL
†
AND DROR VAROLIN
‡
Then one has the estimate
|(u, αε)ψ|2 ≤
(∫
Ω
| 〈u, αε〉 |e−ψ
)2
=
(∫
Ω
∣∣∣∣
〈
u,
w
ε2
χ′
( |w|2
ε2
)
f˜ ∧ dw ∧ dw¯
〉∣∣∣∣ e−ψ
)2
≤
∫
Ω
∣∣∣∣∣ f˜ ∧ dwε2 χ′
( |w|2
ε2
)∣∣∣∣∣
2
(|w|2 + ε2)2
ε2
e−(κ+R)
×
∫
Ω
| 〈u, dw¯〉 |2 ε
2
(|w|2 + ε2)2 e
−ψ
≤ Cε
M
(||T ∗u||2ψ + ||Su||2ψ)
where
Cε :=
4(1 + δ)2
ε2
∫
|w|≤ε
∣∣∣f˜ ∧ dw∣∣∣2 e−(κ+R).
Note that the factor |w|2 cancels the term log |w|2 in ψ in the third line
above.
By the usual L2-method we obtain the following result.
Theorem 2.1. There exists a smooth (n+ 1)-form βε such that
Tβε = αε and
∫
Ω
|βε|2e−ψ ≤ Cε
M
.
In particular,
βε|Z ≡ 0.
Proof. Let A := {T ∗u : u ∈ D}. On the set A ∩ Null (S), the anti-linear
functional
ℓ : T ∗u −→ (αǫ, u)ψ
is bounded, by the inequality above. On [Null (S)]⊥, the functional is triv-
ially bounded. By extending ℓ trivially in the direction orthogonal to the
image of T ∗, we can assume, without increasing the norm, that ℓ is defined
on the whole Hilbert space. The Riesz representation theorem then gives a
solution to Tβǫ = αǫ with the stated norm inequality on βǫ.
It remains only that βε|Z ≡ 0. But one notices that ψ is at least as
singular as log |w|2, and thus e−ψ is not locally integrable at any point of Z.
The desired vanishing of βε follows. 
The candidate for the extension of f ∧dw will be the holomorphic section
F = lim sup
ε→0
(
χεf˜ ∧ dw −
√
τ + Aβε
)
.
L
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As a result, we obtain the following estimates for F :
1
2π
∫
Ω
|F |2e−κ
|w|2g(1− log |w|2) ≤ lim supε→0 supX
(
(τ + A)eR
g(1− log |w|2)
)
×4
∫
Z
|f |2e−(R+κ).
Indeed, the first of the two terms in the definition of F is supported on a
set whose measure converges to 0 with ε, and thus one has only to estimate
the second term using Theorem 2.1.
Thus it remains only to show that the quantity
lim sup
ε→0,γ→1
sup
X
(
(τ + A)eR
g(1− log |w|2)
)
= sup
a≥γo
τ + A
g(a)
.
is finite. However, τ was chosen according to (12), i.e. τ(x) = x + h(x), so
by Definition 1.1 (iii)
sup
x≥1
τ(x)
g(x)
= Kδ(g) < +∞,
and A was also chosen in (12), i.e. A = (1+h
′)2
−h′′
, so by Lemma 2.2
A(x)
g(x)
=
1 + δ
δ
< +∞.
This completes the proof of Theorem 1.
3. Specific denominators and constants
We now examine the cases of g ∈ (fn1)-(fn4). The purpose of this sec-
tion is to show how easily the criteria of Definition 1.1 can be verified for
these examples. Thus we do not worry too much about obtaining the best
estimates. However, sharper estimates can be obtained by a more careful
analysis than we carry out here.
3.1. Algebraic gain: the case g(x) = s−1es(x−1). First one has∫ x
1
dt
g(t)
= 1− e−s(x−1).
Lead by Definition 1.1, we compute that
Gδ(x) =
(1 + δ)es(x−1) − δ)
(1 + δ)es(x−1)
= 1− δ
(1 + δ)es(x−1)
and thus, with ε = δ
1+δ
, that
hδ(x) =
∫ x
1
1−Gδ(y)
Gδ(y)
dy =
∫ x
1
εdy
es(y−1) − ε
≤ (x− 1) ε
1− ε = (x− 1)δ.
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It follows that
s(x+ hδ(x))
es(x−1)
≤ s((1 + δ)(x− 1) + 1)
es(x−1)
=
(1 + δ)r + s
er
,
where r = s(x− 1). In general, the function e−r(ar + b), r ≥ 0, achieves its
maximum at the point r = (a− b)/a. It follows that
Kδ(g) ≤ 1 + δ
exp
(
1+δ−s
1+δ
) ≤ 1 + δ.
Applying Theorem 1, we obtain an extension F of f with the estimate
1
2π
∫
X
|F |2e−κ
|w|2−2s ≤
(1 + δ)2
δ
4
s
∫
Z
|f |2e−κ.
Incidentally, the right hand side is minimized by taking δ = 1.
3.2. Logarithmic denominator: the case g(x) = x2. First we have∫ x
1
dt
g(t)
= 1− 1
x
.
Then
Gδ(x) =
(1 + δ)x− δ
(1 + δ)x
,
and thus
hδ(x) =
∫ x
1
1−Gδ(y)
Gδ(y)
dy =
∫ x
1
δdy
(1 + δ)y − δ ≤ δ(x− 1).
Then
x+ hδ(x)
x2
=
(1 + δ)
x
− δ
x2
≤ (1 + δ)
2
4δ
.
Applying Theorem 1, we obtain an extension F of f with the estimate
1
2π
∫
X
|F |2e−κ
|w|2
(
log e
|w|2
)2 ≤ (2 + δ)1 + δδ
∫
Z
|f |2e−κ.
The value δ =
√
2 minimizes the right hand side, in which case
(2 + δ)
1 + δ
δ
= 3 + 2
√
2.
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3.3. Logarithmic inversion of adjunction: the case g(x) = s−1x1+s.
This time ∫ x
1
dt
g(t)
= 1− 1
xs
.
Then
Gδ(x) =
(1 + δ)xs − δ
(1 + δ)xs
= 1− δ
(1 + δ)xs
,
and thus with ε = δ
1+δ
we have
hδ(x) =
∫ x
1
1−Gδ(y)
Gδ(y)
=
∫ x
1
εdy
ys − ε ≤ (x− 1)
ε
1− ε = δ(x− 1).
It follows that
s(x+ hδ(x))
x1+s
=
s(1 + δ)x− sδ
x1+s
≤ s(1 + δ).
We obtain from Theorem 1 an extension F of f satisfying the estimate
s
2π
∫
X
|F |2e−κ
|w|2
(
log e
|w|2
)1+s ≤
(
(1 + δs)(1 + δ)
δ
)
4
∫
Z
|f |2e−κ.
At this point we can let δ → ∞. For example, we can take δ = s−1/2. We
then obtain an extension F of f satisfying the estimate
s
2π
∫
X
|F |2e−κ
|w|2
(
log e
|w|2
)1+s ≤ 4(1 + 2√s+ s)
∫
Z
|f |2e−κ.
3.4. Iterated logs: the case g ∈ (fn4). Recall that
Ej = exp
(j)(1) and Lj(x) = log
(j)(Ejx),
and that
g(x) = s−1x
(
N−2∏
j=1
Lj(x)
)
(LN−1(x))
1+s.
Then ∫ x
1
dt
g(t)
= 1− 1
(LN−1(x))s
and thus
Gδ(x) =
(1 + δ)(LN−1(x))
s − δ
(1 + δ)(LN−1(x))s
= 1− δ
(1 + δ)(LN−1(x))s
.
Putting ε = δ
1+δ
, we have
hδ(x) =
∫ x
1
1−Gδ(y)
Gδ(y)
=
∫ x
1
εdy
(LN−1(y))s − ε
≤ (x− 1) ε
1− ε = δ(x− 1).
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It follows that
x+ hδ(x)
g(x)
=
s(1 + δ)− δ
x((∏N−2
j=1 Lj(x)
)
(LN−1(x))1+s
)−1 ≤ s(1 + δ).
As in the previous paragraph, we obtain an extension F of f satisfying the
estimate
1
2π
∫
X
|F |2e−κ
|w|2g
(
log e
|w|2
) ≤ 4(1 + 2√s+ s) ∫
Z
|f |2e−κ.
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