Lusztig introduced the semicanonical basis of the positive part of a universal enveloping algebra. The aim of these notes is to prove a multiplication formula for dual semicanonical basis vectors, and more generally for evaluation maps associated to modules over preprojective algebras. This is a continuation of our previous work on this topic. Our formula will be important for future work on the connection between semicanonical bases, representation theory of preprojective algebras, and Fomin and Zelevinsky's theory of cluster algebras. The proof of our main result is very much inspired by recent work by Caldero and Keller on cluster algebras and cluster categories of finite type.
Introduction and main result
Throughout, let Λ be a preprojective algebra associated to a Dynkin quiver Q of simply laced type ∆ ∈ {A n (n ≥ 1), D n (n ≥ 4), E n (n = 6, 7, 8)}. By I = {1, . . . , n} we denote the set of vertices of Q. All modules are assumed to be finite-dimensional left modules, and we always work over the field C of complex numbers.
Let n be a maximal nilpotent subalgebra of a simple complex Lie algebra g of type ∆. Lusztig proved that the enveloping algebra U (n) is isomorphic to an algebra M of certain constructible functions on the affine varieties Λ d of Λ-modules with dimension vector d. This yields a new basis S of M given by the irreducible components of the varieties Λ d , called the semicanonical basis, see [6] . In [3] we study the dual semicanonical basis S * of the graded dual M * of M. The multiplication in M * is defined via a comultiplication on M. For any Λ-module x ∈ Λ d define an evaluation map δ x : M → C which maps a constructible function f ∈ M to f (x). For more details we refer to [3] . In case a Λ-module is "generic", we know that the function δ x is an element of the dual semicanonical basis. We call x rigid if Ext 1 Λ (x, x) = 0. In this case δ x is a dual semicanonical basis vector denoted by ρ x . In the above theorem, if x ′ and x ′′ are rigid modules with dim Ext 1 Λ (x ′ , x ′′ ) = 1 one can show that x and y have to be rigid as well, see [4] . Thus we obtain a multiplication formula for certain dual semicanonical basis vectors. This will be analyzed and interpreted in more detail in [4] .
2. Flags and composition series induced by short exact sequences 2.1. We repeat some notation from [3] : Let i = (i 1 , . . . , i m ) be a sequence of elements of I = {1, . . . , n}, and let c = (c 1 , . . . , c m ) ∈ {0, 1} m . For an I-graded vector space V such that k c k i k = |V|, we define a flag in V of type (i, c) as a sequence
of graded subspaces of V such that |V k−1 /V k | = c k i k for k = 1, . . . , m. We denote by Φ i,c the variety of flags of type (i, c). When (c 1 , . . . , c m ) = (1, . . . , 1), we simply write Φ i .
We denote by Φ i,c,x (resp. Φ i,x ) the variety of x-stable flags of type (i, c) (resp. of type i). Note that an x-stable flag is the same as a composition series of x regarded as a Λ-module.
For a contructible subset U of a complex variety let χ(U ) be its Euler characteristic with respect to cohomology with compact support. For the empty set ∅ we set χ(∅) = 0. [3] . If c k = 1 for all k, we simply write d i instead of d i,c . In general, d i,c = d j where j is the subword of i consisting of the letters i k for which c k = 1. By definition, the functions d j , where j runs over all words, span M.
Proof. Let Irr(Λ d ) be the set of irreducible components of Λ d . For Z ∈ Irr(Λ d ) let f Z and ρ Z be the corresponding semicanonical and dual semicanonical basis vector, respectively. For x, y ∈ Λ d we have δ x = δ y if and only if δ x (f Z ) = δ y (f Z ) for all Z ∈ Irr(Λ d ). This is the case if and only if for every Z there exists some
Since Irr(Λ d ) and f Z (Λ d ) are both finite sets, we can write Λ d as a finite disjoint union
Furthermore, since the d i span the algebra M we know that δ
We proved in [3] that δ p · δ q = δ p⊕q for all modules p, q. We get
On the other hand, δ x (d i ) + δ y (d i ) = d i (x) + d i (y). This finishes the proof.
Let
where we regard f x ′′ as a flag in V ′′ by identifying V ′′ with ι(x ′′ ), and f
. Thus we obtain maps
We get a finite partition 
Since Λ is selfinjective, we know that
where Ω denotes the syzygy functor:
For
via the pullback along α as illustrated in the following diagram:
Using the fact that Λ is selfinjective one can easily show that α → [ǫ] induces an isomorphism Hom
The second isomorphism is constructed similarly. From now on we will often just identify the three spaces appearing in (2) .
It follows that a diagram of morphisms in mod(Λ) of the form
commutes if and only if there exists a commutative diagram of module homomorphisms with exact rows of the following form: 0 Thus the sequence θ + is obtained from θ via a pushout along β, and θ − is obtained from θ via a pullback along α.
For the rest of this section let
Note that for all j either ι x ′ ,j or ι x ′′ ,j is an identity map. In particular, either x ′ m−1 = 0 or x ′′ m−1 = 0. All results in this section and also the definition of the maps β ′ and β (see below) are inspired by [1] . The following lemma follows directly from the definitions and the considerations in Section 2.3.
Then the following are equivalent:
(ii) There exists a commutative diagram with exact rows of the form
There exists a commutative diagram in the stable category mod(Λ) of the form
We define a map
; ;
we denote the canonical projection map. Lemma 2.4. For a short exact sequences ǫ : 0 → x ′′ → x → x ′ → 0 the following are equivalent:
. These conditions are equivalent to the existence of a commutative diagram with exact rows of the form
Note that for all j either θ j or θ j−1,j is an isomorphism. Now the result follows from Lemma 2.3.
Next, we define a map
.
:
The following lemma is proved in the same way as Lemma 2.4:
Euler characteristics of flag varieties
3.1. The following result seems to be well known to the experts, however it was not so easy to find a suitable reference.
Proposition 3.1. Let π : V → W be a morphism of complex varieties such that there exists some c ∈ C with χ(π −1 (w)) = c for all w ∈ W . Then
Outline of the proof. By C(V ) we denote the abelian group of constructible functions on V with respect to the Zariski topology.
One can show that π * f is a constructible function on W . Moreover, for morphisms φ : V → W and θ : W → U of complex varieties we have
(The case of compact complex algebraic varieties is discussed in [7, Proposition 1], the general case can be found in [2, Proposition 4.1.31].) Assume now that χ(π −1 (w)) = c for all w ∈ W . This implies
for all w ∈ W . In other words, π * (1 1 V ) = c 1 1 W . Let ψ : W → {pt} be any map from W to a point. It follows that ψ * (1 1 W )(pt) = χ(W ).
Thus we get
Corollary 3.2. If π : V → W is a morphism of complex varieties such that for all w ∈ W the fibre π −1 (w) is isomorphic to an affine space, then χ(V ) = χ(W ).
Proof. The Euler characteristic of an affine space is c = 1.
This section is inspired by the proof of [5, Lemma 4.4].
Let A = CΓ/J be an algebra where Γ is a finite quiver and J is an ideal in the path algebra CΓ. By I and Γ 1 we denote the set of vertices and arrows of Γ, respectively. For a finite-dimensional I-graded vector space U let A U be the affine variety of A-module structures on U.
Fix a short exact sequence with W l = W ∩ V l and T l = p 2 (V l ). Here p 2 : V = W ⊕ T → T is just the projection onto T. Note that T j /T j+1 and W j /W j+1 have dimension 0 or 1. We obtain a short exact sequence of I-graded vector spaces
We want to study the fibres of the morphism π. For an I-graded linear map z : T → W we define a flag 
For each l we choose a vector space W l c such that W l ⊕ W l c = W and W l−1 c ⊆ W l c . Each (w, t) ∈ V l can be uniquely written as (w l , t) + (w l c , t) with w l ∈ W l and w l c ∈ W l c . Since we have a short exact sequence
Now we can define a linear map z : T → W by z(b l ) = w l c (b l ) and then extend linearly.
It follows that f and g are equivalent if and only if V l f = V l g for all l. Thus the fibre π −1 (φ ′ , φ ′′ ) can be identified with the vector space
To an I-graded linear map z : T → W we associate linear maps z l :
The following lemma follows from the definitions: Next, we deal with the case that the short exact sequence ǫ does not split: A module m ∈ A U can be interpreted as a tuple m = (m a ) a where for each arrow a ∈ Γ 1 we have a linear map m a : U s(a) → U e(a) where s(a) and e(a) denote the starting and end vertex of the arrow a.
Thus given our short exact sequence
we can assume without loss of generality that the linear maps x a are of the form for all 0 ≤ l ≤ m − 1 and a ∈ Γ 1 .
Now we apply the above results to the situation of preprojective algebras:
Lemma 3.6. For a short exact sequence ǫ :
are isomorphic to affine spaces.
Proof. Both conditions in Lemma 3.4 and Lemma 3.5 are linear.
Proof. This follows from Lemma 3.6 and Corollary 3.2. (Recall that χ(∅) = 0.)
In [3] we claimed that for (c ′ ,
x ′′ is a vector bundle, referring to [5, Lemma 4.4] . What we had in mind was an argument as in Section 3.2 above. However this only proves that the fibres of this map are affine spaces. Nevertheless, for the Euler characteristic calculation needed in [3] this is enough because of Corollary 3.2. 
Bilinear forms and orthogonality
are non-degenerate bilinear forms, the associated trace pairing is the non-degenerate bilinear form 
For the rest of this section assume that Equation (3) holds. Thus we get a commutative diagram
Proof. We clearly have Im(f ′ * ) ⊆ ∨ Ker(f ′ ). Next, one can easily show that Im(f ′ * ) and ∨ Ker(f ′ ) have the same dimension.
Proof. By Lemma 4.1 we know that Im(f ′ * ) = ∨ Ker(f ′ ). Thus we need to show that
We have dim Im(f ′ ) = dim Im(f ′ * ) and also
This implies dim Im(f ′ ) = dim ⊥ Ker(f ′ ) = Im(f ), and therefore Im(f ) = ⊥ Ker(f ′ ).
Since
. This finishes the proof. 5.1. We know that the category C = mod(Λ) has a Serre duality functor S = Ω −1 • τ , where τ is the Auslander-Reiten translation in mod(Λ). In other words, for all objects x, y ∈ C we have an isomorphism φ x,y : Hom Λ (x, Sy) → Hom C (Hom Λ (y, x) , C)
such that for all morphisms
Since C is a 2-Calabi-Yau category, we have τ = Ω −1 and the Serre duality is just given by the Auslander-Reiten isomorphism
We can recover the maps φ x,y from the maps φ x as follows: We have
In particular, for µ ∈ Hom Λ (x, Sy) and ψ ∈ Hom Λ (y, x) we get
As before, let
According to Section 5.1 we have pairings
). We illustrate the situation in the following picture:
Proof. By the considerations in Section 4.2 we have to verify that
The right hand side of this equation is equal to
Using Equation (5) this equals
which coincides with the left hand side of Equation (6). 
be non-split short exact sequences. Then the following are equivalent: 
By Lemma 2.5 and the fact that η is non-split this happens if and only if (f x ′′ , f x ′ ) ∈ L 2 i,c ′′ ,c ′ ,η .
Let us stress that Proposition 5.2 is very similar to [1, Proposition 3] . We just had to adapt Caldero and Keller's result to our setting of preprojective algebras. Our proof then follows the main line of their proof. In fact our situation turns out to be easier to handle, because we work with modules and not with objects in cluster categories. 
The map i is an isomorphism which maps (f x ′ , f x ′′ ) to (f x ′′ , f x ′ ), and ι i,c ′ ,c ′′ ,ǫ and ι i,c ′′ ,c ′ ,η are inclusion maps. By Corollary 3.7 χ(Φ i,x (c ′ , c ′′ , ǫ)) = χ(L 1 i,c ′ ,c ′′ ,ǫ ) and χ(Φ i,y (c ′′ , c ′ , η)) = χ(L 1 i,c ′′ ,c ′ ,η ).
We know from Corollary 3.8 that
where θ is any (split) short exact sequence of the form 0 → x ′′ → x ′′ ⊕ x ′ → x ′ → 0. By Corollary 5.3 the isomorphism i induces isomorphisms which implies χ(L 2 i,c ′ ,c ′′ ,ǫ ) = χ(L 1 i,c ′′ ,c ′ ,η ). Combining these facts we get
By Lemma 2.2 this finishes the proof of Theorem 1.1.
