ABSTRACT
INTRODUCTION
Safety and stability are essential requirements for power system operation. Therefore, it is necessary to monitor the state of the power equipment in substation. Deterioration of insulation is one of the major reason for equipment failure, which will produce partial discharge (PD) [1, 2] . Therefore, the detection of PD signal is an effective way for Condition Monitoring and Diagnostics (CMD) in substation. Among the PD detection methods, ultra-high frequency (UHF) electromagnetic waves is the most effective method due to its excellent sensitivity and propagation speed [3] . For the existing UHF PD measurement techniques, due to limited hardware conditions such as analog to digital conversion, it is often difficult to meet the requirement of high sampling rate. Acquisition of high-quality UHF PD signal data will lead to high hardware cost.
Compressed sensing (CS) algorithm indicates that if a signal has sparsity in a space, it can be well recovered by from a part of its data [4, 5] . Therefore, in this paper, we propose a low sampling rate measurement algorithm based on sparse vector recovery. Firstly, acquiring a part of the UHF PD signal data, which can significantly reduce the sampling rate. Then by sensing matrix the sparse vector recovery model is constructed. Finally, the whole PD signal can be recovered by reconstruction algorithm.
An experiment is performed in high-voltage laboratory to verify the effectiveness of our proposed algorithm. The results indicate that with the use of only 10% of the signal data the PD signal can be well recovered and the error rate of the recovery is about 10.8%.
SPARSE VECTOR RECOVERY
The sparsity of the original signal in a space is the basis of the signal recovery. Let X denotes an original signal in R N , then using a N×N matrix Ψ -1 to acquire S, which is the sparse form of X.
Sparse vector S should be a N×1 vector and only has k nonzero elements (k <<N). Ψ -1 can be FFT transform matrix, DCT transform matrix or others transform matrix.
Our goal is measuring only m data (m<N) and using these m data to recover the original N data, which can reduce the sampling rate. Therefore, a m×N measuring matrix Φ is used:
where Y is a m×1 vector, which is also the data that we actually measured. The construction of Φ is presented in section Ⅲ.
Combining with (1) we have:
Where Θ is a m×N sensing matrix, Θ=ΦΨ. Equation (3) is the sparse vector recovery model. According to the CS theory, by this model we can use the reconstruction algorithm to get the recovered sparse vector S′ and then using the inverse transformation to get the recovered original signal X′ (presented in section Ⅳ).
The flow chart of proposed low sampling rate measurement algorithm based on sparse vector recovery is shown in Fig. 1 . 
MESUREING MATRIX
In addition to the sparsity of S, the appropriate measuring matrix Φ is also important to the sparse vector recovery. According to the theory of CS, Θ should satisfies the Restricted Isometry Property (RIP) condition [6, 7] , as shown in (4) where ε∈(0,1). Directly using (4) to judge whether the RIP condition is difficult. Literature [8, 9] verified that if the correlation between Φ and Ψ is weak, then Θ can satisfy RIP condition at a high probability. The correlation µ between can be denoted as:
where φ and ψ is the element in Φ and Ψ respectively. Literature [10] indicate that the correlation between the Gaussian random matrix and other matrix is weak, therefore the measuring matrix Φ is set as a m×N Gaussian random matrix in this paper.
RECONSTRUCTION ALGORITHM
Since m<N, (3) is an underdetermined equation that cannot be solved directly. According to the CS theory, S can be well recovered from the measurement Y by solving l 1 -minimization model [11] . As shown in (6):
The algorithm for solving this model mainly including convex optimization algorithm and greedy algorithm. The accuracy of the convex optimization algorithm is high, but the operation is more complicated and the operation speed is slow. The accuracy of the greedy algorithm is slightly lower than that of the convex optimization algorithm, but the complexity of the algorithm is small and the operation speed is faster. For the PD measurement, the fast measurement speed is needed. Therefore, in this paper, orthogonal matching pursuit (OMP) algorithm [12] is used to solve l 1 -minimization model, which is a greedy algorithm with fast computation speed and small algorithm complexity [13] .
Finally, by inverse transformation the recovered original signal X′ can be acquired, as shown in (7):
EXPERIMENTAL VERIFICATION
Experimental Scheme
An experiment is performed in high-voltage laboratory. as shown in Fig. 2 . A standard PD emitter is used to produce PD, then a UHF sensor is used to receive the UHF PD signal. The distance between the PD emitter and the UHF sensor is eight meters. The waveform of the original UHF PD signal is shown in Fig. 3 . The number of data points N is 1000. Then a part of the original UHF PD signal data is chosen and used to recover the whole original UHF PD signal. To evaluate the performance of the recovery, we calculated the error rate σ under different the number of the sampling points m. The definition of σ is shown in (8), where x and x′ are the element of X and X′ respectively. From  Fig. 4 we can see that, when the number of sampling points is 200, which means, with only 20% of the UHF PD signal data, the recovered PD signal has almost no difference with the original PD signal. When the number of sampling points is reduced to 100, the noise of the recovered PD signal increase, but the recovered signal still contains the main information of the original PD signal data. When the number of sampling points down to 50, the noise of the recovered PD signal is large, but the contour of the original PD signal can still be seen. When the number of sampling points is reduced to 20, the noise of the recovered PD signal is very large. Fig . 5 shows the trend of the error rate as the number of sampling points changes. It can be seen from Fig. 5 that when the number of sampling points is lower than 50, the error rate is very high and the recovered PD signal is seriously distorted. As the number of sampling points increases, the error rate decreases rapidly. When the number of sampling points is 100, the error rate drops to 10.8%. With this error rate, the most of the information of PD signals can be recovered. When the number of sampling points is greater than 300, the error rate is close to zero and the PD signal can be accurately recovered. Therefore, with the use of 10% of the PD signal data can realize a satisfactory recovery performance. This recovered PD signal is acceptable for PD detection while the sampling rate is significantly reduced. 
CONCLUSIONS
This paper proposes a low sampling rate algorithm based on sparse vector recovery and get some conclusions:
(1) From the effect of the PD signal recovery we can see that the recovery accuracy is lower than the theoretical accuracy of CS algorithm. The main reason for this result is that there is a lot of noise included in PD signal and there are also some errors in the measurement process. In the signal recovery process, these noises and errors are further amplified.
(2) The effect of the recovery is related to the sparse degree of the original PD signal in a space. More sparsity will bring better performance.
(3) From the experimental results, only 10% of the PD signal data can be used to recover nearly 90% of the original PD signal, which can greatly reduce the sampling rate of PD measurement and therefore reduce the corresponding hardware cost. Therefore, the measurement technology in this paper is worthy to be used in practical application.
