This paper investigates the disturbance decoupling problem by dynamic output feedback in the general case of systems with possible input-output feedthrough matrices. In particular, we aim to extend the geometric condition based on self-boundedness and self-hiddenness, which as is well-known enables to solve the decoupling problem without requiring eigenspace computations. We show that, exactly as in the case of zero feedthrough matrices, this solution maximizes the number of assignable eigenvalues of the closed-loop. Since in this framework we are allowing every feedthrough matrix to be non-zero, an issue of well-posedness of the feedback interconnection arises, which affects the way the solvability conditions are structured. We show, however, that the further solvability condition which originates from the problem of well-posedness is well-behaved in the case where we express such condition in terms of self bounded and self hidden subspaces.
there is a number of closed-loop eigenvalues that are fixed for any feedback controller that solves the decoupling problem; these unassignable eigenvalues are called fixed poles of the disturbance decoupling problem. Importantly, in [4] it was proved that, under very mild assumptions, the solution of the disturbance decoupling problem with dynamic output feedback based on the idea of self boundedness and self hiddenness is the best in terms of assignability of the closed-loop dynamics, see also [3] . The set of assumptions of [4] were then weakened further in [5] . Most of the literature in geometric control has been developed for those systems which have zero feedthrough between the input and the output.
The disturbance decoupling problem with dynamic output feedback and nonzero feedthrough has been completely solved in terms of stabilizability and detectability subspaces in [11] . More recently, the approach based on self boundedness and self hiddenness has been generalized in [8] for the disturbance decoupling problem with static state-feedback. In [8] , the result of [7] on the fixed poles was also generalized to biproper systems.
The disturbance decoupling problem by dynamic output feedback for biproper systems using the concepts of self boundedness and self hiddenness is significantly more challenging, and it has been addressed only very recently [9] . The significant increase in mathematical complexity is due to the fact that an issue of well-posedness of the feedback interconnection arises when the feedthrough matrix between the control input and the measurement output is allowed to be non-zero. It was observed in [11] that the solvability conditions, when dealing with the problem in its full generality, need to take into account the well-posedness problem: this results in a condition that cannot be expressed as the typical subspace inclusion of most control/estimation problems for which a geometric solution is available, and therefore (C, A, B)-pairs (S , V ), with S and V input containing and output nulling subspaces, respectively, are not suitable to describe the solvability in this general case. In fact, the well-posedness issue requires the existence of a suitable gain matrix, herein denoted by K, that renders the feedback interconnection feasible, and therefore the concept of (C, A, B)-pair (S , V ) is substituted with the concept of solution triple (S , V ; K). In [9] , the role that the well-posedness condition plays in the disturbance decoupling problem by dynamic output feedback was investigated. A surprising result of [9] is the fact that the well-posedness condition does not limit the solvability of the problem with the additional requirement of closed-loop stability: if the well-posedness condition is satisfied for the supremal/infimal subspaces, it is also satisfied for a special stabilizing pair of subspaces, one of which is self bounded and the other is self hidden.
This paper complements and completes the theory of the disturbance decoupling by dynamic output feedback for biproper systems developed in the recently published paper [9] . In particular, in Section V we solve for the first time in the literature the fixed poles problem in the general case where all the feedthrough matrices are allowed to be non-zero. We establish a new fundamental result that shows that the well-posedness property is invariant with respect to all the possible pairs of self bounded and self hidden subspaces involved in the solution of the problem. To this end, we provide an exhaustive characterization of all the gain matrices K that can be used to form solution triples. This is the cornerstone upon which we build a theory of fixed poles for the biproper case, which addresses several delicate issues which arise from the well posedness of the feedback interconnection. Specifically, we show that the best possible solution, in terms of assignability of the closed-loop eigenstructure, is based on self bounded and self hidden subspaces. In particular, we first prove that if a solution to the disturbance decoupling problem by dynamic output feedback exists, we can always build an alternative controller, by using self hidden and self bounded subspaces, that achieves more freedom in the assignability of the closed loop spectrum. Then, we characterize the set of self bounded and self hidden subspaces which minimizes the number of closed loop unassignable poles. Finally, we exploit the invariance of the well-posedness to show that each element of the aforementioned set can be used to form a solution triple, i.e., it provides a well-posed solution to the disturbance decoupling problem that maximizes the freedom in the assignment of the closed-loop eigenvalues. Moreover, we provide a characterization of the minimal set of unassignable closed-loop eigenvalues, i.e., the fixed poles, when this minimal set exists, and we offer a lower and upper bound when the set of unassignable closed-loop eigenvalues does not have a minimum. Interestingly, such upper bound is uniquely expressed as the fixed poles of a special pair of self bounded and self hidden subspaces.
Notation. Given a vector space X , we denote by 0 X the origin of X . The image the kernel and the Moore-Penrose pseudoinverse of matrix A are denoted by im A, ker A and A † , respectively. Given a linear map A : X −→ Y and a subspace S of Y , we define A −1 S is for the inverse image of S with respect to the linear map A, i.e., A −1 S = {x ∈ X | A x ∈ S }. When A is
II. PROBLEM STATEMENTS
In what follows, T denotes R + in the continuous time and N in the discrete time. The operator D denotes either the time derivative in the continuous time, i.e., D x(t) =ẋ(t), or the unit time shift in the discrete time, i.e., D x(t) = x(t + 1). We consider the system Σ ruled by Σ :
is the disturbance input, y(t) ∈ Y = R p is the measurement output and z(t) ∈ Z = R r is the to-be-controlled output. Consider the regulator
where, for all t ∈ T, p(t) ∈ P = R s . We want to control the system Σ with the regulator Σ C in such a way that in the closed-loop system the output z does not depend on the disturbance input w. We say that the feedback interconnection of system Σ with the regulator Σ C is well posed if I − D y D c is non-singular, see [12, Chpt. 3] . In such case, the closed-loop system can be written in state-space form as
is the extended state, and
where W def = (I − D y D c ) −1 . Using the matrix inversion lemma 1 we can re-write the submatrix of A in position (1, 2) as B (I − D c D y ) −1 C c . We require that I − D y D c be non-singular, i.e., that the interconnection be well-posed. The transfer function of the closed-loop system Σ CL is A fundamental problem in control theory is the disturbance decoupling by dynamic output feedback (DDPDOF in short), which involves finding a controller Σ C such that the feedback interconnection of Σ with Σ C is well posed and the transfer function matrix G z,w (λ ) of the closedloop system Σ CL is zero. When the feedthrough matrices are different from zero, conditions for the solvability of the DDPDOF are available in the literature, see e.g. [11] . However, these conditions, in general, overconstrain the closed-loop spectrum. In this paper, we are concerned with finding a strategy to tackle the DDPDOF that guarantees maximal freedom in the assignability of the closed-loop spectrum. We will show in Section V that this problem is well posed, and it can be reformulated in geometric terms along the same lines of [4] for systems without feedthrough matrices.
III. GEOMETRIC BACKGROUND
Given A, B,C, D, we briefly define the main geometric concepts used in this paper. We refer the reader to [1] , [12] , [9] for more details. We denote by R the reachable subspace of the pair (A, B), i.e., R = A | im B , and by Q the unobservable subspace of the pair (C, A), i.e., 
The fixed poles of V are the eigenvalues of A + B F that do not depend on F ∈ F (A,B,C,D) (V ), and are given by
The remaining eigenvalues of A + B F are freely assignable with a suitable F ∈ F (A,B,C,D) (V ). It is easy to see that σ fixed (V ) can be alternatively expressed as
for F ∈ F (A,B,C,D) (V ), see [4] , [7] . An (A, B,C, D)-output nulling subspace R for which an output nulling friend F exists such that the spectrum of A + B F | R is arbitrary is called an (A, B,C, D)-reachability output nulling subspace. We denote by R ⋆ (A,B,C,D) the maximum of the set of (A, B,C, D)-reachability output nulling subspaces, and it coincides with the output nulling
is the invariant zero structure of the system, and it is denoted by Z (A,B,C,D) .
We say that an (A,
is also an (A, B,C, D)-output nulling friend of R ⋆ (A,B,C,D) . The intersection of (A, B,C, D)-self bounded subspaces is (A, B,C, D)-self bounded. Thus, the set Φ (A,B,C,D) of (A, B,C, D)-self bounded subspaces has a maximum, which is V ⋆ (A,B,C,D) , and a minimum, which is 
or, which is the same, as σ fixed (S ) = σ A + GC Q S S +Q ⊎σ A + GC Q for G ∈ G (A,B,C,D) (S ). . Finally, we recall that 
IV. SOLUTION TRIPLES
We begin by first presenting the following result, see [11, Lemma 3.2] . The proof can be carried out along the same lines of the proof of [12, Lemma 6.3]; nevertheless, a brief proof is given here because it forms the basis of the parameterization established in Theorem 1. 
We now prove that the vectorsC m k+1 , . . 
where
[ NB ] † , partitioned conformably;
is a basis matrix of ker[ NB ], partitioned conformably;
• Ψ is a basis matrix of the left null-space ofC M, i.e., Ψ is full row-rank and ΨC M = 0.
Proof: Consider the only if part of the proof of Lemma 1. We rewrite (6) 
It remains to prove that this parameterization is exhaustive.
Consider any basis of M adapted to M ∩ kerC. We need to show that a matrix K such that
The following two results have been proved in [9] .
(c) S ⊆ V then there exists an output feedback matrix K such that
Conversely, if K exists such that (8) holds, then (a-b) hold. 
(iii) S ⊆ V ;
(iv) I + K D y is non-singular, and K satisfies (8) .
When DDPDOF is solvable, by Theorem 2 there exist an (A, B, E, D z )-output nulling subspace V , an (A, H,C, G y )-input containing subspace S and a matrix K such that (i-iv) are satisfied, and in this case we say that (S , V ; K) is a solution triple for DDPDOF. Solution triples generalize the notion of (C, A, B)-pairs of systems with zero feedthrough matrices. Theorem 2 does not offer a method for computing the subspaces V and S , but, if a solution to DDPDOF exists, clearly it can always been obtained using V ⋆ (A,B,E,D z ) and S ⋆ (A,H,C,G y ) in place of V and S , respectively, [11] , so that, in particular,
However, this solution is the one which constraints the maximum number of closed-loop eigenvalues. In this paper, as aforementioned, we are interested in a solution which maximizes the freedom in the assignment of the closed-loop spectrum. Following the notation of [1] , we define
, see Theorem 9. The following results have been proved in [9] .
The next results further characterize V m and S M in the biproper case. The proof is straightforward consequence of Theorems 7 and 8.
Lemma 4: Let (9-10) hold. Then:
• Let T m be a full row-rank matrix such that ker
Proof: We begin proving the first point.
. The second point can be proved by duality. We rewrite the first point with the substitutionsA →
Taking the orthogonal complement of both inclusions yields ker
With these substitutions, the statement of this first point becomes
Taking the orthogonal complements of both predicates in the equivalence relation proves that
Corollary 1: Let (9-10) hold. The following are equivalent:
can be proved by duality. The following result extends [4, Property A.4 ] to the biproper case.
Proof: From Corollary 1, we have V m ⊇ S ⋆ (A,H,C,G y ) . Moreover, from Theorem 12 using ker M = V m and the quadruple (A, H,C, G y ) in place of (A, B,C, D), we find
From the second point of Lemma 4 we also have
On the other hand, using Theorem 15, with the same substitution of quadruples, we obtain
From (13) and (14) we find
We have
it is also input containing, and thus
Using the modular rule [12] we find
where we have used the inclusions
If we prove that
then it is obvious that
. We now seek to generalize the result in [4, Lemma A.2] , which suggests that we can write, using the notation of this paper,
, where S is basis matrix for S . However, it is easy to realize that in the biproper case this is not true.
The correct way to extend [4, Lemma A.2] in the biproper case is to consider the subspace
. Correspondingly, in the case of zero feedthrough matrices one can show, by using the fact that (9-10) and
In view of Property 1, S + V m is (A, B, E, D z )-self bounded, and it contains S . Since S ⊆
. We also present the dual of Property 2. 
The previous result implies that V ∩ S M ∈ Ψ (A,H,C,G y ) . The following lemma, which was proved in [4] and [3] in the case of zero feedthrough matrices, relies on a change of coordinate that was introduced in [1, Theorem 5.2.2]. However, here the structure of the system matrices in the new basis cannot be simplified as in [1] . The following result shows how the line of attack of [1, Theorem 5.2.2] has to be changed substantially in the biproper case. 
which means that it is always possible to choose T 3 so that im T 3 ⊆ C −1 im G y . If we denote by R V m +S the output nulling reachability subspace on V m + S , then
conformably with the change of
allows to partition the closed-loop matrix as
. ., 4}, we have
where we have used the fact that B 31 = 0. We now prove by contradiction that B 32 F 23 = 0.
Recall that S +V m is (A, B, E, D z )-output nulling, so that its reachability subspace is contained in
Hence, the reachability subspace on S + V m lies in V m . Thus, the eigenvalues of A + B F | S +V m V m cannot be freely assigned by F.
The submatrix F 23 in A 1 + B 1 F 1 does not affect A + B F | V m . Thus, we can arbitrarily change F 23 without changing σ (A + B F | V m ). In doing so, if B 32 F 23 = 0, we could change the eigenvalues
where the last two multisets are parts of the unreachable spectrum on S + V m . If we could
then we could change eigenvalues that are unreachable on S + V m , leading to a contradiction. give
Consider the following change of basis in the output space
since, as shown above, C 23 = 0. We have
We show that G 31 C 13 = 0. To this end, notice that S ⊇ S ⋆ 
, we see that (22) holds.
The following result generalizes [4, Lemma A.5] to the case of possibly non-zero feedthrough matrices. 
Recall that, since conditions (9-10) hold, then also from Theorem 9 we have im
We now need to prove the opposite inclusion, i.e.,
The second statement can be proved by duality.
V. FIXED POLES
Given an (A, B, E, D z )-output nulling subspace V and an (A, H,C, G y 
The key idea behind the approach of [4] , on which our development also hinges, is to show that: 
We are ready to present the following generalization of [4, Lemma 5] . Here the situation is, however, substantially different. In fact, here we also need to prove the existence of a matrix K that renders the closed-loop system well posed. For its proof, we recall the definition of projection and the intersection of subspaces in extended vector spaces. Let T be a subspace of X ⊕ P. The projection of T on X is defined as p (T ) def = x ∈ X ∃ p ∈ P :
x p ∈ T and the intersection of T with X is defined as i (T ) def = x ∈ X x 0 ∈ T , see [1] , [12] , [9] for details. Proof: Since DDPDOF, is solvable, there exists an A-invariant subspace I contained in ker C such that S i = i( I ) is (A, H,C, G y )-input containing and V p = p( I ) is (A, B, E, D [12, Thm. 4.6] and [9] as well as Appendix A), and satisfy
We need to prove that there exists K such that (9-10) holds with V p and S i in place of V ⋆
The matrix inversion lemma ensures that I + K D y is invertible. It remains to prove that K satisfies (8) . Rewriting (8) 
Let s w ∈ S i ⊕ W . We want to prove that
Since s ∈ S i = i( I ), we have Furthermore, if K is such that S i , V p and K form a solution triple (S i , V p ; K), the chain of
We only need to prove that σ fixed (V ) ⊆ σ ( A), because σ fixed (S ) ⊆ σ ( A) follows by the self duality of the problem.
To prove that σ fixed (V ) ⊆ σ ( A), we first prove that σ fixed (V ) ⊆ σ fixed (V p ) and then we prove
so that it is enough to prove that for all F ∈ F (A,B,E,D z ) (V ) and
We can apply Lemma 6 to the previous subspaces and we find that for all F ∈
Since clearly
so that σ fixed (V ) ⊆ σ fixed (V p ). Now we prove that σ fixed (V p ) ⊆ σ ( A). Using (4) we have for
, and thus it is enough to prove that
In view of Lemma 8, V p is (A, B, E, D z )-output nulling and therefore for all x ∈ V p , we have A F p x ∈ V p and (E + D z F p ) x = 0. Using the closed-loop system equation we have
which can be rewritten, by using the matrix inversion lemma, as
Combining the previous equation with
Using again the matrix inversion lemma we find D z (−F p + D c W C) x + (I − D c D y ) −1 C c p = 0,
Adding and subtracting A x to the left of the latter gives
x p be an eigenvector of A in I associated with the eigenvalue λ and such that x / ∈ R V p 3 , so that p λ
is a basis matrix of V p . In this basis, partitioning A F p and the vector x conformably, the latter becomes
). From the previous results, by defining Λ as the set of eigenvalues of A such that the corresponding 3 Note that since we have V p = p I , then x ∈ V p . Thus, if for every eigenvector x p of A| I we have x ∈ R V p , then R V p = V p , and in this case the claim is obvious because
The following result is a cornerstone of this paper: it shows that the set of matrices K does not depend on the particular pair of subspaces S and V used to solve DDPDOF. . It follows, in particular, that if we choose M to be the same for two different (A, H,C, G y )-self hidden subspaces, then [ C G y ] M is the same, and such is also Ψ in (7) .
We now show that Φ 2 in (7) does not depend on the particular (A, B, E, D (7) does not depend on the self bounded subspace and on the self hidden subspace considered. Let S be (A, H,C, G y )-self hidden satisfying
. The smallest (A, B, E, D z )-self bounded subspace that solves DDPDOF together with the self hidden subspace S is the smallest (A, B, E, D 
Since (37) is a more stringent inclusion than (36), we have V ′ ⊇ T . However, we show that V ′ and T coincide. To this end, it suffices to show that T satisfies (37). The fact that the first inclusion of (37) written for T holds comes directly from (36). To prove that the second inclusion in (37) holds for T , i.e., that S ⊆ T , we use im S 0 ⊆ T ⊕ 0 Z + im B D z , which is a consequence of (36), and rewrite it as S ⊆ T + B ker D z . We know also that S ⊆ V ′ . 
Intersecting these inclusions gives
for some vectors ξ ′ i ; notice that, as already shown, the vectors m i can be chosen to be the same for T and V ′ . Clearly, since V ′ contains T , the equation T ξ i = V ′ ξ ′ i can always be solved in ξ ′ i . We have shown that, given an Thus, u i (and therefore also the matrix R 2Ã M) are the same if M is chosen to be the same.
Finally, consider that (7) parameterizes all possible matrices K independently from the choice of M. This concludes the proof.
We now show how to build a solution triple with a lower number of fixed poles. is a solution triple satisfying
we have by definition of fixed poles
where we have used Lemma 5, and the fact that
Therefore,
The previous lemma (see also [4, Lemma 4] ) says that for every input containing between V m ∩ S M and S M , the triple (S , S + V m ; K) is a solution triple with the same fixed poles. This gives rise to a family of solution triples with the same fixed poles σ * :
The following is the dual of the latter. The previous lemma says that for every output nulling subspace between V m and S M + V m , the triple (V ∩ S M , V ; K) is a solution triple with the same fixed poles. This gives rise to a family of solution triples with the same fixed poles σ * :
Clearly, this set of solutions is exactly the same that was obtained before. We now eliminate the assumption of observability of the pair Proof:
When we drop the observability assumption, it is no longer true that all the pairs in (44) have the same number of fixed poles: the "smallest" one, i.e., σ fixed (V m ∩ S M , V m ), minimizes the number of fixed poles, and the "larger" the pair in the list, the greater the number of elements in σ fixed . We now drop the reachability assumption. Proof:
When we drop the reachability assumption, it is no longer true that all the pairs in (45) have the same number of fixed poles: the "largest" one, i.e., σ fixed (S M , S M + V m ), minimizes the number of fixed poles, and the "smallest" the pair in the list, the greater the number of σ fixed .
Remark 1:
A key contribution of this paper is to show that the well-posedness condition is decoupled from the problem of the fixed poles. This is a direct consequence of Theorem 3. In fact, if DDPDOF is solvable, the set K of matrices such (S , V ; K) is a solution triple, where S is (A, H,C, G y )-self hidden and V is (A, B, E, D z )-self bounded, coincides with set K ⋆ of matrices such that
Indeed, from the minimality of S ⋆ (A,H,C,G y ) and the maximality of V ⋆ (A,B,E,D z ) we have K ⊆ K ⋆ (see [9] ). On the other hand, from the solvability of the problem, for all
is also a solution triple, so that K ⋆ ⊆ K which 
and σ ⋆ ⊆ σ ( A) for every controller that solves DDPDOF.
Thus, ℵ is non-empty, and if ℵ admits minimum, the last claim is proved. Now, we show that ℵ has a minimal element, and it is exactly σ ⋆ . Since either σ fixed (S M ,
if the pair Finally, we address the case where we allow (A, [ B H ]) to be non-reachable and C E , A to be non-observable. In this case, we can only establish upper and lower bounds for the set of fixed poles, which might no longer admit a minimum. (6) and (7) in [9] . Theorem 3 ensures that the same matrices K solve the problem with V m and V m ∩ S M ; thus we take the same K as in the previous case (the closed-loop spectrum does not depend on K). Solving the problem using the compensator built from these subspaces leads to a closed-loop spectrum in the form {−1} ∪ σ free , where σ free is completely assignable with a suitable choice of the matrices F and G. For example F = The following three results are a generalization of the last three: they are concerned with a geometric condition in the form im 
