We consider left-invariant optimal control problems on connected Lie groups. We describe the symmetries of the exponential map that are induced by the symmetries of the vertical part of the Hamiltonian system of the Pontryagin maximum principle. These symmetries play a key role in investigation of optimality of extremal trajectories. For connected Lie groups such that the generic coadjoint orbit has codimension not more than 1 and a connected stabilizer we introduce a general construction for such symmetries of the exponential map.
Introduction
Geometric control theory (see, for example, [1] ) deals with left-invariant optimal control problems on a Lie group G. Consider a family of left-invariant vector fields F u that depend analytically on u ∈ U ⊂ R n . Consider also a left-invariant analytic function ϕ : G × U → R, a point q 1 ∈ G, and a fixed time t 1 > 0. The problem is to find a control u ∈ L ∞ ([0, t 1 ], U) and a Lipschitz curve q u : [0, t 1 ] → G such that t 1 0 ϕ(q u (t), u(t))dt → min,q u (t) = F u(t) (q u (t)), q u (0) = id, q u (t 1 ) = q 1 ∈ G.
(1.1)
Consider functions h u on the cotangent bundle T * G that depend on parameter u ∈ U :
h u (λ) = λ(F u (π(λ))) − ϕ(π(λ), u), λ∈ T * G, 570 A. V. Podobryaev where π : T * G → G is the natural projection. Assume that for all λ ∈ T * G the quadratic form ∂ 2 ∂u 2 h u (λ) is negative definite and the function u → h u (λ) has maximum. Then via the Pontryagin maximum principle [1, 2] we obtain a Hamiltonian differential equation on the cotangent bundle T * G, such that its phase curves project to optimal trajectories on the group G:
where H(λ) = max u∈U h u (λ) is the analytic maximized Hamiltonian of the Pontryagin maximum principle, H is the corresponding analytic Hamiltonian vector field. The curve λ(t) is called a normal extremal. Next we will consider only such extremals. The curve q u (t) is called a normal extremal trajectory.
If we have an explicit solution of the differential equation (1.2), then we have a parametrization of extremal trajectories. After that it remains to study the optimality of extremal trajectories.
Definition 1.
A Maxwell point for an optimal control problem (1.1) is a point where two distinct extremal trajectories meet one another with the same value of the cost functional and time. This time is called Maxwell time.
It is well known (see, for example, [12] ) that an extremal trajectory cannot be optimal after a Maxwell point. That is why the description of Maxwell points plays an important role in investigating the optimality of extremal trajectories. In particular, the first Maxwell time is an upper bound for the time of loss of optimality (the cut time).
A natural reason of the appearance of Maxwell points is the symmetry of extremal trajectories. Let us give definitions. Definition 2. The exponential map of problem (1.1) is the map
where g is the Lie algebra of the Lie group G, and e t H is the flow of the Hamiltonian vector field H.
Definition 3.
A symmetry of the exponential map is a pair of diffeomorphisms
Consider the trivialization of the cotangent bundle via left shifts:
where L g : G → G is the left shift by the element g ∈ G.
The Hamiltonian H is left-invariant, so we assume that H ∈ C ∞ (g * ). A Hamiltonian vector field is a sum of horizontal and vertical parts [1] :
where d p H ∈ T * p g * g is the differential of H at a point p.
The Hamiltonian systemλ = H(λ) is triangular (its vertical part is independent of state variables). So, one can naturally consider symmetries of the exponential map induced by symmetries of the vertical part of the Hamiltonian system (for a complete statement, see the theorem below).
The plan of investigation of the optimality of extremal trajectories reads as follows. 1. Parametrization of extremal trajectories. 2. Description of symmetries of the vertical part of the Hamiltonian system. Extension of these symmetries to symmetries of the exponential map. 3. Search for Maxwell points that correspond to symmetries. Search for the first Maxwell time as a function t max : g * → R + ∪ {+∞}. 4. Estimation of the first conjugate time, i.e., the function t conj : g * → R + ∪ {+∞} such that a pair (p, t conj (p)) is a critical point of the exponential map. 5. Verification of the condition t max (p) t conj (p) for almost all p ∈ g * . 6. Application of the Hadamard theorem on global diffeomorphism [3] to the map
where M is the closure of the Maxwell set.(A smooth nondegenerate proper map of connected and simply connected manifolds of equal dimensions is a diffeomorphism.)
We need items 4 and 5 to verify the nondegeneracy condition of the Hadamard theorem. If the implementation of all these steps is complete, than the first Maxwell time is actually the cut time.
Notice that the implementation of this program is not guaranteed. For example, the symmetries of the vertical part of the Hamiltonian system may not produce a complete description of the Maxwell set. Such a situation appears in the Euler elasticae problem [4, 5] . However, this method works in several sub-Riemannian [6] and Riemannian problems (see references below):
1. Sub-Riemannian problem on Heisenberg type group (C. Autenried, M. Godoy Molina [7] ). 2. Free nilpotent sub-Riemannian problem with growth vector (3, 6) (O. Myasnichenko [8] and independently A. Montanari and D. Morbidelli [9] , also some results in the general case of free step two Carnot group achieved by L. Rizzi and U. Serres [10] ). 3. Generalized Dido problem (Yu. L. Sachkov [11] [12] [13] [27, 28] ). 9. The problem of a rolling sphere on the plane without twisting and slipping (Yu. L. Sachkov [29] ).
In the problems listed above an extension of symmetries of the vertical subsystem to symmetries of the exponential map was constructed by explicit formulas for the map Exp (i.e., an explicit parametrization of extremal trajectories) or by an explicit form of the Hamiltonian system. The existence of such an extension was not guaranteed a priori.
In Section 2 we introduce conditions for existence of the extension of symmetries of the vertical subsystem to symmetries of the exponential map. Also, there is a general construction of such symmetries and some corollaries. In Section 3 we give a brief description of the proof.
The main result
Theorem. Let G be a connected Lie group, such that the generic stabilizer of the coadjoint action is connected and has dimension not more than 1. Assume that H : T * G → R is a leftinvariant Hamiltonian, and an operator σ * : g * → g * is such that σ * preserves the Hamiltonian H and one of the following two conditions holds: Everywhere below we consider symmetries (s, S −1 ) of the exponential map such that σ satisfies the hypotheses of Theorem 2. We call σ * the symmetry of the vertical part of the Hamiltonian vector field. 
respectively.
Remark 3. It follows directly from Theorem 2 that the Maxwell set in the image of the exponential map M σ * is a subset of the set of fixed points G S of the mapping S. Let F σ * (g) = 0 be an equation of G S , where F σ * : G → R k , for some k. This allows us to determine the Maxwell time t σ * max : g * → R + ∪ {+∞}, corresponding to the symmetry σ * , by the implicit function F σ * (Exp (p, t σ * max (p))) = 0.
To find the set of the first Maxwell points corresponding to symmetries we need to investigate these implicit functions for different symmetries to find the first Maxwell time.
Corollary 1. Assume that there are two left-invariant optimal control problems on a Lie group and a symmetry of the vertical parts of both Hamiltonian vector fields. If two extremal trajectories corresponding to these problems meet one another, then the symmetric trajectories meet one another as well with the same values of time and cost functional. Proof. Corollary 1 immediately follows from Theorem 2. The vertical part of the Hamiltonian vector field is trivial for the Riemannian problem for the Killing metric (see, for example, [1] ). Thus, any symmetry of the vertical part of the Hamiltonian system for the optimal control problem is a symmetry of the vertical part of the Hamiltonian vector field for the Riemannian problem for the Killing metric. Corollary 2 follows from Corollary 1. 
Brief description of the proof of the theorem
Define the diffeomorphism S * : T * G → T * G as follows:
By definition we have
Moreover, S * is a symplectomorphism of the canonical symplectic structure ω on T * G and
. Next we find out how the diffeomorphism S * acts on the Hamiltonian H. It is easy to see that if σ is an automorphism of the Lie algebra g and σ * preserves the left-invariant Hamiltonian H, then H • S * = H.
As a consequence in case (a) we obtain e t H • S * = S * • e t H . From equalities (3.1) it follows that Exp •s = S −1 • Exp. So, the pair (s, S −1 ) is a symmetry of exponential map in case (a).
Consider now case (b). If σ is an antiautomorphism of the Lie algebra g and σ * preserves the left-invariant Hamiltonian H, then the function H R = H •S * is right-invariant. The corresponding Hamiltonian vector field H R is right-invariant and its vertical part in the right trivialization of the cotangent bundle is equal to − H vert .
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Next we use the following notation. For p ∈ g * denote by G p = {g ∈ G | (Ad * g)p = p} the stabilizer of the covector p with respect to the coadjoint action. Let g p be the Lie algebra of the stabilizer G p .
Lemma. Assume that p 0 ∈ g * is such that the stabilizer G p 0 is connected, dim G p 0 1 and p 0 (g p 0 ) = 0. Then e t H R • e t Hvert p 0 = e t H p 0 for all t ∈ R + .
The idea of the proof is to consider the momentum maps of left-and right-actions of the group G on the cotangent bundle T * G. These momentum maps are principal G p 0 -bundles over the coadjoint orbit (Ad * G)p 0 . The fibers of these bundles are one-dimensional (due to the assumption of the lemma).
This allows us to introduce principal connections on these bundles. Those principal connections are produced by canonical Liouville one-form on the cotangent bundle.
Next, we compute the horizontal and vertical components (with respect to the principal connections) of the flows of Hamiltonian vector fields H and H R and obtain the statement of the lemma.
Finally, notice that {p ∈ g * | p(g p ) = 0} is an open dense subset in g * . Consider the open dense subset W = {p ∈ g * | codim(Ad * G)p = 1, p(g p ) = 0} ⊂ g * . Define symmetry s on this subset in the preimage of exponential map. We have e t H (p) = e t H R • e t Hvert (p) for p ∈ W. It follows that this is equal to (S * ) −1 • e t H • S * • e t Hvert , and we obtain e t H • S * • e t Hvert (p) = = S * • e t H (p) for p ∈ W. Now the theorem follows from (3.1).
