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We consider a two-dimensional Lorentz gas with infinite horizon. This paradigmatic model con-
sists of pointlike particles undergoing elastic collisions with fixed scatterers arranged on a periodic
lattice. It was rigorously shown that when t → ∞, the distribution of particles is Gaussian. How-
ever, the convergence to this limit is ultraslow, hence it is practically unattainable. Here we obtain
an analytical solution for the Lorentz gas’ kinetics on physically relevant timescales, and find that
the density in its far tails decays as a universal power law of exponent −3. We also show that the
arrangement of scatterers is imprinted in the shape of the distribution.
The Lorentz gas (LG) is a classical model of trans-
port [1, 2], in which a pointlike particle moves at a con-
stant speed, while undergoing elastic collisions with fixed
scatterers [1–17]. When the free paths in this model
are unbounded, it is termed the infinite-horizon LG (see
Ref. [18] for a review). Originally suggested as a descrip-
tion for the movement of electrons through a conduc-
tor, it is one of the first deterministic models to show
a superdiffusive behavior, and as such it plays an im-
portant role in studying diffusion phenomena. Beautiful
properties of the transport and ergodicity of the infinite-
horizon LG were thoroughly investigated by mathemati-
cians. For the two-dimensional case, Bleher [19] showed
that limt→∞[r(t)−r(0)]/
√
t ln(t) is a Gaussian variable,
where r(t) is the particle’s position at time t. How-
ever, this limit theorem hides the physically observable
nature of the process [19, 20], as it is valid only when
ln[ln(N)]/ ln(N) =   1, where N is the number of
collisions. Thus, even if N is very large, this condition
cannot be satisfied (e.g.,  = 0.01 ⇒ N ≈ 10281). In
addition, as noted by Dettmann [18], the variance of this
Gaussian limiting law is half of the mean-square displace-
ment, which suggests that the far tails of the expanding
packet deviate from a Gaussian.
In this Rapid Communication, we present a theory
which captures the kinetics of the packet’s density on
physically attainable time scales and describes correctly
its tails. By employing the Le´vy walk (LW) formalism,
we go beyond the Gaussian description and use what we
call a Lambert scaling approach, which converges already
when N ∼ 104. We show that in the far tail, the den-
sity decays as a universal power law, which is valid for
transport models with an infinite horizon. Without loss
of generality, we focus on circular scatterers of radius
1/
√
8 < R < 1/2 which are placed on an infinite square
lattice of constant a = 1 [see Fig. 1(a)]. We illustrate our
analytical findings with numerical simulations.
Fat-tailed traveling times. In an infinite horizon LG,
a particle’s trajectory exhibits intermittency. Namely,
the particle undergoes epochs of diffusivelike behavior
with many random reorientations, after which it follows
an almost ballistic path within the endless corridors [see
Fig. 1(b)]. This behavior leads to long travel times {τn}
between collision events, for which the probability den-
sity function (PDF) of τ follows a fat-tailed law [21, 22],
such that its variance diverges just marginally,
lim
τ→∞ τ
3ψ(τ) = τ20 . (1)
Importantly, Eq. (1) is valid for spatial dimensions d < 6
[18]. The displacement of the particle is r(t) − r(0) =∑N
n=1 vn−1τn+vNτ
∗. Here, N is the random number of
collisions until time t, τn is the walking time of the nth
travel epoch, vn with n ≥ 1 is the velocity just after the
nth collision, v0 and r(0) are the initial velocity and dis-
placement which are both randomly chosen, and the last
traveling event is of duration τ∗ = t−∑Nn=1 τn. During
this process the particle’s speed is fixed due to the colli-
sions’ elasticity, and we choose V = |vn| = 1. Our key
assumption is that the LG model, being a chaotic system,
can be described as a renewal process. This means we
assume no correlation between two adjacent velocities.
Using the renewal assumption, we apply the LW ap-
proach [23–25] to the LG model. We define a process
where the flight times {τn} are independent identically
distributed random variables drawn from the fat-tailed
PDF, Eq. (1). Similarly, the velocities vn after each col-
lision are drawn from a PDF we denote F (v). A simple
geometrical calculation shows that for the chosen range
of radii, one has a couple of perpendicular open horizons
stretching to infinity, creating a crosslike density profile
(see Fig. 2). Decreasing the radius opens more horizons
and results in more complex shapes (for example, when
1/
√
12 < R < 1/
√
8, one finds that infinite corridors
transport particles via the main diagonals as well [18, 20],
yielding a Union Jack flag geometry). Out of this consid-
eration, we use a velocity PDF which is aligned along the
lattice’s axes, and since the speed is set to one, we have
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2FIG. 1. (a) In the two-dimensional Lorentz gas, a particle is moving with a constant speed, elastically colliding with circular
scatterers residing on a square lattice. (b) Due to the infinite corridors, the particles exhibit long flights along the axes.
(c) These power-law distributed times of travel are responsible to the power-law decay of their respective probability density
function, Eq. (1), resulting in a cumulative distribution function (CDF) of the form CDF(τ) =
∫ τ
0
dτ ′ψ(τ ′) ' 1− τ20 /τ2 (solid
line). The stairlike structure of the CDF (circles) originates from the discrete nature of the lattice of scatterers. We used
R = 0.4 as the radius of the scatterers, with lattice constant of a = 1. The speed V was chosen to be one.
F (v) = {[δ(vx − 1) + δ(vx + 1)]δ(vy) + δ(vx)[δ(vy − 1) +
δ(vy + 1)]}/4. The renewal assumption basically identi-
fies the flight times’ PDF of the LW approach with that
of the LG model, and we obtain the latter.
Therefore, we devise a method to calculate the cumu-
lative distribution function (CDF) of the walking times
of the LG, CDF(τ) =
∫ τ
0
dτ ′ψ(τ ′), which was previously
studied in the limit R/a→ 0 [26]. The CDF is obtained
from geometrical considerations and the ergodic property
of the underlying process. Starting from a given scatter-
ing event, we calculate the distance to the next scatterer,
and since the particles travel with unit speed this is also
the time elapsed until the next collision. This time dura-
tion is controlled by two parameters, the angle of travel-
ing direction and the initial impact parameter, which are
defined in the Supplemental Material (SM) [27]. The er-
godicity of the dynamics implies that the distributions of
these parameters are both uniform [28]. We then average
over all possible time durations with respect to the afore-
mentioned parameters, thus finding an analytical expres-
sion for the traveling times’ CDF. This function, which
is a key ingredient for the theory presented below, ex-
hibits rich behaviors, for example, oscillations due to the
discrete nature of the scatterers’ lattice arrangement [see
Fig 1(c)]. Asymptotically, we get the known long-time
limit law of ψ(τ) ∝ τ−3, for which the original proof is
valid in the limit R→ a/2 [21], when the oscillations are
damped out.
The solution. Let P (r, t) be the density of particles, all
starting at r(0) = 0, and denote Π(k, u) as its Fourier-
Laplace transform, {r → k, t → u}. An exact solution
for Π(k, u) is given by the familiar Montroll-Weiss equa-
tion [24]
Π (k, u) =
〈
1− ψˆ (u− ik · v)
u− ik · v
〉
1
1−
〈
ψˆ (u− ik · v)
〉 ,
(2)
where ψˆ(u) is the Laplace transform of ψ(τ), and the
〈· · · 〉 above denotes an average with respect to the veloc-
ity’s PDF F (v). To invert this equation in the long-time
limit [29], we consider the small u behavior of ψˆ(u), de-
rived in the SM [27],
ψˆ(u) ' 1− 〈τ〉u− 1
2
(τ0u)
2
ln (Cψτ0u) + o
(
u2
)
. (3)
The first term is the normalization, 〈τ〉 is the mean time
between collisions, and the last term is related to the
power-law tail of ψ(τ), with Cψ being
Cψ = exp
{
γ − 3
2
−
∫ τ0
0
dτ ψ(τ)
(
τ
τ0
)2
(4)
−
∫ ∞
τ0
dτ
[
ψ(τ)
(
τ
τ0
)2
− 1
τ
]}
,
where γ ≈ 0.5772 is Euler’s constant. Importantly, we
obtain the parameters 〈τ〉, τ0, and Cψ out of the geomet-
rical theory of CDF(τ). The packet of spreading particles
in the long-time limit is found with an asymptotic small
{k, u} expansion of Eq. (2), performed in the SM [27],
P (r, t) ' 1
piξ2(t)
exp
[
− r
2
ξ2(t)
]1 + 1Ω(t)
2∑
j=1
{[
2− γ − ln (4)
][
1
2
− r
2
j
ξ2(t)
]
− 1
2
M(1,0,0)
[
−1; 1
2
;
r2j
ξ2(t)
]} , (5)
3FIG. 2. The probability density functions of a numerical simulation of the Lorentz gas with two open horizons (a) and the Le´vy
walk (LW) theory (b) for duration t = 104. The non-Gaussian crosslike shape clearly illustrates the sensitivity of the spreading
density to the underlying structure of the square lattice of scatterers. The LW approximation Eq. (5) is in agreement with the
simulation without any fitting. Further details can be found in the Supplemental Material [27].
where
ξ(t) = Ξ
√
t
2T
Ω(t), Ξ ≡ 2Cψτ0V,
Ω(t) =
∣∣∣∣W−1(−2Tt
)∣∣∣∣ , T ≡ 4C2ψ 〈τ〉 , (6)
with r = (r1, r2) = (x, y), and, as mentioned, V =
1. Here, M(· · · ) is Kummer’s confluent hypergeomet-
ric function [30], and the superscript over M denotes the
derivative with respect to its first argument. W−1(η) is
the secondary branch of the Lambert W function [30],
defined for η ∈ [−1/e, 0) by the identity W−1(η) =
ln[η/W−1(η)], which has the following expansion as η →
0−,
|W−1(η)| = L1 + L2 + L2
L1
+ O
(
L22
L21
)
, (7)
where L1 = ln(1/|η|) and L2 = ln[ln(1/|η|)]. As shown
in Figs. 2 and 3, the solution Eq. (5) perfectly matches
the simulations without any fitting, and it nicely cap-
tures the three main features of our analysis: (I) The
underlying symmetry of the scatterers is reflected in the
crosslike shape of the packet of particles, (II) the long-
standing problem of the ultraslow convergence is solved
(see below), and (III) a power-law decay of the distribu-
tion along the open horizons.
By virtue of Eqs. (6) and (7), we have Ω(t) ' ln(t)
when t → ∞, and thus the displacement |r| scales as√
t ln(t), as was shown in Ref. [19]. However, consider-
ing the correction to this leading order, L2 in Eq. (7),
we see that one needs to demand that ln(t)  ln[ln(t)],
and as such the convergence to this mathematical limit
is ultraslow. The Lambert scaling approach resolves this
problem for any reasonably large t, namely, time for
which Ω(t)  1, by compactly enclosing all of the t-
dependent logarithmic behaviors into a single function,
i.e., the Lambert W function. This also means that our
theory can be regarded as a series expansion in powers of
a single large parameter Ω(t), in contrast with a nested
variety of logarithmic expressions which one would re-
ceive by using the standard t ln(t) scaling in a pertur-
bative expansion, as Eq. (7) suggests. The Lambert W
function provides a more accurate scaling for the Gaus-
sian limiting form found by Bleher using the t ln(t) scal-
ing (see the inset of Fig. 3). In addition, the Kummer
function’s term in Eq. (5) yields for large rj the power-
law behavior P (r, t) ∝ |rj |−3. These non-Gaussian tails
which decay with an exponent −3 are clearly related to
the fat tail of the flight times PDF ψ(τ) ∝ τ−3. It follows
that the Lambert scaling and Kummer correction found
here are a required necessity for a numerical analysis, as
seen in Fig. 3. Equation (5) represents the packet’s PDF
very well, and as such one can disregard its correction
∼ O[1/Ω2(t)].
Our solution Eq. (5) contains three parameters, i.e.,
〈τ〉, τ0, and Cψ, all of which we are able to extract
out of our geometrical theory for the CDF of the flight
times [Fig. 1(c)], as mentioned (see SM [27]). Further-
more, using our solution we are able to find a closed-
form expression for τ0, given previous rigorous results
for 〈τ〉: Considering extremely-long-time durations for
Eqs. (5) and (6), namely, t for which Ω(t) ' ln(t),
yields a Gaussian profile with a variance of σ2t ln(t),
where σ2 = Ξ2/2T = τ20 /2〈τ〉. In Ref. [19], it was
rigorously proven that for t → ∞ the random variable
4FIG. 3. Cross sections of the Lorentz gas’ probability density function (PDF) and the PDF given by Eq. (5) for t = 104. The
theory matches the simulation perfectly, both in the direction of an infinite corridor parallel to the horizontal symmetry axis
(a), y = 0, as well as in the direction of the main diagonal (b), y = x. The dotted green line represents Bleher’s limiting law
which is valid at t → ∞. For (a), a linear-scaled center part is given in the inset. As this is the infinite-horizon direction, we
see a power-law decay. This is in contrast with (b), where we see a fast decay with x, more similar to a Gaussian, due to the
diagonal being blocked by scattering centers. The deviation in the last two data points of (b) originates from the finite number
of sampled trajectories ≈ 109. Further details can be found in the Supplemental Material [27].
[r(t)−r(0)]/√t ln(t) converges in distribution to a Gaus-
sian variable with a zero mean and a variance σ which is
given by the scatterers’ radius as
σ2 =
2(1− 2R)2
pi(1− piR2) , (8)
while for the mean time between collisions one has [18]
〈τ〉 = 1− piR
2
2R
. (9)
Thus, using the above, we find for τ0,
τ0 =
√
2〈τ〉σ2 =
√
2
piR
(1− 2R) , (10)
with an agreement to its leading behavior found in
Ref. [21]. Comparing Eq. (10) with the values obtained
via our geometrically calculated ψ(τ) gives a good agree-
ment for radii in the range (1/
√
8, 1/2). Hence, the only
parameter which requires the computation of ψ(τ) is Cψ,
and the tail of ψ(τ) Eq. (1) is found in closed form.
Discussion and summary. In Ref. [18], an interest-
ing doubling effect was pointed out. While for familiar
diffusion processes, e.g., Brownian motion, the Gaussian
packet’s variance is equal to the mean-square displace-
ment (MSD), in this case there exists a factor of 2 be-
tween them. It arises from the fat-tail behavior of the
packet of particles, as the MSD has two contributing el-
ements, the far tail ∼ |r|−3 found here and the Gaussian
bulk. As only half of the MSD can be explained using
the Gaussian approximation, one needs to go beyond it.
In this sense, the power-law tail is needed for a correct
description of the MSD, which is the standard quantifier
of diffusive processes. Calculation of the MSD demands
the introduction of a far-tail cutoff, namely the density is
zero beyond |r| = t (see Figs. 2 and 3). In order to receive
a full description of the problem, one must construct a
theory moving from that end point |r| = t inward, e.g.,
to introduce the infinite covariant density [31].
Our theory provides a description for the dynamics of
the two-dimensional infinite-horizon LG based on the LW
approach. With a correct choice of F (v) and an appro-
priate calculation of ψ(τ), this theory can be extended to
arbitrary lattice geometries, as well for other models and
systems which exhibit similar features to the infinite hori-
zon LG model [32–36]. Importantly, since the power-law
behavior Eq. (1) is valid for any spatial dimension d < 6
of the LG, so do our findings. While for the intermediate
times we found smooth behavior of the particle’s PDF,
for short enough times one finds oscillations in P (r, t)
(see Fig. 1 of Ref. [18]). These clearly originate from the
stairlike structure of CDF(τ) [see Fig. 1(c)].
Finally, we have carried out numerical simulations of a
one-dimensional chain of stadium billiards [7]. We found
that the PDF produced by this model perfectly fits a one-
dimensional variant of Eq. (5). This is further evidence
that our findings are universal and irrespective of the
system’s spatial dimension, assuming the infinite horizon
and chaotic (renewal) conditions are met.
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5SUPPLEMENTAL MATERIAL
Calculation of the distribution of traveling times ψ(τ)
We begin by defining a two-dimensional square lattice of constant a = 1 occupied with circular scatterers of radius
R, such that the center of each circle is located on a grid point. We focus on the origin, and assume that the particle
has just collided with the (0, 0) scatterer. We define the collision’s impact parameter and recoil direction as b and
β respectively, see Fig. SM1. We now denote as τ∗(β, b, R) the time duration until the following collision, and since
V = 1 it is also the distance traveled till the next scatterer. One can then write the probability density function
(PDF) ψ(τ) as:
ψ(τ,R) =
∫ 2pi
0
dβ
2pi
∫ R
−R
db
2R
δ
[
τ − τ∗(β, b, R)
]
, (SM1)
where the factors of 1/2pi × 1/2R are the distributions of β and b, which are both uniform due to ergodicity [28].
However, it is more convenient to consider each scatterer’s contribution separately. Given β and b for which the
particle’s path ends in a specific scatterer (n,m), we find the distance traveled till that scatterer:
τ∗n,m(β, b, R) = n cos(β) +m sin(β)−
√
R2 − b2 −
√
R2 − [m cos(β)− n sin(β)− b]2. (SM2)
Here the integers n and m are the lattice coordinates of the scatterer. Eq. (SM1) then becomes:
ψ(τ,R) =
∑
n,m
∫ βmaxn,m(R)
βminn,m(R)
dβ
2pi
∫ bmaxn,m(β,R)
bminn,m(β,R)
db
2R
δ
[
τ − τ∗n,m(β, b, R)
]
, (SM3)
where the summation is carried over all integers besides the pair (0, 0), and the integration boundaries will be defined
in a few steps. Assuming that 1/
√
8 < R < 1/2, one has a single pair of infinite corridors, which allows us to
break the problem into three parts using symmetry considerations. The first part is the four nearest neighbors’
contributions, namely the scatterers (1, 0), (0, 1), (−1, 0) and (0,−1). The second part is the four next to nearest
neighbors’ contributions, i.e. the circles (1, 1), (−1, 1), (1,−1) and (−1,−1). The third part consists out of the
distant neighbors, which are the (1,m > 2) set of scatterers, and its eight counterparts: (−1,m > 2), (1,m < −2),
(−1,m < −2), (n > 2, 1), (n > 2,−1), (n < −1, 1) and (n < −1,−1). Notice that the third part contains twice
as elements with respect to each of the first/second parts. Therefore, the integration boundaries of β for the first
two parts are defined as half of their maximal value, which is possible due to symmetry, such that this factor of 2
vanishes. We do the same for all of b’s boundaries, as the resulted expressions are somewhat simpler in this way.
Thus, Eq. (SM3) changes to:
ψ(τ,R) = 16
∞∑
n=0
∫ βmaxn,1 (R)
βminn,1 (R)
dβ
2pi
∫ bmaxn,1 (β,R)
bminn,1 (β,R)
db
2R
δ
[
τ − τ∗n,1(β, b, R)
]
. (SM4)
To obtain expressions for the boundaries of β, we divide them into two contributions: βcenn,1 (R) which arises from the
general direction of the (n, 1) scatterer, which is defined by its center, and βdifn,1(R), which arises from the scatterer’s
boundaries. We now split the β domain of integration into two parts, as we need to take into consideration a shadowing
effect, in which certain scatterers block the particle’s path from reaching the destination scatterer. We denote the
border between these parts as βturnn,1 (R). Calculating the boundaries of b for each of the β domains, we find:
bminn,1 (R) =
{
cos(β)− n sin(β)−R βminn,1 (R) < β < βturnn,1 (R)
R− sin(β) βturnn,1 (R) < β < βmaxn,1 (R)
, bmaxn,1 (R) =
1
2
[
cos(β)− n sin(β)
]
, (SM5)
and:
βminn,1 (R) = β
cen
n,1 (R)− βdifn,1(R), βmaxn,1 (R) =

pi
2
n = 0
pi
4
n = 1
βminn−2,1(R) n > 1
, (SM6)
6where:
βcenn,1 (R) =

pi
2
n = 0
tan−1
(
1
n
)
n > 0
, βdifn,1(R) = sin
−1
(
2R
n2 + 1
)
, βturnn,1 (R) =

pi
2
n = 0
βminn−1,1(R) n > 0
. (SM7)
Basically, one can now calculate ψ(τ) using a computational program like Mathematica and extract the needed
constants out of it.
However, specifically for the constants 〈τ〉, τ0, and Cψ, one can use a simpler tactic. To calculate the mean time
between collisions, we simply plug Eq. (SM4) into the definition of 〈τ〉. The Dirac delta function is then replaced
with τ∗n,m(β, b, R), and to achieve the designated precision one can simply truncate the sum at a large enough M . For
M = 500 we obtained 〈τ〉 ≈ 0.62153, with a relative error of 0.025% to the analytical result Eq. (9). The constant τ0,
which is defined as limτ→∞ τ3ψ(τ) = τ20 can be dealt with in a similar way. It follows out of L’Hospital’s rule that:
τ20 = lim
T→∞
1
T
∫ T
0
dτ τ3 ψ(τ). (SM8)
Plugging Eq. (SM4) into Eq. (SM8) and performing the integral over τ , the Dirac delta function becomes a Heaviside
step function. This in turn truncates the sum in Eq. (SM4) at a certain M . It is easy to show that τ∗M,1(β, b, R) 'M
for large integer M . Thus, we change T →M , obtaining:
τ20 = lim
M→∞
16
M
M∑
n=0
∫ βmaxn,1 (R)
βminn,1 (R)
dβ
2pi
∫ φmaxn,1 (β,R)
bminn,1 (β,R)
dφ
2R
τ∗3n,1(β, b, R). (SM9)
Eq. (SM9) converges rather slowly. Since its summands are all positive, it can be changed into:
τ20 = lim
M→∞
16
∫ βmaxM,1 (R)
βminM,1(R)
dβ
2pi
∫ φmaxM,1(β,R)
bminM,1(β,R)
dφ
2R
τ∗3M,1(β, b, R). (SM10)
For M = 5000, we obtained τ0 ≈ 0.25238, with a relative error of 0.028% to our analytical result Eq. (10). Finally,
for Cψ we obtain the following formula out of Eq. (4):
Cψ = lim
T→∞
exp
[
γ − 3
2
−
∫ T
0
dτ ψ(τ)
(
τ
τ0
)2
+ ln
(
τ
τ0
)]
. (SM11)
Combining it with Eq. (SM4) yields:
Cψ = lim
M→∞
exp
[
γ − 3
2
+ ln
(
M
τ0
)
− 16
M∑
n=0
∫ βmaxn,1 (R)
βminn,1 (R)
dβ
2pi
∫ φmaxn,1 (β,R)
bminn,1 (β,R)
dφ
2R
τ∗2n,1(β, b, R)
τ20
]
, (SM12)
and we receive for M = 5000 the value Cψ ≈ 4.4816 · 10−4.
Leading behavior of ψˆ(u→ 0)
Here we derive Eq. (3), obtaining Eq. (4) during the process. We assume that ψ(τ) behaves asymptotically as
lim
τ→∞ψ(τ)τ
3 = τ20 , τ0 > 0, (SM13)
with its Laplace transform being defined by
ψˆ(u) =
∫ ∞
0
dτ ψ(τ)e−uτ . (SM14)
We will now show that using Eq. (SM13), Eq. (SM14) reduces to Eq. (3) for small u. To do so, we rewrite Eq. (SM14)
as:
ψˆ(u) = 1− u 〈τ〉+
∫ ∞
0
dτ ψ(τ)
[
e−uτ − 1 + uτ
]
. (SM15)
7In order to find the leading behavior of the last term of Eq. (SM15), the following limit is considered:
l1 = lim
u→0
1
u2 ln(u)
∫ ∞
0
dτ ψ(τ)
[
e−uτ − 1 + uτ
]
. (SM16)
Using L’Hospital’s rule three times, followed by a change of variable to η = uτ , Eq. (SM16) takes the form:
l1 = −1
2
lim
u→0
∫ ∞
0
dη ψ
(η
u
)(η
u
)3
e−η. (SM17)
For any finite u, the integrand vanishes for η = 0, as ψ(τ) is normalized. Since a finite set of bounded points does not
contribute to an integral, we may discard this point, such that the integration is carried over the domain (0,∞). This
allows us to employ the dominated convergence theorem, and switch the order of limit and integration in Eq. (SM17).
Together with Eq. (SM13), we have:
l1 = −τ
2
0
2
∫ ∞
0+
dη e−η = −τ
2
0
2
, (SM18)
which shows that the limit l1 = −τ20 /2 is finite, yielding:
ψˆ(u) ' 1− 〈τ〉u+ l1u2 ln(u) +O
(
u2
)
. (SM19)
To complete the derivation, we calculate the next order correction ∼ u2. For that cause, the following limit is
considered:
l2 = lim
u→0
1
u2
{∫ ∞
0
ψ(τ)
[
e−uτ − 1 + u 〈τ〉
]
dτ +
τ20
2
u2 ln(u)
}
. (SM20)
Using L’Hospital’s rule two times, followed by a split of the integral at τ = τ0, Eq. (SM20) becomes:
l2 =
1
2
lim
u→0
∫ τ0
0
dτ ψ(τ)τ2e−uτ +
1
2
lim
u→0
{∫ ∞
τ0
dτψ(τ)τ2e−uτ + τ20
[
ln(u) +
3
2
]}
. (SM21)
The first integral of Eq. (SM21) is carried over a finite region, so one can exchange the order of limit and integration.
Moving to the second integral, we add and subtract the term τ20 /τ
3 from ψ(τ), which yields:
l2 =
1
2
∫ τ0
0
dτ ψ(τ)τ2 +
1
2
lim
u→0
∫ ∞
τ0
dτ
[
ψ(τ)− τ
2
0
τ3
]
τ2e−uτ +
1
2
lim
u→0
{∫ ∞
τ0
dτ
τ20
τ
e−uτ + τ20
[
ln(u) +
3
2
]}
. (SM22)
Note that due to the asymptotics Eq. (SM13), the second integral in Eq. (SM22) converges when u→ 0. Evaluating
the middle row limit and the bottom row integral, we obtain:
l2 =
1
2
∫ τ0
0
dτ ψ(τ)τ2 +
1
2
∫ ∞
τ0
dτ
[
ψ(τ)− τ
2
0
τ3
]
τ2 +
1
2
lim
u→0
τ20
[
Γ (0, τ0u) + ln(u) +
3
2
]
, (SM23)
where Γ(·, ·) is the incomplete Gamma function, which has the small η behavior Γ(0, η) ' − ln(η)−γ+ η. Thus, after
some algebra one finds for the limit l2:
l2 = −τ
2
0
2
ln (Cψτ0) , (SM24)
where the constant Cψ is defined by Eq. (4). Equation (3) then follows from:
ψˆ(u) ' 1− 〈τ〉u+ l1u2 ln(u) + l2u2 + o
(
u2
)
. (SM25)
Approximation of the Le´vy walk model with Lambert scaling
The two-dimensional Le´vy walk model is defined as follows: A random walker is placed at r(0) on time t = 0.
Its movement consists of segments of ballistic motion with constant velocity, separated by collision-like events which
8induce a change in the velocity’s magnitude and/or direction. The process lasts for a predetermined time duration
(the measurement time t). The model employs two PDFs in order to determine the displacement during each of
the ballistic motion epochs. The velocity of each segment is drawn from a PDF F (v), whose moments are all finite,
and is further assumed to be symmetric with respect to each of the components vj , with j = 1, 2, such that its odd
moments vanish. The time duration of each ballistic section is drawn from a PDF ψ(τ). The movement continues
until the allotted measurement time is met, thus the number of collisions N in (0, t) is random. This yields the total
displacement as:
r(t)− r(0) =
N∑
n=1
vn−1τn + vNτ∗, (SM26)
with 0 ≤ τ∗ = t −∑Nn=1 τn. The traveling times and velocities {τn,vn}, for 1 ≤ n ≤ N , are independent identically
distributed random variables, and the initial conditions r(0) and v0 are drawn from equilibrium. Let us denote the
probability to find the walker at a position r on time t as P (r, t). Applying Fourier and Laplace transforms to the
spatial and temporal coordinates of P (r, t) respectively, an exact expression of the probability in Fourier-Laplace
space, denoted Π(k, u), is given by the Montroll-Weiss Eq. (2), where
〈· · · 〉 =
∫ ∞
−∞
d2vF (v) · · · (SM27)
(not to be confused with 〈τ〉, which is simply the mean time between collisions). As mentioned in the main text, in
order to find the density of particles while accounting for the problem’s spatial structure, we take for the Lorentz gas
a “cross” velocity PDF, which represents the underlying square lattice:
F (v) =
1
4
{[
δ (vx − V ) + δ (vx + V )
]
δ (vy) + δ (vx)
[
δ (vy − V ) + δ (vy + V )
]}
, (SM28)
where V > 0 is a constant (in the main text V = 1). This yields for the denominator of Eq. (2):
1−
〈
ψˆ(u− ik · v)
〉
= 1− 1
4
2∑
j=1
[
ψˆ (u− iV kj) + ψˆ (u+ iV kj)
]
. (SM29)
In order to use the asymptotic form Eq. (3), we assume a scaling of u ∼ k2L(|k|), where L(·) is some logarithmic-
behaving function. This suggests that u V |k| when |k| → 0. Using the identity
ln (a± ib) = 1
2
ln
(
a2 + b2
)± i arctan( b
a
)
(SM30)
together with Eq. (3), while neglecting the appropriate terms according to the above scaling assumption, one has
ψˆ (u± iV kj) ' 1− 〈τ〉 (u± iV kj)− 1
4
(τ0V kj)
2
ln
[
(Cψτ0V kj)
2
]
± ipi
4
(τ0V kj)
2
. (SM31)
Plugging this into Eq. (SM29) while discarding irrelevant terms with respect to the above scaling assumption, we get
for the denominator of Eq. (2):
1−
〈
ψˆ(u− ik · v)
〉
' u 〈τ〉 − 1
8
2∑
j=1
(τ0V kj)
2
ln
[
(Cψτ0V kj)
2
]
, (SM32)
while for the numerator we have: 〈
1− ψˆ(u− ik · v)
u− ik · v
〉
' 〈τ〉 . (SM33)
Therefore we find, using Eq. (2):
Π(k, u) '
u− τ20V 2
8 〈τ〉
2∑
j=1
k2j ln
(
C2ψτ
2
0V
2k2j
)−1 . (SM34)
9Returning to the time domain yields for the Fourier transform of P (r, t):
P˜ (k, t) ' exp
t τ20V 2
8 〈τ〉
2∑
j=1
k2j ln
(
C2ψτ
2
0V
2k2j
) . (SM35)
Defining κ = k
√
τ20V
2tΩ(t)/8 〈τ〉, where Ω(t) is a yet unknown scaling function, leads to:
P˜ (κ, t) ' 8 〈τ〉
τ20V
2tΩ(t)
exp

2∑
j=1
κ2j
Ω(t)
ln
[
8C2ψ 〈τ〉
tΩ(t)
κ2j
] . (SM36)
Demanding that ln[tΩ(t)/(8C2ψ〈τ〉)] = Ω(t) yields:
Ω(t) =
∣∣∣∣W−1(−8C2ψ 〈τ〉t
)∣∣∣∣ , (SM37)
thus we obtain the following form for (SM36):
P˜ (κ, t) ' 8 〈τ〉 e
−κ2
τ20V
2tΩ(t)
exp
 2∑
j=1
κ2j
Ω(t)
ln
(
κ2j
) ' 8 〈τ〉 e−κ2
τ20V
2tΩ(t)
1 + 2∑
j=1
κ2j
Ω(t)
ln
(
κ2j
) . (SM38)
The assumption of large t constricts us to large Ω(t), and thus the second exponential term of Eq. (SM38) can be
expanded to sub-leading order. The inverse Fourier transform is:
P (r, t) =
∫
d2κ
(2pi)2
P˜ (κ, t) cos
[
κ · r
τ0V
√
8 〈τ〉
tΩ(t)
]
. (SM39)
Evaluating these integrals, the leading and sub-leading orders of Eq. (SM39) result in Eqs. (5) and (6). The mean
square displacement (MSD) can be calculated from differentiating the Montroll-Weiss Eq. (2). We find that in the
long time limit: 〈
r2(t)
〉 ' τ20V 2 t〈τ〉
[
ln
(
t
Cψτ0
)
− 2 + γ
]
. (SM40)
Using Eq. (6), in the extremely long time limit we have MSD ' 2σ2t ln(t), with σ2 = τ20 /2〈τ〉, and thus the doubling
effect can be seen.
Remarks about figures 2 and 3
In order to plot the simulations’s histogram and the PDF P (r, t) on the same figure, we first notice that Eq. (5) is
analytically integrable, with the following primitive function:
P(r, t) =
∫ y
0
dy′
∫ x
0
dx′P (r′, t) ' (SM41)
1
4
erf
[
x
ξ(t)
]
erf
[
y
ξ(t)
]1 + 1√piΩ(t)
2∑
j=1
rj
ξ(t)
exp
[−r2j/ξ2(t)]
erf [rj/ξ(t)]
{
2− γ − ln(4)−M(1,0,0)
[
0;
3
2
;
r2j
ξ2(t)
]} .
As mentioned in the main text, the simulation which is presented in Figs. 2 and 3 is of duration t = 104, has ≈ 109
sampled trajectories, a billiards radius of R = 0.4, a lattice constant of a = 1, and a speed V = 1. We define the
simulation’s bin indexes as n = int(x/50) and m = int(y/50), where int(η) is the integer part of η. Notice that in this
case the (0, 0) bin has twice the area of an (n > 0, 0) bin and four times the area of an (n > 0,m > 0) bin, therefore
the appropriate histogram values were divided by a relevant factor. We now define the following function, which is
an analytical representation of the numerical histogram:
Pbin(n,m, t) =
∫ 50n+50
50n
dx
∫ 50m+50
50m
dyP (x, y, t) = (SM42)
P(50n+ 50, 50m+ 50, t) + P(50n, 50m, t)− P(50n+ 50, 50m, t)− P(50n, 50m+ 50, t).
10
FIG. SM1. (color online) A sketch demonstrating the parameters which determine the trajectory’s length. For this example
we used n = 1, m = 0, β = pi/6, b = −0.3 and R = 0.4, which correspond to τ∗n,m(β, b, R) ≈ 0.255 (the thick blue line between
the scatterers).
This function provides us with all/half/quarter of the probability to find a particle in the (n > 0,m > 0)/(n >
0, 0)/(0, 0) bins, respectively. Using the values which we obtained for 〈τ〉, τ0 and Cψ, we calculated the values of
Pbin(n,m, t). Figures 2 and 3 then follow from the rescaling P (r, t) = P (x, y, t) ≈ (1/502)Pbin(50n, 50m, t), where for
Fig. 3 we have m = 0 (a) and m = n (b). This rescaling was also performed on the numerical histogram. Finally, the
simulation’s mean time between collisions, 〈τ〉S ≈ 0.6213, was found to be consistent with the analytical expressions.
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