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Application of Artificial Neural Network in Estimation of 
Hydrocyclone Parameters 
H Eren 1, C C Fung 1 and A Gupta2 
ABSTRACT 
The hydrocyclone parameter d50c is estimated by the application of 
Artificial Neural Network (ANN). Results indicate that ANN performs 
equally well as compared to statically derived analytical formulae. 
Results also show that ANN will also be convenient in the on-line control 
of hydrocyclones. 
INTRODUCTION 
Hydrocyclones are used in industry for classification of solids 
suspended in a fluid. In the minerals industry, water is usually 
used as the medium of suspending the solids. Hydrocyclones are 
widely used in closed circuit grinding so that the products from 
the grinding mills were within the predetermined size range. The 
use of hydrocyclone have been extended to coal washeries, 
degriting and de-sliming operations. Hydrocyclones are 
manufactured in different dimensions to suit specific purpose of 
operation. They have no moving parts but during use its 
performance is severely affected due to wear in spigot, vortex 
finder and even inside of the liner. The wear is most pronounced 
in situations where abrasive solids like silica is present in the 
slurry. Such wear can alter the critical dimensions which can 
determine the range and efficiency of operation. 
To control the performance efficiency the tromp curve is used. 
This curve provides the relation between the weight fraction of 
each particle size contained in the underflow (apex) to the particle 
size. It also indicates the particular particle size of which 50 per 
cent is reported to the overflow and underflow streams. This 
cut-off point is designated as d50 size. The steeper the curve the 
more efficient is the classification. The slope of the curve 
between the points d75 and d25 determines the efficiency of 
separation which is usually given by the ratio of the difference of 
d75 and d25 and twice the value of d50. 
Practically however, a fraction of the heavier particles are 
entrained in the overflow stream and it is assumed that this 
fraction is the same as the fraction of water in the underflow. This 
correction of d50 is designated as d50c. 
In a normally operating hydrocyclone, any deviation of the 
d50c value can not be restored without changing the geometry of 
the hydrocyclone. A method of altering some of the most affected 
parameters during operation have been indicated by Gupta and 
Eren (1990). These authors installed appropriate sensors to 
monitor the operating condition of the hydrocyclone. These 
parameters were used in a an on-line computer control system to 
actuate appropriate controllers and servo-mechanisms to reduce 
the difference between the observed d50c and the desired values 
of d50c. 
The mathematical model for determining the d50c and for 
activating the controllers was based on five variables which 
included the slurry characteristics and the cyclone geometry. In 
addition, the temperature of the slurry was also considered. The 
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model was derived using multivariate analysis. The statistical data 
was generated by varying one variable and keeping others 
constant. Similar techniques have been used by Lynch and Rao 
(1975), Plitt (1976), Lynch (1977) and by earlier workers like 
Mizrahi and Cohen (1966). 
In the present paper the data and the mathematical models of 
Plitt (1976), Gupta and Eren (1990) have been re-examined using 
Artificial Neural Network (ANN) technique with the objective of 
examining its possible alternative use for evaluating the d50c 
value of a hydrocyclone classifier. 
In recent years, artificial neural networks (ANN) have been 
applied to many problems. One of the main contributions is in the 
area of pattern recognition. Unlike the traditional methods which 
are based on empirical formulae or statistical techniques, ANN 
are trained with a set of known input and output data. Through an 
iterative learning process, the ANN learns from the given data 
and becomes a model relating the given set of input/output data. 
Once it is trained, the network is capable to produce outputs from 
subsequent inputs. The application of artificial neural network to 
the estimation of hydrocyclone parameters is relatively new. 
Hence, it is the objective of this paper to report the results from 
such application and to comment on the applicability of such 
technique. 
TEST-RIG AND THE DATA 
A Krebs hydrocyclone, Model D6B-12-839, was used in an 
experimental set up to obtain the mathematical model of the 
hydrocyclone is shown in Figure 1. 
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FIG I -Experimental set-up of hydrocyclone. 
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FIG 2 - Instrumentation of hydrocyclone. 
The test-rig had the following features: 
1. Variable apex, hydraulically controlled 
2. Variable vortex height, pneumatically controlled 
3. Variable input slurry and volume rate of flow; regulated by 
an induction motor driving a Warman pump with the help of 
a Hitachi model HFC-VWM HP frequency controller. 
4. Overflow pipe was U-shaped to monitor the overflow 
flowrate and slurry density by a "{-Ray density gauge. 
The complete instrumentation is illustrated in Figure 2. The 
following parameters were monitored continuously: 
1. 
2. 
Inlet and overflow flowrates using flow-meters 
Inlet and overflow densities of slurries using "{-Ray density 
gauges 
3. Differential pressure across inlet and outlet streams. 
The slurry, mixed in a 500 litre reservoir, made from -212 mesh 
ground silica particles was circulated through the cyclone. 
Representative overflow and underflow samples of the slurry 
were taken simultaneously for over a fixed time. The samples 
were then dried and analysed by the conventional method of 
classification using sieves. 
Over 200 test runs were conducted to determine the d50 and 
d50c by varying parameters in a controlled and sequential 
manner. The control parameters were: the input flow rate, input 
density, vortex finder height, spigot opening and the temperature 
of the slurry. The desired settings of d50 and d50c were obtained 
using a computer control algorithm by adjusting the above 
mentioned parameters and by using the formulae derived by 
Gupta and Eren (1990), given in Appendix 1. 
The model derived by Gupta and Eren (1990) was tested by 
plotting observed d50c values against computed values as shown 
in Figure 3a. The correlation was significant as the coefficient of 
correlation was 0.963 with r-squared value of 96.66 per cent. 
These resutls compared against d50c values computed from 
Plitt's formula (Appendix 1) which gives a correlation coefficient 
of 0.895 and a r-squared value of 80.14 per cent, shown in Figure 
3b. 
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FIG 3 - Correlation of observed data with the mathematical models. 
(a) Gupta and Eren; (b) Plitt. 
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FIG 4- Operation of Artificial Neural Network. 
APPLICATION OF ARTIFICIAL NEURAL 
NETWORK 
c 
Artificial Neural Networks (ANN) are composed of numerous 
single computational elements, known as 'neurons', operating in 
parallel as shown in Figure 4. A computational element sums the 
weighted inputs and passes the result through a non-linear 
function. A sigmoid function is commonly used. For a single 
neuron, if the result of the sigmoid function is above a build-in 
threshold level the element is activated and set to a trained value. 
There are many different variations of ANN, in this project, the 
feed forward error back-propagation method was adapted. 
The feedforward error back-propagation network (EBP) as 
described by Rumerhlhart (1986) comprises a number of layers 
of neurons as shown in Figure 4. The neurons are mainly 
characterised by an activation function and a threshold. Although 
there are some variations, in general the sigmoidal activation 
function shown in Equation 1 is often used. 
vi= _1_ 
l+e(-P#) 
(1) 
where v is the activation at neuron j with the value of potential ~ 
and ~ controls the steepness of activation function. 
Thee network is comprised of 'synapses' connecting the layer 
of neurons and the input potential~ for a neuron is defined as: 
~ j = l':Wijvi +'t j 
I 
(2) 
Where W is the weight of the synapse between neuron i and 
neuronj, vis the activation state of neuron i and 'tis the threshold 
of neuronj. 
The original training technique, error back propagation, (EBP) 
is based on the comparison between the output pattern produced 
by the forward pass and the target values due to a specific given 
input pattern. The absolute differences are collected in a 
summation function and an error E which is calculated. 
Beginning of each weight at the output nodes and working back 
to the weight at the input layer, a gradient is calculated. This 
process is described as back propagation of error. The gradients 
are then summed for each weight over the combination of all the 
input and output patterns and as function of the resulting gradient 
the weights are updated. 
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FIG 5 - Computed and observed values of d50c. 
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FIG 6 - Correlation of observed d50c with values computed by ANN. 
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In this weight update rule, the index n refers to the nth iteration 
in the process and 11 describes the learning rate, being a discrete 
step size. This procedure is iterated until error E for all outputs is 
within the predetermined tolerance, or until the predefined 
number of iterations is reached. It is effectively a gradient decent 
optimisation performed on the energy surface. The dimension of 
this surface equals to the number of weights in the network. 
Common to all steepest decent methods is the problem of the 
choice of the step size. A large value for 11 will induce rapid 
learning, but it will also lead to oscillations and instability. In the 
circumstances, the network may fail to converge. On the other 
hand, a small step size will result in slow convergence and it may 
be trapped in a local minimal. A 'momentum' term has been 
included by Rumelhart (1986) which changes the weight update 
rule as follows: 
where a is the momentum term in the range from zero to one. 
n aEp A n-1 (4) fiW .. =-1]}:-+auW ij 
y PaWy 
The effect of this is the learning rate for flat regions of weight 
space or across local minimal; while in steep regions, movement 
is focused downwards by damping the oscillations caused by the 
alternating signs of the gradient. 
RESULTS AND DISCUSSIONS OF RESULTS 
Five parameters of hydrocyclone were selected for training of 
ANN. These parameters were the conventional parameters (inlet 
flowrate, inlet density, spigot opening, vortex height and 
temperature of slurry) on which the classical formulae approach 
was based on. The results are given in Figure 5. In this figure it 
can be seen that the fit of ANN results are superior than the 
results obtained by formulae. 
The regression analysis, between the observed d50c and that 
calculated using ANN, has been made as shown in Figure 6. As 
illustrated in Figure 3a, the correlation coefficient of Gupta and 
Eren formulae was 0.963 with an r-squared value of 92.66 per 
cent. The correlation coefficient of Plitt on the other hand was 
0.895 with r-squared of 80.14 per cent, shown in Figure 3b. 
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Flo 7 - Computed d50c values with 50 per cent trained data. 
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Fro 8 - Correlation of observed d50c values with 50 per cent trained data. 
However, ANN results improve the fit to correlation coefficient of 
0.986 with r-squared value of97.17 per cent. 
In the implementation of ANN, for a single hidden layer, the 
total time of training had a typical value of 815 seconds, 
approximately 30 000 iterations, with five variables and 200 input 
data points. The maximum individual error was 26 per cent. 
Normally, to utilise the ANN, once the network is trained the 
learning of the network is assumed to be holding for any new 
data. To verify it, in this project the network was trained by using 
50 per cent of the data (odd numbered). Other half set of the data 
was testing the fit as illustrated in Figure 7. Correlation of the 
trained results with the other 50 per cent of the data has been 
depicted in Figure 8. 
In this case, the correlation coefficient has reduced to 0.97 with 
an r-squared value of 94.07 per cent, but still appears to be better 
than the classical formulae exemplified by Gupta and Eren (1990) 
and Plitt (1976). 
CONCLUSIONS 
Two statistically derived formulae for the determination of d50c, 
in the operation of hydrocyclone, has been compared with the 
results obtained by the application of Artificial Neural Network. 
A better fit with a higher correlation coefficient of 0.986 was 
obtained with ANN. It is indicated that once the network is 
trained by ANN it is possible to use it for on-line control of 
hydrocyclones. 
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APPENDIX 
Relationship between d50c and operating variables for 15.2 em 
Krebs hydrocyclone and silica slurry. 
Plitt, L R (1976) 
d50c = 50.5Dco.46 D;0.6 DoL2l e0.06J+; 
D/71H0.38Q0.4S (p, -p,)".S 
Gupta, A and Eren, H (1990) 
Where: De: diameter of cyclone, (em) 
(-0.0125 Du + 0.1031)41; 
d50c = 23.36 e O.Z7Z1Du ·[(-{).0229Du -0.0211XQ I Qm;.)+ 0.0139Du +0.9138] 
e 
{-{).426(H 1 H0 )+1426J-[ 02~+o.s] 
Do,Du,Di: 
H: 
Hn: 
Qi,Q: 
Qmin: 
t: 
tn: 
$: 
p.,pl: 
diameters of overflow, underflow 
and inlet pipes, (em) 
distance between bottom of 
vortex finder tube and top of 
spigot opening, (em) 
vortex height set by 
manufacturers. 
volumetric throughput, litres/min 
volumetric throughput litres/min 
without overflow 
temperature (0 C) 
ambient temperature 
per cent solids in feed slurry, by 
volume 
densitt of solid and liquid, 
(g/cm·) 
Constants for Krebs Hydrocyclone D6b-12°-869 
De= 15.24 em 
Do= 50.0 em 
Di =4.8 em 
H = 85.2 
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