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The following statements are shown to be equivalent: 
(i) Every language accepted by a nondeterministic Turing machine which 
operates within time bound 2 ~ for some c > 0 is also accepted by a deter- 
ministic Turing machine which operates within time bound 2 a~ for some 
d>0.  
(ii) Every tally language which is accepted by a nondeterministic polynomial 
time-bounded Turing machine is also accepted by a deterministic polynomial 
time bounded Turing machine. 
(iii) Every tally language which is accepted by a nondeterministic Turing 
machine which operates in real time is also accepted by a deterministic 
polynomial time bounded Turing machine. 
Other results concerning time-space tradeoffs are presented. The results 
extend those in Book (1972, 1974), and Savitch (1973). The proofs use the 
technique presented in Savitch (1973). 
INTRODUCTION 
Hartmanis (1972) posed the question of whether or not every set of strings 
over a one letter alphabet--every tally language--which is accepted by a 
nondeterministic multihead finite-state acceptor is also accepted by a deter- 
ministic multihead finite-state acceptor. Savitch (1973) showed that this 
question is equivalent to the "LBA-problem": is every set accepted by a 
nondeterministic Turing acceptor which operates within space bound 
f(n) = n (i.e., every context-sensitive language) also accepted by a deter- 
ministic Turing acceptor which operates within space bound f (n )~-n  ? 
Here we show that the technique used by Savitch is applicable to many 
classes of languages specified by deterministic and nondeterministic Tur ing 
acceptors which are time bounded or space bounded. The results peak to the 
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questions of deterministic simulation of nondeterministic time bounded 
processes and of time space tradeoffs. As in Savitch (1973), the results are of 
the form of "upward translations" in the style of Book (1972, 1974), 
Hartmanis and Hunt (1973), and Savitch (1970) as well as weaker "downward 
translations." 
PRELIMINARIES 
Let ~2 be a finite set of symbols. I f  ~2 contains just k symbols, we identify 
with the set of digits {1, 2,..., k} and identify each w E ~*  with a number n(w) 
in k-adic notation. Thus, if w = d, ... d o each di ~ ~2, then n(w) -- ~'~ d k i 
, - -  A . . i=O i • 
Notice that the length of w, I w I, is proportional to log n(w). 
I f  L_C~*,  define TALLY(L )={1 ~(w) 1w~L}. A subset of {1}* is a 
tally language. 
Here we assume that the reader is familiar with the notion of deterministic 
and nondeterministic multitape Turing machines which operate within time 
bounds or space bounds3 I f  a function f is used as a space bound, then f is 
nondecreasing, and f(n) >/log n for all n > 0, and there is a Turing machine 
which upon input of length n marks preciselyf(n) tape squares and halts. I f  a 
function g is used as a time bound, then g is nondecreasing, (n) ~ n for all 
n > 0, and there is a Turing machine which upon input of length n runs for 
precisely g(n) steps and halts. 
The first lemma is straightforward generalization of Theorem 1 of (Savitch, 
1973). 
LEMMA 1. A language L is accepted by a deterministic (respectively, 
nondeterministic) f (n) space bounded Turing acceptor if nd only if TALLY(L)  
is accepted by a deterministic (respectively, nondeterministic) f(c log n) space 
bounded Turing acceptor for some c > O. 
The next lemma is concerned with languages accepted by time bounded 
machines. 
LEMMA 2. Let g be a time bound such that g(n) >/2% If  a language L is 
accepted by a deterministic (respectively, nondeterministic) multitape Turing 
acceptor which operates within time bound g, then TALLY(L)  is accepted by a 
deterministic (respectively, nondeterministic) multitape Turing acceptor which 
operates within time bound qg(c 2 log n) for some q ,  c 2 > O. 
1 These bounds are in terms of the length of the input. 
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Proof. Let M 1 be a multitape Turing acceptor that operates within time 
bound g(n). Let ~ be the input alphabet of M 1 and let ~] have k symbols. 
From M 1 construct a multitape acceptor M 2 that operates as follows. Given 
an input string 1 ~, _~I 2 writes w on a storage tape where w ~*  and n(w) = m. 
(To do this, M 2 adds one to the k-adic number on that tape for each 1 read 
as input.) Then M s imitates Ml's computation on w, accepting 1n(w) if and 
only if M 1 accepts w. Thus, L(M2)= TALLY(L(M1) ). The amount of 
time needed by M 2 is of the order 2m + g(] w ]). Now l w I is proportional to 
log m, say [ w ] ~ c 2 log m, the length of M~'s input is m, and g(n) ~ 2 n, so 
that M 2 operates within time bound 3g(q log n). Finally, M 2 is deterministic 
if M 1 is deterministic. [] 
The proof of the converse of Lemma 2 is left to the reader. We state it in 
the following form. 
LEMMA 3. Let g be a time bound such that g(n) >~ n. I f  L 1 is accepted by a 
deterministic (respectively, nondeterministic) multitape Turing aeeeptor which 
operates within time bound g and if L 1 is a tally language, then for every language 
L~ such that TALLY(L2) = L1, L 2 is accepted by a deterministic (respectively, 
nondeterministic) acceptor which operates within time bound Qg(2 ca~) for some 
q,  c~ > O. 
MAIN RESULTS 
One of the important motivating questions in automata-based computational 
complexity is the problem of determining the cost of deterministically 
accomplishing a nondeterministic process. (See Hartmanis and Hunt, 1973, 
for discussion and background.) Here we consider nondeterministic time 
bounded computations. 
In Book (1972) it is shown that every language accepted by a nondeter- 
ministic polynomial time bounded Turing machine is also accepted by a 
deterministic polynomial time bounded Turing machine if and only if every 
language accepted by a nondeterministic Turing machine which operates in 
real time 2 is also accepted by a deterministic polynomial time bounded 
machine, i.e., P = NP if and only if every nondeterministic real time language 
is in p.3 Here we show that the same result applies to complexity classes of 
A Turing machine which operates within time bound f(n) = n operates in real 
time. 
The class of languages accepted by deterministic (nondeterministic) machines 
which operate in polynomial time is P(NP). 
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tally languages. Further, these conditions are equivalent to the claim that 
every language accepted by a nondeterministic Turing machine which 
operates within time bound 2 ~ for some c > 0 is also accepted by a deter- 
ministic Turing machine which operates within time bound 2 an for some 
d>0.  
THEOREM 1. The following are equivalent: 
(i) Every language accepted by a nondeterministic Turing machine 
which operates within time bound 2 cn for some c > 0 is also accepted by a 
deterministic Turing machine which operates within time bound 2 an for some 
d>0.  
(ii) Every tally language which is accepted by a nondeterministic poly- 
nomial time bounded Turing machine is also accepted by a deterministic poly- 
nomial time bounded Turing machine. 
(iii) Every tally language which is accepted by a nondeterministic Turing 
machine which operates in real time is also accepted by a deterministic polynomial 
time bounded Turing machine. 
Proof. The equivalence of (i) and (ii) follows from Lemmas 2 and 3. 
Also, (iii) follows trivially from (ii) so that it is sufficient o show that (iii) 
implies (ii). 
Let L 1 be a tally language and let M 1 be a nondeterministic Turing machine 
such that L(M1)=L 1 and such that 5/1 operates within time bound n ~ 
for some integer t > 0. We assume without loss of generality that the initial 
part of Ml's computation is to read the input at the rate of one symbol per step 
until it has read all of the input. From M 1 construct a nondeterministic 
Turing machine M 2 which recognizes a tally language and operates in real 
time. A computation of M2 proceeds as follows. Initially, M~ reads a portion 
of the input, say 1% and makes copies on each of two tapes. Then M 2 imitates 
a computation of M 1 using 1 m as a "guess" of a possible input to M 1 . 
Simultaneously, 3 I2 continues to read its own input at the rate of one symbol 
per step and checks whether its total input is 1~%% Thus, L(M2) = 
{lm%~ I 1" ~L1} and M 2 operates in real time. By hypothesis there exists a 
deterministic Turing machine M~ such that L(M3) = L(M2) and M~ operates 
in polynomial time. But from M~ it is easy to construct a deterministic 
Turing machine M 4 such that L(M4)=L(M1) and M 4 also operates in 
polynomial time. [] 
Another question of great interest in automata-based complexity is that 
of time-space tradeoffs. If a machine operates within space bound f(n), then 
643/26/2-7 
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the same task can be carried out by a deterministic machine which uses at 
most 2 cI(~) time for some c > 0 (Cook, 1971). If a machine operates within 
time bound g(n), then it uses at most g(n) space. Tighter tradeoffs are not 
known except for very restricted evices. Here we can establish equivalent 
conditions for obtaining tighter tradeoffs for complexity classes of tally 
languages. 
Using the techniques of (Book, 1972) and an argument similar to that 
used in the proof that (iii) implies (ii) in Theorem 1, we obtain the following 
analog to the results in (Book, 1972). 
THEOREM 2. The following are equivalent: 
(i) Every tally language which is accepted by a deterministic Turing 
machine which operates in linear space (i.e., a deterministic linear-bounded 
automaton) is also accepted by a deterministic (resp., nondeterministie) Turing 
machine which operates in polynomial time. 
(ii) The class of tally languages which are accepted by polynomial space 
bounded machines is precisely the class of tally languages which are accepted by 
deterministic (resp., nondeterministic) polynomial time bounded machines. 
(iii) Every language accepted by a Turing machine which operates within 
space bound 2 c~j for some e ~ O, j >/1 is also accepted by a deterministic 
(resp., nondeterministie) Turing machine which operates within time bound 2 an~ 
for some d > O, k /> 1. 
Note that if condition (ii) of Theorem 2 holds for deterministic polynomial 
time bounded machines, then the class of tally languages accepted by non- 
deterministic polynomial time bounded machines is precisely the class of 
tally languages accepted by deterministic polynomial time-bounded machines. 
Further, condition (iii) of Theorem 2 implies that for bounds of the form 
2 j(~) where f is a polynomial (or maximizes a polynomial), space bounded 
computations can be performed very quickly. 
The results in the following theorems are analogous to the equivalence 
of conditions (i) and (ii) of Theorem 1. Both Theorems 3 and 4 follow 
immediately from Lemmas 1-3. 
THEOREM 3. The following are equivalent: 
(i) Every tally language which is accepted by a Turing machine which 
operates within a space that is a polynomial in log n is also accepted by a deter- 
ministic (resp., nondeterministic) polynomial time bounded Turing machine. 
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(ii) Every language which is accepted by a polynomial space bounded Turing 
machine is also accepted by a deterministic (resp., nondeterministic) Turing 
machine which operates with a time bound of the form 2 e~ for some c > O. 
THEOREM 4. The following are equivalent: 
(i) Every tally language which is accepted by a deterministic (resp., 
nondeterministic) polynomial time bounded Turing machine is also accepted by a 
Turing machine which operates with a space bound that is a polynomial in log n. 
(ii) Every language which is accepted by a deterministic (nondeterministic) 
luring machine which operates within a time bound of the form 2 cÈ for some 
c > 0 is also accepted by a polynomial space bounded Turing machine. 
In Book (1974) it is shown that condition (ii) of Theorem 4 implies that 
the class of languages accepted by polynomial space-bounded Turing 
machines is exactly equal to the class of languages accepted by deterministic 
(resp., nondeterministic) Turing machines which operate within time bounds 
of the form 2 ~*, h >/1. This implies that the class of space bounded com- 
putations needs the maximum possible amount of time. On the other hand, 
condition (ii) of Theorem 3 implies that space bounded computations can be 
performed more quickly. 
In Book (1974) it is shown that the class of languages accepted by deter- 
ministic (or nondeterministic) time bounded Turing machines which operate 
within a time bound of the form 2 c~ for some c ~ 0 is not equal to the class 
of sets accepted by polynomial space bounded Turing machines. This yields 
the following corollary of Theorems 3 and 4. 
COROLLARY. The class of tally languages which are ccepted by deter- 
ministic (or nondeterministic) polynomial time bounded Turing machines is not 
equal to the class of tally languages accepted by those Turing machines which 
operate within space bounds that are polynomial in log n. 
In Theorems 3 and 4 one can substitute space bounded auxiliary pushdown 
machines for space bounded Turing machines without altering the form of 
the results, aFrom this fact and results in Book (1974), we obtain the following 
result. 
4 An auxiliary pushdown machine is a space-bounded Turing machine which has an 
additional pushdown store which can beused at no additional cost. See (Cook, 1971). 
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COROLLARY. The class of tally languages which are accepted by nondeter- 
ministic polynomial time bounded Turing machines i not equal to the class of tally 
languages accepted by those auxiliary pushdown machines which operate within 
space bounds that are polynomial in log n. 
This last corollary is of interest when we recall from Cook (1971) that a 
language is accepted by an auxiliary pushdown machine which operates 
within space bound f(n) if and only if it is accepted by a deterministic 
Turing machine which operates within time bound 2 el(n) for some c > 0. 
REMARKS 
I f  one considers the notion of sets which are complete for a class with 
respect o specific reducibilities, then it is clear that many of the results in 
Book (1972, 1974), Hartmanis and Hunt (1973), and elsewhere, can be 
applied to the appropriate classes of tally languages. For example, there 
exists a tally language L which is accepted by a nondeterministic Turing 
machine which operates in real time with the property that (i) L is accepted 
by a deterministic polynomial time bounded Turing machine if and only if 
(ii) every language accepted by a nondeterministic Turing machine which 
operates within time bound 2 ~n for some c ~ 0 is also accepted by a deter- 
ministic Turing machine which operates within time bound 2 an for some 
d ~ 0. This follows from the equivalence of (i) and (ii) in Theorem 1 and 
results in Book (1974). 
Clearly, Theorem 1-3 can be stated in terms of arbitrary time and space 
bounds. However, results on the classes considered here appear to have widest 
applicability. 
In Book (1974), it is shown that if the nondeterministic and deterministic 
polynomial time bounded classes are the same, then the nondeterministic 
and deterministic exponential (i.e., 2 on) time bounded classes are the same. 
This is another instance of an "upward translation." In Theorem 1, we see 
that the equivalence of nondeterministic and deterministic exponential time 
bounded classes implies the equivalence of nondeterministic and deter- 
ministic polynomial time bounded classes of tally languages. We view this as a 
partial "downward translation." It is similar to the results in Hartmanis 
(1972) and Savitch (1973) on space bounded classes. Similar comments 
apply to Theorems 3 and 4. It is not known if "downward translation" can 
be applied to the full complexity classes instead of just their subclasses of 
tally languages. We conjecture that it cannot. 
TALLY LANGUAGES 193 
Finally, one should note that the study of tally languages and their 
"information content" is of interest when considering the results in Ginsburg 
and Goldstine (1973). 
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