In this paper, we introduce a new method to find the inverse of the square matrices.
INTRODUCTION
A matrix is a rectangular arrangement of scalar numbers in the form of rows and columns. The size of the matrices is determined by the number of rows and columns, and a matrix with m rows and n columns is named mxn. Matrices are generally used to solve systems of equations with n unknowns and m equations. In addition, matrices are used for mathematical transformations.
Therefore, for computer programmers, the use of matrices in program writing provides a much easier way to solve the problem. In order to solve the systems of equations with n unknown equations and having m equations, the reduction system (Gaus Reduction Method or Gaus Jordan Reduction Method) or the inverse of the matrices, if any, are used on the coefficient matrix and the attached matrix of the equation system. For these methods, in general, the matrix can be reduced by using elementary row operations on the attached matrix of the equation 2 NECATİ OLGUN AND HÜSEYİN TAMER system or vice versa. In this study, inverse matrix finding method which is developed for the matrix of coefficients matrix in systems with n equations with n unknowns and used in the solution of linear equation systems is discussed. For this purpose, the methods developed to find the inverse of a matrix are examined.
We know that there is a unique inverse matrix A −1 for any square matrix A if the determinant of A is different from zero. In the literature [1, 2, 3, 4, 5, 6] there are some algorithms for constructing A −1 . Nowadays, 3 methods are used to find the inverse of a square matrix. The first is the Montante's Method (Bareiss algorithm) [1] , the second is the Gauss Jordan Elimination method and the third is the use of the adjoint matrix. It is generally used elementary row operations or
.
In this paper we introduced a new method and algorithm to find the inverse of a square matrix A if |A| ≠ 0. Our method is new and it is more easy than others. ] .
MAIN RESULTS

A New Method For
If i-th row of the matrix A is and i-th column of the matrix −1 is ( and are vectors in 3 , R: Real or complex vector spaces) . Then
As a result the inverse of a 3x3 matrix A= [
].
(it is also AdjA= [ We cannot use the above method to generalize the new method since the cross product of two vectors is not defined for n>3. We need the following lemma. Then
Proof: It is clear that for n=3 by Theorem 1.1. We obtain
from the definition of the mapping.
So the following statement ]
. ( 1 Λ 2 Λ … Λ̃Λ … Λ ) = 0( is orthogonal to 1 Λ 2 Λ … Λ̃Λ … Λ ) That is
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