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Shanbag gave a characterization of the exponential and geometric distribution 
in terms of conditional expectations. Recently, Kotlarski generalized his method 
to obtain some properties of univariate probability distributions through 
conditional expectations. A property of bivariate distributions is given here 
generalizing Kotlarski’s result in the univariate case. 
1. INTRODUCTION 
Shanbag [5] gave a characterization of exponential and geometric distribution 
in terms of conditional expectation. Recently, Kotlarski [3] obtained two 
theorems giving some properties of univariate probability distributions general- 
izing results of Shanbag [5]. He was able to obtain characterizations of Cauchy 
distribution, hyperbolic secant distribution, exponential distribution, etc., 
through these results. 
In this paper, we obtain a property of bivariate distributions generalizing 
Kotlarski’s result in the univariate case. We only make some remarks about 
the multivariate case, as the calculations are combersome but not difficult. 
As Shanbag [5] pointed out in his paper, the motivation behind this study is 
that the assumption of the knowledge of expected values is more reasonable 
than the assumption of the knowledge of probability distributions. 
2. MAIN THEOREM 
THEOREM 2.1. Let (X, Y) and (2, W) be bivariate random variables with 
bivariate densities f  (x, y) and g(z, w), respectively. Further suppose that h( *, -) is 
a real-valued function haviq continuous second partial derivatives such that 
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(i) lim,.-, h(x, y) < 00, 
(ii) lim,,-, h(x, y) < co, 
(iii) lim,,-, (%(x,Y)/&) < CO, and 
(iv) limz+-m (ah@, y)laY) < 00. 
Assume further that E[h(X, Y)] und E[h(Z, W)] me jkite. Let F(., .) and G(*, -) 
be the bivariate distribution functions of (X, Y) and (Z, W), respectively. 
Suppose that there exists a pair (x0 , yO) such that F(xO , y) = G(x, , y) and 
F(x, y,,) = G(x, yJ fog all x 3 x,, and y 3 y. . Then 
E[h(X, Y) 1 X < u, Y < v] = E[h(Z, W) I Z < u, W < v] (2.0) 
for ail u 3 x0 , v > y,, implies that 
F(x, Y) = G(x, Y) 
for all x > x0 , y 2 y0 provided the conditional expectations in (2.0) ure different 
from h(u, v) for any (u, v). 
Proof. Since L.H.S. of (2.0) is the expectation of h(X, Y) with respect to 
the bivariate distribution F of (X, Y) truncated at (u, v), it is easily seen that 
E[h(X, Y) ! X < u, Y < 4 
h(x, y) a2F(x9 Y> 
ax ay dx 4-j W, VI>-‘- (2.1) 
Let 
TF = j” j-’ h(x, y) “,$yy’ dx dy 
--m --m 
h(x9y) axay I 
W-TY) dx dy 
h(x y) aF(x9Y) u _ 1 I u = , ay --m ah(x,y) aF(xyY) dx --m ax ay 
= I ’ -co h(u, y) aFfy’ ‘) dy 
v 
I Ir 
u - ah(x,y) aF(x,Y) & dy 
--m -m ax ay I 
(2.2) 
(2.3) 
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by assumption (i) and Fubini’s theorem. Let Tl and T, denote the first and 
second terms on the right-hand side of (2.3). Clearly, 
Tl = 
s 
v  
-m 
h&y) aFky) dY 
= [h(u, y)F(u, y)~T, - j-L 
= h(u, v) F(u, w)- j-1 a*g y, F(“, y)dy (2.4) 
by assumption (ii). Further, 
ah(x,Y) aF(x,Y) dx dy ax ay I 
= ah(x,Y) aF(x,Y) 
i3X ay 
= aht; y, F(x, y)]’ dx 
--m 
U’U 2 
- 
s 1s --m --m 
a ;rasy’ F(x, y) dy 1 dx 
= 
s 
u ah(x’ ‘) F(x, w) dx 
-m ax 
u 
s s 
1, Ph(x, y) - 
ay 2x F(x, Y) dx dy (2.5) -cx --m 
by assumption (iii) and the fact that F(x, -CD) = 0. Combining (2.3), (2.4), 
and (2.5), we obtain that 
TF = Tl - T, 
= h(u, w)F(u, w) - j-1 aht; w) F(x, v) dx 
- jv ah(u’y) F(u,y) dy 
-cm aY 
+ j-1 j-L ‘;$;) F(x, y) dx dy. (2.6) 
Let 
c&(u, w) = h(u, u)F(u, TJ) - TF . (2.7) 
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Then 
E[h(X, Y) 1 x < u, Y < w] = T,{F(u, v)}-1 
= h(u, w) - qu, w){F(u, v)}-1. (2.8) 
Defining To and 0, corresponding to the distribution G similarly, it can be seen 
that 
E[h(Z, W) I Z < u, W < v] = h(u, v) - Q&J, v){G(u, v)}-‘. (2.9) 
In view of (2.8) and (2.9), assumption (2.0) will now imply that 
cDF(u, v){F(u, v)}-’ = @&, v){G(u, w)}-’ = h(u, w) (2.10) 
for all u > x0 and v  3 y,, . Since 
aF(U, w) = J-1 ah!J; w) F(x, v) dx 
u B 
s s 
a2yx, Y) - ax ay F(x* Y) dx dY, 
-92 -m 
it is easily seen that @, is differentiable with respect to u and v  with continuous 
second partial derivatives and 
awF ah aF ah aF - = 
au av &F+Eav+Fv% (2.12) 
Since aF = A&‘, 
acqau = h(aF/au) + (ahjau)F, 
aq a9 
au= 
Ag+;f+;f+-F. 
au av 
(2.13) 
(2.14) 
Combining (2.12) and (2.14), we obtain that 
g&+g+g+ g&F= 2%F+mG+3ii%’ 
ah aF ahaF (2.15) 
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which, in turn, shows that 
for all u and v. Since the conditional expectation on the left-hand side of (2.9) 
is different from h(u, v) for any (Y, v), it follows that A(u, v) # 0. It is easy to see 
now that 
where Kl , K2, and KS are functions of (u, v) continuous in both variables. 
(2.10) implies that the distribution function G is also a solution of the same 
partial differential equation. Furthermore, there exists a pair (x0 , y,,) such that 
F(xo 3 Y) = G@o 3 ~1, Y >Yyo 
F(x,yo) = %Y,), X 3 x0 
(2.18) 
by hypothesis. Equation (2.17) is a second-order hyperbolic differential equation. 
It follows from Theorem 1 in Rubinstein [4, p. 3171 that the equation (2.17) can 
have one and only one solution under the boundary conditions (2.18) in any 
rectangle [x0 , xi] x [y. , yi]. Hence, 
F&Y) = G&Y) 
for all x > x0 and y  > y. . This completes the proof of this theorem. 
Remds. (i) It is sufficient for the conclusion of the theorem to hold if 
partial derivatives of h exist on the intersection of the support of the distributions 
and the set {(x, y): h(x, y) # O}. 
(ii) In the multivariate case, one obtains an nth order linear partial differential 
equation with continuous coefficients under suitable assumptions on the function 
h. It can be shown that this partial differential equation will have a unique 
solution under appropriate boundary conditions on F and G. 
(iii) This problem is more complex than the one in the univariate case since 
simple integration by parts will give the desired result in the univariate case 
whereas calculations get complicated even in the bivariate case. Since marginals 
of a bivariate distribution do not determine the distribution uniquely, one has 
to make the type of assumptions made at the beginning of the second paragraph 
in Theorem 2.1. 
(iv) The characterization given by the theorem may be applied to practical 
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problems. In order to check whether for a given bivariate population, the 
distribution is G or not, it is enough to choose a particular function h(., .), 
satisfying the conditions of the theorem, to evaluate the right-hand side of (2.0) 
for the given G and h. Then one has to find the empirical values of left-hand side 
of (2.0), based on the bivariate sample from the population under consideration, 
for different values of u and w. If  both sides agree, then it can be concluded 
that it is likely that the sample comes from a population with the bivariate 
distribution G, for practical purposes provided the other conditions are satisfied. 
4. EXAMPLES 
(i) Let the bivariate density g be defined by 
g(x,y) = (n + l)(n + 2) 
2(2n+l - 1) (x+y>” o<x, y-cl, 
= 0 otherwise, 
(4.1) 
and for some 0 < T f  n, define 
4% Y> = (x + r>-’ o<x, y<l, 
= 0 otherwise. 
Then, for0 <u, e, < 1, 
(n + l)(n + 2){(U + .),-,+2 - W-r+2 - rP-~+s} 
= (n - r + 2)(n - r + I){@ + fJ)n+s - ,zP+s - rPf2) ’ (4.2) 
where EG denotes that the expectation is taken with respect to the distribution G. 
Suppose F is any bivariate distribution with support [0, I] x [0, 11. Further, if 
is equal to the right-hand side of (4.2) f  oranyO<u,v<l,thenF-Gby 
Theorem 2.1, since F(O,y) =F(x,O) = 0 = G(O,y) = G&O) for allx,y 3 0. 
(ii) (Bivariate exponential distribution I of Gumbel [l].) Let the bivariate 
distribution G be defined by 
G(x, y) = 1 - ,y - e--y + e-~-~-h x 3 0, y  > 0, 
(4.3) = 0 otherwise, 
6831411-S 
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where 0 < 6 6 1. This is a bivariate exponential distribution, and its marginals 
are exponential. Define 
&.y) = @(1+8Y--Y) x t 0, y 2 0, 
z 0 otherwise. 
Then, for U, v  > 0, 
2( 1 - 6) uv + Pu%2 + 6(uvs + U%) 
2(1 _ e-u _ e-v + e-u-v-buo) * (4.4) 
Let F be any bivariate distribution with support [0, CO) x [0, CO). Clearly, 
F(0, y) = F(x, 0) = 0 = G(0, y) = G(x, 0) for all X, y  2 0. If  
is equal to the right-hand side of (4.4) for all U, v  > 0, then F = G by 
Theorem 2.1. 
(iii) (Bivariate exponential distribution II of Gumbel [I).) Let the bivariate 
distribution G be defined by 
G(x, y) = (1 - e?)( 1 - e-~){l + w?-~} x 3 0, y  2 0, 
(43) 
= 0 otherwise, 
where - 1 < (Y < 1. This is a bivariate distribution with exponential marginals. 
Define 
h(x, y) = (1 + a?(2@ - 1)(2e-v - I)}-’ x z 0, y  > 0, 
?.I= 0 otherwise. 
Then, for u, v  3 0, 
E,[h(X, Y) ) x < 24, Y < v] = (1 + are-“-y. (4.6) 
Let F be any bivariate distribution with support [0, 00) x [0, 03). Clearly, 
F(0, y) = F(x, 0) = G(0, y) = G(x, 0) = 0 for all X, y  > 0. If  
is equal to the right-hand side of (4.6) for all u, v  > 0, then F = G by 
Theorem 2.1. 
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(iv) (Bivariate logistic distribution of Gumbel[2].) Let the bivariate distribu- 
tion G be defined by 
for all x, y. Define 
G(x, y) = (1 + e-” + e-y)-l (4.7) 
h(x, y) = (l/2)( 1 + e-” + e-y)3 x > 0, y > 0, 
=o otherwise. 
Then, for U, z, > 0, 
E&(X, Y) / X < II, Y < v] = (1 - ecU)( 1 - ecU)( 1 + e-” + eP’). (4.8) 
Let F be any bivariate distribution with support (-CO, a) x (-co, co); 
suppose F(x, 0) = G(x, 0) and F(0, y) = G(0, y) for all x 3 0, y 3 0. If 
-W&f, Y) I X < u, Y < 4 
is equal to the right-hand side of (4.8) f or all U, v >, 0, then F(x, y) = G(x, y) 
for all x 2 0, y 2 0 by Theorem 2.1. 
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