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Abstract
We prove that the trace of a transient branching random walk on a planar
hyperbolic Cayley graph has a.s. continuum many ends and no isolated end.
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1 Introduction
A branching random walk (BRW) is a growing cloud of particles on some
graph G in discrete time. The process starts with one particle in the root
o of the graph. At each time step each particle splits into offspring parti-
cles which then move one step according to a random walk on G. Particles
branch and move independently of the other particles and the history of the
process. A BRW is therefore driven by two classical stochastic processes:
Galton-Watson processes and random walks. Under the assumption that the
underlying Galton-Watson process survives the number of particles grows
exponentially. If the return probabilities of the underlying random walk
decay subexponentially the effect of the growing particles overshadows the
transience of the spatial dynamic and the underlying graph will eventually
be full of particles. However, if the return probabilities of the random walk
decay exponentially as well, then there is a critical growth rate of the Galton-
Watson process where the two exponential effects cancel out. While above
the critical value the BRW is again recurrent, i.e. every finite set is visited
infinitely many times, below and at the critical value every finite set is even-
tually free of particles and the BRW is called transient. In the transient
case, the set of visited vertices and traversed edges defines a proper random
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subgraph of G and its properties become of interest. This subgraph is called
the trace Tr of the BRW.
Let µ = (µk)k≥0 be the probability distribution that describes the branch-
ing, i.e. each particle produces k offspring with probability µk. The expected
number of offspring is denoted by m =
∑
k≥0 kµk. In this note we assume
the underlying graph G = G(Γ, S) to be the Cayley graph of a finitely gen-
erated group Γ with respect to a finite symmetric generating set S. The
movement of the particles is driven by a driving measure q on S ∪{e}, where
e is the group identity. The driving measure q defines a transition kernel P
by p(x, y) = q(x−1y) for all x, y ∈ Γ.
We make the following standing assumptions.
Assumption 1.
• The underlying Galton-Watson process is supercritical, i.e. m > 1. Fur-
thermore, we assume that µ0 = 0 and µ1 > 0.
• The driving measure q of the random walk on G is symmetric, i.e. q(s) =
q(s−1) for all s ∈ S, and satisfies supp(q) = S ∪ {e}.
These assumptions are to some extend chosen to improve the presenta-
tion. The assumptions that are really necessary are that m > 1 and that the
driving measure q is symmetric.
The spectral radius, ρ = ρ(P ) = lim supn→∞(p
(n)(e, e))1/n, is a crucial
quantity in the study of BRWs: a BRW on a Cayley graph is transient if and
only if mρ ≤ 1. This is a consequence of the classification of recurrent groups
and Kesten’s amenability criterion, see also [8] for an alternative proof. We
speak of a critical BRW if mρ = 1.
It was shown in [3] that the trace of a transient BRW on a Cayley graph
G a.s. is transient for simple random walk but recurrent for BRW. Therefore,
the trace of a transient BRW is a.s. a proper subgraph of G. It is believed
that the trace shares many properties with infinite percolation clusters in the
non-unicity phase. In the case of BRWs on free groups (or regular trees) it
even turns out that the law of the trace of a BRW is the law of an infinite
cluster of some invariant percolation, see [2, 3]. However, the situation is not
as clear for other Cayley graphs, especially one-ended Cayley graphs.
This note is devoted to the following property of invariant percolation
and its analogue for the trace of BRWs. For every invariant weakly insertion-
tolerant percolation process on a non-amenable quasi-transitive unimodular
graph G that has a.s. infinitely many clusters, we have that a.s. every infinite
cluster has continuum many ends, no isolated end, and is transient for simple
random walk, see Theorem 8.32 in [12].
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On groups with infinitely many ends, there are various ways to see that
the trace has infinitely many ends. Even the Hausdorff dimension can be
calculated, see [11] for free groups and [6] for free products of groups. Note
that their approach seems to carry over, using Stalling’s splitting theorem,
to all groups with infinitely many ends.
As pointed out in [7] there is an elegant argument using symmetry that
the trace of a subcritical BRW, i.e. m < 1/ρ, has infinitely many ends. This
argument extends to the critical case if
∑
n≥1 nm
np(n)(e, e) < ∞. However,
this criterion does not apply to the most interesting Cayley graphs like Gro-
mov hyperbolic groups and the following conjecture remains open.
Conjecture 1 (I. Benjamini). Let G be any non-amenable vertex transitive
graph and assume the transition kernel P of the underlying random walk to
be symmetric. Then the trace of a transient BRW has infinitely many ends.
Remark 1.1. The assumption of symmetry is crucial, since there are non-
symmetric driving measures that induce one-ended traces, see [7].
We answer this conjecture affirmative for BRWs on planar hyperbolic
Cayley graphs.
Theorem 1. Assume Assumption 1 holds. The trace of a transient BRW
on a planar hyperbolic Cayley graph has a.s. continuum many ends and no
isolated end.
The proof uses the fact that the trace of a BRW is a unimodular random
graph and therefore gives rise to the application of the generalized Mass-
Transport principle. This property is used to prove that a.s. every trace that
has at least 3 ends has no isolated end, see Proposition 1. The main issue
will be to prove that the trace has a.s. no isolated end, see Proposition 2, and
hence infinitely many ends. The proof of this proposition uses crucially the
planarity of the Cayley graph, a recent result in [9] that Ancona’s Inequality
still holds true for the Green function at the radius of convergence, and
Proposition 1.
In Section 2 we give some background on unimodular random graphs
(URG) and random walks on hyperbolic groups. We believe that the infor-
mation given there is sufficient to follow the proof of Theorem 1 in Section
3. However, for readers who are not familiar with the concept of URGs and
of random walks on hyperbolic groups before, it might be useful to consult
some of the references given along Section 2.
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2 Preparations
2.1 Definition and preliminaries
We use the standard notation for a locally finite graph G = (V,E): V is the
set of vertices, E is the set of edges, and we write x ∼ y if (x, y) ∈ E. The
distance between two vertices is the length of a shortest path between these
vertices and will be denoted by d(·, ·). We write (G, o) for a rooted graph
with root o.
Let Γ be a finitely generated group with group identity e; group oper-
ations are written multiplicatively. The group Γ together with some finite
symmetric generating set S induces a Cayley graph G = G(Γ, S) whose ver-
tex set equals Γ and x ∼ y if and only if x−1y ∈ S. The group identity e of
Γ will be identified with the root o of the Cayley graph G.
Let q be a probability measure on the generating set S ∪ {e}. The cor-
responding random walk (Sn)n≥0 on G is a Markov chain with transition
probabilities p(x, y) = q(x−1y) for x, y ∈ Γ. Equivalently, the random walk
(starting in x) can be described as Sn = xX1 · · ·Xn, n ≥ 1, where the Xi’s
are i.i.d. random variables with distribution q.
Besides the definition of BRWs given in Section 1 there is another powerful
description of BRWs. This definition is based on the concept of tree-indexed
random walks introduced in [4]. Let (T, r) be a rooted infinite tree. The
tree-indexed random walk can be described as a marking (or labelling) of
the rooted tree (T, r). For any vertex v 6= r denote by v− the neighbour of
v closest to r. Label the edges of T with i.i.d. random variables Xv’s with
distribution q; the random variable Xv is the label of the edge (v
−, v). These
labels correspond to the steps of the tree-indexed walk and the positions of
“particles” are given by Sv = x ·
∏n
i=1Xvi where 〈v0 = r, v1, . . . , vn = v〉 is
the unique geodesic from r to v at level n.
A tree-indexed random walk becomes a BRW if the underlying tree T is
a realization of a Galton-Watson process. We call T the family tree of the
BRW.
2.2 Unimodular random graphs
In this note we only give the essentials needed for our proofs. We invite the
reader to consult [3, 13] for more details on the connection between BRWs
and unimodular random graphs, and [1] for a more general introduction to
the concept of URGs.
A rooted isomorphism between two rooted graphs (G, o) and (G′, o′) is
an isomorphism of G onto G′ which maps o to o′. We denote by G∗ the space
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of isomorphism classes of rooted graphs and write [G, o] for the equivalence
class that contains (G, o). In the same way one defines the space G∗∗ of
isomorphism classes of graphs with an ordered pair of distinguished vertices.
That is, (G1, o1, o2) and (G2, o
′
1, o
′
2) are isomorphic if and only if there is an
isomorphism from G1 onto G2 which maps o1 to o
′
1 and o2 to o
′
2. The spaces
G∗ and G∗∗ can be equipped with metrics that turn them into separable and
complete metric spaces.
A Borel probability measure ν on G∗ is called unimodular if it obeys the
Mass-Transport Principle (MTP): for all Borel function f : G∗∗ → [0,∞], we
have ∫ ∑
x∈V
f(G, o, x)dν([G, o]) =
∫ ∑
x∈V
f(G, x, o)dν([G, o]). (2.1)
Realizations of unimodular measures are called unimodular random graphs.
An important class of unimodular measures arises from Galton-Watson
processes. The Galton-Watson tree is defined inductively: start with one
vertex, the root r of the tree. Then the number of offspring of each particle
(vertex) is distributed according to µ. Edges are between vertices and their
offspring. We denote by GW the corresponding measure on the space of
rooted trees. In this construction the root clearly plays a special role and
GW is not unimodular. However, if we bias the distribution such that the
probability that the root has degree k + 1 is proportional to µk
k+1
we obtain
a unimodular measure UGW. When we use the UGW measure instead of
the standard GW measure to define the family tree of the BRW we denote
the BRW by UBRW.
Due to the description of the BRW as a tree-indexed random walk the
unimodularity of UGW caries over to the trace: the trace of a UBRW on
a Cayley graph is a unimodular random graph, see Theorem 3.7 in [3]. This
property makes the UBRW more natural to consider than the original BRW
and we will prove Theorem 1 for UBRWs. However, it is not difficult to see
that it then also holds true for BRWs.
2.3 Ends of graphs
Consider a locally finite graph G = (V,E). A ray is a sequence π =
〈x0, x1, . . .〉 of distinct vertices such that xi ∼ xi+1 for all i ≥ 0. For any
finite set F of vertices we consider its complement G \F , which is the graph
induced by the vertex set V \ F . This graph consists of finitely many con-
nected components. Every ray π must have all but finitely many points in
exactly one component; we say that π ends up in that component. Two ends
are equivalent if they end up in the same connected component for all choices
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of F . Ends are equivalence classes of rays and we denote by ϑG the set of
ends. Let F be a finite vertex set and C be some component of G \ F . We
write ϑC for the set of ends whose rays end up in C. The space of ends
ϑG can be equipped with a discrete topology in the following way. For any
finite set F and any end w there is precisely one component of G \ F whose
completion contains w. Varying F yields a neighbourhood base for w. An
isolated end is an end that is isolated in this topology.
2.4 Hyperbolic groups and random walks
From now on we assume that the underlying group Γ is hyperbolic and the
generating set S induces a planar Cayley graph G = G(Γ, S). Both assump-
tions, hyperbolicity and planarity, are crucial.
Let us first collect several classic facts about hyperbolic groups and ran-
dom walks; we refer to the survey [5] for an excellent introduction. An
elementary hyperbolic group is either finite or has two ends. We will focus
on the case of non-elementary hyperbolic groups since random walks on them
are transient. Define the Green functions
Gr(x, y) =
∞∑
n=0
p(n)(x, y)rn, x, y ∈ Γ,
for all r ≤ R := 1/ρ. It is proved in [9] that for finite range random walks on
hyperbolic groups Ancona’s Inequalities hold up to the radius of convergence:
there exists some C > 0 such that for any x, z ∈ Γ and for any y on a geodesic
segment from x to z we have
Gr(x, z) ≤ CGr(x, y)Gr(y, z) ∀r ∈ [1, R].
Symmetry of the random walk implies, see Lemma 2.1 in [10], that
lim
d(o,x)→∞
GR(o, x) = 0.
Eventually we obtain, see Lemma 2.2 in [10], that the Green functions of
the random walk decay exponentially, that is, there exist some constants C1
and ̺ < 1 such that for all x, y ∈ Γ
GR(x, y) ≤ C1̺
d(x,y). (2.2)
In the case of planar Cayley graphs, the Cayley 2-complex is the 2-
complex such that the one-skeleton is given by the Cayley graph G and the
2-cells are bounded by loops in G. The 2-complex is homeomorphic to the
hyperbolic disc and it can be endowed with an orientation. This orientation
is used implicitly at several points in the proof of Proposition 2. Moreover,
the Gromov hyperbolic boundary ∂G can be identified with the unit circle.
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3 Proof of Theorem 1
The following result holds true for traces of transient BRWs on Cayley graphs
(or even URGs). Its proof is an adaption of the one for invariant percolation,
see Proposition 8.33 in [12]. As the arguments are short we allow us to
present the details. We stick as close as possible to the notations in [12].
Proposition 1. Consider the trace of a transient symmetric UBRW on a
Cayley graph. Almost surely every trace that has at least 3 ends has no
isolated end.
Proof. For each n ∈ N let An be the union of all vertex sets A ⊂ Tr such that
the diameter diam(A) ≤ n (in the metric in Tr) and Tr \ A has at least 3
infinite components. If Tr has at least 3 ends then An 6= ∅ for all but finitely
many n. We assume from now on that Tr has at least 3 ends.
Fix some n ∈ N. For any vertex x in Tr let
C(x) = {y ∈ An : d(x, y) = min
z∈An
d(x, z)}
be the set of vertices in An that are closest to x in the metric in Tr. We can
define the Borel function F : G∗∗ → [0,∞]:
F (Tr, x, y) =
{
1
|C(x)|
1{y∈C(x)}, if An 6= ∅,
0, otherwise.
The function F is well-defined since F (Tr, o, x) is invariant under isomor-
phisms. Since the law ν of the rooted trace [Tr, o] is unimodular we can
apply the MTP to obtain that the expected mass received by o is at most 1:∫ ∑
x∈Tr
F (Tr, x, o)dν([Tr, o]) =
∫ ∑
x∈Tr
F (Tr, o, x)dν([Tr, o]) ≤ 1.
Assume that ξ is an isolated end of Tr and let us show that this leads
to a contradiction. There exists some finite set F such that the connected
component U of G \ F whose completion contains ξ satisfies U ∩ An = ∅.
Moreover, there exists a finite set of vertices B such that all paths from U to
all other connected components of G\F must pass through B. Then a subset
of vertices of B gets all the mass from all the vertices in U . As U contains
infinitely many vertices the set B receives infinite mass. Using the property
that “everything shows at the root”, see [1, Lemma 2.3], we obtain that∫ ∑
x∈Tr F (Tr, x, o)dν([Tr, o]) = ∞, a contradiction. Hence, almost surely
every trace with An 6= ∅ does not have isolated ends. Since this holds for all
but finitely many n ∈ N, we obtain that almost surely a trace with isolated
ends can have at most two ends.
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Proposition 2. Assume Assumption 1 holds. The trace of a transient
UBRW on a planar hyperbolic Cayley graph has a.s. no isolated end.
Proof. We start with some preparations. Since the Gromov boundary ∂G can
be identified with a circle there exist infinite geodesics γ1, γ2 and γ3 starting
from o with distinct boundary points ξ1, ξ2 and ξ3. Denote by γ =
⋃3
i=1{γi},
where {γi} is the set of vertices in γi. We define ∂Gij to be the part of the
Gromov boundary that is between ξi and ξj and Sij to be the set of vertices
between γi and γj. Let K be some large positive constant to be chosen
later. Geodesics in hyperbolic groups either converge to the same boundary
point or diverge exponentially. Hence, for K sufficiently large there exist
x1 ∈ S12, x2 ∈ S23, and x3 ∈ S31 such that d(xi, γ) = K for all i ∈ {1, 2, 3}.
Let i ∈ {1, 2, 3} and consider the sphere S(xi, n) of radius n around xi in
the Cayley graph metric. Since the γi’s are geodesics and triangles are thin
we have that there exists some constant C2 such that |S(xi, n) ∩ γ| ≤ C2n.
Now, start a BRW in xi and denote by Tri the trace of the BRW started in
xi. Using Markov’s Inequality and Inequality (2.2) we obtain that
P[|Tri ∩ γ| ≥ 1] ≤ E[|Tri ∩ γ|] ≤
∑
y∈γ
Gm(x, y) ≤
∑
n≥K
C1C2n̺
n, (3.1)
which tends to 0 as K tends to infinity.
We assume now that P[Tr has an isolated end] = c > 0 and show that
this yields a contradiction. Inequality (3.1) allows us to choose K sufficiently
large such that for i ∈ {1, 2, 3}
P[Tri has an isolated end, |Tri ∩ γ| = 0] > 0.
We start the UBRW in o and condition the UBRW on the event that at
time N = max{d(o, xi) : i ∈ {1, 2, 3}} in each of the vertices x1, x2 and x3
there is exactly one particle and no particle elsewhere. This is possible since
we assume that µ1 > 0 and q(e) > 0. So what happens at times n ≥ N
has the same distribution as we start three independent BRWs in x1, x2, and
x3. Eventually, using the planarity of G we get that Tr has with positive
probability at least three distinct ends including at least one isolated end,
which yields a contradiction to Proposition 1.
It remains to show that the trace has a.s. continuum many ends.
Corollary 2. Assume Assumption 1 holds. The trace of a transient UBRW
on a planar hyperbolic Cayley graph has a.s. continuum many ends.
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Proof. Due to Proposition 2 the trace Tr must have infinitely many ends
because otherwise each end would be isolated. Moreover, each infinite con-
nected component of Tr \B(o, n) must contain at least two ends; otherwise,
such a component would contain an isolated end. Thus, the number of ends
is at least of order |2N|, which proves the claim since Tr is of bounded de-
gree.
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