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RESUMO
Os modelos metapopulacionais sa˜o uma ferramenta muito importante nos
estudos de habitats fragmentados. Sendo a natureza bastante diversificada, a ana´lise de
ambientes heterogeˆneos e´ primordial para a construc¸a˜o de uma dinaˆmica mais pro´xima
da realidade. Com isso, buscou-se construir um modelo metapopulacional heterogeˆneo
de mu´ltiplas espe´cies, cujo objetivo e´ encontrar um crite´rio de estabilidade assinto´tica
de o´rbitas de sincronizac¸a˜o parcial. Para tanto e´ descrito um ambiente com n patches
ou s´ıtios conectados por movimentos de migrac¸a˜o divididos em conjuntos, que apresen-
tam diferentes caracter´ısticas de sobreviveˆncia e reproduc¸a˜o de cada espe´cie. Obteve-se
uma representac¸a˜o para matriz Jacobiana do sistema, ale´m de um crite´rio para o ca´lculo
do expoente de Lyapunov. Sendo poss´ıvel, enta˜o, uma generalizac¸a˜o para um modelo
metapopulacional heterogeˆneo de mu´ltiplas espe´cies.
Palavras-chave. Metapopulac¸o˜es, Expoente de Lyapunov, Mu´lti-Espe´cies, Sincronizac¸a˜o.
ix
ABSTRACT
The metapopulational models are an important appliance in the fragmen-
ted habitats studies.”The nature is very diversified, so the heterogeneous environments
analysis is primordial for close construction of dynamics realities. Therefore, this research
aimed to construct a metapopulational heterogeneous model of multiple species in order
to find an asymptotic stability standard of partial synchronization of orbits. Hence an
environment with n patches or connected sites by migration movements were described,
whose were divided into groups with different survival and reproduction characteristics
of each species. A Jacobian matrix of system representation was obtained, as well as
a Lyapunov exponent calculation criteria. Thus, a generalization for a heterogeneous
metapopulational model of multiple species was possible.
Keywords. Metapopulations, Lyapunov Number, Multiple Species, Synchronization.
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1 INTRODUC¸A˜O
A estruturac¸a˜o espacial para dinaˆmicas de populac¸o˜es reais tem papel cen-
tral em questo˜es de conservac¸a˜o biolo´gica. Trazendo ao modelo uma caracter´ıstica mais
pro´xima a` realidade. Com isso, os modelos metapopulacionais funcionam como uma fer-
ramenta valiosa para estudos neste seguimento.
O termo metapopulac¸a˜o surge na literatura ecolo´gica em 1970, para descrever
uma “populac¸a˜o de populac¸o˜es”. Tal definic¸a˜o prove´m do trabalho de Richard Levins [29],
onde ele descreve uma dinaˆmica espacialmente estruturada e analisa as interfereˆncias do
espac¸o sobre as populac¸o˜es. O estudo nesta a´rea vem crescendo de forma considera´vel
desde enta˜o([11];[14];[39]).
Hanski define metapopulac¸o˜es como o conjunto de populac¸o˜es locais, as quais
interagem via movimentos individuais entre lugares habitados[14]. Estas regio˜es ocupadas
sa˜o denominadas de patches ou s´ıtios e podem estar ligadas por movimentos de migrac¸a˜o.
A junc¸a˜o destes dois fatores, dinaˆmicas de populac¸o˜es locais e migrac¸a˜o, da˜o os alicerces
para a definic¸a˜o de um modelo metapopulacional. A forma como estes lugares habitados
esta˜o conectados diz respeito a` topologia da rede. Neste trabalho, optou-se por dar
atenc¸a˜o a 4 topologias de rede distintas, sendo uma delas dependente do tempo.
Cada patche pode conter uma ou mais subpopulac¸o˜es que sa˜o iteradas no
tempo segundo suas respectivas dinaˆmicas locais, ou seja, func¸o˜es que sa˜o responsa´veis
pela evoluc¸a˜o de cada espe´cie no tempo, ale´m de carregar as caracter´ısticas de cada
s´ıtio. Quando todos os s´ıtios possuem as mesmas caracter´ısticas, ou seja, sa˜o regidos
pelas mesmas dinaˆmicas locais, a metapopulac¸a˜o e´ dita homogeˆnea. Esta simplificac¸a˜o
para o modelo e´ muito utilizada em muitos trabalhos ([18], [7], [8], [40], [41], [9]), por
reduzir o nu´mero de paraˆmetros a serem analisados. Jansen e Lloyd (2000) [25], por
exemplo, apresentaram um tratamento anal´ıtico para uma metacomunidade em ambiente
homogeˆneo com migrac¸a˜o independente da densidade. Este trabalho e´ estendido logo
apo´s em Lloyd e Jansen (2004) [31] com a ana´lise de um modelo epidemiolo´gico. Pore´m
os habitats fragmentados trazem, naturalmente, algum grau de heterogeneidade ao meio,
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e isso se reflete na dificuldade de encontrar parceiros, na disponibilidade de alimento,
entre outros fatores.
Neste trabalho atentou-se para estas poss´ıveis diferenc¸as entre os s´ıtios da
metapopulac¸a˜o. Assim, quando se consideram as diferenc¸as poss´ıveis entre s´ıtios, tem-se
uma Metapopulac¸a˜o heterogeˆnea. Estudos de dinaˆmicas para 2 s´ıtios com caracter´ısticas
distintas sa˜o apresentados em ([20], [27], [54]). Esta caracter´ıstica do meio pode ser
responsa´vel pela persisteˆncia das espe´cies em cada fragmento do habitat. Em [13] os
resultados indicam que a persisteˆncia vem do “efeito de resgate”(“rescue effect”), pois
mesmo que ocorra a extinc¸a˜o em escala local, ele na˜o ocorre em escala global. Gyllen-
berg, et. al.(1993)[12] traz um exemplo recente sobre dispersa˜o da gripe em um habitat
heterogeˆneo com diferentes taxas de infecc¸o˜es.
Ale´m das caracter´ısticas locais apresentadas acima, existe o fator que indica
a conexa˜o entre os fragmentos do habitat, a migrac¸a˜o. Esta tem uma papel fundamental
nas dinaˆmicas metapopulacionais, pois traz uma caracter´ıstica que deixa o modelo mais
pro´ximo da realidade. Existem muitos trabalhos que falam sobre os efeitos da migrac¸a˜o
sobre dinaˆmica de populac¸o˜es e suas alterac¸o˜es ao longo do tempo. Uma das principais ca-
racter´ısticas e´ o fator estabilizante ([15], [19]), onde soluc¸o˜es locais cao´ticas geram o´rbitas
perio´dicas simples [20]. Ale´m disso, Rohani, et. al.(1996)[39] apresentaram modelos de
uma e duas espe´cies, e verificado que soluc¸o˜es esta´veis na dinaˆmica local na˜o perdem sua
estabilidade com acoplamento da migrac¸a˜o, para uma u´nica espe´cie. No entanto para mo-
delos tipo presa-predador com migrac¸a˜o assime´trica, o quadro na˜o se mante´m, podendo
gerar padro˜es espaciais[18].
Embora considerar a migrac¸a˜o constante seja uma simplificac¸a˜o e tambe´m
um aux´ılio para a construc¸a˜o do modelo, em ambientes naturais sabe-se que ela esta´ ligada
a` dependeˆncia da densidade ou a fatores externos(vento, correnteza de um rio, etc.). Silva
(2013)[45], obteve padro˜es heterogeˆneos esta´veis e dinaˆmicos, considerando um modelo
planta herb´ıvoro com migrac¸a˜o por agregac¸a˜o e fitotaxia. Silva, et. al.(2001)[46], des-
crevem um modelo metapopulacional dependente da densidade, onde obteve-se condic¸o˜es
para que sistemas previamente esta´veis percam sua estabilidade devido a` migrac¸a˜o. Ou-
tros resultados podem ser observados em [38].
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Outro processo resultante da migrac¸a˜o em redes de populac¸o˜es acopladas
sa˜o as soluc¸o˜es sincronizadas. Esse fenoˆmeno descreve um ajustamento de fase, onde
populac¸o˜es em diferentes s´ıtios passam a oscilar de forma coerente. Em modelos biolo´gicos
a sincronizac¸a˜o e´ relacionada com a extinc¸a˜o das espe´cies([9],[21]), este resultado prove´m
de oscilac¸o˜es cao´ticas, em que as mudanc¸as bruscas de densidade podem levar a populac¸a˜o
a` extinc¸a˜o em todo habitat. Apesar dos modelos acoplados por dispersa˜o apresentarem o
chamado “rescue effect”[6], o qual caracteriza a capacidade de recolonizac¸a˜o dos patches
e de certa forma previne a extinc¸a˜o global, a sincronizac¸a˜o na˜o permite a ac¸a˜o reparadora
desse efeito.
O estudo de o´rbitas sincronizadas na˜o e´ recente, tendo seu in´ıcio com a ana´lise
de peˆndulos no se´culo 17 [22], percebida hoje em va´rias a´reas da cieˆncia ([4],[5],[36]). Em
[28], sa˜o apresentados alguns exemplos de sincronizac¸a˜o em populac¸o˜es reais, ale´m da
distaˆncia entre as populac¸o˜es locais onde foi percebido esse ajuste de fase.
Uma abordagem anal´ıtica de o´rbitas sincronizadas podem ser vistas em [17] a
qual apresenta um modelo metapopulacional de 2 s´ıtios e determina as condic¸o˜es de esta-
bilidade das o´rbitas sincronizadas. Sole´ e Gamarra (1998)[50] descrevem as condic¸o˜es de
o´rbitas sincronizadas para uma espe´cie em dois patches conectados, e a relac¸a˜o entre grau
de instabilidade e a taxa de dispersa˜o. A generalizac¸a˜o deste caso e´ encontrada em [44],
em que e´ analisado o caso de para n s´ıtios. Silva, et. al.(2010)[47] apresenta um modelo
de uma u´nica espe´cie com migrac¸a˜o dependente da densidade, generalizando Earn, et. al.
(2000)[9]. Hanski e Woiwod (1993) [16], e´ analisada a sincronizac¸a˜o sobre as populac¸o˜es
de mariposas e pulgo˜es em relac¸a˜o a` distaˆncia dos s´ıtios. Mais sobre sincronizac¸a˜o pode
ser encontrado em [30] e [48].
O ajustamento de ritmo de dois ou mais osciladores acoplados pode se dar
de va´rias formas: sincronizac¸a˜o completa, sincronizac¸a˜o em fase, sincronizac¸a˜o fora de
fase, sincronizac¸a˜o parcial, entre outras, conforme [5]. Silva (2015) [43] construiu um
modelo metapopulacional heterogeˆneo para uma espe´cie, em que sa˜o descritos resultados
de sincronizac¸a˜o parcial para o caso de formac¸a˜o de 2 clusters. Um modelo de dois
mapas acoplados e´ apresentado em [24], onde e´ estudada a estabilidade de o´rbitas de
sincronizac¸a˜o total e parcial. Mais alguns resultados interessantes podem ser encontrados
em [37], [55].
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Com o intuito de generalizar os resultados ja´ obtidos em [44], buscou-se
construir um modelo metapopulacional de mu´ltiplas espe´cies (metacomunidade) expostas
a um ambiente heterogeˆneo. E, assim, determinar as condic¸o˜es de estabilidade de o´rbitas
sincronizac¸a˜o parcial.
Seguindo essas ideias, primeiramente, analisou-se uma metacomunidade ex-
posta a dois conjuntos de s´ıtios diferentes; assim, buscou-se estudar a existeˆncia de uma
soluc¸a˜o sincronizada e analisar a estabilidade assinto´tica desta soluc¸a˜o. Para validac¸a˜o
do modelo sera˜o feitas algumas simulac¸o˜es para uma dinaˆmica de competic¸a˜o.
De modo a generalizar este estudo, amplia-se a heterogeneidade do habitat
para o caso de η conjuntos de s´ıtios de qualidades diferentes. E tambe´m foram investigadas
a existeˆncia e a estabilidade de soluc¸o˜es s´ıncronas. Utilizou-se o modelo de competic¸a˜o
para exemplificar os resultados das ana´lises dessa dinaˆmica.
Ao final do trabalho, e´ apresentado um u´ltimo modelo com migrac¸a˜o depen-
dente do tempo, utilizando as matrizes de conexa˜o descritas nos cap´ıtulos precedentes.
Silva, et. al.(2015) [49], apresentou um crite´rio anal´ıtico para estabilidade de o´rbitas sin-
cronizadas para a metacomunidade com migrac¸a˜o dependente da densidade, e, ale´m disso,
um exemplo de conexa˜o dependente do tempo e´ apresentado.
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2 DEFINIC¸O˜ES INICIAIS
Neste cap´ıtulo inicial sera˜o apresentados algumas definic¸o˜es sobre sistemas
dinaˆmicas. Os resultados descrito nesta primeira etapa servira˜o como preliminares aos
cap´ıtulos que se seguem.
Um sistema dinaˆmico consiste de um conjunto de valores, que, atrave´s de
uma regra, determina o estado presente dependente de estados passados. As leis ou
regras que descrevem esta evoluc¸a˜o no tempo sa˜o ditas determin´ısticas, ou seja, a partir
de um conjunto de estados passados determina-se unicamente um estado futuro.
No caso de dinaˆmicas populacionais, o estado da populac¸a˜o em um tempo t
e´ determinado unicamente por um ou mais estados passados.
2.1 Mapas Unidimensionais
Diz-se que um sistema unidimensional num intervalo I, com evoluc¸a˜o discreta
no tempo, e´ um mapeamento f : I → I, em que um estado x em um tempo t e´ atualizado
para um tempo futuro t+ 1 atrave´s da equac¸a˜o
xt+1 = f(xt). (2.1)
Sendo x0 uma condic¸a˜o inicial para a dinaˆmica, a evoluc¸a˜o(iterac¸a˜o) do mapa
unidimensional f(x) geram uma o´rbita, de condic¸a˜o inicial x0, dada por {x0, f(x0), f 2(x0), f 3(x0), ...},
ou seja, as soluc¸o˜es da equac¸a˜o 2.1 com a evoluc¸a˜o do tempo geram um conjunto que cha-
mamos o´rbita.
Um exemplo de mapa unidimensional bastante estudado e´ a famı´lia quadra´tica,
ou mapa log´ıstico, dado por
f(x) = rx(1− x), 0 < r ≤ 4, (2.2)
que mapeia o intervalo [0, 1] em [0, 1],([32], [33],[34])
Esse modelo, entre outros que podem ser encontrados em May (1974), apre-
sentam comportamento de o´rbitas que se alternam segundo sua periodicidade. O modelo
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log´ıstico apresenta uma vasta gama de soluc¸o˜es, para r < 3, o modelo apresenta pontos
fixos, em que f(p) = p. Para valores de r > 3, o modelo passa a apresentar um comporta-
mento oscilato´rio para as o´rbitas geradas pelo mapa f . Esse tipo de soluc¸a˜o, para k ∈ N,
e´ definida por fk(x0) = x0, esta o´rbita e´ dita de per´ıodo k. Assim, se k = 2, gera uma
o´rbita de per´ıodo dois dado por {x0, x1, x0, x1, ...}, ou seja, f 2(x0) = x0.
Quando o paraˆmetro r > 3, 57, as o´rbitas geradas pelo modelo na˜o apresen-
tam comportamentos perio´dicos ou de ponto fixo, neste intervalo de valores do paraˆmetro
as iterac¸o˜es geradas pelo modelo percorrem um caminho imprevis´ıvel, a essa o´rbita da´-se
o nome de cao´tica.
Para mapas unidimensionais existe um crite´rio simples para determinar a
estabilidade dos pontos de equil´ıbrio. Seja x∗ uma soluc¸a˜o de equil´ıbrio de f(xt), se
a partir de uma pequena perturbac¸a˜o sobre x∗ as iterac¸o˜es do modelo fac¸am a o´rbita
retornar f(x∗) = x∗, diz-se que o ponto x∗ e´ esta´vel, caso contra´rio e´ dito insta´vel. Esse
resultado e´ descrito pelo seguinte teorema.
Teorema 2.1 Se
|f ′(x∗)| < 1⇒ x∗ e´ esta´vel (2.3)
|f ′(x∗)| > 1⇒ x∗ e´ insta´vel (2.4)
Da mesma forma, e´ poss´ıvel obter um resultado para determinar a estabi-
lidade de o´rbitas perio´dicas. Seja k = 2 e a o´rbita de f dada por {x0, x1, x0, x1, ...}.
Tem-se
|(f 2(x0))′| = |f ′(f(x0))f ′(x0)| = |f ′(x1).f ′(x0)| (2.5)
Deste modo, a o´rbita e´ esta´vel se |f ′(x1).f ′(x0)| < 1 e insta´vel caso contra´rio.
Este resultado pode ser generalizado para toda o´rbita de per´ıodo k, segundo o seguinte
resultado.
Teorema 2.2 A o´rbita perio´dica {p1, p2, ..., pk} e´ esta´vel se
|f ′(pk)...f ′(p1)| < 1 (2.6)
e insta´vel se
|f ′(pk)...f ′(p1)| > 1 (2.7)
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Os padro˜es cao´ticos sa˜o mais complexos de determinar. Para tanto, utiliza-
mos o Nu´mero de Lyapunov, o qual mede a velocidade me´dia com que o´rbitas pro´ximas
se separam ou mante´m-se pro´ximas, isso e´ descrito formalmente na seguinte definic¸a˜o.
Definic¸a˜o 2.1 Seja f um mapa suave de domı´nio real. O nu´mero de Lyapunov L(x1) da
o´rbita {x1, x2, x3, ...} e´ definida como
L(x1) = lim
n→∞
(|f ′(x1)|...|f ′(xn)|)1/n (2.8)
se o limite existir.
Assim, uma o´rbita sera´ dita cao´tica se L(x1) > 1, e podera´ apresentar com-
portamento de ponto fixo ou perio´dico se L(x1) < 1.
2.2 Atrator
Seja f um mapa e x0 uma condic¸a˜o inicial, o conjunto limite da o´rbita
{fn(x0)} e´ o conjunto
ω(x0) = {x : ∀N e  existe n > N, tal que |fn(x0)− x| < } (2.9)
Se x1 gera outra o´rbita por f , {fn(x1)}. Enta˜o, diz-se que a o´rbita {fn(x1)}
e´ atra´ıda para ω(x0) se ω(x1) esta´ contida em ω(x0). Assim, um atrator e´ um conjunto
limite, o qual atrai uma certa quantidade de condic¸o˜es iniciais que possui medida na˜o
nula. Ao conjunto destas condic¸o˜es iniciais da-se o nome bacia de atrac¸a˜o, do atrator.
Ale´m disso, um atrator pode ser definido como o conjunto de comportamentos
caracter´ısticos para o qual evoluiu um sistema dinaˆmico. No caso desse trabalho, uma
o´rbita {fn(x0)} gerada pelo mapa f e´ dita um atrator se, para cada nova condic¸a˜o inicial
x1, a o´rbita {fn(x1)} estiver contida em {fn(x0)}, apo´s o descarte de algumas iterac¸o˜es
transientes. Ou mais precisamente se para todo N e  existir n > N tal que |fn(x0) −
fn(x1)| < . Ou seja, a nova o´rbita deve se aproximar assintoticamente do conjunto
atrator.
Tomando como exemplo o mapa log´ıstico f(x) = rx(1 − x), e´ simples, apo´s
algumas simulac¸o˜es nume´ricas, verificar os conjuntos atratores desta dinaˆmica(figura 2.1),
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os quais esta˜o fortemente ligados aos valores do paraˆmetro r. Para valores do paraˆmetro
r < 3, o atrator sera´ um ponto fixo, no gra´fico apresentado como um ponto isolado. Para
r > 3 comec¸am as o´rbitas perio´dicas do modelo, assim o conjunto atrator sa˜o pontos
isolados no gra´fico. A partir de r = 3, 57 as o´rbitas do modelo sa˜o cao´ticas, o que pode
ser confirmado numericamente com o ca´lculo do nu´mero de Lyapunov, o qual e´ maior que
1, na maior parte do intervalo [3, 57; 4].
r
1 1.5 2 2.5 3 3.5 4
0
0.2
0.4
0.6
0.8
1
Figura 2.1: Diagrama de bifurcac¸a˜o do mapa Log´ıstico.
2.3 Teorema de Birkhoff
Ao se estudar atratores cao´ticos deve-se analisar uma forma diferente de
seguir a trajeto´ria da o´rbita. No caso de o´rbitas na˜o perio´dicas, o atrator e´ uma unia˜o de
intervalos e para saber como diferentes o´rbitas se distribuem sobre o atrator, a resposta
e´ mais complicada. A ideia e´ contabilizar, por regia˜o do espac¸o de fase, como a soluc¸a˜o
se distribui sobre o atrator. Para tanto, defini-se o tempo me´dio de permaneˆncia de uma
o´rbita num conjunto.
Seja, enta˜o, um conjunto mensura´vel E ⊂ X com medida(a qual sera´ definida
a seguir) positiva e x um ponto qualquer no conjunto X. Sendo f um mapa sobre X, os
iterados de f que esta˜o em E sera˜o contabilizados por
{j ≥; f j(x) ∈ E} (2.10)
com isso, a frequeˆncia com que a o´rbita {fk(x)} visita um conjunto mensura´vel E e dado
por
ρn(x) =
#{0 ≤ j ≤ n− 1; f j(x) ∈ E}
n
, (2.11)
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definindo a func¸a˜o caracter´ıstica sobre E, χE(x), sendo χE(x) = 1 se x ∈ E e χE(x) = 0
se x /∈ E, assim tem-se
ρn =
1
n
n−1∑
j=1
χE(f
j(x)) (2.12)
Fazendo o nu´mero de iterac¸o˜es n tender a infinito chega-se ρ(x) = lim
n=→∞
ρn(x),
se o limite existir, descreve o tempo me´dio que a o´rbita de um ponto x permanece no
conjunto E.
Uma noc¸a˜o fundamental para esta parte das definic¸o˜es e a noc¸a˜o de medida.
Para tanto, seguem algumas definic¸o˜es importantes.
Definic¸a˜o 2.2 Um me´todo de atribuic¸a˜o de um nu´mero a cada conjunto fechado de modo
que
(a) o tamanho de qualquer conjunto e´ um nu´mero na˜o negativo
(b) o tamanho da unia˜o disjunta de um nu´mero finito ou enumera´vel de conjuntos
e´ igual a soma das medidas de cada conjunto.
E´ dito medida.
As medidas ordina´rias que se esta´ acostumados, como o comprimento em R,
a´rea em R2 e volume em R3, sa˜o chamadas de medidas de Lebesgue quando estende-se a
todos os conjuntos fechados.
Se µ e´ uma medida de Lebesgue e µ(E) = 1 enta˜o µ e´ uma medida de
probabilidade. Note que, o conjunto S dos iterados de f , possuem a mesma medida das
pre´-imagens de S por f , ou seja, µ(f−1(S)) = µ(S), sendo S um conjunto fechado. Se µ
satisfaz essa propriedade, enta˜o ela e´ dita uma medida f -invariante.
Definic¸a˜o 2.3 Uma medida f -invariante µ e´ chamada de medida natural para f se
µ = lim
n→∞
1
n
n−1∑
j=1
δf j(x), (2.13)
para todo x em um conjunto de medida de Lebesgue positiva(δx denota a func¸a˜o delta de
Dirac em x).
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Definic¸a˜o 2.4 Diz-se que a medida µ e´ ergo´dica para f se para todo subconjunto f -
invariante E ∈ F, se verifica que µ(E) = 0 ou µ(E) = 1.
Passa-se ao teorema Ergo´dico de Birkhoff cuja demonstrac¸a˜o e enunciado
podem se encontrados em (Thunberg [52])
Teorema 2.3 Considerando um espac¸o de probabilidade (X,F , µ) e uma transformac¸a˜o
f : X → X que preserva a medida µ. Enta˜o, para qualquer func¸a˜o ϕ integra´vel, existe
uma func¸a˜o fϕ integra´vel e f -invariante que verifica as seguintes propriedades:
- para µ-quase todo ponto x ∈ X se verifica
lim
n→∞
1
n
n−1∑
j=0
ϕ(f j(x)) = fϕ; (2.14)
-
∫
X ϕdµ =
∫
X fϕdµ
Ale´m disso, se a medida µ e´ ergo´dica em relac¸a˜o a f , enta˜o fϕ e´ constante
µ-q.t.p., em particular
− lim
n→∞
n−1∑
j=0
ϕ(f j(x)) =
∫
X
ϕdµ para µ− q.t.p.x ∈ X (2.15)
2.4 Mapas Multidimensionais
As analises anteriores indicavam a necessidade de uma u´nica entrada(ou
condic¸a˜o inicial) ao modelo. Ja´ um modelo multidimensional traz a necessidade de mais
valores para descrever o estado do modelo.
Assim, um sistema multidimensional num espac¸o M , com evoluc¸a˜o temporal
discreta, e´ dada por um mapa f : M → M , tal que xt+1 = f(xt), em que xt e´ um vetor
que agrupa as condic¸o˜es necessa´rias para evoluir o estado do modelo.
O conceito de nu´mero de Lyapunov e Expoente de Lyapunov pode ser esten-
dido para mapas sobre Rm, m > 1. No caso unidimensional, a ideia e´ medir a taxa de
separac¸a˜o de pontos pro´ximos ao longo da reta real. Em dimenso˜es maiores, o comporta-
mento local da dinaˆmica pode variar com a direc¸a˜o. Pontos inicialmente pro´ximos podem
se afastar em uma direc¸a˜o, enquanto em outra movem-se juntos.
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Para um mapa f : Rm → Rm, cada o´rbita possui m nu´meros de Lyapunov, os
quais medem a taxa de separac¸a˜o do ponto atual da o´rbita ao longo de direc¸o˜es ortogonais.
Conforme figura(2.2), apo´s n iterac¸o˜es do mapa f , a esfera centrada em v0 evoluira´ para
um longo e fino elipsoide, ilustrando a ideia anterior.
Figura 2.2: Transformac¸a˜o, apo´s n iterados de f , do c´ırculo de raio 1 em uma elipse.
Definic¸a˜o 2.5 Seja f : Rm → Rm um mapa suave, Jn = Dfn(v0), e, para k = 1, ...,m,
rnk o comprimento do k-e´simo maior eixo ortogonal do elipsoide JnN para uma o´rbita
inicial v0, onde N e´ a esfera de raio 1. Enta˜o, r
n
k mede a contrac¸a˜o ou expansa˜o da o´rbita
de v0 durante as n primeiras iterac¸o˜es. O k-e´simo nu´mero de Lyapunov de v0 e´ definido
por
Lk = lim
n→∞
(rnk )
1/n, (2.16)
se esse limite existir. O k-e´simo expoente de Lyapunov de v0 e´ hk = lnLk.
Como descrito no caso unidimensional, e´ fa´cil verificar que Jn = Df
n(v0) =∏n−1
i=0 Df(vi), ou seja, Jn e´ o produto das matrizes jacobianas de f aplicadas em xi. Esse
produto pode trazer problemas computacionais nos ca´lculos das iterac¸o˜es. Sendo assim,
utiliza-se o algoritmo descrito em Sandri (1996)[41], o qual calcula a expansa˜o das o´rbitas
atrave´s do processo de decomposic¸a˜o QR.
Definic¸a˜o 2.6 Seja f : Rm → Rm um mapa, m ≤ 1, e {v0, v1, v2, ...} uma o´rbita limitada
de f . A o´rbita e´ cao´tica se ao menos um nu´mero de Lyapunov e´ maior que 1, ou seja,
Lk(v0) > 1, para algum k = 1, ...,m. (2.17)
Como no caso unidimensional, busca-se determinar como as o´rbitas se distri-
buem sobre atratores multidimensionais. Para tanto, tem-se o teorema Multiplicativo de
Oseledec[10].
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Teorema 2.4 (Teorema Multiplicativo de Oseledec) Seja rho uma medida de probabili-
dade no espac¸o M . Seja f : M → M um mapa que preserva a medida ergo´dica ρ. Seja
T : M → matrizes mxm um mapeamento mensura´vel tal que∫
log+ ||T (x)||ρ(dx) <∞; (2.18)
em que log+ u = max(0, log u). Seja Tn(x) = T (f
n−1(x))...T (f(x))T (x). Enta˜o, a menos
de um conjunto de medida ρ nula, o seguinte limite existe:
lim
n→∞
(T ∗n(x)Tn(x))
1/2n = Λx. (2.19)
Os autovalores da matriz Λx sa˜o os nu´meros de Lyapunov relativos ao mapa
f.
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3 DINAˆMICA HETEROGEˆNEA PARA K
ESPE´CIES EM 2 CLUSTERS
Neste cap´ıtulo, foi descrita a dinaˆmica de uma metapopulac¸a˜o de n s´ıtios
divididos em 2 clusters, isto e´, dois conjuntos de s´ıtios que apresentam alguma diferenc¸a
qualitativa. Para tanto, definiu-se a dinaˆmica local do modelo, a qual esta´ relacionada
com a evoluc¸a˜o de cada espe´cie em cada s´ıtio. Tal func¸a˜o e´ responsa´vel por indicar, a cada
passo de tempo, a densidade das populac¸o˜es. A seguir, define-se a dinaˆmica espacialmente
estruturada caracterizando as conexo˜es entre s´ıtios, indicando as vizinhanc¸as utilizadas,
ale´m da construc¸a˜o dos dois clusters. Ao final, determinou-se um crite´rio de estabilidade
do estado s´ıncrono para a dinaˆmica.
3.1 Construc¸a˜o do modelo
Para construc¸a˜o do modelo, utilizou-se uma quantidade arbitra´ria de s´ıtios,
os quais foram denotados por n. Para caracterizar os dois conjuntos de s´ıtios que represen-
taram os dois clusters com qualidades diferentes, utilizou-se dois conjuntos identificados
por F = {1, 2, ..., r} e G = {r + 1, r + 2, ..., n}. Assim, a quantidade de regio˜es habitadas
em F e´ dado por r e o conjunto G tera´ n− r s´ıtios.
Cada s´ıtio sera´ habitado por diferentes espe´cies, cuja quantidade e´ represen-
tada por k. Considerou-se o mesmo nu´mero de espe´cies em cada s´ıtio, de forma a simpli-
ficar o modelo. Indexou-se as espe´cies por l e os s´ıtios por j. Sendo assim, a densidade da
espe´cie l no s´ıtio j no tempo t e´ descrita por xtl,j, com l = 1, .., k e j = 1, .., n. Representou-
se o vetor de densidades das k espe´cies no s´ıtio j no tempo t por xtj = (x
t
1,j, ..., x
t
k,j).
Cada espe´cie possui sua pro´pria func¸a˜o de crescimento responsa´vel pelos
nascimentos e mortes da fase de reac¸a˜o a cada passo de tempo. Como uma forma de
organizac¸a˜o, identificou-se cada func¸a˜o escalar de iterac¸a˜o por fl : Rk → R para cada
populac¸a˜o l em cada s´ıtio j ∈ F e gl : Rk → R a func¸a˜o que itera a populac¸a˜o l em cada
s´ıtio j ∈ G. A partir desta diferenciac¸a˜o, gera-se a heterogeneidade do habitat, ja´ que
em s´ıtios de clusters diferentes cada espe´cie evolui segundo sua func¸a˜o espec´ıfica naquele
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conjunto. A partir dessas definic¸o˜es, e´ poss´ıvel descrever o sistema que evolui cada espe´cie
do tempo t ao tempo t+ 1 em cada s´ıtio j do ambiente como segue,
 xt+1l,j = fl(xtj), j = 1, 2, ..., r e l = 1, 2, ..., k;xt+1l,j = gl(xtj), j = r + 1, r + 2, ..., n e l = 1, 2, ..., k; (3.1)
Para atualizar todas as espe´cies de um dado s´ıtio j do tempo t para o tempo
t + 1, utilizou-se uma aplicac¸a˜o vetorial de Rk em Rk que itera segundo a aplicac¸a˜o
F : Rk → Rk, F(xtj) = (f1(xtj), f2(xtj), ..., fk(xtj)), ∀j ∈ F , e a aplicac¸a˜o G : Rk → Rk,
G(x) = (g1(x), g2(x), ..., gk(x)), ∀j ∈ G, todas populac¸o˜es contidas em cada s´ıtio j do seu
respectivo cluster. Por essa construc¸a˜o, chega-se enta˜o ao seguinte sistema vetorial para
a dinaˆmica multiespe´cie.
 xt+1j = F(xtj), j = 1, 2, ..., r;xt+1j = G(xtj), j = r + 1, r + 2, ..., n. (3.2)
A comunicac¸a˜o entre s´ıtios vizinhos se da´ segundo os movimentos de mi-
grac¸a˜o, que podem ocorrer por escassez de alimento, busca por parceiros sexuais, entre
outros. Esse processo ocorre em treˆs fases distintas: sa´ıda do s´ıtio de origem, movi-
mentac¸a˜o ou deslocamento entre s´ıtios, e, finalmente, a colonizac¸a˜o do s´ıtio de destino
[23]. A migrac¸a˜o nesse modelo foi considerada bem sucedida, ou seja, na˜o havendo perda
de indiv´ıduos durante tal processo. Ale´m disso, a dinaˆmica de movimentac¸a˜o entre regio˜es
habitadas pode ser considerada de duas formas distintas: dependente ou independente da
densidade. A primeira refere-se a uma tendeˆncia no movimento dos indiv´ıduos dependente
da quantidade de indiv´ıduos nos s´ıtios de destino; ja´ a segunda refere-se a uma movi-
mentac¸a˜o constante onde uma frac¸a˜o da populac¸a˜o deixa seu s´ıtio de origem e distribui-se
igualmente aos s´ıtios da vizinhanc¸a.
Neste trabalho, considera-se um deslocamento entre s´ıtios constante, inde-
pendente da densidade da populac¸a˜o nos s´ıtios de destino. Desse modo, a cada passo de
tempo, os indiv´ıduos distribuem-se de forma uniforme na vizinhanc¸a. Como o modelo
descrito apresenta mu´ltiplas espe´cies, em cada local habitado, cada uma delas tem sua
frac¸a˜o de migrac¸a˜o espec´ıfica, ou seja, a quantidade de indiv´ıduos que migra de cada
14
espe´cie e´ diferente. As constantes de migrac¸a˜o para cada populac¸a˜o sa˜o denotadas por
µl ∈ [0, 1], com l = 1, .., k. Para a construc¸a˜o do modelo, utilizaremos a matriz
M =

µ1 0 · · · 0
0 µ2 · · · 0
...
...
. . .
...
0 0 · · · µk
 . (3.3)
Essa descreve a primeira fase do processo de movimentac¸a˜o, a fase de sa´ıda do s´ıtio,
contemplando as diferentes frac¸o˜es de migrac¸a˜o. A segunda e terceira fase sera˜o descritas
pela matriz de conexa˜o entre os s´ıtios, a qual carregara´ a hipo´tese da movimentac¸a˜o
100% bem sucedida, sem perda de indiv´ıduos no processo de movimentac¸a˜o e tambe´m as
possibilidades de destinos para as frac¸o˜es das populac¸o˜es que deixam os s´ıtios de origem.
Ale´m de determinar a frac¸a˜o de indiv´ıduos de cada espe´cie l, que sai do s´ıtio
j, deve-se determinar a vizinhanc¸a desses s´ıtios para os quais se distribuira´ tal frac¸a˜o. Da
porc¸a˜o µl de indiv´ıduos da espe´cie l que deixam o s´ıtio j, a frac¸a˜o 0 ≤ ci,j ≤ 1 chega
ao s´ıtio i. Os elementos ci,j formam a matriz de conexa˜o C = [ci,j] entre os s´ıtios. A
maneira como os n s´ıtios esta˜o conectados diz respeito a` topologia da vizinhanc¸a, o que
determinara´ os valores de ci,j. Ale´m disso, na˜o havera´ migrac¸a˜o para o pro´prio s´ıtio, ou
seja, cj,j = 0.
Para garantir que as transic¸o˜es entre s´ıtios sejam bem sucedidas devemos ter,
n∑
i=1
cij = 1,∀j = 1, ..., n. (3.4)
A partir das descric¸o˜es para as fases de movimentac¸a˜o, segue que a frac¸a˜o de
indiv´ıduos da espe´cie l, que sai do s´ıtio j para o s´ıtio i e´ dado por ci,jµlx
t
l,j. Acoplando a
movimentac¸a˜o a` fase de dinaˆmica local, chega-se a`s equac¸o˜es que evoluem cada espe´cie e
s´ıtio da metapopulac¸a˜o,

xt+1li = (1− µl)fl(xti) +
r∑
j=1
ci,jµlfl(x
t
j) +
n∑
j=r+1
ci,jµlgl(x
t
j), l = 1, ..., k, 1 ≤ i ≤ r;
xt+1li = (1− µl)gl(xti) +
r∑
j=1
ci,jµlfl(x
t
j) +
n∑
j=r+1
ci,jµlgl(x
t
j), l = 1, ..., k, r + 1 ≤ i ≤ n.
(3.5)
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Assim, as equac¸o˜es que atualizam as densidades das populac¸o˜es em cada s´ıtio
para a dinaˆmica da metapopulac¸a˜o heterogeˆnea sa˜o,

xt+1i = (I −M)F(xti) +
r∑
j=1
ci,jMF(x
t
j) +
n∑
j=r+1
ci,jMG(x
t
j), i = 1, 2, ..., r;
xt+1i = (I −M)G(xti) +
r∑
j=1
ci,jMF(x
t
j) +
n∑
j=r+1
ci,jMG(x
t
j), i = r + 1, r + 2, ..., n.
(3.6)
O primeiro elemento de (3.6) diz respeito a` densidade de indiv´ıduos que
permanece no s´ıtio i; os outros dois referem-se a`s contribuic¸o˜es vindas dos dois blocos
de s´ıtios, o primeiro sa˜o de j ∈ F e o segundo de j ∈ G. Sendo X = (x1,x2, ...,xn) o
vetor que representa os n s´ıtios, cuja dimensa˜o e´ nk×1, segue, enta˜o, o seguinte operador
dinaˆmica local:
P : Rnk → Rnk
X = (x1,x2, ...,xn) 7→ P (X) := (
r︷ ︸︸ ︷
F(x1), ...,F(xr),
n−r︷ ︸︸ ︷
G(xr+1), ...,G(xn))
(3.7)
onde P atualiza todos os s´ıtios do tempo t ao tempo t + 1. Da mesma forma, tem-se o
operador migrac¸a˜o descrito por
H : Rnk → Rnk
X = (x1,x2, ...,xn)
T 7→ H(X) := (Ink − M¯)X + C¯M¯X
(3.8)
onde M¯ = In⊗M = diag(M,M, ...,M), e C¯ = C⊗ Ik. Assim, para cada iterac¸a˜o, tem-se
a composic¸a˜o de H com P ,
X t+1 = H(P (X t)). (3.9)
3.2 Estado de Sincronia
A partir deste momento, passa-se a verificac¸a˜o e construc¸a˜o de um crite´rio
para estabilidade das o´rbitas, que consideram o momento em que todos os s´ıtios passam a
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oscilar com mesma amplitude, tais o´rbitas sa˜o chamadas sincronizadas. Como o habitat
considerado no modelo e´ heterogeˆneo, espera-se que cada cluster oscile em densidades
distintas, o que leva a uma o´rbita de sincronia parcial.
Para iniciar a ana´lise das soluc¸o˜es destacadas vamos supor que o sistema
entrou em sincronia, ou seja, pelo menos em cada cluster os s´ıtios oscilam com mesma
densidade. Seja zt = (
r︷ ︸︸ ︷
xt, ...,xt,
n−r︷ ︸︸ ︷
yt, ...,yt) a soluc¸a˜o de sincronizac¸a˜o parcial, onde xt =
(xt1, ..., x
t
k) e y
t = (yt1, ..., y
t
k). O conjunto dos vetores z
t forma um subespac¸o vetorial de
Rnk, o qual chamaremos Sk, e definiremos como segue.
Definic¸a˜o 3.1 O subespac¸o de sincronizac¸a˜o parcial com formac¸a˜o de 2 clusters, sendo
um de tamanho r e outro de tamanho n− r, e´ denotado por Sk ∈ Rnk, onde
Sk = {(
r︷ ︸︸ ︷
x, x, ..., x,
n−r︷ ︸︸ ︷
y, y, ..., y);x, y ∈ Rk} (3.10)
Para a construc¸a˜o de um crite´rio para estabilidade das soluc¸o˜es sincroniza-
das, devemos determinar como as perturbac¸o˜es afetam o comportamento da o´rbita gerada
por zt. Analisando o espac¸o gerado pelas soluc¸o˜es de sincronia, e´ poss´ıvel verificar que,
juntamente com seu conjunto complementar, estes formam uma base para o espac¸o Rnk.
Assim, pode-se tomar a perturbac¸a˜o ao espac¸o de sincronia como um vetor em Rnk, e,
enta˜o, este pode ser decomposto em duas componentes, uma pertencente a Sk, e outra ao
complemento ortogonal de Sk, o qual denotaremos por S
⊥
k (figura 3.1). Assim, a ana´lise
do comportamento da perturbac¸a˜o pode se restringir a` evoluc¸a˜o na direc¸a˜o de S⊥k . Com
isso, deve-se determinar uma base para Sk e S
⊥
k , de modo a utilizar o teorema da de-
composic¸a˜o ortogonal e verificar o comportamento dessa perturbac¸a˜o em cada subespac¸o
separadamente.
Para garantir a existeˆncia de uma o´rbita sincronizada, deve-se impor algumas
restric¸o˜es sobre a matriz de conexa˜o C. A primeira diz respeito a uma restric¸a˜o sobre a
soma nas linhas, onde

r∑
j=1
ci,j = α,
n∑
j=r+1
ci,j = β, i = 1, 2, ..., r;
r∑
j=1
ci,j = γ,
n∑
j=r+1
ci,j = δ, i = r + 1, r + 2, ..., n.
(3.11)
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Figura 3.1: Mudanc¸a de referencial para o espac¸o de sincronia e decomposic¸a˜o da per-
turbac¸a˜o ε.
A segunda e´ referente a` invariaˆncia de C sobre o subespac¸o transversal S⊥k ,
devemos impoˆr uma restric¸a˜o sobre as somas nas colunas, como segue

r∑
i=1
ci,j = α
′,
n∑
i=r+1
ci,j = γ
′, j = 1, 2, ..., r;
r∑
i=1
ci,j = β
′,
n∑
i=r+1
ci,j = δ
′, j = r + 1, r + 2, ..., n.
(3.12)
para α′, β′, γ′, δ′ > 0, onde α′ + γ′ = 1 e β′ + δ′ = 1.
Considerando as hipo´teses sobre C¯, e substituindo em (3.6) a soluc¸a˜o sincro-
nizada, tem-se

xt+1 = (Ik −M)F(xt) +
r∑
j=1
ci,jMF(x
t) +
n∑
j=r+1
ci,jMG(y
t), i = 1, 2, ..., r;
yt+1 = (Ik −M)G(yt) +
r∑
j=1
ci,jMF(x
t) +
n∑
j=r+1
ci,jMG(y
t), i = r + 1, r + 2, ..., n.
(3.13)
Logo de (3.11)
 xt+1 = (Ik −M)F(xt) + αMF(xt) + βMG(yt), i = 1, 2, ..., r;yt+1 = (Ik −M)G(yt) + γMF(xt) + δMG(yt), i = r + 1, r + 2, ..., n. (3.14)
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Essas equac¸o˜es geram as o´rbitas sincronizadas, indicando que o sistema ao
sincronizar funciona como um sistema resumido de 2k equac¸o˜es.
Para explicitarmos a base de Sk, vamos utilizar um exemplo simples, conside-
rando 2 espe´cies distribu´ıdas em 5 s´ıtios com a caracterizac¸a˜o dos clusters descritas ante-
riormente, com r = 3, assim os dois conjuntos de s´ıtios sera˜o F = {1, 2, 3} e G = {4, 5}. A
partir das definic¸o˜es anteriores, a soluc¸a˜o s´ıncrona z e´ descrita por zt = {xt,xt,xt,yt,yt},
onde xt = {a1, a2} e yt = {b1, b2}. Segue enta˜o,
zt =

a1
a2
a1
a2
a1
a2
b1
b2
b1
b2

= a1

1
0
1
0
1
0
0
0
0
0

︸ ︷︷ ︸
v1
+a2

0
1
0
1
0
1
0
0
0
0

︸ ︷︷ ︸
v2
+b1

0
0
0
0
0
0
1
0
1
0

︸ ︷︷ ︸
w1
+b2

0
0
0
0
0
0
0
1
0
1

︸ ︷︷ ︸
w2

r(ClusterF )

n− r(ClusterG)
.
(3.15)
Com isso, uma base para S2 e´ dada por BS = [v1, v2, w1, w2].
Para generalizar essa ideia para o caso de k espe´cies, parte-se de um modelo
para uma u´nica espe´cie com 2 clusteres e a divisa˜o de s´ıtios desejada. Opera-se, enta˜o,
via produto de Kronecker com a matriz identidade de ordem igual ao nu´mero de espe´cies
em cada s´ıtio. De modo a ilustrar essa ideia, volta-se ao caso comentado acima, sendo A
a matriz que representa os vetores da base para S1. Fazendo o produto de Kronecker de
A por I2, R = A⊗ I2, segue enta˜o
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R =

1 0
1 0
1 0
0 1
0 1

︸ ︷︷ ︸
A
⊗
 1 0
0 1

︸ ︷︷ ︸
I2
=

1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 1 0
0 0 0 1

(3.16)
Pode-se perceber que as colunas da matriz R sa˜o exatamente os vetores
da base de S2, portanto as colunas de R geram o espac¸o de sincronia para o caso
de duas espe´cies. Ao realizarmos essa operac¸a˜o para o caso de k espe´cies, teremos
BSk = [v1, ..., vk, w1, ..., wk] como uma base do espac¸o de sincronia Sk, onde cada s´ıtio
e´ representado por um bloco k × 1. Assim,
vl =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
...
0
...
1
...
0
...
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (3.17)
onde o ı´ndice l indica a posic¸a˜o no bloco representante de cada s´ıtio, a qual sera´ na˜o nula.
Da mesma forma, pode-se descrever os vetores w referentes ao outro bloco de s´ıtios.
Os elementos da base de S⊥k , denotada por BS⊥k , podem ser descritos tambe´m
como produto de Kronecker da base S⊥1 pela matriz Ik. Tomando como base o exemplo
acima S⊥2 e´ descrito por
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R =

−1 −1 0
1 0 0
0 1 0
0 0 −1
0 0 1

⊗
 1 0
0 1
 =

−1 0 −1 0 0 0
0 −1 0 −1 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
0 0 0 0 1 0
0 0 0 0 0 1

(3.18)
Os vetores naturalmente ortogonais aos elementos de BS2 sera˜o descritos da
seguinte forma

−1
0
1
0
0
0
0
0
0
0

︸ ︷︷ ︸
ψ1,1
,

0
−1
0
1
0
0
0
0
0
0

︸ ︷︷ ︸
ψ2,1
,

−1
0
0
0
1
0
0
0
0
0

︸ ︷︷ ︸
ψ1,2
,

0
−1
0
0
0
1
0
0
0
0

︸ ︷︷ ︸
ψ2,2
,

0
0
0
0
0
0
−1
0
1
0

︸ ︷︷ ︸
ω1,1
,

0
0
0
0
0
0
0
−1
0
1

︸ ︷︷ ︸
ω2,1
, (3.19)
Assim, a base para S⊥k sera´ dada pelos vetores ψl,j ortogonais aos vetores vl
e ωl,j ortogonais aos vetores wl. De maneira geral #BS⊥k = k(n− 2), segue que
BS⊥k = [ψ1,1, ψ2,1, ..., ψk,1, ψ1,2, ψ2,2, ..., ψk,2, ..., ψ1,r−1, ψ2,r−1, ..., ψk,r−1,
ω1,1, ω2,1, ..., ωk,1, ω1,2, ω2,2, ..., ωk,2, ..., ω1,n−r−1, ω2,n−r−1, ..., ωk,n−r−1]
(3.20)
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Para, de certa forma, ordenar os vetores de BS⊥k vamos definir a seguinte
func¸a˜o de enumerac¸a˜o,
φ(l, j) =
 k(j − 1) + l, para os vetores ψl,j com l = 1...k e j = 1, ..., r − 1;k(r − 1) + k(j − 1) + l, para os vetores ωl,j com l = 1...k e j = 1, ..., n− r − 1;
(3.21)
A partir de agora, sera˜o demostrados alguns resultados que ajudaram na
construc¸a˜o do crite´rio de estabilidade do estado de sincronizac¸a˜o. Esses resultados indicam
a relac¸a˜o da dinaˆmica de uma u´nica espe´cie e o casos de k espe´cies, generalizando o
resultado de [43].
Lema 3.1 Suponha que Cn×n satisfac¸a (3.11) e (3.12). Enta˜o S1 e S⊥1 sa˜o C-invariantes
e existe uma base de Rn na qual C admite uma decomposic¸a˜o por blocos da forma C =
Cˆ ⊕ C˜, com
Cˆ =
 α β
γ δ
 e C˜ = [aτ,φ(l,j)] (3.22)
onde os elementos aτ,φ(l,j) sa˜o descritos para l = 1, ..., k, j = 1, ..., r − 1
 aτ,φ(l,j) = −cτ+1,1 + cτ+1,j+1, τ = 1, ..., r − 1;aτ,φ(l,j) = −cτ+2,1 + cτ+2,j+1, τ = r, ..., n− r − 2; (3.23)
para l = 1, ..., k, j = 1, ..., n− r − 1
 aτ,φ(l,j) = −cτ+1,r+1 + cτ+1,r+j+1, τ = 1, ..., r − 1;aτ,φ(l,j) = −cτ+2,r+1 + cτ+2,r+j+1, τ = r, ..., n− r − 2; (3.24)
Demonstrac¸a˜o: Sendo os vetores das bases de S1 e S
⊥
1 semelhantes aos descritos nos
exemplos anteriores, mostrar-se-a´ que os vetores da base desses dois subespac¸os sa˜o ma-
peados por C em S1 e S
⊥
1 , respectivamente, obtendo a invariaˆncia desses subespac¸os sobre
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C. Assim, seja BS1 = {v, w}, temos
Cv = C

1
1
...
1
0
0
...
0

=

r∑
j=1
c1,j
r∑
j=1
c2,j
...
r∑
j=1
cr,j
r∑
j=1
cr+1,j
r∑
j=1
cr+2,j
...
r∑
j=1
cn,j

=

α
α
...
α
γ
γ
...
γ

= αv + γw; (3.25)
Da mesma forma, aplicando ao outro vetor de BS1 , chegamos a Cw = βv+δw.
Com isso, temos S1 C-invariante.
A partir de (3.20) temos que a base de S⊥1 e´ dada por
BS⊥k = [ψ1, ψ2, ..., ψr−1, ω1, ω2, ..., ωn−r−1] (3.26)
para os vetores ψj
Cψj = a1ψ1 + a2ψ2 + ...+ a(r−1)ψr−1 + arω1 + ...+ an−2ωn−r−1 (3.27)
o que gera o seguinte sistema:

−
r−1∑
i=1
ai = −c1,1 + c1,j+1
ai−1 = −ci,1 + ci,j+1 i = 2, .., r
−
n−2∑
i=r
ai = −cr+1,1 + cr+1,j+1
ai−1 = −ci+2,1 + ci+2,j+1 i = r, .., (n− 2)
(3.28)
⇔

−
r−1∑
i=1
−ci,1 + ci,j+1 = −c1,1 + c1,j+1
−
n−2∑
i=r
−ci+2,1 + ci+2,j+1 = −cr+1,1 + cr+1,j+1
(3.29)
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⇔
r∑
i=1
ci,1 =
r∑
i=1
ci,j+1 = α
′
n∑
i=r+1
ci,1 =
n∑
i=r+1
ci,j+1 = γ
′
(3.30)
agora para os vetores ωj, segue o seguinte sistema

−
r−1∑
i=1
ai+(r−1) = −c1,r+1 + c1,r+j+1
ai+(r−1) = −ci,r+1 + ci,r+j+1 i = 2, .., r
−
n−2∑
i=r
ai+(r−1) = −cr+1,r+1 + cr+1,r+j+1
ai+(r−1) = −ci+2,r+1 + ci+2,r+j+1 i = r, .., (n− 2)
(3.31)

r−1∑
i=1
ci,r+1 − ci,r+j+1 = −c1,r+1 + c1,r+j+1
n−2∑
i=r
ci+2,r+1 − ci+2,r+j+1 = −cr+1,r+1 + cr+1,r+j+1
(3.32)

r∑
i=1
ci,r+1 =
r∑
i=1
ci,r+j+1 = β
′
n∑
i=r+1
ci,r+1 =
n∑
i=r+1
ci,r+j+1 = δ
′
(3.33)
Segue de (3.30) e (3.33) que existem constantes aτ , tais que C pode ser escrito
como combinac¸a˜o dos vetores da base de BS⊥1 . Logo, S
⊥
1 e´ C-invariante. Sendo S
⊥
1 o
complemento ortogonal de S1, ambos sa˜o subespac¸os de Rn, pelo teorema da decomposic¸a˜o
ortogonal segue Rn = S1⊕S⊥1 . Sendo assim, BS1 e BS⊥1 formam uma base para Rn. Logo,
pela invariaˆncia de C sobre S1 e S
⊥
1 , temos que [C]B, onde B = BS1 ∪ BS⊥1 , possui uma
decomposic¸a˜o em blocos diagonal descrito por [C]B = [C]BS1 ⊕ [C]BS⊥1 , sendo Cˆ = [C]BS1
e C˜ = [C]B
S⊥1
. Por (3.25),
Cˆ =
 α β
γ δ
 (3.34)
E de (3.28) a` (3.33) segue que, para j = 1, ..., r − 1
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 aτ,φ(j) = −cτ+1,1 + cτ+1,j+1, τ = 1, ..., r − 1;aτ,φ(j) = −cτ+2,1 + cτ+2,j+1, τ = r, ..., n− r − 2; (3.35)
para j = 1, ..., n− r − 1
 aτ,φ(j) = −cτ+1,r+1 + cτ+1,r+j+1, τ = 1, ..., r − 1;aτ,φ(j) = −cτ+2,r+1 + cτ+2,r+j+1, τ = r, ..., n− r − 2; (3.36)
A partir desse resultado, pode-se perceber que a matriz de conexa˜o pode ser
decomposta em dois operadores, os quais agem separadamente em cada subespac¸o. O re-
sultado a seguir mostra que e´ poss´ıvel expandir esta caracter´ıstica para o caso de mu´ltiplas
espe´cies, em que C e´ uma matriz esparsa, a qual prove´m do produto de Kronecker C⊗Ik.
Lema 3.2 Suponha que Cn×n satisfac¸a (3.11) e (3.12). Seja C¯ = C ⊗ Ik. Enta˜o Sk e
S⊥k sa˜o C¯-invariantes e existe uma base de Rnk na qual C¯ admite uma decomposic¸a˜o por
blocos da forma
C¯ = (Cˆ ⊗ Ik)⊕ (C˜ ⊗ Ik) (3.37)
onde Cˆ e C˜ sa˜o as matrizes descritas no Lema (3.1).
Demonstrac¸a˜o:
Como mostrado nos exemplos, e´ poss´ıvel construir as bases BSk e BS⊥k a
partir da base de S1 e S
⊥
1 , respectivamente.
Sendo Q a matriz mudanc¸a de base, da base canoˆnica para a base B de Rn,
no caso de u´nica espe´cie, temos que QB = Q⊗ Ik, assim Q−1B = (Q⊗ Ik)−1 = Q−1 ⊗ Ik.
Segue que,
Q−1B CQB = (Q
−1 ⊗ Ik)(C ⊗ Ik)(Q⊗ Ik) (3.38)
= (Q−1C ⊗ Ik)(Q⊗ Ik) (3.39)
= (Q−1CQ⊗ Ik) (3.40)
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Pelo Lema (3.1) observa-se que Q−1CQ = Cˆ ⊕ C˜, segue enta˜o
Q−1B CQB = (Cˆ ⊕ C˜)⊗ Ik = (Cˆ ⊗ Ik)⊕ (C˜ ⊗ Ik) (3.41)
Como se esta´ interessado na estabilidade da soluc¸a˜o sincronizada, deve-se
linearizar o sistema (3.6) em torno desta o´rbita. Sendo o vetor perturbac¸a˜o decomposto
sobre Sk e S
⊥
k , seria natural analisar o comportamento da dinaˆmica linearizada sobre cada
subespac¸o separadamente. Assim, o resultado que segue mostra que o Jacobiano
J(zt) = [Ink − M¯(Ink − C¯)]DPnk×nk(zt) (3.42)
pode ser decomposto em blocos, de modo que opere em cada um dos subespac¸os separa-
damente.
Teorema 3.1 Sejam F,G : Rk → Rk, func¸o˜es suaves e Cn×n a matriz de dispersa˜o
satisfazendo (3.11) e (3.12). Defina F : Rnk → Rnk via F(X) = (Ink − M¯)P (X) +
C¯M¯P (X), onde M¯ = In⊗M = diag(M,M, ...,M︸ ︷︷ ︸
n vezes
), M = diag(µ1, µ2, ..., µk), C¯ = C⊗Ik e
P (X) = P (x1,x2, ...,xn) = (F(x1), ...,F(xr),G(xr+1), ...,G(xn)), xj ∈ Rk, j = 1, 2, ..., n.
Existe uma base B de Rnk, da forma B = BSk∪BS⊥k , onde BSk e BS⊥k sa˜o bases apropriadas
de Sk e S
⊥
k , respectivamente, tal que a matriz jacobiana J(z) = DF(z) calculada em um
ponto z = (x, x, ..., x, y, y, ..., y) ∈ Sk admite uma decomposic¸a˜o por blocos da forma
J(z) = [J(z)]BSk ⊕ [J(z)]BS⊥
k
(3.43)
onde
[J(z)]BSk = [I4 − (I2 − Cˆ)⊗M ]diag(DF(x), DG(y)) (3.44)
e
[J(z)]B
S⊥
k
= [Ik(n−2)− (In−2− C˜)⊗M ]diag(
r−1︷ ︸︸ ︷
DF(x), ..., DF(x),
n−r−1︷ ︸︸ ︷
DG(y), ..., DG(y)) (3.45)
onde Cˆ e C˜ sa˜o descritas no Lema (3.1).
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Demonstrac¸a˜o: Pelo Lema (3.2) tem-se a invariaˆncia de C¯ sobre Sk e S
⊥
k ,
assim falta mostrar a invariaˆncia de DP (z) sobre ambos subespac¸os.
Para tanto, aplica-se DP (z) nos vetores da base de Sk,
DP (z)vj =

f1j
f2j
...
fkj
...
f1j
f2j
...
fkj
0
...


r
= (f1jv1 + f2jv2 + ...+ fkjvk) ∈ Sk, (3.46)
os r primeiros blocos sera˜o (f1j, f2j, ..., fkj) onde (flj) e´ a derivada da func¸a˜o fl em relac¸a˜o
a varia´vel j. Aplicando DP (z) aos vetores wl, obteˆm-se os n− r blocos representantes do
cluster G na˜o nulos, o que gerara´
DP (z).wl = (g1jw1 + g2jw2 + ...+ gkjwk) ∈ Sk, (3.47)
onde (glj) e´ a derivada da func¸a˜o gl em relac¸a˜o a varia´vel j.
Os resultados acima implicam DP (z) invariante sobre Sk. Pelas assertivas
demostradas ate´ enta˜o, segue que Sk e´ J(z)-invariante.
Passamos a` verificac¸a˜o de (3.44). Sejam V = [v1, v2, ..., vk] = v ⊗ Ik e W =
[w1, w2, ..., wk] = w ⊗ Ik onde [v, w] correspondem aos vetores da base de S1, ale´m disso,
temos v⊗M = (In⊗M)(v⊗Ik) = (In⊗M)V e w⊗M = (In⊗M)(w⊗Ik) = (In⊗M)W .
Jv1 = [Ink − (In − C)⊗M ]DPvj
= [Ink − (In − C)⊗M ](f1jv1 + f2jv2 + ...+ fkjvk)
(3.48)
onde
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(f1jv1 + f2jv2 + ...+ fkjvk) = [v1 v2 ... vk]

f1j
f2j
...
fkj
 = V

f1j
f2j
...
fkj
 (3.49)
segue enta˜o,
−→
f = [f1j f2j ... fkj]
T
Jvj = [(v ⊗ Ik)− (In ⊗M)(v ⊗ Ik) + (C ⊗M)(v ⊗ Ik)]−→f
= [(v ⊗ Ik)− (v ⊗M) + (Cv ⊗M)]−→f
= [(v ⊗ Ik)− (v ⊗M) + ((αv + γw)⊗M)]−→f
= [(v ⊗ Ik)− (1− α)(v ⊗M) + (γw ⊗M)]−→f
= [(v ⊗ Ik)− (1− α)(In ⊗M)(v ⊗ Ik) + γ(In ⊗M)(w ⊗ Ik)]−→f
(3.50)
E´ fa´cil ver que, ao aplicar-se aos outros vetores v1, ..., vk a diferenc¸a fica no
vetor
−→
f , o que formara´ J(F). De forma ana´loga, ao aplicar-se o jacobiano do sistema da
dinaˆmica em wl, segue que
Jwl = [(w ⊗ Ik)− (1− δ)(In ⊗M)(w ⊗ Ik) + β(In ⊗M)(v ⊗ Ik)]−→g (3.51)
e a variac¸a˜o dos vetores w1, ..., wk, gera J(G).
Assim, a matriz [J ]BSk a partir dos resultados acima, e´ dada por
[J ]BSk =
 [I − (1− α)M ]J(F) βMJ(G)
γMJ(F) [I − (1− δ)M ]J(G)
 (3.52)
O que verifica Cˆ e [D(P (z))]BSk .
Passa-se, enta˜o, a` verificac¸a˜o de (3.45). Aplicando ψl,j no jacobiano do sis-
tema, tem-se
Jψl,j = [Ink − (In − C)⊗M ]DPψl,j (3.53)
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Segue que
DPψl,j = [ψ1,j ... ψk,j]
−→
fj (3.54)
onde (vj ⊗ Ik) = [ψ1,j ... ψk,j];
Como mostrado no Lema (3.1) e (3.2), tem-se que (C ⊗ Ik)(vj ⊗ Ik) e´ escrito
como combinac¸a˜o linear dos vetores da base de BS⊥k , logo no caso particular de k = 1 segue
que Cvj pode ser escrito como combinac¸a˜o da base BS⊥1 = (v1, ..., vr−1, w1, ..., wn−r−1),
assim
Cvj = c˜1,jv1 + c˜2,jv2 + ...+ c˜r−1,jvr−1 + c˜r,jw1 + ...+ c˜n−2,jwn−r−1 (3.55)
Como (C ⊗ Ik)(vj ⊗ Ik) = Cvj ⊗ Ik, segue que
Cvj ⊗ Ik = (c˜1,jv1 + c˜2,jv2 + ...+ c˜r−1,jvr−1 + c˜r,j + w1 + ...+ c˜n−2,jwn−r−1)⊗ Ik
= c˜1,j(v1 ⊗ Ik) + c˜2,j(v2 ⊗ Ik) + ...+ c˜r−1,j(vr−1 ⊗ Ik)+
c˜r,j(w1 ⊗ Ik) + c˜r+1,j(w2 ⊗ Ik) + ...+ c˜n−2,j(wn−r−1 ⊗ Ik)
= c˜1,j[ψ1,1...ψk,1] + c˜2,j[ψ1,2...ψk,2] + ...+ c˜r−1,j[ψ1,r−1...ψk,r−1]+
c˜r,j[ω1,1...ωk,1] + c˜r+1,j[ω1,2...ωk,2] + ...+ c˜n−2,j[ω1,n−r−1...ωk,n−r−1]
(3.56)
De (3.53)
Jψl,j = [[Ink − (In ⊗M)][ψ1,j ... ψk,j]−→fj + (In ⊗M)(C ⊗ Ik)[ψ1,j ... ψk,j]−→fj (3.57)
Para os vetores ωl,j tem-se
Jωl,j = [[Ink − (In ⊗M)][ω1,j ... ωk,j]−→gj + (In ⊗M)(C ⊗ Ik)[ω1,j ... ωk,j]−→gj (3.58)
Segue enta˜o, de (3.57) e (3.58) Jψl,j e Jωl,j sa˜o combinac¸o˜es lineares dos
vetores da base BS⊥k , o que gerara´ uma matriz em blocos como segue,
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[J ]B
S⊥
k
=

A1,1 B1,2 · · · B1,n−2
B2,1 A2,2 · · · B2,n−2
...
...
. . .
...
Bn−2,1 Bn−2,2 · · · An−2,n−2
 (3.59)
onde Aτ,τ = [al,j] e Bτ,j = [bl,j] sa˜o blocos de dimensa˜o k×k, onde as entradas
desses blocos sa˜o, para τ = 1, ..., r − 1
 al,j = [(1− µl) + c˜τ,τµl]fl,jbl,j = c˜τ,jµlfl,j (3.60)
para τ = r, ..., n− 2
 al,j = [(1− µl) + c˜τ,τµl]gl,jbl,j = c˜τ,jµlgl,j (3.61)
Fica claro, enta˜o, que a matriz [D(P )]B
S⊥
k
e´ dada por
[D(P )]B
S⊥
k
=

J(F)
. . .
J(F)
J(G)
. . .
J(G))

 r − 1 blocosn− r − 1 blocos
(3.62)
Com os resultados acima e´ poss´ıvel obter um crite´rio sobre as perturbac¸o˜es
impostas em cada subespac¸o separadamente. Segue, enta˜o, o seguinte teorema que impli-
cara´ no crite´rio de estabilidade das soluc¸o˜es sincronizadas.
Teorema 3.2 Sejam F,G : Rk → Rk, func¸o˜es suaves e Cn×n a matriz de dispersa˜o satis-
fazendo (3.11) e (3.12). Considere o sistema dinaˆmico discreto que descreve a evoluc¸a˜o
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temporal da metapopulac¸a˜o heterogeˆnea com r s´ıtios com dinaˆmica local descrita pela
func¸a˜o F e n− r s´ıtios com dinaˆmica local dada por G,
X t+1 = F(X t) = (Ink − M¯)P (X t) + C¯M¯P (X t), t = 0, 1, 2, ... (3.63)
Seja ASk um atrator em Sk e ρ uma medida F−invariante ergo´dica com
suporte em ASk , enta˜o o nu´mero de Lyapunov transversal e paralelo de uma o´rbita sobre
ASk sa˜o ρ−q.t.p. constante e sa˜o dadas, respectivamente, por
L⊥ = lim
τ→∞
‖[J ]B
S⊥
k
(zτ−1)[J ]B
S⊥
k
(zτ−2)...[J ]B
S⊥
k
(z0)‖ 1τ (3.64)
e
L// = lim
τ→∞
‖[J ]BSk (zτ−1)[J ]BS(zτ−2)...[J ]BSk (z0)‖
1
τ . (3.65)
Demonstrac¸a˜o: Sendo z = (
r︷ ︸︸ ︷
x, x, ..., x,
n−r︷ ︸︸ ︷
y, y, ..., y) com x, y ∈ Rk uma soluc¸a˜o em z ∈ Sk,
denota-se [z]B = z = (x, y, 0, ..., 0).
Tomemos uma perturbac¸a˜o ξ = (1, 2, ...., n) sobre z, com j = (ε1,j, ε2,j, ..., εk,j),
j = 1, .., n. Assim o vetor perturbado e´ dado por,
∆t = z + ξ = (x
t + 1,y
t + 2, 3, ..., n) (3.66)
Avaliando [J ]B(z), e pela expansa˜o linear do sistema (3.6), chega-se ao se-
guinte sistema iterativo,
∆t+1 = [J ]B(z)∆t (3.67)
Sendo [J ]B descrita em blocos, pode-se analisar cada um dos operadores
separadamente e, enta˜o, analisar a perturbac¸a˜o em Sk e em S
⊥
k individualmente. Como
perturbac¸o˜es em Sk permanecera˜o em Sk, enta˜o deve-se analisar se perturbac¸o˜es no espac¸o
transversal tendera˜o a zero.
Restringimos o sistema (3.67) como segue,
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∆t+1 = [J ]B
S⊥
k
(z)∆t (3.68)
Sendo ∆0 a perturbac¸a˜o inicial, tem-se
∆t = [J ]B
S⊥
k
(zt−1)[J ]B
S⊥
k
(zt−2)...[J ]B
S⊥
k
(z0)∆0 (3.69)
Dessa forma, a perturbac¸a˜o tendera´ a zero se, e somente se
lim
τ→∞
‖Υτ−1Υτ−2...Υ0‖ 1τ < 1, (3.70)
onde Υτ = [J ]B
S⊥
k
(zτ ) para τ = 1, 2, ....
Sejam AS o atrator sobre S e ρ uma medida F−invariante com suporte em AS,
onde F : Rnk → Rnk e´ a aplicac¸a˜o descrevendo a dinaˆmica de metapopulac¸a˜o heterogeˆnea
descrita em (3.6). Pode-se,enta˜o, calcular a taxa de crescimento me´dio das pertubac¸o˜es
paralelas e transversais para a trajeto´ria de sincronia parcial sobre AS, respectivamente
pelo que se chamara´ nu´mero de Lyapunov transversal, dado por
L⊥ = lim
τ→∞
‖[J ]B
S⊥
k
(zτ−1)[J ]B
S⊥
k
(zτ−2)...[J ]B
S⊥
k
(z0)‖ 1τ , (3.71)
e o nu´mero de Lyapunov paralelo,
L// = lim
τ→∞
‖[J ]BSk (zτ−1)[J ]BSk (zτ−2)...[J ]BSk (z0)‖
1
τ , (3.72)
O teorema de Oseledec’s [10] pode ser usado a fim de garantir a existeˆncia
dos limites acima para todas as o´rbitas em AS, exceto para um conjunto de medida ρ
nula. Assumindo ainda que ρ e´ ergo´dica, os nu´meros de Lyapunov L⊥ e L// sa˜o ρ-em
quase todo lugar constantes.
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3.3 Conclusa˜o
Neste primeiro modelo, obteve-se uma dinaˆmica metapopulacional para mu´ltiplas
espe´cies em um ambiente heterogeˆneo. Foi poss´ıvel, com base no modelo de uma u´nica
espe´cie, descrever as bases e os espac¸os das soluc¸o˜es de sincronia para o caso espec´ıfico
de dois clusters. Mostrou-se que e´ poss´ıvel expandir as matrizes de conexa˜o a partir de
um modelo simples com uma u´nica espe´cie, para um caso mais geral de va´rias espe´cies
atrave´s do produto de Kronecker. As propriedades deste produto tornaram poss´ıvel a
decomposic¸a˜o em blocos das matrizes de conexa˜o e por consequeˆncia a decomposic¸a˜o do
Jacobiano do sistema.
Os teoremas 3.1 e 3.2 trouxeram ferramentas importantes no ca´lculo do
nu´mero de Lyapunov. Com o me´todo descrito nos resultados obtidos, e´ poss´ıvel veri-
ficar a estabilidade das o´rbitas sincronizadas. Pode-se concluir que, dada uma o´rbita
referente aos n s´ıtios do habitat, ela sera´ dita sincronizada se L⊥ < 1, caso contra´rio sera´
dita ass´ıncrona.
Os resultados mostram que, diferente do caso de uma u´nica espe´cie, o ca´lculo
do nu´mero de Lyapunov e´ mais complexo em um olhar computacional, pois este carrega
todas as informac¸o˜es tanto do jacobiano do sistema como das matrizes de conexa˜o. Na˜o ha´
uma divisa˜o da expressa˜o que calcula o nu´mero de Lyapunov, como no caso de uma u´nica
espe´cie, o qual e´ poss´ıvel decompoˆ-lo em uma parte referente a` rede e outra dependente
da dinaˆmica local.
Com tudo, chegou-se ao objetivo deste primeiro cap´ıtulo encontrando um
me´todo para o ca´lculo do nu´mero de Lyapunov para o modelo de k espe´cies em ambiente
heterogeˆneo com formac¸a˜o de 2 clusters. Isso generaliza, em parte, os modelos ja´ existentes
na literatura.
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4 SIMULAC¸O˜ES NUME´RICAS PARA
DINAˆMICA DE DOIS CLUSTER
Neste cap´ıtulo realizou-se simulac¸o˜es das dinaˆmicas locais e espacialmente
estruturada, utilizando um modelo de competic¸a˜o, com o intuito de ilustrar os resultados
obtidos anteriormente. Na primeira sec¸a˜o, apresentou-se um estudo da dinaˆmica local,
com a apresentac¸a˜o de seus pontos de equil´ıbrio, estabilidade e influeˆncia dos paraˆmetros
no modelo. Na sec¸a˜o seguinte, distribuiu-se a populac¸a˜o em 40 s´ıtios, divididos em dois
grupos que caracterizam os clusters, onde foi verificado a influeˆncia do espac¸o na estabi-
lidade dos equil´ıbrios locais. Ale´m disso, explorou-se os crite´rios de estabilidade descritos
no cap´ıtulo anterior.
Para ilustrar os resultados nume´ricos obtidos, foram utilizados os seguintes
gra´ficos: gra´ficos espac¸o-tempo, onde os s´ıtios foram representados no eixo vertical e a
evoluc¸a˜o temporal destes e´ descrito no eixo horizontal, as simulac¸o˜es foram feitas consi-
derando 10000 iterac¸o˜es e plotadas as 30 ou 50 u´ltimas; gra´ficos densidade-espac¸o, onde
a densidade de cada s´ıtio foi representada no eixo vertical e os s´ıtios no eixo horizontal.
Esse gra´fico facilita a percepc¸a˜o de sincronizac¸a˜o parcial que, a`s vezes, na˜o fica clara nos
gra´ficos espac¸o-tempo; se´ries temporais ; diagramas do espac¸o de fase.
4.1 Modelo Local de Competic¸a˜o
Para ilustrar a dinaˆmica local de mu´ltiplas espe´cies, utilizou-se um modelo
de competic¸a˜o do tipo Lotka-Volterra. Esta abordagem para o estudo de competic¸o˜es
surgiu nos trabalho separados de Alfred J. Lotka(1925) e Vito Volterra(1926). Para que
o conjunto de equac¸o˜es, descritos nestes trabalhos, tenha aplicac¸a˜o em nosso modelo,
utilizou-se a adaptac¸a˜o proposta em [32], onde as equac¸o˜es diferenciais sa˜o discretizadas
em um sistema de equac¸o˜es a diferenc¸as. Deste modo, as espe´cies evolvidas seguem uma
fase de reac¸a˜o tipo Ricker, em que a taxa de crescimento e´ exponencial e dependente
da densidade, apresentando um limitante para o crescimento. Com intuito de acoplar
a competic¸a˜o ao modelo, foi utilizado um fator de depreciac¸a˜o exponencial. O modelo
afeta negativamente ambas as espe´cies envolvidas, sendo que, na auseˆncia de uma delas,
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a outra permanece seguindo a dinaˆmica Ricker. Com isso, obteve-se o seguinte sistema
de equac¸o˜es a diferenc¸as acopladas:
 xt+1 = xter1(1−x
t)−β1yt
yt+1 = yter2(1−y
t)−β2xt
(4.1)
onde r1 e r2 sa˜o as taxas de crescimento das populac¸o˜es 1 e 2, respectivamente. E β1 e
β2 coeficientes de competic¸a˜o de cada populac¸a˜o.
Jiang e Rogers [26], apresentam uma simplificac¸a˜o do modelo acima onde
considera-se o caso sime´trico, ou seja, as taxas de crescimento r1 e r2 sa˜o iguais e da
mesma forma os coeficientes de competic¸a˜o β1 e β2 tambe´m sa˜o considerados iguais. Ja´
Ayala,et. al.[3] fizeram algumas adaptac¸o˜es ao modelo inicial Lotka-Volterra, e aplicados
a estudos laboratoriais com a utilizac¸a˜o de espe´cies de Drosophila.
O sistema (4.1) possui uma rica estrutura dinaˆmica, apresentando soluc¸o˜es
esta´veis, perio´dicas e regio˜es de caos (Figura 4.1). Para determinar os pontos de equil´ıbrio
e analisar as possibilidades da dinaˆmica, sera´ utilizado o me´todo descrito em [35].
Resolvendo o seguinte sistema
 x = xer1(1−x)−β1yy = yer2(1−y)−β2x (4.2)
Chega-se aos seguintes pontos de equil´ıbrios:

p1 = (x¯1, y¯1) = (0, 0);
p2 = (x¯2, y¯2) = (1, 0);
p3 = (x¯3, y¯3) = (0, 1);
p4 = (x¯4, y¯4) = (
r2(r1−β1)
r1r2−β1β2 ,
r1(r2−β2)
r1r2−β1β2 );
(4.3)
Para uma ana´lise detalhada do modelo, utilizou-se o me´todo Jury [35] como
uma ferramenta para ana´lise de estabilidade dos pontos de equil´ıbrio. Partindo do po-
linoˆmio caracter´ıstico do sistema p(λ) = λ2−βλ+ γ, onde γ e´ o determinante e β o trac¸o
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Figura 4.1: Diagramas de Fase e Se´ries temporais para: (a)r1 = 1, 8, r2 = 2, β1 = β2 = 1.
(b)r1 = 2, r2 = 2, 8, β1 = β2 = 1. (c)r1 = 2, r2 = 2, 8, β1 = 2, 5 e β2 = 1.
(d)r1 = 2, r2 = 3, 8, β1 = β2 = 1. (e)r1 = 3, 7, r2 = 2, 5, β1 = β2 = 1.(f)r1 =
3, 3, r2 = 3, 8, β1 = β2 = 1.
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do jacobiano do sistema. Podemos, enta˜o resumir o me´todo por
2 > 1 + γ > |β|.
O ponto de equil´ıbrio (x¯1, y¯1) = (0, 0) e´ sempre insta´vel para quaisquer valores
dos paraˆmetros. Os pontos (x¯2, y¯2) = (1, 0) e (x¯3, y¯3) = (0, 1), os quais representam
quando uma das espe´cies vence, sa˜o esta´veis para
• (x¯2, y¯2) = (1, 0) e´ esta´vel se β2 > r2, 2 > r1 > 0
• (x¯3, y¯3) = (0, 1) e´ esta´vel se β1 > r1, 2 > r2 > 0
Quando os valores dos paraˆmetros encontram-se dentro da regia˜o de estabili-
dade para um destes dois pontos de equil´ıbrio, a espe´cie vencedora segue o comportamento
descrito pela dinaˆmica Ricker. Um estudo detalhado desta dinaˆmica e outras dinaˆmicas
locais para um u´nica espe´cie pode ser encontrados em ([33], [34]).
O ponto de equil´ıbrio de coexisteˆncia (x¯4, y¯4) e´ esta´vel quando as duas desi-
gualdades para o equil´ıbrio dos pontos (0, 1) e (1, 0) na˜o sa˜o satisfeitas, ou seja, r1 > β1
e r2 > β2. Ale´m dessa restric¸a˜o de estabilidade, obteve-se, atrave´s de algumas ana´lises
nume´ricas, a condic¸a˜o 2 > r1, r2 para o equil´ıbrio de coexisteˆncia, sempre que 2 > β1, β2.
Se r1 ou r2 supera o valor 2 ha´ o surgimento de o´rbitas perio´dicas e cao´ticas.
A figura 4.2 descreve as regio˜es limites entre os comportamentos apresentados
pela dinaˆmica local, evidenciando as regio˜es dos paraˆmetros onde surgem o´rbitas esta´veis,
c´ıclicas e cao´ticas. A parte em amarelo representa a estabilidade dos pontos de equil´ıbrio
de coexisteˆncia e pontos de equil´ıbrio onde uma das espe´cies vence. Considerando a regia˜o
retangular (0, 2) × (0, 2), os limites I e II sa˜o fronteiras de bifurcac¸a˜o, a fronteira II e´
gerada pelos valores dos paraˆmetros β1 e β2, os quais funcionam como paraˆmetros de
bifurcac¸a˜o. A fronteira I marca a mudanc¸a de estabilidade entre os pontos (1, 0) e (0, 1),
ou seja, uma alternaˆncia entre as espe´cies vencedoras. Ja´ as fronteiras indexadas por II,
representam a alterac¸a˜o de equil´ıbrio entre os pontos, onde uma das espe´cies vence e o
ponto de equil´ıbrio de coexisteˆncia. As bifurcac¸o˜es destacadas sa˜o bifurcac¸o˜es tipo Flip.
A regia˜o em vermelho representa soluc¸o˜es perio´dicas de per´ıodo 2n, sendo os valores ri no
intervalo (2, 2, 694), onde novamente os valores de β1 e β2 marcam a mudanc¸a da regia˜o
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Figura 4.2: Mapa dos valores dos paraˆmetros r1 e r2 para as regio˜es de estabili-
dade(amarelo), ciclos perio´dicos(verde) e caos(vermelho).
de instabilidade dos pontos (1, 0) e (0, 1) para a regia˜o de instabilidade de coexisteˆncia. A
regia˜o cao´tica(a´rea em verde) ocorre para os pontos (1, 0) e (0, 1) sempre que ri > 2, 694;
ja´ para o ponto de coexisteˆncia ha´ uma dependeˆncia direta dos valores de β1 e β2.
As simulac¸o˜es mostraram que variac¸o˜es nos valores dos paraˆmetros β1 e β2
alteram o tamanho da regia˜o de estabilidade. A` medida que os fatores de competic¸a˜o
aproximam-se de 2, a regia˜o de estabilidade do ponto de coexisteˆncia diminui ate´ desapa-
recer, sobrando somente regio˜es perio´dicas e cao´ticas. Assim, se β1 e β2 sa˜o maiores que
2, o ponto de coexisteˆncia so´ apresenta comportamentos c´ıclicos, na˜o existindo regia˜o de
estabilidade para esse ponto. Essas alterac¸o˜es se manteˆm ao fazer β1 e β2 assumir valores
acima de 2, 694. A regia˜o de o´rbitas perio´dicas e´ eliminada, sobrando somente a a´rea dos
paraˆmetros que geram o´rbitas cao´ticas. Conforme a figura 4.3, quando uma das espe´cies
vence, e´ poss´ıvel perceber que na˜o ha´ alterac¸o˜es na dinaˆmica ao variarmos os paraˆmetros
de bifurcac¸a˜o, ou seja, e´ poss´ıvel encontrar todas as soluc¸o˜es descritas ate´ agora. Ja´ na
regia˜o de coexisteˆncia, as mudanc¸as dos valores de bifurcac¸a˜o teˆm grande influeˆncia.
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Figura 4.3: Nu´mero de Lyapunov da dinaˆmica local, as fronteiras de bifurcac¸a˜o sa˜o β1
em vermelho e β2 em azul: (a) β1 = 1, 2 e β2 = 0, 7; (b) β1 = 2, 2 e β2 = 2;
(c)β1 = 2, 695 e β2 = 2, 7
4.2 Modelo de dois Clusters
Nesta sec¸a˜o, analisaram-se algumas simulac¸o˜es para o modelo metapopula-
cional heterogeˆneo com a formac¸a˜o de dois clusters, ou seja, dois conjuntos de s´ıtios com
caracter´ısticas distintas. O modelo de competic¸a˜o foi utilizado aqui para representar os
osciladores locais. Assim, a diferenc¸a entre clusters foi atribu´ıda a` taxa de reproduc¸a˜o
intr´ınseca de cada espe´cie, considerando valores fixos dos fatores de competic¸a˜o. Com
isso, todas as regio˜es descritas pelo modelo foram contempladas, ou seja, foi poss´ıvel atri-
buir valores dos paraˆmetros que geram soluc¸o˜es esta´veis, c´ıclicas e cao´ticas. As espe´cies
competidoras foram distribu´ıdas em 40 s´ıtios divididos em dois grupos F e G. As equac¸o˜es
locais no cluster F foram descritas por
 xt+1 = xter
F
1 (1−xt)−βF1 yt ;
yt+1 = yter
F
2 (1−yt)−βF2 xt ,
(4.4)
no cluster G por
 xt+1 = xter
G
1 (1−xt)−βG1 yt ;
yt+1 = yter
G
2 (1−yt)−βG2 xt ,
(4.5)
onde os paraˆmetros rFi , r
G
i , β
F
i , β
G
i representam as taxas de reproduc¸a˜o e fatores de com-
petic¸a˜o das espe´cies, i = 1, 2, no cluster F e G. A heterogeneidade de cada grupo de
s´ıtios estara´ vinculada aos paraˆmetros da dinaˆmica local, os quais foram descritos de
forma distinta de um cluster para outro. As condic¸o˜es iniciais do modelo foram tomadas
por perturbac¸o˜es de uma soluc¸a˜o sincronizada, de modo a analisar sua estabilidade e o
comportamento das o´rbitas ao longo do tempo.
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A dinaˆmica local apresentou 3 pontos de equil´ıbrio esta´veis, portanto as si-
mulac¸o˜es foram realizadas com o objetivo de contemplar estes treˆs casos. Dividiu-se,
enta˜o, a apresentac¸a˜o das simulac¸o˜es em duas partes, um primeiro relativo ao equil´ıbrio
de coexisteˆncia e o segundo aos equil´ıbrios onde uma das espe´cies persiste.
Para a caracterizac¸a˜o completa do modelo metapopulacional, e´ necessa´rio
descrever a forma de conexa˜o entre os s´ıtios. Neste trabalho, consideraram-se treˆs tipos
de vizinhanc¸a:(i) Conexa˜o Global, (ii) Conexa˜o Bipartida e (iii) Conexa˜o Ponderada. Em
(i) todos os s´ıtios esta˜o conectados, assim, da frac¸a˜o µ de indiv´ıduos que sai de cada s´ıtio,
a frac¸a˜o 1/(n−1) e´ deslocada para os demais s´ıtios. A conexa˜o (ii) indica que s´ıtios de um
mesmo cluster na˜o esta˜o conectados, ou seja, a migrac¸a˜o ocorre somente entre fragmentos
de clusters distintos. Para (iii) e´ considerada uma tendeˆncia de fluxo regida por um fator
κ, se κ > 1, ha´ uma migrac¸a˜o maior para s´ıtios do mesmo cluster, se κ < 1, a migrac¸a˜o
ocorre mais para s´ıtios de clusters diferentes.
4.2.0.1 Conexa˜o Global
A conexa˜o global apresenta todos os s´ıtios ligados. Desta forma os indiv´ıduos
podem migrar para qualquer s´ıtio da metapopulac¸a˜o a cada passo de tempo [52]. Para
exemplificar as entradas deste tipo de matriz de conexa˜o, utilizou-se de um caso simples,
onde o cluster F apresenta 5 s´ıtios e o cluster G 3 s´ıtios. Assim, a matriz global e´ dada
por
C =

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
(4.6)
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No caso de n s´ıtios, as entradas diferentes de zero da matriz de conexa˜o global
sa˜o 1
n−1 . E´ fa´cil verificar que esta matriz C satisfaz as hipo´teses do Lema 3.1, sendo assim
C pode ser decomposta em blocos conforme equac¸a˜o 3.22, gerando C˜ = − 1
n−1I.
Substituindo C˜ na equac¸a˜o 3.45 do Teorema 3.1 chega-se ao seguinte jacobi-
ano para subespac¸o transversal
[J ]B
S⊥
k
= [Ik(n−2) − (In−2 − (− 1
n− 1In−2))⊗M ]DP (4.7)
Pela equac¸a˜o 3.59 [J ]B
S⊥
k
e´ uma matriz diagonal em blocos descritos por 3.60
e 3.61, o que gera
Aτ,τ =
[
1− n
n− 1µl
]
fl,j, τ = 1, ..., r − 1 (4.8)
Aτ,τ =
[
1− n
n− 1µl
]
gl,j, τ = r, ..., n− 2 (4.9)
onde l, j = 1, ..., k.
Podemos perceber que [J ]B
S⊥
k
apresenta r−1 blocos iguais a [Ik − nn−1M]DF (x)
e r − n− 1 blocos iguais a [Ik − nn−1M]DG(x). Assim
[J ]B
S⊥
k
=
(
r−1⊕
τ=1
[
Ik − n
n− 1M
]
DF (x)
)
⊕
(
n−2⊕
τ=r
[
Ik − n
n− 1M
]
DG(x)
)
. (4.10)
Pelo produto de matrizes em bloco, o ca´lculo do nu´mero de Lyapunov Trans-
versal pode ser descrito decompondo o produto de matrizes em dois blocos, gerando um
me´todo mais simples para o ca´lculo do nu´mero de Lyapunov. Esses blocos sa˜o descritos,
para qualquer τ = 1, ..., r − 1 como
LF⊥ = lim
τ→∞
‖Aτ,τ (zτ−1)Aτ,τ (zτ−2)...Aτ,τ (z0)‖ 1τ , (4.11)
e para qualquer τ = r, ..., n− 2
LG⊥ = lim
τ→∞
‖Aτ,τ (zτ−1)Aτ,τ (zτ−2)...Aτ,τ (z0)‖ 1τ . (4.12)
Assim L⊥ = ma´x{LF⊥, LG⊥}
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4.2.0.2 Conexa˜o Bipartida
Essa conexa˜o permite migrac¸o˜es apenas para outros cluster, na˜o havendo
ligac¸o˜es entre s´ıtios de um mesmo grupo, ou seja, os indiv´ıduos do cluster F migram
somente para G e vice-versa, mas indiv´ıduos do cluster F na˜o migram para s´ıtios deste
cluster. Considerando o mesmo exemplo da secc¸a˜o anterior onde o cluster F possui 5
s´ıtios e G 3 s´ıtios, obtemos a seguinte matriz de conexa˜o
C =

0 0 0 1
5
1
5
1
5
1
5
1
5
0 0 0 1
5
1
5
1
5
1
5
1
5
0 0 0 1
5
1
5
1
5
1
5
1
5
0 0 0 1
5
1
5
1
5
1
5
1
5
0 0 0 1
5
1
5
1
5
1
5
1
5
1
3
1
3
1
3
0 0 0 0 0
1
3
1
3
1
3
0 0 0 0 0
1
3
1
3
1
3
0 0 0 0 0

(4.13)
De forma geral, a matriz C tera´ dois blocos na˜o nulos, um de tamanhos nF ,
que corresponde ao nu´mero de s´ıtios do cluster F, cujas entradas teˆm peso 1/nF . O outro
tem tamanho nG que representa o nu´mero de s´ıtios do cluster G, cujas entradas teˆm peso
1/nG. Desta forma, essa matriz de conexa˜o tambe´m satisfaz as hipo´teses do lema 3.1,
sendo poss´ıvel decompoˆ-la em dois blocos. Assim, utilizando as bases de Sk e S
⊥
k chega-se
que C˜ = [0], ou seja, a matriz de conexa˜o restrita ao subespac¸o transversal possui todas
as entradas nulas. Com isso, a jacobina do sistema e´ descrita por
[J ]B
S⊥
k
= [Ik(n−2) − (In−2 ⊗M)]DP (4.14)
onde os blocos na˜o nulos deste operado sa˜o descritos, segundo 3.60 e 3.61, por
Aτ,τ = [1− µl] fl,j, τ = 1, ..., r − 1 (4.15)
Aτ,τ = [1− µl] gl,j, τ = r, ..., n− 2 (4.16)
onde l, j = 1, ..., k.
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Nesse caso, fica ainda mais n´ıtida a separac¸a˜o para o ca´lculo dos nu´meros de
Lyapunov transversal, o qual e´ descrito da mesma forma que (4.11) e (4.12).
4.2.0.3 conexa˜o Ponderada
A conexa˜o Ponderada e´ uma variac¸a˜o da ligac¸a˜o global em que todos os
s´ıtios esta˜o conectados, mas a probabilidade de migrac¸a˜o entre os s´ıtios na˜o e´ a mesma.
Nesse exemplo de conexa˜o, o paraˆmetro κ descreve qual a tendeˆncia de migrac¸a˜o na
metapopulac¸a˜o, se κ > 1 tem-se um fluxo mais intenso para s´ıtios do mesmo cluster, ja´
se κ < 1 gera-se uma migrac¸a˜o maior para fora dos clusters. Para caracterizar esse tipo
de comportamento, a matriz de conexa˜o e´ descrita por
C =

κ
κnF + nG − k
1
nF + κnG − k
1
κnF + nG − k
κ
nF + κnG − k

(4.17)
Aplicando o Lema 3.1 sobre a matriz de conexa˜o ponderada, o bloco relativo
ao subespac¸o transversal e´ dado por C˜ = diag

nF︷ ︸︸ ︷
− κ
κnF + nG − k ,
nG︷ ︸︸ ︷
− κ
nF + κnG − k
. O
jacobiano do sistema e´ semelhante ao descrito no caso de conexa˜o global, onde
[J ]B
S⊥
k
=
(
r−1⊕
τ=1
[
Ik − κ
κnF + nG − kM
]
DF (x)
)
⊕
(
n−2⊕
τ=r
[
Ik − κ
nF + κnG − kM
]
DG(x)
)
,
(4.18)
sendo os blocos na˜o nulos de [J ]B
S⊥
k
descritos por
Aτ,τ =
[
1− κ
κnF + nG − kµl
]
fl,j, τ = 1, ..., r − 1 (4.19)
Aτ,τ =
[
1− κ
nF + κnG − kµl
]
gl,j, τ = r, ..., n− 2 (4.20)
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onde l, j = 1, ..., k. O nu´mero de Lyapunov transversal e´ calculado de forma semelhante
ao descrito para conexa˜o global, sendo poss´ıvel analisar o comportamento de cada cluster
separadamente.
4.2.1 Condic¸o˜es de Estabilidade de Coexisteˆncia
O estudo da dinaˆmica local gerou um crite´rio de estabilidade do ponto de
equil´ıbrio p4, ponto de coexisteˆncia das espe´cies. A relac¸a˜o entre taxa de reproduc¸a˜o e
fator de competic¸a˜o de ambas as espe´cies indicam que a estabilidade deste ponto depende
das condic¸o˜es dadas por 2 > rFi > β
F
i e 2 > r
G
i > β
G
i , com i = 1, 2. Se r
F
i > 2 ou r
G
i > 2
surgem o´rbitas perio´dicas e cao´ticas.
As simulac¸o˜es foram obtidas mantendo fixos os valores dos fatores de com-
petic¸a˜o, para que seja poss´ıvel verificar as mudanc¸as do comportamento da dinaˆmica com
migrac¸a˜o em ambiente heterogeˆneo. A heterogeneidade foi atribu´ıda a` taxa de reproduc¸a˜o
intr´ınseca. Considerou-se um habitat de 40 s´ıtios divididos em dois clusters F e G, e estes
foram descritos com o mesmo tamanho em uma primeira abordagem, assim cada cluster
tera´ 20 s´ıtios. Utilizou-se para as simulac¸o˜es a configurac¸a˜o dos paraˆmetros descritos na
figura 4.2 da sec¸a˜o anterior. Deste modo, e´ poss´ıvel usufruir de todas as o´rbitas poss´ıveis
geradas pela dinaˆmica local.
Pela simetria apresentada no modelo, consideram-se as combinac¸o˜es poss´ıveis
de paraˆmetros fixando-os no cluster 1 e variando no cluster 2. As mudanc¸as feitas nos
paraˆmetros para o conjunto de s´ıtios 2 foram adequadas de modo a contemplar todas as
combinac¸o˜es poss´ıveis. A topologia da vizinhanc¸a primeiramente aplicada foi a conexa˜o
global, onde todos os s´ıtios aparecem conectados entre si.
Os valores dos paraˆmetros foram tomados, primeiramente, dentro da regia˜o
de estabilidade. Neste caso, a metapopulac¸a˜o na˜o apresentou mudanc¸a no seu compor-
tamento em comparac¸a˜o a` dinaˆmica local. A coexisteˆncia das espe´cies foi percebida em
ambos os clusters, ocorrendo sincronizac¸a˜o parcial dos s´ıtios para todos os valores das
taxas de migrac¸a˜o das duas espe´cies. As soluc¸o˜es obtidas, nesse caso, foram, unicamente,
o´rbitas de equil´ıbrio esta´vel.
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Saindo da regia˜o de equil´ıbrio esta´vel para dinaˆmica local e variando uma
das taxas intr´ınseca de reproduc¸a˜o, ate´ assumir valores na regia˜o de ciclos perio´dicos,
a dinaˆmica apresenta uma expansa˜o na regia˜o de equil´ıbrio esta´vel em comparac¸a˜o ao
modelo local, sendo que esse comportamento na˜o foi verificado para toda taxa de migrac¸a˜o.
Para taxas de fluxo muito baixas, onde pequenas frac¸o˜es das populac¸o˜es deixam seus s´ıtios
de origem, as o´rbitas geradas eram perio´dicas. Nessas simulac¸o˜es na˜o foram vistas o´rbitas
ass´ıncronas.
Atribuindo os valores das taxas de reproduc¸a˜o das duas espe´cies no cluster
2, de modo que estejam na regia˜o de ciclos perio´dicos, percebeu-se que o comportamento
predominante nas soluc¸o˜es geradas atrave´s das simulac¸o˜es foi perio´dico. As o´rbitas de
equil´ıbrio esta´vel, predominantes no caso anterior, aqui foram vistas apenas para taxas
de migrac¸a˜o pro´ximas do ma´ximo, ou seja, quando a maioria da populac¸a˜o deixa seu s´ıtio
de origem.
Ao entrar na regia˜o de caos, com um dos paraˆmetros do cluster 2, as o´rbitas
de equil´ıbrio esta´vel na˜o sa˜o mais percebidas. Ha´ uma predominaˆncia de o´rbitas de
per´ıodo 2, sendo baixas taxas de migrac¸a˜o responsa´veis pelo aumento da periodicidade,
fato gerado pela proximidade com o modelo local, o qual e´ cao´tico. Assim, e´ poss´ıvel
verificar que as taxas de migrac¸a˜o influenciam na periodicidade das o´rbitas(figura 4.4.b).
Com uma das taxas de reproduc¸a˜o na regia˜o de caos e outra na regia˜o c´ıclica,
ha´ uma expansa˜o na a´rea de o´rbitas perio´dicas em relac¸a˜o ao modelo local. Esse com-
portamento na˜o e´ predominante, pois percebeu-se o surgimento de o´rbitas cao´ticas para
alguns valores das taxas de reproduc¸a˜o dentro dessa relac¸a˜o caos × ciclos. Se uma das
espe´cies na˜o tem a capacidade de movimentac¸a˜o, o que e´ descrito por uma taxa de mi-
grac¸a˜o igual a zero, surgem o´rbitas ass´ıncronas. Esse comportamento na˜o se espalha por
todo a metapopulac¸a˜o, ja´ que o cluster 1 permanece em comportamento c´ıclico (figura
4.5 ).
Se o grupo de s´ıtios F esta´ na regia˜o de caos para as duas espe´cies, o com-
portamento cao´tico predomina dentre as o´rbitas obtidas com as simulac¸o˜es. Para baixas
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Figura 4.4: Se´rie Temporal da densidade total do Cluster F em linha · · · e cluster G linha
− − −. Taxas de migrac¸a˜o µ1 = 0.3 e µ1 = 0.2; Cluster F com paraˆmetros
rF1 = 3.5, β
F
1 = 1, 2 e r
F
2 = 3.8, β
F
2 = 1. Cluster G com paraˆmetros r
G
1 =
1.5, βG1 = 1, 2 e r
G
2 = 1.8, β
G
2 = 1. (a) Rede Bipartida, (b) Rede Global.
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Figura 4.5: Se´rie Temporal da densidade total do Cluster F em linha · · · e cluster G linha
− − −. Taxas de migrac¸a˜o µ1 = 0 e µ1 = 0, 8; Cluster F com paraˆmetros
rF1 = 3.5, β
F
1 = 1, 2 e r
F
2 = 3, 9, β
F
2 = 1. Cluster G com paraˆmetros r
G
1 =
2, 2, βG1 = 1, 2 e r
G
2 = 2, 5, β
G
2 = 1.
taxas de migrac¸a˜o ha´ o surgimento de soluc¸o˜es perio´dicas e, em alguns casos, formac¸a˜o
de novos clusters, o que gera uma assincronia para a dinaˆmica.
Como a dinaˆmica apresenta uma caracter´ıstica de simetria, na˜o e´ necessa´rio
considerar todas as possibilidades para as combinac¸o˜es dos paraˆmetros, pois algumas
ja´ esta˜o contempladas nos casos descritos acima. Assim, se o cluster F esta´ na regia˜o
dos paraˆmetros que corresponde a`s o´rbitas c´ıclicas, so´ resta verificar quando o cluster G
esta´ na extensa˜o de soluc¸o˜es perio´dicas ou cao´ticas. Nestas situac¸o˜es, as o´rbitas variam
de c´ıclicas a cao´ticas, predominando soluc¸a˜o de per´ıodo 2 em comparac¸a˜o a`s demais.
Se o cluster G esta´ na a´rea de caos, as soluc¸o˜es perio´dicas se restringem a altas taxas
de reproduc¸a˜o e baixas taxas de migrac¸a˜o. Ja´, se ambos os clusters esta˜o na regia˜o
cao´tica, sa˜o predominantes as soluc¸o˜es cao´ticas, onde as baixas taxas de movimentac¸a˜o
sa˜o responsa´veis pelo surgimento de algumas o´rbitas perio´dicas e assincronia.
Passa-se agora a um novo conjunto de simulac¸o˜es, no qual verificaram-se os
comportamentos gerados utilizando a conexa˜o bipartida, cuja migrac¸a˜o ocorre somente
entre s´ıtios de cluster vizinhos. Remontando as simulac¸o˜es ja´ feitas com a topologia da
rede anterior e seguindo a mesma lo´gica apresentada ate´ aqui, foi poss´ıvel notar que na˜o
houve mudanc¸as em relac¸a˜o a` dinaˆmica local, considerando as taxas de reproduc¸a˜o das
espe´cies dentro da regia˜o de estabilidade do ponto de coexisteˆncia, independente da taxa
47
de migrac¸a˜o das duas espe´cies. As o´rbitas obtidas durante as simulac¸o˜es, neste caso,
apresentaram comportamento similar ao da conexa˜o global (figura 4.4.a).
Comparando os resultados obtidos nas simulac¸o˜es com conexa˜o global e bi-
partida, pode-se perceber que esta u´ltima apresentou alguns resultados distintos dos mos-
trados ate´ enta˜o. A conexa˜o bipartida gerou algumas regio˜es de estabilidade, onde a
dinaˆmica local e a dinaˆmica metapopulacional com ligac¸a˜o global, apresentaram o´rbitas
cao´ticas. Ale´m disso, altas taxas de migrac¸a˜o para ambas as espe´cies forneceram soluc¸o˜es
de equil´ıbrio esta´vel em regio˜es que a dinaˆmica local mostrou-se cao´tica.
Diferentemente da conexa˜o global, o movimento realizado entre s´ıtios de clus-
ters diferentes apresentou uma regia˜o maior de soluc¸o˜es ass´ıncronas. Em que as baixas
taxas de migrac¸a˜o sa˜o as responsa´veis por essas o´rbitas e na˜o somente quando uma das
populac¸o˜es na˜o se movimenta, como foi observado nas simulac¸o˜es anteriores.
Foi poss´ıvel perceber que, para algumas combinac¸o˜es de paraˆmetros, houve o
surgimento de atratores mu´ltiplos, essa caracter´ıstica ressalta-se em regio˜es cao´ticas. Tal
comportamento na˜o foi ta˜o relevante com conexa˜o global e dinaˆmica local.
A conexa˜o ponderada foi simulada com fator de intensidade de ligac¸a˜o k =
1/4, o que representa uma prefereˆncia de deslocamento para s´ıtios de clusters diferentes.
As simulac¸o˜es para essa conexa˜o na˜o apresentaram muitas diferenc¸as em comparac¸a˜o as
realizadas com conexa˜o global.
Ale´m das simulac¸o˜es com rede de s´ıtios divididos igualmente, utilizou-se va-
riac¸a˜o no tamanho dos clusters, alterando-se a quantidade de s´ıtios em cada cluster.
Foram empregadas configurac¸o˜es do tipo 10 × 30 e 30 × 10, onde as comparac¸o˜es foram
feitas sempre em relac¸a˜o a` configurac¸a˜o dos s´ıtios utilizada anteriormente, ou seja, quando
determinou-se uma distribuic¸a˜o sime´trica para os dois clusters 20× 20 s´ıtios.
Durante as simulac¸o˜es, foram observadas variac¸o˜es nas o´rbitas e na estabi-
lidade das mesmas. Na˜o foi poss´ıvel obter um padra˜o nas simulac¸o˜es realizadas com a
mudanc¸a dos tamanhos dos cluster, mas pode se destacar algumas alterac¸o˜es como: mu-
danc¸a de estabilidade entre cluster, conjunto 1 esta´vel e 2 insta´vel, com a reduc¸a˜o troca-se
a ordem e o conjunto 2 passa a ser esta´vel e o 1 insta´vel; variac¸a˜o no comportamento das
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o´rbitas que alternam-se entre cao´tica, esta´vel e c´ıclica. Esse tipo de comportamento e´
mais destacado com as conexo˜es bipartida e ponderada (figuras 4.6, 4.7 e 4.8).
Ha´ de se destacar a extinc¸a˜o da espe´cie 1, ao reduzir o tamanho de um dos
clusters e considerando que esta espe´cie na˜o se movimenta, sendo a condic¸a˜o de equil´ıbrio
de coexisteˆncia atribu´ıda aos dois conjuntos de s´ıtios. A extinc¸a˜o ocorre no cluster com
menor nu´mero de s´ıtios, sendo que no outro conjunto ela permanece em densidade baixa.
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Figura 4.6: Gra´ficos espac¸o-tempo e Densidade-espac¸o. Cluster F com 20 s´ıtios e cluster
G com 20 s´ıtios; paraˆmetros para espe´cie 1: µ1 = 0.1, r
F
1 = 3.5, β
F
1 = 1 e
rG1 = 3.5, β
G
1 = 1; para espe´cie 2:µ2 = 0.5 r
F
2 = 3.8, β
F
2 = 1.5 e r
G
2 = 1.8, β
G
2 =
1.5.
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Figura 4.7: Gra´ficos espac¸o-tempo e Densidade-espac¸o. Cluster F com 10 s´ıtios e cluster
G com 30 s´ıtios; paraˆmetros para espe´cie 1 : µ1 = 0.1, r
F
1 = 3.5, β
F
1 = 1 e
rG1 = 3.5, β
G
1 = 1; para espe´cie 2:µ2 = 0.5 r
F
2 = 3.8, β
F
2 = 1.5 e r
G
2 = 1.8, β
G
2 =
1.5.
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Figura 4.8: Gra´ficos espac¸o-tempo e Densidade-espac¸o. Cluster F com 30 s´ıtios e cluster
G com 10 s´ıtios; paraˆmetros para espe´cie 1: µ1 = 0.1, r
F
1 = 3.5, β
F
1 = 1 e
rG1 = 3.5, β
G
1 = 1; para espe´cie 2:µ2 = 0.5 r
F
2 = 3.8, β
F
2 = 1.5 e r
G
2 = 1.8, β
G
2 =
1.5.
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Ponto de equil´ıbrio de competic¸a˜o
Foram considerados para as simulac¸o˜es os paraˆmetros da dinaˆmica espacial-
mente estruturada na regia˜o de estabilidade do ponto de equil´ıbrio de competic¸a˜o, isto e´,
onde uma das espe´cies sai vencedora. Lembrando que o modelo apresenta dois cena´rios
poss´ıveis, o ponto (1, 0), onde a espe´cie 1 vence e o ponto (0, 1), onde a espe´cie 2 vence.
Portanto, ao simular as poss´ıveis condic¸o˜es dos paraˆmetros para o ponto (1, 0) estas sera˜o
refletidas aos comportamentos gerados pelo ponto (0, 1), pela simetria do modelo.
Utilizou-se, enta˜o, como um primeiro conjunto de simulac¸o˜es os paraˆmetros
rF1 e r
G
1 fixos e menores que β
F
1 e β
G
1 , o que garante a estabilidade do ponto de equil´ıbrio
(0, 1). A lo´gica das simulac¸o˜es seguiu o padra˜o utilizado no estudo do ponto de equil´ıbrio
de coexisteˆncia. Apo´s a apresentac¸a˜o dos resultados deste primeiro quadro, utilizou-se
alguns casos extras para contemplar todas as combinac¸o˜es entre os pontos de equil´ıbrio.
Assim, como um conjunto final de resultados, foi definida a seguinte configurac¸a˜o: no
cluster F foram alterados os valores das constantes para as condic¸o˜es dos paraˆmetros do
ponto (1, 0) e no cluster G a dinaˆmica contemplou as condic¸o˜es do ponto de coexisteˆncia
e do ponto (0, 1).
Ao impor condic¸o˜es de competic¸a˜o para o ponto (0, 1) em ambos os clusters,
o modelo espacialmente estruturado na˜o apresentou diferenc¸as em relac¸a˜o a dinaˆmica
local. A extinc¸a˜o da espe´cie 1 foi identificada em todas as simulac¸o˜es realizadas (figura
4.9).
A extinc¸a˜o da espe´cie 1, resultado da dinaˆmica local no cluster G, e´ revertida
ao utilizar rF1 e r
F
2 dentro da regia˜o de equil´ıbrio de coexisteˆncia (r
F
1 , r
F
2 < 2, garantia
de estabilidade de coexisteˆncia no cluster F ). Tal comportamento pode ser justificado
pela heterogeneidade do meio, sendo a soluc¸a˜o de equil´ıbrio esta´vel a` o´rbita resultante
em quase todas as simulac¸o˜es para o modelo. A extinc¸a˜o ocorreu somente ao eliminar
a possibilidade de movimentac¸a˜o da espe´cie 1(figura 4.10), e somente no conjunto de
s´ıtios em que eram consideradas as condic¸o˜es de competic¸a˜o. A densidade de equil´ıbrio
apresentada no modelo heterogeˆneo, neste contexto, e´ um valor pro´ximo de (0, 1) em
cada s´ıtio de ambos os clusters, diferente de quando se analisou a competic¸a˜o em ambos
os conjuntos de s´ıtios, onde a densidade apresentada era exatamente (0, 1).
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Figura 4.9: Gra´fico espac¸o-tempo e se´rie temporal da densidade total do Cluster F em
linha · · · e cluster G linha − − − com conexa˜o Ponderada. Paraˆmetros
Espe´cie 1 µ1 = 0.8, r
F
1 = 2.9, β
F
1 = 3.8 e r
G
1 = 3.3, β
G
1 = 3.8; espe´cie 2
µ2 = 0.5 r
F
2 = 3.6, β
F
2 = 1 e r
G
2 = 3.2, β
G
2 = 1.
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Figura 4.10: Gra´fico espac¸o-tempo e se´rie temporal da densidade total do Cluster F em
linha · · · e cluster G linha −−− com conexa˜o Global. Paraˆmetros Espe´cie
1 µ1 = 0, r
F
1 = 0, 5, β
F
1 = 1, 2 e r
G
1 = 1, 7, β
G
1 = 1, 2; espe´cie 2 µ2 = 0, 8
rF2 = 3, 3, β
F
2 = 1 e r
G
2 = 1, 5, β
G
2 = 1.
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Na regia˜o de o´rbitas c´ıclicas para dinaˆmica local, a metapopulac¸a˜o apresentou
soluc¸o˜es de equil´ıbrio esta´vel de coexisteˆncia para taxas de migrac¸a˜o altas de ambas
as populac¸o˜es. As baixas taxas de migrac¸a˜o foram responsa´veis pelas o´rbitas c´ıclicas,
mantendo a condic¸a˜o de coexisteˆncia. Novamente a extinc¸a˜o se restringiu a` µ1 = 0.
As o´rbitas cao´ticas geradas pela dinaˆmica local sa˜o alteradas no modelo espa-
cialmente estruturado. Essa alterac¸a˜o esta´ ligada a` taxa de migrac¸a˜o de cada espe´cie. Se
uma grande frac¸a˜o das espe´cies deixa cada s´ıtio, a o´rbita da metapopulac¸a˜o e´ perio´dica,
ja´ se uma pequena quantidade de cada populac¸a˜o deixa seu s´ıtio de origem, as o´rbitas
manteˆm-se cao´ticas, conforme dinaˆmica local, surgindo em alguns casos o´rbitas ass´ıncronas.
Se a espe´cie 1 na˜o migra, esta e´ levada a` extinc¸a˜o devido aos paraˆmetros considerados na
simulac¸a˜o(ponto (0, 1)).
Apo´s as simulac¸o˜es com condic¸o˜es de existeˆncia do ponto de equil´ıbrio (0, 1)
nos dois clusters e condic¸o˜es de coexisteˆncia no cluster F e competic¸a˜o no cluster G,
buscou-se verificar o comportamento da metapopulac¸a˜o utilizando os dois pontos que
caracterizam o equil´ıbrio de competic¸a˜o. Assim, atribu´ıram-se condic¸o˜es das constantes
para existeˆncia do ponto (1, 0) no cluster 1 e condic¸o˜es para existeˆncia do ponto (0, 1) no
cluster 2.
As simulac¸o˜es realizadas mostraram a possibilidade de reversa˜o dos resulta-
dos locais, ou seja, nenhuma espe´cie foi extinta. Esse fato foi consequeˆncia da heteroge-
neidade do meio, pois cada cluster funciona como um “continente”, lanc¸ando indiv´ıduos
da espe´cie que seria extinta no cluster vizinho, mantendo-se assim a populac¸a˜o em todos
os s´ıtios. Esse evento e´ devido, tambe´m, a` conexa˜o dos s´ıtios ser global, o que permite
que a regia˜o com maior concentrac¸a˜o de indiv´ıduos possa comunicar-se com os s´ıtios que
estariam desabitados. Como esperado, quando uma das espe´cies na˜o possui capacidade
de movimentac¸a˜o esta era extinta, espe´cie 2 no cluster F e espe´cie 1 no cluster G.
Ao variar rF1 pela a´rea de ciclos e caos, as simulac¸o˜es apresentaram um padra˜o
estabilizante para altas taxas de migrac¸a˜o. A dinaˆmica apresentou uma pequena regia˜o
de extinc¸a˜o da espe´cie 2 na variac¸a˜o de rF1 , ale´m da regia˜o de ciclos (figura 4.11). Ao levar
o paraˆmetro rF1 para a a´rea de caos local, percebeu-se um efeito da dinaˆmica cao´tica sobre
o modelo espacial, onde para altas taxas de migrac¸a˜o de ambas espe´cies, faziam a espe´cie
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2 ser extinta em todo o habitat. Esse tipo de o´rbita tornou-se independente da taxa de
migrac¸a˜o, a` medida que rF1 aproximava-se de 4, sendo neste caso a extinc¸a˜o da espe´cie 2
um padra˜o para todos os valores de µ. Ao alterar a variac¸a˜o de rF1 por r
G
2 obtiveram-se os
mesmos resultados, o que se leva a crer que essas soluc¸o˜es sa˜o influenciadas pelas o´rbitas
cao´ticas geradas pela sincronizac¸a˜o dos s´ıtios em F ou em G.
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Figura 4.11: Gra´fico espac¸o-tempo e se´rie temporal da densidade total do Cluster F em
linha · · · e cluster G linha −−− com conexa˜o Global. Paraˆmetros Espe´cie
1 µ1 = 0, 8, r
F
1 = 3, 2, β
F
1 = 1, 2 e r
G
1 = 0, 7, β
G
1 = 1, 2; espe´cie 2 µ2 = 0, 9
rF2 = 0, 8, β
F
2 = 1 e r
G
2 = 1, 3, β
G
2 = 1.
Alterando a ligac¸a˜o entre os s´ıtios para bipartida e remontando todas as
condic¸o˜es dos paraˆmetros utilizadas nas simulac¸o˜es anteriores com conexa˜o global, obtiveram-
se alguns resultados relevantes. Outros resultados foram omitidos por na˜o apresentarem
diferenc¸a em relac¸a˜o ao ja´ explicitado com as simulac¸o˜es anteriores.
Mantendo-se as condic¸o˜es do ponto de equil´ıbrio (0, 1), no qual a espe´cie 2
vence, no cluster G e no cluster F condic¸a˜o de coexisteˆncia, o´rbitas em que a espe´cie 1 e´
levada a` extinc¸a˜o em todo o grid foram frequentes, sempre que se atribu´ıa valores altos a`s
taxas de migrac¸a˜o das populac¸o˜es. No cena´rio oposto, quando as taxas de migrac¸a˜o eram
baixas, soluc¸o˜es de coexisteˆncia eram predominantes. A` medida que a taxa intr´ınseca
de reproduc¸a˜o da espe´cie 1 no cluster F variava ate´ chegar o limite 4, as o´rbitas que
representavam coexisteˆncia tornavam-se padra˜o. Revertendo o quadro de extinc¸a˜o total
da espe´cie 1.
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Se os valores das contantes sa˜o escolhidos de modo que no cluster 1 tenha
as condic¸o˜es do ponto de equil´ıbrio (1, 0)(espe´cies 1 vence) e no cluster 2 as condic¸o˜es do
ponto (0, 1) (espe´cie 2 vence), as o´rbitas obtidas descrevem coexisteˆncia das populac¸o˜es.
As altas taxas de migrac¸a˜o foram responsa´veis por comportamentos mais esta´veis da
dinaˆmica, o que geram o´rbitas esta´veis em regio˜es dos paraˆmetros onde soluc¸o˜es cao´ticas
apareciam. Em comparac¸a˜o aos resultados obtidos com conexa˜o global, a estabilidade
das soluc¸o˜es foi mais presente com conexa˜o bipartida.
A outra ligac¸a˜o entre s´ıtios que foi considerada e´ a conexa˜o ponderada, onde
fator que indica a tendencia de migrac¸a˜o κ foi considerado menor que 1, especificamente
κ = 0, 25, o que indica uma propensa˜o dos indiv´ıduos a migrar mais para s´ıtios de outros
cluster do que para s´ıtios do mesmo cluster.
Em comparac¸a˜o com as conexo˜es apresentadas ate´ enta˜o, a ligac¸a˜o entre s´ıtios
ponderada mostrou-se mais esta´vel que as demais. Altas taxas de migrac¸a˜o responderam
por o´rbitas sempre mais esta´veis corroborando os resultados ate´ enta˜o obtidos. Ale´m disso,
algumas simulac¸o˜es para baixas taxas de migrac¸a˜o tambe´m se mostraram esta´veis com
essa conexa˜o. O´rbitas ass´ıncronas na˜o foram detectadas nas simulac¸o˜es com as variac¸o˜es
das constantes.
4.2.2 Sincronizac¸a˜o Parcial
O estudo feito nas sec¸o˜es anteriores diz respeito ao comportamento das
o´rbitas geradas pela dinaˆmica espacialmente estruturada, sempre comparando aos re-
sultados ja´ obtidos pela dinaˆmica local. Assim, analisou-se a estabilidade gerada pela
introduc¸a˜o do espac¸o na dinaˆmica. Ale´m disso, pode-se perceber que as soluc¸o˜es gera-
das eram representadas de forma igual por todos os s´ıtios de cada cluster, sendo que
clusters diferentes apresentavam variac¸o˜es diferentes. Isso representa a sincronizac¸a˜o da
metapopulac¸a˜o, onde os s´ıtios oscilam de forma igual no decorrer do tempo.
Em alguns momentos das descric¸o˜es anteriores, falou-se sobre assincronia
conforme figura 4.5, nas simulac¸o˜es realizadas com as treˆs conexo˜es de s´ıtios, poss´ıveis
padro˜es como os apresentados naquela figura foram os mais evidentes.
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Na maioria dos casos, a assincronia restringia-se a taxas de migrac¸a˜o baixas
de ambas as espe´cies, ou, a`s vezes, de apenas uma delas. O contraponto desta situac¸a˜o
ocorria em valores de µ1 e µ2 altos pro´ximos de 1, onde as o´rbitas mostravam a sincro-
nizac¸a˜o parcial dos s´ıtios(figura 4.10).
O nu´mero de paraˆmetros da dinaˆmica na˜o nos permite exemplificar todos os
resultados obtidos, pois o nu´mero de combinac¸o˜es geradas e´ gigante. Mas a figura 4.12
descreve um resumo das regio˜es de estabilidade do modelo para dois clusters. E´ poss´ıvel
notar que as conexo˜es envolvendo todos os s´ıtios, onde todos possuem algum grau de
ligac¸a˜o, sa˜o mais propensas a sincronizar, do que o de um quadro onde ha´ restric¸o˜es nas
conexo˜es. As matrizes global e ponderada se mostraram mais esta´veis do que a matriz
bipartida.
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Figura 4.12: Regio˜es de Estabilidade de Sincronia. Nas colunas utilizou-se os paraˆmetros
βF1 = β
G
1 = 1 e β
F
2 = β
G
2 = 1.2; r
F
1 = 3.2, r
G
1 = 3.7 e r
F
2 = 3.8, r
G
2 = 3.3:
Coluna 1 Conexa˜o Global, Coluna 2 Conexa˜o bipartida, Coluna 3 Conexa˜o
Ponderada.
4.3 Conclusa˜o
Atrave´s das simulac¸o˜es realizadas neste cap´ıtulo, pode-se perceber a riqueza
do modelo local de competic¸a˜o, ale´m de ser poss´ıvel verificar as influeˆncias do espac¸o
sobre a dinaˆmica metapopulacional heterogeˆnea. A ana´lise do modelo local mostrou as
influeˆncias dos paraˆmetros dentro da dinaˆmica, sendo poss´ıvel verificar que a taxa de
competic¸a˜o reduz a regia˜o de estabilidade dos pontos de equil´ıbrio, e, por esse motivo,
foram fixados os valores destas taxas. Desse modo, garantiu-se a ana´lise de todas as
regio˜es do modelo.
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Os resultados obtidos revelaram uma grande influeˆncia da migrac¸a˜o na es-
tabilidade das o´rbitas do modelo, comparando-se sempre a` dinaˆmica local. As conexo˜es
entre s´ıtios utilizadas apresentaram uma reduc¸a˜o na regia˜o de o´rbitas cao´ticas em com-
parac¸a˜o ao modelo de um u´nico s´ıtio, sendo a conexa˜o ponderada a que mais mudou as
soluc¸o˜es locais para o´rbitas c´ıclicas ou esta´veis.
O modelo espacialmente estruturado na˜o foi capaz de reverter a extinc¸a˜o das
espe´cies, ao se considerar condic¸o˜es de competic¸a˜o em ambos os clusters. Sendo poss´ıvel
uma coexisteˆncia global, se as condic¸o˜es em um dos clusters forem de coexisteˆncia, ou
uma competic¸a˜o cruzada, onde em um cluster vence a espe´cie 1 e no outro vence a espe´cie
2.
Em relac¸a˜o a`s taxas de migrac¸a˜o, pode se perceber a influeˆncia destes paraˆmetros
sobre a estabilidade das o´rbitas do modelo, em que altas taxas de migrac¸a˜o foram res-
ponsa´veis por o´rbitas mais esta´veis e onde surgiram ciclos de per´ıodos 2 e pontos de
equil´ıbrio esta´veis. As baixas taxas de migrac¸a˜o geraram, ale´m de o´rbitas menos esta´veis,
soluc¸o˜es ass´ıncronas para o modelo. Isso pode informar que a baixa forc¸a de conexa˜o
entre os osciladores locais dificulta a sincronizac¸a˜o dos s´ıtios.
As soluc¸o˜es sincronizadas foram geradas na maioria das simulac¸o˜es, sendo
a sincronizac¸a˜o parcial a predominante. So´ houve ajuste total das densidades dos s´ıtios
para condic¸o˜es de extinc¸a˜o, onde apenas uma das espe´cies era vencedora em todo habitat.
Embora as taxa de reproduc¸a˜o fossem distintas de um cluster para outro, isso na˜o afetou
a sincronizac¸a˜o total dos clusters.
Enfim, os resultados apresentados no cap´ıtulo 2 foram efetivos para acelerar
os ca´lculos do nu´mero de Lyapunov, ja´ que se pode simplificar o jacobiano do modelo para
cada conexa˜o utilizada nas aplicac¸o˜es. Isso reduziu o tempo de processamento dos dados,
pois utilizaram-se somente os autovalores das matrizes de conexa˜o restritas ao espac¸o
transversal, permitindo, assim, uma separac¸a˜o no ca´lculo do nu´mero de Lyapunov, o qual
pode ser feito por cluster. Assim, a dinaˆmica seria considerada sincronizada se o nu´mero
de Lyapunov em cada cluster fosse menor que 1.
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5 DINAˆMICA HETEROGEˆNEA PARA K
ESPE´CIES EM η CLUSTERS.
Ate´ agora, trabalhou-se com uma dinaˆmica de mu´ltiplas espe´cies que dispo˜e
de um ambiente heterogeˆneo, sendo que no modelo descrito no cap´ıtulo 2, o ambiente
estava dividido em dois grupos de s´ıtios com qualidades diferentes. Neste cap´ıtulo, foi
considerado um habitat com mais de dois conjuntos de s´ıtios com diferentes caracter´ısticas,
que podem influenciar o desenvolvimento das espe´cies.
O habitat de estudo continua sendo descrito com n s´ıtios, os quais possuem
condic¸o˜es favora´veis a` reproduc¸a˜o e sobreviveˆncia de cada espe´cie, sendo que agora estes
sera˜o distribu´ıdos em η conjuntos de condic¸o˜es para propagac¸a˜o das diferentes espe´cies.
Esses n s´ıtios estara˜o conectados segundo uma topologia que descrevera´ as conexo˜es dos
lugares habitados. Os s´ıtios sera˜o povoados por k espe´cies, que podem ou na˜o interagir.
Os η clusters sera˜o rotulados por Fq, onde q = 1, 2, ..., η. Sera´ Representado
a quantidade de s´ıtios em cada cluster Fq por nq, e, para isso, admitiu-se como aux´ılio as
seguintes somas,
s0 = 0, sq =
q∑
i=1
nq, q = 1, ..., η. (5.1)
sendo sη = n. Estas constantes ajudara˜o na construc¸a˜o dos modelos local e espacial da
metapopulac¸a˜o.
5.1 Dinaˆmica Local
Como dinaˆmica local, utilizou-se um modelo de mu´ltiplas espe´cies que podem
ou na˜o interagir dependendo da func¸a˜o de crescimento para cada populac¸a˜o. A quantidade
de espe´cie, como ja´ mencionado, sera´ descrita por k. Essa quantidade na˜o sera´ alterada
de um s´ıtio para outro como forma de simplificac¸a˜o do modelo. A densidade de cada
populac¸a˜o l em cada s´ıtio j sera´ descrita por xtlj, o vetor x
t
j = (x
t
1j, x
t
2j, ..., x
t
kj), onde
j representa o s´ıtio em que essa populac¸a˜o se encontra, t passo de tempo do senso (ou
contagem de indiv´ıduos), descrevera´ as densidades de todas as espe´cies no s´ıtio j no tempo
t.
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Cada espe´cie, como no modelo de 2 clusters, possuira´ sua pro´pria func¸a˜o
de crescimento fl,q, onde l = 1, ..., k e q = 1, ..., η. Assim, a cada passo de tempo t a
densidade da espe´cie l, em cada s´ıtio j em cada cluster Fq, sera´ atualizado segundo o
sistema:

xt+1l,j = fl,1(x
t
j), j = s0 + 1, ..., s1 e l = 1, 2, ..., k;
xt+1l,j = fl,2(x
t
j), j = s1 + 1, ..., s2 e l = 1, 2, ..., k;
...
...
xt+1l,j = fl,2(x
t
j), j = sη−1 + 1, ..., sη e l = 1, 2, ..., k;
(5.2)
Para a descric¸a˜o do modelo espacialmente distribu´ıdo, utilizaram-se aplicac¸o˜es
vetoriais para descrever a evoluc¸a˜o de cada espe´cie em cada s´ıtio de cada cluster. O que
facilitou a explicitac¸a˜o dos resultados. O sistema
F1,F2, ...,Fη : Rk → Rk (5.3)
Fq(x) = (f1,q(x), f2,q(x), ..., fk,q(x)), q = 1, ..., η. (5.4)
descreve a atualizac¸a˜o das densidades de todas as espe´cies do tempo t ao tempo t + 1,
onde fl,q(x) refere-se a` dinaˆmica vital da espe´cie l, nos s´ıtios do cluster Fq. Assim, a
atualizac¸a˜o por s´ıtio de cada espe´cie pode ser descrito por
xt+1j = F1(x
t
j), j = s0 + 1, ..., s1
xt+1j = F2(x
t
j), j = s1 + 1, ..., s2
...
...
xt+1j = Fη(x
t
j), j = sη−1 + 1, ..., sη
(5.5)
5.2 Dinaˆmica de Migrac¸a˜o
A migrac¸a˜o entre s´ıtios vizinhos sera´ descrita por alguma topologia escolhida,
sendo a movimentac¸a˜o dada conforme o modelo de dois clusters. A matriz M descreve
a proporc¸a˜o de indiv´ıduos que deixa cada s´ıtio (fase de sa´ıda do s´ıtio de origem), e a
matriz de conexa˜o entre s´ıtios C e´ responsa´vel pelas duas u´ltimas fases da movimentac¸a˜o,
translado e chegada nos s´ıtios de destino.
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A matriz de movimentac¸a˜o M tem ordem k× k e, conforme ja´ exemplificado
no cap´ıtulo 3, sera´ diagonal, onde suas entradas na˜o nulas sa˜o as frac¸o˜es µl ∈ [0, 1], com
l = 1, ..., k. A matriz C de conexa˜o entre s´ıtios tera´ ordem n × n, e sera´ a mesma para
todas as espe´cies, mantendo a hipo´tese de movimentac¸a˜o 100% bem sucedida, sem mortes
neste processo.
Com essas hipo´teses, tem-se que a frac¸a˜o de indiv´ıduos da espe´cie l que sai
do s´ıtio j para o s´ıtio i e´ dada por ci,jµlx
t
l,j. Assim, as equac¸o˜es que evoluem cada espe´cie
l, em cada s´ıtio i, de cada cluster q, sa˜o descritas por

xt+1li = (1− µl)fl,1(xti) +
η∑
m=1
sm∑
j=sm−1+1
ci,jµlfl,m(x
t
j), l = 1, ..., k, s0 ≤ i ≤ s1;
xt+1li = (1− µl)fl,2(xti) +
η∑
m=1
sm∑
j=sm−1+1
ci,jµlfl,m(x
t
j), l = 1, ..., k, s1 + 1 ≤ i ≤ s2;
...
...
xt+1li = (1− µl)fl,η(xti) +
η∑
m=1
sm∑
j=sm−1+1
ci,jµlfl,m(x
t
j), l = 1, ..., k, sη−1 + 1 ≤ i ≤ sη;
(5.6)
e em cada s´ıtio i as densidades de todas as populac¸o˜es sa˜o atualizadas segundo

xt+1i = (1−M)F1(xtj) +
η∑
m=1
sm∑
j=sm−1+1
ci,jMFm(x
t
l), i = s0 + 1, ..., s1
xt+1i = (1−M)F2(xtj) +
η∑
m=1
sm∑
j=sm−1+1
ci,jMFm(x
t
l), i = s1 + 1, ..., s2
...
...
xt+1i = (1−M)Fη(xtj) +
η∑
m=1
sm∑
j=sm−1+1
ci,jMFm(x
t
l), i = sη−1 + 1, ..., sη
(5.7)
5.3 Estado de Sincronia
Passa-se a` verificac¸a˜o do estado sincronizado, de modo a determinar uma
condic¸a˜o de estabilidade para a soluc¸a˜o sincronizada. Para a garantia do estado de sin-
cronia, foram impostas duas hipo´teses sobre a matriz de conexa˜o, uma sobre a soma nas
linhas em cada bloco e a outra em relac¸a˜o as somas nas colunas. Essas hipo´teses per-
manecem neste modelo com η clusters, apenas alterando-se a quantidade de blocos que a
matriz C e´ dividida. Com isso, as hipo´teses sobre C se tornam,
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C =

α11 · · · α1η
...
. . .
...
αη1 · · · αηη
 . (5.8)
para m e n em {1, ..., η}, com
sm∑
r=sm−1+1
cir = αmn,∀i ∈ N tal que sn−1 + 1 ≤ i ≤ sn (5.9)
E a restric¸a˜o adicional sobre C, gerada para garantir a invariaˆncia do opera-
dor Jacobiano sobre o espac¸o transversal, e´ descrita por
C =

β11 · · · β1η
...
. . .
...
βη1 · · · βηη
 . (5.10)
para m e n em {1, 2, ..., η}, com
sm∑
r=sm−1+1
cri = βmn, tal que sn−1 + 1 ≤ i ≤ sn; (5.11)
Onde a restric¸a˜o (5.8) e´ referente a soma nas linha de C e a restric¸a˜o (5.10)
e´ referente a soma nas colunas de C.
Assumindo, enta˜o, a sincronizac¸a˜o do sistema (7.11) para t ≥ t0, segue

xt1 = x
t
2 = . . . = x
t
s1
= yt1,
xts1+1 = x
t
s1+2
= . . . = xts2 = y
t
2,
... =
... =
... =
... =
...
xtsη−1+1 = x
t
sη−1+2 = . . . = x
t
sη = y
t
η.
(5.12)
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Assim, Y t = (
n1︷ ︸︸ ︷
yt1, y
t
1, ..., y
t
1,
n2︷ ︸︸ ︷
yt2, y
t
2, ..., y
t
2, ...,
nη︷ ︸︸ ︷
ytη, y
t
η, ..., y
t
η), descreve a soluc¸a˜o sincronizada.
Aplicando Y t no sistema (5.7), temos o seguinte sistema sincronizado,
yt+11 = (1−M)F1(yt1) +
η∑
m=1
sm∑
l=sm−1+1
cjlMFm(y
t
m), j = s0 + 1, ..., s1
yt+12 = (1−M)F2(yt2) +
η∑
m=1
sm∑
l=sm−1+1
cjlMFm(y
t
m), j = s1 + 1, ..., s2
...
...
yt+1η = (1−M)Fη(ytη) +
η∑
m=1
sm∑
l=sm−1+1
cjlMFm(y
t
m), j = sη−1 + 1, ..., sη
(5.13)
o que implica em
yt+11 = (1−M)F1(yt1) +
η∑
m=1
α1mMFm(y
t
m), j = s0 + 1, ..., s1
yt+12 = (1−M)F2(yt2) +
η∑
m=1
α2mMFm(y
t
m), j = s1 + 1, ..., s2
...
...
yt+1η = (1−M)Fη(ytη) +
η∑
m=1
αηmMFm(y
t
m), j = sη−1 + 1, ..., sη
(5.14)
Para analisar a estabilidade do estado s´ıncrono, deve-se expandir o sistema
(5.14) de forma linear em se´rie de Taylor, o que leva a` dependeˆncia do jacobino (J)
de (5.7) aplicado na soluc¸a˜o sincronizada Y t. Para melhor determinarmos um crite´rio
de estabilidade do estado s´ıncrono sobre perturbac¸o˜es, sera´ mostrada a invariaˆncia de J
sobre espac¸o gerado pela soluc¸a˜o s´ıncrona (Sk) e sobre espac¸o transversal (S
⊥
k ). Segue
que,
J(Y t) = [Ink − M¯(Ink − C¯)]DPnk×nk(Y t) (5.15)
Definic¸a˜o 5.1 O subespac¸o de sincronizac¸a˜o parcial com formac¸a˜o de η clusters, com
tamanhos n1, n2, ..., nη, e´ denotado por Sk ∈ Rnk, onde
S = [(
n1︷ ︸︸ ︷
a1, a1, ..., a1,
n2︷ ︸︸ ︷
a2, a2, ..., a2, ...,
nη︷ ︸︸ ︷
aη, aη, ..., aη), com al = (al1, al2, ..., alk) e alj ∈ R]
(5.16)
Para melhor entender como sera´ descrito o espac¸o de sincronia, sera´ conside-
rado um exemplo simples.
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Exemplo 5.1 Seja n = 7, o nu´mero de s´ıtios no ambiente em questa˜o, os quais sera˜o
divididos em 3 conjuntos, ou seja, η = 3. Cada s´ıtio sera´ habitado por 2 espe´cies (k = 2).
As func¸o˜es de iterac¸a˜o de cada s´ıtio sera˜o Fτ = (fτ , gτ ), τ = 1, 2, 3. Onde f e g sa˜o as
dinaˆmicas vitais das duas espe´cies.
Com isso, o vetor que representa os s´ıtios no tempo t deste modelo, e´ dado
por
X t = (xt1,x
t
2,x
t
3,x
t
4,x
t
5,x
t
6,x
t
7) (5.17)
Sendo Y t = (xt, xt, xt, yt, yt, zt, zt) a soluc¸a˜o sincronizada, com xt = (a1, a2),
yt = (b1, b2) e z
t = (c1, c2). Segue enta˜o
Y t =

a1
a2
a1
a2
a1
a2
b1
b2
b1
b2
c1
c2
c1
c2

= a1

1
0
1
0
1
0
0
0
0
0
0
0
0
0

︸ ︷︷ ︸
v11
+a2

0
1
0
1
0
1
0
0
0
0
0
0
0
0

︸ ︷︷ ︸
v12
+b1

0
0
0
0
0
0
1
0
1
0
0
0
0
0

︸ ︷︷ ︸
v21
+b2

0
0
0
0
0
0
0
1
0
1
0
0
0
0

︸ ︷︷ ︸
v22
+c1

0
0
0
0
0
0
0
0
0
0
1
0
1
0

︸ ︷︷ ︸
v31
+c2

0
0
0
0
0
0
0
0
0
0
0
1
0
1

︸ ︷︷ ︸
v32

n1

n2

n3
onde n1 = 3, n2 = 2 e n3 = 2.
Assim, uma base do espac¸o de sincronia para esse modelo e´ dado por:
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BS2 = (v11, v12, v21, v22, v31, v32).
Para chegar a` base de Sk pode-se realizar as mesmas operac¸o˜es descritas no
modelo anterior. Partindo da base de uma u´nica espe´cie e operando atrave´s do produto
de Kronecker. Assim, a base de S1 e´ um conjunto de η vetores, logo se v ∈ S1, segue que
v =

a1
...
a1
a2
...
a2
...
...
aη
...
aη

= a1

1
...
1
0
...
0
...
...
0
...
0

︸ ︷︷ ︸
v1
+a2

0
...
0
1
...
1
...
...
0
...
0

︸ ︷︷ ︸
v2
+ · · ·+ aη

0
...
0
0
...
0
...
...
1
...
1

︸ ︷︷ ︸
vη
n1n2n− nη − n2 − n1nη
(5.18)
Tomando a matriz V = [v1, v2, ..., vη]n×η, segue que o espac¸o coluna de V
e´ igual ao espac¸o de sincronia parcial S1( col(V ) = S1). Fazendo, enta˜o, o produto de
Kronecker de V por Ik, obtemos uma base para Sk. Assim, o espac¸o coluna da matriz
V = V ⊗ Ik e´ exatamente o espac¸o de sincronia parcial Sk . A base para Sk sera´ descrita
por BSk = {vql; q = 1, ..., η e l = 1, ..., k}. A base do espac¸o transversal S⊥k pode ser
descrita atrave´s do produto de Kronecker pelos vetores da base do espac¸o transversal S⊥1 .
Para exemplificar isso, vamos tomar o produto de um dos vetores ortogonais a vq ∈ V ,
com q = 1, ..., η.
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vq =

0
...
0
...
1
...
1
...
0
...
0

=⇒


0
...
0
...
−1
1
...
0
...
0
...
0

︸ ︷︷ ︸
wq1
· · ·

0
...
0
...
−1
0
...
1
...
0
...
0

︸ ︷︷ ︸
wqnq−1

(5.19)
Assim, a base do espac¸o transversal S⊥1 e´ descrita por
W = {w11, ..., w1n1−1, ..., wq1, ..., wqnq−1}.
Para obter a base do espac¸o transversal S⊥k , opera-se da mesma forma que os
casos acima explorados, multiplicando, atrave´s do produto de kronecker, a matriz cujas
colunas sa˜o os vetores de W , pela matriz identidade de ordem k, chega-se ao seguinte
conjunto de vetores BS⊥k = {u
q
jl; q = 1, ..., η, j = 1, ..., nq − 1, l = 1, ..., k}.
Seja φ : N3 → N, tal que,
u111 → φ(1, 1, 1) = 1
u121 → φ(2, 1, 1) = 2
...
...
...
...
u211 → φ(1, 1, 2) = k(si−1 − 1) + k(j − 1) + l = k(n1 − 1) + 1
u221 → φ(2, 1, 2) = k(s1 − 1) + 2
...
...
...
...
. (5.20)
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Chega-se, enta˜o, a` seguinte equac¸a˜o para func¸a˜o de ordenac¸a˜o dos vetores da
base de S⊥
uilj → φ(l, j, i) =

k(j − 1) + l, se i = 1;
k
i−1∑
r=1
(ni − 1) + k(j − 1) + l, i 6= 1.
(5.21)
Lema 5.1 Suponha que Cn×n satisfac¸a (5.8) e (5.10). Enta˜o S1 e S⊥1 sa˜o C-invariantes
e existe uma base de Rn, na qual C admite uma decomposic¸a˜o por blocos da forma C =
Cˆ ⊕ C˜, onde
Cˆ =

α11 · · · α1η
...
. . .
...
αη1 · · · αηη
 . e C˜ = [aτ,φ(l,j)] (5.22)
onde os elementos aτ,φ(l,j,i) sa˜o descritos
para l = 1, ..., k, j = 1, ..., ni − 1

aτ,φ(l,j,i) = −cτ+1,si−1+1 + cτ,si−1+j+1, τ = 1, ..., s1 − 1;
aτ,φ(l,j,i) = −cτ+2,si−1+1 + cτ+2,si−1+j+1, τ = s1, ..., s2 − 2;
...
...
aτ,φ(l,j,i) = −cτ+η,si−1+1 + cτ+η,si−1+j+1, τ = sη−1 − (η − 2), ..., sη − η;
(5.23)
Demonstrac¸a˜o: S1 e´ C−invariante:
Seja vq ∈ BS1
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C¯vq =

sq∑
τ=sq−1+1
c1τ
...
sq∑
τ=sq−1+1
c1τ
sq∑
τ=sq−1+1
c2τ
...
sq∑
τ=sq−1+1
c2τ
...
sq∑
τ=sq−1+1
cnτ
...
sq∑
τ=sq−1+1
cnτ

=

α1q
...
α1q
α2q
...
α2q
...
αnq
...
αnq

⇒
Cvq = α1qv1 + α2qv2 + ...+ αηqvη; (5.24)
segue que Cvq pertence a S1. Portanto, S1 e´ C−invariante.
Sendo BS⊥1 = {u
q
j ; q = 1, ..., η, j = 1, ..., nq − 1} a base de S⊥1 .
Seja uqj ∈ BS⊥1 , temos que
Cuqj =
a1,φ(l,j,i)u
1
1 + a2,φ(l,j,i)u
1
2 + ...+ a(s1−1),φ(l,j,i)u
1
n1−1
+as1,φ(j,l,i)u
2
1 + ...+ as2−2,φ(j,l,i)u
2
n2−1+
...
+asη−1(η−2),φ(j,l,i)u
η
1 + ...+ asη−η,φ(j,l,i)u
η
nη−1
(5.25)
Cuqj gerara´ o seguinte sistema:
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
−
s1−1∑
τ=1
aτ,φ(j,l,i) = −c1,si−1+1 + c1,si−1+j+1
aτ,φ(j,l,i) = −cτ,si−1+1 + cτ,si−1+j+1, τ = 1, ..., s1 − 1;
...
...
−
sq−q∑
τ=sq−1−(q−2)
aτ,φ(j,l,i) = −csq−1+1,si−1+1 + csq−1+1,si−1+j+1
aτ,φ(j,l,i) = −cτ+q,si−1+1 + cτ+q,si−1+j+1, τ = sq−1 − (q − 2), ..., sq − q;
...
...
−
sη−η∑
τ=sη−1−(η−2)
aτ,φ(j,l,i) = −csη−1+1,si−1+1 + csη−1+1,si−1+j+1
aτ,φ(j,l,i) = −cτ+η,si−1+1 + cτ+η,si−1+j+1, τ = sη−1 − (η − 2), ..., sη − η;
(5.26)

−
s1−1∑
τ=1
−cτ,si−1+1 + cτ,si−1+j+1 = −c1,si−1+1 + c1,si−1+j+1
...
...
−
sq∑
τ=sq−1−(q−2)
−cτ,si−1+1 + cτ,si−1+j+1 = −csq−1+1,si−1+1 + csq−1+1,si−1+j+1
...
...
−
sη−η∑
τ=sη−1−(η−2)
−cτ+η,si−1+1 + cτ+η,si−1+j+1 = −csη−1+1,si−1+1 + csη−1+1,si−1+j+1

s1∑
τ=1
cτ,si−1+1 =
s1∑
τ=1
cτ,si−1+j+1 = β1i
...
...
sq∑
τ=sq−1+1
cτ,si−1+1 =
sq∑
τ=sq−1+1
cτ,si−1+j+1 = βqi
...
...
sη−η∑
τ=sη−1+1
cτ+η,si−1+1 =
sη−η∑
τ=sη−1+1
cτ+η,si−1+j+1 = βηi
(5.27)
Segue de (5.27) que existem constantes aτ,φ(j,l,i), tais que C pode ser escrito
como combinac¸a˜o dos vetores da base de BS⊥1 . O que implica a invariaˆncia de C sobre S
⊥
1
Sendo S⊥1 o complemento ortogonal de S1, ambos sa˜o subespac¸os de Rn,
pelo teorema da decomposic¸a˜o ortogonal segue Rn = S1 ⊕ S⊥1 . Sendo assim, BS1 e
BS⊥1 formam uma base para R
n. Logo, pela invariaˆncia de C sobre S1 e S
⊥
1 , temos que
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[C]B, onde B = BS1 ∪ BS⊥1 , possui uma decomposic¸a˜o em blocos diagonal descrita por
[C]B = [C]BS1 ⊕ [C]BS⊥1 , onde Cˆ = [C]BS1 e C˜ = [C]BS⊥1 .
De (5.24)
Cˆ =

α11 · · · α1η
...
. . .
...
αη1 · · · αηη
 . (5.28)
E de (5.26) segue que
para l = 1, ..., k, j = 1, ..., ni − 1

aτ,φ(l,j,i) = −cτ+1,si−1+1 + cτ,si−1+j+1, τ = 1, ..., s1 − 1;
aτ,φ(l,j,i) = −cτ+2,si−1+1 + cτ+2,si−1+j+1, τ = s1, ..., s2 − 2;
...
...
aτ,φ(l,j,i) = −cτ+η,si−1+1 + cτ+η,si−1+j+1, τ = sη−1 − (η − 2), ..., sη − η;
(5.29)
Se C satisfaz as hipo´teses do resultado acima e do Lema (3.1) descrito no
cap´ıtulo anterior , segue que C¯ = (Cˆ⊗Ik)⊕ (C˜⊗Ik) onde Cˆ e C˜ sa˜o as matrizes descritas
no Lema 5.1.
Teorema 5.1 Sejam F1,F2, ...,Fη : Rk → Rk, func¸o˜es suaves e Cn×n a matriz de dis-
persa˜o satisfazendo (5.8) e (5.10). Defina F : Rnk → Rnk via F(X) = (Ink − M¯)P (X) +
C¯M¯P (X), onde M¯ = In⊗M = diag(M,M, ...,M︸ ︷︷ ︸
n vezes
), M = diag(µ1, µ2, ..., µk), C¯ = C ⊗ Ik
e P (X) = P (x1,x2, ...,xn) = (F1(x1), ...,F1(xs1),F2(xs1+1), ...,F2(xs2), ...,Fη(xsη)), xj ∈
Rk, j = 1, 2, ..., n. Existe uma base B de Rnk, da forma B = BSk ∪ BS⊥k , onde BSk
e BS⊥k sa˜o bases apropriadas de Sk e S
⊥
k , respectivamente, tal que a matriz jacobiana
J(z) = DF(z) calculada em um ponto z = (
n1︷ ︸︸ ︷
y1, y1, ..., y1,
n2︷ ︸︸ ︷
y2, y2, ..., y2, ...,
nη︷ ︸︸ ︷
yη, yη, ..., yη) ad-
mite uma decomposic¸a˜o por blocos da forma
J(z) = [J(z)]BSk ⊕ [J(z)]BS⊥
k
(5.30)
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onde
[J(z)]BSk = [Ikη − (Iη − Cˆ)⊗M ]diag(J(F1), J(F2), ..., J(Fη)) (5.31)
e
[J(z)]B
S⊥
k
= [Ik(n−η) − (In−η − C˜)⊗M ]diag(
n1︷ ︸︸ ︷
F1, ...,F1,
n2︷ ︸︸ ︷
F2, ...,F2, ...,
nη︷ ︸︸ ︷
Fη, ...,Fη) (5.32)
onde Cˆ e C˜ sa˜o descritas no Lema 5.1.
Demonstrac¸a˜o: Pelos resultados do Lema 3.1 e Lema 5.1 temos a invariaˆncia de C¯ sobre
Sk e S
⊥
k . Falta-nos mostrar a invariaˆncia de DP (z) sobre ambos subespac¸os.
Para tanto, aplica-se DP (z) nos vetores da base de Sk,
DP (z)vql =

...
0
f q1j
f q2j
...
f qkj
...
f q1j
f q2j
...
f qkj
0
...


nq = (f
q
1jvq,1 + f
q
2jvq,2 + ...+ f
q
kjvqk) ∈ Sk, (5.33)
onde (f qlj) e´ a derivada da func¸a˜o f
q
l em relac¸a˜o a` varia´vel j.
O resultado acima implica DP (z) invariante sobre Sk. Pelas assertivas de-
mostradas ate´ enta˜o, segue que Sk e´ J(z)-invariante.
Passamos a verificac¸a˜o de (5.32). Sejam Vq = [vq,1, vq,2, ..., vq,k] = vq ⊗ Ik
onde [v1, v2, ..., vη] correspondem aos vetores da base de S1, ale´m disso tem-se vq ⊗M =
(In ⊗M)(vq ⊗ Ik) = (In ⊗M)Vq.
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Jvq,j = [Ink − (In − C)⊗M ]DPvq,j
= [Ink − (In − C)⊗M ](f q1jvq,1 + f q2jvq,2 + ...+ f qkjvqk)
(5.34)
onde
(f q1jvq,1 + f
q
2jvq,2 + ...+ f
q
kjvq,k) = [vq,1 vq,2 ... vq,k]

f q1j
f q2j
...
f qkj
 = Vq

f q1j
f q2j
...
f qkj
 (5.35)
segue enta˜o,
−→
f = [f q1j f
q
2j ... f
q
kj]
T
Jvj = [(vq ⊗ Ik)− (In ⊗M)(vq ⊗ Ik) + (C ⊗M)(vq ⊗ Ik)]−→f
= [(vq ⊗ Ik)− (vq ⊗M) + (Cvq ⊗M)]−→f
= [(vq ⊗ Ik)− (vq ⊗M) + ((α1qv1 + α2qv2 + ...+ αηqvη)⊗M)]−→f
= [(vq ⊗ Ik)− (1− αqq)(vq ⊗M) + ((α1qv1 + α2qv2 + ...+ αηqvη)⊗M)]−→f
= [(vq ⊗ Ik)− (1− αqq)(In ⊗M)(vq ⊗ Ik) + (α1q(In ⊗M)(v1 ⊗ Ik)+
+α2q(In ⊗M)(v2 ⊗ Ik) + ...+ αηq(In ⊗M)(vη ⊗ Ik))]−→f
(5.36)
E´ fa´cil ver que, ao aplicarmos aos outros vetores vq1, ..., vqk, a diferenc¸a fica
no vetor
−→
f , o que formara´ J(Fq).
Assim, a matriz [J ]BSk a partir do resultado acima, e´ dada por
[J ]BSk =

[I − (1− α11)M ]J(F1) α12MJ(F2) · · · α1ηMJ(Fη)
α21MJ(F1) [I − (1− α22)M ]J(F2) · · · α1ηMJ(Fη)
...
...
. . .
...
αη1MJ(F1) αη2MJ(F2) · · · [I − (1− αηη)M ]J(Fη)

(5.37)
O que verifica Cˆ e [D(P (z))]BSk .
Passamos, enta˜o, a` verificac¸a˜o de (5.32).
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Aplicando uql,j no jacobiano do sistema, temos
Juql,j = [Ink − (In − C)⊗M ]DPuql,j (5.38)
Segue que
DPuql,j = [u
q
1,j ... u
q
k,j]
−→
fj (5.39)
onde (uqj ⊗ Ik) = [uq1,j ... uqk,j];
Como ja´ foi mostrado, temos que (C⊗Ik)(uqj⊗Ik) e´ escrito como combinac¸a˜o
linear dos vetores da base de BS⊥k , logo no caso particular de k = 1 segue que Cu
q
j pode ser
escrito como combinac¸a˜o da baseBS⊥1 = {u
q
j ; q = 1, ..., η, j = 1, ..., nq − 1} , como descrito
em (5.25).
Por (C ⊗ Ik)(uqj ⊗ Ik) = Cuqj ⊗ Ik, denotando uqj ⊗ Ik = Wqj, segue que
Cuqj ⊗ Ik =

a1,φ(l,j,i)u
1
1 + a2,φ(l,j,i)u
1
2 + ...+ a(s1−1),φ(l,j,i)u
1
n1−1
+as1,φ(j,l,i)u
2
1 + ...+ as2−2,φ(j,l,i)u
2
n2−1+
...
+asη−1(η−2),φ(j,l,i)u
η
1 + ...+ asη−η,φ(j,l,i)u
η
nη−1
⊗ Ik (5.40)
= a1,φ(l,j,i)(u
1
1 ⊗ Ik) + a2,φ(l,j,i)(u12 ⊗ Ik) + ...+ a(s1−1),φ(l,j,i)(u1n1−1 ⊗ Ik)
+as1,φ(j,l,i)(u
2
1 ⊗ Ik) + ...+ as2−2,φ(j,l,i)(u2n2−1 ⊗ Ik)+
...
+asη−1(η−2),φ(j,l,i)(u
η
1 ⊗ Ik) + ...+ asη−η,φ(j,l,i)(uηnη−1 ⊗ Ik)
(5.41)
= a1,φ(l,j,i)W11 + a2,φ(l,j,i)W12 + ...+ a(s1−1),φ(l,j,i)W1(n1−1)
+as1,φ(j,l,i)W21 + ...+ as2−2,φ(j,l,i)W2(n2−1)+
...
+asη−1(η−2),φ(j,l,i)Wη1 + ...+ asη−η,φ(j,l,i)Wη(η−1)
(5.42)
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De (5.38) e (5.39)
Juql,j = [Ink − (In ⊗M)]Wqj
−→
fj + (In ⊗M)(C ⊗ Ik)Wqj−→fj (5.43)
Segue enta˜o, Juql,j e´ combinac¸a˜o linear dos vetores da base BS⊥k , o que gerara´
uma matriz em blocos como segue,
[J ]B
S⊥
k
=

A1,1 B1,2 · · · B1,n−2
B2,1 A2,2 · · · B2,n−2
...
...
. . .
...
Bn−2,1 Bn−2,2 · · · An−2,n−2
 (5.44)
em que Aτ,τ = [al,j] e Bτ,j = [bl,j] sa˜o blocos de dimensa˜o k × k, onde as
entradas desses blocos sa˜o,
para q = 1, ..., η e τ = sq−1 − (q − 2), ..., sq − q
 al,j = [(1− µl) + c˜τ,τµl]f
q
l,j
bl,j = c˜τ,jµlf
q
l,j
(5.45)
Fica claro, enta˜o, que a matriz [D(P )]B
S⊥
k
e´ dada por
[D(P )]B
S⊥
k
= (5.46)
=

J(F1)
. . .
J(F1)
J(F2)
. . .
J(F2)
. . .
J(Fη)
. . .
J(Fη))

n1 − 1 blocosn2 − 1 blocos
}n− n1 − n2 − nη − 3 blocosnη − 1 blocos
(5.47)
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Teorema 5.2 Sejam F1,F2, ...,Fη : Rk → Rk, func¸o˜es suaves e Cn×n a matriz de dis-
persa˜o satisfazendo (5.8) e (5.10). Considere o sistema dinaˆmico discreto que descreve a
evoluc¸a˜o temporal da metapopulac¸a˜o heterogeˆnea
X t+1 = F(X t) = (Ink − M¯)P (X t) + C¯M¯P (X t), t = 0, 1, 2, ... (5.48)
Seja ASk um atrator em Sk e ρ uma medida F−invariante ergo´dica com
suporte em ASk , enta˜o o nu´mero de Lyapunov transversal e paralelo de uma o´rbita sobre
ASk sa˜o ρ−q.t.p. constante e sa˜o dadas, respectivamente, por
L⊥ = lim
τ→∞
‖[J ]B
S⊥
k
(zτ−1)[J ]B
S⊥
k
(zτ−2)...[J ]B
S⊥
k
(z0)‖ 1τ (5.49)
e
L// = lim
τ→∞
‖[J ]BSk (zτ−1)[J ]BS(zτ−2)...[J ]BSk (z0)‖
1
τ . (5.50)
A demonstrac¸a˜o deste teorema segue de forma ana´loga ao teorema 3.2.
5.4 Conclusa˜o
A construc¸a˜o do modelo metapopulacional para η clusters e´ dificultada pelo
complexo trato alge´brico que deve ser dado a ele. A construc¸a˜o da dinaˆmica passa pela
visualizac¸a˜o e descric¸a˜o dos vetores da base do espac¸o de sincronizac¸a˜o e seu complemento
ortogonal, os quais, pela sua grande quantidade de diviso˜es, tornam-se intrata´veis geome-
tricamente. Por isso, a base do modelo de 2 clusters foi fundamental, trazendo as bases
necessa´rias para expansa˜o da dinaˆmica.
Apo´s as definic¸o˜es preliminares, foi poss´ıvel provar os resultados gerais para
um modelo metapopulacional heterogeˆneo com η clusters e k espe´cies. No qual as ferra-
mentas para estudar o comportamento de o´rbitas de sincronizac¸a˜o parcial(Teorema 5.2)
foram descritas, ale´m de verificar as suas estabilidades.
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Ale´m disso, verificou-se que a utilizac¸a˜o do produto de Kronecker tem papel
fundamental na expansa˜o das matrizes de conexa˜o, ale´m de dar uma ideia das bases dos
espac¸os vetoriais Sk e S
⊥
k .
Com essa generalizac¸a˜o notou-se a complexidade que traz o modelo, sendo
que, ale´m dos paraˆmetros das dinaˆmicas locais, deve-se atentar aos paraˆmetros que descre-
vem a dinaˆmica espacialmente estruturada, devido ao grande nu´mero de subconjuntos de
s´ıtios envolvidos, o que gera um modelo mais complexos do ponto de vista do tratamento
matema´tico e computacional.
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6 SIMULAC¸O˜ES NUME´RICAS CASO η = 3
As simulac¸o˜es deste cap´ıtulo descrevem um habitat com heterogeneidade
de eta conjuntos distintos (clusters). Durante o processo de obtenc¸a˜o dos resultados
nume´ricos, observou-se que na˜o houve diferenc¸as em relac¸a˜o a` quantidade de clusters
no habitat para η > 3. Assim, decidiu-se apresentar somente os resultados referentes
a dinaˆmica com 3 diferentes conjuntos de s´ıtios. E´ fa´cil notar que, ao aumentarmos a
heterogeneidade do ambiente, maior sera´ a complexidade do modelo, ja´ que para cada
cluster ha´ um mı´nimo de 8 paraˆmetros a serem ajustados.
As ana´lises feitas seguiram o padra˜o ja´ utilizado nas simulac¸o˜es dos cap´ıtulos
anteriores, uma primeira abordagem feita com clusters de mesmo tamanho e depois uma
comparac¸a˜o utilizando a variac¸a˜o na quantidade de s´ıtios em cada conjunto. Nas duas
formas verificou-se as influeˆncias das diferentes conexo˜es sobre a dinaˆmica.
Para uma melhor identificac¸a˜o do modelo, utilizou-se a notac¸a˜o descrita na
construc¸a˜o anterior, onde os treˆs conjuntos de s´ıtios sa˜o descritos por F1, F2 e F3. A
quantidade de s´ıtios em cada conjunto e´ descrita por nF1 para o cluster F1, nF2 para o
cluster F2 e nF3 para o cluster F3. A dinaˆmica local foi mantida como descrito em 5.2,
sendo o sistema local que governa cada s´ıtio em cada conjunto e´ dado por
 xt+1 = xter
F1
1 (1−xt)−β
F1
1 y
t
yt+1 = yter
F1
2 (1−yt)−β
F1
2 x
t
(6.1)
no cluster F1,
 xt+1 = xter
F2
1 (1−xt)−β
F2
1 y
t
yt+1 = yter
F2
2 (1−yt)−β
F2
2 x
t
(6.2)
no cluster F2 e
 xt+1 = xter
F3
1 (1−xt)−β
F3
1 y
t
yt+1 = yter
F3
2 (1−yt)−β
F3
2 x
t
(6.3)
no cluster F3.
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Para gerar a heterogeneidade do meio, considerou-se a diferenc¸a pelas taxas
intr´ınsecas de reproduc¸a˜o das espe´cies. Os paraˆmetros que indicam a taxa de competic¸a˜o
foram mantidos constantes, com os mesmos valores utilizados nas simulac¸o˜es de 2 clusters,
onde β1 = 1 e β2 = 1, 2 em todos os s´ıtios. As matrizes de conexa˜o utilizadas nesta
aplicac¸a˜o sa˜o global, bipartida e ponderada.
Para exemplificar as conexo˜es entre s´ıtios e a matriz jacobiana do modelo,
com base nos resultados obtidos no caso geral, utilizou-se uma metapopulac¸a˜o heterogeˆnea
de n = 10 s´ıtio, com η = 3 clusters e uma dinaˆmica local de competic¸a˜o entre duas
espe´cies. Sendo C a matriz de conexa˜o global, tem-se que suas entradas sa˜o da forma
ci,j = 1/(n−1), para i 6= j, se i = j ci,j = 0. Assim, a matriz de conexa˜o global e´ descrita
por
C =

0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0 1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
0

(6.4)
E´ fa´cil verificar que C satisfaz as condic¸o˜es do Lema 5.1, portanto o jacobiano
do sistema para este exemplo pode ser descrito por
[J ]BS2 = diag((I − (
n
n− 1)M)DPF1 , ..., (I − (
n
n− 1)M)DPF2 , ..., (I − (
n
n− 1)M)DPF3);
(6.5)
onde se verifica a separac¸a˜o dessa matriz em treˆs blocos dependentes das dinaˆmicas locais
em cada cluster, o que leva ao seguinte processo para o ca´lculo do nu´mero de Lyapunov,
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L⊥(A1) = lim
τ→∞
||(I − (1 + 1
n− 1)M)DPF1(z
τ−1)(I − (1 + 1
n− 1)M)DPF1(z
τ−2)...
(I − (1 + 1
n− 1)M)DPF1(z
0)|| 1τ (6.6)
L⊥(A2) = lim
τ→∞
||(I − (1 + 1
n− 1)M)DPF2(z
τ−1)(I − (1 + 1
n− 1)M)DPF2(z
τ−2)...
(I − (1 + 1
n− 1)M)DPF2(z
0)|| 1τ (6.7)
L⊥(A3) = lim
τ→∞
||(I − (1 + 1
n− 1)M)DPF3(z
τ−1)(I − (1 + 1
n− 1)M)DPF3(z
τ−2)...
(I − (1 + 1
n− 1)M)DPF3(z
0)|| 1τ (6.8)
Assim, a sincronizac¸a˜o parcial da dinaˆmica esta´ relacionada com o ajuste
em cada cluster separadamente. Portanto, e´ poss´ıvel afirmar que a metapopulac¸a˜o esta´
em sincronizac¸a˜o, pelo menos parcial, se L⊥ = max{L⊥(F1), L⊥(F2), L⊥(F3)} < 1, caso
contra´rio a dinaˆmica e´ dita ass´ıncrona. Esse resultado corrobora´ o obtido no cap´ıtulo treˆs
para o caso particular de 2 clusters.
Utilizando o mesmo exemplo descrito acima e a conexa˜o entre s´ıtios bipartida
obteˆm-se a seguinte matriz,
C =

0 0 0 1
6
1
6
1
6
1
6
1
6
1
6
1
6
0 0 0 1
6
1
6
1
6
1
6
1
6
1
6
1
6
0 0 0 1
6
1
6
1
6
1
6
1
6
1
6
1
6
1
6
1
6
1
6
0 0 0 1
6
1
6
1
6
1
6
1
6
1
6
1
6
0 0 0 1
6
1
6
1
6
1
6
1
6
1
6
1
6
0 0 0 1
6
1
6
1
6
1
6
1
8
1
8
1
8
1
8
1
8
1
8
0 0 0 0
1
8
1
8
1
8
1
8
1
8
1
8
0 0 0 0
1
8
1
8
1
8
1
8
1
8
1
8
0 0 0 0
1
8
1
8
1
8
1
8
1
8
1
8
0 0 0 0

(6.9)
Ao aumentar em 1 a quantidade de conjuntos de s´ıtios em relac¸a˜o ao modelo
anterior, o nu´mero de blocos passa de 4 para 9, onde as entradas nulas da matriz de
conexa˜o referem-se a` caracter´ıstica de na˜o migrac¸a˜o para s´ıtios de um mesmo cluster.
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Com o intuito de manter a caracter´ıstica de somas das colunas da matriz C igual a 1,
deve-se considerar as entradas em cada cluster da forma 1/(η − 1)nFi , com i = 1, 2, 3.
Assim, as entradas referentes as ligac¸o˜es dos s´ıtios do cluster 1 teˆm peso 1/(η−1)n1 = 1/6,
da mesma forma obteˆm-se as demais entradas na˜o nulas.
Novamente, a matriz C satisfaz as condic¸o˜es do Lema 5.1 e pode ser decom-
posta em 2 blocos, seguindo a construc¸a˜o destacada no referido Lema. Com isso C˜ = [0],
assim o jacobiano do sistema com conexa˜o bipartida e´ dado por
[J ]B
S⊥
k
=
s(nF1 )−1⊕
τ=1
[I − (I ⊗M)]DPF1
⊕ (6.10)
s(nF2 )−2⊕
τ=s(nF1 )
[I − (I ⊗M)]DPF2
⊕ (6.11)
 s(nF3 )−3⊕
τ=s(nF2 )−1
[I − (I ⊗M)]DPF3
 (6.12)
e seguindo os passos descritos com a conexa˜o global tem-se L⊥ = max{L⊥(F1), L⊥(F2), L⊥(F3)},
e se L⊥ < 1 obte´m-se pelo menos sincronia parcial e se L⊥ > 1 o modelo e´ ass´ıncrono.
A conexa˜o Ponderada e´ uma variac¸a˜o da conexa˜o global, onde todos os s´ıtios
esta˜o conectados, mas a probabilidade de migrac¸a˜o entre os s´ıtios na˜o e´ a mesma. Nesse
modelo de conexa˜o o paraˆmetro κ descrevera´ qual a tendeˆncia de migrac¸a˜o na metapo-
pulac¸a˜o, se κ > 1 tem-se uma migrac¸a˜o mais intensa para s´ıtios do mesmo cluster, ja´ se
κ < 1 gera-se uma migrac¸a˜o maior para fora dos clusters. Para caracterizar esse tipo de
comportamento, a matriz de conexa˜o e´ descrita por
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C =

κ
κnF1 + nF2 + nF3 − κ
1
nF1 + κnF2 + nF3 − κ
1
nF1 + nF2 + κnF3 − κ
1
κnF1 + nF2 + nF3 − κ
κ
nF1 + κnF2 + nF3 − κ
1
nF1 + nF2 + κnF3 − κ
1
κnF1 + nF2 + nF3 − κ
κ
nF1 + κnF2 + nF3 − κ
1
nF1 + nF2 + κnF3 − κ

(6.13)
Cada bloco diagonal representa uma matriz quadrada de ordem igual ao nu´mero de s´ıtios
em cada cluster, gerando ao final um matriz n× n.
O efeito de uma tendeˆncia migrato´ria, descrito anteriormente, ocorre da
mesma forma que no caso de dois clusters. Ao aplicar o Lema 3.1 sobre a matriz C,
o bloco relativo ao subespac¸o transversal apresenta os seguintes conjunto de autovalores
nF1︷ ︸︸ ︷
− κ
κnF1 + nF2 + nF3 − κ
,
nF2︷ ︸︸ ︷
− κ
nF1 + κnF2 + nF3 − κ
,
nF3︷ ︸︸ ︷
− κ
nF1 + nF2 + κnF3 − κ
. O jacobi-
ano do sistema e´ semelhante ao descrito no caso de conexa˜o global, sendo dado por
[J ]B
S⊥
k
=
(
A1−1⊕
τ=1
[
Ik − κ
κnF1 + nF2 + nF3 − κ
M
]
DPF1(x)
)
⊕ (6.14)s(A2)−1⊕
τ=A1
[
Ik − κ
nF1 + κnF2 + nF3 − κ
M
]
DPF2(x)
⊕ (6.15)
 n−2⊕
τ=s(A2)
[
Ik − κ
nF1 + nF2 + κnF3 − κ
M
]
DPF3(x)
 , (6.16)
onde os blocos na˜o nulos de [J ]B
S⊥
k
sa˜o
Aτ,τ =
[
1− κ
κnF1 + nF2 + nF3 − κ
µl
]
fF1l,j , τ = 1, ..., s(nF1)− 1 (6.17)
Aτ,τ =
[
1− κ
nF1 + κnF2 + nF3 − κ
µl
]
fF2l,j , τ = s(nF1), ..., s(nF2)− 2 (6.18)
Aτ,τ =
[
1− κ
nF1 + nF2 + κnF3 − κ
µl
]
fF3l,j , τ = s(nF2), ..., s(nF3)− 3; (6.19)
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onde l, j = 1, ..., k. O nu´mero de Lyapunov transversal e´ calculado de forma semelhante ao
descrito para conexa˜o global, sendo poss´ıvel descrever o comportamento de cada cluster
separadamente.
6.1 Simulac¸o˜es Nume´ricas
As simulac¸o˜es para o modelo de 3 clusters foram realizadas com uma per-
turbac¸a˜o do estado de sincronia, o qual e´ gerado pelas equac¸o˜es do modelo sincronizado.
Apo´s essas operac¸o˜es, sa˜o realizadas mais 50000 iterac¸o˜es para gerar os resultados que
foram apresentados. As consequeˆncias das simulac¸o˜es seguiram o mesmo roteiro ja´ mos-
trado anteriormente: estudou-se primeiramente o ponto de equil´ıbrio de coexisteˆncia, logo
apo´s, o ponto de competic¸a˜o e, por fim, verificaram-se as interfereˆncias das variac¸o˜es do
tamanho dos clusters.
Considerando as condic¸o˜es de p4(ponto de coexisteˆncia) em todos os clusters,
obtiveram-se resultados semelhantes ao caso de η = 2, em que altas taxas de migrac¸a˜o sa˜o
responsa´veis por uma maior estabilidade. O resultado inverso se da´ sempre que as taxas
de reproduc¸a˜o representem a mesma regia˜o de o´rbitas locais, ou seja, quando tem-se todos
os valores de rFii em uma mesma a´rea de soluc¸o˜es(o´rbitas c´ıclicas ou cao´ticas). Nesse caso
a estabilidade e´ maior para baixas taxas de migrac¸a˜o, sendo que para altas taxas ha´ um
aumento da periodicidade ou surgimento de o´rbitas cao´ticas.
Considerando condic¸o˜es de estabilidade do ponto de equil´ıbrio para com-
petic¸a˜o em todos os clusters, onde a espe´cie 2 vence (Ponto : (0, 1)), verificaram-se resul-
tados semelhantes a` dinaˆmica local. A adic¸a˜o do espac¸o, para o conjunto de paraˆmetros
utilizados, na˜o alterou os resultados ja´ previstos para esse ponto de equil´ıbrio. Como isso,
percebeu-se que esse ponto na˜o e´ afetado pela inclusa˜o do espac¸o. Obteve-se um padra˜o
de sincronizac¸a˜o total, onde a espe´cie 1 e´ extinta em todo habitat, enquanto a populac¸a˜o
2 permanece esta´vel em todos os s´ıtios. Alterac¸o˜es no tamanho dos clusters tambe´m na˜o
foram suficientes para reverter o quadro de extinc¸a˜o da espe´cie 1.
Ja´, se sa˜o alteradas as condic¸o˜es de equil´ıbrio em um dos clusters para o
ponto de coexisteˆncia, e´ poss´ıvel reverter o quadro de extinc¸a˜o em todo o habitat (Figura
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Figura 6.1: Rede Global: Gra´ficos Espac¸o-Tempo e se´ries temporais dos s´ıtios 6(linha
vermelha), 15(linha azul) e 25(linha preta) para as duas espe´cies com os se-
guintes paraˆmetros: µ1 = 0, 2; r
1
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= 0, 5; r1F2 = 2, 7; r
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Figura 6.2: Rede Bipartida: Gra´ficos Espac¸o-Tempo e se´ries temporais dos s´ıtios 6(linha
vermelha), 15(linha azul) e 25(linha preta) para as duas espe´cies com os se-
guintes paraˆmetros: µ1 = 0, 2; r
1
F1
= 0, 5; r1F2 = 2, 7; r
1
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= 0, 3;µ2 = 0, 2; r
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6.1). Essa reversa˜o foi vis´ıvel para todas as conexo˜es (Figura 6.2). Quando a espe´cie 1 na˜o
se movimenta, os padro˜es locais prevalecem, assim nos clusters, onde existem condic¸o˜es
de competic¸a˜o, a espe´cie 1 e´ extinta. E onde as condic¸o˜es sa˜o de coexisteˆncia, ambas
espe´cies sobrevivem, independente da conexa˜o. O mesmo na˜o ocorre quando se admite
que a espe´cie 2 na˜o se movimenta; nesse caso, ambas espe´cies sobrevivem no ambiente.
Como ha´ treˆs conjuntos de s´ıtios com caracter´ısticas diferentes, e´ poss´ıvel
admitir condic¸o˜es de extinc¸a˜o para uma espe´cie em um cluster (Ex: ponto (1,0)), enquanto
em outro considerar que a outra espe´cie pode desaparecer (ponto (0,1)). Esse cena´rio sera´
nomeado aqui como uma competic¸a˜o cruzada, onde em um dos clusters teˆm-se condic¸o˜es
que levam a espe´cie 1 ser extinta, enquanto em outro leva a espe´cie 2. O conjunto de s´ıtios
que sobra e´ mantido com paraˆmetros do ponto (1,0) ou (0,1), dependendo da simulac¸a˜o ou
verificac¸a˜o a ser feita. Percebeu-se, com isso, que essas condic¸o˜es garantem a coexisteˆncia
de ambas as populac¸o˜es. Ja´ que os clusters que possuem a espe´cie 1 vencedora fornecem
indiv´ıduos para os s´ıtios onde esta seria extinta, o mesmo vale para outra espe´cie, o que
garante a permaneˆncia de ambas populac¸o˜es. Como deve-se presumir pelos resultados
obtidos, se uma das populac¸o˜es na˜o possui capacidade de movimentac¸a˜o, esta sera´ extinta
no cluster onde isso e´ previsto, mas persiste nos demais. A outra espe´cie permanece em
todo habitat, pois nos clusters, onde e´ vencedora, garante indiv´ıduos para todos os s´ıtios.
A dinaˆmica local apresenta 3 pontos de equil´ıbrios esta´veis, pode-se enta˜o
utiliza´-los para uma simulac¸a˜o que garanta a presenc¸a dos mesmos. Assim, o cluster F1
garante a coexisteˆncia, F2 a espe´cie 1 vence e em F3 e´ considerado condic¸o˜es do ponto (0,1).
Com essa configurac¸a˜o, o modelo apresentou mais soluc¸o˜es de coexisteˆncia, indiferente da
conexa˜o utilizada. Ao tirar a capacidade de movimentac¸a˜o de uma das espe´cies foi poss´ıvel
verificar no habitat os 3 estados poss´ıveis para dinaˆmica, sendo eles caos e assincronia,
sincronizac¸a˜o e extinc¸a˜o (Figura 6.3).
Aplicaram-se ao habitat algumas variac¸o˜es no tamanho dos clusters, com
o intuito de analisar os efeitos sobre as o´rbitas geradas pela dinaˆmica. A atenc¸a˜o ficou
restrita sobre as soluc¸o˜es cao´ticas e ass´ıncronas. A comparac¸a˜o foi feita sempre em relac¸a˜o
ao caso de divisa˜o igual dos s´ıtios entre os clusters, onde cada conjunto apresenta 20 s´ıtios.
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Figura 6.3: Rede Bipartida: Gra´fico Espac¸o-Tempo e Densidade-Espac¸o µ1 = 0, 2; r
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Na regia˜o dos paraˆmetros responsa´veis pela condic¸a˜o de coexisteˆncia, fo-
ram percebidas alterac¸o˜es com todas as conexo˜es. Houve mudanc¸as de periodicidade das
o´rbitas, ale´m da gerac¸a˜o de soluc¸o˜es ass´ıncronas. As conexo˜es entre s´ıtios na˜o apresenta-
ram diferenc¸as nos resultados.
A condic¸a˜o de competic¸a˜o, quando analisada com clusters de mesmo tama-
nho, gera a extinc¸a˜o de uma das espe´cies. Esse resultado permaneceu inalterado quando
variou-se o tamanho dos conjuntos de s´ıtios. Ao atribuir a um dos clusters valores de
paraˆmetros para coexisteˆncia, foi poss´ıvel reverter a extinc¸a˜o nos clusters vizinhos, mas
verificou-se que isso sofre influeˆncia da quantidade de s´ıtios nesse conjunto. Se este cluster
possui mais s´ıtios que os demais, e´ mais fa´cil ocorrer soluc¸o˜es de coexisteˆncia. Agora se
esse conjunto possuir poucos s´ıtios, a soluc¸a˜o resultante e´ a extinc¸a˜o total da espe´cie.
A mudanc¸a do nu´mero de s´ıtios em cada cluster apresentou resultados dis-
tintos quando utilizou-se competic¸a˜o cruzada. A alternaˆncia na quantidade de s´ıtios em
cada conjunto fez surgir extinc¸a˜o total da espe´cie 1, se o maior conjunto compreendia o
ponto de equil´ıbrio (0, 1), no qual a populac¸a˜o 2 vence. O contra´rio tambe´m foi percebido,
se a regia˜o onde se encontravam as condic¸o˜es do ponto (1, 0) era a maior, permanecia a
espe´cie 1 e a populac¸a˜o 2 era extinta em todo habitat.
84
6.2 Sincronizac¸a˜o
Como nosso objetivo era verificar a estabilidade de o´rbitas sincronizadas, o
presente modelo foi de grande utilidade. Os resultados para 3 clusters reafirmaram os ja´
obtidos nas simulac¸o˜es com 2 clusters. Para a dinaˆmica local e conexo˜es entre s´ıtios utili-
zadas, as soluc¸o˜es sincronizadas ocuparam quase todo espac¸o dos resultados encontrados.
As assincronias existentes se restringiram a uma pequena regia˜o dos paraˆmetros, relacio-
nadas fortemente a` frac¸a˜o de indiv´ıduos que migram entre os s´ıtios (µ) e regio˜es cao´ticas
para dinaˆmica local. Essas soluc¸o˜es apareciam sempre que uma das espe´cie possu´ıa baixa
ou nenhuma capacidade de movimentac¸a˜o (µ ≈ 0). Foi poss´ıvel verificar o surgimento de
novos clusters.
O ca´lculo do expoente de Lyapunov transversal, para as variac¸o˜es dos fato-
res de competic¸a˜o ja´ apresentados, mostrou a variac¸a˜o de estabilidade para as poss´ıveis
conexo˜es utilizadas(figura 6.4). As condic¸o˜es de estabilidade de p3(ponto de equil´ıbrio
de competic¸a˜o (0,1)), mostraram uma grande semelhanc¸a na regia˜o de estabilidade en-
tre as conexo˜es utilizadas. Como no casos de 2 clusters, a conexa˜o bipartida apresentou
uma regia˜o maior de assincronia, devido a` reduc¸a˜o de ligac¸a˜o entre s´ıtios descrita nesta
conexa˜o.
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Figura 6.4: Regio˜es de Estabilidade de Sincronia. Cada coluna representa Conexa˜o
Global, Ponderada e Bipartida, respectivamente. Nas linhas utilizou-se os
paraˆmetros: Linha 1 βA1 = β
B
1 = β
C
1 = 1 e β
A
2 = β
B
2 = β
C
2 = 1, 2; Linha 2
βA1 = β
B
1 = β
C
1 = 4, 5 e β
A
2 = β
B
2 = β
C
2 = 1, 2; Linha 3 β
A
1 = 4.5, β
B
1 = β
C
1 = 1
e βA2 = 1, 2, β
B
2 = 3, 8, β
C
2 = 1, 2
As soluc¸o˜es sincronizadas encontradas durante as simulac¸o˜es destacaram a
presenc¸a dos 3 clusters descritos inicialmente, na˜o indicando uma sincronizac¸a˜o total
entre os s´ıtios. O quadro de homogeneidade nas densidades dos locais habitados e´ gerado
sempre que todos os clusters apresentam condic¸o˜es de competic¸a˜o. Assim, uma das
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espe´cies permanece com densidade 1 em todos os s´ıtios, enquanto a outra e´ extinta em
todo habitat.
Foi poss´ıvel perceber que a sincronizac¸a˜o auxilia os efeitos de resgate, pois
alterando-se um quadro de competic¸a˜o total para um de competic¸a˜o cruzada, aumenta-se
a possibilidade de coexisteˆncia entre as espe´cies.
6.3 Conclusa˜o
Buscou-se nessas simulac¸o˜es apresentar as caracter´ısticas do modelo hete-
rogeˆneo com formac¸a˜o de 3 clusters, utilizando a dinaˆmica local de competic¸a˜o. Pela
vasta gama de possibilidades para os valores dos paraˆmetros que o modelo apresentou,
na˜o foi poss´ıvel mostrar uma ana´lise completa. Assim, foram escolhidos alguns conjuntos
de paraˆmetros em que houve interesse para ilustrar as possibilidades da dinaˆmica.
O sistema metapopulacional, descrito aqui, apresentou uma grande seme-
lhanc¸a com o caso de 2 clusters, no que diz respeito a`s o´rbitas sincronizadas. Percebeu-se
que soluc¸o˜es localmente esta´veis permanecem assim e o´rbitas cao´ticas mudam sua estabi-
lidade, confirmando o que ja´ havia sido relatado no caso anterior.
Com o aumento do quantidade de s´ıtios e por consequeˆncia o crescimento no
nu´mero de clusters, a quantidade de paraˆmetros cresce consideravelmente, o que traz ao
modelo uma dificuldade a mais. Isso eleva as combinac¸o˜es poss´ıveis e impossibilita uma
verificac¸a˜o completa dos resultados.
No estudo das soluc¸o˜es sincronizadas, percebeu-se que o modelo de com-
petic¸a˜o estudado gerou o´rbitas que em sua maioria foram esta´veis. Houve poucas com-
binac¸o˜es de paraˆmetros que apresentaram instabilidade para essas soluc¸o˜es. As o´rbitas
ass´ıncronas ocorreram sempre que havia baixo fluxo de indiv´ıduos entre os s´ıtios, ou seja,
quando µ1 e µ2 estavam pro´ximos ou iguais a zero.
Os resultados nume´ricos deste cap´ıtulo possibilitaram concluir que o nu´mero
de s´ıtios e clusters na˜o tem grandes influeˆncias nas soluc¸o˜es. Uma ana´lise com os 60
s´ıtios divididos igualmente ou uma ana´lise com 120 s´ıtios retratam os mesmos cena´rios.
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O mesmo pode ser notado quando se aumentar o nu´mero de cluster, os resultados signi-
ficativos na˜o sofrem alterac¸o˜es.
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7 MODELO HETEROGEˆNEO COM CONEXA˜O
CONVEXA
Nos cap´ıtulos anteriores apresentou-se modelos metapopulacionais em ambi-
ente heterogeˆneo com 2 e η clusters, dinaˆmicas que mostraram as influeˆncias da heteroge-
neidade do ambiente sobre as populac¸o˜es em cada s´ıtio. Ale´m disso, foi poss´ıvel estudar
crite´rios para sincronizac¸a˜o de o´rbitas atrave´s do nu´mero de Lyapunov. Essas dinaˆmicas
restringem a migrac¸a˜o entre s´ıtios a um nu´mero constante de indiv´ıduos a cada passo de
tempo. Por isso, neste cap´ıtulo, tem-se o intuito de melhorar a atividade migrato´ria dos
indiv´ıduos, criando a cada passo de tempo caminhos diferentes para o deslocamento entre
os s´ıtios do habitat.
Estas alterac¸o˜es entre as conexo˜es de s´ıtios do habitat indicam a criac¸a˜o
de caminhos ecolo´gicos. Esses caminhos sa˜o novas ligac¸o˜es entre habitats fragmentados,
muitas vezes gerados pelo avanc¸o da urbanizac¸a˜o ou cata´strofes naturais.
Para descrever estes fatos matematicamente, utilizou-se uma combinac¸a˜o
convexa entre matrizes de conexa˜o. Em [2] essa combinac¸a˜o foi feita utilizando uma
matriz de conexa˜o global e outra local, considerando a ligac¸a˜o entre os dois s´ıtios mais
pro´ximos. No presente trabalho, as matrizes foram escolhidas dentre as utilizadas nas
aplicac¸o˜es anteriores. A combinac¸a˜o convexa e´ definida abaixo, e os passos para aplicac¸a˜o
desta conexa˜o ao modelo foram demostrados ao longo do cap´ıtulo.
Definic¸a˜o 7.1 Um conjunto S ⊂ Rn e´ convexo se para qualquer x, y ∈ S e qualquer
λ ∈ [0, 1] temos λx+ (1− λ)y ∈ S.
Para que uma matriz de conexa˜o entre s´ıtios seja utilizada nos modelos apre-
sentados ate´ enta˜o, ela deve satisfazer as condic¸o˜es sobre somas de linhas e colunas. Essas
hipo´teses, ja´ descritas nos cap´ıtulos anteriores, foram utilizadas em sua forma geral des-
crita por
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C =

α11 · · · α1η
...
. . .
...
αη1 · · · αηη
 . (7.1)
para m e n em {1, ..., η}, com
sm∑
r=sm−1+1
cir = αmn,∀i ∈ N tal que sn−1 + 1 ≤ i ≤ sn (7.2)
E a restric¸a˜o adicional gerada para garantir a invariaˆncia do operador Jaco-
biano sobre o espac¸o transversal, descrita por
C =

β11 · · · β1η
...
. . .
...
βη1 · · · βηη
 . (7.3)
para m e n em {1, 2, ..., η}, com
sm∑
r=sm−1+1
cri = βmn, tal que sn−1 + 1 ≤ i ≤ sn; (7.4)
Proposic¸a˜o 1 Sejam as matrizes C1 e C2 ∈ Rn×n, satisfazendo as condic¸o˜es 7.1 e 7.3,
enta˜o a combinac¸a˜o convexa
C = λC1 + (1− λ)C2 (7.5)
tambe´m satisfaz 7.1 e 7.3.
Demonstrac¸a˜o:
De fato, toma-se um valor fixo de λ ∈ R e C1 e C2 matrizes de conexa˜o para
uma dinaˆmica de η clusters. Assim, elas sera˜o divididas em η× η blocos, cujas somas das
linhas e colunas em cada um destes blocos e´ constante. Portanto, seja o bloco mn, onde
as somas das linhas da matriz de conexa˜o e´ αmn e da matriz bipartida e´ βmn tem-se enta˜o
sm∑
r=sm−1+1
c1ir = αmn,∀i ∈ N tal que sn−1 + 1 ≤ i ≤ sn (7.6)
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sm∑
r=sm−1+1
c2ir = βmn,∀i ∈ N tal que sn−1 + 1 ≤ i ≤ sn (7.7)
Pela equac¸a˜o 7.5 a nova matriz tera´ a seguinte soma em cada linha no res-
pectivo bloco
sm∑
r=sm−1+1
cir =
sm∑
r=sm−1+1
λc1ir +
sm∑
r=sm−1+1
(1− λ)c2ir, (7.8)
tal que sn−1 + 1 ≤ i ≤ sn.
O que implica em
sm∑
r=sm−1+1
cir = λ
sm∑
r=sm−1+1
c1ir + (1− λ)
sm∑
r=sm−1+1
c2ir,
sm∑
r=sm−1+1
cir = λαmn + (1− λ)βmn,
tal que sn−1 + 1 ≤ i ≤ sn.
Com isso, tem-se, para cada valor de λ, as somas em cada linha na nova
matriz se mantera´ constante. A demostrac¸a˜o para soma das colunas segue de forma
ana´loga. Conclui-se enta˜o que a matriz de conexa˜o convexa satisfaz as condic¸o˜es 7.1 e
7.3.
Com a proposic¸a˜o acima garante-se que C:
1. satisfaz as condic¸o˜es do Lema 3.1, onde C¯ = (Cˆ ⊗ Ik)⊕ (C˜ ⊗ Ik);
2. satisfaz o Teorema 5.1, o que implica decompor o jacobiano da dinaˆmica
em blocos. Com isso e´ poss´ıvel calcular os nu´meros de Lyapunov Paralelo e
Transversal (Teorema 5.2).
Os resultados acima descrevem as condic¸o˜es sobre a matriz de conexa˜o con-
vexa C para cada valor fixo de λ. Sendo assim, e´ poss´ıvel variar esta constante com
o tempo, sem afetar as hipo´teses de sincronizac¸a˜o e a invariaˆncia da matriz C. Nesse
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sentido, utilizou-se a conexa˜o convexa como uma topologia dinaˆmica para o habitat, o
que pode gerar caminhos diferentes a serem percorridos pelas populac¸o˜es descritas na
dinaˆmica (gerac¸a˜o de caminhos ecolo´gicos).
Pela definic¸a˜o 7.1, para atualizar os valores das entradas da matriz de conexa˜o
convexa deve-se garantir que λt ∈ [0, 1]. Para tanto, utilizou-se a equac¸a˜o de recorreˆncia
Log´ıstica e desta forma, consegue-se gerar valores para o paraˆmetro da combinac¸a˜o con-
vexa dentro do intervalo [0, 1]. A equac¸a˜o Log´ıstica e´ descrita por
λt+1 = rλt(1− λt) (7.9)
Conforme o descrito em [35] e [34], esta equac¸a˜o possui um comportamento
dependente do paraˆmetro r, para definir os poss´ıveis valores de λt. A dinaˆmica apresenta
um rico conjunto de estados, passando de pontos de equil´ıbrio esta´veis, por o´rbitas c´ıclicas
e cao´ticas, a` medida que o valor de r evolui no intervalo [0, 4]. Pela figura (7.1), pode-
se perceber que a evoluc¸a˜o das o´rbitas da func¸a˜o g(x) = rx(1 − x) ficam limitadas ao
intervalo [0, 1], o que garante o valor de λt ∈ [0, 1], conforme definic¸a˜o 7.1. Pode-se, enta˜o,
atualizar a matriz de conexa˜o a cada passo de tempo por
C = λtC1 + (1− λt)C2 (7.10)
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Figura 7.1: Gra´fico de Bifurcac¸a˜o para func¸a˜o log´ıstica.
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Ao analisar os comportamentos poss´ıveis para os valores de λt, se e´ capaz de
verificar o nu´mero de poss´ıveis conexo˜es entre s´ıtios. Se r < 3 tem-se uma u´nica soluc¸a˜o
para o paraˆmetro λt, o que gera uma matriz do tipo ponderada para o modelo. Agora se
r > 3 comec¸am a surgir ciclos perio´dicos para dinaˆmica log´ıstica e, portanto, pelo menos
2 matrizes distintas atuam no modelo a` medida que o tempo passa. A partir deste ponto,
pode-se, enta˜o, caracterizar-se a dinaˆmica com topologia varia´vel, ja´ que, a cada passo de
tempo, havera´ distintas densidades deslocando-se de um s´ıtio para outro.
A partir disso, as simulac¸o˜es nume´ricas contemplaram valores do paraˆmetro
r > 3. Para que fosse poss´ıvel analisar os comportamentos das populac¸o˜es, a` medida que
varia-se a topologia do habitat.
7.1 Modelo Heterogeˆneo com conexa˜o convexa
Para as aplicac¸o˜es a serem realizadas com esse novo tipo de conexa˜o, utilizaram-
se duas matrizes ja´ conhecidas, as matrizes de conexa˜o global e bipartida. Como descritos
nos cap´ıtulos anteriores, a ligac¸a˜o global entre s´ıtios gera uma migrac¸a˜o igualita´ria, uma
mesma frac¸a˜o de indiv´ıduos migra para cada um dos s´ıtios da vizinhanc¸a. Ja´ a matriz
bipartida descreve uma migrac¸a˜o direcionada, onde os indiv´ıduos migram somente para
os s´ıtios de outros clusters, na˜o havendo uma migrac¸a˜o interna no cluster.
Arsego [2] utilizou conexo˜es local e global, apresentando uma grande variac¸a˜o
na existeˆncia de ligac¸o˜es entre os s´ıtios. Como as matrizes que identificam os caminhos
poss´ıveis entre s´ıtios em nosso modelo sa˜o mais restritas, na˜o se consegue uma variac¸a˜o
ta˜o ampla na relac¸a˜o entre os s´ıtios do habitat. Mesmo assim, foi poss´ıvel verificar o
surgimento de caminhos novos a` medida que o valor do paraˆmetro λt variava entre [0, 1],
onde λt = 0 representa o caso bipartido e λt = 1 conexa˜o global.
A ordem dos eventos na dinaˆmica na˜o se alterou para esta aplicac¸a˜o: primeiro
ocorre uma fase de reproduc¸a˜o e, logo apo´s, uma etapa de migrac¸a˜o. A diferenc¸a, neste
caso, da´-se apenas pela variac¸a˜o a cada passo de tempo da matriz de conexa˜o. Assim,
apo´s a reproduc¸a˜o, o paraˆmetro λt e´ atualizado e uma nova matriz de migrac¸a˜o e´ gerada
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atrave´s da combinac¸a˜o convexa entre as matrizes global e bipartida. Assim, o sistema
metapopulacional e´ descrito por

xt+1i = (1−M)F1(xtj) +
η∑
m=1
sm∑
j=sm−1+1
ci,jMFm(x
t
l), i = s0 + 1, ..., s1
xt+1i = (1−M)F2(xtj) +
η∑
m=1
sm∑
j=sm−1+1
ci,jMFm(x
t
l), i = s1 + 1, ..., s2
...
...
xt+1i = (1−M)Fη(xtj) +
η∑
m=1
sm∑
j=sm−1+1
ci,jMFm(x
t
l), i = sη−1 + 1, ..., sη
λt+1 = rλt(1− λt)
C = λtCG + (1− λt)CB
(7.11)
onde os elementos cij sa˜o atualizados pela combinac¸a˜o convexa.
Conforme ja´ demostrado na sec¸a˜o anterior, a matriz de conexa˜o convexa
pode ser decomposta em blocos. Sabendo-se que no caso global a decomposic¸a˜o gera um
bloco transversal com autovalores C˜G = − 1n−1I, e para o caso bipartido, um bloco de
autovalores C˜B = [0]. Com isso, a restric¸a˜o da matriz convexa ao espac¸o S
⊥ e´ dada por
C˜ = λtC˜G + (1− λt)C˜B (7.12)
C˜ = λt
(
− 1
n− 1
)
I = − λt
n− 1I (7.13)
Substituindo C˜ na equac¸a˜o 3.45 do Teorema 3.1 tem-se o seguinte jacobiano para o espac¸o
transversal
[J ]B
S⊥
k
=
[
Ik(n−η) −
(
In−η −
(
− λt
n− 1In−η
))
⊗M
]
DP (7.14)
Pode-se perceber que [J ]B
S⊥
k
apresenta ni blocos iguais a
Ai =
[
I −
(
1−
(
− λt
n− 1
))
M
]
DFi(x), onde i = 1, ..., η. Assim
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[J ]B
S⊥
k
=
(
n1−1⊕
τ=1
[
I −
(
1−
(
− λt
n− 1
))
M
]
DF1(x)
)
⊕ (7.15)
...⊕
 n−η⊕
τ=s(n−1)
[
I −
(
1−
(
− λt
n− 1
))
M
]
DFη(x)
 . (7.16)
Pelo produto de matrizes, o ca´lculo do nu´mero de Lyapunov Transversal pode
ser descrito decompondo o produto de matrizes em η blocos, gerando um me´todo mais
simples para o ca´lculo do nu´mero de Lyapunov. Esses blocos sa˜o descritos para qualquer
i = 1, ..., η como
LFi⊥ = limτ→∞
‖Ai(zτ−1)Ai(zτ−2)...Ai(z0)‖ 1τ , (7.17)
Assim L⊥ = max{LF1⊥ , LF2⊥ , ..., LFη⊥ }
7.2 Simulac¸o˜es Nume´ricas
Para as simulac¸o˜es com conexa˜o convexa, utilizou-se um habitat de 60 s´ıtios
divididos em 3 clusters. Como os resultados apresentados ate´ enta˜o na˜o mostraram gran-
des diferenc¸as, optou-se por apresentar somente este caso espec´ıfico. A dinaˆmica local
utilizada, responsa´vel pela fase de reac¸a˜o das espe´cies envolvidas no modelo, manteve-se
conforme ja´ descrito nas simulac¸o˜es anteriores; as equac¸o˜es de competic¸a˜o discretas Lotka-
Volterra. Esse sistema apresenta 4 pontos de equil´ıbrio, como ja´ discutido anteriormente,
extinc¸a˜o das duas espe´cies, espe´cie 1 sobrevive (1,0), espe´cie 2 sobrevive (0,1) e ambas
coexistem.
A heterogeneidade do habitat se deu seguindo os passos ja´ destacados nas
simulac¸o˜es anteriores. As taxas de crescimento (ri, i = 1, 2) de cada espe´cie foram tomadas
com valores distintos de um cluster para outro, sendo que a taxa de competic¸a˜o manteve-
se em um u´nico valor para todo habitat, diferindo somente entre espe´cies. Com isso,
reduz-se o nu´mero de paraˆmetros a serem escolhidos.
Como uma primeira abordagem, para as simulac¸o˜es, utilizaram-se os valores
dos paraˆmetros de modo que 2 > r
Fj
i > βi, onde i = 1, 2 e j = 1, 2, 3, isso corresponde a
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condic¸o˜es do ponto de equil´ıbrio de coexisteˆncia esta´vel na dinaˆmica local. Os resultados
descritos ate´ enta˜o com matrizes de conexa˜o constante, mostraram que a migrac¸a˜o na˜o
alterou os resultados da dinaˆmica local, ou seja, na regia˜o de equil´ıbrio esta´vel na˜o houve
alterac¸o˜es. Quando utilizada a combinac¸a˜o convexa de matrizes, a dinaˆmica apresentou
uma mudanc¸a de equil´ıbrio das o´rbitas que era localmente esta´vel(7.2). As soluc¸o˜es,
geradas nas simulac¸o˜es, indicaram um comportamento cao´tico, evidenciando a perda total
de estabilidade. Essa alterac¸a˜o esta´ diretamente ligada a` migrac¸a˜o dinaˆmica gerada nesta
aplicac¸a˜o. Esse fenoˆmeno indica um comportamento tipo Turing, onde a difusa˜o simples
causa alterac¸o˜es no comportamento de soluc¸o˜es inicialmente esta´veis.
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Figura 7.2: Se´rie temporal das espe´cies 1 e 2, seguidos das densidades totais em cada
cluster. Os paraˆmetros utilizados foram µ1 = 0, 9; r
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F3
1 =
1.3;µ2 = 0, 2; r
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2 = 1, 7; r
F2
2 = 1, 4; r
F3
2 = 1.6
Tal comportamento foi verificado para valores do paraˆmetro r > 3 na equac¸a˜o
log´ıstica. Nesta regia˜o, os valores gerados para λt sa˜o perio´dicos e cao´ticos, o que se reflete
na dinaˆmica espacialmente distribu´ıda, devido a`s mudanc¸as sofridas na matriz C. Para
3 < r < 3, 88, somente as altas taxas de fluxo de indiv´ıduos geram alterac¸o˜es nas o´rbitas
da dinaˆmica. Para os demais valores, o comportamento das soluc¸o˜es na˜o se alteram em
relac¸a˜o a` dinaˆmica local da metapopulac¸a˜o. O comportamento cao´tico se afirma ao tomar
λt > 3, 88. A partir desse ponto, as o´rbitas do modelo na˜o apresentam um conjunto de
paraˆmetros que gerem soluc¸o˜es esta´veis.
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Ao passar a regia˜o de equil´ıbrio e entrar na regia˜o de ciclos perio´dicos para
dinaˆmica local, o comportamento desestabilizante permanece. Sendo que pro´ximo as
soluc¸o˜es perio´dicas, da dinaˆmica local, surgem atratores cao´ticos (Figura 7.3).
Na regia˜o de competic¸a˜o, atribu´ıram-se valores dos paraˆmetros para esta
condic¸a˜o em todos os clusters, de modo que a mesma espe´cie venc¸a em todos os clusters.
Nesse caso, a conexa˜o dependente do tempo na˜o altera as soluc¸o˜es locais e mante´m a
soluc¸a˜o (0,1) ou (1,0). Ja´ se, em ao menos um dos clusters sa˜o mantidas condic¸o˜es
de coexisteˆncia, ha´ a possibilidade de coexisteˆncia global. Isso ocorre sempre quando a
populac¸a˜o, que esta´ em extinc¸a˜o, tiver baixa capacidade de migrac¸a˜o ou quando a taxa
de reproduc¸a˜o dessa populac¸a˜o estiver acima de 2, ou seja, dentro da regia˜o de ciclos
perio´dicos podendo evoluir ate´ o caos.
Aumentando os valores das taxas de crescimento das espe´cies dentro da regia˜o
de competic¸a˜o, os resultados na˜o mudam; mas vale destacar que as soluc¸o˜es esta´veis na˜o
ocorrem, pois a migrac¸a˜o dependente do tempo gera apenas o´rbitas cao´ticas.
7.3 Sincronizac¸a˜o Parcial
As simulac¸o˜es feitas ate´ agora descreveram alterac¸o˜es no comportamento
qualitativo das o´rbitas do modelo. Grande parte das soluc¸o˜es que antes eram esta´veis
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passaram a ser cao´ticas, quando submetidas a uma migrac¸a˜o dinaˆmica. Ale´m dessa ana´lise
de soluc¸a˜o, foram feitas verificac¸o˜es dos efeitos da conexa˜o convexa sobre a sincronizac¸a˜o
dos s´ıtios do habitat.
As matrizes combinadas para gerar este tipo de conexa˜o, apresentaram com-
portamentos distintos nas simulac¸o˜es discutidas anteriormente. A matriz global se mos-
trou mais propensa a gerar o´rbitas s´ıncronas do que a matriz bipartida. Esta u´ltima foi
responsa´vel por uma maior regia˜o de paraˆmetros que geraram assincronia no modelo.
A combinac¸a˜o destas duas matrizes gerou um ambiente mais neutro em
relac¸a˜o a` sincronia dos s´ıtios, ou seja, houve poucas combinac¸o˜es de paraˆmetros gerando
o´rbitas ass´ıncronas sendo que a maioria destes ocorre na regia˜o de caos para o equil´ıbrio
de coexisteˆncia.
Para combinac¸o˜es das taxas de reproduc¸a˜o, contemplando os pontos de coe-
xisteˆncia e extinc¸a˜o de uma das espe´cies, as soluc¸o˜es se restringiram a valores das taxas
de reproduc¸a˜o muito pro´ximas ou iguais a zero. Nas demais combinac¸o˜es, as o´rbitas
s´ıncronas foram predominantes.
Mudanc¸as no tamanho dos clusters foram capazes de alterar o comporta-
mento das o´rbitas. Algumas soluc¸o˜es, que em ambiente de s´ıtios igualmente distribu´ıdos
eram sincronizadas, passam a dessincronizar pela ampliac¸a˜o de um determinado cluster.
Esse resultado so´ e´ percebido para taxas de reproduc¸a˜o dentro da regia˜o de caos local.
7.4 Conclusa˜o
Este cap´ıtulo apresentou a aplicac¸a˜o de uma matriz de migrac¸a˜o dependente
do tempo. Para isso, construiu-se uma combinac¸a˜o convexa de matrizes, onde os elementos
dessa combinac¸a˜o foram escolhidos dentre os exemplos apresentados nos cap´ıtulos 4 e 6,
matrizes que satisfizessem as condic¸o˜es 7.1 e 7.3. Assim, a construc¸a˜o supriu as hipo´teses
dos resultados descritos para a ana´lise dos estados de sincronia do sistema metapopulaci-
onal heterogeˆneo apresentado. A ana´lise de uma dinaˆmica com migrac¸a˜o dependente do
tempo tem grande relevaˆncia para estudo de populac¸o˜es, ja´ que traz um passo a mais na
aproximac¸a˜o da realidade. Este tipo de dinaˆmica descreve uma possibilidade de escolha
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do destino para os indiv´ıduos. A dinaˆmica mostra os “caminhos ecolo´gicos”, que surgem
como auxilio na conservac¸a˜o biolo´gica.
Como uma aplicac¸a˜o para este modelo dependente do tempo, utilizou-se a
dinaˆmica local de competic¸a˜o entre duas espe´cies, com taxa de migrac¸a˜o constante. Os
resultados mostraram um grande efeito gerado pelo fluxo de indiv´ıduos. As soluc¸o˜es da
dinaˆmica local referentes a` coexisteˆncia das espe´cies mudaram de estabilidade passando
de esta´veis para cao´ticas. Essa alterac¸a˜o ocorreu devido a` alta variac¸a˜o nas conexo˜es
entre os s´ıtios do habitat. A utilizac¸a˜o do paraˆmetros r = 4 para equac¸a˜o log´ıstica gera
uma o´rbita cao´tica para os valores de λt, o que implica uma grande mudanc¸a nos valores
das conexo˜es entre os s´ıtios. Essas mudanc¸as indicam um aumento ou reduc¸a˜o de fluxo
de um s´ıtio para o outro, a`s vezes, criando caminhos para outros locais habita´veis. Tais
alterac¸o˜es geraram, a cada passo de tempo, uma nova soluc¸a˜o sincronizada implicando
em o´rbitas cao´ticas para regio˜es dos paraˆmetros que antes eram esta´veis.
O mesmo na˜o ocorre para os paraˆmetros do sistema que geram soluc¸o˜es
onde uma das espe´cies vence. Para essas simulac¸o˜es, foram poss´ıveis detectar o´rbitas
semelhantes aos modelos ja´ apresentados, sempre que o ponto de equil´ıbrio em todos os
clusters era (0, 1) ou (1, 0), ou seja, todos os s´ıtios apresentavam densidade (0, 1) ou (1, 0),
gerando uma sincronizac¸a˜o total. Ao mudar o ponto de equil´ıbrio em um dos clusters, os
resultados voltam a apresentar o´rbitas sincronizadas de forma cao´tica.
A construc¸a˜o desse modelo se mostrou promissor a novas aplicac¸o˜es, e de
simples implementac¸a˜o. A u´nica restric¸a˜o esta´ em construir matrizes representantes da
topologia do habitat, de maneira que as mesmas satisfac¸am as condic¸o˜es sobre linhas e
colunas descritas nos resultados para a metapopulac¸a˜o heterogeˆnea.
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