Recently, the continuous Jacobi transform and its inverse are defined and studied in [i] and [2]. In the present work, the transform is used to derive a series representation for the Jacobi functions Pe') (x) -% <e, 1/2, e + =0, and I ->-1/2. The case e
Preliminaries. In this section we review material needed in the development of the paper. For a proof of (2.2), (2.3) and (2.4) see [i] . The term w(x) in (2.2) is the weight function w(x)
(1-x) e(l+x) 8 and will be used throughout +8+I and the paper. Furthermore, it was shown in [i] that for I a 2 for any x e (-i,I].
where M(I,,B) is some constant depending upon I, e and 8; and for any I, >-+S+l u,
-
e >-1/2, -1/2 <8 < 1/2 we have the
We shall denote, throughout, the weighted square integrable functions on (-I,i) by Lw2(-l,l) For f e L 2(-I,I) > -%, -1/2 8 1/2, w the continuous Jacobi transform (see [i] ) is defined by (,B) (I) (,8) reduces to the continuous Legendre transform studied in [3] and whe, l=n e P (P, the set of non-negative integers), reduces to the discrete Jacobi transform of Debnath [4] . and the associated inversion formula is
The relation between the different transforms (see [2] ) is
As an application of (2.9) and (2.10), it was shown in [2] that if FC(R+) is given by
for some U 0, feL2w(-l,l), then for all leR+, we have n+1/2
We will employ (2.7), (2.8), (2.9) and (2.10) to derive the representation formula of the Jacobi functions.
(,_)
we shall write P ')(x) as Pl (x).
3.
Derivation of the Representation Formula.
Since e + 8 0,
Again, throughout this section we shall assume e+ 0, -1/2 e, 8 1/2 and , 0. The case =0
reduces to the representation of the Legendre functions and has been developed in [3] .
The series representation that we will develop, in this section,
In order to derive (3.1) and (3.2), we shall first introduce an auxillary function k(x;h), apply (2.7), (2.9) to k(x;h) and utilize the uniqueness of the Jacobi transform.
Lemma 3. i.
Then
For he(-l,l)
Proof.
(2.2) together with (2.7) yields for 1,0 and e+8 =0 I
[(e,-e) (-;h)(I) =1/2 (l-x) e(l+x)
On integrating by parts, we obtain (e,-e) (. ;h) (I) l(l+l) h p e,-s) (x)dx from which it follows that for l0, I >-1/2 
This completes the proof of Lemma 3.1.
Since 11/2k ('-) (',h)(I-1/2)LI(R+) and since k(x;h) is continuous on (-i,i) it follows from (2.8) and Lemma 3.1 that for I 0
). (-e,c) Pl-1/2 (-x)IsinIdl. 
The last term in the above expression vanishes by the orthogonality of the Jacobi polynomials;
that is, iI (1-x)e(l+x) -
1oreover, using (3.5) the third term can be written
The re fore, -) r(l-) r(l++l)
(3.6) From (2.6) (2.7) and the identity p ('8) n it follows that n (S ,a) (-x) (-I) p n (x) (3.7)
Hence by the uniqueness of the Jacobi transform, we have from (3.6) and (3.7)
:. The series representation of the Jacobi function Pe'-e)(x) will be completed once we obtain an equivalent expression for the integral. [i]
[2]
[3]
