Abstract. The main result of this paper is the following version of the real Jacobian conjecture: "Let F = (p, q) : R 2 → R 2 be a polynomial map with nowhere zero Jacobian determinant. If the degree of p is less than or equal to 4, then F is injective". Assume that two polynomial maps from R 2 to R are equivalent when they are the same up to affine changes of coordinates in the source and in the target. We completely classify the polynomial submersions of degree 4 with at least one disconnected level set up to this equivalence, obtaining four classes. Then, analysing the half-Reeb components of the foliation induced by a representative p of each of these classes, we prove there is not a polynomial q such that the Jacobian determinant of the map (p, q) is nowhere zero. Recalling that the real Jacobian conjecture is true for maps F = (p, q) when all the level sets of p are connected, we conclude the proof of the main result.
Introduction
Let F = (p, q) : R 2 → R 2 be a polynomial map such that its Jacobian determinant, det DF , is nowhere zero in R 2 . By the inverse function theorem, F is locally injective. The real Jacobian conjecture asserts that F is globally injective. This is closely related to the famous Jacobian conjecture, which claims that given K a field of characteristic zero, any polynomial map from K n to K n such that its Jacobian determinant is equal to 1 is injective. Jacobian conjecture was stated at the first time in 1939 by Keller ([9] ) and up to now is open if n ≥ 2. We refer to [6] for further informations on Jacobian conjecture.
The real Jacobian conjecture is nevertheless not true: in 1994, Pinchuk constructed, in [10] , a non injective polynomial map F = (p, q) such that det DF = 0 in R 2 . In this example, the polynomials p and q have high degrees: p has degree 10 and q has degree 40. Since the injectivity of F is clear when the degree of F is one (in this case F is an affine change of coordinates), it is natural to ask what would be the highest degree of p or q guaranteeing the global injectivity of F .
In this direction, Gwoździewicz proved, in [8] , that if the degrees of p and q are less than or equal to 3 then F is injective. In [2] , Braun and Santos generalized Gwoździewicz result proving that the injectivity of F is true provided just the degree of p being less than or equal to 3. Thus a natural question is: what is the maximum degree of p, between 3 and 9, in order that the injectivity of F is necessary independently of the degree of q? As a partial answer to this question, we prove in this note the following result. Theorem 1.1. Let F = (p, q) : R 2 → R 2 be a polynomial map such that det DF = 0 in R 2 . If the degree of p is less than or equal to 4, then F is injective.
Since the assumption "det DF = 0 in R 2 " gives that q is strictly monotone along each connected component of a level set of p (as the level sets of q are transversal to the level sets of p), one strategy to show the injectivity of F is to prove that the level sets of p are all connected. Actually, since injective polynomial maps are bijections (see [3] ), this is also necessary to the injectivity of F . Thus to prove Theorem 1.1 it is enough to consider all the polynomial submersions p with disconnected level sets and to show that for these there is not a polynomial q such that det DF = 0 in R 2 . Before continuing, we need the following definition. Definition 1.2. We say that two functions p, q : R 2 → R are equivalent if there exist an affine change of coordinates 1 T : R 2 → R 2 and constants M, N ∈ R, with M = 0, such that p(x, y) = M q • T −1 (x, y) + N .
Let p be a polynomial submersion. It is quite simple to show that all its level sets are connected if the degree of p is less than or equal to 2. If p has degree 3 and has at least one disconnected level set, one of the results of the above cited paper [2] shows that p is equivalent to y + xy 2 . In our next theorem, we give the classification in the case of degree 4.
Theorem 1.3. If p : R
2 → R is a polynomial submersion of degree 4 which has at least one disconnected level set, then p is equivalent to one of the following (1) p(x, y) = y + xy 2 + y 4 , (2) p(x, y) = y + a 02 y 2 + xy 3 , with a 02 = 0 or 1, (3) p(x, y) = y + x 2 y 2 , (4) p(x, y) = y + a 02 y 2 + y 3 + x 2 y 2 , with a 2 02 − 3 < 0. For each case of Theorem 1.3, we will prove there is no polynomial q such that det D(p, q) is nowhere zero. As a consequence, we will obtain Theorem 1.1, since when the degree of p is less than or equal to 3, the injectivity was already proven in [2] (in that paper, it was also shown there is no q such that det D(y + xy 2 , q) is nowhere zero).
The paper is organized as follows. In Section 2, we use subresultants of two polynomials to develop results to decide when two special polynomials in R[x, y] have common zeros. These special polynomials have the form of ∂p ∂x and ∂p ∂y , where p is a polynomials of degree 4. In Section 3, we construct results to decide when a special polynomial submersion has all its level sets connected. Then in Section 4, we use the results of sections 2 and 3 to prove Theorem 1.3.
In Section 5, we will consider the polynomials of Theorem 1.3 and prove that for each of them there is not a polynomial q(x, y) such that det D(p, q)(x, y) > 0, for all (x, y) ∈ R 2 . For the arguments we shall use the concept of half-Reeb component of a foliation. Then, in Section 6, we depicted the proof of Theorem 1.1. The arguments in Section 5 are divided in two groups. In the first one, we study the polynomials 1 and 2 of Theorem 1.3 and use techniques analogous to [2] to conclude the non existence of a polynomial q. Now in the second group, when we analyse the polynomial 3 and 4, these techniques no longer work. Thus we transform part of the problem in being able to decide when a special polynomial of one variable is positive. Namely, Lemma 5.6 asserts that L(θ) = N j=0 b j 2(j + 1)θ + 2j + 1 θ j can not be a positive polynomial, if not identically zero. The proof of this lemma is in the Appendix.
Common zeros of polynomials
Let us recall the concept of subresultants of polynomials. Consider two polynomials p(x), q(x) ∈ C[x], p(x) = a n x n + a n−1
and take their Sylvester matrix written in the following form
For each k ∈ {0, 1, . . . , [(n + m)/2]}, we define the k-subresultant of p and q, R k (p, q, x), by the determinant of the (n + m − 2k) × (n + m − 2k) matrix obtained when we delete the first and the latest k columns and rows of Syl(p, q, x). The following result is classical but we include a proof of it for the sake of completeness. Our proof was based on [1] .
Lemma 2.1. Consider p(x) and q(x) as above, with a n b m = 0. Then p and q have exactly k common roots (counting multiplicity) if and only if
Proof. Let us denote by C j the jth column of Syl(p, q, x), for j = 1, . . . , m + n. By substituting the last column C m+n by C m+n + m+n−1 k=1 y m+n−k C k , and calculating the determinant using the Laplace expansion on the last column, we get that R 0 (p, q, x) = f (y)p(y) + g(y)q(y), where f and g are polynomials of degree less than or equal to m − 1 and n − 1, respectively. Since R 0 (p, q, x) is a complex number with does not depend on y, it follows that p and q have a common root if and only if R 0 (p, q, x) = 0. Now the lemma follows readily from the following assertion:
To prove the assertion, we make the following operations on the columns of Syl(p 1 , q 1 , x): we change column C i by C i −αC i−1 for i = m+n−2, m+n−3, . . . , 2. Then we observe this is exactly the matrix Syl(p, q, x) without the first and the last rows and columns. Lemma 2.2. Let a, b, c, d, e : R → R be functions. For
we have the following formulas
Whereas for
we have
Proof. The proof is straightforward.
Lemma 2.3. Let f, g, h, A, B : R → R be smooth functions, and α ∈ R be such that h(α) = 0 and A(α)
If there is a non negative integer i such that Proof. In order to simplify the notation, we denote
. We will first make the proof supposing h ≡ 1. If R(α) = 0, we have
which only can be true if (Ag) 2 − 4Bg 2 ≥ 0. Since by hypothesis A 2 − 4B < 0, we obtain g = 0 and thus f = 0. This implies by Leibniz rule that
showing the result for i = 0. Let us make the following induction hypothesis:
The result is true for i − 1, and for each
We will show this is true for i. Then the first part of the proof will be completed. Leibniz rule gives
If R (2i) (α) = 0, we have to have (Ag
2 ≥ 0, which by hypothesis gives g (i) = 0, hence f (i) = 0. Now it remains to prove that R (2i+1) (α) = 0. Apply again Leibniz rule to obtain
This gives us R (2i+1) (α) = 0. In the general case, we define R(x) = R(x)/h(x). Leibniz rule gives for l = 0, 1, 2 . . .
Then the hypothesis
Thus by the first part of the proof we obtain R (2i+1) (α) = 0. Hence, putting
Now we apply the preceding results to produce criteria to decide when two special polynomials have common zeros.
.
(1) R 0 (x) has no common zeros with N (x), (2) there exists z ∈ R such that b l R 0 (z) < 0, then there exists (α, β) ∈ R 2 such that p(α, β) = q(α, β) = 0.
Proof. Let α 1 , . . . , α k be the distinct real zeros of R 0 (x) (by 2 we have at least one). If M (α i ) = 0, for some i ∈ {1, . . . , k}, we have two possibilities:
In the first one, define p(y) = p(α i , y) and q(y) = q(α i , y), and observe that
Thus by Lemma 2.1 there is exactly one β ∈ R such that p(α i , β) = q(α i , β) = 0 (since the coefficients of p and q are real). On the other hand, if a(α i ) = 0, it is simple to see that
Moreover, there exists β ∈ R such that q(α i , β) = 0, since q(α i , y) is a polynomial of degree 3 in y.
From now on, we will suppose M (α i ) = 0, for all i ∈ {1, . . . , k}. Denoting R 1 (x) = R 1 (p, q, y), if R 1 (α i ) = 0 for some i ∈ {1, . . . , k}, Lemma 2.1 shows the existence of β ∈ R such that p(α i , β) = q(α i , β) = 0 as we wanted.
Thus we suppose R 1 (α i ) = 0 for each i ∈ {1, . . . , k}. We assert there is i ∈ {1, . . . , k} such that a(
In this case, since by Lemma 2.1 p(α i , y) and q(α i , y) have exactly two zeros in common (observe R 2 (p, q, y)(α i ) = M (α i ) = 0), they must be real zeros and we are done.
Let us then prove the assertion. Suppose by contradiction that for all i ∈ {1, . . . , k}, a(
By definition of subresultant and by Lemma 2.2, we have in a neighborhood of each α i where M (x)N (x) = 0, 
where r(x) is a monic polynomial without real zeros. Thus b l R 0 (x) ≥ 0, for all x ∈ R, a contradiction with assumption 2.
Theorem 2.5. Let p(x, y) and q(x, y) in R[x, y] be defined by
(1) R 0 (x) has no common zeros with M (x) and N (x), (2) there exists z ∈ R such that b l R 0 (z) < 0, then there exists (α, β) ∈ R 2 such that p(α, β) = q(α, β) = 0. Moreover, if we keep other hypotheses and change 1 by (i ′ ) R 0 (x) has no common zeros with N (x) and there is α ∈ R with R 0 (α) = M (α) = 0, then there exists β ∈ R such that p(α, β) = q(α, β) = 0 if and only if a(α) = 0 or p(α, y) ≡ 0 and c(α)
Proof. As in the proof of Theorem 2.4, let α 1 , . . . , α k be the distinct real zeros of R 0 (x). If M (α i ) = 0 for some i, and a(α i ) = 0, take p(y) = p(α i , y) and q(y) = q(α i , y), and observe that R 0 (p, q, y) = R 0 (α i )/N (α i ) = 0. Since R 1 (p, q, y) = a(α i ), we have by Lemma 2.1 that there is β ∈ R such that p(
Thus p(α i , y) ≡ 0, and q(α i , y) = 0 for some y ∈ R if and only if c(
This proves the second part of the theorem.
We suppose now that M (α i ) = 0 for each i ∈ {1, . . . , k}. The proof from now on is similar to the proof of Theorem 2.4. If R 1 (α i ) = 0 for some i, we are done. If R 1 (α i ) = 0 for each i = 1, . . . , k, we assert there is i such that
If this is in force, since p(α i , y) and q(α i , y) have two zeros in common, they must be real.
Thus let us prove the assertion. Suppose a(α i ) 2 − 4M (α i )b(α i ) < 0, for each i ∈ {1, . . . , k}. By Lemma 2.2 and definition of resultant, we get in a small neighbourhood of each α i
Then by Lemma 2.3, we have that all the zeros of R 0 (x) have multiplicity even m i . Thus
where r(x) is a monic polynomial without real zeros. This gives b l R 0 (x) ≥ 0 for all x ∈ R, a contradiction with hypothesis 2.
The following two corollaries use the 1-subresultant to analyse common zeros of polynomials when hypotheses 2 of the preceding theorems are difficult to be verified. Proof. Since M (z)N (z) = 0, in a neighborhood of z we have, as in (2.2),
, and thus the result follows from Theorem 2.4.
If, on the other hand, f (z) = 0, we have R 0 (z) = R 1 (z) = 0, which guarantees two common zeros of p(z, y) and q(z, y). If these zeros are real we are done.
Thus let us suppose a(z)
since the zeros of f are isolated (it is a rational function not identically zero, since if f ≡ 0, R 0 ≡ 0 by (2.4), hence b l = 0, a contradiction with 2), we have by (2.4) for x = z near z
and we are under the hypotheses of Theorem 2.4. Now if g ≡ 0, we have g(x) = 0 and
2 < 0 for x = z near z. This together with (2.4) and assumption (2) gives
for x = z near z, and we are again under the hypotheses of Theorem 2.4.
Corollary 2.7. Let p(x, y) and q(x, y) as in Theorem 2.5. If (1) R 0 (x) has no common zeros with M (x) and N (x), (2) b l > 0 and there exists z ∈ R such that R 1 (z) = 0 and M (z)N (z) = 0, then there exists (α, β) ∈ R 2 such that p(α, β) = q(α, β) = 0. Moreover, if we keep other hypotheses and change 1 by
has no common zeros with N (x) and there is α ∈ R with R 0 (α) = M (α) = 0,
Proof. The second part of the corollary is clearly similar to the second part of Theorem 2.5. Thus suppose we are under hypothesis 1 and 2. Since M (z)N (z) = 0, in a neighborhood of z we have, as in equation (2.3), If, on the other hand, f (z) = 0, we have R 0 (z) = R 1 (z) = 0, which guarantees two common zeros of p(z, y) and q(z, y). If these zeros are real we are done. Thus let us suppose a(z)
since the zeros of f are isolated (as in the proof of Corollary 2.6), we have 
2 < 0 for x = z near z. This together with (2.5) and assumption 2 gives
for x = z near z, and we are also under hypotheses of Theorem 2.5. Proof. See, for example, [4] .
Level sets
In particular, when M = R 2 , any connected component of a level set of f is an unbounded curve in both directions.
Proof. Define
p(x, y) = a n (y)x n 1 + a n−1 (y) a n (y)
, the lemma follows.
Proposition 3.3. Let p : R 2 → R be a smooth submersion with the expression
Proof. We suppose that the leader coefficient of ∆(y) is positive. The proof in the other case is analogous. Therefore there exists c ∈ R such that ∆(c) = 0 and ∆(y) < 0, ∀y < c. In particular, p −1 {0} ⊂ R × [c, ∞) and there exists exactly one x c ∈ R such that p(x c , c) = 0. Let Γ be the connected component of p −1 {0} which contains (x c , c) and consider Q = (q 1 , q 2 ) ∈ R × (c, ∞) such that p(Q) = 0. It is clearly enough to prove that Q ∈ Γ.
By Lemma 3.2, there exists an interval [a, b] such that
Now by Lemma 3.1, both ends of Γ must escape the compact
. Therefore, by (3.1), Γ will cut the line R × {q 2 } in two points, say (x 1 , q 2 ) and (x 2 , q 2 ). Since Γ does not have self intersections, x 1 = x 2 . In particular ∆(q 2 ) > 0 and
Proposition 3.4. Let p : R 2 → R be the smooth submersion
If
(1) A(y) = 0 for exactly one y ∈ R, (2) When A(y) = 0, there exists exactly one x ∈ R such that p(x, y) = 0, (3) ∆(y) = B(y) 2 − 4A(y)C(y) is a polynomial with even degree and its leader coefficient is negative,
Proof. Let y 1 ∈ R such that A(y 1 ) = 0. By item 3, there exist y 0 , y 3 ∈ R, with y 0 < y 1 < y 3 , such that if y ≤ y 0 or if y ≥ y 3 , ∆(y) < 0. Hence
By item 2, there exists exactly one point P in the line R × {y 1 } such that p(P ) = 0. Let Γ be the connected component of p −1 {0} which contains P . We assert that Γ can not be entirely contained in R × (y 0 ,
, then there exists y 2 > y 1 such that (using lemmas 3.2 and 3.1) there exist four different solutions of p(x, y 2 ) = 0, a contradiction since this is a quadratic equation in x. Similar contradiction can be obtained if we suppose Γ ⊂ (y 0 , y 1 ]. Now take Q = (x, y) ∈ R×[y 1 , y 3 ] such that p(Q) = 0. We will prove that Q ∈ Γ. In fact, by the assertion above, there exists (x 2 , y 2 ) ∈ Γ with y 1 < y 2 < y. Thus by Lemma 3.2, there exists an interval [a, b] 
. Then by (3.2) and Lemma 3.1, the connected component of p −1 {0} which contains Q must cut the line R × {y 2 } in two different points. Since p(x, y 2 ) = 0 is a quadratic equation in x, one of these points must be (x 2 , y 2 ), and then Q ∈ Γ.
The same can be done if we take
To prove propositions 3.3 and 3.4, we used the properties of the discriminant of a quadratic equation. For the next proposition, which already appeared in [2] , let us recall the properties of the discriminant of a cubic equation
Take P = B − A 2 /3 and Q = C − AB/3 + 2A 3 /27, and define the discriminant of the above equation by D = Q 2 /4 + P 3 /27. We have that if D < 0, the equation has three distinct, real solutions, if D = 0, the equation has three real solutions, with two being equal, if D > 0, the equation has one real and two complex solutions.
As a consequence, we obtain Proposition 3.5. Let p : R 2 → R be the smooth submersion
If the discriminant D(y) of the equation p(x, y) = 0 is a polynomial with even degree and with positive leader coefficient, then p −1 {0} is connected.
Proof. The proof is similar to the proof of propositions 3.3, and 3.4, thus we give just the outline. In order to prove Theorem 1.3, we shall use next corollary, which is an immediate consequence of the classification of homogeneous polynomials of degree 4 given in Theorem 2.6 of [5] .
Corollary 4.1. Any polynomial of degree exactly 4 can be transformed by means of a linear change of variables in one of the following.
where p 3 is a polynomial of degree less than or equal to 3.
We will work with the polynomials of Corollary 4.1 showing that each of them is not a submersion, or has all its level sets connected, or is equivalent (in the sense of Definition 1.2) to one of the cases of Theorem 1.3. We divide the 9 cases in 5 groups, each of them in one of the subsections bellow. Theorem 1.3 will be a direct consequence of the propositions 4.2, 4.4, 4.6, 4.8 and 4.10 contained in the subsections 4.1, ..., 4.5, respectively.
The arguments use the results of sections 2 and 3. The calculations of the subresultants and of the discriminants were made using Maple.
To stablish notation, we write the polynomial p 3 in the following form p 3 = a 10 x + a 01 y + a 20 x 2 + a 11 xy + a 02 y 2 + a 30 x 3 + a 21 x 2 y + a 12 xy 2 + a 03 y 3 .
Cases (I), (II), (III) and (VI).
Proposition 4.2. The polynomials of cases (I), (II), (III) and (VI) are not submersions.
Next lemma will help us in the proof of Proposition 4.2.
Lemma 4.3. The polynomials of cases (I), (II), (III) and (VI) are equivalent to
Moreover, if θ = 1, then γ = −2.
Remark 1. We remark that if θ = 1 and γ = −2, then the change of coordinates T (x, y) = (x − y, x + y) transforms p(x, y) in case (VII).
Proof. Polynomial (I) is counted above taking γ = 6µ and θ = 1. Dividing polynomial (II) by α and taking γ = 6µ, we have that it is also counted in the lemma, with θ = 1. Now case (III) is counted above with γ = 6µ and θ = −1. Finally, dividing polynomial (VI) by α, it is in the form of the lemma by taking γ = 2 and θ = 1.
Proof of Proposition 4.2. We will analyse the polynomial of Lemma 4.3. Observe In particular, the level set p = 0 is not connected.
To prove this proposition, we will first prove the following lemma. Proof. By multiplying the polynomial in case (VIII) by 1/4, and after composing it with the change of coordinates T (x, y) = x + a 21 /3, y + a 30 , we obtain it is equivalent to (keeping the notations of the coefficients) 
In case (4.1), a 3 √ a 03 y . If a 03 = 0 and a 12 = 0, we get the first part of case (4.6) above, whereas if a 03 = a 12 = a 21 = 0, we obtain the second one. Now if a 03 = a 12 = 0 and a 21 = 0, we take the transformation T (x, y) = x + a 11 /(2a 21 ), a 21 y to obtain p = a 10 x + a 01 y + a 20 x 2 + a 02 y 2 + a 30
Then, if a 02 = 0, we apply T (x, y) = x, y + a 01 /(2a 02 ) to obtain case (4.7). On the other hand, if a 02 = 0 we obtain case (4.8) if a 01 = 0 and, if a 01 = 0, the transformation T (x, y) = x, y + a 30 x + a 20 gives case (4.9).
Proof of Proposition 4.6. The equation p(x, y) − c = 0, where p is the polynomial of case (4.5) of Lemma 4.7, has the form
where A(x) = a 02 + a 12 x, B(x) = a 01 + a 11 x + a 21 x 2 and C(x) = a 10 x + a 20 x 2 + a 30 x 3 + x 4 − c. Calculating the discriminant of the equation as in Proposition 3.5, we obtain
Thus by this proposition, we conclude that if p is a submersion, it has all its level sets connected. Now we observe that in case (4.6) of Lemma 4.7,
with N (y) = 4, and M (y) = a 21 (which can be zero, for the firs part of this case and is zero for the second part). Then we calculate R 0 Finally, case (4.9) with a 10 = 0 is not a submersion, whereas if a 10 = 0, we divide p by 3 a 4 10 and then the change (x, y) → y/ 3 a 2 10 , x/ 3 √ a 10 , gives the polynomial of the proposition. Proof. We first divide p by 6α. Then we compose it with the transformation T (x, y) = x + a 12 /2, y + a 21 /2 to get the following form p = a 10 x + a 01 y + a 20 x 2 + a 11 xy + a 02 y 2 + a 30 x 3 + a 03 y 3 + x 2 y 2 .
Case (VII
If a 03 a 30 = 0, we compose the polynomial with the transformation T (x, y) = x/ 3 a 30 a 2 03 , y/ 3 a 2 30 a 03 and multiply by a and a 03 = 0, we change x by y to get the case just studied. If now a 30 = a 03 = 0, and if a 02 = 0, the change of coordinates T (x, y) = 1/ |a 02 |x, |a 02 |y gives (4.15). If a 20 = 0, change x by y to get the case just studied.
Thus we suppose a 30 = a 03 = a 20 = a 02 = 0, to obtain case (4.16).
Proof of Proposition 4.8. We will analyse each case of Lemma 4.9. For case (4.13), we notice that Proof. Dividing polynomials of cases (IV) and (V) by α and −α, respectively, and applying the transformation T (x, y) = y, √ 6x , we obtain they are equivalent to Proof of Proposition 4.10. Take case (4.19) of the lemma. Observe that for each c ∈ R, p(x, y) − c has the form y 3 + A(x)y 2 + B(x)y + C(x) as in Proposition 3.5. Calculating the discriminant D(x) we observe it is a polynomial of degree 10 with leader coefficient a 3 22 /27. Thus if a 22 = 1, we have that if p is a submersion, all its level sets are connected.
In case a 22 = −1, we observe that 
with A(x) = x 2 , B(x) = a 01 + a 11 x and C(x) = −c + a 10 x + a 20 x 2 + a 30 x 3 + x 4 . If x = 0, there is exactly one y such that p(0, y) = 0. Moreover, the discriminant ∆(x) is a polynomial of degree 6 with leader coefficient −4. Therefore, we are under the hypotheses of Proposition 3.4, and hence if p is a submersion, all its level sets are connected.
Finally, in the second case, i.e. a 22 = −1, we observe that Then, if a 01 = 0 and a 11 = 0, we have by Corollary 2.6 that p is not a submersion. If a 01 = 0 and a 11 = 0, we also get by this corollary that p is not a submersion. On the other hand, if a 01 = a 11 = 0, it is simple to conclude that ∇p has a zero.
The polynomials of Theorem 1.3
Let M ⊂ R 2 be an open set and f : M → R be a smooth submersion. We denote by F (f ) the foliation of M given by the connected components of the level sets of f (Lemma 3.1). We recall the concept of half-Reeb component.
Definition 5.1. Let f : R 2 → R be a smooth submersion, h 0 : R 2 \ {0} → R be defined by h 0 (x, y) = xy, and
We say that A ⊂ R 2 is a half-Reeb component, or simply a hRc, of F (f ) if there is a homeomorphism T : B → A which is a topological equivalence between F (h 0 )| B and F (f )| A with the following properties:
(1) The segment {(x, y) ∈ B | x + y = 2} is sent by T onto a transversal section to the leaves of F (f ) in the complement of T (1, 1). This section is called the compact edge of A. The existence of hRc is equivalent to the existence of inseparable leaves on the foliation F (f ) (see [7] for details). Moreover, the following proposition of [2] relates this definition to connectedness of level sets.
Proposition 5.2. Let f : R 2 → R be a smooth submersion. Then F (f ) has a hRc if and only if there exists c ∈ R such that f −1 {c} is not connected.
A particular version of the following result is already contained in [2] . The proof in the general case is a simple extension of that and we add it here for completeness.
Proof. Let γ : [0, 1] → A be an injective curve that parametrize the compact edge of A. For n big enough, the leaf of F (f ) through γ(1/n) cuts γ in γ(t n ), with t n > 1/n. We denote by β n the interval of this leaf between γ(1/n) and γ(t n ), and by γ n the interval of γ between this two points. We denote yet by B n the compact region bounded by γ n and β n . By the Monotone Convergence Theorem,
since β n is orthogonal to ∇f . Thus Bn h is uniformly bounded, a contradiction with (5.1) and A h = ∞.
We shall also need the following simple lemma (a reduced version of it was already used in [2] ). 
Proof. If we multiply φ i (t) by t −ki , hypothesis in 1 gives that k2 j=k1 c j t j−ki > 0, for all t in the domain of φ i . Taking t → 0, if i = 1 or t → ∞, if i = 2, it follows that c ki > 0, proving 1. The proof of 2 and 3 follows by Hölder's inequality: defining I 1 = (0, b 1 ) and I 2 = (b 2 , ∞), we get that b
We now apply these results to analyse each polynomial of Theorem 1.3 in each of the subsections bellow. As a consequence, we will obtain the following theorem. 5.1. Case 1. We consider the polynomial p(x, y) = y + xy 2 + y 4 = y(1 + xy + y 3 ). It is simple to observe that the following set is a hRc of F (p):
We claim that given a polynomial h(x, y) = i+j≤k b ij x i y j such that h(x, y) > 0, ∀(x, y) ∈ R 2 , then A h = ∞. Thus by Proposition 5.3, there is not a polynomial q(x, y) such that det D(p, q)(x, y) > 0.
To prove the claim, we define
Applying the change of variables (x, y) → −xy/(1 + y 3 ), −y in the interior of A, we obtain
where
and s 1 (x), s 2 (x), . . . are suitable polynomials in x. By (5.2), the polynomial s(x) is not identically zero, hence there exists a 0 < c ≤ 1 such that s(x) = 0, ∀x ∈ (0, c). Since h(x, y) > 0, for all (x, y) ∈ R 2 , it follows by Lemma 5.4 that s(x) > 0 for all x ∈ (0, c). Moreover, as b 00 = 0, we have that τ < 0 and thus, by applying Lemma 5.4 once more, it follows that, for each x ∈ (0, c),
which by (5.3) gives that A h = ∞, and the claim is proven.
Case 2.
We consider the quite analogous case of the polynomial p(x, y) = y + a 02 y 2 + xy 3 , with a 02 = 0 or 1. We observe that the closure of the following set is a hRc of F (p).
We claim that given a positive polynomial h(x, y), then A h = ∞. As above, this will show there is not a polynomial q such that det D(p, q) > 0. The proof of this claim is similar to the one made above: by defining τ = min{j − 2i − 2 | b ij = 0} and taking the bounded set B = {(x, y) | − 1 ≤ y < 0 and a 02 − 1 ≤ x ≤ 0}, we get
Then since τ < 0, we get as before that A∪B h = ∞, hence A h = ∞, proving the claim.
Case 3.
We consider now the polynomial p(x, y) = y + x 2 y 2 . This is quite different from the former ones. We first observe that the following set is a hRc of F (p).
Then A 1 = − ∞ 1 1/x 2 dx < ∞, and thus Proposition 5.3 can not be used to prove that there is not a polynomial q such that det D(p, q) = 1, for example. But we will use this proposition to eliminate candidates to be the polynomial q. Then we will use a different argument to show that there is not such a polynomial.
Let us suppose there exist q(x, y) = i+j≤k b ij x i y j such that
for all (x, y) ∈ R 2 . We define
and we claim that τ < −1. Indeed, calculating A h by applying the change of variables (x, y) → (x, −x 2 y), we obtain we have that
for all θ ∈ R. Then by Lemma 5.6 bellow, it follows that L(θ) is identically zero, which guarantees in particular that b 10 = 0. But this is a contradiction with −b 10 = h(0, 0) > 0. Hence we conclude there is not a polynomial q(x, y) such that det D(p, q)(x, y) > 0, for all (x, y) ∈ R 2 .
Case 4.
Finally, we consider p(x, y) = y + a 02 y 2 + y 3 + x 2 y 2 , with a We suppose also that b ≥ −m 2 and define
Hence by (5.6), we have that (x, y) ∈ A ∪ C, where C is the bounded set C = − 1 ≤ y < 0 and 1
, and hence A h = ∞ if A h = ∞. As in the preceding subsection, we suppose there is a polynomial q(x, y) =
Then we define τ = max{i − 2j − 3 | b ij = 0} and we claim that τ < −1. Indeed calculating A h by applying the change of variables (x, y) → x, −x 2 y , we get that
where r ij (x, y) = 3ix i−2j−7 y j+2 −2a 02 ix i−2j−5 y j+1 . As in Subsection 5.3, it follows that if τ ≥ −1, this integral is infinite, which is a contradiction with Proposition 5.3, and the claim is proven.
By considering again y = θx −2 , we have that
for all θ, x ∈ R, with x = 0. Since τ < −1, it follows in particular that the polynomial L(θ) defined in (5.5) is such that L(θ) ≥ 0 for all θ ∈ R. Therefore, by Lemma 5.6 bellow, we get that L(θ) is identically zero, hence b 10 = 0, which is a contradiction with −b 10 = h(0, 0) > 0. Thus we conclude that there is not a polynomial q such that det D(p, q) > 0.
Then L(θ) is the zero polynomial or there exist
See the appendix for the proof of Lemma 5.6.
6. Proof of Theorem 1.1
Suppose we are under the hypotheses of Theorem 1.1. If all the level sets of p are connected or the degree of p is less than or equal to 3, then F is injective by the argument given in introduction or by the main result of [2] , respectively. Thus we can suppose that p has least one disconnected level set and that the degree of p is 4.
By Theorem 1.3, there exist M, N ∈ R, M = 0, and an affine change of coordinates T such that p = M p • T −1 + N is one of the polynomials of this theorem. If we take From now on, we consider the following convention: given P : Z → R,
if n < m. We also denote by det A the determinant of a quadratic matrix A.
Lemma A.1. Let k ≥ j ≥ 1 and i ≥ −1 be integers. Define
, and the (j + 1) × (j + 1) matrix
Then the determinant of H k j is positive. Proof. For each integer l = 0, . . . , 2j − 1, denote
Denote also (h r,s ) m×n the m × n matrix whose element in the rth row and sth column is h r,s . Then H For each r, divide the row r by (−2) j−r+1 and for each s, divide the column s by the factors above depending only on s. After that, we obtain that det H Since 1 ≤ j ≤ k, we have that m l , n l > 0 and it follows that M is positive. Thus it is enough to prove that det(a r,s ) (j+1)×(j+1) is positive.
To prove this we will make operations with the rows and the columns of the matrix.
We first operate the rows. We denote a 0 r,s = a r,s for each r, s. Then for each t = 1, . . . , j, we consider b = t + 1, . . . , j + 1 and replace the row b by this row minus two times the row b − 1 and denote by a n l , r > t.
In the last step t = j, we obtain the matrix a In the last step t = j, we have the matrix a Indeed, (A.3) shows (A.6) for j = 0. We assume A.6 is true for j. Using (A.4) to write b j+1 in terms of b j , after elementary and long calculations we can prove that (A.6) is true for j + 1, and the assertion is proven. Now considering (a, c) as variables in R 2(k+1) , last equation shows that K(a, c) is a quadratic form in R 2(k+1) . We assert that K(a, c) is a positive definite quadratic form. This guarantees that (a, c) = (0, 0) provided that K(a, c) = 0. Thus g and h are identically zero, and by (A.1), L is identically zero. Therefore if L(θ) = 0, we have shown that there exists θ 1 such that L(θ 1 ) < 0. To conclude the proof, we just apply this result to the polynomial −L(θ).
In order to show the assertion, we first observe that it is enough to prove that K(a, 0) is positive definite, since K(a, c) = K(a, 0) + K(0, c) and K(a, 0) = K(0, a). Now to verify that K(a, 0) is positive definite, we shall show that 
