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A REPRESENTATION-THEORETIC INTERPRETATION OF POSITROID
CLASSES
BRENDAN PAWLOWSKI
Abstract. A positroid is the matroid of a real matrix with nonnegative maximal minors,
a positroid variety is the closure of the locus of points in a complex Grassmannian whose
matroid is a fixed positroid, and a positroid class is the cohomology class Poincare´ dual to a
positroid variety. We define a family of representations of general linear groups whose char-
acters are symmetric polynomials representing positroid classes. These representations are
certain diagram Schur modules in the sense of James and Peel. This gives a new algebraic
interpretation of the Schubert structure constants for the product of a Schubert polynomial
and Schur polynomial, and of the 3-point Gromov-Witten invariants for Grassmannians,
proving a conjecture of Postnikov. As a byproduct, we obtain an effective algorithm for
decomposing positroid classes into Schubert classes.
1. Introduction
Suppose A is a k× n matrix over a field K, and I is a k-subset of [n] := {1, 2, . . . , n}. The
Ith Plu¨cker coordinate of A, for which we write pI(A), is the k × k-minor of A in columns
I. The matroid of A is then {I ∈
(
[n]
k
)
: pI(A) 6= 0}. The matroid of A depends only on the
row span of A, so in fact a k-dimensional subspace of Kn has a well-defined matroid. Let
GrK(k, n) denote the Grassmannian of k-planes in K
n, or simply Gr(k, n) in the case K = C.
Definition 1.1. The totally nonnegative Grassmannian GrR(k, n)
+ is the set of k-planes
V = rowspan(A) where all the maximal minors of A are nonnegative. A positroid is the
matroid of a member of GrR(k, n)
+.
Postnikov [Pos06] gave several combinatorial objects which are in bijection with positroids,
and used them to describe the locus of points in GrR(k, n)
+ whose matroid is a fixed positroid.
Knutson, Lam, and Speyer [KLS13] studied the following complex analogue of Postnikov’s
positroid cells.
Definition 1.2. The positroid variety ΠM ⊆ Gr(k, n) of a positroid M ⊆
(
[n]
k
)
is the Zariski
closure of the set of k-planes with matroid M .
Let Λ(k) denote the ring of symmetric polynomials Z[x1, . . . , xk]
Sk , and Λn−k(k) the quo-
tient by the ideal generated by the homogeneous symmetric polynomials
hd(Xk) =
∑
1≤i1≤···≤id≤k
xi1 · · ·xid
for d > n − k. The ring Λn−k(k) is isomorphic to the integral cohomology ring of the
Grassmannian Gr(k, n) of k-planes in Cn, and under this isomorphism the cone of cohomology
classes Poincare´ dual to subvarieties of Gr(k, n) corresponds to the cone of Schur-positive
elements in Λn−k(k).
Definition 1.3. For a positroid M ⊆
(
[n]
k
)
, let GM ∈ Λn−k(k) represent the cohomology
class of the positroid variety ΠM .
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The Schur-positive elementsGM ∈ Λn−k(k) are the central objects of this paper. Via taking
characters, the Grothendieck ring of finite-dimensional complex polynomial representations
of GL(Ck) is isomorphic to Λ(k), and our main result writes GM as the character of a certain
representation of GL(Ck) (rather, its image in Λn−k(k)).
Definition 1.4. A diagram is a finite subset of Z2.
Let Sd be the symmetric group on d letters. To a diagram D of size d one associates an
element yD of the group algebra C[Sd], the Young symmetrizer of cD. If V is a complex vector
space, Sd acts on V
⊗d on the right by permuting tensor factors, while GL(V ) acts diagonally
on the left. The generalized Schur module V [D] associated toD is then the left GL(V )-module
V ⊗dyD. In cases which are understood, such as [Mag97, RS98, Liu09, Liu16], the algebraic
properties of V [D] tend to reflect interesting combinatorics relating to the diagram D, but
there is no general combinatorial description of the irreducible decomposition of V [D] or its
character. In Section 7, we observe that our results give, as a byproduct, a combinatorial
algorithm for decomposing V [D] into irreducibles when D has at most 3 rows.
Example 1.5.
(a) If D is the Young diagram of a partition λ, then V [D] is irreducible with character the
Schur polynomial sλ(x1, . . . , xk), where k = dimV .
(b) More generally, if D is a skew Young diagram λ \ µ, the character of V [D] is the skew
Schur polynomial sλ\µ(x1, . . . , xk), and V [λ\µ] ≃
⊕
ν c
ν
λµV [ν], where c
ν
λµ is a Littlewood-
Richardson coefficient. The dimension of V [λ\µ] is the number of semistandard tableaux
of shape λ\µ on [k], while the dimension of the 1d-weight space is the number of standard
tableaux (if k ≥ d = |λ \ µ|).
(c) The Rothe diagram of a permutation w ∈ Sn is
D(w) = {(i, w(j)) ∈ [n]× [n] : i < j, w(i) > w(j)}.
It follows from [Kra95, RS95] that the character of V [D(w)] is the Stanley symmetric
function Fw(x1, . . . , xk) (see Definition 2.13 below). The dimension of V [D(w)] is then
the number of column-strict balanced labellings of D(w) on [k] in the sense of [FGRS97].
The dimension of its 1ℓ(w)-weight space is the number of reduced words for w: minimal
sequences i1, . . . , iℓ such that w = si1 · · · siℓ where si = (i i+1) ∈ Sn (if k ≥ ℓ(w)). When
ℓ(λ) < k, the multiplicity of V [λ] in V [D(w)] is the number of semistandard tableaux of
shape λ whose column word is a reduced word for w, by [EG87].
Our main result can be viewed as a generalization of Example 1.5(c) as follows. To each
positroidM ⊆
(
[n]
k
)
, Knutson-Lam-Speyer [KLS13] associate a certain affine permutation fM ,
i.e. a bijection Z → Z satisfying the quasi-periodicity property that fM (i + n) = fM (i) + n
for all i. They also prove that GM is the image in Λ
n−k(k) of the affine Stanley symmetric
function F˜fM . Now define the Rothe diagram of fM as in Example 1.5(c), but viewed as a
finite subset of the cylinder Z2/Z(n, n) (this will cause no difficulties in defining the Schur
module V [D(fM )]).
Theorem 1.6. For any positroid M ⊆
(
[n]
k
)
, the image of the character of V [D(fM )] in
Λn−k(k) is GM .
In Section 5, we discuss a slightly modified notion of Schur module whose characters can
naturally be thought of as members of Λn−k(k).
Besides being certain intersection numbers for ΠM , the Schur coefficients of GM have many
other interpretations, and Theorem 1.6 provides an algebraic proof of the nonnegativity of
these integers. All of the following can be described as certain Schur coefficients of GM :
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(a) The 3-point Gromov-Witten invariants for Gr(k, n) [Pos05, Lam06, KLS13];
(b) The Schubert coefficients in the product of a Schubert polynomial and a Schur polynomial
(Proposition 7.10);
(c) The Schur coefficients of the image of an affine Stanley symmetric function in Λn−k(k)
[KLS13];
(d) The Schur coefficients of the symmetric function
∑
cQDes(c), where QD is Gessel’s funda-
mental quasisymmetric function and c runs over maximal chains in an interval in Bergeron
and Sottile’s k-Bruhat order [BS97, ABS14].
To elaborate on (a), Postnikov defined certain finite subsets D of the cylinder Z2/Z(k, n− k)
called toric skew shapes, and associated to D the toric Schur polynomial sD(x1, . . . , xk),
the weight-generating function for semistandard fillings of D. He showed that the Schur
coefficients of toric Schur polynomials are the 3-point Gromov-Witten invariants for Gr(k, n),
and gave a conjectural representation-theoretic interpretation.
Conjecture ([Pos05], Conjecture 10.1). For a toric skew shape D ⊆ Z2/Z(k, n−k), the toric
Schur polynomial of D is the character of V [D], where dim V = k.
We will see (Theorem 7.8) that Postnikov’s conjecture follows as a special case of Theo-
rem 1.6.
There is an effective recursion for computing the Schur expansion of a Stanley symmetric
function Fw based on the so-called transition formula of Lascoux and Schu¨tzenberger [LS85].
They construct a tree of permutations with root w such that Fv =
∑
v′ Fv′ for any node v
where v′ runs over children of v, and show that any sufficiently long path from the root leads
to a node v such that Fv is a single, easily-described Schur function.
Lam and Shimozono [LS06] prove analogous formulas for affine Stanley symmetric func-
tions, but in the affine case it is unclear how to arrange these formulas into a recursion ter-
minating in simple base cases. We show (Theorem 3.9) that these difficulties disappear upon
passing to the quotient Λn−k(k). That is, there is an effective (but no longer positive!) recur-
sion for computing the Schur expansion of GM in the style of Lascoux and Schu¨tzenberger.
The proof of Theorem 1.6 proceeds by constructing a filtration of V [D(fM )] which, at the
level of characters, matches this recursion for GM (similar arguments appear in [BP14] and
[KP04]).
In Section 2, we recall some background on affine permutations, symmetric functions, and
the representation theory of GL(V ), and prove some preparatory lemmas. In Section 3, we
prove an analogue of Lascoux-Schu¨tzenberger’s transition formula for the symmetric functions
GM . Sections 4 and 5 are devoted to Schur modules, and contain the main technical tools we
use to relate the combinatorics of a diagram D to V [D]. We then apply these tools to Schur
modules of affine Rothe diagrams in Section 6 and prove Theorem 1.6. Finally, Section 7
describes some applications of our results, including a proof of Postnikov’s conjecture on toric
Schur modules.
Acknowledgements. I’m grateful to Thomas Lam and Vic Reiner for many helpful discus-
sions, and for introducing me to several of the problems considered here. Ricky Liu and Alex
Postnikov also deserve credit for useful conversations.
2. Background
2.1. Affine permutations. Let n be a positive integer. An affine permutation of quasi-
period n is a bijection f : Z → Z satisfying f(i + n) = f(i) + n for all i. We write S˜n for
the group of all affine permutations. We will specify an affine permutation f by the word
f(1), . . . , f(n), since this uniquely determines f , writing x for −x. For instance, f = 6451 is
the affine permutation with f(1) = 6, f(4) = −1, f(8) = 3, and so on.
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Definition 2.1. Given k,m ∈ Z, let Ck,m denote the cylinder Z2/Z(k,m).
It is natural to view the graph of f ∈ S˜n as a subset of Cn,n, namely {(i, f(i)) ∈ Cn,n : i ∈ Z}.
An inversion of f ∈ S˜n is a point (i, j) ∈ Cn,n such that i < j and f(i) > f(j). Let ℓ(f)
denote the number of inversions of f . It is not hard to see that ℓ(f) is finite, for instance by
verifying the specific formula
ℓ(f) =
∑
1≤i<j≤n
f(i)>f(j)
⌈
f(j)− f(i)
n
⌉
.
For i ∈ Z, let si ∈ S˜n be the transposition interchanging i + pn and i + 1 + pn for all
p ∈ Z and fixing all other integers. Let τ ∈ S˜n be the shift map τ : i 7→ i + 1. Starting
from any f ∈ S˜n, one can repeatedly multiply by adjacent transpositions si and eventually
obtain an affine permutation with no inversions, which is necessarily a power of τ . Defining
S˜0n := 〈s0, s1, . . . , sn−1〉, we see that f may be written uniquely in the form τ
jg with j ∈ Z
and g ∈ S˜0n. Let av(f) = j. We state some basic properties of the map av without proof.
Proposition 2.2. For f ∈ S˜n,
(a) av(f) = 1n
∑n
i=1(f(i)− i);
(b) There is a unique expression f = w + nλ where w ∈ 〈s1, . . . , sn〉 ≃ Sn and λ ∈ Z
Z, and
av(f) =
∑n
i=1 λi;
(c) av : S˜n → Z is a group homomorphism, and S˜n is the semidirect product S˜0n ⋊ 〈τ〉.
The group S˜0n is a Coxeter group (the affine Weyl group of type A˜n), and we will implicitly
extend many notions of Coxeter theory from g ∈ S˜0n to τ
jg for any j ∈ Z: Coxeter length,
descents, reduced words, Bruhat order, and so on. Note that ℓ(f) as defined above is in fact
the Coxeter length of f . The subgroup 〈s1, . . . , sn−1〉 of S˜n is isomorphic to the ordinary
permutation group on n letters Sn, and we will frequently identify the two.
Definition 2.3. An affine permutation f ∈ S˜n is bounded if i ≤ f(i) ≤ i + n for all i ∈ Z.
Let Bound(n) ⊆ S˜n denote the subset of bounded permutations, and Bound(k, n) the set of
f ∈ Bound(n) such that exactly k of f(1), . . . , f(n) exceed n.
Lemma 2.4. Bound(k, n) = Bound(n) ∩ τkS˜0n.
Proof. Writing f = w + nλ with w ∈ Sn, if f is in Bound(n) then {λ1, . . . , λn} ⊆ {0, 1}, and
then f ∈ Bound(k, n) where k =
∑n
i=1 λi. Proposition 2.2(b) now says av(f) = k. 
By [KLS13, Theorem 3.1], Bound(k, n) is in bijection with the rank k positroids on [n].
Another collection of objects in bijection with positroids which will be useful for us relies on
the notion of k-Bruhat order. Given integers i < j for which i 6≡ j (mod n), let tij ∈ S˜0n
be the transposition interchanging i + pn and j + pn for all p ∈ Z. We use < to denote the
(strong) Bruhat order on S˜n, i.e. the partial order with covering relations f ⋖ ftij whenever
ℓ(ftij) = ℓ(f) + 1.
Definition 2.5 ([BS98]). For an integer k, the k-Bruhat order on Sn is the partial order ≤k
with covering relations w ⋖k wtij if i ≤ k < j and ℓ(wtij) = ℓ(w) + 1.
For instance, 24315⋖3 24513 but 24315 6⋖342315. Let [u, v]k denote the k-Bruhat interval
{u′ ∈ Sn : u ≤k u′ ≤k v}.
Definition 2.6. Define an equivalence relation on the set of k-Bruhat intervals in Sn by
declaring [u, v]k and [ux, vx]k to be equivalent if ℓ(ux) − ℓ(u) = ℓ(vx) − ℓ(v) = ℓ(x) where
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x ∈ Sn stabilizes [k]. Let Q(k, n) denote the set of equivalence classes of k-Bruhat intervals
in Sn under this equivalence relation, with 〈u, v〉k denoting the class of [u, v]k. Partially
order Q(k, n) so that I ≤ I ′ if I and I ′ have representatives [u, v]k and [u′, v′]k such that
[u′, v′]k ⊆ [u, v]k.
For instance, [24315, 24513]3 is equivalent to [42315, 42513]3 via x = s1, but not to [24135, 24153]3
since x = s3 does not stabilize {1, 2, 3}. Let gk,n ∈ Bound(k, n) be the affine permutation
(n + 1) · · · (n + k)(k + 1) · · ·n. In the next theorem, we view S˜n and the subset Bound(k, n)
as posets ordered by strong Bruhat order.
Theorem 2.7 ([KLS13], Section 3). The map Q(k, n) → S˜n defined by 〈u, v〉k 7→ fu,v :=
ugk,nv
−1 is a well-defined injection of posets with image Bound(k, n), and ℓ(fu,v) = k(n −
k)− ℓ(v) + ℓ(u).
For any integer r, we can consider r-Bruhat order on S˜n or Bound(k, n) with the same
definition as for Sn. In the affine case, these partial orders are all isomorphic, because
τtijτ
−1 = ti+1,j+1, and so f ≤r g if and only if τfτ−1 ≤r+1 τgτ−1. For this reason we
focus on the case r = 0.
Lemma 2.8. Under the bijection 〈u, v〉k 7→ fu,v of Theorem 2.7, the 0-Bruhat order on
Bound(k, n) corresponds to the order on Q(k, n) where I ⋖ I ′ if I and I ′ have representatives
[u, v]k and [u
′, v]k with u⋖k u
′.
Proof. Suppose u⋖k u
′ = utij ≤k v, so 1 ≤ i ≤ k < j. Then g
−1
k,n(i) = i − n and g
−1
k,n(j) = j,
so
fu′,v = utijgk,nv
−1 = ugk,nti−n,jv
−1 = fu,vtv(i)−n,v(j). (1)
Theorem 2.7 implies fu,v ⋖ fu′,v, and since v(i)− n ≤ 0 < v(j) we see fu,v ⋖0 fu′,v.
Conversely, suppose fu,v⋖ fu,vti−n,j where i, j ∈ [n] and fu,vti−n,j ∈ Bound(k, n). We can
assume that fu,vti−n,j = fu′,v′ where [u
′, v′]k ⊆ [u, v]k, so either u′ = u or v′ = v. If u′ = u,
then fu,vti−n,j = fu′,v′ implies v
′ = ti−n,jv, but then v
′ /∈ Sn. Hence u⋖k u′ ≤k v. 
2.2. Symmetric functions and polynomials. We use the following conventions for parti-
tions. A partition λ is a weakly decreasing sequence λ = (λ1 ≥ λ2 ≥ · · · ≥ λℓ(λ) > 0) with
λi = 0 for i > ℓ(λ). Alternatively, (a
k1
1 , . . . , a
km
m ) denotes the partition in which each part ai
appears with multiplicity ki. We draw Young diagrams in the French style, so λ has Young
diagram
{(−i, j) : 1 ≤ i ≤ ℓ(λ) and 1 ≤ j ≤ λi},
which we view as a subset of Z2 or some cylinder Ck,m depending on context. Given partitions
λ and µ, say λ ⊆ µ if the Young diagram of µ contains the Young diagram of λ; equivalently,
if λi ≤ µi for all i.
Let Λ be the ring of symmetric functions overZ, and Λ(k) the ring of symmetric polynomials
Z[x1, . . . , xk]
Sk . Given F ∈ Λ we write F (Xk) for the polynomial F (x1, . . . , xk) ∈ Λ(k). For
m ∈ Z, let J(m) ⊆ Λ(k) be the ideal 〈hd(Xk) : d > m〉. The Jacobi-Trudi formula shows that
J(m) = span{sλ(Xk) : λ 6⊆ (mk)}, where sλ is a Schur function.
Definition 2.9. Let Λm(k) := Λ(k)/J(m), with trunck,m denoting the quotient map. We
will also write trunck,m for the ring map Λ → Λm(k) sending F to trunck,m F (Xk), and
sometimes we will write simply F¯ for trunck,m F when k and m are clear from context.
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2.3. Polynomial representations of GL(V ). Fix a finite-dimensional complex vector space
V , and let T (V ) =
⊕∞
d=0 V
⊗d denote the tensor algebra on V . Let R(V ) be the Grothendieck
group of GL(V )-submodules of T (V ): the free abelian group on isomorphism classes [U ] of
submodules1 U ⊆ T (V ) modulo the relations [U⊕U ′] = [U ]+ [U ′]. The tensor product makes
R(V ) into a ring.
Say dimV = k. Recall that the character of a complex representation ρ : GL(V )→ GL(U)
of GL(V ) is the function ch(U) : (x1, . . . , xk) 7→ tr ρ(diag(x1, . . . , xk)), where diag(x1, . . . , xk) ∈
GL(V ) is the diagonal matrix with diagonal entries x1, . . . , xk, having chosen a basis for V .
Suppose U is a polynomial representation, meaning that upon choosing bases, the entries
of the matrices ρ(g) for g ∈ GL(V ) are polynomials in the entries of g. Then ch(U) is a
polynomial, and in fact ch(U) ∈ Λ(k). The next theorem summarizes some basic facts about
complex representations of GL(V ) and their characters.
Theorem 2.10 ([Ful97]).
(a) The character map ch : R(V )→ Λ(k) is a ring isomorphism.
(b) The irreducible polynomial representations of GL(V ) are ch−1 sλ(Xk) for λ such that
ℓ(λ) ≤ k. In particular, they all occur as submodules of T (V ).
Theorem 2.10(a) implies that R(V ) modulo the ideal spanned by all [ch−1 sλ(Xk)] for
λ 6⊆ (mk) is isomorphic to the ring Λm(k). In Section 5, we construct this quotient of R(V )
in a more natural way and use it to define an appropriate notion of character which naturally
maps into Λm(k).
2.4. Affine Stanley symmetric functions.
Definition 2.11.
(a) A sequence i1, . . . , ik in Z/nZ is cyclically decreasing if
(1) all its entries are distinct, and;
(2) whenever j and j + 1 both appear in the sequence, j + 1 appears before j.
(b) An affine permutation f is cyclically decreasing if f = si1 · · · sik for some cyclically de-
creasing sequence i1, . . . , ik.
Example 2.12. s1s0s3 ∈ S˜4 is cyclically decreasing, but s1s3s0 and s3s0s3 are not.
A factorization f = f1 · · · fp where f, f1, . . . , fp ∈ S˜0n is length-additive if ℓ(f) =
∑p
i=1 ℓ(fi).
Definition 2.13 ([Lam06]). The affine Stanley symmetric function of f ∈ S˜n is the power
series
F˜f =
∑
(f1,...,fp)
x
ℓ(f1)
1 · · ·x
ℓ(fp)
p
running over all length-additive factorizations τ− av(f)f = f1 · · · fp such that each fi is cycli-
cally decreasing.
Definition 2.13 is due to Lam [Lam06], who proved many basic properties about F˜f in-
cluding the non-obvious fact that F˜f ∈ Λ. When f ∈ 〈s1, . . . , sn−1〉 ≃ Sn, affine Stanley
symmetric functions agree with the symmetric functions introduced by Stanley in [Sta84]
(except that Stanley’s Gw is our F˜w−1). Observe that the coefficient of a squarefree monomial
in F˜f is the number of reduced words of f .
1For submodules U, U ′ ⊆ T (V ) it need not be the case that U⊕U ′ →֒ T (V ), but we will still write [U⊕U ′]
for [U ] + [U ′].
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For f ∈ Sn, the results of [EG87] imply that F˜f is Schur-positive, but this need not hold
for general affine f ; for instance, F˜5274 = s22 + s211 − s1111. However, it turns out that a
predictable subset of the Schur coefficients of F˜f are nonnegative.
Definition 2.14. Given f ∈ S˜n and 0 ≤ k ≤ n, define Gf,k = trunck,n−k F˜f ∈ Λn−k(k). We
usually suppress the dependence on k and simply write Gf .
Theorem 2.15 ([KLS13], Theorem 7.1). If f ∈ Bound(k, n), then Gf,k ∈ Λn−k(k) represents
the cohomology class of a positroid variety. In particular, it is Schur-positive and nonzero.
Let T = 〈τ〉. Since F˜f = F˜τf , it holds more generally that Gf,k is Schur-positive and
nonzero whenever f ∈ T Bound(k, n). Our next goal is to show that this is a necessary
condition: that if f /∈ T Bound(k, n), then Gf,k = 0.
Definition 2.16. The Rothe diagram of f ∈ S˜n is the set
D(f) = {(i, f(j)) ∈ Cn,n : i < j, f(i) > f(j)}.
Definition 2.17. The code of f ∈ S˜n is the sequence c(f) = (. . . , c1(f), . . . , cn(f), . . .) ∈ ZZ
where ci(f) = #{i < i′ : f(i) > f(i′)}. Note that c(f) is periodic with period n.
Example 2.18. We will draw diagrams in matrix coordinates, using  for points in D(f)
and · for points not in D(f). As a visual aid we also draw the graph of f , using × for its
members: the points in D(f) are then exactly those which are strictly left of and above an ×.
With these conventions,
D(5274) =
. . .
·  ·  × · · · · · ·
· × · · · · · · · · ·
· · ·  ·  × · · · ·
· · · × · · · · · · ·
· · · · ·  ·  × · ·
· · · · · × · · · · ·
· · · · · · ·  ·  ×
· · · · · · · × · · ·
. . .
Also, c(5274) = (. . . , 2, 0, 2, 0, . . .).
We note without proof some simple facts about these objects. Let ei denote the vector in
ZZ with 1 in position i and 0 elsewhere.
Proposition 2.19. For f ∈ S˜n and i ∈ Z, it holds that
(a) #D(f) = ℓ(f);
(b) D(f−1) is the transpose D(f)t of D(f);
(c) The size of row i of D(f) is ci(f);
(d) ℓ(fsi) < ℓ(f) if and only if ci(f) > ci+1(f), in which case c(fsi) = c(f)si − ei+1.
Let δ(f) ∈ ZZ be the vector with δi(f) = f(i)− i. Note that f ∈ T Bound(n) if and only
if max δ(f)−min δ(f) ≤ n.
Lemma 2.20. If f ∈ S˜0n, then max δ(f) = max c(f) and min δ(f) = −max c(f
−1).
Proof. The map f 7→ f−1 interchanges and negates the statistics max δ(f) and min δ(f), so
it suffices to show that max δ(f) = max c(f). Write f = w + nλ with w ∈ 〈s1, . . . , sn〉 and
λ ∈ ZZ, as per Proposition 2.2(b). We will prove
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(a) c(f)− δ(f) = c(f−1)w;
(b) if ci(f) = max c(f), then cw(i)(f
−1) = 0.
Indeed, suppose these hold. If ci(f) = max c(f), then (b) and (a) imply ci(f) = δi(f), so
max δ(f) ≥ max c(f). But by (a) the vector c(f) − δ(f) is nonnegative, so max δ(f) ≤
max c(f).
For (a), induct on ℓ(f). If ℓ(f) = 0 then both sides are the zero vector. Suppose ℓ(fsi) <
ℓ(f). One checks δ(f) = δ(fsi)si + ei − ei+1, which together with Proposition 2.19(d) gives
c(f)− δ(f) = (c(fsi)− δ(fsi))si + ei+1. (2)
By induction, the right-hand side of (2) is c(sif
−1)w+ ei+1, and the left-handed analogue of
Proposition 2.19(d) shows that this is equal to c(f−1)w.
For (b), suppose that cw(i)(f
−1) > 0, so there exists j > w(i) such that f−1(j) < f−1(w(i));
equivalently, such that j > f(i− λin) and f−1(j) < i− λin. Choose the j with this property
that maximizes f−1(j). Drawing a Rothe diagram makes clear the general fact that if a < b
and f(a) > f(b), then cb(f) < ca(f). For us, this implies that ci(f) = ci−λin(f) < cf−1(j)(f),
so ci(f) 6= max c(f). 
Theorem 2.21. Let f ∈ S˜n. Then f ∈ T Bound(k, n) if and only if every row of D(f) has
at most n− k cells and every column has at most k cells.
Proof. Set g = τk−av(f)f . Lemma 2.4 implies that f ∈ T Bound(k, n) if and only if g ∈
Bound(n). By definition, g ∈ Bound(n) if and only if 0 ≤ min δ(g) and max δ(g) ≤ n. Since
av(g) = k, Lemma 2.20 says min δ(g) = k −max c(g−1) and max δ(g) = k + max c(g). But
c(g) = c(f), so we conclude that f ∈ T Bound(k, n) if and only if max c(f−1) ≤ k and
max c(f) ≤ n− k, which is equivalent to the theorem by Proposition 2.19. 
The next two lemmas will allow us to deduce facts about F˜f from information about D(f).
Lemma 2.22 ([Lam06], Theorem 13). Let λmax be the partition whose columns are the
sorted column lengths of D(f). If mµ appears in the monomial expansion of F˜f with nonzero
coefficient, then µ ≤ λmax in dominance, and mλmax appears in F˜f with coefficient 1.
Let ω : Λ→ Λ be the usual involutive ring homomorphism defined by ω(sλ) = sλt , where
λt is the conjugate of λ. The map ω descends to a map Λn−k(k)→ Λk(n− k).
Lemma 2.23. For any 0 ≤ k ≤ n and f ∈ S˜n, we have ωGf,k = Gf−1,n−k.
Proof. Define two subspaces of Λ:
Λ(n) = 〈mλ : λ1 < n〉 = 〈sλ : λ1 < n〉
Λ(n) = 〈hλ : λ1 < n〉 = 〈eλ : λ1 < n〉.
Since mλ and hλ are dual under the usual Hall inner product 〈 , 〉 on Λ, the restriction of
this inner product to Λ(n) × Λ
(n) remains a perfect pairing, and so there is a unique linear
involution ω+ : Λ(n) → Λ(n) defined by the property 〈ω(f), ω+(g)〉 = 〈f, g〉 where f ∈ Λ(n)
and g ∈ Λ(n). Evidently F˜f ∈ Λ(n), and [Lam06, Theorem 15 and Proposition 17] prove that
F˜f−1 = ω
+F˜f .
It suffices to see that ω trunck,n−k = truncn−k,k ω
+. Take µ ⊆ (kn−k) and λ with λ1 < n.
The Jacobi-Trudi formula implies sµ ∈ Λ(µ1+ℓ(µ)) ⊆ Λ(n). Then 〈sµ, ω
+(sλ)〉 = 〈sµt , sλ〉 =
δλ,µt . It follows that
truncn−k,k ω
+(sλ) =
{
sλt if λ ⊆ [k]× [n− k]
0 otherwise
A REPRESENTATION-THEORETIC INTERPRETATION OF POSITROID CLASSES 9
as desired. 
Theorem 2.24. Gf,k 6= 0 if and only if f ∈ T Bound(k, n).
Proof. If f ∈ T Bound(k, n), then Gf 6= 0 by Theorem 2.15. Conversely, suppose f /∈
T Bound(k, n). By Theorem 2.21, there is a column of D(f) with more than k cells, or a
row with more than n − k cells. Assume for the moment that the first case holds. Letting
λmax be as in Lemma 2.22, we have ℓ(λmax) > k, so Lemma 2.22 implies
F˜f ∈ 〈mµ : µ ≤ λmax〉 = 〈sµ : µ ≤ λmax〉 ⊆ 〈sµ : λ(µ) > k〉 ⊆ ker trunck,n−k .
Now suppose D(f) has a row with more than n − k cells, or equivalently that D(f−1)
has a column with more than n − k cells. By the previous paragraph, Gf−1,n−k = 0, and
Lemma 2.23 then implies that Gf,k = 0 as well. 
3. Recurrences for affine Stanley symmetric functions
Our proof of Theorem 1.6 will be inductive, using a recursion which arises from the following
affine Chevalley formula. Given integers i < j and r, let crij be the number of times that r
occurs in [i, j) modulo n.
Theorem 3.1 ([LLMS10]). For any f ∈ S˜n and r ∈ Z,
s1F˜f =
∑
1≤i≤n
f⋖ftij
crij F˜ftij .
Define sets
Φ+(f, r) = {ftrj : r < j and f ⋖ ftrj}
Φ−(f, r) = {ftir : i < r and f ⋖ ftir}.
Since crij − c
r−1
ij equals ±1 if ftij ∈ Φ
±(f, r) and 0 otherwise, subtracting two instances of
Theorem 3.1 gives the next corollary.
Corollary 3.2. For any f ∈ S˜n and r ∈ Z,∑
g∈Φ−(f,r)
F˜g =
∑
g∈Φ+(f,r)
F˜g.
We call Corollary 3.2 the (affine) transition formula, since it is an analogue of the transition
formula of Lascoux and Schu¨tzenberger [LS85] for Schubert polynomials and ordinary Stanley
symmetric functions; for a combinatorial proof of Corollary 3.2, see [LS06].
Next we record truncated versions of the preceding two identities. For r ∈ Z, define sets
BΦ±(f, r) = Φ±(f, r) ∩ Bound(k, n)
BCovr(f) = {(i, j) ∈ [n]× Z : c
r
ij 6= 0 and f ⋖ ftij ∈ Bound(n)}.
Lemma 3.3. If f ∈ Bound(n) and (i, j) ∈ BCovr(f) for some r, then j − i < n.
Proof. If j − i > n, then (ftij)(i) = f(j) ≥ j > i + n, so ftij is not bounded. No inversion
(i, j) of an affine permutation can have j ≡ i (mod n), so we conclude j − i < n. 
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Proposition 3.4. For f ∈ Bound(k, n) and any r ∈ Z, the following two identities hold in
Λn−k(k):
s1Gf =
∑
(i,j)∈BCovr(f)
Gftij (a)∑
g∈BΦ−(f,r)
Gg =
∑
g∈BΦ+(f,r)
Gg. (b)
Proof. Part (b) follows from part (a) just as Corollary 3.2 follows from Theorem 3.1. As for
part (a), Theorems 3.1 and 2.24 show that
s1Gf =
∑
(i,j)
crijGftij
where (i, j) runs over i < j such that f ⋖ ftij and ftij ∈ T Bound(k, n). Since av(f) = k,
Lemma 2.4 shows that in fact ftij ∈ T Bound(k, n) is equivalent to ftij ∈ Bound(k, n), so we
can assume (i, j) ∈ BCovr(f). Now Lemma 3.3 implies cijr = 1. 
The maximal inversion of f ∈ Bound(k, n) is the lexicographically maximal pair (r, s)
with 1 ≤ r < s ≤ n and f(r) > f(s). If no such pair exists, we say f is 0-Grassmannian.
Equivalently, the descent set Des(f) = {i ∈ Z : f(i) > f(i+ 1)} is contained in 0 + nZ.
Definition 3.5. The bounded affine Lascoux-Schu¨tzenberger (L-S) tree of f is a rooted tree
whose vertices are labeled by elements of Bound(k, n) and whose edges are labeled by + or
−, defined as follows:
• The root of the tree is f ;
• If a vertex g is 0-Grassmannian, then g has no children;
• If g is not 0-Grassmannian, then g has children BΦ−(ftrs, r) (via edges labeled +)
and BΦ+(ftrs, r) \ {f} (via edges labeled −).
The maximality of (r, s) implies that f ⋖ ftrs, and hence f ∈ BΦ+(ftrs, r). Applying
Proposition 3.4 to ftrs and solving for Gf on the right-hand side yields the next proposition.
Proposition 3.6. If g is any non-leaf vertex of a bounded affine L-S tree, then Gg =∑
h+ Gh+ −
∑
h− Gh− where h
+ and h− run over the children of g connected by edges la-
beled + and − respectively.
Theorem 3.7. The bounded affine L-S tree of any f ∈ Bound(k, n) is finite.
Proof. Let wf denote the word f(1) · · · f(n), and write ℓ(wf ) for the number of inversions in
wf (which may be less than ℓ(f)). Write <lex for lexicographic order on Z
n. We claim that if
g is a child of f , then either ℓ(wg) < ℓ(wf ), or ℓ(wg) = ℓ(wf ) and g >lex f . Since Bound(k, n)
is finite, this will imply that every sufficiently long path from the root encounters a vertex h
with ℓ(wh) = 0, which by definition is a leaf.
To prove the claim, first consider two cases:
(i) g = ftrstjr ∈ BΦ−(ftrs) and 1 ≤ j < r: Here wg is obtained from wf by replacing the
subsequence f(j), f(r), f(s) with f(s), f(j), f(r). Since j, r, s ∈ [n], the Bruhat cover
relations ftrs ⋖ f, g imply that ℓ(wg) = ℓ(wf ). They also imply f(j) < f(s) < f(r), so
wg >lex wf .
(ii) g = ftrstjr ∈ BΦ−(ftrs) and j < 1: Let us see that ℓ(wg) = ℓ(wf ) − 1. Suppose
p < q, f(p) > f(q) is an inversion of f ; we may assume q ∈ [n]. Boundedness implies
1 ≤ q ≤ f(q) < f(p) ≤ p+ n, hence p ≥ −n+ 1. Thus, ℓ(f) counts the inversions in the
word f(−n+ 1) · · · f(0)f(1) · · · f(n) which end at a position q ≥ 1, while ℓ(wf ) counts
the subset starting at a position p ≥ 1. In passing from f to g, we lose the inversion in
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positions 1 ≤ r < s ≤ n, gain an inversion in positions j < 1 ≤ s, and preserve all other
inversions, so we conclude that ℓ(wg) = ℓ(wf )− 1.
The arguments for g = ftrstrj ∈ BΦ−(ftrs) are similar, with the cases j < s and j > s
corresponding to (i) and (ii) respectively. 
If f ∈ Bound(k, n) is 0-Grassmannian, then f = a1 · · · an−kb1 · · · bk where
1 ≤ a1 < · · · < an−k ≤ n < b1 < · · · < bk ≤ 2n
and {b1−n, . . . , bk − n} = [n] \ {a1, . . . , ak}. Thus, fτ−k is in Sn and has descent set k+nZ;
that is, it is a k-Grassmannian permutation. Recall that the shape of a k-Grassmannian
permutation w is the partition obtained by sorting c(w), or whose Young diagram is obtained
by deleting empty rows and columns in D(w). Define the shape λ(f) of a 0-Grassmannian
f ∈ Bound(k, n) to be the shape of fτ−k.
Lemma 3.8. If f ∈ Bound(k, n) is 0-Grassmannian, then Gf = s¯λ(f).
Proof. It is well-known that if w ∈ Sn is Grassmannian of shape λ, then the ordinary Stanley
symmetric function Fw = F˜w is the Schur function sλ (by [Sta84, Theorem 4.1], for instance).
Hence F˜f = F˜w = sλ. 
If π is a path in a graph with edges labeled by ±, let sgn(π) be the product of the edge
labels.
Theorem 3.9. Given a vertex g of the bounded affine L-S tree of f ∈ Bound(k, n), let πg
denote the unique path from the root f to g. Then
Gf =
∑
g
sgn(πg)sλ(g)
where g runs over the leaves of the tree.
Remark 3.10. We are abusing notation slightly by conflating vertices of the L-S tree with
their labels: it is possible for different vertices to have the same label.
Proof. The sum makes sense by Theorem 3.7, and applying induction to Proposition 3.6 with
Lemma 3.8 gives the result. 
When f ∈ Sn, the bounded affine L-S tree reduces to the transition tree of [LS85]. Indeed,
in this case Φ+(ftrs, r) = {f}, so the L-S tree has no edges labeled −, and Theorem 3.9
exhibits Gf (and in fact F˜f ) as Schur-positive. In the general affine case the Schur-positivity
of Gf is not clear from Theorem 3.9, but that recurrence is still a much more effective means
of computing Gf than the definition in terms of cyclically decreasing factorizations. The
truncation is essential here: it is not clear if there is any analogue of maximal inversion which
can be used to construct a usefully terminating recursion for F˜f from Corollary 3.2.
4. Generalized Schur modules
Let SD denote the group of permutations of a finite set D. Given a set partition π of D,
let stbπ ⊆ SD be the stabilizer of π under the action of SD on all partitions of D. The Young
symmetrizer associated to a pair of partitions πR, πC of D is an element of the group algebra
C[SD]:
yπR,πC =
∑
p∈stbπR
q∈stbπC
sgn(q)qp.
Fix a finite-dimensional complex vector space V . Say D is a set with d elements. Let
V ⊗D denote the d-fold tensor product of V with itself, where we think of the tensor factors
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as labeled by elements of D rather than [d] (alternatively, define V ⊗D to be the space of
multilinear functions (V ∗)D → C, where (V ∗)D is the space of functions D → V ∗). The
space V ⊗D is naturally a right SD-module and a left GL(V )-module, and these two actions
commute.
Definition 4.1. The (generalized) Schur module for GL(V ) associated to a pair of partitions
πR, πC of a finite set D is the left GL(V )-module V [πR, πC ] := V
⊗DyπR,πC .
A diagram is a finite subset of Z2, or more generally of Z2 modulo some equivalence relation.
It is common to label generalized Schur modules by diagrams, as follows. The ith row of a
diagram D is {(i, j) ∈ D : j ∈ Z}, and the row partition of D is
πR = {{(i, j) ∈ D : j ∈ Z} : i ∈ Z}.
Define the columns and column partition πC of D analogously. The Schur module of D is
now V [D] := V [πR, πC ]. This definition is (essentially) due to James and Peel in [JP79]. The
next lemma shows that every nonzero Schur module arises from a diagram.
Lemma 4.2. Suppose πR and πC are partitions of D. Define a function ι : D → πR× πC by
letting ι(x) be the unique pair of blocks (b, b′) such that x ∈ b ∩ b′. Observe that ι is injective
if and only if every pair b ∈ πR, b′ ∈ πC satisfies #(b ∩ b′) ≤ 1.
(a) If ι is not injective, then V [πR, πC ] = 0.
(b) Suppose ι is injective. Numbering the blocks of πR and πC identifies ι(D) ⊆ πR×πC with
a diagram in Z2, and V [πR, πC ] = V [ι(D)].
Proof. (a) Say ι(x) = ι(y) and x 6= y. Then stb(πR) ∩ stb(πC) contains the transposition
t := (x y). The equations∑
q∈stb(πC)
sgn(q)tq =
∑
q∈stb(πC)
sgn(q)qt = −
∑
q∈stb(πC)
sgn(q)q and
∑
p∈stb(πR)
tp =
∑
p∈stb(πR)
p
imply that yπR,πC = tyπR,πC = −yπR,πC , so yπR,πC = 0.
(b) If ι is injective, the pair of partitions associated to the diagram ι(D) is ι(πR), ι(πC), so
V [ι(D)] = V [πR, πC ].

With Lemma 4.2 in mind, we will now index Schur modules by diagrams. Write R(D)
and C(D) for the subgroups of SD stabilizing the associated partitions πR and πC , and yD
for the corresponding Young symmetrizer. Although Lemma 4.2 shows that one can always
use ordinary diagrams in Z2 for this purpose, for us it will frequently be more natural to
consider cylindric diagrams instead, i.e. finite subsets of some cylinder Ck,m. In this language,
Lemma 4.2 takes the following form. Let ρ : Ck,m → Z
2/(kZ×mZ) denote the quotient map
from the (k,m)-cylinder to the (k,m)-torus. Call a cylindric diagram D ⊆ Ck,m toric if ρ is
injective on D.
Lemma 4.3. Let D be a cylindric diagram.
(a) If D is not toric, then V [D] = 0.
(b) If D is toric, then V [D] ≃ V [ρ(D)].
Proof. Observe that D is toric if and only if a row and column of D never intersect in more
than one cell, and apply Lemma 4.2. 
Definition 4.4. Suppose D is toric. If (i+ kZ)× (j+mZ) intersects D, write (i, j)D for the
unique point of intersection; if not, we will say D does not contain (i, j)D. More generally,
for a subset A ⊆ Cm,n we will say that A meets D if A+mZ× nZ intersects D. For a single
point p, we say D meets p to mean D meets {p}.
A REPRESENTATION-THEORETIC INTERPRETATION OF POSITROID CLASSES 13
Classically, Schur modules for GL(V ) are the modules V [D] where D runs over Young
diagrams of partitions λ with ℓ(λ) ≤ dimV . As per Theorem 2.10, it is a basic fact that (over
C) these form a complete and irredundant set of irreducible polynomial representations of
GL(V ) and that chV [λ] is the Schur polynomial sλ(x1, . . . , xk). When one allows arbitrary
diagrams D, the modules V [D] need not be irreducible any longer, and it is an interesting
open problem to find combinatorial descriptions of the multiplicities of irreducible submodules
of V [D] for general D.
Upon fixing a basis e1, . . . , ek of V , fillings of D by [k] naturally index a basis of V
⊗D.
That is, to each filling T : D → [k] we associate the pure tensor eT :=
⊗
x∈D eT (x), where the
tensor product is taken in some fixed order.
Example 4.5. Let
D =
 · 
·  ·
= {(1, 1), (2, 2), (1, 3)}.
Let  = (1, 1) and ′ = (1, 3). Then C(D) is trivial, while R(D) = {1, ( ′)}, so yD =
1 + ( ′).
In this example, take dim V = 2, and define
α =
1 · 1
· 1 ·
β =
2 · 2
· 2 ·
γ =
1 · 1
· 2 ·
δ =
2 · 2
· 1 ·
ǫ =
1 · 2
· 1 ·
+
2 · 1
· 1 ·
ζ =
1 · 2
· 2 ·
+
2 · 1
· 2 ·
Here we are identifying fillings T with the corresponding tensors eT ∈ V ⊗D. It is clear that
{α, β, γ, δ, ǫ, ζ} form a basis for V [D], so chV [D] = x31 + x
3
2 + 2x
2
1x2 + 2x1x
2
2 = s3 + s21, and
we conclude V [D] ≃ V [3] ⊕ V [21]. More explicitly, α, β, γ + ǫ, δ + ζ span the submodule of
V [D] consisting of symmetric tensors, which is isomorphic to V [3] ≃ Sym3(C2). One can
check that in the direct sum decomposition,
V [D] = 〈α, β, γ + ǫ, δ + ζ〉 ⊕ 〈ǫ− 2δ, ζ − 2γ〉,
the second summand is GL(V )-invariant and isomorphic to the other simple factor V [21].
Take two ordinary diagrams D,D′ ⊆ Z2. We say D and D′ are equivalent if they are
conjugate under the left action of SZ × SZ on Z2. Define a new diagram D ∗ D′ = D ∪
{(i +N, j +N) : (i, j) ∈ D′}, where N is sufficiently large that this union is disjoint. Up to
equivalence, D ∗D′ does not depend on the choice of N . One can define equivalence for toric
diagrams by replacing SZ × SZ with S˜k × S˜m.
Proposition 4.6.
(a) If D and D′ are equivalent, then V [D] ≃ V [D′].
(b) V [D ∗D′] ≃ V [D]⊗ V [D′], and chV [D ∗D′] = (chV [D])(chV [D′]).
Proof.
(a) The cells of equivalent diagrams are in bijection, and this bijection respects the relevant
partitions of cells into rows and columns.
(b) Identifying D′ with the corresponding subdiagram of D ∗ D′, we have yD∗D′ = yDyD′ ,
and then
V [D ∗D′] = V ⊗D∗D
′
yD∗D′ = V
⊗D∗D′yDyD′ ≃ (V
⊗D ⊗ V ⊗D
′
)yDyD′
= V ⊗DyD ⊗ V
⊗D′yD′ = V [D]⊗ V [D
′].

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The next lemma is a key tool for decomposing Schur modules of diagrams. Given two
ordered pairs x = (i, j) and x′ = (i′, j′), write x|x′ = (i, j′). Given a cylindric diagram D and
ordered pairs x, x′, define a function Rx
′
x : D → Cm,n as follows:
• If p 6≡ i (mod m) then Rx
′
x fixes (p, q)D;
• If D contains (i, q)D and (i
′, q)D, then R
x′
x fixes (i, q)D;
• If (i, q)D = (i, q + pn) and D does not contain (i′, q)D, then Rx
′
x (i, q)D = (i
′, q + pn).
Now let Rx
′
x D be the image of D under R
x′
x . Define C
x′
x D by modifying columns j and
j′ analogously. We call the operators Rx
′
x and C
x′
x James-Peel moves. We make the same
definitions for ordinary diagrams, taking (i, j)D to mean (i, j). The next proposition is clear
from the definitions.
Proposition 4.7. If D is toric, then so are Rx
′
x D and C
x′
x D, and these James-Peel moves
commute with the quotient map ρ.
Remark 4.8. For simplicity, the results involving James-Peel moves that follow have been
phrased for ordinary diagrams. However, Lemma 4.3 and Proposition 4.7 show that one
could just as well state them for toric diagrams by replacing “intersects” with “meets” (see
Definition 4.4), and we will take this point of view in Section 6.
Lemma 4.9. Let D be a diagram, and x, x′ any two points in Z. Then V [Cx
′
x D] ⊆ V [D],
and there exists a surjective homomorphism φx
′
x : V [D] ։ V [R
x′
x D]. If moreover x, x
′ ∈ D
but x|x′, x′|x /∈ D, then V [Cx
′
x D] ⊆ kerφ
x′
x ; in particular, over C one has
V [Rx
′
x D]⊕ V [C
x′
x D] →֒ V [D].
Proof. The same statement for the Specht modules C[SD]yD appears as [JP79, Theorem 2.4];
the proof given there operates entirely on the level of the Young symmetrizers yD, so it applies
just as well to Schur modules. 
Example 4.10. Let
D =
  · ·
 ·  ·
= {(1, 1), (1, 2), (2, 1), (2, 3)}.
Then
R
(2,3)
(1,2)D =
 · · ·
   ·
and C
(2,3)
(1,2)D =
 ·  ·
 ·  ·
Since (1, 2), (2, 3) ∈ D but (1, 3), (2, 2) /∈ D, Lemma 4.9 and Proposition 4.6(a) imply V [31]⊕
V [22] →֒ V [D]. In fact, this injection is an isomorphism: D is equivalent to the skew shape
(3, 2) \ (1) and s32\1 = s31 + s22.
We will not need to know an exact definition for the surjections in Lemma 4.9, but we will
need to know how they restrict to submodules of the form V [Cy
′
y D].
Lemma 4.11 ([BP14], Lemma 3.3). Let D be a diagram and x, x′, y, y′ ∈ Z2. Consider the
two surjections
φx
′
x : V [D]։ V [R
x′
x D]
φ˜x
′
x : V [C
y′
y D]։ V [R
x′
x C
y′
y D]
given by Lemma 4.9.
(a) Rx
′
x C
y′
y D 6= C
y′
y R
x′
x D if and only if x|y, x
′|y′ ∈ D but not x|y′, x′|y /∈ D, or x|y′, x′|y ∈ D
but x|y, x′|y′ /∈;
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(b) If Rx
′
x C
y′
y D = C
y′
y R
x′
x D, then φ˜
x′
x is the restriction of φ
x′
x to V [C
y′
y D] ⊆ V [D], so
φx
′
x V [C
y′
y D] = V [R
x′
x C
y′
y D];
(c) If Rx
′
x C
y′
y D 6= C
y′
y R
x′
x D, then φ
x′
x V [C
y′
y D] = 0.
Pictorially, the condition in Lemma 4.11(a) says that the intersection of D with the two
rows of x, x′ and the two columns of y, y′ is either
× ·
· ×
or
· ×
× ·
. Write Dx→y for
RyxC
y
xD; we will only use this notation when R
y
xC
y
xD = C
y
xR
y
xD.
The next definition and lemma can be thought of as a generalization of Pieri’s rule for
computing the Schur expansion of s1sλ. A subset ∆ ⊆ Z2 is a transversal if no two of its points
are in the same row or column. For two sets X,Y ⊆ Z2, define X |Y = {x|y : x ∈ X, y ∈ Y }.
Definition 4.12. A corner configuration for a diagram D is a pair (a,∆) where ∆ ⊆ Z2 is a
totally ordered set, a ∈ Z2, and:
(a) {a} ∪∆ is a transversal disjoint from D;
(b) {a}|∆ and ∆|{a} are disjoint from D;
(c) If x < y are in ∆, then y|x ∈ D.
Up to taking duals, the next lemma appears as [Liu16, Proposition 3.2].
Lemma 4.13. If (a,∆) is a corner configuration for D, then⊕
x∈∆
V [(D ∪ {a})a→x] →֒ V [ ∗D].
Example 4.14. Recall that the outside corners of a Young diagram D = λ are the points
which can be added to λ to obtain another Young diagram. If ∆ is the set of outside corners
ordered from top to bottom, and a is any point not in the row or column of a cell of λ, then
(a,∆) is a corner configuration for λ. Lemma 4.13 then recovers Pieri’s rule for s1sλ, except
that one does not know a priori that the injection is an isomorphism. In general, Lemma 4.13
allows a to share a row or column with a cell of D, in which case (D ∪ {a})a→x may differ
from D ∪ {x}.
Unfortunately, Lemma 4.13 is too weak for our purposes. Our goal is to show that
chV [D(f)] satisfies the same bounded affine L-S recurrence (Proposition 3.6) as Gf . When
f ∈ Sn, there are no minus signs on the right-hand side of Proposition 3.6, and one can indeed
obtain the desired Schur module analogue by applying Lemma 4.13 to an appropriate corner
configuration [BP14]. When there are minus signs in the bounded affine L-S tree this would
make no sense, so instead we prove a Schur module version of Proposition 3.4(a). However,
the sum in Proposition 3.4(a) has many more terms than the ones in Proposition 3.6, and
they can be thought of as arising from multiple, interacting corner configurations, as in the
next definition.
Definition 4.15. A system of corner configurations for a diagram D is a finite totally or-
dered set K of corner configurations such that {a : (a,∆) ∈ K} is a transversal, and for all
(a,∆a), (b,∆b) ∈ K,
(a) {a} ∪∆b is a transversal;
(b) If (a,∆a) < (b,∆b) and x ∈ ∆a, y ∈ ∆b, then {b, y}|{a, x} intersects D.
Lemma 4.16. Let K be a system of corner configurations for a diagram D. Then⊕
(a,∆)∈K
x∈∆
V [(D ∪ a)a→x] →֒ V [ ∗D].
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Proof. Let A = {a : (a,∆) ∈ K} and for a ∈ A, let ∆a be such that (a,∆a) ∈ K. The set A
inherits a total order from the total order on ∆. Write < for the lexicographic ordering on
pairs (a, x) with a ∈ ∆a and x ∈ ∆a, with ⋖ being its covering relation. We will construct
a filtration of V [D ∗ ] by modules Nyb for b ∈ A and y ∈ ∆b, ordered by ⋖, such that if
(b′, y′)⋖ (b, y), then there is a surjective homomorphism Nyb /N
y′
b′ ։ V [(D ∪ b)b→y]. Since we
are working over C, this will prove the lemma. Write E = D ∗ , and define
Nyb =
∑
(a,x)≤(b,y)
V [CxaC
a

E].
By Lemma 4.9, this is a submodule of V [E].
Let φb

: V [E] ։ V [Rb

E] and φyb : V [R
b

E] ։ V [RybR
b

E] be the surjections given by
Lemma 4.9. We now show that
φybφ
b

V [CxaC
a

E] =
{
V [(D ∪ b)b→y ] if (a, x) = (b, y)
0 if (a, x) < (b, y)
.
This will prove the lemma, since it shows that φb

φyb descends to a surjection N
y
b /N
y′
b′ ։
V [(D ∪ b)b→y] where (b′, y′)⋖ (b, y).
The key point is that by Lemma 4.11, either:
(i) both of the R operators in the expression RybR
b

CxaC
a

E commute past both of the C
operators and φybφ
b

V [CxaC
a

E] = V [RybR
b

CxaC
a

E], or;
(ii) one of the R’s fails to commute with one of the C’s and φb

φybV [C
x
aC
a

E] = 0.
What we need to see is that (i) holds if (a, x) = (b, y), while (ii) holds if (a, x) < (b, y).
First consider the case (a, x) = (b, y). According to Lemma 4.11, Rb

CybC
b

E 6= CybR
b

Cb

E
if and only if |b, b|y ∈ Cb

E and |y, b|b /∈ Cb

E, or |b, b|y /∈ Cb

E and |y, b|b ∈ Cb

E. Since
Cb

E contains |b but not b|y (the latter by Definition 4.12(b)), this condition does not hold.
Thus Rb

Cyb C
b

E = CybR
b

Cb

E. The remaining arguments are similar:
• To conclude Rb

Cb

E = Cb

Rb

E, use that E contains  but not b (because A is
disjoint from D).
• To conclude RybC
y
bC
b

Rb

E = CybR
y
bC
b

Rb

E, use that Cb

Rb

E contains b but not y
(because ∆b is disjoint from D).
• To conclude RybC
b

Rb

E = Cb

RybR
b

E, use that Rb

E contains b| but not y|b (by
Definition 4.12(b)).
Therefore case (i) holds, meaning
φybφ
b

V [CxaC
a

E] = V [RybR
b

CybC
b

E] = V [(D ∪ b)b→y]
as desired.
Now suppose (a, x) < (b, y). Our goal is to see that case (ii) above holds.
(1) Certainly |a ∈ Ca

E, while |x /∈ Ca

E because {a}∪∆a is a transversal. Thus if b|x ∈ D
and b|a /∈ D, we can conclude that Rb

CxaC
a

E 6= CxaR
b

Ca

E, so that we are in case (ii).
Otherwise, if b|a ∈ D, proceed to (2), while if b|a /∈ D and b|x /∈ D, proceed to (3).
(2) We can now assume that Rb

CxaC
a

E = CxaR
b

Ca

E and b|a ∈ D. Since E contains |
and b|a but not |a or b|, we conclude that Rb

Ca

E 6= Ca

Rb

E, so we are in case (ii).
(3) We can now assume that
Rb

CxaC
a

E = CxaR
b

Ca

E = CxaC
a

Rb

E.
and that b|a, b|x /∈ D. Suppose for the moment that y|a /∈ D and y|x ∈ D. Then Rb

Ca

E
contains b|a and y|x, but not y|a or b|x (because y|a, b|x /∈ D and {a, y} and {b, x} are
transversals). This implies RybC
x
aR
b

Ca

E 6= CxaR
y
bR
b

Ca

E, so we are in case (ii). If
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instead y|a ∈ D, proceed to (4). The final possibility, that y|a /∈ D and y|x /∈ D, cannot
happen by Definition 4.15(c).
(4) We can now assume that RybC
x
aC
a

Rb

E = CxaR
y
bC
a

Rb

E and y|a ∈ D while b|a /∈ D.
Certainly b| ∈ Rb

E, and since {y, b} is a transversal we have y| /∈ Rb

E. We conclude
that CxaR
y
bC
a

Rb

E 6= CxaC
a

RybR
b

E, so we are in case (ii).

We end this section with a lemma giving bounds on the partitions appearing in the ir-
reducible decomposition of V [D]. Let λmin (resp. λmax) be the partition whose row (resp.
column) lengths are the sorted row (resp. column) lengths of D.
Lemma 4.17. If 0 6= V [µ] →֒ V [D], then λmin ≤ µ ≤ λmax in dominance order. If V [λmax]
is nonzero, it is an irreducible factor of V [D] of multiplicity one, and likewise for V [λmin].
Proof. Let S[D] denote the Specht module C[SD]yD. According to [BP14, Lemma 3.11], if
S[µ] →֒ S[D] then λmin ≤ µ ≤ λmax, and S[λmin] and S[λmax] appear in S[D] with multiplicity
one. Since V [D] ≃ V ⊗D ⊗C[SD] S[D], one concludes the same for Schur modules modulo the
issue that V [µ] may be zero. 
Corollary 4.18. If D is an ordinary diagram, V [D] is nonzero if and only if every column
of D has at most k = dimV cells.
Proof. SupposeD has a column with more than k cells. Then any filling T : D → [k] must have
T () = T (′) for distinct cells  and ′ in the same column of D. Set t = ( ′) ∈ C(D).
Since eT t = eT while tyD = −yD, we see eT yD = 0, so V [D] = V
⊗DyD = 0.
Conversely, if all columns of D have at most k cells, then ℓ(λmax) ≤ k. The Schur module
V [µ] is nonzero if and only if ℓ(µ) ≤ dim V , for instance because sµ(x1, . . . , xk) is nonzero if
and only if ℓ(µ) ≤ k. By Lemma 4.17, V [λmax] →֒ V [D]. 
5. Truncated Schur modules
We will show that Gf = trunck,n−k chV [D(f)], but this phrasing of Theorem 1.6 puts an
extra conceptual step between Gf and the representation V [D(f)]. In this section we modify
the notion of Schur module in a way that does not require any knowledge of irreducible
decompositions, and provides a natural reason to view the associated characters as members
of Λn−k(k).
Fix a complex vector space V . Say a degree d tensor x ∈ T (V ) is ℓ-symmetric if the
stabilizer of x under the right action of Sd contains the subgroup of Sd stabilizing some ℓ-
subset of [d]. Equivalently, viewing x as a d-linear form on V ∗, it is symmetric in at least ℓ of
its arguments. Given an integer m ≥ 0, define I(m) to be the span of all (m+ 1)-symmetric
tensors. Observe that I(m) is a GL(V )-stable two-sided ideal.
We now proceed as in Section 2.3. Define Rm(V ) as the Grothendieck group of finite-
dimensional GL(V )-submodules of T (V )/I(m). Let µ : T (V )/I(m)⊗T (V )/I(m)→ T (V )/I(m)
be multiplication in T (V )/I(m). Define the truncated tensor product of submodules U
and W of T (V )/I(m) to be U⊗¯W = µ(U,W ), and extend this definition by bilinearity
to the case where U and W are direct sums of submodules of T (V )/I(m). The oper-
ation ⊗¯ makes Rm(V ) into a ring. Define the truncated character of [W ] ∈ Rm(V ) as
ch(W ) := trunck,m ch(W ) ∈ Λm(k).
Lemma 5.1. The ideal I(m) is the sum of all simple GL(V )-submodules of T (V ) isomorphic
to V [λ] where λ1 > m.
18 BRENDAN PAWLOWSKI
Proof. Suppose U ≃ V [λ] is a simple submodule of T (V ) and λ1 > m. Let F be the filling of
λ labelling every cell in row i with i, and identify eF ∈ V [λ] with a member of U . Since eF
is symmetric under permutations of the cells of λ in the first row, it is in U ∩ I(m). Because
I(m) is GL(V )-stable and U is simple, U = GL(V )eF ⊆ I(m).
Conversely, we must see that every simple submodule V [λ] →֒ I(m) has λ1 > m. For
a fixed (m + 1)-set K ⊆ N, the space IdK(m) of degree d ≥ m + 1 tensors symmetric in
positions I is isomorphic as a GL(V )-module to Symm+1(V ) ⊗ V ⊗d−m−1. It is easy to see
that Symm+1(V ) is the Schur module V [m+ 1], so the character of Symm+1(V )⊗ V ⊗d−m−1
is sm+1s
d−m−1
1 . The Pieri rule shows that every Schur term sλ in sm+1s
d−m−1
1 has λ1 > m.
Since I(m) is the sum of all the IdK(m), the same holds whenever V [λ] →֒ I(m). 
Proposition 5.2. Let π be the map R(V )→ Rm(V ) induced by the quotient map T (V )→
T (V )/I(m). Then π is surjective with kernel span{[V [λ]] : λ 6⊆ (mk)}, the truncated character
map is a ring isomorphism, and the following diagram commutes:
R(V )
ch
−−−−→ Λ(k)yπ ytrunck,m
Rm(V )
ch
−−−−→ Λm(k)
Proof. By definition, π is surjective and the diagram commutes. IfW is a submodule of T (V ),
then π([W ]) = 0 if and only if W ⊆ I(m), so the claim about kerπ follows from Lemma 5.1.
Given π([U ]), π([W ]) ∈ Rm(V ), where [U ], [W ] ∈ R(V ), we have π([U ])⊗¯π([W ]) = π([U ] ⊗
[W ]) because T (V )→ T (V )/I(m) is a ring homomorphism. But then
ch(π([U ])⊗¯π([W ])) = chπ([U ⊗W ]) = trunck,m ch([U ⊗W ])
= trunck,m(chU) trunck,m(chW ) = ch(π[U ]) ch(π[W ]),
so ch is a ring homomorphism. Finally, ch is an isomorphism because ch maps kerπ isomor-
phically onto ker trunck,m. 
Now let D be a diagram. The set of (m + 1)-symmetric tensors in V ⊗D is preserved by
the right action of SD, so letting ID(m) denote their span, there is still a right action of SD
on V ⊗D/ID(m).
Definition 5.3. The truncated Schur module Vm[D] is (V
⊗D/ID(m))yD, where yD ∈ SD is
the Young symmetrizer of D.
Clearly [Vm[D]] = π[V [D]] where π : R(V )→ Rm(V ) is the map from Proposition 5.2.
The next lemma is a partial analogue of Corollary 4.18 for truncated Schur modules.
Lemma 5.4.
(a) If a column of D has more than k = dimV cells, then Vm[D] = 0.
(b) If a row of D has more than m cells, then Vm[D] = 0.
(c) If D is contained in a k ×m rectangle, then Vm[D] ≃ V [D].
Remark 5.5. It is not true that Vm[D] 6= 0 if and only if every column of D has at most k
cells and every row has at most m cells. For instance, if D = {(1, 1), (2, 2)} and k = 1, then
V1[D] = 0.
Proof.
(a) This follows from Corollary 4.18.
(b) Suppose D has a row with more than m cells. Then (λmin)1 > m, so if λmin ≤ µ then
µ1 > m also. Lemma 4.17 and Proposition 5.2 then show Vm[D] = 0.
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(c) If D is contained in a k × m rectangle, so are λmin and λmax, and therefore so is any
µ such that 0 6= V [µ] →֒ V [D], by Lemma 4.17. This implies V [D] ∩ ID(m) = 0, so
V [D] ≃ Vm[D].

6. Schur modules of Rothe diagrams
With the technical tools of Section 4 in hand we can now prove Theorem 1.6, which we
will view from the perspective of Section 5. Recall that D(f) denotes the Rothe diagram of
an affine permutation f .
Theorem 6.1. For any f ∈ Bound(k, n), it holds that Gf = chVn−k[D(f)] where dimV = k.
To apply the results of Section 4 we need the next lemma.
Lemma 6.2. If f ∈ T Bound(n), then D(f) is toric.
Proof. Suppose D(f) is not toric, so that there exist (i, f(j)), (i, f(j) + pn) ∈ D(f) where
p > 0. This means f(i) > f(j) + pn > f(j) and i < j < j + pn, so f(i)− i > f(j) + pn − j,
implying f /∈ T Bound(n). 
Fix r ∈ [n] and f ∈ T Bound(n), and let f i = (i, f(i)) ∈ Cn,n. Define for each i ∈ Z a set
∆i = {f
j ∈ Cn,n : (i, j) ∈ BCovr(f)}.
Order ∆i by column index, so f
j < f j
′
if f(j) < f(j′).
Lemma 6.3. For i ∈ [n], the pair (f i,∆i) is a corner configuration for D(f).
Proof. We take the three parts of Definition 4.12 one at a time.
(a) Take distinct cells f j , f j
′
∈ ∆i. Lemma 3.3 implies 0 < j − i, j′ − i < n, which means
i, j, j′ are all distinct modulo n. Thus, none of f j , f j
′
, or f i can share a row or column
index, meaning that {f i} ∪ ∆i is a transversal. If D(f) contained a cell (q, f(q) + pn)
then (q, q + pn) would be an inversion of f , which is impossible, so D(f) does not meet
{f i} ∪∆i.
(b) Suppose (i, f(j) + pn) ∈ D(f) for some p, so i < j + pn and f(i) > f(j) + pn. Since
f(i) < f(j), it must be the case that p < 0. But then i < j + pn ≤ j − n, which
contradicts Lemma 3.3. If (j, f(i) + pn) ∈ D(f), then j < i + pn implies p > 0, so
f(j) > f(i) + pn > f(i), which cannot happen since f < ftij . Thus D(f) does not meet
{f i}|∆i or ∆i|{f i}.
(c) Say f(j) < f(j′). The fact that ℓ(ftij) = ℓ(ftij′ ) = ℓ(f) + 1 then forces j
′ < j, so
f j
′
|f j = (j′, f(j)) is in D(f) as desired.

Now define K = {(f i,∆i) : i ∈ [n] and ∆i 6= ∅}. Let ≺ be the total order on [n] such that
• r + 1, . . . , n ≺ 1, . . . , r, and;
• if r is not between i and i′, then i ≺ i′ if and only if f(i) < f(i′).
Order K so that (f i,∆i) < (f i
′
,∆i′ ) if and only if i ≺ i′.
Lemma 6.4. The set K forms a system of corner configurations for D(f).
Proof. Again we deal with parts (a) and (b) of Definition 4.15 separately. Take (f i,∆i) and
(f i
′
,∆i′) in K.
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(a) Lemma 6.3 shows that (f i,∆i) is a corner configuration, so we only need to show that
f i is not in the same row or column as any f j
′
∈ ∆i′ . By definition there exists f j ∈ ∆i.
Suppose for the sake of contradiction that i ≡ j′ (mod n). Since i, i′ ∈ [n], Lemma 3.3
implies that j′ = i or j′ = i+ n.
• Suppose j′ = i. We have j ≤ f(j) < f(i) = f(j′) < f(i′) ≤ i′ + n, so j − i′ ≤ n. But
then both intervals [i′, j′) = [i′, i) and [i, j) cannot contain r modulo n, contradicting
(i, j), (i′, j′) ∈ BCovr(f).
• Suppose j′ = i + n. Thus j ≤ f(j) < f(i) = f(j′) − n < f(i′) − n ≤ i′. But j ≤ i′
means that both intervals [i, j) and [i′, j′) = [i′, i + n) cannot contain r modulo n,
again a contradiction.
(b) Assume i ≺ i′ and f j ∈ ∆i, f j
′
∈ ∆i′ . We want to see that {f i
′
, f j
′
}|{f i, f j} meets D(f).
Let I be the interval between i and i′, and consider four cases.
• r /∈ I and i′ < i: By definition of ≺ we have f(i) < f(i′), soD(f) contains (i′, f(i)) =
f i
′
|f i.
• r ∈ I and f(i) < f(i′): Now i ≺ i′ implies i′ ≤ r < i, so again D(f) contains
(i′, f(i)).
• r /∈ I and i < i′: Since (i, j) ∈ BCovr(f), the interval [i, j) contains r or r + n but
the interval I = [i, i′) does not, so i < i′ < j. We get the two inequalities f(i) <
f(i′), f(j) from i ≺ i′ and f < ftij , and ℓ(ftij) = ℓ(f)+ 1 forces f(i) < f(j) < f(i′).
But now we see that (i′, f(j)) = f i
′
|f j ∈ D(f).
• r ∈ I and f(i′) < f(i): Again i ≺ i′ gives i′ ≤ r < i. Both intervals [i, j) and [i′, j′)
contain r modulo n, and since i ≺ i′ implies i′ ≤ r < i in this case, that can only
happen if r + n ∈ [i, j) and r ∈ [i′, j′). Therefore i < i′ + n ≤ r + n < j. As in the
previous case, the fact that ℓ(ftij) = ℓ(f) + 1 and f(i) < f(j), f(i
′ + n) then forces
f(i) < f(j) < f(i′ + n). We conclude that (i′ + n, f(j)) ∈ D(f), so f i
′
|f j meets
D(f).

Lemma 6.5. If f j ∈ ∆i, then (D(f) ∪ {f
i})fi→fj is equivalent to D(ftij).
Proof. The diagrams Rx
′
x D and R
x
x′D are always equivalent, namely via swapping the rows
of x and x′, and likewise for column James-Peel moves, so (D(f) ∪ {f i})fi→fj is equivalent
to (D(f)∪{f i})fj→fi . Let us see that the latter is equal to D(ftij). This is easiest to see by
looking at a picture of D(f):
× ·
×·
∅
Ei
Ej
Wi
Wj
Si Sj
Ni Nj
Here the two ×’s are, from left to right, the points f i and f j (which are not in D(f)). The
region marked ∅ contains no point fp because f < ftij is a Bruhat cover.
Observe that D(ftij) is obtained from D(f) by switching the regions Ei and Ej , switching
the regions Si and Sj , and adding the cell f
i. Because f ⋖ ftij , the region Wi contains Wj
in the sense that if (j, f(p)) ∈ D(f) then (i, f(p)) ∈ D(f). The region Ei is empty, so the
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effect of Rf
i
fj on D(f) is simply to switch the regions Ei and Ej . Analogous arguments show
that applying Cf
i
fj switches Si and Sj . This shows that {f
i} ∪ (D(f)fj→fi) = D(ftij), but
{f i} ∪ (D(f)fj→fi) = (D(f)∪ {f
i})fj→fi since D(f) contains none of f
j , f i, f j |f i, or f i|f j,
and f j shares no row or column index with f i. 
Corollary 6.6. If f ∈ Bound(k, n) and r ∈ Z, then⊕
(i,j)∈BCovr(f)
Vn−k[D(ftij)] →֒ V ⊗¯Vn−k[D(f)].
Proof. By Lemma 6.5, this is the conclusion of applying Lemma 4.16 to the system of corner
configurations for D(f) given by Lemma 6.4, and then passing to truncated Schur modules.

We will prove by two inductions on <r that the injection of Corollary 6.6 is an isomorphism,
with the next two lemmas serving as base cases. Let Hf = chVn−k[D(f)].
Lemma 6.7. f ∈ Bound(k, n) is maximal in the order <r if and only if ℓ(f) = k(n− k), in
which case Hf = s¯(n−k)k = Gf .
Proof. Since the orders<r are isomorphic for varying r, it suffices to consider r = 0. Lemma 2.8
implies that if f = fu,v is <0-maximal, then u = v. By Theorem 2.7, fv,v is also Bruhat-
maximal in Bound(k, n) with length k(n − k). Let A = {v(1), . . . , v(k)} and B = {v(k +
1), . . . , v(n)}. Then
fv,v(i) =
{
i+ n if i ∈ A
i if i ∈ B
,
and so for any (i, j) ∈ A×B, either i < j and (i, j) ∈ D(f), or i− n < j < i and (i− n, j) ∈
D(f). It follows that the image of D(f) under the quotient map Cn,n → Z2/(nZ × nZ) is
simply the k × (n− k) rectangle A×B, so Vn−k[D(f)] ≃ Vn−k[(n− k)k].
As for Gf , necessarily Gf = ds(n−k)k for some d, and we must see that d = 1. For
this we apply Lemma 2.22: the previous paragraph implies λmax = (n − k)k, so m(n−k)k
appears in F˜f with coefficient 1. Since this is also the coefficient of m(n−k)k in s(n−k)k , we
get Gf = s¯(n−k)k = Hf as desired. 
Lemma 6.8. If f ∈ Bound(k, n) is minimal in the order <r, then Hf = Gf .
Proof. Again we can assume r = 0. Lemma 2.8 shows that the 0-minimal elements of
Bound(k, n) are those of the form f1,v. But note that gk,n and hence f1,v maps [n] onto
[k + 1, n + k], so w := τ−kf1,v ∈ Sn. By [Lam06, Proposition 5], F˜w agrees with the ordi-
nary Stanley symmetric function Fw, while Fw = chV [D(f)] by [RS95, Theorem 33]. Since
F˜w = F˜τkw we are done. 
Given a partition λ ⊆ (n−k)k, let λ∨ be the partition with Young diagram ([k]× [n−k])\λ
(rotated 180◦). Let δ : Λn−k(k) → Z be the linear map with δ(s¯λ) = fλ
∨
, where fλ
∨
is the
number of standard Young tableaux of shape λ∨.
Lemma 6.9. If F ∈ Λn−k(k) has degree less than k(n− k), then δ(s¯1F ) = δ(F ).
Proof. It suffices to assume that F = s¯λ where |λ| < k(n−k). By Pieri’s rule, δ(s¯1s¯λ) = f
λ∨\1.
But fλ
∨\1 = fλ
∨
: removing the box labeled 1 gives a bijection from the tableaux counted by
fλ
∨
to those counted by fλ
∨\1. 
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Remark 6.10. Under the isomorphism Λn−k(k) ≃ H∗(Gr(k, n),Z), δ sends a cohomology
class [X ] to the degree of X as a projective subvariety, a point of view which makes Lemma 6.9
clear.
Lemma 6.11. For any f ∈ Bound(k, n), δ(Hf ) = δ(Gf ) and⊕
(i,j)∈BCovr(f)
Vn−k[D(ftij)] ≃ V ⊗¯Vn−k[D(f)].
Proof. First let us see that δ(Hf ) ≥ δ(Gf ). Induct downwards on ℓ(f). If ℓ(f) is as large as
possible, i.e. ℓ(f) = k(n − k), then δ(Hf ) = 1 = δ(Gf ) by Lemma 6.7. If ℓ(f) < k(n − k),
then
δ(Hf ) ≥
∑
(i,j)∈BCovr(f)
δ(Hftij ) ≥
∑
(i,j)∈BCovr(f)
δ(Gftij ) = δ(Gf ), (3)
where the three relations above hold by Corollary 6.6 plus Lemma 6.9, induction, and Propo-
sition 3.4 respectively.
Suppose for the moment that δ(Hf ) = δ(Gf ) for some particular f . Then all inequalities
in (3) are equalities. In particular,
∑
(i,j)∈BCovr(f)
δ(Hftij ) =
∑
(i,j)∈BCovr(f)
δ(Gftij ), and
since δ(Hftij ) ≥ δ(Gftij ) by the previous paragraph, δ(Hftij ) = δ(Gftij ) for all such (i, j).
Thus, if δ(Hf ) = δ(Gf ) for any particular f , then δ(Hg) = δ(Gg) for any g >r f . Now apply
Lemma 6.8. We conclude that δ(Hf ) = δ(Gf ) and that all inequalities in (3) are equalities,
which implies the isomorphism claimed in the lemma. 
Theorem (Restatement of Theorem 6.1). For any f ∈ Bound(k, n), Gf = Hf = chVn−k[D(f)].
Proof. Lemma 6.11 shows that Hf satisfies the bounded affine L-S recurrence of Proposi-
tion 3.6 which Gf satisfies, so by Theorem 3.7 and Lemma 3.8, it suffices to show that
Hf = s¯λ = Gf when f is 0-Grassmannian of shape λ. But in that case D(f) is equivalent to
λ, so Hf = chVn−k[λ] = s¯λ. 
7. Applications
7.1. Toric Schur polynomials. A closed lattice path P in Ck,n−k is a circular sequence
(p1, . . . , pn) labeled by Z/nZ such that pi+1 − pi ∈ {(±1, 0), (0,±1)} for all i. If pi+1 − pi ∈
{(1, 0), (0, 1)} for all i, we say P moves from northwest to southeast. We think of P as the
path obtained by concatenating the line segments from pi to pi+1 for all i.
Definition 7.1. A cylindric skew shape is the set of unit squares [i, i + 1] × [j, j + 1] in a
cylinder Ck,n−k between two closed lattice paths moving from northwest to southeast which
do not cross (though they can meet).
Any cylindric skew shape is a cylindric diagram. A filling of a cylindric skew shape Θ by
positive integers is a semistandard cylindric tableau if it is weakly increasing rightward across
rows, and strictly increasing up columns (recall that we are drawing partitions in the French
style). As usual, a semistandard tableau is standard if it uses exactly the integers 1, 2, . . . , |Θ|.
Example 7.2. Here is a standard tableau for a cylindric skew shape with 12 boxes in C4,5
(more precisely, we draw part of the inverse image of the tableau in Z2 under the quotient
map to the cylinder):
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7 11
6 10 12
4 9
2 5 8
1 3 7 11
6 10 12
4 9
2 5
Definition 7.3. The cylindric Schur function associated to a cylindric skew shape Θ is the
formal power series sΘ :=
∑
T x
T , where T runs over semistandard tableaux of shape Θ, and
as usual xT means
∏
c∈Θ xT (c).
As in Section 4, call a cylindric skew shape Θ toric if the quotient map Ck,n−k → Z2/(kZ×
(n− k)Z) is injective on Θ. For a toric shape Θ ⊆ Ck,n−k, call the polynomial sΘ(Xk) a toric
Schur polynomial. Cylindric Schur functions were introduced by Postnikov [Pos05], and the
next theorem summarizes some of his main results.
Theorem 7.4 ([Pos05]). Let Θ ⊆ Ck,n−k be a cylindric skew shape.
(a) sΘ is a symmetric function;
(b) sΘ(Xk) is Schur-positive, and is nonzero if and only if Θ is toric;
(c) For Θ ranging over toric shapes in Ck,n−k, the Schur coefficients of sΘ(Xk) are exactly
the 3-point Gromov-Witten invariants for Gr(k, n).
When Θ is an ordinary skew shape λ \ µ, sΘ is simply the usual skew Schur function sλ\µ,
and sλ\µ(Xk) = chV [λ \ µ]. More generally, Postnikov conjectured that for any toric skew
shape Θ, the toric Schur polynomial sΘ(Xk) is the character of the Schur module V [Θ] [Pos05,
Conjecture 10.1]. We now explain how Postnikov’s conjecture follows from Theorem 6.1. By
Theorem 7.4(c), this yields a representation-theoretic interpretation of the 3-point Gromov-
Witten invariants for Gr(k, n).
Theorem 7.5 ([Lam06]). For any cylindric skew shape Θ, there is an affine permutation fΘ
with sΘ = F˜fΘ .
We will need an explicit description of fΘ, which we take from [KLS13, Section 8]. Our
cylindric shapes are reflections through a horizontal line of those in [Pos05, KLS13]—this is
so that the Rothe diagram of fΘ is equivalent to Θ. Label the lower and upper boundaries of
Θ with Z, increasing from northwest to southeast. If i ∈ Z is the label of a vertical edge of
the lower boundary, let fΘ(i) be the label of the vertical edge of the upper boundary in the
same row; likewise if i labels a horizontal edge of the lower boundary, let fΘ(i) be the label
of the horizontal edge of the upper boundary in the same column. This determines fΘ up to
left and right multiplication by τ , and so F˜fΘ is well-defined, as is D(fΘ) up to equivalence.
Example 7.6. Take Θ to be the shape from Example 7.2, with the following edge labeling:
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−1 0 1
2 3
4
5 6 7
8 9 10
11 12
3 4
5 6
7 8 9
10 11
12 13
14 15
16 17
Then fΘ = 74(10)(12)68(14)9(11), and we have chosen the edge labeling so that fΘ ∈
Bound(4, 9).
Lemma 7.7. For any cylindric diagram Θ ⊆ Ck,n−k, the Rothe diagram D(fΘ) is equivalent
to Θ.
Proof. Consider the injective map Θ → Cn,n sending a cell c to (i, j), where i is the label
of the lower boundary in the row containing c, and j the label of the upper boundary in
the column containing c. One checks that its image is D(fΘ), and evidently it preserves the
partitions of cells into rows and columns. 
Theorem 7.8. Let Θ ⊆ Ck,n−k be a toric diagram. Then sΘ(Xk) = chV [Θ].
Proof. Theorem 7.5, Theorem 6.1, and Lemma 7.7 respectively give the three equalities in
trunck,n−k sΘ(Xk) = GfΘ = chVn−k[D(fΘ)] = chVn−k[Θ].
Because Θ is toric, it can be viewed as a subset of [k]× [n−k]. Lemma 2.22 then implies that
every λ such that sλ(Xk) is a Schur term of sΘ(Xk) satisfies λ ⊆ (n− k)k, and Lemma 4.17
implies the same for chV [Θ]. From this and the equality trunck,n−k sΘ(Xk) = chVn−k[Θ],
we deduce sΘ(Xk) = chV [Θ]. 
7.2. Schubert times Schur coefficients. Let Fl(n) be the variety of complete flags in
Cn, whose elements are chains F• = (F1 ⊆ F2 ⊆ · · · ⊆ Fn) of linear subspaces of Cn
with dimFi = i. Choose a basis e1, . . . , en of C
n, and for w ∈ Sn let w• be the flag with
wi = 〈ew(1), . . . , ew(i)〉. To each w ∈ Sn one associates its Schubert variety
Xw = {F• : dim(Fi ∩ (w0)j) ≥ dim(wi ∩ (w0)j) for all i, j ∈ [n]}
and opposite Schubert variety
Xw = {F• : dim(Fi ∩ idj) ≥ dim(wi ∩ idj) for all i, j ∈ [n]} = Xww0w0.
Here id = 12 · · ·n and w0 = n · · · 21, and Sn acts on Cn (and therefore Fl(n)) on the right by
permuting e1, . . . , en.
Being a closed subvariety of Fl(n), each Schubert variety Xw has a Poincare´ dual cohomol-
ogy class [Xw] ∈ H∗(Fl(n),Z) (alternatively, H∗(Fl(n),Z) is isomorphic to the Chow ring of
Fl(n) and [Xw] is the Chow class of Xw). Borel showed that H
∗(Fl(n),Z) is isomorphic to a
quotient of the polynomial ring Z[x1, . . . , xn], and the Schubert polynomial Sw ∈ Z[x1, . . . , xn]
is a polynomial representing [Xw] under this isomorphism. For details, including an explicit
definition of Sw, see [Ful97] or [Man98].
The Schubert classes [Xu] form a Z-basis of H
∗(Fl(n),Z); let cuv,w be the coefficient of [Xu]
in [Xv][Xw]. Equivalently, c
u
v,w is the coefficient of Su in SvSw. The structure constants
cuv,w are nonnegative, and it is a major open problem to describe them combinatorially. We
elaborate on the geometric reasons for this nonnegativity, since we will use a similar argument
in Proposition 7.10 below. The varieties Xv and X
w always intersect generically transversely
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in the irreducible Richardson variety Xv ∩ Xw, and Xw ∩ Xw is a point. It follows that
[Xv][Xw][X
u] is cuv,w times the class of a point. On the other hand, [Xw][X
u] = [Xw ∩ Xu]
by the aforementioned transversality, and for generic g ∈ GL(n), Kleiman’s transversality
theorem implies [Xvg][Xw][X
u] = [Xvg ∩ Xw ∩ Xu]. Thus, cuv,w is the size of the finite set
Xvg ∩Xw ∩Xu.
The connection between Schubert polynomials and the functions Gf ∈ Λ
n−k(k) is now as
follows.
Theorem 7.9 ([KLS13]). Suppose u ≤k v are in Sn. Then π maps an open dense subset of
Xu ∩X
v isomorphically onto an open dense subset of π(Xu ∩X
v), and Gfu,v represents the
cohomology class [π(Xu ∩Xv)].
Just as in the flag variety, one has Schubert varietiesXλ and opposite Schubert varietiesX
λ
in the Grassmannian Gr(k, n), now indexed by partitions λ ⊆ (n− k)k, with the relationship
Xλ = Xλ∨w0. The classes [Xλ] again form a basis of H
∗(Gr(k, n),Z), and correspond to
the Schur functions s¯λ. The varieties Xλ and X
µ are generically transverse, and Xλ ∩ Xλ
is a point. Letting π : Fl(n) → Gr(k, n) be the projection map sending F• 7→ Fk, one has
π−1(Xλ) = Xw(λ), where w(λ) is the unique k-Grassmannian permutation in Sn with Rothe
diagram equivalent to λ. This leads directly to the next interpretation of the Schur coefficients
of Gf .
Proposition 7.10. For any u ≤k v in Sn,
Gfu,v =
∑
λ⊆(n−k)k
cvu,w(λ)sλ∨ .
Proof. Let aλu,v be the coefficient of sλ∨ in Gfu,v , or equivalently by Theorem 7.9, the coeffi-
cient of [Xλ∨ ] in [Πfu,v ]. Write [∗] for the class of a point in Gr(k, n) or Fl(n) as appropriate.
On the one hand,
π∗(π
∗([Xλ
∨
])[Xu ∩X
v]) = π∗([Xw(λ)][Xu ∩X
v])
= π∗(c
v
u,w(λ)[∗]) = c
v
u,w(λ)[∗].
On the other hand, the push-pull formula gives
π∗(π
∗([Xλ
∨
])[Xu ∩X
v]) = [Xλ
∨
]π∗([Xu ∩X
v]) = [Xλ
∨
][Πfu,v ],
where the second equality follows from Theorem 7.9. The remarks above the statement of the
proposition show this is the same as aλu,v[∗]. 
The Schubert polynomial Sw(λ) is simply sλ(x1, . . . , xk). By [BS98, Proposition 1.1.1], if
cvu,w(λ) 6= 0 then u ≤k v, so Proposition 7.10 means that knowing the Schur coefficients of the
functions Gf is equivalent to knowing the Schubert coefficients of the products SuSw(λ) for
arbitrary u. Thus, Theorem 6.1 gives a new, and manifestly positive, representation-theoretic
interpretation of these Schubert coefficients.
7.3. Branching rules for Specht modules. Given a diagram D with d boxes, let LD be
the complex vector space with a basis indexed by the bijective labellings D → [d]. There is
a natural right action of SD on LD, and a natural left action of Sd. The generalized Specht
module of D is the left Sd-module S[D] := LDyD. Observe that V [D] ≃ V ⊗d ⊗C[Sd] S[D].
The Frobenius characteristic fch(M) of an Sd-module M is the symmetric function
lim
n→∞
ch((Cn)⊗d ⊗C[Sd] M).
For instance, chS[λ] = sλ. It is well-known that the Specht modules S[λ] for λ a partition
of d are exactly the irreducible complex representations of Sd [Ful97, Ch. 7], so that one can
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compute the irreducible decomposition of M by computing the Schur expansion of chM . Let
RSd be the Grothendieck group of representations of Sd, and set R =
⊕∞
d=0RSd .
Define a linear map S∨ : Rm(V )→ R by S[V [λ]] = [S[λ∨]] where λ ⊆ mk.
Remark 7.11. One can construct S∨ in a more natural way as follows. Let detr be the
1-dimensional representation of GL(V ) on which g acts as multiplication by det(g)r. For a
submodule U ⊆ T (V )/I(m), sending U 7→ U∨ := Hom(U, detm) defines the linear injection
Rm(V )→ R(V ) with [Vm(λ)] 7→ [V [λ∨]].
Now suppose U ⊆ T (V ) is a homogeneous submodule of degree d. Choose a vector space
V ′ with dim V ′ ≥ d and an injection ι : V →֒ V ′. Then ι induces an injection T (V ) →֒ T (V ′),
which we will also call ι. Now let SU be the 1d-weight space of GL(V ′)ι(U) with the action
of Sd ⊆ GL(V ′) by permutation matrices. By considering highest-weight vectors one checks
that GL(V ′)ι(V [λ]) = V ′[λ], and the 1d-weight space in (V ′)⊗d is isomorphic to C[Sd] as an
Sd-bimodule. Thus, S(U
∨) as defined using the constructions outlined here matches S∨U as
defined above, up to isomorphism.
For an Sd-moduleM , let Res
Sd
Sd−1
M denoteM viewed as an Sd−1-module, where we identify
Sd−1 as the subgroup of Sd fixing d. A branching rule forM is a formula Res
Sd
Sd−1
M ≃
⊕
iMi
for some Sd−1-modules Mi. In this subsection we show how Lemma 6.11 leads to a branching
rule for the Sℓ(f)-modules S
∨Vn−k[D(f)] for f ∈ Bound(k, n).
Lemma 7.12. If [U ] ∈ Rm(V ) is homogeneous of degree d, then S∨(U⊗¯V ) ≃ ResSdSd−1 S
∨U .
Proof. It suffices to take U = V [λ∨] and show that both sides have the same Frobenius
characteristic. By [Ful97, §7.3],
fchResSdSd−1 S[λ] = sλ/1 =
∑
µ
sµ,
where µ runs over partitions obtained from λ by removing one box. On the other hand, Pieri’s
rule says
Vm[λ
∨]⊗¯V ≃
⊕
ν
Vm[ν]
where ν runs over partitions obtained from λ∨ by adding one box such that ν ⊆ (mk). Since
these two sets {µ} and {ν} of partitions are related by the box complement operation ∨, the
lemma follows. 
DefineMf = S
∨Vn−k[D(f)], a representation of Sℓ(f). According to Lemma 7.12, Lemma 6.11
immediately translates into the following branching rule for the modules Mf .
Theorem 7.13. For any f ∈ Bound(k, n) with length ℓ = ℓ(f), and any r ∈ Z, one has
ResSℓSℓ−1Mf ≃
⊕
(i,j)∈BCovr(f)
Mftij .
Corollary 7.14. If u ≤k v, the dimension of Mfu,v is the number of maximal chains in the
k-Bruhat interval [u, v]k.
Proof. Let c be the number of maximal chains in [u, v]k. By Lemma 2.8, Theorem 7.13 is
equivalent to
ResSℓSℓ−1 Mfu,v ≃
⊕
u⋖ku′≤kv
Mfu′,v .
Iterating this rule gives ResSℓS0 Mfv,v ≃ cMfv,v , and Lemma 6.7 shows that
Mfv,v = S
∨Vn−k[(n− k)
k] = S[∅]
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is 1-dimensional. 
In fact, the symmetric function fchMfu,v appears in work of Bergeron and Sottile as a
quasisymmetric generating function for maximal chains in [u, v]k. Given an integer ℓ and
D ⊆ [ℓ− 1], the associated fundamental quasisymmetric function is
QD =
∑
1≤i1≤···≤iℓ
j∈D⇒ij<ij+1
xi1 · · ·xiℓ .
Label each covering relation u⋖k tiju by the integer j, and associate to a saturated chain in
k-Bruhat order the word obtained by concatenating the labels of the covers involved. The
descent set Des(c) of a chain c of length ℓ is then the descent set of the corresponding word
a, namely Des(c) = {i ∈ [ℓ− 1] : ai > ai+1}. Now define a power series
Ku,v =
∑
c
QDes(c)
where c runs over the maximal chains in [u, v]k.
Theorem 7.15 ([BS97], [ABS14]). The power series Ku,v is symmetric, and the coefficient
of sλ is the Schubert structure constant c
v
u,w(λ).
By Proposition 7.10, Theorem 7.15 immediately implies the next corollary.
Corollary 7.16. Ku,v = fchMfu,v for any u ≤k v.
7.4. Three-row diagrams. By a k-row diagram we mean an ordinary diagram with at most
k non-empty rows. Any two-row diagram D is equivalent to a skew shape, and then the
irreducible decomposition of V [D] is easily computed from Pieri’s rule. In this section we
observe that every three-row diagram D is (essentially) a toric skew shape, so that the results
of Sections 3 and 7.1 give a combinatorial algorithm for decomposing V [D] into irreducibles.
For a different approach, see [vdKM99], which describes an algorithm for writing chV [D] as
a sum of rational functions whenever D is a three-row diagram.
Lemma 7.17. Suppose D is a diagram contained in [k] × [m] and that c ⊆ D is a column
of size k. If V [D \ c] ≃
⊕
λ cλV [λ], then V [D] ≃
⊕
λ cλV [λ + (1
k)], where λ + (1k) denotes
componentwise addition of partitions.
Proof. It suffices to assume dimV = k. Let E = D \ c. In this case, sλ+(1k)(x1, . . . , xk) =
x1 · · ·xksλ(x1, . . . , xk), so we want to show that V [D] ≃ V [c]⊗V [E]. Proposition 4.6(b) says
that V [c] ⊗ V [E] = V [E ∗ c]. Write c = {c1, . . . , ck} and let Ri be the row of ci in E. Let
αi = 1 +
∑
b∈Ri
(ci b) ∈ SD, and α = α1 · · ·αk. Observe that C(D) = C(E ∗ c), whereas the
summands of α form a set of right coset representatives for R(E ∗ c) ⊆ R(D). It follows that
yD = yE∗cα and hence V [D] = V [E ∗ c]α.
Let us see that multiplication by each αi is injective on V [E ∗c]. Any element of V [E ∗c] =
V [c] ⊗ V [E] is fixed by the right action of R(E ∗ c) = SR1 × · · · × SRk , and V [Ri] is the
space of symmetric tensors in V ⊗Ri , so we have V [c] ⊗ V [E] ⊆ V [c] ⊗ V [R1] ⊗ · · · ⊗ V [Rk].
Thus, it suffices to see that αi is injective on V [c] ⊗ V [Ri] = V [c ∗ Ri], or equivalently that
V [c ∗ Ri]αi = V [c ∪ Ri] is isomorphic to V [c ∗ Ri]. But this is easy to check at the level of
characters using Pieri’s rule; say |Ri| = r:
chV [c ∗Ri] = s(1k)(x1, . . . , xk)s(r)(x1, . . . , xk) = s(r)+(1k)(x1, . . . , xk) = chV [c ∪Ri].
Each αi is a Jucys-Murphy element for SRi ⊆ SRi∪{ci}, and is shown in [VO05] to be
diagonalizable as an operator on C[SRi∪{ci}], hence on V [E ∗ c] ⊆ V
⊗E∗c. It follows that
kerα|V [E∗c] =
∑
i kerαi|V [E∗c], so α is injective on V [E ∗ c]. We conclude V [D] = V [E ∗ c]α ≃
V [E ∗ c] as desired. 
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A full column of a three-row diagram is a column with three cells. If c1, . . . , cp are full
columns in D and V [D \ (c1 ∪ · · · ∪ cp)] ≃
⊕
λ cλV [λ], then Lemma 7.17 shows that V [D] ≃⊕
λ cλV [λ + (p
k)]. Thus for the purpose of decomposing V [D] into irreducibles we can first
delete all full columns.
Lemma 7.18. If D is a three-row diagram with no full columns, then D is equivalent to a
toric skew shape.
Proof. There are 6 possible non-empty columns of D, namely

·
·


·
·

·
·


·
·


·

We can assume D ⊆ [3] × [p] and that D has no empty columns. Sort the columns of D so
that all columns of the first type precede those of the second type, which precede those of the
third type, etc. Now replace each column {(1, i), (3, i)} (a column of the sixth type above) by
{(3, i), (4, i)}. The image E in C3,p of the resulting diagram is a toric skew shape, and on the
other hand the image of E in the torus Z/3Z× Z/pZ is equivalent to D. 
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