Abstract. We study the regularity of smooth functions whose derivatives are dominated by sequences of the form M
Introduction
Classes of extended Gevrey functions and the corresponding wave front sets are introduced and investigated in [21, 22, 23, 32] . Such classes consist of smooth function, and they are larger than any Gevrey class. This turned out to be important e.g. in the study of strictly hyperbolic equations, see [1] . Paley-Wiener type theorem for compactly supported extended Gevrey regular functions is given in [24, 25] , and it turns out that the Fourier-Laplace transform of such functions have certain logarithmic decay at infinity which can be expressed in terms of Lambert W function. This fact is used to resolve the wave front sets in the context of extended Gevrey regularity. We refer to [22, 23] for related theorems on propagation of singularities.
The aim of this paper is twofold. Firstly, we give another version of the Paley-Wiener theorem for extended Gevrey regularity and formulate the result in terms of the short time Fourier transform (STFT) (cf. [12] ). More precisely, we prove a generalization of [5, Theorem 3.1] , where the STFT estimates are related to Gevrey type regularity, and obtain the Paley-Wiener type result as its corollary. Secondly, we give a description of (micro)local regularity related to the extended Gevrey regularity by the means of the STFT. This result is inspired by recent characterization of the C ∞ wave front sets via the STFT, given in [19] . The paper is organized as follows: In subsection 1.1 we fix some notation and in Section 2 we collect the main notions and tools for our analysis: Subsection 2.1 contains basic facts concerning the extended Gevrey classes. In Subsection 2.2 we introduce the notion of extended associated function which appears in the formulation of our main results. The correct asymptotic behavior of the extended associated function is given by the means of the Lambert W function, see Theorem 2.1. In subsection 2.3 we introduce the short-time Fourier transform and modulation spaces defined by the means of decay and integrability conditions of the STFT of ultradistributions. We also recall some basic properties of modulation spaces.
In Section 3 we prove Theorem 3.1. It is a generalization of [5, Theorem 3.1] which turned out to be important for the properties of pseudodifferential operators with symbols of Gevrey, analytic and ultra-analytic regularity, see [5] for details. As a corrolary of Theorem 3.1 we obtain a Paley-Wiener type theorem for element of modulation spaces related to the extended Gevrey classes. This result extends [25, Theorem 3.1] in the sense that the condition on compact support is replaced by appropriate decay property given by a modulation space norm, when the Fourier-Laplace transform is replaced by the STFT.
In Section 4 we recall the notion of wave front sets related to extended Gevrey regularity. We prove that such wave front sets can be characterized by the decay properties of the STFT of a distribution with respect to a suitably chosen window function, Theorem 4.1. As a consequence we derive a result on local extended Gevrey regularity, Theorem 4.1.
Our results are proved for the so-called Roumieu case, and we note that proofs for the Beurling case are similar and therefore omitted.
1.1. Basic notions and notation. We denote by N, Z + , R, C the sets of nonnegative integers, positive integers, real numbers and complex numbers, respectively. For x ∈ R d we put x = (1 + |x| 2 ) 1/2 . The integer parts (the floor and the ceiling functions) of x ∈ R + are denoted by ⌊x⌋ := max{m ∈ N : m ≤ x} and ⌈x⌉ := min{m ∈ N : m ≥ x}.
Open ball of radius r > 0 centered at x 0 is denoted by B r (x 0 ). As usual, 
We use the brackets f, g to denote the extension of the inner product
to the dual pairing between a test function space A and its dual A ′ : ·, · = A ′ ·, · A . Translation and modulation operators, T and M respectively, when acting on f ∈ L 2 (R d ) are defined by
the following relations hold:
These operators are extended to other spaces of functions and distributions in a natural way. Throughout the paper, A B denotes A ≤ cB for a suitable constant c > 0, whereas A ≍ B means that c −1 A ≤ B ≤ cA for some c ≥ 1. The symbol B 1 ֒→ B 2 denotes the continuous and dense embedding of the topological vector space B 1 into B 2 .
Preliminaries
In this section we collect the main tools and auxiliary results which will be used in the sequel. More precisely, we introduce the test function spaces related to the sequences of the form M τ,σ p = p τ p σ , p ∈ Z + , for a given τ > 0 and σ > 1. Notice that, when τ > 1 and σ = 1 M τ,1 p = p τ p , p ∈ Z + is (equivalent to) the Gevrey sequence. Then we discuss associated functions to such sequences, which are the main tool of our analysis. To describe precise asymptotic behavior of those associated functions at infinity appears to be a nontrivial problem, which can be resolved by the use of Lambert's W functions. Finally, we recall the definition and some elementary properties of the STFT and modulation spaces defined by mixed weighted Lebesgue norm conditions on the STFT.
2.1. Extended Gevrey regularity. In this section we introduce extended Gevrey classes and discuss their basic properties. We employ Komatsu's approach [17] to spaces of ultradifferentiable functions, and consider defining sequences of the form M τ,σ p = p τ p σ , p ∈ N, depending on parameters τ > 0 and σ > 1, [22] .
Essential properties of the defining sequences are listed in the following lemma. We refer to [21] for the proof. In the general theory of ultradistributions (see [17] different properties of defining sequences give rise to particular structural properties of the corresponding spaces of ultradifferentiable functions, see [26] for a detalied survey.
τ,σ 0 = 1. Then there exists an increasing sequence of positive numbers C q , q ∈ N, and a constant C > 0 such that:
Let τ, h > 0, σ > 1 and let K ⊂⊂ R d be a regular compact set. By E τ,σ,h (K) we denote the Banach space of functions φ ∈ C ∞ (K) such that
The set of functions φ ∈ E τ,σ,h (K) whose support is contained in K is denoted by D K τ,σ,h . Let U be an open set R d and K ⊂⊂ U. We define families of spaces by introducing the following projective and inductive limit topologies:
We will use abbreviated notation τ, σ for {τ, σ} (the Roumieu case) or (τ, σ) (the Beurling case) . The spaces E τ,σ (U), D K τ,σ and D τ,σ (U) are nuclear, cf. [21] . We refer to [21, 22, 23, 31, 32, 35] for other properties of those spaces.
Remark 2.1. If τ > 1 and σ = 1, then E {τ,1} (U) = E {τ } (U) is the Gevrey class, and D {τ,1} (U) = D {τ } (U) is its subspace of compactly supported functions in E {τ } (U).
In particular,
so that the regularity in E τ,σ (U) can be thought of as an extended Gevrey regularity. If 0 < τ ≤ 1, then E τ,1 (U) consists of quasianalytic functions. In particular, D τ,1 (U) = {0} when 0 < τ ≤ 1, and E {1,1} (U) = E {1} (U) is the space of analytic functions on U.
The non-quasianalyticity condition (M.3)
′ provides the existence of partitions of unity in E {τ,σ} (U), i.e. for any given τ > 0 and σ > 1, there exists a compactly supported function φ ∈ E {τ,σ} (U) such that 0 ≤ φ ≤ 1 and R d φ dx = 1, see [21] for a construction of a compactly
Note that the additional exponent σ, which appears in the power of term h in (2.1), makes the definition of E τ,σ (U) different from the definition of Carleman classes, cf. [16] . This difference appears to be essential in many calculations, and in particular when dealing with the operators of "infinite order", cf. [22] .
The associated function to the sequence
In this subsection we recall the definition and asymptotic proeprties of extended associated function to the sequence M [25] . We also recall the Paley-Wiener theorem related to the extended Gevrey regularity.
where ln + A = max{0, ln A}, for A > 0.
In fact, for any sequence of positive numbers M p , p ∈ N, such that M 1/p p is bounded from below and M 0 = 1, its associated function is defined to be
Therefore, for τ > 0 and σ = 1,
is the associated function to the Gevrey sequence p τ p , p ∈ N (we may assume h = 1 without loosing generality).
It is well known (cf. [11, 27] ) that
for suitable A, B > 0. In particular, the growth of e Tτ (k) for τ > 1 is subexponential.
Moreover, for any t, τ > 0 and σ > 1, by [25, Lemma 2.3] it follows that there is a constant C > 0 such that
Therefore the function e T τ,σ,h (k) has a less rapid growth at infinity than any subexponential function.
The precise asymptotic behavior of T τ,σ,h (k) at infinity is a challenging problem. We use an auxiliary special function to resolve that problem.
The Lambert W function is defined as the inverse function of ze z , z ∈ C, wherefrom the following property holds:
We denote its principal (real) branch by W (x), x ≥ 0 (see [6] ). It is a continuous, increasing and concave function on [0, ∞), W (0) = 0, W (e) = 1, and W (x) > 0, x > 0. It can be shown that W can be represented in the form of the absolutely convergent series
with suitable constants c km and x 0 , wherefrom the following estimates hold:
3)
The equality in (2.3) holds if and only if x = e. We refer to [15, 6] for more details about the Lambert W function. . Then
If, moreover 1 < σ < 2, then we have the precise asymptotic formula
The hidden constants in (2.4) and (2.1) depend on τ, σ and h.
Remark 2.2. Note that, in the view of (2.3) we have
for any given σ > 1, and the last behavior follows from ln( (2.5) implies that for every M > 0 there exists B > 0 (depending on h and M) such that
Next we recall the Paley-Wiener theorem for D K τ,σ when 1 < σ < 2. For the proof we refer to [24] , and a more general case when σ ≥ 2 is proved in [25] . σ) ) then its Fourier-Laplace transform is an entire function and there exists constants A, B > 0 (resp. for every B > 0 there exists A > 0) such that
where
Conversely, if there exists
The following corollary is an immediate consequence of Theorem 3.1 and (2.5).
if and only if there exist constant A, B > 0 (resp. for every B > 0 there exists A > 0) such that
2.3. Modulation Spaces. The modulation spaces were initially (and systematically) introduced in [7] . See also [12, and the original literature quoted there for various properties and applications of the so called standard modulation spaces. It is usually sufficient to observe weighted modulation spaces with weights which may grow at most polynomially at infinity. However, for the study of ultra-distributions a more general approach which includes weights of exponential or even superexponential growth is needed, cf. [4, 34] . We refer to [8, 9] for related but even more general constructions, based on the general theory of coorbit spaces. For our purposes it is sufficient to consider weights of exponential growth. Therefore we begin with the Gelfand-Shilov space of analytic functions
|f (x)e h·|x| | < ∞ and sup
for every h > 0. Any f ∈ S (1) (R d ) can be extended to a holomorphic function f (x + iy) in the strip {x + iy ∈ C d : |y| < T } some T > 0, [11, 18] . The dual space of
is isomorphic to the Sato test function space for the space of Fourier hyperfunctions
The short-time Fourier transform (STFT) of f with respect to the window g is given by
It restricts to a mapping from
, which is proved in the next Lemma.
, and let the short-time Fourier transform (STFT) of f with respect to g be given by (2.7).
Proof. The proof is standard, see e.g. [12] for the proof in the context of S(R d ). We use the arguments based on the structure of S (1) (R d ) as follows. Let f ⊗ g be the tensor product f ⊗ g(x, t) = f (x) · g(t), let T denote the asymmetric coordinate transform T F (x, t) = F (t, t − x), and let F 2 be the partial Fourier transform
g. [30] for the kernel theorem in Gelfand-Shilov spaces) and since S (1) 
Weight Functions. In the sequel v will always be a continuous, positive, even, submultiplicative function (submultiplicative weight), i.e., v(0) = 1, v(z) = v(−z), and v(
. Moreover, v is assumed to be even in each group of coordinates, that is, v(x, ω) = v(−ω, x) = v(−x, ω), for any (x, ω) ∈ R 2d . Submultipliciativity implies that v(z) is dominated by an exponential function, i.e. 
We note that this definition implies that with z ∈ R 2d . For instance, every function m(z) = e s|z| b , with s > 0 and 0 ≤ b < 2, is in N . Thus, the weight m may grow faster than exponentially at infinity. For example, the choice m ∈ N \ M v is related to the spaces of quasianalytic functions, [3] . We notice that there is a limit in enlarging the weight class for modulation spaces, imposed by Hardy's theorem: if m(z) ≥ Ce cz 2 , for some c > π/2, then the corresponding modulation spaces are trivial [14] . We refer to [13] for a survey on the most important types of weights commonly used in time-frequency analysis.
Definition 2.1. Let v be a submultiplicative weight v, m ∈ M v , and let g be a non-zero window function in
Note that for f, g ∈ S (1) (R d ) the above integral is convergent so that
Namely, in view of (2.8), for a given m ∈ M v there exist l > 0 such that m(x, ω) ≤ Ce l (x,ω) and therefore
since by Lemma 2.1 it follows that |V g f (x, ω)| < Ce −s (x,ω) for every s > 0.
If p = q, we write M For a given window g ∈ S (1) (R d ) and a function
g F, f := F, V g f , whenever the duality is well defined.
Then [12, Proposition 11.3 .2] (see also [4] ) can be rewritten as follows. Proposition 2.1. Fix m ∈ M v and g, ψ ∈ S (1) , with g, ψ = 0. Then
, and 
When m is a polynomial weight of the form m(x, ω) = x t ω s we will use the notation M p,q s,t (R d ) for the modulation spaces which consists of all f ∈ (S (1) )
(with obvious interpretation of the integrals when p = ∞ or q = ∞).
The following theorem lists some basic properties of modulation spaces. We refer to [7, 12, 20, 29, 33] for its proof. Theorem 2.2. Let p, q, p j , q j ∈ [1, ∞] and s, t, s j , t j ∈ R, j = 1, 2. Then:
Modulation spaces include the following well-know function spaces:
Decay properties of the STFT
In this section we characterize certain regularity properties related to the classes E τ,σ , τ > 0, σ ≥ 1, by the rate of decay of the STFT. In particular, we extend [5, Theorem 3.1], which is formulated in terms of Gevrey sequences and the corresponding spaces of test functions.
In the proof of Theorem 3.1 in several occasions we will use the following simple inequalities:
and
For a smooth function f the following conditions are equivalent:
ii) There exists a constant C f,g > 0 such that
iii) There exists a constant C > 0 such that
Proof. When σ = 1 we obtain [5, Theorem 3.1], where the function C|x| 1/τ appears instead of T τ,σ,C (|ξ|). However, this makes no difference, since from T τ,1,C (|ξ|) := T τ (C|ξ|) (see also (2.2)) it follows that iii) is equivalent to
for some C > 0. Note also that due to (3.2) the condition (ii) on |ξ α V g f (x, ξ)| given by (38) in [5] is equivalent to ii). Let σ > 1. We follow the proof of [5, Theorem 3.1], with necessary modifications, since we consider a more general situation.
(where we used the Leibnitz formula), and the formalism can be justified as follows.
Since m is a positive v−moderate weight, from (3.3), (3.4), and Hölder's inequality we obtain
where we used the fact that the sequence
p , q ≤ p, p, q ∈ N, which follows from (M.1), see Lemma 2.1, and also [17] .
Thus
where we used (3.2), and ii) follows. ii) ⇒ i) Note that (3.4) means that f ∈ M ∞,1
Hence we may use the inversion formula for STFT (cf. Proposition 11.3.2. in [12] ), and since f is a smooth function, we may assume that it holds everywhere. So we formally write
, where we used the Leibnitz formula. The estimates below also justify the exchange of the order of derivation and integration. Therefore,
where we put
We note that ii) is equivalent with
and estimate I α,β (t) as follows:
where C depends on τ, σ and d, and we used (M.2) ′ property of the sequence p τ p σ , p ∈ N, τ > 0, σ > 1, cf. Lemma 2.1.
Therefore, by (3.3) we obtain
which gives (3.4). Here above we used (3.1) in several occasions. The equivalence between ii) and iii) follows immediately from Definition 2.1. Details are left for the reader. In the following Corollary we weaken the assumptions from [25] (see also [24, Corollary 3.2] ) and allow the global growth condition given by (3.4) . Then, instead of cut-off functions, which are usually used in localization procedures, we take a window in M 
The proof is an immediate consequence of Theorems 2.1 and 3.1, and Remark 2.2.
We finish this section with a version of Theorem 3.1 and Corollary 3.1 in the context of Beurling type ultradifferentiable functions. The proofs are left as an exercise. 
ii) For every h > 0 there exists A > 0 such that
iii) For every h > 0 there exists A > 0 such that
. Then a smooth function f satisfies (3.5) if and only if for every H > 0 there exists A > 0 such that
Remark 3.1. A more general versions of Corollaries 3.1 and 3.2 when σ ≥ 2 can be proved by using the asymptotic formulas (2.4) from Theorem 2.1. This will give different necessary and sufficient conditions for f in terms of the decay properties of the STFT. We leave details for the reader.
Wave front sets WF τ,σ and STFT
In this section we characterize wave front sets related to the classes introduced in Subsection 2.1, by the means of the STFT and extended associated function from Subsection 2.2. We start with the following definition of the wave front set WF τ,σ (u) of a distribution u with respect to the extended Gevrey regularity, see also [22, 23, 25, 24, 32] for details. By using the Paley-Wiener theorem for D K τ,σ it can be proved that Definition 4.1 does not depend on the choice of the cut-off function φ ∈ D K τ,σ , see [25] . Note that when τ > 1 and σ = 1 we have WF {τ,1} (u) = WF τ (u), where WF τ (u) denotes Gevrey wave front set, cf. [27] . We refer to [22] for a relation between WF τ,σ (u) from Definition 4.1 and classical, analytic and Gevrey wave front sets.
By using the ideas presented in [19] we resolve WF τ,σ (u) of a distribution u via decay estimates of its STFT as follows. ) there exists A, h > 0 (resp. for every h > 0 there exists A > 0) such that |V φ u(x, ξ)| ≤ Ae −T τ,σ,h (|ξ|) , x ∈ K, ξ ∈ Γ, (4.2)
where K − {x 0 } = {y ∈ R d | y + x 0 ∈ K}.
Proof. We give the proof for the Roumieu case and leave the Beurling case to the reader. The equivalence i) ⇔ ii) is proved in Theorem 4.2. in [25] . ii) ⇒ iii) Without loss of generality we may assume that there exists a conic neighborhood Γ of ξ 0 , compact neighborhood K 1 = B r (x 0 ), r > 0, such that for every φ ∈ D 
