The present paper establishes convolution theorems for regular estimators when the limit experiment is non-Gaussian or of infinite dimension with sparse parameter space. Applications are given for Gaussian shift experiments of infinite dimension, the Brownian motion signal plus noise model, Lévy processes which are observed at discrete times and estimators of the endpoints of densities with jumps. The method of proof is also of interest for the classical convolution theorem of Hájek and Le Cam. As technical tool we present an elementary approach for the comparison of limit experiments on standard Borel spaces.
Wellner (2000) . The connection between risk inequalities, spread inequalities and the convolution theorem was discussed in Pfanzagl (2000) . Beran (1997) studied the relationship between bootstrap convergence and the convolution theorem. On page 17 he mentioned that the convolution theorem works analogously to Basu's theorem which is also central in our proof. The paper is organized as follows. Section 1 introduces first the main ideas for LAN sequences of experiments and univariate parameters. This part is also of interest for teachers of statistics courses since only elementary tools are required. As mentioned about the proof is based on two steps. In a first step it is pointed out that the asymptotic distributions Q * ε ϑ of a regular sequence of estimators T n : Ω n → R lead to an experiment {Q * ε ϑ : ϑ ∈ Θ} which is a randomization of a limit shift experiment (and less informative). In the second step a comparison of {Q * ε ϑ : ϑ ∈ Θ} with the limit experiment yields the convolution theorem. The main ingredients of the proof are Le Cam's third Lemma and Basu's theorem about ancillary statistics. As we will see in our sections 3 and 4 this methodology and the present method of proof also works for the asymptotically equivariant estimation of parameters of infinite dimension. In this case the sample space and the parameter space typically do not coincide and we have no full shift experiments. Thus we take care about the convolution theorem when only a sparse parameter space is available. Two applications are given for estimators of infinite dimensional parameters. Example 1.4 deals with the convolution theorem for the signal plus noise model with Brownian noise on C [0, 1]. Example 1.5 works for non Gaussian Lévy processes. Section 2 discusses variance inequalities for unbiased estimators which may lead to asymptotic convolution theorems whenever the asymptotic distributions are Gaussian. The core of the paper is the comparison of limit experiments in Section 3. Under mild regularity assumptions a convolution theorem is established for limit experiments. The proof of the convolution theorem is complete if we are now citing Le Cam's theorem that limit experiments are more informative than the limit {Q * ε ϑ : ϑ ∈ Θ} of the estimators. This part is the topic of Section 4. Here we give an elementary proof of Le Cam's theorem for limit experiments on standard Borel spaces. Moreover, the kernels required for the comparison of experiments are constructed which transform one experiment in the other one. Notice that these kernels are needed in Section 3. An interesting example is given when the endpoints of a distribution with jumps of the densities have to be estimated.
Let us start with our introductory example. Let (P t ) t be a family of distributions on (Ω, A) given by a real parameter t. For an increasing sample size of n independent observations we like to estimate the parameter t of the model. Under regularity assumptions different estimators will be compared locally around a fixed point t = ϑ 0 . Introduce by t = ϑ 0 + ϑ √ n a further local parameter ϑ ∈ R and consider the local model P n,ϑ := P n ϑ 0 + ϑ √ n (1.1) on (Ω n , A n ) with independent replications. Regularity of the model. Let Θ ⊂ R with 0 ∈ Θ be the local parameter space. Suppose that the model is local asymptotically normal (LAN), i.e. there exists some σ > 0 and a central sequence of random variables X n : Ω n → R with log dP n,ϑ dP n,0 − [ϑX n − ϑ 2 σ 2 / 2 ] → 0 (1. 2) in P n,0 -probability for ϑ ∈ Θ, where L(X n |P n,0 ) → N (0, σ 2 ) weakly (1.3) holds as n → ∞. Recall that LAN implies L(X n |P n,ϑ ) → (N (ϑσ 2 , σ 2 ) (1. 4) weakly under the parameter ϑ and the experiments (Ω n , A n , {P n,ϑ }) → (R, B, {N (ϑσ 2 , σ 2 )}) (1.5) are weakly convergent in the sense of Le Cam, see also Strasser (1985) .
Consider now a sequence of estimators T n : Ω n → R of the parameter t. It is well known that the asymptotic efficiency of T n typically implies that the linearization
holds in P n,0 -probability. Recall that local asymptotic minimax estimators and Fisher efficient estimators at ϑ 0 have this property. Recall that T n is called Fisher efficient if nV ar ϑ0 (T n ) reaches the asymptotic Cramér-Rao bound of the experiment {P n,ϑ }.
converges weakly as n → ∞ for all ϑ ∈ Θ where Q does not depend on ϑ.
The classical Hájek-Le Cam convolution theorem states that the asymptotic distribution Q of a sequence of R-regular estimators is more spread out than N (0, 1 σ 2 ) which is the asymptotic distribution of Xn σ 2 . Although various different proofs exist, also in text books, we will present a slightly different proof which indicates the crucial steps of more general convolution theorems with restricted parameter sets Θ of infinite dimensions and also for non Gaussian limit experiments. Our method of proof will first be presented for the classical one dimensional LAN case. 
are convergent in distribution to a pair of independent random variables (X, Z) on R 2 . Let ν denote the weak limit distribution of the second component Z under ϑ = 0, i.e.
Then (1.9) also holds under P n,ϑ with the same limit ν independent of ϑ ∈ Θ.
(b) For fixed ϑ the limit distribution of (1.8) is given by
and the convolution theorem
holds for all ϑ ∈ Θ.
(c) The sequence T n is asymptotically efficient at ϑ 0 , i.e. (1.6) holds in P n,0 probability, iff the weak limit
An elegant proof of the convolution theorem is based on the third Lemma of Le Cam which is summarized for LAN experiments. Lemma 1.3 Suppose that S n : Ω n → R is a further sequence of statistics with weak limit law
Then (1.12) is weakly convergent also under each sequence P n,ϑ to the distribution µ ϑ on R 2 with µ ϑ µ 0 and
Observe that formula (1.13) is a direct consequence of Le Cam's third lemma of the form given by Hájek, Sidák and Sen (1999), 7.1.4 and the references given in the proof of Lemma 4.3 below. After these preparations we will indicate the crucial steps of the proof of the convolution theorem.
Proof of Theorem 1.2:
Step 1. According to (1.3) and (1.7) the pair of random variables (1.9) is tight on R 2 for ϑ = 0. Then we find a subsequence {m} ⊂ N such that
is distributional convergent to some (X, T ) under P n,0 along our subsequence. If µ 0 denotes the distribution of (X, T ) under ϑ = 0 then Le Cam's third Lemma implies that the distributional convergence along {m} of (1.14) also holds under P n,ϑ with limit law µ ϑ given by (1.13) for each ϑ ∈ Θ. Let Π i : R 2 → R denote the projections on the coordinates for i = 1, 2. By (1.3) and (1.7) we have
for all ϑ ∈ Θ.
Step 2. By Neyman's criterion about sufficiency the projection Π 1 is {µ ϑ : ϑ ∈ Θ} sufficient, confer (1.13).
Within the language of comparison experiments this means that
is more informative as {Q * ε ϑ : ϑ ∈ Θ}. For full parameter spaces Θ = R the convolution theorem (1.11) follows from Boll's convolution theorem of shift experiments. Boll's theorem requires an analytic proof which sometimes uses fix point methods. We will substitute this part by more elementary arguments which give us the full result also when Θ is not full. For the details we refer to the proof of Theorem 3. (ii) It is not hard to check that Π 2 − Π1 σ 2 is ancillary w.r.t. Θ 1 . Details can be found in (3.10)-(3.12) of the proof of Theorem 3.1 below. Consequentely, Basu's theorem, see Pfanzagl (1994) , implies that
are independent under µ ϑ for each ϑ ∈ Θ 1 , i.e. (1.10) and the convolution theorem (1.11) hold. By the consideration of Fourier transform we see that the factor ν of (1.11) is unique. If we now turn to (1.16) we see that the limit distributions (1.14) must be the same µ 0 for all subsequences {m} when (1.14) holds. By tightness this fact proves the convergence of (1.14) along n ∈ N first for ϑ = 0 and by Lemma 1.3 for all ϑ. These arguments finish the proof of part (a) and (b). Part (c) is now trivial since the efficiency of T n corresponds to ν = ε 0 . 2
Along these lines of the proof more general convolution theorems will be established.
-The sample space and the parameter space may be of infinite dimension.
-The parameter set Θ may be a restricted set (not a full vector space).
-If we turn to limit experiments other distributions than Gaussian distributions are allowed.
The extended convolution theorems of Section 3 have various application. As application we will consider two examples with parameter and sample spaces of infinite dimension which can be treated by the new convolution theorem. 
where the parameter ϑ belongs to a class square integrable functions Θ ⊂ L 2 [0, 1] with respect to the uniform distribution on [0, 1]. We like to estimate the signal h(ϑ),
by estimators T (X 1 , . . . , X n ),
The natural estimator is S,
At a fixed point ϑ 0 ∈ Θ this estimator can be compared with competing estimators T . For this purpose introduce in addition to the global parameter ϑ 0 another local parameter η ∈ L 2 [0, 1] by
Two different classes of estimator will be studied. (a) (Equivariant estimation). Suppose that the estimator fulfills
Under mild assumptions about the size of Θ the convolution theorem
holds on (C[0, 1]), see Example 3.6 below for details.
(b) (Unbiased estimation). Under various assumption it can be shown that S is the best unbiased estimator which is Fisher efficient in the sense that S attains the nonparametric Cramér-Rao bound, see Janssen (2003) for related results.
Recall that a real Lévy process (Z t ) t≥0 is a stochastically continuous process with independent stationary increments.
be a Lévy process with absolutely continuous distributions L (Z t ) λ for all t > 0. At a given sequence of discrete times 0 < t 1 < t 2 < . . . the Lévy process serves as error distribution of our observations
We are going to estimate the parameter ϑ by equivariant estimators T (X), T :
for ϑ ∈ Θ. Under the following assumption 1.6 the identity S = id is the best equivariant estimator in the sense that the convolution theorem
holds for all ϑ ∈ Θ. The details are presented in Example 3.7.
holds.
Unbiased estimation, variance inequalities and preliminary versions of the convolution theorem
In this section we will start with finite sample results for locally unbiased estimation of vector valued statistical functionals. It is shown that variance inequalities within convex classes of estimators are linked to preliminary versions of the convolution theorem. Moreover, it is shown that the existence of a sequence of locally minimum variance estimators already imply a convolution theorem whenever the underlying estimators are jointly asymptotically normal. 
Different estimators will now be compared at a fixed point ϑ 0 ∈ Θ. Locally at this point we will consider unbiased estimation of g (ϑ 0 ). Assume that
Observe that the distribution of an estimator T is completely specified by the distribution of the process f (T ) f ∈I .
Lemma 2.1
Consider an estimator S ∈ K where assumption (A) holds for K. Then the following assertions are equivalent:
Proof:We fix f ∈ I and ϑ 0 ∈ Θ. Suppose that (a) holds. The estimator
has the minimum in t = 0. This implies
Suppose that (b) holds. Then for each S ∈ K the equality
follows. As a consequence we have
The present result is a slight but useful extension of Rao's covariance method, see Lehmann (1983) , p. 77.
Example 2.2
The following classes K of estimators have the extended convexity property.
(a) The estimators T where f (T ) is unbiased for our functional g and all ϑ ∈ Θ.
(b) Let Θ be a subset of a linear space V such that g has an extension g : V → W as linear function. Suppose that Ω = V and let T be the strictly equivariant estimators (for g), i.e.
for all x ∈ V and all ϑ ∈ Θ.
Lemma 2.1 is a preliminary version of a convolution theorem which is expressed by the variance decomposition. The convolution theorem
holds whenever (f (S)) f and (f (T − S)) f are independent under ϑ 0 for each f ∈ I. This will not be true in general but if the vector (f (S), f (T − S)) is jointly Gaussian then the components are independent since they are uncorrelated. If I is a linear space of functions the convolution theorem for the f -marginals then implies (2.2). This simple observation leads to an asymptotic convolution theorem of asymptotically normal locally unbiased estimators. Consider a sequence of experiments
and a sequence g n : Θ → W of statistical functionals. For each n let K n be a class of unbiased estimators of g n at ϑ 0 so that assumption (A) holds. Suppose as in Lemma 2.1 (a) that S n is a minimum variance estimator at ϑ 0 in K n for each n. 
is weakly convergent under ϑ 0 to a centered Gaussian random variable (f (S), f (T )) for all f ∈ I, where a n > 0 denotes a normalizing sequence. Assume that S and T are W -valued random variables. Let in addition
hold for all f ∈ I as n → ∞. Then the convolution theorem in the sense of (2.2) holds for the asymptotic distributions on W .
Proof: In a first step the convolution theorem
is proved for all univariate marginals given by f ∈ I. For this purpose it is enough to show that
is Gaussian. On a new probability space we may find random variables X n , X, Y n and Y with distributions
and
with (X n , Y n ) → (X, Y ) almost surely, see Dudley (1989) , p.325. Our assumptions together with (2.5) imply by Vitali's theorem the L 2 -convergence of X n → X and Y n → Y . Thus
holds. Since f (S n ) is a minimum variance estimator the covariance principle of Lemma 2.1 implies ) and let X be a W -valued random variable. Suppose that g : P → W is the mean functional in the sense that f (g(P )) = E P (f (X)) holds for all f ∈ I and every P ∈ P. We like to estimate g n (P n ) := g(P ) for P n := {P n : P ∈ P}. The model is given by independent copies X 1 , X 2 , . . . of X with unknown law L (X 1 , . . . , X n ) = P n for each n. Consider the class K n of W -valued unbiased estimators
) for all f ∈ I and all P ∈ P. Let P 0 ∈ P be fixed. Let I always denote a linear space of functions.
(a) Let P be a convex set such that the marginal distributions {L(f |P ) : P ∈ P} are complete for each f ∈ I. Then the W -valued mean S n = 1 n n i=1 X i is a minimum variance estimator in K n at P 0 in the sense of Lemma 2.1(a). Recall that the order statistics of f (X 1 ) , . . . , f (X n ) are sufficient and complete, see Pfanzagl (1994) , Sect. 1.5. Thus the theorem of Lehmann and Scheffé can be applied.
(b) Let T n be a competing sequence of estimators in K n which admit a linearization at P n 0 with
as n → ∞ for all f . Assume that a ni are reals with
Then together with the Cramér-Wold device the central limit theorem of Lindeberg and Feller implies that
is weakly convergent under P n 0 to a centered Gaussian random variable for all f ∈ I. On the space . The minimum variance estimator is the empirical distribution function S n =F n . The Gaussian limit process S on W is the transformed Brownian bridge t → B 0 (F (t)), where B 0 (·) denotes a standard Brownian bridge. It can be shown that under our regularity assumptions the limit process of t → √ n (T n (t) − F (t)) can be realized by 
The convolution theorem for limit experiments
In general there will not be finite sample optimal estimators (or they turn out to be unknown) which may serve as benchmark for the underlying sequence T n . At this stage an asymptotic solution is presented within the limit experiment where a convolution theorem can be presented under fairly general condition. Under regularity assumptions the limit experiment of E n , see (2. 3), has the form
for some distribution P on (V, B(V )), see Section 4 for the notion of weak convergence of experiments. After an appropriate normalization the limit distributions of estimators T n : V → W under P n,ϑ often have the form Q * ε g (ϑ) where Q is some distribution Q on (W, B(W )). This leads to the experiment
Under mild regularity conditions a convolution theorem holds as we will see below. Typically E ≥ F is more informative in the sense of Le Cam. This means that F is a randomization of E. Under additional assumptions this can be expressed via kernels. Suppose now that there exists a kernel K
for all ϑ ∈ Θ. The construction of kernels is done in Section 4 for standard Borel spaces.
and conditional law L ( (b) The kernel K of (3.5) may be chosen to be the convolution kernel K(x, ·) = ν * ε f (x) and it is unique P * ε h(ϑ) a.e. for all ϑ ∈ Θ 1 .
Proof of Theorem 3.1:
Without restrictions we may assume that V 0 = V and g = f hold with the identity h on V 0 . Choose ϑ, τ ∈ Θ 1 . In a first step we will prove that 
On the other hand Q * ε f (τ ) (B) = K(x, B) P * ε τ (dx) holds for all τ ∈ Θ 1 . Bounded completness now implies equality in (3.10) for the restriction on countable families of B's. Since B(W ) is countably generated the result holds for the whole σ-algebra. Fix now some τ ∈ Θ 1 . Then it is easy to see that the projection Π 1 is sufficient and boundedly complete w.r.t. to the model {µ ϑ+τ : ϑ ∈ Θ 1 } of (3.7) on V × W . Next we will show that Π 2 − f (Π 1 ) is an ancillary statistic w.r.t. Θ 1 . Consider A ∈ B(V ), B ∈ B(W ) and an arbitrary ϑ ∈ Θ 1 . Taking (3.10) into account we have
If we now write
does not depend on ϑ ∈ Θ 1 . Basu's theorem, see Pfanzagl (1994) , p.45, then implies the independence of the sufficient and boundedly complete statistic Π 1 and the ancillary statistic Π 2 − f (Π 1 ). Assertion (b) is then obvious since (3.7) and Π 2 = (Π 2 − f (Π 1 )) + f (Π 1 ) holds. Observe that (3.9) holds for all ϑ ∈ Θ when we have equality for at least one ϑ. 2
For the rest of this section we like to study applications of Theorem 3.1. First we give sufficient conditions for bounded completeness of experiments on sample spaces with infinite dimension.
Lemma 3.3 Let
A n ⊂ A denote an increasing sequence of σ-fields with A 0 := σ (A n : n ∈ N). Assume that there exists an increasing sequence of Θ n ⊂ Θ of parameter sets such that the σ-fields A n are sufficient and boundedly complete w.
Proof: It is sufficient to prove boundedly completness for Θ 0 = ∞ n=1 Θ n . Consider a bounded A 0measurable function f : Ω → R with E ϑ (f ) = 0 for all ϑ ∈ Θ 0 . By the assumption of sufficiency there exists for each n ∈ N a version of the conditional expectation
which is independent of ϑ ∈ Θ n . Thus f n dP ϑ = 0 holds for all ϑ ∈ Θ n . We conclude f n = 0 P ϑ a.e. for all ϑ ∈ Θ n , since the σ-field A n is boundedly complete w.r.t. {P ϑ : ϑ ∈ Θ n }. For fixed ϑ 0 ∈ Θ m then f n vanishes P ϑ0 a.e. for all n ≥ m. On the other hand the martingale convergence theorem implies f n → f P ϑ0 a.e. and f vanishes P ϑ0 a.e. (c) Suppose that W is a topological vector space and let the shift family y → Q * ε y be weakly continuous on the closure g(Θ) in W . Then the kernel representation (3.6) can be extended to enlarged parameter sets Θ, Θ ⊂ Θ ⊂ V 0 . A sufficient condition is
The proof follows by continuity arguments. Define a new family Q ϑ := K(P * ε h(ϑ) ) for all ϑ ∈ Θ on W . Since Q ϑ = Q * ε g(ϑ) holds for a dense set of parameters g(ϑ), ϑ ∈ Θ, the distributions (Q ϑ ) ϑ∈ e Θ must belong to a shift family.
Example 3.5 Let (Ω, A, {P h : h ∈ H}) a Gaussian shift experiment with likelihood ratio
see Strasser (1985) , chap. 11, where (H, ·, · ) denotes a separable real Hilbert space and h → L(h) is a centered linear Gaussian process w.r.t. P 0 and covariance Cov P 0 (L(h), L(g)) = h, g for all h, g ∈ H. Let (g i ) i∈N , N ⊂ N, denote a countable family in H and let A 0 = σ(L(g i ) : i ∈ N ) denote the induced σ-field on Ω. Then we have:
(a) If Θ ⊂ H is a subset of the sub-Hilbert space generated by (g i ) i∈N , then A 0 is sufficient for the experiment E = (Ω, A, {P h : h ∈ Θ}).
Suppose that the parameter space is rich enough in the sense that
holds. Then A 0 is boundedly complete for E.
In order to give a proof of (a) observe that for each parameter h ∈ H with Hilbert space representation h = i∈N α i g i we may choose densities L(h) = i∈N α i L(g i ) such that (3.14) becomes A 0 -measurable. Thus it is easy to see that all densities (3.14) are A 0 -measurable for h ∈ Θ. Part (b) follows from Lemma 3.3. Without restriction we may assume that the elements (g i ) i∈N are linearly independent in H. Otherwise we may cancel some members and A 0 remains unchanged. For finite J ⊂ N choose A J = σ (g i : i ∈ J) and Θ J :
by a proper choice of the densities L(h). The bounded completeness of A J can be proved as follows. The experiment
is an exponential family of normal distributions with non-singular covariance matrix on R J . The family is boundedly complete since × i∈J Π i has an inner points.
Example 3.6
(a) Let P ϑ := L((X 1 (t)) 0≤t≤1 |ϑ) denote the distribution of the signal plus noise model ( L(T (X(·))|ϑ) = L(T (B(·))) * ε g(ϑ) =: Q * g(ϑ)
for each ϑ ∈ Θ. Then the estimator T 0 := f (X(·)) is superior in the sense that Q = ν * L (T 0 |ϑ = 0) holds.
(b) As application the convolution theorem (1.23) will be established for arbitrary sample size n. Assume for instance that ϑ 0 + Θ 1 ⊂ Θ holds where Θ 1 denotes again the polynomials of (3.18). Due to the translation invariance of the problem we may assume that ϑ 0 = 0 holds. In a first step the sample size n will be reduced. By 
i i∈N ∈ Θ denotes a fixed parameter. Then Lemma 3.3 immediately implies that (3.25) is boundedly complete for
see also Landers and Rogge (1976) for related argument for the completeness of product experiments. Let us now turn to Example 1.5. Define next t 0 = 0, ϑ (0) 0 = 0 and ϑ 0 = 0. Then the transformation
given by
denotes a one to one transformation of the shifted Lévy process (1.24) to the independent increment processes of the right hand side of (3.27) . Observe that by Wiener's closure theorem the family (L (Y i + s i )) si∈Q is boundedly complete for each i since the Fourier transforms of absolutely continuous distributions do not vanish, see Remark 3.4. Thus the Lévy process model is boundedly complete iff the product model of the right hand side of (3.27) is. Our results above imply that this results is true if we take s
i−1 and if we restrict ourselves to shifts (ϑ i ) i∈N of the Lévy process with ϑ i = ϑ (0) i finally. The convolution theorem (1.26) follows again from Theorem 3.1. Note that we may assume without restrictions (after applying a shift to Y i ) that ϑ 0 = 0 ∈ R N holds. Then the choice Θ 1 = (ϑ i ) i∈N ∈ Q N : ϑ i = 0 finally is appropriate.
Remark 3.8
The present convolution theorem can be extended to differentiable statistical functionals κ : Θ → R in the sense of van der Vaart (1988, 1989, 1991) . For LAN families the linearization of κ at ϑ 0 via the canonical gradient implies the result. . It is easy to show that ν possesses the Fourier transform ν(t) = (1 − |t|)1 [−1,1] (t), see Gnedenko (1968) , p. 236. Next we regard the probability measure
which π-periodical Fourier transform is µ 0 (t) = 1 − 2 π |t| for |t| ≤ π 2 , see Rényi (1966) , p. 271. The probability measure µ is defined as distribution of µ 0 which is scaled with the factor π 2 . The Fourier transform of µ is then µ(t) = 1 − |t| for |t| ≤ 1. Thus we obtain µ * η = ν * η for each probability measure η, which Fourier transform have a support inside of the interval [−1, 1].
Convergence to limit experiments
In this section it is pointed out how the convergence of statistics and the convergence of experiments are related. We present an elementary proof of the main Theorem 4.1 for distributions Q ϑ on standard Borel spaces. This theorem is a special case of more general results of Le Cam, see Le Cam and Yang (2000) , Le Cam (1994) , Th. 1 and also Strasser (1985) or Torgersen (1991) . Let E n = (Ω n , A n , {P n,ϑ : ϑ ∈ Θ n }) denote as in (2.3) a statistical experiment and let E = (Ω, A, {P ϑ : ϑ ∈ Θ}) be another experiment with Θ n ↑ Θ. Recall from Strasser (1985) , Sect. 60, that E n is said to be weakly convergent to E, if all finite dimensional marginals distributions of the loglikelihood processes L log dP n,t dP n,s t∈I P n,s → L log dP t dP s t∈I P s weakly converge for all s ∈ Θ and all I ⊂ Θ, |I| < ∞. Let D denote a standard Borel space and D its Borel σ-field on D.
Theorem 4.1 Suppose that the sequence of experiments E n converges weakly to a limit experiment E. Let
be a sequence of statistics with values in a standard Borel space D such that
weakly converges to the some distribution Q ϑ on D for all ϑ ∈ Θ. Then there exists a kernel K : Ω × D → [0, 1] with
for all ϑ ∈ Θ. In particular, E is more informative than (D, D, {Q ϑ : ϑ ∈ Θ}).
Proof:
Recall that on standard Borel spaces the set of probability measures is a separable metric space w.r.t. the topology of weak convergence. Thus we may choose a countable dense subset Q ϑj : j ∈ N of {Q ϑ : ϑ ∈ Θ}. We will identify by Q ϑ j =: Q j and P ϑ j =: P j . Introduce the additional distributions
Write shortly P n,j := P n,ϑj . Define
where a n are normalizing constants. The proof of Theorem 4.1 relies on two lemmas. First we add P n,0 and P 0 to our experiments. c j = 1, m ∈ N for n large enough. It is easy to see that the experiments P n,0 , P n,1 , . . . , P n,k weakly converge to {P 0 , P 1 , . . . , P k }, since their likelihood processes can be expressed by linear dependence by the likelihood processes of E n and E. If m tends to infinity we find coefficients c j such that P n,0 tends to P n,0 uniformly in n w.r.t. the norm of total variation. Thus P n,0 and P 0 may be substituted by P n,0 and P 0 and the convergence of experiments carries over. 2
In the case of Theorem 4.1 we have weakly converges as m → ∞.
(b) Under P m,j the limit law µ j of (4.6) exists. We have µ j µ 0 with density The proof of Theorem 4.1 can be completed by the following arguments. Consider the canonical projections
Obviously, π 1 is sufficient for {µ j : j ∈ N 0 }. Thus there exists a version of the conditional distribution of (π 1 , π 2 ) given π 1
which is independent of j, i.e. µ j = C (x, ·) dµ π1 j (x). Now we may choose which have just the endpoints (4.10). For suitable parameters ϑ = (ϑ 1 , ϑ 2 ) introduce P n,ϑ := L (( Z n,1 , . . . , Z n,n )| ϑ) (4.12) and let Z 1:n ≤ Z 2:n ≤ . . . ≤ Z n:n denote the order statistics of (4.11). We will only sketch the general results and indicate how to prove convergence of the experiments. A rigorous proof is only given for the uniform distribution. Let X 1 and X 2 denote two independent standard exponential random variables with E(X i )=1 for i = 1, 2. Well-known results from extreme value theory prove that n (Z 1:n − a) → X 1 + ϑ 1 f (a) (4.13) and n (Z n:n − b) → −X 2 + ϑ 2 f (b) (4.14) are convergent in distribution under ϑ. The convergence of these distributions can also be shown w.r.t. the norm · of total variation. Under regularity assumptions concerning the smoothness of the density f the extreme order statistics (Z 1:n , Z n:n ) are asymptotically sufficient and weak convergence of the experiments Proof: In this case the extreme order statistics (Z 1:n , Z n:n ) are finite sample sufficient and the experiments {P n,ϑ } and { L (nZ 1:n , n (Z n:n − 1)| ϑ)} (4.16) are equivalent in Le Cam's sense. Thus it is sufficient to prove the weak convergence of the latter experiment.
Consider first ϑ = 0. It is well-known, see Reiss (1989) , Section 5.1 and p. 121, that L (nZ 1:n , n (Z n:n − 1)| 0) − L (X 1 , −X 2 ) → 0 (4.17) holds w.r.t. the norm of total variation. This assertion is due to the fact that lower and upper extreme become asymptotically independent. The same result holds under ϑ where L(X 1 , −X 2 ) is replaced by L(X 1 + ϑ 1 , −X 2 + ϑ 2 ), see also (4.13) and (4.14) . Note that (4.17) is equivalent to the L 1 -convergence of the densities which are easy to handle under the present shift and scale family. It is well-known that the convergence of distributions w.r.t. total variation implies the convergence of the underlying experiments. 2
Let now ϑ ∈ Θ belong to a dense set of R 2 . Then the assumptions of the convolution theorem hold. Observe that the limit experiment of (4.15) is boundedly complete by Wiener's closure theorem, see Remark 3.4. Let T n : R n → R 2 be a sequence of Θ regular estimators of the endpoints for the uniform distribution at (a, b) = (0, 1) with L n T n − ϑ 1 n , 1 + ϑ 2 n P n,ϑ → L(Q) (4.18) in distribution for all ϑ ∈ Θ. Then L(Q) is given by a convolution product L(Q) = ν * L(X 1 , −X 2 ). Under regularity assumption the same holds for densities f where the convolution bound arises from the limit experiment (4.15). In these references the reader will find regularity conditions concerning the density f which ensure weak convergence of the experiments in (4.15).
(b) If the density has only a single jump at the lower endpoint then the limit experiment (4.15) has to be modified and it is just L X 1 +ϑ 1 f (a) : ϑ 1 . For this kind of limit experiment Millar (1983) , p. 157 already obtained a convolution theorem which is similar to (4.19 
