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0. Introduction
The entropy functional, deﬁned on a Markov diffusion process, plays an important role in theory of information and
statistical physics [1,2], and control systems [3].
Applying a variation principle to an information path functional, determined by a dynamic approximation of the random
process’ entropy functional, leads to basic equations of information dynamics, describing the regularities of information
systems [3]. This requires knowing the entropy functional, deﬁned on trajectories of a controlled diffusion process, expressed
via the process’ controllable parameters.
We intend to connect the sought conditional entropy functional with some functionals of the diffusion processes’ trans-
formations, such as the process’ density measure, represented through the process’ multiplicative and/or additive functional;
a speciﬁc process’ transformation is deﬁned through the process’ cut off.
Deﬁnition of a conditional information entropy, based on mathematical expectation of the logarithm of a density mea-
sure, including its application to diffusion processes, is published by R.L. Stratonovich [1].
Fundamental results related to additive functional of Markov process have been obtained by E.B. Dynkin in monograph [4]
and later were considered in broad aspects by I.I. Gihman, A.V. Scorochod [6] and Y.V. Prokhorov, Y.A. Rozanov [8].
A random process’ cut off, as an effective method of the process’ ﬁxing at its exit from some interval, is published in [6,8].
Controllable Markov processes with the optimal stopping and estimation methods are also studied by E.B. Dynkin [5],
I.I. Gihman, A.V. Scorochod [7], and N.V. Krylov [9].
However in the known references, we did not ﬁnd the mathematical results related to the entropy functional’s repre-
sentation through an additive functional of controllable diffusion process and the parameters of corresponding stochastic
equation, applied to the considering boundary problems for this functional, and also a Jensen inequality for the entropy
functional.
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ﬁnding a condition of its minimum by the solution of related boundary problem. The proved Jensen’s inequality allows also
estimate the information path functional’s (IPF) approximation by the entropy functional of the initial random process. The
paper is a part of the IPF approach [3,10,11] in solving of the aforementioned mathematical and applied problems.
The paper organization
Section 1 introduces an entropy functional deﬁned on a Markov diffusion process through the process’ additive func-
tional, whose the integrand is determined by the functions shift and diffusion of Ito’s stochastic controllable differential
equation. The example illustrates the functional’s connection to the process’ correlation functions and an applied control,
while both of them can be measured and identiﬁed on a real process.
Section 2 applies the results of Section 1 for establishing the Jensen inequality for the entropy functional, which is used
for the functional’s estimation.
Section 3 provides the solution of a boundary value problem for the entropy functional and considers this problem’s
connection to the corresponding information path functional approach.
1. Entropy functional
Let have the n-dimensional controlled stochastic Ito differential equation:
dx˜t = a(t, x˜t ,ut)dt + σ(t, x˜t)dξt , x˜s = η, t ∈ [s, T ] = Δ, s ∈ [0, T ] ⊂ R1+ (1.1)
with the standard limitations [5,7,9] on the functions of a controlled shift au = a(t, x˜t ,ut), diffusion σ = σ(t, x˜t), and Wiener
process ξt = ξ(t,ω), which are deﬁned on a probability space of the elementary random events ω ∈ Ω with the variables
located in Rn; x˜t = x˜(t) is a diffusion process with the transition probabilities P (s, x˜, t, B), and Ψ (s, t) is a σ-algebra cre-
ated by the events {x˜(τ ) ∈ B}, s  τ  t; Ps,x = Ps,x(A) are the corresponding conditional probability’s distributions on an
extended Ψ (s,∞); Es,x[•] are the related mathematical expectations.
Suppose that the control function ut provides the transformation of an initial process x˜t , with the transition probabilities
P (s, x˜, t, B), to other diffusion process ςt =
∫ t
s σ(v, ζν)dζν , with the transition probabilities
P˜ (s, ςt , t, B) =
∫
x˜(t)∈B
exp
{−ϕts(ω)} Ps,x(dω), (1.2)
where ϕts = ϕts(ω) is an additive functional of process x˜t = x˜(t) [4,6,8], measured regarding Ψ (s, t) at any s  τ  t with
probability 1, and ϕts = ϕτs + ϕtτ , Es,x[exp(−ϕts(ω))] < ∞.
Then, at this transformation, the transitional probability’s functions P˜ (s, ςt , t, B) (1.2) determine the corresponding ex-
tensive distributions P˜ s,x = P˜ s,x(A) on Ψ (s,∞) with the density measure
p(ω) = P˜ s,x
Ps,x
= exp{−ϕts(ω)}. (1.3)
Using the deﬁnition of a conditional entropy [1] of process x˜t regarding process ςt :
S(x˜t/ςt) = Es,x
{− ln[p(ω)]}, x = x(τ ), (1.4)
where Es,x is the conditional mathematical expectation, we get
S(x˜t/ςt) = Es,x
{
ϕts(ω)
}
. (1.5)
Thus, the transformed process ςt has the same diffusion matrix but zero drift.
That is why the above additive functional at its ﬁxed upper limit T acquires the form [6,8]:
ϕTs = 1/2
T∫
s
au(t, x˜t)
T (2b(t, x˜t))−1au(t, x˜t)dt +
T∫
s
(
σ(t, x˜t)
)−1
au(t, x˜t)dξ(t), 2b(t, x˜) = σ(t, x˜)σ T (t, x˜) > 0, (1.6)
where
Es,x
{ T∫
s
(
σ(t, x˜t)
)−1
au(t, x˜t)dξ(t)
}
= 0. (1.6a)
Finally we get the conditional information entropy functional expressed via parameters of the initial controllable stochas-
tic equation (1.1):
S(x˜t/ςt) = 1/2Es,x
{ T∫
au(t, x˜t)
T (2b(t, x˜t))−1au(t, x˜t)dt
}
, (1.7)s
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Es,x
[
1/2au(t, x˜t)
T (2b(t, x˜t))−1au(t, x˜t)]= Es,x[Lˆu(t, x˜t)]= Lu(s, x) (1.7a)
plays a role of a Lagrangian Lu .
For a positive quadratic form in (1.6), (1.7), the information entropy is a positive.
Example. Let us have a single dimensional equation (1.1) with the shift function au = u(t)x˜(t) at the given control function
ut = u(t), and the diffusion σ = σ(t). Then the entropy functional has a view
S(x˜t/ςt) = 1/2
T∫
s
Es,x
[
u2(t)x˜2(t)σ−2(t)
]
dt, (1.8)
from which at the nonrandom u(t), σ(t) we get
S(x˜t/ςt) = 1/2
T∫
s
[
u2(t)σ−2(t)Es,x
[
x˜2(t)
]]
dt = 1/2
T∫
s
u2t r˙
−1
t rs dt, (1.8a)
where for the diffusion process, the following relations hold true:
2b(t) = σ(t)2 = dr/dt = r˙t , Es,x
[
x˜2(t)
]= rs, (1.8b)
and the functional (1.8a) is expressed via the process’ covariation functions rs , rt and known ut .
This allows us to identify the entropy functional on an observed controlled process x˜t = x˜(t) by measuring the above
covariation (correlation) functions.
The n-dimensional form of functional (1.8a) follows directly from using the related n-dimensional covariations (1.8b) and
the controls.
The proofs of formulas (1.2), (1.3), (1.6) can be found in publications [4,6,8].
2. Jensen’s inequality for the entropy functional
Let us have g(t, x), g : Δ × Rn → R1 as a measured and limited on Δ × Rn function, convex down by the argument
x ∈ Rn , i.e., ∀(t, x1) ∈ Δ × Rn , ∃λ1(t, x1), λ1 : Δ × Rn → Rn , ∀x ∈ Rn , and consider the Jensen’s inequality [12] in a simple
form:
g(t, x) g
(
t, x1
)+ (x− x1)λ1(t, x1). (2.1)
Proposition 1. Assume x = x˜(t,ω), and x˜(t,•) is measured function of argumentω ∈ β(C) at ∀t ∈ Δ; and at a ﬁxedω ∈ β(C), x˜(•,ω)
is a continuous function x˜t on Δ. According to [12], function g(t,ω) = g(t, x˜(t,ω)) is measured, limited, and therefore is summable
by measure μΔ = mesΔ × Ps,x˜s on the set
Δ × β(C): g(t,ω) ∈ L1
(
Δ × C, β(Δ) × β(C),μΔ
)
, (2.2)
where β(Δ) = {t: B1 ∩ Δ, B1 ⊂ β(R1)},mesΔ is a Lebeg’s measure on β(Δ), and × is the index of a direct multiplication of the sets
of the β-algebra’s, and the measures are ﬁnite.
Then the Jensen’s inequality is in the form as follows
T∫
s
Ex˜s,B˜
[
g(t, x˜t)
]
dt 
T∫
s
g(t, x¯t)dt, (2.3)
where x¯t = Ex˜s,B˜ [x˜t] is a macroprocess in [10,11].
Proof. Relation (2.2) and the Fubini theorem [12] lead to equation
T∫
s
(∫
B˜
g
(
t, x˜(t,ω)
)
Ps,x˜s (dω)
)
dt =
∫
B˜
( T∫
s
g
(
t, x˜(t,ω)
)
dt
)
Ps,x˜s (dω), B˜ ⊂ β(C), (2.3a)
which can be directly written via the conditional mathematical expectations:
T∫
Ex˜s,B˜
[
g(t, x˜t)
]
dt = Ex˜s,B˜
[ T∫
g(t, x˜t)dt
]
. (2.3b)s s
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Then, applying (2.3a), (2.3b), we come to the Jensen’s inequality in the form (2.3) (for function, g(t, x), which is convex down
by argument x ∈ Rn).
For function g(t, x), which is convex up by argument x ∈ Rn , we have by analogy the inequality:
T∫
s
Ex˜s,B˜
[
g(t, x˜t)
]
dt 
T∫
s
g(t, x¯t)dt.  (2.3c)
Proposition 2. Let us consider function Lˆu(t, x) on Δ × Rn:
Lˆu(t, x) = 1/2
n∑
i, j=1
(
2b(t, x)
)−1
i j aˆ
u
i (t, x)aˆ
u
j (t, x), (2.4)
where functions bij(t, x), aˆui (t, x), i, j = 1, . . . ,n, are measured and limited on the set Δ × Rn.
And let function x = x˜(t,ω) in (2.4) holds the limitations for Proposition 1.
Because the class of the measured functions is closed regarding the arithmetic operations, function Lˆu(t, x) is limited. This means
that Lˆu(t,ω) = Lˆu(t, x˜(t,ω)) is a measured, limited, and therefore is a summable function by the measure μΔ on the set Δ × β(C).
Assuming g = Lˆu and following the relations (1.7a), (2.1), (2.3), (2.3c), (2.4) we get the applications of above Jensen
inequalities for the functional convex down by the arguments:
ΔS
(
s, T , x˜(•))ΔS(s, T , x¯(•)), (2.4a)
and for the functional convex up by the arguments:
ΔS
(
s, T , x˜(•))ΔS(s, T , x¯(•)), (2.4b)
where
ΔS
(
s, T , x˜(•))=
T∫
s
Ex˜,s
[
Lˆu(t, x˜t)
]
dt, ΔS
(
s, T , x¯(•)) def=
T∫
s
Lˆu(t, x¯t)dt. (2.5)
Comments. In particular, as it is shown in [10,11], the mathematical expectation x¯t = Ex˜s,B˜ [x˜t] is approximated with a max-
imal probability by the information path functional’s (IPF) extremal trajectory xt , consisting of a sequence of the extremal’s
segments xit , i = 1, . . . ,m (where m depends on the random process’ dimension), and the IPF is deﬁned by integral
S(s, T , xt)
def=
T∫
s
Lu(t, xt)dt, L
u(t, xt) = 1/2au(t, xt)T
(
2b(t, xt)
)−1
au(t, xt). (2.6)
According to this approximation, the IPF (2.6) satisﬁes the estimation inequality (2.4a) with the entropy functional (1.7)
on its left side, and therefore, this entropy functional represents an upper limitation for the IPF [10].
Let us evaluate the entropy functional within and at a border of a time interval [s, τ ] ⊂ Δ, which could also be given by
the control’s discrete interval (the control function’s speciﬁc does not affect the result below and we omit it, focusing on
the considered problems).
3. Boundary value problem for the entropy functional
Theorem T1 (A minimum condition for the entropy functional).
Let us have a closed measured set B¯τ = [s, τ ] × B¯ , where [s, τ ] ⊂ Δ, B¯ ⊂ β(Ω), B = int B¯ , Γ def= B¯\B, Bτ = (s, τ ) × B,
Γτ
def= B¯τ \Bτ and consider the distribution of the entropy functional S(t, x) (1.7), satisfying the Kolmogorov’s equation [12], on the set
Bτ , as a function of time t ∈ (s, τ ) and a current random x ∈ B:
−∂ S(t, x)
∂t
=
n∑
i=1
aui (t, x)
∂ S(t, x)
∂xi
+
n∑
i, j=1
bij(t, x)
∂2S(t, x)
∂xi∂x j
+ W (t, x), (t, x) ∈ Bτ , W (t, x) 0, (3.1)
and solve the following boundary value problem
S(s, x) = f1(x), f1(x) ∈ C
(
B, R1+
)
, (3.2)
or
S(τ , x) = f2(x), f2(x) ∈ C
(
B, R1+
)
, (3.3a)
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S(t, y) = f3(t, y), y ∈ Γ, f3(t) ∈ C
([s, τ ], R1+). (3.3b)
Then, the solution of problem (3.2), (3.3a), (3.3b) reaches its minimal value on the border of the set B¯τ : e.g., at t = s, or t = τ ; or
on border Γ of the set B¯ .
This means that for ∀(to, xo) ⊂ Bτ , the following inequality is satisﬁed:
S(to, xo) inf
x∈B,y∈Γ mint∈(s,τ )
[
f1(x), f2(x), f3(t, y)
]
. (3.4)
Proof. Using the concept of proving the maximum principle (for the heat transfer problem [13]), let us assume the opposite,
by considering such moments ∃(to, xo) ⊂ Bτ when (3.4) is satisﬁed in the form:
S(to, xo) − inf
x∈B,y∈Γ mint∈(s,τ )
[
f1(x), f2(x), f3(t, y)
]
−ε, ε > 0. (3.5)
Let us form an auxiliary function
V (t, x) = S(t, x) + ε(to − t)
2τ
(3.6)
and show that it takes a minimal value on the set Bτ .
Because the set B¯τ is closed and limited, and the second Weierstrass’ theorem for continuous functions [12] is fulﬁlled
on B¯τ , function V (t, x) reaches a precise lower limit on B¯τ .
Using inequality (3.5) and function (3.6) we have
V (s, x) f1(x) − εt
2τ
 f1(x) − ε
2
 inf
x∈B f1(x) −
ε
2
, (3.7a)
V (t, x) f2(x) − εt
2τ
 f2(x) − ε
2
 inf
x∈B f2(x) −
ε
2
, (3.7b)
V (t, x) f3(t, y) − εt
2τ
 f3(t, y) − ε
2
 inf
y∈Γ mint∈(s,τ ) f3(t, y) −
ε
2
. (3.7c)
From (3.1), (3.2), (3.3a), (3.3b), (3.7a)–(3.7c) follow relations:
inf
x∈B f1(x) − S(to, xo) ε, (3.8a)
inf
x∈B f2(x) − S(to, xo) ε, (3.8b)
inf
y∈Γ mint∈(s,τ ) f3(t, y) − S(to, xo) ε. (3.8c)
Because (3.6) leads to V (to, xo) = S(to, xo), after the joint solution of systems (3.7a)–(3.7c) and (3.8a)–(3.8c), we get
V (s, x) V (to, xo) + ε
2
, (3.9a)
V (τ , x) V (to, xo) + ε
2
, (3.9b)
V (t, y) V (to, xo) + ε
2
. (3.9c)
From this system of the inequalities, it follows that the function V (t, x) does not get a minimal value on Γτ .
Because a minimum on B¯τ does exist, it means that the minimum can be reached at some inner points of B¯τ , and
therefore, on the set Bτ .
For function V (t, x), at the points (t∗, x∗) of its minimum, the following relations hold true:
∂V
∂t
(t∗, x∗) = 0, ∂V
∂xi
(t∗, x∗) = 0, i = 1, . . . ,n, (3.10)
1
2
n∑
i, j=1
hijΔxiΔx j  0, hij = ∂
2V
∂xi∂x j
(t∗, x∗), Δxi = xi − x∗i . (3.10a)
A current state x of the diffusion process, for any δ > 0, satisﬁes the equality [4,6]:∫
∗
ΔxiΔx j P (t
∗, x∗, t∗ + Δt,dy) = 2bij(t∗, x∗)Δt + o(Δt). (3.11)|x−x |δ
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Bδ =
{|x− x∗| δ}⊂ B.
Let us integrate (3.11) by the probability measure P (t∗, x∗, t∗+Δt, Bδ) on the set Bδ and then divide both of the integral’s
sides on Δt → 0. Using condition
lim
Δt→0
o(Δt)
Δt
= 0, ∀t∗ ∈ (s, τ ),
we get from (3.10a), (3.11)
n∑
i, j=1
hij(t
∗, x∗)bij(t∗, x∗) =
n∑
i, j=1
∂2V
∂xi∂x j
(t∗, x∗)bij(t∗, x∗) 0. (3.12)
Applying jointly equalities (3.10) and (3.12), we write the following inequality
∂V
∂t
(t∗, x∗) +
n∑
i=1
∂V
∂xi
(t∗, x∗)aui (t
∗, x∗) +
n∑
i, j=1
∂2V
∂xi∂x j
(t∗, x∗)bij(t∗, x∗) 0. (3.12a)
Using relations (3.9a)–(3.9c), (3.12a) we have
∂V
∂t
(t, x) = ∂ S(t, x)
∂t
− ε
2τ
,
∂V
∂xi
(t, x) = ∂ S(t, x)
∂xi
,
∂2V
∂xi∂x j
(t, x) = ∂
2S(t, x)
∂xi∂x j
, i, j = 1, . . . ,n. (3.13)
After substituting (3.13) into (3.12a) at t = t∗ , x = x∗ we get
∂ S(t∗, x∗)
∂t
+
n∑
i=1
∂ S
∂xi
(t∗, x∗)aui (t
∗, x∗) +
n∑
i, j=1
∂2S
∂xi∂x j
(t∗, x∗)bij(t∗, x∗)
ε
2τ
. (3.14)
Eqs. (3.1), (3.2) and (3.12a), (3.14) lead to the inequalities
−W (t∗, x∗) ε
2τ
> 0, W (t∗, x∗) < 0. (3.15)
Because the inequality W (t, x) 0 is correct by deﬁnition, we come to a contradiction that proves the initial statement. 
Corollary. Let us compare the IPF minimum [11], reached within (and at the borders) of an IPF extremal’s segment xit = xi(t), whose
both ends are ﬁxed at some moments t ∈ (s, τ ) of the initial random process x˜t (at xi = x˜i(s) and xi = x˜i(τ ) accordingly), with a
minimum of the entropy functional (1.7), (3.4), reached at the same t ∈ (s, τ ) (according to Theorem T1). Then we conclude:
(i) Theorem T1 results show that both minimum coincides at the same xi = x˜i(s) and xi = x˜i(τ ) [10,11].
(ii) To ﬁx these extremal segment’s ends, the random process x˜t should be cut off at each moment, following the ﬁrst exit from the
process’ border on the above set. (Here we are using the random process’ cut off as an effective method for the process’ ﬁxing at its
exit from some interval [8].)
In particular, considering τ = T in (3.2), (3.3a), (3.3b) and taking the t = T as a moment of cutting off the process, we have
f2(x) = f3(t, y) = 0. (3.16)
(iii) Thus, following (3.16) and T1, the absolute minimum of S(t, x)-function will be reached at the moment of the process’ x˜t exit of
the bordered moments t ∈ (s, τ ) by the process’ cut off at these moments.
The operation of cutting off the random process is performed by the controls, which are able to keep the random process within a
given set.
The n-dimensional Markov process generally might have n such the ﬁrst exits on Γτ .
(iv) According to the Jensen inequality for both IPF (2.6) and the entropy functional (1.7), the entropy functional’s minimum estimates
an upper limit for the IPF’s minimum, considered also out of the above t ∈ (s, τ ).
In the example (Section 1) with the entropy functional (1.8a), the “cut off” operation is performed by the control u =
u(s, τ ) ∈ Γu at a moment τ + o of the exit from Γu . This provides both the entropy functional minimum and an upper limit
for the IPF minimum.
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