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Abstract
The average behavior of the SOR method and the MSOR method is studied for matrices whose Jacobian matrix
is skew-symmetric matrix. The objective is to ﬁnd the values of optimal parameters to minimize the 2-norm of the
SOR and MSOR operators based on the eigenvalue functional given by Yin and Yuan [Appl. Math. Comput. 127
(2002) 327–333].
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1. Introduction
The choice of the  is very important for the convergence rate of the SOR method. Most work
[3,5,7,8,10,11] on the choice of  is to minimize (L) which is only an asymptotic measure of the
convergence rate of linear stationary iterative methods. In real computations, we have to consider average
convergence rate. For this reason, Golub and Pillis [1] have raised the question of determining, for k1,
a relaxation parameter  ∈ (0, 2) for the SOR method, and a pair 1 and 2 of the MSOR method to
minimize the 2-norms of the kth of the SOR and MSOR iteration matrices, respectively, associated with a
real symmetric positive deﬁnite matrix with property “A” using the singular value decomposition (SVD).
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They derive explicit expressions for both the block SOR and MSOR operators associated with the 2 × 2
block partitioning of A denoted byL andL1,2 , respectively. Hadjidimos and Neumann [2] continue
Golub and de Pillis’work to obtain the minimizing relaxation parameters for the case k =1 for both SOR
and MSOR operators.
RecentlyYin andYuan have generalized Golub and de Pillis’ work to matrices whose Jacobian matrix
is block skew-symmetric. They give eigenvalue functional using singular value decomposition. Here we
shall generalize Hadjidimos and Neumann’s results to matrices whose Jacobian matrix is block skew-
symmetric based onYin andYuan’s results [6] to obtain the optimal parameters which minimize 2-norm
of the SOR and MSOR operators in the case k = 1. Note that the minimum of the SOR and MSOR
operators in 2-norm for k =1 is function of 1− ˆwhich is similar to the best SOR and MSOR operators
for real symmetric positive deﬁnite and also block 2-cyclic consistently ordered A where ˆ is our best
parameter.
Assume that all matrices discussed in the paper are matrices whose Jacobian matrix is block skew-
symmetric. The paper is organized as follows. The optimal parameter to minimize 2-norm of the SOR
operator is studied in Section 2.At the beginning, we review the eigenvalue functional and 2-norm results
given by Yin and Yuan [6]. Afterwards, we discuss the behavior of 2-norm of the SOR operator. Then
we study the existence and choice of the optimal parameter in this case. Our result is different from the
asymptotic optimal parameter. In Section 3, we continue to study the problem for the MSOR operator
and give the choice of the optimal parameters. The value of the optimal parameters are different from
Young’s result for asymptotic optimal parameters. But our result show that for matrices whose Jacobian
matrix is skew-symmetric, the minimum of 2-norm of the MSOR operator will be attained only when
two parameters are same, which is different from Golub and Pillis’guess [1]. In the last section, we brieﬂy
give some conclusion and comments on our work.
2. Minimization of the 2-norms of the SOR operator
Without loss of generality, assume that A has the following block pattern
A =
(
Ip −F
F T Iq,
)
(1)
where F ∈ Rp×q with p + q = n and pq. Then the SOR matrixL and Jacobi matrix J are as follows
L =
(
(1 − )Ip F
−(1 − )F T (1 − )Iq − 2F TF
)
(2)
and
J =
(
0 F
−F T 0
)
. (3)
Since the matrix A has nice property, the eigenvalue functional ofL is given in the following theorem
fromYoung’s result [6,9].
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Theorem 2.1. LetL and J be given, respectively, by (2) and (3). Then the eigenvalues i ∈ (J ) and
i ∈ (L), are linked by the functional relation:
(1 −  − i)2 = 22i i . (4)
Moreover, the eigenvalues and 2-norm of the matrix () are related as follows:
(L) = (()),
(L) = (()) = max
1 iq
(i()),
‖Lk‖2 = ‖k()‖2 = max1 iq ‖
k
i ()‖ for all k, (5)
where
() = diag(1(), . . . ,q(), (1 − )Ip−q), (6)
i() =
(
(1 − ) si
( − 1)si (1 − ) − 2s2i
)
, i = 1, 2, . . . , q, (7)
whose si are the singular values of F.
The next result follows immediately from Theorem 2.1.
Theorem2.2. LetA ∈ Rn,n bematrixwith block form (1)whose Jacobianmatrix is block skew-symmetric.
Then the problem of minimizing ‖L‖2, is equivalent to the problem of minimizing the square root of the
spectral radius
 := () ≡ 1/2(T()()) (8)
of the matrix T()().
Theorem 2.3. Under the assumptions of the Theorem 2.2, for k = 1 the minimum of 2-norm of L is
equivalent to
̂
2 := min
∈(0,2) 
2 ≡ min
∈(0,2) max{
1
2 [T (, t) + [T 2(, t) − 4C()]1/2], (1 − )2}, (9)
where
T (t) := T (, t) ≡ 2(1 − )2 + 4(t + t2) (10)
and
C() := (1 − )4 (11)
with t is the square of the spectral radius of the associated block Jacobian matrix J.
Before proving the theorem, we shall do some calculations.
‖L‖2 = ‖()‖2 = max ‖i()‖2 = max{1/2(Ti ()i ())}, (12)
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where
Ti ()i() =
(
(1 − ) −(1 − )si
si (1 − ) − 2s2i
)(
(1 − ) si
−(1 − )si (1 − ) − 2s2i
)
. (13)
Hence there is Ti ()i()(
(1 − )2(1 + 2s2i ) (1 − )[1 + s2i ]2si
(1 − )[1 + s2i ]2si [2 − 1 + 2s2i ]2s2i + (1 − )2
)
. (14)
By calculation, we obtain
det(Ti ()i() − I ) = 2 − [4(1 + s2i )s2i + 2( − 1)2] + (1 − )4. (15)
Solving this quadratic equation, we ﬁnd that
 = 1
2
{4(1 + s2i )s2i + 2( − 1)2 ± [(4(1 + s2i )s2i + 2( − 1)2)2 − 4(1 − )4]1/2} (16)
Now, we set ti = s2i , and deﬁne
C() = (1 − )4
T (, t) = 4(t + t2) + 2(1 − )2. (17)
Therefore
 = 1
2
[T (, ti) + (T 2(, ti) − 4C())1/2] (18)
Proof. For t0 and any  ∈ (0, 2), consider the function
Li := Li() ≡ 12 {T (ti) + [T 2(ti) − 4C]1/2}, (19)
where T (ti) = T (, ti) with i = 1, . . . , q.
Set
L := L() ≡ max
i=1,...,q Li , (20)
where
L := L() ≡ 1
2
{T (t) + [T 2(t) − 4C]1/2}, (21)
with t = 2(J ). Note that the eigenvalues of the matrix Ti ()i() are nonnegative numbers and form
the roots of the characteristic equations
2 − T (ti) + C = 0, i = 1, . . . , q, (22)
and
 − (1 − )2 = 0. (23)
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The largest of the two roots of (22) is given by the expressions for theLi’s in (19). Since the discriminant in
(19) is nonnegative, themaximumvalue of eachLi is obtained for themaximumvalue of the corresponding
T (ti). After some algebraic manipulations in (17), there is
dT (t)
dt
= 4 + 24t = (1 + 2t)4 > 0. (24)
Now T (t) is a strictly increasing function of t. Likewise, Li is strictly increasing function of ti . From the
structure of the matrix (), it is shown that the spectral radius of T()() is given by
2 = (T()()) = max
i=1,...,q (
T
i ()i()).
The spectral radius of the matrix (Ti ()i()), for any given i, is the quantity Li , and the maximum of
Li is given by L. 
It is easy to show that the eigenvalues of Jacobi matrix are pure imaginary and 0 because
J 2 =
(−FF T 0
0 −F TF
)
is negative semideﬁnite [4,12]. Then it follows from Theorem 4.1 in [9] that the convergence region of
the SOR method is 0<< 2/(1 + (J )).
We need a series of lemmas to prove our main results given in Theorem 2.10. These lemmas are related
to the behavior of the functions T (, t) and L(). First we shall study the behavior of the functions
T (, t) and dT (, t)/d.
Lemma 2.4. The function T (, t) has only positives values on  ∈ [0, 2], it decreases strictly in [0, ∗]
and increases strictly in [∗, 2] for some ﬁxed ∗ ∈ (0, 2). For any ﬁxed t, the function dT (, t)/d, as
a function of  ∈ (0, 2), is strictly increasing.
Proof. Differentiating T (, t) with respect to , we obtain
dT
d
= 4(t + t2)3 + 4( − 1). (25)
Again differentiation with respect to , yields
d2T (, t)
d2
= 12(t + t2)2 + 4 (26)
for all t0. Then dT (, t)/d is a strictly increasing function of  ∈ [0, 2]. Since
dT (, t)
d
∣∣∣∣
=0
= −4< 0 and dT (, t)
d
∣∣∣∣
=1
= 4t2 + 4t + 8> 0,
there exists an unique value of  = ∗ ∈ (0, 1) at which T (, t) attains its minimum value. 
Lemma 2.5. For ﬁxed value t0, the function L() as a function of the  ∈ [0, 2], has at least one local
minimum point that is in (0,∗).
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Proof. Differentiating L(), with respect to , we obtain
dL
d
= 1
2
{
dT
d
+ T (dT/d) + 8(1 − )
3
[T 2 − 4(1 − )4]1/2
}
, (27)
where dT/d is given in (25). Set
n1 = T dTd + 8(1 − )
3
,
n1 = T dTd + 8(1 − )
3 = 43t (1 + t)[t (1 + t)4 + (1 − )(2 − 3)]. (28)
With
d1 = T 2 − 4(1 − )4 = 4(t + t2)4 − 8(t + t2)5 + 4(t + t2)6 + (t2 + 2t3 + t4)8. (29)
The function (27) is not deﬁned as  = 0. So, we take limit as  −→ 0+, and obtain
lim
−→0+
dL
d
= 1
2
[
lim
−→0+
dT (t)
d
+ lim
−→0+
n1√
d1
]
. (30)
Now simplify (28) and (29) as
n1√
d1
= 4
3t (1 + t)[t (1 + t)4 + (1 − )(2 − 3)]
√
t + t2
√
(t + t2)4 + 4(1 − )2
−→ 0,
as  → 0+. Then apply the limit as  −→ 0+ to obtain
lim
−→0+
dT
d
= 4(t + t2)03 + 4(0 − 1) = −4, (31)
and
lim
−→0+
dL
d
= −4< 0. (32)
On the other hand, since dT/d|=∗ = 0, one can obtain that
lim
→∗
dL
d
= 4(1 − 
∗)3
[T 2(∗, t) − 4(1 − ∗)4]1/2 > 0. (33)
Therefore, L() has a odd number of local minimum points in (0,∗). 
Lemma 2.6. For any ﬁxed t, the function L() in (21), as a function of , strictly increases in [∗, 1].
Proof. Note that for  ∈ [∗, 1], dT (t)/d0 for =∗, and T (t)> 0, and 1−0 for =1. So, the
function L() is strictly increasing because the right-hand side of (27) is strictly positive for all values
of  in the interval considered. 
I. Milléo et al. / Journal of Computational and Applied Mathematics 192 (2006) 431–444 437
Lemma 2.7. The points at which dL/d vanishes are roots of the equation
f () = (t + t2)2 +  − 1 = 0. (34)
For any ﬁxed t ∈ (0, 1), the global minimum point of L() is a point in (0,∗)⋃(1, 2], at which dL/d
vanishes.
Proof. Setting
dL
d
= 0,
dT
d
= −T dT/d − 8(1 − )
3√
T 2 − 4(1 − )4
,
which is
dT
d
√
T 2 − 4(1 − )4 = −T dT
d
− 8(1 − )3.
Then (
dT
d
√
T 2 − 4(1 − )4
)2
=
(
−T dT
d
− 8(1 − )3
)2
,
that is(
dT
d
)2
(T 2 − 4(1 − )4) =
(
T
dT
d
)2
+ 16T dT
d
(1 − )3 + 64(1 − )6.
Eliminating (T dT/d)2, and dividing through −4, we obtain(
dT
d
)2
( − 1)4 − 4T dT
d
( − 1)3 + 16( − 1)6 = 0.
It now follows that(
dT
d
)2
( − 1) − 4T dT
d
+ 16( − 1)3 = 0. (35)
Substituting (25) for dT/d and (17) for T in (35), we obtain
[4(t + t2)3 + 4( − 1)]2( − 1) − 4[(t + t2)4 + 2( − 1)2]
× [4(t + t2)3 + 4( − 1)] + 16( − 1)3 = 0.
After some manipulation, we arrive at
(t + t2)4[(t + t2)2 +  − 1] = 0. 
Lemma 2.8. The function L() cannot have a global minimum at = 2 and for any ﬁxed t ∈ (0, 1) Eq.
(34) does not have a root in [1, 2].
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Proof. From (34) we note that f ()> 0 for all  ∈ [1, 2]. Thus, there is no root of (34) in [1, 2].
We see that  = 2 cannot be a global minimum point of L() over [0, 2] because
L() = 12 [(t + t2)4 + (−4 + 2) + 2
+
√
((t + t2)4 + (−4 + 2) + 2)2 − 4(1 − )4].
Taking the  = 2, we have
L(2) = 12 [(t + t2)24 + (−4 + 2 · 2)2 + 2 +
√
((t + t2)24 + (−4 + 2 · 2)2 + 2)2 − 4(1 − 2)4]
= 12 [16t + 16t2 + 2 +
√
(16t + 16t2 + 2)2 − 4],
L(2) = 8t + 8t2 + 1 + 12
√
64t (1 + 5t + 8t2 + 4t3),
L(2) = 8t + 8t2 + 1 + 4
√
t (1 + 5t + 8t2 + 4t3)> 1.
Choose  = 0, to obtain
L(0) = 1 (36)
and this completes the rest of the proof. 
Lemma 2.9. For any ﬁxed  ∈ (0,∗), df/d takes on positive values only.
Proof. Differentiating (34) with respect to , we obtain
f1() = dfd = 1 + 2(t + t
2)> 0. (37)
Then roots of equation f () are
(1) = −1 +
√
1 + 4(t + t2)
2(t + t2) =
2
1 +√1 + 4(t + t2) = 1t + 1, (38)
(2) = −1 +
√
1 + 4(t + t2)
2(t + t2) < 0. (39)
Here the ∗ is(
1
1 + t
)
. (40)
Now, we are going to prove Theorem 2.10. 
Theorem 2.10. The value of , call ̂, which has the minimum in (9) is the unique real positive root in
(0, 1) of Eq. (34).
Proof. By Lemmas 2.4–2.9, we note that the global minimum point of L, as a function of  ∈ [0, 2], is
a root of the equation f () = 0 in (34) which lies in (0,∗). Recall also that in Lemma 2.9, it is proved
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that the function df/d takes only positive values on (0,∗), implying that f () strictly increases in
this interval. Therefore, f () has a unique zero  = ̂ in that interval. 
Remark. It is very easy to check that the unique positive root of (34) 1/(1 + t) = 1/(1 + 2(J )) is less
than 2/(1+(J )). Therefore, the minimal point is located in the convergence region of the SOR method.
3. Minimization of the 2-norms of the MSOR operator
Splitting A into two terms
A = A0 − A1
A =
⎛⎜⎝
1
1
Ip 0
F T
1
2
Iq
⎞⎟⎠−
⎛⎜⎝
1 − 1
1
Ip F
0
1 − 2
2
Iq
⎞⎟⎠ ,
write
L1,2 = A−10 A1,
where
A−10 =
(
1Ip 0
−12F T 2Iq
)
.
Now the form of matrixL1,2 becomes
L1,2 =
(
(1 − 1)Ip 1F
−(1 − 1)2F T (1 − 2)Iq − 12F TF
)
. (41)
Using SVD in the matricesL1,2 , we now obtain the following matrix:
L1,2 = QP T(1,2)PQT,
where
Q =
(
U 0
0 V
)
and P is an appropriate permutation matrix. The matrix (1,2) have the block diagonal form which is
shown in (44) below.
Theorem 3.1. Let L1,2 and J be given, respectively, by (41) and (3). Then i ∈ (J ) and
i ∈ (L1,2) that are the eigenvalues ofL1,2 and J, are linked by the following relation:
(i + 1 − 1)(i + 2 − 1) = 122i i . (42)
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Moreover, the eigenvalues and 2-norm of the matrices,L1,2 and (1,2) are related as:
(L1,2) = ((1,2)),
(L1,2) = ((1,2)) = max1 iq (i(1,2)),
‖Lk1,2‖2 = ‖k(1,2)‖2 = max1 iq ‖
k
i (1,2)‖2 for all k, (43)
where
(1,2) = diag(1(1,2), . . . ,q(1,2), (1 − 1)Ip−q), (44)
with
i(1,2) =
(
(1 − 1) 1si
2(1 − 1)si (1 − 2) − 12s2i
)
, i = 1, 2, . . . , q (45)
whose si are the singular values of F.
It follows from [9, Theorem 4.1], Theorem 3.1 and pure imaginary (J ) that the convergence region
of the MSOR method is given in the following corollary.
Corollary 3.2. The MSOR method is convergent for all (1,2) satisﬁes the following conditions:
0<1 < 2
and
0<2 <
2(2 − 1)
2 − 1 + 12(J ) .
Now we consider Problem II: Determine
min
1,2∈(0,2)
‖Lk1,2‖2 = min1,2∈(0,2) ‖
k
1,2‖
= min
1,2∈(0,2)
{
max
{
max
1 iq
‖ki (1,2)‖2, (1 − 1)k
}}
. (46)
For k = 1, we obtain the following result.
Theorem 3.3. Let A ∈ Rn,n be matrix given in block form (1). Then the problem of minimizing
‖L1,2‖2 is equivalent to the problem of minimizing the square root of the spectral radius of the
matrix T(1,2)(1,2), i.e.,
 := (1,2) ≡ 1/2(T(1,2)(1,2)). (47)
Theorem 3.4. Problem II for the case k = 1 is equivalent to the determination of the quantity:
̂
2 := min
1,2∈(0,2)
2 ≡ min
1,2∈(0,2)
max{12 [T (t) + [T 2(t) − 4C)]1/2], (1 − 1)2}, (48)
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where
T (t) = (1 − 1)2 + (1 − 1)222t + 21t + (1 − 2 − 1 2t)2 (49)
and
C = (1 − 1)2(1 − 2)2, (50)
with t = s2i , where s2i is the square of the spectral radius of the associated block Jacobian matrix J.
Proof. For the proof of (48), we ﬁrst calculate the matrix product
Ti (1,2)i(1,2)
=
(
(1 − 1) −(1 − 1)2s
1s (1 − 2) − 12s2
)(
(1 − 1) 1s
−(1 − 1)2s (1 − 2) − 12s2
)
.
Rewrite it as
T(1,2)(1,2) =
(
 	
	 

)
,
where
 = (1 − 1)2(1 + 22s2),
	 = (1 − 1)[1s − (1 − 2)2s + 122s3],
and

 = 21s2 + [(1 − 2) − 12s2]2.
For computing the eigenvalues, we now ﬁnd the characteristic equation
p() = ( − )(
 − ) − 	2.
The characteristic polynomial p() becomes
p() = 2 − [(1 − 1)2 + (1 − 1)222s2 + 21s2 + (1 − 2 − 12s2)2]
+ (1 − 1)2(1 − 2)2. (51)
On solving this quadratic equation p() = 0, we obtain
 = 12 ((1 − 1)2 + (1 − 1)222s2 + 21s2 + (1 − 2 − 12s2)2
± [(1 − 1)2 + (1 − 1)222s2 + 21s2 + (1 − 2 − 12s2)2 − 4(1 − 1)2(1 − 2)2]1/2).
In compact form, we write  as
 = 12 (T (1,2) ± [T 2(1,2) − 4C(1,2)]1/2), (52)
where T (1,2) and C(1,2) are as in (49) and (50), respectively, and t = 2(J ) is the square of
the spectral radius of the associated block Jacobian iteration matrix J in (3). It is very clear that T (t) =
T (1,2)0 for any t0. Since
dT (t)
dt
= (1 − 1)222 + 21 − 2(1 − 2 − 12t)12 (53)
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and
d2T (t)
dt2
= 221220 ∀t0, (54)
T ′(t) is increasing. Hence T ′t (t) > 0 because T ′t (t) is increasing and
T ′t (0) = (2 − 1)2 + 2122 > 0
for 1,2 ∈ (0, 2). Therefore, it follows from
T (0) = (1 − 1)2 + (1 − 2)20
that
T (t)T (0)0 ∀t > 0. (55)
Therefore, the maximum is T (t). 
Theorem 3.5. There exists a minimal point (˜1, ˜2) in (0, 2) × (0, 2) for ‖L1,2‖2.
Proof. Since
‖L1,2‖2 =  =
T (1,2) +
√
T 2(1,2) − 4C(1,2)
2
,
it follows from
d
d1
= 0 and d
d2
= 0
that [
(1 − 1) dTd1 + 2T
]
dT
d1
+ 4(1 − 1)(1 − 2)2 = 0, (56)
and [
(1 − 2) dTd2 + 2T
]
dT
d2
+ 4(1 − 2)(1 − 1)2 = 0. (57)
Substituting dT/d1 in (56), and we obtain
1 = 2
22(t + 1) − 2 + 1
, (58)
and
1 = 2(1 − 2)
22t + 1
, (59)
where
dT
d1
= −2 + 21 − 2(1 − 1)22t + 21t − 2(1 − 2 − 12t)2t .
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Substituting (58) into (57) and multiplying [22(t + 1) − 2 + 1]4, with
dT
d2
= 2(1 − 1)22t + 2(1 − 2 − 12t)(−1 − 1t)
we obtain
f (2) = 52[2(t + 1) − 1][(2(t + 1) − 1)2 + 1 + 2t]2 (60)
which has a unique positive root ˜2 =1/(t +1) in (0, 2). It follows from (58) and ˜2 that ˜1 =1/(t +1).
It is easy to verify that⎛⎜⎜⎝
2
21
2
1 2
2
1 2
2
22
⎞⎟⎟⎠
is positive deﬁnite when 1 = ˜1 and 2 = ˜2. Therefore, (1/(t + 1), 1/(t + 1)) is the minimal point
of .
Substituting (59) into (57), and multiplying (22t + 1)4, we obtain
g(2) = 52(t2 + 1)[(2t + 2 − 1)2 + (1 + 2t)]2 (61)
which has no positive root for 2 ∈ (0, 2). This completes the proof. 
It is easy to verify that the optimal parameter (1/(1+ t), 1/(1+ t)) is located inside of the convergence
region of the MSOR method given in Corollary 3.2.
4. Conclusions
We minimize ‖L‖2 and ‖L1,2‖2 for matrices whose Jacobian matrix is skew-symmetric. By our
results, the optimal value ˜ = 1/(t + 1) for the SOR method is quite different from the asymptotically
optimal parameter b given by Young [9]. The optimal value (˜1, ˜2) = (1/(t + 1), 1/(t + 1)) for
the MSOR method is also different from Young’s result. But we conﬁrm that The MSOR method gets
its minimum in 2-norm when the two parameters have the same value which is quite different from
conjecture of Golub and Pillis given in [1]. The behavior of the SOR operator and the MSOR operator in
the 2-norm are discussed. They are convex function for convergence region and monotonic increasing
function of the spectral radius of the Jacobian matrix.
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