Active robot vision: from state estimation to motion planning by Zhang, Zichao








Active robot vision: from state estimation to motion planning
Zhang, Zichao









from State Estimation to Motion Planning
Dissertation submitted to the Faculty of Business,
Economics and Informatics
of the University of Zurich
to obtain the degree of
Doktor der Wissenschaften, Dr. sc.




approved in September 2020
at the request of
Prof. Dr. Davide Scaramuzza, advisor
Prof. Dr. Margarita Chli, examiner
Prof. Dr. Timothy Barfoot, examiner
Prof. Dr. Frank Dellaert, examiner
Prof. Dr. Michael Kaess, examiner
The Faculty of Business, Economics and Informatics of the University of Zurich hereby
authorizes the printing of this dissertation, without indicating an opinion of the views
expressed in the work.
Zurich, 16.09.2020
The Chairman of the Doctoral Board: Prof. Dr. Thomas Fritz
To my parents, friends and Yuanyuan.

Acknowledgements
First of all, I would like to thank my supervisor Prof. Davide Scaramuzza for accepting
me as a PhD student in the lab. Davide’s guidance and advice helped shape the research
in this thesis, and I am grateful for the freedom and resources to pursue my own ideas.
This thesis would not have been possible without the help, fruitful discussions, and fun
distractions from my colleagues. I therefore wish to express my gratitude to all the
current and past members, visitors, and students. I would particularly like to thank Henri
Rebecq, Davide Falanga, Titus Cieslewski, Christian Forster, Elias Mueggler, Matthias
Faessler, Antonio Loquercio, Elia Kaufmann, Philipp Foehn, Daniel Gehrig, Mathias
Gehrig, Manasi Muglikar, Yunlong Song, Guillermo Gallego, Jeff Delmerico, Suseong Kim,
Manuel Werlberger, Reza Sabsevari, Dario Brescianini, Javier Hidalgo Carrio, Dimche
Kostadinov, Christian Pfeiffer, Junjie Zhang, Giovanni Cioffi, Julien Kohler, Alessandro
Simovic, Raphael Meyer, Thomas Längle, Manuel Sutter, Ruben Gomez Ojeda, Roberto
Tazzari, Yuto Suebe, Sihao Sun, Cedric Scheerlinck, Timo Stoffregen, Kosta Derpanis,
Francisco Javier Perez Grau, Yi Zhou, Bianca Sangiovanni, Ana Maqueda, Naveen
Kuppuswamy, Stefano Ghidoni, Gabriele Costante, Antonio Toma and Tamar Tolcachier.
I also had the pleasure to work with great students, namely Kunal Shrivastava, Juichung
Kuo, Jonathan Huber, Guillem Torrente, Francois Elvinger and Patric Widmer.
I am very grateful to Prof. Torsten Sattler for hosting me at Chalmers University of
Technology for a fruitful and enjoyable research stay.
I would like to thank the agencies funding my research, namely the National Centre of
Competence in Research (NCCR) Robotics, the Swiss National Science Foundation, the
DARPA FLA Program and the China Scholarship Council.
I would like to thank Prof. Margarita Chli, Prof. Timothy Barfoot, Prof. Frank Dellaert
and Prof. Michael Kaess for accepting to review my thesis and for their valuable feedback.
Last but not least, I am very grateful to my family, Yunayuan and my friends who
supported me at all times.




Cameras are appealing choices for mobile robot perception, since they provide rich
information for various tasks and are compact, low-cost and ubiquitous at the same time.
The last decade witnesses rapid progress in camera-based localization and mapping for
mobile robots. Visual odometry, or more general visual simultaneous localization and
mapping, has reached the maturity that allows commercial applications. Combined with
complementary sensors, such as inertial measurement units, visual SLAM becomes the
enabling technology for various emerging applications, such as autonomous cars, virtual
and augmented reality.
In the transition from research to real-world applications, the major challenge for vision-
based algorithms is the robustness to difficult environments. In contrast to well-controlled
lab environments, real-world scenarios pose various challenges for cameras, such as high
dynamic range and visual ambiguity. Among different methods that can be adopted for
better robustness, one particularly intriguing aspect is that the robot can control the
data acquisition process actively from different levels. For example, the robot can control
its sensor parameters to adapt to illumination change and also has the ability to choose
its motion to avoid visually degraded areas.
The thesis mainly presents algorithms and studies about different aspects of active
robot vision. At the sensor level, the thesis presents contributions in adaptive camera
configuration, i.e. choosing the optimal sensor parameters for certain tasks and environ-
ments. The camera parameters that are considered include the camera field-of-views
and the exposure time/gain setting. At the motion planning level, the thesis presents
different methods of considering perception quality in motion planning to improve the
robustness in visually degraded environments, from incorporating Fisher information
in existing planners to designing a map representation for better performance. Finally,
as a complementary research topic, part of the thesis is dedicated to develop rigorous
evaluation and benchmarking methods for visual(-inertial) odometry and localization.
The following is a list of the contributions of the thesis, in chronological order:
• An experimental study of the impact of different field-of-view cameras on visual
odometry accuracy in typical application scenarios.
• An active camera control algorithm that is optimized for vision-based state es-
timation algorithms, which attempts to improve the robustness of several visual
odometry algorithms in difficult high dynamic range environments.
• A perception-aware receding horizon planner for micro aerial vehicles that allows
iii
Abstract
the robot to reach a given destination, avoid obstacles and avoid visually degraded
areas at the same time.
• The first dedicated map representation for perception-aware planning that is at
least one order of magnitude faster than the standard practice of using point clouds.
• A study of existing trajectory evaluation metrics and an open-source trajectory
evaluation toolbox for visual(-inertial) odometry.
• The first continuous-time, probabilistic trajectory evaluation framework that is able
to take into consideration the inaccuracy in temporal association and groundtruth
uncertainty.
• A novel method to verify and refine the reference poses in long-term visual local-
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This thesis presents algorithms for vision-based estimation and navigation of mobile
robots. Compared with pure computer vision problems, robot vision has the unique
aspect of being active. Specifically, to better achieve a certain task, the robot has the
capability to actively interfere with the data acquisition process from various aspects. The
focus of the thesis is thus to explore different problems in active robot vision, including
adaptive sensor configurations and perception-aware motion planning. Additionally, as
a complementary topic, the thesis presents several contributions in the evaluation and
benchmarking of vision algorithms.
This thesis is split into three parts. First, it focuses on the problem of adaptive sensor
configurations, including: 1) how to choose from different Field-of-View (FoV) cameras
for a given task/environment; 2) how to control the camera settings (i.e. exposure and
gain) for better robustness in high dynamic range (HDR) environments. Second, it
explores the incorporation of Fisher information in motion planning algorithms, including
the application of Fisher information in a receding-horizon planner along with other
planning objectives and a dedicated map representation for perception-aware planning.
Third, it provides different methods to facilitate algorithm benchmarking and evaluation,
including quantitative trajectory evaluation algorithms for visual(-inertial) odometry and
reference pose generation for visual localization in challenging conditions.
This thesis is structured in the form of a collection of papers. An introductory section
that highlights the concepts and ideas behind the thesis is followed by self-contained
publications in the appendix. Since most of the presented work is tightly related to
the context of visual odometry, Section 1.1 provides a brief overview about this topic
and highlights the robotics-specific challenges. Then Section 1.2 specifies the research
objectives that the thesis tries to achieve. Section 1.3 reviews the related research and
puts the contributions of the thesis in context. New research work after the publication
of the corresponding contribution is also included to provide an up-to-date perspective.




1.1 Visual Odometry in Robotics
Visual odometry (VO) is the process of motion estimation from images alone, as defined
in the seminal work [194]. It is first applied to the planetary exploration tasks [165]
[170] and experiences rapid research progress since then. Nowadays, it has reached the
maturity that allows commercial applications. Visual odometry and its variants, such as
Visual-Inertial Odometry (VIO), are the enabling technology behind commercial drones,
autonomous driving, Virtual Reality (VR) and Augmented Reality (AR).
Another tightly related terminology is visual Simultaneous Localization and Mapping
(SLAM), which refers to the process of constructing a representation of the environment
and inferring the sensor location at the same time. This thesis follows the definition
in [242] that a SLAM system should have the ability to maintain a globally consistent
map (e.g. via place recognition and loop closure). In practice, VO is usually part of a
complete SLAM system and is mainly responsible for local motion estimation.
In the following, an overview of the main research findings in the field of visual odometry
is presented. Though the main focus is on visual odometry, many of the research findings
are applicable to VIO and visual(-inertial) SLAM as well, since these algorithms share
similar underlying principles.
Additionally, for the history of visual odometry and SLAM, I refer the reader to [242,
93] and [35]. For visual-inertial odometry, [247, 114] provide an up-to-date overview.
1.1.1 An Overview of Visual Odometry
On a high level, the basic working principle of visual odometry is simple: given an initial
map, the pose where an image is taken can be determined with respect to the map;
using the estimated poses, the initial map can be extended to facilitate further motion
estimation. Repeating this process gives continuous motion estimation from a video
stream. Detailed methods, however, for the above process can be drastically different, and
the existing literature is vast. Specifically, there are two fundamental design questions
for any visual odometry pipeline:
• how should the data association be established on the image plane?
• how should the motion and structure be estimated in the 3D space?
Next, I will summarize the main research findings in this field from these two aspects.
Data Association and Measurement Model
Data association essentially establishes the correspondences of image coordinates for two
or multiple images. Such correspondences provides constraints for motion and structure
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estimation at a later stage.
Feature-based Methods Feature-based methods rely on repeatable feature detectors
and invariant feature descriptors. Specifically, salient features are extracted from images,
and feature descriptors are computed at the detected feature locations. Then matching
features are found by comparing the descriptors and removing outliers using, for example,
RANdom SAmple and Consensus (RANSAC).
Obviously, the types of features play an important role in feature-based methods. The
most dominant feature type is point features, such as SIFT [159]. While SIFT descriptors
is robust to illumination and view point change to a certain extent, it is relatively
expensive to match. Therefore, in robotics, a common practice is to use more efficient
binary features, such as [224] [228] [36] [150]. In addition to point features, lines [136]
[101] [92] and planes are also being used in visual odometry and are shown to improve
robustness in man-made environments.
Since the results from feature matching inevitably include outliers, RANSAC, first
proposed in [86], is an essential step for feature-based methods. Due to its iterative
nature, RANSAC is often the performance bottleneck in practice. Therefore, one research
focus is to improve the RANSAC sampling efficiency. This can be done either by drawing
better samples [57] [27] or reducing the dimension of the minimal models using specific
knowledge about the platform [94] [241].
Direct methods Direct methods use the pixel intensities directly in the estimation
process [119]. The basic idea is estimating desired parameters by minimizing the
pixel intensity difference, i.e. the photometric error. This can be used to establish 2D
correspondences [13] or estimating the motion and structure parameters directly [192]
[132] [304].
Using direct methods to estimate motion and structure parameters requires calculating
the intensity differences for all the pixels that are of interest. Using all the pixels in the
image gives the best performance, but is often too expensive for robotic applications.
Therefore a common practice is to apply direct methods only for the pixels with high
gradients [81] [80] [91] [82].
Direct methods are able to utilize intensity information from areas with weak texture,
even when few features can be extracted and matched. Therefore it is more robust
to poorly textured environments compared with feature-based methods. The main
disadvantages of direct methods is the small convergence basin and the sensitivity to
illumination change. First, since image intensities are highly non-convex functions of the
pixel coordinates, most direct methods rely on a good initial value for the underlying
optimization to converge. Second, directly minimizing the photometric errors relies on
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the constant brightness assumption across different images, which often does not hold in
practice. This can be mitigated by explicit compensation [82] [21] or using alternative
image representations [5]. Paper B in this thesis is also related to this topic.
Motion and Structure Estimation
Filter-based method Early research in this field focuses on using filters to estimate
motion and 3D structure. The basic idea of using filters for visual odometry is to
marginalize out all poses but the latest one and meanwhile keep 3D landmarks in the
filter, since they will be still observed in future frames. During the marginalization, the
information related to the marginalized parameters (i.e., past poses) is summarized into a
probabilistic distribution of the parameters maintained in the filter. One common type of
filters is Extended Kalman Filter (EKF), where the marginalization is performed around
the linearization point of the process and measurement model. One representative visual
odometry system using EKF is [66].
Using filters for visual odometry does not increase the state dimension when a new
image arrives, and therefore limits the growth of computational complexity. However,
there are several limitations. First, the complexity still depends on the number of
landmarks maintained in the filter, which limits its application at large scale. Second,
since the marginalization is performed around a linearization point, the accumulation
of linearization error will result in inaccurate results and also possibly inconsistency of
the estimator. Also see [268] for a detailed comparison between filtering and keyframe
optimization methods.
Although most modern systems exploit keyframe optimization instead of filters for motion
and structure estimation, filters are still used in visual odometry for specific tasks due to
its memory efficiency and constant update time for a fixed state dimension. For example,
in [299] [279] [91] [81], different types of filters are used to efficiently update the depth
information as new images arrive. Moreover, in visual-inertial odometry, which shares
similar principle as visual odometry, researchers proposed to also marginalize landmarks
to bound the complexity [182], which in principle can also be applied to visual odometry.
Keyframe-based method Keyframe methods, as the predominant paradigm now,
uses bundle adjustment (BA) [290] to optimize the motion and structure parameters.
The key characteristic of keyframe methods is to sparsify the complete problem involving
all parameters by selecting a subset of keyframes. Utilizing all frames will give the best
accuracy, but is computationally prohibitive. Therefore, keyframe methods select, usually
by heuristics, a subset of poses, namely keyframes, and landmarks and perform BA over
the subset. The rest poses and landmarks are either discarded or marginalized. Both
direct methods and feature-based methods can be used in this paradigm.
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PTAM [137] proposed to run keyframe optimization in a separate thread from tracking,
which is widely adopted in modern visual odometry systems. Their key observation is
that the bundle adjustment does not have to happen at frame-rate for successful tracking.
In the parallel structure, tracking operates at frame-rate, and BA continuously refines
keyframes and landmarks at a lower rate, which both permits real-time performance and
maintains high accuracy.
One common practice in keyframe methods is to discard non-keyframe poses as well as
old poses and non-visible landmarks to limit the number of variables in the optimization.
To retain the information of these variables for better accuracy, they can instead be
marginalized, and the information can be summarized as a linearized error term in future
optimization, often referred as sliding window optimization. However, care needs to be
taken to maintain the sparsity (e.g. some measurements are selectively discarded) as well
as consistency of the optimization problem. This approach has been demonstrated for
both feature-based methods [259] and direct methods [82].
Representative Systems
In the last decade or so, there are many successful systems that influence the current
paradigms in visual odometry and related fields. Next I will describe several representative
systems and highlight their contributions.
MonoSLAM [66] is one of the pioneer works in real-time visual odometry. It uses an
EKF for the estimation, where the estimates and the covariance of the 3D features and
poses are maintained. A constant velocity model is used as the process model of the EKF,
and image patches are used to search for correspondences in new images. One of the
key features of the pipeline is that it uses the covariance information from the EKF to
predict the search range for feature matching, which greatly reduces the computational
burden. The system maintains ∼ 100 features, aiming at applications in restricted space.
PTAM [137] is a keyframe-based visual odometry pipeline. The key feature of PTAM
is using two parallel threads for tracking and mapping, which is de facto standard in
modern visual odomety/SLAM applications. In the parallel structure, the tracking thread
operates at frame rate, and the mapping is only performed when a new keyframe is
inserted, which both avoids processing redundant information from nearby frames and
allows to use expensive but accurate estimation methods.
DTAM [192] minimizes photometric error, instead of geometric error, to estimate motion
and structure parameters. The system estimates a dense textured depth map at each
keyframe. The depth map estimation is done by minimizing a cost function consisting of
the sum of photometric error of overlapping frames and a regularization terms efficiently.
Using the dense map, the motion of the camera is estimated by minimizing the photometric
error of projecting the dense map into the image. Using a dense textured depth map,
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DTAM has advantages such as increased robustness to motion blur and usefulness in
real-world interaction, but requires more computational power.
ORB-SLAM [186, 187] is a keyframe-based visual SLAM system, using ORB features,
for tracking, mapping, re-localization and loop detection. The visual odometry part
(without loop detection and closing) follows a similar structure as PTAM. The main
difference is that the guided search of ORB features, instead of image patches, is used
to establish correspondences. The system has a well-designed map (keyframes and 3D
points) management mechanism considering the requirements of both local tracking
(e.g., insert keyframes often for better tracking) and global optimization (e.g., culling
unnecessary points/keyframes for efficiency). The robustness of the system is further
improved by the feature-based re-localization module.
LSD-SLAM [80] is a keyframe-based direct monocular SLAM system. Different from
DTAM, every keyframe is associated with a semi-dense textured depth map, which only
includes pixels with high gradient. The semi-dense depth map, along with per-pixel
variance, is estimated using a probabilistic filter (originally proposed in [81]) from multiple
small-baseline stereo pairs. The tracking of the current frame is done by minimizing the
photometric error with respect to the last keyframe. The system further aligns different
keyframes by a similarity transformation and performs pose graph optimization over all
keyframes to maintain a globally consistent map.
DSO [82] is a direct visual odometry that maintains a sparse map. The system can
be divided into a frontend and a backend. The frontend uses a similar image-to-image
alignment as LSD-SLAM to track the camera motion and provides the backend with
initial values for optimization. The backend exploits a sliding window optimizer to
optimize over multiple keyframes and sparse points, minimizing the photometric error of
projecting the sparse points into the keyframes. The system incorporates the photometric
model of the camera to account for the exposure change, which greatly increases the
robustness in terms of difficult illuminations.
SVO [91], [92] is a hybrid system combining the strengths of direct methods and feature-
based methods. To track the camera motion, it first aligns the image with respect
to the previous one to get an initial pose estimate, minimizing the photometric error
over a sparse set of image patches. Then using the initial estimate, it searches for the
correspondences of the image patches from overlapping keyframes along the epipolar line,
and the pose estimate (and optionally the keyframes and points in the map) is further
refined by minimizing the reprojection error. The system is extremely efficient and can
achieve a high frame rate even on embedded platforms.
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1.1.2 Robotics-specific Challenges and Research Problems
Visual odometry and SLAM sit at the intersection of computer vision and robotics.
Following are several challenges and research problems that are of particular interest for
robotics, which motivate the presented work in this thesis.
Robustness in harsh environments
As recognized by [35], one of the major challenges for SLAM currently is the robustness in
difficult environments. This is especially true for visual odometry/SLAM, since standard
cameras, which are not designed for motion estimation, have several limitations. These
challenges include but are not limited to:
Difficult lighting conditions In contrast to well-lit lab environments, real-world
scenarios usually have drastically different illuminations, which is a big problem for the
limited dynamic range of the camera. For example, when the camera transitions between
sunlit areas and shadows, the images are likely to get overexposed or underexposed.
In addition, the illumination level of the same scene can vary, making it difficult for
algorithms designed for constant illumination.
Fast motion In many real-world applications, the camera can undergo very aggressive
motion. For instance, the user of a virtual reality headset can rotate his/her head very
fast, and an autonomous drone can fly closely over a surface at a high speed. In these
situations, the images will be severely blurred due to the fast motion.
Difficult texture Vision-based algorithms rely on the visual cues in images. If there
are not sufficient texture in the environment, the algorithm can degrade quickly and fail.
Unfortunately, many real-world scenes, such as the sky, texture-less walls and ground,
have little information that can be used for visual odometry or SLAM.
Hardware and sensor configuration
The performance of vision algorithms highly depends on the data provided by the sensors.
For robotics platforms, obtaining optimal data for certain tasks is challenging from both
research and engineering perspectives.
Sensor Synchronization For better robustness or other necessary information such
as scale, visual odometry and SLAM are usually performed over a set of heterogeneous
sensors. For example, visual-inertial odometry is a popular choice for Micro Aerial
Vehicles (MAV) due to its efficiency and low-cost. However, to optimally fuse the
information from different sensors, accurate time synchronization is necessary, which is
often a challenging engineering problem. Moreover, designing algorithms that work with
imperfect time synchronization is also an active research topic.
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Sensor Selection and Placement Ideally, the more sensors a platform is equipped
with, the better performance we could possibly achieve. In practice, however, due to the
limitation of power, computational resource and cost, only limited amount of sensors can
be used. This brings the question of choosing the most appropriate sensor combination
for a given task and environment. For example, which optics should be chosen for a given
sensor? How to place a fixed number of cameras on a car for more accurate estimation?
Sensor Configuration Even for a fixed combination, a sensor itself has its own
parameters that should be adapted for the tasks at hand. For cameras, such parameters
include camera exposure time and gain. Ideally, the adaptation to specific environment
should be done automatically without human intervention.
The coupling of perception and planning
Different from most computer vision algorithms, robot vision algorithms are tightly
coupled with motion planning. In particular, different robot movement will result in
different images and thus has an impact on the final performance. For example, an
energy efficient motion could possibly point the camera to look at textureless regions,
which will cause visual odometry to fail. Therefore, the limitation and requirement of
the vision algorithms should be taken into consideration at the planning stage. This
brings additional complexity to the overall robotic system design.
Task-depedent map representations
Most literature about visual odometry and SLAM focuses on the accuracy of the estimated
motion and ignores the constructed map (partially due to the lack of the groundtruth).
For most robotic applications, the robot needs to be aware of the surroundings in addition
to its own location, and thus the map is of equal importance. Obviously, different tasks
have different requirements, and the sparse point cloud (with associated frames) from
a typical visual odometry pipeline is not necessarily the optimal map representation.
Therefore, how to create a suitable map representation for a given task from the output
of visual odometry and SLAM is an important research topic in robotics (e.g. [198] for
collision-free trajectory optimization, [184] for visible landmark query and Paper D in




Despite the rapid advance in the field of mobile robots, deploying robots in a real-world
scenario is still challenging, due to the open problems in various aspects of robotics. From
the perspective of robot vision, tackling the challenges discussed in Section 1.1.2 will both
bring robots one step closer to real-world applications and improve our understanding of
existing algorithms. Therefore, this thesis focuses on part of those challenges: adaptive
sensor configuration and the coupling between perception and planning. Moreover, for
better evaluation of the existing methods, part of the thesis is dedicated to evaluation
and benchmarking techniques. Next, specific research goals are discussed.
1.2.1 Adaptive Camera Configuration
In this thesis, we limit the scope of sensor configuration to a single camera. Moreover,
out of the many properties of a camera (e.g. resolution, frame-rate, global shutter/rolling-
shutter), this part of the thesis focuses on two aspects: optics and exposure/gain settings.
Choosing Optics
It is well known that increasing the FoV helps improve the robustness of VO, especially
for fast motion: the apparent motion is smaller, therefore features are easier to track.
However, it is not clear what is the influence of large FoV cameras on the state estimation
accuracy. In fact, if the image sensor is of the same resolution, a large FoV will lead to a
coarser angular resolution, which potentially has a negative impact on the accuracy. This
raises a practical question: given a sensor, what is the optimal optics? Intuitively, the
answer should be environment dependent. Due to the difficulty of accurately modeling a
realistic 3D world analytically, we resort to experimental study in typical environments.
Experiments regarding both separate VO building blocks and the complete pipeline are
performed. Both synthetic and real-world datasets are used in the experiments.
Choosing Camera Exposure/Gain
Adaptively changing the exposure time and gain can to an extent mitigate the limited
dynamic range of standard cameras and improve the robustness of vision algorithms in
HDR environments. Specifically, different from previous work, we would like to optimize
the camera exposure and gain for visual odometry. To this end, the goal of this work
is twofold. First, we need to establish an image quality metric that is tightly related
to vision algorithms. This metric will then be the objective for the exposure and gain
control algorithms. Second, we need to find an effective method to optimize the metric





To consider the perception in motion planning, the first question is how to quantify the
perception quality. While there are many heuristics (e.g. number of tracked features), in
this thesis, we use the Fisher Information Matrix (FIM) as a central tool. This is due to
the fact that FIM is a pivotal concept in estimation problems in general and has rich
theoretical connections. It also has already found many related applications in robotics
(e.g. [42]).
Planning with Fisher Information Matrix
The planning problem, without considering perception quality, already has many objec-
tives. Most notably, a planned motion has to be collision free and respect the dynamics
of the platform. Moreover, it is also common to minimizes the energy cost of the planned
motion. Therefore, our first goal is to incorporate FIM in existing/standard planning
algorithms and study the behavior. We choose to use a quadrotor as the platform due to
the expertise in our lab and a receding horizon planner for simplicity.
Designing a Map Representation
Essentially, motion planning aims to find feasible and/or efficient motion, given certain
information/constraints regarding the surrounding environment. Therefore, the map
representation is a core concept in planning (as well as in SLAM) and has a tremendous
impact on the performance of motion planning algorithms. For example, using Euclidean
Signed Distance Field (ESDF) [198] proves to be more efficient than using point clouds
and allows optimization-based motion planning algorithms. Unfortunately, little work
has been done in this aspect for perception-aware planning. This part of the thesis aims
to fill this gap: developing an efficient map representation for perception-aware planning.
We further would like the map representation to be generally applicable to common
motion planning algorithms.
1.2.3 Algorithm Benchmarking and Evaluation
Although it is not directly related to the main topic of the thesis, we find rigorous evalu-
ation framework to be a fundamental requirement for the above research. Unfortunately,
compared with the amount of literature in visual odometry and SLAM, there is relatively
little study about the evaluation. In fact, during the research work of the PhD, we
found several limitations of existing evaluation methods and datasets. Therefore, we also
perform several studies regarding the limitations we identified. Specifically, this part of
the thesis includes a systematic overview of existing trajectory evaluation methods in
visual(-inertial) odometry and a novel method to improve existing visual localization




Large FoV Visual Odometry and Optimal Optics
Due to its superior robustness, there is a continuous research interest in using large
FoV cameras for visual odometry and SLAM. Most VO algorithms for omnidirectional
cameras [218, 246, 278, 242] rely on robust feature descriptors (e.g. SIFT [159]) to establish
feature correspondence. To cope with the significant distortion of large FoV images,
special descriptors were developed that model the distortion effects to improve feature
matching [105, 9, 207, 158]. Direct methods are also used. [61] and [243] used Lucas-
Kanade feature tracking [13] to estimate the motion of landmark observations between
frames of omnidirectional images. Moreover, most of the recent systems mentioned in
Section 1.1.1 have evolved to support large FoV cameras, such as [44, 168] and our work
[318]. More recently, deep-learning based depth estimation on large FoV stereo images
shows promising results and is applied to visual odometry and SLAM as well [306, 307].
In contrast, the study of the impact of different FoVs is relatively rare. A comparison of
the performance of a catadioptric and a perspective camera in a visual SLAM system
was presented in [217]. But the catadioptric camera that was used for the experiments
had a higher pixel resolution than the perspective camera, which does not allow for a
direct comparison. On the other hand, the comparison presented in [270] experimentally
confirmed that a larger FoV camera has a higher motion estimation accuracy than a
smaller FoV perspective camera, even in the case of a fixed pixel resolution. Unfortunately,
the experiments were limited to synthetic data and an indoor environment. In contrast,
our study is performed on both synthetic and real-world datasets in different environments.
Automatic Camera Control
Most existing auto-exposure/gain algorithms are designed for image photography using
heuristic metrics. A system for configuring the camera parameters was presented in [190]
The exposure time was selected according to the intensity histogram of the image. [117]
modeled the pixel intensity distribution empirically and directly calculated the exposure
time that minimizes the rendering error. [289] used a set of indicators from the intensity
histogram and the cumulative histogram to characterize the image quality and desgined
a camera exposure control method based on these indicators.
By contrast, less work has been done to optimize the camera settings for vision-based
state estimation. [256] used the gradient information within an image to select the
proper exposure time. The authors defined an information metric based on the gradient
magnitude at each pixel. The exposure change was simulated by applying different
gamma corrections to the original image to find the gamma value that maximizes the
gradient information. Then, the exposure time was adjusted based on the gamma value.
In comparison, our work [316] utilizes the photometric response function of the camera to
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predict intensity and gradient change, which in principle models the images at different
exposure times more accurately.
Since our work [316] was published, there are several research works exploiting the same
direction, aiming to maximize the gradient information in the image [133, 255, 171]
for different tasks. Related to the research of automatic camera control, deep learning
techniques are also used for image enhancement or learning invariant representations for
better robustness in HDR environments [102, 60, 49, 124].
Perception-aware Planning
Considering perception performance in planning has been extensively studied in different
contexts. Early works include maximizing the Fisher information about the robot state
and the map in navigation tasks [85, 166], minimizing the entropy of the robot state in
known environments [33, 225], and actively searching features in SLAM systems [65].
Recently, with the advance of drones, several works have been done to couple perception,
planning and control on agile aerial platforms [1, 229, 181, 202, 323, 303, 83].
Despite the extreme diversity of the research in this topic, related work can be categorized
based on the method to generate motion profiles. One paradigm used sampling-based
methods, which discretize the space of possible motions and find the optimal one
in a discrete set. [225] used Dijkstra’s algorithm to find the path on a grid that
minimizes a combined cost of collision and localization. [202] and [62] adapted the
rapidly-exploring random tree (RRT) algorithms to incorporate the perception cost,
and the latter additionally considered the photometric property of the environment.
Instead of a combined cost, as in most of previous works, [116] used multi-objective
search for perception-aware planning. Alternatively, researchers have explored to plan
in the continuous motion space. [118] considered optimizing the motion within a finite
horizon to minimize a joint cost including the final pose covariance, which was later
extended to visual-inertial sensing and self-calibration in [79]. [303] studied the general
problem of trajectory optimization on manifolds and applied their method to planning
under the FoV constraint of the camera. [83] tackled the problem at the controller level
by incorporating related costs in model predictive control (MPC). Our work [323] falls
in the first category and proposes to evaluate motion primitives against multiple costs,
including the localization uncertainty, in a receding horizon fashion.
In the above methods, calculating the perception related cost/metric is a crucial part and
often the computational bottleneck (e.g. [166]). Unfortunately, little work has been done
in developing dedicated representations for efficient computation. [225] pre-computed and
stored the information in a 2D grid, but their method was limited to 360◦ FoV sensors.
[116] trained a neural network to predict the state estimation error and generated a map
of perception cost using the network prediction. However, their map only contains the
averaged cost of different orientations and, therefore, cannot be used to evaluate the
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cost of an arbitrary 6 Degrees-of-Freedom (DoF) pose. In contrast, our method [321]
explicitly models the FoV constraint and can represent the information of 6 DoF poses
efficiently. More recently, after our paper [321] was published, [95] used a similar idea as
ours to avoid iterating over all the landmarks in the environment in observability-aware
trajectory optimization.
Algorithm Benchmarking
For trajectory evaluation of VO/VIO, most existing quantitative trajectory evaluation
approaches were introduced together with a specific algorithm or a dataset. [271] provided
a benchmark for RBG-D simultaneous localization and mapping (SLAM) systems, and
proposed to use both the Absolute Trajectory Error (ATE) and the Relative Pose Error
(RPE). ATE is also widely used to evaluate visual odometry/SLAM algorithms, for
example, in [82, 186, 92]. Compared with ATE, relative error, as analyzed in [32] and
[142], is less sensitive to the specific time the estimation error occurs. [98] further
extended the relative error as a function of sub-trajectory length and velocity to provide
more informative results. Despite the rich literature in this field, there is very little
work dedicated to the exact problem of quantitative trajectory evaluation for VO/VIO,
which leaves many open issues. It is not clear, for example, to what extent the current
approaches are applicable: is the method for one sensing modality also suitable for
another (e.g. can the same evaluation method be used for both VO and VIO)? Our work
[320] provides a unified perspective of the current available trajectory accuracy metrics,
demonstrating how the evaluation method should be chosen based on sensing modalities.
Moreover, our work provides an easy-to-use toolbox for related research.
One common approach to obtain reference poses for visual localization datasets is to use
Structure-from-Motion (SfM) on a large set of images. Query images are then obtained
by removing some images and 3D points from the SfM model, i.e. a smaller model
to test visual localization algorithms. This method is used in, for example, [153, 154,
238]. For long-term localization datasets, where the query images are typically taken
under different conditions w.r.t. the reference model, the SfM method tends to fail. In
this case, additional sensors, such as multi-camera systems [14, 11, 237] and Lidar [164,
237] could be used to get sufficiently good pose estimates. If only images are available,
manually annotated correspondences can be used [239, 237], which is not scalable and
potentially inaccurate. Our method [319] makes use of recently developed learning-based
local features and view synthesis and is able to semi-automatically generate accurate
reference poses using only images without manual labelling. Moreover, it can be used as




In this section, I first discussed the field of visual odometry to provide a general context
for the thesis. Moreover, I identified several robotics-specific problems and challenges.
Motivated by these challenges, I outlined the research objectives of this thesis. Lastly,




This chapter summarizes the key contributions of the papers that are reprinted in the
appendix. It further highlights the connections between the individual results and refers
to related video and open-source code contributions. In total, this research has been
published in five peer-reviewed conference papers. One journal paper is currently under
review at the International Journal of Computer Vision (IJCV). One further journal
paper D that extends our previous work [321] is under review in the IEEE Transaction
on Robotics (TRO). These works led to several open-source software and a best paper
award at an international workshop.
2.1 Adaptive Camera Configuration
Deploying vision-based state estimation algorithms (i.e. visual/inertial odometry and
SLAM) on real hardware requires specific knowledge about the sensors. Different sensor
configurations often have a large impact on the actual performance. In this part of my
thesis, we explored the effect of camera optics and exposure/gain settings. First, we
studied the trade-off between field-of-view and angular resolution for different tasks and
concluded empirically how the optimal optics should be chosen. Second, we designed
a novel camera control algorithm that uses the photometric model of the camera to
maximize the gradient information in the image, which proved to improve the robustness
of several visual SLAM algorithms in HDR environments.
2.1.1 Paper A: Large FoV Cameras for Visual Odometry
(P1) Z. Zhang, H. Rebecq, C. Forster, and D. Scaramuzza. “Benefit of Large Field-of-View
Cameras for Visual Odometry”. In: IEEE Int. Conf. Robot. Autom. (ICRA). 2016. doi:
10.1109/ICRA.2016.7487210
It is well-known that using large FoV cameras improve the robustness of visual odometry
algorithms. However, for a fixed sensor (i.e. fixed resolution), using a wide angle lens
sacrifices the angular resolution, which potentially decreases the estimation accuracy. In
this paper, we studied the problem of choosing the optimal optics for specific tasks and
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environments. We first performed simulation and analysis regarding different components
of visual odometry. We then adapted a state-of-the-art visual odometry algorithm
SVO [92] to work with large FoV cameras and performed extensive experiments on
both synthetic and real-world datasets. Empirically, we concluded that a large FoV lens
is beneficial in a confined environments, whereas in an open environment, a standard
pinhole camera results in better estimation accuracy. The implementation of large FoV
camera model is available open source, and the adaptation of SVO is available as binaries.
We also released the datasets used in this work to the public. This work was included as
part of a journal publication (Paper R1).
Related Publication
(R1) C. Forster, Z. Zhang, M. Gassner, M. Werlberger, and D. Scaramuzza. “SVO: Semidirect
Visual Odometry for Monocular and Multicamera Systems”. In: IEEE Trans. Robot. 33.2
(2017), pp. 249–265. doi: 10.1109/TRO.2016.2623335
Related Software
(S1) C++ Omnidirectional camera model
(S2) SVO 2.0 binaries
Related Dataset
(D1) The Multi-FOV dataset
Related Video
(V1) https://youtu.be/6KXBoprGaR0
Figure 2.1 – Top: tracked features using pinhole and fisheye cameras; Bottom: Estimated
trajectories in a confined room and an urban canyon respectively. Note that large FoV cameras
perform better in the confined room and worse in the urban canyon.
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2.1.2 Paper B: Active Camera Control for Robust Visual Odometry
One of the major limitations of standard cameras is the limited dynamic range, which
often causes under-exposed or over-exposed images in practice. Instead of a fixed exposure
time and gain setting, the camera built-in auto-exposure/gain algorithm can to an extent
adapt to different lighting conditions but is not designed for vision-based state estimation
algorithms. Motivated by the fact that many vision algorithms utilize the image gradient,
we proposed to maximize the gradient information in the captured images. To this end,
we first designed a robust image quality metric, which is based on the percentiles of the
pixel gradients. We then designed a camera control algorithm to maximize this metric
using the information from the camera’s photometric response function. Experimental
results show that our camera control method improves the performance of different visual
odometry algorithms in HDR environments.
(P2) Z. Zhang, C. Forster, and D. Scaramuzza. “Active exposure control for robust visual
odometry in HDR environments”. In: IEEE Int. Conf. Robot. Autom. (ICRA). 2017,
pp. 3894–3901. doi: 10.1109/ICRA.2017.7989449
Related Video
(V2) https://youtu.be/TKJ8vknIXbM
Figure 2.2 – Comparison of our exposure control method with the camera built-in auto-exposure
for different VO algorithms (left to right: ORB-SLAM2, SVO 2.0, DSO). The first row shows the
tracking results of our method and the second row the built-in auto-exposure. It can be seen
that with our exposure control method, more features can be tracked.
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2.2 Perception-aware Motion Planning
Apart from adapting the sensor configurations, another unique aspect of robot vision is
the possibility to actively plan the sensor motion for better perception quality. In this
part, we explored different methods to incorporate Fisher Information, a pivotal concept
in SLAM/estimation, in motion planning. We first demonstrated the incorporation
of FIM in a receding horizon planner for MAVs, along with other possibly conflicting
planning objectives. To overcome the limitation observed in the previous work, we further
designed the first dedicated map representation for 6 DoF perception-aware planning.
2.2.1 Paper C: Incorporating Fisher Information in Visual Navigation
(P3) Z. Zhang and D. Scaramuzza. “Perception-aware Receding Horizon Navigation for MAVs”.
In: IEEE Int. Conf. Robot. Autom. (ICRA). 2018, pp. 2534–2541. doi: 10.1109/ICRA.
2018.8461133
In this paper, we proposed a vision-based navigation algorithm for MAVs. The algorithm
steers the MAV to fly to a given destination, avoid obstacles and prefer texture-rich areas
at the same time. We first generated a library of candidate trajectories in a fixed horizon
in front of the MAV. Then we evaluated sampled poses from them in terms of perception
quality, collision probability, and distance to the goal and chose the best one to execute.
Specifically, the perception quality is derived from the FIM of localizing w.r.t. the current
map (i.e. 3D landmarks) from the SLAM algorithm online. We showed that our method
improves the navigation accuracy and success rate in both environments with texture-less
regions and the ones without. An interesting observation is that obstacles act as both
repellers, due to the collision risk, and attractors, due to the visual features on them.
Related Video
(V3) https://youtu.be/FK6S_CRXiuI






















Figure 2.3 – Navigation accuracy in different environments, where L shape, transition and
obstacles are environments with "perception traps" (textureless regions) and textured is an
environment with rich texture everywhere.
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Figure 2.4 – An example of the double role of obstacles. White points denote obstacles, green
points the landmarks from VIO, curves the candidate trajectories to choose from, and the spheres
are the sampled poses from the candidate trajectories. The time evolves from left to right. With
our algorithm, the MAV first tried to get closer to the obstacle due to the visual features on it
and then moved away to reduce collision risk.
2.2.2 Paper D: Fisher Information Field for Perception-aware Plan-
ning
(P4) Z. Zhang and D. Scaramuzza. “Beyond Point Clouds: Fisher Information Field for Active
Visual Localization”. In: IEEE Int. Conf. Robot. Autom. (ICRA). 2019, pp. 5986–5992.
doi: 10.1109/ICRA.2019.8793680
(P5) Z. Zhang and D. Scaramuzza. “Fisher Information Field: an Efficient and Differentiable
Map for Perception-aware Planning”. In: Under review in IEEE Trans. Robot. (2020).
url: https://arxiv.org/abs/2008.03324
As seen in the previous work, FIM is an effective tool for perception-aware planning.
Since most SLAM/localization algorithms use point clouds as the map representation,
calculating FIM directly from the point clouds seems a convenient choice. This process,
however, requires iterating over all the 3D points, and thus quickly becomes inefficient as
the number of landmarks increases. To overcome this drawback, we proposed a dedicated
map representation for 6 DoF perception-aware planning.
The key idea is to pre-compute the rotation-independent component from FIM and store
it in a voxel grid. This is achieved by formulating the FIM in a specific manner and
approximating the non-trivial camera visibility function with different simplified models.
Then at the planning stage, the full (approximated) FIM at arbitrary 6 DoF poses can be
recovered from the precomputed components in constant time, regardless of the number
of existing landmarks. The constant query time is also due to the use of the voxel hashing
technique [193], inspired by [198].
In the conference version [321], we used a quadratic function for visibility approximation.
We showed that computing FIM from our map representation is at least an order of
magnitude faster than using point clouds directly in several scenarios, at the cost of
additional memory and construction time beforehand. However, due to the limited
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expressive power of the quadratic function, the approximation error (with respect the
exact FIM calculated from the point clouds) is non-negligible in certain cases.
We further have extended the previous work in several aspects in [322]. Specifically, we
design a non-parametric visibility approximation that is more accurate and scalable than
the quadratic model. We further demonstrate the Fisher information field in different
active settings - with both sampling and optimization based motion planning algorithms.
We show that the proposed map representation is advantageous in terms of efficiency





Figure 2.5 – Visualization of the Fisher information field in simulation. Blue circles are
3D landmarks. Each arrow stands for one optimal view direction, determined from the map
representation, at the corresponding position. Brighter color means better localization quality.
Figure 2.6 – The comparison of the optimized trajectories using the proposed Fisher Information
Field (green) and without considering the Fisher information (red). The poses sampled at a
constant time interval are visualized as points of the corresponding color. The yellow points
are the landmarks for localization, and the lines denote the potentially matchable landmarks
considered in the trajectory optimization. Intuitively, including the Fisher information in the
trajectory optimization force the camera to orient towards and move closer to areas with more
landmarks (e.g. the shelves).
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2.3 Algorithm Benchmarking and Evaluation
During the previous research, evaluating vision-based estimation algorithms has been
a recurring topic, where both rigorous evaluation methods and high quality datasets
are required. For this part of the thesis, we first summarized the previous trajectory
evaluation methods in a unified perspective and provided an open source toolbox. We also
investigated the quality of existing visual localization datasets and proposed a method
for verifying, refining and generating reference poses for long-term visual localization.
2.3.1 Paper E: Quantitative Trajectory Evaluation for VO/VIO
(P6) Z. Zhang and D. Scaramuzza. “A Tutorial on Quantitative Trajectory Evaluation for
Visual(-Inertial) Odometry”. In: IEEE/RSJ Int. Conf. Intell. Robot. Syst. (IROS). 2018.
doi: 10.1109/IROS.2018.8593941
In this tutorial, we provided a systematic overview about existing trajectory metrics:
Absolute Trajectory Error (ATE) and the Relative Error (RE). Their motivation, advan-
tages and disadvantages were discussed. Moreover, we hightlighted that the trajectory
alignment step, which is to eliminate the ambiguity in the estimator output, should be
done by considering the unobservable DoFs in the estimator. For example, to evaluate
a trajectory from VIO, a 4 DoF alignment (position plus the rotation around gravity)
should be used instead of a rigid body transformation, since the gravity direction is
observable for a visual-inertial system. We further released an open source toolbox to















Figure 2.7 – Commonly used error metrics in trajectory evaluation: absolute trajectory error
and relative error.
A follow-up of this work tried to formulate the trajectory evaluation problem in a
continuous-time and probabilistic framework using Gaussian Process. We showed some
promising properties of our method, such as the ability to consider the time offset and
inaccuracy in groundtruth and the theoretical connection between existing trajectory
error metrics, both of which are the first in literature. This work was presented at the
ICRA19 workshop on Dataset Generation and Benchmarking (Paper R2) and awarded




(S4) Trajectory evaluation toolbox
Related Publication
(R2) Z. Zhang and D. Scaramuzza. “Rethinking Trajectory Evaluation for SLAM: a Proba-
bilistic, Continuous-Time Approach”. In: ICRA19 Workshop on Dataset Generation and
Benchmarking of SLAM Algorithms for VR/AR. 2019
2.3.2 Paper F: Reference Pose Generation for Visual Localization
(P7) Z. Zhang, T. Sattler, and D. Scaramuzza. “Reference Pose Generation for Visual Localiza-
tion via Learned Features and View Synthesis”. In: Under review in Int. J. Comput. Vis.
(2020). url: https://arxiv.org/abs/2005.05179
Figure 2.8 – Top: Overview of the proposed method for reference pose generation. We overlay
the synthesized and the actual images, and the green lines stand for the feature matches between
the two images. Better overlay and closer feature locations (i.e. shorter green lines) indicate
better pose accuracy. Bottom: Several examples where the night time reference poses in the
Aachen Day Night dataset show large error (left), and the refined poses (right) are more accurate.
Different from SLAM, visual localization is the problem of computing a 6 DoF pose
from a single image, given a known scene model. Therefore, high quality datasets
containing query images and the corresponding 6 DoF reference poses are the foundation
for benchmarking and improving existing visual localization methods. Unfortunately,
relatively little work has been done in assessing and improving the reference pose quality
compared with the literature in visual localization algorithms. This work proposed a
semi-automated approach to verify and refine (potentially) inaccurate reference poses in
visual localization dataset. The method is motivated by the recent advance of learned
features, which show better robustness to different conditions than conventional features
(e.g. between real images and the renderings from an imperfect 3D model).
Specifically, given an reference pose, our approach matches the renderings of a 3D model
and real images via learned features. The feature matches indicate the accuracy of
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the reference pose and can be used to calculate a more accurate pose if needed. We
significantly improved the nighttime reference poses of the popular Aachen Day-Night
dataset, showing that state-of-the-art visual localization methods perform better (up to
47%) than predicted by the original reference poses. Moreover, we generated reference
poses for new nighttime images using the same method, effectively doubling the size of the




During the PhD, five papers were co-authored that are not part of this thesis. In general,
these papers studied the topic of visual(-inertial) SLAM as well, and some papers are,
to an extent, inspired by the research problems explored in the previous work. For
example, the idea of Paper U4 originated from investigating the FIM in visual-inertial
optimization, which was the first step for my research in perception-aware planning. The
voxel hashing technique used in the Fisher information field (Section 2.2.2) is one of the
core components in both Paper U1 and U2. FIM is also applied to keyframe selection
in Paper U1, which simplifies the standard design paradigm (i.e. using heuristics) and
generalizes to various camera configurations automatically.
(U1) J. Kuo, M. Muglikar, Z. Zhang, and D. Scaramuzza. “Redesigning SLAM for Arbitrary
Multi-Camera Systems”. In: IEEE Int. Conf. Robot. Autom. (ICRA). 2020
(U2) M. Muglikar, Z. Zhang, and D. Scaramuzza. “Voxel Map for Visual SLAM”. in: IEEE Int.
Conf. Robot. Autom. (ICRA). 2020
(U3) D. Scaramuzza and Z. Zhang. “Aerial Robots, Visual-Inertial Odometry of”. In: Ency-
clopedia of Robotics. Springer Berlin Heidelberg, 2020, pp. 1–9. doi: 10.1007/978-3-642-
41610-1_71-1
(U4) Z. Zhang, G. Gallego, and D. Scaramuzza. “On the Comparison of Gauge Freedom Handling
in Optimization-Based Visual-Inertial State Estimation”. In: IEEE Robot. Autom. Lett.
3.3 (July 2018), pp. 2710–2717. doi: 10.1109/lra.2018.2833152
(U5) R. Gomez-Ojeda, Z. Zhang, J. Gonzalez-Jimenez, and D. Scaramuzza. “Learning-Based
Image Enhancement for Visual Odometry in Challenging HDR Environments”. In: IEEE
Int. Conf. Robot. Autom. (ICRA). 2018, pp. 805–811. doi: 10.1109/ICRA.2018.8462876
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While the fundamental principles of visual odometry and SLAM are in general well
understood, developing and deploying such systems in real-world environments is still
challenging. On the one hand, it requires a tremendous amount of engineering effort
to tackle various corner cases. On the other hand, I believe that it also indicates the
current design paradigms and techniques used in visual SLAM systems can be further
improved, which opens up several interesting research directions.
Moreover, taking into consideration the active nature of mobile robots adds considerable
complexity to the overall design of perception and planning systems. The coupling of the
perception and planning, however, has the potential to greatly improve the adaptivity
of mobile robots. In contrast to SLAM, the problem of active SLAM, or more general
active perception, is far from solved itself, and many fundamental research questions are
still open.
Next, I will describe several interesting research directions regarding both visual SLAM
in general and possible continuation of the work on active robot vision presented in this
thesis.
Less Engineering A typical SLAM system nowadays involves many components that
are designed heuristically, such as keyframe selection and map management. While there
are several common practices that work well in general, these heuristics bring additional
complexity and problems for applying SLAM algorithms. First, these heuristics are often
designed with specific sensor configuration or environment in mind and do not necessarily
work for other situations. Second, these heuristics usually involve tunable parameters
(or magic numbers) that have a significant impact on the actual performance, and thus
tuning is often necessary. Third, it is difficult to judge whether a set of parameters
is optimal. Instead, it would be of both research and practical interest to replace the
heuristically designed modules with methods that are theoretically grounded. Several
examples in this direction are feature selection [42], information sparsification [113, 293]
and our work on keyframe selection and map management [143, 184]. Efforts in this
direction could both simplify the current design paradigms and improve performance.
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Incorporating Learned Components With the advent of deep learning, it is a
natural question to ask how learning methods could help build better visual SLAM
systems. It is a very active research field currently, and I think there are several
promising directions.
For visual odometry and SLAM, one of the most important tasks is data association.
Recently learned features [74, 215] show better robustness to condition changes, and
their advantages in 6 DoF pose estimation are demonstrated in the task of long-term
visual localization. It would be interesting to see whether these features could be used to
improve the robustness in HDR environments or in the presence of motion blur.
Another direction is to use learning-based method to provide priors for SLAM systems.
This could be useful in case where standard methods fails, such as the scale ambiguity for
monocular systems. There are already several works in this direction [280, 310, 104, 22,
326]. Moreover, with the recent advance in neural rendering and scene representation [262,
263, 177], it is also an interesting direction to explore the possibilities and advantages of
using them as alternative map representations for SLAM.
Understanding the Sensor Limitation Although the camera control method pro-
posed in Paper B improves the robustness of several visual odometry algorithms, it
is limited by the inherent properties of the cameras. Specifically, there are only two
parameters (exposure and gain) that can be used to control all the pixels in the image,
and thus the ability to deal with HDR environments is inherently limited. For example,
in extreme cases where both bright and dark areas exist in the FoV, there could be simply
no camera setting that can achieve good image quality. In comparison, event cameras,
where each pixel is triggered individually, can naturally overcome this limit. With this
comparison in mind, an interesting research question is that: can we establish a model
that connects the different sensor properties (e.g. triggering mode, pixel clock frequency)
to its sensing ability (e.g. in HDR environment)? Such model would be useful to better
understand existing sensors and design new sensors and can be potentially applied to
recently developed programmable sensors [51].
Rich Map Representation Motion planning in realistic environments often needs to
consider multiple objectives, which requires various information about the environment.
The inclusion of perception quality brings additional requirements. For example, whether
a feature is visible or matchable from a certain viewpoint is useful to quantify the estima-
tion uncertainty accurately. Another useful information is whether the visual cues belong
to persistent or movable objects and should be used for localization. Such information,
however, requires a combination of semantic, geometric, and texture information of
the environment, which nowadays no known map representation can provide. The lack
of such information is also one major limitation of the proposed Fisher information
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field. Therefore, an interesting direction is to develop a rich map representation for
perception-aware planning. Such map could be also useful for motion planning and
SLAM in general, since the information required by these problems share many similar
properties.
Beyond Fisher Information In the work on perception-aware planning in this thesis,
Fisher information is used to quantify the perception/estimation quality. However,
since most estimation problems in practice are nonlinear, FIM is, at its best, the first
order approximation of the inverse of the estimator variance. Although it is useful
to reflect the quality of the estimate, FIM usually does not correspond to the actual
uncertainty and does not capture the information of estimator bias. Unfortunately,
properly characterizing the bias and variance of a nonlinear estimator is difficult (e.g.
[84]). Monte-Carlo simulation could be used instead, but may be too inefficient to
be executed online. Therefore, theoretical tools that can better capture the estimator
properties or efficient online simulation would be very useful.
Assessing Dataset Quality and Evaluation Metrics High quality datasets are
the foundation for benchmarking and advancing state-of-the-art SLAM or localization
methods. However, inherently, the groundtruth (or reference poses in visual localization)
for any dataset exhibits some uncertainties. Assessing and quantifying the quality of the
groundtruth would be very useful to put the evaluation in context and better understand
the performance of the algorithms (as we show in [319]). However, little work has been
done in this aspect. Moreover, it would be interesting to establish the connection between
the inaccuracy in the groundtruth and the commonly used error metrics. For example, if
the groundtruth is inaccurate to a certain degree, what would be the best performance
an algorithm could achieve on this dataset?
Following a similar idea, metrics that can take into consideration the uncertainty in
the groundtruth are also important. In the evaluation of visual localization methods, a
common practice is to use certain error thresholds to account for the uncertainties in the
reference poses. For example, if two pose estimates are both below the uncertainty of the
reference pose, they are considered equally accurate, regardless of their absolute errors
w.r.t. the reference pose. Unfortunately, there is no similar treatment for trajectory
evaluation in visual(-inertial) odometry or SLAM. Our work in [324] is the first step in
this direction but requires further development and evaluation.
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Benefit of Large Field-of-View Cameras
for Visual Odometry
Zichao Zhang, Henri Rebecq, Christian Forster and Davide Scaramuzza
Abstract — The transition of visual-odometry technology from re-
search demonstrators to commercial applications naturally raises the
question: “what is the optimal camera for vision-based motion es-
timation?” This question is crucial as the choice of camera has a
tremendous impact on the robustness and accuracy of the employed
visual odometry algorithm. While many properties of a camera (e.g.
resolution, frame-rate, global-shutter/rolling-shutter) could be consid-
ered, in this work we focus on evaluating the impact of the camera
field-of-view (FoV) and optics (i.e., fisheye or catadioptric) on the qual-
ity of the motion estimate. Since the motion-estimation performance
depends highly on the geometry of the scene and the motion of the
camera, we analyze two common operational environments in mobile
robotics: an urban environment and an indoor scene. To confirm the
theoretical observations, we implement a state-of-the-art VO pipeline
that works with large FoV fisheye and catadioptric cameras. We eval-
uate the proposed VO pipeline in both synthetic and real experiments.
The experiments point out that it is advantageous to use a large FoV
camera (e.g., fisheye or catadioptric) for indoor scenes and a smaller
FoV for urban canyon environments.
Multimedia Material
A video showing our omnidirectional visual odometry pipeline performing on real and
























Figure A.1 – Images from our synthetic datasets, showing different FoV cameras.
A.1 Introduction
Estimating the six degrees-of-freedom motion of a camera simply from its stream of
images has been an active field of research for several decades [291, 285, 55]. Today,
state-of-the-art algorithms run in real-time on smartphone processors and achieve the
accuracy and robustness that is required to enable various interesting applications.
However, the remaining challenge to enable commercial applications in risky fields such
as drone delivery or autonomous driving is robustness, especially during fast motions,
illumination changes, and in environments with difficult texture. All three nuisances
increase the difficulty to track visual cues, which is fundamental to enable vision-based
motion estimation.
Our work is motivated by the question of whether the robustness of existing visual
odometry (VO) algorithms can be significantly improved by selecting the best camera
for the task at hand. In order to minimize the design space, we limit ourselves to the
selection of the optimal optics. We are particularly interested in the performance of
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omnidirectional cameras, which are fisheye and catadoptric cameras characterized by
a large field of view (FoV). In theory, a larger FoV allows tracking visual landmarks
over longer periods, which should increase the precision of pose estimation as more
measurements are available and, at the same time, increase robustness since the visual
overlap between subsequent images is larger. However, increasing the FoV while fixing
the resolution means that the angular resolution of a pixel is reduced, hence, lowering
the measurement accuracy of a single camera pixel.
The contribution of this work is threefold: after discussion of related work in Section
A.1.1, we present in Section A.2 simulation experiments that show the impact of the FoV
of a camera on the accuracy and robustness of a canonical VO pipeline. The analysis
encompasses standard steps of a visual-odometry pipeline. After studying the theoretical
advantages of large FoV cameras and to facilitate an analysis on real images, we describe
in Section A.3 challenges and solutions to enable a state-of-the-art VO pipeline (in our
case SVO [91]) to operate with such images. Therefore, we provide a detailed study
of six error metrics on the pose estimation accuracy. Our analysis helps to select the
proper error metrics as a function of the camera FoV. Finally, in Section A.4, we evaluate
the performance of the proposed omnidirectional SVO algorithm in synthetic as well as
real experiments for various camera optics. Since the impact of the camera FoV is a
function of the application scenario, we perform the experiments in different environments
that reflect typical applications of VO (e.g. automotive, drones, gaming). As a further
contribution, we publicly release all our synthetic and real datasets that we recorded
with different FoV cameras1.
A.1.1 Related Work
The type of camera used for vision-based navigation methods has a significant impact
on the accuracy and robustness of the motion estimation process. A comparison of
the performance of a catadioptric and a perspective camera in a visual SLAM system
was presented in [217]. A catadioptric camera has a shaped mirror mounted in the
front that allows it to capture the full 360 degree view. Experimental results showed
that the catadioptric camera outperforms the perspective camera in terms of motion
estimation accuracy. However, the catadioptric camera that was used for the experiments
had a higher pixel resolution than the perspective camera. Thereby, the lower angular
resolution of the larger FoV catadioptric camera was compensated, which provided an
unfair advantage to the catadioptric camera. Nevertheless, the comparison presented in
[270] experimentally confirmed that a larger FoV camera has a higher motion estimation
accuracy than a smaller FoV perspective camera even in the case of a fixed pixel resolution.
Unfortunately, the experiments were limited to synthetic data and an indoor environment.
In our experiments we confirm these results in an indoor scenario, but we show, both on
synthetic and real data, that large FoV cameras perform worse than standard perspective
1Available at http://rpg.ifi.uzh.ch/fov.html
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cameras in outdoor environments.
Most VO algorithms for omnidirectional cameras [218, 246, 278, 242] rely on robust
feature descriptors (e.g. SIFT [159]) to establish feature correspondence. To cope with
the significant distortion of large FoV images, special descriptors were developed that
model the distortion effects to improve feature matching [105, 9, 207, 158]. Other works,
such as [61] and [243], used Lucas-Kanade feature tracking [13] to estimate the motion of
landmark observations between frames of omnidirectional images.
In this work, we develop a VO pipeline for omnidirectional cameras based on the state-of-
the-art Semi-direct Visual Odometry (SVO) algorithm [91]. SVO is a very fast odometry
algorithm because it does not extract salient features in every frame. Instead, it uses
a direct method to estimate the camera motion by mimizing the photometric error of
corresponding pixels in subsequent views, similar to LSD [81] and DTAM [192]. However,
in contrast to LSD and DTAM, the so called sparse image alignment step in SVO works
only with sparse pixels and, thus, the convergence radius of the alignment is small and
can only be applied on a frame-to-frame basis. Therefore, given the frame-to-frame
pixel correspondence, which is found by means of sparse image alignment, the SVO
pipeline uses a classic feature-based nonlinear refinement step to minimize the drift.
In Section A.3 we describe the required modifications to the standard SVO2 to enable
motion estimation with cameras that have a FoV larger than 120 degrees.
In the next section, we will study the impact of a large FoV on the performance of VO.
A.2 Optimal FoV Studies for Canonical VO Pipeline
In this section, we study the impact of the camera FoV on a canonical VO pipeline by
means of Monte Carlo simulations. First, we present a study of the influence of the FoV
on the accuracy of three standard components of a VO pipeline: feature correspondence,
pose optimization and combined map-pose estimation. By pose optimization we denote
the nonlinear refinement of the camera pose, which minimizes the reprojection error
of known 3D landmarks. Note that this step is typically applied in an odometry
pipeline after finding a solution to the perspective-n-point (PnP) problem. The third
experiment implements a canonical VO pipeline combining both depth estimation and
pose optimization.
As we will see, the optimal FoV depends greatly on the structure of the environment.
Therefore, we perform the study in two different simulated scenes: in the first scene the
camera moves in an urban canyon that simulates an automotive setting, while, in the
second environment, the camera moves in a confined room that simulates common indoor
scenarios. We evaluate the second scene both with a forward- and downward-looking
2Available at http://github.com/uzh-rpg/rpg_svo
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Figure A.2 – Experiment 1 : Keypoint alignment accuracy for different optics as a function of
the distance from the reference frame.
camera.
A.2.1 Experiment 1: Feature Correspondence
The foundation of all geometric vision problems is feature correspondence. Hence, the
accuracy of 3D landmark measurements (i.e. keypoints) in the images directly affects the
accuracy of the motion estimate. Therefore, our first experiment evaluates the accuracy
of feature correspondence for three different cameras with a constant image resolution.
The experiment is based on synthetic scenes rendered for different FoV cameras using
Blender (Fig. A.1). Given a keypoint in a reference image, we search for the corresponding
keypoint in a subsequent image of the same camera trajectory by means of Lucas-Kanade
feature alignment [13]. The groundtruth of the keypoint alignment is calculated by first
backprojecting the keypoint from the reference image to the 3D model of the scene to
get the 3D landmark and then projecting the landmark to the subsequent frame.
Figure A.2 shows the alignment error as a function of the distance to the reference view.
We observe that the accuracy of feature correspondence decreases as we select a frame
in the camera trajectory that is farther from the reference frame. Also, the accuracy
is slightly reduced when the cameras with larger FoVs are used. The reason for this
is that for larger FoV cameras, the image patches used in the alignment suffer from
more severe distortions between the reference frame and the selected frame. Given these
considerations, in the following experiments we corrupt all feature correspondences with
zero-mean additive white Gaussian noise with σ = 0.25 pixels, which reflects the average
uncertainty of our measurements.
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A.2.2 Experiment 2: Pose Optimization
The pose optimization step refines the pose TCW ∈ SE(3) of the camera C with respect to
a world frame W by minimizing the reprojection error of the visible landmarks. Hence,
we are solving the following nonlinear least-squares problem:







‖ r(ũi, π(T Wpi)) ‖2, (A.1)
where Wpi ∈ R3 are the landmark positions expressed in the world frame. The metric we
use for the reprojection residual r(ũi, ûi) between the measured feature position ũi ∈ R2
and the predicted feature position ûi = π(T Wpi) ∈ R2 is discussed in more detail in
Section A.3.2. By π : R3 → R2 : u = π(p) we denote the camera projection function.
In this section, we assume that a perfectly known 3D map of the environment is available,
whereas in the next section the map is computed using triangulation.
For this experiment, we simulate cameras with varying FoVs using the equidistant fisheye
model [125]. The image resolution is fixed, thus the angular resolution decreases as the
FoV increases. A forward-looking camera is placed in the center of the scene (Fig. A.3).
For each feature in the image plane, the corresponding visible 3D point is found using
raytracing on the synthetic scenes. We sample 150 features uniformly in the image plane
and compute their corresponding 3D landmarks. Features are corrupted as described in
Section A.2.1. With these inputs (2D-3D correspondences), we solve the absolute pose
estimation problem. The experiment is repeated 1000 times for each FoV.
Fig. A.4 shows the pose estimation accuracy as a function of the FoV, for the confined
room and canyon scenes. It can be observed, that larger FoV cameras perform better in
the room scene, despite the loss of angular resolution. Indeed, increasing the FoV yields
more evenly distributed landmarks in space (as a larger FoV allows to capture points
with a greater angular distance to the optical axis), which stabilizes the pose optimizer
(this was also reported in [270]). By contrast, in Fig. A.4b, the translation error reaches
a minimum for a FoV of about 215 degrees. This can be interpreted as the result of
two competing effects. On the one hand a larger FoV provides a better conditioning
for the PnP problem, which raises the pose estimation accuracy. On the other hand,
as the FoV grows, the angular resolution decreases (since the image resolution is fixed),
leading to larger angular errors on the landmark measurements, thus degrading the pose
estimation accuracy. As shown in Fig. A.4b, for the canyon scene, the first effect prevails
for small and moderate FoVs while the second eventually becomes predominent for very
large FoVs.
Note that this experiment was conducted using a synthetic camera, allowing for arbi-
trarily large FoVs. While, in reality, fisheye lenses typically reach a maximum FoV of
approximately 215° (e.g. the KodakSP360 camera), this experiment still provides some
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(a) (b) (c)
Figure A.3 – Rendered images showing what the camera sees in different setups: front-looking
camera in box environment, front-looking camera in canyon environment, up-looking catadioptric
camera in canyon environment. Note that the texture is not given because the groundtruth depth
is available.
valuable insight on the trade-off involved when selecting an optics for a given sensor.
The vertical line in Fig. A.4 marks the frontier between existing and purely synthetic
cameras.
A.2.3 Experiment 3: Canonical Visual Odometry Pipeline
This section assumes no prior knowledge of the map, therefore in the following experiment
we simulate a full VO pipeline: from noisy observations we triangulate 3D landmarks
that are used to estimate the camera pose of subsequent images (see Fig. A.5). This is a
standard approach for incremental camera motion estimation [242].
We simulate a camera trajectory (Fig. A.6) in the desired environment and select a
reference keyframe (red in Fig. A.5) among the trajectory frames. As in the previous
experiment, we sample features uniformly in the reference keyframe image plane. Corre-
sponding landmarks (red dots) are triangulated using a set of previous frames (shown
in grey), projected and corrupted in the image plane as before. Then, the poses of
the following frames (green) are estimated based on the triangulated landmarks. This
experiment is conducted for various camera FoVs on both synthetic scenes, with 1000
runs for each configuration. Additionally, in two cases, an up-looking catadioptric camera
with a horizontal FoV of 360° and vertical FoV from -50° to +50° above the horizon is
simulated.
The results of our experiment are shown in Fig. A.7. The pose estimation accuracy is
evaluated as a function of the distance to the keyframe. This provides a measure of
robustness and drift: Robustness is increased if we can move farther away from the last
keyframe without loosing much pose accuracy, whereas drift is reduced if we can track
features over longer time intervals.
The main conclusion from these experiments is that, for visual localization, large FoV
36
A.2. Optimal FoV Studies for Canonical VO Pipeline
50 100 150 200 250 300 350























50 100 150 200 250 300 350

















(a) Confined room environment
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(b) Urban canyon environment
Figure A.4 – Experiment 2 : Pose estimation accuracy with respect to FoV for two synthetic
scenes. Solid line is the median; dashed lines bound the confidence interval.
cameras should be preferred in confined environments (e.g. indoor flight for a drone),
whereas smaller FoV cameras will perform better for forward-looking cameras in canyon-
like environments (typically a camera mounted on a car in the city). Specifically, the
analysis of the plots in Fig. A.7 follows.
Room environment Regardless of the camera orientation, the motion estimation
accuracy grows with the FoV (Figs. A.7a and A.7b). The superiority of wide angle
optics in this setup stems from two different beneficial effects: first, the better angular
distribution of features, as demonstrated in Section A.2.2; and second, the ability of large
FoV cameras to track features longer greatly increases the robustness of visual localization
in this environment (see Fig. A.7b: almost all features remain visible as the down-looking
camera moves). Interestingly, the catadioptric camera performs slightly worse than the
large FoV fisheye cameras. This is consistent with the results from the previous section:
the localization accuracy stops increasing when the FoV reaches a threshold of around
210 degrees, and the catadioptric camera’s self-occlusion zone furthermore reduces the
available image area compared to the fisheye cameras.
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Figure A.5 – Experiment 3 : Camera moving along the trajectory, keyframes and triangulated
landmarks.
(a) Box environment (b) Canyon environment
Figure A.6 – Experiment 3 : Top views of the different setups. For the box scene, the experiment
is conducted with both downward-looking and forward-looking camera but only the latter is
shown in this figure.
Front-looking camera in canyon environment This experiment (Fig. A.7c) shows
that a smaller FoV should be preferred in an urban canyon scenario. The reason why large
FoV optics perform worse in this setup is twofold. Firstly, because the depth range of the
scene is much higher than the room scene. Whereas the triangulation error introduced
by the loss of angular resolution remains small when the depth range of the landmarks
is limited, it eventually becomes predominant when the depth range is very high (in
the canyon environment, the farthest point is 250m away from the camera). Secondly,
because of the uniform sampling of the features in the image plane, the landmarks
corresponding to the features extracted in the reference frame tend to be farther away for
smaller FoV cameras, thus having a slower apparent motion with respect to the camera.
These features can therefore be tracked more reliably (because of the reduced optical flow
between two successive frames), and longer. Our experiment confirmed this somewhat
surprising fact (third column of Fig. A.7c): the camera with the smallest FoV observes
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(a) Forward-looking camera in the box environment
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(b) Downward-looking camera in the box environment
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(c) Forward-looking camera in the canyon environment
Figure A.7 – Experiment 3 : Pose error and number of visible features for different FoVs in the
canonical VO pipeline.
features longer on average.
A.3 Implementation of a Semi-Direct Omnidirectional Vi-
sual Odometry
In this section, we describe the challenges and, accordingly, our solutions, to enable a
state-of-the-art VO pipeline to work with wide field-of-view cameras. In particular, we
develop a unified VO system that works with fisheye as well as catadioptric cameras.
We base our developments on the state-of-the-art SVO [91] pipeline. The standard SVO
algorithm does not scale to large FoV cameras, which required us to perform three
main modifications: (1) implementation of polynomial and equidistant camera models
that adequately model large FoV cameras; (2) use of reprojection-error metrics based
on bearing vectors in the pose optimization (bundle adjustment) step; (3) sampling of
the curved epipolar line based on the unit sphere for better correspondence search and
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triangulation.
In the following, we discuss the implementation of these modifications in more detail.
A.3.1 Omnidirectional Camera Model
The omnidirectional camera model from [245] is used in our work. In this model, a
Taylor series expansion is used to describe the image projection function. We choose this
camera model largely due to its advantage of being able to describe catadioptric and
fisheye cameras within one unified framework compared to other omnidirectional models
such as the unified projection model [100] and the equidistant model [125].
A.3.2 Error Metrics for Pose Optimization
The SVO algorithm finds 2D-3D landmark correspondence using direct methods, specifi-
cally sparse image alignment and feature alignment [91]. In the subsequent pose opti-
mization step, the six degree of freedom (DoF) pose of a frame is refined by minimizing
the reprojection error. This problem is formalized in (A.1) and can be solved by standard
least squares optimization techniques such as the Gauss-Newton method.
In a standard implementation, one would minimize the image error (see Fig. A.8):
ru = ũ− π(p), (A.2)
where p = [px, py, pz ]⊤ is the 3D landmark (in the camera frame). However, this requires
to compute the projection function and its Jacobian at each iteration, which can be
expensive when complicated camera models are used. Therefore, SVO minimized the










where m̃ is the corresponding position of observation ũ on the unit plane. Unfortunately,
this approach does not scale when the FoV is large as pz approaches zero for landmarks
observed at the border of the image. Hence, implementations of omnidirectional vision
systems such as [151, 138] use the angular error ∆θ between the unit bearing vectors f̃
and f corresponding to ũ and p, respectively:
ra1 = 1− f̃⊤f =⇒ ‖ra1‖2 = 4 sin4(∆θ/2), (A.4)
ra2 = arccos(f̃
⊤f ) =⇒ ‖ra2‖2 = (∆θ)2. (A.5)
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Figure A.8 – Different error metrics that we evaluated for pose optimization. The landmark
pi ∈ R3 is measured at pixel location ũi. After applying the inverse camera projection f̃i =
π−1(ũi), which also models the distortion, we find the corresponding bearing vector f̃i and unit
plane coordinates m̃i. Given an estimate of the pose of the camera center C, we can predict the
feature position ui = π(pi) or use intermediate results (before applying the camera distortion)
to find the predicted bearing vector fi or unit plane coordinates mi. We evaluate the efficiency
and accuracy of various residual metrics {ra1, ra2, rt, rf , rm, ru}.
Instead, the difference between the bearing vectors gives:
rf = f̃ − f =⇒ ‖rf‖2 = 4 sin2(∆θ/2). (A.6)
The authors of [201] studied different error metrics for the omnidirectional SfM problem
and showed experimentally that the following tangential error was the best error metric





(f̃ − f ) =⇒ ‖rt‖2 = 4 tan2(∆θ/2). (A.7)
To answer the question of which error metric to use, the same Monte Carlo experiment
as in Section A.3.2 is performed using different error metrics. The average position errors
after the optimization are shown in Fig. A.9. It can be observed that the image error
ru, the tangential error rt and the bearing vector difference error rf have comparable
performances for all the FoVs. In comparison, the unit plane error rm results in equal
accuracy for small FoVs, but exhibits large errors for large FoVs. When using the angular
error metrics ra1 and ra2, the pose estimations oscillate around the true values instead
of converging after 4-6 iterations as the other error metrics.
The time cost for each error metric is summarized in Table A.1. The angular error ra1
and ra2, which are not listed in the table, have a much worse time performance because
of the convergence problem.
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Figure A.9 – Pose optimization errors of the error metrics in Fig. A.8 under different FoVs.
Only the position errors are given here for briefness, since the rotation and reprojection errors
show a similar trend.
Table A.1 – Average Convergence Time
ru rm rf rt
Time(ms) 0.4 0.2-0.25∗ 0.28 0.31
∗ increases with the field of view
Therefore, it can be concluded that for pose optimization, the unit plane error rm should
be used for small FoVs (e.g. perspective cameras with less than 100° FoVs) due to its
efficiency and for large FoVs, the bearing vector difference error rf should be used. In the
experiments of this work, the bearing vector difference error rf is used for omnidirectional
cameras and the unit plane error rm for perspective cameras.
A.3.3 Feature Correspondence along Curved Epipolar Lines
SVO triangulates new landmarks from known camera poses by means of a depth filter [91]:
In a selected reference image Ir salient corners are selected for which the depth is estimated
using measurements from older and newer frames Ik. A measurement is obtained by
sampling the epipolar line in a neighbouring image Ik pixel by pixel and computing
the correlation of an 8× 8 pixel patch with the reference patch in Ir. The pixel on the
epipolar line with highest correlation is used to update the depth of the reference pixel
through triangulation (see Fig. A.10).
For omnidirectional cameras, the epipolar line in Ik is not straight but forms a curve. To
sample pixels on the curved epipolar line, we compute the bearing vectors {fmin, fmax} that
correspond to the confidence interval of the current depth estimate d± 2σd = {dmin, dmax}
in the reference image. Subsequently, we rotate a bearing vector f ′ in small angular steps














Figure A.10 – Epipolar search on unit sphere for depth filter update.


































Figure A.11 – Synthetic Datasets: Top views of the estimated trajectories.
which results in a pixel location u′ that lies on the curved epipolar line.
A.4 Experiments
The modified SVO algorithm described in the previous section allows us to verify our
FoV studies in Section A.2 on real and synthetic images. In the following, we first discuss
the synthetic experiments and subsequently the real experiments performed with a micro
aerial vehicle (MAV) and an automobile.
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(b) Trajectory top view
Figure A.12 – Real Datasets: Results on the Flyroom sequence.
A.4.1 Synthetic Datasets
To generate photorealistic synthetic images, we used the Cycles raytracing engine3
implemented in Blender. In addition to the already built-in perspective and equidistant
fisheye camera models, we implemented a catadioptric camera model based on [245],
which we release as an open-source patch for Blender4.
We first ran our algorithm on two synthetic datasets: Urban Canyon and Indoor (Fig. A.1).
The Urban Canyon dataset simulates a forward-looking camera mounted on a car driving
in a city environment and the Indoor dataset contains views from a downward-looking
camera moving along a circle in an indoor environment. We rendered these two datasets
with three different camera models respectively: perspective (90° FoV), fisheye (180° FoV)
and catadioptric (360° FoV). Note that for the catadioptric camera, the same trajectories
were used for the rendering but the camera was set up to be upward-looking (facing the
mirror).
The top view of the trajectories estimated is shown in Fig. A.11. It can be observed that
the perspective camera exhibits the smallest drift in the Urban Canyon dataset, followed
by the fisheye camera and the catadioptric camera. However, in the Indoor dataset,
while the trajectories estimated by the omnidirectional cameras are almost identical to
the groundtruth, the perspective camera exhibits significant drift.
A.4.2 Real Datasets
To further verify our FoV studies with real world scenarios, we first recorded a Flyroom
dataset with a downward-looking camera mounted on a MAV. The camera was 1 m above
the ground and moved along a circle of about 1.5 m radius at a speed of 1.3 m/s. The





Figure A.13 – Real Datasets: Results on the Zurich sequence. The first straight segment of
each estimated trajectory is aligned with the corresponding part of the streets that the car drove
along.
respectively. The groundtruth was acquired via a motion capture system. Fig. A.12
shows the performance comparison between the two cameras. It can be observed from
Fig. A.12b that the trajectory estimated by the fisheye camera follows the circle precisely,
while the trajectory estimated by the perspective one drifts away as it repeats the circle.
It can be seen from Fig. A.12a that while the perspective camera can only track features
that are very close, the fisheye one can keep track of features from a much larger area.
We also ran our algorithm on the Zurich dataset from [244]. The Zurich dataset contains
two sequences: a forward-looking perspective camera (45° FoV) and an upward-looking
catadioptric camera (360° FoV).The two sequences were recorded on the same car
simultaneously while the car drove through Zurich downtown. Since no groundtruth is
available for this dataset, the estimated trajectories were aligned with a satellite map
for evaluation. As is shown in Fig. A.13, the trajectory estimated with the perspective
camera is more consistent with the streets on the map.
A.4.3 Discussion
The results from the above experiments are consistent with our simulations and analysis
presented in Section A.2.
• For indoor scenarios, such as the Indoor and Flyroom datasets, large FoV omnidirec-
tional cameras outperform the perspective ones. The reason for this is twofold: first,
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features are more evenly distributed in space, which stabilizes the pose estimation,
and, second, the camera can track features for a longer time.
• For outdoor environments such as the Urban Canyon and Zurich datasets, the
trajectories can be estimated more accurately using perspective cameras, mainly
because the loss of angular resolution for higher FoVs is drastically amplified by
the higher depth range.
A.5 Conclusions
It is well known that VO can benefit from large FoVs. Indeed, a larger FoV theoretically
allows for tracking visual landmarks over longer periods, which should increase the
precision of pose estimation (since more measurements are available) and increase
robustness since the visual overlap between successive images is larger. However, at the
same time, increasing the FoV while fixing the resolution decreases the angular resolution
of the image, thus, lowering the measurement accuracy of a single camera pixel.
In this work, we showed that for a constant image resolution, the best choice of FoV and
optics is not as straightforward as it seems. We first performed extensive simulations to
study the impact of different FoVs on the standard VO modules as well as the complete
pipeline, which point out that large FoV cameras (e.g. omnidirectional cameras) are
preferable in indoor environments, while smaller FoV cameras perform better in urban
canyon scenarios. We also performed experiments using both synthetic and real world
datasets and these are in accordance with the simulation results. Moreover, we provided
an in-depth analysis of the challenges arising when adapting VO algorithms for large FoV
cameras, and adapted the state-of-the-art algorithm SVO to work with omnidirectional
cameras.
Based on the simulations and experiments, it can be concluded that for small, confined
environments, large FoV cameras should be used and for larger scale scenarios, small
FoV cameras should be preferred.
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B Active Exposure Control for
Robust Visual Odometry
Reprinted, with permission, from:
Z. Zhang, C. Forster, and D. Scaramuzza. “Active exposure control for robust visual
odometry in HDR environments”. In: IEEE Int. Conf. Robot. Autom. (ICRA). 2017,
pp. 3894–3901. doi: 10.1109/ICRA.2017.7989449 [316]
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Active Exposure Control for Robust
Visual Odometry in HDR Environments
Zichao Zhang, Christian Forster and Davide Scaramuzza
Abstract — We propose an active exposure control method to im-
prove the robustness of visual odometry in HDR (high dynamic range)
environments. Our method evaluates the proper exposure time by
maximizing a robust gradient-based image quality metric. The opti-
mization is achieved by exploiting the photometric response function
of the camera. Our exposure control method is evaluated in different
real world environments and outperforms the built-in auto-exposure
function of the camera. To validate the benefit of our approach, we
adapt a state-of-the-art visual odometry pipeline (SVO) to work with
varying exposure time and demonstrate improved performance using
our exposure control method in challenging HDR environments.
Multimedia Material
A video demonstrating the improvement on different visual odometry algorithms is
available at https://youtu.be/TKJ8vknIXbM.
B.1 Introduction
Recently, VO (visual odometry) algorithms have reached a high maturity and there is
an increasing number of applications in various fields, such as VR/AR. Although many
impressive results have been presented, one of the remaining challenges is robustness
in HDR environments. The difficulty in such environments comes from the limitations
of both the sensor and the algorithm. For conventional cameras, the dynamic range
is narrow compared to real world environments. Without proper exposure control,
images can be easily overexposed or underexposed, and very little information can be
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Figure B.1 – The top two rows are images captured under different exposure times, used as the
input to the calibration. The third row shows the recovered inverse response function.
extracted from such images. In order to overcome the problem of the narrow dynamic
range, many cameras automatically adjust the exposure time. The change of exposure
time, however, breaks the brightness constancy assumption across consecutive frames,
which is the underlying assumption of many VO algorithms. Therefore, to work in
HDR environments, a VO algorithm should be active, instead of passive. An active VO
algorithnm, on the one hand, must actively adjust the exposure time of the camera to
maximize the information for VO; on the other hand, the effect of the varying exposure
time needs to be explicitly compensated.
While the topic of exposure control has been studied extensively, little work has been
done to optimize the exposure time for VO applications. Moreover, most exposure control
methods rely on heavily engineered parameters, because of the lack of a quantitative
knowledge on how the change of the exposure time affects the image. Regarding exposure
compensation, a widely used technique is to model the brightness change with an
affine transformation. Alternatively, researchers have recently exploited the photometric
response function of the camera for exposure compensation [152, 82]. While both methods
are shown to work, to the best of our knowledge, there is no comparison study of them yet
in the existing literature. It would be interesting to know, from a practical perspective,
which compensation method should be used when building VO applications.
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Figure B.2 – Image Acquisition Process
In this paper, we first propose an active exposure control method to maximize the
gradient information in the image. This is inspired by the observation that most vision
algorithms, including VO, actually extract information from gradient-rich areas. For
instance, corners are essentially points where the gradient is large in two orthogonal
directions [107]; direct VO algorithms also make use of the pixels with high gradients
[82, 80]. Therefore, we propose a gradient-based image quality metric and show that it is
robust in HDR environments by an extensive evaluation in different scenarios. Moreover,
we use the photometric response function of the camera to design our exposure control
scheme. By exploiting the photometric response function, we are able to evaluate the
derivative of our metric with respect to the exposure time. Such information enables us
to apply mathematically grounded methods, such as gradient descent, in exposure control.
Second, we introduce our adaptations of exposure compensation to a state-of-the-art
VO algorithm, namely SVO (Semi-direct Visual Odometry [91]). We formulate these
adaptations in an algorithm-agnostic manner, so that they can be easily generalized to
other VO algorithms. In addition, an experimental comparison of the aforementioned
exposure compensation methods is presented. Finally, we demonstrate in several real-
world experiments that, with the proposed exposure control method, our VO algorithm
is able to operate in HDR environments.
B.1.1 Related Work
Many existing exposure control approaches use heuristics based on image statistics, such
as the mean intensity value and the intensity histogram. A system for configuring the
camera parameters was presented in [190]. The exposure time was selected according to
the intensity histogram of the image. Their method was successfully used in practice
during the RoboCup competitions [135]. More recently, Torres et al. [289] used a set
of indicators from the intensity histogram and the cumulative histogram to capture
the different aspects of the image quality, and a camera exposure control method was
designed based on these indicators.
By contrast, other works explicitly explore the information in the image. Lu et al. [160]
characterized the image quality using Shannon’s entropy. They showed experimentally
that the entropy of the image was related to the performance of the object recognition
algorithm. Therefore, the exposure control was achieved by searching for the highest
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entropy in the parameter space of the camera. Closely related to our work is [256], which
used the gradient information within an image to select the proper exposure time. The
authors defined an information metric based on the gradient magnitude at each pixel.
The exposure change was simulated by applying different gamma corrections to the
original image to find the gamma value that maximizes the gradient information. Then,
the exposure time was adjusted based on the gamma value. Our work differs from [256]
in two aspects. First, we use a different gradient-based metric, which we demonstrate
to be more robust. Second, our control scheme also exploits the photometric response
function of the camera.
Different methods have been proposed for exposure compensation. Jin et al. [122] used
an affine transformation to model the illumination change in the feature tracking problem
and showed success tracking under significant illumination changes. Kim et al. [134]
jointly estimated the feature displacements and the camera response function and used
the estimated response function to improve the performance of feature tracking. More
recently, Engel et al. [82] used an affine brightness transfer function to compensate for
the variation of the exposure time and applied it to VO. In addition, they also proposed
to use the photometric response function of the camera for exposure compensation if the
exposure time of the camera is known. Similarly, Li et al. [152] exploited the camera
response function to account for the brightness change caused by the auto-exposure of
the camera and applied it to a tracking and mapping system.
After introducing the photometric response function in Section B.2, we propose our
gradient-based image quality metric in Section B.3. Based on the photometric response
function and the image quality metric, our exposure control method is described in
Section B.4. Then, in Section B.5, we describe our adaptations of exposure compensation
to a VO algorithm and compare the two commonly used exposure compensation techniques
mentioned above experimentally. Finally, we validate our exposure control algorithm
and demonstrate robust VO in HDR environments in Section B.6.
B.2 Photometric Response Function
In this work, we use the photometric response function proposed in [67]. For completeness,
we briefly introduce the function in the following.
The image formation process is illustrated in Fig. B.2. For each pixel, the irradiance E
describes the amount of energy that hits the pixel per time unit, and the exposure X
is the total amount of energy received by the pixel during the exposure time ∆t. The
photometric response function f maps the exposure X to the intensity I in the image:
I = f(X) = f(E∆t). (B.1)
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(a) Information in Mshim


















(b) Mperc weights (k = 5).
Figure B.3 – The mapping function of Mshim and the weights in Msoftperc
Note that f(·) is invertible because the intensity should increase monotonically with the
exposure. Then, for convenience, we can define the inverse response function
g = ln f−1, (B.2)
and (B.1) can be written as
g̃(I) = ln E + ln ∆t. (B.3)
Obviously, for a digital image, where the possible intensities are a range of discrete values
{0, 1, . . . , Zmax}, g̃ can only take values g(k), k = 0, 1, . . . , Zmax. These values can be
determined by analyzing the images of a static scene captured under different exposure
times. For the details of the photometric calibration process, we refer the reader to
[67]. A sample calibration sequence and the recovered inverse response function g are
illustrated in Fig. B.1. After recovering g, we estimate a tenth order polynomial to fit
the discrete values in (B.3) and use the polynomial to calculate the derivative g′.
In the next section, the image quality metric used in our exposure control method is
introduced.
B.3 Image Quality Metrics
The metrics for image quality are highly application-dependent. Regarding VO applica-
tions, the gradient information is of great importance for both feature-based and direct
methods. In this section, we first introduce several gradient-based metrics and then
compare them on real world data.
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B.3.1 Gradient-Based Metrics
Given an image, denoted as I, captured with an exposure time ∆t, the magnitude of the
gradient at a pixel u is
G(I, u, ∆t) = ‖∇I(u, ∆t)‖2, (B.4)




]⊤. In the rest of this section, we drop the notation of I in (B.4)
for simplicity.












log(λ(G̃(ui)− σ) + 1), G(ui) ≥ σ
0, G(ui) < σ
, (B.6)
where G̃ is the gradient magnitude normalized to the range of [0, 1], N = log(λ(1−σ)+ 1)
is a normalization factor to bound the gradient information to the range of [0, 1], σ is an
activation threshold, and λ determines whether strong or weak intensity variations are





Mshim can be interpreted as a weighted sum of the gradient magnitudes from all the pixels.
The mapping from the normalized gradient magnitude G̃ to the gradient information
(B.6) is plotted in Fig. B.3a for different λs. For both Msum and Mshim, the main problem
is that the squared sum is not a robust estimator of the scale of the gradient magnitudes
(see Section B.3.2).
Instead, we consider using a certain percentile of all the gradient magnitudes as a robust
estimator:
Mperc(p) = percentile({G(ui)}ui∈I, p), (B.8)
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Figure B.4 – A HDR scene. The left column illustrates how different metrics change with the
exposure time. The right column shows the best image in terms of each metric, respectively.
where p indicates the percentage of the pixels whose gradient magnitudes are smaller than
Mperc. For example, Mperc is the median of all the gradient magnitudes when p = 0.5.
Lastly, we define another gradient-based metric, which is called soft percentile in this
paper. We first sort the gradient magnitudes of all the pixels {G(ui)}ui∈I in an ascending
order. The sorted gradient magnitudes are denoted as {Gith}i∈[0,S], where S is the total
number of pixels in the image. Then we calculate the soft percentile metric as a weighted



















k, i > ⌊p · S⌋
, (B.10)
where ⌊·⌋ rounds a number down to the closest integer, and N normalizes the sum of
{With(p)}i∈[0,S] to 1.
The weight function (B.10) is plotted in Fig. B.3b for different values of p. Intuitively,
the soft percentile approximates a certain percentile with a weighted sum of the gradient
magnitudes. The larger the k, the closer Msoftperc is to Mperc. The advantage of the soft
percentile metric over the percentile metric is that it changes smoothly with the exposure
time, which we will see next.
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Table B.1 – Number of FAST features in the best image. The percentile-based metrics performs
better in 13 out of 18 datasets.
Dataset Msum Mshim Mperc Msoftperc
office window1 272 272 288 288
office window2 23 23 33 33
building 66 61 62 62
office desk 336 336 403 391
office ceiling 490 429 456 456
keyboard 60 59 84 84
light 32 7 34 34
office door 55 53 59 59
home window1 67 69 67 67
home window2 49 46 45 46
corridor 26 26 26 26
clutter 51 50 51 49
shelf 78 81 80 78
lounge 81 50 82 82
garage 66 66 66 66
shady building 100 74 100 100
sunny building 71 71 71 71
grass 81 81 81 81
B.3.2 Evaluation
In order to understand the difference of the aforementioned metrics, we evaluate them on
18 real world datasets. Each of the datasets consists of a sequence of images of the same
scene, captured with different exposure time settings. In the evaluation, we compute
the gradient-based metrics for all the images and observe how different metrics change
with the exposure time. For Msoftperc, k = 5 is used. For both Mperc and Msoftperc, the
best image is chosen as the one that corresponds to the maximum value when p = 0.5
(as we will see, the best image does not change much with different values of p). To
quantitatively measure the image quality, we compute the number of FAST features [223]
that can be extracted from the best images.
The results are listed in Table. B.1. It can be observed that in 13 out of 18 datasets, the
best images in terms of Mperc have the most features. In addition, in the datasets where
another metric performs better, the numbers of the features in the best images of Mperc
are actually very close to those of the best metric (e.g. in home window1, 67 features
compared to 69 features of Mshim). In contrast, in some datasets, much less features can
be extracted from the best images of other metrics (e.g. keyboard and lounge datasets).
The performance of Msoftperc is quite close to Mperc.
To give an intuition of the difference among the metrics, we show the results of the
keyboard dataset in Fig. B.4. The scene mostly consists of two areas with very different
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brightness, a black keyboard and a piece of white paper with text. It can be observed
that both Msum and Mshim increase with the exposure, and the best images according to
these metrics are obviously overexposed in the bright area (i.e. the piece of paper). In
contrast, the best images in terms of the percentile based metrics, Mperc and Msoftperc,
preserve the details in the bright area well.
There are two observations worthnoting regarding the percentile based metrics. While
Mperc and Msoftperc have quite similar performance in our evaluation, if the plots of
Mperc and Msoftperc in Fig. B.4 are closely compared, it can be seen that the curves
corresponding to Msoftperc are smoother. In addition, while the curves of different p values
have similar maxima, the one corresponding to a higher p usually has larger derivative
with respect to the exposure time. This is because, in an image, there are usually a large
number of pixels with low gradient magnitudes under all exposure times (e.g. smooth
area), which will make the percentiles with small p values change less significant. Both
the smoothness and the derivatives are important for our optimization-based exposure
control algorithms, which will be discussed in more details in Section B.4. Based on the
above observations, we will use Msoftperc and p = 0.7 ∼ 0.8 in the rest of the work.
To summarize, in our evaluation, the percentile based metrics Mperc and Msoftperc are
more robust than Msum and Mshim, and Msoftperc with a large p has a more desirable
behavior. In the next section, we will describe our exposure control method.
B.4 Exposure Control
With the photometric response function in Section B.2, we are able to predict how the
image changes with the exposure time and, furthermore, we know how the metrics in
Section B.3.1 change accordingly. Such information allows us to use standard optimization
methods, such as gradient descent, for exposure control. Following this idea, in this
section, we first derive the derivative of the soft percentile metric (B.9) with respect to
the exposure time and then describe our exposure control method.
B.4.1 Derivative of the Gradient Magnitude
Because our metric is based on the image gradient magnitude, the first step is to calculate
the derivative of the squared gradient magnitude G(·) with respect to the exposure time








The first term of (B.11) is simply the gradient of the image, and the second term can be
transformed by applying the Schwarz’s theorem:
∂
∂∆t
[∇I(u, ∆t)] = ∇[ ∂
∂∆t
I(u, ∆t)]. (B.12)
Note that the derivative inside the right-hand side of (B.12) is actually the derivative
of the photometric response function (B.1). Thus, for a pixel with the intensity I, the












where E(u) is the exposure corresponding to the pixel. Finally, inserting (B.13) into









Note that g′(I(·)) means applying g′ to all pixels of I.
B.4.2 Derivative of the Soft Percentile Metric
Because Msoftperc is simply a weighted sum of all the gradient magnitudes in the image,










Before proceeding to our exposure control method, we first validate our derivative
formulation on a sequence recorded in an office environment. The sequence consists
of images of different exposure settings of the same static scene. For each image, we
calculate Msoftperc (i.e. (B.10)) and then
∂Msoftperc
∂∆t
based on Msoftperc of two consecutive
images. The measured derivatives are then compared with the derivatives calculated
from (B.15). For comparison, Mperc and its derivatives are also computed. For both
Mperc and Msoftperc, p = 0.8 is used.
The results are shown in Fig. B.5. It can be seen that the measured and predicted
derivatives of Msoftperc are close to each other. By contrast, the predicted derivatives of
the Mperc show larger errors with respect to the measured one. This is another reason
why Msoftperc is preferred over Mperc in our method: the derivative of a percentile is
difficult to estimate accurately. Instead of merely using the derivative from a single pixel
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Figure B.5 – Validation of the metrics derivatives. The first row shows sample images from
the office sequence; the second row shows the measured and predicted derivatives of Mperc and
Msoftperc.
(i.e. the pixel that has the percentile gradient magnitude), using the derivatives of all
the pixels will result in a smoother and more accurate estimation.
B.4.3 Exposure Control Scheme
In Section B.3, we have shown that the soft percentile metric Msoftperc is a robust indicator
of the image quality. Therefore, the goal of our exposure control is to maximize Msoftperc
for future images. To achieve this goal, the exposure time is updated based on the latest
image from the camera driver in a gradient ascent manner. In particular, given an image
I and the corresponding exposure time ∆t, the desired exposure time for the next image
is calculated as:




where the derivative of Msoftperc is calculated by (B.15), and r is a design parameter to
control the size of the update step. Then the new desired exposure time is sent to the
camera driver and the update (B.16) is performed on the next image.
B.5 Exposure Compensation
Many VO algorithms, especially direct methods, assume that the brightness of the same
part of the scene is constant over different frames. However, the change of exposure time
breaks this assumption. In this section, we introduce the adaptations of two commonly
used VO module—direct image alignment and direct feature matching—using both affine




















































































































































































Figure B.6 – Evaluation of different exposure compensation methods on synthetic datasets.
Top: urban canyon dataset. Bottom: room dataset. The first row shows the samples of the
augmented dataset, where the red square indicates the original image. The second row shows the
estimation error of the direct image alignment and, the third, the success matching ratio and
matching errors of the direct feature matching.
B.5.1 Direct Image Alignment
Given a reference image Ir and a current image Ic, the goal of the direct image alignment
is to estimate the 6 DoF motion Trc (i.e. the pose of Ic in the frame of Ir). In Ir,
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there is a subset of pixels S = {ui} with known depths D = {di}. Assuming brightness
constancy, the direct image alignment estimates Trc by minimizing the photometric error:




[Ir(ui)− Ic(uci )]2 (B.17)
uci = π(T
−1π−1(ui, di)) (B.18)
where uci is the corresponding pixel of ui in the current image, π(·) is the projection
function that projects a 3D point into the image, and π−1(u, d) backprojects a pixel u
in the image to the corresponding 3D point, given the depth d.
When the brightness of the scene is not constant between Ir and Ic, one can use an affine
transformation to model the brightness change. In this case, the direct image alignment
solves the optimization problem




[αIr(ui) + β − Ic(uci )]2. (B.19)
Alternatively, if the brightness change is caused by the variation of the exposure time,
we can also incorporate the photometric response function (B.1) into the optimization
problem:







f−1(Ir(ui)))− Ic(uci )]2, (B.20)
where ∆tr and ∆tc are the exposure times of Ir and Ic respectively. The optimization
problems (B.17), (B.19) and (B.20) can be solved by nonlinear least-square optimization
methods such as Gauss-Newton.
B.5.2 Direct Feature Matching
Direct feature matching aims to estimate the 2D position of a feature in an image I, given
an initial feature position u′ and a reference template P of the feature. The estimation





[P (∆u)− I(u′ + δu + ∆u)]2. (B.21)
where ∆u iterates inside the template P . The final estimation of the feature position








[αP (∆u) + β − I(u′ + δu + ∆u)]2. (B.22)









f−1(P (∆u))− I(u′ + δu + ∆u)]2 (B.23)
where ∆tr is the exposure time with which the reference template is captured. Direct
feature matching (B.21), (B.22) and (B.23) can be solved using the Lucas-Kanade
algorithm [13].
B.5.3 Evaluation
In the following, we evaluate the performance of the direct image alignment and the
direct feature matching with both the exposure compensation methods (i.e. the affine
compensation Eq. (B.19), (B.22) and the photometric compensation Eq. (B.20), (B.23))
on synthetic and real world datasets.
For synthetic evaluation, we use the Multi-FoV dataset [318], which contains images
from two virtual scenes (urban canyon and room) with groundtruth poses and depth
maps of the images. Because the dataset is rendered with a constant exposure time, we
first augment the dataset using the photometric response function from a real camera
(e.g. Fig. B.1). In particular, we assume the exposure time of the original dataset to
be a certain value, then calculate the irradiance of the scene and use the irradiance to
generate images of different exposure times. Therefore, in the augmented dataset, for
each frame, we have several images of different exposure times. Note that the same
photometric response function is used in the photometric compensation afterwards (i.e.
(B.20) and (B.23)).
To evaluate the direct image alignment, we randomly select two consecutive frames from
the augmented dataset and estimate the relative transformation between the two frames.
We fix one image from the first frame and use several images of different exposure times
from the second frame. In our evaluation, the pixels in the small patches around the
features extracted from the first image are used. The depth values of the pixels are
from the ground truth depth map, and the initial pose is generated by adding a small
disturbance to the ground truth pose. We measure the performance of the alignment by
calculating the translation and rotation error compared to the ground truth.
The results of the direct image alignment experiment are shown in the second row of
Fig. B.6. It can be observed that the estimation errors of both exposure compensation
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Figure B.7 – Evaluation of the direct feature matching in an office environment. See Fig. B.5
for image samples.
methods are smaller than the situation where no compensation is applied. Interestingly,
the performance of the affine compensation is similar to the photometric compensation.
Note that in this experiment the response function used in the photometric compensation
is perfect, in that the dataset is generated using the same function. It can be expected
that on real datasets, the affine compensation will perform at least as good as the
photometric compensation.
For the evaluation of the direct feature matching, we first select a random frame from
the dataset and extract several FAST features from one arbitrary reference image of the
frame. Then we try to match these features in all the images of the same frame. The
reference templates of the features are taken from the reference image, and we add noise
to the positions where the features are extracted to get the initial positions for the direct
feature alignment. The success matching ratio and the final matching errors are used as
performance metrics.
The results of the direct feature alignment experiment are shown in the last row of
Fig. B.6. Obviously, both exposure compensation methods improve the performance of
the direct feature matching. Differently from the results of the direct image alignment,
the photometric compensation has better performance than the affine compensation.
In order to take into consideration the inaccuracy of the response function, we further
evaluate the direct feature matching on the real sequence we used in Section B.4.2. The
results are similar, as shown in Fig. B.7.
In summary, both exposure compensation methods improve the performance of the
direct image alignment and the direct feature matching. Regarding the comparison
between these two methods, the affine compensation performs as good as the photometric
compensation in the direct image alignment, even if the latter uses a perfect photometric
response function; in the direct feature matching, however, using the photometric
compensation can achieve more success matches and a better matching accuracy than




In the following, we first validate our exposure method in indoor and outdoor environments.
Then, we show the performance of an active VO with exposure control and compensation
in real-world HDR environments.
B.6.1 Implementation Details
The Selection of γ
The only parameter of our algorithm is the gradient ascent rate γ. Intuitively, a large γ
will make the exposure control more responsive but tend to overshoot, and a small one
will have a smoother but slower behavior. By thorough outdoor and indoor experiments,
we found that in general a small γ should be used for high irradiance (e.g. sunlit outdoor
environment) and a large value for low irradiance (e.g. indoor environment). Therefore,
we use a lookup table that maps the irradiance to γ and adjust γ at every frame. The
values of the lookup table are determined experimentally.
Automatic Gain
In addition to the exposure time, we find it also necessary to adjust the gain of the
camera. First, in extreme bright or dark scenes, it may happen that even when the
camera is at its maximum/minimum exposure time, the image is still not well exposed.
In such situations, the gain also needs to be adjusted. Second, the exposure time also
puts a limit on the frame rate. For example, if the exposure time is too high, we can
only have a low frame rate, which means that the frequency at which we can adjust the
exposure time is also limited.
With the gain, denoted as g, the photometric response function (B.1) becomes
I = f(X) = f(gE∆t). (B.24)
Obviously, to keep the image intensities constant, the exposure time should decrease/in-
crease with same change ratio as the gain increases/descreases. In practice, we use a
heuristic policy: if the exposure time is above a certain threshold, we increase the gain
and decrease the exposure time accordingly, and vice versa.
Handling Overexposed/Underexposed Pixels
One major limitation of our method is that it exploits the gradient in the image; therefore,
overexposed/underexposed pixels actually provide no information for our algorithm (i.e.
the gradient and its derivative is in fact zero). If, for example, the image is totally
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Figure B.8 – Comparison of our exposure control method with the built-in auto-exposure of
the camera and a fixed exposure time in both indoor and outdoor environments.
overexposed, there is no gradient information that can be used, and then the algorithm
will not adjust the exposure time at all, which is obviously not the desired behavior.
We mitigate this drawback with a simple heuristic: we assign small negative derivatives
(e.g.-2.0) to overexposed pixels and positive derivatives (e.g. 2.0) to underexposed ones,
which forces the algorithm to react correctly to both overexposed and underexposed
pixels.
B.6.2 Exposure Control
To compare our method with different camera settings, we mounted three MatrixVision
Bluefox monochrome cameras in parallel on a camera rig. Each of the camera has
a resolution of 752× 480 pixels. The three cameras used the built-in auto-exposure
algorithm, a fixed exposure time, and our exposure control algorithm, respectively. We
then moved the rig in different environments and recorded the exposure time history for
all the cameras.
We ran tests in 12 indoor and outdoor HDR environments (e.g. buildings under direct
sunshine and shadowed areas). The fixed exposure time was hand-tuned at the start
point of each test. In most of the tests, our exposure control method was able to adjust
the exposure time successfully without obvious overshooting. The exposure time history
in several sample sequences is shown in Fig. B.8. It can observed that the exposure
time variation of the built-in auto-exposure and that of our method have a similar trend.
However, our method is more stable. During the test, we often observed that the exposure
time of the auto-exposure could change significantly when the position of the camera
changed very little (e.g. the peaks in the top-left plot of Fig. B.8).
B.6.3 Active Visual Odometry
To show that combining exposure control and exposure compensation can improve the
performance of VO algorithms in HDR environments, we implemented the exposure
compensation methods of Section B.5 into SVO [91]. Then we tested the adapted SVO
in 10 scenes. The sequences were collected using the same three-camera setup as the
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(a) Office light sequence. (b) Window sequence.
Figure B.9 – Real sequences in HDR environments to test VO. First row: fixed exposure time;
Second row: auto-exposure; third row: our method.













(a) Fixed exposure time













(b) Auto exposure control












(c) Auto exposure control with compensation












(d) Our exposure control with compensation
Figure B.10 – Feature tracks in the office light sequence.
previous experiment. To better show the influence of exposure control and exposure
compensation separately, we tested the following configurations:
• fixed exposure time + no exposure compensation
• auto-exposure + no exposure compensation
• auto-exposure + exposure compensation
• our exposure control + exposure compensation
Based on our results on several sequences, with exposure control and compensation,
the robustness and accuracy of our VO algorithm is improved. Moreover, our exposure
control algorithm performs better than the auto-exposure. In the following, the results
from two representative sequences are discussed in detail.
First, we show the result from a sequence in an office environment. In the sequence, the
camera was first pointed toward the desk, then moved to look at the office light and
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(a) Auto exposure control with compensation















(b) Our exposure control with compensation
Figure B.11 – Feature tracks in the window sequence.
lastly moved back to the initial position. Samples of the sequence are shown in Fig. B.9a.
To analyze the behavior of our VO algorithm in detail, we recorded the features that
were tracked in each frame of the sequence. The feature tracks (frame ID vs. feature ID)
are shown in Fig. B.10. A dot of coordinates (x, y) in each of these plots means that
feature x was tracked in frame y. A continuous vertical line indicates a feature that was
persistently tracked, while a non continuous line means that the same feature was lost
and then re-detected and tracked again.
In this sequence, the adapted SVO correctly tracked the pose without loosing tracking
with all the four test configurations. Comparing the configurations with exposure
compensation (Fig. B.10c and Fig. B.10d) against the ones without (Fig. B.10a and
Fig. B.10b), we can observe that the first two configurations present increased tracking
robustness during viewpoint changes; indeed, features can be tracked longer and get
more frequently re-detected. On the one hand, with a fixed exposure time, the image
was badly overexposed when switching from the desk to the office light; on the other
hand, when using auto-exposure without exposure compensation, the VO could not track
the features well with the changing brightness.
The bad tracking in the middle also have an impact when the camera moved back to its
initial position. In Fig. B.10c and Fig. B.10d, the VO was able to track some old features
at last (i.e. the top-left area and the bottom-left area indicate the same features were
tracked by both the first frames and the last frames). Obviously, this is not the case in
Fig. B.10a and Fig. B.10b. The reason is that the aforementioned bad tracking resulted
in too much drift in the last frames to correctly project the old feaures into these frames.
The result of a second test sequence is shown in Fig. B.11. In this sequence, the camera
was first pointed toward a desk near a window, then moved to look at the building
outside the window and lastly moved to the initial position. Samples of the sequence are
shown in Fig. B.9b. Note that because the building was under direct sunlight at the time
of recording, this sequence is more difficult than the first one. Only the configurations
with exposure control were able to finish the whole sequence. Similar to our analysis of
the first sequence, it can be observed that the tracking quality with our exposure control
method is better than the auto-exposure.
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B.7 Conclusions and Future Work
In this work, we proposed an active exposure control method to tackle this problem.
We first proposed a gradient-based image quality metric and showed its robustness on
various real world datasets. Then we designed a novel exposure control method, by
exploiting the photometric response function of the camera, to maximize our image
quality metric. We showed that our exposure control method outperforms the built-in
auto-exposure of the camera in both indoor and outdoor environments. To integrate
our exposure control method with VO, we introduced the adaptations for exposure
compensation to a state-of-the-art algorithm. We also experimentally compared two
different exposure compensation methods and demonstrated that we can improve the
robustness of VO by combining active exposure control and compensation in challenging
real-world environments.
Future work would include modeling the effect of motion blur by exploiting the information
from VO. Also we would like to explore the possibility to analyze the impact of the
exposure time on the accuracy of VO directly.
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Perception-aware Receding Horizon
Navigation for MAVs
Zichao Zhang, Davide Scaramuzza
Abstract — To reach a given destination safely and accurately, a
micro aerial vehicle needs to be able to avoid obstacles and minimize
its state estimation uncertainty at the same time. To achieve this
goal, we propose a perception-aware receding horizon approach. In
our method, a single forward-looking camera is used for state estima-
tion and mapping. Using the information from the monocular state
estimation and mapping system, we generate a library of candidate
trajectories and evaluate them in terms of perception quality, collision
probability, and distance to the goal. The best trajectory to execute
is then selected as the one that maximizes a reward function based
on these three metrics. To the best of our knowledge, this is the first
work that integrates active vision within a receding horizon navigation
framework for a goal reaching task. We demonstrate by simulation
and real-world experiments on an actual quadrotor that our active ap-
proach leads to improved state estimation accuracy in a goal-reaching
task when compared to a purely-reactive navigation system, especially
in difficult scenes (e.g. weak texture).
Multimedia Material








Figure C.1 – Illustration of the proposed perception-aware receding horizon navigation system.
Our method is able to select a suitable motion (blue) that can simultaneously avoid obstacles,
reach a given destination and minimize state estimation uncertainty. By contrast, a purely-reactive
navigation scheme (red) can enter textureless area, resulting in large state estimation error and
the failure to reach the given destination.
C.1 Introduction
Being both agile and versatile, micro aerial vehicles (MAVs) are suitable for various
tasks such as industrial inspection, agriculture, and goods delivery. To enable MAVs to
operate autonomously in an unknown environment, reliable on-board state estimation
is necessary. Among different sensors for state estimation, cameras are lightweight and
power efficient and, therefore, ideal for MAVs due to their limited payload and battery
life.
For vision-based state estimation, it is well-known that the motion of a camera has a
significant impact on the estimation accuracy [65]. Therefore, the motion of MAVs should
be planned considering both the task at hand and the perception quality.
In this work, we focus on the task of reaching a given goal with the highest accuracy
while avoiding obstacles in the environment. When it comes to planning a trajectory in
partially-unknown environments, the common approach is to couple a global planner with
a receding-horizon method: while the global trajectory is being executed, a local planner
is used to generate and search feasible, collision-free trajectories in a local robot-centric
map of the environment. While this approach has been successfully implemented in
several recent works [52, 169, 144, 157, 180], these do not take perception constraints
into account (e.g., favour texture rich areas to minimize state estimation uncertainty).
71
Appendix C. Incorporating Fisher Information in Visual Navigation
Very little work has been done to consider the quality of perception and its influence on
the accuracy of visual odometry in a receding horizon fashion. The problem of choosing
the motion that maximizes the accuracy of state estimation is known as active SLAM [65].
This problem is often solved by optimizing the motion trajectory in a global map (see,
e.g. [226]), which is usually expensive to compute. Instead, we propose to solve the
active SLAM problem in a receding horizon fashion. In particular, we limit the scope of
the problem to a local map and a short horizon and continuously recompute a suitable
local trajectory for state estimation. This way, the active SLAM problem can be solved
efficiently and can be integrated naturally into a receding horizon setting.
To demonstrate the usefulness of the idea, we implement a perception-aware receding
horizon navigation system. Specifically, we use a monocular odometry and mapping
system for state estimation and mapping. Instead of directly optimizing the motion
parameters, we use an efficient trajectory generation method (minimum jerk [183]) to
generate a library of candidate trajectories within a short horizon. For each of the
trajectories, we evaluate its perception quality, the probability of collision, and its
distance to the goal using the information from the monocular odometry and mapping
system. The trajectory to execute is then selected as the one that maximizes a reward
function based on these three metrics. The trajectory generation and evaluation process
is repeated online.
C.1.1 Related Work
Receding Horizon Planning for MAVs
Receding horizon planning has been widely used to generate collision-free trajectories
online. Liu et al. [157] developed a framework of receding horizon planning, which
continuously plans trajectories within a safe flight corridor. Chen et al. [52] also optimized
trajectories by using a similar corridor representation for the free space. Differently,
Landry et al. [144] represented the free space as convex volumes, and enforced each
trajectory segment to stay in the volumes to avoid collision. Mohta et al. [180] first planned
a safe path consisting of straight line segments and then optimized safe trajectories within
a finite horizon by enforcing the trajectories to be close to the safe path.
Instead of resorting to optimization, sampling-based methods have also been studied.
Dey et al. [70] first showed an implementation of receding horizon control with trajectory
libraries using monocular sensing on MAVs. Florence et al. [87] generated a library of
candidate trajectories in a limited time horizon and selected the one to execute based on a
cost function including the collision risk and the distance to a given destination. Matthies
et al. [169] exploited a rapid-exploring random tree (RRT) planner and performed collision
checking by projecting the sampled trajectories into the disparity space.
The aforementioned methods are mainly designed for collision free motion planning
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in a receding horizon fashion. None of them, however, took perception quality into
consideration, which, as we later show, is extremely important in environments containing
visually degraded areas (i.e., poor texture).
Active SLAM for MAVs
Different active SLAM approaches for MAVs have been proposed. Mostegel et al. [181]
designed a set of heuristic metrics for evaluating localization quality and map generation
likelihood. Depending the current state estimation quality, their control scheme decides
whether to maximize the localization quality or map generation likelihood. Sabdat et al.
[229] proposed a perception quality metric that combines the number of visible features
and the viewing angle with respect to visible surfaces and incorporated this metric into
Rapidly-Exploring Random Tree (RRT*) [126] for planning. Alzugaray et al. [6] first
sampled positions near obstacles based on the intuition that pose estimation error is small
when the camera is close to the features on obstacles. Then path planning was carried
out based on the sampled positions. Different from previous methods, which focus on the
geometric information, Costante et al. [Costante2016arxiv] additionally incorporated
the photometric information of the scene to calculate the localization uncertainty of
the camera. Some recent work also considered different sensor configurations, such
as the global positioning system (GPS) [109] and inertial measurements units (IMU)
[206]. As a complementary problem, researchers have also proposed methods to minimize
reconstruction uncertainty [90] [121].
While the aforementioned methods maintain a global map for planning, some recent
work focuses on planning based on short term accuracy. Rong et al. [221] evaluated
short-term perception quality using empirical observability gramian. They demonstrated
their metric can successfully reflect the change of perception quality, e.g. in visually
degraded areas. Papachristos et al. [202] proposed a two-step planning strategy for
perception-aware exploration. They first planned a view that maximizes the information
gain in terms of explored space, then a second planner sampled views locally and selected
the one with the least state estimation uncertainty. The proposed method is similar to
[202] in that we also evaluate the perception quality of candidate motion within a limited
time horizon. The differences are twofold. First, we focus on the task of reaching a given
destination instead of exploration. Second, in their method, the obstacle avoidance is
done by planning in free space, while in our method it is considered in a unified receding
horizon navigation framework.
C.1.2 Contributions and Outline
To the best of our knowledge, this is the first work that integrates active vision in a
receding horizon navigation framework for a goal reaching task. We demonstrate by
simulation and real-world experiments that our active approach leads to improved state
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Visual Odometry (SVO)
Mapping (REMODE + OctoMap)
Sensor Fusion (MSF)
















Figure C.2 – Overview of the proposed system. The input of the system is marked as blue,
communication among different modules red and the output green.
estimation accuracy when compared to a purely-reactive navigation system, especially in
difficult scenes (e.g. weak texture).
The rest of the paper is structured as follows. In Section C.2, we give an overview of our
perception-aware receding horizon navigation system. In Section C.3, we describe our
monocular state estimation and mapping system. Then in Section C.4, we detail how to
plan the motion of a quadrotor using the information from the system in Section C.3. To
demonstrate the effectiveness of the proposed method, we show simulation and real-world
experiments in Section C.5.
C.2 System Overview
Fig. C.2 gives an overview of the proposed system, which consists of a monocular state
estimation and mapping system and a motion planning system.
The monocular state estimation and mapping system is responsible to provide the state
estimation of the MAV and the map for different purposes. We first use SVO [92] to
estimate the 6-Degrees-of-Freedom (DOF) pose of the camera. The pose estimation is
further fused with the IMU measurement using the Multi-Sensor Fusion (MSF) software
[162] to get the correct scale and the extra velocity estimation, which is necessary for
trajectory generation and control. Then, the state estimate and the images are fed into
a variant of REMODE [204] to get a dense 3D map of the frontal view. Before using the
dense map for motion planning, we utilize OctoMap [112] to reduce the noise in the map.
In addition to the state estimation and the dense map, we also get an active map from
SVO, which will be detailed in Section C.3.
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The motion planning system consists of a trajectory generation module and a trajectory
evaluation module. We use an efficient trajectory generation method [183] to generate a
library of candidate trajectories based on the current state estimate. We then evaluate
each trajectory based on three metrics:
• the collision probability, based on dense 3D map from REMODE and Octomap
(Section C.4.3),
• the perception quality, based on the active map from SVO (Section C.4.4),
• and the goal progress (which is a function of the distance to the goal), based on
the current state estimate and given goal (Section C.4.5).
Based on the evaluation, we select the best trajectory to execute and send the desired
state to the controller.
C.3 Monocular State Estimation and Mapping
Our monocular state estimation and mapping is similar to the one proposed in [89]. We
use SVO plus MSF for state estimation, and REMODE to generate a dense pointcloud
for obstacle avoidance. SVO is an extremely efficient VO algorithm that is suitable for
resource-constrained systems, such as MAVs. REMODE, on the other hand, is originally
designed to run on a Graphic Processing Unit (GPU). In [89], the authors proposed
several modifications to enable REMODE to execute on a smartphone processor. We
refer the reader to [89] for more details.
Compared to [89], our system is different in the following aspects. First, to evaluate the
perception quality, we also extract an active map from SVO. Internally SVO maintains
a set of sparse points, which can be divided into two categories: landmarks and seeds.
Landmarks are 3D points that have been observed multiple times from different frames,
and their positions are already well estimated. In contrast, seeds are 3D points, whose
positions are not accurately estimated yet.
Intuitively, it is the landmarks that contribute the most to the accuracy of the pose
estimate of a frame. Therefore, we extract the visible landmarks from keyframes that
overlap with the current frame. We denote these landmarks as the active map (cf.
Fig. C.3). Later, we will show how to use the active map to evaluate the perception
quality (Section C.4.4). Second, we use Octomap to further reduce the noise in the
output of REMODE. If the dense pointcloud contains too many outliers, the trajectory
evaluation module will wrongly estimate the collision probability, resulting in unnecessary
collision avoidance maneuvers. Fig. C.4 shows an example of the active map and dense
map, which will be denoted as MA and MD, respectively, in the rest of the paper.
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Figure C.3 – The extraction of the active map. For the current frame (red triangle), we find
the keyframes that have overlap with it (green triangles). Then the landmarks that are visible
in these keyframes are extracted as the active map (green solid dots). Keyframes that have no
overlap (gray triangles) and seeds (circles) are not considered in the active map.
C.4 Trajectory Generation and Evaluation
In this section, we describe how we generate a library of candidate trajectories and select
the best one to execute.
C.4.1 Notations
A pre-subscript denotes the frame where the quantity is expressed. We use Tab ∈ SE(3)
to represent the rigid body transformation of frame b in frame a, which transforms a
point in frame b to frame a as ap = Tab · bp. If a quantity/transformation is expressed in
the world frame, we omit the (pre-)subscript for simplicity.
C.4.2 Trajectory Generation
We use [183] to generate our candidate trajectories. Conceptually, the trajectory genera-
tion process, denoted as g(·), is
f(t)← g(p0, v0, pf , tf ). (C.1)
p0 and v0 are the initial position and velocity of the trajectory in the world frame, which
come from the current state estimation. pf is the desired end point of the trajectory, and
tf is the time it takes for the quadrotor to follow the trajectory and reach pf . The output
is a function f(t). For t ∈ [0, tf ], f(t) gives the state (position, orientation, velocity) on
the trajectory at time t.
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Figure C.4 – An example of the active map and dense map. The left one is the image from the
camera, where the solid green dots are landmarks and the circles are seeds. The right one shows
the corresponding active map (green) and the dense map (white).
Now we detail how to select pf and tf for generating a library of trajectories. We plan
the trajectories by selecting the end points on an arc in front of the quadrotor, since a
forward-looking camera is used and we want move in visible directions. To this end, we
need to know the radius l and angle θ of the arc, as illustrated in Fig. C.5. While l is
simply a design parameter, θ is calculated as
θ = max(kθ‖v0‖, θmax), (C.2)
where kθ is a constant. Intuitively, θ increases with the velocity until a maximum value
θmax. Using θ and l, we uniformly sample the end points on the arc.








where ∆v in a constant value, and vmax is the maximum velocity allowed. (C.3) means
that we want to increase the velocity until the maximum value is reached.
After generating N candidate trajectories, we sample J poses from each trajectory by
a constant time interval. Finally, we have a set of sampled poses for each candidate
trajectory, which can be formulated as
C = {ci}Ni=1, (C.4)
ci = {Tj}Jj=1, (C.5)
where Tj ∈ SE(3) is the jth pose on the trajectory expressed in the world frame. Since
the yaw of the quadrotor is not constrained, we simply set the yaw to be the same as the
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Figure C.5 – Trajectory generation. We uniformly sample N points on an arc, defined by θ
and l, in front of the quadrotor. The candidate trajectories are shown in blue. α is the yaw angle
of the quadrotor.
direction of velocity to facilitate obstacle avoidance (i.e. the frontlooking camera will
always look in the moving direction).
Next, we need to select the best trajectory cbest for the given task. We choose the
following criterion:
cbest = arg max
c∈C
(1− pcol)(Rperc + Rgoal) + pcolRcol, (C.6)
where pcol is the probability to collide with obstacles (i.e. the dense map). Rcol, Rperc
and Rgoal are the rewards related to collision risk, perception quality and goal progress
respectively, which we will describe now. For simplicity, we will drop the subscript in
(C.5) and refer to the trajectory to be evaluated as c.
C.4.3 Collision Probability
We use a similar method to calculate the probability of collision as [87], which is illustrated
in the Fig. C.6. In particular, for each sampled position pj , we find the nearest point in
the dense map MD:
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Figure C.6 – The evaluation of collision probability (left) and perception quality (right). Left:
Crosses are points from the dense map, and dashed curves are candidate trajectories. To calculate
the collision probability of a certain position on a trajectory, we find the nearest point (crosses
with red circles) in the dense map and calculate the collision probability using a multivariate
Gaussian distribution. Right: Solid green dots are the landmarks from the active map. For all the
sampled poses along a trajectory, we collect the visible landmarks and construct the information
matrix to evaluate the perception quality. The best trajectories in both cases are colored as green.
Then we calculate the collision probability of pj using a multivariate Guassian distribution





(dj − pj)⊤Σ−1(dj − pj)], (C.8)
where V is the volume of the safety sphere we want to keep around the quadrotor. In
(C.8), Σ = (σd + σp)I3×3, where σd and σp are the uncertainty of the map point and the







and the collision reward is
Rcol = kcol, (C.10)
where kcol is a negative constant indicating how much we need to penalize collision risk.
When the above method is used to calculate the collision probability, one drawback,
for example, is that when the trajectory reaches beyond a planar obstacle, the collision
probability of the positions behind the obstacle will be small, which is not realistic.
Strictly speaking, we have no information about the space behind the obstacle. However,
it is often true that the space behind is also occupied. Therefore, different from (C.8)
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Figure C.7 – The calculation of collision probability. The left column shows the simulated
trajectories (black arrow) and obstacles (horizontal white band), and the right shows the collision
probabilities calculated using different methods. The trajectory index increases from left to right.
used by [87], we calculate the collision probability of pj as
pj =
{
eq (C.8) pj ≥ pj−1
pj−1 pj < pj−1
(C.11)
Basically speaking, we assume the collision probabilities for positions along the trajec-
tory is non-decreasing. To demonstrate the effect of (C.11), we compare the collision
probabilities using both methods when a quadrotor approaches a planar obstacle, as
shown in Fig. C.7. In the first row, we can see that when the candidate trajectories do
not intersect with the obstacle, (C.8) and (C.11) have the same result. When there is
intersection, as shown in the second row, the result from (C.8) indicates that the central
trajectory is less likely to collide with the obstacle. By contrast, our method assigns a
higher collision probability to the central trajectories. One may argue that both methods
are not correct anyway because no information is known about the space behind the
obstacle. However, when the calculated collision probabilities are used to select the best
trajectory, our method is still advantageous by preferring the trajectories away from the
center.
C.4.4 Perception Quality
Given a trajectory c and the active map MA = {lk}Kk=1, we need to quantify the pose
estimation error if the quadrotor follows the trajectory. The smaller the pose estimation
error is, the larger the Rperc in (C.6) will be. To this end, we first simulate the observations
for the sampled poses {Tj}Jj=1 and then construct a least squares problem and evaluate
the estimation error from the information matrix of the least squares problem.
For each pose Tj , we can find the visible landmarks in MA and denote their indexes
collectively as Oj , as illustrated in Fig. C.6. Then if the quadrotor moves to Tj , its pose
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is usually estimated by solving the following least squares problem
T
∗





where Tcb is the relative transformation from the camera frame c to the body frame b,
proj(·) is the projection function of the camera, and ũjk is the noisy observation of the
kth landmark. (C.12) is usually solved using iterative optimization methods such as the
Gauss-Newton algorithm. To put it formally, the following problem is considered instead





and Tj is updated each iteration as Tj ← TjExp(ξ). ξ is the element in se(3), and Exp(·)
maps the element in se(3) to SE(3). (C.13) is solved by linearizing around the current
estimate of Tj :




‖ujk − ũjk + Jjkξ ξ‖2, (C.14)
where ujk = proj(TcbT
−1





. (C.14) can be solved in a closed form. The








where Jj is stacked up by J
jk
ξ , and Σu is the covariance matrix of {ujk}k∈Oj , which is
usually a diagonal matrix with the same value σu on the diagonal when the observations
are independent and have the same noise level. Hj is the information matrix.
We do not only try to minimize the pose estimation error of one pose on the trajectory
but all the sampled poses. The intuition is that accurate pose estimation along the
trajectory can help better triangulate new landmarks, which is beneficial for the pose
estimation afterwards. Because the active map MA contains only well estimated points
and is fixed, the poses {Tj}Jj=1 are actually independent (i.e. conditionally independent,









H1 0 . . . 0
0 H2 . . . 0
0 . . . . . . 0








and the full covariance is Σ = H−1, which is also a diagonal block matrix.
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Figure C.8 – Goal reward function when dcritic = 15m, ∆d = 1m. For the same ∆d, the goal
reward is higher when the quadrotor is close to the goal. When the distance to goal is smaller
than dcritic, the goal reward increases more rapidly.
Using (C.16), we calculate the reward using an analog form of the D-opt criterion [43]
Rperc = kperc exp(log([det(H)]
1
6J )), (C.17)
where kperc is a parameter determining the weight for the perception quality.
C.4.5 Goal Progress
One straightforward way to evaluate how much a trajectory approaches a destination is
to use the distance decrease ∆d from the start point of the trajectory to the end point.
However, in practice we find this approach does not generalize well to different situations.
One reason is that the evaluation of the goal progress should be related to the current
distance dcur to the goal. For example, reducing the distance from 2m to 1m should be
better rewarded than from 100m to 99m. Therefore, we define the goal reward as




where dcritic is a parameter that controls the size of strong attraction area near the
goal, and k controls the strength of the distance-dependent property of the weight. An
example of the goal reward at different distances is shown in Fig. C.8.
To summarize, we combine the collision probability (C.10), perception quality (C.17)
and goal progress (C.18) and select the best trajectory defined by (C.6). In the next




Figure C.9 – A close look of the two scenes (L shape and obstacles) used for simulation.
C.5 Experiments
To prove the effectiveness of the proposed method, we performed experiments in both
simulation and real-world environments. The parameters related to calculating the total
reward (C.6) are shown in Table. C.1.
Table C.1 – Parameters for simulation and real-world experiments. They share the same
parameters except dcritic and l, which depend on the scene dimensions.
kcol kperc kgoal dcritic k l (meter)
Simulation -10000 1.5 10 15 3 5.0
Real-world - - - 1 - 2.5
C.5.1 Simulation
We tested in different scenarios in simulation to show that our system does not overfit a
particular environment. Statistical results are summarized from multiple runs.
We utilized the RotorS simulator [96]. Examples of the scenes used are shown in
Fig. C.9 and their dimensions reported in Table. C.2. The simulated MAV is a AscTec
Hummingbird quadrotor with a forward-looking camera. In each scenario, we started
the quadrotor at slightly different beginning positions and commanded it to fly to a
given destination for 10 times. In our simulation, the quadrotor rarely crashed into
obstacles, even with large state estimation error, which is the advantage of using only
local information for motion planning. Therefore we define the criteria for success using
the state estimation error. During each run, once the state estimation diverged from
the groundtruth over 5 meters, we terminated the execution and reported the trial as
a failure. Once the distance of the state estimation to the given destination is smaller
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Figure C.10 – An instant of the perception aware receding horizon navigation in execution. On
the left is the image from the forward-looking camera, where the green solid dots and circles
are landmarks and seeds in SVO respectively. On the right is the visualization of the trajectory
generation and evaluation. Five trajectories are generated in this case. The blue/red spheres on
each trajectory denotes the covariance at the sampled poses, where red means the corresponding
pose is not constrained (the information matrix is singular). Our method correctly identifies the
rightmost trajectory, which steers the quadrotor towards textureless region, is the worst in terms
of perception quality.
than 3 meters, we reported the trial as a success. To eliminate the inaccuracy induced
by the initialization of visual odometry, we initialized SVO using the groundtruth from
the simulator.
We compared the performance of our method and a purely-reactive navigation method
(i.e. without Rperc in (C.6)). Fig. C.12 shows the trajectories overlayed on the simulated
scenes and the state estimation error over the traveled distance. Fig. C.11 shows the
final state estimation error when the simulation was terminated. Table. C.2 reported the
number of successful trials for each scene.
The first scene L shape consists of areas with strong texture (grass and stone) and weak
texture (dark area in the bottom left part). We can observe that the purely-reactive
navigation method commanded the quadrotor to fly directly to the goal but the trajectory
passed visually degraded part, resulting in large state estimation error. By contrast, our
method prevented the quadrotor from entering the less textured area and was able to
maintain a reasonable state estimation. Similarly, the second scene transition contains
a visually degraded area in the middle, which lies between the start point and the
destination. While our method was able to steer the quadrotor away from that area and
reached the destination, reactive navigation was not able to finish the task successfully.
An example of our system in execution is shown in Fig. C.10.
Our method outperforms the reactive navigation in the first two scenes by a large margin.
The main reason for the drastic difference is that these two scenes contain two obviously
separated areas with good and poor texture (bottom left and the rest for L shape, middle
and surround for transition), and the visually degraded area lies between the start
position and the goal. Therefore, reactive navigation will inevitably enter the area with
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Figure C.11 – Position error when the each run is terminated (either the goal is reached or the
state estimation is 5 meters away from the groundtruth.)
Table C.2 – Successful runs out of 10 trials for different scenes.
Scene Dimension (m) Reactive Ours
L shape 100× 100 1 5
transition 100× 100 0 5
obstacles 80× 80 6 9
textured 60× 60 9 10
poor texture, resulting in poor performance. To illustrate the usefulness of our method
in a more general setup, we tested on two more scenes. In the third scene obstacles, the
ground has little texture and most of the visual information comes from the obstacles.
In this scene, we can see that the trajectories of our method and reactive navigation
are less different than the first two scenes, but the state estimation error of our method
is still obviously smaller, as shown in Fig. C.12 and Fig. C.11. If the trajectories are
inspected closely, we can see that our method steered the quadrotor to move closer to
obstacles compared to the reactive one. This implies that obstacles with visual features
are both repellers and attractors in our method: getting close to such obstacles will
decrease state estimation uncertainty but also increase the collision risk. The fourth
scene textured is fully textured without obviously visually degraded part. Both reactive
navigation and our method performed well in this scene, but we can still observe slightly
better performance from our method.
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Figure C.12 – Trajectory overlayed on the simulation environment (left column) and position
error with respect to the traveled distance (right column) for different scenes. Each navigation
strategy is executed 10 times on the same scene with slightly different start positions.
C.5.2 Real-world Experiments
The quadrotor used in real-world experiments is equipped with a forward looking Ma-
trixVision mvBlueFOX-MLC200w monochrome global shutter camera. The onboard
computer is ODROID-XU4. It also carries an PX4FMU autopilot board from Pixhawk
that includes an IMU. In our experiments, the monocular state estimation and mapping
system was done on-board, while the trajectory generation and evaluation was computed
on a laptop at 50Hz.
We tested our method in a scene that contains both texture-rich and textureless areas.
A photo of the scene and several example trajectories from our method are shown in
Fig. C.13. Similar to the results in simulation, our system was able to command the
quadrotor to follow a more informative path to reach the goal.
C.6 Conclusions and Future Work
In this work, we proposed to integrate active perception in a receding horizon setting
for a goal reaching task. In particular, we designed a perception-aware receding horizon
navigation system using a single forward looking camera for MAVs. We used a monocular
visual odometry SVO and a dense reconstruction algorithm REMODE to provide the
essential information for navigation. Using the information, we generated a library of
trajectories and evaluated them in terms of collision probability, perception quality and
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Start
Goal
Figure C.13 – Real world scene used to test our method. The start point is at the bottom
left and the goal top right. The plot on the right shows the topviews of the trajectories of the
quadrotor when it was controlled by our method. The trajectories are “attracted" by the textured
area instead of going directly from the start position to the goal.
goal progress to select the next motion for MAVs, which naturally combines different
performance metrics. We demonstrated the effectiveness of our system by extensive
simulation and real-world experiments: in addition of the capability of avoiding obstacles,
our perception-aware receding horizon navigation system is able to select motion to favor
the state estimation accuracy, which is especially advantageous in environments with
visually degraded regions.
Future work would include further real-world validation in different environments to better
understand the completeness and failure cases of the method. Generating informative
motion primitives is also of interest.
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Fisher Information Field:
an Efficient and Differentiable Map for
Perception-aware Planning
Zichao Zhang and Davide Scaramuzza
Abstract — For mobile robots to localize robustly, actively consid-
ering the perception requirement at the planning stage is essential.
Traditionally, the map is represented as a point cloud. The localization
quality metric at the pose of interest is computed from the point cloud
and integrated in motion planning algorithms. This approach scales
linearly with the number of landmarks in the environment and does
not allow the reuse of the computed localization quality metrics. To
overcome these drawbacks, we propose the first dedicated map repre-
sentation for evaluating the localization quality of 6 degree-of-freedom
poses for perception-aware motion planning. By formulating the Fisher
information and sensor visibility carefully, we are able to separate the
rotational invariant component from the localization information and
store it in a voxel grid, namely the Fisher information field. This
step only needs to be performed once for a known environment. The
Fisher information for arbitrary poses can then be computed from
the field in constant time, eliminating the need of costly iterating all
the 3D landmarks at the planning time. Experimental results show
that the proposed Fisher information field can be applied to different
motion planning algorithms and is at least one order-of-magnitude
faster than using the point cloud directly. Moreover, the proposed map
representation is differentiable, resulting in better performance than




A video demonstrating the proposed Fisher Information Field can be viewed at http:
//rpg.ifi.uzh.ch/fif.html.
Open Source Code
An implementation of the proposed method is available at https://github.com/uzh-rpg/rpg_
information_field.
D.1 Introduction
On-board visual sensing and computing permits robots to operate autonomously without
relying on external infrastructures. This ability is essential in a wide-range of real-world
scenarios, such as indoor environments and city canyons, where Global Positioning
System (GPS) is inaccessible or unreliable. However, relying on on-board sensing brings
additional constraints to motion planning algorithms. Specifically, the robot motion
impacts the information that will be captured by the cameras and thus influences the
performance of perception algorithms. Therefore, the requirement of visual perception
has to be taken into consideration in motion planning to better accomplish a task - this
is known as active perception [12]. In other words, the motion planning process has to
be perception-aware. In this paper, we are particularly interested in the task of visual
localization, which estimates the 6 Degree-of-Freedom (DoF) camera pose from which
a given image was taken relative to a reference scene representation. We refer to the
process of considering the quality of visual localization in motion planning as active
visual localization. Active visual localization, or more generally active visual simultaneous
localization and mapping (SLAM), is still an open problem [35].
One major paradigm for active visual localization is to plan the sensor motion based on
the Fisher information/covariance in the corresponding estimation problem. Specifically,
the localizability of a 6 DoF pose (i.e. how well/uncertain the pose can be estimated) is
quantified by Fisher information and considered in motion planning algorithms. For a
landmark-based map, which is arguably the most common scene representation, the 6
DoF pose is usually estimated by solving a Perspective-n-Points (PnP) problem, and
the corresponding Fisher information needs to be computed by iterating over all the
points in the map (Section D.6). This method, in spite of the convenience of using
the same scene representation as visual localization (i.e. point clouds), exhibits several
limitations. First, to evaluate the localizability of a single pose, one needs to evaluate
the information for all the 3D points, the complexity of which increases linearly with
the number of landmarks. Second, this process has to be repeated many times in
both sampling-based (i.e. evaluating motion samples) and optimization-based methods
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Figure D.1 – Illustration of the proposed Fisher information field. The gray cloud denotes the 3D
landmarks in the environment. For each voxel (black cubes), the building process summarizes the
rotation-independent information kernels (D.21) or (D.31) (blue squares). Then the information
of an arbitrary pose T can be computed in constant time without accessing the original 3D
landmarks.
(i.e. optimization iterations), which introduces redundant computation, especially when
the planning is performed multiple times in the same environment. Third, due to the
discontinuity of the actual visibility (see Fig. D.2), the Fisher information and related
metrics are not differentiable with respect to the 6 DoF pose, which is not ideal for
optimization-based motion planning algorithms. These limitations indicate that point
clouds, as a natural representation in SLAM/localization, is not ideal for the task of
active visual localization. Unfortunately, there is little work in designing dedicated scene
representations for computing the Fisher information of 6 DoF localization.
In view of the aforementioned limitations of point clouds, we propose a dedicated
scene representation, namely Fisher Information Field (FIF), for querying the Fisher
information of arbitrary 6 DoF poses. Specifically, the scene is represented as a voxel
grid. For each voxel, we summarize a rotation-independent component of the Fisher
information from all the 3D landmarks and store it in the voxel, which is applicable for
all the poses that fall in this voxel, regardless of the orientation. At query (e.g. motion
planning) time, given a 6 DoF pose, we first get the corresponding voxel via voxel hashing
[193], and then the full Fisher information (under some approximation) of this pose can
be recovered by applying a linear transformation to the stored rotation-independent
component. The computing of the Fisher information for a pose is thus of constant time
complexity instead of linear. Moreover, since the proposed FIF is precomputed in a voxel
grid, it can be used for multiple planning sessions and easily updated when landmarks
are added to or deleted from the environment.
The idea of using a voxel grid is similar to Euclidean Signed Distance Field (ESDF)
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[198] for collision avoidance, which stores in each voxel the distance to the closest point.
However, the key difference/difficulty is that the Fisher information additionally depends
on the camera orientation due to the fact that the visibility of landmarks can vary
drastically with orientations. We therefore propose a novel formulation of the Fisher
information (Section D.5) that allows the aforementioned separation and pre-computation,
which is key to the efficient query process. The formulation is also differentiable, making
our map representation suitable for optimization-based motion planning algorithms.
In summary, the proposed FIF overcomes the aforementioned limitations of using point
clouds to compute the Fisher information of 6 DoF poses. To the best of our knowledge,
this is the first dedicated map representation that is capable of computing the Fisher
information of 6 DoF localization efficiently. Our map representation is general and
can be integrated with different motion planning algorithms. Experiments with both
sampling-based and optimization-based methods demonstrate that FIF is up to two
order of magnitude faster than point clouds in a typical motion planning scenario. The
performance, in terms of the localization success rate and accuracy of the planned motion,
is comparable to point clouds and even better in trajectory optimization, where the
differentiability of FIF becomes crucial.
This paper is an extension of our previous paper [321]. The novelty of the present work
includes:
• A non-parametric visibility approximation that is more accurate and scalable than
the quadratic function in the previous work.
• Demonstration of the FIF in both sample-based and optimization-based motion
planning algorithms.
• Extension of the open source code to include the novel contributions.
The rest of the paper is structured as follows. After reviewing the related work in
Section D.2, we briefly introduce Fisher information matrix and Gaussian process as
preliminaries for our approach in Section D.3. In Section D.4, we describe how Fisher
information is typically used in a perception-aware planning setup and hightlight the
limitations of computing the Fisher information from point clouds directly. Then we
introduce our formulation of the Fisher information in Section D.5 and how it can
be used to design a dedicated map representation for motion planning Section D.6.
In Section D.7, we present detailed experimental results regarding the properties of
the proposed Fisher information field and its application to different motion planning
algorithms in photorealistic simulation. Finally, we conclude the paper with some
discussion about our method and possible future directions in Section D.8.
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D.2 Related Work
D.2.1 Perception-aware Motion Planning
Considering perception performance in planning has been extensively studied in different
contexts. Early works include maximizing the Fisher information (or equally minimizing
the covariance) about the robot state and the map in navigation tasks [85, 166], minimizing
the entropy of the robot state in known environments [33, 225], and actively searching
features in SLAM systems [65]. Recently, with the advance of drones, several works have
been done to couple perception, planning and control on agile aerial platforms [1, 229,
181, 202, 6, 323, 303, 83].
Despite the extreme diversity of the research in this topic, related work can be categorized
based on the method to generate motion profiles. One paradigm used sampling-based
methods, which discretize the space of possible motions and find the optimal one in a
discrete set. Roy et al. [225] used the Dijkstra’s algorithm to find the path on a grid
that minimizes a combined cost of collision and localization. Papachristos et al. [202]
and Costante et al. [62] adapted the rapidly-exploring random tree (RRT) algorithms to
incorporate the perception cost, and the latter additionally considered the photometric
property of the environment. Alzugaray et al. [6] sampled positions near obstacles
based on the intuition that pose estimation error is small when the camera is close to
the features on obstacles. Then path planning was carried out based on the sampled
positions. Zhang et al. [323] proposed to evaluate motion primitives against multiple
costs, including the localization uncertainty, in a receding horizon fashion. Instead of
a combined cost, as in most of previous works, Ichter et al. [116] used multi-objective
search for perception-aware planning.
Alternatively, researchers have explored to plan in the continuous motion space. Indelman
et al. [118] considered optimizing the motion within a finite horizon to minimize a joint
cost including the final pose covariance, which was later extended to visual-inertial
sensing and self-calibration in [79]. Watterson et al. [303] studied the general problem of
trajectory optimization on manifolds and applied their method to planning under the
field-of-view (FoV) constraint of the camera. The perception constraint can also be used
at the controller level. Falanga et al. [83] integrated the objective of maximizing the
visibility of a point of interest and minimizing its velocity in the image plane as the costs
in model predictive control (MPC). Lee et al. [149] trained a neural network to predict
the dynamics of the pixels on the objects of interest (e.g. gates in drone racing) and
incorporated such information in a MPC framework. Greeff et al. [103] considered the
perception task of visual localization in a teach-and-repeat setup. They modeled the
probability of whether a landmark can be matched considering the perspective change
and FoV constraint, and used the model in a MPC controller. In the context of drone
racing, there is also work that considers the time optimality in trajectory generation or
optimal control, in addition to perception constraints. Murali et al. [188] generated the
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position trajectory by considering collision constraints, and optimized the yaw considering
the co-visibility of certain landmarks and the execution time of the trajectory. Spasojevi
et al. [265] further proposed a trajectory parameterization algorithm that considers the
FoV constraints and optimizes the traverse time at the same time.
In the aforementioned work, the perception related cost/metric were always calculated
from a sparse set of 3D points in the environment. As noted in Alexei et al. [166],
calculating the metric (e.g. “localizability”) is an expensive operation, which we believe is
due to the lack of proper map representations. Unfortunately, little work has been done
in developing dedicated representations for the efficient computation of related metrics,
which is the primary contribution of this work. Next, we further review some related
work in map representations for perception quality and other related tasks.
D.2.2 Related Map Representations
Roy et al. [225] pre-computed and stored the information in a 2D grid, but their method
was limited to 360◦ FoV sensors. Specifically, the visual information (e.g. visibility)
are invariant regardless of the camera orientation for omnidirectional sensors, and thus
their map did not need to consider the impact of orientations, which is not true for
cameras with limited FoVs. More recently, Ichter et al. [116] trained a neural network
to predict the state estimation error and generated a map of perception cost using the
network prediction. However, their map only contains the averaged cost of different
orientations and, therefore, cannot be used to evaluate the cost of an arbitrary 6 DoF
pose. In contrast, our method explicitly models the FoV constraint and can represent
the information of 6 DoF poses efficiently. As a concurrent work, Fey et al. [95] proposed
the similar idea of combining the information from many landmarks for efficient online
inference in the context of trajectory optimization. In contrast, our work focuses on a
general map representation that is applicable to different motion planning algorithms.
Our approach is also connected to a couple of map representations for other tasks. It is
partially inspired by the approach of using ESDF for collision-free motion planning [197].
Conceptually, both ESDF and our method summarizes the information from many 3D
points/landmarks into a compact field (in the form of a voxel grid) for efficient query. In
the context of computer graphics, a common technique to speedup the rendering process
is precomputed visibility volume [205]. Basically, the scene is first divided in to cells, and
for each cell, the visibility states of the static objects from this cell are precomputed and
stored before the rendering process. Then at rendering time, whether to render a specific
object can be efficiently determined from the precomputed values. The precomputed
visibility volume reduces the rendering time at the cost of increasing runtime memory. It
is conceptually similar to our approach, where we achieve efficient query of the FIM at
the cost of more memory usage.
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D.3 Preliminaries
D.3.1 Fisher Information
For a general parameter estimation problem, the Fisher information matrix (FIM)
summarizes the information that the observations carry about the parameters to be
estimated. To put it formally, if the measurement process can be described as a conditional
probability density function p(z|x), where z is the measurement and x the parameters,







With identical and independent zero-mean Gaussian noise N (0, σ2) on the measurement,










Note that in practice (D.1) and (D.2) are usually evaluated at the estimate x∗ instead of
the unknown true value x.
The Fisher information is a pivotal concept in parameter estimation problems. Most
notably, the inverse of the FIM defines the Cramér-Rao lower bound, which is the smallest
covariance (in terms of Loewner order) that can be achieved by an unbiased estimator
[108, App. 3.2] [17, p. 14]. Note that the widely used nonlinear maximum likelihood
estimator (MLE) is in general biased, but the bias also tends to decrease when the Fisher
information increases [23]. Due to its rich theoretical implications, the FIM is widely
used in different applications, such as optimal design of experiments [208], active SLAM
[118] and information selection [42, 113, 293].
D.3.2 Gaussian Process Regression
A Gaussian process is a collection of random variables, and any subset of them has a
joint Gaussian distribution [214]. In the context of a regression task, suppose we know
the samples at z = {zi}Pi=1 with the output y = {yi}Pi=1, and we would like to know the











1The presented definition is the observed Fisher information. See [78] for the comparison of different
concepts.
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where Ki,jzz = k(zi, zj), Kiz∗z = k(z
∗, zi) and Kizz∗ = k(zi, z
∗). Then the GP regression
simply takes the conditional distribution
y∗ ∼ N (Kz∗zK−1zz y, k(z∗, z∗)−Kz∗zK−1zz Kzz∗), (D.4)
which gives both the regressed value and variance.
Obviously, the properties of the prior (D.3) and the regressed result (D.4) depends on the
function k(·). k(a, b) is called the kernel function, and intuitively encodes the correlation
of the outputs at a, b. Often k(·) is a parameterized functions, whose parameters are
the hyperparameters of a GP. Perhaps the most used kernel function is the Squared
Exponential kernel:
kSE(a, b) = σ




where σ and l are the hyperparameters and can be calculated by maximizing the likelihood
of the training data z and y.
GP is a flexible model that finds many applications in robotics (e.g. motion planning
[72], state estimation [18]). For simplicity, the above introduction is limited to the case
where both the output and input are scalars. However, GP can also be generalized
to vector input and output. For a thorough description of GP (e.g. optimization of
hyperparameters), we refer the reader to [214].
D.4 Planning with FIM: Standard approach
To take localization quality into consideration, a common practice is to incorporate
FIM in the motion planning algorithm. Without the loss of generality, we denote the
motion as a continuous time function f(t; m), parameterized with m. The output of
the function is the 6 DoF pose of the camera at a given time. We can then formulate a
perception-aware motion planning algorithm as:
m∗ = arg min
m
µvCv(f(t; m)) + µoCo(f(t; m)), (D.6)
where Cv is the cost related to visual localization, Co denotes the other cost terms
collectively (e.g. collision and execution time) and µv/µo are the corresponding weights.
Since localization can be viewed as the estimation of the poses of interest, FIM can be
used to quantify the estimation error and, thus, the localization quality. Evaluating the
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where Ti is the ith sample, Vi is the index set of visible landmarks in Ti, and uik is
the projection of the kth landmark in Ti. s(·) is a metric function that converts the
information matrix into a scalar (e.g. determinant).
(D.6) can be solved using sampling-based methods, such as RRT [202] and motion
primitives [323], or optimization-based methods [118]. Either way, the FIMs for individual
poses in (D.7) need to be computed multiple times for different motion samples or the
iterations in optimization, which is the computational bottleneck for solving (D.6).
Specifically, the calculation of ITi requires iterating all the landmarks in the environment
and evaluating the individual FIM for all the visible ones (the sum in (D.7)), which scales
linearly with the number of landmarks. Moreover, ITi needs to be recomputed from
scratch once the pose Ti changes (both the visibility and the Jacobian in (D.2) change),
which introduces redundant computation across the iterations in the planning algorithm
as well as multiple planning sessions. This motivates us to look for an alternative
formulation of (D.7) to mitigate the bottleneck.
It is worth mentioning that, compared with complete probabilistic treatment as in
[33, 225], we make the simplification in the problem formulation (D.6) (D.7) that the
localization process purely depends on the measurements (i.e. no prior from the past).
However, this is not a limitation of our work. The computational bottleneck exists as
long as the Fisher information is used to characterize the visual estimation process. The
essence of this work is a compact representation of the information to allow efficient
computation, which is widely applicable.
D.5 Approximating FIM: Factoring out the Rotation
In this section, we focus on the formulation of the Fisher information for a single pose,
since the FIMs of different poses are calculated independently in the same way. Let
Twc = {Rwc, twc} stands for the pose of the camera in the world frame, {pwi }Ni=1 the
3D landmarks in the world frame and Ii the information matrix corresponding to the









D.5. Approximating FIM: Factoring out the Rotation
where v(Twc, pwi ) is a binary valued function indicating the visibility of the ith landmark.
Conceptually, our goal is to find an approximation S(Twc, pwi ) ≈ v(Twc, pwi )Ii that can be
written as S(Twc, pwi ) = S(H(twc, p
w













i ), Rwc). (D.9)
In words, we would like to find an approximation that can be factored into two components,
one of which does not depend on rotation (i.e. H(·) in (D.9)), and the approximation is
linear in terms of the rotation-independent part.
The linear form lead to two favorable properties. First, for one position twc, the sum
of the rotation-independent H(·) of all the landmarks need to be computed only once,
and the sum can be used to calculate the approximated information at this position for
arbitrary rotations in constant time; second, we can easily update the sum when new
landmarks are added or old ones deleted. This form naturally leads to a volumetric
representation that allows online update, as described in Section D.6.1.
The approximation (D.9) is achieved by first carefully parameterizing the information
matrix Ii to be rotation-invariant (Section D.5.1) and replacing the binary valued function
v(·) with a smooth alternative (Section D.5.2).
D.5.1 Rotation Invariant FIM
The observation of a 3D landmark pw can be represented in different forms, such as
(normalized) pixel coordinates and bearing vectors. In this work, we choose to use the
bearing vector f because of its ability to model arbitrary FoVs. Then the noise-free






































is more involved. To handle the derivatives related to 6 DoF poses















where exp(·) is the exponential map of the Special Euclidean group SE(3). The two
forms corresponds to expressing the perturbation δξ globally in the world frame or locally





Rcw[−I3, [pwi ]×]. (D.14)
With the global perturbation formulation, for two poses that differ by a relative rotation
Twc and Twc’ = {RwcRcc’, twc}, their Jacobians (D.14) have a simple relation J′i = Rc’cJi,










i Rcc’Rc’cJi = Ii. (D.15)
The rotation-invariance is not surprising. Intuitively, since we are considering only part of
(D.8) (without visibility constraint) and modeling the camera as a general bearing sensor,
the camera should receive the same information regardless of its rotation. Moreover, the
choice of global frame expresses the constant information in a fixed frame, resulting in
the invariance (D.15). If the local perturbation in (D.13) is chosen, such invariance is
not possible, and the information matrix will be related by an adjoint map of SE(3) [269,
Ch. 2].
To summarize, by choosing the bearing vector as the observation and parameterizing
the pose perturbation in the global frame, the information matrix, without the visibility
constratint, is rotation-invariant. Next, we will see how to handle the visibility function
v(·) in (D.8).
D.5.2 Visibility Approximation
The exact visibility v(Twc, pw) is a non-trivial function, as the horizontal/vertical/diagonal
FoVs are not the same. In practice, to check whether a point is visible at a pose, one
needs to project the 3D point to the image plane u = proj(pw, Twc) and check whether
100






(a) Visibility as a function of θ (b) Visibility approximated by sigmoid
functions with different ks
Figure D.2 – Visibility modeling. α is half of the FoV, f is the bearing vector observation, e3
is the optical axis of the camera, and C is the projection center.






1, u ∈ I
0, u /∈ I
, (D.16)
For simplicity, we assume that the visibility v(·) is a function of the angle θ between the
bearing vector f of the landmark and the optical axis e3 = [0, 0, 1]⊤. This essentially
assume that the FoVs along different directions of the image plane are the same. We
further use a sigmoid function to have a smooth visibility function
v(θ) =
1
1 + e−ks(cos θ−cos α)
, (D.17)
which is important if the visibility model is involved in optimization. ks controls the
steepness of the visibility function, and α is half of the FoV. The visibility modeling and
the effect of different ks are illustrated in Fig. D.2.
Since our goal is to arrive at the form (D.9), we further assume that the simplified v(θ)
can be written, by certain approximation, as a dot product of two vectors:
v(θ) ≈ (vr(Rwc))⊤vp(pw, twc), (D.18)
where vr and vp only depend on the rotation and position respectively. The motivation of
this form is for the easy separation of the rotation-dependent and translation-dependent
components. Once we have an approximation that satisfies (D.18) with vr and vp of
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diagn(A) denotes a diagonal matrix by repeating A by n times on the diagonal, VI(Rwc) is
a 6× 6Nv matrix and only depends on the rotational component of the pose, and CI(twc)
is of size 6Nv × 6 and only depends on the positions of the camera and the landmarks.
We refer to CI(twc) as the information kernel at twc in the rest of the paper.
There are possibly different ways of approximating the visibility function in the form of
a vector dot product (D.18). Next, we present two approaches that we explore in this
paper.
Polynomial
In the previous conference version [321], we used a quadratic function of cos θ to approxi-
mate the simplified visibility function. Similarly, we can use a dth-order polynomial:
v(θ) ≈ kd cosd θ + kd−1 cosd−1 θ + . . . + k0, (D.22)





where p0 = pw − twc. Finding out the polynomial coefficients can be done by fitting
the polynomial model into the simplified visibility function (D.17). Then, with Rwce3 =
[z1, z2, z3] and
p0
‖p0‖2





kp(z1p1 + z2p2 + z3p3)
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D.5. Approximating FIM: Factoring out the Rotation
by separating {zi}3i=1 and {pi}3i=1 in each term of the polynomial expansion. (D.24)
satisfies the form (D.18), and setting p = 2 results in the quadratic approximation in
our previous work [321]. The length of vr and vp, which determines the time and space
complexities of the map representation (see Section D.6.1), will be the sum of the number





(p + 2)(p + 1)/2. (D.25)
GP Regression
Given a landmark pw, we can also use a GP to regress the visibility of it in a camera
pose Twc. Since we simplify the visibility as (D.17), the visibility of a landmark does not
depend on the full camera rotation Rwc but the direction of the optical axis z = Rwce3,
which we use as the input for the GP. The motivation of using GP is that the regressed
mean value in (D.4) is in the form of a matrix product and thus linear in terms of its
components.
In particular, we sample Ns poses with the same position as Twc but different rotations
Rs = {Rwc,g}Nsg=1. The corresponding orientations of the optical axis are denoted as
Zs = {zsg}Nsg=1. We then compute the visibility of the landmark at these poses according
to (D.17), denoted as vs = [v1, v2, . . . , vNs ]
⊤. Given a kernel function defined for two
unit 3D vectors k(zi, zj), the visibility of the landmark at Twc is
v(Twc, p
w




where Kz and K
s
z are of 1×Ns and Ns ×Ns, and




z(gi, gj) = k(z
s
gi
, zsgj ), (D.27)
for g, gi, gj ∈ [1, 2, . . . , Ns]. It can be seen that (D.26) satisfies the form (D.18) by
observing vr = Kz and vp = Kszv
s, where Kz only depends on the Rwc and the sampled
rotations 2, and Ksz only depends on the sampled rotations, twc and p
w. The length of vr
and vp is the same as the number of GP samples Nv = Ns.
Since our goal is to have a collective term for different landmarks, the same sampled
rotations are used for each landmark to have the same Kz and thus the same VI(Rwc) in
(D.18). As for the kernel function, we use the squared exponential function, adapted for
3D vectors:
kSE(z1, z2) = σ





2Technically, Kz does not depend on the position only when the kernel function k(zi, zj) is stationary,
i.e. only related to the difference between z1 and z2, which is the case in our method.
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Regarding the hyperparameters, the noise parameter is fixed to σ2 = 1e− 10, and the
length scale l is optimized following the standard approach of maximizing the marginal
likelihood [214, p. 112]. The training data is generated by calculating the simplified
visibility (D.17) the sampled rotations for a set of random landmarks.
D.5.3 Discussion
Visibility Approximation We arrive at the convenient form (D.9) at the cost of
introducing discrepancy between the exact visibility model and the visibility approxi-
mations. The discrepancy consists of two parts: 1) the difference between the sigmoid
visibility function (D.17) and the exact one (D.16) 2) the difference between the (linearly)
separable visibility models (D.22) (D.26) and the sigmoid function. We will study in
details about the impact of the discrepancy in the experimental part Section D.7.1.
GP and Spherical Interpolation The GP visibility approximation in (D.26) is a
model that regressed the scalar visibility over an sphere (i.e. unit vectors for optical
axis orientations). In terms of GP regression, it is essentially a weighted sum (weights
determined by the kernel function) of the values at different samples (e.g. vs in (D.26))
and thus is often seem as an interpolation method (also known as kriging). Therefore, the
aforementioned GP visibility approximation is tightly related to spherical interpolation
(see e.g. [220, 40]).
Polynomial vs. GP Both the polynomial and GP approximations offer scalability:
increasing the polynomial order and the number of GP samples should in principle
improve the approximation accuracy but increase the memory footprint and calculation
time (see Section D.7.1). In comparison with the polynomial model, GP offers finer
granularity for controlling the model complexity, i.e. the length Nv of the vector v
r
and vp in (D.19). For the GP model, Nv is equal to the number of GP samples and
thus can be any positive integer. For the polynomial model, it can only be of specific
values determined by (D.25) (e.g. 10, 20, 35, 56 for d = 2, 3, 4, 5 respectively). In terms
of implementation, for the polynomial approximation, it is alway possible to collect all
the terms from the trinomial expansions and write out (D.24) for any order d, but the
process is increasingly complicated for high order polynomials. In contrast, increasing
the number samples in GP is trivial.
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D.6 Building a Map for Perception-aware Planning
D.6.1 The Fisher Information Field
Representation, Query and Update
Using the formulation (D.19), (D.20) and (D.21), we propose a volumetric representation,
namely the Fisher Information Field (FIF) for perception-aware planning. In particular,
after discretizing the space of interest into voxels, we compute the information kernels
CI(·) at the centers of the voxels (from all the 3D landmark), and store each kernel in
the corresponding voxel. Then, when the information of a certain pose is queried, the
related kernels (by nearest neighbor or interpolation) are retrieved, and (D.19) is used to
recover the information in constant time. The method is illustrated in Fig. D.1. Once
the field is built, the query of the information for an arbitrary pose only requires the
linear operation of the related kernels instead of checking all the points in the point
cloud, which is the key advantage of the proposed method.
Field Update In practice, especially during the exploration of an unknown environment,
new landmarks may be added and existing ones deleted over time, and our representation
needs to adapt to such changes. Fortunately, since the kernel (D.21) is in the form of the
summation of components calculated from each landmark independently, adding/delet-
ing the contribution of a landmark can be done trivially by adding/subtracting the
corresponding components from existing kernels. However, in a non-trivial scenario,
determining whether a landmark is matchable from a certain pose is not a trivial tasks
and might require more information of the environment. In this case, an offline mapping
process, as shown in Section D.7.2, is preferable.
Complexity and Trace Kernel
The constant query time comes at the cost of extra memory. In particular, the information
kernel CI(·) at each location consists of 36Nv floats, where Nv is the length of vector
in the dot product approximation (D.18). Admittedly, the size of storage needed is
non-negligible (e.g. 360 float numbers for quadratic visibility model and 1800 for GP
with 50 samples), and it increases linearly with the number of voxels in the field. But
the memory footprint is still acceptable in practice, as we will show in Section D.7.2 in a
realistic setup.
Note that the aforementioned information representation can be used to recover the
full approximated information matrices (6× 6). However, in the cost (D.7), only one
scalar metric s(·) is needed in the overall cost for planning. This brings the possibility of
reducing the memory usage by directly expressing one specific metric instead of the full
information matrix. Out of different metrics often used with the Fisher information [208,
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Ch. 6&9], the T-optimality criterion, which is the matrix trace, is especially suitable (i.e.
a linear function) for this purpose. In particular, taking the trace of the approximated














We call (D.31) the trace kernel. Notably, VTr(·) and CTr(·) are both of size Nv×1, reducing
the memory usage by a factor of 36 compared with the information kernel (D.21). The
trace kernel can be used in the same volumetric mapping framework mentioned above,
but only requires Nv float numbers for one voxel (at the cost of losing certain information
contained in the full FIMs).
D.6.2 Integration in Motion Planning
Conceptually, integrating FIM in motion planning is straightforward. For instance, we
can define a certain value as the threshold to determine whether a pose can be localized,
or we can adding the determinant/trace of the FIM as an additional term in the cost
function. However, there are several problems with the naive approach. First, the
thresholds are less intuitive to choose (e.g. than the distance threshold for collision
avoidance). Second, since different information metrics for the same FIM have very
different values, the thresholds or weights for these information metrics have to be chosen
separately, which makes the parameter tuning complicated. More importantly, this also
makes a fair comparison difficult. For example, if the thresholds/weights using two
metrics are chosen differently, how can we tell a worse performance is due to the metric
or the lack of tuning? The same problem exists for using different types of FIFs as well,
since the information metrics from them are also different due to approximation.
To overcome the above problems, we propose a unified approach of defining thresholds
or costs for the metrics from FIM. Instead of defining the thresholds for the information
metrics directly, we compute the thresholds from certain specifications of the landmarks:
Information Threshold For a certain pose, we assume that if there are M landmarks
in the camera FoV that are within dmin to dmax distance to the camera, the pose is
considered to be able to be localized. We first randomly generate several sets of landmarks
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Figure D.3 – Illustration of the information potential cost in (D.32).
that satisfy the criteria. Then, for a certain information metric from a certain map
representation (FIF or the point cloud), we first construct the map representation if
necessary (i.e. FIF), calculate the information metric from the map representation and
use the average value as the threshold for this combination of information metric and map
representation. Therefore, given the same landmark specifications (M , dmin and dmax),
the thresholds for different combinations of information metrics and map representations
are calculated automatically.
Information Potential Cost For optimization-based methods, we further define an
information potential cost similar to the collision potential cost in [329]. The intuition
is that we no longer care about the improvement of the localization quality after it has
reached a certain level. Specifically, assuming that the pose can be estimated well enough
with M landmarks in the FoV from dmin to dmax distance to the camera, we first calculate












0, vFIM > ǫFIM
kq(vFIM − cFIM)2, 0 ≤ vFIM ≤ ǫFIM
kl · vFIM + bl, vFIM <= 0
(D.32)
where vFIM is the information metric. kq > 0 is chosen empirically. kl and bl are
calculated to guarantee the continuity in both cFIM and its derivative at cFIM = 0 after
kq has been chosen. An illustration of the information potential cost is shown in Fig. D.3.
With our approach, we can specify the thresholds for different metrics/map representations
in the same way and, in optimization-based motion planning, use the same weight for the
cost related to FIM. This greatly simplifies the experiments in Section D.7.2 and makes
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PC Q-I Q-T G-I-30 G-I-70 G-I-150 G-T-30 G-T-70 G-T-150
Build
tbuild (sec) - 7.34 2.96 17.84 41.10 124.74 10.93 26.48 82.72
Mem. (MB) 0.02 58.50 1.62 135.00 315.00 675.00 3.75 8.75 18.75
Query
(us)
FIM 97.3 0.4 - 0.9 2.7 4.7 - - -
det 98.2 3.0 - 5.7 12.1 24.9 - - -
λmin 102.9 6.3 - 8.6 14.7 27.6 - - -
Trace 97.7 1.6 0.6 3.9 10.0 23.3 1.1 1.9 3.4
Table D.1 – Time and memory required for building different types of FIF, and the time per
query for full FIM, determinant (det), smallest eigen value (λmin) and the trace of FIM (Trace).
By pre-computation, different types of FIF are significantly faster than using point clouds (PC)
at query time, which is important for online applications such as motion planning.
.
Q-I G-I-30 G-I-50 G-I-70 G-I-100 G-I-120 G-I-150
Diff. (%) 66.44 9.97 8.76 8.86 8.54 8.63 8.18
Table D.2 – Relative difference with respect to the exact FIM (computed from the point cloud
and the exact pinhole camera model) in terms of the Frobenius norm (see (D.33)).
the results using different information metrics and map representations comparable.
D.7 Experiments
We implemented the proposed Fisher Information Field in C++. We used the library
from [198] for the voxel hashing functionality. The voxels are organized in a hierarchical
manner, where N3 voxels forms a block as a mid-level data structure.
Next, we present both quantitative and qualitative results using our implementation.
Specifically, we aim to answer the following questions:
• How do different visibility approximations affect the efficiency and accuracy of
FIF?
• How can FIF be used with different motion planning algorithms? What are the
benefits?
• How do FIF compare with point clouds in terms of the computation of FIM and
perception-aware planning?
Moreover, we also present qualitative results of building FIF from the output a visual-





Ideally, constructing FIF requires the ability to determine which landmarks can be
matched from a certain viewpoint. It is, however, a difficult task in non-trivial setups:
it is coupled with the detailed scene structure (e.g. occlusion) and the method for
establishing correspondences (e.g. feature-based or direct methods, types of features).
Since the focus of the paper is a representation for FIM that allow efficient query, we
first performed evaluation in a simplified simulated environment, where we assumed
the correspondence with respect to a certain landmark can be established as long as
the landmark is in the FoV. Experiments in a more realistic environment are shown in
Section D.7.2.
In the following experiment, we generated 1000 random landmarks in a 10m× 10m× 5m
area. We further built the proposed FIF within a smaller 9m× 9m× 4m region with
the size of a voxel set to 0.5m, resulting in ∼ 16000 voxels. A pinhole camera model
with 90deg horizontal FoV was used. With this setup, we tested the proposed FIFs using
both the information kernel (D.21) and the trace kernel (D.31), with different visibility
approximations, namely
• Quadratic approximation that satisfies: 1) the visibility at the center of the FoV is
1.0; 2) and visibility at the boundary of the FoV to 0.5.
• GP with Ns = 30, 50, 70, 100, 120, 150 trained to approximate the sigmoid visibility
function (D.17) with ks = 15.
We use the notation “V-M(-Ns)” to denote a specific map representation, where V
(Quadratic or GP) stands for the visibility approximation, M (Information or Trace) the
field type and Ns the number of samples for GP. The results (FIM and different metrics)
computed from the landmarks using the exact pinhole camera model was used as the
groundtruth (denoted as “PC”).
Complexity and FIM Accuracy
To evaluate the query time and accuracy, we randomly sampled 200 poses within the
area where FIF had been constructed. From these poses, the following were tested:
• Compute the full FIM from the nearest voxel (only for FIFs using the information
kernels). This is to study the validity of the visibility model, excluding the impact
of the voxel size.
• Compute different FIM metrics using the interpolation from the nearby voxels.
This is to simulate the practical use cases where the discretization resolution is
limited.
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Complexity The query times for different settings, along with the time and memory
required to build the FIFs are reported in Table D.1. For GP, the cases where Ns =
50, 100, 120 are omitted for brevity, since they follow the same trend. In terms of query
time, which is the motivation of the proposed method, all types of FIFs took much
shorter time per query compared with the point cloud method. On the other hand, the
speedup at the query time comes at the cost of additional building time and memory.
In terms of different types of FIFs, quadratic approximations are faster and require less
memory than GP, and trace kernels are more efficient than information kernels the full
FIM in terms of both memory and query time (c.f . last row of Table D.1). In addition,
increasing the number of samples in GP increases the memory footprint and the query
time. Note that the query of det, λmin and Trace are several times more expensive than
FIM in our experiment, mainly due to the interpolation mentioned above (i.e. accessing
up to 8 surrounding voxels).
FIM Accuracy To evaluate the accuracy of the computed FIM Ĥ from the proposed
information fields, we computed the relative difference with respect to the groundtruth
FIM H calculated using the exact pinhole camera model from the landmarks:
eFIM = ‖Ĥ− H‖F /‖H‖F , (D.33)
where ‖‖F denotes the Frobenius norm. The results are reported in Table D.2. It can be
seen that, even for GP with only 30 samples, the recovered FIM is much more accurate
than quadratic approximations. This is likely due to the elimination of the long tail
in the quadratic approximation. Moreover, increasing the number of samples in GP in
general decreases the difference with respect to the exact FIM. Note that increasing
the number of GP samples infinitely will not reduce the error to zero, because our GP
visibility models are designed to approximate a simplified camera model instead of the
exact one.
Relative Measures
In terms of motion planning, it is also of interest to check the relative values of the
queried information metrics, in addition to the FIM errors mentioned above. To this
end, we performed a series of experiments about how the information metrics change
with different poses. Note that we report only the results for the information kernels,
since the trace kernels will yield the same results as querying the trace of FIM from the
information kernels.
Optimal Views In this experiment, we computed the optimal views at 200 sampled
positions. Specifically, for each position, we densely sampled the rotations, calculated
different information metrics at the poses consisting of the position and the sampled
rotations, and determined the optimal view as the one that maximizes certain information
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Figure D.4 – The differences of optimal views determined by different types of FIFs with respect
to the ones determined by the point cloud. Results using determinant, the smallest eigenvalue
and the trace of the FIM are shown.
Figure D.5 – The evolution of information metric for continuous pose change.
metric. We calculated the difference of the optimal views determined from the FIFs with
respect to the ones determined by computing information metrics from the point cloud.
The differences between the optimal views calculated from FIFs and the point cloud,
using different information metrics, are shown in Fig. D.4. The GP approximations are in
general more accurate in determining the optimal views than the quadratic approximation.
Increasing the number of samples in GP leads to better results, but seems to saturate
at around Ns = 70. Interestingly, for quadratic approximations, the optimal views
determined using the trace are much more accurate than the ones using the determinant
and the smallest eigenvalue. We further computed the optimal views in simulation
environments with specific landmarks layout, and several examples are shown in Fig. D.6.
The results are consistent with the aforementioned experiment (using randomly generated
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(a) PC-det (b) G-det-70 (c) Q-det
(d) PC-det (e) G-det-70 (f) Q-det
(g) PC-Trace (h) G-Trace-70 (i) Q-Trace
Figure D.6 – Visualization of the information field in simulated scenes for the trace and
determinant metrics. Blue circles are 3D landmarks, and each line segment stands for one optimal
view direction. Brighter color means better localization quality. Left: point cloud with the exact
camera model; Middle: GP approximation (Ns = 70); Right: quadratic approximation. Note
the obvious failure case (f) for the combination of the quadratic model and the determinant,
where the optimal views are vertical to the xy plane.
landmarks). Intuitively, the optimal view at a position should point to the area where
the landmarks are concentrated and close to the position, which is the case for the results
from the point cloud and GP. Using quadratic approximation with the determinant shows
larger discrepancy with respect to the point cloud, and even counter-intuitive results
(Fig. D.6 (f)).
Smoothness In this experiment, we selected two continuous trajectories inside the
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1.0m 108M 3M 578M 17M 0.1m 485M 3470 1445
Table D.3 – Specifications of different maps for the photorealistic simulation environment
(∼ 50m× 30m× 9m). The memory of the FIF does not change with the number of landmarks,
and thus only one number is listed.
FIF: 1) pure rotation around a fixed axis; 2) pure translation along a straight line. We
then calculate the information metrics along the two trajectories. The evolution of
the determinant (normalized to 0− 1 for visualization) for several FIFs and the point
cloud is plotted in Fig. D.10. Other information metrics also exhibited similar behaviors,
and thus the results are omitted. It can be seen that, while the overall trend from the
FIFs are similar to the point cloud, the results from the FIFs are obviously smoother.
This property is especially important for optimization-based motion planning, as the
optimization is less likely to be stuck in local minimums. This is due to fact that the
proposed visibility approximations are differentiable, whereas the actual visibility model
is not.
Summary and Discussion
In the above experiments, we thoroughly tested different visibility approximations with
both information and trace kernels, which were proved to have much shorter query
time than using the point cloud directly. In general, the accuracy of the proposed FIF
increases with more expensive visibility approximations (quadratic vs. GP, increasing
number of GP samples). This indicates the scalability of the proposed method: one can
choose different types of visibility approximations considering the required performance
and the computational resource at hand. In addition, the trace kernels proves to be
significantly more efficient than the information kernels, which might be of interest for
computationally constrained platforms.
D.7.2 Motion Planning
We further applied the proposed FIF to different motion planning algorithms in photore-
alistic simulation. The experimental setup is described below.
Photorealistic Simulation We used the Nvidia Issac simulator 3 for photorealistic
simulation. We only used the rendering capability of the simulator, which is done by
3https://developer.nvidia.com/isaac-sim
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Figure D.7 – Creating different maps from the photorealistic simulation for the motion planning
experiments. Images and depth maps were rendered from the Unreal Engine and were used,
together with the camera poses, to build a SfM model (via COLMAP) and an ESDF map (via
Voxblox) respectively. Then we built the proposed Fisher Information Field from the SfM model.
The FIF and ESDF were then used in different perception-aware motion planning experiments.
Unreal Engine4. Rendering images at desired camera poses was achieved via integrating
UnrealCV [210] with the simulator. The built-in map warehouse (see Fig. D.7) was
adapted and used in our experiments. The environment is of approximately 50m× 30m×
9m.
Planning Algorithms We chose two representative motion planning algorithms:
RRT∗ [126] (implemented in [272]) and trajectory generation for quadrotors 5. RRT∗
is a sampling-based method, whereas the trajectory generation for quadrotors relies on
nonlinear optimization. We adapted these algorithms to incorporate the information
from the proposed FIF, which are described in the following sections.
Prerequisite: Mapping the Environment We first mapped the environment to get
different maps. In particular:
• For collision avoidance, we chose to use Euclidean Signed Distance Field (ESDF)
implemented in Voxblox [198]. We densely sampled camera poses from the envi-
ronment and fed the poses and depth to Voxblox to build the ESDF. The dense
sampling is not necessary though: a more realistic exploration trajectory could also









0 Bottom 73% 0%X 31% 0% 17% 0% 0%
Diagonal 0% 0%X 0% 0% 0% 0% 11%




0 Bottom 79% 0%X 25% 0%X 15% 0%X 38%
Diagonal 20% 0%X 75% 0%X 27% 16%X 52%
Top 89% 0%X 33% 0% 53% 15% 29%
Table D.4 – Failure rates of localizing the rendered images on the shortest path from RRT∗
using different types of FIFs. The results using two set of 3D points “r2-a20” and “r1-a30” are
listed, where the former contains more points than the latter. “No Info.” denotes the case where
the Fisher information was not considered in RRT∗. An “X” denotes that RRT∗ failed to find a
path (e.g. due to the lack of landmarks in the environment).
• For building the FIFs, we need sparse landmarks that can be used for localization.
For this purpose, we manually control the camera to move around the environment
to collect a series of images. We then fed the images and the corresponding poses to
COLMAP [250] to build a Structure from Motion (SfM) model. The 3D landmarks
were then used to build different types of FIFs. To determine which landmarks are
visible from a certain pose, we filtered the landmarks by the difference with respect
to the average view direction in the SfM model (similar to the perspective change
in [103]) and the depth map described below.
• To determine the visibility of the landmarks more accurately, we densely rendered
the depth maps at the camera poses from a regular 3D grid. The depth maps were
used to identify the occluded landmarks.
The mapping process and the visualization of different maps are shown in Fig. D.7. In
addition, to study the impact of the number of landmarks, we further generated two
SfM models and the corresponding FIFs. The first one only contains the landmarks that
has less than 2px average re-projection errors and has at least two views with larger
than 20deg parallax. The thresholds for the second one were set to 1px and 30deg. The
second SfM model contains less but, in principle, more accurate landmarks. The two
setups are denoted as “r2-a20” and “r1-a30” respectively. The detailed specifications of
the different maps used in our planning experiments are listed in Table D.3.
Workflow and Evaluation To test different motion planning algorithms, we followed
the same workflow:
1. run the motion planning algorithm
2. sample poses from the planned motion
3. render images at the sampled poses
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4. localize the rendered images in the SfM model using the image registration pipeline
from COLMAP
Whether the rendered images can be successfully registered and the localization accuracy
are used as the evaluation metric about how much the motion planning algorithm respect
the perception quality.
Tested FIFs Both GP and quadratic visibility approximations were tested, using both
the information and trace kernels. For GP visibility approximation, we chose Ns = 70
based on the simulation results. Using Ns = 50, however, produced similar results in
our experiment. As for the information metrics, we experimented with the determinant
(calculated from the information kernel) and the trace (calculated from the trace kernel).
The information metrics calculated from the point cloud were used as the baseline. The
same notation as in the Section D.7.1 is used.
RRT∗
The state space of RRT∗ was set to 4 DoF: position and yaw. It spanned the horizontally
range of the warehouse and was set to 2m in height. The path lengths in the state space,
in terms of position and yaw, were used as the objective to minimize, and the weights of
the two costs were chosen experimentally. Both ESDF and FIF were used to check the
state validity. In particular, the minimal distance to obstacles (from ESDF) was set to
2m, and the information threshold (see Section D.6.2) was calculated by assuming that
at least 10 landmarks in 1m to 3m meter range in the FoV of the camera are needed to
have a valid localization. The planner was set to run for 500s, regardless of whether a
valid path was found. Three planning settings (i.e. start and end states) were tested,
denoted as bottom, diagonal and top (see Fig. D.9).
Localization Failure Rate We rendered images from the poses of the vertices on the
shortest path in the final tree spanned by RRT∗ and registered the images in the SfM
model. Since we used the FIF as a state validity checker, we computed the percentages
of the images that failed to be localized, show in Table D.4. First, the failure rates
are higher in “r1-a30”, which contains less landmarks for localization, and there are
more cases where RRT∗ failed to find a valid path as well, due to the stricter perception
constraint. Second, in general, considering Fisher information in RRT∗ helps to reduce
the failure rates, which can be seen by comparing “No Info.” with the other columns.
Third, “PC-det” and “PC-Trace” both use the exact camera model, but the later shows
worse performance (in some cases even worse then “No. Info”). This indicates that the
trace of FIM, despite of its efficiency, may be a weaker indicator of the localization/pose
estimation quality than the determinant. This is also validated by the worse performance
of the trace with both GP and quadratic visibility approximations. Fourth, in terms of
the determinant, “PC-det” should give the best performance (due to the use of the exact
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Figure D.8 – The number of vertices and edges in the RRT∗ tree with respect the planning
time. The plot is generated for the bottom planning configuration in “r2-a20”. Note that the
y-axis is in log10 scale.
camera model), which is validated by the 0 failure cases. “’PC-det’ also has highest of
number of experiments where RRT∗ reported no solution, which indicates using “PC-det”
puts a stricter criterion about whether the image from a pose can be localized. Finally,
in terms of different visibility approximations, GP outperforms the quadratic model
when the determinant of the FIM was used. Notably, GP with determinant is the only
FIF that has 0 failure cases. On the other hand, the comparison of “GP-Trace” and
“Q-Trace” is inconclusive. In Fig. D.9 we plot the final paths of “GP-det” and “No Info.”
as a qualitative example. Intuitively, with the information from the FIF, RRT∗ prefers
view directions towards area with more landmarks.
Efficiency As for the efficiency of different map representations, we plot the number of
vertices and edges in the tree spanned by RRT∗ with respect to the time spent. Since the
results of different planning configurations are similar, we show one example in Fig. D.8.
All types of FIFs tested are at least one order of magnitude faster in terms of the number
of vertices that can be explored for the same time. In addition, the quadratic model is
more efficient than GP, and computing the trace from the FIFs is faster than computing
the determinant. Qualitatively, in Fig. D.8, we plot the vertices for the first 10 iterations
for the bottom planning configuration in both “r2-a20” and “r1-a30” together with the
landmarks. Comparing the left column (“GP-det”) and the right column (“PC-det”),
the vertices explored using the proposed FIF cover a larger area with a higher sampling
density than using the point cloud. Comparing the first row with the second, we can see
that decreasing the number of landmarks effectively reduce the region where the poses
are considered to be able to be localized. This is also potentially useful to identify the
“perception traps” in a given environment.
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Figure D.9 – Example RRT∗ paths in “r2-a3”. The colored points are the landmarks, where
the average observing directions (from the images in the SfM model) are color coded according
to the color wheel on the top left. The arrows on each path indicate the camera view direction.
(a) GP-det in “r2-a20” (b) PC-det in “r2-a20”
(c) GP-det in “r1-a30” (d) PC-det in “r1-a30”
Figure D.10 – The RRT∗ vertices that were explored for the first 10 iterations. The color of
a RRT∗ vertices indicate at which iteration the vertice was added to the tree (shown in the
colorbar). The gray points denote the landmarks in the environment.
Trajectory Optimization
Following the standard practice [173], we used a piecewise 4 DoF polynomial (5 segments)
to represent a continuous-time trajectory for quadrotors. Given start and end states,
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(a) side (b) top
(c) middle (d) bottom
Figure D.11 – The comparison of the optimized trajectories using the proposed Fisher Informa-
tion Field (green) and without considering the Fisher information (red). The poses sampled at
a constant time interval are visualized as points of the corresponding color. The yellow points
are the landmarks for localization, and the lines denote the potentially matchable landmarks
considered in the trajectory optimization. GP visibility approximation and the determinant of
the FIM are used. All trajectories start from the left part of the scenario. Note that only the top
views are shown, but the trajectories are optimized in the 3D space. For example, in side, the
green trajectory is higher than the red one, favoring the landmarks located on the ceiling.
we first initialized the trajectory using [216] and used it as an initial value for further
nonlinear optimization. In the nonlinear optimization, we considered the position and
yaw dynamic cost of the quadrotors, the collision potential cost as in [196, 199], and
the information potential cost from the FIFs. Specifically, the dynamic costs were
calculated in closed-form, derived from the polynomial coefficients, and the collision
potential cost and the information potential cost were calculated as the integral along the
trajectory, with a sampling interval of 0.1sec. For the information potential cost (D.32),
200 landmarks within 0.3m to 1.0m were considered sufficient and used to calculated ǫFIM
for different information metics and map representations. The weights among these costs
were chosen experimentally but kept fixed for all the experiments. The optimization was
modeled as a general unconstrained optimization problem using Ceres6, and the default
optimizer parameters were used. For each trajectory optimization, we let the optimizer
6http://ceres-solver.org/
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(a) r2-a20
(b) r1-a30
Figure D.12 – Cumulative histograms of the localization error of the images rendered from the
optimized trajectories using different map representations in “r2-a20” and “r1-a30”. Each point
(X, Y ) on the curve denotes there are X% images that were able to be localized below Y m (or
Y deg) error.
run for maximum 100 iterations. Similar to the RRT∗ experiment, we chose four sets of
start and end states, namely top, middle, bottom and side (see Fig. D.11). The duration
of the trajectory was set to 10sec.
Localization Accuracy After the optimizer converged or reached the maximum
number of iterations, we sampled poses from the trajectory by 0.1sec time interval and
rendered images from these poses. Since the FIM was used as an optimization objective,
we calculated the localization error with respect to the true poses for evaluation. The
cumulative histograms of the position and rotation errors, aggregated over all planning




iter. time (s) iter. time (s)
No Info. 59.0 0.057 59.0 0.054
PC-det 12.8 44.49 9.0 12.68
PC-Trace 17.5 65.74 16.3 31.10
GP-det 100.0 1.35 62.5 0.99
GP-Trace 99.0 0.39 93.8 0.40
Quadratic-det 85.8 0.35 61.8 0.26
Quadratic-Trace 90.8 0.13 79.0 0.12
Table D.5 – Average number of iterations and optimization time over all planning settings in
the trajectory generation experiment. The maximum number of iterations was set to 100.
decreasing the number of landmarks reduced the localization accuracy, and the benefit
of considering the Fisher information becomes more significant, as shown by the larger
margin. Compared with “No Info.”, considering the Fisher information in general
improves the localization accuracy, with a few exceptions. In particular, the quadratic
approximation with the determinant of FIM performed significantly worse in “r2-a20” and
similar to “No Info.” in “r1-a30”. Since the relative values matter in optimization, this is
consistent with the results in Fig. D.4. Computing information metrics from the point
cloud overall shows no obvious improvement with respect to “No Info.”. Notably, “PC-det”,
which was the best performing representation in the RRT∗ experiments, achieved lower
accuracy than not considering the Fisher information at all. We further observed that
the optimization using the point cloud tended to terminate prematurely (see Table D.5),
which is possibly due to the discontinuity shown in Fig. D.10 caused by the exact camera
model. Finally, “GP-det”, “GP-Trace” and “Q-Trace” are the best performing map
representations, where the GP approximation with the determinant of FIM consistently
shows the highest localization accuracy.
Examples of the optimized trajectories (from “GP-det”) are shown in Fig. D.11. Intu-
itively, including the Fisher information in the trajectory optimization force the camera to
orient towards and move closer to areas with more landmarks (e.g. the shelves), resulting
in more matchable landmarks in the camera FoV and higher localization accuracy.
Efficiency The average number of iterations and the optimization time are listed
in Table D.5. Among the methods that consider the Fisher information, calculating
information metrics from the point cloud takes the most time with the lowest number
of iterations, which indicates that the evaluation of the information metrics using the
point cloud is far more expensive than the proposed map representations. Moreover, we
suspect that the lower number of iterations indicates the the optimization terminated
prematurely, considering the lower localization accuracy shown in Fig. D.12. Similar to
the results in the RRT∗ experiment, we observe that using GP is more time-consuming
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than the quadratic model. The trace kernels, despite the slightly worse localization
accuracy, is very efficient: with the quadratic model, it is only around two times slower
than the case where no Fisher information was considered.
Summary and discussion
Different from the simplified simulation in Section D.7.1, we applied the proposed
FIF to different motion planning algorithms in a realistic simulation. The images
were rendered using a photorealistic game engine, and the localization accuracy was
evaluated using mainstream visual localization techniques. It can be seen that, in general,
integrating FIF helps improve the localization quality, in terms of the successful rate and
localization accuracy. Compared with the standard practice of using the point cloud, our
method is at least one order-of-magnitude faster, and the differentiable/smooth visibility
approximations additionally bring better performance in the trajectory optimization
experiment. Next, we further discuss several aspects of our method.
Generalizability First, we would like to highlight that the proposed FIF is not
specific to certain motion planning algorithms. In particular, we intentionally chose
two representative motion planning algorithms (i.e. sampling-based and optimization-
based). Moreover, off-the-shelf open source implementations of these algorithms were used
through their existing interface, without specific customization for our map representation.
Second, it is relatively easy to build a specific map with “perception traps” to show the
benefit of perception-aware motion planning algorithms compared with standard ones
(as in our previous work [323]). However, in the above experiment, we tried to avoid
artificial corner cases to evaluate our method in a relative realistic setup. The improved
performance indicates the proposed method is a useful tool in general.
Offline Mapping The process of constructing the FIFs in this section is a relatively
complicated process, since it requires the knowledge of the scene depth as well as the
average view direction for each landmark to determine accurately whether a landmark
can be matched from a given pose. While it certainly constitutes a barrier for building
the FIFs incrementally online, this also justifies our proposal of having a dedicated map
for localization/perception quality: since quantifying the localization quality from the
point cloud is an expensive process, a dedicated map that can be built offline, where
the efficiency is less important, and used for efficient planning online would be useful.
Besides, in many practical applications, the robot operates in a known environment, and
building a map offline is thus a reasonable choice.
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D.7.3 Incremental Update
As mentioned in Section D.6.1, due to the additive natural of FIM, the information and
trace kernels can be potentially updated as new landmarks are added/deleted from the
environment. It is, however, limited by the fact that it is difficult to accurately determine
whether the correspondence with respect to a landmark can be established from a certain
pose in an online fashion. Nevertheless, for relatively simple environments, incrementally
building the FIF can still give reasonable result. We refer the reader to the accompanying
video for such examples.
D.8 Conclusion and Future Work
In this work, we proposed the first dedicated map representation, the Fisher information
field, for considering localization accuracy in perception-aware motion planning. For a
known environment, the proposed map representation pre-computes the rotation-invariant
component of the Fisher information and stores it in a voxel grid. At planning time,
the Fisher information matrix (and related metrics) can be computed in constant time,
regardless of the number landmarks in the environment. We validated the effectiveness
and advantages of the FIF by applying it to different motion planning algorithms, namely
RRT∗ and trajectory optimization. Integrating the proposed map in motion planning
algorithms was shown to increase the localization success rate and accuracy. All the
variants of the proposed map showed 1 ∼ 2 order-of-magnitude shorter planning time
than the point cloud. In trajectory optimization, the proposed map representation, in
addition of being far more efficient, achieved better localization accuracy than the point
cloud, thanks to the fact that our map is differentiable.
The pre-computation, which is the key for the efficiency of the proposed map, is possible
due to the special form of the visibility model (D.18) we enforced. Following this form,
polynomial and GP approximations were explored in the paper. In particular, the
quadratic polynomial model (D.22) and GP model (D.26) with different number of
samples were implemented and tested. Different information metrics from the FIM
were also tested. While using the combination of GP (50 ∼ 70 samples) with the FIM
determinant showed overall the best performance among all the variants, the efficiency
(in both memory and query time) of using the FIM trace and/or the quadratic model is
still appealing. For example, in the trajectory optimization experiment, the combination
of the quadratic model and the FIM trace was only slightly worse than GP with the FIM
determinant but ∼ 10 times more efficient (Table D.5).
The assumption of building the proposed map from the point cloud is that whether
a landmark can be matched from a certain viewpoint can be determined accurately.
This is, however, not an easy task in any non-trivial environment, which requires much
information in addition to the positions of the landmarks. To overcome this limitation,
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there are several interesting research directions. Increasing the accuracy of the process
would help improve the consistency between the prediction of the proposed map and
the actual localization result. Moreover, being able to determine the matchability
of landmarks without knowing the full information of the environment would greatly
extend the application scenario of the proposed method. For example, it would allow to
incrementally build an accurate FIF during the exploration of an unknown environment
using the output of visual-inertial odometry as an input, as shown in Section D.7.3 for a
simple scene layout.
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E Quantitative Trajectory Evalua-
tion for Visual(-Inertial) Odome-
try
Reprinted, with permission, from:
Z. Zhang and D. Scaramuzza. “A Tutorial on Quantitative Trajectory Evaluation for
Visual(-Inertial) Odometry”. In: IEEE/RSJ Int. Conf. Intell. Robot. Syst. (IROS).
2018. doi: 10.1109/IROS.2018.8593941 [320]
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A Tutorial on Quantitative Trajectory
Evaluation for Visual(-Inertial)
Odometry
Zichao Zhang and Davide Scaramuzza
Abstract — In this tutorial, we provide principled methods to quan-
titatively evaluate the quality of an estimated trajectory from visual(-
inertial) odometry (VO/VIO), which is the foundation of benchmarking
the accuracy of different algorithms. First, we show how to determine
the transformation type to use in trajectory alignment based on the
specific sensing modality (i.e. monocular, stereo and visual-inertial).
Second, we describe commonly used error metrics (i.e. the absolute
trajectory error and the relative error) and their strengths and weak-
nesses. To make the methodology presented for VO/VIO applicable
to other setups, we also generalize our formulation to any given sens-
ing modality. To facilitate the reproducibility of related research, we
publicly release our implementation of the methods described in this
tutorial.
Open Source Code
A trajectory evaluation toolbox that implements the methods in this tutorial is available
at https://github.com/uzh-rpg/rpg_trajectory_evaluation.
E.1 Introduction
Visual(-inertial) odometry (VO/VIO) uses cameras and inertial measurement units
(IMUs), which are complementary sensors, to estimate the state (position, orientation
and velocity) of the robot. VO/VIO is able to provide robust state estimate for other
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tasks, such as control and planning, and therefore is widely used in robotic applications.
The accuracy of a VO/VIO algorithm is quantified by evaluating the estimated trajectory
(i.e. the time history of the state) with respect to the groundtruth, which is necessary to
understanding and benchmarking different algorithms.
Quantitatively comparing the estimated trajectory with the groundtruth, however, is not
an easy task. There are two major difficulties. First, the estimated trajectory and the
groundtruth are usually expressed in different reference frames, and, therefore, cannot be
compared directly. Second, a trajectory consists of the states at many different times
and, therefore, is high-dimensional data. Thus, how to summarize the information of
the whole trajectory into concise accuracy metrics is not trivial. To address the first
problem, the estimated trajectory requires to be properly transformed into the same
reference frame as the groundtruth, which is often called trajectory alignment. To address
the second problem, meaningful error metrics need to be used and their properties well
understood.
To tackle the above difficulties, this tutorial provides principled methods for trajectory
alignment with the focus on VO/VIO and discusses different error metrics, as illustrated
in Fig. E.1. We first detail the trajectory alignment methods for different visual-inertial
systems (monocular, stereo and visual-inertial) and discuss the strengths and weaknesses
of commonly used error metrics. We then further formulate the trajectory estimation
and quantitative evaluation problem in a sensor-agnostic manner, from which we can
generalize the methods presented in this tutorial to trajectory evaluation for other sensing
modalities. Note that in this tutorial, we assume that the temporal correspondence of
the estimate and the groundtruth has already been established.
E.1.1 Related Work
Most existing quantitative trajectory evaluation approaches were introduced together
with a specific algorithm or a dataset. Sturm et al. [271] provided a benchmark for
RBG-D simultaneous localization and mapping (SLAM) systems, and proposed to use
both the Absolute Trajectory Error (ATE) and the Relative Pose Error (RPE). ATE
is also widely used to evaluate visual odometry/SLAM algorithms, for example, in [82,
186, 92]. Compared with ATE, relative error, as analyzed in Burgard et al. [32] and
Kümmerle et al. [142], is less sensitive to the specific time the estimation error occurs.
Geiger et al. [98] further extended the relative error as a function of sub-trajectory length
and velocity to provide more informative results.
Despite the rich literature in this field, there is very little work dedicated to the exact
problem of quantitative trajectory evaluation for VO/VIO, which leaves many open
issues. It is not clear, for example, to what extent the current approaches are applicable:
is the method for one sensing modality also suitable for another (e.g. can the same
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Figure E.1 – The process of quantitative trajectory evaluation. First, the estimated trajectory
(blue) needs to be aligned with the groundtruth (black), Then, the trajectory estimation error
can be calculated from the aligned estimate and the groundtruth using certain error metrics.
evaluation method be used for both VO and VIO)? More importantly, quantitatively
evaluating an estimated trajectory involves many details, which are often described
vaguely in the literature but have a big impact on the final result. This severely hinders
the reproducibility of related research.
E.1.2 Contributions and Outline
The contributions of this tutorial are:
• We derive and describe in details the methods to evaluate an estimated trajec-
tory from VO/VIO, including trajectory alignment (based on the specific sensing
modality) and commonly used error metrics.
• We provide a general formulation for quantitative trajectory evaluation, which can
be used to generalize the presented methods to other setups.
• We release our implementation of the evaluation methods to the public.
The rest of the tutorial is structured as follows. The formulation of visual(-inertial)
odometry as a least squares problem is introduced in Section E.2. The ambiguity of
visual-inertial systems and the trajectory alignment method, which is tightly related to
the ambiguity, are detailed in Section E.3. Commonly used error metrics (absolute and
relative errors) are then described in Section E.4. In Section E.5, the presented trajectory
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Figure E.2 – Camera measurement model and scale ambiguity for a single camera. The camera
projects 3D points (red crosses) to 2D points (black circles) on the image plane. For a single
camera, 3D points that are in the same direction but at different distances (gray crosses) are
projected to the same 2D point, which leads to the scale ambiguity in (E.9). When a second
camera with a constant transformation Ts relative to the first one is added, the scale ambiguity
is eliminated.
evaluation methods are generalized to other setups than VO/VIO. Finally, example VIO
evaluation on real data is demonstrated in Section E.6.
E.2 Visual(-inertial) Odometry Formulation
In this section, we first define the states and the noise-free measurement model for a
visual-inertial system and then formulate VO/VIO as a least squares problem.
E.2.1 States and Measurement Models
States: For a general visual-inertial system, the variables of interest (called state) at ti
is
xi = {pi, Ri, vi, bai , bgi }, (E.1)
where pi ∈ R3 is the position of the system, Ri ∈ SO(3) the rotation matrix, vi ∈ R3
the velocity, and bgi , b
a
i ∈ R3 the gyroscope and accelerometer biases. xi is expressed in
the world frame, except that the biases in the body frame (the IMU frame is assumed to
be the same as the body frame for simplicity). It is also common to maintain a map of
3D points (landmarks) as auxiliary states L = {lj}Jj=0.
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Figure E.3 – IMU measurement model (E.4). The biases are not visualized. In the illustration
of the accelerometer, if the body frame (black) is rotated around the gravity direction (red), the
gravity components on the axes of the body frame remain unchanged (invariant). The invariance
does not hold for rotations around any other axis.
A trajectory can be parameterized either discretely or using continuous-time representa-
tions (e.g. [18]), and the former is dominant in VO/VIO. When a discrete parameteriza-
tion is used, a trajectory can be represented using the states at a set of discrete times
ts = {ti}N−1i=0 , namely X = {xi}N−1i=0 .
Measurement Models: The measurements of a visual-inertial system come from the
cameras and the IMUs. The camera project 3D points to 2D points on the image plane.
The pixel coordinates of the tracked features ũij are usually used as the measurements,
and the noise-free measurement model is
uij = proj(R
⊤
i lj − R⊤i pi), (E.2)
where proj(·) projects a 3D point in the camera frame to the pixel coordinates. In a
stereo configuration, for the same 3D landmark, we also have another measurement ũsij
with the noise-free measurement model
usij = proj(R
⊤
i lj − R⊤i pi − tbs), (E.3)
where tbs is the baseline between the stereo pair. Note that we made a few simplifications
in the above formulations: the camera frame in (E.2) is assumed to be the same as
the body frame, and the stereo cameras in (E.3) is assumed to be only different by a
translation. For a more general setup, it can be shown that the conclusions in this section
still hold. The camera measurement model is illustrated in Fig. E.2.
The IMU outputs the angular velocity ω̃ i and the specific force (acceleration together
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Algorithm 1: Closed-form solution to (E.13)
Data: estimation {p̂i}N−1i=0 , groundtruth {pi}N−1i=0
Result: s, R, t that minimize
∑N−1
i=0 ‖pi − sRp̂i − t‖2
































2 Singular value decomposition: Σ = UDV ⊤
3 if det(U )det(V ) < 0 then
4 W = diag(1, 1,−1)
5 else
6 W = I3×3
7 end
8 R = UWV ⊤
9 s = 1
σ2
p̂
trace(DW ) or s = 1 if the scale is known
10 t = µp − sRµp̂
with gravity) ãi in the body frame. The measurement model is








i − g) + bai , (E.4)
where ωbi is the angular velocity in the body frame, a
w
i the acceleration in the world
frame, g the gravity vector in the world frame. The IMU measurement model (E.4) is
illustrated in Fig. E.3. The outputs of the gyroscope and the accelerometer (E.4) are
usually at a high frequency and do not directly relate to our states (E.1). Therefore,
a common practice in (keyframe-based) VIO algorithms is to use the integration of
(E.4). In this paper, we use the preintegrated IMU measurements proposed in [161,
88]. Roughly speaking, we integrate the raw IMU measurements to get the relative
rotation ∆R̃ik, velocity ∆ṽik and position ∆p̃ik between two states xi and xk, and the
integration is formulated to be independent of the states (except for the biases) so that
re-integration is not needed when the states change (e.g. during optimization iterations).






i (vk − vi − g∆tik), (E.5)
∆pik = R
⊤




where ∆tik = tk − ti.
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Table E.1 – Transformations in trajectory alignment for different visual and inertial configura-
tions.
Configuration Monocular Stereo Inertial(+visual)
Type Similarity Rigid body Yaw-only rigid body
Align-Multi Alg. 1 Alg. 1 Alg. 1 with rotation (E.18)
Align-Single ×* (E.19) (E.19) with rotation (E.20)
* Scale cannot be estimated from a single state.
E.2.2 VO/VIO as a Least Squares Problem
By collecting the visual measurements z̃V (pixel coordinates of the observed landmarks)
and inertial measurements z̃I (preintegrated IMU measurements e.g. [88]), VO/VIO can
be formulated as a nonlinear least squares (NLLS) problem




J(X) = arg min
X




where fV(·) and fI(·) denote the aforementioned noise-free visual and inertial measurement
models respectively, Σ is the measurement covariance and ‖r‖2Σ , r⊤Σ−1r is the squared
Mahalanobis distance 1. In words, (E.6) aims to find the X that minimizes the sum
of covariance weighted visual and inertial residuals. Note that ⊟ is used because the
inertial residual involves rotation. For the complete formulation of the residuals, we refer
the reader to [88].
Next, we will show the inherent ambiguity of the NLLS problem (E.6) and how the
trajectory alignment should be performed accordingly.
E.3 Visual(-inertial) Ambiguity and Trajectory Alignment
In this section, we first discuss the ambiguities in different visual(-inertial) setups and
the complication of quantitative trajectory evaluation due to the ambiguities. We then
show how to perform trajectory alignment for specific visual(-inertial) setups.
1Strictly speaking, directly solving (E.6) and (E.7) results in a batch optimization approach. Other
methods such as filters and sliding window estimators aim to solve the same problem but in a recursive
manner.
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E.3.1 Ambiguities and Equivalent Parameters
(E.6) has infinite solutions that have the same minimum cost. The reason is that
the predicted measurements f (X) are invariant to certain transformations g(·) of the
parameter, namely f (X) = f (X′) with X′ = g(X). Since the measurements z̃ are
constant, the cost function (E.7) is also invariant to such transformations. Therefore,
the NLLS problem (E.6) has certain ambiguities related to g(·), and parameters that are
different by such transformations are equivalent. Note that in practice, a unique solution
can be obtained by enforcing additional constraints [317].
Obviously, the transformations g(·) depend on the specific sensors used. To see this, we
now derive the transformations that will not change the predicted measurements (E.2),
(E.3) and (E.5). Consider a similarity transformation parameterized by S = {s, R, t} as a
starting point, where s is a scalar, R ∈ SO(3) and t ∈ R3. S transforms the state xi and
lj as
p′i = sRpi + t, R
′
i = RRi, v
′
i = sRvi, l
′
j = sRlj + t, (E.8)
and the biases are expressed in the body frame and, thus are not changed by S.
Substituting (E.8) into the monocular measurement model (E.2), and it is obvious that
u′ij = proj(sR
⊤
i lj − sR⊤i pi) = uij (E.9)











ij holds only when s = 1, and S becomes a rigid body transformation. The
difference of a monocular and a stereo setup is illustrated in Fig. E.2.






i (svk − svi − R⊤g∆tik), (E.11)
∆p′ik = R
⊤




Comparing (E.11) with (E.5), we can see that the predicted measurements remain
unchanged only when s = 1 and R⊤g = g, which means R can only be a rotation around
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cos θ − sin θ 0






This yaw-only rigid body transformation (one DoF rotation plus a translation) corresponds
to the four unobservable DoFs for visual-inertial systems [129]. Note that although the
above derivation is based on the preintegration measurement model (E.5), the conclusion
is generally applicable for inertial sensors. Intuitively, as illustrated in Fig. E.3, the
gyroscope and the accelerometer measure the angular velocity and acceleration in the body
frame, which are not affected by rigid body transformations. However, the accelerometer
additionally measures the gravity, whose projections on the axes of the body frame only
remain unchanged when the rotation is around the gravity (i.e. in the form of (E.12)).
To summarize, for a monocular setup, parameters that are different by a similarity
transformation are equivalent. Such transformations for a stereo setup and inertial
sensors are rigid body transformations and 4 DoF yaw-only rigid body transformations
(i.e. a rotation around the gravity plus a translation) respectively.
E.3.2 Trajectory Evaluation with Ambiguities
The aforementioned ambiguities complicate the trajectory evaluation process: we cannot
directly take the difference (e.g. Euclidean distance of the positions) between an estimate
X̂ and the groundtruth Xgt as the estimation error. To see this, consider the subspaces
(in the parameter space) of the equivalent parameters of X̂ and Xgt, denoted as Eest
and Egt respectively, each of which contains an infinite number of equivalent parameters.
For arbitrary X̂a, X̂b ∈ Eest, the estimation error computed from X̂a and Xgt (or any
element in Egt) should be exactly the same as the error with X̂b due to the equivalence.
This is obviously not the case if we use the difference as an error metric directly.
Therefore, instead of the difference between the estimate and the groundtruth, it is the
“distance” between the two corresponding equivalent parameter subspaces that should be
used to quantify the estimation error. A common practice is to first find an equivalent
estimate X̂′ ∈ Eest that is, by some metric, closest to the groundtruth Xgt and then
calculate the difference from X̂′ and Xgt (see Section E.4). The process of finding
X̂′ is referred to as trajectory alignment, which we will see next for different sensor
combinations.
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E.3.3 Trajectory Alignment in Visual(-inertial) Systems
To find the equivalent estimate X̂′, we essentially need to find a transformation g′(·), which
can be of different types as described in Section E.3.1, and then calculate X̂′ = g′(X).
For both similarity and rigid body transformations, the method proposed in Umeyama et
al. [292] has become the de-facto standard. In this section, we first present Umeyama’s
method and then show how it can be adapted to calculate the 4 DoF transformation for
visual-inertial systems.
One remaining open choice is which states should be used to calculate the transformation.
While there is no “gold standard”, two common ways are usually used in practice:
1) using all the estimated states; 2) using only the first one or several initial states.
The former tends to give a lower error if later an error metric for the whole trajectory
(e.g. ATE) is used, and the latter gives an intuitive error distribution that the estimation
error increases over time. We will see the examples about this point on real data in
Section E.6.2. In terms of computing the alignment transformation, Umeyama’s method
is only suitable for calculating the transformation using multiple estimated states, and,
therefore, we will in addition show how to calculate rigid body and 4 DoF transformations
from the first state, which will also be used for calculating the relative error metric in
Section E.4.
Alignment Using Multiple States
As discussed in Salas et al. [231], it is usually sufficient to calculate the trajectory
alignment transformation using only the translational components of the estimation and
the groundtruth. To put it formally, given the estimated positions {p̂i}N−1i=0 and the
groundtruth positions {pi}N−1i=0 , we want to find a similarity transformation S′ = {s′, R′, t′}
that satisfies:
S





‖pi − sRp̂i − t‖2 (E.13)
To solve the least squares problem (E.13), the method in Umeyama et al. [292] is often
used, as summarized in Alg. 1. Note that if the scale is known (stereo and inertial
setup in Section E.3.1), we directly set s = 1 in line 9 of Alg. 1 After calculating the













If a yaw-only rigid body transformation is desired, we need to adapt the rotation
calculation in Umeyama’s method. As proved in [292], the rotation calculated in line 8
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of Alg. 1 is the closed-form solution of
R
′ = arg min
R∈SO(3)
‖P− RP̂‖2F , (E.15)
where P = [r0, r1, . . . , rN−1], P̂ = [r̂0, r̂1, . . . , r̂N−1], ri = pi −µp, r̂i = p̂i −µp̂ , and
‖·‖F is the Frobenius norm. The cost in (E.15) can be further written as
‖P− RP̂‖2F = trace(PP⊤ + P̂P̂
⊤ − 2RP̂P⊤), (E.16)
and therefore (E.15) is equivalent to
R
′ = arg max
R∈SO(3)
trace(RP̂P⊤). (E.17)
If the rotation is of the form (E.12), we only need to find the following maximum with
respect to θ:
θ′ = arg max
θ
(p12 − p21) sin θ + (p11 + p22) cos θ (E.18)
where pij is the coefficient of P̂P
⊤. With the solution θ′ to (E.18), we can calculate the
desired rotation R′z using (E.12) and the translation with line 10 in Alg. 1 (with s = 1).
The aligned estimation is calculated the same as (E.14).
It is worth noting that, in this section, the alignment is based on a least squares solution,
which is valid only when all the states are of the same uncertainty. If we have the
knowledge about the quality of the state estimate, for example, covariance from VO/VIO,
more sophisticated methods can be used to account for this (e.g. optimization as in
[231]).
Alignment Using A Single State
It is possible to calculate a rigid body transformation or a yaw-only transformation with





′ = p0 − R′p̂0. (E.19)
Similar to the previous case, computing a yaw-only transformation needs a different
treatment. Specifically, the rotation R̂′0 = R
′
zR̂0 should be as close to R0 as possible:
R
′
z = arg min
Rz






E.4. Trajectory Error Metrics
which is of the same form as (E.17) and can be solved similarly. Once we have R′z, the
translational component t′ is calculated the same as (E.19).
E.3.4 Summary
To summarize, different combinations of visual and inertial sensors result in different
ambiguities in VO/VIO. Due to the ambiguities, certain types of transformations should
be used to align the estimation with the groundtruth before calculating the estimation
error. For various combinations of visual and inertial sensors, we summarize the types
of trajectory alignment transformations and the methods to calculate them in Table E.1.
Using the aligned trajectory estimate, we can now calculate different error metrics to
quantify the accuracy of VO/VIO.
E.4 Trajectory Error Metrics
To calculate the estimation error from the groundtruth Xgt and the aligned estimation
X̂′, two commonly used error metrics are the absolute trajectory error (ATE) and the
relative error (RE). In this section, we will describe them in details and discuss their
advantages and disadvantages.
E.4.1 Absolute Trajectory Error
For a single state, the error between x̂′i and the groundtruth xi can be parameterized as




i, pi = ∆Rip̂
′
i + ∆pi, vi = ∆Riv̂
′
i + ∆vi (E.22)
Note that the parameterization of the error (E.21) and (E.22) is not unique. For example,
∆Ri can also appear on the right side of R̂
′
i in (E.22). While there is no standard for error
parameterization, one must be consistent during the trajectory evaluation. In addition,
since the biases are always expressed in the body frame, the biases error is trivially the
Euclidean distance of the estimate and the groundtruth.




⊤, ∆pi = pi −∆Rip̂′i, ∆vi = vi −∆Riv̂′i. (E.23)
To quantify the quality of the whole trajectory, the root mean square error (RMSE) is
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Figure E.4 – Illustrations of absolute trajectory error and relative error. The error after
alignment is exaggerated for visualization. For relative error, the trajectory segments should be






















where ∠(·) means converting the rotation matrix to angle-axis representation and using
the rotation angle as the error. Alternatively, one can also convert ∆Ri to other represen-
tations (e.g. Euler angles) and get the corresponding rotation errors. The velocity error
is defined similarly and omitted here. The calculation of ATE is illustrated in Fig. E.4a.
The advantage of ATE is that it gives a single number metric for the position/rota-
tion/velocity estimation, which is easy to compare. However, as recognized by several
researchers [32, 142, 98], ATE is sensitive to the time when the error occurs. For example,
a rotation estimation error tends to give a larger ATE when it happens at the beginning
of the trajectory than the situation when it occurs at the end. Therefore, in addition to
ATE, the relative error is also widely used to provide more informative evaluation.
E.4.2 Relative Error
The basic idea of relative error is that, since VO/VIO systems do not have a global
reference (global position and yaw), the estimation quality can be evaluated by measuring
the relative relations between the states at different times.
To put it formally, first a set of K pairs of states is selected by some criteria (e.g. distance
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Table E.2 – Comparison of absolute trajectory error and relative error.
absolute trajectory error relative error
Compute
1. Align the estimated
trajectory.
2. Calculate the RMSE using
the aligned estimation and the
groundtruth (E.24)
1. Select all sub-trajectory of length
d.
2. Align each sub-trajectory using
the first state.
3. Calculate the error of the end
state of each sub-trajectory (E.26).
4. Collect the errors for all the
sub-trajectories (E.27).
5. For different lengths d, repeat
step 1-4.
Pros
• Single number metric, easy
for comparison.
• Informative statistics can be
computed from the errors of all
sub-trajectories.
• By changing the length d, the
relative error can reflect both short
and long term accuracy.
Cons
• Sensitive to the time when
the estimation error occurs.
• Relatively complicated to
compute.
• Less straightforward for ranking
the estimation accuracy.
along the trajectory) from X̂:
F = {dk}K−1k=0 , dk = {x̂s, x̂e}, (E.25)
where e > s, and each pair defines a sub-trajectory. For each dk, a relative error δdk is
calculated in a similar way as the absolute error. Specifically, an alignment transformation,
depending on the sensor configuration as in Table E.1, is computed from the first state
x̂s and the corresponding groundtruth xs, and the aligned second state x̂
′
e computed
using (E.14). Then the error δdk for the state pair dk is
δφk = ∠ δRk = ∠ Re(R̂
′
e)
⊤, δpk = ‖pe − δRkp̂′e‖2, δvk = ‖ve − δRkv̂′e‖2, (E.26)
which are all scalars. Collecting the error (E.26) for all the pairs of states (sub-trajectories)
in F gives
RErot = {δφk}K−1k=0 , REpos = {δpk}K−1k=0 , REvel = {δvk}K−1k=0 . (E.27)
The calculation of RE is illustrated in Fig. E.4b.
Since the relative error (E.27) does not generate a single number but a collection of errors
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for all the sub-trajectories that satisfy certain criteria, statistics such as the median,
average and percentiles can be calculated, which gives more information than ATE.
Another advantage is that by selecting the states according to different criteria, RE can
have different meanings. For example, a common practice is to select pairs of states
that are spaced by a certain distance along the trajectory. The RE from the states pairs
that are spatially close reflects the local consistency, while the error for a larger distance
reflects more the long-term accuracy. The disadvantage of RE is that it is relatively
complicated to calculate, and it is less obvious to rank the estimation quality than using
a single number metric as ATE.
E.4.3 Discussion and Summary
As discussed above, both ATE and the RE have their own advantages and disadvantages.
It is probably not possible to say that a metric should be preferred in all situations
over the other one. However, as pointed by [271], the two error metrics are actually
highly correlated. In practice, providing both error metrics, if possible, will give a better
understanding of the actual estimation quality from different aspects. We summarize the
computation and properties of ATE and RE in Table E.2.
Together with the trajectory alignment described in Section E.3, we can quantify the
accuracy of a trajectory estimate from VO/VIO. Before demonstrating the evaluation
procedures on real data in Section E.6, we first show that the aforementioned methods
for VO/VIO can be generalized to arbitrary sensing modalities.
E.5 General Trajectory Evaluation Problem
E.5.1 Trajectory Estimation Problem
Similar to VO/VIO in Section E.2, we define the estimation problem by specifying the
parametrization of the trajectory, the measurements, and the cost function to minimize.
Parameterization: Using discrete parameterization, a trajectory can be represented
using the states X = {xi}N−1i=0 at a set of discrete times ts = {ti}N−1i=0 .
Measurements: The measurements are collected at ts, denoted as M̃ = {z̃i}N−1i=0 , Note
that z̃i can be either the raw readings from the sensors or the output of processing the
raw data (e.g. keypoint coordinates (E.2), preintegrated IMU measurements (E.5)). The
corresponding noise-free measurement model is denoted as f (x).
Cost: For an estimate of the system parameters X, a commonly used cost is the sum of
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Figure E.5 – Illustration of the equivalent subspaces (blue) and the trajectory evaluation process
in the parameter space. Directly using the difference (dashed gray line) between an estimation
and the groundtruth does not give the same estimation error for equivalent parameters. Instead,
the distance between the equivalent subspaces should be used. The first step (green) is to find a
unique equivalent estimation X̂′ that is closest to Xgt by a distance metric dg(·). The second
step (red) is to calculate the distance between X̂′ and Xgt using an error metric e(·).





‖f(xi)− z̃i‖2Σi , (E.28)
where Σi is the measurement covariance. The trajectory estimation is then the process
of determining a set of trajectory parameters that minimize the cost (E.28):
X̂∗ = arg min
X
c(X, M̃). (E.29)
E.5.2 Ambiguities and Equivalent Parameters
With only the sensor measurements, the estimation problem (E.29) usually does not
have a unique solution. For example, the absolute position cannot be determined for a
visual(-inertial) odometry system. To put it formally, there exist a set of transformations
G = {g(·)} that satisfy
c(g(X), M̃) = c(X, M̃) ∀X, ∀g(·) ∈ G, (E.30)
where G is determined by the sensor combinations. In other words, for any X, there is a
subspace EX (in the parameter space) where each element has the same cost (E.28) as
X.
Due to this ambiguity, we cannot directly take the difference (e.g. Euclidean distance
if the states are vectors) between the estimation X̂ and the groundtruth Xgt as the
estimation error, as illustrated in Fig. E.5.
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Figure E.6 – Trajectory alignment for the estimate from VINS-Mono on Machine Hall 01. The
left is the top view of the unaligned estimation and the groundtruth, and the right is the aligned
trajectory. The states correspondences are shown as gray lines (every 10th is drawn for clear
visualization).
E.5.3 Quantitative Trajectory Evaluation
To uniquely define the estimation error of an estimate X̂, the first step is to find an
equivalent estimation X̂′ that is closest to Xgt according to a certain distance metric
dg(·):
g′(·) = arg min
g(·)∈G
dg(g(X̂), Xgt), X̂
′ = g′(X̂), (E.31)
which is the trajectory alignment process. Then we can quantify the difference between
the estimation and the groundtruth by calculating the error between X̂′ and Xgt using
a certain error metric e(·) as e(X̂′, Xgt). The above process in the parameter space
is illustrated in Fig. E.5. We denote the distance metric dg(·) and error metric e(·)
only conceptually, because there is no standard way for defining them, as described in
Section E.3 and Section E.4.
Therefore, for any sensor combination with ambiguities, to calculate the estimation
error, we need to follow similar procedures as VO/VIO : 1) align the estimate with the
groundtruth; 2) calculate the estimation error using certain metrics. Importantly, the
transformation used for trajectory alignment needs to be computed by considering the
properties of the sensors used, as we already see for visual(-inertial) systems.
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Figure E.7 – Absolute position and orientation error (E.23) with respect to the traveled distance,
computed from the aligned trajectory and the groundtruth in Fig. E.6. The ATE (E.24) is 0.2795
m for translation and 2.4935 deg for rotation.



































Figure E.8 – Relative translation and rotation errors (E.27) for different sub-trajectory lengths
shown as a series of boxplots. The box in the middle indicates the two quartiles of all the
estimation errors, the line through the box the median, and the whiskers the upper and lower
quartiles.
E.6 Example Quantitative Evaluation
To illustrate the methods described in Section E.3 and Section E.4 with concrete examples,
we first demonstrate the complete process of computing ATE and RE from an unaligned
estimation and the groundtruth. Then we show the impact of the number of frames used
for trajectory alignment, which seems to be a trivial detail but turns out rather crucial.
E.6.1 ATE and RE: a Complete Example
We ran VINS-Mono [209], which is a visual-inertial odometry algorithm, on the Machine
Hall 01 sequence from the EuRoC dataset [34] and evaluated the estimated trajectory.
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Table E.3 – ATE using different states for trajectory alignment. When more states are used in
the alignment, the translation ATE tends to be smaller.
States used ATEpos (m) ATErot (deg)
1 0.4383 2.4919
1 - 452 0.4134 2.7427
1 - 904 0.3515 2.7902
1 - 1355 0.3180 2.8365
1 - 1807 (all) 0.2795 2.4935
As discussed above, the first step is to align the estimation with the groundtruth. We used
all the states to calculate a yaw-only rigid-body transformation to align the trajectory as
described in Section E.3. The process is illustrated in Fig. E.6. We can see the “raw”
estimation from VINS-Mono is in a different reference frame as the groundtruth, and
therefore cannot be directly compared. We then computed the estimation error using
the aligned trajectory and the groundtruth. The absolute error for each state (E.23) is
plotted in Fig. E.7, and the ATE (E.24) described in the caption.
The relative position and rotation errors (E.27) are plotted in Fig. E.8. We calculated
the relative errors for sub-trajectories of different lengths. It is clear from Fig. E.8 that
the estimation error (both translation and rotation) increases with the length of the
sub-trajectories.
E.6.2 ATE: How Many Frames to Align?
As discussed in Section E.3, there is no standard for selecting the number of states to be
used for trajectory alignment. However, it is of interest to understand how this choice
affects the computed estimation error. To this end, we performed the same evaluation as
the previous section, but used different states for trajectory alignment: the first Q states
are used, where Q varies from 1 to the number of all the states in the trajectory.
We show the ATE of the whole trajectory for five different alignments in Table E.3. We
can see that the position ATE decreases when more states are used in the alignment,
while the rotation ATE does not show a obvious tendency. Intuitively, since the trajectory
alignment aims to minimize the least squares position error (E.13), the more states that
are used, the smaller the position ATE is likely to be. The rotation components are not
used in computing the alignment transformation and thus are less correlated.
Note that in Table E.3, the difference of ATEtrans between using the first state and all
the states for alignment is quite large (∼ 150%). Therefore, in practice, when comparing
different algorithms, one needs to be consistent in which states are used for trajectory
alignment across different algorithms for a fair comparison. Moreover, this information
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is quite crucial to reproduce quantitative accuracy evaluations for VO/VIO and should
always be presented together with the evaluation results.
E.7 Conclusion
In this tutorial, we presented principled approaches for quantitative trajectory evaluation
for VO/VIO algorithms. We discussed the ambiguities in visual(-inertial) systems, which
is the main source of the complication in trajectory evaluation. Then we detailed the
quantitative evaluation methods for VO/VIO, including the trajectory alignment and
error metrics. We further showed that similar approaches can be adopted for other
sensing modalities that has ambiguities. To benefit the reproducibility of related research,
we release our implementation of the methods in this tutorial to the public.
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F Reference Pose Generation for
Visual Localization
Reprinted, with permission, from:
Z. Zhang, T. Sattler, and D. Scaramuzza. “Reference Pose Generation for Visual
Localization via Learned Features and View Synthesis”. In: Under review in Int. J.
Comput. Vis. (2020). url: https://arxiv.org/abs/2005.05179 [319]
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Reference Pose Generation for Visual
Localization via Learned Features and
View Synthesis
Zichao Zhang, Torsten Sattler and Davide Scaramuzza
Abstract — Visual Localization is one of the key enabling technolo-
gies for autonomous driving and augmented reality. High quality
datasets with accurate 6 Degree-of-Freedom (DoF) reference poses
are the foundation for benchmarking and improving existing methods.
Traditionally, reference poses have been obtained via Structure-from-
Motion (SfM). However, SfM itself relies on local features which are
prone to fail when images were taken under different conditions, e.g.,
day/ night changes. At the same time, manually annotating feature
correspondences is not scalable and potentially inaccurate. In this
work, we propose a semi-automated approach to generate reference
poses based on feature matching between renderings of a 3D model
and real images via learned features. Given an initial pose estimate,
our approach iteratively refines the pose based on feature matches
against a rendering of the model from the current pose estimate. We
significantly improve the nighttime reference poses of the popular
Aachen Day-Night dataset, showing that state-of-the-art visual local-
ization methods perform better (up to 47%) than predicted by the
original reference poses. We extend the dataset with new nighttime
test images, provide uncertainty estimates for our new reference poses,
and introduce a new evaluation criterion. We will make our reference
poses and our framework publicly available upon publication.
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Image Pose Estimate Overlay
Iteration 1
Feature Matching Refined Pose
Iteration 5
Feature Matching Refined Pose
… 
Visual Verification
Figure F.1 – Overview of our approach: Given an image, we render a synthesized view of a
3D model from the given initial pose estimate of the image. Superimposing the rendered image
over the original image provides a visual cue on the accuracy of the pose estimate. We match
features extracted from the actual image and the rendering (shown as green lines connecting the
corresponding positions in the overlay of the two images). This provides 2D-3D correspondences
between the image and the underlying scene model. These 2D-3D matches are then used to
obtain a refined estimate. Iterating this approach leads to subsequently more accurate poses (as
evident from the smaller lines caused by a more accurate overlay). The final pose estimate can
also be verified visually.
F.1 Introduction
Visual localization is the problem of estimating the camera pose, i.e. the position and
orientation from which an image was taken, with respect to a known scene. Visual
localization is a core component of many interesting applications such as self-driving
cars [110] and other autonomous robots such as drones [155], as well as for augmented
and virtual reality systems [45, 163].
Similar to other areas in computer vision, the availability of benchmark datasets such
as [257, 295, 131, 239, 237, 11, 164] has served as a main driving force for research.
Yet, there is a fundamental difference between visual localization and areas such as
semantic segmentation and object detection in the way ground truth is obtained. For the
latter, ground truth is provided by human annotations. However, humans are not able to
directly predict highly accurate camera poses. Instead, ground truth is typically computed
through a reference algorithm, e.g. Structure-from-Motion (SfM). Thus, localization
benchmarks do not measure absolute pose accuracy. Rather, they measure to what
degree methods are able to replicate the results of the reference algorithm. Given that
the reference approach itself will produce inaccuracies and errors in the pose estimates,
we use the term “reference poses" instead of “ground truth poses".
It is crucial that the reference algorithm generates poses with a higher accuracy than the
actual localization methods evaluated on a benchmark. It is thus common to provide more
data to the reference algorithm compared to what is made available to the localization
approaches. For example, data from other sensors such as depth [257, 295], Lidar [164],
an external motion capture system such as Vicon [250], or additional images not available
to the localization methods [250] can be used if available. This paper considers the case
where only images are available. In this case, SfM is typically used as the reference
algorithm, i.e. the reference poses are obtained jointly from all test images whereas
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localization approaches typically localize a single image at a time. This should lead to
more accurate reference poses compared to what can be obtained from a single image.
In particular, we are interested in reference pose generation in the context of long-term
localization, which is the problem of localizing images taken under different conditions,
e.g. day-night or seasonal changes, against a scene captured under a reference condition.
Given that scenes change over time, long-term localization is an important problem
in practice. The main challenge in this setting is data association, i.e. establishing
feature matches between images taken under different conditions. Naturally, this causes
problems for generating reference poses using SfM algorithms, which themselves rely
on local features such as SIFT [159] for data association. In previous work, we thus
relied on human annotations to obtain feature matches between images taken under
different conditions [237]. However, this approach is not scalable. Furthermore, human
annotations of feature positions in images might not be too accurate, as they can easily
be off by 5-10 pixels or more.
This paper is motivated by the observation that the reference poses for the nighttime test
images of the Aachen Day-Night dataset [237, 239], obtained from human annotations,
are not accurate enough to benchmark state-of-the-art localization methods. This paper
thus proposes a semi-automated approach to reference pose generation. Our method
is inspired by previous work on pose verification via view synthesis [276, 277, 288] and
the observation that modern learned local features [74, 215] capture higher-level shape
information. The latter allows feature matching between real images and 3D models, e.g.
obtained via multi-view stereo [251]. As shown in Fig. F.1, our approach starts with a
given initial pose estimate. It renders the 3D scene model from the current pose estimate.
Feature matches between the actual and the re-rendered image are then used to refine
the pose estimate. This procedure is repeated for a fixed number of iterations. Detailed
experiments, for multiple ways to obtain initial poses, show that our approach yields
more accurate pose estimates.
Re-rendering the image from its estimate pose enables visual inspection of the accuracy
of the estimate. Using this aid, we observe that even larger differences in pose of 20cm
or more can have little impact on the rendered image. This is not particularly surprising
as the uncertainty of a pose estimate depends on the distance to the scene. However,
it also implies that using fixed thresholds on the pose error to measure localization
accuracy [257, 237] is not appropriate if there are significant changes in scene depth
between test images. As a second contribution, we thus discuss and evaluate multiple
evaluation measures that (explicitly or implicitly) use per-image uncertainty measures
rather than global thresholds on pose errors.
In detail, this paper makes the following contributions: (1) we propose an approach based
on view synthesis and learned features that can be used to generate reference pose for
long-term visual localization benchmarks. (2) we provide a detailed experimental analysis
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Figure F.2 – Multi-View Stereo reconstructions obtained from SfM models of the Aachen
dataset using SIFT (left) and D2-Net (right) features (top-down view). D2-Net features are more
robust to changes in conditions, e.g. day-night and seasonal changes, than classic SIFT features,
but also produce more false positive matches. This leads to connecting unrelated scene parts
during the SfM process and ultimately in an incorrect 3D model. In contrast, SIFT correctly
reconstructs the scene. Some wrong placements are illustrated through colored ellipses.
of our approach, including studying different initialization approaches, different strategies
for rendering and different features. (3) we show that the existing nighttime reference
poses of the Aachen Day-Night dataset are not accurate enough to evaluate state-of-the-
art long-term localization approaches. We further use our approach to obtain refined
reference poses and show that current localization approaches achieve a much higher (up
to 47%) pose accuracy than indicated by the original reference poses. (4) we extend the
Aachen Day-Night dataset by additional nighttime test images, effectively doubling the
number of available test images. We evaluate state-of-the-art localization approaches
on the extended dataset and will provide a benchmark at visuallocalization.net. (5)
we discuss and experimentally study additional evaluation measures. (6) we will make
source code for our approach and our evaluation measures publicly available to facilitate
the creation of new benchmarks. (7) we provide a concise review of current trends in the
area of visual localization.
F.2 Related work
Besides discussing related work on benchmark creation for visual localization and the use
of view synthesis for pose estimation and verification, this section also aims at giving an
interested reader a concise overview over main trends in the area of visual localization.
Visual localization. Traditionally, most visual localization algorithms have been based
on a combination of local features and a 3D scene model [267, 219, 153, 154, 56, 120, 235,
123, 305]. In most cases, the underlying 3D model is a sparse 3D point cloud constructed
using SfM [250, 264] or SLAM [66, 187]. Each point in this model has been triangulated
from two or more local image features such as SIFT [159] or ORB [227]. Thus, each 3D
point can be associated with one or more local image descriptors. 2D-3D correspondences
between local features in a query image and 3D model points can be found using nearest
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neighbor search in the descriptor space. In turn, these 2D-3D matches can be used to
estimate the camera pose of the query image by applying an n-point pose solver [106, 140,
141, 146, 3, 139, 86] inside a hypothesize-and-verify framework such as RANSAC [86]
and its variants [58, 148, 213]. Research on such 3D structure-based methods has mostly
focused on scalability, e.g. by accelerating the 2D-3D matching stage [153, 154, 56, 234,
73, 155, 123, 54] and the use of image retrieval [120, 239, 232, 276, 156, 38], by reducing
memory requirements through model compression [153, 39, 37, 163, 76], or by making
the pose estimation stage more robust to the ambiguities encountered at scale [154, 313,
275, 298, 4, 2].
Such approaches are computationally too complex for mobile devices with limited
resources, e.g. robots and smart phones. In order to achieve real-time localization
on such devices, non-real-time global localization against a pre-built map is combined
with real-time local camera pose tracking [185, 176, 163, 248, 127, 75, 123, 297]. To this
end, results from the localization process (most often 2D-3D inliers) are integrated into
visual(-inertial) odometry or SLAM to prevent drift in the local pose estimates.
Structure-based approaches rely on underlying 3D models, which are expensive to build
at scale and costly to maintain [238]. Alternatives to using 3D models are to triangulate
the absolute pose of a query image from relative poses to multiple database images with
known poses [315, 328], to estimate the absolute pose from 2D-2D matches with multiple
database images [325], or by computing local SfM models on the fly [238].
Instead of explicitly using an underlying 3D model, absolute pose regression train a CNN
to directly regress the camera pose from an input image [29, 59, 115, 131, 130, 172,
189, 212, 294, 300, 308]. However, they are not consistently more accurate than simple
image retrieval baselines [7, 288, 287] that approximate the pose of a query image by
the poses of the top-retrieved database images [240]. Furthermore, these approaches
need to be trained specifically per scene. The latter problem can be overcome by relative
pose regression techniques [15, 71, 147, 328, 230], which train CNNs to predict relative
poses. In combination with image retrieval against a database of images with known
poses, these relative poses can be used for visual localization. While recent work shows
promising results [71, 230, 328], relative pose regression techniques do not yet achieve
the same level of pose accuracy as methods explicitly based on 2D-3D matches.
Rather than learning the full localization pipeline, scene coordinate regression algorithms
only replace the 2D-3D matching stage through a machine learning algorithm, typically
either a random forest [257, 48, 46, 47, 174, 175, 167, 296, 295] or a CNN [24, 26,
25, 28, 167, 309, 327]. For a given patch from an image, these methods predict the
corresponding 3D point in the scene. The resulting in a set of 2D-3D matches can then
be used for camera pose estimation. Scene coordinate regression techniques constitute
the state-of-the-art in terms of pose accuracy in small scenes. However, they currently
do not scale well to larger scenes. For example, ESAC [25], a state-of-the-art scene
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coordinate regression technique, localizes 42.6% of all daytime query images of the Aachen
Day-Night dataset [239, 237] within errors of 25cm and 5◦. In contrast, SIFT-based
Active Search [234], a classical structure-based method, localizes 85.3% within the same
error thresholds.
Learned local features. State-of-the-art approaches for long-term localization [74, 232,
99, 145, 266, 311, 20, 276, 277] are based on local features and explicit 3D scene models.1
Classical handcrafted features such as ORB [227], SIFT [159], and SURF [19] struggle to
match features between images taken under strongly differing viewing conditions, e.g.
day and night or seasonal changes. Thus, long-term localization approaches typically use
machine learning, both for image retrieval [7, 195, 211] and for local features [N, 200, 69,
20, 311, 74].
Traditionally, local feature learning has focused on learning feature descriptors [16, 30,
77, 179, 261, 260, 281, 282]. However, it has been shown that the local feature detector
often is the limiting factor [276, 288, 237, 99]. Thus, recent work trains feature detectors
and descriptors jointly [20, 69, 200, 311, 302, 195], leading to state-of-the-art feature
matching performance for images taken under strongly differing conditions. Interestingly,
using deeper layers of neural networks pre-trained on ImageNet [68] to define both
feature detector and descriptor leads to very competitive performance [20, 74]. Equally
important, such features are very robust to changes in different conditions, even though
this might come at a price of more false positives (cf. Fig. F.2). We use this robustness
to establish correspondences between real images and renderings of 3D models and
the resulting 2D-3D matches to compute reference poses for benchmarking long-term
visual localization. In addition, we benchmark state-of-the-art long-term localization
approaches [232, 99, 215, 74] based on local features our reference poses.
Semantic visual localization. Besides using learned features that are more robust
to changes in viewing conditions, long-term localization approaches also use semantic
image segmentation [31, 97, 145, 266, 249, 252, 254, 277, 283, 284, 301, 312]. These
methods are based on the observation that the semantic meaning of scene elements, in
contrast to their appearance, is invariant to changes. Semantic image segmentations
are thus used as an invariant representation for image retrieval [8, 283, 312], to verify
2D-3D matches [31, 145, 266, 284] and camera pose estimates [254, 266, 277, 284], for
learning local features [97, 249], and as an additional input to learning-based localization
approaches [31, 252, 301].
View synthesis. As shown in Fig. F.1, our approach iteratively renders a 3D model
from a camera pose estimate and uses matches between the rendering and the actual
image to refine the pose. Our approach takes inspiration from previous work on using
view synthesis for pose estimation and verification. [258, 253] render detailed laser
1See also visuallocalization.net/benchmark/.
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scans [258] respectively dense Multi-View Stereo point clouds [253] from new perspectives.
They show that SIFT feature matching between the renderings and actual images is
possible if both were taken from very similar poses. [288] show that view synthesis from
very similar viewpoints (obtained from depth maps) improves SIFT feature matching
between day and night images. [10] learn features that can be matched between paintings
and renderings of a 3D model. In these works, view synthesis is used to create novel
viewpoints in a given scene in order to enable camera pose estimation at all. In contrast,
this paper focuses on using view synthesis to refine an initial pose estimate and to use
it for generating reference poses for a long-term localization benchmark. Thus, the
contributions of this paper center around a detailed experimental evaluation of the use
of view synthesis to improve pose accuracy rather than on proposing a new method.
[276, 277] use view synthesis for automated pose verification. To this end, they render a
dense laser scan point cloud from a set of given poses. They densely extract descriptors
from each rendering and compare each descriptor against a descriptor extracted at the
same pixel in the original image to compute an image-level similarity score. This score is
then used to select the pose that best explains the input image. In contrast, this paper
uses view synthesis to refine the camera pose estimates. While [276, 277] automate pose
estimation, their approach still has room for improvement, even if additional information
such as semantics is used [277]. Thus, we use the rendering for visual inspection of the
poses rather than automating the verification process.
Visual localization benchmarks. This paper considers the visual localization prob-
lem, i.e. the task of computing the full camera pose for a given image. Closely related
is the visual place recognition problem of determining which place is visible in a given
image, without necessarily estimating its camera pose. However, we will not discuss pure
place recognition datasets that do not provide full 6DoF camera poses such as [53, 274,
288, 286, 178].
Early localization benchmarks used SfM to reconstruct scenes from internet photo
community collections such as Flickr. Query images were then obtained by removing
some images from the reconstruction, together with all 3D points visible in only one of
the remaining images [153]. Examples for this approach to benchmark creation are the
Dubrovnik, depicting the old city of Dubrovnik (Croatia), Rome [153] and Landmarks
1k [154] datasets. The latter two datasets consists of individual landmarks in Rome
respectively around the world. The same approach was later also used for images taken
under more controlled conditions, e.g. the crowd-sourced Arts Quad [63, 154] dataset, the
scenes from the Cambridge Landmarks [131] benchmark, and the San Francisco SF-0 [50,
154, 238] dataset. Similarly, RGB-D SLAM algorithms [191, 64] were used to obtain
reference poses for the 7Scenes [257] and 12Scenes [295] datasets. Both depict small
indoor scenes captured with RGB-D sensors.
Long-term localization benchmarks [237, 41, 14] typically use images captured under a
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reference condition to represent the scene while images taken under different conditions
are used as query. SLAM and SfM algorithms depend on data association between
images. Thus, they tend to fail if images were taken under too dissimilar conditions.
Using image sequences and / or multi-camera systems can allow using SLAM and SfM
algorithms under stronger viewing condition changes. The former exploits the fact that
it is not necessary to find matches between each query image and a reference image.
Rather, finding enough matches for some query images is sufficient to register an entire
sequence. The latter exploit the fact that a larger field-of-view typically leads to more
matches. Both the SILDa [14] and (extended) CMU Seasons [11, 237] use sequences
and multi-camera systems. SILDa depicts a single building block in London, UK under
diferent conditions. The (extended) CMU Seasons dataset was constructed from images
collected in and around Pittsburgh, US over the span of a year. For the (extended) CMU
Seasons, additional humanly annotated matches were used in areas where cross-seasonal
matching failed [237]. Human annotations were also used for the Mall [273] dataset to
obtain initial pose estimates of test images with respect to a laser scan.
Manually annotated matches are often not very precise [238]. If available, additional
sensors such as Lidar can be used to avoid the need for human annotations. The RobotCar
Seasons [164, 237], depicting the city of Oxford, UK under various seasonal conditions,
and the University of Michigan North Campus Long-Term Vision and LIDAR [41]
datasets use Lidar data to obtain reference poses. However, human intervention might
still be necessary if the scene geometry changes [237].
The Aachen Day-Night [239, 237] depicts the old inner city of Aachen, Germany. The
3D model of the scene was reconstructed from daytime images using SfM. Similarly,
reference poses for daytime query images were also obtained using SfM. Since additional
sensor data is not available and since SfM failed to provide reference poses [237], manual
annotations were used for a set of nighttime query images. To this end, a daytime
image taken from a similar viewpoint was selected for each nighttime query. The pixel
positions corresponding to 10 to 30 3D points visible in the daytime image were then
annotated manually. [237] estimated that the median mean position accuracy for the
nighttime images is between 30cm and 40cm. However, in this paper, we show that the
pose estimates are actually often worse. This observation motivates our approach for
refining the original reference poses. We show that the refined poses are more accurate
and are thus more suitable to measure the performance of state-of-the-art localization
techniques. While this paper focuses on the Aachen Day-Night dataset, our approach is
not specific to it and can be applied on other datasets as well.
F.3 Reference Pose Generation
Typically, a visual localization dataset provides a set of images I : {Ii}Ni=1 and the
corresponding reference poses T : {Ti}Ni=1 in a 3D model M. Our goal is to know
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whether the poses T are accurate (verification) and get more accurate reference poses
if necessary (refinement). Since each image in a visual localization dataset is usually
treated individually, we consider a single image I and its (potentially inaccurate) pose
T in this section. T represents the camera pose with respect to the model M. More







and p = R · cp + t converts point coordinates in the camera frame cp to the coordinates
in the model.
Given the 3D modelM, we first render a synthesized view Ir (or multiple rendered images)
at pose T (Section F.3.1). Then learned features are extracted and matched between
the actual image I and the synthesized image Ir. By analyzing the matched features,
denoted as {ul}Nfl=1 and {url }
Nf
l=1 for the actual and rendered images respectively, we can
determine whether the pose T is accurate (Section F.3.2). Finally, we can back-project
the 2D features from the rendered view {url }
Nf
l=1 to the 3D model M to get a set of 3D
points {prl }
Nf
l=1. From the 2D-3D correspondences {ul}
Nf
l=1 and {prl }
Nf
l=1, we can calculate
a more accurate pose Tr for the actual image (Section F.3.3). The aforementioned process
is repeated several times to get more accurate poses (cf. Fig. F.1). We also provide a
method to quantify the uncertainties of the resulting poses (Section F.3.4).
For simplicity of presentation, we assume that all the 2D features {url }
Nf
l=1 have a valid
back-projection in M and all the 3D points {prl }
Nf
l=1 are inliers in the refinement process.
In practice, we remove 2D features with invalid depth (e.g. due to an incomplete the
model M) and reject outliers using LO-RANSAC [148]. For simplicity, we assume
that the features are ordered based on matches: for a feature ul in the real image, the
corresponding matching feature in a rendering is url .
F.3.1 Rendering Synthesized Views
There are different methods to render synthesized views from a pose T with respect
to a scene model M. In this work, we investigate view synthesis from two different
scene models: a 3D point cloud with SIFT descriptors and a 3D mesh. In the process
of generating reference poses using SfM, the scene is typically reconstructed as a 3D
point cloud, where each point is associated with a descriptor, e.g. SIFT. A 3D mesh can
be further generated using Multi-View Stereo. Therefore, these two models are readily
available from the standard process for generating reference poses.
To render images from a 3D mesh, there are various off-the-shelf renderers that can
be used. As for a point cloud with descriptors, we follow [203] and train a CNN to
reconstruct the images from such a scene representation. The network uses a U-Net
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architecture [222]. The input to the network is a 3D tensor of size h×w× 129, where
h and w are the height and width of the image to be synthesized. The 129 channels
consists of a depth channel and one channel per byte in the SIFT descriptor (128 bytes).
The input is constructed by finding and projecting the visible points in the point cloud to
the pose to render and then filling the input tensor at the pixel coordinates where there
is a projected 3D point. The output of the network is the synthesized image at a given
pose. For details of the method (e.g. training and evaluation), we refer the reader to
[203]. While each rendering technique alone is sufficient in certain cases, combining the
two rendering methods utilizes the information from different scene models and results
in the best performance in our experiment (cf. Section F.5.4).
F.3.2 Matching Features with Synthesized views
To extract and match features between the real images I and the rendered images
Ir, we choose to use learning-based local features. This is due to the fact that the
rendered images usually have large appearance change compared with the real night
images. Traditional features, such as SIFT, rely on low level image statistics and are
not robust to day-night condition change and rendering artifacts. In particular, we
choose to use the D2-Net feature [74] in our pipeline, which uses a single CNN for joint
feature detection and description and achieves state-of-the-art matching performance in
challenging conditions.
For the images rendered using the two rendering techniques, we extract and match
features between each rendered image and the real image individually. We then directly
aggregate the feature matches obtained from both rendered images for the next step. Note
that after obtaining the 2D feature matches, we can already verify whether there exists
pose errors in the reference poses by checking the matching locations in the rendered
and real images (cf. Fig. F.3 and Fig. F.8 for large and small pose errors respectively): if
the real and rendered images are taken from the same pose, the two features ul and u
r
l
should be found at identical 2D positions (up to noise in the feature detection stage).
Similarly, a large 2D distance ||ul − url ||2 is indicative for a significant difference in pose.
F.3.3 Refining Reference Poses
Given Nf matched features {ul}Nfl=1 and {url }
Nf
l=1 between the real and rendered images,
we first back-project the features in the rendered images to M to get the corresponding




−1(ul, T, K, D,M), (F.2)
where π : p→ u is the camera projection function and π−1 the inverse. K and D are
the intrinsics and distortion parameters respectively. In practice, we get the depth map
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at T in the process of rendering images from the 3D mesh, and the depth at ul can be
directly read from the depth map. After finding the 3D points, the refined reference pose
Tr can be computed by solving a nonlinear least-squares problem
T





‖π(pl, Tr, K, D)− ul‖2. (F.3)
We minimize (F.3) over the inliers of a pose obtained by LO-RANSAC.
F.3.4 Uncertainty Quantification
In addition to the refined pose Tr, it is also important to have a quantitative measure
about the uncertainty of the refined pose. Instead of the absolute pose uncertainty
between the refined pose and the unknown ground truth, we propose to use an sampling
strategy to compute the sampling uncertainties.
In particular, for a sampling ratio k (e.g. 50%), we first randomly sample from all the
2D-3D matches (i.e. all the inliers used in (F.3)). We then apply LO-RANSAC to the
sampled subset and solve the nonlinear optimization problem (F.3) using the inliers
returned by LO-RANSAC to get a pose Ts. The sampling and solving process is repeated
multiple times (typically Ns = 50 times in our experiment), resulting in multiple pose
estimates {Tsn}Nsn=1. The sampling uncertainty for the camera position sck and rotation srk
are calculated as




r ⊟ Tsn (cf. (F.5)). We calculate the sampling uncertainties for different
sampling ratios.
We would like to highlight the difference between the sampling uncertainties and the
absolute uncertainties. The absolute uncertainties reflect the differences between the
refined poses and the unknown ground truth, which cannot be calculated directly. The
proposed sampling uncertainties, on the other hand, evaluate the variance with respect to
the refined poses, which are essentially the local minima in the optimization problem (F.3).
Therefore, the sampling uncertainties tend to be smaller than the actual uncertainties,
since the local minima can hardly be the actual ground truth poses. Nevertheless, small
sampling uncertainties still indicate that the refined poses are stable solutions for the
given set of 2D-3D matches.
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F.3.5 Discussion
The method proposed in this section essentially estimates more accurate poses from some
potentially inaccurate initial estimates. Yet, it can not only be used to verify and refine
existing reference poses, but also to easily extend existing visual localization datasets.
For example, to add more images to an existing localization dataset, one only needs to
provide coarse initial poses for these images, which can be obtained by, for example,
manually selecting the most similar images. This is useful especially for images with large
appearance difference compared with the localization database (e.g., adding nighttime
images to a localization database constructed from daytime images), where accurate
poses cannot be reliably estimated using SfM directly.
F.4 Metrics for Localization Accuracy
The reference poses generated using SfM or our method are inherently subject to
inaccuracies, which complicates the evaluation process. For example, the difference
between the reference pose and a pose to evaluate is no longer a meaningful metric if the
actual error (i.e. the difference between the pose to evaluate and the unknown ground
truth) is comparable to the uncertainty in the reference pose. Therefore, it is a common
practice to set certain thresholds for the reference poses based on their uncertainties,
and measure whether the poses to evaluate lie within those thresholds. Unfortunately,
quantifying the uncertainties in the reference poses is a highly non-trivial task in itself.
The actual uncertainties depend on various factors, such as the depth of the scene and
the accuracy of the local features. In this section, we first discuss several performance
metrics based on directly considering the uncertainties in pose space. We then discuss a
performance metric based on the re-projection of the scene points, which removes the
necessity of directly quantifying the pose uncertainty.
F.4.1 Direct Pose Uncertainty-Based Measures
Direct pose uncertainty-based measures analyze the position and rotation error between
the reference and estimated poses. Typically, given a reference pose T and a pose to
evaluate T̂, the position and orientation error ǫt, ǫr = T⊟ T̂ are computed as [237]:




To account for the uncertainties in the reference poses, we can either use a set of fixed
thresholds for all the images in a dataset or define thresholds for each image individually.
Fixed error thresholds. We can define a set of Ne increasing error thresholds
Efixed = {eposej }Nej=1, where ej = (tj , rj) contains both position and orientation thresholds.
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These thresholds apply to all the images in a dataset. A pose is said to be below a
threshold ej if ǫ
t < tj and ǫ
r < rj . The overall localization accuracy is the percentages of
images that are localized within these thresholds O = {oj}Nej=1, and higher values indicate
better performance. For example, the error thresholds for Aachen night time images
on visuallocalization.net are 0.5/1.0/5.0 m and 2.0/5.0/10.0 deg, and the localization
accuracy is reported as three percentages corresponding to the these categories.
Sampling uncertainties as error thresholds. Using the same thresholds for all the
images in a dataset, however, has limitations. The uncertainties are image-dependent if,
as in our case, the poses are calculated by minimizing the reprojection errors of 2D-3D
correspondences. The position uncertainty is lower for images observing landmarks that
are closer to the camera. Ideally, these uncertainties should be taken into consideration
to choose the error thresholds per image. Following the same idea in as Section F.3.4, we
can use a set of sampling uncertainties Esamplei = {sk}k=k1,k2,..., where sk = {stk, srk} is
the sampling uncertainty with sampling ratio k. For example, in our experiment, we use a
set of thresholds calculated from sampling ratios of 50%, 30% and 10% respectively. Note
that, as discussed in Section F.3.4, the sampling uncertainties tend to be lower than the
(unknown) absolute uncertainties. Therefore using this metric tends to under-estimate
the accuracy of localization algorithms.
F.4.2 Indirect Pose Uncertainty-Based Measures
To avoid the need to consider the uncertainties in 6 DoF poses (which is non-trivial
as seen before), we follow the literature on object pose estimation and measure pose
accuracy based on reprojections [111]. More precisely, we measure the difference between
the reprojection of a set of 3D points in the reference and estimated poses. Intuitively,
perturbations to the camera pose will result in the changes of the reprojected 2D locations
of 3D points. Therefore, we can define certain thresholds around the reprojection of
the 3D points as an indirect measure of the pose uncertainty. A key advantage of this
approach is that the error thresholds can be defined is the image plane. While we use
the same thresholds for all the images, this actually results in per-image uncertainty
thresholds in pose space: the same change in reprojection error will typically result
in a position error that increases with increasing distance of the camera to the scene.
Formally, we define the following metric:
Maximum reprojection difference. The maximum distance between the projected






‖π(prl , Tri )− π(prl , T̂i)‖2, (F.6)
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Figure F.3 – Comparison of images rendered from the original and refined (ours) reference
poses of the nighttime images in Aachen Day-Night dataset. First column: nighttime images;
Second column: images rendered from the existing reference poses, overlay of the rendering and
the image together with D2-Net matches between the two; Third column: images rendered from
our refined poses and the corresponding overlays with D2-Net matches. The top two rows render
a Multi-View Stereo (MVS) mesh and the bottom two use Structure-from-Motion inversion [203]
(invSfM). The colored lines visualize D2-Net feature matches. Green is used to indicate that the
2D location difference between a feature in the real image and its match in the rendered image is
below 20 pixel.
where the intrinsics and distortion parameters are omitted for simplicity. Similar to
the pose error, a set of reprojection thresholds Erep = {erepj }Nej=1 are selected, and the
percentages of the images with r∞i lower than these thresholds are used to indicate the
overall accuracy on the dataset. We slightly abuse Ne here to denote the number of error
thresholds in general.
F.5 Experimental Evaluation
To demonstrate the value of the proposed method, we first use our method to analyze
the reference poses of the nighttime query images in the Aachen Day-Night dataset
(Section F.5.2). Then, we extend the dataset with new nighttime query images and
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generate the corresponding reference poses using our method (Section F.5.3). We also
compare our method against baseline methods of directly matching features (SIFT and
D2-Net) and computing poses via SfM models. To understand the impact of the different
parameters in our method, we perform an extensive ablation study regarding different
learned features, different rendering techniques, and the stability of our reference poses
(Section F.5.4). Finally, we evaluate state-of-the-art localization methods on both the
original and the extended Aachen Day-Night datasets based on the performance metrics
discussed in Section F.4 (Section F.5.5).
In this paper, we focus on the Aachen Day-Night dataset [237, 239]. This is motivated by
our observation that the reference poses for the nighttime images are the least accurate
reference poses among the three datasets from [237]. At the same time, the dataset is
becoming increasingly popular in the community, e.g. [232, 311, 302, 20, 74, 25, 179,
254, 54, 215, 99, 233, 314] have already been evaluated on the dataset. However, our
approach is generally applicable and can be applied to other datasets as well. Note
that we only consider the nighttime query images in this paper as SfM already provides
accurate reference poses for the daytime queries of the Aachen Day-Night dataset.
F.5.1 Experimental Setup and Data Acquisition
Additional data capture. To extend the Aachen Day-Night dataset, we captured
another 119 nighttime images and 119 daytime images with the camera of a Nexus 5X
smart phone in July 2017. The nighttime and daytime images form pairs of photos taken
from very similar poses. Registering the daytime images against the reference SfM model
provided by the Aachen Day-Night dataset then yields initial pose estimates for the new
nighttime queries.
Scene model generation. Our approach to refine camera poses requires an under-
lying 3D scene model. The Aachen Day-Night dataset provides a reference SfM model
consisting of 4,328 database images and 1.65M 3D points triangulated from 10.55M SIFT
features [237]. This publicly available reference model is a sub-model of a larger base
SfM model that was reconstructed using COLMAP [250]. This base model also contains
images from a set of videos as well as the daytime queries, resulting in a SfM model with
7,604 images and 2.43M 3D points triangulated from 17.75M features. This model was
registered against the original Aachen SfM model from [239] to recover the scale of the
scene. The reference model was obtained by removing the sequences and query images
from the base model.
We started from the base model and created an extended SfM model. We registered the
additional daytime images and an additional image sequence2 against the base model
while keeping the poses of the base model images fixed. The resulting model contains
2Using one of the original videos and extracting images at a higher frame rate.
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12,916 images and 3,90M 3D points triangulated from 32.19M SIFT features. We used
this extended base model when creating our new reference poses.
We removed all query images and the newly added sequence images from the extended
base model to create an extended reference SfM model consisting of 6,697 images and
2.32M points triangulated from 15.93M SIFT features. This model will be used to
benchmark localization algorithms on our extended Aachen Day-Night dataset. We will
make this new reference model publicly available, but will withhold the base models and
the reference poses for the query images. Instead, we will provide an evaluation service
on visuallocalization.net. The motivation behind publishing this smaller dataset is to
make sure that the reference poses were computed from additional data not available
to localization algorithms. The inclusion of the original sequences is necessary as some
of the newly added nighttime queries depict places not covered in the original reference
model.
In addition to the extended models, we also created a colored 3D mesh of the scene.
We used COLMAP’s Multi-View Stereo pipeline [251] to obtain a dense point cloud.
Screened Poisson surface reconstruction [128] of the point cloud then yields a colored
mesh.
Rendering. Our method requires rendering the scene from estimated poses. For each
pose, we generate two renderings: (1) we render the MVS mesh, (2) we use the SfM
inversion approach (invSfM ) from [203] to recover an image directly from a rendering of
the extended base model. We use our own implementation of invSfM. Note that we only
use the CoarseNet stage and skip the VisibNet and RefineNet. We use the MVS mesh
to determine which points are visible instead of VisibNet. While skipping RefineNet
reduces image quality, we found the results to be of sufficient quality.
Fig. F.3 shows example renderings obtained from the mesh and invSfM.
Implementation details. If not mentioned otherwise, we extract D2-Net features [74]
from both rendered images. The refinement process is repeated for 5 iterations. We
use single scale features since the initial pose estimates are accurate enough such that
multi-scale processing is not required. To determine whether our refinement succeeded,
we only accept the refined pose when there are more than 10 effective inliers3 found by
LO-RANSAC [148, 236] from the input 2D-3D matches, using the P3P solver from [139].
More precisely, we subdivide each image into a 50× 50 grid and count at most one inlier
per cell. The cell size and the inlier threshold are determined experimentally.
3The effective inlier count takes the spatial distribution of the matches in the image into account. It
has been shown to be a better measure than the raw inlier count [120].
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Figure F.4 – Differences between the original reference poses and the refined reference poses (our
method). Left: Cumulative distribution of position and rotation differences. Right: Distribution
of the position and rotational differences. The position and rotation thresholds (0.5/1.0/5.0 m,
2/5/10 deg) used in [237] and visuallocalization.net (VL) are also shown for reference.
Table F.1 – Evaluation of state-of-the-art localization methods in the original Aachen nighttime
images. We evaluate results submitted by the authors to visuallocalization.net on both the
original and our refined poses. We compare the methods based on the Pose Error, i.e. the
percentage of queries localized within fixed error thresholds of the reference poses. As can be seen,
our more accurate reference poses yield a better measure of pose accuracy. For our poses, we also
report results for two additional metric: the percentage of queries localized within sampling-based
thresholds (Sampling) of the reference poses (cf. Section F.4.1) and the percentage of queries
with maximum reprojection errors within given error thresholds in pixels (Reprojection Diff.) (cf.
Section F.4.2).









Active Search v1.1 [237] 27.6/38.8/56.1 48.0/57.1/64.3 2.0/4.1/11.2 28.6/39.8/52.0/62.2
D2-Net [74] 45.9/68.4/88.8 86.7/96.9/100.0 7.1/13.3/35.7 46.9/68.4/89.8/98.0
DELF [195] 39.8/61.2/85.7 75.5/89.8/96.9 4.1/5.1/14.3 28.6/56.1/78.6/88.8
DenseVLAD [288] + D2-Net [74] 39.8/55.1/74.5 75.5/81.6/84.7 7.1/8.2/24.5 45.9/65.3/77.6/82.7
Hierarchical Localization [232] 42.9/62.2/76.5 77.6/87.8/88.8 7.1/9.2/24.5 41.8/65.3/78.6/85.7
NetVLAD [7] + D2-Net [74] 43.9/66.3/85.7 90.8/96.9/96.9 8.2/11.2/40.8 51.0/75.5/92.9/95.9
R2D2 V2 20K [215] 46.9/66.3/88.8 90.8/99.0/100.0 8.2/14.3/36.7 51.0/70.4/92.9/95.9
F.5.2 Refining the Original Aachen Nighttime Poses
In a first experiment, we analyze the accuracy of the reference poses for the 98 original
nighttime queries of the Aachen Day-Night dataset. We show that the original reference




Our approach used the original poses for initialization. For 3 out of the 98 images, our
method failed to find sufficiently many 2D-3D matches, mostly due to an incomplete
mesh (see Section F.5.4). For the failure cases, we simply kept the existing reference
poses.
Qualitative evaluation. Fig. F.3 visually compares the original reference poses with
our refined poses. As can be seen, the existing reference poses, obtained from manual
annotated 2D-3D matches, can be rather inaccurate. In contrast, our method generates
reference poses such that the rendering from the refined pose is visually consistent with
the actual image. Thus, features matching between the real and rendered images are
found at the same positions (up to noise), as can be see from the (short) green lines.
Fig. F.3 shows selected examples where the original reference poses were rather inaccurate.
Visual comparison between the original and our refined poses showed that our approach
consistently produced more accurate poses for all nighttime queries.
We would like to highlight that our method is robust to large initial pose error. This
can be seen from the top row in Fig. F.3, where the initial rendered image exhibits a
significant viewpoint change with respect to the actual image.
It is also worth noting that D2-Net features can provide robust matches even though the
rendered images (using a model reconstructed from daytime imagery) are visually very
different from the actual images and contain non-trivial rendering artifacts.
Quantitative evaluation. To quantify the differences between the original and our
reference poses, we computed the differences in camera position and orientation (see
(F.5)). Fig. F.4 shows the results of this comparison. It can be seen that there exists a
non-trivial discrepancy between the original and refined reference poses.
[237] measures localization accuracy by the percentage of nighttime query poses estimated
within (0.5 m, 2 deg), (1 m, 5 deg), and (5 m, 10 deg) of the reference poses. These
thresholds are also shown in Fig. F.4. As can be seen, the differences between the original
and refined poses fall outside of the largest error threshold for 11 images (∼ 11.2% of all
the nighttime queries). Interestingly, the best results reported on visuallocalization.net
register 88.8% of the nighttime queries within 5 m and 10 deg. Thus, state-of-the-art
methods might actually be more accurate than the reference poses.
Finally, Table F.1 evaluates several state-of-the-art localization methods using the existing
and refined reference poses. As can be seen, the accuracy of the localization methods is
indeed (significantly) under-estimated by the existing reference poses. In contrast, our
reference poses allow us to measure localization performance more accurately. Note that
Table F.1 also provides results for additional evaluation measures for our new reference
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Figure F.5 – Pairs of day-night images taken from similar poses. We obtain reference poses for
the daytime images via SfM. The resulting poses are used to initialize our approach for generating
poses for the nighttime images. For the SIFT and D2-Net registration baselines, an additional 20
daytime images that overlap with these images are selected from the base model for the daytime
image in each pair.
poses. These results will be discussed in Section F.5.5.
Summary. Our results clearly show that our new reference poses are more accurate
than the original poses. We will integrate our new poses in the visuallocalization.net
online benchmark, allowing us to easily update all results on the website.
F.5.3 Extending the Aachen Day-Night Dataset
Our approach is capable of estimating an accurate pose from a coarse initialization.
Besides verifying and refining existing reference poses, our approach can also be used for
generating reference poses for new images. In the next experiment, we thus extend the
Aachen Day-Night dataset by additional nighttime queries. We compare our reference
poses with two registration baselines using SIFT and D2-Net features, respectively.
Reference pose generation. As shown in Fig. F.5, we captured a daytime photo
from a similar pose for each the 119 new nighttime images. The poses of these daytime
images in the extended base model, obtained via SfM, then provide initial pose estimates
for the nighttime queries that are subsequently refined by our approach. We excluded
images for which our method resulted in less than 10 effective inliers to avoid unreliable
reference poses. This results in reference poses for 93 out of the 119 images.
We compare our method with two baselines using SIFT and D2-Net features, respectively.
Both baselines match features between the 93 new nighttime queries and a small set of
images in the extended base SfM model. For a nighttime query, this set includes the
corresponding daytime image ID as well as the 20 images in the extended base model
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that share the most 3D points with ID. 2D-2D matches between the nighttime image
and the daytime photos in the set then yield a set of 2D-3D correspondences based on
the 3D points visible in the latter. COLMAP’s image registration pipeline was then used
to obtain the camera pose based on these matches. Note that for D2-Net features, we
re-triangulated the extended base 3D model before day-night feature matching.
(a) Night-day matches for which SIFT registration failed.
(b) Refinement process of our method (1st iteration).
Figure F.6 – Typical failure cases of the SIFT registration baseline. Top: nighttime images
where SIFT registration failed and the corresponding daytime images; Bottom: Visualization of
the first iteration of our method (left: initial pose; right: refined pose). The differences between
D2-Net features and the projection of the matching 3D points are color coded according to the
direction in the image plane (cf. legend in the top-right).
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Figure F.7 – Distribution of the pose difference between our method and the two registration
baselines.
Robustness. Both the D2-Net baseline and our method are able to consistently
estimate poses for challenging images for which the SIFT baseline fails. Fig. F.6 shows
such failure cases of SIFT. In each of the shown cases, there is a strong light source in the
scene, causing significant appearance differences between the day and nighttime images.
SIFT is not able to deal with these strong changes. In contrast, our method, as well as
the D2-Net baseline, which relies on high level learned features, are able to handle these
cases (cf. Fig. F.6b).
[237] reported that the reference poses obtained via SfM and SIFT were unreliable.
Interestingly, we observe the opposite for many images in our experiments. We attribute
this to the inclusion of the corresponding daytime images: as shown in [288], SIFT
features better handle day-night changes under small viewpoint changes. Note that
daytime images taken from very similar poses are not available for the original nighttime
queries.
Quantitative evaluation. Excluding the failure cases, we computed the pose differ-
ences between our method and two baselines. The results of this comparison are shown
in Fig. F.7. Interestingly, the poses from our method and the SIFT registration are very
consistent. For the majority of the images, the pose difference is below 0.2 m and 0.5
deg. In contrast, we observe much larger difference between our poses and the D2-Net
registration baseline. As there is no external reference poses that can be used to calculate
the absolute pose accuracy, we resort to visual inspection based on the renderings.
Visual inspection. Fig. F.8 analyses example poses obtained by the D2-Net baseline.
Besides overlaying the real and rendered images, we also show D2-Net features matches
between the two. For each match, we compute the 2D offset between the feature positions
in the real and the rendered view. Following [250], we color-code the features based on
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Figure F.8 – Comparing the D2-Net baseline against our refinement. Left: overlay of real
photos and images rendered with D2-Net poses. D2-Net features in the rendered images are
connected to the matching locations in the real images (circles), and the color indicates the
direction of the feature location differences in the two images (see legend in the top-left). Right:
corresponding visualization using poses obtained by one iteration of our method (initialized with
D2-Net poses). The patterns of the feature directions in the left images indicate the inaccuracy
in the poses from D2-Net registration, which are corrected with our method (right images).
the directions of these 2D offsets. As argued in [250], these directions should be randomly
distributed for accurate pose estimates. Patterns of similar direction in the same region
of an image indicate a shift between the two images and thus pose errors.
The D2-Net poses in Fig. F.8 are visually more accurate than those in Fig. F.3 and
Fig. F.6b. Still, we observe clear patterns in the distribution of the directions (e.g.
the concentration of green color on one side and purple on the other), which indicates
inaccuracies in the poses of the D2-Net baseline. We further used one iteration of our
method to refine the D2-Net poses. As can be seen in Fig. F.8, the refinement improves
the distribution of directions. We conclude that our approach is able to provide more
accurate than the D2-Net baseline.
As can be seen from Fig. F.7, the pose differences between our approach and the SIFT
baseline are significantly smaller than the differences between our approach and D2-Net.
Unlike for D2-Net poses, we did not see strong feature direction patterns for the SIFT
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(a) Typical visual difference between poses the SIFT baseline and our method.
Left and Middle: overlay of the rendered and real images for SIFT respectively
our poses. Right: the intensity difference of the rendered images. The images
are converted to 8-bit gray-scale images, and the pixels with intensity difference
larger than 10 are shown in gray.
(b) Example where the pose from our
method (right) is more accurate than the
SIFT pose (left), as can be seen from the
sign in the middle of the cutouts.
(c) Example where the SIFT pose (left)
is more accurate than our method (right),
as can be seen from the windows and the
edge of the roof in the cutouts.
Figure F.9 – Visual comparison of images rendered from the poses obtained by our method
and the SIFT baseline.
poses. We therefore omit the corresponding visualizations. We observe that if the SIFT
baseline is able to estimate a pose it is usually visually similar to the pose obtained
with our approach (cf. Fig. F.9a). There are images where the poses from our method
seem to be visually more accurate than the SIFT registration and vice versa (shown
in Fig. F.9b and F.9c, respectively). Yet, overall there are only 7 out of the 93 new
nighttime queries for which we consider the SIFT poses to be visually more accurate
than the poses provided by our method. For these images, we use the SIFT poses as
reference poses. At the same time, SIFT failed to provide poses for 5 of the nighttime
images due to a lack of sufficient matches.
Discussion and summary. It is interesting to see that SIFT poses are not necessarily
more accurate than our poses. SIFT features are much more accurately localized in
images than D2-Net features [74]. Thus, one might have expected that a few accurately
localized SIFT matches are better than many less accurately localized D2-Net matches.
Yet, finding more matches with D2-Net between the renderings and the real images seems
to compensate for the inaccuracy of the D2-Net feature detections.
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For the newly acquired nighttime images, we observe that our approach performs similar
to SIFT in terms of accuracy. In this case, SIFT benefits from daytime images taken
from similar viewpoints. As evident from the failure cases of SIFT on both the original
and new queries, our approach is more robust than the SIFT baseline. As a result, our
approach is better suited to for reference pose generation for datasets that benchmark
long-term visual localization algorithms.
Compared with the D2-Net baseline, the poses resulting from our method are more
accurate. The main difference between the D2-Net baseline and our approach is the use
of rendered images. The results thus validate our choice to iteratively render the scene
from the current pose estimate and match features against the rendering. Moreover, as
seen from the analysis of the D2-Net baseline, the ability of our method to verify and
refine existing poses is also valuable when it is combined with other approaches.
F.5.4 Ablation Study
Next, we present ablation studies to analyze our proposed approach. We first obtain
an estimate for the stability of our reference poses. Next, we determine the impact of
using different features and rendering techniques, which are the two key ingredients in
our method. Finally, we show failure cases of our method.
Pose stability. To provide a quantitative measure of the uncertainties/stability of
the reference poses obtained with our method, we compute the sampling uncertainties
as described in Section F.3.4 for both the original and additional nighttime images:
we randomly sample a percentage of 2D-3D matches from the inliers used to estimate
the reference poses. This sample is then used to obtain another pose estimate. The
differences between these new and our poses provide a measure for the stability of the
minima found by our approach.
We used three sampling rates that use 90%, 50%, and 10% of the inliers, respectively. For
each rate, we drew 50 random samples and report the median position and orientation
differences. In addition, since our method uses different rendering techniques and is an
iterative process, we also computed the following for comparison:
• Compare-InvSfM : the differences between the refined poses using both types of
rendered images and using InvSfM only;
• Compare-Mesh: the differences between the refined poses using both types of
rendered images and mesh rendering only;
• Compare-Prev-Iter : the pose differences between the two last iterations of our
refinement process.
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Figure F.10 – Different uncertainties for the original (top) and additional (bottom) Aachen
Night images. The vertical dash lines corresponds to the error thresholds proposed in [237] and
used by the online benchmark.
The results of our comparisons are shown in Fig. F.10. For the original images, more
than 90% of the images are below the finest error threshold (0.5 m, 2 deg) of the visual
localization benchmark, independently of which sampling rate and rendering is used. For
the additional images, the uncertainties are higher. Still, more than 80% of the images
fall in that threshold as well. The fact that the uncertainties of the additional images
are overall higher than the original images indicates that the newly added images might
be more challenging. Regarding the different rendering techniques, images rendered
using the MVS mesh seem to provide more information for the final refined poses, as
Compare-Mesh shows less uncertainty than Compare-InvSfM.
While it is difficult to quantify the absolute uncertainties, the uncertainties shown in
Fig. F.10 indicate that the reference poses generated using our method are at least stable
solutions considering the available 2D-3D matches. This can be seen from the fact that
even using as little as 10% of the available inlier matches leads to very similar pose
estimates for nearly all images.
Different features. Instead of using D2-Net features, we also used SIFT and R2D2 [215]
features to obtain matches between the rendered and real images.
Fig. F.11 compares the results obtained with different types of features. As can be seen,
SIFT failed to find enough matches in most cases for both the original and additional
night images. This is not surprising considering SIFT relies on low-level image statistics,
which are strongly impacted by imperfections in the MVS model and the invSfM rendering
process. In contrast, both D2-Net and R2D2 features were able to find enough matches
for most of the original Aachen night images. The success rate for both features drops
on the additional Aachen night images, where the D2-Net feature performed better.
Plotting the reprojection error (after nonlinear optimization) against the number of
effective inliers, we observe a clear trend across different features: D2-Net recovers the
most matches, followed by R2D2 and SIFT; while SIFT features were most accurately
localized in the images, D2-Net has the largest reprojection errors.
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Figure F.11 – Effect of using different features in our method. Left: the number of effective
inliers for each image. Each block along the horizontal axis corresponds to one image. A black
cross indicates there are less than 10 effective inliers, i.e. the pose is likely not reliable. Right:
the number of effective inliers and the mean reprojection error (after nonlinear optimization)
for different features. Failure cases (i.e. the black crosses) are excluded. The top row shows the
result for the original Aachen nighttime images, and the bottom for additional images.
Figure F.12 – Sampling uncertainties of the D2-Net and R2D2 poses for the original (top)
and additional (bottom) Aachen night images. Median position and orientation errors over 50
random samples are shown.
To see how the number of effective inliers and reprojection error translates to the quality
of the refined poses, we further computed the sampling uncertainties for D2-Net and
R2D2, shown in Fig. F.12. We excluded SIFT since it failed for most of the images. It
can be seen that the refined poses from D2-Net features are more stable than the R2D2
poses for both the original and additional images.
The results validate our choice of using D2-Net features to match between real and
rendered images as they better handle imperfections in the renderings.
Different rendering techniques. The experiments presented so far used both ren-
dering types (using MVS mesh and the invSfM process). Next, we compare using both
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(a) Original Aachen night images.
(b) Additional Aachen night images.
Figure F.13 – The number of effective inliers for D2-Net features when different rendering
techniques are used. The visualization is the same as Fig. F.11.
types against using only one of the two using the number of effective inliers.
As can be seen in Fig. F.13, using renderings based on the MVS mesh in general resulted
in more effective inliers compared to using invSfM for rendering. Accordingly, there
are more images where our method could find sufficient effective inliers in the images
rendered from mesh. This is also consistent with our results in Fig. F.10, that show that
the poses based only on mesh rendering are more accurate than those obtained using only
invSfM. Yet, there are a few cases where mesh rendering fails while invSfm rendering
succeeds. The corresponding nighttime images show parts of the model that are only
sparsely covered by images and where the MVS reconstruction is thus incomplete. The
invSfM process seems to be more stable for such cases.
Combining the 2D-3D matches obtained from both types of renderings increases the
number of effective inliers. Note that the effective inlier count selects at most one inlier
for each 50 pixels by 50 pixels region in an image. A higher effective inlier count thus
indicates that the matches found by the two rendering types are somewhat complimentary
as matches are found in diferrent image regions. Moreover, there are a few cases (right
part of Fig. F.13b) for which using both rendering types is necessary to obtain sufficiently
many inliers.
The results validate our choice of using both rendering techniques as they are (partially)
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(a) Failure mode 1: low quality mesh. (b) Failure mode 2: scene with little texture.
Figure F.14 – Typical failure cases of our method. Left: real nighttime images; Right: MVS
mesh renderings from the initial pose.
Table F.2 – Localization accuracy using different metrics on the extended Aachen Day-Night
dataset. We compare the methods based on the Pose Error, i.e. the percentage of queries localized
within fixed error thresholds of the reference poses. As can be seen, our more accurate reference
poses yield a better measure of pose accuracy. For our poses, we also report results for two
additional metric: the percentage of queries localized within sampling-based thresholds (Sampling)
of the reference poses (cf. Section F.4.1) and the percentage of queries with maximum reprojection
errors within given error thresholds in pixels (Reprojection Diff.) (cf. Section F.4.2). The same
error thresholds as Table F.1 are used.
Original Night Images All Night Images
Pose Error Sampling Reprojection Diff. Pose Error Sampling Reprojection Diff.
D2-Net 90.8/98.0/98.0 11.2/19.4/43.9 56.1/80.6/92.9/95.9 90.6/97.4/97.9 6.3/11.0/30.9 36.1/73.8/91.1/96.9
R2D2-20k 90.8/95.9/95.9 7.1/11.2/38.8 54.1/76.5/89.8/93.9 88.5/94.8/96.3 5.2/7.9/29.8 40.8/72.8/91.6/94.8
R2D2-40k 91.8/98.0/98.0 7.1/13.3/44.9 56.1/76.5/92.9/95.9 88.5/95.3/97.9 5.8/8.9/33.0 41.9/73.3/91.6/95.8
complimentary.
Failure cases. Fig. F.14 shows examples of two typical failure cases of our method.
The first failure mode is when the nighttime image was taken in a part of the scene where
the MVS mesh is of low quality, e.g. parts of the surface have not been reconstructed (cf.
Fig. F.14a). This could be overcome by using a more complete/higher quality mesh of
the scene, but might require additional data capture. The second failure mode is caused
by weakly textured scenes (cf. Fig. F.14b). In the shown example, the rendered image is
of reasonable quality visually. However, due to the lack of texture, our method failed
to find enough matches between the rendered image and the real night image. Using
contour edges as an additional feature type could help avoid this failure mode. However,
edges are also typically harder to match than local features. Furthermore, care would
need to be taken to handle protruding regions in the MVS model.
F.5.5 Evaluation of State-of-the-Art Methods
Table F.1 evaluates published state-of-the-art localization methods using our new reference
poses for the original nighttime images. The results were obtained by re-evaluating poses
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submitted to visuallocalization.net.4 In the following, we present results for state-of-the-
art methods on our new extended Aachen Day-Night dataset. Note that the extended
dataset uses a larger reference SfM model than the original one and we thus cannot use
results from the benchmark website.
Given that D2-Net and R2D2 features achieve state-of-the-art results in Table F.1, we
use two image retrieval-based approaches based on these features in our evaluation. Both
approaches first re-triangulate the reference SfM model with feature matches between
the reference images found by D2-Net respectively R2D2. Next, NetVLAD [7] is used to
retrieve the 20 most similar reference image for each nighttime query. Feature matches
between each query and its retrieved image yield a set of 2D-3D matches via the 3D
points visible in the reference images. These 2D-3D matches are used for pose estimation
against the reference model inside COLMAP.5 For R2D2, we provide results for two
variants that use at most 20k (R2D2-20k) respectively 40k (R2D2-40k) features per
image.
Table F.2 shows the results of our experiments using the evaluation measures discussed in
Section F.4. Similarly, Table F.1 also shows results for all metrics for our new reference
poses. Overall, the accuracy is lower when considering all nighttime queries compared to
only focusing on the original night images, independent of the metric used. This indicates
the newly added images might be more challenging. In the following, we discuss the
results per evaluation metric.
Pose error with fixed thresholds. We consider the three fixed error thresholds
used in [237] and on the benchmark website, i.e. (0.5 m, 2 deg), (1 m, 5 deg), and (5
m, 10 deg). Based on the this metric, the performance on the original and extended
Aachen dataset seems saturated for certain algorithms (e.g. D2-Net and R2D2). However,
these thresholds were originally chosen to take the uncertainties in the original nighttime
reference poses into account. As shown in our previous experiments, our new reference
poses are significantly more accurate. As such, using rather loose thresholds could lead
to an overestimate in the localization accuracy. Furthermore, as discussed in Section F.4,
using the same thresholds for all images does not take into account that the uncertainty
in the pose depends on the distance of the camera to the scene.
Sampling uncertainties as error thresholds. The second metric aims at computing
error thresholds on the camera pose per image. For each reference pose, we randomly
sampled set containing 10%, 30% and 50% of the inliers of our method. For each sampling
percentage, we drew 50 samples and computed the median position and orientation
4There results available at visuallocalization.net for methods that outperform the approaches used
in Table F.1. For our experiments, we limited ourselves to methods that have been published in peer
reviewed conferences and journals. Updated results for the other methods will be available on the
benchmark website once we update the reference poses.
5Based on code available at https://github.com/tsattler/visuallocalizationbenchmark.
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difference between the poses obtained from the samples and the reference poses. These
median differences were then used as the error thresholds.
As can be seen from Table F.1 and Table F.2, the sampling uncertainties tend to
underestimate the localization performance of the different methods. This is due to the
fact that our reference poses are rather stable under using a subset of the inlier matches
(cf. Fig. F.12). The sampling uncertainties reflect the stability of the local minimum
reached in the refinement process, rather than the absolute uncertainties. Thus, this
metric should not be used to evaluate localization performance.
Maximum reprojection difference. Our reference poses are obtained by minimizing
a reprojection error in image space, rather than an error in camera pose space. Thus,
evaluating localization algorithms based on the quality of their reprojections seems a
natural metric, especially if these algorithms compute poses by minimizing an image
space error.
For each 3D point in the inlier 2D-3D matches of the reference poses, we compute a
reprojection difference between the reference and an estimate pose. For each image, we
report the maximum difference and we compute the percentages of images that have a
maximum reprojection difference below 10, 20, 50 and 100 pixels. Since all nighttime
images have a resolution of 1600×1200 pixels, these thresholds correspond to 0.5%, 1%,
2.5%, and 5% of the image diagonal.
Comparing the results with the pose error metric using fixed thresholds, we can see that
although the top performing algorithms achieve approximately 90% in the finest pose
error category, they only have 70− 80% of all the images that were localized within 20
pixel according to the maximum reprojection difference. Even less images are localized
within 10 pixels. Since the accuracy of local features are typically below 5 pixel (cf.
Fig. F.11(right)), this indicates that there is still much room for improvement on our
extended version of the Aachen Day-Night dataset. As such, we believe that the maximum
reprojection error metric should be the metric of choice for this dataset.
F.6 Conclusion
In this paper, we have considered the problem of creating reference camera poses for
long-term visual localization benchmark datasets. In this setting, classical features often
struggle to obtain matches between images taken under strongly differing conditions.
At the same time, human annotations are both time-consuming to generate and not
necessarily highly accurate. Thus, we have presented an approach for refining reference
poses based view synthesis and learned features that allow robust feature matching
between real and rendered images. In addition, we have discussed multiple metrics for
evaluating localization performance.
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The main contribution of this paper is an extensive set of experiments. We have shown
that the original nighttime reference poses of the Aachen Day-Night dataset are rather
inaccurate. As a result, the localization accuracy of state-of-the-art methods is currently
drastically underestimated. Using our approach, we have created a more accurate set of
reference poses. We will integrate these poses into the online evaluation service provided
at visuallocalization.net as to provide better evaluations to the community. We also used
our approach to create an extended version of the Aachen Day-Night dataset and showed
that this dataset offers room for improvement. We will make the dataset available on
the benchmark website. Furthermore, we will release the code for our approach as to
allow other researchers to more easily build localization benchmarks.
One disadvantage of our approach is its rather slow run-time, taking about 10-20 seconds
per iteration for a single image, where most of the time is spend for rendering and
especially for the SfM inversion process. This is not an issue when creating reference
poses for a benchmark, as these calculations only need to be done once and can be done
offline. At the same time, our approach can be used as a post-processing step for any
visual localization algorithm. An interesting research question is whether more efficient
rendering techniques can be used to improve its run-time to a degree that enables online
operation.
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