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Preface
The theory of association schemes has its origin in the design of statistical exper-
iments. The motivation came from the investigation of special kinds of partitions
of the cartesian square of a set for the construction of partially balanced block de-
signs. In this context association schemes were introduced by R. C. Bose and K. R.
Nair. Although the concept of an association scheme was introduced by Bose and
Nair, the term itself was first coined by R. C. Bose and T. Shimamoto in [BS52].
In 1973, through the work of P. Delsarte [Del73] certain association schemes were
shown to play a central role in the study of error correcting codes. This connection
of association schemes to algebraic codes, strongly regular graphs, distance regular
graphs, design theory etc., further intensified their study. Association schemes have
since then become the fundamental, perhaps the most important objects in algebraic
combinatorics.
Besides being basic structures in such theories as coding theory, design theory, as-
sociation schemes are important in their own right as they possess mathematical
properties which deserve independent research. To this regard association schemes
have for some time been studied by various people under such names as centralizer
algebras, coherent configurations, Schur rings etc. Correspondingly, there are many
different approaches to the study of association schemes. In our work we follow Ban-
nai and Ito (see [BI84]) for the basic definitions related to an association scheme.
A further step in the study of association schemes was their algebraization. This
formulation was done by R. C. Bose and D. M. Mesner who introduced to each
association scheme a matrix algebra generated by the adjacency matrices of the as-
sociation scheme. This matrix algebra came to be known as the adjacency algebra
of the association scheme or the Bose-Mesner algebra, after the names of the people
who introduced them. Our work emphasizes the algebraic treatment given to associ-
ation schemes. Our exposition in this regard follows Zieschang [Zie96]. In particular,
the main purpose of our work is to study the representation theory of association
schemes, which is the study of representations of the underlying adjacency algebra of
the association scheme.
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The natural occurrence of association schemes in the theory of finite permutation
groups motivates our work. Most of the results on association schemes deal only
with commutative association schemes. However, in our work we generally consider
arbitrary association schemes (that is, not necessarily commutative). In particular,
we work with association schemes arising from the action of a finite group G on
G/H, where H is a subgroup of G and where G/H denotes the set of right cosets
of H in G. We call such an association scheme a “group-case” association scheme.
This type of association schemes is central in the whole of our work. Perhaps this
is also a good place to bring to the attention of the reader the “group” association
schemes (see Example 1.1.4(5)) occurring more commonly in the literature, which are
not to be confused with the more general notion of group-case association schemes.
The relations of a group-case association scheme correspond to the orbits of G on
G/H×G/H, which are well known to correspond to the H\G/H double cosets of G.
This realization facilitates the use of group theoretical results to study them.
Another important concept in the study of representations of association schemes is
that of closed subsets of an association scheme. A closed subset of an association
scheme is a nonempty subset of the relations of the association scheme such that it is
closed under the product operation of the set of relations of the association scheme.
The algebra generated by the adjacency matrices corresponding to the relations in a
closed subset is a subalgebra of the adjacency algebra. We study the process of in-
duction of characters of the subalgebra corresponding to a closed subset, in particular
for the case of group-case association schemes. In this case we show that the closed
subsets correspond to the subgroups K of G such that H ≤ K ≤ G. As a next step
we find an induction formula for the characters of a group-case association scheme.
We also associate a group-case association scheme to a special case of the Foulkes’
conjecture and do a computational study of it.
The organization of our work is as follows:
In the first chapter we introduce the concept of an association scheme and other basic
definitions related to it, in particular its adjacency algebra. Although our exposition
in this regard follows Bannai and Ito [BI84], for the algebraic aspects in this chapter we
follow Zieschang [Zie96]. This chapter also introduces group-case association schemes
which form the basis for all further works in subsequent chapters. In the second section
of this chapter we show that the closed subsets of group-case association schemes
corresponding to G/H, correspond to the intermediate subgroups K (H ≤ K ≤ G) of
G . We also discuss in this section other concepts such as fusion schemes, refinement
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schemes, factor schemes and give an interpretation of these concepts for the case of
group-case association schemes.
Having given the necessary details on association schemes, in the second chapter
we begin to study the representation theory of association schemes. The second
and third sections of this chapter are devoted to studying the adjacency algebras of
association schemes. However, the main focus of this chapter is Section 2.5 which
deals with the induction of characters of a group-case association scheme. In the
case of a group-case association scheme X corresponding to G/H, the closed subsets
correspond to the intermediate subgroups K (H ≤ K ≤ G) of G. In this case the
algebra FC generated by the adjacency matrices corresponding to the relations in the
closed subset is isomorphic to the adjacency algebra FX′ of the group-case association
scheme X′ corresponding to K/H. We obtain an induction formula for characters
induced from FX′ to characters of FX. Our method to obtain the induction formula
is through the process of condensation introduced in [Gre80, Section 6.2]. For an
idempotent ε = 1|H|
∑
h∈H h of FH, it is known that the condensation algebra εFKε
is isomorphic to FX′ which is isomorphic to FC, and also the condensation algebra
εFGε is isomorphic to the adjacency algebra FX of X. With this realization we
observe that the induction of characters of group-case association schemes involve
induction from εFKε-modules to εFGε-modules. Since the condensation algebras
εFKε and εFGε are respectively subalgebras of the group algebras FK, FG, we can
on the one hand start with an FK-module M, induce it to an FG-module M⊗FKFG
and then condense to an εFGε-module (M ⊗FK FG)ε. On the other hand, we can
consider the εFGε-module Mε ⊗εFKε εFGε induced from the εFKε-module Mε.
Under certain assumptions we show the isomorphism between (M ⊗FK FG)ε and
Mε ⊗εFKε εFGε as εFGε-modules. The problem of finding an induction formula
then reduces to finding the character of εFGε-modules (M ⊗FK FG)ε. The main
result in this regard is Proposition 2.5.15. We also obtain an induction formula for
the special case in which H is a normal subgroup of K.
In the third chapter, we consider the semisimplicity of the adjacency algebra of an
association scheme. In [Han00] Hanaki proved that the adjacency algebra FX of
an association scheme X is semisimple if and only if the Frame number of X is not
divisible by the characteristic of the field F . Using this we show that for Johnson
schemes J(a, b) with a > 15 and b ≤ a/5 the adjacency algebra FX is always
semisimple in the field F of characteristic p, the next prime greater than a/2. In
this chapter we also discuss the more general case of a Johnson scheme, namely the
q-Johnson scheme. In the third section of this chapter we also show that if the
adjacency algebra of a group-case association scheme (arising from a subgroup H in a
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group G) is semisimple and if every simple submodule of the permutation module of
G on G/H (over a field of characteristic p) is a quotient module of the permutation
module, then the permutation module is semisimple. To this regard we give some
examples demonstrating the applicability of this criterion.
In the fourth chapter we discuss an approach to Foulkes’ conjecture suggested by
Black and List in [BL89], which involves a certain group-case association scheme.
The results in this chapter are computational, the computations being done using
the computer algebra system GAP4. We answer a question of Black and List to the
affirmative in special cases.
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Chapter 1
Association Schemes
This chapter introduces the concept of association schemes. In the first section of this
chapter we define an association scheme. Our definition here is based on Bannai and
Ito [BI84]. We also give other basic definitions related to an association scheme and
some examples of association schemes. We will be interested in association schemes
which we call “group-case” association schemes, arising out of the action of a finite
group G on G/H × G/H, where G/H is the set of right cosets of H in G, H a sub-
group of G. We also introduce the adjacency algebra and the intersection algebra of
an association scheme and show that they are isomorphic. This isomorphism allows
us to work with the intersection algebra which is of smaller dimension than the adja-
cency algebra.
The second section of this chapter gives details of the concept of closed subsets of an
association scheme. The importance of closed subset arises in the study of represen-
tations of association schemes. Closed subsets are the basic structures in the study
of induction and restriction of characters of an association scheme. The main result
of this section is to show that the closed subsets of a group-case association scheme
correspond to intermediate subgroups K such that H ≤ K ≤ G. We also introduce
the notions of refinement scheme, fusion scheme and factor scheme and take a closer
look at refinement schemes and factor schemes for a group-case association scheme.
Throughout this work we let N, Z, F and C denote respectively the set of natural
numbers, the ring of integers, a field and the field of complex numbers. We also let
O denote a commutative integral domain. We have a natural ring homomorphism
Z→ O, z 7→ z.1, where
z.1 =

1 + 1 + . . .+ 1 (z times) if z > 0,
0 if z = 0,
−(|z|.1) if z < 0,
1
2 Chapter 1. Association Schemes
and we denote the image of an integer z in O by the same letter z.
1.1 Definitions and Examples
In this section we define the concept of association schemes and give some well known
examples from group theory. We also introduce the adjacency matrices and the
intersection matrices of an association scheme and note that the algebra generated
by them, respectively, the adjacency algebra (or the Bose-Mesner algebra) and the
intersection algebra are isomorphic. Our exposition follows [BI84, Chapter II].
1.1.1 Definition (Association Scheme)
Let X be a finite set of cardinality n ∈ N. Let Ri (i = 0, 1, . . . , d) be subsets of X×X
such that
1. R0 = {(x, x) | x ∈ X}.
2. X ×X = R0 ∪R1 ∪ . . . ∪Rd, Ri ∩Rj = ∅ if i 6= j for i, j ∈ {0, 1, . . . , d}.
3. Rti = Ri′ , for some i
′ ∈ {0, 1, . . . , d}, where Rti = {(x, y) | (y, x) ∈ Ri}.
4. For i, j, k ∈ {0, 1, . . . , d}, the number of z ∈ X such that (x, z) ∈ Ri and
(z, y) ∈ Rj is constant whenever (x, y) ∈ Rk.
These nonnegative constants are denoted by pkij and are called intersection
numbers.
Such a system X = (X, {Ri}0≤i≤d) is called an association scheme of class d on X.
The cardinality n of X is called the order of the association scheme.
The sets Ri (i = 0, 1, . . . , d) are called the relations of the association scheme.
In addition to the above properties:
5. If pkij = p
k
ji for all i, j, k is satisfied, then X is called a commutative associa-
tion scheme of class d on X.
6. If i′ = i for all i, then X is called a symmetric association scheme of class
d on X.
1.1.2 Definition (Adjacency Matrix)
Let X = (X, {Ri}0≤i≤d) be an association scheme. Corresponding to Ri, we define
the ith adjacency matrix Ai of the association scheme X to be the square matrix
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with |X| rows and columns, where the rows and columns are indexed by the elements
of X and whose (x, y) entries are
(Ai)xy =
{
1 if (x, y) ∈ Ri,
0 otherwise.
1.1.3 Remark
The conditions (1)–(6) of Definition 1.1.1 in terms of the adjacency matrices are
equivalent to
(1′) A0 = In, the identity matrix of size n.
(2′) A0 + A1 + . . .+ Ad = J , the matrix with all entries being 1.
(3′) Ati = Ai′ , for some i
′ ∈ {0, 1, . . . , d}, where Ati is the transpose of the matrix
Ai.
(4′) AiAj =
∑d
k=0 p
k
ijAk, for all i, j.
(5′) X is commutative if and only if AiAj = AjAi, for all i, j.
(6′) X is symmetric if and only if Ati = Ai, for all i.
We remark here that if X is symmetric then X is commutative. Indeed, on the one
hand, symmetry of X gives AiAj =
∑d
k=0 p
k
ijAk =
∑d
k=0 p
k
ijA
t
k. On the other hand, by
symmetry of X we also have AjAi = A
t
jA
t
i = (AiAj)
t = (
∑d
k=0 p
k
ijAk)
t =
∑d
k=0 p
k
ijA
t
k.
In the following we give some examples of association schemes. Most of these arise
from group theory. We note here that for all future work we refer to one or more of
these examples.
1.1.4 Examples
1. Let Ω be a finite set and G a transitive permutation group on Ω. We recall here
that Ω is called a transitive G-set. We write ωg for the image of ω ∈ Ω under
g ∈ G and ωG = {ωg | g ∈ G}. Let the diagonal action of G on Ω × Ω be
defined by (ω1, ω2)g = (ω1g, ω2g) for ω1, ω2 ∈ Ω, g ∈ G. Let θ0, θ1, . . . , θd be the
orbits of the diagonal action of G on Ω× Ω, where θ0 = {(ω, ω) | ω ∈ Ω}. The
θi (i = 0, 1, . . . , d) are called orbitals of G. We let θ
t
i = {(ω′, ω) | (ω, ω′) ∈ θi}.
Then X = (Ω, {θi}0≤i≤d) is an (in general non-commutative) association scheme.
Let GLn(O) denote the group of invertible n × n matrices over O and let Ψ :
G→ GLn(O), g 7→ g˜ be the (linearized) permutation representation of G on Ω,
where (g˜)ωω′ = δωg ω′ (δ denotes the Kronecker delta) is the matrix describing
the action of g on Ω. We recall here that g˜ is called the permutation matrix
corresponding to g and such a matrix contains exactly one 1 in each row and
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column and zero everywhere else. Let V = V(G) be the set of all n×n matrices
over O which commute with all g˜. Then V is an algebra over O spanned as a
linear space by the adjacency matrices A0, A1, . . . , Ad [BI84, II Theorem 1.3].
We call V the centralizer ring (algebra) of G on Ω.
The association scheme X = (Ω, {θi}0≤i≤d) as defined above is commutative if
and only if the centralizer ring is commutative or equivalently if and only if the
permutation character of G on Ω (over C) is multiplicity free [BI84, II Theorem
1.4]. It is symmetric if and only if θi is self-paired for all i [BI84, II Lemma
1.5]. That is, for any (ω, ω′) ∈ θi (i = 0, 1, . . . , d), there exists an element g ∈ G
such that ωg = ω′ and ω′g = ω. Equivalently, this means that G is generously
transitive [Neu75, Proposition 3.20].
Since any transitive G-set Ω is isomorphic to G/H = {Hg | g ∈ G}, the set of right
cosets of H in G, for H = Gω ≤ G the stabilizer of some ω ∈ Ω [Jac85, Theorem
1.10], we obtain the next example with Ω = G/H in (1) above.
2. Let G be a finite group. Let H be a subgroup of G. Let Ω = G/H = {Hg |
g ∈ G} be the set of right cosets of H in G. Let G act diagonally on Ω × Ω
and let θ0, θ1, . . . , θd be the orbitals corresponding to this action. Then X =
(G/H, {θi}0≤i≤d) is an association scheme. We call this association scheme a
“group-case” association scheme corresponding to G/H.
We remark here that if it is clear from the context then we simply refer to it as
a “group-case” association scheme.
We also remark that this type of association schemes is central in the whole of
this work.
Another example which is also a special case of the example in (1) is the following.
3. Let Q be a finite quasigroup. A quasigroup (Q, ·) is a set Q with a binary
operation “ · ” called multiplication, such that in the equation x · y = z, know-
ledge of two of x, y, z specifies the third uniquely. In general, a quasigroup is
not associative and does not possess an identity element. Observe that if these
conditions are satisfied then the quasigroup is a group. Let R(x) : Q → Q,
z 7→ z · x and L(x) : Q → Q, z 7→ x · z denote respectively the right and left
multiplication by x ∈ Q. Since for given y ∈ Q, z ·x = y and x·z = y each have a
unique solution z in Q, R(x) and L(x) are bijections. Let SQ be the symmetric
group on Q, then the subgroup of SQ generated by {R(x), L(x) | x ∈ Q} is
called the multiplication group of Q and we denote it by Mlt(Q). The
multiplication group Mlt(Q) acts transitively on Q. Let Mlt(Q) act diagonally
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on Q×Q. The orbits under this action are called the (quasigroup) conjugacy
classes of Q. Let C0, C1, . . . , Cd denote the quasigroup conjugacy classes. Then
X = (Q, {Ci}0≤i≤d) is an asssociation scheme, which we call a quasigroup
association scheme.
4. Let V be a finite set of cardinality a ∈ N. Let b be a positive integer, b ≤ a/2.
Let X be the set of b-element subsets of V (clearly, |X| =
(
a
b
)
). Define Ri by
(x, y) ∈ Ri, x, y ∈ X if and only if |x∩y| = b− i. Since the symmetric group SV
on V acts transitively on each relation Ri, X = (X, {Ri}0≤i≤b) is a symmetric
association scheme. This association scheme is called a Johnson scheme and
we denote it by J(a, b).
We remark here that a Johnson scheme J(a, b) can also be viewed as an association
scheme of Example 1.1.4(2) with G = Sa, the symmetric group on {1, 2, . . . , a},
H the stabilizer of a b-element subset of {1, 2, . . . , a}, e.g., of {1, 2, . . . , b}. Then
H ∼= Sb × Sa−b, the direct product of Sb and Sa−b.
5. Let G be a finite group and let C0 = {1}, C1, . . . , Cd be the conjugacy
classes of G. Let G × G act on G with the action defined by x(g1, g2) =
g−11 xg2, where x, g1, g2 ∈ G. Then the diagonal action of G × G on G × G is
given by (x, y)(g1, g2) = (x(g1, g2), y(g1, g2)) = (g
−1
1 xg2, g
−1
1 yg2).
We show that (x1, x2), (y1, y2) ∈ G×G belong to the same orbital of G×G if
and only if x1x
−1
2 , y1y
−1
2 belong to the same conjugacy class of G.
We have (x1, x2) ∈ (y1, y2)(G×G) if and only if there exists g1, g2 ∈ G such
that (x1, x2) = (y1, y2)(g1, g2). That is, (x1, x2) = (g
−1
1 y1g2, g
−1
1 y2g2). Hence
x1 = g
−1
1 y1g2, x2 = g
−1
1 y2g2 and so x1x
−1
2 = g
−1
1 y1y
−1
2 g1. Hence x1x
−1
2 and y1y
−1
2
are conjugate to each other. Therefore in this case the orbitals correspond to
the conjugacy classes of G.
Define Ri by (x, y) ∈ Ri if and only if xy−1 ∈ Ci. Thus the Ri are the orbitals
of G×G and hence X = (G, {Ri}0≤i≤d) is an association scheme.
To compute the intersection numbers pkij, let x ∈ Ck so that (x, 1) ∈ Rk. Then
pkij equals the number of z ∈ G such that (x, z) ∈ Ri and (z, 1) ∈ Rj. This
number is equal to |{(y, z) | y ∈ Ci, z ∈ Cj, yz = x}|. It easily follows from
yz = z(z−1yz) for all y, z ∈ G that pkij = pkji. Hence X is commutative. It is
symmetric if and only if x and x−1 are conjugate in G for all x ∈ G. This asso-
ciation scheme is called a group association scheme or a group scheme.
Let Ci =
∑
g∈Ci g ∈ OG denote the conjugacy class sum, where OG denotes
the group algebra of G. It follows from [Isa76, Theorem 2.4] and its proof, that
CiCj =
∑d
k=0 p
k
ijCk.
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In the following we note that for a group-case association scheme X there is a bijection
between the relations (orbitals of G) of X and the set of double cosets of H in G. We
also find the intersection numbers of this association scheme.
1.1.5 Remark
Let X = (G/H, {θi}0≤i≤d) be a group-case association scheme. Then the correspon-
dence (Hg′, Hg′′)G 7→ Hg′g′′−1H gives a bijection between the relations (orbitals of
G) of X and the set of double cosets of H in G. In particular, (Hg,H)G corresponds
to the double coset HgH. We note here that (Hg′, Hg′′)G 7→ Hg′′g′−1H also gives
a bijection between the relations of X and the set of double cosets of H in G and in
this case (H,Hg)G corresponds to the double coset HgH. However, for our purpose
we choose the former bijection.
With respect to the above chosen bijection we can enumerate the double cosets
Hg0H,Hg1H, . . . , HgdH, where the notation is chosen such that the orbital θi corre-
sponds to the double coset HgiH (i = 0, 1, . . . , d) and where {g0, g1, . . . , gd} is a set
of H\G/H double coset representatives. Then θti corresponds to Hg−1i H.
In most of our study we use a group-case association scheme and henceforth denote it
as X = (G/H, {HgiH}0≤i≤d), where G,H are finite groups such that H ≤ G, G/H is
the set of right cosets of H in G, and where {g0, g1, . . . , gd} is a set of H\G/H double
coset representatives.
From Example 1.1.4(1) and [BI84, I Example 5.4], it follows that a group-case as-
sociation scheme X = (G/H, {HgiH}0≤i≤d) is a commutative association scheme if
and only if the permutation character 1HG of G (over C) is multiplicity free. This
association scheme is symmetric if g−1 ∈ HgH for all g ∈ G.
We now find the intersection numbers of a group-case association scheme.
1.1.6 Lemma ([Hig77, I.2 Example 3])
(Intersection Numbers of a Group-Case Association Scheme)
Let X = (G/H, {HgiH}0≤i≤d) be a group-case association scheme. Then the inter-
section numbers pkij are given by
pkij =
1
|H| |HgjH ∩Hg
−1
i Hgk|.
Proof: By Remark 1.1.5, it follows that (Hg′, H) lies in the orbit of (Hg′′, H) if and
only if Hg′H = Hg′′H.
By definition, pkij equals the number of cosets Hg such that (Hgk, Hg) lies in the orbit
of (Hgi, H) and (Hg,H) lies in the orbit of (Hgj, H). Hence from above, p
k
ij equals
the number of cosets Hg such that Hgkg
−1H = HgiH and HgjH = HgH. The cosets
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satisfy these conditions if and only if g ∈ Hg−1i Hgk and g ∈ HgjH. That is, g ∈
HgjH ∩Hg−1i Hgk. Therefore the number of cosets Hg equals 1|H| |HgjH ∩Hg−1i Hgk|.
Hence
pkij =
1
|H| |HgjH ∩Hg
−1
i Hgk|.

1.1.7 Definition (Valency)
Let X = (X, {Ri}0≤i≤d) be an association scheme. Set ki = p0ii′ . Then ki is the
number of elements y ∈ X such that (x, y) ∈ Ri for a fixed x ∈ X. Equivalently, it
is the number of 1’s in a row of the adjacency matrix Ai. The positive integer ki is
called the valency of Ri (or Ai).
1.1.8 Lemma ([BI84, II Proposition 2.2])
Let X = (X, {Ri}0≤i≤d) be an association scheme. Let k0, k1, . . . , kd denote respec-
tively the valencies corresponding to the relations R0, R1, . . . , Rd and let p
k
ij denote
the intersection numbers. Then
(i) k0 = 1.
(ii) ki = ki′ .
(iii) k0 + k1 + . . .+ kd = |X|.
(iv) p0i′j = ki′ δij, where δ denotes the Kronecker delta.
(v) pkij = p
k′
j′i′ .
(vi)
∑d
j=0 p
k
ij = ki and
∑d
i=0 p
k
ij = kj′ = kj.
(vii)
∑d
s=0 p
s
vi p
l
sj =
∑d
u=0 p
u
ij p
l
vu.
(viii) ki p
i
vj = kv p
v
ij′ = kjp
j
v′i.
Proof: (i) Follows from the definition of valency.
(ii) For any relation Ri, clearly from the definition of valency, we have |Ri| = ki|X|.
Since |Ri| = |Ri′|, it follows that ki|X| = ki′|X|. Since |X| ∈ N, we obtain (ii).
(iii) Clear from the definition of valency.
(iv) Follows from the definition of pkij and valency.
(v) We have, for fixed (x, y) ∈ Rk,
pkij = |{z ∈ X | (x, z) ∈ Ri and (z, y) ∈ Rj}|
= |{z ∈ X | (y, z) ∈ Rj′ and (z, x) ∈ Ri′}|
= pk
′
j′i′ since (y, x) ∈ Rk′ .
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(vi) The first equality is obtained by counting for a fixed pair (x, y) ∈ Rk, the number
of elements z ∈ X such that (x, z) ∈ Ri.
The second equality is obtained by counting for a fixed pair (x, y) ∈ Rk, the number
of elements z ∈ X such that (y, z) ∈ Rj′ .
(vii) Let (x, y) ∈ Rl. Consider the number of possibilities to choose elements z and
w in X such that (x, z) ∈ Rv, (z, w) ∈ Ri and (w, y) ∈ Rj. Let us first choose the
element w. For any s, we get plsj possible choices with (x,w) ∈ Rs. If w is chosen
there are psvi alternatives for z. Summing over s we get the left hand side of (vii).
Choosing z first such that (z, y) ∈ Ru we get the right hand side of (vii).
(viii) Putting (j, i′, 0) instead of (i, j, l) in (vii) and applying (iv), (v), we obtain
ki p
i
vj = kv p
v
ij′ .
Using (ii) and (v), we have ki p
i
vj = ki′ p
i′
j′v′ . Also from (ii), (v) and above, we obtain
ki′ p
i′
j′v′ = kj p
j
v′i. Hence ki p
i
vj = kj p
j
v′i and thus ki p
i
vj = kv p
v
ij′ = kj p
j
v′i. 
1.1.9 Definition (Adjacency Algebra or Bose-Mesner Algebra)
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d and order n. Let Mn(O)
be the matrix algebra of degree n over O. From Remark 1.1.3(4′) it follows that
the O-linear span of the adjacency matrices A0, A1, . . . , Ad is a subalgebra of Mn(O).
Denote this subalgebra by OX. Then OX is called the adjacency algebra or the
Bose-Mesner algebra of the association scheme X over O.
From Remark 1.1.3(2′) it follows that the adjacency matrices are linearly independent
over O. Hence A0, A1, . . . , Ad form a basis of the adjacency algebra OX and we have
rank(OX) = d+ 1.
Suppose that the finite group G acts on the finite set Ω as in Example 1.1.4(1). Then
the centralizer ring of G on Ω is the adjacency algebra of the association scheme of Ex-
ample 1.1.4(1). For a group-case association scheme as in Example 1.1.4(2) we show
later that the adjacency algebra over a field F with char(F ) - |H|, is isomorphic to
the subalgebra εFGε of the group algebra FG, where ε = 1|H|
∑
h∈H h ∈ FH ≤ FG.
Since the class sums Ci form a basis of the center Z(OG) of the group algebra OG, the
adjacency algebra of the group association scheme of Example 1.1.4(5) is isomorphic
to Z(OG).
We now give the definition of a representation of an association scheme and in par-
ticular define the regular representation. We remark here that a detailed study of
representations of association scheme is done in Chapter 2.
1.1.10 Definition (Representation, Regular Representation)
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d and order n. Let OX
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be its adjacency algebra over O. Let Mm(O) be the matrix algebra of degree m
over O. Then an O-algebra homomorphism Ψ : OX→ Mm(O) is called a (matrix)
representation of degree m of the association scheme X over O.
Let Υ be the algebra homomorphism Υ : OX → EndO(OX), A 7→ Υ(A), where
Υ(A) : OX→ OX, B 7→ BA, for A,B ∈ OX and where EndO(OX) denotes the set of
O-linear endomorphism of OX. Then Υ is called the right regular representation
of X.
1.1.11 Definition (Intersection Matrix, Intersection Algebra)
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with adjacency matrices
A0, A1, . . . , Ad. Let OX be the adjacency algebra and pkij the intersection numbers.
Let (Bi)jk = p
k
ji. That is, Bi is a (d + 1) × (d + 1) matrix whose (j, k) entry is
pkji. The matrix Bi is called the ith intersection matrix of X or the ith collapsed
adjacency matrix.
From Definition 1.1.10 we note that the matrix Bi is the matrix of the right regular
representation of the adjacency algebra with respect to the basis A0, A1, . . . , Ad.
Let OB be the subalgebra of Md+1(O) spanned by B0, B1, . . . , Bd. Then OB is called
the intersection algebra of X.
Clearly, the correspondence Ai 7→ Bi gives an isomorphism between the adjacency
algebra and the intersection algebra. In particular, Ai and Bi have the same minimal
polynomial. Hence for association schemes of large order, computations can be done
with collapsed adjacency matrices which are matrices of considerably smaller size.
We now show that in a group-case association scheme if H is a normal subgroup of
G then the adjacency algebra and the intersection algebra are both isomorphic to
OG/H.
1.1.12 Corollary
Let X = (G/H, {HgiH}0≤i≤d) be a group-case association scheme. If H E G, then
OX ∼= OG/H as O-algebras. In particular, OX ∼= OB as O-algebras.
Proof: Clearly, since H E G, we have H\G/H = G/H = {Hgi = giH | 0 ≤ i ≤ d}.
Write g¯i = giH ∈ G/H, 0 ≤ i ≤ d. Then from Lemma 1.1.6, we have
pkij =
1
|H| |HgjH ∩Hg
−1
i Hgk|
=
1
|H| |gjH ∩Hg
−1
i Hgk|
=
{
1 if gjH = Hg
−1
i Hgk,
0 otherwise
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=
{
1 if g¯k = g¯ig¯j,
0 otherwise.
Hence Bj is the matrix of g¯j the regular O-representation of OG/H with respect to
the O-basis g¯0, g¯1, . . . , g¯d. 
1.2 Closed Subsets, Refinement Schemes and Fac-
tor Schemes
In this section we define closed subsets of an association scheme and show that the
closed subsets of a group-case association scheme correspond to the intermediate
subgroups K of G such that H ≤ K ≤ G. We also introduce refinement schemes,
fusion schemes and factor schemes. For the details in this section we refer to the book
by Zieschang ([Zie96]).
Throughout this section, for an association scheme X = (X, {Ri}0≤i≤d) we let R =
{R0, R1, . . . , Rd} denote the set of relations of X.
1.2.1 Definition (Products)
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
For x ∈ X, Y ⊆ X and D,E ⊆ R, we define the following:
(i) D∗ = {Rti | Ri ∈ D}.
(ii) xRi = {y ∈ X | (x, y) ∈ Ri}.
(iii) xD =
⋃
Ri∈D xRi.
(iv) Y D =
⋃
y∈Y yD.
(v) DE = {Rk ∈ R | pkij 6= 0 for some i with Ri ∈ D
and some j with Rj ∈ E}.
(vi) RiD = {Ri}D.
(vii) DRi = D{Ri}.
(viii) RiRj = {Ri}{Rj}.
It is obvious from above that D∗∗ = D.
1.2.2 Lemma ([Zie96, Lemma 1.2.1])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
Let D,E,L ⊆ R be given. We have the following:
(i) If E ⊆ L, then DE ⊆ DL and ED ⊆ LD.
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(ii) (DE)L = D(EL).
Proof: (i) Follows immediately from Definition 1.2.1(v).
(ii) Let Ri ∈ (DE)L be given. Then, by definition, there exist Rj ∈ DE and Rl ∈ L
such that pijl 6= 0. Since Rj ∈ DE, we can find some Rk ∈ D and Re ∈ E such
that pjke 6= 0. It follows therefore that pjkepijl 6= 0. Since pjkepijl 6= 0, there exists
Rm ∈ R such that pikmpmel 6= 0 (by Lemma 1.1.8(vii)). Hence pikm 6= 0 and pmel 6= 0.
From pmel 6= 0, we obtain Rm ∈ EL. Thus, as pikm 6= 0, we have Ri ∈ D(EL). Since
Ri ∈ (DE)L was chosen arbitrarily, we have shown that (DE)L ⊆ D(EL).
Similarly, we can show that D(EL) ⊆ (DE)L. 
1.2.3 Lemma ([Zie96, Lemma 1.2.2])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
Let D,E ⊆ R, then (DE)∗ = E∗D∗.
Proof: Clearly, for each Ri ∈ R, using Definition 1.2.1(i), (v), we have
Ri ∈ (DE)∗ ⇔ Rti = Ri′ ∈ DE ⇔
∑
Rj∈D
∑
Rk∈E
pi
′
jk 6= 0.
From Lemma 1.1.8(v), since pi
′
jk = p
i
k′j′ , we have from above∑
Rj∈D
∑
Rk∈E
pi
′
jk 6= 0⇔
∑
Rj∈D
∑
Rk∈E
pik′j′ 6= 0⇔
∑
Rk∈E∗
∑
Rj∈D∗
pikj 6= 0⇔ Ri ∈ E∗D∗.

We now have the following generalizations of Lemmas 1.2.2, 1.2.3.
1.2.4 Lemma ([Zie96, Lemma 1.2.3])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
Let v ∈ N\{0, 1} and let L1, L2, . . . , Lv ⊆ R be given. Then
(i) If 3 ≤ v, L1L2 · · ·Lv = L1(L2 · · ·Lv).
(ii) (L1L2 · · ·Lv)∗ = L∗vL∗v−1 · · ·L∗1.
Proof: (i), (ii) Follows easily from Lemmas 1.2.2, 1.2.3 by induction. 
We now state without proof a lemma, and refer the reader to [Zie96, Lemma 1.2.4]
for a proof of the same.
1.2.5 Lemma ([Zie96, Lemma 1.2.4])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
Let v ∈ N\{0, 1} and let L1, L2, . . . , Lv ⊆ R be given. Then for each Ri ∈ R, the
following are equivalent.
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(i) Ri ∈ L1L2 · · ·Lv.
(ii) Let y, z ∈ X be such that (y, z) ∈ Ri. Then there exist x0, x1, . . . , xv ∈ X
such that x0 = y, xv = z and for each j ∈ {1, 2, . . . , v}, xj ∈ xj−1Lj.
(iii) There exist x0, x1, . . . , xv ∈ X such that (x0, xv) ∈ Ri and for each j ∈
{1, 2, . . . , v}, xj ∈ xj−1Lj.
(iv) There exist Ru0 , Ru1 , . . . , Ruv ∈ R such that Ru0 = R0, Ruv = Ri and for each
j ∈ {1, 2, . . . , v}, Ruj ∈ Ruj−1Lj.

1.2.6 Definition (Closed Subset)
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d. A non-empty subset C
of R is called a closed subset of X if C∗C ⊆ C.
Equivalently, ∅ 6= C is a closed subset if
AiAj =
∑
k,Rk∈C
pkijAk
for all adjacency matrices Ai, Aj corresponding to the relations Ri, Rj in C.
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d. We denote by G the set
of closed subsets of X. Clearly, {R0} and {R0, R1, . . . , Rd} are closed subsets of X.
They are called the trivial closed subsets of X.
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d. For each D ⊆ R, we
define
X
D
= {xD | x ∈ X}. (1.1)
R
D
= {RiD | Ri ∈ R}. (1.2)
For each Ri ∈ R and for each closed subset C ∈ G, we define
CRC = {CRiC | Ri ∈ R}. (1.3)
RiC = {(yC, zC) | z ∈ yCRiC}. (1.4)
Observe that by Lemma 1.2.5(iii), we have for y, z ∈ X:
z ∈ yCRiC ⇔ there exists some y0 ∈ yC, z0 ∈ zC such that (y0, z0) ∈ Ri.
Hence equivalently, we have
RiC = {(yC, zC) | (y0, z0) ∈ Ri for some y0 ∈ yC and z0 ∈ zC}. (1.5)
We also define
RC = {RiC | Ri ∈ R}. (1.6)
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1.2.7 Lemma ([Zie96, Lemma 1.2.5(i), (iii)])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
We have the following:
(i) Let Ri, Rj ∈ R be given. For each Rk ∈ R, we have Ri ∈ RjRk if and only if
Rj ∈ RiRk′ .
(ii) R0 ∈ Ri′Rj if and only if Ri = Rj.
Proof: (i) By Definition 1.2.1(v), (viii) and Lemma 1.1.8(viii), it follows that
Ri ∈ RjRk ⇔ pijk 6= 0⇔ pjik′ 6= 0⇔ Rj ∈ RiRk′ .
(ii) From Definition 1.2.1(v) and (viii), we have R0 ∈ Ri′Rj if and only if p0i′j 6= 0.
From Lemma 1.1.8(iv), since p0i′j = ki′δij, we get Ri = Rj. 
1.2.8 Lemma ([Zie96, Lemma 1.2.10])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
Let Y ⊆ X and D ⊆ R be given. Then
(i) For each Z ⊆ Y , ZD ⊆ Y D.
(ii) For each E ⊆ D, Y E ⊆ Y D.
(iii) For each E ⊆ R, (Y E)D = Y (ED).
Proof: (i), (ii) Follows immediately from Definition 1.2.1(iv).
(iii) Let x ∈ (Y E)D be given. Then, by definition, there exist z ∈ Y E and Ri ∈ D
such that x ∈ zRi. Since z ∈ Y E, there exist y ∈ Y and Rj ∈ E such that
(y, z) ∈ Rj. Let Rk ∈ R be such that (y, x) ∈ Rk. Then, as z ∈ X is such that
(y, z) ∈ Rj, (z, x) ∈ Ri and (y, x) ∈ Rk, we have pkji 6= 0. Therefore, Rk ∈ RjRi.
Hence from (ii), Lemma 1.2.2(i) and (i), we obtain
x ∈ yRk ⊆ y(RjRi) ⊆ y(ED) ⊆ Y (ED).
Conversely, assume that x ∈ Y (ED). Then, by definition, there exist y ∈ Y and
Rk ∈ ED such that (y, x) ∈ Rk. Since Rk ∈ ED, there exist Ri ∈ E and Rj ∈ D
such that pkij 6= 0. Therefore, there exists z ∈ X such that (y, z) ∈ Ri, (z, x) ∈ Rj.
Hence, using (ii) and (i), we obtain
x ∈ zRj ⊆ zD ⊆ (yRi)D ⊆ (yE)D ⊆ (Y E)D.

1.2.9 Lemma ([Zie96, Section 1.3])
Let C be a closed subset of an association scheme X. Then R0 ∈ C and C∗ = C.
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Proof: Clearly, by the definition of a closed subset, we have C 6= ∅. Let Ri ∈ C be
given. Then by Lemma 1.2.7(ii), R0 ∈ Ri′Ri ⊆ C∗C ⊆ C. Hence R0 ∈ C.
Since pki0 = δik, from Definition 1.2.1(v) it follows that C
∗ = C∗{R0}. Since R0 ∈ C,
by Lemma 1.2.2(i), we have C∗ = C∗{R0} ⊆ C∗C ⊆ C.
From this we obtain C = C∗∗ ⊆ C∗ and hence C∗ = C. 
In the following two lemmas we show that the closed subsets of a group-case associ-
ation scheme correspond to the subgroups K of G such that H ≤ K ≤ G.
1.2.10 Lemma
Let X = (G/H, {HgiH}0≤i≤d) be a group-case association scheme. Suppose that
C = {θ0, θ1, . . . , θf} is a closed subset of X and let K =
⋃˙f
i=0HgiH. Then K is a
subgroup of G such that H ≤ K ≤ G.
Proof: We show K−1 = K and KK = K.
Since C is closed, by Remark 1.1.5 and Lemma 1.2.9 we have for 0 ≤ i ≤ f ,
(HgiH)
−1 = Hg−1i H = HgjH, for some 0 ≤ j ≤ f . Hence K−1 = K.
To show K is a subgroup of G we are now left to show KK = K. That is, to show
(HgiH)(HgjH) = HgiHgjH ⊆
⋃
0≤k≤f HgkH for all i, j ∈ {0, 1, . . . , f}.
Let h1, h2, h3 ∈ H. Then h1gih2gjh3 ∈ HgkH for some 0 ≤ k ≤ d. Hence, there ex-
ists h4, h5 ∈ H such that h1gih2gjh3 = h4gkh5. Hence h2gjh3h−15 = g−1i h−11 h4gk ∈
HgjH ∩Hg−1i Hgk and we have pkij 6= 0 (by Lemma 1.1.6). Since C is a closed subset,
(using Remark 1.1.5) this implies HgkH corresponds to θk ∈ C. That is k ≤ f . Hence
KK ⊆ K and K is a subgroup of G. 
1.2.11 Lemma
Let X = (G/H, {HgiH}0≤i≤d) be a group-case association scheme. Suppose that
K =
⋃˙f
i=0HgiH is a subgroup of G. Then C = {θ0, θ1, . . . , θf} is a closed subset of
X.
Proof: We show C∗C ⊆ C. By Remark 1.1.5 and Definition 1.2.1(i), clearly C∗
corresponds to {Hg−10 H,Hg−11 H, . . . , Hg−1f H}. Since K is a subgroup, K−1 = K
implies Hg−1i H = HgjH, for some 0 ≤ i, j ≤ f . Hence C∗ = C.
Next consider C∗C. Suppose that HgkH corresponds (via the bijection of Remark
1.1.5) to an element of C∗C = CC. By definition, there are 0 ≤ i, j ≤ f such
that pkij 6= 0. Hence HgjH ∩ Hg−1i Hgk 6= ∅. Let g = h1gjh2 = h3g−1i h4gk ∈
HgjH ∩Hg−1i Hgk. This implies that gk ∈ (HgiH)(HgjH) ⊆ K. Hence HgkH ⊆ K
and so 0 ≤ k ≤ f . 
1.2.12 Corollary
For b < a/2, the trivial closed subsets {R0} and {R0, . . . , Rb} are the only closed
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subsets of a Johnson scheme J(a, b).
Proof: For b < a/2, since Sb×Sa−b is a maximal subgroup of Sa, the corollary follows
from Lemma 1.2.10 and Lemma 1.2.11. 
We now define a refinement scheme of an association scheme. Our definition here
follows [JS86].
1.2.13 Definition (Refinement Scheme)
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d and order n. Let Y ⊆ X.
Let X′ = (Y, {Dj}0≤j≤r) be an association scheme on Y . Then X′ is said to be a
refinement scheme of X if D0 ⊆ R0 and for all j = 1, 2, . . . , r, there is some
i (1 ≤ i ≤ d) such that Dj ⊆ Ri.
The following lemma shows that for each x ∈ X and for each closed subset C ∈ G
there is an associated refinement scheme.
1.2.14 Lemma ([Zie96, Theorem 1.5.1(ii)])
Let X = (X, {Ri}0≤i≤d) be an association scheme. Let C ∈ G be a closed subset of X.
Then for each x ∈ X, there exists a refinement scheme X′ = (Y, {Dj}0≤j≤f ), where
Y = xC and Dj = {Rj ∩ (Y × Y ) | Rj ∈ C}.
Proof: Let the closed subset C consist of f+1 relations Ri ∈ {R0, R1, . . . , Rd}. Since
C is a closed subset of X, by Lemma 1.2.9, we have R0 ∈ C and C∗ = C. Reordering
and renumbering the relations of X, let the relations of X be {R0, R1, . . . , Rf , . . . , Rd}
such that C = {R0, R1, . . . , Rf}. For x ∈ X and the closed subset C, clearly, by the
definition of Y , we have Y ⊆ X. By definition, Dj = {Rj ∩ (Y × Y ) | Rj ∈ C},
hence Dj ⊆ Rj, Rj ∈ C. Since D0 ∈ C it follows that D0 ⊆ R0. Also, since X is
an association scheme, we have Di ∩Dj = ∅ for i 6= j and Y × Y = D0 ∪ . . . ∪Df .
Clearly, C∗ = C implies Dti = Di′ for some i
′ ∈ {0, 1, . . . , f}.
For (y, y′) ∈ Dk and i, j, k ∈ {0, 1, . . . , f}, let skij = |{z ∈ Y | (y, z) ∈ Di, (z, y′) ∈
Dj}|. We have pkij = |{z ∈ X | (y, z) ∈ Ri, (z, y′) ∈ Rj}|. Let z ∈ X with (y, z) ∈
Ri, (z, y
′) ∈ Rj. Suppose (x, z) ∈ Rl for some 0 ≤ l ≤ d. Since y ∈ Y = xC, there
is some u, 0 ≤ u ≤ f such that (x, y) ∈ Ru. Since (y, z) ∈ Ri, we have plui 6= 0.
Since C is closed we must have 0 ≤ l ≤ f and so z ∈ Y . It therefore follows that for
i, j, k ∈ {0, 1, . . . , f} pkij = skij, is independent of (y, y′). Hence X′ = (Y, {Dj}0≤j≤f )
is a refinement scheme. 
We remark here that in the book by Zieschang (see [Zie96, Section 1.5]) the association
scheme obtained as in Lemma 1.2.14 is called the subscheme of X with respect
to x and C.
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Observe that Lemma 1.2.14 showed the existence of a refinement scheme associated
to a closed subset of an association scheme. We now give an example to show that
there exists a refinement scheme of an association scheme which does not arise from
a closed subset.
1.2.15 Example
Consider the Johnson scheme J(4, 2). In the following we denote any two-element
subset of {1, 2, 3, 4} as a two digit number. That is, 12 represents the subset {1, 2},
13 represents {1, 3} and so on. Hence X = {12, 13, 14, 23, 24, 34}.
The relations are
R0 = {(12, 12), (13, 13), (14, 14), (23, 23), (24, 24), (34, 34)}.
R1 = {(12, 13), (12, 14), (12, 23), (12, 24), (13, 12), (13, 14), (13, 23), (13, 34),
(14, 12), (14, 13), (14, 24), (14, 34), (23, 12), (23, 13), (23, 24), (23, 34),
(24, 12), (24, 14), (24, 23), (24, 34), (34, 13), (34, 14), (34, 23), (34, 24)}.
R2 = {(12, 34), (13, 24), (14, 23), (23, 14), (24, 13), (34, 12)}.
Let In denote the identity matrix of size n.
The adjacency matrices (with the rows and columns indexed by the elements of X in
the same order of their occurrence in X) are
A0 = I6, A1 =

0 1 1 1 1 0
1 0 1 1 0 1
1 1 0 0 1 1
1 1 0 0 1 1
1 0 1 1 0 1
0 1 1 1 1 0

, A2 =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

.
The collapsed adjacency matrices are
B0 = I3, B1 =

0 1 0
4 2 4
0 1 0
 , B2 =

0 0 1
0 1 0
1 0 0
 .
The closed subsets are
{R0}, {R0, R1, R2}, {R0, R2}.
Let Y = {23, 24, 34} ⊂ X. Then there is an association scheme on Y with relations
D0 = {(23, 23), (24, 24), (34, 34)}.
D1 = {(23, 24), (23, 34), (24, 34), (24, 23), (34, 23), (34, 24)}.
Clearly, D0 ⊂ R0 and D1 ⊂ R1. The association scheme on Y is a refinement scheme
of J(4, 2). We note that this association scheme on Y does not arise from any closed
subset as in Lemma 1.2.14.
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The following lemma gives a refinement scheme of a group-case association scheme.
1.2.16 Lemma
Let G be a finite group with subgroups H,K such that H ≤ K ≤ G. Let X =
(G/H, {HgiH}0≤i≤d) be the group-case association scheme corresponding to G/H.
Suppose that a closed subset of X corresponds to a subgroup K such that K =⋃˙
0≤j≤fHgjH. Let X
′ = (K/H, {HgjH}0≤j≤f ) be the group-case association scheme
corresponding to K/H. Then X′ is a refinement scheme of X.
Proof: Clearly K/H ⊆ G/H. From Remark 1.1.5, it follows that the HgiH of X
correspond to the G-orbits containing (Hgi, H) for i = 0, 1, . . . , d and HgjH of X
′
correspond to the K-orbits containing (Hgj, H) for j = 0, 1, . . . , f . Let S be a G-orbit
containing (Hg,H). That is, S is a relation in X.
Consider S ∩ (K/H ×K/H). Then for any x ∈ G, we have
(Hgx,Hx) ∈ S ∩ (K/H ×K/H) ⇔ (Hgx,Hx) ∈ K/H ×K/H
⇔ Hgx = Hy for some y ∈ K
and Hx = Hy′ for some y′ ∈ K
⇒ x ∈ K and g ∈ K.
Hence if S ∩ (K/H ×K/H) 6= ∅, we have
S ∩ (K/H ×K/H) = {(Hgx,Hx) | x ∈ K}
= K-orbit containing (Hg,H)
= a relation in X′.
Hence X′ is a refinement scheme of X. 
1.2.17 Remark
Let X, G,H,K be as in Lemma 1.2.16. Let C be the closed subset of X corresponding
to the subgroup K of G and let g ∈ G. Taking x = Hg, we have
xC = {Hy ∈ G/H | Hy ⊆ Kg}.
In particular, if g ∈ K then the constructions of Lemmas 1.2.14, 1.2.16 coincide.
Proof: By Definition 1.2.1(iii), we have
xC = {Hy ∈ G/H | (Hg,Hy) is contained in a relation in C}
= {Hy ∈ G/H | Hgy−1H ⊆ K}
= {Hy ∈ G/H | gy−1 ∈ K}
= {Hy ∈ G/H | Hy ⊆ Kg}.
Clearly, if g ∈ K then by Lemma 1.2.16 the claim follows. 
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In the following we give the definition of a fusion scheme. We note that our definition
and terminology follows from Bannai and Song (see [BS93]). We also remark that
in the literature fusion schemes are also referred to as subschemes (cf., for example
[Ban91], [Muz92]).
1.2.18 Definition (Fusion Scheme)
Let X = (X, {Ri}0≤i≤d), X˜ = (X, {Uj}0≤j≤s), s < d, be two association schemes
defined on the same set X. Then X˜ is defined to be a fusion scheme of X if for each
i ∈ {0, 1, . . . , d}, Ri ⊆ Uj for some j ∈ {0, 1, . . . , s}.
Observe that if Y = X in the definition of a refinement scheme, then X˜ is a fusion
scheme of X if and only if X is a refinement scheme of X˜.
The following lemma is obvious.
1.2.19 Lemma ([BS93, (1.3)])
For a given commutative association scheme X = (X, {Ri}0≤i≤d) and a partition W0 =
{0},W1, . . . ,Ws of {0, 1, . . . , d}, the pair X˜ = (X, {Uj}0≤j≤s) where Uj =
⋃
i∈Wj Ri
for each j ∈ {0, 1, . . . , s} becomes a fusion scheme of X if
(i) U tj =
⋃
i∈Wj R
t
i =
⋃
i∈Wj′ Ri = Uj′ for some j
′ ∈ {0, 1, . . . , s}.
(ii) For any u, v, w ∈ {0, 1, . . . , s} and any h, k ∈ Ww∑
i∈Wu
∑
j∈Wv
phij =
∑
i∈Wu
∑
j∈Wv
pkij.
We note that the numbers in (ii) above are the intersection numbers lwuv of X˜. 
In what follows we introduce the notion of a factor scheme. However, we first begin
by giving some necessary lemmas in this respect.
1.2.20 Lemma ([Zie96, Theorem 1.3.1])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
Let C ⊆ R be such that R0 ∈ C. Let XC and RC be respectively as defined in (1.1) and
(1.2). Then the following conditions are equivalent.
(i) C ∈ G.
(ii) X
C
is a partition of X.
(iii) R
C
is a partition of R.
Proof: (i)⇒(ii) Let x, y ∈ X be such that x ∈ yC. By hypothesis, since R0 ∈ C, we
have x ∈ xC. Hence x ∈ xC ∩ yC. Therefore it suffices to show that xC = yC.
As x ∈ yC, using Lemma 1.2.8, we obtain xC ⊆ (yC)C = y(CC). Hence, since C is
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closed, it follows that xC ⊆ y(CC) ⊆ yC. Also, as x ∈ yC, using Definition 1.2.1, we
obtain y ∈ xC∗ = xC. Therefore, as before we obtain yC ⊆ xC. Hence xC = yC.
(ii)⇒(iii) Let Ri, Rj ∈ R be such that Ri ∈ RjC. By hypothesis since R0 ∈ C and
also since pji0 = δij, we have Ri ∈ RiC. Hence Ri ∈ RiC ∩ RjC. Therefore it suffices
to show that RiC = RjC.
Since Ri ∈ RjC, by Definition 1.2.1(v) and (vi), there exists Rk ∈ C such that
pijk 6= 0. That is, there exists y, z ∈ X such that (y, z) ∈ Ri, and we have
|{x ∈ X | (y, x) ∈ Rj, (x, z) ∈ Rk}| 6= 0.
Now (x, z) ∈ Rk ∈ C implies z ∈ xC and from (ii), we obtain zC = xC.
Let Rl ∈ RiC be given. Then, by Definition 1.2.1(v) and (vi), there exists Rv ∈ C
such that pliv 6= 0. Then, by Lemma 1.1.8(viii), we obtain pilv′ 6= 0. Since (y, z) ∈ Ri,
this implies
|{w ∈ X | (y, w) ∈ Rl, (w, z) ∈ Rv′}| 6= 0.
From w ∈ zRv, we obtain w ∈ zC = xC. Hence, as (y, x) ∈ Rj and (y, w) ∈ Rl,
it follows that Rl ∈ RjC. As Rl ∈ RiC was chosen arbitrarily, we have shown that
RiC ⊆ RjC.
Similarly, we can show RjC ⊆ RiC.
(iii)⇒(i) Let Ri ∈ C be given. Then, by Lemma 1.2.7(ii), we have R0 ∈ Ri′Ri ⊆ Ri′C.
Also, by hypothesis, R0 ∈ C = R0C. Hence, by (iii), we have Ri′C = C. Since Ri ∈ C
was chosen arbitrarily, we have shown that C∗C ⊆ C. 
1.2.21 Lemma ([Zie96, Corollary 1.3.2])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d with set of relations R.
For a closed subset C ∈ G, let CRC be as defined in (1.3). Then CRC is a partition
of R.
Proof: Let Ri, Rj ∈ R be such that Ri ∈ CRjC. Since R0 ∈ C, clearly Ri ∈ CRiC.
Hence Ri ∈ CRiC ∩ CRjC. We shall be done if we show that CRiC ⊆ CRjC and
that Rj ∈ CRiC.
Since Ri ∈ CRjC, by Lemma 1.2.2(i) and Lemma 1.2.4(i), we have CRiC =
(CRi)C ⊆ (C(CRjC))C = CRjC.
Since Ri ∈ CRjC, there exists Rk ∈ RjC such that Ri ∈ CRk. Thus by Lemmas
1.2.3 and 1.2.9, we have Ri′ ∈ Rk′C. Hence, by Lemma 1.2.20 Rk′ ∈ Ri′C. Using
once again Lemma 1.2.3, we obtain Rk ∈ CRi. Hence using Lemma 1.2.20, we obtain
Rj ∈ RkC ⊆ CRiC. 
20 Chapter 1. Association Schemes
1.2.22 Lemma ([Zie96, Proposition 1.5.3])
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d. Let C ∈ G and let RiC
be as defined in (1.5). Then the following are equivalent.
(i) RiC ∩ RjC 6= ∅.
(ii) CRiC = CRjC.
(iii) RiC = RjC.
Proof: (i)⇒(ii) Let x, y ∈ X be such that (xC, yC) ∈ RiC ∩ Rj C. Then
by definition, there exists x0, x1 ∈ xC, y0, y1 ∈ yC such that (x0, y0) ∈ Ri and
(x1, y1) ∈ Rj. Let Rk ∈ R be such that (x, y) ∈ Rk. Then Rk ∈ CRiC ∩ CRjC by
Lemma 1.2.5(iii). Hence, by Lemma 1.2.21 since CRC is a partition of R, it follows
that CRiC = CRjC.
(ii)⇒(iii) Obvious by (1.4).
(iii)⇒(i) Obvious. 
We note that in future without further reference we use RiC or equivalently CRiC
to represent an element of RC.
We recall (cf., Remark 1.1.5) that a similar situation also arose while considering a
group-case association scheme X = (G/H, {HgiH}0≤i≤d), where the relations of a
group-case association scheme correspond to the orbitals of G, which in turn corre-
spond to the H\G/H double cosets of the group G.
We now define the factor scheme of an association scheme X over a closed subset C.
1.2.23 Definition/Proposition (Factor Scheme)
Let X = (X, {Ri}0≤i≤d) be an association scheme and let C be a closed subset of X.
Let X
C
and RC be respectively as defined in (1.1) and (1.6). Then XC = (X
C
, RC)
is an association scheme. This association scheme is called the factor scheme of X
over C.
Proof: By Lemmas 1.2.22, 1.2.20 and (1.6), RC is a partition of X
C
× X
C
. Clearly,
R0C = {(xC, xC) | xC ∈ XC }. Also from the definition of RiC and Lemma 1.2.7(i),
we know that (RiC)t = RtiC ∈ RC.
We now find the intersection numbers hkij of X
C .
Let Ri, Rj, Rk ∈ R and let y, z ∈ X be given. Assume that (yC, zC) ∈ RkC. Clearly,
Rk ∈ CRkC. Hence by Lemma 1.2.5(iii), we may even assume that (y, z) ∈ Rk.
Define P = yCRiC ∩ zCRj′C.
Then |P | = ∑Ru∈CRiC∑Rv∈CRjC pkuv. Also, we have
x ∈ P ⇔ xC ∈ (yC)(CRiC) ∩ (zC)(CRj′C).
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Hence, the intersection numbers hkij are given by
hkij = |{xC ∈
X
C
| (yC, xC) ∈ RiC, (xC, zC) ∈ RjC}|
=
|P |∑
l,Rl∈C kl
and this number does not depend on the choice of the pair (yC, zC) ∈ RkC. Hence
XC = (X
C
, RC) is an association scheme. 
1.2.24 Definition (Isomorphism of Association Schemes)
Let X = (X, {Ri}0≤i≤d) and Xˆ = (W, {Lj}0≤j≤l) be two association schemes. We say
that X is isomorphic to Xˆ, denoted by X ∼= Xˆ, if l = d and there exists a bijection
α : X → W such that for each i, 0 ≤ i ≤ d there is exactly one j, 0 ≤ j ≤ d such
that α(Ri) = Lj and where α(Ri) = {(α(x), α(y)) | (x, y) ∈ Ri}.
The following lemma gives the factor scheme of a group-case association scheme.
1.2.25 Lemma
Let H,K,G be finite groups such that H ≤ K ≤ G. Let X = (G/H, {HgiH}0≤i≤d)
be the group-case association scheme corresponding to G/H. Let the closed subset
C of X correspond to the subgroup K. Let X˘ = (G/K, {Kg˘jK}0≤j≤d), where g˘j
are K\G/K double coset representatives, be the group-case association scheme cor-
responding to G/K. Then XC , the factor scheme of X over the closed subset C is
isomorphic to X˘.
Proof: From Definition 1.2.23, for x = Hg ∈ X (= G/H here), we have by Remark
1.2.17
xC = {Hy ∈ X | Hy ⊆ Kg} = Kg.
Let α : X
C
→ G/K, Kg 7→ Kg.
Clearly, α is well defined and a bijection.
Let Ri be the relation corresponding to HgiH (cf., Remark 1.1.5).
From (1.5), we have
RiC = {(Kg, Kh) | there exists Hy ∈ Kg, Hz ∈ Kh
such that (Hy,Hz) ∈ Ri}
= {(Kg, Kh) | there exists Hy ∈ Kg, Hz ∈ Kh
such that Hyz−1H = HgiH} by Remark 1.1.5.
We have
α(RiC) = {(α(Kg), α(Kh)) | (Kg, Kh) ∈ RiC}
= {(Kg,Kh) | there exists Hy ⊆ Kg, Hz ⊆ Kh
such that Hyz−1H = HgiH}.
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But from Hy ⊆ Kg,Hz ⊆ Kh, we obtain HgiH = Hyz−1H ⊆ Kgh−1K. Hence
α(RiC) = {(Kg,Kh) | Kgh−1K = KgiK}
Thus α(RiC) is one of the relations of X˘.
Hence, by Definition 1.2.24, it follows that XC ∼= X˘. 
Chapter 2
Character Theory of Association
Schemes
In this chapter we discuss the representation theory of association schemes. We start
the first section with some basic definitions. These are analogous to the ones for any
finite dimensional algebra.
In the second section we give details for an arbitrary association scheme. We also
give a theorem on the semisimplicity of an adjacency algebra. However, we discuss a
stronger condition for an adjacency algebra to be semisimple using the Frame number
of an association scheme in Chapter 3.
In the third section we discuss the representations of a commutative association
scheme. We give the orthogonality relations.
The fourth section gives some methods to find the character table of an association
scheme. In particular, we give the character tables of a group-case association scheme,
a quasigroup association scheme, a Johnson scheme and a group association scheme.
In the last section we give some details on inductions of characters of association
schemes. In particular, we give an induction formula for the characters of a group-
case association scheme.
2.1 Basic Definitions
We give in this section some basic definitions associated to representations of associ-
ation schemes.
Throughout this section, we let X = (X, {Ri}0≤i≤d) denote an association scheme of
class d, {A0, A1, . . . , Ad} the adjacency matrices of X, O a commutative integral do-
main, F a field and OX, FX the adjacency algebras of X over O and F , respectively.
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We recall here the definition of a representation of an association scheme from Defi-
nition 1.1.10.
2.1.1 Definition (Representation)
Let X = (X, {Ri}0≤i≤d) be an association scheme of class d and order n. Let OX be
its adjacency algebra over O. Let Mm(O) be the matrix algebra of degree m over O.
Then an algebra homomorphism Ψ : OX→Mm(O) is called a (matrix) represen-
tation of degree m of the association scheme X over O.
Representations of degree 1 are called linear representations.
If Ψ,Ψ′ are two representations of degree m, then they are said to be similar
or equivalent if there exists a nonsingular m × m matrix N such that Ψ(A) =
N−1Ψ′(A)N .
We note that by an OX-module we mean a finitely generated right OX-module.
2.1.2 Definition (OX-Lattice)
An OX-lattice is an OX-module that is finitely generated and free as an O-module.
From now on we consider only OX-lattice.
We note here (see [Isa76, page 10]) that it is easy to construct a module from any
representation and vice versa: for any OX-lattice, we can construct a representa-
tion. There is a natural one-to-one correspondence between the isomorphism classes
of OX-lattices and the similarity classes of representations so that the study using
representations over O is equivalent to the study using OX-lattices.
2.1.3 Definition (Character)
Let W be an OX-module. Then, for each A ∈ OX, αW(A) : W→W, w 7→ wA is an
O-linear map. The map χW : OX→ O, A 7→ Trace(αW(A)) is called the character
of X afforded by the OX-module W, where Trace(αW(A)) denotes the trace of
the linear map αW(A).
In the language of representations we have that if Ψ is a representation then ψ(A) =
Trace(Ψ(A)), is the character afforded by the representation Ψ, where trace of
a matrix is the sum of the diagonal entries of the matrix.
For an association scheme X with adjacency algebra FX over a field F , we denote by
Irr(FX) the set of all irreducible characters (that is, characters afforded by irreducible
FX-modules) of X.
2.1.4 Definition (Trivial Representation)
Let X be an association scheme with adjacency algebra OX over O and valencies
k0, k1, . . . , kd. Let 1OX : OX → O be the O-linear map defined by 1OX(Ai) =
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ki, for all i. Then 1OX(AiAj) = 1OX(
∑d
l=0 p
l
ijAl) =
∑d
l=0 p
l
ij1OX(Al) =
∑d
l=0 p
l
ijkl.
But from Lemma 1.1.8(viii), we have
∑d
l=0 p
l
ijkl =
∑d
l=0 p
i
lj′ki. Hence 1OX(AiAj) =∑d
l=0 p
i
lj′ki. Using Lemma 1.1.8(vi), we now obtain
1OX(AiAj) =
∑d
l=0 p
i
lj′ki = ki
∑d
l=0 p
i
lj′ = kikj = 1OX(Ai)1OX(Aj). Hence 1OX, as
defined above is a representation. It is called the trivial representation of X.
Since 1OX is of degree 1, it coincides with its character denoted by 1X and called the
trivial or principal character.
2.1.5 Definition (Regular Representation)
Let Υ be the algebra homomorphism Υ : OX → EndO(OX), A 7→ Υ(A), where
Υ(A) : OX → OX, B 7→ BA, for A,B ∈ OX. Then Υ is called the right regular
representation of X.
The corresponding module denoted by OXOX with the action of OX on itself by right
multiplication is called the right regular module.
The corresponding character given by υ(Ai) =
∑d
j=0 p
j
ji is called the regular char-
acter.
Similarly the left regular module OXOX and the left regular representation can be
defined. However, unless otherwise stated explicitly by a regular representation and
a regular module we always mean a right regular representation, respectively, a right
regular module.
2.1.6 Definition (Degree of a Character)
For a character χ of an association scheme X, χ(A0) is called the degree of the
character χ. We denote the degree of a character χ by fχ.
Characters of degree 1 are called linear characters.
2.1.7 Definition (Standard Representation)
Let X be an association scheme of class d and order n with adjacency algebra OX
over O. Let Γ : OX → Mn(O) denote the representation which sends the adjacency
matrices to itself. That is, Γ(Ai) = Ai for all i. Then Γ is called the standard
representation.
The corresponding OX-module is called the standard module and we denote it by
OX; it is a free O-module with basis X. Let γ denote the standard character.
Then
γ(A0) = |X| = n and γ(Ai) = 0 for all i 6= 0.
For adjacency matrices Ai, Aj, using Lemma 1.1.8(iv) we have
γ(AiAj) = γ(
∑
k
pkijAk) =
∑
k
pkijγ(Ak) = p
0
ijγ(A0) = p
0
ijn = kiδij′n. (2.1)
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Note that the trivial, regular and standard characters are independent of the ground
ring O, which is therefore omitted from the symbols for these characters.
We now letO = C, the field of complex numbers. Let the irreducible decomposition of
γ over C be, γ =
∑
χ∈Irr(CX) mχχ. Then mχ is called the multiplicity of χ ∈ Irr(CX).
2.1.8 Definition (Character Table)
The character table over F of an association scheme X, denoted by P , is the matrix
whose rows are indexed by Irr(FX) and whose columns are indexed by the adjacency
matrices Ai. For χ ∈ Irr(FX), the (χ,Ai) entry of the character table is χ(Ai).
As it is usual, in ordering the rows of the character table we use the convention that
the first row of the character table corresponds to the trivial character and the other
irreducible characters are placed in some arbitrary order. We also remark that though
everywhere for a trivial character we use the notation as in Definition 2.1.4, in the
character table of X we use χ0 to denote it. The columns of the character table are
numbered A0, A1, . . . , Ad.
Observe that the entries in the first row of the character table correspond to the
valencies ki and the entries in the first column correspond to the degrees of the
irreducible characters of X.
As we will see later, the character table of a commutative association scheme over C
is a square matrix.
2.2 A Sufficient Condition for the Semisimplicity
of Adjacency Algebras
In this section we prove a theorem on the semisimplicity of an adjacency algebra.
However, a stronger condition for semisimplicity, using the Frame number of an asso-
ciation scheme is given in the next chapter. We also give the orthogonality relations
of characters of association schemes.
Throughout this section, X is an arbitrary association scheme of class d and order n,
F is a field, FX is the adjacency algebra of X over the field F and A is an arbitrary
finite dimensional algebra over F .
We first recall some definitions associated to any finite dimensional algebra A over F .
2.2.1 Definition (Semisimple Algebra)
An algebra A is called semisimple if and only if the regular A-module is completely
reducible.
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We denote the regular A-module of an algebra A by AA.
2.2.2 Definition (Ideal)
A submodule I of AA is called a right ideal of A.
The submodules of the left regular module AA are called the left ideals of A.
A subspace which is at the same time a right and a left ideal of an algebra is called
a two-sided ideal or simply an ideal of the algebra.
2.2.3 Definition (Minimal Ideal)
A nonzero ideal I of A which contains no ideals of A other than 0 and I is called a
minimal ideal of A.
2.2.4 Definition (Simple Algebra)
An algebra A is called simple if A is a minimal ideal of A.
2.2.5 Definition (Nilpotent Ideal)
An ideal I of A is called nilpotent if Il = 0 for some positive integer l.
2.2.6 Definition (Jacobson Radical)
A submodule S of an A-module W is called maximal if S 6= W, and if for each
submodule S′ of W, S ⊆ S′ implies S′ ∈ {S,W}.
The Jacobson radical (or radical) of an algebra A, denoted by rad(A) is the inter-
section of all maximal submodules of the regular A-module AA. In other words, the
radical of A is the intersection of all maximal right ideals of A.
We remark here that the radical of A is an ideal and contains all nilpotent ideals of
A.
2.2.7 Definition (Idempotent)
A nonzero element e ∈ A is called an idempotent of A if e2 = e.
Two idempotents e1 and e2 of A are orthogonal if e1e2 = e2e1 = 0.
An idempotent e is primitive if it is not the sum of two orthogonal idempotents.
An idempotent e of A is said to be a central idempotent if it is an element of the
center Z(A) of A.
A central idempotent e of A is called a primitive central idempotent if it is a
primitive idempotent of Z(A).
The following theorem gives a criterion for the semisimplicity of an adjacency algebra.
2.2.8 Theorem ([Han00, Proposition 4.1])
Let X be an association scheme of class d and order n. Let F be a field of characteristic
p. Let FX be the adjacency algebra of X over F and ki (i = 0, 1, . . . , d) be the
valencies. We have the following:
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(i) If p = 0 or p - n and p - ki for all i, then FX is semisimple.
(ii) If p | n, then FX is not semisimple.
Proof: (i) To prove the theorem we use the following results [Zie96, Theorem 3.4.5].
(a) Let A be any finite dimensional algebra over a field F . Then for each irre-
ducible A-module W, W rad(A) = 0.
(b) An algebra A is semisimple if and only if rad(A) = 0.
Let M = {Ai ∈ {A0, A1, . . . , Ad} | p | nki}. We let FM = {
∑
r arAr | ar ∈ F, Ar ∈
M}. Let rad(FX) denote the radical of the adjacency algebra FX. We show that
rad(FX) ⊆ FM .
Consider an element A of rad(FX). Since A ∈ FX, there exists ai ∈ F such that
A =
∑
i aiAi. Let Ai be such that ai 6= 0. We show p | nki.
Consider the standard module FX of the adjacency algebra FX. Let 0 = S0 ≤
S1 ≤ . . . ≤ Sl = FX be a series of submodules of FX such that for each j ∈
{1, 2, . . . , l}, Sj/Sj−1 is irreducible. This is possible since the adjacency algebra is
finite dimensional. Then by (a), it follows that Sj rad(FX) ⊆ Sj−1. Hence SjAi′A ⊆
Sj−1 for each j ∈ {1, 2, . . . , l}. Therefore, γ(Ai′A) = 0. But by (2.1), we have
γ(Ai′A) =
∑
k akγ(Ai′Ak) = ainki. Hence ainki = 0. Since ai 6= 0, it follows that
n = 0 or ki = 0. That is p | nki. Hence rad(FX) ⊆ FM .
If p - n and p - ki for all i, then M = ∅ and (i) follows from (b).
(ii) If p | n, then J = ∑di=0 Ai generates a one-dimensional nilpotent ideal of FX.
Thus rad(FX) 6= 0 and hence FX is not semisimple by (b). 
In the case when p - n and p | ki for some i, an adjacency algebra can either be
semisimple or not semisimple. We illustrate this in the following example. To check
for the semisimplicity of an adjacency algebra we use the following result from Curtis
and Reiner (see [CR81, Exercise 5.6]).
Let A be a finite dimensional algebra over a field F . Let B : A×A→ F be the bilinear
form defined by B(a1, a2) = Trace(a1a2), a1, a2 ∈ A, where Trace(a1a2) denotes the
trace of the linear map a 7→ a(a1a2), a ∈ A (the right multiplication of a1a2 on A).
If B is nondegenerate then the algebra A is semisimple. That is, A is semisimple if
the determinant of the matrix of the bilinear form with respect to a basis of A is
nonsingular.
2.2.9 Example
Consider the Johnson scheme J(13, 2). Here |X| = n = 78 = 2× 3× 13. From the
remark made after Definition 1.1.11, since the adjacency algebra and the intersection
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algebra of an association scheme are isomorphic, we work here with the intersection
algebra of J(13, 2).
The valencies are given by
k0 = 1, k1 = 22, k2 = 55.
The collapsed adjacency matrices are given by
B0 = I3, B1 =

0 1 0
22 11 4
0 10 18
 , B2 =

0 0 1
0 10 18
55 45 36
 .
For the intersection algebra FB over F , let B : FB× FB→ F be the bilinear form
defined by B(b1, b2) = Trace(b1b2), b1, b2 ∈ FB. Let the matrix of the bilinear form
(as defined above) with respect to the basis {B0, B1, B2} be denoted by L and let
detL denote the determinant of the matrix L. Then we have
L =

3 29 46
29 569 1118
46 1118 3126
 .
Also, we have detL = 736164 = 22 × 32 × 112 × 132.
By the above stated result, if the determinant of L is nonzero then the adjacency
algebra is semisimple.
We now consider the following cases:
(i) F is a field of characteristic p = 5.
Clearly, in this case p - n, p | k2. We note that in this case detL is nonzero in F and
hence FX is semisimple.
(ii) F is a field of characteristic p = 11.
Clearly, in this case p - n, p | ki (i = 2, 3). Also, detL is zero in F and FX is not
semisimple.
The above Example 2.2.9 shows that a stronger condition is needed to decide on the
semisimplicity of an adjacency algebra. This is given using the Frame number of an
association scheme, the details of which we discuss in the next chapter.
We now proceed to give the orthogonality relations of characters of association
schemes. However, to do so we require some results on finite dimensional algebras.
Hence we first recall these results and for a proof refer the reader to [Zie96].
2.2.10 Lemma
Let W be an A-module. Let S be a set of irreducible submodules of W such that
W =
∑
S∈S S. Then, for each irreducible submodule U of W, there exists S ∈ S such
that U ∼= S.
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Proof: See Lemma 3.3.3 in [Zie96]. 
2.2.11 Definition (Homogeneous Module)
Let W be an A-module. Then W is called homogeneous if W is the direct sum of
irreducible submodules of W which are isomorphic in pairs.
From Lemma 2.2.10 we now obtain the following result.
2.2.12 Proposition ([Zie96, Proposition 3.3.4])
Let W be an A-module. Assume that W is completely reducible. Let H denote the
set of the maximal homogeneous submodules of W. Then
(i) W =
⊕
H∈HH.
(ii) For each irreducible submodule U of W, there exists exactly one H ∈ H such
that U ⊆ H.
(iii) Let S and T be two irreducible submodules of W. Then S ∼= T if and only if
there exists H ∈ H such that S,T ⊆ H. 
For semisimple algebras we have the following theorem.
2.2.13 Theorem (Wedderburn)
Assume that A is semisimple. Let I denote the set of the minimal ideals of A. Then
(i) I is the set of the maximal homogeneous submodules of the regular A-module
AA.
(ii) A =
⊕
I∈I I.
(iii) Each element of I is a simple algebra over F .
Proof: See Theorem 3.4.1 in [Zie96]. 
As a consequence of Theorem 2.2.13 we have the following.
2.2.14 Remark
Assume that A is a semisimple algebra. Let I denote the set of the minimal ideals
of A. Let I ∈ I be given. Then by Theorem 2.2.13(i), I is a homogeneous A-module.
Since the characters afforded by isomorphic modules are equal, there exists exactly
one ψI ∈ Irr(A) such that, for each irreducible submodule W of I, χW = ψI. Also
from Theorem 2.2.13(ii), for each I ∈ I, there exists 1I ∈ I such that 1 =
∑
I∈I 1I.
We now have the following theorem.
2.2.15 Theorem
Assume that A is a semisimple algebra. Let I denote the set of the minimal ideals of
A. Then
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(i) {ψI | I ∈ I} = Irr(A).
(ii) Let I1, I2 ∈ I be such that I1 6= I2. Then ψI1(I2) = {0}.
(iii) Let I ∈ I, a ∈ A. Then ψI(a) = ψI(1Ia) = ψI(a1I).
Proof: See Theorem 3.5.2 in [Zie96]. 
We now consider the adjacency algebra FX of an association scheme X and apply the
above stated results to FX.
Let X be an association scheme of class d and order n. Let F be a field such that
char(F ) -
∏d
i=0 kin. Then by Theorem 2.2.8, we know that FX is semisimple. From
Theorem 2.2.15(ii), (iii) we deduce that for all I1, I2 ∈ I, ψI1(1I2) = δI1I2ψI1(1).
Hence by Theorem 2.2.15(i), there exists for each χ ∈ Irr(FX), exactly one minimal
ideal Iχ of the adjacency algebra such that, for each irreducible submodule U of the
regular module FXFX such that U ⊆ Iχ, we have χU = χ.
Set eχ = 1Iχ . Then by Theorem 2.2.13, we have 1 =
∑
χ∈Irr(FX) eχ, where 1 is the
identity of the adjacency algebra.
Recall from the preceding paragraph that if char(F ) -
∏d
i=0 kin then FX is semisimple.
Hence for the rest of this section we let the irreducible decomposition of the standard
character γ over F to be given by γ =
∑
χ∈Irr(FX) mχχ.
2.2.16 Lemma ([Zie96, Lemma 4.1.4])
Let FX be the adjacency algebra of an association scheme X of class d and order n.
Assume that char(F ) -
∏d
i=0 kin. Let χ ∈ Irr(FX) be given and let Iχ be the minimal
ideal of FX corresponding to χ as described above. Then
(i) For each A ∈ Iχ, we have
A =
1
n
d∑
i=0
mχ χ(Ai′A) Ai
ki′
.
(ii) We have
eχ =
1
n
d∑
i=0
mχ χ(Ai′) Ai
ki′
.
(iii) We have char(F ) - mχ for all χ ∈ Irr(FX).
Proof: (i) Since A ∈ FX, there exists ai ∈ F such that A =
∑d
i=0 aiAi. Since A ∈ Iχ,
a minimal ideal of FX, we have Ai′A ∈ Iχ. Therefore, by Theorem 2.2.15(ii), we
have γ(Ai′A) = mχχ(Ai′A).
But by (2.1), we have γ(Ai′A) = γ(
∑
k akAi′Ak) = aikin.
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Since ki = ki′ , we obtain mχχ(Ai′A) = aiki′n. Hence ai = mχ χ(Ai′A)/nki′ . Substi-
tuting for ai in A =
∑d
i=0 aiAi, we obtain (i).
(ii) Follows from (i) with A = eχ and Theorem 2.2.15(iii).
(iii) Follows from (ii), since eχ 6= 0. 
2.2.17 Theorem (Orthogonality Relations, cf., [Zie96, Theorem 4.1.5])
Let X be an association scheme with adjacency algebra FX over F . Assume that
char(F ) -
∏d
i=0 kin. Let φ, ψ ∈ Irr(FX) be given. Then we have the following:
(i) For each adjacency matrix Ai, we have
d∑
j=0
d∑
l=0
pli′jφ(Aj′)ψ(Al)
kj′
= δφψ
n φ(Ai′)
mφ
. (2.2)
(ii) We have
d∑
i=0
φ(Ai′)ψ(Ai)
ki′
= δφψ
n φ(A0)
mφ
. (2.3)
Proof: (i) From Lemma 2.2.16(ii), for χ ∈ Irr(FX), we have
eχ =
1
n
d∑
i=0
mχ χ(Ai′) Ai
ki′
.
Hence for φ, ψ ∈ Irr(FX), we have
eφeψ =
(
1
n
d∑
j=0
mφ φ(Aj′) Aj
kj′
)(
1
n
d∑
l=0
mψ ψ(Al′) Al
kl′
)
=
1
n2
d∑
j=0
d∑
l=0
mφ mψ φ(Aj′) ψ(Al′) AjAl
kj′ kl′
=
1
n2
d∑
i=0
(
d∑
j=0
d∑
l=0
mφ mψ φ(Aj′) ψ(Al′)
kj′ kl′
)
pijlAi by Remark 1.1.3(4
′). (2.4)
Also, since eφ ∈ Iφ and eψ ∈ Iψ, we have eφeψ = δφψ eψ. Hence
eφeψ = δφψ
1
n
d∑
i=0
mψ ψ(Ai′) Ai
ki′
. (2.5)
From equations (2.4) and (2.5), we obtain
1
n2
d∑
i=0
(
d∑
j=0
d∑
l=0
mφ mψ φ(Aj′) ψ(Al′)
kj′ kl′
)
pijl Ai = δφψ
1
n
d∑
i=0
mψ ψ(Ai′) Ai
ki′
.
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Therefore for each i, we obtain (interchanging the roles of the indices l and l′ on the
left hand side)
1
n2
d∑
j=0
d∑
l=0
mφ mψ φ(Aj′) ψ(Al) p
i
jl′
kj′ kl
= δφψ
mψ ψ(Ai′)
n ki′
.
By Lemma 2.2.16(iii), since mφ 6= 0 6= mψ, we have from above
d∑
j=0
d∑
l=0
φ(Aj′) ψ(Al) p
i
jl′ ki′
kj′ kl
= δφψ
n ψ(Ai′)
mφ
.
But from Lemma 1.1.8(v) and (viii), we have ki′p
i
jl′ = ki′p
i′
lj′ = klp
l
i′j.
Hence we get that
d∑
j=0
d∑
l=0
φ(Aj′) ψ(Al)kl p
l
i′j
kj′ kl
= δφψ
n φ(Ai′)
mφ
.
Therefore
d∑
j=0
d∑
l=0
φ(Aj′) ψ(Al) p
l
i′j
kj′
= δφψ
n φ(Ai′)
mφ
.
(ii) Putting i = 0 in (i), we get
d∑
j=0
d∑
l=0
pl0j φ(Aj′)ψ(Al)
kj′
= δφψ
n φ(A0)
mφ
.
We know that pl0j = δjl.
Hence
d∑
j=0
φ(Aj′)ψ(Aj)
kj′
= δφψ
n φ(A0)
mφ
.

In Section 2.2 we considered an arbitrary association scheme. In the next section we
shall consider a commutative association scheme.
2.3 Adjacency Algebras of Commutative Associa-
tion Schemes
Throughout this section (unless otherwise explicitly mentioned), X is a commutative
association scheme of class d and order n. Also, A0, A1, . . . , Ad are the adjacency
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matrices of X and CX is the adjacency algebra of X over C. Observe that the adja-
cency algebra CX is commutative and by Theorem 2.2.8(i), it is semisimple. At the
end of this section we also show that a quasigroup association scheme (cf., Example
1.1.4(3)) is commutative.
For a commutative association scheme we have the following theorem.
2.3.1 Theorem ([BI84, II Theorem 3.1])
Let X = (X, {Ri}0≤i≤d) be a commutative association scheme of class d and order
n with adjacency matrices Ai (i = 0, 1, . . . , d) and adjacency algebra CX over C.
Then there exists a decomposition of Cn into the direct sum of maximal common
eigenspaces of the adjacency matrices given by Cn = V0⊕V1⊕ . . .⊕Vc. Let Ei be the
matrix of the orthogonal projection of Cn onto Vi with respect to the standard basis
of Cn. Then each Ei is a linear combination of A0, A1, . . . , Ad. In particular, c = d
and Ei (i = 0, 1, . . . , d) are the idempotents of the adjacency algebra.
Proof: We first recall here that a complex matrix is normal if it commutes with its
transposed conjugate. Clearly, we have from (3′) and (5′) of Remark 1.1.3 that the
adjacency matrices of X commute pairwise and are normal. Hence using a result from
linear algebra which states that pairwise commutating normal matrices are simulta-
neously diagonalizable (see “spectral theorem”, cf., [Art91, Theorem 5.4]), we obtain
a decomposition of Cn as Cn = V0 ⊕ V1 ⊕ . . . ⊕ Vc (for some c), where each Vi is a
common eigenspace of A0, A1, . . . , Ad. We choose Vi to be maximal. That is, if i 6= j,
then there exists Ak such that the eigenvalue of Ak on Vi is different from that on
Vj. We know that the adjacency matrices Ai (i = 0, 1, . . . , d) have constant row and
column sums ki = p
0
ii′ . So the all-one vector (1, 1, . . . , 1) is a common eigenvector,
satisfying (1, 1, . . . , 1)Ai = ki(1, 1, . . . , 1). Suppose that v ∈ Cn with vAi = kiv for
0 ≤ i ≤ d. Then v(∑di=0 Ai) = (∑di=0 ki)v = nv. Since J = ∑di=0 Ai, the all-one
matrix, and the eigenspace of J for the eigenvalue n is the one-dimensional subspace
spanned by (1, 1, . . . , 1), we have v = 〈(1, 1, . . . , 1)〉. Hence 〈(1, 1, . . . , 1)〉 equals Vi
for some i. We choose the notation such that V0 = 〈(1, 1, . . . , 1)〉.
Let Ei represent the matrix of the orthogonal projection of Cn onto Vi with respect
to the standard basis of Cn. Since the Ei represent projections, they are idempotents.
Note that E0 =
1
n
J . Also, we have
E0 + E1 + . . .+ Ec = In and EiEj = δijEi. (2.6)
By the “spectral theorem”, there exists a unitary matrix U (we recall that a square
matrix is called unitary if the transposed conjugate of the matrix equals its inverse)
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such that
U−1EiU = diag(0, . . . , 0, 1, . . . , 1︸ ︷︷ ︸
dimVi
, 0, . . . , 0), for all i. (2.7)
Let pi(j) be the eigenvalue of Ai on Vj. Then EjAi = pi(j)Ej. From (2.6), since
In =
∑c
j=0 Ej, we have Ai = InAi =
∑c
j=0 EjAi =
∑c
j=0 pi(j)Ej. Hence
Ai =
c∑
j=0
pi(j)Ej. (2.8)
Since Ai is a normal matrix, the eigenvalue of A
t
i on Vj is pi(j), where A
t
i is the
transposed conjugate of the matrix Ai and pi(j) is the complex conjugate of pi(j).
Since A
t
i = Ai′ , we have pi′(j) = pi(j).
Also, since the eigenspaces Vi are maximal, for fixed i 6= j there exists some k(i, j)
such that pk(i,j)(i) 6= pk(i,j)(j). Let Lji = Ak(i,j) − pk(i,j)(j)In.
Then for v ∈ Vj, we have vLji = vAk(i,j)− pk(i,j)(j)v = pk(i,j)(j)v− pk(i,j)(j)v = 0 and
for v ∈ Vi, we have vLji = vAk(i,j) − pk(i,j)(j)v = pk(i,j)(i)v − pk(i,j)(j)v = λv, where
λ 6= 0 is independent of v. That is, Lji has a nonzero eigenvalue on Vi and vanishes
on Vj. So for fixed i,
∏
i6=j Lji has a nonzero eigenvalue on Vi and vanishes on Vj
(j 6= i). Hence Ei (i = 0, 1, . . . , c) is a linear combination of A0, A1, . . . , Ad.
Let
Ei =
1
n
d∑
j=0
qi(j)Aj. (2.9)
Clearly, by (2.8) and (2.9) E0, E1, . . . , Ec span CX. Suppose that l0, l1, . . . , lc ∈ C
such that
∑
i liEi = 0. Then for j = 0, 1, . . . , c, we have 0 = (
∑
i liEi)Ej = ljEj, so
lj = 0. Hence E0, E1, . . . , Ec are linearly independent and they form a basis for CX.
Therefore c+ 1 = dimCX = d+ 1 and we have c = d. 
Observe that E0, E1, . . . , Ed are the primitive idempotents of the adjacency algebra
CX. Also, we have two bases for the adjacency algebra CX, one given by the ad-
jacency matrices A0, A1, . . . , Ad and the other given by the primitive idempotents
E0, E1, . . . , Ed.
2.3.2 Definition (First and Second Eigenmatrices)
Let X be a commutative association scheme of class d and order n. From Theorem
2.3.1 we have
Ai =
d∑
j=0
pi(j) Ej and Ei =
1
n
d∑
j=0
qi(j) Aj. (2.10)
The matrix P representing the change of basis from the basis of the adjacency matrices
A0, . . . , Ad to the idempotent matrices E0, . . . , Ed is called the first eigenmatrix of
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X. Hence (P)ji = pi(j). That is, the (j, i) entry of P is pi(j).
This matrix P equals the character table of the commutative association scheme X
as introduced in Definition 2.1.8 and we observe that in this case P is a (d+1)×(d+1)
square matrix.
The matrix Q defined by (Q)ji = qi(j) is called the second eigenmatrix. It is
the matrix representing the change of basis from the idempotent matrices to the
adjacency matrices.
Clearly, we have PQ = QP = nId+1, where Id+1 is the identity matrix of size d+ 1.
2.3.3 Definition (Schur Product or Hadamard Product of Matrices)
Let A,B be two matrices of the same size. The Schur product A ? B of A and B
is defined to be the matrix obtained by the entry-wise product of A and B.
That is, (A ? B)ij = (A)ij(B)ij.
For adjacency matrices we have
A0 + A1 + . . .+ Ad = J and Ai ? Aj = δij Ai. (2.11)
Hence equation (2.11) is an analog of equation (2.6).
Let τ : Cn×n → C be a function defined by τ(A) = ∑i∑j(A)ij. That is, τ(A)
denotes the sum of all the entries in A.
We have the following for any two matrices A and B of the same size.
Trace(ABt) = Trace(AtB) = τ(A ? B). (2.12)
2.3.4 Corollary ([BI84, II Proposition 3.3])
Let dimVi = mi in Theorem 2.3.1. For adjacency matrices A0, A1, . . . , Ad and prim-
itive idempotents E0, . . . , Ed of a commutative association scheme X of class d and
order n, we have
(i) Trace(Ai) = n δi0.
(ii) Trace(Ei) = mi = rank(Ei).
(iii) τ(Ai) = n ki.
(iv) τ(Ei) = n δi0.
Proof: (i) Trivial.
(ii) Take the trace of (2.7).
(iii) Follows immediately from the definition of τ and ki.
(iv) Clearly, τ(E0) = n.
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For i 6= 0, we have E0Ei = 0. Taking traces on both sides and using (2.12) and
E0 =
1
n
J , we get
0 = Trace(E0Ei) = τ(E
t
0 ? Ei) =
1
n
τ(Ei).

2.3.5 Lemma ([BI84, II Proposition 3.4])
Let X be a commutative association scheme of class d. Let P and Q be the first and
second eigenmatrices of X. For i = 0, 1, . . . , d, we have
(i) p0(i) = 1.
(ii) pi(0) = ki.
(iii) q0(i) = 1.
(iv) qi(0) = mi.
Proof: (i) From (2.6) and (2.10), we obtain c = d, A0 = In = E0 +E1 + . . .+Ed and
A0 =
∑d
i=0 p0(i)Ei. Comparing the coefficients of Ei in these equations, we obtain
p0(i) = 1, i = 0, 1, . . . , d.
(ii) Follows by applying τ to Ai =
∑d
j=0 pi(j)Ej and using Corollary 2.3.4(iii), (iv).
(iii) Follows by comparing the coefficients of Ai in E0 =
1
n
J = 1
n
(A0 +A1 + . . .+Ad)
and E0 =
1
n
∑d
i=0 q0(i)Ai.
(iv) From (2.10), we have Ei =
1
n
∑d
j=0 qi(j)Aj. Taking traces on both sides and using
Corollary 2.3.4(i), (ii), we obtain (iv). 
From Lemma 2.3.5(i), we have p0(i) = 1. Hence from the remark made after Defini-
tion 2.1.8 and from Definition 2.3.2, it follows that all the irreducible characters of a
commutative association scheme are linear. Thus for arbitrary commutative associa-
tion schemes X we use the notation fi = p0(i) to mean the degrees of the irreducible
characters of X.
2.3.6 Lemma ([BI84, II Theorem 3.5])
Let X be a commutative association scheme. Let P and Q be the first and second
eigenmatrices of X, then
qj(i) ki = pi(j) mj.
Proof: We know that Ej =
1
n
∑d
k=0 qj(k)Ak. Hence using (2.11), we have
Ej ? Ai =
1
n
qj(i)Ai. (2.13)
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We have
τ(Ej ? Ai) = Trace(EjA
t
i) by (2.12)
= Trace(EjAi′) by Remark 1.1.3(3
′)
= Trace(pi′(j)Ej) by (2.10)
= pi′(j) mj by Corollary 2.3.4(ii)
= mj pi(j).
Also
τ(Ej ? Ai) = τ(
1
n
qj(i)Ai) by (2.13)
= 1
n
qj(i)τ(Ai)
= 1
n
qj(i) n ki by Corollary 2.3.4(iii)
= qj(i) ki.
Hence, from above qj(i) ki = pi(j) mj. 
In the following we give the row orthogonality relation of a commutative association
scheme as a special case of Theorem 2.2.17(ii). We give here an alternative proof
for this special case of commutative association schemes and also prove the column
orthogonality relations.
2.3.7 Theorem (Orthogonality Relations, cf., [BI84, II Theorem 3.5])
Let P and Q denote respectively the first and the second eigenmatrices of a commu-
tative association scheme X of class d and order n. Then the orthogonality relations
are given by
(i) Row orthogonality
d∑
v=0
1
kv
pv(i) pv(j) =
n
mi
δij. (2.14)
(ii) Column orthogonality
d∑
v=0
mv pi(v) pj(v) = n ki δij. (2.15)
Proof: (i) Considering the equation nId+1 = PQ entry-wise, we have
n δij =
d∑
v=0
pv(i) qj(v)
=
d∑
v=0
pv(i)
1
kv
pv(j) mj by Lemma 2.3.6
= mj
d∑
v=0
1
kv
pv(i) pv(j).
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Hence
d∑
v=0
1
kv
pv(i) pv(j) =
n
mj
δij =
n
mi
δij.
(ii) Considering the equation nId+1 = QP entry-wise, we have
n δij =
d∑
v=0
qv(i) pj(v)
=
d∑
v=0
1
ki
pi(v) mv pj(v) by Lemma 2.3.6
=
1
ki
d∑
v=0
mv pi(v) pj(v).
Hence
d∑
v=0
mv pi(v) pj(v) = n ki δij.

For the rest of this section we let O be a commutative integral domain, G a finite
group, Ω a transitive G-set, X = (Ω, {θi}0≤i≤d) an association scheme of Example
1.1.4(1) and OX the adjacency algebra of X over O.
We end this section by showing the commutativity of a quasigroup association scheme
(cf., Example 1.1.4(3)). However, we first recall the observation made in Example
1.1.4(3) that a quasigroup association scheme is a special case of Example 1.1.4(1),
namely with Ω = Q, a quasigroup, G = Mlt(Q), the multiplication group of Q and
θi corresponding to the quasigroup conjugacy classes Ci, in Example 1.1.4(1). Hence
from Examples 1.1.4(1), (3) it suffices to show that the centralizer algebra V(Mlt(Q))
of Mlt(Q) on Q over O is commutative. In this regard, we first give in the following
lemma a sufficient condition for the centralizer algebra V(G) of G on Ω over O to be
commutative.
Before we proceed we fix some notations.
Let X denote the association scheme of Example 1.1.4(1). Fix ω0 ∈ Ω and put
H = Gω0 , the stabilizer of ω0 ∈ Ω. For 0 ≤ i ≤ d, choose ωi ∈ Ω such that
(ω0, ωi) ∈ θi. For each ω ∈ Ω, choose ρ(ω0, ω) ∈ G with ω0ρ(ω0, ω) = ω.
Observe that OΩ is a right OG-module.
For 0 ≤ i ≤ d, we write
θi(ω0) = {ω ∈ Ω | (ω0, ω) ∈ θi} (2.16)
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and let
vi =
∑
ω∈θi(ω0)
ρ(ω0, ω) ∈ OG. (2.17)
2.3.8 Lemma
Let the assumptions be as in the preceding paragraph. Suppose that ωvig = ωgvi for
all 0 ≤ i ≤ d, ω ∈ Ω, g ∈ G. Then the matrix of the O-linear map u 7→ uvi, u ∈ OΩ
(the right multiplication of vi on OΩ) with respect to the basis Ω of OΩ equals Ai,
the adjacency matrix of θi. Moreover, AiAj = AjAi for 0 ≤ i, j ≤ d.
Proof: The row of Ai corresponding to ω0 has its nonzero entries exactly at the
position (ω0, ω) with ω ∈ θi(ω0). Let Mi denote the matrix of vi on OΩ, as explained
above in the lemma. Then Mi has on its row corresponding to ω0 the entries 1 on
those positions (ω0, ω
′) such that ω′ occurs in ω0vi. But, we have
ω0vi =
∑
ω∈θi(ω0)
ω0ρ(ω0, ω)
=
∑
ω∈θi(ω0)
ω. (2.18)
So the two rows of Ai and Mi coincide.
Now let ω′ ∈ Ω, g ∈ G such that ω′ = ω0g.
The row of Ai corresponding to ω
′ has exactly the entries 1 at positions (ω′, ωg) for
ω ∈ θi(ω0). The row of Mi corresponding to ω′ has its entries 1 in the position (ω′, ω′′)
with ω′′ occurring in ω′vi. But, we have
ω′vi = ω0gvi = ω0vig =
 ∑
ω∈θi(ω0)
ω
 g = ∑
ω∈θi(ω0)
ωg.
Hence Ai = Mi.
Clearly, AiAj = AjAi follows from the fact that ωvivj = ωvjvi for all i, j (from the
assumption and the definition of vi), and that the map EndO(OΩ)→ O|Ω|×|Ω| sending
an endomorphism to its matrix (with respect to Ω) is an isomorphism. 
From the above lemma it therefore follows that in order to prove the commutativity
of an association scheme X of Example 1.1.4(1), that is the commutativity of the
adjacency algebra OX or the centralizer algebra V(G) of G on Ω over O (cf., the note
given after Definition 1.1.9), it suffices to show that the assumptions of Lemma 2.3.8
are satisfied.
We now have the following lemma.
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2.3.9 Lemma ([Smi86, Theorem 522])
Let l, s ∈ OG with ω0l = ω0s. Then xl = xs for all x ∈ OΩ with xh = x for all
h ∈ H (= Gω0).
Proof: It suffices to show that if l ∈ OG with ω0l = ω0, then xl = x for all x ∈ OΩ.
Every g ∈ G has a unique factorization as g = hρ(ω0, ω) for some h ∈ H, ω ∈ Ω.
Hence l =
∑
ω∈Ω
∑
h∈H σh,ωhρ(ω0, ω) with σh,ω ∈ O. We have
ω0 = ω0l =
∑
ω∈Ω
(∑
h∈H
σh,ω
)
ω, since ω0h = ω0 for all h ∈ H.
Hence ∑
h∈H
σh,ω =
{
1 if ω = ω0,
0 if ω 6= ω0.
Hence since xh = x for all h ∈ H, we have
xl =
∑
ω∈Ω
(∑
h∈H
σh,ω
)
xρ(ω0, ω) = xρ(ω0, ω0) = x, since ρ(ω0, ω0) ∈ H.

2.3.10 Lemma
Let vi be as in Lemma 2.3.8, then (ω0vi)h = ω0vi for all h ∈ H.
Proof: From (2.18), we have ω0vi =
∑
ω∈θi(ω0) ω. Hence ω0vih =
∑
ω∈θi(ω0) ωh.
Clearly,
ω ∈ θi(ω0) ⇒ (ω0, ω) ∈ θi
⇒ (ω0h, ωh) ∈ θi
⇒ (ω0, ωh) ∈ θi since h ∈ H = Gω0
⇒ ωh ∈ θi(ω0).
Hence
∑
ω∈θi(ω0) ωh =
∑
ω∈θi(ω0) ω = ω0vi. 
As mentioned earlier, we now consider a quasigroup association scheme and show that
it is a commutative association scheme. However, in doing so we need an alternative
but equivalent algebraic interpretation of a quasigroup Q, the details of which we give
below.
Let (Q, .) be a quasigroup and let x, y, z ∈ Q. Let the unique solution x of x · y = z
for given y and z be written as z/y. Then “/ ” may be regarded as a new binary
operation on Q. Similarly, the unique solution y of x · y = z for given x and z may be
written as x\z and “ \” considered as a binary operation. Hence from an algebraic
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point of view a quasigroup is a set with three binary operations “·, \, /” satisfying
(see [Smi86, Proposition 117], [Bru58, page 9]) the identities:
(x · y)/y = x, x\(x · y) = y, (x/y) · y = x, x · (x\y) = y.
The following lemma shows that a quasigroup association scheme is commutative.
Recall that as observed earlier, it is sufficient to show that the conditions of Lemma
2.3.8 are satisfied.
2.3.11 Lemma ([Smi86, Theorem 523])
Let Ω = Q, a quasigroup, G = Mlt(Q), the multiplication group of Q and θi corre-
sponding to the quasigroup conjugacy classes Ci, in an association scheme of Example
1.1.4(1). Let V(G) denote the centralizer algebra of G on Q over O. Then V(G) is
commutative.
Proof: We shall be done if we show that the assumptions of Lemma 2.3.8 are satisfied.
Let x be an element ofQ and let ξ be an element ofOG. Define a mapping ρ : Q×Q→
G, (x, y) 7→ R(x\x)−1R(x\y). It is clear that for each x, y ∈ Q, xρ(x, y) = y and
ρ(x, x) = 1. Hence for a fixed ω0 ∈ Q, we have
xρ(ω0, ω0)ξ = xξ = xξρ(ω0, ω0).
Using the definition of ρ, the above gives((
xR(ω0\ω0)−1
)
R(ω0\ω0)
)
ξ =
(
xξR(ω0\ω0)−1
)
R(ω0\ω0). (2.19)
From (2.19), we have
on the one hand, using the definitions of R(ω0\ω0), L(xR(ω0\ω0)−1), and the fact
that ω0\ω0 = ω0L(ω0)−1, the left hand side gives
((xR(ω0\ω0)−1)R(ω0\ω0)) ξ = ((xR(ω0\ω0)−1) (ω0\ω0)) ξ
= ((ω0\ω0)L(xR(ω0\ω0)−1)) ξ
= ω0L(ω0)
−1L(xR(ω0\ω0)−1)ξ.
On the other hand, using the definitions of R(ω0\ω0), L(xξR(ω0\ω0)−1), and the fact
that ω0\ω0 = ω0L(ω0)−1, the right hand side gives
(xξR(ω0\ω0)−1)R(ω0\ω0) = (xξR(ω0\ω0)−1) (ω0\ω0)
= (ω0\ω0)L(xξR(ω0\ω0)−1)
= ω0L(ω0)
−1L(xξR(ω0\ω0)−1).
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Hence from (2.19) and the computations in the preceding paragraph, we obtain
ω0L(ω0)
−1L(xR(ω0\ω0)−1)ξ = ω0L(ω0)−1L(xξR(ω0\ω0)−1).
Hence using Lemma 2.3.9 and Lemma 2.3.10, it follows that
ω0viL(ω0)
−1L(xR(ω0\ω0)−1)ξ = ω0viL(ω0)−1L(xξR(ω0\ω0)−1),
where vi is as in (2.17).
A similar computation as above, using the fact that ω0ρ(ω0, ω) = ω and ω0\ω =
ωL(ω0)
−1 now implies that∑
ω∈θi(ω0)
xρ(ω0, ω)ξ =
∑
ω∈θi(ω0)
xξρ(ω0, ω).
Thus, xviξ = xξvi and the conditions of Lemma 2.3.8 are satisfied. 
2.4 Character Tables of some Association
Schemes
In this section we give the character tables over C of certain association schemes.
Throughout, X denotes an association scheme.
We first consider an arbitrary commutative association scheme. From Section 2.3
we observe that the character table of a commutative association scheme is the first
eigenmatrix. We give here a method to find the first eigenmatrix of a commutative
association scheme.
1. Let X be a commutative association scheme of class d and order n. Let A0, A1, . .
. . . , Ad be the adjacency matrices of X. Choose one of the adjacency matrices
Ai. Factorizing the minimal polynomial of Ai, which is at most of degree d+ 1,
we obtain the eigenvalues of Ai. If the eigenvalues are distinct, say given by
τ0, τ1, . . . , τd then the projectors onto the eigenspaces are given by
Ej =
∏
k 6=j(Ai − τkIn)∏
k 6=j(τj − τk)
.
Using AiAj =
∑d
k=0 p
k
ijAk in the above expression, we obtain Ej as a linear
combination of the adjacency matrices as in (2.9) and hence obtain the sec-
ond eigenmatrix Q. Since PQ = nId+1, the character table P of X can be
determined.
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We also recall from Definition 1.1.11 that in the case of adjacency matrices of very
large size, the collapsed adjacency matrices Bi can be used for calculations.
The following explains the use of the orthogonality relations in finding the character
table.
2. Let X be an association scheme of class d and order n. Then the orthogonality
relations given by Theorem 2.2.17 can be used to complete the character table
P of X using partial informations of P .
When X is a commutative association scheme, we have the orthogonality rela-
tions given by Theorem 2.3.7. Hence the first and the second eigenmatrices can
be completed from partial informations. In particular, the following relations:
(i)
∑d
i=0 pi(j) = 0 if j 6= 0,
(ii)
∑d
j=0 pi(j)mj = 0 if i 6= 0,
(iii)
∑d
i=0 qi(j) = 0 if j 6= 0,
(iv)
∑d
j=0 qi(j)kj = 0 if i 6= 0,
can be used.
In the following we give the character table of a commutative group-case association
scheme.
3. For a commutative group-case association scheme X = (G/H, {HgiH}0≤i≤d), we
obtain the character table by calculation of the zonal spherical functions [BI84,
II Section 2.11] of multiplicity free permutation representation. The character
table is given by (see [BI84, II Corollary 11.7]) the following:
pi′(j) =
1
|H|
∑
x∈HgiH
χj(x)
=
1
|H|
∑
k
|HgiH ∩ Ck|χj(ck) (2.20)
where χj is an irreducible constituent (which corresponds to the eigenspace Vj
of Theorem 2.3.1) occurring in the decomposition of 1H G, say 1H G= χ0 +
χ1 + . . .+χd, {Ck} is the set of conjugacy classes of G and ck is a representative
of the conjugacy class Ck.
We next describe a combinatorial method (see [Del73]) to obtain the character table
of a Johnson scheme. For a calculation of the character table of J(a, b) using the
spherical functions see Bannai and Ito [BI84, III Section 3.2].
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4. For a Johnson scheme J(a, b), we first recall the following from Example
1.1.4(4).
For integers a, b with 1 ≤ b ≤ a/2 and V = {1, 2, . . . , a}, a Johnson scheme is
an association scheme X = (X, {Ri}0≤i≤b) such that X is the set of b-element
subsets of V and Ri = {(x1, x2) ∈ X ×X | |x1 ∩ x2| = b − i}. Also, CX is the
adjacency algebra over C.
We give here another interpretation for the set X and the relations Ri.
Let Y = {0, 1} and let Y a be the ath cartesian power of Y . For any y =
(y1, y2, . . . , ya) and z = (z1, z2, . . . , za) of Y
a, define
d(y, z) = |{j | 1 ≤ j ≤ a, yj 6= zj}|.
Let 0 denote (0, 0, . . . , 0) ∈ Y a. We define
X = {y ∈ Y a | d(y,0) = b},
Ri = {(y, z) ∈ X ×X | d(y, z) = 2i}.
Clearly, |X| =
(
a
b
)
.
For i, 0 ≤ i ≤ b, we define matrices Ti as a linear combination of the adjacency
matrices A0, A1, . . . , Ab, in the following way. Let
Ti =
b∑
k=i
(
k
i
)
Ab−k. (2.21)
Obviously, Ti (i = 0, 1, . . . , b) generate the same algebra as the adjacency matri-
ces. Let α be the mapping from Y a onto the subsets of the set V = {1, 2, . . . , a}
given by
y = (y1, y2, . . . , ya) 7→ α(y) = {l ∈ V | yl = 1}.
Observe that the images α(y) of the points y ∈ X are the b-element subsets of
V . Also, a pair (y, z) ∈ X ×X belongs to Rb−k if and only if the intersection
α(y) ∩ α(z) is a k-element subset of V . Consequently, the matrix Ti defined
in (2.21) is such that the (y, z) entry of Ti is equal to the number of i-element
subsets of α(y) ∩ α(z). The matrices T0, T1, . . . , Tb satisfy
TrTs =
min(r,s)∑
j=0
(
b− j
r − j
)(
b− j
s− j
)(
a− r − s
a− b− j
)
Tj. (2.22)
and form a basis of the adjacency algebra CX of J(a, b) (see [Del73, Lemma
4.5]). Hence, the adjacency algebra of a Johnson scheme has three bases, given
respectively by, the adjacency matrices {Ai}, the idempotents {Ei}, the matri-
ces {Ti}.
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Clearly, (2.22) shows that for a given r, the products TrTs are linear com-
binations of Tj with 0 ≤ j ≤ r. That is, T0(= J), T1, . . . , Tr generate an
(r + 1)-dimensional ideal Ir of CX with
〈J〉 = I0 ⊂ I1 ⊂ . . . ⊂ Ib = CX. (2.23)
On the other hand, given a chain of ideals as in (2.23), there exists a unique
numbering of the idempotents Ej of CX such that {E0, E1, . . . , Er} is a basis of
Ir for r = 0, 1, . . . , b.
We now calculate the components of Tr in this basis. For 0 ≤ s ≤ r ≤ b, we
have
Tr =
r∑
i=0
ρr,iEi and Ts =
s∑
j=0
ρs,jEj
for some complex numbers ρr,i, ρs,j. We have
TrTs =
r∑
i=0
s∑
j=0
ρr,iρs,jEiEj
=
s∑
j=0
ρr,jρs,jEj since EiEj = δijEj
= ρr,sρs,sEs +
s−1∑
j=0
ρr,jρs,jEj.
Adding and subtracting
∑s−1
j=0 ρs,jρr,sEj to the right hand side of the above
equation and then simplifying, we get
TrTs = ρr,sTs +
s−1∑
j=0
ρs,j(ρr,j − ρr,s)Ej. (2.24)
Comparing the coefficients of Ts on the right hand side of (2.22) and (2.24), we
obtain ρr,s =
(
b− s
r − s
)(
a− r − s
b− r
)
, from which we get
Tr =
r∑
i=0
(
b− i
r − i
)(
a− r − i
b− r
)
Ei. (2.25)
We now find the (j, i) entry pi(j) of the first eigenmatrix P of a Johnson scheme.
Let the Eberlein polynomial Ev(u) (see [Del73, page 48]) of degree 2v in the
indeterminate u be given by
Ev(u) =
v∑
l=0
(−1)v−l
(
b− l
v − l
)(
b− u
l
)(
a− b+ l − u
l
)
. (2.26)
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From (2.21), we have
Ab−k =
b∑
r=0
(−1)r−k
(
r
k
)
Tr
=
b∑
r=0
[ r∑
i=0
(−1)r−k
(
r
k
)(
b− i
r − i
)(
a− r − i
b− r
)]
Ei using (2.25)
=
b∑
i=0
[ b∑
r=i
(−1)r−k
(
r
k
)(
b− i
r − i
)(
a− r − i
b− r
)]
Ei.
Observe that in the above equation, for any i, due to the presence of
(
r
k
)
, the
term in the bracket exists only for r varying from k. That is,
Ab−k =
b∑
i=0
[ b∑
r=k
(−1)r−k
(
r
k
)(
b− i
r − i
)(
a− r − i
b− r
)]
Ei.
Hence, from (2.10) and above, we get
pb−k(i) =
b∑
r=k
(−1)r−k
(
r
k
)(
b− i
r − i
)(
a− r − i
b− r
)
.
Replacing r by b− l, we obtain
pb−k(i) =
b−k∑
l=0
(−1)b−k−l
(
b− l
k
)(
b− i
b− l − i
)(
a− b+ l − i
l
)
=
b−k∑
l=0
(−1)(b−k)−l
(
b− l
(b− k)− l
)(
b− i
l
)(
a− b+ l − i
l
)
.
But this is precisely the value Eb−k(i) given by (2.26). Hence
pi(j) =
i∑
l=0
(−1)i−l
(
b− l
i− l
)(
b− j
l
)(
a− b+ l − j
l
)
.
Also, using PQ = nId+1, the second eigenmatrix Q can be obtained.
We now describe the character table of a group association scheme. As we will see,
the character table of a group association scheme is given in terms of the character
table of the group under consideration.
5. Let X = (G, {Ri}0≤i≤d) be a group association scheme and let CX be its adja-
cency algebra over C. As noted earlier, X is commutative and the adjacency
algebra CX over C is isomorphic to the center Z(CG) of the group algebra
CG. Recall that the conjugacy classes of G are denoted by C0, C1, . . . , Cd and
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the corresponding class sums by C0,C1, . . . ,Cd. Let c0, c1, . . . , cd be represen-
tatives of the conjugacy classes C0, C1, . . . , Cd of G. Clearly, the valencies are
ki = |Ci| (i = 0, 1, . . . , d). Also, the class sums Ci form a basis of Z(CG). Let
Φj (j = 0, 1, . . . , d) be the irreducible representations of G affording respectively
the characters φj (j = 0, 1, . . . , d). Also, for each φj there exists algebra ho-
momorphisms αj : Z(CG) → C such that αj(Ci) = φj(ci)|Ci|/φj(1) (see [Isa76,
page 35]). Hence from the above, the mapping
Ci 7→ αj(Ci) = kiφj(ci)
φj(1)
(2.27)
is a linear representation of Z(CG) for each irreducible character φj. Let wj
be the column vector with entries (αj(C0), αj(C1), . . . , αj(Cd)), for 0 ≤ j ≤ d.
Then it can be shown that wj is a common eigenvector for the intersection
matrices B0, B1, . . . , Bd with respective eigenvalues αj(C0), αj(C1), . . . , αj(Cd)
(see [CR81, Page 219]). Let P ,Q be the first and the second eigenmatrices of
X and let T be the character table of the group G. Suitably rearranging the
indices 0, 1, . . . , d, we may assume
kiφj(ci)
φj(1)
= pi(j).
That is,
diag
(
1
φ0(1)
,
1
φ1(1)
, . . . ,
1
φd(1)
)
T diag(k0, k1, . . . , kd) = P . (2.28)
Since the ki can be computed from T through the first orthogonality relations
for characters of groups (see [Isa76, Corollary 2.14]), we obtain P from T .
We can also compute T from P , as the following considerations show.
Using the column orthogonality relation of a commutative association scheme,
and the fact that PQ = nId+1, we obtain
Q = diag
(
1
k0
,
1
k1
, . . . ,
1
kd
)
P t diag(m0, . . . ,md)
= T t diag
(
1
φ0(1)
, . . . ,
1
φd(1)
)
diag(m0, . . . ,md) from (2.28). (2.29)
Substituting (2.28) and (2.29) in PQ = nId+1, we get
diag
(
1
φ0(1)
, . . . ,
1
φd(1)
)
T diag(k0, k1 . . . , kd) ·
T t diag
(
1
φ0(1)
, . . . ,
1
φd(1)
)
diag(m0,m1, . . . ,md) = nId+1. (2.30)
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The first orthogonality relation for characters of groups in matrix form is given
by
T diag(k0, k1, . . . , kd) T t = nId+1. (2.31)
Putting (2.31) in (2.30), we get
diag
(
1
φ0(1)
, . . . ,
1
φd(1)
)2
diag(m0,m1, . . . ,md) = Id+1.
Hence
φi(1) =
√
mi. (2.32)
From (2.28) and (2.32), we obtain
T = diag (√m0,√m1, . . . ,√md)P diag
(
1
k0
,
1
k1
, . . . ,
1
kd
)
. (2.33)
Since (k0, k1, . . . , kd) is a row of P (cf., Definition 2.1.4), and the mj can be
computed from P through row orthogonality (cf., Theorem 2.3.7(i)), we obtain
T from P .
2.5 Induction of Characters
In this section we consider the problem of induction of characters of an association
scheme. We give the definition of an induced and restricted module of an association
scheme and the Frobenius reciprocity law for characters of association schemes. We
also find an induction formula for a group-case association scheme.
Throughout this section, X denotes an association scheme of class d and order n, F
an arbitrary field, C the field of complex numbers and FX, CX denotes the adjacency
algebra of X over F and C, respectively.
2.5.1 Definition (Restricted, Induced Module of an Association Scheme)
Let X be an association scheme with adjacency algebra FX over F . Let C be a closed
subset of X. Let FC be the matrix algebra generated by the adjacency matrices
corresponding to the relations in C. Clearly, FC is a subalgebra of FX.
Also, from Definition 1.2.6 and Lemma 1.2.14, it follows that FC is isomorphic (as
algebras over F ) to the adjacency algebra of the refinement scheme arising out of the
closed subset C, as in Lemma 1.2.14.
Let W be an FX-module. Then, obviously, W is an FC-module which we denote by
WFC and which we call the restriction of W to FC.
Let S be an FC-module. Then we define the FX-module SFX= SFC FX which we
call the induced module of S to FX.
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Similar to the restriction and induction of modules, we can define restriction and
induction of characters of an association scheme.
For a character χ afforded by an FX-module W, we denote by χFC the restricted
character afforded by WFC and for a character ψ afforded by an FC-module S, we
denote by ψFX the induced character afforded by SFX.
2.5.2 Proposition ([Han03, Proposition 5.1])
Let C be a closed subset of X. Let S be an FC-module and W an FX-module. Then
HomFC(S,WFC) ∼= HomFX(SFX,W). (2.34)
Proof: By applying the Adjointness Theorem of rings [NT89, I Theorem 11.1] to FX
and FC, we have
HomFX(SFC FX,W) ∼= HomFC(S,HomFX(FX,W)),
as F -vector spaces. Since α 7→ α(1) for α ∈ HomFX(FX,W), is an FX-isomorphism
between HomFX(FX,W) and W, we have
HomFX(FX,W) ∼= W,
as FC-modules. Hence from the above
HomFX(SFC FX,W) ∼= HomFC(S,W).
This gives
HomFC(S,WFC) ∼= HomFX(SFX,W).

For characters χ, χ′ ∈ Irr(CX), we put (χ, χ′)CX = δχχ′ (δ denotes the Kronecker
delta) and extend it linearly for arbitrary characters (cf., [Han03], [HH02]).
2.5.3 Theorem (Frobenius Reciprocity, cf., [Han03, Theorem 5.2])
Let X be an association scheme and C be a closed subset of X. Let φ be the character
afforded by a CC-module and ψ be the character afforded by a CX-module. Then
(φ, ψCC)CC = (φCX, ψ)CX.
Proof: By Theorem 2.2.8, since CX and CC are semisimple algebras, the theorem
follows from Proposition 2.5.2. 
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For the rest of this section we consider the following situation:
We let G be a finite group and H a subgroup of G. Also, F is an arbitrary field such
that char(F ) - |H|. We denote by FG and FH, the group algebra of G and H over
F . We let
ε =
1
|H|
∑
h∈H
h ∈ FH ≤ FG. (2.35)
Clearly, ε is an idempotent in FH.
Unless otherwise stated explicitly, we also let X be the group-case association scheme
of class d and order n corresponding to G/H. That is, X = (G/H, {HgiH}0≤i≤d),
where G/H is the set of right cosets of H in G and where {g0, g1, . . . , gd} is a set of
H\G/H double coset representatives.
The next proposition shows that for an idempotent ε as defined in (2.35), the adja-
cency algebra FX of X is isomorphic to εFGε as algebras over F .
2.5.4 Proposition ([BI84, II Proposition 6.2])
Let X be a group-case association scheme with adjacency algebra FX over F . Let
FG and FH denote respectively the group algebra of G and H over F . Put ε =
1
|H|
∑
h∈H h ∈ FH ≤ FG and let Ui = 1|H|
∑
h∈HgiH h (i = 0, 1, . . . , d). Then Ui ∈
εFGε for all i, and there is an F -algebra isomorphism εFGε → FX mapping Ui to
Ai, i = 0, 1, . . . , d.
Proof: Let G/H = {H = Hg′0, Hg′1, . . . , Hg′n−1} be a set of right cosets of H in G.
Since εFG has a basis {ε, εg′1, . . . , εg′n−1} it affords the permutation representation
of G on G/H. Let HomFG(εFG, εFG) be the set of linear mappings from εFG to
εFG which commute with the action of G. Let α ∈ HomFG(εFG, εFG). Then using
the fact that ε acts as an identity operator on εFG, we have α(z) = α(εz) = α(ε)z,
for all z ∈ εFG. Hence the linear mappings are determined by the images of ε.
But α(ε) = α(εε) = α(ε)ε ∈ εFGε and so the images of ε belong to εFGε. Hence,
HomFG(εFG, εFG) = {αr | r ∈ εFGε}, where αr : εFG → εFG, z 7→ rz for
z ∈ εFG. The correspondence r to αr is an algebra isomorphism from εFGε to
HomFG(εFG, εFG).
Expressing the right actions of G and HomFG(εFG, εFG) as matrices with re-
spect to the basis {ε, εg′1, . . . , εg′n−1} of εFG, we obtain from Example 1.1.4(1) that
HomFG(εFG, εFG) is isomorphic to FX. Let αUi : ε 7→ Ui =
∑
εg′l with the summa-
tion over the right coset representatives g′l ∈ HgiH. Then the matrix of αUi and Ai
have the same first row. Since elements of FX are determined by their first row, αUi
maps to Ai. 
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We now recall some of the facts we have proved for a group-case association scheme.
Consider a group-case association scheme X = (G/H, {HgiH}0≤i≤d). From Lemma
1.2.10 and Lemma 1.2.11, it follows that a closed subset C of X corresponds to an
intermediate subgroup K of G. Reordering and renumbering the relations of X, let us
assume that the relations of X are {Hg0H,Hg1H, . . . , HgfH, . . . , HgdH} such that
the intermediate subgroup K =
⋃˙f
i=0HgiH. Let FG and FK denote respectively
the group algebra of G and K over F . Let ε = 1|H|
∑
h∈H h ∈ FH ≤ FG. Let X′ =
(K/H, {HgiH}0≤i≤f ) be the group-case association scheme corresponding to K/H,
the set of right cosets of H in K. As noted in Definition 2.5.1, the subalgebra FC
generated by the adjacency matrices corresponding to the relations in C is isomorphic
to the adjacency algebra FX′. From Proposition 2.5.4, it follows that
FX ∼= εFGε and FC ∼= FX′ ∼= εFKε. (2.36)
Our aim in the following is to find a formula for the induction of characters from the
characters of X′ to the characters of X. From (2.36), it follows that this is equivalent to
finding a formula for the induction of characters of εFKε-modules to εFGε-modules.
Hence, throughout the rest of this section we work with the subalgebras εFGε, εFKε
of FG, FK, respectively.
Before we proceed, we first note that the algebra εFGε is called the condensation
algebra of FG relative to the idempotent ε. We give in the following the definition
of a condensation algebra.
2.5.5 Definition (Condensation Algebra, cf., [Gre80, Section 6.2])
Let A be an algebra over F and e be an idempotent of A. Let mod-A and mod-eAe
denote respectively the category of finitely generated A-modules and eAe-modules.
Then we have functors between mod-A and mod-eAe given by:
K : mod-A→ mod-eAe, W 7→We ∼= W⊗A Ae, α 7→ αWe,
P : mod-eAe→ mod-A, S 7→ S⊗eAe eA, β 7→ β ⊗ ideA.
The algebra eAe is called the condensation algebra of A with respect to the idem-
potent e and K is called the condensation functor. The eAe-module We is called
the condensed module.
We now continue with the calculation of the induction formula for the characters of
X′.
Let M be an FK-module. Then M⊗FK FG is the induced FG-module of M.
Let us consider the εFGε-module Mε⊗εFKε εFGε induced from Mε. We wish to find
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the character of this εFGε-module.
From the induced FG-module M⊗FK FG we obtain an εFGε-module (M⊗FK FG)ε.
Under certain assumptions we show the isomorphism (M⊗FKFG)ε ∼= Mε⊗εFKεεFGε
as εFGε-modules. Hence the character of the induced module Mε ⊗εFKε εFGε can
be obtained as the character of (M ⊗FK FG)ε, since isomorphic modules have the
same character.
With the above assumptions we now prove the following lemma which gives a direct
sum decomposition of (M⊗FK FG)ε as vector spaces.
2.5.6 Lemma
Write G =
⋃˙s
i=1KuiH where {u1, u2, . . . , us} is a set of K\G/H double coset repre-
sentatives. For each i (1 ≤ i ≤ s), let {vi1 , vi2 , . . . , vili} be a transversal for the right
cosets of ui
−1Kui ∩H in H. Let M be an FK-module. We write
εi =
1
|K ∩ uiH|
∑
k∈K∩uiH
k, where uiH = uiHu
−1
i .
Then
(i) uiε = diεiuiwi, where di =
|K∩uiH|
|H| and wi =
∑li
j=1 vij .
(ii) (M⊗FK FG)ε = ⊕si=1(Mεi ⊗FK uiwi).
Proof: (i) We have
uiε =
1
|H|
∑
h∈H
uih
=
1
|H|
li∑
j=1
( ∑
h∈Kui∩H
uihvij
)
=
1
|H|
li∑
j=1
( ∑
h∈Kui∩H
uihu
−1
i
)
uivij
=
1
|H|
li∑
j=1
( ∑
k∈K∩uiH
k
)
uivij
=
1
|H|
li∑
j=1
(|K ∩ uiH|εi)uivij
=
|K ∩ uiH|
|H| εiui
li∑
j=1
vij
= diεiuiwi.
(ii) We have
M⊗FK FG = ⊕si=1
(⊕lij=1(M⊗FK uivij)) as F -vector spaces. (2.37)
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Moreover, by the Mackey Subgroup Theorem [CR81, (10.13)], we have
⊕lij=1(M⊗FK uivij) ∼= MuiKui∩HH as FH-module.
Also, since vij ∈ H we have vijε = ε and hence using (i), we obtain(⊕lij=1(M⊗FK uivij)) ε = M⊗FK uiε = Mεi ⊗FK uiwi. (2.38)
Therefore from (2.37) and (2.38), we obtain
(M⊗FK FG)ε = ⊕si=1(Mεi ⊗FK uiwi).

2.5.7 Lemma
Let the assumptions be as in Lemma 2.5.6. Consider the natural map
ϑ : Mε⊗εFKε εFGε→ (M⊗FK FG)ε
mε⊗εFKε εrε 7→ mε⊗FK εrε, m ∈M, r ∈ FG.
Then
Im(ϑ) = ⊕si=1(MεFKεi ⊗FK uiwi).
Proof: Let m ∈M, g ∈ G with g = kuih for some i, 1 ≤ i ≤ s, k ∈ K,h ∈ H.
Consider mε⊗FK εgε ∈ Im(ϑ). We have
mε⊗FK εgε = mε⊗FK εkuihε
= mεk ⊗FK uiε
= mεk ⊗FK diεiuiwi using Lemma 2.5.6(i)
= mεkdiεi ⊗FK uiwi
∈ ⊕si=1(MεFKεi ⊗FK uiwi).
On the other hand, for m ∈M, k′ ∈ FK, we have
mεk′εi ⊗FK uiwi = md−1i ε⊗FK εk′εiuidiwi
= md−1i ε⊗FK εk′uiε
∈ Im(ϑ).

We note here that if M is an FK-module with MεFK = M, then from Lemmas 2.5.6,
2.5.7, we obtain
Im(ϑ) = ⊕si=1 (MεFKεi ⊗FK uiwi) = ⊕si=1(Mεi ⊗FK uiwi) = (M⊗FK FG)ε. (2.39)
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2.5.8 Lemma
Let the assumptions be as in Lemma 2.5.6. Let M be an FK-module with MεFK =
M. Suppose that ε ∈ Z(FK). Then
ϑ : Mε⊗εFKε εFGε→ (M⊗FK FG)ε
is an εFGε-isomorphism.
Proof: Define a map M×FGε→Mε⊗εFKε εFGε by (m, gε) 7→ mε⊗εFKε εgε, g ∈
FG,m ∈M. This map is bilinear and balanced with respect to FK. That is, (mk, gε)
and (m, kgε) for k ∈ FK, m ∈M, g ∈ FG are mapped to the same element:
(mk, gε) 7→ mkε⊗εFKε εgε = mεk ⊗εFKε εgε since εk = kε
= mεεkε⊗εFKε εgε
= mε⊗εFKε εkεgε
= mε⊗εFKε εkgε since εk = kε
= Image of (m, kgε).
Thus there is an F -linear map % : M⊗FKFGε→Mε⊗εFKεεFGε with %(m⊗FKgε) =
mε ⊗εFKε εgε for all m ∈ M, g ∈ FG. Hence % ◦ ϑ = idMε⊗εFKεεFGε . Thus ϑ is
injective. 
2.5.9 Remark
(i) If H is a normal subgroup of K, then ε = 1|H|
∑
h∈H h ∈ Z(FK). Hence by
Lemma 2.5.8, it follows that ϑ is an isomorphism.
(ii) If K is an abelian subgroup of G then ϑ is an isomorphism.
(iii) If K = H, then ϑ is an isomorphism.
The following gives a different criterion for ϑ to be an isomorphism.
2.5.10 Lemma
Suppose that char(F ) - |K|. We have the following:
(i) Let M be an irreducible FK-module with Mε 6= 0 and dim EndFK(M) = 1.
Then ϑ is an isomorphism between Mε⊗εFKε εFGε and (M⊗FK FG)ε.
(ii) If F is a splitting field for FK, then ϑ is an isomorphism between
Nε⊗εFKεεFGε and (N⊗FKFG)ε for every FK-module N with NεFK = N.
Proof: (i) Consider Mε⊗εFKε εFG. Then
Mε⊗εFKε εFG ∼=FG Mε⊗εFKε (εFK ⊗FK FG)
∼=FG (Mε⊗εFKε εFK)⊗FK FG.
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We now show that Mε⊗εFKε εFK ∼=FK M.
Let N be another irreducible FK-module. Consider HomFK(Mε⊗εFKε εFK,N).
By the Adjointness Theorem, we have
HomFK(Mε⊗εFKε εFK,N) ∼= HomεFKε(Mε,HomFK(εFK,N)).
Since α 7→ α(ε) gives an isomorphism HomFK(εFK,N) ∼= Nε, we have
HomFK(Mε⊗εFKε εFK,N) ∼= HomεFKε(Mε,Nε).
This implies
HomFK(Mε⊗εFKε εFK,N) = 0 for Nε = 0
and
for Nε 6= 0, N FK M,
since N ∼=FK M if and only if Nε ∼=εFKε Mε (in case Nε 6= 0 6= Mε). For the latter
statement see [MNRW02, Lemma 3.2].
Moreover,
dim HomFK(Mε⊗εFKε εFK,M) = dim HomεFKε(Mε,Mε)
= dim EndεFKε(Mε)
= dim EndFK(M) = 1.
Since FK is semisimple and HomFK(Mε⊗εFKε εFK,N) = 0 for simple FK-modules
N M, it follows that Mε⊗εFKε εFK ∼= M.
Hence
Mε⊗εFKε εFG ∼=FG (Mε⊗εFKε εFK)⊗FK FG
∼=FG M⊗FK FG.
Hence the isomorphism.
(ii) Let N be an FK-module. Since FK is semisimple, we have N = N1⊕N2⊕. . .⊕Ns,
where Ni, 1 ≤ i ≤ s are irreducible FK-modules. Clearly, Nε = N1ε⊕N2ε⊕ . . .⊕Nsε
and NεFK = N if and only if Niε 6= 0 for all 1 ≤ i ≤ s. Since tensor products,
multiplication with ε and the map ϑ are compatible with direct sums, the proof
of (ii) follows from (i). 
Note that in the above Lemma 2.5.10 we have used the fact that, if M is an irreducible
FK-module and Mε 6= 0, then Mε⊗εFKεεFK ∼= M as FK-modules. In the following
we give an example to show that the assumption char(F ) - |K| is essential in the
lemma.
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2.5.11 Example
Let G = K = S3, the symmetric group on {1, 2, 3}. Let H = 〈(1, 2)〉 and let
char(F ) = 3. Let M be the trivial FG-module. Then Mε ⊗εFGε εFG is a two-
dimensional FG-module and thus cannot be isomorphic to M. This follows from
[ARO95, II Proposition 2.5] and the structure of FG but can also be seen directly as
follows.
First note that Mε ⊗εFGε εFG ∼= (Mε ⊗F εFG)/L, where L is the F -subspace of
Mε⊗F εFG spanned by {mx⊗ l −m⊗ xl | m ∈Mε, l ∈ εFG, x ∈ εFGε}.
Now ε = 1
2
(1+(1, 2)) = −1−(1, 2), and thus εFG has F -basis l1 = −ε = 1+(1, 2), l2 =
−ε(1, 3) = (1, 3) + (1, 2, 3), l3 = −ε(2, 3) = (2, 3) + (1, 3, 2).
Hence dimF (Mε⊗F εFG) = dimF (F ⊗F εFG) = 3.
To finish, we have to show that L is one-dimensional.
We find that l1ε = l1, l2ε = l3ε = −β with β = (1, 3)+(2, 3)+(1, 2, 3)+(1, 3, 2). Thus
εFGε = 〈ε, β〉 as F -vector space. Next, βl1 = −l2− l3, βl2 = −l1− l3, βl3 = −l1− l2.
Since G acts trivially on M = Mε, we find mε = m, mβ = m for all m ∈Mε.
Fix 1 ≤ i ≤ 3 and let j, k be defined by {1, 2, 3} = {i, j, k}. Then for r, s ∈ F and
m ∈Mε we have m(rε+ sβ)⊗ li −m⊗ (rε+ sβ)li = r(m⊗ li) + s(m⊗ li)− r(m⊗
li) + s(m⊗ lj) + s(m⊗ lk) = sm⊗ (l1 + l2 + l3). Hence L is one-dimensional.
We now give the definition of a natural transformation between functors.
2.5.12 Definition (Natural Transformation)
Let K and P be (covariant) functors from a category L to a category S. A natural
transformation κ from K to P is defined to be a map that associates to every object
L in L a morphism κL : K(L)→ P(L) in S, such that for every morphism α : L→ L′
in L, we have κL′ ◦ K(α) = P(α) ◦ κL.
In other words κ is a natural transformation if for all L,L′ and α : L → L′, the
diagram
P(L)
P(α)−−−→ P(L′)
κL
x xκL′
K(L) −−−→
K(α)
K(L′)
is commutative.
If, for every object L ∈ L, the morphism κL is an isomorphism in S, then κ is said
to be a natural isomorphism.
2.5.13 Corollary
Let modε-FK denote the full subcategory of mod-FK consisting of the modules M
satisfying MεFK = M. Suppose that ε ∈ Z(FK) or that F is a splitting field for
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FK and char(F ) - |K|. Then the diagram
mod-FG
KG−−−→ mod-εFGε
−⊗FKFG
x x−⊗εFKεεFGε
modε-FK −−−→
KK
mod-εFKε
is commutative up to natural isomorphism. That is, there exists a natural isomor-
phism between the two compositions (−⊗εFKε εFGε) ◦KK and KG ◦ (−⊗FK FG) of
functors.
Proof: Consider the categories mod-FK and mod-εFGε. It suffices to show that a
natural isomorphism exists between functors from mod-FK to mod-εFGε.
Since char(F ) - |K|, we have that FK is semisimple.
Let M,N be two FK-modules such that MεFK = M and NεFK = N. That
is, M, N ∈ modε-FK. Note that Hommodε-FK(M,N) = Hommod-FK(M,N), since
modε-FK is a full subcategory of mod-FK. Let α : M → N, m 7→ α(m) be an
FK-homomorphism. Define αε : Mε→ Nε, mε 7→ α(m)ε. We have
αε ⊗εFKε 1εFGε : Mε⊗εFKε εFGε→ Nε⊗εFKε εFGε
mε⊗εFKε εrε 7→ α(m)ε⊗εFKε εrε, m ∈M, r ∈ FG.
Also
α⊗FK 1FG : M⊗FK FG→ N ⊗FK FG
m⊗FK r 7→ α(m)⊗FK r, m ∈M, r ∈ FG.
Let αres denote the restriction of α⊗FK 1FG to (M⊗FK FG)ε. We have
αres : (M⊗FK FG)ε→ (N ⊗FK FG)ε
(m⊗FK r)ε 7→ (α(m)⊗FK r)ε, m ∈M, r ∈ FG.
From Lemma 2.5.10, for every FK-module M, we have an isomorphism, which we
denote by ϑM, between Mε⊗εFKε εFGε and (M⊗FK FG)ε. That is,
ϑM : Mε⊗εFKε εFGε→ (M⊗FK FG)ε
mε⊗εFKε εrε 7→ mε⊗FK εrε, m ∈M, r ∈ FG
is an isomorphism.
To complete the proof it suffices to show that the diagram
(M⊗FK FG)ε αres−−−→ (N ⊗FK FG)ε
ϑM
x xϑN
Mε⊗εFKε εFGε −−−−−−→
(αε⊗1εFGε)
Nε⊗εFKε εFGε
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is commutative.
We show αres ◦ ϑM = ϑN ◦ (αε ⊗ 1εFGε) by evaluating at elements of the form
mε⊗εFKε εrε,m ∈M, r ∈ FG.
On the one hand, we have
αres(ϑM(mε⊗εFKε εrε)) = αres(mε⊗FK εrε)
= αres((mε⊗FK εr)ε)
= (α(mε)⊗FK εr)ε
= α(mε)⊗FK εrε
= α(m)ε⊗FK εrε since α is a homomorphism.
On the other hand, we have
ϑN((αε ⊗ 1εFGε)(mε⊗εFKε εrε)) = ϑN(α(m)ε⊗εFKε εrε)
= α(m)ε⊗FK εrε.

2.5.14 Lemma (The Trace Formula, cf., [MNRW02, (3.6)])
Let W be an FG-module. Then
Trace
Wε
(εgε) =
1
|H|
∑
h∈H
Trace
W
(gh)
where by Trace
Wε
we mean the character afforded by the εFGε-module Wε.
Proof: We have W = Wε⊕W(1− ε). Clearly, εgε vanishes on W(1− ε).
Hence Trace
Wε
(εgε) = Trace
W
(εgε). Substituting for ε, we obtain
Trace
Wε
(εgε) = Trace
W
(εgε)
=
1
|H| · |H|
∑
h∈H
∑
h′∈H
Trace
W
(hgh′)
=
1
|H| · |H|
∑
h∈H
∑
h′∈H
Trace
W
(gh′h) since hgh′ is conjugate to gh′h
=
1
|H| · |H|
∑
h∈H
|H|Trace
W
(gh)
=
1
|H|
∑
h∈H
Trace
W
(gh).

In the following proposition we derive the induction formula.
2.5.15 Proposition
Let G be a finite group with subgroups H,K such that H ≤ K ≤ G. Suppose that
char(F ) - |K|. Let ε = 1|H|
∑
h∈H h ∈ FH ≤ FG. Let M be an irreducible FK-
module with Mε 6= 0. Let g ∈ G and let {z1, z2, . . . , zl} be a set of representatives
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of the conjugacy classes of K. Also, we let ClK(k) (respectively, ClG(g)) denote the
conjugacy class of k ∈ K (respectively, g ∈ G). Then
Trace
(M⊗FKFG)ε
(εgε) =
1
|H||K|
l∑
i=1
|G| |ClK(zi)|
|ClG(zi)| |gH ∩ ClG(zi)|TraceM(zi).
Proof: By the formula of induction of characters of a group [Isa76, Definition (5.1)],
we have
Trace
M⊗FKFG
(g) =
1
|K|
∑
g′∈G
g′gg′−1∈K
Trace
M
(g′gg′−1)
=
|G|
|K||ClG(g)|
w∑
i=1
Trace
M
(yi)|ClK(yi)| (2.40)
where {y1, y2, . . . , yw} is a set of representatives of the conjugacy classes of K con-
tained in the conjugacy class ClG(g) of g ∈ G.
From Lemma 2.5.14 and (2.40), we have
Trace
(M⊗FKFG)ε
(εgε) =
1
|H|
∑
h∈H
Trace
M⊗FKFG
(gh)
=
1
|H|
∑
h∈H
(
|G|
|K||ClG(gh)|
w∑
i=1
Trace
M
(yi)|ClK(yi)|
)
=
1
|H||K|
∑
h∈H
|G|
|ClG(gh)|
w∑
i=1
Trace
M
(yi)|ClK(yi)|
=
1
|H||K|
∑
h∈H
|G|
|ClG(gh)|
l∑
i=1
bh,i TraceM(zi)|ClK(zi)|
where {z1, z2, . . . , zl} is a set of representatives of the conjugacy classes of K and
bh,i =
{
1 if zi conjugate to gh in G,
0 if zi not conjugate to gh in G.
Hence
Trace
(M⊗FKFG)ε
(εgε) =
1
|H||K|
l∑
i=1
Trace
M
(zi)|ClK(zi)|
∑
h∈H
|G| bh,i
|ClG(gh)| . (2.41)
For a particular h, bh,i 6= 0 only when zi is conjugate to gh in G. That is, g1−1ghg1 = zi
for some g1 ∈ G. Hence gh ∈ g1zig1−1 ∈ ClG(zi). Therefore only those h ∈ H for
which gh ∈ ClG(zi) contribute to the sum
∑l
i=1
|G| bh,i
|ClG(gh)| .
Suppose that h ∈ H and gh ∈ ClG(zi). Then bh,i = 1. Also |ClG(gh)| = |ClG(zi)| and
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there are exactly |gH ∩ ClG(zi)| such h.
Hence ∑
h∈H
|G| bh,i
|ClG(gh)| =
|G| |gH ∩ ClG(zi)|
|ClG(zi)| . (2.42)
From (2.41) and (2.42), we get
Trace
(M⊗FKFG)ε
(εgε) =
1
|H||K|
l∑
i=1
|G| |ClK(zi)|
|ClG(zi)| |gH ∩ ClG(zi)|TraceM(zi).

2.5.16 Corollary
Let the assumptions be as in Proposition 2.5.15. Assume that ε ∈ Z(FK) or that
char(F ) - |K|. Then the character of the induced εFGε-module Mε ⊗εFKε εFGε is
given by
Trace
(Mε⊗εFKεεFGε)
(εgε) =
1
|H||K|
l∑
i=1
|G| |ClK(zi)|
|ClG(zi)| |gH ∩ ClG(zi)|TraceM(zi).
Proof: This follows from Lemma 2.5.10 and Proposition 2.5.15. 
We now give an example to show that in the case of a group-case association scheme
X, the adjacency algebra of X is not in general free over the algebra generated by
the adjacency matrices corresponding to the relations in a closed subset of X. In the
case of the group algebra FG, the freeness of FG over the subalgebra FK is one of
the main ingredients in the derivation of an induction formula for the characters of G
induced from K. By (2.36) it suffices to show that εFGε is not in general free over
εFKε.
Note that if εFGε is a free εFKε-module, then dim εFKε | dim εFGε.
2.5.17 Example
Let G = S2b, K = Sb o S2, the wreath product of Sb and S2 and let H = Sb × Sb.
Let X be the group-case association scheme corresponding to G/H and let X′ be the
group-case association scheme corresponding to K/H. Clearly, we have
dim εFKε = |H\K/H| = 2 and dim εFGε = |H\G/H| = b+ 1.
Observe that, when b is an even number the dim εFGε is odd. In this case, dim εFKε
does not divide dim εFGε and thus εFGε is not free over the subalgebra εFKε.
We conclude this chapter with a special case of Proposition 2.5.15, namely the case
when H is a normal subgroup of K.
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We first recall a few facts and give a combinatorial description of induction, to be
used for the above mentioned special case.
Let X = (X, {Ri}0≤i≤d) be an association scheme with adjacency algebra FX over
F . Let C = {R0, R1, . . . , Rf} be a closed subset of X and let FC be the subalgebra
of FX generated by the adjacency matrices corresponding to the relations in C. Let
χ0, χ1, . . . , χc denote respectively the characters corresponding to the irreducible FC-
modules S0, S1, . . . , Sc and let χiFX, 0 ≤ i ≤ c denote the characters of the induced
module Si ⊗FC FX, 0 ≤ i ≤ c. Recall from Definition 2.5.1, that FC is isomorphic
(as algebras over F ) to the adjacency algebra of the refinement scheme X′ arising
out of the closed subset C as in Lemma 1.2.14. Let PX′ where (PX′)ij = χi(Aj),
0 ≤ i ≤ c, 0 ≤ j ≤ f , denote the F -character table of the association scheme X′ and
let PX′X where (PX′X)ij = χiFX(Aj), 0 ≤ i ≤ c, 0 ≤ j ≤ d, denote the F -character
table of the association scheme X. We call any (f + 1) × (d + 1) matrix M over F
with PX′X= PX′M an induction formula for the pair X, X′.
Our aim in the following is to consider the special case of Proposition 2.5.15 in which
H is normal in K and derive an induction formula for this case using the description
given in the previous paragraph.
Let G be a finite group with subgroups H,K such that H ≤ K ≤ G and H E K.
Let X = (G/H, {HgiH}0≤i≤d) be the group-case association scheme corresponding to
G/H and X′ = (K/H, {HgiH}0≤i≤f ), the group-case association scheme correspond-
ing to K/H and let FX, FX′ denote respectively their adjacency algebras over F . We
recall from Corollary 1.1.12 that we have FX′ ∼= FK/H. Let ¯ : K → K/H, g 7→
g¯ = gH = Hg = HgH denote the canonical epimorphism. For 0 ≤ i ≤ f , let the
notation be such that K/H = {g¯0, g¯1, . . . , g¯f} and let {g¯0, g¯1, . . . , g¯f ′}, (f ′ ≤ f) denote
a set of representatives of the conjugacy classes of the factor group K/H. We also let
Li = {g ∈ K | g¯ conjugate in K/H to g¯i}. Observe that Li is a union of K-conjugacy
classes.
For 0 ≤ i ≤ f, 0 ≤ j ≤ d let the (f+1)×(d+1) matrix M be defined by (M)ij = mij,
where
mij =
1
|H|
∑
s∈Rep(G/K)
|gjH ∩ s−1Lis| (2.43)
and where Rep(G/K) is a set of representatives for the right cosets of K in G.
2.5.18 Proposition
Let the assumptions and notations be as in the previous paragraph. Suppose that
char(F ) - |K| and let ε = 1|H|
∑
h∈H h ∈ FH. Let {z1, z2, . . . , zl} be a set of repre-
sentatives of the conjugacy classes of K. Let χ be an irreducible F -character of FX′.
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Then
χFX (Aj) = f ′∑
i=0
χ(A¯i)mij, 0 ≤ j ≤ d
where A¯i denotes the adjacency matrix corresponding to HgiH = Hgi = giH =
g¯i, 0 ≤ i ≤ f , in the association scheme X′. Also χ(A¯i) = χ(g¯i), where on the right
hand side χ is considered as a character of FK/H ∼= FX′.
Proof: Recall that we have εFKε ∼= FX′ ∼= FK/H. Let M be an irreducible FK-
module such that Mε affords the εFKε-character χ. In particular Mε 6= 0, which
means that H acts trivially on M. Then by Corollary 2.5.16, we have
χFX (Aj) = Trace(Mε⊗εFKεεFGε)(εgjε)
=
1
|H||K|
l∑
r=1
|G| |ClK(zr)|
|ClG(zr)| |gjH ∩ ClG(zr)|TraceM(zr). (2.44)
Observe that, whenever z¯r and z¯r′ are conjugate in K/H, then as H acts trivially
on M, we have zr and zr′ act on M by similar endomorphisms and thus we obtain
Trace
M
(zr) = TraceM(zr′). We now fix g¯i, Li, 0 ≤ i ≤ f and consider
1
|H||K|
l∑
r=1
zr∈Li
|G| |ClK(zr)|
|ClG(zr)| |gjH ∩ ClG(zr)|TraceM(zr).
We show that
1
|H||K|
l∑
r=1
zr∈Li
|G| |ClK(zr)|
|ClG(zr)| |gjH ∩ ClG(zr)|TraceM(zr)=
1
|H||K|
∑
x∈G
|gjH ∩ x−1Lix|χ(g¯i).(2.45)
Clearly, for all zr ∈ Li, we have TraceM(zr) = χ(g¯i). Hence to prove (2.45), it suffices
to show that in Q
l∑
r=1
zr∈Li
|ClK(zr)|
|ClG(zr)| |gjH ∩ ClG(zr)| =
1
|G|
∑
x∈G
|gjH ∩ x−1Lix|. (2.46)
Since Li is a union of K-conjugacy classes, we have
∑
z∈Li
|gjH ∩ ClG(z)|
|ClG(z)| =
l∑
r=1
zr∈Li
∑
z∈ClK(zr)
|gjH ∩ ClG(z)|
|ClG(z)| .
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For z ∈ ClK(zr), since ClG(zr) = ClG(z), we have from the above
∑
z∈Li
|gjH ∩ ClG(z)|
|ClG(z)| =
l∑
r=1
zr∈Li
∑
z∈ClK(zr)
|gjH ∩ ClG(zr)|
|ClG(zr)|
=
l∑
r=1
zr∈Li
|ClK(zr)| |gjH ∩ ClG(zr)||ClG(zr)| .
Thus, we have
l∑
r=1
zr∈Li
|ClK(zr)|
|ClG(zr)| |gjH ∩ ClG(zr)| =
∑
z∈Li
|gjH ∩ ClG(z)|
|ClG(z)| . (2.47)
We know that, if x runs through a set of representatives of G/CG(z) (CG(z) denotes
the centralizer of z in G), then x−1zx runs through ClG(z). Hence, we have∑
z∈Li
|gjH ∩ ClG(z)|
|ClG(z)| =
∑
z∈Li
1
|ClG(z)|
∑
x∈Rep(G/CG(z))
|gjH ∩ {x−1zx}|. (2.48)
But ∑
x∈Rep(G/CG(z))
|gjH ∩ {x−1zx}| = |CG(z)||CG(z)|
∑
x∈Rep(G/CG(z))
|gjH ∩ {x−1zx}|
=
1
|CG(z)|
∑
y∈CG(z)
∑
x∈Rep(G/CG(z))
|gjH ∩ {x−1zx}|
=
1
|CG(z)|
∑
y∈CG(z)
∑
x∈Rep(G/CG(z))
|gjH ∩ {(yx)−1z(yx)}|
=
1
|CG(z)|
∑
x∈G
|gjH ∩ {x−1zx}|. (2.49)
Hence from (2.48) and (2.49), we have
∑
z∈Li
|gjH ∩ ClG(z)|
|ClG(z)| =
∑
z∈Li
1
|ClG(z)||CG(z)|
∑
x∈G
|gjH ∩ {x−1zx}|
=
1
|G|
∑
z∈Li
∑
x∈G
|gjH ∩ {x−1zx}|
=
1
|G|
∑
x∈G
∑
z∈Li
|gjH ∩ {x−1zx}|
=
1
|G|
∑
x∈G
|gjH ∩ x−1Lix|. (2.50)
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Hence (2.46) follows from (2.47) and (2.50).
We now show that∑
x∈G
|gjH ∩ x−1Lix| = |K|
∑
s∈Rep(G/K)
|gjH ∩ s−1Lis|. (2.51)
We have ∑
x∈G
|gjH ∩ x−1Lix| =
∑
k∈K
∑
s∈Rep(G/K)
|gjH ∩ (ks)−1Li(ks)|. (2.52)
Since Li is a union of K-conjugacy classes, we have∑
k∈K
∑
s∈Rep(G/K)
|gjH ∩ (ks)−1Liks| =
∑
k∈K
∑
s∈Rep(G/K)
|gjH ∩ s−1Lis|
= |K|
∑
s∈Rep(G/K)
|gjH ∩ s−1Lis|. (2.53)
Hence (2.51) follows from (2.52) and (2.53).
Thus, for a set of representatives {g¯0, g¯1, . . . , g¯f ′} of the conjugacy classes of K/H,
we have from (2.44)
χFX (Aj) = 1|H||K|
l∑
r=1
|G| |ClK(zr)|
|ClG(zr)| |gjH ∩ ClG(zr)|TraceM(zr)
=
f ′∑
i=0
1
|H||K|
l∑
r=1
zr∈Li
|G| ||ClK(zr)|
|ClG(zr)| |gjH ∩ ClG(zr)|TraceM(zr)
=
f ′∑
i=0
1
|H||K|
∑
x∈G
|gjH ∩ x−1Lix|χ(g¯i) by (2.45)
=
f ′∑
i=0
1
|H|
∑
s∈Rep(G/K)
|gjH ∩ s−1Lis|χ(g¯i) by (2.51).
Hence from (2.43), for 0 ≤ j ≤ d, we have
χFX (Aj) = f ′∑
i=0
χ(A¯i)mij.

2.5.19 Corollary
The matrix M defined by (2.43) is an induction formula for the pair X,X′ considered
in Proposition 2.5.18. 

Chapter 3
The Frame Number of an
Association Scheme
In this chapter we give details of the Frame number of an association scheme. This
number appeared in a paper by J. S. Frame [Fra41, Theorem B] in relation with the
double cosets of a finite group. The Frame number of an association scheme X links
the valencies, multiplicities and the degrees of the irreducible representations of X.
In the first section we define the Frame number of X and show that it is a rational
integer. We note that if the representations have rational characters then the Frame
number is a square. It is also a square if the multiplicities of an association scheme
are all different.
In the second section we discuss on the Frame number of the association schemes
of Example 1.1.4. We give an interpretation of the Frame number of a group-case
association scheme. We show that the multiplicities and the degrees of the irreducible
representations of a group-case association scheme X = (G/H, {HgiH}0≤i≤d) corre-
spond respectively to the degrees and the multiplicities of the constituents of the
permutation character of the group G. We also find the Frame number of a Johnson
scheme J(a, b) and the q-analog of a Johnson scheme, which can be viewed as a
group-case association scheme with G = GLa(q) and H = Pµ, the parabolic subgroup
of G corresponding to the partition µ = [a− b, b] of a.
Using the Frame number of an association scheme X, Hanaki [Han00, Theorem 4.2]
proved a necessary and sufficient condition for the semisimplicity of an adjacency al-
gebra FX over a field F . The third section of this chapter gives these details. Hanaki
showed that an adjacency algebra FX over F is semisimple if and only if the Frame
number of X is not divisible by the characteristic of the field F . This result is a gen-
eralization of a result by Arad et al. [AFM99], for commutative association schemes.
67
68 Chapter 3. The Frame Number of an Association Scheme
We show that for a Johnson scheme J(a, b) with a > 15 and b ≤ a/5 there are always
primes p ≤ a not dividing the Frame number of J(a, b).
3.1 The Frame Number
In this section we define the Frame number of an association scheme and show that
it is a rational integer.
Throughout, X denotes an association scheme of class d and order n, CX denotes the
adjacency algebra of X over C.
3.1.1 Definition (The Frame Number)
Let X be an association scheme of class d and order n with adjacency algebra CX
over C. Let ki (i = 0, 1, . . . , d) be the valencies of X. Let mχi (i = 0, 1, . . . , c) be the
multiplicities of the irreducible characters χi in the decomposition of the standard
character γ and let fχi (i = 0, 1, . . . , c) be their respective degrees. The Frame
number of X, denoted by F(X), is defined as
F(X) =
nd+1
∏d
i=0 ki∏c
i=0 m
fχi
2
χi
.
If the association scheme is commutative, then from Theorem 2.3.1 we obtain c = d,
and from the remark made after Lemma 2.3.5, it follows that the degrees of the
irreducible characters of X are all one. Hence for a commutative association scheme
(in the notations of Section 2.3), the Frame number is given by
F(X) = nd+1
d∏
i=0
ki
mi
.
In the following lemma we show that the Frame number of an association scheme is
a rational integer.
3.1.2 Lemma ([Wei76, Theorem L 9])
Let X be an association scheme. Then the Frame number F(X) of X is a rational
integer.
Proof: We use the notation introduced in Definition 3.1.1. Let K = Q¯ ⊆ C be the
set of algebraic numbers in C. Then K is algebraically closed, hence a splitting field
for KX. Let Vl, l = 0, 1, . . . , c be representatives of the isomorphism classes of the
simple KX-modules. Let O ⊆ K be a valuation ring. By [Gol80, (5.2)], every finitely
generated tortion free O-module is free. The usual argument (see [NT89, 2 Theorem
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1.6]) now shows that every K-representation of KX is realizable over O. Hence there
is a matrix U ∈ GLn(K) such that for all 0 ≤ i ≤ d, we have
UAiU
−1 =

P0,i 0 · · · 0
0 P1,i
. . .
...
...
. . . . . . 0
0 · · · 0 Pc,i
 = Pi (3.1)
with Pl,i = diag(P
′
l,i, P
′
l,i, . . . , P
′
l,i︸ ︷︷ ︸
mχltimes
), and where P
′
l,i are fχl×fχl matrices over O afforded
by the irreducible KX-module Vl, 0 ≤ l ≤ c.
Let N denote the (d+ 1)× (d+ 1) matrix such that (N)ij = Trace(Pi′Pj).
Recall from Lemma 1.1.8(iv) that p0ij = ki′δij. Also, p
i
0j = δij.
Hence from the above and (3.1), we have on the one hand
(N)ij = Trace(Ai′Aj) = nkiδij. (3.2)
On the other hand, using (3.1), we also have
(N)ij = Trace(Pi′Pj)
=
c∑
l=0
Trace(Pl,i′Pl,j)
=
c∑
l=0
mχl Trace(P
′
l,i′P
′
l,j)
For 1 ≤ , ξ ≤ fχl , let el,i,ξ denote the (, ξ) entry of Pl,i. Then from the above, we get
(N)ij =
c∑
l=0
mχl
fχl∑
=1
fχl∑
ξ=1
el,i
′
,ξe
l,j
ξ,. (3.3)
We now choose a bijection {0, 1, . . . , d} ι←→ {(l, , ξ) | 0 ≤ l ≤ c, 1 ≤ , ξ ≤ fχl}.
We define (d+ 1)× (d+ 1) matrices Z ′, L, Z by
(Z ′)ir = e
l,i′
,ξ if ι(r) = (l, , ξ),
(L)ir = mχlδir if ι(r) = (l, , ξ),
(Z)rj = e
l,j
ξ, if ι(r) = (l, , ξ).
Then, by (3.3) we have
N = Z ′LZ. (3.4)
Let z = detZ and z′ = detZ ′. Then from (3.2) and (3.4), we have
nd+1
d∏
i=0
ki = detN = detL zz
′ =
c∏
i=0
m
fχi
2
χi zz
′.
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Hence
nd+1
∏d
i=0 ki∏c
i=0 m
fχi
2
χi
= F(X) = zz′.
Hence F(X) ∈ O. Since O was arbitrary, it follows that F(X) is an algebraic integer
(see [Mat86, Theorem 10.4]). Since F(X) ∈ Q, this implies that F(X) ∈ Z. 
In the following, for a commutative association scheme we give an alternative proof
of Lemma 3.1.2.
3.1.3 Lemma ([BI84, Theorem 4.2])
Let X be a commutative association scheme of class d and order n. Then the Frame
number F(X) is a rational integer.
If all the entries of the eigenmatrix P are rational, then F(X) is a square. It is also a
square if the mi’s are all different.
Proof: Writing the column orthogonality relation of a commutative association
scheme in matrix form, we obtain
n diag(k0, k1, . . . , kd) = P t diag(m0,m1, . . . ,md) P ,
where P t is the transposed conjugate of the matrix P .
Taking the determinant, we get
nd+1
d∏
i=0
ki =
d∏
i=0
mi detP detP .
Hence
detP detP = nd+1
d∏
i=0
ki
mi
. (3.5)
Since the pi(j)’s are the eigenvalues of Ai, they are algebraic integers. Hence detP is
an algebraic integer. It now follows from (3.5) that F(X) is an algebraic integer and
hence a rational integer.
Suppose all the entries pi(j) of the eigenmatrix P are rational. Since the pi(j)’s are
algebraic integers, they are rational integers by our assumption. Hence detP is a
rational integer and F(X) is a square by (3.5).
Suppose that the mi’s are all different. Let P be the field generated by the pi(j)’s over
the rational field Q. For an arbitrary element ι of the Galois group of P over Q, let
Eιi be the matrix obtained by applying ι to Ei entry-wise. Then E
ι
0, E
ι
1, . . . , E
ι
d satisfy
(2.6). That is, they are primitive idempotents of CX. By the uniqueness of primitive
idempotents, ι permutes E0, E1, . . . , Ed and so E
ι
i = Eiι for some i
ι ∈ {0, 1, . . . , d}.
Then mi = miι , because mi = rank(Ei). But by assumption the mi’s are all different
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and hence i = iι for all i. Apply ι to Ai =
∑d
j=0 pi(j)Ej. Then, since A
ι
i = Ai and
Eιi = Ei, we obtain pi(j)
ι = pi(j). Hence the pi(j)’s are all rational and the result
follows from the previous argument. 
3.2 The Frame Numbers of the Association Sche-
mes of Example 1.1.4
In this section we give an interpretation of the Frame number of a group-case asso-
ciation scheme and find the Frame number of a Johnson scheme. We also define a
q-Johnson scheme and find its Frame number.
The Frame Number of a Group-Case Association Scheme
In the following lemma we show that the degrees and multiplicities of the characters
of a group-case association scheme X = (G/H, {HgiH}0≤i≤d) are respectively the
multiplicities and degrees of the irreducible constituents of the permutation character
1HG of G. However to do so, we first recall from Proposition 2.5.4 that for a group-
case association scheme X with adjacency algebra CX over C, we have CX ∼= εCGε,
where ε = 1|H|
∑
h∈H h ∈ CH ≤ CG.
Observe that by Theorem 2.2.8(i), εCGε is a semisimple C-algebra.
3.2.1 Lemma ([CR81, Theorem 11.25])
Let X = (G/H, {HgiH}0≤i≤d) be a group-case association scheme. Let ε =
1
|H|
∑
h∈H h ∈ CH be an idempotent such that the right ideal εCH affords the trivial
character 1H of H. For characters η, ζ of G, let 〈η, ζ〉G denote their inner product.
As recalled above let εCGε denote the adjacency algebra of X. Then we have the
following:
(i) Let ζ ∈ Irr(G). Then ζεCGε 6= 0 if and only if 〈ζ, 1HG〉G 6= 0.
(ii) The map ζ 7→ ζεCGε is a bijection from the set of irreducible characters ζ of G
such that 〈ζ, 1HG〉G 6= 0, to the set of irreducible characters of the semisimple
algebra εCGε.
(iii) With respect to the bijection in (ii), if χ is an irreducible character of
εCGε corresponding to ζ ∈ Irr(G), then the degree fχ of χ is given by
fχ = 〈ζ, 1HG〉G 6= 0.
Proof: (i) Let V be an irreducible CG-module affording the character ζ and suppose
that ζεCGε 6= 0. Then ζ(εgε) 6= 0 for some g ∈ CG, and ζ(εgε) = TraceVε(εgε) is the
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character afforded by the εCGε-module Vε. Hence Vε 6= 0.
Since CG is a free CH-module, we have
εCG ∼= εCH ⊗CH CG as CG-modules.
Hence
εCG affords the induced character 1HG of G. (3.6)
We know that (see [CR81, Proposition 9.24(iii)]) if ψ =
∑
i siζi is any C-character
of G afforded by a CG-module U, where ζi denotes the irreducible characters of G
afforded by irreducible CG-modules Ui, then the multiplicities si are given by
si = dimC HomCG(Ui,U) = 〈ψ, ζi〉G. (3.7)
Hence, since 0 6= Vε ∼= HomCG(εCG,V) ([NT89, Theorem 4.3(i)]), from (3.6) and
(3.7), we have
dimC Vε = dimC HomCG(εCG,V) = 〈ζ, 1HG〉G 6= 0.
Conversely, let 〈ζ, 1HG〉G 6= 0. Then since ε is an idempotent, using the assumption
we have
ζ(ε) = dimC Vε = dimC HomCG(εCG,V) = 〈ζ, 1HG〉G 6= 0.
Hence ζεCGε 6= 0 and thus (i) is proved.
(ii) Let ζ ∈ Irr(G) and suppose that ζεCGε 6= 0. Let V afford ζ as in (i). Then from (i),
(3.6) and (3.7), we have that Vε 6= 0 and this is a right εCGε module. If v 6= 0, v ∈ Vε,
then vεCGε = Vε, because V is an irreducible CG-module. Thus Vε is an irreducible
εCGε-module. We have for g ∈ εCGε,Vg ⊆ Vε, hence ζ(g) = TraceVε(g). Therefore
ζεCGε is the character of the irreducible εCGε-module Vε.
We now show ζ 7→ ζεCGε is surjective.
Let χ be the character of an irreducible εCGε-module. Then χ is afforded by a
minimal ideal uεCGε, generated by a primitive idempotent u ∈ εCGε. We know
that (see [CR81, Lemma 11.23]) an idempotent u ∈ εCGε is primitive in εCGε if
and only if it is primitive in CG. Hence u is primitive in CG and uCG is a simple
CG-module affording some irreducible character ζ ∈ Irr(G). Applying the argument
in the preceding paragraph to uCG, we have that ζ εCGε is the character of the
irreducible εCGε-module uεCG = uεCGε and therefore ζεCGε= χ.
Now suppose that ζ, ζ ′ ∈ Irr(G) have the same nonzero restriction to εCGε. By
the first part of the argument, ζ εCGε is an irreducible character χ of εCGε and
there exists ζ0 ∈ Irr(G) afforded by a minimal ideal uCG with u ∈ εCGε such that
ζ0εCGε= χ. Let V be an irreducible module affording ζ. Then ζ(u) = χ(u) 6= 0,
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hence Vu 6= 0 and it follows that uCG ∼= V. Similarly, uCG ∼= V′, V′ affording ζ ′ and
we conclude that ζ ′ = ζ.
(iii) Let χ = ζ εCGε for ζ ∈ Irr(G). By (i), χ is afforded by Vε, where V is an
irreducible CG-module affording ζ. Then by (3.6) and (3.7), we have
fχ = χ(ε) = ζ(ε) = dimVε = 〈ζ, 1HG〉G.

Taking into account Lemma 3.1.2 and Lemma 3.2.1, we now obtain the following the-
orem giving the description of the Frame number of a group-case association scheme.
3.2.2 Theorem ([Tam64, Theorem 2.9])
The Frame Number of a Group-Case Association Scheme
Let X = (G/H, {HgiH}0≤i≤d) be a group-case association scheme of order n, where
n is the index of H in G. For 0 ≤ i ≤ d, let ki = |H|/|Hgi ∩H| where Hgi = g−1i Hgi,
denote the lengths of the orbits of H on G/H. Let ζ0, ζ1, . . . , ζc be the irreducible
characters of G occurring in the decomposition of the permutation character 1HG
of G with respective multiplicities zζ0 , zζ1 , . . . , zζc and degrees ζ0(1), ζ1(1), . . . , ζc(1).
Then the Frame number
F(X) =
nd+1
∏d
i=0 ki∏c
i=0 ζi(1)
zζi
2
is a rational integer. 
The Frame Number of a Johnson Scheme
We first recall from Example 1.1.4(4) and the remark made after it, that there are two
descriptions of a Johnson scheme J(a, b). For finding the Frame number of J(a, b)
we use both of these.
For a Johnson scheme J(a, b), using the description given in Example 1.1.4(4) the
following are obvious.
3.2.3 Remark
Let J(a, b) be a Johnson scheme. Then we have the following:
• A Johnson scheme J(a, b) is a symmetric, hence commutative association
scheme.
• The cardinality n of the set X is given by n =
(
a
b
)
.
• The number of relations equals b+ 1.
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• By the definition of valency, we have ki =
(
b
b− i
)(
a− b
i
)
=
(
b
i
)(
a− b
i
)
.
We now recall here the second description of a Johnson scheme J(a, b) (made as a
remark after Example 1.1.4(4)) namely that J(a, b) can be viewed as a group-case
association scheme with G = Sa, H ∼= Sb×Sa−b. Hence in the rest of the calculation
of the Frame number of a Johnson scheme we make use of this view of J(a, b). We
obtain the Frame number of J(a, b) using Theorem 3.2.2.
From Lemma 3.2.1, it follows that the degrees and multiplicities of the irreducible
characters of J(a, b) correspond respectively to the multiplicities and degrees of
the irreducible characters of Sa occurring in the decomposition of the permutation
character 1Sb×Sa−bSa .
As observed earlier, since J(a, b) is a commutative association scheme, it follows that
in Theorem 3.2.2 (corresponding to a Johnson scheme), we have c = b = d, zζi = 1
for all i = 0, 1, . . . , b. We now obtain the values ζi(1) (i = 0, 1, . . . , b) in Theorem
3.2.2, for the case corresponding to a Johnson scheme. From the preceding paragraph
since they are related to the irreducible characters of the symmetric group Sa, we
first recall some facts about the irreducible characters of Sa.
A partition of a is a string λ = [λ1, λ2, . . . , λs] of nonnegative integers with λ1 ≥ λ2 ≥
. . . ≥ λs and a = λ1 + λ2 + . . .+ λs. If in the above the condition λ1 ≥ λ2 ≥ . . . ≥ λs
is omitted, then we say that λ is a composition of a.
We write λ ` a to mean that λ is a partition of a.
For partitions λ = [λ1, λ2, . . . , λs] and µ = [µ1, µ2, . . . , µl] of a, we say λ dominates
µ if and only if
∑v
u=1 µu ≤
∑v
u=1 λu for all v = 1, 2, . . . ,min{s, l}. If λ dominates µ,
we write λ D µ and call D the dominance order.
We now discuss the necessary details of the irreducible characters of Sa.
The irreducible characters of Sa are in one-to-one correspondence with the partitions
of a (see [JK81, Theorem 2.1.11]). For a partition λ of a, we denote by ζλ the
irreducible character of Sa corresponding to λ. We let pi
[a−b,b] denote the permutation
character of Sa on the set of all b-element subsets of Ω = {1, 2, . . . , a}.
We now show that for b ≤ a/2, G = Sa, H = Sb × Sa−b, the irreducible constituents
of the permutation character of Sa correspond to the two-part partitions of a given
by [a], [a− 1, 1], . . . , [a− b, b].
3.2.4 Lemma ([JK81, Lemma 2.2.19])
Let b ≤ a/2. Let G = Sa, H = Sb × Sa−b, then the permutation character pi[a−b,b] of
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Sa is given by
pi[a−b,b] = pi[a−b+1,b−1] + ζ [a−b,b] =
b∑
i=0
ζ [a−i,i].
Also, the degree of the character ζ [a−i,i] corresponding to the partition [a − i, i],
denoted by ζ [a−i,i](1), is given by
ζ [a−i,i](1) =
(
a
i
)
−
(
a
i− 1
)
.
Proof: Let Ω = {1, 2, . . . , a} and let Ωi denote the set of all i-element subsets of Ω.
We first observe that if i ≤ b then
〈pi[a−b,b], pi[a−i,i]〉Sa = 〈1Sa , pi[a−b,b]pi[a−i,i]〉Sa . (3.8)
By the Orbit-Counting lemma (see [Cam99, Theorem 2.2]), we have
〈1Sa , pi[a−b,b]pi[a−i,i]〉Sa = Number of orbits of Sa on Ωb × Ωi. (3.9)
For 0 ≤ l ≤ i, since the subset { (ω1, ω2) ∈ Ωb × Ωi, |ω1 ∩ ω2| = l } is an orbit of Sa
on Ωb × Ωi, and these are all the orbits, it follows that
Number of orbits of Sa on Ωb × Ωi = i+ 1. (3.10)
Hence from (3.8), (3.9) and (3.10), we obtain for i ≤ b
〈pi[a−b,b], pi[a−i,i]〉Sa = i+ 1.
Therefore
〈pi[a−b,b] − pi[a−b+1,b−1], pi[a−b,b] − pi[a−b+1,b−1]〉Sa = 1.
Hence pi[a−b,b] − pi[a−b+1,b−1] is an irreducible character of Sa.
We know that (see [JK81, Lemma 2.1.10]) for partitions λ, µ of a, the multiplicity of
ζλ in piµ is nonzero if and only if λ dominates µ. Hence 〈pi[a−b+1,b−1], ζ [a−b,b]〉Sa = 0.
Also (see [JK81, Lemma 2.3.15]) 〈pi[a−b,b], ζ [a−b,b]〉Sa = 1. Thus
pi[a−b,b] − pi[a−b+1,b−1] = ζ [a−b,b].
That is, pi[a−b,b] = pi[a−b+1,b−1] + ζ [a−b,b]. Hence by induction on b, we obtain
pi[a−b,b] =
b∑
i=0
ζ [a−i,i].
We obtain the degree of an irreducible character ζ [a−i,i] using the hook formula [JK81,
Theorem 2.3.21].
For a partition [a− i, i] of a, the hook diagram is shown in Figure 3.1.
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Figure 3.1: Hook diagram corresponding to the partition [a− i, i] of a.
a− i︷ ︸︸ ︷
︸ ︷︷ ︸
a− 2i︸ ︷︷ ︸
i
Hence using the hook formula, we have
ζ [a−i,i](1) =
a!
i! (a− 2i)! (a− 2i+ 2)(a− 2i+ 3) · · · (a− i)(a− i+ 1)
=
a! (a− 2i+ 1)
i! (a− i+ 1)!
=
a! (a− i+ 1− i)
i! (a− i+ 1)!
=
a! (a− i+ 1)
i! (a− i+ 1)! −
a! i
i! (a− i+ 1)!
=
(
a
i
)
−
(
a
i− 1
)
.

The following theorem gives the Frame number of a Johnson scheme.
3.2.5 Theorem (The Frame Number of a Johnson Scheme)
Let J(a, b) be a Johnson scheme. Then the Frame number is given by
F(J(a, b)) =
b−1∏
i=0
a− i
a− 2i− 1 ·
(
a− i
2b− 2i
)(
2b− 2i
b− i
)
.
Proof: From Remark 3.2.3, the notes following Remark 3.2.3, and Lemma 3.2.4 we
obtain the valencies, multiplicities and the degrees of the irreducible characters of a
Johnson scheme. Hence using Theorem 3.2.2, the Frame number is given by
F(J(a, b)) =
(
a
b
)b+1∏b
i=0
(
b
i
)(
a− b
i
)
∏b
i=0
[(
a
i
)
−
(
a
i− 1
)] .
Expanding the binomials and simplifying the terms, we get
F(J(a, b)) =
[
a!
(a−b)! b!
]b+1∏b
i=0
b!
(b−i)! i!
(a−b)!
(a−b−i)! i!∏b
i=0
[
a!
(a−i)! i! − a!(a−i+1)! (i−1)!
]
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= (a!)b+1
b∏
i=0
(a− i+ 1)! i!
(b− i)! i!2 a! (a− b− i)! (a− i+ 1− i)
=
b∏
i=0
(a− i+ 1)!
(b− i)! i! (a− b− i)! (a− 2i+ 1)
=
(a+ 1)!a!(a− 1)!(a− 2)! · · · (a− b+ 1)!
(1! · · · b!)2(a− 2b)! · · · (a− b)!(a+ 1)(a− 1)(a− 3) · · · (a− 2b+ 1)
=
(a!)2 (a− 1)! (a− 2)! (a− 3)! · · · (a− b+ 1)!
(1! · · · b!)2(a− 2b)! · · · (a− b)!(a− 1)(a− 3) · · · (a− 2b+ 1)
=
a!
(a− b)!
b−1∏
i=0
(a− i)!
( (b− i)! )2(a− 2b+ i)!(a− 2i− 1) .
=
b−1∏
i=0
a− i
a− 2i− 1 ·
(
a− i
2b− 2i
)(
2b− 2i
b− i
)
.

Observe that if b = a/2, then there are subgroups Sb × Sb, Sb o S2 of S2b such that
Sb × Sb ≤ Sb o S2 ≤ S2b, where Sb o S2 denotes the wreath product of Sb and S2.
In the following we give a combinatorial description of a group-case association scheme
corresponding to the case G = S2b and H = Sb o S2 and find its Frame number.
Let X˜ = {1, 2, . . . , b, b+ 1, . . . , 2b}. For L ⊂ X˜, |L| = b, let L¯ denote the complement
of L in X˜. Define X = {{L, L¯} | L ⊂ X˜, |L| = b}. For i = 0, 1, . . . , b b
2
c, define the
relations Ri = {({L, L¯}, {N, N¯}) ∈ X × X | |L ∩ N | = b − i or |L ∩ N¯ | = b − i},
where blc for any number l is the largest integer less than or equal to l. Then
X = (X, {Ri}0≤i≤b b
2
c) is an association scheme. Clearly, the stabilizer of a point
{L, L¯} ∈ X is the wreath product Sb o S2.
The following are obvious for X.
3.2.6 Remark
Let X = (X, {Ri}0≤i≤b b
2
c) be an association scheme as defined in the preceding para-
graph. Then we have the following:
• The cardinality n of the set X is given by n = 1
2
(
2b
b
)
.
• The number of relations equals b b
2
c+ 1.
• The valencies ki are given by
(i) If b is an odd number, then ki =
(
b
i
)(
b
i
)
for i = 0, 1, . . . , b b
2
c.
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(ii) If b is an even number, then
ki =

(
b
i
)(
b
i
)
for i = 0, 1, . . . , b b
2
c − 1,
1
2
(
b
i
)(
b
i
)
for i = b b
2
c.
Viewing the association scheme X as a group-case association scheme with G = S2b
and H = Sb o S2, we observe that the multiplicities of X correspond to the degrees of
the irreducible characters of S2b occurring in the decomposition of the permutation
character 1SboS2 S2b . The constituents of 1SboS2 S2b (see [Thr42, Theorem IV]) are
given by
1SboS2S2b = ∑
i≤b/2
ζ [2b−2i,2i].
Hence in Theorem 3.2.2, we have zζi = 1 for all i and using the hook formula, we
obtain
ζi(1) =
(
2b
2i
)
−
(
2b
2i− 1
)
.
The following lemma gives the Frame number.
3.2.7 Lemma
Let a and b be nonnegative integers such that b = a/2. Let G = S2b and H = Sb o S2
in a group-case association scheme X. Then the Frame number of X is given by
(i) When b is an odd number
F(X) =
1
2bb/2c+1
bb/2c∏
i=0
(2b− 2i+ 1)
(2b− 4i+ 1)
(
2i
i
)(
2b− 2i
b− i
)
.
(ii) When b is an even number
F(X) =
1
2bb/2c+2
bb/2c∏
i=0
(2b− 2i+ 1)
(2b− 4i+ 1)
(
2i
i
)(
2b− 2i
b− i
)
.
Proof: (i) From Remark 3.2.6 and Theorem 3.2.2, we get
F(X) =
[
1
2
(
2b
b
)]bb/2c+1
·

∏bb/2c
i=0
(
b
i
)(
b
i
)
∏bb/2c
i=0
[(
2b
2i
)
−
(
2b
2i− 1
)]
 .
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Expanding the binomials and simplifying the terms, we get
F(X) =
1
2bb/2c+1
bb/2c∏
i=0
(2b− 2i+ 1)!(2i)!
( (b− i)! )2(i!)2(2b− 4i+ 1)
=
1
2bb/2c+1
bb/2c∏
i=0
(2b− 2i+ 1)!(2i)!
( (b− i)! )2 (i!)2 (2b− 4i+ 1) .
(ii) Follows exactly as in (i) but using ki from Remark 3.2.6, for the case when b is
an even number. 
The Frame Number of a q-Johnson Scheme
We now describe a “q-Johnson scheme” and find its Frame number.
3.2.8 Definition (q-Bracket)
Let q be a prime power and r a nonnegative integer. The q-bracket of r, denoted by
[r]q is defined as
[r]q = 1 + q + q
2 + . . .+ qr−1, for r > 0.
In particular, [1]q = 1. We define [0]q = 1.
The following gives the definition of a q-analog of the binomial coefficient.
3.2.9 Definition (Gaussian Coefficient)
Let q be a prime power and r, s be nonnegative integers. The Gaussian coefficient
denoted by
[
r
s
]
q
is defined as
[
r
s
]
q
=

[r]q[r − 1]q · · · [r − s+ 1]q
[s]q[s− 1]q · · · [1]q if r ≥ s ≥ 0,
0 otherwise.
We have
[
r
0
]
q
=
[
r
r
]
q
= 1,
[
r
1
]
q
= [r]q if r ≥ 1.
Also, we note that if q = 1, then
[
r
s
]
q
=
(
r
s
)
.
3.2.10 Definition (q-Johnson Scheme)
Let a, b be nonnegative integers such that b ≤ a/2. Let Fq denote the field with
q-elements, q a power of a prime number. Let V be an a-dimensional vector space
over Fq. Define X to be the set of all b-dimensional subspaces of V . That is,
X = {W ≤ V | dimW = b}.
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Define the relations Ri as
Ri = {(W1,W2) ∈ V × V | dim(W1 ∩W2) = i}.
Clearly, X = (X, {Ri}0≤i≤b) with X,Ri as defined above is an association scheme,
which we call a q-Johnson scheme and denote by Jq(a, b).
We also note that this is a symmetric hence commutative association scheme.
By definition, the cardinality |X| (see [Cam94, 9.2.2]) of the set X is given by
|X| = Number of b-dimensional subspaces of V
=
(qa − 1)(qa − q) · · · (qa − qb−1)
(qb − 1)(qb − q) · · · (qb − qb−1)
=
(qa − 1)(qa−1 − 1) · · · (qa−b+1 − 1)
(qb − 1)(qb−1 − 1) · · · (qb−b+1 − 1)
=
[a]q[a− 1]q · · · [a− b+ 1]q
[b]q[b− 1]q · · · [1]q =
[
a
b
]
q
.
The following gives the valencies of a q-Johnson scheme.
Let (v1, v2, . . . , vb) be a fixed, ordered b-tuple of linearly independent vectors in V .
Clearly, the valency ki corresponds to the number of b-dimensional subspaces W of
V which intersect the b-dimensional subspace (v1, v2, . . . , vb) in i dimensions. Hence
the valency ki (see [Del78, Page 158]) is given by
ki =
[
b
i
]
q
· (q
a − qb)(qa − qb+1) · · · (qa − qb+b−i−1)
(qb − qi)(qb − qi+1) · · · (qb − qb−1)
=
[
b
i
]
q
· q(b−i)(b−i)
[
a− b
b− i
]
q
.
That is,
ki = q
(b−i)2
[
b
i
]
q
[
a− b
b− i
]
q
.
We remark here that analogous to viewing a Johnson scheme as a group-case associa-
tion scheme with G = Sa, H ∼= Sb×Sa−b (cf., remark made after Example 1.1.4(4) and
Remark 3.2.3), we can view a q-Johnson scheme as a group-case association scheme
with G = GLa(q) and H = Pµ, the parabolic subgroup corresponding to the partition
µ = [a− b, b] of a. For the following we consider this view of a Jq(a, b) and find its
Frame number using Theorem 3.2.2.
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From Lemma 3.2.1, it follows that the degrees and multiplicities of the irreducible
characters of Jq(a, b) correspond respectively to the multiplicities and degrees of the
irreducible characters of GLa(q) occurring in the decomposition of the permutation
character 1PµGLa(q). We recall from the representations of general linear groups that
the irreducible characters occurring in 1PµGLa(q) are indexed by the partitions of a
(see [Jam84, Corollary 16.4]).
Also, (see [CR87, Theorem 68.24]) we have
〈1PµGLa(q), χλ〉GLa(q) = 〈1Sb×Sa−bSa , ζλ〉Sa (3.11)
where χλ, ζ
λ (corresponding to the partition λ of a) denotes the irreducible character
of GLa(q), Sa, respectively. As observed earlier, since Jq(a, b) is a commutative
association scheme, it follows that in Theorem 3.2.2 (corresponding to Jq(a, b)), we
have zζi = 1 for all i = 0, 1, . . . , b. We remark that zζi = 1 can also be obtained
from (3.11). For Jq(a, b), the values ζi(1) (i = 0, 1, . . . , b) in Theorem 3.2.2 are given
by (see [FS82, (1.15)])
qi(qa − 1)(qa−1 − 1) · · · (q − 1)
(qa−i+1 − 1)(qa−i − 1) · · · (qa−2i+2 − 1)(qa−2i − 1) · · · (q − 1)(qi − 1)(qi−1 − 1) · · · (q − 1) .
Simplifying the above using Definition 3.2.9, we get
ζi(1) =
[
a
i
]
q
−
[
a
i− 1
]
q
.
We summarize the above details of a q-Johnson scheme in the following remark.
3.2.11 Remark
For a q-Johnson scheme Jq(a, b), we have the following:
• A q-Johnson scheme is a commutative association scheme.
• The cardinality n of the set X is given by n =
[
a
b
]
q
.
• The number of relations equals b+ 1.
• The valencies ki (i = 0, 1, . . . , b) are given by ki = q(b−i)2
[
b
i
]
q
[
a− b
b− i
]
q
.
• We have ζi(1) (i = 0, 1, . . . , b) given by ζi(1) =
[
a
i
]
q
−
[
a
i− 1
]
q
.
3.2.12 Theorem (The Frame Number of a q-Johnson Scheme)
The Frame number of a q-Johnson scheme Jq(a, b) is given by the following:
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(i) When b is an odd number say b = 2l − 1, l a nonnegative integer,
F(Jq(a, b)) = q
2l(2l−1)(2l−2)
3 ·
(∏l−2
i=0 ( [a− 2i]q[a− (2i+ 1)]q )2(i+1)∏2l−3
i=0 [2l − 1− i]2(i+1)q
)
·
[a− (2l − 2)]2lq ·
(
2l−2∏
i=l
( [a− (2i− 1)]q[a− 2i]q )2(2l−i−1)
)
.
(ii) When b is an even number say b = 2l, l a nonnegative integer,
F(Jq(a, b)) = q
2l(4l2−1)
3 ·
(∏l−1
i=0 ( [a− 2i]q[a− (2i+ 1)]q )2(i+1)∏2l−2
i=0 [2l − i]2(i+1)q
)
·
[a− 2l]2lq ·
(
2l−1∏
i=l+1
( [a− (2i− 1)]q[a− 2i]q )2(2l−i)
)
.
Proof: We simplify each of the terms in the Frame number (cf., Theorem 3.2.2) and
then combine them to get the required result.
From Remark 3.2.11 and Definition 3.2.9, we obtain
nb+1 =
[
a
b
]b+1
q
=
(
[a]q[a− 1]q . . . [a− (b− 1)]q
[b]q[b− 1]q . . . [1]q
)b+1
. (3.12)
We now calculate
∏b
i=0 ki.
b∏
i=0
ki =
b∏
i=0
q(b−i)
2
[
b
i
]
q
[
a− b
b− i
]
q
= q
∑b
i=0(b−i)2 ·
(
b∏
i=0
[
b
i
]
q
[
a− b
b− i
]
q
)
= q
b
6
(b+1)(2b+1) ·
([
b
0
]
q
[
b
1
]
q
· · ·
[
b
b
]
q
[
a− b
b
]
q
[
a− b
b− 1
]
q
· · ·
[
a− b
1
]
q
[
a− b
0
]
q
)
.
Expanding the q-binomial coefficients, we obtain
b∏
i=0
ki = q
b
6
(b+1)(2b+1) ·
(
[b]b−1q [b− 1]b−2q · · · [3]2q[2]q
[b− 1]q[b− 2]2q · · · [3]b−3q [2]b−2q
)
·
(
[a− b]bq[a− b− 1]b−1q · · · [a− 2b+ 3]3q[a− 2b+ 2]2q[a− 2b+ 1]q
[b]q[b− 1]2q · · · [3]b−2q [2]b−1q
)
. (3.13)
We now calculate
∏b
i=0 ζi(1).
b∏
i=0
ζi(1) =
b∏
i=0
([
a
i
]
q
−
[
a
i− 1
]
q
)
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= ([a]q − 1) ·
b∏
i=2
[a]q[a− 1]q · · · [a− i+ 2]q
[i]q[i− 1]q · · · [1]q · ([a− i+ 1]q − [i]q)
= ([a]q − 1) ·
b∏
i=2
[a]q[a− 1]q · · · [a− i+ 2]q
[i]q[i− 1]q · · · [1]q ·
(
qi(qa−2i+1 − 1)
q − 1
)
= q
b(b+1)−2
2 · ([a]q − 1) ·
(
(qa−3 − 1)(qa−5 − 1) · · · (qa−2b+1 − 1)
(q − 1)b−1
)
·
(
[a]b−1q [a− 1]b−2q . . . [a− (b− 3)]2q[a− (b− 2)]q
[1]bq[2
b−1]q[3]b−2q . . . [b− 2]3q[b− 1]2q[b]q
)
.
Since [a]q − 1 = q(qa−1−1)(q−1) , we have
b∏
i=0
ζi(1) = q
b(b+1)
2 ·
(
(qa−1 − 1)(qa−3 − 1)(qa−5 − 1) · · · (qa−2b+3 − 1)(qa−2b+1 − 1)
(q − 1)b
)
·
(
[a]b−1q [a− 1]b−2q · · · [a− (b− 3)]2q[a− (b− 2)]q
[1]bq[2]
b−1
q [3]
b−2
q · · · [b− 2]3q[b− 1]2q[b]q
)
= q
b(b+1)
2 · ([a− 1]q[a− 3]q · · · [a− 2b+ 3]q[a− 2b+ 1]q) ·
(
[a]b−1q [a− 1]b−2q · · · [a− (b− 3)]2q[a− (b− 2)]q
[1]bq[2]
b−1
q [3]
b−2
q · · · [b− 2]3q[b− 1]2q[b]q
)
. (3.14)
From (3.12), (3.13), (3.14) and Theorem 3.2.2, we obtain
F(Jq(a, b)) = q
b
6
(b+1)(2b+1)− b
2
(b+1) ·
(
1
[a− 1]q[a− 3]q · · · [a− 2b+ 3]q[a− 2b+ 1]q
)
·
(
([a]q[a− 1]q · · · [a− (b− 1)]q)b+1 ([b]q[b− 1]q · · · [3]q[2]q)b
[b]b+2q [b− 1]b+4q . . . [3]3b−4q [2]3b−2q
)
·(
[a− b]bq[a− (b+ 1)]b−1q · · · [a− (2b− 2)]2q[a− (2b− 1)]q
[a]b−1q [a− 1]b−2q · · · [a− (b− 3)]2q[a− (b− 2)]q
)
.
Rearranging the terms, we get
F(Jq(a, b)) = q
b
3
(b2−1) ·
(
[a]b+1q [a− 1]b+1q · · · [a− (b− 1)]b+1q
[a]b−1q [a− 1]b−2q · · · [a− (b− 3)]2q[a− (b− 2)]q
)
·
(
[a− b]bq[a− (b+ 1)]b−1q · · · [a− (2b− 2)]2q[a− (2b− 1)]q
[a− 1]q[a− 3]q · · · [a− (2b− 3)]q[a− (2b− 1)]q
)
·
(
[b]bq[b− 1]bq · · · [3]bq[2]bq
[b]b+2q [b− 1]b+4q · · · [3]3b−4q [2]3b−2q
)
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= q
b
3
(b2−1) ·
(
[a]b+1q [a− 1]b+1q · · · [a− (b− 1)]b+1q
[a]b−1q [a− 1]b−2q · · · [a− (b− 3)]2q[a− (b− 2)]q
)
·
(
[a− b]bq[a− (b+ 1)]b−1q · · · [a− (2b− 2)]2q[a− (2b− 1)]q
[a− 1]q[a− 3]q · · · [a− (2b− 3)]q[a− (2b− 1)]q
)
·
(
1
[b]2q[b− 1]4q · · · [3]2b−4q [2]2b−2q
)
. (3.15)
We note here that the theorem in the final form depends on the terms that occur
in the expression [a − 1]q[a − 3]q · · · [a − (2b − 3)]q[a − (2b − 1)]q in (3.15) (cf., the
denominator of the second term in bracket in (3.15)).
Observe that, when b is odd, the terms that occur are
[a− 1]q[a− 3]q · · · [a− (b− 2)]q[a− b]q[a− (b+ 2)]q · · · [a− (2b− 1)]q. (3.16)
When b is even, the terms that occur are
[a− 1]q[a− 3]q · · · [a− (b− 1)]q[a− (b+ 1)]q[a− (b+ 3)]q · · · [a− (2b− 1)]q. (3.17)
The following calculation now completes the proof of the theorem.
(i) When b is odd, from (3.15) and (3.16), we obtain
F(Jq(a, b)) = q
b
3
(b2−1) ·
(
[a]b+1q [a− 1]b+1q · · · [a− (b− 2)]b+1q [a− (b− 1)]b+1q
[a]b−1q [a− 1]b−2q · · · [a− (b− 3)]2q[a− (b− 2)]q
)
·
(
[a− b]bq[a− (b+ 1)]b−1q · · · [a− (2b− 2)]2q[a− (2b− 1)]q
[a− 1]q · · · [a− (b− 2)]q[a− b]q[a− (b+ 2)]q · · · [a− (2b− 1)]q
)
·
(
1
[b]2q[b− 1]4q · · · [3]2b−4q [2]2b−2q
)
.
Simplifying the above and substituting b = 2l − 1, we obtain (i).
(ii) When b is even, from (3.15) and (3.17), we obtain
F(Jq(a, b)) = q
b
3
(b2−1) ·
(
[a]b+1q [a− 1]b+1q · · · [a− (b− 2)]b+1q [a− (b− 1)]b+1q
[a]b−1q [a− 1]b−2q · · · [a− (b− 3)]2q[a− (b− 2)]q
)
·
(
[a− b]bq[a− (b+ 1)]b−1q · · · [a− (2b− 2)]2q[a− (2b− 1)]q
[a− 1]q · ·[a− (b− 1)]q[a− (b+ 1)]q[a− (b+ 3)]q · ·[a− (2b− 1)]q
)
·
(
1
[b]2q[b− 1]4q · · · [3]2b−4q [2]2b−2q
)
.
Simplifying the above and substituting b = 2l, we obtain (ii). 
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3.2.13 Corollary
Putting q = 1 in the Frame number of a q-Johnson scheme Jq(a, b), we obtain the
Frame number of a Johnson scheme J(a, b).
Proof: Since
[
a
b
]
q
=
(
a
b
)
when q = 1, the corollary follows. 
3.3 Semisimplicity of the Adjacency Algebra
In this section we give Hanaki’s criteria for an adjacency algebra FX of an association
scheme X, over a field F to be semisimple.
3.3.1 Definition (p-Modular System)
Let R be a complete discrete valuation ring with maximal ideal (σ) and valuation v.
Let K be the quotient field of R whose characteristic is 0 and let F = R/(σ) be the
residue class field of characteristic p. Then (K,R,F) is called a p-modular system.
For l ∈ R, we denote the image of the natural homomorphism R→ F by l.
3.3.2 Definition (R-Form)
Let (K,R,F) be a p-modular system and let (σ) be the maximal ideal of R. Let A be
an R-algebra which is free and of finite rank over R. Set A˜ = K⊗RA and A = A/σA.
Let W be an A˜-module. By an R-form of W we mean an R-free A-module Wˆ such
that W ∼= K ⊗R Wˆ.
For the rest of this section we let (K,R,F) be a p-modular system, X an association
scheme of class d and order n, and KX, FX the adjacency algebras of X over K,
F respectively. We also assume that K and F are splitting fields of KX and FX
respectively.
3.3.3 Theorem
Let X = (G/H, {HgiH}0≤i≤d) be a group-case association scheme. Let p be a prime
number such that p | |G|. Let IH denote the trivial FH-module and let IHG denote
the permutation module of G. Suppose that EndFG(IHG) is semisimple. Suppose
also that every simple submodule S of IHG is isomorphic to a quotient module of
IHG. Then IHG is semisimple.
Proof: We know that an arbitrary FG-module W is semisimple if and only if
rad(W) = 0. Suppose that IHG is not semisimple. Then, from above rad(IHG) 6= 0.
Let S ≤ rad(IH G) be simple. Then by assumption we have that S is isomorphic
to a quotient module of IH G. That is, there exists a surjective homomorphism
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α : IHG→ S. Now consider the embedding β : S→ IHG. Let φ = β◦α. Then clearly,
φ ∈ EndFG(IHG), φ 6= 0. But φ ◦ φ = 0, since Im(φ) = S ⊆ rad(IHG) ⊆ Ker(α).
This gives a contradiction to the fact that EndFG(IHG) is semisimple. Hence IHG
is semisimple. 
We now give the main theorem giving the criterion for the semisimplicity of an adja-
cency algebra.
3.3.4 Theorem ([Han00, Theorem 4.2])
Let X be an association scheme, and let FX be its adjacency algebra over the field F
of characteristic p. Then FX is semisimple if and only if the Frame number F(X) is
not divisible by p.
Proof: Let (K,R,F) be a p-modular system such that K and F are splitting fields of
KX and FX, respectively. Let Irr(KX) = {S0, S1, . . . , Sc} be a set of representatives
of the isomorphism classes of the irreducible KX-modules and let ΦSi be a repre-
sentation afforded by the irreducible module Si with the corresponding character χi.
Put dim Si = fχi . We know that (see [NT89, 2 Theorem 1.6]) Si has an R-form Sˆi,
namely, we may assume that ΦSi(Aj) ∈ Mfχi (R), where A = {A0, A1, . . . , Ad} is the
set of adjacency matrices that form a basis of KX. Put W = ⊕ci=0Si. We consider
the R-form Wˆ = ⊕ci=0Sˆi of W. Then we can define the FX-module W = Wˆ/σWˆ.
Let O ∈ {K,R,F} and let V be a finitely generated OX-module (which we assume
to be R-free if O = R). Let ΦV denote an O-representation of OX with respect
to a basis of V. Define αV : OX × OX → O by αV(A,B) = Trace(ΦV(AB)) for
A,B ∈ OX. Note that αV is an O-bilinear form on OX, and that αV does not depend
on the chosen basis of V.
For a basis A′ = {A0′, A1′, . . . , Ad′} of OX, let DV,A′ be the matrix defined by
(DV,A′)ij = αV(Ai
′, Aj ′), 0 ≤ i, j ≤ d and put dV,A′ = detDV,A′ . Thus dV,A′ 6= 0
if and only if αV is nondegenerate.
Now let A = {A0, A1, . . . , Ad} be the usual basis of RX or KX consisting of the
adjacency matrices. Then dW,A ∈ R, since dW,A = dWˆ,A for the R-form Wˆ of W.
Moreover, (dW,A)
 = dW,A , where A = {A0, A1, . . . , Ad} is the basis of FX consist-
ing of the adjacency matrices considered over F .
If FX is semisimple then W ∼= ⊕ci=0Si, where Si = Sˆi/σSˆi is simple and every sim-
ple FX-module is isomorphic to one of S0, S1, . . . , Sc (see [GP00, Theorem 7.4.6]).
Suppose A ∈ FX is contained in the radical of αW . That is, αW(A,B) = 0 for
all B ∈ FX. With respect to a suitable F -basis of W, an F -representation of FX
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afforded by W has the form
ΦW(B) =

ΦS0(B) 0 · · · 0
0 ΦS1(B)
. . .
...
...
. . . . . . 0
0 · · · 0 ΦSc(B)

for all B ∈ FX. The representation ΦSi : FX → Mfχi (F), is absolutely irreducible,
hence surjective (see [CR81, Theorem 3.32]).
Fix i, 0 ≤ i ≤ c, and a pair (u, v) with 1 ≤ u, v ≤ fχi . Let Euv be the matrix unit of
size fχi × fχi with entry 1 at position (u, v). Write 0s for the s × s matrix with all
the entries 0, and let E
(i)
uv = diag(0fχ0 , 0fχ1 , . . . , 0fχi−1 , Euv, 0fχi+1 , . . . , 0fχc ).
By the above, there is B ∈ FX such that ΦW(B) = E(i)uv . Hence
αW(A,B) = Trace(ΦW(A)E
(i)
uv )
and this equals the (v, u)-entry in the ith diagonal block of ΦW(A). Since A is in
the radical of αW , this entry is 0. It follows that ΦW(A) = 0.
Since FX is semisimple, and W contains a copy of every simple FX-module, ΦW
is faithful. Hence A = 0. It follows that αW is nondegenerate and thus (dW,A)
 =
dW,A 6= 0.
Also if FX is not semisimple then rad(FX) 6= 0 (cf., (b) in the proof of Theorem 2.2.8).
Let A ∈ rad(FX), then since each element of rad(FX) is nilpotent, AB is nilpotent
for all B ∈ FX and thus we have αW(A,B) = 0 for any B ∈ FX. Hence αW is
degenerate and we have (dW,A)
 = dW,A = 0.
Thus we observe that dW,A characterizes the semisimplicity of FX.
We now show that dW,A = ±F(X).
By Theorem 2.2.8, since KX is semisimple, we have KX ∼= ⊕ci=0Mfχi (K). Let E =
{E(i)uv | 0 ≤ i ≤ c, 1 ≤ u, v ≤ fχi} be another basis of KX, where E(i)uv corresponds to
the matrix unit in Mfχi (K) via the above isomorphism. Let P be the transformation
matrix of the bases A and E of KX. Then
dW,A = dW,E(detP )
2.
Since αW(E
(i)
uv , E
(j)
u1v1) = δijδuv1δvu1 , we have dW,E = ±1. Thus
dW,A = ±(detP )2. (3.18)
Let U = KX be the standard module. Then U = ⊕ci=0mχiSi and αU(E(i)uv , E(j)u1v1) =
δijδuv1δvu1mχi . Then
dU,A = dU,E(detP )
2 = ±
c∏
i=0
m
fχi
2
χi (detP )
2. (3.19)
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But αU(Ai, Aj) = δijnki (cf., (2.1)), so we have
dU,A = ±nd+1
d∏
i=0
ki. (3.20)
Hence from (3.18), (3.19) and (3.20), we get
dW,A = ±(detP )2 = ±nd+1
∏d
i=0 ki∏c
i=0 m
fχi
2
χi
.
Since FX ∼= F ⊗Fp FpX, where Fp is the prime field of characteristic p, it follows that
the theorem holds true for an arbitrary field F of characteristic p. 
Using Theorem 3.3.4, we now show the existence of semisimple adjacency algebras
for Johnson schemes J(a, b) with a > 15 and 2 ≤ b ≤ a/5.
3.3.5 Proposition
Let J(a, b) be the Johnson scheme with a > 15 and 2 ≤ b ≤ a/5 and let F(J(a, b))
denote its Frame number. Then there exists a prime p, p ≤ a such that p - F(J(a, b)).
Proof: From Theorem 3.2.5, we have
F(J(a, b)) =
a2(a− 1)2(a− 2)4(a− 3)4 · · · ( a− (2b− 3) )2( a− (2b− 2) )2
b2(b− 1)4 · · · 22(b−1) . (3.21)
Let p be the next prime number which is greater than a/2.
We show that for a > 15 and 2 ≤ b ≤ a/5, the above chosen p is such that, p -
F(J(a, b)).
Since b ≤ a/2 in a Johnson scheme, it is clear that p does not divide the denominator
of (3.21). We now show that p does not divide the numerator of (3.21).
That is, we show that p does not divide a(a− 1)(a− 2) · · · (a− (2b− 2)).
To this regard, it suffices to show that for a > 15, b ≤ a/5, the next prime p greater
than a/2 is such that it is smaller than a − (2b − 2) for b ≤ a/5. That is, it suffices
to show that the next prime p greater than a/2 is such that
a
2
< p < a− (2a
5
− 2) = 3a
5
+ 2. (3.22)
Clearly, by our choice of p, we have a/2 < p.
We now show the inequality on the right hand side of (3.22) in two parts.
We first show that it holds for a ≥ 96. Then by inspection we show that it holds for
16 ≤ a ≤ 95.
From Breusch (see [Bre32, Erster Teil]) we have the following result which states that
for r ≥ 48, there exist primes p such that r ≤ p ≤ 9
8
r.
Taking a ≥ 96 and letting r = a/2 we obtain from the above stated result that there
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exist primes p such that a
2
≤ p ≤ 9a
16
< 3a
5
+ 2. Hence (3.22) is satisfied for a ≥ 96.
Clearly, for 16 ≤ a ≤ 95 a simple calculation of a
2
and 3a
5
+ 2 using GAP, shows that
(3.22) holds true. 
We now discuss a consequence of Theorem 3.3.3 and Theorem 3.3.4 and give some
examples to illustrate the same.
3.3.6 Remark
Let (K,R,F) denote a p-modular system. Let IR , IK , IF denote respectively the trivial
RH,KH, FH modules and let IRHG, IKHG, IFHG denote the corresponding induced
RG, KG, FG modules, respectively. Let X = (G/H, {HgiH}0≤i≤d) be a group-case
association scheme with Frame number F(X). Observe that if the assumptions of
Theorem 3.3.3 are satisfied, then from Theorem 3.3.3 and Theorem 3.3.4, it follows
that for prime numbers p with p | |G|, p - F(X), the permutation module IFH G
is semisimple. We know that (see [Lan83, II Proposition 12.4]) the indecomposable
direct summands of the permutation module IFHG lift to direct summands of IRHG.
Also, we know that if an indecomposable direct summand of IFH G is irreducible,
then its lift to RG must also be irreducible after extension of scalars to K. In other
words, we have that if the assumptions of Theorem 3.3.3 are satisfied, then for primes
p with p | |G|, p - F(X), the irreducible constituents of IKHG are irreducible mod p.
We give in Appendix A examples of some groups and their subgroups which illustrate
Remark 3.3.6.
We note that in the examples, the groups G are sporadic simple groups or their auto-
morphism groups or cyclic central extension groups of these and the subgroups H are
such that the action of G on the right cosets of H is a faithful and multiplicity free
permutation representation of G. The information on these groups and subgroups
were obtained from the database of endomorphism rings of multiplicity free permuta-
tion modules, compiled by Thomas Breuer and Ju¨rgen Mu¨ller. The details of which
can be found in
http://www.math.rwth-aachen.de/∼Juergen.Mueller/mferctbl/mferctbl.html.
For our purpose, we downloaded the data which is stored in the file mferctbl.gap and
loaded it into the computer algebra system GAP4 (see [GAP02]) with the command
gap> Read( "mferctbl.gap" );
Using the function MultFreeEndoRingCharacterTables we obtain for the group G
(as described in the previous paragraph) a list of records each containing the char-
acter table of the corresponding endomorphism ring, the corresponding collapsed
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adjacency matrices, the permutation character, its rank, the degrees and positions of
the constituents of the permutation character in the ordinary character table of G,
and information about the structure of the point stabilizer of the group G. Thus from
the above corresponding to X, we obtain the values of n, d, ki, ζi(1) in Theorem 3.2.2.
We remark that the valencies ki can be obtained from the first row of the character
table of the endomorphism ring. Also, observe that since the endomorphism ring is
multiplicity free, we have zζi = 1. Hence using Theorem 3.2.2 and a GAP function
written for the calculation of the Frame number, we obtain the Frame number in
these cases.
From the examples we obtain a few exceptions to our claim which occurs when the
conditions of Theorem 3.3.3 are not satisfied. For more details we refer to Appendix A.
Chapter 4
Foulkes’ Conjecture
In this chapter we discuss on a conjecture by H. O. Foulkes involving certain repre-
sentations of the symmetric group. This conjecture appeared in a paper by Foulkes
(see [Fou50]) in 1950. We consider a special case.
In the first section of this chapter we briefly introduce the conjecture with the neces-
sary theory. In this section we also discuss the idea of S. C. Black and R. J. List (see
[BL89]) who introduced certain zero-one matrices in order to prove Foulkes’ conjec-
ture. In this regard we prove the theorem by Black and List (see [BL89, Theorem]).
In the second section of this chapter we consider a special case of the Black-List
approach to Foulkes’ conjecture. This special case corresponds to a group-case as-
sociation scheme X = (G/H, {HgiH}0≤i≤d) with G = Su2 , the symmetric group on
u2 points {1, 2, . . . , u2}, H = Su o Su, the wreath product of Su and Su (see [BL89,
Remarks]). We remark that in this special case the matrix introduced by Black and
List is one of the adjacency matrices of X. Because of the large size of the adjacency
matrices we compute the collapsed adjacency matrices of X for the cases u = 2, 3, 4
and take a closer look at the collapsed adjacency matrix that corresponds to the ma-
trix introduced by Black and List. The results in this section are computational, the
computations being done with GAP4.
4.1 The Foulkes Conjecture
We give in this section the details of Foulkes’ conjecture and the idea of Black and
List.
Let u ≥ v ≥ 1 be positive integers. Let Suv denote the symmetric group on uv points
{1, 2, . . . , uv} and let Su o Sv denote the wreath product of Su and Sv. Observe that
Su o Sv is the normalizer in Suv of the Young subgroup Su× Su× · · · × Su (v factors).
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As noted earlier in the paragraph after Remark 3.2.3, for any partition λ of uv let ζλ
denote the irreducible character of Suv indexed by λ.
Foulkes’ conjecture states that for all partitions λ of uv (u ≥ v > 1), the
multiplicity of ζλ in the induced character 1SuoSvSuv of Suv is less than or equal to
the multiplicity of ζλ in 1Sv oSuSuv of Suv.
Using inner products, the Foulkes conjecture can be stated as
〈1SuoSvSuv , ζλ〉Suv ≤ 〈1Sv oSuSuv , ζλ〉Suv for all partitions λ of uv. (4.1)
It is known that Foulkes’ conjecture is true for v = 2 and v = 3 (see [Lit44] and
[Thr42]). R. M. Thrall showed (see [Thr42, Theorem IV]) that
1SuoS2S2u = bu/2c∑
i=0
ζ [2u−2i,2i].
He also showed (see [Thr42, Theorem III]) that
1S2oSuS2u = ∑
λ`u
ζ2λ.
In [Thr42] there is also the decomposition of 1SuoS3 S3u into a sum of irreducible
characters of S3u. In [DS00] we find a proof of Foulkes’ conjecture for the case v = 3.
In the following we define the zero-one matrix introduced by Black and List. We
denote this matrix by Mu,v, and note that it depends on u and v.
4.1.1 Definition (The Matrix Mu,v)
For positive integers u, v, let Iu,v denote the set of partitions of {1, 2, . . . , uv} into
v blocks each of size u and let Iv,u denote the set of partitions of {1, 2, . . . , uv} into
u blocks each of size v. Let l =
⋃˙v
i=1Li and w =
⋃˙u
i=1Wi denote respectively the
elements of Iu,v and Iv,u. We define the matrix M
u,v to be a matrix with rows
indexed by the elements of Iv,u and columns indexed by the elements of Iu,v and
whose (w, l) entries are given by
(Mu,v)wl =
{
1 if |Li ∩Wj| = 1, 1 ≤ i ≤ v, 1 ≤ j ≤ u,
0 otherwise.
Let iu,v denote the cardinality of Iu,v. Then, we have
iu,v =
(uv)!
(u!)vv!
. (4.2)
Observe that iu,v is the index of Su o Sv in Suv.
We now show that if u ≥ v then iu,v ≤ iv,u.
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4.1.2 Lemma
For positive integers u, v if u ≥ v then iu,v ≤ iv,u.
Proof: From (4.2) it suffices to show that
(uv)!
(u!)vv!
≤ (uv)!
(v!)uu!
i.e., (v!)uu! ≤ (u!)vv!. (4.3)
Writing the left hand side of (4.3) as (v!)u−vv!vu! and the right hand side as
v!v((v+ 1) · (v+ 2) · · ·u)vv!, we obtain that in order to prove the lemma it suffices to
show
(v!)u−vu! ≤ ((v + 1) · (v + 2) · · ·u)vv!
i.e., (v!)u−vv!((v + 1) · (v + 2) · · ·u) ≤ ((v + 1) · (v + 2) · · ·u)vv!
i.e., (v!)u−v ≤ ((v + 1) · (v + 2) · · ·u)v−1.
Multiplying both sides of the above inequality by (v!)v−1 > 0, we obtain that it
suffices to show
(v!)u−1 ≤ (u!)v−1. (4.4)
For this we consider
(u!)v−1
(v!)u−1
=
(u!)v−1/(v!)v−1
(v!)u−1/(v!)v−1
=
(u!/v!)v−1
(v!)u−v
=
(v + 1)(v−1)
v!
· (v + 2)
(v−1)
v!
· · · u
(v−1)
v!
.
Since each term on the right hand side of the above equation is ≥ 1, we have
(u!)v−1
(v!)u−1
≥ 1.
That is,
(v!)u−1 ≤ (u!)v−1.
Thus (4.4) is satisfied and the lemma is proved. 
From the definition of the matrix Mu,v, it is clear that Mu,v has iv,u rows and iu,v
columns with v!(u−1) ones in each row and u!(v−1) ones in each column.
4.1.3 Lemma ([BL89, Lemma ])
Suppose that u > v. If rank(Mu,v+1) = iu,v+1, then rank(M
u,v) = iu,v.
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Proof: Recall from Lemma 4.1.2 that iu,v ≤ iv,u. Suppose that rank(Mu,v) < iu,v.
Then there exists a set of integers {sl | l ∈ Iu,v} such that
∑
l∈Iu,v sl(M
u,v)wl = 0,
for all w ∈ Iv,u. We define a map from Iu,v to Iu,v+1 by l 7→ lˆ =
⋃˙v+1
i=1 Lˆi, where
Lˆi = Li, 1 ≤ i ≤ v and Lˆv+1 = {uv + 1, uv + 2, . . . , uv + u}.
Let m =
⋃˙u
i=1Mi ∈ Iv+1,u. We have, either |Mi∩Lˆv+1| > 1 for some i, or |Mi∩Lˆv+1| =
1, for 1 ≤ i ≤ u.
By Definition 4.1.1, it follows that if |Mi ∩ Lˆv+1| > 1 for some i then
(Mu,v+1)mlˆ = 0 for all l ∈ Iu,v.
Hence
∑
l∈Iu,v sl(M
u,v+1)mlˆ = 0.
On the other hand, if |Mi ∩ Lˆv+1| = 1, for 1 ≤ i ≤ u, then
m =
⋃˙u
i=1
(Wi ∪ {qi}), where qi ∈ Lˆv+1, qi 6= qj for i 6= j, and w =
⋃˙u
i=1
Wi ∈ Iv,u.
Since, for any l, |Mi ∩ Lˆv+1| = 1 and |Mi ∩ Lˆj| = |Wi ∩ Lj| for j ≤ v, we have
(Mu,v+1)mlˆ = (M
u,v)wl. Therefore, we have
∑
l∈Iu,v sl(M
u,v+1)mlˆ = 0 for all m ∈
Iv+1,u. Hence rank(M
u,v+1) < iu,v+1, a contradiction to the given hypothesis that
rank(Mu,v+1) = iu,v+1. Hence our assumption is wrong and we must have
rank(Mu,v) = iu,v. 
We now prove the theorem of Black and List.
4.1.4 Theorem ([BL89, Theorem ])
Let u, v be integers such that u ≥ v > 1. If rank(Mu,v) = iu,v, then Foulkes’
conjecture holds for all pairs of integers (u, r) such that 1 ≤ r ≤ v.
Proof: The proof follows from the fact that if V and W are CG-modules for a group
G, then the irreducible constituents of the representation afforded by V occur among
the irreducible constituents of the representation afforded by W counted according to
their multiplicities if and only if there exists a CG-monomorphism from V into W.
Let Wu,v and Wv,u denote the CSuv-modules induced by the action of Suv on the sets
Iu,v and Iv,u, respectively. That is, Wu,v and Wv,u are the permutation modules of Suv
with stabilizers Su oSv and Sv oSu, respectively. Let {hl | l ∈ Iu,v} and {ew | w ∈ Iv,u}
denote respectively the natural bases for Wu,v and Wv,u. We define a homomorphism
αu,v : Wu,v → Wv,u, hl 7→
∑
w(M
u,v)wlew, where the summation is over all w ∈ Iv,u.
We have that αu,v is a CSuv-homomorphism.
For u ≥ v, we obtain from the proof of Lemma 4.1.2 that (v!)uu! ≤ (u!)vv!. Hence
dimWu,v ≤ dimWv,u. Since αu,v is a monomorphism if and only if rank(Mu,v) = iu,v,
the theorem follows from Lemma 4.1.3. 
Thus if one could show that Mu,u is nonsingular for all u ≥ 2, Foulkes’ conjecture
would be proved.
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4.2 A Special Case
In this section we consider the special case u = v. The matrix Mu,u is viewed as an
adjacency matrix of a group-case association scheme. In particular, we consider the
cases u = v = 2, 3, 4. We recall from the introduction to this chapter that in the cases
u = 3, 4, owing to their large sizes, we compute the collapsed adjacency matrices.
Throughout this section, by Il we mean an identity matrix of size l.
As mentioned in the beginning of this chapter we can associate the above special
case to a group-case association scheme X = (G/H, {HgiH}0≤i≤d) with G = Su2
and H = Su o Su. We have that the matrix Mu,u corresponds to the adjacency
matrix of the orbital of Su2 on Iu,u × Iu,u which contains the element (l0, w0) with
l0 =
⋃˙u
i=1Li, w0 =
⋃˙u
i=1Wi, where for 1 ≤ i ≤ u, Li = {(i− 1)u+ j | 1 ≤ j ≤ u} and
Wi = {ju+ i | 0 ≤ j ≤ u− 1}.
It is known that Mu,u is nonsingular for u = 2, 3. Our computations show that
M 4,4 is nonsingular as well. We also compute the character table of the respective
association scheme in these cases.
We also remark here that at the time of the writing of this work the matrix M 5,5
was computed by Max Neunho¨ffer and Ju¨rgen Mu¨ller ([MN04]). Their computations
have shown that M 5,5 is singular.
The Case u = 2
Here we consider the group-case association scheme X = (G/H, {HgiH}0≤i≤d) with
G = S4, H = S2 o S2. Then |G/H| = 3.
The adjacency matrices are given by
A0 = I3, A1 =

0 1 1
1 0 1
1 1 0
 .
The collapsed adjacency matrices are given by
B0 = I2, B1 =
(
0 1
2 1
)
.
It is easy to observe from Definition 4.1.1 that the matrix M 2,2 corresponds to the
adjacency matrix A1 or equivalently to the collapsed adjacency matrix B1.
Note that detB1 = −2 6= 0.
Clearly in this case X is a commutative association scheme.
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Table 4.1: Character table of X for the case u = 2.
A0 A1
χ0 1 2
χ1 1 −1
The character table of X can be obtained from the common eigenspaces of the ad-
jacency matrices (cf., Theorem 2.3.1, Section 2.4(1)). The entries of a column of
the character table are the eigenvalues of the corresponding adjacency matrix on
its respective eigenspaces. Observe that being a commutative group-case associa-
tion scheme of small order, we can also use (2.20) from Section 2.4(3) to obtain the
character table of X. The character table in this case is given in Table 4.1.
We now comment on some general facts for the cases u = 3, 4 and later discuss each
of them in detail.
For the case u = 3 (respectively, 4), the associated group-case association scheme
is given by X = (G/H, {HgiH}0≤i≤d) with G = S9 (respectively, S16), H = S3 o S3
(respectively, S4 o S4). Then |G/H| = 280 (respectively, 2627625).
Note that the adjacency matrices are large in size, respectively of sizes 280 and
2627625. Hence we compute the collapsed adjacency matrices. For this we first recall
that a group-case association scheme is a special case of the association scheme of
Example 1.1.4(1) where Ω = G/H is a transitive G-set and the orbitals θi correspond
to the relations of the group-case association scheme. Let Ωi, 0 ≤ i ≤ d denote the
orbits of H on Ω, called the suborbits of G on Ω. They are in bijection to the orbitals
θi. Similar to the definition of a paired orbital, we denote by Ωi′ , the paired suborbit
of Ωi. It is clear that the valency ki of a group-case association scheme is given by
the index of the subgroup Hgi ∩H in H, where gi denotes the H\G/H double coset
representative. Therefore
ki =
|H|
|Hgi ∩H| =
|HgiH|
|H| = |Ωi|.
With this notation we obtain from Lemma 1.1.6 that the intersection numbers pkij are
given by
pkij = |Ωj ∩ Ωi′gk|. (4.5)
Hence for the rest of this section without further mention we use terms such as G-set,
G-orbit, G-suborbits in connection to a group-case association scheme, where their
meaning is as in the previous paragraph.
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For computing the collapsed adjacency matrices we first enumerate the G-set Ω and
then obtain the suborbits Ωi. Then using (4.5), we obtain the collapsed adjacency
matrices. However, in the cases u = 3, 4, owing to the amount of memory required
by a computer to store the large number of points in Ω and Ωi, our usual methods
to generate them fail. We therefore discuss here a different method, the basic idea of
which was invented in [LN01].
From Section 4.2, it follows that for the above cases the set Ω corresponds to the set
Iu,u on which Su2 acts transitively in a natural way.
We now describe the enumeration of the set Iu,u and the suborbits of Su2 .
We enumerate the elements of Iu,u as vectors in the field F3 (the field of 3 elements)
for the case u = 3 and F22 (the field of 2
2 elements) for the case u = 4.
Each element of Iu,u is enumerated as a vector of length u
2 with entries from
{0, 1, . . . , u − 1} of the field such that each entry in the vector occurs u times. For
this purpose we use hash functions (cf., Table B.1). We use a normalized form of the
vectors. That is, the first entry that occurs at the rightmost end of the vector is the 0
of the field. The next nonzero entry from the right bigger than 0 is 1. The first entry
from the right bigger than 1 is 2 and so on. We identify the set Iu,u with vectors of
such form. To obtain the Su2-orbit Iu,u we use the usual orbit enumeration method,
starting with the vector w = [u− 1, . . . , u− 1, . . . , 1, . . . , 1, 0, . . . , 0] in Iu,u on which
an element φ of Su2 acts, the action given by wφ. If the resulting vector is not already
in the Su2-orbit, then we normalize it and add it to the Su2-orbit. We proceed until
all the points in the Su2-orbit are enumerated. We remark that it suffices to consider
a set of generators of Su2 for the elements φ of Su2 . Thus Iu,u is obtained as a set of
vectors.
With the above idea, GAP functions written (see Tables B.2, B.3, B.4) thus enumerate
the Su2-orbit. To obtain the suborbits we use a set of generators of Su o Su to act
on the vectors in Iu,u (cf., GAP function in Table B.5). Using a GAP function (see
Table B.8) written to compute the pkij according to (4.5), we obtain the collapsed
adjacency matrices for the cases u = 3, 4. For more details on the GAP functions we
refer to Appendix B.
98 Chapter 4. Foulkes’ Conjecture
Table 4.2: Character table of X for the case u = 3.
A0 A1 A2 A3 A4
χ0 1 54 27 162 36
χ1 1 6 11 −6 −12
χ2 1 −9 6 −6 8
χ3 1 −6 −3 12 −4
χ4 1 6 −3 −6 2
We now discuss the case u = 3.
The Case u = 3
Let X be the group-case association scheme X = (G/H, {HgiH}0≤i≤d) with G = S9,
H = S3 o S3.
The collapsed adjacency matrices of X are given by
B0 = I5, B1 =

0 1 0 0 0
54 9 12 10 12
0 6 6 6 0
0 30 36 30 36
0 8 0 8 6

, B2 =

0 0 1 0 0
0 6 6 6 0
27 3 8 2 0
0 18 12 15 18
0 0 0 4 9

,
B3 =

0 0 0 1 0
0 30 36 30 36
0 18 12 15 18
162 90 90 96 90
0 24 24 20 18

, B4 =

0 0 0 0 1
0 8 0 8 6
0 0 0 4 9
0 24 24 20 18
36 4 12 4 2

.
From Definition 4.1.1, it follows that the matrix M 3,3 corresponds to the collapsed
adjacency matrix B4.
We note that X is commutative.
We also note that the eigenvalues of B4 are 36, 8, 2,−4,−2. Observe that the eigen-
values are distinct. Hence using Section 2.4(1) we obtain the character table.
The character table is given in Table 4.2.
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The Case u = 4
Let X be the group-case association scheme X = (G/H, {HgiH}0≤i≤d) with G = S16,
H = S4 o S4.
Then computations using the GAP functions (cf., Appendix B) written to obtain the
collapsed adjacency matrices show that there are 43 collapsed adjacency matrices
Bi, 0 ≤ i ≤ 42.
Owing to the limitations in space required by the 43 collapsed adjacency matrices,
we do not give all of them here. However, we give two collapsed adjacency matrices,
namely B6 and B42. We remark that B42 corresponds to the matrix M
4,4 and the
matrix B6 is sufficient to obtain the character table of X. Because of the limitations
to accommodate the matrices in a single page we split them and give only a few
columns in each page. The collapsed adjacency matrix B6 is given in Table 4.3. The
collapsed adjacency matrix B42 is given in Table 4.4.
From matrix B42 we observe that it is nonsingular (detB42 = 2
223 × 367 6= 0).
The association scheme X is not commutative. For example note that 16 = p286 42 6=
p2842 6 = 0. It is also not symmetric. In particular, our computation shows that
A17′ = A18, A26′ = A27, A28′ = A29, A32′ = A33, A39′ = A40.
We now describe the enumeration of the character table of X.
We recall from Theorem 3.2.1 that the degrees of the irreducible characters of X
correspond to the multiplicities of the irreducible characters of S16 in the permutation
character 1S4oS4 S16 . Using GAP we obtain the constituents of this permutation
character and observe that 23 irreducible characters of S16 occur with multiplicity 1
and 5 irreducible characters of S16 occur with multiplicity 2. To obtain the entries
in the character table we first obtain 23 linearly independent common eigenvectors
for B0, B1, . . . , B42 from the 23 distinct eigenvalues of B6, namely 2304, 984, 708,
214, 174, 144, 84, 78, 64, 54, 48, 34, 24, 18, −6, −9, −16, −24, −32, −42, −44,
−72, −192. We note here that the minimal polynomial of B6 has 23 distinct linear
factors and 5 distinct degree two factors. Let h(x) =
∏27
i=0 hi(x) denote the minimal
polynomial of B6, where hi(x), 0 ≤ i ≤ 22 correspond to the linear factors and
hi(x), 23 ≤ i ≤ 27 correspond to the degree two factors. Suppose that vi, 0 ≤ i ≤ 22
denotes the eigenvectors (corresponding to the 23 distinct eigenvalues) and let Vi =
〈vi〉, 0 ≤ i ≤ 22. For 23 ≤ i ≤ 27 put Vi = Ker(hi(B6)). Since the irreducible factors
h0, h1, . . . , h27 of h are pairwise distinct, we obtain C43 = ⊕27i=0Vi with B6-invariant
subspaces V0, V1, . . . , V22 of dimension 1 and V23, V24, . . . , V27 of dimension 4 each. It
then follows that the vi, 0 ≤ i ≤ 27 are homogeneous components of CX. Choosing
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bases for V23, V24, . . . , V27 and transforming the matrices Ai to the new basis of C43,
we can compute the character table. The character table of X in this case is given in
Tables 4.5, 4.6, 4.7 and 4.8.
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Table 4.3: Collapsed adjacency matrix B6, (columns 0 . . 14).

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 60 0 0 16 0 8 36 4 24 2 4 0 17 0
0 0 64 0 0 24 0 0 6 0 0 18 16 0 6
0 0 0 48 0 0 11 9 0 0 2 0 0 2 0
0 288 0 0 126 68 48 216 54 288 40 94 40 132 28
0 0 256 0 102 174 0 0 78 0 90 108 76 81 52
2304 12 0 264 4 0 99 81 0 72 12 14 0 15 0
0 12 0 48 4 0 18 36 0 24 2 0 0 7 0
0 216 128 0 162 156 0 0 172 0 84 228 96 162 100
0 12 0 0 8 0 24 36 0 0 10 4 0 9 0
0 36 0 576 40 60 144 108 28 360 122 48 24 105 0
0 36 64 0 47 36 84 0 38 72 24 71 4 57 8
0 0 256 0 90 114 0 0 72 0 54 18 188 27 84
0 204 0 384 88 36 120 252 36 216 70 76 8 135 0
0 0 192 0 126 156 0 0 150 0 0 72 168 0 198
0 0 0 0 18 0 108 0 24 0 90 18 64 27 72
0 216 0 0 100 40 168 216 36 0 68 60 0 102 16
0 0 64 0 36 66 0 0 60 0 0 90 76 0 46
0 0 256 0 18 102 0 0 30 0 0 18 64 0 50
0 324 0 0 264 132 216 324 192 216 270 252 88 315 128
0 0 0 0 0 0 12 27 0 0 0 1 0 0 0
0 72 0 576 12 14 162 216 12 0 22 22 4 39 0
0 36 0 0 9 2 0 0 4 0 12 1 12 15 0
0 0 0 0 36 36 0 0 84 0 108 0 104 54 128
0 108 256 0 132 120 144 0 86 648 174 126 136 117 60
0 0 384 0 27 204 0 0 114 0 72 117 156 27 160
0 144 0 0 68 36 144 216 56 144 64 104 8 96 24
0 72 64 0 58 64 144 216 38 0 44 84 8 96 20
0 0 0 0 72 132 0 0 144 0 180 72 216 54 240
0 0 192 0 126 144 0 0 222 0 72 180 280 54 268
0 0 0 0 6 6 36 0 1 0 0 0 0 0 1
0 0 0 0 18 6 108 162 7 0 0 12 0 0 5
0 216 0 0 132 48 0 0 120 0 96 96 80 180 80
0 216 128 0 120 120 0 0 92 0 120 72 96 108 56
0 0 0 216 6 0 153 81 8 0 12 0 0 9 0
0 24 0 192 8 16 64 72 12 24 28 32 0 28 0
0 0 0 0 36 72 0 0 120 0 36 72 96 54 248
0 0 0 0 9 0 0 0 0 0 0 0 12 0 2
0 0 0 0 108 96 288 0 108 216 252 120 32 180 56
0 0 0 0 36 0 0 0 24 0 0 0 56 0 36
0 0 0 0 36 24 0 0 24 0 0 0 64 0 36
0 0 0 0 0 0 0 0 48 0 72 0 32 0 96
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table 4.3: Collapsed adjacency matrix B6, continued (columns 15 . . 29).
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 12 0 0 3 0 16 32 0 2 0 8 4 0 0
0 0 8 32 0 0 0 0 0 12 12 0 9 0 3
0 0 0 0 0 0 8 0 0 0 0 0 0 0 0
8 100 32 16 44 0 48 144 8 44 6 68 58 8 14
0 60 88 136 33 0 84 48 12 60 68 54 96 22 24
4 14 0 0 3 256 54 0 0 4 0 12 12 0 0
0 4 0 0 1 128 16 0 0 0 0 4 4 0 0
32 108 160 80 96 0 144 192 56 86 76 168 114 48 74
0 0 0 0 1 0 0 0 0 6 0 4 0 0 0
40 68 0 0 45 0 88 192 24 58 16 64 44 20 8
4 30 40 8 21 128 44 8 0 21 13 52 42 4 10
64 0 152 128 33 0 36 432 52 102 78 18 18 54 70
8 68 0 0 35 0 104 160 8 26 4 64 64 4 4
144 72 184 200 96 0 0 0 128 90 160 108 90 120 134
104 0 48 0 57 0 0 0 100 84 78 36 0 76 52
0 68 0 32 44 0 64 0 24 60 12 52 68 16 0
24 0 120 72 18 0 0 0 16 36 62 18 18 22 34
0 36 72 84 12 0 0 0 24 54 46 18 27 38 27
152 264 96 64 273 0 120 96 168 198 148 180 168 116 104
0 0 0 0 0 0 6 0 0 1 0 0 1 0 0
0 16 0 0 5 384 204 48 4 8 2 14 22 2 2
0 0 0 0 1 0 12 0 0 11 1 0 1 0 1
200 108 64 96 126 0 72 0 208 84 124 36 0 156 108
112 180 96 144 99 768 96 528 56 166 66 120 162 64 58
156 54 248 184 111 0 36 72 124 99 207 72 54 132 130
16 52 16 16 30 0 56 0 8 40 16 116 72 16 4
0 68 16 24 28 256 88 16 0 54 12 72 107 0 19
304 144 176 304 174 0 72 0 312 192 264 144 0 352 160
208 0 272 216 156 0 72 144 216 174 260 36 171 160 399
0 0 0 4 0 0 24 0 0 2 2 0 6 0 0
0 12 4 0 6 192 126 0 0 8 0 6 6 2 2
32 108 48 32 102 0 96 96 48 84 48 156 72 96 36
0 156 32 112 66 0 192 0 48 88 56 60 210 32 62
4 6 0 0 15 192 150 0 4 4 2 12 0 0 4
0 16 0 0 6 0 32 0 0 4 0 28 32 0 4
384 252 96 192 252 0 0 0 384 84 200 108 144 360 300
0 0 4 0 0 0 0 0 0 6 1 0 0 0 1
128 228 96 64 180 0 144 96 80 132 96 288 264 120 128
0 0 24 0 24 0 0 0 16 36 24 36 0 56 16
0 0 48 64 0 0 0 0 0 36 24 0 36 0 52
176 0 64 0 108 0 0 0 176 48 120 72 108 208 244
0 0 0 0 0 0 0 0 0 0 0 0 0 0 16
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Table 4.3: Collapsed adjacency matrix B6, continued (columns 30 . . 42).
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 4 4 0 6 0 0 0 0 0 0 0
0 0 0 6 0 0 0 0 0 0 0 0 0
0 0 0 0 3 3 0 0 0 0 0 0 0
192 96 44 40 24 36 3 256 18 32 32 0 0
288 48 24 60 0 108 9 0 24 0 32 0 0
96 48 0 0 51 24 0 0 4 0 0 0 0
0 16 0 0 6 6 0 0 0 0 0 0 0
96 112 120 92 96 162 30 0 54 64 64 16 0
0 0 0 0 0 3 0 0 1 0 0 0 0
0 0 32 40 48 126 3 0 42 0 0 8 0
0 32 16 12 0 72 3 0 10 0 0 0 0
0 0 60 72 0 0 18 768 12 112 128 8 0
0 0 40 24 24 84 3 0 20 0 0 0 0
144 120 120 84 0 0 93 256 42 144 144 48 0
0 0 24 0 36 0 72 0 48 0 0 44 0
0 64 36 52 24 72 21 0 38 0 0 0 0
0 24 18 12 0 0 9 128 18 24 48 8 0
144 0 12 42 0 0 18 0 12 0 64 0 0
0 192 204 132 360 162 126 0 180 128 0 72 0
0 4 0 0 3 0 0 0 0 0 0 0 0
192 168 8 16 150 36 0 0 6 0 0 0 0
0 0 2 0 0 0 0 0 1 0 0 0 0
0 0 72 72 72 0 144 0 60 64 0 88 0
192 128 84 88 48 54 21 512 66 96 96 16 0
288 0 72 84 36 0 75 128 72 96 96 60 0
0 32 52 20 48 126 9 0 48 32 0 8 0
192 32 24 70 0 144 12 0 44 0 32 12 0
0 96 288 96 0 0 270 0 180 448 0 208 0
0 96 108 186 144 162 225 256 192 128 416 244 288
48 16 0 2 18 0 0 0 0 0 0 0 0
96 148 6 8 132 0 3 0 6 0 8 0 0
0 96 144 84 144 162 51 0 96 112 0 48 0
192 128 84 196 48 54 69 0 96 0 176 56 0
144 176 12 4 213 0 3 0 12 0 0 4 0
0 0 12 4 0 81 0 0 17 0 0 4 0
0 192 204 276 144 0 435 0 246 384 384 480 576
0 0 0 0 0 0 0 0 0 0 0 0 0
0 192 192 192 288 459 123 0 297 128 128 180 288
0 0 42 0 0 0 36 0 24 88 0 28 0
0 48 0 66 0 0 36 0 24 0 104 44 0
0 0 144 168 144 162 360 0 270 224 352 564 1008
0 0 0 0 0 0 24 0 24 0 0 56 144

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Table 4.4: Collapsed adjacency matrix B42, (columns 0 . . 14).

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 64 0 32
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 128 0 128
0 0 0 0 0 0 0 0 96 0 0 0 256 0 256
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 192 0 0 288 0 288 0 256 0 512
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 96 0 144 0 64 0 128
0 0 0 0 0 0 0 0 0 0 0 0 0 0 64
0 0 1024 0 288 384 0 0 192 0 144 0 768 0 384
0 0 0 0 0 0 0 0 0 0 0 0 0 0 64
0 0 1024 0 576 768 0 0 768 0 576 576 768 432 832
0 0 768 0 288 576 0 0 384 1296 288 576 256 432 320
0 0 0 0 0 0 0 0 96 0 0 0 0 0 128
0 0 0 0 144 96 0 0 192 0 0 144 256 0 224
0 0 512 0 0 192 0 0 96 0 144 0 256 0 192
0 0 0 0 288 576 0 0 768 0 576 576 384 432 896
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 32 0 0
0 1296 1024 0 864 960 0 0 864 0 576 1152 576 864 704
0 0 0 0 288 192 0 0 288 0 288 0 640 0 448
0 0 1024 0 576 768 0 0 768 0 576 864 768 432 768
0 0 0 0 0 0 0 0 96 0 0 0 0 0 160
0 0 0 0 0 0 0 0 0 0 144 0 64 0 64
0 0 3072 0 1152 2304 1728 0 1536 0 1152 1728 1280 864 1440
0 2592 1024 0 2016 1344 0 0 1536 5184 1872 1728 1600 2160 1280
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 288 192 0 0 480 0 0 288 320 0 512
0 0 0 0 288 192 0 0 192 0 576 0 384 432 320
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 5184 2048 0 3168 2304 3456 5184 2304 0 2304 2880 1920 3456 1728
0 0 64 0 0 0 0 0 0 0 0 0 32 0 0
0 0 0 0 576 384 1728 0 768 0 1152 864 640 864 704
0 0 384 0 144 288 0 0 192 0 0 144 192 0 192
0 648 256 0 288 192 0 0 96 1296 360 0 256 216 128
0 3888 1536 10368 2448 1824 6048 7776 1632 5184 2448 2160 1568 3024 1152
13824 216 64 3456 144 96 864 864 96 864 216 144 96 216 64
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Table 4.4: Collapsed adjacency matrix B42, continued (columns 15 . . 29).
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 16 0 0 0 0 0 16
48 0 0 64 0 0 0 0 32 0 32 0 0 48 16
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
128 0 128 0 48 0 0 0 192 96 128 0 0 128 224
384 0 128 256 144 0 0 0 320 96 256 0 0 384 224
0 0 0 0 0 0 0 0 0 0 0 0 0 16 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
512 288 512 256 384 0 0 0 576 288 512 288 0 512 512
16 0 0 0 0 0 0 0 0 0 0 0 0 0 16
128 0 0 128 96 0 0 0 128 96 128 0 144 128 208
128 0 64 0 48 0 0 0 128 0 96 0 0 96 96
256 0 512 512 144 0 0 1152 288 480 384 0 144 320 400
128 0 0 0 48 0 0 0 128 0 64 0 0 64 160
640 576 896 768 672 0 0 0 704 672 768 720 288 720 640
224 432 384 512 336 0 0 1152 256 288 384 432 576 272 336
192 144 0 128 144 0 0 0 192 0 64 0 144 160 176
192 0 160 256 144 0 0 576 192 144 208 72 0 248 160
256 144 256 256 96 0 0 0 224 192 192 144 0 240 160
896 864 768 512 816 0 0 0 960 480 832 864 1152 832 1024
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 64 0
32 0 32 0 0 0 0 0 0 0 0 0 0 0 32
512 864 768 896 720 0 0 0 576 576 704 864 1008 576 640
384 0 384 512 240 0 0 0 384 480 448 0 288 416 576
768 288 832 768 624 0 0 0 704 672 768 576 576 800 640
192 0 64 128 144 0 0 0 192 0 128 0 0 176 160
256 144 0 0 192 0 0 0 224 96 128 0 0 160 160
1088 1440 1984 1920 1248 0 2304 0 1152 1248 1600 1584 1440 1248 1248
1344 1584 1280 1280 1536 0 0 4608 1280 1728 1280 1440 1440 1248 1248
0 0 0 0 0 0 0 0 0 0 0 0 0 16 0
0 0 0 0 0 0 0 0 0 0 0 72 0 56 0
384 288 320 384 432 0 576 0 448 192 416 288 288 512 448
640 576 256 256 480 0 0 0 576 480 320 288 288 448 448
0 0 0 0 0 0 0 0 0 0 0 144 0 64 0
64 0 0 0 48 0 0 0 64 0 32 0 0 32 32
1536 2592 1792 1792 2064 0 3456 0 1536 2112 1664 2592 2592 1536 1536
16 0 32 0 0 0 0 0 0 0 0 0 0 0 16
960 864 512 512 1056 0 1152 0 896 864 768 864 864 864 864
96 144 288 256 144 2304 576 576 128 144 208 144 144 176 144
240 288 128 128 168 0 0 1152 200 288 128 144 144 144 144
1120 2160 1280 1280 1536 9216 5184 4032 1072 1968 1136 2160 2160 1072 1072
64 144 64 64 72 2304 576 576 56 144 48 144 144 48 48
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Table 4.4: Collapsed adjacency matrix B42, continued (columns 30 . . 42).
0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 24 0 0 0 32 24 24
0 0 0 0 0 0 24 256 0 48 32 24 18
0 0 0 0 0 0 0 0 0 0 0 4 24
0 0 96 96 0 0 264 0 96 128 256 272 288
0 0 96 96 0 0 288 0 96 384 256 304 288
0 0 0 0 0 0 24 0 24 0 0 56 144
0 0 0 0 0 0 8 0 0 0 0 16 32
0 0 480 192 0 0 576 0 384 512 256 544 576
0 0 0 0 0 0 0 0 0 0 32 16 48
0 0 0 192 0 0 192 0 192 0 320 272 432
0 0 48 0 0 0 120 0 72 64 0 120 144
0 0 240 288 0 0 360 2048 240 384 512 392 432
0 0 0 96 0 0 192 0 96 0 128 224 288
0 0 768 480 0 0 648 0 528 768 512 576 576
0 0 288 480 0 648 288 1024 360 192 480 280 288
0 0 96 192 0 0 216 0 144 128 256 240 288
0 0 120 96 0 0 168 1024 96 288 128 160 144
0 0 144 96 0 0 168 0 96 256 128 160 144
0 0 864 960 0 1296 1032 0 1056 768 896 1024 864
0 0 0 0 0 0 0 0 0 8 0 4 18
0 0 48 0 0 0 72 0 48 128 0 144 288
0 0 0 0 0 0 0 0 0 32 64 28 72
0 0 672 864 0 1296 576 0 672 512 800 536 504
0 0 192 480 0 0 528 0 432 384 768 656 864
0 0 624 480 0 648 624 0 576 832 512 568 432
0 384 96 96 576 0 216 0 144 128 128 240 288
0 0 96 96 0 0 216 0 144 128 128 240 288
4608 2688 1536 1344 2304 1296 1152 0 1296 1408 1152 1072 864
0 0 1344 1344 0 1296 1152 4096 1296 1152 1152 1072 864
0 0 0 0 0 0 8 0 0 32 0 16 24
0 0 72 0 0 0 48 0 48 128 0 80 144
0 1152 432 480 1152 0 504 0 432 512 512 512 576
0 0 480 480 0 0 504 0 432 512 512 512 576
0 0 96 0 0 216 56 0 96 128 0 104 144
0 0 0 0 192 0 56 0 48 0 0 64 96
3072 3072 2016 2016 2688 3024 1368 0 1824 1536 1536 1216 960
0 0 0 0 0 0 0 128 0 24 32 12 27
0 1536 864 864 2304 1296 912 0 1104 768 768 928 864
1152 768 192 192 576 0 144 768 144 208 192 136 144
0 0 192 192 0 0 144 1024 144 192 192 136 144
4608 3840 1536 1536 3744 2592 912 3072 1392 1088 1088 808 576
384 384 96 96 288 216 40 384 72 64 64 32 24
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Table 4.5: Character table of X for u = 4, (χi(A0) . . χi(A10), 0 ≤ i ≤ 27).
A0 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10
χ0 1 1536 3888 96 27648 41472 2304 512 82944 768 27648
χ1 1 576 648 66 6048 6912 984 272 9504 288 4608
χ2 1 192 −648 54 432 −2376 708 176 −1728 96 1440
χ3 1 240 144 38 840 1368 214 132 936 64 −320
χ4 1 −4 −162 31 −372 −678 174 57 −186 8 −72
χ5 1 −24 18 −24 288 −288 144 32 −576 48 −432
χ6 1 140 54 28 120 −192 84 72 −1104 44 −120
χ7 1 −130 108 19 −303 39 78 −27 519 26 222
χ8 1 80 94 −2 −240 −472 64 −48 176 −16 −240
χ9 1 30 −36 3 45 −117 54 −43 171 −6 −90
χ10 1 −60 −162 24 −288 −216 48 8 864 36 432
χ11 1 −4 −2 −14 −12 32 34 12 104 8 48
χ12 1 −114 108 6 168 −108 24 −28 −576 18 −12
χ13 1 12 −18 −6 −108 144 18 −4 72 −24 0
χ14 1 6 −72 11 103 357 −6 −3 29 −62 18
χ15 1 −33 27 3 45 −54 −9 −1 108 −6 −90
χ16 1 16 −22 −4 −32 72 −16 −8 −256 8 8
χ17 1 12 −18 8 −80 −24 −24 24 128 4 0
χ18 1 −16 10 −8 0 32 −32 0 320 32 −96
χ19 1 0 −72 14 232 144 −42 −12 −376 16 −288
χ20 1 −28 22 −2 120 −184 −44 24 −112 −16 120
χ21 1 84 −90 12 −720 432 −72 80 0 12 −216
χ22 1 −96 270 24 −1344 864 −192 −64 −576 288 −768
χ23 2 76 −18 88 288 −1872 736 192 −3744 204 952
χ24 2 −288 234 60 −1728 1152 204 −32 −720 288 1008
χ25 2 12 234 40 232 −48 64 48 560 −52 −392
χ26 2 −38 −116 20 192 152 −26 −72 −160 58 108
χ27 2 136 142 8 48 −232 −44 −48 −64 −56 552
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Table 4.6: Character table of X for u = 4, (χi(A11) . . χi(A21), 0 ≤ i ≤ 27).
A11 A12 A13 A14 A15 A16 A17 A18 A19 A20 A21
13824 62208 18432 124416 62208 27648 31104 31104 165888 108 6912
3024 3888 4992 1296 −2592 4608 1944 1944 10368 63 2592
216 −5832 1632 −7128 −1296 1440 −2916 −2916 2592 45 1620
868 −1656 1184 1044 432 352 180 180 −1056 21 324
−6 108 72 666 −72 −192 −126 −126 −2472 18 177
144 −432 −288 576 288 288 144 144 288 18 −288
−252 −216 384 −576 −828 192 360 360 1344 6 −96
384 27 36 −639 −414 −156 45 45 996 3 −123
48 −36 64 −16 272 −128 −60 −60 −96 −4 24
108 −81 −36 −531 −198 252 225 225 −396 −9 9
−216 −648 −264 1296 −324 144 0 0 216 18 72
−6 108 −8 −184 −112 −32 −36 −36 −72 8 −48
324 108 372 216 378 −132 −216 −216 −612 −12 12
−54 108 72 72 144 0 −36 −36 72 0 0
−6 −147 −88 −189 78 248 −141 −141 −452 13 −53
−81 −81 90 −27 −135 63 −27 −27 −81 −9 9
24 −32 −8 176 −72 −112 64 64 248 −2 72
−96 24 −40 −432 60 −112 48 48 184 −14 −56
−96 −144 64 −64 224 64 −48 −48 −192 2 96
84 −48 −64 −324 96 −256 −60 −60 −224 13 −68
84 −36 −80 128 20 88 48 48 −96 −4 24
504 216 144 576 −36 144 −288 −288 −432 −18 −144
0 −2160 −384 −1728 3456 1920 432 432 2304 42 −96
−1184 5688 −112 −576 2700 −1040 −144 −144 −3504 87 1824
216 −1620 −672 −72 −576 −1152 360 360 −1152 45 −108
−164 600 −272 288 564 −192 120 120 688 25 −8
−144 720 28 548 −46 268 −120 −120 228 5 −108
96 −432 −152 464 −40 −80 −144 −144 −24 17 −96
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Table 4.7: Character table of X for u = 4, (χi(A22) . . χi(A32), 0 ≤ i ≤ 27).
A22 A23 A24 A25 A26 A27 A28 A29 A30 A31 A32
1728 124416 82944 124416 27648 27648 248832 248832 864 5184 82944
468 −5184 9504 1296 4608 4608 −10368 −10368 324 1404 5184
−36 −2592 −1728 −7128 1440 1440 −5184 −5184 108 1026 1296
−36 1872 −1752 1044 128 128 −288 −288 72 −234 −1872
−42 −324 −486 −504 528 528 1512 1512 −21 −126 264
−72 −504 864 −144 288 288 −288 −288 24 144 −576
−36 −1188 −792 1764 −432 −432 432 432 −48 −144 48
−15 −324 288 −765 −114 −114 −270 −270 −60 −45 −48
34 −128 288 544 208 208 −368 −368 52 −164 288
9 252 108 −441 −162 −162 522 522 12 −9 −72
0 −324 648 0 −144 −144 0 0 0 0 432
−2 196 −156 46 −32 −32 112 112 4 4 144
−42 −594 −396 216 −72 −72 432 432 −36 144 504
54 −252 −108 −18 0 0 −144 −144 −12 36 −144
−7 −324 154 141 118 118 462 462 −56 −71 −76
9 378 108 189 27 27 −108 −108 −9 54 −135
−12 56 24 −224 48 48 32 32 −16 −16 −16
−16 −252 88 24 112 112 192 192 16 64 80
−56 −272 192 160 −128 −128 −128 −128 −8 −80 0
20 576 328 420 16 16 −240 −240 −20 10 272
34 −92 −72 4 −8 −8 −8 −8 16 −56 0
−36 468 432 −360 −288 −288 −288 −288 72 0 0
552 864 −4608 −1728 576 576 1728 1728 72 144 1152
516 2412 4224 −576 −1984 −1984 2304 2304 180 1080 −2592
558 144 864 3960 144 144 −720 −720 12 −306 −1584
−52 684 −536 −1380 −96 −96 −960 −960 −38 −116 176
−62 −326 −636 −20 64 64 −200 −200 112 −26 −264
−44 −128 24 424 −224 −224 −176 −176 10 220 48
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Table 4.8: Character table of X for u = 4, (χi(A33) . . χi(A42), 0 ≤ i ≤ 27).
A33 A34 A35 A36 A37 A38 A39 A40 A41 A42
82944 6912 6144 331776 972 165888 31104 31104 248832 13824
5184 1512 1344 −31104 162 1728 −1296 −1296 −36288 −3456
1296 1620 768 5184 −162 8640 −648 −648 12960 1728
−1872 −630 112 3168 −90 −6000 −792 −792 2016 576
264 −363 384 216 −18 408 504 504 −1008 −576
−576 −48 −96 576 27 288 144 144 −288 24
48 60 −168 −432 −45 840 288 288 −144 −144
−48 129 12 1404 −36 −1272 360 360 360 −288
288 80 −128 −192 −15 −320 −32 −32 416 −64
−72 −15 12 108 0 360 −72 −72 −504 96
432 −216 −288 −1296 −81 −432 0 0 0 432
144 2 4 −264 −3 −92 −56 −56 152 −16
504 −108 −216 216 27 288 −216 −216 −648 144
−144 −30 −12 504 −27 180 72 72 −360 48
−76 137 −116 −204 42 −232 −96 −96 312 −96
−135 −36 −9 −459 0 108 54 54 378 −72
−16 −8 −16 −144 7 −32 −16 −16 112 −16
80 −16 16 336 15 −352 −96 −96 −192 48
0 32 64 384 27 64 64 64 −256 32
272 74 112 −96 −66 −112 120 120 −480 192
0 44 16 96 −15 −32 4 4 −52 8
0 72 −96 −576 27 864 144 144 144 −48
1152 0 0 −6912 351 −2304 1728 1728 0 576
−2592 1440 −752 −288 369 −6864 720 720 720 144
−1584 12 480 1728 243 4896 −1800 −1800 −288 −192
176 −88 −40 48 33 1256 −240 −240 −48 48
−264 62 40 168 −27 16 −80 −80 392 −112
48 −100 208 −48 69 −224 160 160 80 −16
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Examples for Remark 3.3.6
We give in the tables that follow some groups and their subgroups which illustrate
Remark 3.3.6. We recall that X is a group-case association scheme.
In the tables that follow G denotes a group, H denotes the subgroup of G. We also
recall that the groups G are sporadic simple groups or their automorphism groups
or cyclic central extension groups of these and the subgroups H are such that the
action of G on the right cosets of H is a faithful and multiplicity free permutation
representation of G. Also, if the subgroups H are not maximal then as obtained from
the database of these groups, we also give in the tables the maximal subgroup of
G which contains H. The notation |G| denotes the order of G, char. no: lists the
positions of the irreducible constituents of the permutation character in the ordinary
character table of G, p ∈ F(X) denotes the prime numbers that occur in the Frame
number of X, char. mod a prime p lists from the list of characters in char. no: those
characters which remain irreducible on reduction modulo p.
We remark here that from the list of groups and subgroups found in mferctbl.gap
we give only some of the groups G and subgroups H of G for which there exists primes
p such that p | |G| and p - F(X).
We also remark that for our purpose the character table of G over a field of charac-
teristic p | |G| was obtained from GAP and hence leave the column corresponding to
p blank if the character table in this case was returned as “fail” in GAP.
From the examples we also note the following exceptions to the conclusions of Re-
mark 3.3.6, owing to the fact that the hypothesis of Theorem 3.3.3 is not satisfied.
(i) Table A.1 : G = M11, H = A6 < A6.23 in char 3. Observe that character
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number 5 is not irreducible modulo 3. In fact,
IHG = IG ⊕ 101 ⊕ 51IG
52
.
(ii) Table A.4 : G = M23 and
(a) H = M22 in char 2. Observe that character number 2 is not irreducible
modulo 2. In fact,
IHG = IG ⊕ 111
112
.
(b) H = L3(4).22 in char 3. Observe that character number 5 is not irreducible
modulo 3. In fact,
IHG = IG ⊕ 221 ⊕ 1041221
1042
.
(c) H = 24 : A7 in char 3. Observe that character number 5 is not irreducible
modulo 3. In fact,
IHG = IG ⊕ 221 ⊕ 1041221
1042
.
(iii) Table A.5 : G = M24, H = 2
6 : 3.A6 < 2
6 : 3.S6 in char 3. Observe that
character number 18 is not irreducible modulo 3. In fact,
IHG = IG ⊕ 2521 ⊕ 4831 ⊕ 10351 ⊕ 77012311
7702
.
The non-simple direct summands in the above permutation modules are uniserial with
the indicated composition series. The notation for the simple non-trivial modules fol-
lows the web page of the Modular Atlas [MOC98]. The structure of these permutation
modules can be derived from the decomposition matrices given in [MOC98], and the
fact that the indecomposable direct summands of a permutation module are liftable.
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Table A.1: G = M11, |G| = 24 × 32 × 5× 11.
H char . no : p ∈ F(X) char . mod
2 3 5 11
A6.23 1, 2 11 1, 2 1, 2 1, 2 1
A6<A6.23 1, 2, 5 2, 11 1, 2 1, 2 1, 2, 5 1, 5
L2(11) 1, 5 2, 3 1 1 1, 5 1, 5
11:5<L2(11) 1, 5, 6, 7, 2, 3, 11 1, 6, 7 1, 9 1, 5, 6, 1, 5, 6,
9, 10 7, 9, 10 10
32:Q8.2 1, 2, 8 3, 5, 11 1, 2, 8 1, 2 1, 2 1, 8
Table A.2: G = M12 , |G| = 26 × 33 × 5× 11.
H char . no : p ∈ F(X) char . mod
2 3 5 11
M11 1, 2 2, 3 1 1 1, 2 1, 2
L2(11)<M11 1, 2, 3, 8, 2, 3 1 1 1, 2, 3, 1, 2, 3,
11 8, 11 8, 11
Table A.3: G = M12.2 , |G| = 27 × 33 × 5× 11.
H char . no : p ∈ F(X) char . mod
2 3 5 11
M11 1, 2, 3 2, 3 1 1, 2 1, 2, 3 1, 2, 3
L2(11).2 1, 3, 9, 12 2, 3 1 1 1, 3, 9, 12 1, 3, 9, 12
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Table A.4: G = M23 , |G| = 27 × 32 × 5× 7× 11× 23.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 23
M22 1, 2 23 1 1, 2 1, 2 1, 2 1, 2 1
L3(4).22 1, 2, 5 2, 7, 11, 23 1 1, 2 1, 2, 5 1, 2 1, 2 1, 5
24:A7 1, 2, 5 2, 7, 11, 23 1 1, 2 1, 2, 5 1, 2 1, 2 1, 5
M11 1, 2, 5, 16 2, 3, 7, 11, 23 1 1, 2, 16 1, 2, 5, 16 1, 2 1, 2 1, 5, 16
Table A.5: G = M24 , |G| = 210 × 33 × 5× 7× 11× 23.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 23
M23 1, 2 2, 3 1 1 1, 2 1, 2 1, 2 1, 2
M22.2 1, 2, 7 2, 3, 11, 23 1 1, 7 1, 2, 7 1, 2, 7 1, 2 1, 2
24:A8 1, 2, 7, 9 2, 3, 5, 11, 23 1 1, 7, 9 1, 2, 7 1, 2, 7, 9 1, 2 1, 2, 9
M12.2 1, 7, 14 2, 7, 11, 23 1 1, 7, 14 1, 7, 14 1, 7 1 1, 14
M12<M12.2 1, 2, 7, 14, 2, 3, 7, 11, 23 1 1, 7, 14 1, 2, 7, 1, 2, 7 1, 2, 17 1, 2, 14,
17 14, 17 17
26:3.S6 1, 7, 9, 14 2, 5, 7, 11, 23 1 1, 7, 9, 14 1, 7, 14 1, 7, 9 1 1, 9, 14
26:3.A6<26:3.S6 1, 7, 9, 14, 2, 5, 7, 11, 23 1 1, 7, 9, 14 1, 7, 14, 1, 7, 9, 1, 18 1, 9, 14,
18 18 18 18
Table A.6: G = McL , |G| = 27 × 36 × 53 × 7× 11.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11
U4(3) 1, 2, 4 2, 3, 5, 11 1, 2 1 1 1, 2, 4 1, 2
M22 1, 2, 4, 9 2, 3, 5, 11 1, 2 1 1, 9 1, 2, 4, 9 1, 2
U3(5) 1, 2, 4, 9, 14 2, 3, 5, 11 1, 2 1, 14 1, 9 1, 2, 4, 9, 14 1, 2
2.A8 1, 4, 9, 14, 2, 3, 5, 11 1 1, 14 1, 9, 20 1, 4, 9, 14, 1, 15, 20
15, 20 15, 20
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Table A.7: G = Ru , |G| = 214 × 33 × 53 × 7× 13× 29.
H char . no : p ∈ F(X) char . mod
2 3 5 7 13 29
2F4(2)′.2 1, 5, 6 2, 5, 7, 29 1 1, 5, 6 1, 5 1, 6 1, 5, 6 1, 5
2F4(2)′≤2F4(2)′.2 1, 4, 5, 6, 7 2, 5, 7, 29 1 1, 4, 5, 1, 5 1, 4, 6, 1, 4, 5, 1, 4, 5,
6, 7 7 6, 7 7
Table A.8: G = Suz , |G| = 213 × 37 × 52 × 7× 11× 13.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 13
G2(4) 1, 4, 5 2, 3, 11 1 1 1, 4, 5 1, 4, 5 1, 5 1, 4, 5
U5(2) 1, 2, 3, 9, 2, 3, 5, 7, 13 1 1 1, 2, 9, 1, 2, 3, 1, 2, 3, 9, 1, 2, 3, 11, 12
11, 12 12 11 11, 12
Table A.9: G = Suz.2 , |G| = 214 × 37 × 52 × 7× 11× 13.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 13
G2(4).2 1, 7, 9 2, 3, 11 1 1 1, 7, 9 1, 7, 9 1, 9 1, 7, 9
G2(4)<G2(4).2 1, 2, 7, 8, 9, 2, 3, 11 1 1, 2 1, 2, 7, 8, 1, 2, 7, 8, 1, 2, 9, 1, 2, 7, 8,
10 9, 10 9, 10 10 9, 10
U5(2).2 1, 4, 5, 14, 19, 2, 3, 5, 7, 13 1 1 1, 4, 14, 1, 4, 5, 1, 4, 5, 1, 4, 5,
21 21 19 14, 19, 21 20, 21
U5(2)≤U5(2).2 1, 2, 3, 4, 5, 2, 3, 5, 7, 13 1 1, 2 1, 2, 3, 4, 1, 2, 3, 4, 1, 2, 3, 1, 2, 3,
6, 14, 15, 18, 14, 15, 5, 6, 4, 5, 6, 4, 5, 6,
19, 20, 21 20, 21 18, 19 14, 15, 18, 19,
18, 19, 20, 21
20, 21
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Table A.10: G = Co3 , |G| = 210 × 37 × 53 × 7× 11× 23.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 23
McL.2 1, 5 2, 3, 23 1 1 1, 5 1, 5 1, 5 1
McL<McL.2 1, 2, 4, 5 2, 3, 5, 23 1 1 1, 2, 5 1, 2, 4, 5 1, 2, 4, 5 1, 2, 4
HS 1, 2, 5, 9, 2, 3, 5, 23 1 1 1, 2, 5 1, 2, 5, 9, 1, 2, 5, 9, 1, 2, 9,
15 15 15 15
M23 1, 2, 4, 5, 9, 2, 3, 5, 7, 23 1 1 1, 2, 5, 1, 2, 5, 9, 1, 2, 4, 5, 9, 1, 2, 9,
13, 15, 24 24 13, 15 13, 15, 24 15, 24
Table A.11: G = He , |G| = 210 × 33 × 52 × 73 × 17.
H char . no : p ∈ F(X) char . mod
2 3 5 7 17
S4(4).2 1, 2, 3, 6, 9 2, 3, 7 1, 2, 3 1, 2, 3, 9 1, 2, 3, 6, 9 1 1, 2, 3, 6, 9
Table A.12: G = He.2 , |G| = 211 × 33 × 52 × 73 × 17.
H char . no : p ∈ F(X) char . mod
2 3 5 7 17
S4(4).4 1, 3, 5, 9 2, 3, 7 1, 3, 5 1, 3, 9 1, 3, 5, 9 1 1, 3, 5, 9
Table A.13: G = ON , |G| = 29 × 34 × 5× 73 × 11× 19× 31.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 19 31
L3(7).2 1, 2, 7, 8, 2, 3, 5, 7, 11, 1, 2 1, 2 1, 7, 1 1, 7, 1, 2, 7, 8, 1, 8
11 31 8 8, 11 11
L3(7)<L3(7).2 1, 2, 7, 8, 2, 3, 5, 7, 11, 1, 2 1, 2 1, 7, 1 1, 7, 1, 2, 7, 8, 1, 8,
10, 11, 18 31 8, 10 8, 11 10, 11, 18 10, 18
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Table A.14: G = HN , |G| = 214 × 36 × 56 × 7× 11× 19.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 19
A12 1, 2, 3, 4, 5, 8 2, 3, 5, 7, 19 1, 2, 3, 1, 2, 3, 1, 2, 3
10, 11, 12, 4, 5, 11, 4, 5, 8, 4, 5, 10,
18, 20, 23, 12, 20, 10, 11, 11, 12,
12, 18, 18, 20,
20, 23 23
Table A.15: G = Ly , |G| = 28 × 37 × 56 × 7× 11× 31× 37× 67.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 31 37 67
G2(5) 1, 4, 11, 2, 3, 5, 7, 11, 1, 4, 1, 4, 1, 4, 11, 1, 14 1, 4,
12, 14 37, 67 12, 14 11, 14 12, 14 12, 14
Table A.16: G = Fi22 , |G| = 217 × 39 × 52 × 7× 11× 13.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 13
2.U6(2) 1, 3, 7 2, 3, 5, 13 1, 7 1, 3, 7 1, 3, 7 1, 3
O7(3) 1, 3, 9 2, 3, 5, 11 1, 9 1, 3, 9 1, 3 1, 3, 9
O+8 (2):S3 1, 7, 9, 13 2, 3, 5, 11, 13 1, 7, 9 1, 7, 9, 13 1, 7, 13 1, 3, 13
O+8 (2):3<O
+
8 (2):S3 1, 4, 7, 8, 2, 3, 5, 11, 13 1, 4, 7, 1, 4, 7, 8, 1, 4, 7, 1, 4, 8,
9, 13, 15 8, 9, 15 9, 13, 15 8, 13, 15 9, 13, 15
O+8 (2):2<O
+
8 (2):S3 1, 3, 7, 9, 2, 3, 5, 11, 13 1, 7, 9, 1, 3, 7, 9, 1, 3, 7, 1, 3, 9,
13, 14, 17 17 13, 14, 17 13, 14, 13, 14,
17 17
210:M22 1, 2, 3, 5, 7 2, 3, 5, 13 1, 2, 5, 1, 2, 3, 5, 1, 2, 3, 1, 2, 3,
10, 11, 17 7, 10, 7, 10, 11, 5, 7, 10, 5, 10, 11,
17 17 11, 17 17
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Table A.17: G = J2 , |G| = 27 × 32 × 52 × 7.
H char . no : p ∈ F(X) char . mod
2 3 5 7
U3(3) 1, 6, 7 2, 5 1, 6 1, 6, 7 1 1, 6, 7
Table A.18: G = Co2 , |G| = 218 × 36 × 53 × 7× 11× 23.
H char . no : p ∈ F(X) char . mod
2 3 5 7 11 23
U6(2).2 1, 4, 6 2, 3, 5, 23 1 1, 4 1, 4 1, 4, 6 1, 4, 6 1, 6
U6(2)<U6(2).2 1, 2, 4, 2, 3, 5, 23 1 1, 2, 4 1, 4 1, 2, 4, 1, 2, 4, 1, 2, 6,
6, 7 6, 7 6, 7 7
210:M22:2 1, 4, 6, 2, 3, 5, 7, 1 1, 4 1, 4, 14, 1, 4, 6, 1, 4, 6, 1, 6, 14,
14, 17 23 17 14 14, 17 17
210:M22<210:M22:2 1, 2, 4, 6, 2, 3, 5, 7, 1 1, 4 1, 4, 14, 1, 2, 4, 1, 2, 4, 1, 2, 6,
7, 14, 17, 23 17, 20 6, 7, 6, 7, 14, 7, 14,
20 14, 20 17, 20 17, 20
McL 1, 2, 4, 7, 2, 3, 5, 23 1 1, 4 1, 4, 14 1, 2, 4, 1, 2, 4, 1, 2, 7,
14, 18 7, 14, 7, 14, 14, 18
18 18
HS.2 1, 4, 6, 2, 3, 5, 7, 1 1, 4, 1, 4, 14, 1, 4, 6, 1, 4, 6, 1, 6, 14,
14, 17, 23 27, 33 17 14 14, 17, 17, 27,
27, 33 27, 33 33
HS 1, 2, 4, 2, 3, 5, 7, 1 1, 4, 1, 4, 14, 1, 4, 6, 1, 2, 4, 1, 2, 6,
6, 7, 14, 23 27, 33 17, 20 7, 14, 6, 7, 14, 7, 14,
17, 18, 20, 18, 20, 17, 18, 17, 18,
27, 33, 38 38 20, 27, 20, 27,
33, 38 33, 38
Appendix B
Hash Functions and GAP Functions
In the tables that follow we give the hash functions and the GAP functions for the
enumeration of the Su2-orbit, the suborbits of Su2 and the collapsed adjacency ma-
trices of the group-case association scheme for the cases u = 3, 4 as referred to in
Section 4.2.
In Table B.1 we give the hash functions and in Table B.2 we give the initializations
for the cases u = 3, 4.
The GAP function in Table B.3 does the normalization of the vectors.
In Table B.4 we give the GAP function to obtain the Su2-orbit. In this the output
of the GAP function QuickOrbit is a record consisting of the Su2-orbit stored in orb
and the position of the vectors in the hash table, stored in ht.
We obtain the suborbits of Su2 from the GAP function given in Table B.5. The output
of the GAP function QuickSubOrbits is a list indicating the suborbit to which the
points in the orbit belong.
The collapsed adjacency matrices are obtained using the GAP function in Table B.8
where the representatives gk of (4.5) are given in Table B.6.
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Table B.1: Hash function.
## the first 95 primes, i.e. those <=500, to adjust hash lengths
PRIMES :=
[ 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73,
79, 83, 89, 97, 101, 103, 107, 109, 113, 127, 131, 137, 139, 149, 151, 157, 163,
167, 173, 179, 181, 191, 193, 197, 199, 211, 223, 227, 229, 233, 239, 241, 251,
257, 263, 269, 271, 277, 281, 283, 293, 307, 311, 313, 317, 331, 337, 347, 349,
353, 359, 367, 373, 379, 383, 389, 397, 401, 409, 419, 421, 431, 433, 439, 443,
449, 457, 461, 463, 467, 479, 487, 491, 499 ];
## q: field size, q<>2; dim: length of vectors; len: hash length
##
InitHT := function(q,dim,len)
local ht, n, f, qq, bytes, b, p;
ht := rec();
ht.collisions := 0;
ht.accesses := 0;
ht.nr := 0;
ht.els := [];
ht.vals := [];
ht.eqf := EQ_VEC8BIT_VEC8BIT;
# adjust hash length
ht.len := len;
if ht.len <= 100 then
ht.len := 101; # smallest admissible integer larger than 100
# 2^(28)-1 = 268435456-1 maximal list length
# 268435429 largest admissible integer less than 2^28
# 10000007 smallest admissible integer larger than 10^7
elif ht.len >= 100000000 then
ht.len := 100000003; # smallest admissible integer larger than 10^8
else
n := 0;
while n <= 24 do # up to 100
n := n+1;
if (ht.len mod PRIMES[n]=0) then
ht.len := ht.len+1;
n := 0;
fi;
od;
fi;
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Table B.1: Hash function, continued.
# choose hash function
ht.param := [];
ht.hf := function(v,param)
return NUMBER_VEC8BIT(v);
end;
return ht;
end;
**************************
ValueHT := function(ht,x)
local h;
ht.accesses := ht.accesses+1;
h := (ht.hf(x,ht.param) mod ht.len)+1;
while IsBound(ht.els[h]) and not(ht.eqf(ht.els[h],x)) do
h := h+1;
ht.collisions := ht.collisions+1;
if h > ht.len then
h := 1;
fi;
od;
if not IsBound(ht.els[h]) then
return fail;
else
return ht.vals[h];
fi;
end;
**************************
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Table B.1: Hash function, continued.
AddHT := function(ht,x,val)
local h;
ht.accesses := ht.accesses+1;
if ht.len <= ht.nr+1 then
Error("Hash table full!\n");
fi;
h := (ht.hf(x,ht.param) mod ht.len)+1;
while IsBound(ht.els[h]) do
h:= h+1;
ht.collisions := ht.collisions+1;
if h > ht.len then
h := 1;
fi;
od;
ht.els[h] := x;
ht.vals[h] := val;
ht.nr := ht.nr+1;
return h;
end;
**************************
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Table B.1: Hash function, continued.
ChangeHT := function(ht,x,val)
local h;
ht.accesses := ht.accesses+1;
h := (ht.hf(x,ht.param) mod ht.len)+1;
while IsBound(ht.els[h]) and not(ht.eqf(ht.els[h],x)) do
h := h+1;
ht.collisions := ht.collisions+1;
if h > ht.len then
h := 1;
fi;
od;
ht.vals[h] := val;
return h;
end;
**************************
StatisticsHT:=function(ht)
Print("\#I StatisticsHT: len=",ht.len,", nr=",ht.nr,
", acc=",ht.accesses,", coll=",ht.collisions,"\n");
end;
**************************
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Table B.2: Initializations for cases u = 3, 4.
##
## Initializations for the case u = 3
##
k := Z(3);
kk := k^2;
orig1 := [(1,2,3,4,5,6,7,8,9),(1,2)];
gens1 := List(orig1,x->ListPerm(x^(-1)));
Append(gens1[2],[3,4,5,6,7,8,9]);
orig2 := [ (1,2,3), (1,2), (4,5,6), (4,5), (7,8,9), (7,8),
(1,4,7)(2,5,8)(3,6,9), (1,4)(2,5)(3,6) ];
gens2 := List(orig2,x->ListPerm(x^(-1)));
Append(gens2[1],[4,5,6,7,8,9]);
Append(gens2[2],[3,4,5,6,7,8,9]);
Append(gens2[3],[7,8,9]);
Append(gens2[4],[6,7,8,9]);
Append(gens2[6],[9]);
Append(gens2[8],[7,8,9]);
v := [0,0,0,1,1,1,k,k,k]*k^0;;
ConvertToVectorRep(v,3);
**************************
##
## Initializations for the case u = 4
##
f := Z(2^2);
ff := f^2;
vec := [0,0,0,0,1,1,1,1,f,f,f,f,ff,ff,ff,ff]*f^0;;
ConvertToVectorRep(vec,4);
orig := [(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16),(1,2)];
gens := List(orig,x->ListPerm(x^(-1)));
Append(gens[2],[3,4,5,6,7,8,9,10,11,12,13,14,15,16]);
orig2 := [(1,2,3,4), (1,2),
(1,5,9,13)(2,6,10,14)(3,7,11,15)(4,8,12,16),
(1,5)(2,6)(3,7)(4,8) ];
orig22 := [Product(orig2{[1,2,3]}),Product(orig2{[2,4]})];
stabgens := List(orig22,x->ListPerm(x^(-1)));
Append(stabgens[2],[9,10,11,12,13,14,15,16]);
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Table B.3: Normalization of vectors.
##
## for projective and additive normalization,
## now special code for GF(4),
## pt <> 0, changes pt
##
QuickNormalize:=function(pt,onevec,root)
local pos, f, p;
ADD_ROWVECTOR_VEC8BITS_3(pt,onevec,-ELM_VEC8BIT(pt,LEN_VEC8BIT(pt)));
pos := RIGHTMOST_NONZERO_VEC8BIT(pt);
MULT_ROWVECTOR_VEC8BITS(pt,ELM_VEC8BIT(pt,pos)^(-1));
repeat
pos := pos-1;
f := ELM_VEC8BIT(pt,pos);
until f >= root;
if f <> root then
ASS_VEC8BIT(pt,pos,f^(-1));
pos := pos-1;
for p in [pos,pos-1..1] do
f := ELM_VEC8BIT(pt,p);
if f >= root then
ASS_VEC8BIT(pt,p,f^(-1));
fi;
od;
fi;
end;
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Table B.4: Computes the Su2-orbit.
## pt : compressed vector over a finite field, different from GF(2)
## gens : permutation generators as PermLists
## len : hash length
##
QuickOrbit := function(pt,gens,len)
local l, q, root, onevec, ht, p, n, orb, g, np, val;
l := Length(pt);
q := Q_VEC8BIT(pt);
root := Z(q);
onevec := List([1..l],i->root^0);
ConvertToVectorRep(onevec,q);
ht := InitHT(q,l,len);
p := SHALLOWCOPY_VEC8BIT(pt);
QuickNormalize(p,onevec,root);
n := 1;
orb := [p];
AddHT(ht,p,n);
for p in orb do
for g in gens do
np := p{g};
if not EQ_VEC8BIT_VEC8BIT(p,np) then
QuickNormalize(np,onevec,root);
val := ValueHT(ht,np);
if val = fail then
n := n+1;
Add(orb,np);
AddHT(ht,np,n); # n is the position of np in orb
if n mod 10000 = 0 then
Print(n," \c");
fi;
fi;
fi;
od;
od;
Print("\n");
Print("# QuickOrbit: orbit has length ",n,"\n");
return rec(orb := orb, ht := ht);
end;
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Table B.5: Computes the Su2-suborbits.
## orbinfo : output of QuickOrbit
## stabgens : permutation generators as PermLists
##
QuickSubOrbits := function(orbinfo,stabgens)
local ht, orb, l, q, root, onevec, n, nr, c, sum, i, m, new, p, g, np, val;
ht := orbinfo.ht;
orb := orbinfo.orb;
l := Length(orb[1]);
q := Q_VEC8BIT(orb[1]);
root := Z(q);
onevec := List([1..l],i->root^0);
ConvertToVectorRep(onevec,q);
n := Length(orb);
nr := [1..n]*0;
c := 0;
sum := 0;
i := 0;
repeat
i := i+1;
if nr[i] = 0 then # hit a vector not yet in a suborbit
c := c+1;
Print("\#I suborbit ",c,", \c");
nr[i] := c;
m := 1;
new := [orb[i]];
for p in new do
for g in stabgens do
np := p{g};
if not EQ_VEC8BIT_VEC8BIT(p,np) then
QuickNormalize(np,onevec,root);
val := ValueHT(ht,np);
if val = fail then
Error("Vector not in orbit\n");
else # val is the position of np in orb
if nr[val] = 0 then
nr[val] := c;
m := m+1;
Add(new,np);
fi;
fi;
fi;
od;
od;
sum := sum+m;
Print("length ",m,", total ",sum,"\n");
fi;
until sum = n;
return nr;
end;
128 Appendix B. Hash, GAP Functions
Table B.6: Representatives gk for cases u = 3, 4.
## Representatives g_k for the case u = 3
##
gk3 := [ [ 2, 1, 3, 4, 5, 6, 7, 8, 9 ], [ 9, 1, 2, 3, 4, 5, 6, 7, 8 ], [ 1, 2, 4, 3, 5, 6, 7, 8, 9 ],
[ 9, 1, 4, 2, 3, 5, 6, 7, 8 ], [ 4, 7, 1, 8, 2, 5, 3, 6, 9] ];
## Representatives g_k for the case u = 4
##
gk4 := [ [ 2, 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 ],
[ 16, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 ],
[ 16, 15, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 ],
[ 1, 2, 3, 5, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 ],
[ 16, 1, 2, 5, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 ],
[ 16, 15, 1, 5, 2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14 ],
[ 1, 2, 3, 5, 4, 6, 7, 9, 8, 10, 11, 12, 13, 14, 15, 16 ],
[ 16, 15, 14, 5, 1, 2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13 ],
[ 16, 1, 2, 5, 3, 4, 6, 9, 7, 8, 10, 11, 12, 13, 14, 15 ],
[ 1, 2, 3, 5, 4, 6, 7, 8, 9, 10, 11, 13, 12, 14, 15, 16 ],
[ 1, 2, 3, 5, 4, 6, 7, 9, 8, 10, 11, 13, 12, 14, 15, 16 ],
[ 16, 15, 1, 5, 2, 3, 4, 9, 6, 7, 8, 10, 11, 12, 13, 14 ],
[ 16, 1, 2, 5, 3, 4, 6, 7, 8, 9, 10, 13, 11, 12, 14, 15 ],
[ 1, 2, 3, 9, 4, 5, 6, 7, 8, 10, 11, 13, 12, 14, 15, 16 ],
[ 16, 1, 2, 5, 3, 4, 6, 9, 7, 8, 10, 13, 11, 12, 14, 15 ],
[ 9, 13, 14, 1, 15, 2, 3, 5, 4, 6, 7, 10, 8, 11, 12, 16 ],
[ 16, 15, 1, 5, 2, 3, 4, 6, 7, 8, 9, 14, 10, 11, 12, 13 ],
[ 16, 1, 2, 9, 3, 4, 5, 6, 7, 8, 10, 13, 11, 12, 14, 15 ],
[ 16, 1, 2, 5, 3, 4, 6, 13, 7, 8, 9, 10, 11, 12, 14, 15 ],
[ 9, 13, 14, 5, 15, 1, 2, 3, 4, 6, 7, 10, 8, 11, 12, 16 ],
[ 1, 2, 5, 6, 3, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 ],
[ 16, 15, 1, 2, 13, 3, 4, 9, 5, 6, 7, 8, 10, 11, 12, 14 ],
[ 1, 2, 5, 6, 3, 4, 7, 8, 9, 10, 11, 13, 12, 14, 15, 16 ],
[ 9, 10, 13, 1, 14, 15, 2, 5, 3, 4, 6, 11, 7, 8, 12, 16 ],
[ 1, 2, 5, 6, 3, 4, 7, 9, 8, 10, 11, 13, 12, 14, 15, 16 ],
[ 9, 10, 13, 5, 14, 15, 1, 2, 3, 4, 6, 11, 7, 8, 12, 16 ],
[ 9, 13, 1, 5, 14, 15, 2, 3, 4, 6, 7, 8, 10, 11, 12, 16 ],
[ 9, 1, 2, 13, 3, 4, 14, 5, 15, 6, 7, 8, 10, 11, 12, 16 ],
[ 9, 13, 1, 5, 14, 15, 2, 3, 4, 6, 7, 10, 8, 11, 12, 16 ],
[ 9, 1, 2, 13, 3, 4, 14, 5, 15, 6, 7, 10, 8, 11, 12, 16 ],
[ 16, 15, 5, 6, 1, 2, 3, 4, 7, 8, 9, 10, 11, 12, 13, 14 ],
[ 9, 10, 1, 2, 11, 3, 5, 6, 4, 7, 8, 12, 13, 14, 15, 16 ],
[ 16, 5, 1, 9, 6, 7, 2, 3, 4, 10, 11, 8, 12, 13, 14, 15 ],
[ 9, 1, 2, 13, 3, 4, 14, 10, 15, 5, 6, 7, 8, 11, 12, 16 ],
[ 9, 10, 1, 5, 11, 2, 3, 6, 4, 7, 8, 12, 13, 14, 15, 16 ],
[ 1, 2, 3, 13, 4, 14, 5, 9, 15, 6, 7, 8, 10, 11, 12, 16 ],
[ 9, 13, 1, 5, 14, 15, 2, 6, 3, 4, 7, 10, 8, 11, 12, 16 ],
[ 1, 2, 5, 6, 3, 4, 7, 8, 9, 10, 13, 14, 11, 12, 15, 16 ],
[ 5, 6, 1, 9, 7, 2, 3, 10, 4, 11, 13, 8, 12, 14, 15, 16 ],
[ 16, 5, 1, 9, 6, 7, 2, 3, 4, 10, 13, 8, 11, 12, 14, 15 ],
[ 9, 1, 2, 13, 3, 4, 14, 10, 15, 5, 6, 11, 7, 8, 12, 16 ],
[ 9, 13, 1, 5, 14, 2, 3, 6, 4, 7, 10, 15, 8, 11, 12, 16 ],
[ 5, 9, 13, 1, 10, 14, 2, 6, 15, 3, 7, 11, 4, 8, 12, 16 ] ];
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Table B.7: Sorts the vectors into their suborbits.
## Suborbits as a list of positions of the vectors in S_{u^2}-orbit.
## qso : output of QuickSubOrbits
## d : number of suborbits
ElmPosSubOrb := function(qso,d)
local i, l, p, j, pos;
l := [];
for i in [1..d] do
p := [Position(qso,i)];
j := 0;
repeat
j := j+1;
pos := Position(qso,i,p[j]);
if pos <> fail then
Add(p, pos);
fi;
until pos = fail ;
Add(l,p);
od;
return l;
end;
**************************
## Suborbits sorted
## orbinfo : output of QuickOrbit
## epos : output of ElmPosSubOrb
ElmSubOrb := function(orbinfo,epos)
local i, so, ll, j, eso, orb;
orb := orbinfo.orb;
so := [];
for i in [1..Length(epos)] do
eso := [];
for j in [1..Length(epos[i])] do
Add(eso, orb[epos[i][j]]);
od;
so[i] := eso;
od;
return so;
end;
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Table B.8: Computes the collapsed adjacency matrices.
## einso : output of ElmSubOrb
## epos : output of ElmPosSubOrb
## gk : representatives g_k (gk3 for u = 3, gk4 for u = 4)
## orbinfo : output of QuickOrbit
##
CollapsedAdjMats := function(einso,epos,gk,orbinfo)
local i,j,np,wgk,val,onevec,ht, k, root, orb,l,q, mat,m,n,o;
ht := orbinfo.ht;
orb := orbinfo.orb;
l := Length(orb[1]);
q := Q_VEC8BIT(orb[1]);
root := Z(q);
wgk := [];
mat := [];
onevec := List([1..l],i->root^0);
ConvertToVectorRep(onevec,q);
for k in [1..Length(einso)] do
wgk[k] := [];
mat[k] := [];
for j in [1..Length(gk)] do
wgk[k][j] := [];
for i in [1..Length(einso[k])] do
np := einso[k][i]{gk[j]};
QuickNormalize(np,onevec,root);
val := ValueHT(ht,np);
Add(wgk[k][j],val);
od;
od;
for o in [1..Length(epos)] do
mat[k][o] := [];
for n in [1..Length(wgk[k])] do
mat[k][o][n] := Number(Intersection(epos[o],wgk[k][n]));
od;
od;
od;
return mat;
end;
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