Summary-A standard method for testing and realizing a threshold function is to solve a set of linear inequalities in which the unknowns are the n weights to be assigned to the n variables. In this paper a simple method of solving this set of inequalities is presented. Instead of using the weights themselves as the unknowns, a set of n new unknowns, the incremental weights Aal, Aa2, * -, Aa,-,, together with the lowest weight an, is used. This change of unknowns results in a simpler set of inequalities which, in turn, furnishes direct information on 1-realizabilityl of the function and on the assignment of weights for realization, often without the necessity for trial and adjustment.
=an ordered n-tuple (or vector) of n binary variables xi= a Boolean variable assuming a value of either "1" or"0" for (i=1, 2, * * * ,n) A = (a1, a2, a,) = an ordered n-tuple (or vector) of n coefficients for the n variables in the algebraic function ai= a coefficient called the weight of xi for (i=1,2, * * * n) T= a constant called the threshold value. 
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I "1-realizability" is the capability of a Boolean function to be realized by a single threshold logic element. It is used interchangeably with "linear separability."
2 "Threshold function" is used interchangeably with "linearly separable function" and "1-realizable function." (3) The properties of threshold functions have been studied quite intensively in the past few years. The existence of a solution to the set of inequalities (3) is certainly a necessary and sufficient condition for a Boolean function F(X) to be a threshold function.
Apart from this, it was shown by Winder [1 ] that complete monotonicity is a necessary but not sufficient condition.' However, no other simple sufficient condition has been found so far. Quite a few practical methods for testing and realization essentially based on these two basic conditions, inequalities and monotonicity, have been developed. Elgot [2] and Winder [3] first and independently made a careful study of the reduction and solution of the basic system of inequalities. Muroga [4] , [5] and Minnick [6] used the linear programming approach to the solution of the set of inequalities. Muroga also studied the reduction problem extensively and studied a condition equivalent to Winder's complete monotonicity. Akers attacked the problem using a method based on game theory, which is a variation of the linear programming methods with normalized weights and threshold value [7] . Coates, Kirchner and Lewis developed a complicated method in which a tree is first formed to detect inconsistency and to locate the ranges of the weights of the variables, and then assignment of weights made within the small ranges by trial [8] , [9] . Winder's complete method consists of checking for monotonicity and then solving a minimum set of irredundant inequalities [1] . Gabelman developed an iterative synthesis method, also starting from reducing the number of inequalities to an irredundant minimum, but ending in assigning weights by successive trials, guided by the constraints of the inequalities [10] . His idea is very close to the basic idea developed in this paper.
Usually the inequalities are solved for the weights a1, a2, * , an of the n variables. Assume that the ordering of weights is already found (see References) , and that the subscripts of ai are in ascending order according to the descending order of weights, i.e., a,l> a2> a3 > ... > an.
(Symmetric variables are assigned the same index, as will be seen below.) Let us express the weights a,, a2, * an-, in terms of weight an and the differences between successive weights, Aai = ai-a2, A2 = a2-a3, * . * etc., which will be called incremental weights. Then the inequalities have n new unknowns Aal, Aa2, ***, an-1, and an instead of a1, a2, -and an. A comparison of the set of inequalities will reveal the relative magnitudes of all or most of these differences of weights or incremental weights. Thus we can find an ordering of incremental weights. To distinguish the ordering of incremental weights from the ordering of weights themselves, we shall call the latter primary ordering, and the former secondary ordering. The method presented in this paper may be called the secondary ordering method.
Once the secondary ordering is found, and if the incremental weights do not have second-order differences, the minimal integral-weights assignment can be made by assigning "1" to the smallest of the incremental weights (including the weight an) and by successively adding "1" to the next larger incremental weight.
In case the Boolean function is not a threshold function and is therefore not 1-realizable, an inconsistent relation can be found from the inequalities of incremental weights.
Thus the method presented in this paper is also based on the solution of a set of inequalities, but with the important difference that inequalities in incremental weights instead of weights themselves are solved, resulting in the advantage that more information is obtained which will lead both to the testing for 1-realizability and to the direct assignment of minimal integral weights for the realization of the function, often without the necessity for trial and adjustment.
In fact, the concept of incremental weights is conveyed implicitly in Gabelman's method [10] where the first trial is based on an assumption equivalent to each incremental weight being equal to unity, or Aal= Aa2= Aa3 = * = Aa._, = an= 1. This is, of course, the assignment of possible smallest integral weights, but usually adjustment or increase of the incremental weights is required.
II. ASSUMPTIONS AND NOTATIONS Before going into the details of this method, the assumptions and notations in this paper should be clarified.
It is assumed that all functions considered in this paper are unate and have no complemented (or negated) variables. Unateness is a necessary condition for threshold functions. Complemented variables can be converted into uncomplemented ones by changing the signs of the weights of the converted variables and the magnitude of the threshold value T at the same time. So there is no loss of generality if we consider functions of uncomplemented variables only.
The weights of all variables are assumed to be positive integers. The weights are all positive because the variables are all uncomplemented; they are all integers because otherwise there would be no criterion for minimal weights assignmeiit. Besides, in terms of some physical realizations, it is convenient and practical, if not absolutely necessary, to have integral weights.
The Boolean variables are denoted by xi where the subscript i is in ascending order according to the descending order of the weights of the variables, if the ordering of weights is known. Thus, for n variables Xi, x2, . . . Xn, it is assumed that the primary ordering is a, > a2 > a3 > ... > an.
The weights are denoted by as, where the subscript i corresponds to the subscript of the variable associated. In the inequalities g(A) > T and g(A) < T, these weights are called "unknowns."
In certain Boolean functions there is symmetry-in some or all the variables. When a function is symmetric in m variables, we assume that the symmetric variables all have the same weight, although it is sometimes possible to assign different weights to them. Assignment of same weight to symmetric variables usually, though not necessarily, leads to minimal weight values.
The same subscript is used for m symmetric variables, and a superscript j is used to denote the order of symmetric variables in a term or terms. This notation is adopted to avoid confusion and because the product of j symmetric variables has the same weight as j times the weight of each variable, and therefore such a prod-uct, insofar as its weight is concerned, is equivalent to a variable raised to jth power. Thus xii stands for the sum of all the products of j symmetric variables ranked ith in weight in the primary ordering. As another instance, let us consider Moore's example, as quoted quite often in the literature [1] , [9] . It is a function of 12 variables: a, b, c, * -, 1 
I I I. PROCEDURE
The procedures of testing for 1-realizability and for realization (or assignment of weights) are combined together, as they are closely related and it seems to be unnatural and inconvenient to separate them. The steps in this combined procedure are as follows:
1) Check for unateness and for no complementation. Check for unateness and change all complemented variables into uncomplemented ones.
2) Reduction of the function F and its complementary function F' to their minimum sum-of-products form. Reduce the given function F to its minimum sum-ofproducts form and find the complementary function F'. Express F' entirely in complementary variables without uncomplemented ones, and then reduce it to its minimum sum-of-products form, too.
3) Primary ordering. Find the primary ordering of weights by established methods [1] , [4] , [8] . Thus a,l> a2> a3 > . . . > a,,.
4) Inequalities in A. Write p inequalities of the form g(A) > T corresponding to the p terms in the minimum sum-of-products form of F. This set of p inequalities also corresponds to the subset {L } of lowest vertices in Gabelman's vector space terminology [10] . Similarly write q inequalities of the form g(A) < T corresponding to the q terms of the minimum sum-of-products form of F'. This set of q inequalities also corresponds to the subset { H } of highest vertices. The common terms on both sides of each inequality are to be deleted again. It seems that in changing inequalities (5) and (6) into (7), the number of inequalities is increased from p'+q' to p'Xq', and that this complicates rather than simplifies the problem. But actually this is not the case, as will be explained later. We shall now discuss the justification for this method in some detail.
If the Boolean function tested is not a threshold function, this fact will be manifested as one or more contradictions in the set of inequalities in weights. We do not lose any information in deleting redundant inequalities. Since the set of inequalities in incremental weights is a direct transformation of the set of inequalities in weights, no information is lost here, either. So if the function tested is not a threshold function, there must exist one or more contradictions in the inequalities (7) .
If the function tested is a threshold function, there must exist a primary ordering and also a minimal integral-weights assignment. There must also exist a set of incremental weights, which can be ordered. In other words, there must exist a secondary ordering. We may consider the case Aa1= Aa2= ** an as a special case of secondary ordering, in which all the incremental weights are equal. Out of the inequalities (7) some may be redundant as revealed by the incremental weights. They are to be deleted.
All or a major part of the secondary ordering is manifested as direct comparison of incremental weights. Inequalities (7) are so arranged that the left side is always greater than the right. Thus, although the total number of inequalities (7) is large, there are some simple inequalities from which we can obtain information on secondary ordering, which is a refinement of primary ordering. So the number of inequalities used to determine secondary ordering is usually not large compared with P'+q'. The idea of this method is to obtain as much information on the relative magnitudes of the weights as possible from the inequalities in a straightforward way by introducing the incremental weights.
There may be certain incremental weights which have no direct comparison with others. For instance, Aca3 in Section IV, Example A, is such an incremental weight and is assigned a minimum value "1." In this Example and many others not given in this paper, this turns out to be correct, although this is not necessarily so. If there is no contradiction and the assignment of incremental weights does not satisfy some of inequalities (6), then we have to readjust those incremental weights that have no direct comparison. Here we do need a certain amount of cut and trial.
There is another point to be clarified. This method works well for functions of moderate n but there seems to be no assurance for functions of large n. However, there is a greater probability for having direct comparison when n is large than when n is small. Suppose we have Aal > Aca3. This implies that there may exist an n-tuple x1x2'x31x4 Y contained in the function F and another n-tuple x1'x2x3x4'Y contained in the complementary function F', where Y is the product of the remaining n -4 variables, each variable being either complemented or uncomplemented. When n is small, sometimes such a pair of n-tuples does not exist. But as n increases, the -number of n-tuples subsuming x1x2'X3'x4 or Xl'x2x3x4', being equal to 2n-4 increases rapidly. If such a pair of n-tuples exists, there is an inequality of direct comparison Aa1> Aa3. Therefore, for large n, there is a large probability of direct comparison between incremental weights in the inequalities (7) . So the applicability of this method to functions of large n seems to be justified.
If the function is a threshold function and if the secondary ordering obtained is correct, the assignment may still not satisfy some of the inequalities (6) and (7) . In this case, the only remaining possibility is that there exists some ordering among the differences of incremental weights. This ordering is called tertiary ordering. To find this tertiary ordering, we can express the incremental weights in terms of second-order incremental weights, and a procedure similar to that dealing with secondary ordering may be used. Usually for moderate n this is unlikely to happen. The detailed techniques for tertiary ordering have not been studied, and it is doubtful whether such a pure theoretical investigation is justified. (In fact, sometimes higher-order differences are manifested in some of the type c) inequalities of incremental weights, and a correct assignment may be obtained from this method without the necessity of resorting to tertiary ordering.) 8 ) Secondary ordering and assignment of incremental weights. Delete redundant and type a) inequalities in inequalities (7) . Determine secondary ordering from types b), c), and d) in inequalities (7) . If a complete secondary ordering is determined, assign "1" to the smallest incremental weight, and successively add "1" to each next larger incremental weight.
If a complete secondary ordering cannot be determined from Step .p +q') is at least smaller than T-C by "1." 10) Determination of T and weights realization. If Step 9) is satisfied, the function is a threshold function and is 1-realizable. Then use (4) to determine the weights of the variables.
The threshold value is T= M+C.
Because of the way in which assignment is made, as described in Step 8), the weights thus found are the minimum values that can be assigned. 11) Check for contradiction and readjustment. If Step 9) is not satisfied, we have to check through all the irredundant inequalities (7) for any contradiction. A contradiction exists if and only if there is a cycle of the form a>b>c> ... >a.
If there is any contradiction, the function is not a threshold function and is not 1-realizable. If there is no contradiction, the function is still 1-realizable and the dissatisfaction of Step 9) is due to either of the following: a) assignment of minimum values to those incremental weights which do not have sufficient direct comparison with others, or b) tertiary or higher ordering which has not been considered. To check for cause a), successively increase one of those incremental weights that do not have sufficient direct comparison by "1" at a time and for each case go through Step 9) again. If no adjustment satisfies Step 9), this dissatisfaction must be due to cause b), and we have to go to tertiary ordering.
IV. EXAMPLES Example A
First let us use this method to test and realize a func. tion of 8 variables, of which 3 are unsymmetrical, and 5 are symmetrical in 2 variables and 3 variables, respectively. 1) This function is unate and has no complemented variables.
2) F' = X1lX3'X4'x5'3 + X2'2X4'x6'2 + X212X3'x5'2 +-X1X2'X5'3 + Xi'X' 2X41X&52 + XlI X2 X3 X52 + Xl1 X2'2x5 '3 Xi X2IX4' +X1-X2i'2'X4' + XI-X2 '2'X33'.
3) Using known method of finding primary ordering of weights, we obtain a, > a2> a3> a4 > a5. 4 ) Having found the primary ordering of the weights, it is easily seen from the expression of F that the 3rd 5th, 6th and 8th terms are redundant, and the six inequalities corresponding to the remaining six terms form the subset L } of lowest vertices. Similarly, it is seen from the expression of F' that the 3rd, 5th, 6th, 7th, 9th and 10th terms are redundant, and the inequalities corresponding to remaining four terms form the subset {H} of highest vertices.
5) The inequalities can be put in a tabular form as follows: T-C-M-= 9
< T-C = 9.
It is seen that these inequalities are not satisfied. 10) Since Step 9) is not satisfied, it is impossible to assign weights to the variables. Thus, it is necessary to go through Step 11) for recheck.
11) From 1-6 and 4-6, Aial > 2Aa2> a3 -Aal > Aal + Aa2 > Aal.
Since there is a cycle, a contradiction exists. Therefore the function is not a threshold function and is not 1-realizable.
V. FURTHER INTERPRETATION Since there are altogether 2n n-tuples that can be formed by n variables, once the weights of the variables are fixed, the maximum number of possible threshold functions that can be obtained from n unsymmetrical variables for all different settings of threshold value T is equal to 2n + 1 (including the trivial functions' "1," which corresponds to a function containing all the ntuples, and "0," which corresponds to a function containing none of the n-tuples). However, the total number of threshold functions that can be formed by n variables is much larger, because of the possible variations of the weights. Thus 
VI. CONCLUDING REMARKS
In comparison with other methods, the method presented in this paper seems to have the disadvantage of involving p'Xq' inequalities which, for a function of a large number of variables, is lengthy and time consuming. However, this method does not require the check for monotonicity or the formation of a tree. Besides, it has the following features:
1) It is mathematically simple and is very easy to understand and to apply.
2) It gives a clear picture of the relative magnitudes of the weights.
3) It can be applied to functions with only unsymmetrical variables, to functions with several groups of variables in each of which the variables are symmetrical or to functions with some unsymmetrical variables and some groups of symmetrical variables equally well, as indicated by the above examples.
4) Contrary to most other methods, when the function is a threshold function, this method is more likely to arrive at a solution of minimal assignment of integral weights directly, without the necessity of trial and adj ustment. ACKNOWLEDGMENT The author wishes to thank Dr. G. S. Glinski, Chairman of the Department of Electrical Engineering, University of Ottawa, Ontario, Canada, for his comments and Prof. J. A. Brzozowski of the same department for his suggestions with regard to notations.
