DISCRETE NONLINEAR WAVE PROPAGATION
IN KERR NONLINEAR MEDIA

by

JOACHIM MEIER
Dipl. Ing. (FH) University of Applied Science, Regensburg, 1998
M.S. University of Central Florida, 2000

A dissertation submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy
in the College of Optics and Photonics
at the University of Central Florida
Orlando, Florida

Fall Term
2004

© 2004 Joachim Meier

ii

ABSTRACT

Discrete optical systems are a subgroup of periodic structures in which the evolution of a
continuous electromagnetic field can be described by a discrete model. In this model, the total
field is the sum of localized, discrete modes. Weakly coupled arrays of single mode channel
waveguides have been known to fall into this class of systems since the late 1960’s. Nonlinear
discrete optics has received a considerable amount of interest in the last few years, triggered by
the experimental realization of discrete solitons in a Kerr nonlinear AlGaAs waveguide array by
H. Eisenberg and coworkers in 1998.
In this work a detailed experimental investigation of discrete nonlinear wave propagation
and the interactions between beams, including discrete solitons, in discrete systems is reported
for the case of a strong Kerr nonlinearity.
The possibility to completely overcome "discrete" diffraction and create highly localized
solitons, in a scalar or vector geometry, as well as the limiting factors in the formation of such
nonlinear waves is discussed. The reversal of the sign of diffraction over a range of propagation
angles leads to the stability of plane waves in a material with positive nonlinearity. This behavior
can not be found in continuous self-focusing materials where plane waves are unstable against
perturbations. The stability of plane waves in the anomalous diffraction region, even at highest
powers, has been experimentally verified.
The interaction of high power beams and discrete solitons in arrays has been studied in
detail. Of particular interest is the experimental verification of a theoretically predicted unique,
iii

all optical switching scheme, based on the interaction of a so called "blocker" soliton with a
second beam. This switching method has been experimentally realized for both the coherent and
incoherent case. Limitations of such schemes due to nonlinear losses at the required high powers
are shown.
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CHAPTER ONE: INTRODUCTION

Natural phenomena, at least on a macroscopic level, occur in continuous media. The
notation of discreteness, i.e. of completely separate and distinct entities, is only straightforward
in particle physics and quantum mechanics. However, it is often possible to develop discrete
models of a macroscopic phenomenon. This possibility arises always when a physical process
can be expanded in discrete modes.
In optics, the classical example of a system where this is possible is a waveguide. Take
for example an optical fiber. The simple introduction of an increase in refractive index in the
core region isolates a set of discrete modes, each with a distinct eigenvalue (wave vector) and
eigenvector (mode profile), from the surrounding continuous spectrum of radiation modes [1].
While the modal field itself has a continuous structure, we can describe its propagation by simply
analyzing the evolution of the magnitude and phase of the total electric field of the mode [2].
The advantage of this treatment is obvious. Instead of having to deal with a complex field
structure, its decomposition into a superposition of discrete modes allows the evolution for the
total field to be analyzed as a summation over complex amplitudes, one for each participating
mode. The disadvantage becomes also clear. The approach will only work as long as the mode
shape is not strongly modified by the confinement. However, for most practical cases, the simple
model works sufficiently well to allow accurate predictions of the field evolution.
The true power of the expansion into modes for discrete systems becomes evident when
the coupling between a set of modes is analyzed. The total field is given by the superposition of
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all modes, and the evolution is modeled by introducing coupling between the individual modes
of the system [2]. Nonlinear effects can be included by the introduction of terms changing either
the magnitude or phase or both of the complex mode field variable depending on the magnitude
of that variable [3, 4].
In the last few years, there was increased research interest in a specific class of discrete
system, namely arrays of nonlinear waveguides [5-7]. A schematic drawing of such an array is
shown in Figure 1.1. Identical, single mode waveguides are fabricated at an equal distance from
each other. Due to the partial overlap of the waveguide modal field of an individual guide with
its neighbors, energy is coupled from one site to its neighboring sites. The presence of nonlinear
effects in such a system will now modify the amount of energy transferred from guide to guide.
If the nonlinearity is of Kerr type, the resulting model becomes a discrete version of the
nonlinear Schrödinger equation [5].

Figure 1.1: Schematic of a one-dimensional waveguide array.
Discrete models of this kind arise in many other fields of physics. In 1939 Frenkel and
Kontorova [8] used a discrete model to describe the propagation of dislocations inside a crystal.
They are well known in solid state physics since the work of Fermi, Pasta and Ulam on heat
transfer in lattices [9-11] and Todas nonlinear lattice model for crystals [12, 13]. Discrete lattice
dynamics is useful for analyzing the dynamics of crystals exhibiting structural phase transitions
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[14, 15]. The intense work on nonlinear arrays serving as energy storage and transfer assemblies
for chemical or photochemical processes spans a frame of three decades from the pioneering
work of A.S. Davydov [16] on the description of the contraction of proteins and M.A. Collins
et.al. [17, 18] on solitons in atomic lattices to the more recent work on the localization and
transport of vibrational energy in a number of physical settings including DNA molecules [19],
hydrocarbon structures [20, 21] and the creation of vibrational intrinsic localized modes in
anharmonic crystals [22]. Discrete models have been used to describe Josephson-junction ladders
[23, 24] and nonlinear electrical transmission lines [25]. Quite recently Abdullaev et. al.
predicted the existence of nonlinearly self-trapped states in arrays of Bose-Einstein condensates
using a discrete, Schrödinger-like model [26]. These predictions have by now been
experimentally verified [27].
In optics discrete models are used to describe the nonlinear response of superlattices [28]
and of, of course, arrays of coupled waveguides [5, 29]. Jones predicted the diffraction behavior
of one-dimensional (1D) chains of waveguides in 1965 [29]. His predictions were experimentally
verified a few years later [30] in one of the first experimental works on coupled waveguides. In
1988 Christodoulides and Joseph [5] extended the linear theory to include a Kerr nonlinearity
and predicted the existence of self-localized states (solitons). Their work was followed by
theoretical studies of discrete optical systems with other kinds of nonlinearities, e.g. quadratic
[31, 32], photorefractive nature [33] and recently dissipative systems [34, 35].
The first experimental observation of discrete solitons in an array of coupled Kerr
nonlinear waveguides [7, 36] sparked extensive experimental research. By now, discrete solitons
have been observed in materials with Kerr [7, 37], photorefractive [38] and quadratic
nonlinearities [39] and most recently in liquid crystals [40].
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The continued theoretical work led to the investigation of interactions between waves in
discrete optical models [41-48]. Out of this research, a variety of all optical switching schemes
has been presented. The most interesting is the interaction between a highly confined soliton and
a second, wider control beam [43, 49]. This scheme promises the ability to route an optical wave
in an array of coupled waveguides using the unique properties of discrete systems.
The goal of this work was to experimentally verify the key properties of discrete waves
required for this switching scheme, namely the existence of highly confined solitons [5], the
stability of moving, non-solitary waves [5, 50] and the robustness of a blocker soliton in the
actual switching operation [43].
This dissertation is separated into four principal sections describing the theory of discrete
systems, the design of the samples used for the experimental work, the experimental apparatus
and the experimental results, respectively.
In Chapter 2 the theory of discrete wave propagation in a Kerr nonlinear medium, i.e. a
material where the index of refraction depends linearly on the intensity of the propagating optical
wave, will be summarized.
In Chapter 3 the properties of the material used for the samples and the design of the
waveguide arrays is explained in detail. The material system chosen for this work was aluminum
gallium arsenide (AlGaAs). While the power levels required in AlGaAs at half the bandgap are
too high to make the results of this work directly transferable to a practical application, the
simplicity of the nonlinear model makes it an ideal test system for the theoretical predictions.
Recent work on the existence of stable solitons in semiconductor amplifiers [51, 52] with large
nonlinearity compared to the ones available in this study demonstrates the possibility of
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nonlinear optics at powers useful for practical devices. This work has by now been expanded to
discrete systems [35], opening a bright future for all optical switching.
The use of AlGaAs, despite its high nonlinearity, requires the use of pulsed lasers to
excite the waveguide arrays with peak powers high enough to be able to observe nonlinear
interactions. For the experiments, an optical parametric amplifier was used to provide these
power levels. An experimental apparatus has been built with the intent to excite multiple beams
and observe their interactions. It was necessary to have enough freedom to change the power,
polarization, frequency and width of these beams independently. The complete layout of this
apparatus is described in Chapter 4 in detail.
Finally, in Chapters 5, 6, and 7 measurements of scalar and discrete vector solitons,
modulational instability of a plane wave and the observation of discrete interactions will be
presented. By comparing the measured response of our samples to excitation with high power
laser pulses to the theory as presented in Chapter 2, the validity and the limitations of the discrete
model will be shown in Chapter 5. The process of dynamic soliton formation is shown for scalar
and vector solitons [53, 54]. It will be demonstrated in Chapter 6, that a plane wave propagating
in a discrete system is stable in the anomalous diffraction regime, even in a material with
positive nonlinearity [55, 56]. Collinear [57] and non-collinear [58] interactions of solitons and
beams are studied in Chapter 7. Of highest interest is the realization of discrete blocker
interactions, as the experimental results indicate that the dragging of a highly localized discrete
soliton by a weaker beam is feasible, essentially verifying the key principles necessary for 3D
reconfigurable networks [58].
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CHAPTER TWO: THE THEORY OF DISCRETE OPTICS

2.1. Wave Propagation in a Channel Dielectric Waveguide
In this section an outline of the well known derivation of the equations governing the
evolution of a two-dimensional confined guided wave in a Kerr nonlinear material is given. For a
detailed derivation see for example references [59-63].

y

z
x
Em(x,y)

Figure 2.1: Basic waveguide.
The elemental object of the discrete systems considered here, a simple dielectric ridge
waveguide, is shown in Figure 2.1. It is assumed that the refractive index profile
n( x, y ) = ε ( x, y )

6

(2.1)

is independent of the z coordinate and that the structure is non-magnetic, i.e. µ r = 1 . It has
modal solutions Ê m ( x, y ) , which can be found by solving Maxwells equations [64]
∂H
∂t
∂E
∇×H = ε
∂t
∇ ⋅ εE = 0
∇⋅H = 0
∇ × E = −µ 0

(2.2)

subject to the continuity boundary conditions at the channel boundaries for “plane wave”
(meaning flat wavefront over the x and y coordinates) propagating solutions in the form
ˆ ( x, y )e i (ω t − β m z ) + c.c.
E(r , t ) = 1 E
2 m
ˆ ( x, y )e i (ω t − β m z ) + c.c.
H(r, t ) = 1 H
2 m

(2.3)

Associated with each mode m is its wavevector (eigenvector) β m [65]. In the weakly guiding
waveguides used for the experimental work the vector modal solutions can be further simplified
by assuming that only modes with one dominant polarization exist in this structure, i.e. only

(

(

)

)

ˆ = Hˆ ,0,0 are
ˆ = Eˆ ,0,0 and magnetic modes (TM) with H
transverse electric (TE) with E
y
x
considered. For the TE modes the equation

(∂

2
x

)

+ ∂ 2y + k 02 ε Eˆ x = β 2 Eˆ x

(2.4)

and for TM modes

(∂

2
x

)

+ ε r ∂ y ε r−1∂ y + k 02 ε Hˆ x = β 2 Hˆ x

(2.5)

is solved using approximate solutions of a simplified model, e.g. effective index method, or by
numerical techniques. It is then found that the TM modes have a dominant electric field in the y

(

)

ˆ = 0, Eˆ ,0 in the further analysis.
direction, allowing the simplification to set E
y
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For guided modes there exists a finite discrete spectrum of values for β m and for
radiation modes β m is continuous [1]. For the experimentally relevant structures backward
propagating and radiation modes are negligible. The guided wave transverse electric field
distribution E(r, t ) at any distance z is then expandable in the modes of the waveguide, i.e.
1
% ( x, y ) ei (ω t − β m z ) + c.c .
E ( r , t ) = ∑ am ( z , t ) E
m
m 2

(2.6)

In Equation 2.6 a m are the expansion coefficients (also known as complex amplitudes) of the
forward propagating modes which do not depend on z in the absence of perturbations. The field
~
vectors E m are the transverse mode profiles, normalized to a power of 1 Watt, i.e.
ˆ 1W
E
~
Em =
Ρm

(2.7)

with the power in Ê given by
Ρm =

(

)

1
ˆ ×H
ˆ dxdy .
E
m
m
2 ∫∫

(2.8)

The presence of perturbations, for example nonlinear optical effects, leads to an evolution
of the complex mode amplitudes a m ( z , t ) with distance. To analyze this case, the electric field is
inserted into the polarization driven wave equation
− ∇ 2 E + µ 0ε 0

∂ 2E
∂ 2P
=
−
µ
0
∂t 2
∂t 2

(2.9)

where the total polarization includes the linear response of the material and the polarization
arising from perturbations, i.e.
P = ε 0 (ε r − 1)E + P pert. .
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(2.10)

Here

εr

is

the

linear

relative

dielectric

P pert . = 1 2 P pert . exp(i (ω pert . t − β pert . z )) + c.c.

constant.

The

perturbation

polarization

can be introduced by linear or nonlinear

perturbations of the mode. Under the assumption that the perturbations are weak and do not
significantly distort the shape of the mode, coupled mode theory can be used to describe the
influence of these perturbations on the complex amplitude a m ( z , t ) [2]. It is then found that
∂
iω
~ i (β − β )z
a m (z, t ) = −
P pert E m* e m pert . dxdy .
∫∫
∂z
4Ρ

(2.11)

The perturbation polarization is given by
P pert . = ∆ε ε 0 E pert .

(2.12)

with E pert . being the electric field creating the perturbation polarization and ∆ε is the change of
the relative permittivity.
For the experiments described later it is ensured that only one mode exists in each
polarization at the wavelength λ = 2π c ω where the waveguide is fabricated to be single mode
by appropriately engineering the physical structure and material composition. For a material with
a Kerr nonlinearity, coupling between modes arises from the refractive index change induced by
each mode for itself (self phase modulation, SPM), induced by the mode with orthogonal
polarization (cross phase modulation, XPM), and by coupling between modes due to four wave
mixing (FWM).
The nonlinear polarization for the TE mode is then given by [66]

(

)

(3)
Px(3) = 3ε 0 χ ||(3) E x E x + χ ⊥(3) E y E x + χ FWM
E y2 E x* ,
2

2

(2.13)

(3)
where χ ||(3) , χ ⊥(3) and χ FWM
are the total third order susceptibilities contributing to the process

for SPM, XPM and FWM, respectively. For AlGaAs, a material of the 4 3m crystal class, there
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is no general relation between χ ||( 3) and χ ⊥( 3) , but measurements have shown that they are equal
in magnitude at wavelengths close to 1.55 µm [67, 68]. The relation between the XPM and FWM
( 3)
susceptibilities is χ FWM
= 1 2 χ ⊥( 3) . The nonlinear perturbation polarization for SPM within the

framework of coupled mode theory is then given by
2
~
~
2
P pert. = 3ε 0 χ (3) E (x, y ) E (x, y ) a(z , t ) a (z , t )e −iβ z .

(2.14)

It is customary to quantify self phase modulation using the intensity dependent refractive
index [69], i.e.
n = n0 + n2 I

(2.15)

with n 0 being the linear refractive index, I the intensity of the field and n 2 the intensity
dependent refractive index. Using this notation, the evolution equation for a time-independent
field is then
i

kε
d
4
a( z ) = 0 0 ∫∫ n 02 ( x, y )n 2 ( x, y ) E ( x, y ) dxdy a ( z ) 2 a( z ) .
dz
4µ 0 Ρ

(2.16)

SPM can now be quantified within the coupled mode equation by introducing a coefficient γ
given by:
γ =

k0ε 0
4
n 02 ( x, y )n 2 ( x, y ) E ( x, y ) dxdy .
∫∫
4µ 0 Ρ

(2.17)

Following the same procedure all nonlinear effects of interest can be combined in a set of
two coupled differential equations:
2
2
2
* i
da TE ( z )
= γ a TE ( z ) a TE ( z ) + γ a TM ( z ) a TE ( z ) + 0.5γ a TM ( z ) a TE ( z ) e 2
dz
∆β
2 TM
2 TM
2
* −i
da TM ( z )
TM
TE
TE
TM
= γ a ( z ) a ( z ) + γ a ( z ) a ( z ) + 0.5γ a ( z ) a ( z ) e 2
i
dz

(

i

)(

(

10

)(

∆β

)

)

(2.18)

where the relation between SPM, XPM and FWM for AlGaAs has been applied and a difference
in wavevector, ∆β , between the TE and TM mode has been included.
Following the same procedure allows the inclusion of losses or higher order nonlinear
effects in the equations for the complex amplitudes a( z ) .

2.2. Nonlinear Directional Coupler
A nonlinear directional coupler (NLDC) is formed when two nonlinear, parallel
waveguides are spaced a small distance d apart (Figure 2.2). Under the condition that the two
guides are so close that the evanescent field of a mode propagating in one waveguide overlaps
with the second guide, energy tunnels into this second guide [2, 70, 71]. The efficiency of this
energy transfer mechanism will depend on the separation between guides, on the extent of the
modes and on the wavevector of each mode. Efficient energy transfer is only possible when both
guides are wavevector-matched, i.e. both guides are identical.

High
Power

zc

Low
Power

2

1
d

Figure 2.2: Nonlinear directional coupler. Two identical single mode waveguides are placed at a
separation distance d . At low power, energy is periodically exchanged; nonlinear detuning at
high powers inhibits this process. Shown is a half-beat length coupler.
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A Kerr nonlinearity affects the wavevector-matching. A mode excited at high power will
detune the waveguide it resides in from the second guide, and at a sufficient high power there
will be no energy transfer between the guides [72]. This effect has been proposed in the past for
switching applications [73, 74], and as consequence NLDCs have been extensively studied
previously, both theoretically [72, 75-78] and experimentally [79-84]. Practical applications have
been inhibited by the high powers required for operation.
For the theoretical analysis using coupled mode theory, first the modes of a single
waveguide are found. Then the second guide is treated as a perturbation with a perturbation
polarization given by
~
P pert . ( x, y ) = ∆ε ( x, y ) ε 0 E 2 ( x, y )

(2.19)

with ∆ε (x, y ) being the change in the relative permittivity introduced by the second guide and
~
E 2 ( x, y ) is the unperturbed field of waveguide 2. This allows the coupling constant C by which
the power is transferred by the evanescent fields to be evaluated. After applying the coupled
mode formalism, two coupled equations for a single mode in either guide are obtained [72, 75]:
d
2
a1 ( z ) = C a 2 ( z ) + γ a1 ( z ) a1 ( z )
dz
.
d
2
i a 2 ( z ) = C a1 ( z ) + γ a 2 ( z ) a 2 (z )
dz

i

(2.20)

These two equations can be solved for a single channel input. Figure 2.3(a) shows the power
remaining in channel 1 with propagation distance when only this waveguide is excited. In the
linear regime (black line) the power is periodically exchanged between the two waveguides. The
distance after which the energy is completely exchanged between the guides is referred to as the
coupling length
zc =
12

π
.
2C

(2.21)

Increasing the input power will detune the waveguides and prevent this energy exchange. At a
so-called critical power
Ρc =

4C
,
γ

(2.22)

the two waveguides will be equally excited after some propagation distance (red line). Exceeding
the critical power will keep most of the power confined in the excitation channel. Power
oscillations increase in frequency and have increasingly weaker amplitude with increasing
power. The green line shows this for the example of an input power five times the critical power.
The switching curve for increasing input power is shown in Figure 2.3.

(b)

Linear
P1in=Pc
P1in=5Pc

P1/P1in

P1/P1in

(a) 1.0

0.5

0.0
0

1

z/zc

2

3

1.0

0.5

0.0
0

1

2

P1/Pc

3

4

5

Figure 2.3: NLDC switching behavior. (a) shows the power in the excited waveguide for the
linear regime (black line), for the critical power (red line) and for a power five times the critical
power (green line). (b) Ratio between the input and output power in channel 1 vs. input power
ratio.

2.3. Waveguide Arrays
A waveguide array is the extension of a directional coupler to many parallel, equally
spaced waveguides, as shown in Figure 2.4. Light exciting one channel at low power can now
“discreetly” diffract freely away from its input channel via the evanescent field coupling process,
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as indicated by the green lines in Figure 2.4 [29, 30]. At high power the excitation energy will
remain localized to the input channel since the coupling process is inhibited [5, 7].

Figure 2.4: Green lines: Discrete diffraction in a weakly coupled AlGaAs waveguide array. Red
line: Light localized to the input channel at high powers.
By simply extending the basic two channel evolution equations 2.20 for the NLDC to the
array, one can see the discrete model equation for the field evolution in channel n to be

i

da n
= C (a n +1 + a n −1 ) + γ | a n | 2 a n
dz

(2.23)

where a n is the complex amplitude in the n’th channel, C is again the coupling constant
between neighboring waveguides and γ is the Kerr nonlinear coefficient. Equation 2.23 is
known as the discrete nonlinear Schrödinger equation (DNLS) [85, 86]. The reasoning behind
this naming convention becomes clear when a substitution of the form
a n = a~n e − i 2Cz

(2.24)

is done in Equation 2.23. The resulting equation becomes

i

da~n
= C (a~n +1 − 2a~n + a~n −1 ) + γ | a~n | 2 a~n .
dz

(2.25)

The term a~n +1 − 2 a~n + a~n −1 can be recognized as the finite difference approximation of the
second derivative operator ∂ 2 a~ ∂x 2 where x = nd and d is the separation between wave14

guides. In making this step, also known as the continuum approximation, the continuum
nonlinear Schrödinger equation [87]
2~
da~x (z )
2 ∂ a x (z )
+ γ | a~n | 2 a~n
i
= Cd
2
dz
∂x

(2.26)

has been recovered. Note that the diffraction constant is adjustable by the choice of C and d
while it is given by 1 2k in a continuous medium. From this one can expect the discrete system
to have similar properties to a homogenous medium as long as the finite difference
approximation is valid, i.e. the discrete wavepacket extends over many channels. In addition to
the well understood homogenous behavior of wide waves, many unique properties arising out of
the discreteness can be expected for the excitation of one of just a few channels.

2.3.1. Linear Diffraction in Arrays
In a first step the existence and properties of “plane waves” (equal excitation amplitude in
all channels for an infinitely wide array) in the discrete system should be analyzed. For the linear
problem ( γ = 0 ) discrete plane waves of the form of
a n = q 0 exp(inQ ) exp[iµ z ]

(2.27)

can be found as solutions to Equation 2.23. Here Q is a phase difference between neighboring
waveguides, µ is the additional longitudinal wavevector contribution to β due to discreteness,
and q 0 is the amplitude of the wave. Substituting Equation 2.27 into the DNLS Equation 2.23
and solving for µ gives the linear dispersion relation [5, 10]
µ = 2C cos(Q)
shown in Figure 2.5.
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(2.28)

2

0

-2
-1.0

-0.5

0.0

0.5

1.0

Q/π
Figure 2.5: Discrete dispersion relation. Q ≤ π 2 gives normal diffraction, − π ≤ Q ≤ − π 2 and
π 2 ≤ Q ≤ π gives anomalous diffraction. Q = ± π 2 defines the direction for zero second order
diffraction. Note that diffraction is not only non-zero for the third order there, but has its
maximum.
The phase-difference Q between neighboring waveguides is related to the transverse
wavevector of the physical wave existing in the array by
Q = kx d .

(2.29)

Using this relation, the longitudinal wavevector of this wave becomes [88, 89]
k z = β + 2C cos(k x d )

(2.30)

where the wavevector β of the individual waveguide has been included. To get some insight
into the diffraction behavior of a wavepacket, i.e. a group of transverse components centered
around k x , the standard procedure to expand the dispersion relation around the central
wavevector is used to get the group velocity G = ∂k z ∂k x and the diffraction parameter
D = ∂ 2 k z ∂k x2 . These parameters allow the prediction of the transverse displacement ∆x = Gz
and the spread of the energy with propagation distance, respectively.
In considering these definitions one notices that there are significant consequences
arising from discreteness. The dispersion relation repeats itself every 2π , the first Brillouin
zone, and hence spatial frequencies outside of Q ≤ π do not need to be considered. The
16

maximum angle light can propagate is α max = 2Cd even if the light contains higher spatial
frequencies. Most important, however is the change in the sign of the discrete diffraction
parameter. For continuous media, D will always be negative, a behavior usually referred to as
normal diffraction. The discrete waveguide array will show similar behavior for Q < π 2 , but
will reverse the sign of D for Q > π 2 . This region of spatial frequencies is termed anomalous
or “positive” diffraction. In general, with the exception of the point Q = 0 , the direction the
phase-front moves and the direction of the energy flow, given by the group velocity G , are not
collinear. For the point Q = π the energy flow is again along the direction of the array, while the
phase jumps by π from waveguide to waveguide.
Knowing the dispersion relation and the plane wave solutions one can find the impulse
response of the system, i.e. the ensuing propagation when only a single channel is excited in the
linear regime. The exact solution is given by [29, 30]
an ( z ) = a0 (i ) J n (2Cz )
n

(2.31)

and is shown in Figure 2.6. For these figures, the propagation distance has been normalized to
the coupling length defined for the NLDC in Equation 2.21. It has become traditional by now to
use the NLDC coupling length to compare propagation distances between different experiments.
Hence this convention will be used in this thesis. Note however, that the first occurrence of zero
energy in the excitation channel happens at a distance z 0 = 0.765 z c . This is a result of the
presence of the additional waveguides which is different to the NLDC case.
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Figure 2.6: Linear propagation for excitation of only the central channel. The left figure shows a
intensity map of the propagating field, the right the power contained in the excitation channel P0
and in the first ( P1 ) and second ( P2 ) channel.
The differences between homogeneous media and the discrete system are striking. While
in homogeneous materials even a narrow excitation still propagates with the intensity maxima
centered on the input beam, the discrete system has the maxima at two lobes on the side. This
behavior has a strong effect on the interaction between nonlinear beams.

Figure 2.7: The discrete diffraction pattern theoretically observed at the output for increasing
beam width (FWHM). The pattern is calculated for a propagation distance of three coupling
lengths.
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It is of interest to consider the change in the diffraction behavior with the spatial
bandwidth of the input beam. In Figure 2.7 the discrete diffraction pattern after a propagation
distance of three coupling lengths is shown for the example of a Gaussian input beam with a full
width half maximum (FWHM) W . For narrow beams, i.e. single channel excitation the twowinged pattern of Equation 2.31 is found. Between a width of W = 1 and W = 2 the transition to
the continuum limit happens. For wider beams (with spectra now fully contained within the
normal diffraction region) the beam then spreads similarly to that well known in continuous
media.

2.3.2. Nonlinear Properties and Solitons
To analyze the nonlinear behavior, first the case of the excitation of a single channel in a
nonlinear array is shown. Figure 2.8(a) shows the power contained in the excited channel vs.
propagation distance. In the linear regime the power decays as the energy is radiated (diffracted)
away, primarily into the two lobes of the discrete diffraction pattern. For a power equal to the
critical power Pc the radiation rate slows down after an initial strong drop. For a power five
times the critical power all the energy stays confined in the central channel. Figure 2.8(b) shows
the power in the excited channel after one and three diffraction lengths. At just above the critical
power a rapid change occurs in this system. Within a relatively small power increase almost all
the power becomes confined in the initially excited channel.
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Figure 2.8: Nonlinear single channel excitation. On the left is the power in the excitation channel
for the linear response regime, the critical power Pc , and a power five times Pc . On the right are
switching curves for an array with one and three coupling lengths.
Note that there are only some small initial oscillations in the high power case shown in
Figure 2.8(a). After some energy is radiated away, a steady state is reached rapidly. This kind of
behavior leads to the question if soliton states to the DNLS exist, i.e. self-trapped, nondiffracting solutions propagating without (or only periodic) changes. To find these solutions the
ansatz [5]
a n = s n e iµ s z

(2.32)

with s n being the transverse field envelope and µ s the wavevector (eigenvalue) of the solution
is used in Equation 2.23. Because the DNLS is non-integrable, only approximate and numerical
methods can be used. There are two simple approximate solutions to the problem of finding these
solitons. One, for the continuum approximation, i.e. reduction to the normal Schrödinger
equation, the standard sec h -envelope is found. The envelope is then [90, 91]
 n
s n = A0 sec h
 w0
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(2.33)

with an amplitude A0 =

C
2C
, eigenvalue µ s = 2 and w 0 being the width of the soliton. The
2
γ w0
w0

other simple solution is found for A0 → ∞ and is
 A for n = 0
sn =  0
 0 for n ≠ 0

(2.34)

This solution is sometimes referred to as the anti-continuum approximation. For soliton
widths and powers between these two extremes, solutions can be found numerically. To find
such soliton solutions appropriate to the samples used for the experiments, the self-consistency
principle was applied [92]. This approach assumes that the soliton is a mode of the “waveguide”
it induces in the array. A first guess-solution is taken from the continuum or anti-continuum
solution, the change in the wavevector in each waveguide due to the Kerr nonlinearity is
calculated, the linear mode for this region of increased refractive index is found numerically and
this linear mode is then used as the guess for the next iteration step. After about 15-20 iterations,
no further change in the eigenvalue is found and the iterations are stopped.
The results are shown in Figure 2.9, scaled with parameters for a sample used in the
experiments. The power used for the abscissa is the total power of the soliton. The upper figure
shows the shape of the solitons. For low powers, wide beams as known from continuous media
are found. For high powers the soliton stays confined in a single channel, as expected from the
anti-continuum approximation. The lower figure shows the effective index associated with the
solution. The numerical solution follows the continuum (anti-continuum) prediction for low (and
high powers) respectively. Note that when the critical power ( Pc = 800 W for this sample) is
reached, the soliton stays completely confined in one waveguide.
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Figure 2.9: Numerically found soliton solutions for the array used in the experiments. The soliton
shape (given by vertical cuts in the figure) is shown in the upper figure, and the numerically
found wavevectors and the wavevectors in the continuum and anti-continuum approximation are
shown in the lower figure.
The solitons discussed up to now are those most relevant for the experimental work, but
only one of a variety of different self-trapped solutions found for the DNLS. A summary of the
different bright solution shapes is shown in Figure 2.9 [93]. The distinction between the
staggered and the unstaggered families comes from the location of the soliton in the Brillouin
zone. The unstaggered solitons are located at the base ( Q = 0 ) while the complex amplitudes of
staggered solitons have a π phase-difference between neighboring waveguides, i.e. are located
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at the edge of the Brillouin zone ( Q = π ). Because of the shape (curvature) of the discrete
diffraction curve, the energy flow in the staggered solitons will still be along the waveguide’s
axis. The distinction between odd and even solitons is the location of the maxima of the envelope
function s n on a waveguides site, or between them, respectively. Only odd solitons are stable
against perturbations. The twisted soliton solution is unstable below a certain power and has
always a lower instability gain than the even solutions, i.e. the even solutions are the more
unstable of the two [93].

Figure 2.10: Bright soliton families. The circles identify the centers of waveguides
In materials with a positive nonlinearity only the unstaggered bright solutions are
possible. However, it has been shown that dark solitons can exist (with n 2 > 0 ) at the edge of the
Brillouin zone [94, 95].

2.3.3. Vector Solitons
The use of two polarizations gives the possibility to form discrete vector solitons in
AlGaAs arrays. In the case of a coherent excitation, the FWM effect on the stability has to be
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considered. The existence and stability properties of coherent vector soliton solutions, as
reported experimentally in Chapter 5.2, have been theoretically studied parallel to the
experiments by Jared Hudock [53] for two coherently coupled fields. Previous investigation of
the existence of strongly localized states in Kerr media included only self- and cross-phase
modulation [96]. Because of the importance of FWM in AlGaAs with coherent excitation for the
experimental work, the results are reviewed here.
From coupled mode theory, the wave dynamics of the two orthogonally polarized fields
can be described by the following pair of discrete evolution equations:

[
[

]
]

da n
2
2
+ C (a n−1 + a n−1 ) + γ a n + A bn a n + γ B bn2 a n* e i∆β / 2 = 0
dz
dbn
2
2
+ C (bn −1 + bn −1 ) + γ bn + A a n a n + γ B a n2 bn* e −i∆β / 2 = 0
i
dz
i

(2.35)

Equation 2.35 implicitly includes the self-phase, cross-phase modulation, and four-wave mixing
processes. The values of the A, B coefficients, respectively associated with cross-phase
modulation and four-wave mixing effects (as obtained from the AlGaAs χ (3) tensor), are
approximately equal to A ≈ 1 and B ≈ 1 / 2 . To identify the vector DSs of this system, solutions
in the form (a n , bn ) = (s n , u n ) exp(iµz ) are assumed and the nonlinear difference equations that
result after the substitution of these forms into Equation 2.35 are then solved using Newtonian
relaxation techniques to find the bright, unstaggered vector solutions. The stability properties of
these solutions are then investigated via linear stability analysis.
A close inspection of the eigenvalues associated with perturbation of the soliton solutions
reveals that the TE family in this AlGaAs array is stable up to a critical power at which it
bifurcates into two branches. Beyond this bifurcation point one solution is the now unstable
continuation of the scalar TE soliton family, whereas the lower branch corresponds to a new
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family of stable solutions involving in-phase TE and TM components, i.e. a linearly polarized
vector discrete solitons. A somewhat similar scenario occurs for the TM polarized solitons. In
this case, however, the entire TM family is always unstable due to FWM. Again after a certain
critical power a bifurcation occurs and a new branch corresponding to elliptically polarized
vector DSs starts to emerge. This time, however, this elliptically polarized class, where the a n , bn
components are π / 2 out of phase with respect to each other, is unstable. Even though this
picture is reminiscent of similar behavior occurring in birefringent χ (3) continuous systems [97,
98], there are certain important aspects that are characteristic of discreteness. For example, when
propagating in a single waveguide in isolation, both the TE and TM polarizations become
unstable [99] because of polarization instabilities. Yet, the linearly polarized vector solitons in
the array are stable because of inter-channel coupling even at high power levels for which they
are very highly localized.

2.3.4. Arrays as Periodic Media
As previously pointed out, the discrete model is a large simplification of the actual
physical structure of the AlGaAs structure used in the experimental part of this thesis. To get
some insight into the expected deviation the experimental results will show from the theory
discussed so far, the treatment of arrays as a periodic structure will be presented here [100, 101].
The basic idea is to reduce the two dimensional channel structure of the waveguide arrays into a
one dimensional, periodic layered medium using the effective index method and then solving for
the Bloch waves in this system using the approach given by Yeh et al. [62, 102, 103]. The
validity of the expansion of the discrete theory to Bloch waves has by now been verified
experimentally in AlGaAs arrays [104] and the concept has been applied to the generation of
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multi-band breathers [105]. The concept of higher order bands has also introduced the possibility
of generating gap solitons in the spatial domain [106-108].
To reduce the 2D problem to only one transverse direction, the effective refractive index
for vertical, slab waveguide modes E h and E l for the region under the ridge nh and the regions
between ridges nl are found separately (see Figure 2.11). These effective indices are then used
for the index distribution of a 1D periodic medium, i.e.
n h for 0 < x < w

n( x ) = nl for w < x < d
n( x ) = n( x + d )

(2.36)

and the Bloch waves assumed are of the form
E ( x, z ) = Ekx ( x ) eikx x ei (ω t − k z z )

(2.37)

where Ekx is the periodic envelope of the electric field in the transverse direction. Solving the
wave equation under these conditions gives multiple solutions for each value of k x , the bands of
the periodic layered medium.
The band structure is shown in Figure 2.12 for an array with 4 µm ridge width, 0.72 µm
etch depth and a period of 10 µm, i.e. a strongly coupled array. In the experiments, the arrays
will be excited “head-on”. Under this condition, the transverse wavevector component k x of the
incident beam and the waves in the array will be conserved. It is therefore possible, to excite
multiple bands simultaneously. The excitation of higher order bands will be stronger for
increasing tilt angle (i.e. higher k x ) because then the overlap between the tilted beam and the
higher bands becomes larger.
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Figure 2.11: Physical 3D structure (left) and simplified 2D model (right).
The horizontal blue line in Figure 2.12(a) indicates the refractive index of the lower
buffer layer in the waveguides used for the experiments. Bands of the 1D approximation below
this refractive index will couple to radiation modes when excited because the confinement in
vertical direction is lost.
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Figure 2.12: Band diagram for a sample used in the experiments. (a) shows the complete band
diagram. (b) Comparison between the discrete model and the first band calculated using Bloch
waves.
From the extent of the first band a coupling coefficient of 764 m −1 can be estimated. For
this coefficient the difference between the dispersion relations for the discrete and Bloch theories
is compared in Figure 2.12(b). (Subsequently for this array a coupling constant of 715 m −1 was
measured using the diffraction pattern of a single channel excitation.)
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The differences between the more accurate Bloch wave model and the discrete model
become dramatically clear when the group velocity ∂k z ∂k x (see Figure 2.13) is calculated. The
actual discrete band is dramatically skewed compared with the ideal, sine-like shape predicted by
the discrete model.

dkz/dkx

20m

Bloch model
discrete model

10m
0

-10m
-20m
-1.0

-0.5

0.0

kx [π/d]

0.5

1.0

Figure 2.13: Group velocity of the discrete band calculated using Bloch waves (red) and using
the discrete model (green).
While the Bloch theory provides a much better description for the linear diffraction
behavior, the inclusion of nonlinear effects is difficult and does not produce any simple physical
insight in the nonlinear behavior of the waveguide array.
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CHAPTER THREE: SAMPLES

3.1. Choice of AlGaAs
The choice of aluminum gallium arsenide (AlGaAs) as the material used in the sample
fabrication was motivated by two main reasons: First, advanced manufacturing techniques are
readily available for semiconductor materials. AlGaAs is widely used in the fabrication of
integrated optical devices, and the methods to fabricate high quality waveguides are well known.
The waveguides available for experiments had loses in the order of 1...1.5 dB cm .
Second, AlGaAs has unique nonlinear properties making it the ideal choice for nonlinear
wave experiments. The nonlinear refractive index n 2 at a wavelength of 1.55 µm is
approximately 1.5 ×10 −13 cm 2 W [109], about three orders of magnitude higher than that of
fused silica. Additionally, the nonlinear losses for a semiconductor at a wavelength below half
the band gap energy are very low. A simple band structure model of a semiconductor predicts the
complete absence of two photon absorption (2PA). Measured results indicate that sample defects
and the 2PA equivalent of the Urbach tail lead to a nonzero, but very low, remaining 2PA. The
measured 2PA coefficient α 2 is in the order of 0...0.4 cm GW [109]. The limiting nonlinear
absorption process of high quality samples becomes therefore three photon absorption (3PA).
The value of the 3PA coefficient α 3 is 0.4...0.8 cm 3 GW 2 [110] for the wavelength window
between 1550 nm and 1600 nm. While 3PA places a limit on the maximum power usable in
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experiments, AlGaAs allows a large range of experimental observations assuming a true Kerr
nonlinearity not possible in any other material system [68].

3.2. Fabrication
For the experimental work a series of samples was acquired. All array samples follow the
same basic design.

Figure 3.1: Orientation of the array samples relative to the crystal axes.
A multilayer slab waveguide was grown by molecular beam epitaxy of AlxGa1-xAs on a
GaAs waver by Greg Salamo’s group at the University of Arkansas. The AlGaAs growth
direction is along the [001] axis; the waveguides will be oriented along the [011] axis and the
wafers are cleaved in the (011) plane. The sample orientation relative to the crystal axes is shown
in Figure 3.1, together with the direction of light propagation ( k ) and the direction of the electric
fields for TE and TM polarization.
The refractive index and the band gap energy of the individual layers are determined by
the ratio of aluminum and gallium in the individual layers. A lower index buffer layer of
Al0.24Ga0.76As with 4 µm thickness isolates the guiding layer from the 400 µm thick GaAs
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substrate. This layer has to be sufficiently thick to prevent leakage of energy in the substrate, as
pure GaAs has the highest refractive index in the whole structure. The guiding layer is
established by a 1.5 µm thick layer of Al0.18Ga0.82As and then covered with a cladding layer of
1.5 µm Al0.24Ga0.76As.

Figure 3.2: Schematic sample cross-section.
Individual waveguides are formed by standard photolithography and reactive ion etching
at the University of Glasgow by Marc Sorel. Decreasing the thickness of the top cladding layer
by etching a distance e down locally decreases the effective refractive index of the slab
waveguide, leading to the two dimensional confinement of light in the region below the unetched ridge. In Figure 3.3 a mode of a waveguide with w = 4 µm e = 0.7 µm is shown.

Figure 3.3: Calculated mode profile. Red lines indicate the physical structure of the waveguide.
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Figure 3.4: SEM image of sample end facet.
The individual waveguides are spaced with a period d to form the arrays. The coupling
between waveguides is determined by the size of the individual modes and the separation of the
guides. For the samples used in the experiments, the width of an individual waveguide was 4 µm.
On each cleaved sample arrays of 101 waveguides with periods between 6 µm and 11 µm were
fabricated. The etch depth e was varied between 0.2 µm and 1.5 µm. A scanning electron
microscope (SEM) image of an array end-facet is shown in Figure 3.4. The arrays were cleaved
to lengths between 2 mm and 14 mm. The samples used for experiments described in this
dissertation are summarized in Table 3.1.
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Table 3.1: Available samples. Description of the arrays used in the experiments. (*: Sample I
was etched on a 30 mm long piece of wafer and then cleaved to get samples with different length
but otherwise identical properties.)
Sample I:
Length* [mm]: 2, 4, 6, 8, 10
Etch depth [µm]: 0.72
Period [µm]:

10

9

8

Coupling constant [m-1]:

715

920

1210

9

8

7

811

1080

1620

Sample II:
Length [mm]: 8 mm
Etch depth [µm]: 0.40
Period [µm]:
Coupling constant [m-1]:

Sample III:
Length [mm]: 13.9
Etch depth [µm]: 1.2
Period [µm]: 11
Coupling constant [m-1]: 200

3.3. Sample Characterization
The coupling constant of the arrays was deduced from the discrete diffraction pattern
obtained when a single channel was excited with a low power cw source (HP8164A/81680A
external cavity diode laser). The diffraction pattern at the output was recorded and Equation 2.31
was fitted [111, 112] to the data using the Matlab® Curve Fitting Toolbox to determine C . In
Figure 3.5(a) the measured output intensity is shown for the example of a 10 µm array on
sample I at a wavelength of 1550 nm. Diffraction patterns have been measured for a wavelength
range around 1550 nm. The results of the evaluation are shown in Figure 3.5(b) for the same
sample.
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Figure 3.5: Evaluation of measured diffraction patterns. (a) shows the measured diffraction
pattern and the best fit to theory, (b) shows the fitted coupling constant for three arrays on
sample I for a wavelength range around 1550 nm.
While the measured diffraction pattern arising from single channel excitation agrees very
well with the pattern calculated based on coupled mode theory, the actual band structure of the
periodic structure shows deviations from the discrete model. To test these deviations, an array
was excited with a wide, low power beam. The input beam was then tilted away from the
direction of the individual channels and the position at the array output recorded to analyze the
diffraction properties of the array. The results are shown in Figure 3.6. In the image on the top
the white line traces the location of the energy maximum of the experimental data. The magenta
line shows the position expected from coupled mode theory. As expected from a band analysis of
the true periodic structure, there are deviations for large tilt angles. The shape of the
experimentally measured curve resembles the shape of the group velocity calculated using
Floquet-Bloch theory shown in Figure 2.13 for an array with smaller waveguide separation.
Also, at high angles significant energy is coupled into the higher order bands associated with this
periodic structure. This is shown in detail in the lower part of Figure 3.6. Despite these
deviations, most predictions from coupled mode theory are still valid for tilt angles below π .
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Figure 3.6: Measured band structure of a waveguide array. Upper figure: shown is the location of
the output beam for varying input angle, expressed as a phase difference between neighboring
waveguides. Lower figure: Example of the excitation of the next highest order band-curve at
Q ≈1.
For the numerical calculations shown later, the measured values of C for the specific
sample investigated have been used. The nonlinear constant has been estimated from the
effective area Aeff of the calculated waveguide modes of 19 µm 2 and the nonlinear refractive
index of AlGaAs. The effective nonlinear coefficient γ =

ω 0 n2
for these multi-core arrays is
c Aeff

then found to be in the order of 3.2 m −1W −1 for the literature value of n 2 . A value of
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γ = 5 m −1W −1 was found to fit the experimental observed data better. Nonlinear losses due to
2PA have been neglected in the simulations. A 3PA coefficient of 7 × 10 −5 m −1W −2 has been
found to match the observations well. This is in very close agreement with the measurements by
Kang et al. [110].
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CHAPTER FOUR: EXPERIMENTAL SYSTEM

As discussed in the previous chapter, investigation of discrete solitons and their
interactions in AlGaAs requires powers of the order of kilowatts in the 1550 nm communications
band. Such experiments necessitate the use of pulsed lasers. The required laser systems are
described first in this chapter, along with the equipment needed to monitor the various laser
output parameters. The experimental layout which requires both spatially symmetric and highly
asymmetric beams of micron dimensions with planar wavefronts at the input into the sample will
be discussed next. Because some of the beam interactions depend on the relative phase, the
general optical configuration used to achieve this will also be given in this chapter.

4.1. High Power OPA Source
Despite having samples with a relatively large Kerr nonlinear coefficient, the power
requirements on the light source are high. To produce these power levels at the needed
wavelength, an optical parametric amplifier (OPA), driven by a pulsed laser/amplifier source, is
used. Optical parametric amplification is based on a nonlinear interaction of light in a second
order nonlinear material. This interaction allows the breakup of a high energy photon into two
photons with lower energy. The great advantage of this process is the extreme wide tuning range
of such OPAs compared to a laser source. However, the nonlinear interaction is usually weak,
requiring a high power pump source and even then resulting in only low overall efficiency.
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Figure 4.1: Source layout; parameters are given for usual alignment
The specific system used in this work consisted of a modelocked titanium sapphire
(Ti:Sapphire) laser pumped by an intracavity frequency doubled neodymium yttrium vanidate
(Nd:YVO) continuous wave (cw) laser as the seed source and a Ti:Sapphire regenerative
amplifier. The energy source for the amplifier is a frequency doubled, Q-switched neodymium
yttrium lithium fluoride (Nd:YLF) laser. A layout of the complete source is shown in Figure 4.1
followed by a detailed description of the separate lasers.

4.1.1. Nd:YVO cw-laser (Spectra Physics Millenia Vs)
This laser is a cw Nd:YVO laser. The laser rod is pumped by two 13W semiconductor
laser diodes and produces radiation at 1062 nm. The pump light is delivered to the rod using
optical fibers, allowing large separation of pump source and the laser cavity, and giving a very
compact design needing only a minimum of table space. All mirrors in the folded cavity are
highly reflecting at the 1064 nm wavelength, allowing the buildup of a high power density in the
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cavity. A lithium triborate (LBO) crystal is used to convert the laser wavelength into its second
harmonic at 532 nm, which can exit the laser cavity.

4.1.2. Ti:Sapphire laser (Spectra Physics Tsunami)
This laser is a standard modelocked Ti:Sapphire laser. It is pumped by the Millenia Vs
and produces an 80MHz/100fs pulse train as the seed for the regenerative amplifier. It uses
regenerative modelocking to start modelocked operation and Kerr lens modelocking to shorten
the pulse length to below 100fs [113]. Regenerative modelocking is similar to active
modelocking [114], however, instead of using a separate RF generator, the output of the laser is
detected with a photodiode, band pass filtered at the approximate cavity roundtrip frequency and
this signal is then used to drive an acousto-optic modulator in the cavity. This technique does not
require an exact match of the cavity roundtrip frequency to the frequency of an external RF
generator and is therefore more stable. After the laser starts modelocking, self-phase modulation
in the Ti:Sapphire crystal starts to increase the pulse bandwidth allowing the generation of ultrashort pulses. However, to achieve this, the cavity has to be free of temporal dispersion within the
bandwidth of the pulse. In this specific laser, the dispersion of the optical elements in the cavity
is compensated with a standard prism setup [115]. This setup separates different optical
frequencies spatially and by then introducing different optical path lengths for different
wavelengths, the total dispersion in the cavity can be adjusted close to zero. Furthermore, a slit at
the position of the spatially separated spectrum is used to adjust the wavelength and bandwidth
of the output signal.
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4.1.3. Q-switched ND:YLF (Spectra Physics Evolution X)
The Evolution X is a diode-pumped, Q-switched, intra-cavity frequency doubled Nd:YLF
laser. Q-switching [116] is achieved using an acousto-optic modulator to periodically introduce a
high loss in the cavity and suppress lasing. Deactivating the RF power for the Q-switch after the
cw pump diodes have excited most neodymium ions in the laser rod leads to a short (ca. 200 ns)
high energy laser pulse (max. 10 mJ) with a repetition rate of 1 kHz. Nd:YLF lases at a
wavelength of 1053 nm, and, to become a useful pump source for a Ti:Sapphire amplifier, the
laser wavelength is frequency doubled by a LBO crystal inside the laser cavity.

4.1.4. Regenerative chirped pulse amplifier (Spectra Physics Spitfire)
Chirped pulse amplification (CPA) is a technique to amplify short (picosecond and
shorter) optical pulses to very high power levels [115]. The maximum output power of direct
amplification is limited by the distortions of the pulse arising from nonlinear interactions in the
amplifier medium, or, for even higher power, because the damage threshold of the gain medium
would be exceeded. In CPA a pulse from a seed source, usually a modelocked, high repetition
rate laser, is first stretched in time using a highly dispersive system to reduce its peak power,
then amplified, and finally recompressed.
The optical design of the Spitfire regenerative amplifier consists of three parts, a pulse
stretcher, the regenerative amplifier and a pulse compressor. The seed pulses generated by the
Tsunami Ti:Sapphire laser are stretched in time and, after amplification, recompressed using a
bulk grating system [117]. A slit mask in the pulse stretcher limits the bandwidth of the seed
signal, an aspect which is different from a standard set-up. Using this technique, the pulse length
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of the recompressed pulse can be changed by using different slit widths. For the experiments
described here slits were chosen to give ca. 1.1 ps long pulses.
The regenerative amplifier consists of a laser cavity with Ti:Sapphire as the gain medium.
To use this cavity for amplification of an external pulse, two electro-optic switches (Pockels
cells) are introduced into the cavity. One Pockels cell switches one pulse from the seed source
into the cavity when a pump pulse from the Evolution X has excited the titanium ions in the gain
medium. After about 50–60 round trips through the cavity, having extracted the energy from the
medium, the amplified pulse is switched out of the cavity with the second Pockels cell. This high
energy pulse is then recompressed to 1.1 ps long pulses with high peak power before exiting the
Spitfire.

4.1.5. Optical Parametric Amplifier (Spectra Physics OPA800CP)
The OPA800CP is a two stage, white light seeded optical parametric amplifier. The seed
for the amplification is generated using white light super-continuum generation in an undoped
sapphire plate. A small part of the pump is directed onto this plate where initially self-phase
modulation occurs and then, after the spectral bandwidth becomes large enough, Raman and
other nonlinear processes generate a super-continuum spanning from visible wavelengths to
3000 nm. This signal is then pre-amplified in a barium borate oxide (BBO) crystal using about
10% of the pump power, where the phase-matching condition of the BBO crystal is used for a
first wavelength determination of the final output signal. The pre-amplified signal is then
bandwidth limited using a grating to produce near bandwidth-limited picosecond pulses. This
“cleaned” signal is then again amplified with the remaining pump power to its final power. Type
II phase-matching is used to allow easy separation of the signal and idler using a polarizing
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beamsplitter and to allow continuous tuning through the degeneracy wavelength while
preventing an excessive gain-bandwidth as occurring in type I phase-matched OPAs.

4.2. Auxiliary Diagnostics Equipment

4.2.1. Power Monitoring
For measuring power two commercial, calibrated power meters are available for
experiments. A Spectra Physics 407A thermal detector with analog readout is used to measure
power levels between 10mW and 10W, while a HP 8163A with 81521B Germanium detector
heads is used to measure the usually low average powers (nW…μW levels) used during the
experimental work.
In order to increase the number of points at which the power is monitored in the
experiment, germanium photo diodes connected to EG&G 5209 Lock-In Amplifiers were used.
The detected current from these diodes was read out by a computer and (by calibration against
the commercial calibrated HP 8163A) directly converted to optical power. Care has been taken
to ensure that these detectors do not show any saturation effects due to the high peak powers.
The conversion from average power to peak power assumes 1.0 ps or 1.1 ps FWHM
Gaussian pulses depending on the mask used in the Spitfire amplifier and was verified using
autocorrelation techniques [118, 119] and the measured spectrum of the pulse. Figure 4.2 shows
a spectrum and a collinear autocorrelation of the OPA when tuned to a wavelength close to
1550 nm. The measured bandwidth of the OPA is 4.1 nm FWHM, the shown fit for the envelope
of the autocorrelation is for a 1.0 ps Gaussian pulse. A pulse of this duration would have a
bandwidth corresponding to 3.5 nm at a wavelength of 1.55 µm. Note that the mismatch between
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the intensity in the two arms of the autocorrelator (expressed in the ratio of 1:7 between peak and

AC Signal [a.u.]

background signal instead of the expected 1:8) has been taken into account.
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Figure 4.2: Measured spectrum (a) and autocorrelation (b) for the signal output of the OPA.

4.2.2. Camera systems
The goal of observing spatial nonlinear effects at a wavelength close to 1550 nm requires
the use of cameras responding at this wavelength. Currently there are three camera technologies
commercially available: Vidicons, InGaAs detector arrays and phosphor coated silicon CCD
cameras. The low efficiency of coated CCDs makes this technology unsuitable for the
experiments planned. Initially measurements of the beam output from the experiments used only
a Hamamatsu C2741 vidicon. This camera suffered from insufficient sensitivity, especially when
the linear, low power response of the sample was measured. Furthermore it exhibited a generally
slow response time. InGaAs cameras for observing 2D cross-sectional beams would be the
preferred alternative, but could not be employed due to their high price. However, because all
experiments were done in an one-dimensional (line) geometry, a line camera was a reasonable
solution. A Roper Scientific OMA V liquid nitrogen cooled 512x1 pixel InGaAs line camera was
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acquired and first used for observation of discrete modulation instability. The high SNR and the
high speed of this camera now allowed the observation of spatial effects on a single pulse basis.

4.3. Experimental Beam Layout
For the experimental observation of the propagation behavior of beams in discrete media,
a setup allowing the excitation of two beams with different polarization and wavelength was
built. The complete experimental setup is shown in Figure 4.3. First the beam from the OPA is
shaped into a form suitable for the experiment, then the light was coupled into the sample and
finally the light exiting the sample was observed. An overview drawing of the experimental
setup is shown in Figure 4.3. Detailed parts of it are shown together with appropriate discussions.

Figure 4.3: Complete experimental setup.
As shown in Figure 4.4, directly after the output of the OPA about 5% of the signal is
split off the main beam using a beam sampler (glass substrate, antireflection coated on one side,
uncoated the other) and used for diagnostics of the OPA. Some of this power is directed to a
photodiode connected to a 50 Ω terminated oscilloscope to monitor the pulse train from the OPA
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for stability. To monitor the spectrum of the OPA part of the power is directed to a bare
multimode fiber end surface and transmitted to an optical spectrum analyzer where its spectrum
is displayed.

Figure 4.4: OPA diagnostics; spatial filter and attenuators; beam distribution.
The idler beam is sent over a delay line to bring the two pulses close to temporal overlap
after the polarizing beamsplitter P1. Both beams are spatially filtered to reduce spatial beam
distortions. The spatial filter consists of two lenses of 30 cm (f1s,i) and 10 cm (f2s,i) focal length to
focus the beam to about a 60 μm FWHM spot centered on a 100 μm diameter pinhole. Stronger
focusing would achieve better beam quality; however the high peak powers from the OPA
(depending on wavelength, ca. 50 MW at 1550 nm) would damage the pinhole. Even the setup as
used requires the use of a custom made ceramic pinhole. The use of two lenses as focusing
elements allows adjusting the spot size and thus the optimization of the beam quality and
minimization of power loss in the spatial filter. After spatial filtering the beam is collimated
using a lens (f3s,i) with a 7.5 cm focal length. The beams are attenuated to suitable power levels
for the experiment using reflective attenuators a1. For typical experiments most of the power
provided by the OPA is dumped at this position. The decision to separate the main attenuators
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from the ones used for the experiment was made to avoid accidental removal of these strong
(1:100) attenuators.
A flip-mirror is mounted in the signal beam path. It is used to block the OPA beam and to
introduce low power radiation collinear with the OPA path, usually from an amplified
spontaneous emission (ASE) source. This ancillary beam is used for alignment purposes, mainly
when coupling light into the waveguides. The decision to use an ASE source was based on
availability of the source. Any source radiating at 1550 nm would work. For sample
characterization the fiber has been connected to a semiconductor diode laser.
Both beams are split into two independent beams for interaction experiments using a
polarizing beam splitter (P1) and half-wave plates. At this polarizer the signal and idler beams
can be aligned collinear and split either way. Following the separation in two independent arms,
both beams are attenuated (a1, a2) to the power needed for the experiment. The attenuation is
achieved using a sequence of filters with fixed attenuation and a stepper motor driven variable
attenuator in each arm.
After attenuation (Figure 4.5) the polarization of the beam is adjusted using combinations
of half- and quarter-wave plates and polarizing beam splitters, as required by the experiment.
In one beam path a modified Michelson interferometer is introduced. It differs from a
standard Michelson interferometer by the use of a polarizing beam splitter (P2) and two quarter
wave plates to generate two orthogonally polarized beams when needed. In one arm the end
mirror is mounted on a piezoelectric actuator. This setup allows complete control over the
polarization state of this beam. The mirror with the piezo drive is mounted on a manual
translation stage, the second mirror can be moved by a stepper motor.
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Figure 4.5: Polarization Control, input power detection and beam shaping.
The polarization of the second beam is controlled by using a half-wave plate and a
polarizer (P3). This simpler setup allows the generation of only linearly polarized light.
A small part of the energy in each beam is split off using a beam sampler and directed
towards photodiodes (Judson Technologies type J16-8SP-R05M-HS germanium photodiodes).
These photodiodes were connected as current sources to lock-in amplifiers. The detection using
lock-in amplifiers in general has the advantage that background radiation is largely suppressed,
in contrast to the cw power meters used for calibration. Those can not distinguish between room
light and a low power signal from the OPA. The lock-ins are synchronized to the repetition rate
of the OPA and suppress uncorrelated noise very well. However, because large amounts of
power are dumped in the experimental setup, the room is filled with background light
synchronous with the signal to be detected. This light will contribute to the lock-in amplifier
signal. To reduce the effect of background light, all beam dumps are set up in a way to minimize
scattered light and the field of view of the photo diodes is limited as much as possible. Residual
background signal is measured and subtracted from the final power.
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The detected signal from the lock-in amplifiers was calibrated to correspond to the power
at the input of the sample by measuring the power after the beam samplers using flip mirrors and
the calibrated detectors of a HP 8163A power meter. The transmission losses from this point to
the input surface of the sample were measured separately. The detected current is converted to
average power at the computer.
The second beam path has a delay line consisting of a prism mounted on a translation
stage. Accurate temporal overlap between the two 300 µm long pulses is possible. To adjust the
relative phase between the two beams the prism can be driven by a piezo electric actuator.
Both beams are then shaped to allow the coupling of light into the waveguide samples.
This usually requires an elliptical cross-section of the beam at the front surface of the sample
because the vertical beam cross-section has to match the mode of the waveguide while the
horizontal is defined by the experimental goals, i.e. how many channels need to be excited.
Beam shaping is achieved by using one or more cylindrical lenses together with a microscope
objective (MO). A set of cylindrical lenses with 50, 100, 150, 200, 300, 500 and 1000 millimeter focal lengths has been available for this purpose. The cylindrical lenses are oriented in
such a way that no change to the beam is made in the vertical direction. Thus the vertical beam
height at the sample is defined by the strength of the MO (40x magnification) and the properties
of the beam after the collimation lens in the spatial filter. The vertical spot size at the sample is
optimized by adjusting the position of this lens. After achieving a spot matching the waveguide
mode as well as possible, the beam before the microscope is characterized using the standard
knife edge technique [120], assuming a Gaussian beam. Using the information about the beam
together with the needed parameters for the horizontal spot size and position as defined by the
experiment allows the position and focal length for the cylindrical lens/lenses to be
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calculated [62]. With the available lenses the input beam could be set to a vertical dimension of
ca. 2 µm and a horizontal dimension between 2 µm and more than 300 µm.
The two beams are overlapped at beam splitter BS1. The mirror M is always placed in a
position such that tilting it translates into a tilt of the second beam in the sample, and moving it
results in a transverse shift of the in-coupling spot. This position is usually close to the front
focal plane of lens f3. The exact position is found by using geometrical ray tracing of the optical
system calculated as a solution of the Gaussian beam propagation problem.

Figure 4.6: In-coupling (left) and out-coupling (right) MO shown with the sample.
A plane parallel plate mounted on a stepper motor driven rotation stage is introduced in
front of the 40x in-coupling microscope objective. Rotating this plate will shift the beam
sideways. The MO will translate the change in position into an angular change. This setup allows
the direction of the beam that propagates in the sample to be changed.
The sample is mounted on a five axis translation stage where the XYZ axes have electrostrictive actuators to facilitate exact positioning of the sample. Using this setup, a total
throughput of the optical power of the order of 3…4 dB is achieved. Losses arise from modemismatch, Fresnel reflections and sample losses during the propagation.
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Figure 4.7: Diagnostic at the sample output.
For some experiments it would have been very helpful to be able to observe the light as it
actually propagated through the sample. This requires the observation of light scattered through
the top or bottom surface of the sample. Because the samples had excellent optical quality the
energy available for observation was too low to be detected. Using strongly scattering samples
would give results dominated by sample loss and is not a reasonable alternative. It was therefore
only possible to make the measurements at the sample’s exit surface and use numerical modeling
to describe the beam propagation inside.
The output surface of the sample is imaged on the cameras using a microscope objective
and two additional lenses. Because the InGaAs camera has a 25.4 mm long detector line and the
Hamamatsu only a 13 mm wide detection area different magnifications for the two cameras are
needed. 50% of the total output power is directed to the less sensitive vidicon camera by a
beamsplitter and is also used to monitor the output power contained in either polarization. The
remainder of the energy is incident on the InGaAs array. A polarizing filter, mounted on a
rotation stage, is used in front of the InGaAs camera to take images in either polarization.
Image and data acquisition, the stepper motors positioning the attenuators and the plate in
front of the in-coupling objective, and the two piezo-electric actuators determining the relative
phase in this setup are all controlled by a personal computer and LabView programs. As a
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general principle it was attempted to use computer control of the experiment as often as possible,
for example for adjusting power and polarization using motor driven actuators or in the
acquisition of power levels and images during the experiment.
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CHAPTER FIVE: OBSERVATION OF HIGHLY CONFINED SOLITONS

5.1. Single Channel Self-Trapped Beam, Single Polarization Excitation
The setup shown in Figure 4.3 was configured to allow the excitation of a single channel
in a 14 mm (corresponding to 1.5 coupling lengths) long array. The geometry and measured
beam shapes are shown in Figure 5.1. For low powers (below 500 W peak power) linear
behavior dominates light propagation and the expected two diffraction lobes become visible. For
high powers (> 700 W) the nonlinear behavior is dominant; the output beam collapses into the
excitation channel and forms a discrete soliton. Numerical simulations of the wave propagating
along the array are shown in Figure 5.2.

Figure 5.1: Single channel excitation
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Figure 5.2: Simulated wave propagation. Left: linear diffraction. Right: Soliton propagation at
800W. The dotted line indicates the output surface of the sample; the propagation distance has
been normalized to the coupling length.
The relative power distribution across the output facet of the array is shown in Figure 5.3
as a function of input power. Notice that at a peak power level of about 700W there is a dramatic
collapse of the output radiation into a single channel. This collapse occurs over a small change in
input power. Since temporal pulses are used in these experiments, one should anticipate that this
collapse should be even “sharper” with cw inputs. The nature of the observed discrete collapse
somehow resembles a continuous (or second order) phase transition.

Figure 5.3: Collapse into a single waveguide
Figure 5.4 reproduces the concept of rapid collapse back to a single channel with
increasing power. This figure depicts the ratio between the power localized in the central
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(excitation) channel and the total input power. Note the rapid rise when a threshold power
of ≈ 700 W is reached, reproducing the switching behavior of an array expected from theory. The
percentage of input power measured at the output of the incidence channel saturates with
increasing input power, at about 85% for the TE polarization for an input power of 1 kW. The
drop in the throughput for high input power is an indication that multi-photon absorption, most
likely three photon absorption, is present. The solid line in Figure 5.4 was obtained from a
numerical simulation of the collapse process. Simulation parameters were chosen to correspond
to the sample used and included 3PA. The simulation is in good agreement with the measured
data. The difference in the power required for collapse to occur is attributed to the fact that
pulsed beams were used in the experiment as opposed to cw beams used in the simulations.
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Figure 5.4: Ratio between total power and power contained in the excitation channel for
increasing input power. Dots are measured values (pulsed experiment); the solid line is a cw
numerical simulation.
The sample chosen for these initial experiments exhibited only weak coupling
( C = 200m −1 ) between waveguides. As a consequence only weak diffraction in a relatively long
sample could be observed. Accordingly the formation of the discrete soliton localized in only a
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single channel is possible at low powers; before nonlinear absorption can influence the beam
propagation.
The experiment to form a highly confined soliton was repeated with a 8 mm long sample
having a coupling constant of C = 715m −1 . Figure 5.5 shows the recorded output intensity for an
input power of 1.8 kW. The soliton now has a large amount of energy in the waveguides next to
the excitation channel. Further increasing the input power resulted in beam breakup. This
behavior can be explained by realizing that nonlinear absorption strongly decreases the power in
the central channel. The resulting ‘flat top’ beam is unstable and breaks into filaments due to
modulation instability.
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Figure 5.5: Highly confined soliton in an array with strong coupling
It is interesting to investigate the polarization of the generated soliton. As shown in
Figure 5.5 the TE component (red line) shows a wide background, extending in width
approximately as far as the calculated linear diffraction pattern (grey line). Due to polarization
instability, similar to that observed in fibers [97, 121, 122], energy leaks into the TM mode
(green line), but only at the soliton’s location where the TE power is high enough for nonlinear
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polarization conversion. Note, that in Figure 5.5 both lines are normalized to a peak value of one
for each polarization. The TM peak intensity is actually a factor of 16 lower than the TE peak
intensity.

Figure 5.6: Spatial energy distribution for excitation with a wider beam for increasing TE power
(a) pulsed experimental result, (b) cw numerical simulation
To further investigate the formation of solitons and the breakup at higher powers the TE
input beam was increased to a width of 14 µm along the planar dimension of the strongly
coupled array. Figure 5.6 shows a collage of intensity distributions across the output facet of the
array for different input powers.
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As expected, at low input powers the beam underwent discrete diffraction. Because the
input beam now excites multiple waveguides the output pattern starts to resemble the diffraction
behavior known in the continuous case. As the power increased, self focusing occurred within
the array and the output beam distribution narrowed. At 800 W of input, the output intensity was
effectively focused into a single channel. A further increase of the input power shows that the
beam remained focused in one channel for more that a factor of two further increase in input
power. This behavior has no counterpart in homogenous media, since a beam tends to again
diffract after undergoing collapse.
At the highest power levels used (2.5 kW) there is evidence of asymmetric broadening of
the output beam into the neighboring channels. This is a consequence of the influence of three
photon absorption and of an asymmetry in the input beam. Simulations shown in Figure 5.6(b)
illustrate this aspect. Here the excitation field was slightly distorted. This leads to a shift in the
output beam position at higher powers, when 3PA begins to deplete the power contained in the
central channel. Simulations indicate that in the absence of nonlinear absorption or of a perfectly
symmetric input beam, the beam will stay localized in one channel at even higher powers.
The dynamic behavior of a wide, tilted beam was also observed. A beam with 80 µm
FWHM (corresponding to 9 channels) was used to excited an 8 mm long array with a waveguide
separation of 9 µm and coupling constant of 811 m −1 . The beam was then tilted and the resulting
output from the sample was observed. The results are shown in Figure 5.7. At low power the
beam diffracts and the output position follows the curve expected from Bloch theory. At higher
power (Figure 5.7(b) and (c)) the beam undergoes discrete self-focusing and localizes in one
waveguide at the output. For even higher powers, shown for 1.68 kW in Figure 5.8(d), the beam
breaks into filaments. This can be explained by the onset of modulational instability
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(filamentation) and the locking of the beam propagation onto the axial direction of the
waveguides. Corresponding DNLS simulations for a beam tilt of Q = 0.2π are shown in Figure
5.8. Note that the simulations for 900 W predict the onset of beam breakup. The difference from
the experimental results can be explained by two factors. First, the experiment uses pulsed
excitation and the simulation assumes cw beams and hence the experimental results represent an
averaging over the temporal pulse profile. Second, the band shape from the discrete model
deviates from the observed one which is better described by the Bloch theory than the DNLS.
The locking effect is weaker in the Bloch model.

Figure 5.7: Self-focusing and beam breakup at high power for a “wide” input beam.
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Figure 5.8: Cw numerical simulation of the beam propagation observed in Figure 5.7 for an
initial beam tilt of Q = 0.2π .
The consequence of these observations is encouraging for nonlinear interactions. While it
is not possible to generate a high power moving soliton, it is possible to self-focus a wide input
beam into a single waveguide after a propagation of a few coupling lengths. On the other hand,
the occurrence of beam-breakup at very high powers is problematic. The breakup of wide beams
will be discussed in detail in Chapter 6.

5.2. Single Channel Soliton, Dual Polarization Excitation
Vector solitons with coherently coupled orthogonal polarizations were excited by
focusing both a TE and a TM polarized beam into a single input channel of a 13.9 mm long
array. Shown in Figure 5.9 are the recorded intensity profiles at the output facet of the waveguide
array when (a) only a single TE or TM component is present and (b) when both components
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coalesce to form a vector discrete soliton. The power at the input is 650W for each beam. At this
level, neither of the beams by itself is intense enough to produce a discrete soliton. However,
when both beams excite the array in phase the mutual trapping due to cross phase modulation
forms a vector discrete soliton with most of its energy localized into a single channel.

Figure 5.9: Spatial output energy distribution when (a) TE and TM beams are separately excited
and (b) for both beams excited together.
The nature of this collapse is illustrated better in Figure 5.10. In Figure 5.10(a), the
relative output appearing in the central channel is plotted as a function of TM incident power for
in-phase beams. The TE power was held fixed at 450 W . Just as in the discrete scalar soliton
case, the collapse of the two components into a single channel soliton occurred over a very small
TM input power range, of the order of (200...300 )W . Because the self-phase and cross-phase
modulation coefficients are equal in their contribution to the mutual trapping, both polarizations
should essentially experience the same trapping potential well. Note that again there is evidence
for multi-photon absorption at very high input powers.
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Figure 5.10: (a) Ratio between total power and power contained in the excitation channel for
increasing TM power. TE power was fixed at 450W, and both components were excited in
phase. (b) TE beam width dependency on initial phase.
There is only a weak dependence of the beam narrowing on the relative phase between
the two polarizations. Figure 5.10(b) shows the FWHM for the TE and TM beams as a function
of TM input power. This is a consequence of self- and cross-phase modulation being the driving
mechanisms behind the spatial collapse. Both effects are equal in magnitude; hence energy
exchange between the two polarizations due to the four-wave mixing term has only a weak
influence on the spatial profile. The occurrence of spatial instabilities for out-of-phase beams
could not be observed due to the length restrictions on the sample and the onset of nonlinear
absorption at higher power.
However, even though the beam widths of the TE and TM components do not change
because they mainly depend on the total TE+TM power, the power of the individual components
can still change via the four-wave mixing term. The relative phase-dependence of the energy
exchange between orthogonal polarizations is clear in Figure 5.11. This figure shows the TE
output power versus TM input power and its dependence on the phase-difference ∆φ between
the TE and TM beams. In all cases, the TE power at the input was 350 W. Note that the energy
exchange between the two polarizations varies as twice the input phase difference, i.e.
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(

)

2 φ TE − φ TM , as expected from the four-wave mixing effect. The energy exchange becomes
significant at the same input power levels as those required for single channel vector soliton
formation. At this power all of the energy which was initially spread over many channels
becomes localized in a single waveguide and in turn this increases greatly the local intensity in
that channel leading to strong wave mixing effects.

Figure 5.11: Dependency of the TE output power on the TM input power and the phase
difference between the TE and TM input wave. TE input power was constant at 350W.
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CHAPTER SIX: MODULATION INSTABILITY

Modulational Instability (MI) refers to the instability of a plane wave in the presence of
noise perturbations. (The term “plane wave” in a 1D discrete system refers to equal excitation of
all the channels of an infinite array—in practice, uniform excitation of a large number of
channels is a reasonable approximation.) A wave is called modulationally unstable if a small
perturbation to this wave grows exponentially due to a nonlinear interaction with the medium.
Over the years, MI has been observed in various physical settings including hydrodynamics
[123, 124], plasma physics [125, 126], nonlinear optics [127-130], and quite recently in BoseEinstein condensates [131]. In nonlinear optics, MI has been experimentally demonstrated in
both the temporal and spatial domain. In particular, temporal MI has been observed in optical
fibers [129] and its spatial counterpart in nonlinear Kerr [132, 133], quadratic [134], and in
biased photorefractive [135] media with both coherent and partially coherent beams. It should be
emphasized that so far MI has only been experimentally studied in continuous systems.
The existence of the “plane wave” solutions discussed in Chapter 2 for discrete optical
systems raises the question whether those waves are MI stable or not. Discrete Modulational
Instability was first predicted for Kerr nonlinearities at the base of the Brillouin zone [5] and
subsequently this result was generalized to describe this process within the entire first band [50].
The derivation and results will now be reviewed.
To theoretically analyze the MI properties of nonlinear waveguide arrays, it is assumed
that the waveguide array is excited with a plane wave, i.e. that all waveguides in the array are
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equally excited with amplitude q 0 . In addition, a phase difference Q between successive
waveguides is allowed. Under these conditions, the stationary constant amplitude solution to the
discrete nonlinear Schrödinger Equation 2.23 is given by a n = q 0 exp(inQ) exp[i(2C + µ ) z ]
where the nonlinear eigenvalue is found to be µ = γ q02 − 4C sin 2 (Q / 2) . The stability properties
of this constant amplitude wave (discrete MI) can then be determined by adding a
perturbation ∆ n , i.e., [5, 50]

an = (q0 + ∆ n ) exp(in Q ) exp[i (2C + µ ) z ],

(6.1)

where it is assumed that ∆ n << q 0 , i.e. small perturbations. To further analyze this problem the
perturbation is assumed to be periodic, i.e.
∆ n = ε 1 exp[i (k z z − nθ )] + ε 2 exp[ −i (k z z − nθ )]

(6.2)

where ε 1, 2 , k z are the amplitudes and spatial wavevector of this perturbation. In Equation 6.2 it
is assumed that the phase shift (between successive waveguide sites) in this “noise wave” varies
by θ = k x d where k x is the associated spatial Bloch momentum of the two sidebands. In this
case, a straightforward calculation gives the spatial perturbation wavevector, i.e. [50]

 θ 
θ 
k z = ± 8C cos(Q )sin 2   2C cos(Q )sin 2   − γ q02 
 2 
2


(6.3)

+ 2C sin (Q )sin (θ )

Equations 6.2 and 6.3 clearly indicate that this wave will be MI unstable provided that k z
has an imaginary component. Given the form of Equation 6.3, then for γ > 0 the quantity under
the square root is negative ( k z is complex) only if cos(Q ) > 0 . This last result directly implies
that discrete MI only occurs when the Bloch momentum lies between − π / 2 < Q < π / 2 , i.e.
where the array exhibits normal diffraction. On the other hand no discrete MI is possible in this
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self-focusing array when cos(Q) ≤ 0 , i.e. − π ≤ Q ≤ −π / 2 and π / 2 ≤ Q ≤ π , where the array
diffraction is anomalous. Note that, unlike the situation in continuous media where MI always
occurs under self-focusing conditions, in discrete systems this same instability is totally
eliminated provided that the Bloch momentum is within an anomalous diffraction region!
Another aspect where discrete MI differs from its continuous counterpart is the fact that in the
region of normal diffraction the spatial frequency θ that experiences maximum gain eventually
becomes fixed at θ = π after a certain power threshold, as shown in Figure 6.1—a direct
consequence of the limited extent of the allowed band in k z . The power threshold (solid lines)
decreases with increasing phase-shift Q between adjacent channels. The maximum gain (dashed
lines) increases with power per channel P0 and spatial frequency θ . At the critical power
q02 = 4 C γ cos Q the maximum gain occurs at θ = π .

Figure 6.1: MI gain coefficient Im(k z ) vs. power P0 and spatial frequency θ for (a) Q = 0 and
(b) Q = 0.3π with C = 1mm −1 and γ = 5m −1W −1 . The black solid line indicates the threshold
power below which the gain is zero for a given phase shift θ ; the green line shows the location
of the maximum MI gain for a given power P0 .
A simplified picture of the experimental setup used to investigate the stability of plane
waves is shown in Figure 6.2. The signal beam from the OPA was attenuated using a variable
filter and then split into two beams. To simulate a plane wave situation as well as possible, both
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beams went through a beam shaping setup consisting of cylindrical lenses and a microscope
objective to generate a highly elliptical beam with 250 µm width and 1.5 µm height at the front
surface of the sample. One beam was used to generate a strong pump wave, while the other could
be used as a weak seed (perturbation) wave. The pump beam alone allows the observation of
noise-seeded MI. For a better comparison between theoretical predictions and experimental
observation, the second beam was used as a seed wave. It interferes with the pump beam to
produce a weak modulation on the pump beam whose periodicity is determined by the relative
crossing angle of the two beams. It permits the probing of the dependency of the discrete MI gain
on the modulation period of the perturbation.

Figure 6.2: Experimental setup for MI observations.
A parallel plate mounted on a rotation stage placed before the microscope objective was
used for tilting both input beams, while a rotating mirror M1 allowed independent tilting of the
weak seed beam in order to alter the modulation period. Note that the tilt angle of the pump is
related to the phase shift coefficient Q (spatial Bloch momentum) whereas the tilt angle of the
perturbation field with respect to the pump is related to θ . The polarization of both beams in the
sample was such that the TE waveguide mode was excited. The output intensity profile was
observed using cameras as discussed in Chapter 4.
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The AlGaAs arrays used were 8 mm and 4 mm long and had coupling constants C of
0.8 mm −1 and 1.1 mm −1 , respectively. The channel spacing d was 9 µm . For these parameters
the expected MI gain coefficients are shown in Figure 6.1 for Q = 0 and Q = 0.3π , respectively.

Figure 6.3: Observed output intensity distribution vs. phase difference Q for 6 W, 72 W and
193 W peak power in the central channel.
In a first experiment a combination of the inherent noise on the pump beam and
imperfections in the 8 mm sample was used to seed the MI. Figure 6.3(a)-(c) show the observed
output patterns for beam input angles Q between ± π for three different power levels. At the
lowest power of 6 W (estimated peak power in the central waveguide) no MI but only small
beam distortions of the output beam due to “noise” was observed. At intermediate powers of
72 W these distortions start to grow for angles where the array exhibits normal diffraction,
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whereas in the anomalous diffraction region the beam shows no sign of any instability. At the
highest shown input power level of 193 W we observe the breakup of the beam into filaments,
highly localized in a few channels. Previous observations of highly localized discrete solitons
showed that the power needed to excite essentially a “single channel” soliton in this sample was
of the order of 1–2 kW. In order to form such discrete soliton trains each MI filament collects
power from its neighboring channels.
It is noticeable in Figure 6.3(c) that the transverse wavevector region over which
filamentation occurs extends beyond just π 2 ≥ k x d . This is a consequence of the actual “band
structure” found in this AlGaAs array, as pointed out previously in Chapter 2 and
Reference [104]. Note that the first band does not change curvature until ∆θ ~ 0.6π which
explains why the region of modulational instability extends beyond the cut-off predicted by
simple coupled mode theory. Excitation with the continuous beam used here also excites modes
with some energy concentrated between the channels, i.e. the second order band in this case.
This second band excitation becomes more efficient with increasing ∆θ as shown by the results
in Figure 3.6. The bands effectively overlap around ∆θ ~ π .
The ability to preferentially excite the second band for high tilt angles was used to
observe MI in this band. From Bloch theory it is known that the diffraction for the second band
will be normal close to Q = ±π , in contrast to the first band for which diffraction is anomalous
there as discussed previously. By analogy with the MI theory based on the DNLS (corresponding
to the first band in Bloch theory) the occurrence of MI is expected. In the same experiment as
described above for the first band, the input beam was tilted beyond the edge of the first
Brillouin zone and the beam at the output of the samples was recorded. The results are shown in
Figure 6.4. As observed in the normal diffraction region of the first band, for low power the
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beam at the sample output shows a small amount of noise. For increasing input power, the noise
becomes amplified. At the highest observed output power the beam break into multiple filaments
in this second order band.

Figure 6.4: Modulation instability in the second band.
In order to evaluate the MI gain in the discrete band, a periodic modulation on the pump
beam was seeded with the second, weak beam and its growth with increasing input intensity was
measured and compared with theoretical predictions. Two beams, equal in width, were spatially
and temporally overlapped at the input surface of the sample, as shown schematically in Figure
6.5 . Both beams could be tilted relative to the direction of the waveguides; the seed beam could
be independently tilted relative to the pump beam. Because of the large width of the beams,

69

spatial walk-off between them is negligible. The amplitude of the weak wave was adjusted to
give 5% intensity modulation at the output of the sample for low powers (linear regime).

Figure 6.5: Beam geometry for the seeded experiment.
Because the modulation arises from the interference of the two continuous beams and the
modulation depth at the output additionally depends on the position of the interference fringes
relative to the waveguides, the depth of this modulation depends on the relative phase between
the two beams. For the experiment to produce consistent results the overlap between the fringes
and the waveguides had to be controlled. The relative phase between the two beams was scanned
for the whole experiment, however only the data for maximum overlap (recognizable as the
maximum modulation at the output) was collected. The 4 mm long sample with the higher interchannel coupling constant and the smaller propagation length (and hence smaller net
amplification of the seed wave compared to the 8 mm sample) was used in this experiment. This
allowed the transition from MI to beam breakup to be accurately quantified.
The spatial power distribution at the end of the sample was measured and Fourier
transformed. The thin grey lines in Figure 6.6 show examples of the Fourier spectra obtained at
1.5 W and 120 W for Q = 0.3π . For a power of 120 W the beam breaks up into a sequence of
highly localized filaments, shown in Figure 6.7. The colored lines show the magnitude of the
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amplified seed wave and its 2nd spatial harmonic for powers ranging from 1.5 W to 120 W and
seed frequencies between 0 and 0.06 μm-1 (0…1.08π). Above 90 W the second spatial harmonic
associated with the saturation of the MI becomes clearly visible.
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Figure 6.6: Dependence of the amplified seed wave at the output on spatial frequency θ and
power P0 . The grey lines are two typical spectra. The dashed lines trace the peak of the second
spatial harmonic for powers of 90, 105 and 120W.

Intensity [a.u]

1.0

0.5

0.0

-150 -100 -50

0

x [µm]

50 100 150

Figure 6.7: Filament intensities for strong beam breakup at a pump power of 120 W.
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Figure 6.8 compares the magnitude of the amplified seed wave based on Equations 6.2
and 6.3 for Q = 0.3π , C = 1.1mm −1 and γ = 5 m −1W −1 . The experimental data shows the predicted
increase with power of the gain, of the spatial frequency at which maximum gain occurs and of
the gain bandwidth as a function of spatial frequency. There is good agreement between the
calculated and measured output magnitudes up to power levels of 75 W beyond which MI
saturation occurs and the small signal MI theory is no longer valid. Beyond 75 W the formation
of highly confined solitons out of the initial plane wave occurs and power is partially converted
to higher harmonics. For the fundamental spatial harmonic, the measured amplitudes are lower
than the small signal MI theory predicts, as expected for highly deformed beams.
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Figure 6.8: Comparison between theoretically calculated Fourier components and measured
values for 1.5 W, 75 W and 120 W.
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CHAPTER SEVEN: DISCRETE INTERACTIONS

While the nonlinear interaction between optical waves in bulk media (homogeneous in
the two diffracting dimensions) and guiding geometries (homogeneous in one diffracting
dimension) such as fibers, slab waveguides etc. are very well understood both experimentally
and theoretically [66], so far there have been only theoretical investigations of wave interactions
in discrete systems [42, 43, 49]. However, the predictions are of great interest for future
applications. For example, the interaction between a wide beam and a highly localized discrete
soliton is promising as a unique all optical switch [43].
A series of experiments has been performed to investigate the outcome of such
interactions in a real physical system.

7.1. Collinear Beam Interactions
Consider two co-polarized elliptical beams to be focused at normal incidence onto the
entrance facet. The initial field is written as

a n (z = 0 ) = A0 [ f (n − n l ) + f (n + n r ) exp (i∆φ )]

(7.1)

where f (n ) is the envelope function of the individual beams, nl + nr is the separation of the
beams, the center of the array is the n = 0 channel and ∆φ is the initial phase difference between
the beams. The DNSE Equation 2.23 was numerically evaluated for such input conditions and
the samples available for experiments at that time. A continuous wave, Gaussian shaped
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excitation field with nr = nl = 2 and a FWHM of 1.6 channels was assumed. The width of the
beam falls therefore between the single channel and continuum case, as shown in Figure 2.7. The
array samples were 4.0 mm and 8.0 mm long, with a channel separation d = 10µm and a
coupling constant C = 715m −1 , corresponding to an effective sample length of 1.9 and
3.8 coupling lengths.
The variation in the intensity distributions at the output with input power, shown at three
phase angles in Figure 7.1, exhibits three distinct regimes. The linear regime (I) is dominated by
discrete diffraction which depends on the relative phase between the input beams, similar to
interference in homogeneous media. Discrete self-focusing occurs over a narrow power range
(region II) producing one or two narrow beams, depending on the relative phase. In region III, at
high input powers the two input beams become self-trapped primarily in their center excitation
channels.

Figure 7.1: cw calculations of the waveguide array output versus the total power for each input
beam (assumed Gaussian) at the relative phase angles of (a) ∆φ = 0 , (b) ∆φ = π 2 and
(c) ∆φ = π . The simulation parameters are for the 4 mm AlGaAs sample investigated
experimentally.
These predictions were tested experimentally. The relevant details of the experimental
geometry are shown in Figure 7.2. The beam from the OPA was split into two beams and shaped
using cylindrical lenses to form two elliptical spots at the input surface of the sample. Lateral
translation and rotation of mirror M allowed adjustment of the position and angle of the second
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beam relative to the first. The input power distribution for the incident beams is shown in the
inset of Figure 7.2. The inputs had a center-to-center separation of 40 µm (corresponding to
4 channels), and a measured FWHM of 16.5 µm. Hence, only 3 channels were significantly
excited for each beam in such a way that the excitation falls between the continuum
approximation and the unique, discrete pattern for single channel excitation. The spatial intensity
distribution at the sample output was observed using the highly sensitive InGaAs line camera
while the vidicon camera was only used for alignment purposes. The power of the second beam
was adjusted to have the same throughput as the first beam. The partial overlap of the two beams
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resulted in about 3% intensity modulation at the sample output.
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Figure 7.2: Experimental apparatus. Inset: Input beam distributions (thick line) and waveguide
modes (dotted line).
The experimental outputs for intermediate and high powers are shown in Figure 7.3 as a
function of phase difference between the two input beams. The results are striking. At
intermediate powers (Figure 7.3 (a-b)), the output is localized to a few channels whose position
varies linearly with the phase difference, and repeats every 2π in relative phase. At zero phase
difference, the input beams self-focus into a spot on the zero channel ( n = 0 ), similar to the slab
waveguide case [136]. As the phase angle is increased or decreased, the spot moves in one
direction ( n > 0 ) or the other ( n < 0 ) respectively. As ∆φ is increased, at around π 2 and
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3π 2 phase difference a small fraction of the energy begins to appear on the opposite side of the
strong beam. At ∆φ = π the calculated output is split equally between the two wide beams
displaced symmetrically about the zero channel, again similar to the slab case.

Figure 7.3: Array output versus relative phase at four different peak input channel powers. (a)
and (b) are in the intermediate power region II. (c) and (d) are in the high power region III.
Shown on the right is the output energy distribution for each beam when only one beam is
excited.
As the power is increased, the beams become progressively more localized, the fraction
of input energy on the “other” side of the zero channel decreases, and the focusing into primarily
a single channel at the output extends to larger ∆φ . Here the central few channels correspond to
spatial solitons and are strongly localized. Increasing the input power extends the range over
which discrete solitons are observed. In these regimes, the beam output position is linear in the
phase difference. These pulsed laser results are in excellent agreement with the cw simulation
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shown in Figure 7.4(a). Note that since the experiments use temporal pulses, their weak tails
produce an underlying discrete diffraction pattern in the experimental data.

Figure 7.4: CW simulations for cases (b) and (d) shown in Figure 7.3.
The situation changes dramatically when the incident intensity is increased yet again, into
response region III, Figure 7.3(c-d). The “scanning” behavior disappears and the output is
strongly localized as discrete solitons in each of the center channels of the initial excitation.
Changing the relative phase through multiples of π results in a rapid periodic energy transfer
from one localization channel (for example nr ) to the other ( nl ). The surprising aspect is that
there is essentially very little energy in other channels, especially the ones intermediate to the
two discrete soliton channels. These results are in excellent agreement with the simulation shown
in Figure 7.4(b), despite the pulsed versus cw nature of the experiment and simulations
respectively.
The experiments were repeated in an 8 mm long sample which had the same linear and
nonlinear properties. Measured results are shown in Figure 7.5. For a power of ca. 550 W the
two beams now collapse in a single waveguide for in-phase excitation and diverge for out-ofphase excitation. At a power of 1.1 kW and an initial phase-difference close to 0 the two beams
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collapse and show again a scanning behavior. For out-of-phase excitation the two beams stay
localized in their excitation waveguides.

Figure 7.5: Measured output energy distribution for the cases (c) and (d) from Figure 7.3 for an
8 mm long sample.
These observations are in close agreement with numerical simulations presented in
Figure 7.6 where the propagation along the sample is shown. For a short propagation distance the
two beams tend to stay separated for both in- and out-of-phase excitation. However, the out-ofphase configuration shows a significantly higher stability in maintaining its location. This can be
understood by realizing that the anti-phase excitation is close to a twisted soliton solution [32,
137]. This kind of soliton is inherently more stable, while an in-phase double hump solution is
unstable. The ultimate limitation on the distance that the two beams can propagate in a localized
state is again given by losses. This is evident in the simulation Figure 7.6(c-d), where both beams
have lost a significant amount of energy by the end of the sample.
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Figure 7.6: Numerical simulation of the propagation along the sample. Images on the left are for
in-phase excitation where-as those on the right are for out-of-phase input beams. The input
power is 500 W for simulations (a) and (b) and 1.1 kW for (c) and (d).

7.2. Discrete Blocking and Dragging Interactions
In Reference [43] Christodoulides et al. proposed an all optical switching scheme using discrete
solitons in a two dimensional geometry. The basic idea is that highly confined discrete solitons
can be used to block, reflect or redirect a wide, moving soliton with lower power in a 2Dnetwork of coupled waveguides. An example of such a routing interaction is shown in Figure
7.7. A moderately confined soliton S moves towards a junction of two waveguide arrays. Two
solitons B1 and B2, localized in a single channel, are used to direct it into another direction. An
alternative outcome of the interaction occurs when the moving soliton has enough energy to drag
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the highly confined soliton towards itself by one or more channels. Both of these interactions
could be used in the construction of all-optical routers or signal processors.

Figure 7.7: 2D soliton (S) routing enabled by the two blocker solitons B1 and B2 [6].
(© D. Christodoulides, copyright permission included as appendix.)
The basic features of this kind of interaction can be understood by noting that the blocker
soliton locally detunes the wavevector of one channel from the rest of the array. As in the case of
a detuned directional coupler (see Chapter 2), this prevents energy exchange between the
detuned channel and the rest of the array. The same mechanism responsible for the formation of
a highly confined soliton is therefore also responsible for preventing a second, low power beam
from crossing such a soliton. However, in the case that the second beam itself has enough power
to detune the array it can bring the channels it resides in closer to the wavevector of the blocker
channel and allow again the partial transfer of energy across the blocker. At even higher power
levels the moving soliton creates a kind of prism effect in the waveguides it propagates in. The
blocker soliton itself is now dragged sideways. These interaction mechanisms do not require a
2D structure for observation and are therefore suitable for experiments in AlGaAs arrays.

80

Signal

Reflected
Signal

Blocker

Blocker

Transmitted
Signal

Figure 7.8: Beam geometry for blocker interactions. Note the partial deflection of the signal by
the blocker, and the dragging of the blocker by a single channel towards the signal.
While the one-dimensional nature of the available AlGaAs arrays prevents an
experimental study of interactions for two-dimensional routing it is possible to test basic features
of such interactions in a well understood, and actually available, physical system. The possible
geometry of the two interacting beams is shown in Figure 7.8. A highly confined soliton is
excited and, in absence of a second beam, propagates unchanged along the array. A signal beam
with a width of a few waveguides is excited to ‘hit’ the blocker inside the array. A part of the
signal power is reflected. For a sufficiently high power of the signal beam it is able to drag the
blocker soliton towards itself.
It is also important to realize that the basic physical mechanism behind this kind of
interaction will work even if the wide beam is not a soliton. This opens the opportunity to use a
beam tilted at the zero diffraction angle as a control (or signal) beam. While the use of a nonsolitary wave has a negative effect due to the possible destruction of the signal beam during the
interaction, it allows the use of relatively short samples with the power in the control beam
varied in order to investigate the interaction. This approach offers more flexibility since the use
of solitons would give a fixed relation between soliton width and power and require a permanent
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reconfiguration of the experiment. Additionally, freely moving high power solitons are not
possible in a discrete system due to the Peierls-Nabaro potential. Any attempt to excite one
would lead to locking of the beam into the direction of the array channels [138]. As a result, one
would be required to use wide, low power solitons traveling at only a small angle relative to the
blocker soliton. This would require extremely long samples. The results presented in Reference
[49] required an interaction length of the order of 10 coupling lengths, initial separations of the
two solitons of up to 40 waveguides and had an initial tilt of only 0.16π to avoid locking. To
stay within the restrictions of the available sample lengths and complications due to nonlinear
losses, all blocker experiments used a beam tilted at the zero diffraction angle as the signal beam.
It is worth noting that, while this beam can not form a soliton, it is not destroyed by modulational
instability as experimentally demonstrated previously.
Three variations of the basic interaction geometry are shown in Figure 7.9. The simplest
is the interaction between two equally polarized, coherent beams. An alternate configuration
allowing the easy separation of signal beam and blocker is to use different polarizations for the
two beams. The outcome of both types of interactions is phase-sensitive, in the co-polarized
setup due to the linear interference, and in the setup with orthogonally polarized beams due to
four-wave-mixing. For any practical application a phase-insensitive interaction is desirable.
Interactions of this kind have been demonstrated in bulk media with slow, i.e. integrating,
nonlinearities, like those found in photorefractive materials [139] or liquid crystals [140]. A
method to remove the FWM effect in AlGaAs would be to manufacture samples with high
birefringence or to destroy the coherence between the two pulses. Both of these methods result in
FWM effects averaging to zero. Because the available samples had low birefringence the second
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approach was chosen. The two beams were excited with two different wavelengths and therefore
were incoherent, as shown schematically in Figure 7.9(c).

Figure 7.9: Interaction geometries (a) coherent scalar, (b) coherent vector and (c) incoherent
(multi-frequency) interactions (red: highly confined beam: orange: wide, moving beam; blue
arrows: polarization)

7.2.1. Scalar Blocker Interactions
To numerically model the interaction in the scalar coherent interaction geometry shown
in Figure 7.9(a), an input field of the form
a n (0 ) = g n exp (inθ ) exp (iφ ) + s n

(7.2)

was assumed. Here, g n is the Gaussian-like discrete envelope of the tilted signal beam and s n
represents the contribution from the blocking soliton to the total field. In this study the
propagation angle of the signal beam g n was always taken to be along the “diffraction-free”
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direction, i.e. the phase difference between adjacent channels is θ = π 2 . Furthermore, it was
assumed that the input blocking soliton contribution s n is mostly localized in channel m , that is
s n ∝ δ nm . Thus, the experimental excitation of only one waveguide was used, i.e. the formation
of the soliton and interaction are considered to occur simultaneously, as would happen in the
experiment. In Equation 7.2 φ stands for the initial phase difference between the two fields. The
two field components are separated by N waveguide sites at the input facet with the broad beam
input centered at the m − N site. The interaction process is illustrated in Figure 7.10 after
numerically solving Equation 2.23 using parameters relevant to the array chosen for the
experiments. A power of 1 kW for the blocker soliton is used for all simulations.
In Figure 7.10(a) the interaction for a weak signal beam of 150 W and in phase excitation
are shown. As expected, the weak beam was deflected by the blocker beam. It can also be seen,
that the signal beam already started to lock on the waveguides and started to break before
reaching the soliton. The interaction then not only deflected the signal, but also broke it up into
multiple beams. The phase dependency of the interaction process is illustrated in Figure 7.10(bd). A signal beam of 300 W interacting with the blocker is shown for initial phase differences of
0, 0,25π and 0.5π . Now the signal beam has sufficient power to actually drag the soliton
towards it by one discrete step for 0 and 0.25π phase-shift. For this case, the signal beam was
able to partially pass through the blocker. This is due to the drop in power in the initial blocker
waveguide while the blocker soliton tunnels to the neighboring channel. The Figure 7.10(d)
shows the interaction for an initial phase-shift of 0.5π . The soliton was now not shifted; the
signal beam was completely deflected.
It is noteworthy that one should not generalize this phase dependence. Because of the
different nonlinear shifts in the wavevector of the signal and blocker beam, both beams will have
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acquired a different relative phase when they start to interact. Changing the power for either
beam would also change their relative phase during the interaction and therefore the outcome of
the interaction. Similarly, changes in tilt angle change the distance from excitation to the
interaction region and therefore also the relative phase. Hence, these kinds of interactions are
significantly more complex to analyze than the first case studied of two identical, collinear
beams. Additionally, the simulations where carried out under cw conditions, whereas in these
experiments picosecond pulses were used. As a result, the beams in every experiment interact
over a range of intensities varying from zero to the peak pulse intensity. Because of this, the
agreement between modeling and experiment is primarily qualitative.

Figure 7.10: Beam intensities (signal and blocker) versus propagation distance calculated under
cw conditions for different power levels and relative phase. The highly localized soliton is
excited with 1 kW, the signal beam with 150 W (a) and 300 W (b–d). The relative phase between
the two beams is 0,0,0.25π and 0.5π in (a–d), respectively.
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Figure 7.11: Experimentally measured intensities of the output beams for six different pulsed
input signal beams of different intensity crossing a pulsed blocker soliton as a function of
relative phase between the beams. Peak powers of (a) 117 W, (b) 390 W, (c) 780 W, (d) 1.0 kW,
(e) 1.5 kW and (f) 2.1 kW were used for the signal beams.
Figure 7.11 shows the output intensity distribution for six peak powers of the tilted beam,
ranging from low to high power levels. The wavelength for this experiment was 1540 nm, the
sample used for this experiment was an 8 mm long array with 10 µm pitch and a coupling
constant of C = 715m −1 . The two images on the left of each figure show the location of the two
beams at the input of the sample while the two images on the right show the intensity distribution
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at the end of the sample if only one of the beams is present at a time. As can be seen, the tilted
beam crosses the path of the highly localized soliton. As expected, it essentially maintains its
initial width on propagation, even though some small effects due to third order diffraction are
noticeable in the output images. The blocker soliton power was 2.0 kW for these experiments.
The interaction dynamics of the two beams (intensity at the output of the array) are
shown in the large central parts of Figure 7.11 as a function of the relative phase angle φ . At a
relatively low power (117 W) the tilted beam is partially reflected and transmitted through the
“blocker” soliton as indicated in Figure 7.11(a). However, at higher “signal” powers (390 W),
the weak beam drags the “blocker” soliton toward the signal input by a single channel (Figure
7.11(b)) or multiple channels at 1.5 kW (Figure 7.11(e)) towards the incoming signal. For a
power of 1.5 kW and higher the tilted beam drags the soliton 1 to 3 sites to the side, again
depending on relative phase.

7.2.2. Blocker Interactions with Orthogonal Polarizations
Experiments with orthogonally polarized beams were also performed. In this kind of
experiment, the signal and blocker beams interact via cross-phase modulation and four wave
mixing. The contribution of FWM not only makes the process phase-sensitive, but also leads to
an exchange of energy.
The experimental setup was identical to the one used previously but the polarization was
adjusted to excite the TE modes for the blocker soliton and the TM modes for the signal beam.
The power in either polarization was monitored at the input and output of the sample. To be able
to take pictures of the two beams separately, a polarizing filter with 1:500 extinction ratio was
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placed before the InGaAs camera. Images have then been taken separately for both the TE and
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Figure 7.12: Shape of the two input beams for orthogonal polarized blocker experiments.
The two input beams are shown in Figure 7.12. The TM beam has been placed close to
the TE beam and then clipped on the left side by a razor blade (at the focus after the first lens in
the beam-shaping setup) to avoid spatial overlap of the two beams. The grey line in Figure 7.12
indicates the modes of the waveguide array used. For this experiment an 8 mm long array with
10 µm pitch and a coupling constant of C = 715m −1 was used.
The relative phase between the two beams was scanned by a piezo-electric actuator in
one beam path. Images showing the outcome of the interaction and its dependence on the relative
phase are shown in Figure 7.13. The small images on the left show the two input beams, those on
the right the output beams in the absence of the second beam. The results of the interactions are
shown in the two images in the center where the right image shows the TE (blocker) polarization
and the left image the TM polarization. Note that both images have been taken sequentially.
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While the voltage on the piezo is always set to the same values, hysteresis in the piezo and
random changes in the setup introduce a small random phase-shift between the two images.

Figure 7.13: Observed output beams for the TE and TM polarizations. The narrow images on the
left show the input beams, the narrow images on the right the output beams when only one beam
is present. The two images in the center show the output beams for TE (left) and TM (right)
polarization for the interacting beams when the relative phase is varied.
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Figure 7.13: (continued)
At the lowest power of 49 W for the signal beam, it was not able to drag the blocker
soliton. One can see that a part of the signal was reflected off the blocker and showed up on the
input side of the signal. The most striking effect in this case was however the sudden appearance
of a lot of energy at the blocker location in the TM polarization. This is an effect of FWM which
gives rise to an amplification of the TM signal when the blocker and signal beam spatially
overlap and is observable for all signal powers lower than the blocker power. This is also related
to the polarization instability of a soliton in the presence of FWM effects.
For a signal power of 460 W (shown in Figure 7.13(b)) the blocker was dragged towards
the signal for some phase angles. Doubling the signal power (Figure 7.13 (c)) showed blocker
dragging of one waveguide site for all phase angles. Further increase of the signal power to
1.5 kW and 3 kW resulted in phase-dependent dragging of up to two and four waveguide sites.
Note that even for a shift of four waveguides the blocker soliton keeps its tightly confined shape.
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Figure 7.14: Power Exchange due to FWM.
The power exchange due to FWM is shown in two examples in Figure 7.14. The black
line shows the linear interference between the two beams at the input. For this curve the polarizer
in front of the InGaAs camera was set to 45º and the input beams spatially overlapped. The red
and blue curves show data taken at the output of the sample for the interaction shown in Figure
7.13(c) and Figure 7.13(e), respectively. Note again that this data has been taken sequentially and
the actual absolute phase-relation could be shifted by a small amount. The periodic energy
exchange between the two polarizations is clearly visible. This energy exchange happens at twice
the frequency of the linear interference, a signature of FWM.

7.2.3. Incoherent Blocker Interactions
The experiments outlined so far showed a phase-sensitive interaction. From an
applications point of view, this kind of interaction is not desirable. The relative phase between
two beams is usually hard to control, and the strong dependence of the outcome of the interaction
would require the two beams to be phase-locked with high accuracy. To show a demonstration of
phase-insensitive interactions, an experiment employing two different frequencies was
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configured. This setup could also be used to generate true Manakov solitons and study their
interactions in a material with an ultrafast nonlinearity.
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Figure 7.15: Spectra of signal and idler used for incoherent interactions
For this experiment, the pump wavelength for the OPA was lowered to 783 nm. The
original setup with a pump wavelength of 800 nm would either require both wavelengths to be
around 1600 nm, or if one wavelength was kept at 1550 nm the other would be at 1653 nm. At
least one beam would experience even stronger three photon absorption as already observed at
1550 nm.
After reconfiguring the pump lasers for a lower wavelength, the signal output of the OPA
was tuned to 1555 nm, automatically producing an idler wavelength of 1576 nm (see Figure
7.15). Then the lower wavelength was used to generate a highly localized soliton with 1.8 kW
input power in the TE polarization. The idler wavelength was used to generate a control beam in
the TM polarization. The sample used in this experiment was the same used for the coherent,
orthogonal polarized blocker experiment.
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Figure 7.16: Output in the TE polarization (blocker) for increasing TM power (signal).
Because there is now no linear coherence between the two beams, the FWM effect will
average to zero well within the length of the optical pulse. Alternate setups to achieve this, like
for example stretching one pulse in time in order to introduce sufficient chirp to suppress
coherent interactions, were dismissed because of their complexity.
Figure 7.16 shows the energy distribution in the TE (blocker) polarization for increasing
TM (signal) power. For these experiments an 8 mm long array with a 10 µm pitch and a coupling
constant of C = 715m −1 was chosen. The input beam (black) was located 40 µm from the blocker
soliton at the input facet.
As expected, for low signal power the blocker position is not influenced by the presence
of the signal. This situation is shown in more detail in Figure 7.17(a). The top row shows the
input (black) and output (red) in the TE polarization. One can see that a soliton almost
completely confined to a single channel was formed. The ideal situation would be complete
confinement; however, nonlinear absorption prevents this. The lower row shows the TM
polarization. The output in absence of the blocker is shown in green. In the presence of the
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blocker beam (red line) energy was deflected from the blocker. Also, some energy from the

Intensity [W/µm]

Intensity [W/µm]

blocker leaked in the TM polarization and was detected at the zero position.

Figure 7.17: Intensity distribution for (a) low power (180 W signal) and (b) blocker dragging of
one site (500 W signal). Black lines: TE/TM input beam. Red line: TE/TM output beam. Green
line: TM output in absence of blocker beam. Upper rows: TE polarization; Lower rows: TM
polarization.
Between 250 W and 350 W the signal beam started to drag the blocker soliton. Above
400 W the blocker changed its position by one waveguide towards the signal beam. This
situation is shown also in Figure 7.17(b). Again, black lines are input beams, red indicates the
result of the interaction. By comparing the output in the TM polarization with the non-interacting
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beam (green line) one can see the partial deflection of energy. The incomplete reflection is a
consequence of the pulsed nature of the experiment.
Increasing the signal input power above 1 kW changed the position of the blocker soliton
by another waveguide. But now the structural integrity of the soliton started to degrade and the
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energy was more and more spread over multiple waveguides.
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Figure 7.18: Relation between the output powers and the TM input power.
Figure 7.18 shows the relation between the TM input power and the TM (black) and
TE (green line) output power. To allow estimation of the noise in the power measurements
(arising from power fluctuations and measurement noise) the TE input power measured
simultaneously was scaled by the throughput of the sample and is shown in the black line. As can
be seen, the TE (blocker) output power stays constant for increasing TM (signal) input power.
No energy transfer from one to the other beam can be detected within the sensitivity of the
measurement setup. The powers in Figure 7.18 have been measured with lock-in amplifiers for a
constant overlap between the pulses. To demonstrate the incoherent nature of the setup, the time
delay has been scanned using the piezoelectric actuators used to generate the phase-shift in the
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incoherent interactions. The variation in TE output power detected by the InGaAs line camera on
a shot by shot basis is shown in Figure 7.19. The TM input power was 740 W for this
measurement, high enough to shift the soliton by one waveguide site. The data shown by red dots
has been measured with no active variation of the time delay; for the data shown with back dots
the path length has been scanned over 4 full wavelengths. There was no detectable influence on
the TE power or the shape and position of the output beam, confirming the assumption of an
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Figure 7.19: TE output power variation.
To conclude these experiments, a simple demonstration of all optical switching was
recorded. A mechanical rotating chopper was placed in either the signal or the blocker path. First
the output of the blocker’s polarization for a chopped signal is shown in Figure 7.20(a). The
power in the signal has been adjusted to 740 W to drag the soliton exactly one site. Note the
similarity between the unswitched and the switched beam, indicating the high robustness of the
soliton against the perturbation the signal beam created for it.
In Figure 7.20(b) the blocker beam was chopped. The difference between the noninteracting beams case and the interacting one becomes clearly visible. Note the increase of
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energy on the initial excitation side of the signal beam represented by the deflected beam and the
corresponding decrease in the transmitted beam intensities.

Figure 7.20: Demonstration of all optical switching. A chopper is placed in the (a) signal and (b)
blocker beam path.
All the blocker experiments performed suffered from two problems. Due to nonlinear
losses at the power levels required, the generation of a blocker soliton confined to truly only one
channel was not possible. All blocker solitons had significant energy located in their neighboring
waveguides (see e.g. Figure 5.5). This resulted in a larger transmission of energy through the
blocker then theory predicted. The solution for this dilemma would be to get longer samples to
employ solitons as shown in Figure 5.1. Of course, linear losses would then be the limiting
mechanism.
Also, the use of two pulses of equal length for these experiments results in a significant
part of the signal passing by the blocker channel outside the highly localized part of the blocker
pulse in time. For future experiments it might become necessary to stretch the blocker pulse in
time to have the blocker-signal effects for the full length of the shorter signal pulse.
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CHAPTER EIGHT: CONCLUSIONS

8.1. Summary
This dissertation has given a description of experimental work performed on nonlinear
beam and soliton interactions in a discrete optical system. The samples, arrays of weakly coupled
AlGaAs channel waveguides, were acquired from various collaborators to test a variety of
theoretical predictions. AlGaAs for photon energies below half its semiconductor bandgap
energy exhibits a near ideal Kerr nonlinearity allowing Kerr discrete solitons to be investigated.
Many of the experiments on these arrays were performed for the first time, leading to a new
appreciation of the unique features of nonlinear optics in discrete systems, verifying various
theoretical predictions and performing the groundwork for applications to 3D nonlinear
reconfigurable interconnects.
A very versatile experimental setup has been assembled to control the polarization,
power, and relative propagation angle and phase between two beams input into an array. The
input beam’s cross-section could be configured from circular to elliptical with a major to minor
axis ratio up to 300 µm while maintaining one dimension (usually vertical) at about 2 µm and a
planar phase front at the input. The apparatus was interfaced to a computer which could then
scan the experimental power and relative phase. Finally, also automated was the data acquisition
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system including the input beam powers in each beam as well as the output powers in both
polarizations and the acquisition of camera images.
The formation process of discrete, highly localized solitons with increasing power
input has been studied. For a single polarization (scalar) beam input into a single channel,
discrete solitons self-localize very rapidly (with power) after a certain power threshold is
exceeded. Further increase in input power has only little effect on the shape of the soliton. This is
very different from the slow collapse into solitons observed previously for spatial solitons in a
homogeneous slab waveguide of the same material. This observation is attributed to the
difference between diffraction processes in discrete versus homogeneous media. However, the
presence of multi-photon losses ultimately leads, at very high input powers, to beam broadening
and the discrete soliton is unable to keep it’s strong confinement.
Similar effects were observed for two orthogonally polarized input beams leading to the
first study of discrete vector solitons. In this case, both polarizations undergo rapid collapse
together into a vector discrete soliton with increasing power. This collapse was only weakly
dependent on the relative phase between the two input polarizations. However, because the
beams were coherent with respect to each other, the ratio of the soliton’s different polarization
components at the output oscillated with relative phase between the polarizations at the input.
The oscillation occurred at twice that of the relative phase, in agreement with predictions that
four wave mixing between the components was responsible. Again, multi-photon losses were
found to delocalize the solitons at high powers
The interactions of solitons in general have been the center of intense theoretical and
experimental research for a variety of applications. Recently a number of theoretical papers have
predicted additional unique features for discrete soliton interactions and this thesis reported the
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first observation of these interactions. Numerical modeling for two parallel beams input into a
discrete array indicated that the response for increasing input powers can be separated into three
distinct regions as the relative phase between the input beams is varied. At low input powers the
output is scanned in angle across the array. As power is increased the scanned outputs fuse into
one discrete soliton and the loctation of this output can still be scanned by varying the relative
phase. At even higher power levels, the inputs localize into two discrete solitons, centered on the
two strongest excited input channels. Despite the strong localization (region 3), the solitons
continue to interact and only little power appears in the intermediate channels. At the highest
power levels studied, multi-photon losses decreased the localization and increased the
interactions, as evidenced by increasing power appearing between the two central channels. All
of these features were verified experimentally.
These interaction studies were extended to solitons and beams of different powers. The
most important prediction to date by Christodoulides and coworkers has been that strongly
localized (effectively to one channel) discrete solitons, “blockers”, could be used to produce the
various operations needed for a reconfigurable 3D network. This requires discrete, mutually
incoherent solitons in a 2D array of weakly coupled channel waveguides. The AlGaAs arrays are
1D so it was only possible to mimic the key “blocker” functions and interactions in a reduced
dimensionality (1D) array. Both the coherent and incoherent interactions of a signal beam with a
blocker were investigated and the key “blocker” functions demonstrated for the first time, despite
complications due to nonlinear losses and the short temporal pulses (pulse overlap problem) used
in the experiments.
First, the lateral (transverse) displacement of the blocker by one or more channels via an
interaction with a crossing (control) beam of much lower intensity was demonstrated. This
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operation is important for removing a blocker from blocking an intersection of two linear arrays.
For mutually coherent beams, the shift was indeed digital (one channel at a time), but depended
strongly on the relative phase between the blocker and control beam. For mutually incoherent
beams representing a “Manakov-like” discrete soliton interaction, a smooth digital displacement
of the blocker with increasing crossing beam intensity was measured. The incoherence aspect is
important because in any practical routing or switching system the phase will be impossible to
control.
Another important function involving a blocker is the deflection of a signal beam into a
different path: This is a critical operation for reconfigurable routing. For both mutually coherent
and incoherent interactions, partial deflection of the signal was demonstrated.
However, already the inclusion of nonlinear loss in the current system limited the
performance of the demonstrated interactions drastically. Both the inability to confine energy to
only one channel in samples having a high linear coupling (or diffraction) constant and the pulse
overlap problem prevented a true blocker interaction for signal deflection. The envelope of the
confined beam was sufficiently smooth to allow the transmission of large amounts of energy,
contrary to the prediction of the discrete cw model. However, the dragging operation on the
blocker soliton was successfully realized because this operation “only” requires the formation of
a robust, highly localized soliton. As long as this soliton has enough energy to maintain its
confinement, a perturbation in form of a second beam will drag it as one entity, as evident in the
dragging of a soliton over four waveguide sites demonstrated in the coherent vector interaction.
Of highest importance here is that the power contained in the control beam is lower than the
power in the blocker soliton to achieve switching by one site. For practical applications the
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ability to control a strong, locally generated switching element with a weaker, transmitted signal
is critical.
It was well-known that high intensity beam filamentation (modulation instability, MI)
always occurs in Kerr media with a self-focusing nonlinearity, the case for our AlGaAs samples.
However, in discrete systems it is possible to have “positive” or anomalous diffraction. The
curvature of the dispersion equation changes sign within one Brillouin zone because of the
periodic nature of the artificial propagation medium. Two distinct regions, one with normal
diffraction and one with anomalous diffraction are observed. There were no previous reports of
an observation of modulational instability in a discrete system where the field envelope
approaches the size of the periodic layered medium prior to this work in any physical system. In
the material used, high power plane waves were instable against perturbations in the normal
diffraction region because of the self-focusing nonlinearity. In the anomalous diffraction region
no instabilities were observable, even at power levels where the beam breaks up in trains of
highly localized solitons when propagating in the normal diffraction zone. Furthermore, by
crossing two beams in the sample and thus inducing a periodic modulation in intensity, it proved
possible to measure the dependence of the instability gain coefficient on modulation periodicity.
Excellent agreement with “small signal” theory was found in its region of validity. For strong
filamentation, saturation which leads to the generation of higher spatial harmonics was observed.

8.2. Future Work
Based on the demonstrated robustness of the solitons under the influence of one blocker
soliton it seems straight forward to ask if one could implement the same operation multiple, i.e.
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if the blocker interactions are cascadeable, and what the minimum separation between interaction
regions would be.

Figure 8.1: Cascadability of blocker interactions.
Figure 8.1 shows two possible geometries to test this question. A blocker soliton is
initially dragged one waveguide site to the right. In the case shown on the left, a beam incident
from the opposing side is used to drag the soliton back in the initial channel. In the alternative
geometry shown on the right the second beam drags the blocker one additional site to the right.
Note that this constitutes an AND operation in the output channel located two sites to the right
from the excitation. Experiments of this kind would not only demonstrate another all optical
switching scheme, they would provide further evidence for the high robustness of the discrete
blockers.
A possibility to enhance the performance of the actual blocking action might come out of
the idea to introduce defects or cavities in the array. The term cavity should here be understood
as a structural change in multiple waveguides allowing the transmission of some transverse
wavevectors because of a cavity resonance. Such resonances could be designed to be highly
sensitive to changes in one or multiple waveguides. Such changes could be induced using a
second beam.
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The last few years have witnessed tremendous improvements in capabilities for directly
writing waveguides in three dimensional geometries. High power lasers and amplifiers have been
used to generate nonlinear absorption, elsewhere the curse of nonlinear optics, to optically
induce changes in the material. The ability to write waveguides with arbitrary shapes in a 3D
structure would allow a realization of the actual 3D geometry proposed in Reference [43]. So far
waveguides have been written successfully in silica and other glasses [141] and the ability to
write a high quality 2D waveguide array in a block of fused silica has been demonstrated [142].
However, the nonlinearity of most glasses seems to be to low to do even a demonstration of
soliton formation. A new generation of highly nonlinear glasses, like chalcogenide glasses [143],
might overcome this handicap .
So far, all optical soliton-based switching schemes suffered from the impractical high
powers required to use the small electronic nonlinearities or where simply unusable slow when
integrating nonlinearities (photorefractive materials, nematic liquid crystals) where used. The
successful demonstration of a continuous soliton [51] and nonlinear beam interactions [144] in a
patterned semiconductor optical amplifier with tens of milli-Watt optical power and picosecond
response time as well as the pioneering work on nonlinear discrete waves using the high
effective nonlinearities in periodic poled lithium niobate [39, 145] gives hope that optically or
electrically pumped gain media will open the door to real world applications in the near future.
This summary outlined some possible directions for future research. It is my hope that the
work presented here provided sufficient theoretical and experimental information to encourage
others to develop new creative ideas and applications in nonlinear optics.
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