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Abstract
This article studies the estimation of static community memberships from temporally cor-
related pair interactions represented by an N -by-N -by-T tensor where N is the number of
nodes and T is the length of the time horizon. We present several estimation algorithms,
both offline and online, which fully utilise the temporal nature of the observed data. As
an information-theoretic benchmark, we study data sets generated by a dynamic stochastic
block model, and derive fundamental information criteria for the recoverability of the com-
munity memberships as N → ∞ both for bounded and diverging T . These results show
that (i) even a small increase in T may have a big impact on the recoverability of commu-
nity memberships, (ii) consistent recovery is possible even for very sparse data (e.g. bounded
average degree) when T is large enough. We analyse the accuracy of the proposed estima-
tion algorithms under various assumptions on data sparsity and identifiability, and prove that
an efficient online algorithm is strongly consistent up to the information-theoretic threshold
under suitable initialisation. Numerical experiments show that even a poor initial estimate
(e.g., blind random guess) of the community assignment leads to high accuracy after a small
number of iterations, and remarkably so also in very sparse regimes.
Keywords: temporal networks, dynamic stochastic block model, community detection,
random graphs.
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1 Introduction
Data sets in many application domains consist of observed pairwise interactions over time. Exam-
ples include human interactions related to sociology and epidemiology [KY04, LGK12, MFB15,
ZWL+14], brain activity measurements in neuroscience [BMD+16, BWP+11], and financial
interactions in economics [MBLT20]. The longitudinal nature of such data sets calls for re-
placing classical graph-based models by temporal network models and by tensor-based models
[HS12, KAB+14]. Pair interactions are usually characterised by the types of interacting objects
(nodes, agents, individuals), and a set of objects with a common type is called a community (block,
group, cluster). In this case a natural unsupervised learning problem is to infer the types (node
labels, block memberships) from the observed pair interactions, a task commonly known as com-
munity recovery (or clustering) [For10].
While many static clustering methods exist (spectral methods [VL07], methods based on mod-
ularity maximisation [GN02, BGLL08, BC09], belief propagation [MM09, Moo17], Bayesian
methods [HW08, Pei19], likelihood-based methods [WB17]), the extension to dynamic networks
is not necessarily straightforward. In particular, a naive approach of clustering after performing a
temporal aggregation (by summing and/or thresholding) may lead to a potentially important loss
of information. Additionally, the ability to update the community estimates in an online fashion,
as the user receives new data, is extremely important in practice. Recently, community recovery
with temporal network data became a popular topic, leading to a multitude of terminology and
algorithms (see for example [MM17] and references therein). Despite this interest, there has been
few theoretical analysis of community recovery limits [GZC+16, BLMT18, BC20]. Moreover,
[GZC+16, BLMT18] do not present rigorous analysis.
In this article we study a large population ofN nodes which is partitioned into a static set ofK
blocks. The observed data set is represented by a three-way binary tensor (Atij) indexed by nodes
i, j = 1, . . . , N and a time parameter t = 1, . . . , T . The data set is assumed to be generated by a
multi-layer stochastic block model [HLL83] so that the observed temporal interaction pattern of
a node pair is independent of the interaction patterns of other node pairs, but the interactions over
time may be correlated. Interestingly, the original paper [HLL83] of Holland et al. defined the
SBM as a multi-layer network, but later on the SBM has gradually been restricted to a single-layer
version. However, recently there has been a steady growth of interest in multi-layer SBM. Below
we elaborate in detail on the relation between multi-layer SBM and temporal networks.
When T = 1, existing work on community recovery in static network with block-community
structure provides a strong information-theoretic foundation [ZZ16, GMZZ17, Abb18].
The extension to T > 1 could be naively done by considering the temporal network as a static
network, where the pairwise interactions weights are binary numbers. Albeit the link-labelled
(or multi-layer) SBM has been studied [XJL20, HLM12, LMX15, YP16] and is now fairly well
understood, two remarks are in order. First, since the number of link-labels is 2T , any algorithm
designed for the link-labelled SBM will be completely inefficient for a temporal network (even
if the algorithm is linear in the number of labels, and the number of snapshots is reasonably
small, e.g., T = 20). Moreover, the existing theoretical results are for bounded or slowly growing
number of labels. For example, the results of [XJL20] will directly apply only if 2T < N , while in
practice the number of snapshots might be extremely large. Of course, in the context of temporal
networks online algorithms are obviously preferable over the ‘recompute from scratch’ approach.
Related work on clustering temporal graphs While several dynamic extensions of the SBM
model have been proposed, a majority of them describe the change in the node labels, while the
graphs are independently re-sampled at each time-step with the new node labelling [YCZ+11,
XH14, MM17, LM19].
Nevertheless, none of these papers investigate the information theoretical conditions for com-
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munity recovery. Early work in this direction simply ignored temporal correlation, by assuming
fixed node labels and i.i.d. interactions [PC16, TSSM16]. As such, [PC16] extended in a straight-
forward way minimax results from the static regime [ZZ16], and [TSSM16] showed that the
detectability threshold disappears when the number of (uncorrelated) layers is large enough.
More challenging, Ghasemian and al. [GZC+16] considered a Markov chain for each node
labels, while the edges were resampled at each time step. They conjectured an expression for the
detection threshold in the constant degree regime and in the limit of a large number of snapshots.
Albeit no proof was given, this expression extended nicely the static SBM results, and the authors
provided some insights, as well as a belief propagation algorithm on a space-time graph.
Barucca and al. [BLMT18] proposed a Markov chain evolution for both the node labels and
the edges. More precisely, at time t, the presence or absence of a link between two nodes is
copied with probability ξ, and otherwise is re-sampled according to the new community member-
ship. This double evolution makes the theoretical analysis challenging, and the authors proposed
a likelihood approach to recover the communities. They showed that, while the persistence of
communities made the community recovery problem easier, the persistence of the edges made it
harder. A first restriction of this model is that the edge persistency parameter ξ is independent
of the node labelling. Moreover, restricting ξ ∈ [0, 1] implicitly implies that the Markov evo-
lution is positively correlated1 . While positive correlation is a reasonable assumption for social
networks, it might not be suitable in other situations (for example in biological networks, spiking
phenomenon occurs). Although we propose a model where the labelling of the nodes remains
static, we consider more general dynamics (not necessarily Markov and not necessarily positively
correlated) for the pattern interactions.
Recently, [BC20] introduced a temporal SBM, with fixed communities and where the pair-
wise interactions are sampled at each time-step according to a connectivity probability matrix.
This connectivity matrix varies over time, according to a stochastic process. This can be seen
as an external modulating randomness, hence implying synchronous interaction patterns across
blocks. They proposed a spectral algorithm based on a linear algebraic methods using the squared
adjacency matrix, similar to [Lei20], and showed consistency in sparse regime.
Main contributions of our work The main contributions of our work are the following.
1. We derive a lower bound on community recovery threshold for a general Dynamic SBM
with static community memberships. This result extends in a natural but non-trivial way
[XJL20, Theorem 5.2], by allowing the number of snapshots (or equivalently the number
of link labels), to be arbitrarily large.
2. We show that if the block interaction probabilities are known, we can asymptotically re-
cover the true communities up to the information theoretic lower bound. This also extends
[XJL20, Proposition 6.1].
3. In case of a Markov dynamics, we derive the information-theoretic thresholds for strong
consistency (exact recovery) and weak consistency (almost exact recovery). This leads to
the computation of the Rényi-divergence between two sparse Markov chains, which could
be of independent interest. Moreover, we compare these bounds to those obtained if one
aggregates the temporal data.
1This comes from the following Lemma. A 2-by-2 binary stochastic matrix P 6= I2 admits a representation
P = ξI2+(1−ξ)
(
pi0 pi1
pi0 pi1
)
for some ξ ∈ [0, 1] and some probability distribution pi = (pi0, pi1) iff both eigenvalues
of P are non-negative iff Cov(X0, X1) ≥ 0 for a stationary Markov chain (X0,X1, . . . , ) on {0, 1} with transition
matrix P .
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4. We provide two online algorithms for a Markov dynamics in the situations where the in-
teraction probabilities are known or unknown. The update step is at most O(N2) (less if
the network is sparse), making the algorithm linear in T . Numerical validation is provided
in both cases. In particular, a numerical study demonstrates that in a typical situation we
recover the correct communities in a few steps starting from an initial random guess.
5. In some specific situations (finite number of nodes but large number of snapshots, static
intra-community interactions, etc.), we provide some baseline algorithms and establish the
guarantees of their performance.
Structure of the paper The paper is structured as follows. The model together with the main
notations and assumptions are presented in Section 2. In Section 3, we derive the lower and upper
error bounds for community recovery in a general dynamic SBM. The technical proofs are rele-
gated into Appendices A and B. Section 4 is devoted to the study of Markov dynamics. We com-
pute the various thresholds for exact recovery of the communities. Along those computations, we
establish some results about the Hellinger distance of two binary Markov chains describing sparse
interactions, which could be of independent interest. The statements and proofs are relegated to
Appendix C to avoid saturating the main text. We derive in Section 5 two online, likelihood-based
algorithms for Markov dynamics. The first algorithm requires the knowledge of the interaction
parameters while the second one does not. In Section 6 we present some baseline algorithms for
special cases (large T and N bounded, or static interaction patterns for intra-community nodes).
We provide some numerical illustrations in Section 7, which demonstrate high efficacy of our
algorithms. Finally, we conclude with some remarks about future research in Section 8.
2 Model description
2.1 Notations
This section summarizes basic notations and conventions used in the article.
2.1.1 Sets and numbers
The cardinality of a set A is denoted by |A|. An ordered pair of elements is denoted (i, j). Un-
ordered pairs are abbreviated {i, j}. The set of unordered pairs with elements in S is denoted (S2).
The symbol 1(A) is defined to be one when statement A is true, and zero otherwise. We denote
[N ] = {1, . . . , N}.
2.1.2 Asymptotics
For nonnegative sequences a = an and b = bn indexed by n = 1, 2, . . . we denote a ≪ b or
a = o(b) when limn→∞ an/bn = 0; and a . b or a = O(b) when lim supn→∞ an/bn <∞. We
denote a ≍ b or a = Θ(b) when a . b and b . a; and a ∼ b when limn→∞ an/bn = 1.
2.1.3 Probability
All probability measures are defined with the respect to the Borel sigma-algebra of the underlying
space. All countable spaces are equipped with the discrete topology. For probability measures on
countable spaces we abbreviate f({x}) by f(x). The Dirac measure at x is denoted by δx. The
product of probability measures f and g is denoted by f ⊗ g. Moreover, f⊗n denotes the n-fold
product measure of f .
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2.2 Dynamic stochastic block models
A dynamic stochastic block model with N nodes, K blocks, and T layers (snapshots) is param-
eterized by a node labelling σ : [N ] → [K] and an interaction kernel f = (fkℓ) which is a
collection of probability distributions on {0, 1}T such that fkℓ = fℓk for all k, ℓ = 1, . . . ,K.
These parameters specify the distribution
Pσ(A) =
∏
1≤i<j≤N
fσiσj
(
A1ij, . . . , A
T
ij
)
(2.1)
of a three-dimensional random array
A =
{
Atij : 1 ≤ i < j ≤ N, 1 ≤ t ≤ T
}
.
The three-dimensional array may either be viewed as a collection of
(N
2
)
time series A1:Tij =(
A1ij, . . . , A
T
ij
)
indexed by unordered node pairs {i, j}, or as an ordered list of two-dimensional
random arrays At =
(
Atij
)
1≤i<j≤N indexed by the time parameter t. Factorization (2.1) means
that the time series A1:Tij are mutually independent and such that the distribution of A
1:T
ij equals
fσ(i)σ(j) for all 1 ≤ i < j ≤ N . The preimages σ−1(k) partition the node set into K disjoint
sets called blocks. Hence all node pairs {i, j} interact independently of each other, and all inter-
actions between nodes in block k and block ℓ are identically distributed according to fkℓ. The
three-dimensional array also represents a graph-valued time series (G1, . . . , GT ) where Gt is an
undirected random graph with node set V (Gt) = [N ] and link set E(Gt) = {ij : Atij = 1}.
Hence At is the adjacency matrix of Gt, and we say that nodes i and j interact at time t when
Atij = 1.
A dynamic stochastic block model is called homogeneous if fkℓ = fin for k = ℓ and fkℓ =
fout otherwise. Interactions within a block are hence distributed according to fin, and interactions
between blocks according to fout. The model is calledMarkov if the pair interactions are Markov
chains. For a homogeneous Markov SBM, the pair interaction kernel takes the form
fkℓ(x) =
{
µin(x
1)Pin(x
1, x2) · · ·Pin(xT−1, xT ), k = ℓ,
µout(x
1)Pout(x
1, x2) · · ·Pout(xT−1, xT ), k 6= ℓ,
(2.2)
where µin, µout are probability distributions on {0, 1} and Pin, Pout are stochastic matrices on
{0, 1}. The Markov chains defined by (2.2) can also be seen as two on–off processes with ge-
ometrically distributed on-times with mean 1Pkℓ(1,0)
and geometrically distributed off-times with
mean 1Pkℓ(0,1)
.
The following model instances deserve special attention.
Example 2.1 (Static SBM). If Pin and Pout are identity matrices, then there is no temporal activity,
so that A1 = · · · = AT almost surely. Hence the model reduces to a static homogeneous SBM.
Example 2.2 (Independent SBM samples). If the rows of Pin are equal, and the rows of Pout
are equal, then there is no temporal dependence, and A1, . . . , AT are mutually independent. This
corresponds to observing T independent samples from a static SBM.
Example 2.3 (Static intra-block linkage). If Pin is the identity matrix, and the rows of Pout
are identical, then the link states within blocks remain constant over time, whereas inter-block
interactions may be considered as temporally uncorrelated noise.
In a doubly stochastic version of the model, the node labels {σ(i) : i ∈ [N ]} are first gen-
erated by a random mechanism, independently of each other. This model corresponds to the
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probability measure P(σ,A) = π⊗N (σ)Pσ(A) on [K]n × ({0, 1}T )(
[N]
2 ) where π is a probability
measure on [K] called the node label distribution. From a Bayesian viewpoint, the measure π⊗N
may be called a prior distribution of the node labelling. In this setting the marginal distribution of
the pair interactions A = (Aij) becomes invariant with respect to node permutations, and corre-
sponds to an exchangeable link-weighted random graph. Such finite exchangeability property is
attractive both from a computational and theoretical standpoint. The above structural assumption
is also motivated by the Aldous–Hoover theorem [CF17, Kal05] which provides deep connections
between exchangeable network models.
We finish this section by giving a table of notations (Table 1).
Symbol Meaning
ν scale parameter
N number of nodes
K number of communities (blocks)
T number of snapshots
σ node labelling (σ ∈ [K]N )
i, j indices for nodes (i, j ∈ [N ])
k, ℓ indices for communities (k, ℓ ∈ [K])
A1:T sequence of T adjacency matrices (A1:T ∈ {0, 1}N×N×T )
A1:Tij interaction pattern between two nodes i and j
x interaction pattern (x ∈ {0, 1}T )
fin(x), fout(x) probability of an interaction x between two nodes
µin, µout initial interaction distributions
Pin(a, b), Pout(a, b) probability of transition a→ b (a, b ∈ {0, 1})
Table 1: Table of notations
2.3 Community recovery
The dynamic community recovery problem is the task of estimating an unknown node labelling σ
based on an observed three-dimensional data array A1:T = (Atij). After observing A
1:T , the ob-
server directly learns N and T , but the other model parameters may or may not remain unknown.
Hence there are three interrelated statistical tasks:
(i) estimation of the node labelling σ when the model dimensions (N,K, T ) and the interaction
parameters (fin, fout) are known;
(ii) simultaneous estimation of the node labelling σ and interaction parameters (fin, fout) when
the model dimensions (N,K, T ) are known;
(iii) simultaneous estimation of the node labelling σ, the interaction parameters (fin, fout), and
the number of blocks K .
Most earlier research has focused on problem (i) and (ii) in the static setting. Cases (i) and (ii) are
also our main focus, and discussions on estimation problems (iii) are postponed to Section 8.
A large network of interacting nodes is modelled as a sequence of Markov SBMs defined
by (2.1)–(2.2) indexed by a scale parameter ν = 1, 2, . . . , where the ν-th model has dimensions
(N (ν),K(ν), T (ν)), interaction kernel f
(ν)
in , f
(ν)
out, and node labelling σ
(ν). The main attention is
focused on the situations where:
• the number of nodes N (ν) diverges to infinity;
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• the number of time slots T (ν) may or may not diverge to infinity;
• the number of blocks K(ν) may or may not be constant;
• µ
(ν)
in (1) = cinp
(ν) and µ
(ν)
out(1) = coutp
(ν) for some constants cin, cout ∈ (0,∞), and some
p(ν) representing the overall edge density;
• the edge refresh rates P
(ν)
in (1, 1) and P
(ν)
out(1, 1) may or may not be constants.
To keep the notation light, we omit the scale parameter when the role of the scale parameter is clear
from the context. When the number of nodes tends to infinity, we may without loss of generality
assume that N (ν) = ν and use N as the scale parameter. Then the model is parameterized by
scale dependent sequences K(ν) = KN , T
(ν) = TN and by the interaction pattern probabilities
µ
(N)
in , µ
(N)
out , P
(N)
in , P
(N)
out .
Now the community recovery problem (i) for the scale-ν model becomes the problem of
developing a function φ which maps an observed data array A = A(ν) into an estimated node
labelling σˆ(ν) = φ(A(ν)). For two node labellings σ1, σ2 : [N ] → [K] we introduce the loss
ℓ(σ1, σ2) between σ1 and σ2 as
ℓ(σ1, σ2) =
1
N
min
π∈Sym(K)
dHam(σ1, π ◦ σ2).
where Sym(K) denotes the group of permutations on [K]. Then we see that ℓ(σ1, σ2) = 0 if and
only if the partitions {σ−11 (k) : k ∈ [K]} and {σ−12 (k) : k ∈ [K]} are equal. An estimator φ is
said to achieve asymptotically exact recovery if
Pσ(ν)
(
ℓ
(
φ(A(ν)), σ(ν)
)
> 0
)
→ 0,
and asymptotically almost exact recovery if
Pσ(ν)
(
ℓ
(
φ(A(ν)), σ(ν)
)
> ǫ
)
→ 0 for all ǫ > 0.
3 Recovery bounds for general interactions
3.1 Lower bound
3.1.1 Permutation equivariant estimators
Let S be a set containing an element 0. Let A ∈ SN×N be a symmetric matrix with zero diagonal.
A clustering algorithm is a map σˆ which maps an interaction matrix A into a node labelling
σˆA : [N ] → [K]. The original node identifiers are the integers 1, . . . , N . Consider permuting
the identifiers by a bijection π ∈ Sym(N), so that π(i) is the alternative identifier of a node with
original identifier i. Then the matrix Aπ(i, j) = A(π−1(i), π−1(j)) tells how a pair of nodes with
alternative identifiers i, j interact. A clustering algorithm σˆ is called permutation equivariant if
σˆAπ ◦ π = σˆA for all A and all π ∈ Sym(N).
A clustering algorithm σˆ is called permutation equivariant as partition-valued if σˆAπ ◦π ≃ σˆA
for all A and for all π ∈ Sym(N) where we use the convention that σ1 ≃ σ2 if σ1 = ρ ◦ σ2 for
some ρ ∈ Sym(K) (block membership structures are equal as partitions).
3.1.2 Lower bound for the error
The following result generalizes [XJL20, Theorem 5.2] to a nonasymptotic setting which makes
no regularity assumptions on fin, fout, nor any assumptions on the underlying space S of node
labels (it can be an arbitrary measurable space). Note that [XJL20, Theorem 5.2] does not tell
what happens for large T in case where S = {0, 1}T .
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Theorem 3.1. Consider a homogeneous model where fin, fout are arbitrary. Let σ0 be the true
node labelling, for which the minimum block size isN0 = mink |σ−10 (k)| ≥ 3, and for which there
exists a block of size N0 + 1. Then, for any permutation equivariant estimator σ̂, the expected
relative error is bounded by
Eℓ(σ̂, σ0) ≥ 1
84
(
N0
N
)2
e−N0I−
√
2N0(I2+J),
where I = −2 log ∫ (finfout)1/2 denotes the Rényi-12 divergence and J = ∫ (log fin − log fout)2 f∗
with f∗ = Z−1(finfout)1/2 and Z =
∫
(finfout)
1/2.
The proof of Theorem 3.1 is presented in Appendix A.2.
Remark 3.2. The quantity J in Theorem 3.1 replaces [XJL20, Assumption A1∗], which states
that ∫
(log fin − log fout)2 (fin + fout) .
∫
(f
1/2
in − f1/2out )2 ≈ Hel2(fin, fout).
Corollary 3.3. Under the same setting as Theorem 3.1, assume that N0N = O(1) and that I ≤ 1.
Then, almost exact recovery is not possible if
lim supN0I <∞,
and exact recovery is not possible if
lim sup
N0I
logN
< 1.
Proof. Recall that almost exact recovery holds if ℓ (σˆ, σ) = o(1), and exact recovery holds if
ℓ (σˆ, σ) = o
(
1
N
)
. From Theorem 3.1, almost exact recovery is not possible if lim supN0I +√
2N0(I2 + J) <∞. From Lemma A.2, we have J ≤ 14I . Hence,
N0I +
√
2N0(I2 + J) ≤ N0I +
√
2N0(I2 + 14I)
≤ N0I +
√
30N0I,
where the latter inequality holds since I ≤ 1. Therefore,
lim sup
(
N0I +
√
2N0(I2 + J)
)
<∞ ⇐⇒ lim supN0I <∞,
and the result for almost exact recovery is established. The result for exact recovery is similar.
3.2 Upper bound
We now generalise [XJL20, Proposition 6.1] by introducing the following Algorithm and stating
its guarantee of consistency. Note that similarly to the previous section, we cannot directly use
the results of [XJL20] in the situation T ≫ 1. Moreover, the Algorithm studied in [XJL20] is
linear in the number of labels, hence exponential in T .
Remark 3.4. Similarly to [GMZZ17, XJL20], for technical reasons the initialisation step of Al-
gorithm 1 accounts for N separate spectral clustering, done on the union graph where one node
is removed. A consensus step is therefore needed at the end, to correctly permutate the indi-
vidual predictions. Nonetheless, it is in practice sufficient to do one Spectral Clustering on the
union graph, and remove this consensus step. We will discuss practical aspects in more detail in
Section 7.
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Algorithm 1: General clustering for a dynamic SBM
Input: Observed adjacency tensor (Atij); number of communities K; interaction
parameters fin, fout.
Output: Estimated node labelling σ̂
Initialize: for i = 1, . . . , N do
Let σ˜(i) ∈ [K]N−1 be the output of Spectral Clustering on the graph G˜(i) where G˜(i) is
generated from the union graph
⋃T
t=1G
(t), where node i and the edges attached to it
are removed.
Update: for i = 1, . . . , N do
for k = 1, . . . ,K do
Compute hik ←
∑
j 6=i 1(σ˜
(i)
j = k) log
fin(A1:Tij )
fout(A1:Tij )
Let σ̂(i) ∈ [K]n such that σ̂(i)j = σ˜(i)j for j 6= i and set σ̂(i)i ← argmax1≤k≤K hik with
arbitrary tie breaks.
Consensus: Let σ̂1 = 1.
for i = 2, . . . , N do
σ̂i ← argmax
k∈[K]
∣∣∣{j : σ̂(1)j = k} ∩ {j : σ̂(i)j = σ̂(i)i }∣∣∣
Proposition 3.5. Consider a homogeneous model defined by (2.1), and indexed by a scale param-
eter ν. Assume that f
(ν)
in , f
(ν)
out are known, and such that f
(ν)
in is absolutely continuous w.r.t. f
(ν)
out,
and vice-versa. Assume that
D3/2
(
f
(ν)
in , f
(ν)
out
)
I(ν)
≍ c(ν)
for some c(ν), and where I(ν) andD3/2
(
f
(ν)
in , f
(ν)
out
)
are respectively the Rényi-12 and the Rényi-
3
2
divergences between f
(ν)
in and f
(ν)
out.
Suppose that N (ν) ≫ 1, and lim
ν→∞ c
(ν) βK
4
N (ν)
max(1− fin(0), 1 − fout(0))
(fin(0) − fout(0))2
= 0.
Let σ̂ be the output of Algorithm 1. Then, there exists ξ(ν) = o(1) such that
lim
ν→∞Pr
(
ℓ(σ̂, σ) ≤ exp
(
−N
(ν)I(ν)
βK(ν)
(
1− ξ(ν)
)))
= 1.
The proof is given in Appendix B.
In particular, Algorithm 1 achieves almost exact and exact recovery up to the lower bound
derived in Corollary 3.3.
Note that lim
ν→∞
βK4
N (ν)
max(1− fin(0), 1 − fout(0))
(fin(0) − fout(0))2
= 0 ensures that Spectral Clustering on
the union graph achieves almost exact recovery. The extra factor c(ν) in the condition of Propo-
sition 3.5 ensure that the mistake made by the initial prediction does not spread too much while
computing the likelihood ratio tests (see Lemma B.1 in the Appendix).
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4 Markov dynamics
4.1 Scale-ν model
In this section, we focus on applications of Theorem 3.1 and Proposition 3.5 for sparse models
with a Markov evolution. By sparse, we mean that the probability of observing an interaction
between any particular pair of nodes is small. This property is quantified by the assumption that
δ(ν)T (ν) ≪ 1, (4.1)
where δ(ν) = maxk,ℓ∈[K(ν)]2
{
µ
(ν)
kℓ (1), P
(ν)
kℓ (0, 1)
}
. This means that the expected number of
on-periods between any particular pair of nodes is approximately zero. Often we assume that the
blocks balanced by requiring that block sizes Nk = N
(ν)
k defined by Nk = {i : σ(i) = k} satisfy
Nk ≥ N
βK
, (4.2)
for some constant β ∈ [1,∞).
Theorem 4.1. Consider a homogeneous Markov SBM defined by (2.1)–(2.2) and indexed by a
scale parameter ν which satisfies the sparsity assumption (4.1), and the block balance condition
(4.2). Let
I(ν) := I
(ν)
0 +
T (ν)∑
t=2
(
I
(ν)
1 + I
(ν)
2 + I
(ν,t)
3
)
,
where
I
(ν)
0 =
(√
µ
(ν)
in (1)−
√
µ
(ν)
out(1)
)2
,
I
(ν)
1 =
(√
P
(ν)
in (0, 1) −
√
P
(ν)
out(0, 1)
)2
,
I
(ν)
2 = 2ρ
(ν)
√
P
(ν)
in (0, 1)P
(ν)
out (0, 1),
and
I
(ν,t)
3 = 2ρ
(ν)
√µ(ν)in (1)µ(ν)out(1)−
√
P
(ν)
in (0, 1)P
(ν)
out (0, 1)
1−
√
P
(ν)
in (1, 1)P
(ν)
out (1, 1)

×
(
1−
√
P
(ν)
in (1, 1)P
(ν)
out (1, 1)
)(
P
(ν)
in (1, 1)P
(ν)
out (1, 1)
) t−2
2 ,
with ρ(ν) :=
1−
√
P
(ν)
in (1,0)P
(ν)
out(1,0)
1−
√
P
(ν)
in (1,1)P
(ν)
out (1,1)
. Then:
(i) Exact recovery is possible if
lim inf
ν→∞
N (ν) I(ν)
K(ν) logN (ν)
> 1,
and is impossible if
lim sup
ν→∞
N (ν) I(ν)
K(ν) logN (ν)
< 1.
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(ii) Almost exact recovery is possible if
lim inf
ν→∞
N (ν) I(ν)
K(ν)
= ∞,
and is impossible if
lim sup
ν→∞
N (ν) I(ν)
K(ν)
< ∞.
Proof. We saw in Corollary 3.3 that the conditions for impossibility of almost exact and exact
recovery are governed by the quantity N (ν)I(ν). Moreover, the lower bound is achieved by Algo-
rithm 1.
Hence, to prove Theorem 4.1, we need to compute the Renyi divergence between two Markov
chains. The Rényi-12 divergence is linked to the Hellinger distance H = Hel(f, g) by the relation
I = −2 log(1 − H2). Taylor’s approximation implies that − log(1 − t) = t + ǫ(t) where
0 ≤ ǫ(t) ≤ 12t2 for all 0 ≤ t ≤ 12 . Hence 2H2 ≤ I ≤ 2H2 + H4 for H ≤ 1√2 , and hence
I ∼ 2H2 for H ≪ 1. A careful analysis of the Hellinger distance between two binary Markov
chains is presented in details in Appendix C. Using a first-order expansion (Proposition C.1),
yields
I(ν) ∼ I(ν)0 +
T∑
t=2
(
I
(ν)
1 + I
(ν)
2 + I
(ν,t)
3
)
.
This completes the proof, because the expressions of I
(ν)
0 , I
(ν)
1 , I
(ν)
2 and I
(ν,t)
3 correspond to the
ones in the statement.
4.2 Special case of bounded T
Corollary 4.2. We consider the same assumptions and notations as in Theorem 4.1. Assume fur-
ther that µin(1) = cin pN , µout(1) = cout pN with cin, cout being constants, and that P
(N)
in (0, 1) =
p01in pN , P
(N)
out (0, 1) = p
01
out pN with p
01
in , p
01
out being constants. We will also assume that K ,
P
(N)
in (1, 1), P
(N)
out (1, 1) are constants. Then the condition for exact recovery becomes
lim
N→∞
N pN
logN
(
I˜0 +
T∑
t=2
(
I˜1 + I˜2 + I˜
(t)
3
))
> K,
where
I˜0 = (
√
cin −√cout)2 ,
I˜1 =
(√
p01in −
√
p01out
)2
,
I˜2 = 2ρ
√
p01in p
01
out,
and
I˜
(t)
3 = 2ρ
√cincout −
√
p01in p
01
out
1−√Pin(1, 1)Pout(1, 1)

×
(
1−
√
Pin(1, 1)Pout(1, 1)
)
(Pin(1, 1)Pout(1, 1))
t−2
2 ,
where ρ =
(
1−
√
Pin(1,0)Pout(1,0)
1−
√
Pin(1,1)Pout(1,1)
)
.
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Similarly, almost exact recovery is possible if and only if
lim
N→∞
N pN
(
I˜0 +
T∑
t=2
(
I˜1 + I˜2 + I˜
(t)
3
))
= ∞.
Remarks 4.3. Under the same setting as Corollary 4.2:
• if pN ≫ logNN , then exact recovery is always possible if the evolution is non-static or if
cin 6= cout;
• if pN =
logN
N , exact recovery is possible if I˜0 +
T∑
t=2
(
I˜1 + I˜2 + I˜
(t)
3
)
> K and impossible
if I˜0 +
T∑
t=2
(
I˜1 + I˜2 + I˜
(t)
3
)
< K . More precisely:
– the term I˜0 accounts for the first snapshot: in particular, for T = 1 we recover the
known threshold for exact recovery in SBM [ABH16, MNS16];
– each new snapshot adds an extra term I˜1+ I˜2+ I˜3. This term is strictly positive if the
evolution is non-static (and equal to zero otherwise). This increases the left hand side
of the inequality, hence making recovery easier.
Notably, in that situation, exact recovery is possible if T is big enough. Indeed, the sum
behaves linearly with T (minus a term vanishing exponentially fast in T ), and is thus un-
bounded. Therefore, there exists a T ∗ such that ∀T ≥ T ∗ exact recovery is possible. T ∗
depends only on the model parameters. We plot in Section 7.1 some values of T ∗.
• Finally, if pN ≪ logNN , then exact recovery is never possible.
Similar remarks apply for almost exact recovery.
We give below examples of the exact recovery threshold computed in Corollary 4.2; almost
exact recovery thresholds would be similar.
Example 4.4. For T = 1, the criteria for exact recovery becomes:
lim inf
N→∞
N
KN logN
(√
µ
(N)
in (1)−
√
µ
(N)
out (1)
)2
> 1.
This corresponds to the known threshold for exact recovery in a static SBM, originally established
in [ABH16, MNS16] for two communities.
Example 4.5. Assume that the pattern interaction between nodes of different communities are
i.i.d., that is P
(N)
out =
(
1− µ(N)out (1) µ(N)out (1)
1− µ(N)out (1) µ(N)out (1)
)
. Then, the condition for exact recovery becomes
lim inf
N→∞
N
KN logN
((√
µin(1) −
√
µout(1)
)2
+ (T − 1)
(√
P
(N)
in (0, 1) −
√
µ
(N)
out (1)
)2 )
> 1.
In particular, if the pattern interactions between nodes in the same communities are also i.i.d., that
is P
(N)
in =
(
1− µ(N)in (1) µ(N)in (1)
1− µ(N)in (1) µ(N)in (1)
)
, then the condition for exact recovery becomes
lim inf
N→∞
N T
KN logN
(√
µin(1)−
√
µout(1)
)2
> 1.
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This corresponds to the threshold of a static SBM graph with edge probabilities Tµin and Tµout,
that one would get by aggregating the T independent graphs. In particular, we recover the results
of [PC16] on a multi-layer SBM with independent layers.
Example 4.6. Assume a static evolution for the pattern interactions between two nodes belonging
to the same community, that is P
(N)
in = I . Then, the exact recovery threshold becomes
lim inf
N→∞
N
KN logN
((√
µ
(N)
in −
√
µ
(N)
out
)2
+ (T − 1)P (N)out (0, 1)
+ 2
√
µ
(N)
in µ
(N)
out
(
1−
(
P
(N)
out (1, 1)
) T−1
2
))
> 1.
Example 4.7. Assume, like in Example 4.6, that P
(N)
in = I . Assume further that the evolution of
the pattern interaction between two nodes in different communities are i.i.d., that is P
(N)
out (0, 1) =
P
(N)
out (1, 1) = µ
(N)
out . The condition for exact recovery becomes
lim inf
N→∞
N
KN logN
(
µ
(N)
in + Tµ
(N)
out − 2
√
µ
(N)
in
(
µ
(N)
out
)T
2
)
> 1.
For T = 1, we recover the condition of a static SBM (cf. Example 4.4). For T ≥ 2 the condition
becomes
lim inf
N→∞
N
KN logN
(
µ
(N)
in + Tµ
(N)
out
)
> 1. (4.3)
Condition (4.3) is equivalent to the connectivity of a homogeneous SBM where the probabilities
for inside community and outside community edges are respectively µ
(N)
in and Tµ
(N)
out .
4.3 Long time horizon
We saw in Remark 4.3 that in the particular case ofN →∞, for large (but finite) T , almost exact
recovery becomes always possible, and similarly for exact recovery in the logarithmic degree
region. Let us now investigate the situation when T grows unbounded.
Corollary 4.8. Consider a homogeneous Markov SBM defined by (2.1)–(2.2) indexed by a scale
parameter ν which satisfies the sparsity assumption (4.1), and the block balance condition (4.2).
Assume further that T (ν) ≫ 1, and that
T (ν)max{P (ν)in (0, 1), P (ν)out (0, 1)} ≫ max{µ(ν)in (1), µ(ν)out(1)}. (4.4)
Let I
(ν)
1 , I
(ν)
2 are defined as in Theorem 4.1. Then:
• Exact recovery is possible if
lim inf
ν→∞
N (ν) T (ν)
K(ν) logN (ν)
(
I
(ν)
1 + I
(ν)
2
)
> 1,
and is not possible if
lim sup
ν→∞
N (ν) T (ν)
K(ν) logN (ν)
(
I
(ν)
1 + I
(ν)
2
)
< 1.
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• Almost exact recovery is possible if
lim inf
ν→∞
N (ν) T (ν)
K(ν)
(
I
(ν)
1 + I
(ν)
2
)
< ∞,
and is not possible if
lim sup
ν→∞
N (ν) T (ν)
K(ν)
(
I
(ν)
1 + I
(ν)
2
)
< ∞.
Condition (4.4) insures that the dominating terms are the ones coming from the dynamic
patterns. In particular, the recovery conditions in Corollary 4.8 do not depend on the initial distri-
butions. Indeed, under this condition, I(ν) ≍ T (ν)
(
I
(ν)
1 + I
(ν)
2
)
, and the proof of Corollary 4.8
follows immediately from Theorem 4.1.
Remark 4.9. By simply considering the union graph (see Appendix D.1), one would only recover
the term I
(ν)
1 . The second term I
(ν)
2 corresponds to the gain one obtains using the difference of dy-
namic evolution between intra-community and inter-community interaction patterns. In particular,
I
(ν)
2 = 0 if Pin(1, 1) = Pout(1, 1). In that specific scenario, considering the union graph does
not decrease the recovery conditions. Note that this scenario corresponds to the edge persistence
setting of [BLMT18].
Remark 4.10. Surprisingly, considering the time-aggregated graph does not result in a signifi-
cant loss of information. Indeed, recovery conditions for the Markov SBM and the corresponding
time-aggregated graph are the same when T (ν) is unbounded and the condition (4.4) holds (see
Proposition D.4 in Appendix). Indeed, the Rényi divergence I(ν) between fin and fout is domi-
nated by the terms coming from signals with only zero or one rare event (here a rare event in an
apparition of a ’1’ in the binary string x representing the pattern interaction between two nodes).
Therefore, all what matters is the number of 1’s in the string x. Hence, transforming the initial
signal x ∈ {0, 1}T into ||x||1 results in a loss of negligible information.
Remarks 4.11. Suppose that N → ∞, and thus we use the parameter N instead of ν. Assume
that P
(n)
in (0, 1) = p
01
in pN and P
(N)
out (0, 1) = p
01
out pN , with p
01
in , p
01
out being constants (not both
zeros). Assume also thatKN , P
(n)
in (1, 1) and P
(N)
out (1, 1) are constants, not both equal to one. The
exact recovery threshold becomes
lim
N→∞
NpNTN
logN
(
I˜1 + I˜2
)
> K,
where I˜1 and I˜2 are defined as in Corollary 4.2. Similarly, almost exact recovery is possible if and
only if
lim
N→∞
NpNTN
(
I˜1 + I˜2
)
=∞.
In particular,
• if pNTN ≫ logNN , then exact recovery is always possible;
• if pNTN ∼ τ logNN for some constant τ , then exact recovery is possible if τ
(
I˜1 + I˜2
)
> K
and impossible if τ
(
I˜1 + I˜2
)
< K;
• if pNTN ≪ logNN , then exact recovery is never possible.
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Similar results apply for almost exact recovery.
The key product pNTN corresponds to the expected number of on-periods. Similarly to the
static SBM, a phase transition for exact recovery arises when the number of on-periods is of the
order of logNN (note that for a static SBM, an on-period is simply an edge).
It is striking to note that exact and almost exact recovery are possible even in a very sparse
setting, as long as the number of snapshots is large enough. For example, if pN =
1
N , then TN
has to be at least of the order logN for exact recovery, and of the order ω(1) for almost exact
recovery. This behavior is very different from the situation in the standard SBM, where in the
constant degree regime (pN =
1
N ), the best one can achieve is detection (that is, doing better than
a blind random guess).
5 Online algorithms for Markov dynamics
5.1 Online algorithm when the model parameters are known
Given A1:t = (A1, . . . , At), define a log-likelihood ratio matrix by
M
(t)
ij = log
fin(A
1:t
ij )
fout(A1:tij )
. (5.1)
Then the log of the probability of observing a graph sequence A1:t given node labelling σ =
(σ1, . . . , σn) is equal to L(A1:t |σ) + c(A1:t) where
L(A1:t |σ) = 1
2
∑
i
∑
j 6=i
M
(t)
ij δσj ,σi ,
and c(A) = 12
∑
i
∑
j 6=i fout(Aij).
Therefore, given an assignment σˆ(t−1) computed from the observation of the t− 1 first snap-
shots, one can compute a new assignment σˆ(t) such that node i is assigned to any block k which
maximizes
L
(t)
i,k :=
∑
j 6=i
M
(t)
ij δσˆ(t−1)j k
. (5.2)
This formula is interesting only if the computation of M (t) can be easily done from M (t−1).
This is in particular the case for a Markov evolution. Indeed, if µin and µout are the initial
probability distributions, and Pin, Pout the transition matrices, then the cumulative log-likelihood
matrices defined in equation (5.1) can be computed recursively byM (t) = M (t−1) +∆(t), where
M
(1)
ij = log
µin
(
A1ij
)
µout
(
A1ij
) , (5.3)
and
∆
(t)
ij = log
Pin
(
At−1ij , A
t
ij
)
Pout
(
At−1ij , A
t
ij
) . (5.4)
We summarizes this in Algorithm 2. Let us emphasize that this algorithm works in an online
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adaptive fashion.
Algorithm 2: Online clustering for homogeneous Markov dynamics when the block inter-
action parameters are known.
Input: Observed interaction tensor (Atij); block interaction parameters µin, µout, Pin, Pout;
number of communities K; static graph clustering algorithm algo.
Output: Node labelling σˆ = (σˆ1, . . . , σˆN ) ∈ [N ]K .
Initialize: Compute σˆ ← algo(A1), andMij ← log µin(A
1
ij)
µout(A1ij)
for i, j = 1, . . . , N .
for t = 2, . . . , T do
Compute ∆ij ← log Pin(A
t−1
ij ,A
t
ij)
Pout(At−1ij ,A
t
ij)
for i, j = 1, . . . , N .
UpdateM ←M +∆.
for i = 1, . . . , N do
Set Lik ←
∑
j 6=iMij δσˆjk for k = 1, . . . ,K.
Set σˆi ← argmax1≤k≤K Lik.
Return: σˆ
The time complexity (worst case complexity) of Algorithm 2 is O(KN2T ) plus the time
complexity of the initial clustering. The space complexity is O(N2). In addition:
• Since at each time step, ∆ can take only one of four values, these four different values of
∆ can be precomputed and stored to avoid computing N2T logarithms.
• The N -by-K matrix (Lik) can be computed as a matrix product L = M
0Σ, where M0 is
the matrix obtained by zeroing out the diagonal ofM , and Σ is the one-hot representation
of σ̂ such that Σik = 1 if σ̂i = k and zero otherwise.
• For sparse networks the time and space complexity (average complexity) can be reduced
by a factor of d/N where d is the average node degree, by neglecting the 0→ 0 transitions
and only storing nonzero entries (similarly to what is often done for belief propagation in
the static SBM [Moo17]).
5.2 Extension when the parameters are unknown
Algorithm 2 requires the a priori knowledge of the interaction parameters. This is often not the
case in practice, and one has to learn the parameters during the process of recovering communities.
In this section, we adapt Algorithm 2 to estimate the parameters on the fly.
Let nij(a, b) be the observed number of transitions a → b in the interaction pattern between
nodes i and j, and let nij(a) =
∑
b nij(a, b). Let Pij be the 2-by-2 matrix transition probabilities
for the evolution of the pattern interaction between a node pair {i, j}. By the law of large numbers
(for stationary and ergodic random processes), the empirical transition probabilities
P̂ij(a, b) :=
nij(a, b)
nij(a)
(5.5)
are with high probability close to Pij(a, b) for T ≫ 1.
An estimator of Pin is obtained by averaging those probabilities over the pairs of nodes pre-
dicted to belong to the same community. More precisely, after t snapshots observed (t ≥ 2), given
a predicted community assignment σ̂(t), we define for a, b ∈ {0, 1},
P̂in
(t)
(a, b) =
1∣∣∣{(i, j) : σˆ(t)i = σˆ(t)j }∣∣∣
∑
(i,j) : σˆ
(t)
i =σˆ
(t)
j
n
(t)
ij (a, b)
n
(t)
ij (a)
, (5.6)
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where
n
(t)
ij (a, b) =
t−1∑
t′=1
1
(
At
′
ij = a
)
1
(
At
′+1
ij = b
)
is the number of a → b transitions in the interaction pattern between nodes i and j (with a, b ∈
{0, 1}) seen during the t first snapshots and
n
(t)
ij (a) =
1∑
b=0
n
(t)
ij (a, b).
Similarly,
P̂out
(t)
(a, b) =
1∣∣∣{(i, j) : σˆ(t)i 6= σˆ(t)j }∣∣∣
∑
(i,j) : σˆ
(t)
i 6=σˆ
(t)
j
n
(t)
ij (a, b)
n
(t)
ij (a)
, (5.7)
is an estimator of Pout(a, b). Moreover, the quantities n
(t)
ij (a, b) can be updated inductively. In-
deed,
n
(t+1)
ij (a, b) = n
(t)
ij (a, b) + 1
(
Atij = a
)
1
(
At+1ij = b
)
. (5.8)
Finally, the initial distribution can also be estimated by averaging:
µ̂in
(t) =
1∣∣∣{(i, j) : σˆ(t)i = σˆ(t)j }∣∣∣
∑
(i,j) : σˆ
(t)
i =σˆ
(t)
j
Atij (5.9)
and
µ̂out
(t) =
1∣∣∣{(i, j) : σˆ(t)i 6= σˆ(t)j }∣∣∣
∑
(i,j) : σˆ
(t)
i 6=σˆ
(t)
j
Atij . (5.10)
This leads to Algorithm 3, for clustering in a Markov SBM when only the number of com-
munities K is known. Note that to save computation time, we can choose not to update the
parameters at each time step.
18
Algorithm 3: Online clustering for homogeneous Markov dynamics when the block inter-
action parameters are unknown.
Input: Observed graph sequence A1:T =
(
A1, . . . , AT
)
; number of communities K;
static graph clustering algorithm algo.
Output: Node labelling σˆ = (σˆ1, . . . , σˆn).
Initialize:
• Compute σˆ ← algo(A1);
• Compute µ̂in, µ̂out using formulas (5.9), (5.10);
• ComputeM using (5.3);
• Let nij(a, b)← 0 for i, j ∈ [N ] and a, b ∈ {0, 1}.
Update:
for t = 2, . . . , T do
Compute ∆ using (5.4);
SetM ←M +∆.
for i = 1, . . . , n do
Set Li,k ←
∑
j 6=iMij1 (σˆj = k) for all k = 1, . . . ,K
Set σˆi ← argmax1≤k≤K Li,k
Update µ̂in, µ̂out using formulas (5.9), (5.10);
For every node pair (ij), update nij(a, b) using (5.8);
Update P̂in, P̂out using (5.6) and (5.7).
6 Baseline algorithms for special cases
This section provides some baseline algorithms to recover the blocks in some particular cases,
without prior knowledge of the block interaction parameters. Section 6.1 concerns regimes with
N = O(1) and T ≫ 1. An algorithm based on parameter estimations is proposed, and showed
to converge to the true community structure. Section 6.2 describes tailored-made algorithms for
a specific model instance with static intra-block interactions and uncorrelated inter-block noise.
6.1 Clustering using empirical transition rates
Let us consider the situation where the number of snapshots T goes to infinity while N remains
bounded. The main idea is to use the ergodicity of the Markov chains to estimate the parameters
using standard techniques, and then perform inference. For now, we will assume that the interac-
tion parameters Pin, Pout are known, but K is unknown. We refer to Remark 6.2 when Pin, Pout
are unknown as well.
Recall that formula (5.5) gave consistent estimators for Pij , the matrix of transition probabili-
ties for the evolution of the pattern interaction between a node pair {i, j}. Then, once all Pij(a, b)
are known with a good precision, we can use our knowledge of Pin, Pout to distinguish whether
nodes i and j are in the same block or not, and use this data to construct a similarity graph on
the set of nodes. This leads to Algorithm 4 which does not require a priori knowledge about the
number of blocks, but instead estimates it as a byproduct. Note that this algorithm is tailor-made
for homogeneous interaction tensors.
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Algorithm 4: Clustering by empirical transition rates.
Input: Observed interaction tensor (Atij); transition probability matrices Pin, Pout.
.Output: Estimated node labelling σˆ = (σˆ1, . . . , σˆN ); estimated number of communities
K̂ .
V ← {1, . . . , N} and E ← ∅.
for all unordered node pairs ij do
Compute P̂ij(a, b) for a, b = 0, 1
if |P˜ij(a, b) − Pin(a, b)| ≤ 12 |Pin(a, b)− Pout(a, b)| for some a, b then
Set E ← E ∪ {ij}.
Compute C ← set of connected components in G = (V,E) and set K̂ ← |C| and
(C1, . . . , CK̂)← members of C listed in arbitrary order.
for i = 1, . . . , N do
σˆi ← unique k for which Ck ∋ i.
Theorem 6.1. Consider a homogeneous Markov SBM with N nodes, K communities and T
snapshots. Assume that N is fixed, and the interaction pattern probabilities fin, fout are known.
Then with high probability Algorithm 4 correctly classify every node when T goes to infinity, as
long as the evolution is not static and fin 6= fout.
The proof of Theorem 6.1 is provided in Appendix E.1.
Remark 6.2. If Pin and Pout are unknown, we can add a step where the estimated transition
matrices (P̂ij) are clustered into two classes (for example using K-means).
6.2 Algorithms for static and deterministic inter-block patterns
This section investigates special data tensors where the intra-block interactions are static and
deterministic, and the inter-block interactions are considered as (non-static) random noise. For
such data, we will first make two simple observations that greatly help recovering the underlying
block structure. Those observations lead to two different algorithms, and we will study their
performance in Section 6.2.2.
6.2.1 Description of the algorithms based on two simple observations
Observation 1. If nodes i and j interact at time t but not at time t+ 1 (or vice versa), then i and
j do not belong to the same block.
Observation 2. If nodes i and j interact at every time step, then i and j probably belong to the
same block.
Observation 2 suggests a very simple and extremely fast clustering method (Algorithm 5)
which tracks persistent interactions and disregards other information. Persistent interactions can
be represented as an intersection graph G = ∩tGt, where Gt is the graph with adjacency matrix
At. By noting that G can be computed by performing O(log T ) graph intersections of complexity
O(∆maxN), and that a breadth-first search finds the connected components in O(N) time, we
see that Algorithm 5 runs in O(∆maxN log T ) time, where ∆max = maxtmaxi
∑
j |Atij | is the
maximum degree of the graphs Gt.
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Algorithm 5: Best friends forever
Input: Observed interaction tensor (Atij)
Output: Estimated node labelling σˆ = (σˆ1, . . . , σˆN ); estimated number of communities
K̂ .
Set V ← {1, . . . , N}.
Compute ET ← ∩Tt=1Et where Et = {ij : Atij = 1}
Compute C ← set of connected components in GT = (V,ET ) and set Kˆ ← number of
members in C of size larger than N1/2, and (C1, . . . , CK̂)← list of K̂ largest members inC in arbitrary order.
Set V1 ← ∪K̂k=1Ck.
For i ∈ V1, set σˆi ← unique k for which Ck ∋ i.
For i ∈ V \ V1, set σˆi ← arbitrarily value k ∈ {1, . . . , K̂}.
Similarly, we propose a clustering method based on Observation 1. We call enemies two
nodes i and j such that there is a change in the interaction pattern between i and j. Then we can
group nodes that share a common enemy. Indeed, if K = 2, the fact that node i is enemy with j,
and j is also enemy with k means that nodes i and k belong to the same cluster. This enemies of
my enemies are my friends procedure leads to Algorithm 6.
Algorithm 6: Enemies of my enemy (for K = 2).
Input: Observed interaction tensor (Atij).
Output: Estimated node labelling σˆ = (σˆ1, . . . , σˆN ).
Compute E∩ ← ∩tEt and E∪ ← ∪tEt where Et = {ij : Atij = 1}.
Compute E′ = E∪ \E∩.
Set V ← {1, . . . , N}.
Set G′ ← (V,E′).
Set G′′ = (V,E′′) where ij ∈ E′′ iff there is a 2-path i→ h→ j in G′.
Compute C ← set of connected components in G′′ and set K̂ ← |C| and (C1, . . . , CK̂)←
members of C listed in arbitrary order.
for i = 1, . . . , N do
σˆi ← unique k for which Ck ∋ i.
Remark 6.3. The above description for Algorithm 6 runs in O (∆maxNT ), where ∆max is the
maximal degree over all single layers. A faster, but less transparent, implementation is possible,
by first computing the union graph. Then, two nodes are marked as enemies if the weight between
them in the union graph belongs to the interval [1, T − 1]. This reduces the time complexity to
O (∆maxN log T ).
6.2.2 Performance guarantees for Algorithms 5 and 6
A simple generative model for interaction tensors with static and deterministic intra-block inter-
actions is the Markov SBM where Pkk = I is the 2-by-2 identity matrix for all k ∈ [K]. Under
this model, Proposition 6.4 states the performance guarantees for Algorithm 5.
Proposition 6.4. Consider a dynamic SBM indexed by a scale parameter ν, with T (ν) snapshots
and K(ν) blocks of size N1, . . . , NK . Assume that Nk ≍ N for all k, and that.
∀k 6= ℓ : N2 max
1≤k<ℓ≤K(ν)
f
(ν)
kℓ (1, . . . , 1)≪ 1. (6.1)
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Then Algorithm 5 achieves exact recovery whp if
∀k ∈
[
K(ν)
]
: lim
ν→∞
N
(ν)
k f
(ν)
kk (1, . . . , 1)
log
(
K(ν)N
(ν)
k
) > 1. (6.2)
Moreover, assumeK(ν), T (ν) are bounded. Then, Algorithm 5 achieves almost exact recovery
if
∀k ∈ [K] : lim
ν→∞N
(ν)
k f
(ν)
kk (1, . . . , 1) = ∞. (6.3)
Remark 6.5. Condition (6.1) ensures that the number of nodes in different community interacting
at every time step remains small, making Observation 2 meaningful. The extra Conditions (6.2)
and (6.3) ensures that in each community, there is enough node pairs interacting at all time step.
The following Proposition 6.6 gives the guarantees of convergence of 6 for a general dynamic
SBM with two communities.
Proposition 6.6. Consider a dynamic SBM with N ≫ 1 nodes and K = 2 blocks of sizes
N1, N2 ≍ N . Assume that log(1/p11T ) + log(1/p22T ) ≪ N−2 and 1 − p12T ≫ N−1 logN ,
where
pkℓT = fkℓ(0, . . . , 0︸ ︷︷ ︸
T
) + fkℓ(1, . . . , 1︸ ︷︷ ︸
T
)
is the probability of observing a static interaction pattern of length T between any particular pair
of nodes in blocks k and ℓ. Then Algorithm 6 estimates the correct block memberships with high
probability.
The proofs of Propositions 6.4 and 6.6 are postponed to Appendix E.
7 Numerical illustrations and experiments
In the numerical simulations, we suppose that
(
1− µin(1)
µin(1)
)
, resp.,
(
1− µout(1)
µout(1)
)
, is the sta-
tionnary distribution of Pin, resp., of Pout. Therefore,
Pin =
(
1− µin(1)1−Pin(1,1)1−µin(1) µin(1)
1−Pin(1,1)
1−µin(1)
1− Pin(1, 1) Pin(1, 1)
)
,
and similarly for Pout.
7.1 Illustration of the theoretical recovery threshold
Let us focus on regime where the average degree is of the orderNpN ≍ logN , which is known to
be critical for exact recovery in the static SBM. In Remark 4.3 following Corollary 4.2 we stated
that, as long as the model is theoretically identifiable and the evolution is non-static, there exists
a threshold T ∗ such that exact recovery is possible if we have more than T ∗ snapshots. Figure 1
displays the theoretical value T ∗ as a function of Pin(1, 1) and Pout(1, 1), for various choices of
µin(1) and µout(1). In particular, the hardest cases are:
• when Pin(1, 1), Pout(1, 1) are both close to one (nearly static situation);
• when µin(1) ≈ µout(1) and Pin(1, 1) ≈ Pout(1, 1), then the interaction patterns are similar
within blocks and between blocks.
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Figure 1: Theoretical minimum value T ∗ needed to achieve exact recovery when K = 2 for
µout(1) = 1.5
logN
N and different µin(1), as a function of Pin(1, 1) and Pout(1, 1). The hard-
est cases are around the top right corner (when Pin, Pout ≈ I: static situation) and around the
diagonal Pin(1, 1) = Pout(1, 1) when µin(1) is close to µout(1). The plots show log10 T
∗.
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Figure 2: Greyscale plot of accuracy (proportion of correctly labelled nodes) as a function of
Pin(1, 1) and Pout(1, 1), given by Algorithm 2 with a Random Guessing initialization. Simula-
tions are done for a Markov SBM with T = 10 snapshots, N = 500 nodes, µout(1) = 1.5
logN
N
and different µin(1).
The relevance of the theoretical threshold is next illustrated by numerical experiments. In
Figure 2, we plot the accuracy obtained when Pin(1, 1) and Pout(1, 1) vary, while the other pa-
rameters of the model are fixed. We see that the hard region (i.e., where the accuracy remains
bad after 10 snapshots) lies around the diagonal. Away from the diagonal Pin(1, 1) = Pout(1, 1),
Algorithm 2 always achieves a near to perfect accuracy score after T = 10 snapshots.
7.2 Evolution of accuracy with the number of snapshots
Let us now study the effect of the initialization step. We plot in Figure 3 the evolution of the
averaged accuracy obtained when we run Algorithm 2 on 50 realizations of a Markov SBM,
where the initialization is done either using Spectral Clustering or Random Guessing. Obviously,
when Spectral Clustering works well (see Figure 3c), it is preferable to use it than a random guess.
Nonetheless, it is striking to see that when the initial Spectral Clustering gives a bad accuracy,
then the likelihood method can overcome it. For example, in Figure 3a, the initial clustering with
Spectral Clustering on the first snapshot is really bad (accuracy ≈ 50%, hence not much better
than a random guessing), Algorithm 2 does overcome this and reaches a perfect clustering after a
few snapshots. In that particular setting, there is no advantage in using Spectral Clustering rather
than Random Guessing.
This is further strengthened by our numerical observations in the constant degree regime. As
we see in Figure 4, our Algorithm performs well when µin(1) =
cin
N and pout =
cout
N (cin, cout con-
stants), even if cin ≈ cout (see Figure 4b). This is very similar to what we saw in the logarithmic
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Figure 3: Evolution of the accuracy given by Algorithm 2 when the initialisation is done via
Spectral Clustering or Random Guessing. The synthetic graphs are Markov SBM with N = 500
nodes (equally divided in two clusters), and parameters µout(1) = 1.5
logN
N , Pin(1, 1) = 0.7 and
Pout(1, 1) = 0.3. Accuracy is averaged over 50 realisations, and the error bars represent the
standard error. T ∗theo is the theoretical minimum number of time steps needed to get above the
exact recovery threshold.
degree regime (Figure 3), except that the number of snapshots needed to get excellent accuracy is
higher since the graphs are sparser.
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Figure 4: Evolution of the accuracy with the number of snapshots obtained by Algorithm 2 in
a sparse setting, when the initialisation is done via Random Guessing. We draw 50 synthetic
Markov SBM with two equal size communities. The choice of parameters in Figure (b) is much
more challenging than Figure (a). The different curves show the averaged accuracy over 50 trials,
and errors bars correspond to the empirical standard errors.
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7.3 The case when the interaction parameters are unknown
We show in Figure 5 the comparison of the online Algorithm 2 (with known interaction parame-
ters) with the online Algorithm 3 (with unknown interaction parameters). We see that, when the
starting round of Spectral Clustering gives a decent accuracy (at least 75%), then Algorithm 3 can
learn the model parameters as well as communities. However, when Spectral Clustering gives
a bad accuracy, Algorithm 3 without the model parameters fails, whereas the version with the
known interaction parameters succeeds.
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Figure 5: Comparison of the accuracy given by the online versions of the algorithm. The re-
sults are averaged on 20 realizations of Markov SBM with parameters N = 1000, T = 30 and
µin(1) = 0.05, Pin(1, 1) = 0.6, Pout(1, 1) = 0.3, and for different µout(1).
7.4 Comparison with the baseline algorithms
In this section, we compare the performance of Algorithm 2 to the baseline methods proposed in
Section 6.2. Results are shown in Figure 6. We draw the following observations:
• Algorithm 2 (called online likelihood in the plots) always achieves very high accuracy, and
outperforms all other methods;
• Spectral Clustering on the union graph always performs very poorly, while Spectral Clus-
tering on the time-aggregated graph can perform very well if the evolution of the pattern
interactions are not too static (that is, Pin(1, 1) and Pout(1, 1) should be both away from 1);
• Spectral Clustering on
∑T
t=1A
2
t−Dt, whereDt is the degree matrix of layer t, is the method
proposed and analysed in [Lei20]. This method, called squared adjacency SC in the caption
of Figure 6, is always outperformed by Spectral Clustering on the time-aggregated graph;
• Algorithms 5 and 6 are more sensitive to the hypothesis Pin(1, 1) = 1 than to Pout(1, 1) =
µout(1). In particular, Algorithm 6 (enemies of my enemy) fails as soon as Pin(1, 1) 6= 1
(in Figure 6b, when Pin(1, 1) = 0.99, the accuracy of Algorithm 6 drops to 50%);
• Given its simplicity, Algorithm 5 (best friends forever) performs surprisingly well. Of
course, when the parameter setting is too far from the ideal situation Pin(1, 1) = 1 and
Pout(1, 1) = µout(1), the algorithm fails as expected. However, even at not too short
distances from this ideal case, Algorithm 5 gives meaningful classification.
8 Conclusions and future work
In this paper, we studied clustering in a dynamic stochastic block model, where the node labelling
is fixed and the interaction pattern between node pairs are independent. We derived explicit condi-
tions for recovery of the latent node-labels, extending previously known results for a small number
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Figure 6: Comparison of the accuracy given by the different algorithms. The results are aver-
aged on 50 realisations of Markov SBM with parameters N = 500, T = 30 and µin(1) =
0.05, µout(1) = 0.04. Figure (6a) shows the situation Pin(1, 1) = 1 (static intra-community
interaction patterns) and Pout(1, 1) varies, while Figure (6b) shows Pout(1, 1) = µout(1) (i.i.d.
inter-community interaction pattern) and Pin(1, 1) varies. Colours correspond to the same algo-
rithms in both plots.
of snapshots [XJL20] or independent snapshots [PC16]. For a Markov dynamics of the interac-
tions pattern, we derived the conditions for almost exact and exact recovery, and made parallel
with existing work in the static SBM and the independent multi-layer SBM. We also proposed an
online algorithm (Algorithm 2) based on likelihood estimation. We investigated numerically the
performance of this algorithm. Especially, we observed that even in hard regimes (Pin ≈ Pout,
and/or very sparse graphs), Algorithm 2 achieves excellent accuracy given a reasonable number
of snapshots.
Algorithm 2 can be extended to a more general setting, for example where the communities
are of different size, or where the interaction parameters fkℓ are not necessarily all equal to fout
when k 6= ℓ. Theoretical perspectives of a general link-labelled SBM can be found in [YP16].
If the interaction probabilities are unknown, we can estimate them. This leads to Algorithm 3.
This method achieves high accuracy if the initialisation step gives a good enough accuracy (typ-
ically at least ∼ 75%). If the initial accuracy is low, then this procedure cannot learn both the
correct interaction parameters µin, µout, Pin, Pout, and the node labelling σ.
We leave open the theoretical study of those algorithms, and in particular a proof of consis-
tency of Algorithm 2 given random guess initialisation.
Moreover, both Algorithms 2 and 3 require the knowledge of the number of communities. In
practice, such an information might not be available, and need to be inferred as well. Estimating
the number of clusters in the static SBM has been investigated. Methods based on the likelihood
[SYF17, WB17] or spectral properties of well chosen matrices [LL15] have been proposed, and
might be extendable to dynamic graphs.
Another natural extension is to allow the node labelling to vary over time (in the spirit of
[BLMT18], but with different pattern interaction between nodes in the same community and
nodes in different communities).
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A Proof of lower bound
A.1 Unique permutation minimising the Hamming distance between two different
node labellings
Lemma A.1. Let σ1, σ2 : [N ]→ [K] be such that dHam(π◦σ1, σ2) < s/2 for some π ∈ Sym(K),
where s = mink |σ−11 (k)|. Then π is the unique permutation with this property, and
π(k) = argmax
ℓ
|σ−11 (k) ∩ σ−12 (ℓ)|.
This corresponds to [XJL20, Lemma B.6].
Proof. Assume that π ∈ Sym(K) satisfies dHam(π ◦ σ1, σ2) < s/2. Fix k ∈ [K] and let
Uk = {i : σ1(i) = k, σ2(i) 6= π(k)}. Then every node i in Uk satisfies π ◦ σ1(i) 6= σ2(i), and
therefore |Uk| ≤ dHam(π ◦ σ1, σ2) < s2 . Hence for any ℓ 6= π(k),
|σ−11 (k) ∩ σ−12 (ℓ)| ≤ |Uk| <
s
2
.
On the other hand,
|σ−11 (k) ∩ σ−12 (π(k))| = |σ−11 (k)| − |Uk| ≥ s−
s
2
≥ s
2
.
Hence π(k) is the unique value which maximizes ℓ 7→ |σ−11 (k) ∩ σ−12 (ℓ)|. Because this conclu-
sion holds for all k, it follows that π is uniquely defined.
A.2 Proof of Theorem 3.1
(0) Preliminaries. As a preparation, let us define some additional notation related to permutations
of blocks and nodes. Denote by Sym(σ1, σ2) the set of permutations ρ ∈ Sym(K) for which
dHam(ρ ◦ σ1, σ2) is minimized, and by E(σ1, σ2) the set of nodes i for which ρ ◦ σ1(i) 6= σ2(i)
for some ρ ∈ Sym(σ1, σ2). Nodes in E(σ1, σ2) are critical in the sense that they may become
misclustered, depending on the permutation. We denote ℓ˜(σ1, σ2) = N
−1|E(σ1, σ2)|. Note that
ℓ˜(σ1, σ2) ≥ ℓ(σ1, σ2) in general.
(i) Lower bounding by the proportion of critical nodes. Assume that σ0 is the true node
labelling. Denote by N0 = mink |σ−10 (k)| the smallest block size. Note that ℓ0 = ℓ(σˆA, σ0)
satisfies, for c = N02N , by Lemma A.1, and 0 ≤ ℓ˜0 ≤ 1,
Eℓ0 = Eℓ01(ℓ0 ≥ c) + Eℓ01(ℓ0 < c)
= Eℓ01(ℓ0 ≥ c) + Eℓ˜01(ℓ0 < c)
≥ cP(ℓ0 ≥ c) + (Eℓ˜0 − P(ℓ0 ≥ c))+.
If P(ℓ0 ≥ c) ≥ 11+cEℓ˜0, then the first inequality implies Eℓ0 ≥ c1+cEℓ˜0. If P(ℓ0 ≥ c) ≤ 11+cEℓ˜0,
then the latter inequality implies Eℓ0 ≥ c1+cEℓ˜0. Hence we conclude that
Eℓ0 ≥ c
1 + c
Eℓ˜0 =
N0
N0 + 2N
Eℓ˜0 ≥ 1
3
N0
N
Eℓ˜0. (A.1)
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(ii) Randomizing the reference node label. Let Ca = σ
−1
0 (a) and Cb = σ
−1
0 (b) be blocks with
sizes N0 + 1 and N0, respectively, and select a reference node u ∈ Ca. Define a modified node
labelling σ′0 by setting σ′0(u) = b and σ′0(i) = σ0(i) for i 6= u. Define a probability measure PΦ
on {σ0, σ′0} × SN×N by
PΦ(σ,A) =
1
2
Pσ(A).
This amounts to a randomized model with a random block membership structure σ ∈ {σ0, σ′0}
where a coin flip is first performed to determine whether the label of the reference node u is
swapped from the true value a into a false value b. We will now show that the randomization does
not change the expected proportion of critical nodes, by verifying that
EΦℓ˜(σˆA, σ) = Eℓ˜(σˆA, σ0). (A.2)
Let π ∈ Sym(N) be a permutation which swaps Ca \ {u} and Cb, and keeps other nodes
fixed. Then σ′0 = τ ◦ σ0 ◦ π−1 where τ ∈ Sym(K) is the map which swaps block labels a and
b. Because σˆ is permutation equivariant, we see that σˆAπ = σˆA ◦ π−1. Now for any A and any
ρ ∈ Sym(K),
{i : ρ ◦ σˆA(i) 6= σ0(i)} = {i : ρ ◦ σˆA(i) 6= τ−1 ◦ σ′0 ◦ π(i)}
= {i : ρ ◦ σˆA ◦ π−1(π(i)) 6= τ−1 ◦ σ′0(π(i))}
= {i : ρ ◦ σˆAπ(π(i)) 6= τ−1 ◦ σ′0(π(i))}
= {i : τ ◦ ρ ◦ σˆAπ(π(i)) 6= σ′0(π(i))}.
As a consequence, dHam(ρ◦σˆA, σ0) = dHam(τ ◦ρ◦σˆAπ , σ′0). Hence ρ ∈ Sym(σˆA, σ0) iff τ ◦ρ ∈
Sym(σˆAπ , σ
′
0). The above computation also shows that i ∈ E(σˆA, σ0) iff π(i) ∈ E(σˆAπ , σ′0).
Hence
Pσ0(i ∈ E(σˆA, σ0)) = Pσ0(π(i) ∈ E(σˆAπ , σ′0)). (A.3)
Next, a key observation is that for any pair ij of distinct nodes, σ0(π(i)) = σ0(π(j)) if and only
if σ′0(i) = σ′0(j). Therefore, because the model is homogeneous, it follows that
Pσ0(A
π) =
∏
ij
fσ0(π(i))σ0(π(j))(Aij) =
∏
ij
fσ′0(i)σ′0(j)(Aij) = Pσ′0(A).
Thus, the law of Aπ under Pσ0 is the same as the law of A under Pσ′0 . Hence by (A.3), it follows
that
Pσ0(i ∈ E(σˆA, σ0)) = Pσ′0(π(i) ∈ E(σˆA, σ
′
0)).
By summing both sides over i ∈ [N ] and dividing the outcome by N , we conclude that
Eσ0 ℓ˜(σˆA, σ0) = Eσ′0 ℓ˜(σˆA, σ
′
0).
Hence (A.2) follows from
EΦℓ˜(σˆA, σ) =
1
2
Eσ0 ℓ˜(σˆA, σ0) +
1
2
Eσ′0
ℓ˜(σˆA, σ
′
0) = Eσ0 ℓ˜(σˆA, σ0).
(iii) From global to local error. A simple computation using the permutation equivariance
([XJL20, Corollary G.1]) shows that
EΦℓ˜ =
1
2
∑
σ∈{σ0,σ′0}
N−1
N∑
i=1
Pσ(i ∈ E(σˆA, σ))
≥ 1
2
∑
σ∈{σ0,σ′0}
N−1
∑
i∈Cσ,u
Pσ(i ∈ E(σˆA, σ))
=
1
2
∑
σ∈{σ0,σ′0}
N−1|Cσ,u|Pσ(u ∈ E(σˆA, σ)),
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where Cσ,u = {i : σ(i) = σ(u)}. Because |Cσ,u| = N0 + 1 for σ ∈ {σ0, σ′0}, it follows that
EΦℓ˜ ≥ N0
N
PΦ(u ∈ E(σˆA, σ)). (A.4)
(iv) Defining an alt model. We will now change the distribution PΦ into a distribution PΨ cor-
responding to a modification where the interactions of the reference node u with nodes in blocks
a and b are identically distributed. Let f∗ be any probability measure on S which is absolutely
continuous with respect to both fin and fout. For any node labelling σ, define a probability density
P ∗σ (A) =
( ∏
ij∈E(u,Ca∪Cb)
f∗(Aij)
)( ∏
ij∈E(u,Ca∪Cb)c
fσ(i)σ(j)(Aij)
)
,
where E(C,D) denotes the of set unordered node pairs with one node in C and the other in D,
and E(u,C) is shorthand for E({u}, C). Define a probability measure PΨ on {σ0, σ′0} × SN×N
by
PΨ(σ,A) =
1
2
P ∗σ (A),
corresponding to the same randomization as in the definition of PΦ. The alt model has been
constructed so that PΨ is absolutely continuous with respect to PΦ, and
P ∗σ0 = P
∗
σ′0
. (A.5)
To see why (A.5) is true, note that E(u,Ca ∪ Cb)c = E(u,D) ∪ E({u}c, {u}c) with D =
(Ca ∪ Cb)c. For a homogeneous model, fσ(i)σ(j) = fout for all i ∈ Ca ∪ Cb and j ∈ D. Hence,
denoting C = Ca ∪ Cb, for node labeling σ = σ0,
P ∗σ (A) =
( ∏
ij∈E(u,C)
f∗(Aij)
)( ∏
ij∈E(u,D)
fout(Aij)
)( ∏
ij∈E({u}c,{u}c)
fσ(i)σ(j)(Aij)
)
.
The same formula holds also for σ = σ′0.
(v) The alt model is blind for the reference node. Intuitively, the initial randomization of the
label of the reference node u should make it impossible to cluster u better than a blind random
guess for data sample from the alt model. Technically, let us verify this as follows. Fix a number
0 < δ < N0/2−1N . For E = E(σˆA, σ) and ℓ˜ = ℓ˜(σˆA, σ) consider the event
Eu,δ =
{
(σ,A) : u ∈ E or ℓ˜ > δ
}
that the reference node is misclustered or the relative error is large. A key thing is to show that
PΨ(Eu,δ) ≥ 1
2
. (A.6)
Observe that
PΨ(E
c
u,δ) =
1
2
P
∗
σ0(E
c
u,δ,σ0) +
1
2
P
∗
σ′0
(Ecu,δ,σ′0
),
where Ecu,δ,σ = {A : u 6∈ E(σˆA, σ), ℓ˜(σˆA, σ) ≤ δ}. Let us verify that Ecu,δ,σ0 and Ecu,δ,σ′0 are dis-
joint. Assume that A ∈ Ecu,δ,σ0 . Then ℓ(σˆA, σ0) ≤ ℓ˜(σˆA, σ0) ≤ δ. Hence there exists a permuta-
tion π ∈ Sym(K) such that dHam(π ◦ σˆA, σ0) = Nℓ(σˆA, σ0) ≤ Nδ. Because dHam(σ0, σ′0) = 1,
it follows that dHam(π ◦ σˆA, σ′0) ≤ Nδ + 1. The choice of δ implies that dHam(π ◦ σˆA, σ0)
and dHam(π ◦ σˆA, σ′0) are both strictly less than 12N0. Because N0 is the minimum block size
corresponding to both σ0 and σ
′
0, Lemma A.1 implies that Sym(σˆA, σ0) = Sym(σˆA, σ
′
0) = {π}.
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Because A ∈ Ecu,δ,σ0 , it follows that π ◦ σˆA(u) = σ0(u) 6= σ′0(u), and hence u ∈ E(σˆA, σ′0). We
conclude that A ∈ Eu,δ,σ′0 . Hence Ecu,δ,σ0 and Ecu,δ,σ′0 are disjoint. Now because P
∗
σ′0
= P∗σ0 (see
(A.5)), it follows that
PΨ(E
c
u,δ) =
1
2
(
P
∗
σ0(E
c
u,δ,σ0) + P
∗
σ0(E
c
u,δ,σ′0
)
)
=
1
2
P
∗
σ0
(
Ecu,δ,σ0 ∪ Ecu,δ,σ′0
) ≤ 1
2
.
Hence (A.6) is valid.
(vii) Lower bounding using the alt model. Markov’s inequality gives EΦℓ˜ ≥ δPΦ(ℓ˜ > δ). By
combining this with (A.4) we find that
(N/N0 + 1/δ)EΦ ℓ˜ ≥
(
PΦ(u ∈ E) + PΦ(ℓ˜ > δ)
)
≥ PΦ(Eu,δ). (A.7)
Now define a log-likelihood ratio by
Q(σ,A) =
log
PΨ(σ,A)
PΦ(σ,A)
, PΦ(σ,A) > 0, PΨ(σ,A) > 0
∞, otherwise.
Then for any t ∈ R, noting that {PΨ > 0} ⊂ {PΦ > 0}, by the absolute continuity of PΨ with
respect to PΦ,
PΦ(Eu,δ) ≥ PΦ(Eu,δ, PΨ > 0) = EΨe−Q1(Eu,δ) ≥ e−tPΨ(Eu,δ, Q ≤ t).
For t = EΨQ+ 2
√
VarΨ(Q), Chebyshev’s inequality implies P(Q > t) ≤ 14 . For this choice of
t, we see with the help of (A.6) that
PΨ(Eu,δ, Q ≤ t) = PΨ(Eu,δ)− PΨ(Eu,δ, Q > t) ≥ 1
2
− PΨ(Q > t) ≥ 1
4
.
Hence
PΦ(Eu,δ) ≥ 1
4
e−t =
1
4
e−EΨQ−2
√
VarΨ(Q).
Together with (A.7), this shows that
EΦℓ˜ ≥ 1
4
(N/N0 + 1/δ)
−1 e−EΨQ−2
√
VarΨ(Q).
The above bound holds for all 0 < δ < N0/2−1N . Hence it also holds for δ =
N0/2−1
N , in which
case (N/N0 + 1/δ)
−1 ≥ 17 N0N for all N0 ≥ 3. Then by (A.1) and (A.2),
Eℓ0 ≥ 1
84
(
N0
N
)2
e−EΨQ−2
√
VarΨ(Q).
(viii) Mean of the log-likelihood ratio. Recall that Q(σ,A) = log PΨ(σ,A)PΦ(σ,A) . Note that in
this case EΨQ = dKL(PΨ||PΦ) together with EΦXeQ = EΨX and EΨXe−Q = EΦX for any
real-valued random variable X whose outcome is a deterministic function of (σ,A). Then,
Q(σ,A) =
∑
ij∈E(u,Ca∪Cb)
log
f∗(Aij)
fσ(i)σ(j)(Aij)
=
∑
j∈(Ca∪Cb)\{u}
log
f∗(Auj)
fσ(u)σ(j)(Auj)
.
When A is P∗σ-distributed, the marginal distribution of Auj is f∗ for all j ∈ (Ca ∪ Cb) \ {u}, for
both σ ∈ {σ0, σ′0}. Hence by taking P ∗σ -expectations on both sides above, we find that∑
A
Q(σ,A)P ∗σ (A) =
∑
j∈(Ca∪Cb)\{u}
dKL(f∗||fσ(u)σ(j)).
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Because the model is homogeneous and |Ca \ {u}| = |Cb| = N0, it follows that∑
A
Q(σ,A)P ∗σ (A) = N0
(
dKL(f
∗||fin) + dKL(f∗||fout)
)
for both σ ∈ {σ0, σ′0}. Hence
EΨQ =
∑
σ,A
Q(σ,A)PΨ(σ,A) =
1
2
∑
σ,A
Q(σ,A)P ∗σ (A) = N0I1,
where I1 = dKL(f∗||fin) + dKL(f∗||fout).
(ix) Variance of the log-likelihood ratio. A final part is to prove a concentration of the log-
likelihood ratio Q, by getting an upper bound for the variance. Here, because σ 7→ E∗σQ(σ,A) =∑
AQ(σ,A)P
∗
σ (A) is constant with respect to σ ∈ {σ0, σ′0}, we see that
VarΨ(Q) =
1
2
Var∗σ0(Q(σ0, A)) +
1
2
Var∗σ′0(Q(σ
′
0, A)).
Now, with C∗ = (Ca ∪ Cb) \ {u},
Var∗σ0(Q(σ0, A)) =
∑
j∈C∗
Var∗σ0
(
log
f∗(Auj)
faσ0(j)(Auj)
)
=
∑
j∈C∗
E
∗
σ0
(
log
f∗(Auj)
faσ0(j)(Auj)
)2
−
∑
j∈C∗
(
E
∗
σ0 log
f∗(Auj)
faσ0(j)(Auj)
)2
=
∑
j∈C∗
∫ (
log
f∗
faσ0(j)
)2
f∗ −
∑
j∈C∗
(∫
log
f∗
faσ0(j)
f∗
)2
= N0
(
dKL,2(f∗||fin)− dKL(f∗||fin)2 + dKL,2(f∗||fout)− dKL(f∗||fout)2
)
.
Because the same formula holds also for Var∗σ′0(Q(σ
′
0, A)), we conclude that
VarΨ(Q) = N0I2
where
I2 = dKL,2(f∗||fin)− dKL(f∗||fin)2 + dKL,2(f∗||fout)− dKL(f∗||fout)2
=
∫ (
log
f∗
fin
)2
f∗ −
(∫
log
f∗
fin
f∗
)2
+
∫ (
log
f∗
fout
)2
f∗ −
(∫
log
f∗
fout
f∗
)2
.
We denote f  g if f is absolutely continuous with respect to g. Define dKL(f ||g) =∫
(log fg )f if f  g and dKL(f ||g) = ∞ otherwise. A variational characterization [Ana17,
Theorem 1] shows that
inf
f∗fin,f∗fout
(
dKL(f∗||fin) + dKL(f∗||fout)
)
= I(fin, fout).
The proof of the theorem also shows that the optimal probability measure has density f∗ =
1
Z (finfout)
1/2. For this choice of f∗,(
log
f∗
fin
)2
=
(
1
2
log
fout
fin
− logZ
)2
=
1
4
(
I + log
fout
fin
)2
=
1
4
I2 +
1
2
I
(
log
fout
fin
)
+
1
4
(
log
fout
fin
)2
.
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An analogous formula also holds for
(
log f∗fout
)2
. By summing these, the middle terms cancel
each other, and we find that(
log
f∗
fin
)2
+
(
log
f∗
fout
)2
=
1
2
I2 +
1
2
(
log
fout
fin
)2
.
By integrating both sides above against f∗, we find that the key term in the formula VarΨ(Q) =
N0I2 of the theorem becomes
I2 =
1
2
I2 +
1
2
∫ (
log
fout
fin
)2
f∗ −
(∫
log
f∗
fin
f∗
)2
−
(∫
log
f∗
fout
f∗
)2
.
Hence we get an upper bound
I2 ≤ 1
2
I2 +
1
2
∫ (
log
fout
fin
)2
f∗.
Now the claim follows.
A.3 Bounding of J
I
Recall that
I = −2 logZ,
and
J = Z−1
∫
log(f/g)2
√
fg,
where Z =
∫ √
fg.
Lemma A.2. Assume that f, g > 0 on S, and that Z > 0. Then
J ≤ 8(eI/2 − 1).
Especially, J ≤ 14I whenever I ≤ 1.
Proof. Let us fix some x ∈ S for which f(x) 6= g(x). At this point, for t = f/g,
(log f − log g)2
(
√
f −√g)2
√
fg = 4
(log
√
f − log√g)2
(
√
f −√g)2
√
fg = 4φ(t)
where φ(t) = (log t)
2
(t−1)2 t. Assume that t > 1, and let u =
1
2 log t. Then t = e
2u and
φ(t) =
(
2u
e2u − 1
)2
e2u =
(
2u
eu − e−u
)2
=
(
u
sinhu
)2
,
where
sinhu =
1
2
(eu − e−u) =
∑
k>0,odd
uk
k!
≥ u.
Hence φ(t) ≤ 1 for all t > 1. Next, by noting that φ(t) = φ(1/t) for all 0 < t, we conclude that
φ(t) ≤ 1 for all t > 0 such that t 6= 1. We conclude that
(log f − log g)2√fg ≤ 4(√f −√g)2
whenever f 6= g. Obviously the same inequality holds also when f = g. By integrating both
sides, it follows that
ZJ ≤ 4
∫
(
√
f −√g)2 = 4(2 − 2Z) = 8(1− Z).
Hence J ≤ 8(Z−1 − 1). The first claim follows because Z = e−I/2. The second claim follows
by noting that et/2 − 1 = ∫ t/20 esds ≤ e1/2t for t ≤ 1, and 8e1/2 ≤ 14.
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B Proof of upper bound
B.1 Test between two noisy samples from two distributions
Let us start with a lemma linking the Rényi divergence to the likelihood ratio test. The Rényi
divergence of positive order α 6= 1 is defined by
Dα(P ||Q) = 1
α− 1 log
∑
x
Pα(x)Q1−α(x).
The following lemma describes a testing scenario, where we decide whether a noisy sample
X1, . . . ,Xm is sampled from P or from Q (if δ1 is small, most of the Xi are sampled from
P , but some are from Q). The case δ1 = δ2 = 0 corresponds to pure samples.
Lemma B.1. Let P,Q be two probability distributions, with P ≪ Q and Q ≪ P , and consider
independent random variables X1, . . . ,Xm, Y1, . . . , Ym. Let 0 ≤ m1,m2 ≤ m and assume that:
• X1, . . . ,Xm1 are sampled from Q, and Xm1+1, . . . ,Xm from P ;
• Y1, . . . , Ym2 are sampled from P , and Ym2+1, . . . , Ym from Q.
Let ℓQ(Xi) = log
Q(Xi)
P (Xi)
and ℓP (Yi) = log
P (Yi)
Q(Yi)
be the log-likelihood ratios. Then, the random
variable L = 12
∑m
i=1(ℓQ(Xi) + ℓP (Yi)) satisfies
P (L > z) ≤ e−z−mD1/2(P ||Q)+m1D3/2(Q||P )+m2D3/2(P ||Q), z ∈ R.
Proof. Because L = log
∏m
i=1
(
Q(Xi)P (Yi)
P (Xi)Q(Yi)
)1/2
, Markov’s inequality implies that
P(L > z) ≤ e−zEeL = e−z
m∏
i=1
E
√
Q(Xi)
P (Xi)
E
√
P (Yi)
Q(Yi)
. (B.1)
Because
E
√
Q(Xi)
P (Xi)
=
{∑
xQ
3/2(x)P−1/2(x) = e
1
2
D3/2(Q,P ), i ≤ m1,∑
x P
1/2(x)Q1/2(x) = e−
1
2
D1/2(P,Q), i > m1,
and
E
√
P (Yi)
Q(Yi)
=
{∑
x P
3/2(x)Q−1/2(x) = e
1
2
D3/2(P,Q), i ≤ m2,∑
x P
1/2(x)Q1/2(x) = e−
1
2
D1/2(P,Q), i > m2,
we see that the right side of (B.1) equals
e−z−mD1/2(P ||Q)+
1
2
m1
(
D3/2(Q||P )+D1/2(Q||P )
)
+ 1
2
m2
(
D3/2(P ||Q)+D1/2(P ||Q)
)
.
The claim follows because α 7→ Dα(P ||Q) is nondecreasing [vH14, Thm 3].
B.2 Probability of error for a single node
Lemma B.2. Let i ∈ [N ] and σ˜(i) be the output of clustering on [N ]\{i}. Suppose πi ∈ SK
satisfies
ℓ(σ, σ˜(i)) =
1
n− 1dHam
(
σ−i, πi ◦ σ˜(i)
)
.
Suppose further that
ℓ
(
σ, σ˜(i)
)
≤ ǫ.
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and that fin ≪ fout and fout ≪ fin, with
c−1 ≤ D3/2 (P,Q)
I
≤ c and c−1 ≤ D3/2 (Q,P )
I
≤ c.
Then, with probability at least
1− (K − 1) exp
(
−N I
βK
(1− (1 + c)ǫ)
)
we have
π−1i (σi) = argmax
k∈[K]
∑
j 6=i
1
(
σ˜
(i)
j = k
)
log
fin
(
A1:Tij
)
fout
(
A1:Tij
) .
Proof. Assume without loss of generalities that πi = Id and that σi = 1. For k 6= 1, let Ei(k) be
the event that
∑
j 6=i
1(σ˜
(i)
j = 1) log
fin(A
1:T
ij )
fout(A1:Tij )
>
∑
j 6=i
1(σ˜
(i)
j = k) log
fin(A
1:T
ij )
fout(A1:Tij )
.
Using Lemma B.1, we have:
P (Ei(k)
c) ≤ e−(|C1|+|Ck|) I2+|C′k|
I+D3/2(fin,fout)
2
+|C′1|
I+D3/2(fout,fin)
2 ,
where I = D1/2(fin, fout), and |C ′k| denotes the number of nodes misclassified in cluster k by
σ˜(i).
Since ℓ
(
σ, σ˜(i)
)
≤ ǫ, we have |C ′k| ≤ ǫ|Ck|. Thus,
P (Ei(k)
c) ≤ e− |C1|+|Ck|2 I (1−ǫ(1+c))
≤ e−NIβK (1−ǫ(1+c)).
where we used |Ck| ≥ NβK .
Hence, by the union bound
P
(
∪Kk=2Ei(k)c
)
≤ (K − 1)e−NIβK (1−ǫ(1+c)),
which ends the proof.
B.3 Proof of Propositon 3.5
Proof. For simplicity of notation, we drop the superscript ν.
The graph G˜(i) is a SBM with interaction probabilities 1 − fin(0) and 1 − fout(0) for intra-
cluster and inter-cluster links.
Denote ǫ = Cspec
βK4
N − 1
max(1− fin(0), 1 − fout(0))
(fin(0) − fout(0))2
, with Cspec = 2
29, and let Einit be
the event that
∀i ∈ [N ] : ℓ\{i} (σ˜i, σ) ≤ ǫ, (B.2)
where ℓ\{i} is the error on [N ]\{i}. Using [XJL20, Proposition B.3] and the union bound, we
have for N large enough,
P(Einit) ≥ 1−N(N − 1)−5. (B.3)
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For any σ′ ∈ [K]N , let
SK [σ′, σ] := argmin
ρ∈SK
dHam(ρ ◦ σ′, σ),
where SK the set of permutations on [K]. We will now use several times Lemma A.1, which
states that under some condition, the set SK [σ′, σ] is a singleton, and gives in that case the unique
permutation π ∈ SK [σ, σ′]. In fact, π is the consensus (cf. last part of Algorithm 1).
Since ǫ = o(1), we have ǫ < 14βK for N large enough. Hence by Lemma A.1, under the
event Einit, the set SK [σ˜i, σ0] is a singleton for every i ∈ [N ]. We denote πi the only element of
SK [σ˜i, σ0]. Moreover, since σˆ(i)j = σ˜(i)j for j 6= i, we have
1
N
dHam
(
πi ◦ σ̂(i), σ
)
≤ 1
N
(
dHam
(
πi ◦ σ˜(i), σ
)
+ 1
)
=
N − 1
N
ǫ+
1
N
<
1
2βK
for N large enough, and hence again by Lemma A.1, πi is the only element of SK [σ̂(i), σ]. Then,
ℓ
(
σ̂(1), σ̂(i)
)
≤ 1
N
dHam
(
π1 ◦ σ̂(1), πi ◦ σ̂(i)
)
≤ 1
N
(
dHam
(
π1 ◦ σ̂(1), σ
)
+ dHam
(
σ, πi ◦ σ̂(i)
))
≤ 2
(
N − 1
N
ǫ+
1
N
)
<
1
2βK
for N large enough. Therefore, again by Lemma A.1, we conclude that π−11 ◦ πi is the only
element of SK [σ̂(i), σ̂(1)], and
σ̂i = argmax
k∈[K]
∣∣∣{j : σ̂(1)j = k} ∩ {j : σ̂(i)j = σ̂(i)i }∣∣∣
=
(
π−11 ◦ πi
)(
σ̂
(i)
i
)
. (B.4)
Hence,
P
(
∃π ∈ Sk[σ̂(1), σ] : (π ◦ σ̂)i 6= σi
)
≤ P
(
∃π ∈ Sk[σ̂(1), σ] : (π ◦ σ̂)i 6= σi |Einit
)
+ P(Ecinit)
= (a)P ((π1 ◦ σ̂)i 6= σi |Einit) + P(Ecinit)
= (b)P
(
(π−1i ◦ σ)i 6= σ̂i |Einit
)
+ P(Ecinit)
≤ (K − 1) exp
(
−NI
βK
(1− (1 + c)ǫ)
)
+N−4
where (a) comes from Sk[σ̂(1), σ] = {π1}, and (b) comes from equation (B.4). The last line
comes from Lemma B.2 and from equation (B.3).
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Let ξ′ = (1 + c) ǫ. By Assumption, ξ′ = o(1). Moreover,
E (ℓ(σ̂, σ)) = E
min
π∈SK
1
N
∑
i∈[N ]
1 ((π ◦ σ̂)i 6= σi)

≤ E
 min
π∈SK [σ̂(1),σ]
1
N
∑
i∈[N ]
1 ((π ◦ σ̂)i 6= σi)

≤ E
 1
N
∑
i∈[N ]
1
(
∃π ∈ SK [σ̂(1), σ] : (π ◦ σ̂)i 6= σi
)
=
1
N
∑
i∈[N ]
P
(
∃π ∈ SK [σ̂(1), σ] : (π ◦ σ̂)i 6= σi
)
≤ (K − 1) exp
(
−NI
βK
(1− ξ′)
)
+N−4.
Finally, let ξ = ξ′ +
(
βK
NI
)1/2
. If (K − 1) exp
(
−NIβK (1− ξ)
)
≥ 1N3 ,
P
(
ℓ(σ̂, σ) ≥ (K − 1) exp
(
−NI
βK
(1− ξ)
))
≤ E (ℓ(σ̂, σ))
(K − 1) exp
(
−NIβK (1− ξ)
)
≤ exp
(
NI
βK
(ξ′ − ξ)
)
+
N−4
exp
(
−NIβK (1− ξ)
)
≤ exp
(
−
√
NI
βK
)
+N−1.
Otherwise,
P
(
ℓ(σ̂, σ) ≥ (K − 1) exp
(
−NI
βK
(1− ξ)
))
≤ P (ℓ(σ̂, σ) > 0)
≤ P
(
min
π∈SK
dHam(π ◦ σˆ, σ) > 0
)
≤ P
(
min
π∈SK [σˆ1,σ]
dHam(π ◦ σˆ, σ) > 0
)
≤
∑
i∈[N ]
P (∃π ∈ SK [σˆ1, σ] : (π ◦ σˆ)i 6= σi)
≤ N(K − 1) exp
(
−NI
βK
(1− ξ)
)
+ n−3
≤ 2N−1.
Therefore, we can conclude that
P
(
ℓ(σ̂, σ) ≥ (K − 1) exp
(
−NI
βK
(1− ξ)
))
→ 0.
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C Hellinger divergence between sparse binary Markov chains
C.1 Notations and main result
In this section we consider {0, 1}-valued Markov chains with initial distributions µ, ν, transition
matrices P,Q, and path probability distributions defined by
fx = µx1Px1,x2 · · ·PxT−1,xT and gx = νx1Qx1,x2 · · ·QxT−1,xT , (C.1)
which are assumed sparse in the sense that
max{µ1, ν1, P01, Q01} ≤ δ (C.2)
for some small constant δ > 0. By the union bound, this assumption implies that for both Markov
chains, the probability of observing a path of length T not identically zero is at most δT . The
following result describes a first-order expansion in a sparse setting.
Proposition C.1. The Hellinger distance of Markov chain path probabilities defined by (C.1),
which satisfy P11Q11 < 1 and (C.2) for some 0 < δ ≤ 14 such that δT ≤ 1, is approximated by
Hel2 (f, g) =
1
2
(
√
µ1 −√ν1)2 +
T∑
t=2
Jt + ǫ,
where the error term is bounded by 0 ≤ ǫ ≤ 24 (δT )2, and
Jt =
1
2
(√
P01 −
√
Q01
)2
+R01
(
1− R10
1−R11
)
+ (1−R10 −R11)
(√
µ1ν1 − R01
1−R11
)
Rt−211 ,
with Rab = (PabQab)
1/2.
C.2 Proof of Proposition C.1
For convenience, we use the shorthand notations
ρa = (µaνa)
1/2, Rab = (PabQab)
1/2. (C.3)
The proof is based on the following two lemmas.
Lemma C.2. The squared Hellinger distance between Markov path probability distributions de-
fined by (C.1) equals Hel2(f, g) = 1−∑⌈T/2⌉j=0 Sj , where
Sj =
∑
a,b∈{0,1}
∑
t
sj,t(a, b)ρ
1−a
0 ρ
a
1R
T−1−j+a+b−t
00 R
j−a
01 R
j−b
10 R
t−j
11 , (C.4)
and the nonzero values of sj,t(a, b) are given by s0,0(0, 0) = 1,
s1,t(ab) =

T − t− 1, (a, b) = (0, 0), 1 ≤ t ≤ T − 2,
1, (a, b) = (0, 1), (1, 0), 1 ≤ t ≤ T − 1,
1, (a, b) = (1, 1), t = T,
and sj,t(a, b) =
(t−1
j−1
)(T−t−1
j−a−b
)
for 2 ≤ j ≤ ⌈T/2⌉, and j ≤ t ≤ T − 1− j + a+ b.
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Proof. For a, b = 0, 1, we denote by xab the number of a→ b transitions, and by ‖x‖ =
∑
t xt the
number of ones in path x = (x1, . . . , xT ). We can split the sum on the right side of Hel
2(f, g) =
1−∑x(fxgx)1/2 into∑x(fxgx)1/2 =∑j Sj , where Sj equals the sum of (fxgx)1/2 over the set
of paths with j on-periods. We further split Sj into
Sj =
∑
a,b
Sj(a, b) =
∑
a,b
∑
t
Sj,t(a, b),
where Sj,t(a, b) equals the sum of (fxgx)
1/2 over the set
Aj,t(a, b) =
{
x ∈ {0, 1}T : x1 + x01 = j, ‖x‖ = t, x1 = a, xT = b
}
(C.5)
of paths with j on-periods and t ones which start at a and end at b. Observe that the number of on-
periods can be written as x1+x01 = x10+xT , and the number of ones as ‖x‖ = x1+x01+x11.
Hence any path x in Aj,t(a, b) satisfies x01 = j−a, x10 = j− b, x11 = t− j. Moreover, because
the total number of transitions is T − 1, we also find that x00 = T − 1− j + a+ b− t. Observe
now that the path probabilities can be written as
fx = µx1
∏
a,b
P xabab and gx = νx1
∏
a,b
Qxabab .
Therefore, for any path x in Aj,t(a, b),
(fxgx)
1/2 = ρ1−a0 ρ
a
1R
T−1−j+a+b−t
00 R
j−a
01 R
j−b
10 R
t−j
11 .
Hence (C.4) holds with sj,t(a, b) = |Aj,t(a, b)|. We finish the proof by computing the cardinalities
sj,t(a, b).
(i) Case j = 0. The only path with no on-periods is the path of all zeros. Therefore,
s0,t(a, b) = 1 for t = 0 and (a, b) = (0, 0), and s0,t(a, b) = 0 otherwise.
(ii) Case j = 1. In this case s1,t(0, 0) = T − t − 1 for 1 ≤ t ≤ T − 2 and zero otherwise.
Furthermore, s1,t(0, 1) = s1,t(1, 0) = 1 for 1 ≤ t ≤ T − 1, and both are zero otherwise. Finally,
s1,t(1, 1) = 1 for t = T and zero otherwise.
(iii) Case j ≥ 2. Now we proceed as follows. First, given a series of t ones, we choose j − 1
places to break the series: there are
(t−1
j−1
)
ways of doing so. Then, we need to fill those breaks
with zeros chosen among the T − t zeros of the chain. Note that when a = b = 0, we also need to
put zeros before and after the chain of ones. There are j − 1+ (1− a) + (1− b) = j +1− a− b
places to fill with T−t zeros, and we need to put at least one zero in each place: there are (T−t−1j−a−b)
ways of doing so.2 Therefore, we conclude that
sj,t(a, b) =
(
t− 1
j − 1
)(
T − t− 1
j − a− b
)
.
Lemma C.3. If (C.2) holds for some 0 < δ ≤ 14 such that δT ≤ 1, then
ρ0 = 1− δ1 = 1− µ1 + ν1
2
+ ǫ1,
R00 = 1− δ2 = 1− P01 +Q01
2
+ ǫ2,
RT−100 = 1− δ3 = 1− (T − 1)
P01 +Q01
2
+ ǫ3,
S0 = 1− δ4 = 1− µ1 + ν1
2
− (T − 1)P01 +Q01
2
+ ǫ4,
2A combinatorial fact, often refered as the stars and bars method, is that the number of ways in which n identical
balls can be divided intom distinct bins is
(
n + m− 1
m− 1
)
, and
(
n− 1
m− 1
)
if bins cannot be empty.
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where the error terms are bounded by 0 ≤ δ1, δ2 ≤ 32δ, 0 ≤ δ3 ≤ 3δT , and 0 ≤ δ4 ≤ 7δT ,
together with |ǫ1|, |ǫ2| ≤ 2δ2, |ǫ3| ≤ 2δ2T 2, and |ǫ4| ≤ 6δ2T 2.
Proof. The error terms δ1, δ2, δ3, δ4 are nonnegative because the quantities on the left are at most
one, being products of square roots of probabilities. Furthermore, µ1+ν12 ≤ δ and P01+Q012 ≤ δ
due to (C.2). Hence the upper bounds on δ1, δ2, δ3, δ4 follow from the bounds on ǫ1, ǫ2, ǫ3, ǫ4.
Let us now verify the bounds on the error terms ǫ1, ǫ2, ǫ3, ǫ4. Taylor’s approximation (Lemma C.6)
implies that
ρ0 =
(
(1− µ1)(1− ν1)
)1/2
= 1− µ1 + ν1
2
+ ǫ1,
where the error term is bounded by |ǫ1| ≤ (1 + 421/2 )12δ2 ≤ 2δ2. Because R00 = ((1− P01)(1−
Q01))
1/2, the same approximation also yields |ǫ2| ≤ 2δ2. If T = 1, the bound for ǫ3 is trivial.
Assume next that T ≥ 2. By applying Lemma C.6 again, now with a = (T − 1)/2 ≥ 12 , we see
that
RT−100 =
(
(1− P01)(1 −Q01)
)(T−1)/2
= 1− (T − 1)
2
(P01 +Q01) + ǫ3,
where |ǫ3| ≤
(
1 + 82a
)
a(1 + a)δ2 =
(
1 + 82a
)
(T 2 − 1)14δ2 ≤ 2δ2T 2. By multiplying the
approximation formulas of ρ0 and R
T−1
00 , we find that
ǫ4 = ǫ1
(
1− (T − 1)P01 +Q01
2
)
+ ǫ3
(
1− µ1 + ν1
2
)
+ ǫ1ǫ3 + (T − 1)µ1 + ν1
2
P01 +Q01
2
.
By the triangle inequality, noting that δT ≤ 1, and |ǫ1ǫ3| ≤ 4δ4T 2 ≤ δ2T 2 due to δ ≤ 14 , we find
that |ǫ4| ≤ |ǫ1|+ |ǫ3|+ |ǫ1ǫ3|+ δ2T ≤ 6δ2T 2.
Let us now finish the proof of Proposition C.1. Lemma C.2 implies that Hel2(f, g) = 1 −
S0 − S1 −∑⌈T/2⌉j=2 Sj, where S0 = ρ0RT−100 and S1 = S1(0, 0) + S1(0, 1) + S1(1, 0) + S1(1, 1),
where
S1(0, 0) = ρ0R01R10
T−2∑
t=1
(T − t− 1)RT−t00 Rt−111 ,
S1(0, 1) = ρ0R01
T∑
t=2
RT−t00 R
t−2
11 ,
S1(1, 0) = ρ1R10
T∑
t=2
RT−t00 R
t−2
11 ,
S1(1, 1) = ρ1R
T−1
11 .
We will derive approximations to the above quantities.
(i) Define S˜0 = 1 − µ1+ν12 − (T − 1)P01+Q012 . Then Lemma C.3 implies that |S˜0 − S0| ≤
6δ2T 2.
(ii) Define
S˜1 = R01R10
T−2∑
t=1
(T − t− 1)Rt−111 + (R01 + ρ1R10)
T∑
t=2
Rt−211 + ρ1R
T−1
11 .
Because ρ0, R00 ≤ 1, it follows that S1 ≤ S˜1. Because ρ0, R00 ≥ 1 − 32δ (Lemma C.3) and
RT−t00 ≥ RT−100 for t ≥ 1, it follows that
S1 ≥
(
1− 3
2
δ
)T
S˜1 ≥
(
1− 3
2
δT
)
S˜1.
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Observe next that
∑T−2
t=1 (T − t− 1)Rt−111 ≤ T
∑T−2
t=1 R
t−1
11 ≤ T
∑∞
t=0R
t
11, so that
T−2∑
t=1
(T − t− 1)Rt−111 ≤ T (1−R11)−1.
Moreover,
∑T
t=2R
t−2
11 ≤ (T − 1). Because ρ1, R01 ≤ δ and R10 ≤ 1−R11, it follows that
S˜1 ≤ δT R10
1−R11 + 2δ(T − 1) + δ
≤ 4 δT.
Hence
S1 ≥ S˜1 − 6δ2T 2.
This last line holds because R10 + R11 = 1 − H2, where H2 is the squared Hellinger distance
between distributions (P10, P11) and (Q10, Q11) on {0, 1}, and therefore R10 ≤ 1 − R11. (iii)
Let us now derive an upper bound for the term
∑⌈T/2⌉
j=2 Sj . Fix 2 ≤ j ≤ ⌈T/2⌉. Recall from
Lemma C.2 that
Sj =
∑
a,b∈{0,1}
∑
t
sj,t(a, b)ρ
1−a
0 ρ
a
1R
T−1−j+a+b−t
00 R
j−a
01 R
j−b
10 R
t−j
11 ,
and the nonzero values of sj,t(a, b) are given by sj,t(a, b) =
(t−1
j−1
)(T−t−1
j−a−b
)
for j ≤ t ≤ T − 1 −
j + a+ b. Because ρ0, R00 ≤ 1 and ρ1, R01 ≤ δ,
Sj ≤ δj
∑
a,b∈{0,1}
∑
t
sj,t(a, b)R
j−b
10 R
t−j
11 . (C.6)
We will deal with the cases b = 0 and b = 1 separately. If b = 0, the inequality
(T−t−1
j−a−b
) ≤
T j−a−b
(j−a−b)! implies that
∑
t
sj,t(a, 0)R
j
10R
t−j
11 =
T−1−j+a∑
t=j
(
t− 1
j − 1
)(
T − t− 1
j − a
)
Rj10R
t−j
11
≤ Rj10
T j−a
(j − a)!
T−1−j+a∑
t=j
(
t− 1
j − 1
)
Rt−j11 .
It follows with the help of a geometric moment formula (Lemma C.4) that
T−1−j+a∑
t=j
(
t− 1
j − 1
)
Rt−j11 ≤
∞∑
t=j
(
t− 1
j − 1
)
Rt−j11 = (1−R11)−j.
Therefore,
∑
t
sj,t(a, 0)R
j
10R
t−j
11 ≤
(
R10
1−R11
)j T j−a
(j − a)!
≤ T
j−a
(j − a)!
≤ T
j
(j − 2)! , (C.7)
where we used R10 ≤ 1−R11.
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If b = 1, the previous reasoning leads to an extra (1 − R11)−1 factor. Let us first recall
that sj,t(a, 1) =
(t−1
j−1
)(T−t−1
j−a−1
)
corresponds to the number of time series x ∈ {0, 1}T with j on-
periods, such that x0 = a, xT = 1 and ||x|| = t. If we call tj the length of the j-th on-period,
we have 1 ≤ tj ≤ T − j + 1. For a given tj , choosing x accounts to cut a list of T − t zeros in
j − 1 − a places, and then fill the j − 1 − a + a = j − 1 spots with the t − tj remaining ones,
given that no spot should be empty. Hence,
sj,t(a, 1) =
t−j+1∑
tj=1
(
T − t− 1
j − 1− a
)(
t− tj − 1
j − 2
)
.
From
(T−t−1
j−1−a
) ≤ T j−1−a
(j − 1− a)! and
(t−tj−1
j−2
) ≤ (t−2j−2), it follows that
∑
t
sj,t(a, 1)R
j−1
10 R
t−j
11 = R
j−1
10
T−j+a∑
t=j
t−j+1∑
tj=1
(
T − t− 1
j − 1− a
)(
t− tj − 1
j − 2
)
Rt−j11
≤ Rj−110
T j−1−a
(j − 1− a)!
T−j+a∑
t=j
t−j+1∑
tj=1
(
t− tj − 1
j − 2
)
Rt−j11
≤ Rj−110
T j−1−a
(j − 1− a)!
T−j+a∑
t=j
(
t− 2
j − 2
)
(t− j + 1)Rt−j11
≤ Rj−110
T j−a
(j − 1− a)!
T−j+a∑
t=j
(
t− 2
j − 2
)
Rt−j11 .
Using the geometric moment formula (Lemma C.4)
T−j+a∑
t=j
(
t− 2
j − 2
)
Rt−j11 ≤
∞∑
t=j
(
t− 2
j − 2
)
Rt−j11 = (1−R11)−(j−1),
and the inequality R10 ≤ 1−R11, it follows that
∑
t
sj,t(a, 1)R
j−1
10 R
t−j
11 ≤
T j−a
(j − 1− a)! ≤
T j−a
(j − 2)! . (C.8)
Going back to (C.6), and using (C.7)-(C.8), we can write
Sj ≤ 4 (δT )
j
(j − 2)! ,
and hence ∑
j≥2
Sj ≤ 4(δT )2 exp (δT ) .
By combining the estimates obtained in (i)–(iii), we conclude that
Hel(f, g)2 = 1− S˜0 − S˜1 + ǫ,
where
|ǫ| ≤ 6(δT )2 + 6(δT )2 + 4(δT )2 exp (δT ) .
In particular, for δT ≤ 1, exp(δT ) ≤ e < 3 implies |ǫ| ≤ 24 (δT )2 .
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Finally, observe that
1− S˜0 − S˜1 = µ1 + ν1
2
+ (T − 1)P01 +Q01
2
−R01R10
T−2∑
t=1
(T − t− 1)Rt−111
− (R01 + ρ1R10)
T∑
t=2
Rt−211 − ρ1RT−111 .
By applying formulas
∑T
t=2R
t−2
11 = (1 − R11)−1((T − 1) −
∑T
t=2R
t
11) and R
T−1
11 = 1− (1 −
R11)
∑T
t=2R
t−2
11 , and simplifying the outcome using formulas
µ1+ν1
2 − ρ1 = 12(
√
µ1−√ν1) and
P01+Q01
2 −R01 = 12(
√
P01 −
√
Q01), we find that
1− S˜0 − S˜1 = 1
2
(
√
µ1 −√ν1)2 +
T∑
t=2
Jt.
Hence the claim of Proposition C.1 follows.
C.3 Auxiliary asymptotics lemmas
Lemma C.4. For any integer j ≥ 1 and any real number 0 ≤ q < 1,
∞∑
k=j
(
k
j
)
qk−j = (1− q)−(j+1).
Proof. Let f(q) = (1 − q)−1. Then the j-th derivative of f equals f (j)(q) = j!(1 − q)−(j+1).
Because f(q) =
∑∞
k=0 q
k, we find that the j-th derivative of f also equals
∑∞
k=j(k)jq
k−j . Hence
the claim follows.
Lemma C.5. For any 0 ≤ x ≤ 12 and a ≥ 0, the error term in the approximation (1 − x)a =
1− ax+ r(x) is bounded by |r(x)| ≤ 2|a−1|2a ax2. Moreover, r(x) ≥ 0 when a ≥ 1.
Proof. The error term in the approximation f(x) = f(0) + f ′(0)x + r(x) equals r(x) =∫ x
0
∫ t
0 f
′′(s)dsdt and is bounded by |r(x)| ≤ 12cx2 with c = max0≤x≤1/2 |f ′′(x)|. The function
f(x) = (1− x)a satisfies f(0) = 1 and f ′(0) = −a, together with f ′′(x) = a(a− 1)(1− x)a−2.
The claims follow after noticing that
max
0≤x≤1/2
|f ′′(x)| =
{
|f ′′(12 )| = 42aa|a− 1| for 0 < a < 2,
f ′′(0) = a(a− 1) for a ≥ 2.
Lemma C.6. For any 0 ≤ x, y ≤ δ with δ ≤ 14 , and any a ≥ 0,(
(1− x)(1− y)
)a
= 1− a(x+ y) + ǫ,
where |ǫ| ≤
(
1 + 8|a−1|2a
)
aδ2.
Proof. Denote z = x + y − xy. Then 0 ≤ z ≤ 2δ ≤ 12 . Then by Lemma C.5, we find
that (1 − z)a = 1 − az + r(z), where the error term is bounded by |r(z)| ≤ 2|a−1|2a az2. As a
consequence, (
(1− x)(1− y)
)a
= 1− az + r(z) = 1− a(x+ y) + ǫ,
where ǫ = axy + r(z) is bounded by
|ǫ| ≤ axy + |r(z)| ≤ aδ2 + 2|a− 1|
2a
a(2δ)2.
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D Markov dynamics with long-time horizon
D.1 Clustering using the union graph
Proposition D.1. Let δ(ν) = max
{
µ
(ν)
in (1), µ
(ν)
out(1), P
(ν)
in (0, 1), P
(ν)
out (0, 1)
}
and assume that
T (ν) ≫ 1 with δ(ν)T (ν) ≪ 1. Assume that the signal, coming from the dynamics, is stronger than
the signal of the first snapshot, that is P
(ν)
in (0, 1)T
(ν) ≫ µ(ν)in (1) and P (ν)out(0, 1)T (ν) ≫ µ(ν)out(1).
Let
I
(ν)
1 :=
(√
P
(ν)
in (0, 1) −
√
P
(ν)
out(0, 1)
)2
.
Then, the following holds.
(i) Exact recovery using the union graph is possible if
lim inf
ν→∞
N (ν)T (ν)
K(ν) logN (ν)
I
(ν)
1 > 1,
and impossible if
lim sup
ν→∞
N (ν)T (ν)
K(ν) logN (ν)
I
(ν)
1 < 1.
(ii) Almost exact recovery using the union graph is possible if
lim inf
ν→∞
N (ν)T (ν)
K(ν)
I
(ν)
1 = ∞,
and impossible if
lim sup
ν→∞
N (ν)T (ν)
K(ν)
I
(ν)
1 <∞.
Proof. The union graph G∪ = ∪Tt=1Gt has adjacency matrix with entries maxtAtij . There-
fore, the union graph is an instance of a static SBM with intra-block link density p∪in = 1 −
µin(0)Pin(0, 0)
T−1 and inter-block link density p∪out = 1− µout(0)Pout(0, 0)T−1.
A known result [ABH16, MNS16] states that exact recovery in SBM is possible if
lim inf
ν→∞
N
K logN
(√
p∪in −
√
p∪out
)2
> 1,
and almost exact recovery is possible if
lim inf
ν→∞
N
K
(√
p∪in −
√
p∪out
)2
=∞,
and similar impossibility conditions. Moreover, using the sparsity condition, we can write
p∪in = µin(1) + (1− µin(1))(T − 1)Pin(0, 1) +O
(
(δNTN )
2
)
∼ TPin(0, 1) +O
(
(δT )2
)
,
and similarly for p∪out. This ends the proof.
Remark D.2. If µ
(ν)
in (1) ≫ T (ν)P (ν)in (0, 1) and µ(ν)out(1) ≫ T (ν)P (ν)out(0, 1), then one would re-
cover the static conditions for exact and almost exact recovery. Indeed, in this scenario, the pattern
arising from the dynamics are too weak to make an improvement.
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Remark D.3. If T (ν)P
(ν)
out(0, 1) ≫ µ(ν)out(1) but T (ν)P (ν)in (0, 1) ≪ µ(ν)in (1), then the condition for
exact recovery becomes
lim inf
ν→∞
N (ν)T (ν)
K(ν) logN (ν)
Pout(0, 1) > 1.
In particular, this arises when the pattern interactions are i.i.d. for node pairs in different commu-
nities, and static for node pairs in the same community.
D.2 Clustering using time-aggregated adjacency tensors
The majority of earlier literature on temporal network clustering is based on the analysis of the
time-aggregatedN -by-N tensorA+ij =
∑
tA
t
ij . One might ask whether such aggregation destroys
relevant information about the data. The following results shows that for long (T ≫ 1) and
sparse (expected number of on-periods≪ N2) adjacency tensors, the amount of lost information
is negligible.
Proposition D.4. Consider a homogeneous Markov SBM with the same Assumptions as Corol-
lary 4.8. Then the conditions for exact and almost exact recovery for the the time-aggregated
tensor (A+ij) are the same as for the full tensor (A
t
ij).
Proof. For t ∈ {0, . . . , T}, let At := {x ∈ {0, 1}T : ||x||1 = t} be the set of interaction patterns
with t ones, and
fWin (t) =
∑
x∈{0,1}T :‖x‖1=t
fin(x),
fWout(t) =
∑
x∈{0,1}T :‖x‖1=t
fout(x).
Now the time-aggregated tensor (A+ij) is an instance of an edge-labelled SBM with finitely many
possible labels t ∈ {0, . . . , T} whose probabilities are given by fWin (t) and by fWout(t).
Recall the definition of the sets Aj,t(ab), introduced in Equation (C.5):
Aj,t(a, b) =
{
x ∈ {0, 1}T : x1 + x01 = j, ‖x‖ = t, x1 = a, xT = b
}
,
and let us introduce f˜+in and f˜
+
out defined, for t ∈ [T ], by
f˜in(t) = fin (A1,t(0, 0)) ,
f˜out(t) = fout (A1,t(0, 0)) .
Note that in general, f˜in and f˜out are not probabilities distributions anymore as they do not sum
to one. Nonetheless,
D1/2
(
fWin , f
W
out
)
≥ D1/2
(
f˜in, f˜out
)
. (D.1)
Moreover, from the data processing inequality [vH14, Theorem 1],
D1/2 (fin, fout) ≥ D1/2
(
fWin , f
W
out
)
. (D.2)
Let us make the following claim:
D1/2
(
f˜in, f˜out
)
≈ D1/2 (fin, fout) . (D.3)
Combining the claim with the inequality (D.2), yields
D1/2
(
fWin , f
W
out
)
≈ D1/2
(
f˜in, f˜out
)
,
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and hence recovery with the weighted union graph and the Markov SBM have the same misla-
belling rates.
Now let us prove the claim (D.3). Note that
D1/2
(
f˜in, f˜out
)
= −2 log
(
T∑
t=0
√
f˜in(t)f˜out(t)
)
= −2 log (S0 + S1(0, 0)) ,
where S0 :=
√
fin(0)fout(0) and S1(0, 0) :=
√
fin (A1,t(0, 0)) fout (A1,t(0, 0)). In the sparse
setting, an approximation of S1(0, 0) was computed in Appendix C.1 and shown to be equal to
S1(0, 0) = S0U01U10
T (ν)∑
t=1
(T (ν) − t− 1)U t−111
= S0
U01U10
1− U11
(
T (ν) − 1
)
+ o(δ(ν)T (ν)),
where Uab =
√
Pin(a, b)Pout(a, b)
Pin(0, 0)Pout(0, 0)
. Therefore, using Lemma C.3 and the sparsity condition
δ(ν)T (ν) ≪ 1, we can write
D1/2
(
f˜in, f˜out
)
= −2 log
(
1− T
(ν) − 1
2
(
Pin(0, 1) + Pout(0, 1) − 2R01R10
1−R11
)
+ o
(
δ(ν)T (ν)
))
= T (ν)
(
I
(ν)
1 + I
(ν)
2
)
+ o
(
δ(ν)T (ν)
)
,
where I
(ν)
1 and I
(ν)
2 are defined in Theorem 4.1. This proves the claim, because as we noticed in
Corollary 4.8,D1/2 (fin, fout) ≍ T (ν)
(
I
(ν)
1 + I
(ν)
2
)
.
E Analysis of baseline algorithms
E.1 Proof of Theorem 6.1
For a, b ∈ {0, 1}, let nij(a) = ∑b nij(a, b), where nij(a, b) counts the observed number of
transitions a → b between nodes i and j. From [Bil61, Theorem 3.1 and Formula 3.13], the
distribution of the random variables ξij(a, b) :=
nij(a,b)−nij(a)pij (a)√
nij(a)
tends to a normal distribution
with the zero mean and finite variance given by λ(ab),(cd) := δac
(
δbdPij(a, b)−Pij(a, b)Pij(a, d)
)
.
Therefore, for any α > 0,
P
(
|P̂ij(a, b) − Pij(a, b)| ≥ α
)
= P
(
|ξij(ab)| ≥ α
√
nij(a)
)
(E.1)
and this quantity goes to zero as T goes to infinity.
From model identifiability, Pin 6= Pout. Therefore, w.l.o.g. we can assume Pin(0, 1) 6=
Pout(0, 1), and let α such that 0 < α <
Pin(0, 1) − Pout(0, 1)
2
. The nodes i and j are predicted
to be in the same community if P̂ij(0, 1) >
pin + pout
2
, and the probability of making an error is
P
(∣∣∣P̂ij(0, 1) − Pij(0, 1)∣∣∣ ≥ α) .
By the union bound, the probability that all nodes are correctly classified is bounded by
N(N − 1)
2
max
ij
P
(∣∣∣P̂ij(0, 1) − Pij(0, 1)∣∣∣ ≥ α) ,
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where the maximum is taken over all nodes pair ij. By equation (E.1), for all node pairs ij we
have P
(
|P̂ij(0, 1) − Pij(0, 1)| ≥ α
)
→ 0. Therefore, all nodes are a.s. correctly classified as
T →∞.
E.2 Proof of Proposition 6.4
Assume that the true block membership structure σ containsK blocks C1, . . . , CK of sizesNk =
|Ck|. Let Gt be the graph on node set V = [N ] and edge set Et = {ij : Atij = 1}. Let
GT = ∩tGt be the intersection graph.
We denote by pTkℓ = fkℓ(1, . . . , 1︸ ︷︷ ︸
T
) the probability of a persistent interaction of duration T
between a pair of nodes in blocks k and ℓ.
(a) Conditions for strong consistency. Algorithm 5 returns exactly the correct block mem-
bership structure if and only if each Ck forms a connected set of nodes in GT , and for all blocks
k 6= ℓ, there are no links between Ck and Cℓ in GT .
The probability that the intersection graph GT contains a link between some distinct blocks
is bounded by ∑
1≤k<ℓ≤K
NkNℓ p
T
kℓ.
Hence, by the union bound, the probability that Algorithm 5 does not give exact recovery is
bounded by ∑
k∈[K]
(1− cTk ) +
∑
1≤k<ℓ≤K
NkNℓ p
T
kℓ,
where cTk is the probability that the subgraph of GT induced by Ck is connected. By classical
results about Erdo˝s–Rényi graph models [Les] we know that
cTk ≥ 1− 100e−(Nkp
T
kk
−logNk),
whenever Nkp
T
kk ≥ max{9e, logNk}. Hence∑
k∈[K]
(1− cTk ) ≤ 100
∑
k∈[K]
e−(Nkp
T
kk−logNk)
≤ 100 e
− min
k∈[K]
log(KNk)
(
Nkp
T
kk
log(KNk)
−1
)
,
and this last term goes to zero under Condition (6.2). Moreover,
∑
1≤k<ℓ≤K
NkNℓp
T
kℓ ≤
(
N
2
)
max
k 6=ℓ
pTkℓ
which also goes to zero under Condition (6.1).
(b) Condition for weak consistency. We just saw that the probability that the intersection
graph GT contains a link between some distinct blocks is bounded by
(N
2
)
max1≤k<ℓ≤K pTkℓ, and
hence goes to zero if Condition (6.1) holds.
Let GT [Ck] be the subgraph of GT induced by Ck. Let AkT be the event that the largest
connected component of GT [Ck] has size at least N
1/2, and all other components are smaller
than N1/2. Observe that GT [Ck] is an instance of a Bernoulli random graph with Nk nodes
where all node pairs are independently linked with probability pTkk. When Nkp
T
kk ≫ 1, classical
Erdo˝s–Rényi random graph theory tells that P(AkT ) = 1− o(1) for any fixed k and T asN ≫ 1.
For bounded K,T = O(1) this implies that P(∩k ∩T AkT ) = 1− o(1).
49
On the eventA = (∩k ∩T AkT )∩B, the algorithm estimates Kˆ = K correctly, and (with the
correct permutation), the number of misclustered nodes is at most∑
k∈[K]
|Ck \ CˆkT | ≪ 1,
where CˆkT is the largest component of GT [Ck].
E.3 Proof of Proposition 6.6
Denote the time-aggregated interaction tensor by A+ij =
∑
tA
t
ij . Let G
′ be the “enemy graph”
with node set {1, . . . , N} and adjacency matrix A′ij = 1(0 < A+ij < T ). Let C1, C2 be blocks
corresponding to the true labelling σ. The probability that all intra-block interactions are static is
p
(N12 )
11T p
(N22 )
22T ≥ (p11T p22T )N
2 → 1.
Hence, it follows that G′ is whp bipartite with respect to partition {C1, C2}.
Let us next analyze the probability that G′ is connected. Let G′′ be the graph on node set
{1, . . . , N} obtained by deleting all edges connecting pair of nodes within C1 or within C2. Then
G′′ is random bipartite graph with bipartition {C1, C2} where each node pair ij with i ∈ C1
and j ∈ C2 is linked with probability q = 1− p12T , independently of other node pairs. Because
blocks sizes are balanced accordingN1, N2 ≍ N andNq ≫ logN , it follows by applying [SC95,
Theorem 3.3] that G′′ is connected with high probability. Because G′′ is a subgraph of G′, the
same is true for G′.
We have now seen that G′ is whp connected and bipartite with respect to partition {C1, C2}.
Let G˜ be the graph on [N ], of which nodes i and j are linked if and only if there exists a 2-path
in G′ between i and j. Then the connected components of G˜ are C1 and C2. Hence Algorithm 6
estimates the correct block memberships on the high-probability event that G′ is connected.
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