Abstract-In this work, we adapt a method based on multiple hypothesis tracking (MHT) that has been shown to give state-ofthe-art vessel segmentation results in interactive settings, for the purpose of extracting trees. Regularly spaced tubular templates are fit to image data forming local hypotheses. These local hypotheses are used to construct the MHT tree, which is then traversed to make segmentation decisions. However, some critical parameters in this method are scale-dependent and have an adverse effect when tracking structures of varying dimensions. We propose to use statistical ranking of local hypotheses in constructing the MHT tree, which yields a probabilistic interpretation of scores across scales and helps alleviate the scaledependence of MHT parameters. This enables our method to track trees starting from a single seed point. Our method is evaluated on chest CT data to extract airway trees and coronary arteries. In both cases, we show that our method performs significantly better than the original MHT method.
I. INTRODUCTION
Extracting tree structures is a commonly encountered task in image analysis applications. In medical image analysis, reliable methods to extract airways, blood vessels and neuron tracks have important clinical usage. For instance, airway tree extraction is used to study the morphology of airways, which is useful to derive biomarkers for diseases such as chronic obstructive pulmonary disease (COPD) [1] , [2] and cystic fibrosis [3] ; and segmentation of coronary vessels is useful in prognosis of cardio-vascular diseases [4] .
Several methods have been proposed to address tree segmentation tasks occurring in medical images. One general approach is to model local appearance of structures in the tree and the overall connectivity of these local structures. A common local modelling approach is to use templates of the ideal structures of interest and perform template-matching with the image data. This accentuates possible local signals of interest and additional processing on top of such template-matched data can be used to extract the overall connectivity. Multiscale vesselness filtering is a commonly employed technique to enhance local tubular structures [5] - [7] like vessels and airways. Another simpler approach to detect local structures is to use multi-scale blob detectors [8] .
Template-matching enhances local structures of interest but invariably ends up being noisy. Several classes of methods are used to extract global structures by processing such noisy data. Minimal path methods can be used to extract tree structures by first assigning costs based on template-matching and computing a path of minimum cost via some optimisation scheme. In Wink et al. [9] , multi-scale vesselness filter output is transformed into path costs and minimum cost paths are computed using standard algorithm based on Dijkstra [10] , yielding candidate vessel centerlines. Another commonly used approach is to employ tracking on top of template-matching. From a signal processing point of view, tracking methods can be seen as powerful denoising techniques that can incorporate strong models. In Selvan et al. [8] Bayesian smoothing is performed, using a Kalman smoother, so as to denoise data from a blob-detector to obtain candidate airway branches. Particle filters have also been used in vessel segmentation applications with template-matching performed at each prediction step [11] . Recent methods involving deep learning, such as in Meng et al. [12] used to extract airways, also take up a similar approach of performing tracking with neural networks used as learnable template functions.
A comprehensive survey of vessel segmentation methods is presented in Lesage et al. [13] . The class of methods we focus on in this contribution are what the authors in Lesage et al. [13] address as template-matching based centerline tracking methods. A comparative study for airway segmentation methods was published in the EXACT'09 study [14] , wherein several methods were evaluated on chest CT data. An important takeaway from this study has been that there was scope for improvement in extracting missing airway branches. Another interesting point from the study was that more than half of the competing methods used some form of region growing in their segmentation procedure [15] - [18] .
In this work, we look at multiple hypothesis tracking (MHT) [19] , [20] -a well known decision making paradigm in multi-target tracking -for the purpose of segmenting trees. In methods based on region growing [21] and conventional object tracking [22] , segmentation decisions are made instantaneously making them susceptibe to local anomalies due to acquisition noise, interfering structures and others. The primary contrasting feature of using MHT is that it is based on deferring decisions to a future step. From any given step, all possible states corresponding to different solutions (local hypotheses) are maintained up to a predefined search depth (global hypotheses) in the form of a hypothesis tree. Decisions about which of the hypotheses to propagate and which ones to prune away at each step are made by tracing
(a) Instantaneous decisions . . , T3 with local hypothesis i at step t is denoted by lt,i. In case of instantaneous decisions in Figure 1a , only the best local hypothesis at each instant is retained (marked in blue). In the case of MHT with search depth 3 in Figure 1b , the decision at T1 is based on the best global hypothesis at step T3, marked with blue edges. Once the decision at T1 has been made, hypotheses that are not children of the best node are discarded, shown in red.
back the best hypothesis from the end of the hypothesis tree. Such deferred decisions, invariably, take more information into account and make the decisions at any given step more robust than instantaneous ones. The concept of instantaneous and deferred decisions are illustrated in Figure 1 . In the work of Friman et al. [23] , MHT was used along with template matching for segmenting small and bright tubular structures from a dark background. This method used in an interactive setting along with minimal paths has remained the best performing method in a coronary vessel segmentation challenge [24] , but has not been applied to other tree extraction problems. Critical parameters used to maintain the MHT tree in this method are scale dependent; this has an adverse effect when tracking structures of varying dimensions, such as airway trees. We believe this method has potential to solve a wider range of problems if the limitations with scale dependence can be alleviated.
We introduce statistical ranking of local hypotheses as a means to make local and global hypothesis scores independent of scales. This makes tuning of two crucial MHT parameters easier, allowing us to apply the method to extract trees and/or structures with branches of varying dimensions without user interaction. The work presented here is based on Friman et al. [23] and an extension of our previously published work [25] . Compared to [25] , we present the proposed modifications formally and perform more comprehensive evaluation. We show airway extraction experiments on low-dose CT data from the Danish lung cancer screening trial [26] and segmentation of coronary arteries from CT angiography data from the coronary challenge [24] .
II. METHOD
In this section, we present an overview of the method in Friman et al. [23] , describe its limitations and present modifications that enable our proposed method to overcome these limitations. For convenience, the method in Friman et al. [23] will be addressed as the original MHT method and ours, with the modifications, as the modified MHT method. A. The original MHT method [23] The primary objective formulated in the original MHT method is to track bright tubular structures in darker background based on relative contrast of the structures of interest. Tubular structures are modeled as sequences of tubular segments, as depicted in Figure 2 , and are segmented by analysing a multiple hypothesis tree comprising template-matched local hypotheses. From each tracking step, several local hypotheses are tested at regular step lengths controlled by the step length factor (used as a scaling of the local radius to obtain actual step length). The search span and number of local hypotheses at each step are controlled by the search angle and number of angles parameters, respectively.
A template function maps cross-sectional intensity variations of a tubular template, of radius r centered at x 0 along the directionv, to a profile function with values between 0 and 1, given as,
The steepness of the profile function is controlled by γ and d 2 (x; x 0 ,v) is the squared distance between any point x ∈ R 3 and axis of the tubular template alongv. We retain the steepness parameter γ = 8 from Friman et al. [23] and the corresponding profile function is shown in Figure 3 .
Next, the image neighbourhood model, I(x), used to fit the image data to the template in Eq. (1) is given as, where (x) captures noise which could be due to interfering structures, image artifacts or acquisition noise, k is the contrast and m is the mean intensity. Template fitting is carried out by solving the following weighted least-squares problem:
where W(r, x 0 ,v) is a weighting function with diagonal entries corresponding to an asymmetric Gaussian centered at x 0 . It is used to localise the fitting procedure and I is the image data with non-zero weights under this weighting function. The width of the weighting function is controlled by the weight window parameter. We refer to the original paper [23] for details on the weighting matrix and the procedure to solve this minimisation problem, which is carried out using the Levenberg-Marquardt algorithm.
By solving the minimisation problem in Eq. (3) for several local hypotheses at each step, estimates of tubular template parameters -r, x 0 ,v -and of image parameters -k, mare obtained. The fit of each local hypothesis, i, is quantified using the local hypothesis score, l i , by computing the Student distribution's t-statistic:
The local hypothesis score gives a measure of how significantly different the bright tubular structure is from its background, which can be interpreted as the contrast signalto-noise ratio (SNR). Local hypotheses below a threshold, referred to as the local threshold, are discarded to control the number of candidate hypotheses. Further, a hypothesis tree of a predetermined search depth, d, is constructed using local hypotheses from each step. A sequence of local hypothesis of length d forms a global hypothesis with an aggregated score,
This score is compared with the global threshold and all global hypotheses that do not exceed this threshold are discarded. Overall, two categories of parameters are used to tune the original MHT method. First category of parameters are related to generating local hypotheses: minimum and maximum radii, step length factor between successive tracking steps, window of the weighting function, maximum search angle and number of local hypotheses at each step. Second category of parameters are used to control the MHT behaviour: search depth, local and global thresholds. We again refer to Friman et al. [23] for elaboration on the role of these parameters.
B. Modifications to the original MHT method
The original MHT method was devised as an interactive method to track tubular structures. It is not immediately applicable for the automatic extraction of trees with branches of varying dimensions. In this section, some limitations of the original MHT method in this regard are elaborated and modifications are proposed to overcome them.
1) Dealing with scale-dependence: An important factor to consider when tracking tree-structures with branches of varying dimensions is their range. With airway trees for instance, the radius of visible airways in CT typically ranges from 1mm to 10mm. When using the original MHT method, such variations make it hard to obtain optimal parameter settings across scales. This behaviour is demonstrated for local hypothesis scores, computed using Eq. (4), in Figure 4 . Specifically, local hypothesis scores tend to decrease with scale, making it challenging to obtain a single optimal local threshold that works well across scales. When the local threshold is tuned to extract smaller branches, then the chance of adding large and sub-optimal branches to the hypothesis tree is higher resulting in over-segmentation. Similarly, when the score is tuned for larger branches even the best candidate hypothesis for smaller branches might not qualify as valid candidates resulting in under-segmentation.
To alleviate the aforementioned scale dependence, we devise a strategy of ranking local hypotheses based on their scores. Instead of using the scores in Eq. (4) directly, we sort them in decreasing order to derive a ranking based score at each step in the range [0, 1] . If N local hypotheses are sampled at any given step, then the scores of the ranked local hypotheses are obtained as,
where R i ∈ {1, . . . , N } is the rank of the N local hypotheses. By this scheme of relative scoring of hypotheses, where the best local hypothesis is assigned 1 at each tracking step, the problem of scale dependence of hypothesis scores is immediately alleviated. This is demonstrated in the table to the right in Figure 4 . A useful interpretation of such a ranking is to see it as a measure of the relative significance of local hypotheses at each step. When aggregated over the depth of the tree, it can be interpreted as the likelihood of the corresponding global hypothesis. Consider an example when the search depth is 10 and the global hypothesis threshold is 0.6. For a global hypothesis (comprising of a sequence of 10 local hypotheses) to score above 0.6 it would require its component local hypotheses to have been best locally at least in 6 of the 10 tracking steps, on average. This relative significance provides a probabilistic global hypothesis score, making it independent of the scale and variations of structures and removes the need to perform two level pruning of hypotheses -using local and global hypothesis thresholds -as done in the original MHT method. Instead of explicitly pruning local hypotheses, we propagate all local hypotheses with their ranked scores from Eq. (6) and rely on the defferred decisions of MHT algorithm to yield valid branches. That is, the search depth of the MHT tree and global threshold are the only critical parameters; in effect, removing the local threshold parameter.
One possible concern that arises when the scores in Eq. (4) are discarded for relative ranking in Eq. (6) is the chance of poor candidate hypotheses performing well when ranked amongst equally poor counterparts. A strength of the deferred decision of MHT is that with adequate depth of the MHT tree such hypotheses are unlikely to be accepted, as they would have to perform well across multiple steps.
2) Handling branching: Another factor to consider when tracking trees is branching. In the original MHT method, bifurcation detection is performed by clustering hypotheses based on their spatial location at every step using a spectral clustering algorithm [27] . However, there are no further details as to how the MHT tree is maintained after bifurcations. Once a bifurcation is detected, there are several ways to proceed. As the tracking happens per branch, new seed points can be added from the detected points of bifurcation and tracking can be restarted. This entails rebuilding of the MHT tree from each of the new seed points. The implementation of the original MHT method, available as a MeVisLab 1 module, follows this strategy. This has a negative consequence of discarding the information aggregated until the step before branching.
Another strategy that does not rely on rebuilding the MHT tree is to simply save the MHT tree at branching and resume tracking from each of the newly detected branching points separately. By resuming tracking from both branching points with the history of the parent branch we do not throw away information. In our modified MHT method, this strategy is used.
III. EXPERIMENTS AND RESULTS
We evaluate the modified MHT method for two applications: extraction of airway trees and segmentation of coronary arteries. We used the MeVisLab implementation of the original MHT method for performing the original MHT experiments 1 http://mevislab.de/
A. Airway tree extraction from lung CT
Experiments were performed on a subset of 32 low-dose CT scans from the Danish Lung Cancer Screening Trial [26] dataset. The 3D images in this dataset have a slice spacing of 1 mm and in-plane resolution varying between 0.72 to 0.78 mm. The images were randomly split into training and test sets comprising of 16 images each. Performance of the method was compared with reference segmentations composed of an expert-corrected union of two previous methods: the first method uses an appearance model based on a voxel classifier to distinguish airway voxels from background and uses region growing along with a vessel similarity measure to extract airways [21] , and the second method uses a similar voxel classifier but extracts airways by continually extending locally optimal paths [28] . Figure 5 : Maximum intensity projection view of the probability image obtained from the voxel-classifier. Brighter regions correspond to higher probability, and hence more likely to belong to airways.
1) Pre-processing of data: All CT images were preprocessed and converted into probability images using a kNNbased voxel classifier trained to distinguish airway voxels from background [21] . Thus obtained probability images have probability close to 1 in regions that are classified to be inside the airways and close to 0 outside; these images match the profile function described in Section II, wherein, the structure of interest is bright (high probability) in a dark background. An example probability image is shown in Figure 5 . Noise in the image is due to several factors including acquisition, interfering vessels, ribs and lung tissue.
2) Error measure: Performance of all four methods are evaluated based on accuracy of the extracted centerlines. To standardise the evaluation procedure, centerlines were extracted from the binary segmentations from all methods using a 3D thinning algorithm [29] . The error measure is a symmetric distance between extracted and reference centerlines, given as, In the above equation, C ref , C op are set of equidistant points on the centerlines of the reference and output segmentation results, respectively, comprising of n ref and n op number of points. c i , c j ∈ R n are individual points on the centerlines, d E is the Euclidean distance and w is a weight, such that 0 ≤ w ≤ 1. Notice that the first term in Eq. (7) captures the distance between the two centerlines due to false positives, whereas the second term captures the distance due to false negatives. In this work we use w = 0.5. Depending on the application the weight can be modified to obtain a desirable measure that reflects the sensitivity or specificity needs.
3) Experiment set-up and parameter tuning: The modified MHT method was compared to the original MHT method and with region growing applied to both the probability and intensity images. Parameters of all the methods were tuned on the training set comprising 16 images and tested on an independent test set consisting of 16 images. Both the MHT methods have tunable parameters; the first set of parameters is related to the tubular template: minimum and maximum allowable radii of the templates, scaling factors for step length and weight window. A second category of parameters is related to multiple hypothesis tracking: search depth, search angle, number of angles, local and global hypothesis thresholds. Tuning both categories of parameters for the training set is cumbersome, so the minimum and maximum radii were fixed to 1mm and 10mm, respectively, based on prior knowledge about the morphology of airway trees. Also the search depth parameter was set to 6 for both methods based on initial experiments. Only the remaining parameters were tuned to minimise the training error defined in Eq. (7) using grid search. The range of parameters searched over and the optimal set of parameters obtained for both MHT methods are summarised in Table I . Due to the scale independence introduced by the statistical ranking of local hypotheses, the modified MHT method does not have the local threshold as a parameter. The range of parameters for global threshold shown is for the modified MHT method, as the global threshold for the original MHT method was always set to be twice the optimal local threshold based on Friman et al. [23] . Both region growing methods only have the threshold parameter to be tuned. The optimal threshold for region growing on intensity of Figure 6 : Average error on 16 scans in the test set to compare the modified MHT method with region growing (RG) on intensity images, region growing on probability images and the original MHT method, visualised as standard box plots. Both MHT methods were applied to the probability images.
CT images was found to be −995 HU which is a low threshold, due to the leakage for three images in the training set for any higher thresholds. The optimal threshold for the case of probability images based on the training set performance was found to be 0.5. All four methods require an initial seed point and the same seed point in the trachea, automatically extracted using the procedure described in Lo et al. [21] , was provided to all.
We use the MHT module in MeVisLab provided by the authors in Friman et al. [23] to perform the original MHT experiments. In this implementation, minimum value for the weight window factor is constrained to be 3. However, for the modified MHT method we tried a larger range [1, 2, . . . , 5], and found the training error to be slightly lower (by 0.2mm) when compared to using the smaller range [3, 4, 5] . We adhere to using this larger range for modified MHT method, and a smaller range for original MHT method, also for the Coronary Artery Extraction experiments. 
4) Results:
Performance comparison was based on computing the average error measure in Eq. (7) and results for the test set are presented in Table II and visualised in Figure 6 . Differences between methods were tested for statistical significance using paired sample t-tests. The modified MHT method clearly shows an improvement when compared to the original MHT method (p < 0.001) and region growing on intensity images (p < 0.001), but was not significantly better than region growing on probability images (p = 0.079). Six of the test set results for the modified MHT method are visualised in Figure 7 along with the reference segmentations. 
B. Coronary Artery Extraction
We next describe experiments on 3D CT angiography (CTA) images for segmenting coronary arteries evaluated on the Coronary Artery Challenge data 2 . The challenge organisers allow methods to compete in three categories based on the extent of user interaction per vessel: automatic (no seed points), semi-automatic (one seed point) and interactive (more than one seed point). A version of the original MHT method, used along with a minimal path algorithm used in an interactive setting [23] , [30] , has remained the best performing method in the Coronary Artery Challenge [24] . We evaluate the original and modified MHT methods as stand-alone, semi-automatic methods and compare to the results of Friman et al. [23] .
1) Data and preprocessing: The dataset consists of 32 CTA images, split into 8 images for training and the remaining 24 for testing. These 3D volumes have a mean voxel size of 0.32× 0.32 × 0.4 mm 3 . The objective of the challenge is to segment four vessels per dataset. To this end, four seed points per vessel are provided, of which one must be selected for semi-automatic methods:
• Point S: start point of centerline • Point E: end point of centerline • Point B: a point about 3cm distal of the start point along the centerline • Point A: a point inside distal part of the vessel. In all images, three of the four vessels to be segmented were of the same type: right coronary artery (RCA), left anterior descending artery (LAD) and left circumflex artery (LCX). The fourth vessel, however, varied between images and was one of the large side branches (LSB). The reference standard for the training set was provided as manually drawn centerlines.
We closely adhere to the preprocessing performed in the original MHT method [23] , [30] . Unsigned integers are used to represent the voxel intensities as gray value (GV), under a simple transformation of the corresponding Hounsfield Unit (HU): HU (x) = GV (x) − 1024. To enable improved vessel template matching, voxel intensity of the lung tissue is raised to that of myocardial tissue and vessel calcifications are eliminated with the following thresholds:
with t myo = 950 and t calc = 1700.
2) Error measure: We use two commonly reported measures on the challenge website in our evaluations, that quantify completeness and accuracy of the segmented vessels, defined as OV (overlap) and AI (average distance inside vessel) in Schaap et al. [24] , respectively. 3) Experiment set-up and parameter tuning: As with the airway tree extraction experiments in Section III-A3, most of the parameters are tuned for both MHT methods, while some are fixed based on prior knowledge. The minimum and maximum radii parameters are set to 1mm and 3mm, respectively. Search depth was set to 4 based on initial experiments. Remaining parameters are tuned to maximise overlap, OV, on the training set and are summarised in Table III . Further, as with the airway experiments, the starting value of weight window factor is 3, and the global threshold is twice the local threshold, for the original MHT method. Due to the varying quality of images across the training set, tracking from different seed points yields substantially different results. Based on the training starting tracking from Point B and tracking in both directions turned out to be most useful for both MHT methods.
4) Results:
We compare the modified MHT method with the original MHT method, evaluated as semi-automatic methods in the ongoing Coronary Artery Challenge evaluation.The modified MHT method scored 91.8% overlap and accuracy of 0.38mm, whereas the original MHT method obtained 67.6% overlap and accuracy of 0.39mm. There is significant improvement in overlap when compared to the original MHT method (p < 0.001) as indicated by a paired sample t-test. With these results our method stands as the third best performing method amongst all semi-automatic methods (requiring one seed point) reported on the challenge website. Test set measures for each of the four vessels, along with the average score per dataset, are shown in Figure 8 for the modified MHT method. The first plot in Figure 8 shows the overlap performance and it is clear that RCA, LAD and LCX vessels score high consistently and have few outliers. LSB, on the other hand, has four cases scoring less than 70% in OV. One possible reason is that the vessel chosen as LSB was different across the dataset and the tuned parameters could not generalise to these four cases. The second plot in Figure 8 depicts the accuracy (AI) for the test set across the four vessels and again the average error in LSB is slightly higher than the rest. In Table IV we summarise the results for two versions of the original MHT method and the modified MHT method.
IV. DISCUSSION AND CONCLUSIONS
In this work, we extended the template-matching based centerline extraction method using multiple hypothesis tracking presented in Friman et al. [23] . We introduced statistical ranking of local hypotheses as a possible means to overcome scale dependence of important MHT parameters. Two such parameters (local and global thresholds that are scale dependent) make the original MHT method less useful for tracking structures of varying dimensions. Due to the proposed changes the modified MHT method can now be considered semi-automatic, requiring only one seed point per tree. In most cases, even the one required seed point can also be automatically provided, as done in case of airways in Lo et al. [21] , and thus making the method fully automatic. We also presented an improvement to the bifurcation handling strategy by maintaining the history of the MHT tree across bifurcations instead of restarting tracking at bifurcation points.
We presented evaluations in Section III, where we first focussed on extracting airway trees from chest CT data, and compared the modified MHT method with region growing on intensity images, region growing on probability images and the original MHT method. The modified MHT method shows significant improvement in average centerline distance when compared to the original MHT method (p < 0.001).
We also presented evaluations on the Coronary Challenge [24] and compared the modified MHT method with the original MHT method used as a semi-automatic method. The interactive version of the original MHT method, which is a combination of MHT, minimal paths and extensive user interaction (on average 1.5 clicks per vessel), is still the best performing method in the Coronary Artery Challenge. The modified MHT method, however, shows significant improvement in the overlap measure (OV) when compared to the semiautomatic original MHT method (p < 0.001). The accuracy of the extracted centerlines (AI) from both semi-automatic versions of the MHT method are close, indicating that the original MHT method (used semi-automatically) was accurate in the vessels that were segmented, but it under-segments the vessels indicated by the low OV score. This is likely due to dependence of the parameters on scale, which is overcome with the statistical ranking introduced in the modified MHT method. In this work we evaluated the modified MHT method using one seed point per vessel for the gains in some of the cases, while still competing in the semi-automatic category of the challenge. However, the modified MHT method could also have been used with fewer than one seed point per vessel (one seed point per tree) and yielding similar performance, as we were able to extract substantial portions of the coronary tree starting from a single seed point.
There are two recent semi-automatic methods based on diffusion tensor imaging techniques [31] , [32] that perform better than the modified MHT method in the OV measures as reported in the challenge website with a score of 97.3% and 96.4%, respectively. Three other methods in the fully automatic category have better OV measure by a small margin, between 1 − 2%, when compared to the modified MHT method [6] , [7] , [33] . One common feature across all these better performing methods is the pre-processing performed on the CT images to enhance vessel-like structures. For instance, in the currently best performing fully automatic method an improved version of Frangi's vesselness is used before centerline extraction [7] , and similarly in Bauer at al. [6] a tube detection filter is used and a pre-trained vessel detection filter is used in Zheng et al. [33] . In the modified MHT method we use a simple template-matching step and, use of more sophisticated strategies as described in the other methods in the challenge should further improve the performance. For instance, we expect that the use of probability images obtained from a voxel classifier to distinguish vessel and non-vessel voxels instead of intensity images, as in the case of the airway experiments, could have been beneficial.
In conclusion, we proposed modifications to the well established original MHT method that yield significantly better results. Statistical ranking of local hypotheses yields a common interpretation of the global hypotheses of the MHT tree at all scales. The proposed modifications also make it possible to use the method in a non-interactive manner and yield competitive results on versatile datasets involving segmentation of complete tree structures.
